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1CHAPTER 1
INTRODUCTION
The exploration of potential energy surfaces (PES), which relate the energy of a
chemical system to the internal geometry of it’s component atoms, is often an important
ﬁrst step in the modern study of reaction mechanisms. The PES can be understood
as a landscape with varying elevations representing the energy of the system, with the
horizontal directions representing a change in the geometry of the atoms (see above
ﬁgure). The lowest points located in the valleys of the PES correspond to the reactants,
products and intermediates of a reaction, while the maximum point along low-lying
hills connecting two nearby valleys can be viewed as the barrier or transition state for
the reaction. The pathways that begin in one valley, climb over the transition state,
and end in another valley are of particular interest, as these pathways provide a basic
description of how the chemical system changes as it undergoes a reaction.
Figure 1.1: An example potential energy surface with an indication of some of the
features studied by computational chemistry
2Many methods exist to locate minima, transition states, and reaction paths by com-
puting the height (energy), slope (gradient, ﬁrst derivative) and curvature (Hessian,
second derivative) of the PES, and using those values to step closer to the point of
interest or to improve the current approximation to a reaction pathway. When high
chemical accuracy is required, computationally demanding ab initio electronic struc-
ture and density functional theory methods must be used to evaluate the PES. Since
these methods take 2-4 orders of magnitude more computational eﬀort to compute as
a typical optimization step, the number of times that the energy, gradient and Hessian
needs to be evaluated is the dominant factor in determining how long it will take for
an optimization to ﬁnish. Consequently, this number may be used to compare the per-
formance of diﬀerent optimization methods without discussing CPU time, which can
depend heavily on factors external to the choice of optimization method (such as com-
puter architecture, choice of electronic structure program, and so forth). New methods
that can reduce this number by improving the approximation of initial geometries prior
to optimization, or by making better use of the information available each time the
PES is evaluated, will help to extend the computational study of chemical reactions
to new domains that require a combination of higher accuracy or the study of larger
molecules than current methods can support on modern computer architectures.
The work presented in this thesis is divided into 5 chapters. Chapters 2 and 3
focus on the eﬀect that the choice of coordinate representation can have on the eﬃ-
ciency and reliability of representing and exploring the PES in the region of transition
states. Chapter 4 introduces a variety of new algorithms which may help reduce the
computational cost required to locate minimum energy structures. Chapters 5 and 6
outline a new approach to optimizing the reaction path without ﬁrst locating a transi-
tion state. Each of these chapters provide detailed descriptions of the implementation
of the relevant algorithms, as well as data to support their usage and motivate further
3development. Chapter 7 brieﬂy summarizes the methods for exploring the PES devel-
oped in this thesis, and discusses of some of the many possibilities that are available
for future research and development.
1.1 Coordinate Choice for Exploring Chemical Reaction Paths
A potential energy surface describes the energy of a molecule as a function of its
geometrical parameters[1]. The potential energy surface representing the energetics of
an N atom molecule is deﬁned in terms of 3N Cartesian coordinates or at least 3N  6
internal coordinates. Minima on the potential energy surface correspond to equilib-
rium structures such as reactants and products, and ﬁrst order saddle points represent
transition states for reactions. There are many areas of active study involving the explo-
ration of these surfaces, including geometry optimization[2], reaction path following[3],
reaction path optimization[4, 5, 6], potential energy surface interpolation[7, 8], and
molecular dynamics[9]. The computational diﬃculty of these algorithms depends heav-
ily upon how many degrees of freedom are used to deﬁne the potential energy surface.
Any approach to generate a reduced set of coordinates that adequately describes the
region of the surface to be explored could improve the eﬃciency of these algorithms.
A set of (possibly redundant, i.e. more than 3N-6) internal coordinates com-
prised of stretches, bends and torsion involving bonded atoms often provides a bet-
ter chemical description of the structure and ﬂexibility of a molecule than Cartesian
coordinates[10, 11]. Delocalized internal coordinates[12] are more compact than primi-
tive redundant internal coordinates and have been employed for geometry optimization
and vibrational analysis. They are more general than non-redundant (Z-matrix) inter-
nal coordinates while still using 3N   6 coordinates to represent the potential energy
surface, however they may be more strongly coupled than primitive redundant inter-
nal coordinates. Reaction paths have been analyzed in terms of Cartesian coordinates,
4internal coordinates[13] and adiabatic local modes[14]. Because reactions often involve
the making and/or breaking of a small number of bonds, it should be possible to rep-
resent the paths with far fewer than 3N   6 coordinates. In this chapter, principal
component analysis (PCA)[15] is used to obtain a reduced number of coordinates for a
reaction path. PCA has been applied successfully to obtain an improved set of inter-
nal coordinates for vibrational analysis[16], and to examine conformational changes in
molecular dynamics simulations of biomolecules[17, 18].
For a given reaction, one can deﬁne a steepest descent reaction path that connects
the reactant minimum through the transition state to the products[19]. Reaction path
following can be carried out in Cartesian or internal coordinates, with or without mass-
weighting[20, 21]. Since a reaction usually involves signiﬁcant changes in only a few
bonds or angles, less than 3N 6 coordinates should be needed to represent the changes
in a molecule along a reaction path. The rest of the coordinates remain approximately
constant as the molecule moves along the path from reactants to products. In Chapter
2, PCA is used to determine a well chosen subset of (redundant) internal coordinates
that provides a signiﬁcant reduction in the number of coordinates needed to represent
the path. In Chapter 3, the knowledge about how the connectivity changes between
reactants and products is used to improve the generation of approximate structures
for transition state optimization, as well as to improve the eﬃciency of the transition
state optimization itself.
1.2 Improvements to Optimization Methods
Geometry optimization is an important tool in the computational chemistry tool-
box, and has become ubiquitous in modern studies of chemical properties and reactions.
There are a wide variety of diﬀerent algorithms that exist for optimization (see ref [2] for
a recent review of methods), with the most common utilizing a combination of quasi-
5Newton steps in redundant internal coordinates[10, 11], with the Hessian updated by
the method of Broyden Fletcher Goldfarb and Shanno (BFGS[22, 23, 24, 25]) when
seeking a minimum structure, and either the Powell’s symmetric Broyden (PSB[26]) or
the symmetric rank 1 (SR1[27]) updates, or some combination of the two[28], is used
when attempting to locate a transition state. Approximate, positive deﬁnite Hessian
matrices[29] are typically used to avoid the relatively large cost of computing the full
Hessian exactly which is often an order of magnitude more costly than computing the
energy and the gradient. Additionally, sequence acceleration methods such as line
searches and direct inversion of the iterative subspace (GDIIS[30]) are also used to re-
duce the number of potential energy surface (PES) calculations necessary to converge
to the desired minimum or transition state structure.
Chapter 4 describes three new, alternative approaches that may oﬀer additional
beneﬁts or improved performance over existing methodologies.
• Flowchart Update - This approach seeks to improve Hessian updating by using
diﬀerent update methods only when they are expected to be well behaved, and
falling back to more reliable but less ideal updates when necessary. Additionally,
a new modiﬁcation to the PSB method is used by using scaled displacements to
compute the update.
• Scaled RFO method - This approach seeks to improve the use of the rational
function optimization method for controlling step size and direction by modifying
the shift-matrix to better represent the expected relative stiﬀness of the bond
stretches versus the other coordinates.
• Quasi-rotation method - This is an alternative approach to handling the redun-
dancy in an internal coordinate system. Rather than store the approximate
Hessian in the full redundant space, a quasi-rotation matrix is used to rotate
6the approximate Hessian from the non-redundant space at one point, to the
non-redundant space at another. Ideally, this will lead to a more consistent ap-
proximation to the Hessian even when the non-redundant space changes over the
course of the optimization, and may help improve Hessian updating since the
change in the gradient can be expressed entirely in the non-redundant space at
one set of coordinates.
1.3 Development of a Variational Reaction Coordinate Method
With recent developments in reaction path following[19, 20, 31], the steepest de-
scent reaction path (SDRP) can be readily determined by walking downhill from a
transition state on the potential energy. At any point along this pathway, the energy
orthogonal to the path is a local minimum, and so it describes a ﬁrst-order description
of the route that a chemical system follows as a reaction proceeds from reactants to
products. Locating the transition state in order to determine the SDRP, however, can
often be a diﬃcult task. One common approach to approximate the minimum en-
ergy path without a converged transition state structure is to express the pathway as
multiple points which are optimized simultaneously. These “chain of states” methods
typically begin with a series of images along the linear interpolation between reactants
and products[32], after overall translation and rotation have been removed. These
images are updated to minimize the energies of each point subject to constraints, ﬁc-
titious forces or interpolation/reparameteration schemes, which ensure that the points
maintain a uniform description of the pathway. In these methods, the optimizer is
generally required to take small steps in order to avoid the introduction of kinks in
the path due to the discrete representation of the path. This ad hoc approach also
has the draw back that it is not variational, so there is no reliable way of determining
whether or not the optimization is making good progress, or if a solution found is in
7fact a minimum.
The line integral of the gradient norm is variational property of a reaction path[33,
34], and can be computed as
EV RE =
Z tP
tR
s
@V (x (t))
@x
T@V (x (t))
@x
s
dx (t)
dt
Tdx (t)
dt
dt
=
Z tP
tR
jg (x (t))j j (t)j dt (1.1)
where V is the potential energy, x (t) are the coordinates of the reaction path
parameterized by t, tR and tP are the parameter values corresponding to the reactant
and product structures, respectively, while g and  are used as shorthand for the
gradient of the potential, and the tangent to the path. This integral is a non-negative,
energetic quantity, and will be referred to as the Variational Reaction Energy (VRE)
throughout this work. Rigorous proofs that the VRE is minimized by the steepest
descent reaction path are discussed in work by Quapp, Boﬁll and others[33, 34], but
a simple proof is provided by computing the VRE assuming that x (t) is the steepest
descent path. This implies that the tangent to the path is everywhere proportional to
the gradient, which simpliﬁes the VRE to the absolute value of the projection of the
gradient onto the tangent (EpV RE)
EpV RE =
Z tP
tR
g (x (t))T  (t) dt
=
X
a
(2V (xa;TS)  V (xa;P )  V (xa;R)) (1.2)
where the sum on a is over the number of barriers along the path, and xa;R and
xa;P are the local minimum structures adjacent to the corresponding local maximum
8xa;TS. Since the tangent cannot be changed anywhere along the path without remov-
ing the proportionality with the gradient, and since the SDRP steps down from the
reaction pathway in the direction that makes the largest change to the magnitude of
the gradient, the SDRP must minimize the VRE. While the projected VRE will only
equal the VRE when x (t) is the SDRP, it may be computed for any arbitrary path
connecting the reactants and products. This provides a useful non-negative estimate
for the variational error in the current path
 = EV RE   EpV RE
=
Z tP
tR
jg (x (t))j j (t)j dt  (2V (xTS)  V (xP )  V (xR)) (1.3)
Methods to minimize EV RE by a chain of states approach have been discussed
elsewhere[33, 34], but these suﬀer from many of the same problems that exist in the
ad hoc path optimization methods. Many small steps are required to converge and
discretization error can result in non-variational behavior unless many images are used.
Since EV RE is a functional of a smooth, continuous object, it should be advantageous
to describe the path using a continuous representation such as a basis set expansion.
Such a representation provides a set of coordinates, the linear expansion coeﬃcients
(LEC), which can be optimized by minimization of EV RE using standard gradient-based
optimization methods.
Chapter 5 explores the challenges and concerns with developing such an algorithm.
The resulting Focused VRC method is able to determine both a good approximation to
the SDRP between two minimum structures, as well as the fully converged geometries
of any transition states and intermediates along the SDRP. This strong algorithmic
eﬃciency comes at the unfortunately high per-iteration cost resulting from the need
to determine the gradient and Hessian of EV RE with respect to a change in the LEC
9by numerical quadrature methods. Chapter 6 explores three ways to incorporate re-
dundant internal coordinate information into the FVRC method in order to reduce the
per-iteration cost and make the method more competitive with the ad hoc chain of
states approaches:
• Express the FVRC coupling constraints in terms of redundant internal coordinate
diﬀerences in order to avoid having to deal with a separate rotational alignment
step
• Applying the methods developed for the CVRC method to optimize a least RIC
length pathway by minimizing the arc length expressed in RIC. The resulting
path should be a better initial guess for the VRC method than a linear Cartesian
pathway
• Deﬁne the VRE and it’s derivatives in terms of an interpolated RIC PES.
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CHAPTER 2
COORDINATE REDUCTION FOR EXPLORING CHEMICAL
REACTION PATHS
Reproduced with permission from Theor. Chem. Acc. 2012, 131, 1-8
Copyright 2012, Springer
2.1 Introduction
A potential energy surface describes the energy of a molecule as a function of its
geometrical parameters[1]. The potential energy surface representing the energetics of
an N atom molecule is deﬁned in terms of 3N Cartesian coordinates or at least 3N  6
internal coordinates. Minima on the potential energy surface correspond to equilib-
rium structures such as reactants and products, and ﬁrst order saddle points represent
transition states for reactions. There are many areas of active study involving the explo-
ration of these surfaces, including geometry optimization[2], reaction path following[3],
reaction path optimization[4, 5, 6], potential energy surface interpolation[7, 8], and
molecular dynamics[9]. The computational diﬃculty of these algorithms depends heav-
ily upon how many degrees of freedom are used to deﬁne the potential energy surface.
Any approach to generate a reduced set of coordinates that adequately describes the
region of the surface to be explored could improve the eﬃciency of these algorithms.
A set of (possibly redundant) internal coordinates comprised of stretches, bends
and torsion involving bonded atoms may provide a better chemical description of the
structure and ﬂexibility of a molecule than Cartesian coordinates[10, 11]. Delocalized
internal coordinates[12] are more compact than primitive redundant internal coordi-
nates and have been employed for geometry optimization and vibrational analysis.
They are more general than non-redundant (Z-matrix) internal coordinates, but still
use 3N   6 coordinates to represent the potential energy surface. Reaction paths have
been analyzed in terms of Cartesian coordinates, internal coordinates[13] and adia-
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batic local modes[14]. Because reactions often involve the making and/or breaking of
a small number of bonds, it should be possible to represent the paths with far fewer
than 3N   6 coordinates. In this chapter, principal component analysis (PCA)[15] is
used to obtain a reduced number of coordinates for a reaction path. PCA has been
applied successfully to obtain an improved set of internal coordinates for vibrational
analysis[16], and to examine conformational changes in molecular dynamics simulations
of biomolecules[17, 18].
For a given reaction, one can deﬁne a steepest descent reaction path that connects
the reactant minimum through the transition state to the products[19]. Reaction path
following can be carried out in Cartesian or internal coordinates, with or without mass-
weighting[20, 21]. Since a reaction usually involves signiﬁcant changes in only a few
bonds or angles, less than 3N 6 coordinates should be needed to represent the changes
in a molecule along a reaction path. The rest of the coordinates remain approximately
constant as the molecule moves along the path from reactants to products. A well
chosen subset of (redundant) internal coordinates may provide a suitable reduction in
the number of coordinates needed to represent the path. However, it is often diﬃcult
to choose such coordinates manually. PCA can be applied to the geometries that
deﬁne a reaction path, described by either internal or Cartesian coordinates. This
is a systematic method of obtaining a small set of coordinates that can be used to
reproduce the reaction path with chemical accuracy.
In the following sections a PCA-based coordinate reduction procedure is described
and applied to a number of reactions for which the reaction path has already been
computed in order to provide a benchmark for the method’s eﬀectiveness in generating
a compact description of a reaction path. The ene reaction is used to illustrate the
properties and convergence behavior of the coordinate reduction method. The approach
is then tested on a set of model systems that are representative of a variety of diﬀerent
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reaction schemes. Finally, the method is applied to a few reactions from the recent
literature to demonstrate the coordinate reduction scheme on some larger systems.
2.2 Methods
Consider a reaction path represented by a set of p structures, with index 1  k  p.
Each structure can be described by 3N Cartesian coordinates, where N is the number
of atoms. Let ck be the Cartesian coordinates, where the superscript indicates the
sequence number of the structure along the path. Alternatively, internal coordinates,
qk, can be used to describe the structures. Greek subscripts, 1    m, are used
for the coordinate number. Overall translation and rotation are eliminated from the
Cartesian coordinates by moving the structures to a common origin and aligning them
to a common axis. Any discontinuities in the torsional coordinates are removed by
adding or subtracting 2 as necessary. Linear bends can be avoided by including
suitable dummy atoms in the internal coordinate deﬁnitions.
x =
1
p
pX
l=1
cl or x =
1
p
pX
l=1
ql (2.1)
x = c
l
   x or x = ql   x (2.2)
The covariance matrix, M , its eigenvectors, V , and the diagonal matrix of eigenvalues,
, are given by
M =
1
p
pX
k=1
xkx
k
 =
1
p
XTX; VTMV =  (2.3)
where Xk = xk. The eigenvectors of the covariance matrix are the principal compo-
nents, and their associated eigenvalues are the variances of the path along the corre-
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sponding coordinates. Alternatively, the eigenvectors of M can be obtained without
computing 1
p
XTX by singular value decomposition of the matrix 1p
p
X
1p
p
UTXV = S; STS = 1
p
 
UTXV
T  UTXV = VTMV =  (2.4)
where S is an appropriately dimensioned matrix containing the singular values on the
diagonal. The singular values correspond to the standard deviation along the associated
coordinates in V .
The above procedure yields a new set of coordinate axes that can be used to repre-
sent the path
R = XV rk =
ncrdX

xkV (2.5)
where the Rk = rk are the coordinates rotated onto the principal component axes.
If the eigenvalues or singular values are arranged in descending order, the associated
coordinates have the property
pX
k=1
rk > pX
k=1
rk+1 (2.6)
for all values of . Only the ﬁrst d 3N of these coordinates have chemically signiﬁ-
cant values for any of the images along the path. The path can be reconstructed using
only these d coordinates without a loss of chemical accuracy.
~xk = x +
dX
=1
rkV (2.7)
To assess the accuracy of the reduction, the geometries can be reconstructed with
diﬀerent values of d and compared to the original path in the full coordinate space. The
diﬀerence, in Cartesian coordinates, between the reconstructed path versus the original
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path is used as an error metric. To carry out this comparison with paths reconstructed
using redundant internal coordinates, the Cartesians are generated iteratively by ﬁtting
displacements in Cartesians to displacements in redundant internals[11]. This process
begins by using the Cartesians corresponding to the reactants as a starting point. Each
image along the path is ﬁt, iterating until the RMS change in the Cartesian coordinates
is less than 10 4 bohr. The Cartesian coordinates of the reconstructed paths can be
used to generate an energy proﬁle for the reaction. Comparison to the energy proﬁle
from the original reaction path can then be used to assess the convergence of the energy
as additional coordinates are included in the principal component expansion.
The principal components produced by the above approach will naturally depend
on the number of images used in the analysis. A subset of the original path can
be constructed by taking the transition state plus every nth image downhill in each
direction. The PCA method can be applied to these paths to obtain a new set of x,
X and V. These new average coordinate values and principal components can then be
used to reconstruct the path, using all of the images, and compare it to the original
path. This provides a relationship between the number of images used in the PCA, the
number of components used in the reconstruction of the path, and the reconstruction
error.
A test suite of representative reactions was chosen to study using this coordinate
reduction procedure. The transition state for the reaction was found, and a steepest
descent reaction path was calculated using the Hessian based predictor corrector in-
tegration method[35] in the Gaussian 09 suite of programs[36]. The step size was set
to 0.05Å and up to 200 points were computed in each direction. Mathematica[37] was
used to analyze the data and calculate the reduced coordinates. For redundant inter-
nal coordinates, a single optimization step was taken from the reactant and product
geometries found by the reaction path calculation in order to generate a set of internal
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coordinate deﬁnitions. The union of these two sets was used to analyze the reaction in
redundant internal coordinates.
2.3 Discussion and Results
The convergence behavior of the coordinate reduction procedure was tested with
the ene reaction. This reaction is a condensation of a molecule with a double bond
and an allylic hydrogen and a molecule containing a multiple bond (Figure 2.1). This
system has only a few atoms, but the reaction requires is a concerted rearrangement of
two double bonds and a hydrogen transfer. In the simplest ene reaction, propene and
ethylene reacts to produce 1-pentene.
The eﬀect of the PCA on the coordinates representing the path is illustrated in
Figure 2.3. The Cartesian coordinates with the ﬁrst, second, third and tenth largest
variance for the ene reaction are plotted in Figure 2.3a. Note that each coordinate varies
around its average value by ca. ±1Å and that the tenth coordinate varies roughly as
much as the ﬁrst three. Figure 1b shows the ﬁrst, second, third and tenth Cartesian
principal components. The ﬁrst principal component is almost linear and has a range
of nearly 3Å. The tenth principal component is nearly constant when compared to the
ﬁrst three components.
Figure 2.4 shows the energy proﬁles corresponding to the paths deﬁned by the ﬁrst
d principal components for d = 1 through 4 for Cartesian and redundant internal
coordinates. With both coordinate systems, the region near the transition state is
ﬁrst to converge. Because the transition state occurs in roughly the middle of the
reaction, the mean value of the coordinates is a better approximation to the transition
state than it is to either of the minima. The redundant internal coordinates converge
more quickly to the true energy proﬁle because they are a more natural representation
of chemical motion, particularly when the principal motion involves the rotation of a
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dihedral angle. In either coordinate system, though, only a few degrees of freedom are
needed to converge to the energy. Figure 2.5 shows the energy convergence for the ene
reaction as a function of the number of principal components used to reconstruct the
path. The dashed horizontal line marks the chemical accuracy threshold of 1 kcal/mol.
In general, fewer principal components are needed to achieve chemical accuracy in
the energy than in the coordinates. Figure 2.6 demonstrates the convergence behavior
of Cartesian and internal coordinates relative to the number of principal components
needed to achieve chemical accuracy. The dashed horizontal line marks the chemical
accuracy threshold of 0.005 Å. With this level of accuracy, the scalar curvature along
the reaction path in the reduced coordinates is essentially the same as for the full set
of coordinates.
The eﬀect of using fewer images to represent the path is shown in Figure 2.7, where
the error in the coordinates is plotted as a function of the number of images and the
number of Cartesian principal components used to reconstruct the path. There is very
little diﬀerence in the accuracy of the path versus the number of components used when
more than 20 images are used, out of a total of 178 in the original path. When fewer
images are used, the error increases regardless of the number of principal components
used in the reconstruction of the path. The inset in the ﬁgure shows the mean absolute
error in the average coordinates, x, as a function of the number of images in the path,
and this error does indeed reﬂect the error in the contour plot. This systematic error
is a consequence of the mean-centered data used in the PCA method. For the most
reliable results, the images should be spaced to provide an adequate representation
of the average value of the coordinates. Furthermore, the number of images should
be at least two times the number of principal components needed to achieve chemical
accuracy.
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Six representative test reactions were chosen to study the properties of the coordi-
nate reduction method (see Figure2.1):
1. The ene reaction of ethylene with propene.
2. The Diels-Alder reaction of ethylene with cyclobutadiene to form norbornene.
3. Hydrolysis of acetamide by water with an additional water molecule.
4. The ring closing step of a Robbinson annulation.[38]
5. The trans-gauche rotational barrier of 1,2-dichlorethane.
6. The isomerization for alanine dipeptide from the 7ax minima to the L minima.
[39]
The transition state optimization and IRC calculation were carried out at the HF/3-
21G level of theory for each reaction except numbers 2 and 4, which used instead the
PM6 semiempirical method[40]. These examples were analyzed for the convergence to
chemical accuracy of both the energy and the coordinates. The ﬁrst 4 reactions have
cyclic transition states which involve the concerted motion of many atomic centers.
Reactions 5 and 6 are driven primarily by the rotation about 1 and 2 dihedral angles,
respectively. Dihedral rotations are diﬃcult to model using Cartesian coordinates, but
are one of the primary coordinate types used to represent molecules when using internal
coordinates.
Table 2.1 summarizes the energy convergence behavior for the reactions in the
above test set, showing the number of principal components needed to achieve chemical
accuracy in mean absolute error and max absolute error in the energy for every image
along the path. In every case, the number of principal components is much smaller
than the total number of coordinates. Redundant internal coordinates do a bit better
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than the Cartesians, especially for reactions dominated by torsions. The convergence
behavior for the coordinates is examined in Table 2.2. The redundant internals perform
a little bit worse in this case; but again, there is a large diﬀerence between the total
number of coordinates and the number in the reduced set for each reaction studied.
In addition to the above test reactions, three examples from the recent literature
were also analyzed for their convergence to chemical accuracy of the coordinates. (See
Scheme 2.2):
1. The tautomerization of 2-pyridone assisted by two water molecules.[41]
2. NO insertion into the Co-CH3 bond of CpCo(CH3)(NO).[42]
3. Matrix metalloproteinase 2 (MMP2) inhibition by (S) SB-3CT.[43]
The ﬁrst reaction involves two water molecules in a concerted proton shuttle to convert
2-pyridone to 2-hydroxypyridine. It was calculated using MP2 with a large basis set (6-
311+G(d,p)) and illustrates that the coordinate reduction methodology works equally
well when more accurate levels of theory are employed. The second reaction is an
example inorganic reaction involving NO migratory insertion into a Co-CH3 sigma
bond, and was computed with the B3PW91 functional[44, 45, 46, 47] and the 6-311G(d)
basis set. The third reaction is a large scale QM/MM study of the mechanism of SB-
3CT reacting in the active site of MMP2 and inhibiting the enzyme. The reaction path
involves a concerted proton abstraction, opening of a three-membered ring and tight
binding of a thiolate with the zinc ion in the active site. This example illustrates that
the reaction path for even a very large system can depend on only a few coordinates.
Since the energy converges before the coordinates in every example from the test
set, only the coordinates were analyzed in the three examples from the literature. These
reactions show behavior similar to those of the test set, where fewer than 15 principal
components are needed even though many more coordinates deﬁne the full system.
19
Even in the extreme case of the QM/MM reaction path where there are thousands
of atoms involved, only 6 Cartesian principal components are necessary to achieve
chemical accuracy. For large systems, the maximum error is a better measure of the
number of coordinates needed, since the mean absolute error is an average over a large
number of nearly stationary atoms.
2.4 Conclusions
Principal component analysis is an eﬀective technique to signiﬁcantly reduce the
number of coordinates necessary to accurately reproduce the geometric changes along
a reaction path for a chemical reaction. For the representative reactions studied here,
the reduction often exceeded 90%. Such a dramatic reduction may be useful in reaction
path optimization, provided a method for updating the reduced space during the opti-
mization is developed. Additionally, coordinate reduction may also be advantageous in
reducing the cost of constructing and evaluating high accuracy interpolated potential
energy surfaces for studying reaction dynamics.
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Figure 2.1: Representative test reactions
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Figure 2.2: Additional test reactions
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Figure 2.3: Reaction path for the ene reaction. a The three Cartesian coordinates with
the largest variance and the Cartesian coordinate with the 10th largest variance. b
The three Cartesian principal components with the largest variance and the Cartesian
principal component with the 10th largest variance.
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Figure 2.4: Energy along the reaction path for the ene reaction using the ﬁrst d principal
components to represent the reaction path, d = 1   4. a Cartesian coordinates. b
Redundant internal coordinates
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Figure 2.5: Mean absolute error and maximum absolute error in the energy along the
path for the ene reaction as a function of the number of principal components, the
dashed horizontal line indicates chemical accuracy of 1 kcal/mol
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Figure 2.6: Mean absolute error and maximum absolute error in the Cartesian coor-
dinates along the path for the ene reaction as a function of the number of principal
components. The dashed horizontal line indicates chemical accuracy of 0.005 angstroms
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Figure 2.7: Contour plot of the mean absolute error in the coordinates along the path
for the ene reaction as a function of the number of principal components and the
number of images used to generate the principal components, with the darkest region
corresponding to an error of 0.005 angstroms. The inset shows the mean absolute
error in the computation of the average coordinates versus the number of images in
the subset path
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Reaction Cartesian
# Total # PCA mean # PCA max
Ene 45 4 9
Diels-Alder 57 3 5
Amide hydrolysis 45 5 8
Robinson annulation 126 5 8
Dichloroethane 24 2 2
Alanine dipeptide 66 3 5
Reaction Redundant Internal Coordinates
# Total # PCA mean # PCA max
Ene 79 4 8
Diels-Alder 244 3 5
Amide hydrolysis 112 5 7
Robinson annulation 283 4 7
Dichloroethane 28 1 1
Alanine dipeptide 98 1 2
Table 2.1: Comparison of the number of principal components needed to achieve chem-
ical accuracy (<1 kcal/mol) in the mean and maximum absolute error in the energy of
the reduced path
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Reaction Cartesian
# Total # PCA mean # PCA max
Ene 45 6 11
Diels-Alder 57 3 8
Amide hydrolysis 45 7 14
Robinson annulation 126 5 12
Dichloroethane 24 2 4
Alanine dipeptide 66 4 8
Pyridone + 2 H2O 54 4 9
CpCo(NO)(CH3) 51 3 5
MMP2 7932 1 6
Reaction Redundant Internal Coordinates
# Total # PCA mean # PCA max
Ene 79 7 13
Diels-Alder 244 3 7
Amide hydrolysis 112 7 15
Robinson annulation 283 6 14
Dichloroethane 28 1 3
Alanine dipeptide 98 5 8
Table 2.2: Comparison of the number of principal components needed to achieve chem-
ical accuracy (0.005 angstroms) in the mean and maximum absolute error in the Carte-
sian coordinates of the reduced path
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CHAPTER 3
USING BONDING TO GUIDE TRANSITION STATE OPTIMIZATION
Reproduced with permission from J. Comput. Chem. 2015, 36, 1157-66
Copyright 2015, Wiley
3.1 Introduction
The optimization of equilibrium geometries and transition states is an important
step in the computational study of chemical reactions (see references[48, 2] for overviews
of current methods). In general, geometry optimization begins by computing the en-
ergy and forces acting on a guess structure and then explores a local approximation to
the potential energy surface with the goal of locating a structure where the forces are
zero (the forces are the negative of the potential energy gradient). This is accomplished
by an iterative process, where each successive optimization step produces a geometry
closer to the solution, and new energies and forces are computed to update the local
approximation. The commonly used Newton-Raphson type optimization methods uti-
lize information about the second derivatives of the potential energy surface (PES),
the Hessian matrix, in order to explore the surface with greater conﬁdence than using
only the forces alone in order to reduce the number of optimization steps required.
The full Hessian matrix can be computed analytically at a signiﬁcantly higher com-
putational cost than required to produce an energy and gradient. Alternatively, a few
of the eigenvectors and eigenvalues may be computed analytically or numerically at a
reduced cost[49, 50, 51]. For quasi-Newton optimizations seeking a minimum energy
structure it is usually suﬃcient to begin with a diagonal, positive deﬁnite estimate
based upon empirically determined values[29, 52, 53]. Estimating the Hessian for tran-
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sition state optimization by the quasi-Newton method is more diﬃcult, as the Hessian
matrix must have exactly one negative eigenvalue.
Quasi-Newton methods begin with an analytical or estimated Hessian matrix, and
then update it using gradients calculated during the course of the optimization using
one of a variety of diﬀerent Hessian update schemes (for example, see references[27,
22, 23, 24, 25, 26, 28]). When using a (quasi-)Newton Raphson method to locate
transition states, the Hessian matrix must have exactly one negative eigenvalue. The
eigenvector corresponding to this eigenvalue is also called the transition vector, and the
energy along this vector is a maximum at the transition state. If the initial structure
to be optimized is suﬃciently close to the actual transition state geometry, the exact
Hessian matrix computed by analytical or numerical means will have only one negative
eigenvalue and a Hessian update formula that allows for negative eigenvalues[26, 27, 28]
may be used to converge to the transition state geometry. However, it is often diﬃcult
to produce such a good guess geometry, and other approaches must be used, such
as selecting which eigenvector to follow uphill and then correcting the Hessian before
computing the step[54], or utilizing a reduced potential surface to restrict the transition
state search to the dominant coordinates in the reaction[55, 56, 57].
If appropriate estimates of the reactant and product structure are used, the tran-
sition vector can be estimated by the tangent to a simple interpolated pathway[32],
and an empirical estimate of the Hessian may be used after some initial steps are
taken along the approximate pathway in order to correct the curvature[58]. However,
these estimates tend to be a good approximation to the reaction path only when the
structures corresponding to the reactant and product in the interpolation lie close to
the barrier on the potential energy surface. In practice, when fully optimized reactant
and product geometries are used, considerable re-orientation of the geometry may be
required before the reaction can occur. Methods such as the dimer method[59] or one
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of many reaction path optimization methods[4, 5, 6, 60, 61] may be used to explore the
surface in order to locate a region that is likely to contain the transition state. These
produce good initial guess structures for a quasi-Newton transition state optimization
and in some cases may also be used to generate a suitable approximate or updated
Hessian[62, 63] that rapidly accelerates convergence to the transition state geometry
at the cost of many gradient calculations prior to the beginning of the transition state
search.
Previous work[64] demonstrated that a reaction pathway may be accurately de-
scribed by a small number of composite coordinates constructed as linear combinations
of primitive Cartesian or internal coordinates. When the transition state represents the
energy barrier for a simple conformational change in geometry, a combination of many
bending, stretching and torsional coordinates may contribute signiﬁcantly to the mo-
tion along the path near the transition state, and it can be diﬃcult to determine which
of these coordinates are necessary to represent the transition vector from the reactant
and product geometries alone. However, for a chemical reaction, the desired transi-
tion state necessarily involves the forming and/or breaking of bonds. In the following
work, we attempt to use knowledge about the bonding in reactants and products to
produce a guess structure for the geometry at the transition state. Additionally, this
bonding information is used to decrease the need for the computation of an analytical
Hessian, and to improve the selection of the transition vector during the optimization
in order to reduce the number of gradient calculations needed to locate a transition
state. In order to compare the performance of our proposed methods, 20 reactions
were selected from a variety of published[58, 65, 12, 66] and unpublished libraries for
use as a test set (see Figure 3.1 for details). This test set contains characteristic ex-
amples of many types of organic reactions including insertions, additions, eliminations,
hydrolysis, ring openings, substitutions, cycloadditions and rearrangements. Reactions
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containing transition metals will be examined in future work.
3.2 Methods
3.2.1 Choice of Coordinate System
The ﬁrst step in any geometry optimization algorithm is the selection of a coordinate
system to describe the changes in the geometry. While the Cartesian coordinates of the
nuclear centers are an intuitive and straightforward set of coordinates to use, a redun-
dant set of internal coordinates[11] (bond stretches, angle bends, and dihedral torsions)
are a more natural basis for describing the potential energy landscape for a chemical
system. Such coordinate systems reduce the coupling between the various coordinates,
resulting in a much more diagonally dominant Hessian matrix than typically observed
in a Cartesian representation. This is especially important for optimization methods
that rely on Hessian updating, and hence redundant internal coordinate systems have
enjoyed a wide-spread use in geometry optimization.
Any number of diﬀerent coordinate sets may be constructed from the possible com-
binations of bond stretches, angles and dihedrals, so long as enough coordinates are
included to completely describe the internal degrees of freedom of the system. The
standard approach to deﬁne a set of redundant internal coordinates for optimization
is to begin by determining the bonding skeleton of the structure. This can be input
to the optimizer by the user, or it can be generated automatically by computing all of
the distances between atoms in the molecule, and considering any two atoms bonded if
they are roughly as close as, or closer than, a reference single bond length for those two
atoms. Once the connectivity of the structure is known, the coordinate system may
be constructed by including the bond stretches between any bound atoms, the bends
between any pairs of stretches that share an atom, and dihedral angles between bends
that share a bond. Once this set is deﬁned, extra care must be taken to be sure to
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include any coordinates necessary to describe the bending of a near-linear angle, the
motion into/out of a plane for atoms in a nearly planar conﬁguration, as well as any
coordinates necessary to describe the relative motion of two unconnected fragments in
the geometry.
This approach is complicated when selecting a coordinate set for optimization of the
transition state for a chemical reaction. In this case, the bond lengths corresponding
to bonds breaking would be much longer in the product structure, and bond lengths
corresponding to bonds forming are going to be signiﬁcantly longer in the reactants.
If the reactant or product structures are multi-molecular, additional “virtual” bonds
must be added, usually joining the pair of atoms on two molecules with the shortest
distance between them. This will result in a coordinate set that includes coordinates
to describe the relative motion between fragments, but the added virtual bond will
not necessarily be a bond involved in the reaction when signiﬁcant reorientations of
the molecules are required to move from the minimum structure to the region of the
potential energy surface where the transition state lies. Including such coordinates can
cause problems in an optimization and should be avoided. Likewise, special coordinates
such as those needed to describe the bending motions of angles that are nearly linear,
might be appropriate for describing the reactant and/or the product even when the
corresponding angle is non-linear at the transition structure, and the inclusion of such
coordinates can also frustrate an optimizer. For these reasons, taking the union of
coordinates deﬁned at the reactants and products may not be the best approach for a
transition state optimization.
The approach described in this chapter, instead, merges the bonding skeletons
from the reactant and product structures, and then uses the merged skeleton to deﬁne
the coordinate set. For the purpose of interpolating an initial geometry, an initial
coordinate set may be deﬁned by adding or removing the necessary coordinates to
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describe the linear or planar structures in the reactants and the products. Once the
initial guess for the transition state is generated, the coordinate set is redeﬁned using
the geometry of the guess, so that only the linear and planar coordinates necessary to
describe the interpolated structure are included. Deﬁning the coordinates in this way,
the number of reactions that fail to produce an initial geometry by linear interpolation
of the reactants and products is reduced from 6 to 2 for the 20 reactions in our test suite.
To further improve the reliability of interpolating reactant and product structures to
produce an approximate transition state geometry, a new approach must be introduced.
3.2.2 Bond Order Interpolation with Relaxation
To ﬁnd the transition state corresponding to a reaction where the minimized struc-
tures of the reactants and products are already known, the typical approach is to begin
by interpolating between the two structures to generate a better guess for the tran-
sition state optimization. This is usually done by a simple linear interpolation, often
in distance matrix or internal coordinates, to the midpoint of the line connecting the
reactants and products. This approach includes an explicit dependence on the reac-
tant and product geometries, which can result in wildly diﬀerent guess structures when
diﬀerent, equally valid, geometries are input. A simple example would be in the case
of a bimolecular reaction, the interpolated midpoint is highly dependent upon the dis-
tance between the two reactants. Typically, only a few of the total set of coordinates
that describe the system are involved with the reaction, and it is better to limit the
interpolation to that reduced set. Intuitively, the bonds that are breaking or forming
over the course of the reaction must belong to that set, and it should be suﬃcient to
interpolate along only those coordinates.
In order to use the bonding information to interpolate a guess of the structure at the
transition state, it is necessary to have a convenient description of bonding. By using
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the concept of bond order, a relationship between a bond’s length and approximate
strength can be described. Pauling[67] suggested using the following equation
o (r) = e(r0 r)/a (3.1)
r (o) = r0   a ln (o) (3.2)
where o is the order, r0 is a reference single bond length for the atoms involved, and
a is a positive constant determined by ﬁtting to known experimental or computational
data. With a = 0:3A, this equation agrees well with typical values for double and
triple bonds. Unfortunately, bond order initially decays quite rapidly when r is longer
than a single bond length, and there is a smooth decrease in the bond order out to
inﬁnity. Using equation (3.2), a bond of order 0.5 would be roughly 114% the length of
the reference single bond length, while the associated bond length will increase slowly
to inﬁnity as the order approaches 0. These are characteristics that are undesirable for
interpolation of bonds in transition state geometries.
Instead, the present work will use the following approximate bond order for inter-
polation of the bond order
eo(r) = max 0; (b (r0/r)  1)
(b  1)

(3.3)
r (eo) = b
((b  1) eo+ 1)r0; eo  0
While this form is not as accurate as the Pauling bond order for bond orders greater
than one, it decays much more quickly as the bond length increases, and will assign all
bond lengths greater than a particular value (determined by selection of b) an order of
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zero. A typical bond length at a transition state for a bond being broken or formed
is between roughly 120-150% the length of the corresponding standard bond length,
and it is usually safe to assume that when the distance between two atoms is greater
than twice the standard bond length they are not bonded. Using a value of 2 for b in
the equations above results in a bond length 133% of the reference at bond order 0.5,
and a bond order of 0 for bond lengths greater than or equal to 200% the reference
length. Table 3.1 lists the mean, maximum and minimum bond order of the bonds
being broken/formed for the geometries in the test set computed at the PM6 level of
the theory, and demonstrates that a bond order of roughly 0.5 produces reasonable
bond lengths for a wide variety of reactions.
Using this deﬁnition of bond order, the linear interpolation can be restricted to
the bond order of only the bonds being broken or formed during the reaction. A
direct, least-squares ﬁt to the change in the bonding coordinates that is necessary to
achieve the interpolated structure may cause other parts of the geometry to change
in unfavored ways, and bring atoms too close to one another. In order to maintain
reasonable values for the remaining coordinates, a relaxed scan that minimizes an
inexpensive approximate potential energy orthogonal to the set of bonds is used.
Molecular mechanics potentials like the Universal Force Field (UFF)[68] are among
the least expensive approximations to the energy of a chemical system, and should be
suﬃcient for the purpose of relaxing the coordinates orthogonal to the bonds being
broken or formed. The UFF force ﬁeld is simple and parameterized for a large number
of atom types, and when the combined connectivity skeleton from the reactants and
products is used to select the atom types, it is generally suﬃcient to produce bonds and
angles that avoid very unfavorable regions of the actual potential. Alternatively, semi-
empirical electronic structure methods such as PM6[40] may produce structures that
are better suited for optimization of transition states using Hartree-Fock or density
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functional theory. To avoid signiﬁcantly impacting the total cost of the optimization,
the low level method used during interpolation and relaxation should be at least an
order of magnitude faster than the electronic structure method used for the transition
state optimization. For diﬀerent classes of reactions other than the representative
organic reactions discussed in the present work, such as those involving transition
metals, the selection of the appropriate low level method for this interpolation process
may require further investigation.
The proposed interpolation algorithm is as follows:
1. Determine which atom pairs are bound for both the reactant and product. Com-
pare the lists of bonds to determine which bonds are breaking/forming, and
combine the lists of bonds to construct a redundant coordinate set.
2. Compute the bond orders for the breaking/forming set in both reactants and
products, and compute a set of goal bond lengths for these bonds from the average
value of the bond order.
3. Clean up the reactant and product structures by ﬁtting the displacements to
bring any bond lengths longer than 2 times the reference length down to 2 times
the reference length, and then minimize the low level energy orthogonal to the
breaking/forming set.
4. Beginning with the reactant structure, take a series of steps no greater than
0.5 bohr along the displacement to the goal lengths. Following each step, the
low level energy is minimized by updating the coordinates orthogonal to the
breaking/forming set.
5. Repeat 4, beginning with the product structure.
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6. Select the guess with the lower energy, evaluated by the low level method, as the
initial geometry to optimize to a transition state on the actual potential.
When force ﬁeld methods are used for interpolation and relaxation, some care is needed
for deﬁning the atom types for atoms that undergo a change in bonding. The atom
types for these atoms are selected based upon the number of connected groups in the
combined connectivity skeleton if such an atom type is deﬁned, otherwise the atom
type is set to the atom type with the largest number of connected groups for that
atom.
When this algorithm is applied to interpolating an initial guess structure for each of
the 20 reactions in the test set, a structure with reasonable bond lengths and angles is
produced even when beginning with fully minimized reactant and product structures.
In some cases, however, the optimization of the structures either fails to converge or
converges to a transition state for an alternative reaction, particularly when Hessian
updating is employed. In order to improve the reliability of the transition state search,
new methods for selecting the transition vector, computing the optimization step, and
estimating the Hessian for a transition state optimization were developed.
3.2.3 Using Connectivity Change to Approximate the Transition Vector
Once an approximate structure has been obtained, a transition state optimization
needs to be carried out to ﬁnd the structure that maximizes energy along the transition
vector while minimizing the energy along all other coordinates. The Newton-Raphson
method can accomplish this by employing a shifted Hessian to compute the displace-
ment towards the stationary point with the desired curvature
q =   (H+ S) 1 g (3.4)
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where g and H are the gradient and Hessian of the PES, and S is a matrix that
is typically constructed to control the direction and the size of the displacement step.
For a transition state optimization, the shifted Hessian must have exactly one negative
eigenvalue. The rational function optimization (RFO) method deﬁnes S as a scaled
identity matrix (i.e. S =  I), where the scaling factor is the predicted energy change
of the step on a local rational function approximation to the PES[54]. This scaling
factor is computed straightforwardly as an eigenvalue of the augmented Hessian
Haug =
0B@ H g
gT 0
1CA (3.5)
For a geometry deﬁned by n variables, the augmented Hessian has n+1 eigenvalues,
and using the nth most negative eigenvalue results in a shifted Hessian with n-1 negative
eigenvalues.
While the RFO method can compute a single correction such that the shifted Hes-
sian has the correct number of negative eigenvalues, this will always result in following
the eigenvector of the Hessian with the most negative eigenvalue uphill. The Parti-
tioned RFO (pRFO) method selects a speciﬁc eigenvector to follow uphill, which may
not necessarily be the one corresponding to the most negative eigenvalue, and deﬁnes
S as the following sum
SpRFO =  1vTSvTTS   2
n 1X
i
viv
T
i (3.6)
where vTS is the eigenvector whose corresponding eigenvalue should be negative
and 1 is the most positive eigenvalue of the augmented Hessian constructed in the
eigenspace deﬁned by vTS, while the vi are the remaining n-1 eigenvectors of the Hessian
and 2 is the most negative eigenvalue of the augmented Hessian deﬁned in that space.
40
The most diﬃcult part of a transition state optimization that employs the pRFO
method is the selection of the eigenvector along which the energy should be maximized.
One existing strategy that has been used eﬀectively in the past is to compare the eigen-
vectors of the Hessian to the tangent of a simple approximation to the reaction path.
These approximate pathways are typically functions of the geometries corresponding
to the reactant and product, with some also including a dependence on the geometry
at the current step of the optimization. Three such functions[32, 58, 69] that have
been used in the past are a linear path connecting reactants (qR) and products (qP ),
a quadratic path connecting qR and qP through the current estimate of the transition
state (qTS), and an arc of a circle connecting qR and qP through qTS. The tangent
for the linear (lin), quadratic (quad), and arc of circle (arc) paths are given by
lin = qP   qR (3.7)
tquad =
Tlin (qTS   qR)
Tlinlin
(3.8)
quad = lin +
(1  2tquad) ((qTS   qR)  tquadlin)
tquad   t2quad
(3.9)
arc =
(qP   qTS)
jqP   qTSj2
  (qR   qTS)jqR   qTSj2
(3.10)
see Bell et al.[69] for the derivation of the quadratic vector, and Peng et al.[65]
for the derivation of the arc vector. All coordinate values are expressed as redundant
internal coordinates.
These approaches can produce an accurate estimate of the transition vector when
the reaction is relatively simple, or the reactant-like and product-like structures sup-
plied are located quite close to the transition state, but they tend to be less reliable
when fully optimized structures are used, and the reaction path has multiple, distinct
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regions with diﬀerent curvature. When the transition state involves bond breaking and
forming, bond stretch coordinates tend to be the dominant coordinates in the transi-
tion vector. As an alternative to the above approaches, a simple “delta bonding” (b)
vector is proposed, whose elements are deﬁned in the following way:
1. Stretches corresponding to bonds forming in the reaction have the value 1
2. Stretches corresponding to bonds being broken in the reaction have the value -1
3. All other coordinates have a value of 0
This vector is trivial to compute, and does not depend explicitly on the geometry at
the reactant, product or transition state. Additionally, for the reactions in the test
set, b has a large overlap with the transition vector while typically having a small
overlap with all remaining eigenvectors of the Hessian computed at the transition state
geometry. Table 3.2 compares the linear, quadratic, and arc of circle tangents to the b
vector for the set of reactions described in section 3. The vectors, in redundant internal
coordinates, are computed according to equations (3.7-3.10) using the transition state
geometry, and then projected into the locally non-redundant space
NR = BB+ (3.11)
where B is the Wilson B-matrix, which contains the partial derivatives of the inter-
nal coordinates with respect to a change in the Cartesian coordinates Bij = (@qi/@xj).
The b vector not only has a large overlap with the transition vector in the majority of
the reactions, but it also tends to have a small overlap with the remaining coordinates.
3.2.4 Initial approximation of the Hessian
For minimizations, the simple valence force ﬁeld Hessian tends to work well since
it is a rough, but reasonable, approximation to the exact Hessian at a minimum. This
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reduces the amount of work that the optimizer and update formulas must do in order
to improve it. Additionally, when the initial geometry is poor and forces are large, the
shift matrix S in equation (3.4) will tend to dominate, resulting in similar optimization
steps regardless of whether the Hessian used is exact or approximate. For transition
state optimizations, however, the direction of the step is considerably more sensitive
to the accuracy of the Hessian, particularly in how the transition vector couples to
the minimization modes when far from the solution. Since the initial few steps of
transition state optimizations will be largely downhill, it would be beneﬁcial to make
use of the increased stability of the downhill RFO steps and BFGS updates to get as
close as possible to the transition state when using approximate or updated Hessian
information.
The method described earlier to interpolate an estimated transition state geometry
along the bonds being broken or formed during the reaction utilizes the a less expensive
method to approximate the PES for the purpose of relaxing the geometry along the re-
maining coordinates. While these methods generally do a good job at predicting bond
lengths and angles, they may neglect or simplify many of the non-bonding interactions
that are more correctly accounted for in Hartree-Fock or DFT calculations. The re-
sulting forces may still be quite large in the displacements corresponding primarily to
the non-bonded interactions. Relaxing these modes on the same PES that the tran-
sition state optimization will be carried out on prior to beginning the transition state
search should help to reduce some of the risks associated with using approximated and
updated Hessian information.
Since it would be diﬃcult to attempt to deﬁne a set of coordinates corresponding
only to the non-bonded interactions, the minimization phase is carried out by choosing
a small number of coordinates to be frozen while there remaining are allowed to relax.
The frozen set contains the bonds being broken or formed, and angles between any pairs
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of these bonds that share an atom. If the convergence criterion on the minimization
phase is too loose, the geometry may not change enough to make a meaningful impact
on the transition state optimization. Likewise, convergence criteria that are too tight
may result in an unnecessarily large number of optimization steps in the minimization
phase with no improvement to the transition state optimization, particularly in any
case where the actual transition vector is not entirely contained in the frozen set.
Using the RMS of the gradient in the active set of coordinates as the sole convergence
metric, a threshold of 3:2x10 4 hartree/bohr was determined to provide a good balance
between the time spent in the minimization phase and the eﬃciency and reliability of
the transition state optimization. This is comparable to the convergence threshold
used for regular geometry optimization.
During the minimization phase, the empirical approximation to the Hessian will
work as well as it does in a standard minimization, and use of the BFGS update
formula should be suﬃcient to achieve convergence. Following the minimization phase,
however, it is likely that the approximate Hessian will be positive deﬁnite, making it a
poor choice to begin the transition state search. Given thatb is a good approximation
to the transition vector at the solution, the initial Hessian for the transition state
optimization may be constructed from the updated, positive deﬁnite Hessian from the
minimization phase
eH by reversing the sign and adjusting the magnitude of the
Rayleigh coeﬃcient along the locally non-redundant projection of b. Using NR from
(3.11), the initial Hessian H0 for the transition state optimization is given by
H0 = eH  1:5T eH
T
T
T
(3.12)
This simple transformation produces an approximate Hessian with the correct cur-
vature for a transition state search, and that guarantees that the eigenvector with a
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negative eigenvalue will have a large overlap with b.
3.2.5 Divided RFO
The shifted Hessian computed with the pRFO shift matrix (3.6) guarantees that
the computed step will be downhill in the minimization space, and uphill along the
chosen transition vector. This is a consequence of the fact that the scale factor in the
minimization space is more negative than the most negative eigenvalue in that space,
and the scale factor along the transition vector is more positive than its correspond-
ing eigenvalue. When the Hessian information is accurate, the step size computed by
this approach tends to be reasonable even when the minimization space is not positive
deﬁnite. However, during an optimization that utilizes Hessian updating, and par-
ticularly when the initial Hessian is approximate, the sign of some of the eigenvalues
of the Hessian may be incorrect. In this case, the pRFO method produces a very ill
conditioned shifted Hessian that results in very large steps that are primarily along
the eigenvectors with incorrect curvature. Even when the step size is scaled back to
a reasonable limit prior to taking the step, it may take the optimizer a number of
steps to correct the Hessian suﬃciently and continue to make good progress towards
the solution. Additionally, it is possible that updates to the Hessian will reduce the
overlap of the transition vector with b, or increase the overlap of other vectors with
b, complicating the selection of the transition vector in subsequent steps.
To increase the stability of the transition state optimization, the following divided
RFO (dRFO) approach is proposed. First, the eigenvectors of the Hessian are compared
against b, and any with an overlap of greater than 0.5 are considered to be part of
the transition vector space. The augmented Hessian is constructed in each space,
and 1 is deﬁned as the second most negative eigenvalue of the augmented Hessian
in the transition vector space, while 2 is deﬁned as the most negative eigenvalue of
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the minimization space. In the case where the transition vector space has only one
vector, this is identical to the pRFO approach. In addition, the augmented Hessian is
constructed and diagonalized in the full space, and the second most negative eigenvalue
is used as a shift factor 3 that is applied to the entire space.
ScpRFO =   (1 + 3)
nTSX
i
viv
T
i   (2 + 3)
nminX
i
viv
T
i (3.13)
Just as in the case of the pRFO method, all three of the scale factors in the dRFO
method tend towards zero as the magnitude of the gradient is reduced, but the ad-
ditional correction makes it less likely that the shifted Hessian will be ill-conditioned.
This results in an optimization that favors steepest descent in the minimization space
over a step along a vector with the wrong curvature when the gradient in the mini-
mization space is still large. A second consequence of the additional correction is that
motion in the transition vector space tends to be favored helping the optimizer locate
the ridge corresponding to the transition vector before taking large steps downhill,
which has been shown[70] to increase the stability of transition state optimizations in
the past.
3.3 Implementation and Discussion of Results
The interpolation and optimization methods described in the previous sections will
be referred to collectively as the Connectivity Transition State (CTS) method for the
following discussion. The CTS method was implemented in the development version of
Gaussian 09[71]. Reactant and product structures for the 20 reactions in Figure 1 were
optimized on the PM6 and B3LYP[72, 73, 47, 74]/6-31G(d,p) PES. The results of these
optimizations were then used as input for the CTS interpolation prior to the transition
state search. Table 3.3 summarizes the performance of the CTS method using UFF
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during interpolation and optimizing to the transition state on the PM6 PES, while
Table 3.4 summarizes the performance of the CTS method using UFF or PM6 during
inteprolation and optimizing to the transition state on the B3LYP/6-31G(d,p) PES.
In each case, the CTS results are compared with the two input Quadratic Synchronous
Transit (QST2) method, and are measured by the total number of optimization steps
required for convergence.
The PM6 results in Table 3.3 are shown with analytical Hessians computed at
every step (Always), an analytical Hessian computed once at the beginning of the
optimization (Once), and estimated force constants without computing an analytical
Hessian (Never). In the later two cases, the Hessian approximation is updated at each
step using the combined SR1/PSB method proposed by Boﬁll[28]. The number of steps
required for convergence of only the initial minimization phase of the CTS method is
also reported separately. For the CTS method, it was determined that computing the
Hessian at the beginning of the transition state optimization performed better than
computing it at the beginning of the initial minimization phase. Hence, the Once and
Never results for CTS both use estimated Hessians for the minimization phase.
The most dramatic diﬀerence between the two algorithms is in the interpolation
phase. As mentioned previously, the linear interpolation in redundant internal coor-
dinates used by the QST2 method fails to produce a structure in 6 of the 20 reactions
using the PM6 minima structures, while the CTS interpolation succeeds for all 20 re-
actions. An additional 4 QST2 optimizations fail to converge to the correct transition
state: DACP2 and Silane follow the incorrect eigenvector and wander away from the
region containing the transition state, CN incorrectly converges to a structure with
non-zero Cartesian forces due to an error in deﬁning the internal coordinates, and
MeOH converges to the transition state for a diﬀerent reaction. The QST2 method is
usually used with reactant-like and product-like structures, which are chosen to more
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closely resemble the expected geometry at the transition state than the fully optimized
reactants and products. This could account for some of the diﬃculties the method
has with the interpolation and optimization of the reactions in the test set. The CTS
method manages to converge to the correct transition state for each reaction at the
PM6 level theory when starting from optimized reactant and product structures, while
performing similarly to QST2 in most cases where both methods manage to converge.
In a number of cases, part or all of the geometry in the CTS guesses using the UFF
energy for interpolation had higher symmetry than what is observed in the transition
state. For example, the initial CTS structure for 1,3-pentadiene hydrogen transfer
has C2V symmetry while the transition state only has CS symmetry. The initial CTS
structure for the Cope rearrangement is a nearly planar ring twisted by ca 35 degrees
and has D2 symmetry, while the transition state has a chair-like geometry with C2h
symmetry. Other reactions with symmetries in the initial CTS structures that are
not present in the ﬁnal geometry include the ring closing of 1,3-butadiene, the ene
reaction of propene and ethene, and the addition of sulfur dioxide to 1,3-butadiene.
The optimizations used to generate the initial CTS structures would seem to favor
high symmetry. Since the gradient in the direction of the atomic motion required to
break symmetry is zero, it can be diﬃcult for an optimizer to step away from the
symmetric geometry and progress towards the transition state geometry, especially
when exact Hessian information is not used. This can also be a problem in cases where
the initial CTS structure does not necessarily have a higher degree of symmetry than
the transition state, but does possess incorrect symmetry that must be broken. This
is observed in the CTS structure for the Cope reaction as well as the decomposition
of formaldahyde to H2 to carbon monoxide, which had the initial position of the H2
rotated by 90 degrees relative to the carbon monoxide, compared to the entirely planar
transition structure geometry.
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For the majority of the reactions in the test set, the PM6 transition state and the
B3LYP/6-31G(d,p) transition state are quite similar, with the exception of the SN2
reaction which does not have a barrier on the DFT PES. The SN2 results in Table
3.4 are for the energetically similar reaction of tert-butyl chloride with a ﬂuoride ion.
While the transition states were generally similar, the minimum energy structures often
diﬀered signiﬁcantly, particularly in the distance or relative position between bimolec-
ular reactants, with the H2+CO and Silane reactions showing the largest diﬀerence.
The relative orientation of the bimolecular reactant structures for both of these re-
actions at the DFT level provide a much greater challenge for the interpolation than
the corresponding minima on the PM6 surface. Additionally some reactions where
linear interpolation of the PM6 minima succeeded fail using the DFT minima (C2NO2,
DACP+eth and ene), while some reactions where linear interpolation of the PM6 min-
ima failed succeed using the DFT minima (DFCP, HF+eth). In most cases, the CTS
interpolation using PM6 as the low level energy resulted in a structure that was as
good or better for optimization of the DFT transition state than when UFF was used,
with DFCP as the only reaction signiﬁcantly favoring UFF interpolated structure. The
PM6 interpolation for the Cope structure does converge more quickly than the UFF
interpolation, but it converges to a higher energy boat conﬁguration. The symmetry
issues discussed above are not seen during the PM6 interpolation.
3.4 Summary
The QST2 method implemented in the Gaussian suite of programs is a powerful
tool for locating transition state geometries from known reactant and product conﬁg-
urations. The methods described in this paper seek to improve upon the stability and
eﬃciency of locating the transition state by using bonding information to improve the
construction of a redundant internal coordinate set to be used for the optimization, and
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remove the explicit dependence on the reactant and product geometries from the esti-
mation of the initial transition state geometry and the computation of subsequent steps
throughout the optimization. Whether exact Hessians are computed or not the CTS
method locates transition states with an eﬃciency comparable to the QST2 method on
reactions where both are able to locate the correct transition state, but also succeeds
in optimizing most transition states where the QST2 method fails.
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Figure 3.1: Representative test reactions
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Table 3.1: Barrier distances versus the bond order at the PM6 transition state geometry
Barrier CTS Bond Order1
Reaction Forward (mH) Reverse (mH) Distance2 nCTS mean max min
C2NO2 4.43 8.68 34% 2 0.32 0.33 0.31
C5HT 6.44 6.44 50% 2 0.52 0.52 0.52
CN 13.70 11.58 54% 2 0.49 0.66 0.33
Cope 5.99 5.99 50% 2 0.75 0.75 0.75
CPHT 6.13 6.13 50% 2 0.55 0.55 0.55
Cyc-but 7.11 6.36 53% 1 0.45 0.45 0.45
DACP2 5.33 8.88 37% 2 0.43 0.55 0.32
DACP+eth 4.89 8.84 36% 2 0.44 0.44 0.44
DFCP 1.49 7.37 17% 2 0.58 0.77 0.39
Ene 6.16 10.03 38% 3 0.57 0.69 0.42
Grignard 3.74 6.81 35% 2 0.73 1.07 0.39
H2+CO 12.34 9.32 57% 3 0.59 0.94 0.24
HF+eth 8.23 10.24 45% 3 0.49 0.51 0.45
Hydro 3.23 3.36 49% 6 0.54 0.71 0.40
MeOH 13.39 13.54 50% 3 0.41 0.62 0.23
Oxirane 3.42 2.66 56% 2 0.45 0.46 0.44
Oxycope 5.10 6.80 43% 2 0.62 0.65 0.59
Silane 4.06 8.46 32% 3 0.65 0.92 0.20
SN2 0.35 6.02 6% 2 0.49 0.73 0.24
Sulfolene 2.65 8.59 24% 2 0.54 0.54 0.54
1 nCTS is the number of bonds breaking or forming in the reaction
2 The energetic distance of the barrier is deﬁned as the ratio of the forward barrier height to the
sum of the forward and reverse heights. A distance much smaller than 50% can be viewed as an
indicator of an early transition state, while a distance much larger than 50% can be viewed as an
indicator of a late transition state.
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Table 3.2: Comparison of overlap between diﬀerent tangent approximations and eigen-
vectors of the Hessian computed at the transition state of the PM6 PES.
Transition Vector1 Other Vector2
Reaction lin quad arc b lin quad arc b
C2NO2 0.69 0.28 0.68 0.89 0.38 0.32 0.39 0.38
C5HT 0.13 0.13 0.13 0.82 0.67 0.67 0.67 0.36
CN 0.84 0.77 0.83 0.91 0.37 0.37 0.38 0.29
Cope 0.35 0.35 0.35 0.78 0.19 0.19 0.19 0.43
CPHT 0.28 0.21 0.28 0.83 0.24 0.37 0.24 0.15
Cyc-but 0.13 0.10 0.07 0.70 0.59 0.29 0.58 0.52
DACP2 0.20 0.04 0.14 0.84 0.56 0.22 0.47 0.36
DACP+eth 0.17 0.03 0.12 0.83 0.37 0.16 0.30 0.20
DFCP 0.48 0.52 0.53 0.89 0.20 0.22 0.15 0.21
Ene 0.30 0.28 0.35 0.84 0.35 0.24 0.33 0.22
Grignard 0.11 0.09 0.11 0.69 0.32 0.39 0.32 0.43
H2+CO 0.60 0.75 0.79 0.82 0.25 0.50 0.33 0.40
HF+eth 0.44 0.44 0.44 0.96 0.41 0.41 0.41 0.14
Hydro 0.30 0.27 0.30 0.92 0.29 0.28 0.29 0.17
MeOH 0.55 0.47 0.54 0.87 0.34 0.36 0.30 0.29
Oxirane 0.15 0.18 0.18 0.84 0.38 0.26 0.36 0.33
Oxycope 0.26 0.19 0.25 0.79 0.26 0.23 0.26 0.34
Silane 0.63 0.56 0.66 0.72 0.68 0.48 0.68 0.59
SN2 0.96 0.01 0.83 0.92 0.18 0.74 0.45 0.35
Sulfolene 0.30 0.02 0.23 0.83 0.52 0.31 0.37 0.26
1 Transition vector refers to eigenvector with a corresponding negative eigenvalue. The bold num-
bers indicate which approximation had the largest overlap with the transition vector.
2 The other vector columns report the largest overlap with the tangent approximation among the
remaining eigenvectors.
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Table 3.3: Number of Surface Evaluations Required to Converge at PM6 level of theory
QST2 CTS (UFF interpolation)
Min1 Total1
Hessian? Always Once Never Aways Never Always Once Never
C2NO2 9 13 17 5 5 13 10 20
C5HT 10 16 15 3 9 11 34 48
CN fail2 fail2 fail2 4 5 7 8 9
Cope fail3 fail3 fail3 14 20 19 30 36
CPHT 8 10 16 5 7 7 9 10
Cyc-but 6 10 9 4 5 9 17 21
DACP2 fail4 fail4 38 5 6 11 12 27
DACP+eth 11 32 24 5 6 7 13 18
DFCP fail3 fail3 fail3 4 5 7 10 11
Ene 17 35 35 7 9 11 21 30
Grignard fail3 fail3 fail3 6 10 14 35 78
H2+CO 10 14 15 7 5 18 23 15
HF+eth 12 19 17 4 5 10 14 17
Hydro fail3 fail3 fail3 4 5 15 51 42
MeOH 155 205 275 3 5 8 14 14
Oxirane fail3 fail3 fail3 8 15 19 71 73
Oxycope fail3 fail3 fail3 8 11 12 17 25
Silane fail6 fail6 fail6 5 6 11 20 18
SN2 6 7 9 2 3 7 9 9
Sulfolene 14 30 25 11 7 14 23 24
1 The Min columns contains only the number of PES evaluations required to converge the min-
imization phase, while the Total columns contain the PES evaluations required for both the
minimization phase and the transition state optimization.
2 Convergence of the internal coordinate gradient was achieved on a structure with a non-zero
Cartesian gradient, indicating an internal coordinate deﬁnition error
3 Linear interpolation failed to produce an initial geometry
4 Exceeded the default maximum number of optimizaiton steps, which was set as the larger of the
number of coordinates being optimized or 100
5 Optimization converged to the transition state for the decomposition of methanidyloxidanium
(CH2OH2) to formaldahyde and H2
6 Optimizer exit with an error due to very small Hessian eigenvalues
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Table 3.4: Number of Surface Evaluations Required to Converge at B3LYP/6-31G(d,p)
level of theory
QST2 CTS
PM6 Interpolation UFF Interpolation
Hessian? Once Never Once Never Once Never
C2NO2 fail1 fail1 8 9 11 13
C5HT 11 14 6 7 11 16
CN fail2 fail2 6 7 9 10
Cope fail1 fail1 73 93 30 37
CPHT fail4 fail4 8 9 11 12
Cyc-but 9 9 16 17 17 18
DACP2 45 30 18 31 19 26
DACP+eth fail1 fail1 8 10 8 12
DFCP 13 14 31 47 19 19
Ene fail1 fail1 9 16 15 16
Grignard fail1 fail1 50 51 30 57
H2+CO fail4 28 fail4 18 37 26
HF+eth fail1 fail1 9 12 12 15
Hydro fail1 fail1 14 24 15 25
MeOH fail1 fail1 19 20 12 15
Oxirane fail1 fail1 20 41 39 64
Oxycope fail1 fail1 11 18 19 25
Silane 24 23 fail4 fail4 fail4 fail4
SN25 25 25 18 30 21 21
Sulfolene 26 27 8 20 32 40
1 Linear interpolation failed to produce an initial geometry
2 Convergence of the internal coordinate gradient was achieved on a structure with a non-zero
Cartesian gradient, indicating an internal coordinate deﬁnition error
3 Converged to a transition state with a boat conﬁguration, approximately 1.1 mH higher in energy
than the chair conﬁguration
4 Failed to converge within the maximum number of iterations, which was set as the larger of the
number of coordinates being optimized or 100
5 The transition state for methyl chloride + ﬂuoride does not exist at the B3LYP/6-31G(d,p) level
of theory. The tert-butyl chloride + ﬂuoride reaction, wihch is energetically similar to the methyl
chloride reaction, was used instead.
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CHAPTER 4
EXPLORATION OF IMPROVEMENTS TO OPTIMIZATION
METHODS
4.1 Introduction
Geometry optimization is an important tool in the computational chemistry tool-
box, and has become ubiquitous in modern studies of chemical properties and reactions.
There are a wide variety of diﬀerent algorithms that exist for optimization (see ref [2] for
a recent review of methods), with the most common utilizing a combination of quasi-
Newton steps in redundant internal coordinates[10, 11], with the Hessian updated by
the method of Broyden Fletcher Goldfarb and Shanno (BFGS[22, 23, 24, 25]) when
seeking a minimum structure, and either the Powell’s symmetric Broyden (PSB[26]) or
the symmetric rank 1 (SR1[27]) updates, or some combination of the two[28], is used
when attempting to locate a transition state. Approximate, positive deﬁnite Hessian
matrices[29] are typically used to avoid the relatively large cost of computing the full
Hessian exactly. Additionally, sequence acceleration methods such as line searches and
direct inversion of the iterative subspace (GDIIS[30]) are also used to reduce the num-
ber of potential energy surface (PES) calculations necessary to converge to the desired
minimum or transition state structure.
Described below are three new, alternative approaches that may oﬀer additional
beneﬁts or improved performance over existing methodologies.
• Flowchart Update - This approach seeks to improve Hessian updating by using
diﬀerent update methods only when they are expected to be well behaved, and
falling back to more reliable but less ideal updates when necessary. Additionally,
a new modiﬁcation to the PSB method is used by using scaled displacements to
compute the update.
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• Scaled RFO method - This approach seeks to improve the use of the rational
function optimization method for controlling step size and direction by modifying
the shift-matrix to better represent the expected relative stiﬀness of the bond
stretches versus the other coordinates.
• Quasi-rotation method - This is an alternative approach to handling the redun-
dancy in an internal coordinate system. Rather than store the approximate
Hessian in the full redundant space, a quasi-rotation matrix is used to rotate
the approximate Hessian from the non-redundant space at one point, to the
non-redundant space at another. Ideally, this will lead to a more consistent ap-
proximation to the Hessian even when the non-redundant space changes over the
course of the optimization, and may help improve Hessian updating since the
change in the gradient can be expressed entirely in the non-redundant space at
one set of coordinates.
A standard method is outlined in section 4.2, and the new methods are detailed in the
subsequent sections. The standard method will serve as the benchmark for evaluating
the performance of each of the new methods in optimizing a set of 20 molecules with
between 10 and 50 heavy atoms (Fig 4.1). This test set was compiled as a more repre-
sentative collection of molecules being optimized using ab-initio and DFT methods on
modern architectures than the commonly used test sets that were developed according
to the computer time available in previous decades[65, 12].
4.2 Standard Method
Described below is an optimization algorithm composed of standard methods, which
will be used as a control for the purposes of comparing and evaluating new optimization
methods. The core of the algorithm is the Newton method applied to the gradient of
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the potential energy, and the additional components include the choice of coordinates
to optimize, how the Hessian (the matrix of second derivatives of the potential energy
surface) is computed or approximated, how the Newton method is modiﬁed in order
to control step size and direction. While there are a variety of diﬀerent approaches
that have been used in the past, a very common combination of methods include the
use of a redundant set of internal coordinates comprised of bond stretches, bends and
torsions, approximation of the full Hessian matrix along with the use of updating
schemes to improve the approximation over the course of the optimization, and the
rational functional optimization and trust region schemes to control the step size and
direction.
Geometry extrapolation methods, such as line searches and DIIS, are commonly
used to attempt to improve the eﬃciency of an optimization. In practice, they can also
have a signiﬁcant inﬂuence on the stability of an optimization as well. Likewise, Hessian
updating methods that consider the change in the gradient at the current geometry
relative to many previous optimization steps are employed for similar reasons. In
order to better evaluate the merits of the methods described in this chapter on their
own terms, no extrapolation methods will be employed, and the Hessian will only be
updated using the information at the current and the most recent points.
4.2.1 Coordinate transformation/projection
Coordinate deﬁnitions
The standard redundant internal coordinate (RIC) system includes bond stretches
between all bonded atoms, angles between pairs of bonds that share an atom, and the
dihedral angles between the planes deﬁned by any two angles that share a common
bond. Typically, whether or not a pair of atoms is bonded can be determined auto-
matically by comparing the distance between the atoms to a standard bond length,
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however, for the present work, the connectivity will be explicitly provided for all exam-
ples in order to ensure that the intended coordinate system is used and the behavior
of the resulting optimizations does not depend on any arbitrary numerical thresholds
for bondedness.
Two additional coordinate deﬁnitions that are frequently used in adjunct to the
standard stretch, bend and torsion coordinates are out-of-plane bends and linear angle
bends. Out-of-plane bends describe how an atom moves relative to the plane deﬁned
by 3 other atoms, while linear angle bend coordinates describe the bending motion of 3
atoms which have become nearly or completely linear. Out-of-plane bend coordinates,
such as an improper dihedral angle, may provide some beneﬁt to an optimization but
are generally unnecessary for structures containing more than 4 atoms as the relevant
motions are well described by the redundancy in the standard RIC set. For the present
work, no out of plane coordinates are used.
Linear bend coordinates, on the other hand, may be essential when the optimized
structures have linear or near-linear angles. Inclusion of standard bend angle coordi-
nates (and the corresponding dihedral angle coordinates) for an angle that has become
near linear can be disastrous for an optimization, even when the remaining coordinates
in the RIC set are suﬃcient to fully describe the molecule. Whether or not angles
and their corresponding dihedrals can simply be omitted from the RIC deﬁnitions de-
pends on how many atoms are bonded to the center atom in the linear angle, and may
be possible to do so with as few as 3 bonded atoms. When the central atom has at
least 5 bonds, the linear angle coordinates can always be safely omitted since the local
structure can be completely deﬁned with bonds and non-linear angles. In the stan-
dard method, linear bends will be handled by the approach outlined in section 4.2.2
whenever an angle exceeds 165 degrees and the central atom is bonded to fewer than
5 atoms.
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Transformation of gradient/Hessian
Since the derivatives of the PES are computed in terms of the absolute Cartesian
coordinates of the atomic centers in a molecule, at each step of the optimization the
gradient (and Hessian, if it is computed) must be transformed into internal coordi-
nates. This transformation involves the multiplication of the Cartesian gradient by the
generalized inverse of Wilson’s B-Matrix, which is deﬁned as the partial derivatives of
the RIC with respect to a change in the Cartesian coordinates:
Bia =
@qi
@xa
(4.1)
where qi are the internal coordinates, and xa are the Cartesian coordinates.
B is an nric x ncrt, where nric is the total number of redundant internal coordinates,
and ncrt is the total number of Cartesian coordinates (3 times the number of atomic
centers). The generalized inverse (also known as the Moore-Penrose Pseudoinverse) is a
generalization of the concept of an inverse to non-square or singular matrices such that
only the non-singular part of the matrix is inverted. Two approaches for computing
the pseudo-inverse of the B matrix, in particular, are through inversion of B-squared
(BTB), and by singular value decomposition.
For the ﬁrst approach, it should be recognized that BTB is singular, and so care
must be taken when inverting it. So long as the internal coordinates chosen to deﬁne
B are suﬃcient to fully describe the internal motions of the molecule, the singular part
of BTB corresponds to the inﬁnitesimal rotations and translations of the molecule. A
projector onto this space can be added to BTB without eﬀecting the end result of the
pseudo-inverse. This projector, PTR can be computed as a sum of the projector onto
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the individual inﬁnitesimal translation (ti) and rotation (ri) vectors
PTR =
3X
i
titTi + rirTi (4.2)
where the portion of these vectors corresponding to the kth atom are given by
ti;k = ei (4.3)
ri;k = xk  ei (4.4)
where  denotes the 3-dimesional cross product, ei is the unit vector in the ith direc-
tion, and xk are the 3-dimensional Cartesian coordinates for atom k. These vectors are
not orthonormal with respect to each other, but for a non-linear molecule, they fully
span and are entirely contained within the 6 instantaneous translation and rotation
degrees of freedom for the molecule deﬁned by the coordinates x. The generalized
inverse may then be computed as
B  =
 
BTB+PTR
 1BT (4.5)
The primary beneﬁt of computing the generalized inverse this way is that 
BTB+PTR
 1 allows the use of iterative inversion methods for when the size of
the molecule is too large to invert the matrix directly and/or store the result. For the
present work, however, the generalized inverse will be computed using singular value
decomposition (SVD). The SVD of B is given by B = UVT , where U is a square,
unitary matrix of size nric, V is a unitary matrix of size ncrt, and  is a matrix of the
appropriate dimensions that is zero everywhere except for the ﬁrst ncrt   6 diagonal
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elements. The generalized inverse may be computed as
B  = V UT (4.6)
where   is the transpose of , with the non-zero diagonal elements replaced by their
inverse (i.e.

 

ii
= 1/ii if ii 6= 0). Whether eq 4.5 or eq 4.6 are used, the same
matrix should result. The primary beneﬁt of using eq 4.6 is that the locally non-
redundant active space for the current geometry (the nact = ncrt   6 orthogonal linear
combinations of the redundant internal coordinates in which B is deﬁned for a given
geometry) is computed as a consequence of doing the SVD. The active space is deﬁned
as the ﬁrst nact rows of U.
With B  deﬁned, the typical approach for transformation of the gradient and Hes-
sian begins with an algebraic rearrangement of the chain rule deﬁnition of the gradient
(using x and q subscripts to diﬀerentiate between Cartesian and redundant internal
coordinate gradients, respectively)
gx = gTqB! gq = gTx
 
B 

(4.7)
A similar approach is used to transform the Hessian
Hq =
 
B 

Hx   gTq
@B
@x
 
B 
T (4.8)
Projection into non-redundant space
When using a redundant coordinate system, the total number of coordinates being
optimized exceeds the number of internal degrees of freedom, and this must be ac-
counted for when computing a step. Constraints or a penalty function approach could
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be used to compute a valid step in the full set of redundant coordinates, but here a
projection method will be used. The active space described in the previous section
may be used to project the gradient gr = Uactgq and Hessian Hr = UactHqUTact into a
reduced space. The step, qr, is computed in this space, and then transformed back
to the full q0 = UTactqr
Back-transformation of step
Due to the curvilinear relationship between the redundant internal and Cartesian
coordinates, the back-transformation has to be done iteratively. The conceptual ap-
proach used in the present work is to minimize the diﬀerence between the current
geometry q (x) and a goal geometry, in redundant internal coordinates qg = q0+q0,
where q0 is the internal coordinate geometry at the current iteration, and q0 is the
computed step. This can be thought of as the minimization of the following functional
F (x+x) = 1
2
(q)2 = 1
2
(qg   q (x+x))2 (4.9)
with respect to x, starting with x = x0 where x0 is Cartesian geometry at the
current step. This gives the typical iterate for x
xi+1 = xi +B i qi (4.10)
This process continues until the RMS of xi = xi+1   xi is less than 10 6 bohr.
4.2.2 Linear Bends
Deﬁnition of terms
For notational clarity, a few items will be deﬁned before describing how the linear
bend coordinates will be constructed and transformed. Subscripts will be used to
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diﬀerentiate between atoms, xi, rij > 0, 0  ijk   and    ijkl   will be used
to indicate the Cartesian coordinates, bond lengths, bend angle, and torsion angle. The
atoms involved in the linear angle will be indicated by numbers 1 through 3 (i.e. the
angle which is nearly/completely linear is 123), the dummy atom will use a subscript
d, and n and m will be used to indicate any atoms bonded to 1 and 3, respectively.
Placement of the dummy atom
If 123 is not completely linear, then the plane in which the angle bends may be
deﬁned by r12 and r23, while if it is linear, the choice of bend direction is arbitrary.
For consistency and convenience, the bend direction may be chosen such that either
n12d or d23m is 0 for some n or m. Once the plane is deﬁned, the dummy atom
is placed such that 12d = 32d and r2d is equal to a constant value. In the present
implementation, this is set to 2 bohr since that is a fairly typical bond length, but the
choice is more or less arbitrary.
Deﬁnition of coordinate set to handle linear bends
With the dummy atom placed, the optimization is carried out by modifying the
coordinate deﬁnitions and constraining three coordinates per linear bend to deﬁne the
location of the dummy atom relative to the rest of the molecule. The standard approach
is used to construct the coordinate set beginning with all of the stretches corresponding
to the bonded atoms, and angle bends between pairs of stretches that share a common
atom. The angle 123 is redeﬁned as the equivalent sum 12d+32d. The dihedral angles
are included for all pairs of angle bend coordinates (not including 123) that share a
bond, including all of the dihedrals n12d and d23m, and the improper dihedral 12d3.
The constrained coordinates will always include r2d, 12d   32d, and a dihedral,
but the choice of dihedral depends on the structure. For the vast majority of cases,
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the choice of any n12d or d23m is appropriate, with special care taken when there are
multiple adjacent linear bends (i.e. 4 or more bonded, colinear atoms) to ensure that
one dihedral for each dummy atom is included. If the molecule contains only 3 atoms,
the improper dihedral 12d3 can be constrained as the bend direction is completely
arbitrary for a potential that only depends on the internal coordinates.
Coordinate transformation/back-transformation
Let Bopt be the B-matrix for the redundant internal coordinate set deﬁned in the
previous section, and Bcns be the B-matrix for the set of coordinates that will be used
to constrain the motion of the dummy atom. The transformation is carried out using
an otherwise identical approach to the standard unconstrained transformation, using
a projected B-matrix Bprj = Bopt BoptB cnsBcns, and assuming that the gradient and
Hessian elements corresponding to the dummy atoms are all 0. Bprj has the correct
number of non-singular values (3natoms) for the original system. If analytical Hessians
are used, the B-matrix derivatives are similarly projected: for internal coordinate i,
@ [Bprj]i = (I B cnsBcns) @ [Bopt]i (I B cnsBcns).
Once a step is computed, the back-transformation is done in an unconstrained
fashion, with the goal values for the constrained coordinates set according to their
current values. A second iterative back-transformation is used, if necessary, to reimpose
the dihedral constraint since there may be some redundancy between the dihedral
constraint chosen and dihedral coordinates used in the optimization. During the second
iterative back-transformation, only the dummy atom is allowed to move.
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4.2.3 Step computation/constraint
RFO
The rational function optimization[54] (RFO) method begins by approximating the
PES as a rational function:
ERF (q0 +q) = E0 +
qTg0 + 12qTH0q
1 +qTq (4.11)
Eq 4.11 has the property that, for a non-zero gradient, there exactly n+1 stationary
points on the surface, where n is the number of coordinates deﬁning the surface, with
each stationary point having a diﬀerent curvature (determined by the number of nega-
tive eigenvalues in the second derivative of ERF ). By stepping towards the stationary
point on the rational function surface with the desired curvature, an optimization may
be directed to a particular solution even when the number of negative eigenvalues in
H0 is incorrect. The stationary condition (the value of q where @ERF/@q is zero) for
all n+ 1 stationary points is given by diagonalizing the augmented Hessian
Haug =
264 H g
gT 0
375 (4.12)
The step may be computed using either the mth eigenvector (vm) or eigenvalue (m)
of the augmented Hessian.
qRFO;m =
vm;1::n
vm;n+1
(4.13)
qRFO;m =   (H  mI) 1 g (4.14)
Both approaches result in the same displacement, and the resulting step satisﬁes the
following relationship
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m = (qRFO;m)T g (4.15)
For minimizations, the most negative eigenvalue of the augmented Hessian is used.
For transition states, even though the second most negative eigenvalue will result in
a shifted Hessian with a single negative eigenvalue, the partitioned RFO (pRFO[54])
approach tends to result in a more stable optimization behavior. The pRFO approach
involves searching for a minimum in n 1 directions (usually selected to be eigenvectors
of the Hessian), and a maximum in the remaining direction. This is done by combining
an RFO minimization step in the n  1 space, and an RFO maximization step in the
remaining space.
The RFO method provides a means to compute a step in the correct direction for an
optimization even when the Hessian has the incorrect number of negative eigenvalues
(0 for minima, 1 for transition states). Often times, however, when the geometry is
far from the solution, and especially when the Hessian data is approximate/updated,
the computed step size may be unreasonably large and will need to be scaled back to
avoid over-shooting the solution. For minimizations, an adaptive step size approach
is frequently used, and will be included in the standard method. The adaptive step
size, or trust region, is initialized to a modest value (0.5 bohr or rad for the present
work), and at each step of the optimization, the predicted quadratic change in energy
(Equad = qTg + 0:5qTHq) is compared to the actual change in the energy.
When the ratio of Equad and the actual change in energy is greater than 75% and
the length of the step is at least 80% of the current trust region, the trust region is
doubled. If the ratio of Equad and the actual change in energy is less than 25%, the
trust region is reduced to a quarter of the length of the previous step.
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4.2.4 Hessian Update
To facilitate the discussion of diﬀerent Hessian update formulas, the following stan-
dard notations for the displacement s = q, change in gradient y = gq, and
quadratic error z = y Hs will be used.
HBFGS =
yyT
yT s  
sHHsT
sHs (4.16)
HSR1 =
zzT
zT s (4.17)
HPSB =
szT + zsT
sT s   s
Tz ss
T
(sT s)2 (4.18)
HMSP = MSPHSR1 + (1  MSP )HPSB (4.19)
MSP =
 
sTz
2
(zTz) (sT s) (4.20)
When attempting to locate a minimum energy structure, the BFGS update (eq
4.16) is widely considered to be the gold standard as it is generally quite stable, so
long as sTy is positive and the current approximation to the Hessian is positive deﬁnite.
For transition state optimizations, which require the Hessian to be indeﬁnite with one
negative eigenvalue, there is not such a clear cut winner. The SR1 method (eq 4.17,
also referred to as the MS or Murtagh-Sargeant update) tends to produce the most
reasonable updates, particularly when the change in the Hessian is large (for example,
when the approximation is poor or the change in the gradient is large), but it can suﬀer
from stability issues when sTz is small relative to zTz. The PSB method (eq 4.18),
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on the other hand, is very stable, but the updates tend to be signiﬁcantly poorer as
they increase in magnitude. A combination of these two updates, the MSP method
(eq 4.19), was proposed by Boﬁll[28]. This combined update attempts to leverage the
pros and cons of the SR1 and PSB methods by blending them together according to
the overlap of the quadratic error and the displacement (eq 4.20).
4.2.5 Convergence
An optimization is considered converged when the RMS change in q is less than
1:2  10 3, the maximum absolute element in q is less than 1:8  10 3, the RMS
of gr is less than 1:5  10 4, and the maximum absolute element in gr is less than
4:5 10 4.
4.3 Flowchart Update
4.3.1 Motivation
It’s fairly well understood that the BFGS (eqn 4.16) and SR1 (eqn 4.17) updates
can become numerically unstable when yT s and zT s are small, respectively. The PSB
update (eqn 4.18), on the other hand, is always numerically stable since the only
quantity in the denominator (sT s) is always non-zero for a ﬁnite step, but may have
undesirable properties when the quadratic error is large. After observing that, in
general, the SR1 update produced the most reasonable results when zT s is less than
zero, the following ﬂowchart method was developed.
4.3.2 Method
Flowchart Method
1. If zT sjzjjsj <  0:1, use the SR1 update
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2. If yT sjyjjsj > 0:1, use the BFGS update
3. Otherwise, use PSB method
This has the beneﬁt of attempting to use the SR1 and BFGS methods, which are often
far superior to the PSB method for minimization, as much as possible, but relying on
the numerical stability of PSB when necessary.
SSB Method
All Hessian update methods are based upon computing a correction to the Hessian
which satisﬁes the secant equation
(H+H) s = y (4.21)
Whenever the dimensionality of the PES is greater than 1, this equation is under
determined for the correction (H) and the imposition of diﬀerent constraints, such
as the requirement that the correction be symmetric, and that it has a minimum size
according to some metric, leads to the diﬀerent update formula. Since all update
methods satisfy eq 4.21, the diﬀerence in performance between the methods must
depend on how they treat the remaining space. For SR1 and BFGS, the vectors
used to construct the update tend to resemble gradient change terms (y, Hs or z),
while PSB is constructed primarily with displacements. Similarly, the denominators
in the SR1/BFGS updates are scalar products of the displacement and a gradient
change terms, while the denominators in the PSB update are scalar products of the
displacement alone. If these features play a role in the improved behavior observed
with the SR1/BFGS updates, then perhaps the PSB update can be modiﬁed to produce
more reasonable updates as well.
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A general “symmetric rank 2” update can be constructed using any vector v as
follows
HSR2 =
vzT + zvT
vT s   s
Tz vv
T
(vT s)2 (4.22)
This update is valid for any choice of v that has a non-zero overlap with s, with
v = s giving the PSB update, and v = z giving the SR1 update. One simple way
to choose a sensible v that is both gradient change like and based upon the current
geometry that will never have a near-zero overlap with the displacement s is to simply
scale s by a positive deﬁnite matrix v =Ms. The most convenient choice of M would
be to use the approximate Hessian that’s used to initialize a quasi-Newton optimization.
The use of this “scaled” symmetric Broyden (SSB) update in the ﬂowchart method will
also be examined.
4.4 Scaled RFO method
4.4.1 Motivation
The shifted (quasi-)Newton methods control the direction and magnitude of a
(quasi-)Newton step by a shift of the Hessian eigenvalues. When the shift factor is
large enough to dominate the Hessian, the result is a scaled steepest descent (or shal-
lowest ascent, depending on the sign of the shift factor). This tends to be a poor step
on a chemical PES, since the vibrational modes in a molecule tend to be a combina-
tion of both soft angular/torsional and stiﬀ bond stretch coordinates, which leads to
oscillations and poor convergence behavior. Standard optimization methods using a
shifted Newton method (such as RFO) produce a shift factor that is small enough that
the Hessian is dominant, and the vibrational modes are scaled appropriately to avoid
the oscillatory behavior. However, it is still worth investigating whether a superior
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method of controlling the direction and magnitude of the (quasi-)Newton step might
exist, and the scaled RFO method is the result of that investigation.
4.4.2 Method
The scaled RFO method is functionally similar to the standard RFO method, with
the diﬀerence being that the displacement term in the denominator of the energy
function 4.11 is scaled
ESRF (q0 +q) = E0 +
qTg0 + 12qTH0q
1 +qTSq (4.23)
The matrix S should be positive deﬁnite, and should better account for the dif-
ference in stiﬀness between the coordinates. Additionally, to reproduce a similar op-
timization behavior to what is observed in the RFO method, S should be normalized
so that qTSq = qTq. This ensures that the only function of the S matrix is
to change the contribution from each coordinate in the shifted matrix relative to one
another without increasing or decreasing the magnitude of the shift itself. These re-
quirements are met by using an approximate, positive deﬁnite Hessian ~H such as those
used to initialize the Hessian in a quasi-Newton optimization, with the normalization
factor computed as the inverse determinant.
S =
eHr eHr1/nact (4.24)
Löwdin orthogonalization[75] can be used to scale the Hessian, gradient and computed
step, allowing for the computation of the shift parameter in the standard way.
qSRFO = S1/2
 
S1/2HrS1/2   RFOI
 1 S1/2gr (4.25)
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4.5 Quasi-rotation internal coordinate propagation
4.5.1 Motivation
Regardless of the coordinate system chosen, the number of internal degrees of free-
dom deﬁning a molecular geometry is ﬁxed at nact = ncrt   6 for non-linear molecules.
Whenever more than nact primitive coordinates are used to deﬁne the molecular geom-
etry, a local basis of nact linear combinations of the primitive coordinates completely
deﬁne the allowed internal motions of the molecule, and the remaining coordinates or-
thogonal to that basis are redundant. This basis is considered local because it depends
on the corresponding geometry, in the case of Cartesian coordinates the rotational
orientation deﬁnes the direction of the overall inﬁnitesimal rotations, while with re-
dundant internal coordinates, the local basis is given by the left singular vectors of the
B-matrix, which is a function of the Cartesian coordinates.
Presented below is a proposed method for transforming the derivatives in the local
basis for one geometry into the local basis for another geometry. The immediate bene-
ﬁts for doing this are that it reduces the amount of space required to store approximate
Hessian information down to the amount required for a symmetric nact matrix, and
that it may help keep approximate Hessian information relevant over longer optimiza-
tions when the local space changes dramatically. The transformation is constructed
by projecting the B-matrix of a previous geometry into the local basis at the current
geometry, and the resulting nact x nact matrix will have an unsigned determinant of
approximately, but not less than, 1. For this reason, the transformation is referred to
as a quasi-rotation coordinate propagation method.
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4.5.2 Method
Instead of updating the Hessian in the full redundant space and then projecting
into the non-redundant space at every step of the optimization, the Hessian may be
stored and updated in only the active space. In order to account for how the active
space changes from point to point, a quasi-rotation scheme is used. If Bold and Bnew
are the B-matrix computed at the previous and current point, respectively, while Uoldact
and Unewact are the active space at the previous and current point, the quasi-rotation
matrix that transforms a matrix or vector from the active space at the previous point
to the active space at the current point is given by
Mrot = UoldactBold
 
Unewact Bold
 1 (4.26)
The rotated Hessian at the new point may be computed as follows
Hrotact =
 
Mrot
T HoldactMrot (4.27)
This may then be updated by using modiﬁed q and g vectors
qprj = Unewact
 
qnew   qold (4.28)
grot = gnewr  
 
Mrot
T goldr (4.29)
The projected displacement will not be 100% accurate, as some of the displacement
may exist in the redundant space at the new point. However, this amount is typically
small relative to the magnitude of the displacement vector, and the BFGS and SR1
updates only modify space that is non-zero in g and Hq.
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4.6 Results and Discussion
To compare the eﬀect each method has on an optimization relative to the standard
methods, the following algorithms were constructed from the standard approach in
section 4.2:
Standard The reference approach
FlowPSB Replace BFGS updating with the ﬂowchart update, using the PSB update
as the fallback option
FlowSSB Replace BFGS updating with the ﬂowchart update, using the SSB update
as the fallback option
SRFO Compute the step using the scaled RFO approach
Rotcrd Store only the non-redundant nact x nact Hessian, using the quasi-rotation
matrix to propagate the Hessian and gradient at the previous point prior to
applying the update
These methods were implemented in a Mathematica[76] program, using Gaussian 09[71]
to evaluate the potential energy surface. Table 4.1 shows the number of iterations,
consisting of an energy and gradient calculation, that each method required to achieve
the convergence criteria listed in section 4.2.5 for the examples in the test set. HF/3-
21G was used to compute the energies in every case but the magnesium porphin and
vitamin C optimizations, which used B3LYP[72, 73, 47, 74] with a 6-31G(d,p) basis
set. The total number of iterations required to converge all of the structures in the
test set is listed for each method. The rotcrd method was the only one that required
more iterations (701) than the standard method (689) to optimize the test set. In
general, the unsigned determinant of the quasi-rotation matrix was less than 1.05 even
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for large steps, however, when the BFGS update produced an indeﬁnite Hessian, the
subsequent step not only tended to increase the energy, but the resulting quasi-rotation
matrix had a determinant much larger than previous or subsequent steps, in some cases
being as large as 1.2. Since corresponding poor updates were observed in the standard
algorithm, it suggests that changes to the local basis may play some role in these poor
updates, and that a large determinant of the quasi-rotation matrix may have some use
in rejecting what’s likely to be a poor step prior to evaluating the energy/gradient.
Additionally, the results here indicate that the rotcrd method does not appear to
introduce too signiﬁcant of an error and new strategies that utilize the rotcrd approach,
such as methods involving a change to the coordinate set mid-optimization, should be
investigated.
Both of the ﬂowchart methods and the SRFO method required fewer iterations
to optimize all of the structures in the test set than the standard method. Only
8 of the 20 optimizations needed to fall back to the symmetric Broyden update in
the ﬂowchart method, so the diﬀerences in performance between the FlowPSB and
FlowSSB methods are limited to the diﬀerences in those 8 structures with neither
approach doing consistently better than the other. Even when the symmetric Broyden
update was needed, it was only used once or twice during the course of the optimization,
and so the BFGS and SR1 updates were well suited to these problems. It’s possible that
greater diﬀerences between the BFGS and the ﬂowchart updates would be observed
when the surface is less regular than ab-initio or DFT surfaces (for example, using
semi-empirical energies, or solvation models), and future investigation is warranted.
The SRFO method had the best performance of the 5, requiring 45 fewer iterations
to converge the test set than the standard approach. The SRFO method was also the
only method that converged to diﬀerent structures in six of the cases. When the initial
structure is high in energy and far from a minimum, there may be multiple minimum
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energy wells that may be accessible, each containing a diﬀerent stable conformer of the
reaction. Since the SRFO eﬀectively emphasizes changes to dihedral and valence angles
early in the optimization, it is reasonable to expect that it will occasionally wind up
in a diﬀerent well than the standard RFO approach, even when using the same initial
Hessian and same Hessian update formula. The molecules where the SRFO method
had the largest improvement over the standard method (Azadirachtin, Bisphenol A,
EASC and Inosine), the SRFO and Standard methods converged to the same structure.
Likewise, the only case where the SRFO method needed a signiﬁcant number of addi-
tional iterations to converge (Ochratoxin A), the SRFO method produced a diﬀerent
structure.
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Figure 4.1: Structures for test set
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Figure 4.1: Structures for test set (cont)
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Table 4.1: Number of iterations required to converge to a minimum struc-
ture
Standard FlowPSB FlowSSB SRFO Rotcrd
Artemisinin 24 21 21 24 25
Aspartame 30 30 301 282 27
Azadirachtin 77 73 74 65 72
Avobenzone 43 41 42 43 47
Bisphenol A 31 32 31 21 30
Cetirizine 35 37 40 30 39
Codeine 18 18 181 183 19
Diisobutylphthalate 27 27 271 282 29
Estradiol 21 21 211 19 21
EASC 40 27 25 24 31
Inosine 41 46 42 34 41
Maltose 35 36 37 36 37
Mg porphin 14 24 241 16 14
Ochratoxin A 31 31 311 433 31
Penicillin V 31 32 321 302 32
Raﬃnose 53 55 551 543 55
Sphingomyelin 56 48 481 51 67
Tamoxifen 35 35 351 35 36
Vitamin C 18 18 181 18 17
Zn EDTA 29 29 291 27 31
Total 689 681 680 644 701
1 The symmetric Broyden update was never used in the FlowPSB optimization, so
the optimization behavior of the FlowSSB method is identical
2 The SRFO optimization converged to a higher energy structure than the other meth-
ods
3 The SRFO optimization converged to a lower energy structure than the other meth-
ods
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CHAPTER 5
PATH OPTIMIZATION BY A VARIATIONAL REACTION
COORDINATE METHOD
5.1 Introduction
With recent developments in reaction path following[19, 20, 31], the steepest de-
scent reaction path (SDRP) can be readily determined by walking downhill from a
transition state on the potential energy. At any point along this pathway, the energy
orthogonal to the path is a local minimum, and so it provides a ﬁrst-order approxima-
tion of the route that a chemical system follows as a reaction proceeds from reactants
to products. Locating the transition state in order to determine the SDRP, however,
can often be a diﬃcult task. One common approach used to approximate the minimum
energy path without a converged transition state structure is to express the pathway as
multiple points which are optimized simultaneously[4, 77, 78, 79, 80, 5]. These “chain
of states” methods typically begin with a series of images along the linear interpola-
tion between reactants and products, after overall translation and rotation have been
removed. These images are updated to minimize the energies of each point subject to
constraints, ﬁctitious forces or interpolation/reparameteration schemes, which ensure
that the points maintain a uniform description of the pathway. In these methods, the
optimizer is generally required to take small steps in order to avoid the introduction
of kinks in the path due to the discrete representation of the path. This ad-hoc ap-
proach also has the drawback that it is not variational, so there is no reliable way of
determining whether or not the optimization is making good progress, or if a solution
found is in fact a minimum.
Recently, the line integral of the gradient norm has been described as a variational
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property of a reaction path[33, 34]. The line integral of the gradient norm is expressed
as
EV RE =
Z tP
tR
s
@V (x (t))
@x
T@V (x (t))
@x
s
dx (t)
dt
Tdx (t)
dt
dt
=
Z tP
tR
jg (x (t))j j (t)j dt (5.1)
where V is the potential energy, x (t) are the coordinates of the reaction path param-
eterized by t, tR and tP are the parameter values corresponding to the reactant and
product structures, respectively, while g and  are used as shorthand for the gradient
of the potential, and the tangent to the path. This integral is a non-negative, energetic
quantity, and will be referred to as the Variational Reaction Energy (VRE) throughout
this work. Rigorous proofs that the VRE is minimized by the steepest descent reaction
path are discussed in work by Quapp, Boﬁll and others, but a simple conceptual proof
is provided by computing the VRE assuming that x (t) is the steepest descent path.
This implies that the tangent to the path is everywhere proportional to the gradient,
which simpliﬁes the VRE to the absolute value of the projection of the gradient onto
the tangent (EpV RE)
EpV RE =
Z tP
tR
g (x (t))T  (t) dt
=
X
a
(2V (xa;TS)  V (xa;P )  V (xa;R)) (5.2)
where a is over the number of barriers along the path, and xa;R and xa;P are the local
minimum structures adjacent to the corresponding local maximum xa;TS. Since the
tangent cannot be changed anywhere along the path without removing the proportion-
ality with the gradient, and since the SDRP steps down from the reaction pathway
in the direction that makes the largest change to the magnitude of the gradient, the
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SDRP must minimize the VRE. While the projected VRE will only equal the VRE
when x (t) is the SDRP, it may be computed for any arbitrary path connecting the re-
actants and products. This provides a useful non-negative estimate for the variational
error in the current path
 = EV RE   EpV RE
=
Z tP
tR
jg (x (t))j j (t)j dt 
X
a
(2V (xa;TS)  V (xa;P )  V (xa;R)) (5.3)
Methods to minimize EV RE by a chain of states approach have been discussed
elsewhere, but these suﬀer from many of the same problems that exist in the ad hoc
path optimization methods. Many small steps are required to converge and the dis-
cretization error can result in non-variational behavior unless many images are used.
Since EV RE is a functional of a smooth, continuous object, it should be advantageous
to describe the path using a continuous representation such as a basis set expansion.
Such a representation provides a set of coordinates, the linear expansion coeﬃcients
(LEC), which can be optimized by minimization of EV RE using standard gradient-
based optimization methods. The following work describes the development of a proof
of concept for the Variational Reaction Coordinate (VRC) method, and demonstrates
the eﬀectiveness of the method on a number of test problems.
5.2 Path Optimization by VRC
5.2.1 A continuous description of the reaction path
To begin outlining the VRC method, a representation of the pathway must be
chosen to deﬁne x(t) in terms of a set of parameters that may be varied. A continuous
description of the path will remove any ambiguities about how to deﬁne the tangent
at a given point, or how to choose a distribution of discrete points to provide the
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desired level of sampling accuracy between iterations of the optimization. A basis
set expansion expresses the path in terms of a set of continuous functions and linear
expansion coeﬃcients (LEC, Ci)
xi (t) =
X

Ci (t) ! @xi (t)
@Ci
=  (t)
 i (t) =
X

Ci
d (t)
dt
! @ i (t)
@Ci
=
d (t)
dt
(5.4)
where the Roman indices are over the coordinates, and the Greek indices are over
the basis functions. The choice of tR and tP are completely arbitrary so long as non-
zero portions of the basis functions span the space between them, so values of for
tR = 0 and tP = 1 will be used throughout this work and functions will be chosen with
the appropriate support. Cubic spline functions are commonly used to represent the
reaction pathway in discrete path optimization methods in order to produce smooth
tangents, or to compute distances between points for constraints or reparameteriza-
tions. Therefore, the choice of basis set expansion for the present work will be the
B-Splines basis set[81]. B-Splines are a formulation of piecewise continuous polyno-
mial splines, constructed in such a way that they may be expressed as a linear basis
set expansion. The B-Spline basis are polynomials, and the number, range, shape and
distribution of functions in the basis depends on the choice of the knot vector, u. For
the present work, a quartic basis with n LEC per coordinate is deﬁned by n internal
functions that span the range 0 < t < 1, along with two capping functions which peak
sharply at t = 0 and t = 1. The capping functions allow the geometries of the reactants
and products to remain ﬁxed by setting the corresponding LEC to the reactant and
product geometries.
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The knot vector used in this chapter is deﬁned as follows
ui =
8>>>>>><>>>>>>:
0 1  i  d+ 1Pd+1
j=i d 1
j
n+1
d+ 2  i  n+ 2
1 +  n+ 3  i  n+ d+ 3
(5.5)
where d = 4 is the order of the polynomial, n is the number of internal basis functions,
and  = 10 10 ensures that  (1) is deﬁned. The basis functions  = 4 themselves
are deﬁned recursively
0 (t) =
8>><>>:
1 u  t < u+1
0 otherwise
(5.6)
k (t) =
t  u
u+k   u
k 1
 (t) +
u+k+1   t
u+k+1   u+1
k 1
+1 (t) (5.7)
with the derivative expressions and more eﬃcient means of evaluating B-splines given
in the reference[81]. Figure 5.1 demonstrates the shape of the basis functions when n
is 5.
Once a choice of basis has been made, the VRE may be evaluated by an appropriate
quadrature method. The determination of what is the most appropriate or eﬃcient
method is beyond the scope of the current work, so a simple adaptive quadrature
method based upon a combination of 3rd order Gauss-Legendre and 5th order Curtis
Clenshaw rules[82] will be used. The adaptive integrator evaluates the integral on
a coarse grid as an extrapolation of the two quadrature rules, and computes an error
based upon the diﬀerence between the two rules. Each interval on the integration grid
is evaluated, and any intervals which have an error above a tolerance are evaluated
again on a progressively ﬁner grid. This process is repeated until the error for all
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intervals is below an absolute or relative tolerance. Once the VRE and it’s derivatives
have been computed, the energies of all of the PES evaluations used in the adaptive
quadrature process can be compared in order to ﬁnd local maxima/minima along the
path for the purpose of computing V RE and other terms that depend on the location
of these stationary points.
5.2.2 VRE derivatives
Having selected a set of coordinates to represent the path, the next step is to
construct a local quadratic approximation (LQA, QV RE) to the VRE
QV RE (C+ ￿C) = EV RE (C) + CT
@EV RE (C)
@C +
1
2
CT@
2EV RE (C)
@C2 C
= E0 +CT0 +
1
2
CT0C (5.8)
Where  and  are used to represent the gradient and Hessian of the VRE with
respect to a change in the LEC in order to avoid confusion with the gradient and Hessian
of the potential with respect to a change in the molecular geometry, represented by
g and H, respectively. The formula for the VRE gradient is given below, with the
explicit dependence on x and t dropped for brevity
i =
@EV RE
@Ci
= jgP j jP j @xP
@Ci
  jgRj jRj @xR
@Ci
+
Z tP
tR
@ (jgj j j)
@Ci
dt
=
Z tP
tR

@ jgj
@Ci
j j+ jgj @ j j
@Ci

dt (5.9)
The two terms outside of the integral can be safely neglected since the coeﬃcients
corresponding to the capping functions are ﬁxed, and the reactants and products do
not vary with changes to the internal functions. Diﬀerentiating equation 5.9 a second
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time yields
ij =
@2EV RE
@Ci@Cj
=
Z tP
tR
 
@2 jgj
@Ci@Cj
j j+ @ jgj
@Ci
@ j j
@Cj
+
@ jgj
@Cj
@ j j
@Ci
+ jgj @
2 j j
@Ci@Cj
!
dt (5.10)
The derivatives of the gradient norm and the tangent norm with respect to changes
in LEC are straightforward to compute
@ jgj
@Ci
=
P
aHiaga
jgj  (5.11)
@ j j
@Ci
=
i
j j
d
dt
(5.12)
@2 jgj
@Ci@Cj
=
P
a (
@Hia/@xj) ga +HiaHja
jgj  
P
a;bHiagaHjbgb
jgj3

 (5.13)
@2 j j
@Ci@Cj
=

ij
j j  
ij
j j3

d
dt
d
dt
(5.14)
Since the VRE depends on the potential energy gradient, the VRE gradient depends
on the potential energy Hessian, and the VRE Hessian depends on the third derivative
of the potential energy. However, in each of these cases, it is only the product of
the higher derivative with the gradient that is necessary, which may be computed
numerically by reverse diﬀerence.
(Tg)ij =
X
a
@Hij
@xa
ga  jgj


Hij (x) Hij

x   gjgj

(5.15)
Combining equations 5.9 and 5.10 with equations 5.11-5.15, the full expressions for
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the VRE gradient and Hessian are
i =
Z tP
tR
 
j j
jgj
X
a
Hiaga +
jgj
j ji
d
dt
!
dt (5.16)
ij =
Z tP
tR
 
j j
jgj

(Tg +HH)ij  
P
a;bHiagaHjbgb
jgj2

+P
aHiagai
jgj j j 
d
dt
+
i
P
aHjaga
jgj j j
d
dt
+
jgj

ij
j j  
ij
j j3

d
dt
d
dt
!
dt (5.17)
With the VRE gradient and Hessian computed, Newton’s method can be used to
ﬁnd the LEC displacement corresponding to the minimum of a shifted VRE LQA (Eqn.
5.8)
C =   (   ) 1  (5.18)
where  is a positive deﬁnite shift matrix and  is chosen such that the shifted
Hessian (   ) is positive deﬁnite and the step size is reasonable. In geometry
optimizations, the shift matrix is often taken to be the identity matrix, and the rational
function optimization method is used to compute  . In some problems, such as those
with strongly coupled coordinates or ill-conditioned Hessians, the use of the identity
matrix can lead to numerical instabilities or slow convergence. Over the course of
testing and implementing the VRC method, the overlap of the basis set derivatives
was found to provide better optimization behavior than the identity matrix
ij =
Z tP
tR
ij
d
dt
d
dt
dt (5.19)
Standard methods for computing an optimization step with the Hessian shifted by
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the identity matrix, such as the rational function optimization (RFO) method[54], may
be used after scaling eqn 5.18 as follows
C =   1/2   1/2 1/2   I 1  1/2 (5.20)
In addition to controlling the step size and direction,  can also be adjusted to
ensure that the predicted error following the step is greater than or equal to zero. A
quadratic approximation to the current error, Q (C+C) with respect to a change in
the LEC can be constructed by diﬀerentiating equation 5.3. The unconstrained VRC
optimization is as follows
1. Input initial path, maximum step size 
2. Compute VRE, VRE derivatives,  and .
3. Set  to the RFO eigenvalue using Hessian/gradient scaled by  1/2 as in eq
5.20
4. Compute displacement C by eq 5.18, if jCj  , decrease  until jCj = 
5. Compute Q, if Q  0, decrease  until Q = 0.
6. Check jCj for convergence, stop iterations if converged
7. Update LEC, recompute VRE, VRE derivatives,  and .
8. Compare predicted change in energy to actual change in energy, and update 
accordingly.
9. Goto 3
This algorithm is capable of producing ﬁnal pathways with very little error, even
with a small number of LEC per coordinate. Throughout the optimization, steady
progress is made in the direction of the ﬁnal pathway, however much of the improvement
in the path appears to take place in the early steps, and there is a large number of
steps where the shape of the path, as well as the VRE and the magnitude of the VRE
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gradient, do not appear to change by much until the last few optimization steps where
the behavior of the optimization appears to exhibit quadratic convergence. This sort of
optimization behavior suggests strongly that there are degrees of freedom in the LEC
for which the VRE is invariant, and the algorithm needs to be modiﬁed to account for
these degrees of freedom.
5.2.3 Constraints and constrained optimization
For a single pathway, there may be more than one set of LEC that closely describes
the shape of a particular path in a given basis set. Since the VRE is a line integral
which is invariant to the chosen representation of the pathway, these two sets of LEC
will have the same energy, and the value of both the ﬁrst and the second derivative of
the VRE in the direction of the displacement from one set to the other will be zero.
In an ideal optimization utilizing an inﬁnite basis set and computing the VRE inte-
grals exactly, these redundant coordinates would be pure and separable and could be
identiﬁed and eliminated at each iteration in order to accelerate and stabilize the con-
vergence to the SDRP in much the same way as translation and rotation are removed
from optimization of single geometries. With a ﬁnite basis set and numerical quadra-
ture methods, however, such pure transformations do not necessarily exist, and the
coupling between the redundant and non-redundant LEC can complicate the removal
of the redundant coordinates from consideration.
In order to develop a more robust and reliable means to deal with the redundant co-
ordinates in the LEC, it’s useful to begin by discussing what gives rise to them through
discussion of curve ﬁtting. If one were interested in ﬁnding a path x (t) expressed as an
expansion of n basis functions such that the path passed through a set of n geometries
xi, the typical strategy would be to solve a set of n x m equations x (ti) = xi for the
n x m LEC, where m is the dimensionality of the geometries xi. These ti (or a process
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by which to obtain them numerically from the xi) must be deﬁned in order to evaluate
the basis functions and carry out the ﬁt, and the LEC computed by solving the linear
equations is unique for diﬀerent values of ti. More directly, the LEC corresponding to
the path ﬁt through the geometries is a function of both the geometries themselves, as
well as the distance (in t) between the points along the path; the representation of a
path embedded in an m-dimensional space and deﬁned by n basis functions requires
n x (m+ 1) values to be deﬁned uniquely. Figure 5.2 illustrates this with a simple
example, three cubic spline curves are ﬁt to the same 5 points, using diﬀerent values
of t for the 3 internal points. The result is 3 curves with quite diﬀerent properties.
The VRC depends on the shape of the path, but not on the relative spacing between
the points along the path. Ideally, the constraints would have the opposite relationship,
depending on the relative spacing of points along the path while being as independent
of the shape as possible. Even though the VRE derivatives and LEC displacements are
expressed in terms of continuous quantities rather than discrete points along the path,
the analogy to curve ﬁtting suggests that the best way to ﬁnd a unique set of LEC
for n basis functions that approximates a path with a particular shape is to deﬁne the
relationship between n values of t along the path. This can be done by using the arc
length, S, which is a convenient and unambiguous way to deﬁne the distance between
two points that does not otherwise depend on the shape of the path:
S(t1; t2) =
Z t2
t1
j (t)j dt (5.21)
For n basis functions, the relationship between the parameter t and the arc length
must be deﬁned for n values of t. This can be most easily accomplished by dividing
the path into n + 1 segments, and requiring that the ratio of the lengths of adjacent
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segments is equal to some constant
ta =

n+ 1
0  a  n+ 1 (5.22)
S(ta 1; ta) =caS(ta; ta+1) 1  a  n+ 1 (5.23)
where the constants ci determine how much of the basis set is dedicated to modeling
a given segment. By making the ci depend on properties of the path or PES the
ﬂexibility of the basis set could be focused on the regions of large curvature or high
relative energies that may be the most important for understanding the reaction. In the
present work, however, the ci are always chosen to be equal to 1 in order to maintain
a uniform description of the path. This leads to n constraint functions
a = 0 = S(ta 1; ta)  S(ta; ta+1) 1  a  n (5.24)
The method of Lagrange multipliers may be used to enforce these constraints during
the minimization of the VRE
LCV RC = QV RE (C+C)  1
2
CT (C)C+
X

 (C+C) (5.25)
Equation 5.25 is the constrained VRC (CVRC) Lagrangian, where  is the shift
parameter chosen to ensure that a downhill step is taken that was used in the un-
constrained method, and is computed using the same scaled RFO approach as before.
The path may be updated iteratively towards the solution by requiring that LCV RC is
stationary with respect to a change in both the LEC (C) and the multipliers 
@L
@C
= 0 and @L
@
=  = 0 (5.26)
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The integrals required to compute the terms in QV RE depend on the potential
energy of the surface and therefore are computationally expensive to compute, while
the integrals necessary to compute  and it’s derivatives with respect to a change in the
LEC depend only on the evaluation of the basis functions and are relatively inexpensive
to compute. Since both QV RE and the  have a strongly curvilinear dependence upon
the LEC, it makes sense to solve for the C and  using a microiterative approach
for each evaluation of the VRE derivatives  and . Although  depends only on the
basis functions, the role it serves is as a shifting matrix for , and therefore, is only
recomputed whenever  and  are evaluated.
In addition to minimizing the VRE under the constraint that n points along the
path remain uniformly spaced, it would be advantageous to also include terms to control
step size and restrict the solution to displacements with predicted VRE error greater
than zero. In order to do this, the following additional terms can be added to equation
5.25:
1
2

 
CTC  2 (5.27)
 (C+C) (5.28)
where the  are multipliers,  is the maximum step size, and  is the error as deﬁned
by equation 5.3, expanded as a quadratic Taylor series inC with the derivatives given
by:
@
@Ci
=i   2gi (x (tts)) (tts) (5.29)
@2
@Ci@Cj
=ij   2Hij (x (tts)) (tts) (tts) (5.30)
The ﬁrst term is not included in the Lagrangian unless the microiterations pro-
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duce an LEC displacement with a magnitude that exceeds , while the second term
is only included when the predicted error falls below zero. The derivatives of LCV RC
during each phase of the microiterations can be computed by expanding C and the
multipliers with linear displacements:
LCV RC (C+C;; ; ) = LCV RC

C+C+C; +;
 +;  +

(5.31)
@LCV RC
@C = + (    + I)C+
X


@ (C+C)
@C +

@V RC (C+C)
@C (5.32)
@LCV RC
@
= (5.33)
@LCV RC
@
=
1
2
 
CTC  2 (5.34)
@LCV RC
@
= (C+C) (5.35)
@2LcV RC
@C2 =    + I+
X


@2 (C+C)
@C2 +

@2V RC (C+C)
@C2 (5.36)
@2LcV RC
@C@
=
@ (C+C)
@C (5.37)
@2LcV RC
@C@
=C (5.38)
@2LcV RC
@C@
=
@V RC (C+C)
@C (5.39)
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C



1CCCCCCCA
T
=  
0BBBBBBB@
@2L
@C2
@2L
@C@
T @2L
@C@
T @2L
@C@
T
@2L
@C@ 0 0 0
@2L
@C@ 0 0 0
@2L
@C@ 0 0 0
1CCCCCCCA
 10BBBBBBB@
@L
@C
@L
@
@L
@
@L
@
1CCCCCCCA
(5.40)
The CVRC algorithm is as follows
1. Input initial path, maximum step size 
2. Compute VRE, VRE derivatives,  and 
3. Set  to the RFO eigenvalue using Hessian/gradient scaled by  1/2 as in eq
5.20, set C, ,  and  to 0
4. Begin microiterations
(a) Compute the constraints  (C+C) and their derivatives w.r.t. a change
in the LEC
(b) Compute  and jCj and turn on optimization of  and  if necessary
(c) Compute derivatives of the Lagrangian according to eqs 5.32-5.39
(d) Update C, ,  and  according to eq 5.40
(e) Check augmented gradient and augmented displacement for convergence of
microiterations, end microiterations if converged
(f) goto 4a
5. Check jCj for convergence, and end macroiterations if converged
6. Update LEC for path, recompute VRE, VRE derivatives,  and 
7. Compare predicted versus actual change in VRE, and update  accordingly
8. goto 3
The constrained VRC algorithm not only manages to get close to the IRC path
in fewer iterations than the unconstrained algorithm, it also manages to achieve full
convergence much more quickly. The primary drawback to using the constraints is that
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the ﬂexibility in the LEC is reduced in order to satisfy the constraints, which results in a
higher VRE at the ﬁnal converged path than in the unconstrained case. Additionally,
 does not approach zero near convergence as it does in the unconstrained case.
This is likely because it is computed using the unconstrained  which may not be
positive deﬁnite, and the unconstrained  which may be non-zero in the direction of
the constraints. Early attempts to consider the constraints in the calculation of 
or to include the optimization of  in the microiteration phase resulted in a loss of
stability in the algorithm. It is possible that convergence may be accelerated near
the solution by improved handling/computation of , and so future investigation is
warranted.
Both the constrained and unconstrained algorithms have a tendency to slow down
or produce poor step directions early on, when the path is in a region of the PES with
incorrect curvature. This is an unfortunate consequence of the VRE’s dependence on
the gradient norm, as the gradient norm will also be small near higher order stationary
points on the PES. This can also complicate the calculation of the VRE Hessian, since
eq 5.13 becomes singular when the PES gradient goes to zero. These features can
result in steps that are unnecessarily small or cautious as the VRC method has a
strong preference to avoid an increase in the gradient norm along the path even early
in an optimization where it may be more sensible to focus on reducing the energy of
the transition state. In the following section, a modiﬁcation to the CVRC algorithm is
outlined that couples together a standard transition state optimization step with the
VRC path relaxation in order to improve the eﬃciency of the method when the path
is far from convergence.
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5.3 Combined path and transition state optimization
5.3.1 Coupling constraints
Path optimization methods are often used to produce an approximate geometry cor-
responding to the transition state connecting two minimum energy structures, which
is then further reﬁned by saddle point optimization methods. Path optimization typi-
cally requires a signiﬁcant number of potential energy surface evaluations to produce
an approximate structure, but the resulting approximate structures tend to converge
more rapidly and/or reliably to the transition state than simpler interpolation schemes
like LST/QST[83, 32], or local optimization methods like the dimer method[59]. Ad-
ditionally, the converged path is usually suﬃcient to conﬁrm that the transition state
does connect the minimum energy structures, so further improvement of the path by
reaction path following is not necessary. In existing discrete path optimization meth-
ods, the approximation of a transition state geometry is usually accomplished either by
interpolation between the highest energy structures following convergence of the path,
or by treating the highest energy structure (typically called the climbing structure)
diﬀerently than the rest in order to allow it to loosely converge to the saddle point
rather than an arbitrary point near the SDRP.
The VRC method expresses and optimizes the path as a single, continuous object, so
producing a geometry to reﬁne to the transition state following the VRC optimization
would be a fairly trivial and straightforward optimization of the potential energy with
respect to the parameter t. The second approach is less straightforward to adapt to
the VRC method, and before discussing how this can be accomplished, it is worthwhile
to consider what eﬀect such a coupling would have on a continuous description of the
path. In a similar fashion to how a discrete path optimization assigns one point along
the path to be a climbing structure, the coupling of a transition state optimization
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to the VRC method could be thought of as assigning one basis functions worth of the
path’s ﬂexibility to the ts optimization. The path for a chemical system described bym
coordinates and expanded in a basis of n functions has m x n degrees of freedom minus
the n constraints described earlier. Requiring that the path passes through a particular
point (i.e. x(tts) = xts) amounts to setting an additional m coupling constraints:
0 = ixts = xi(tts)  xts;i 1  i  m (5.41)
while introducing an extra degree of freedom in tts. The inclusion of tts as an extra
degree of freedom highlights a signiﬁcant beneﬁt to using a continuous description of
the path: the location of the transition state along the path is entirely independent
of the representation of the path and the evaluation of the VRE or it’s derivatives, as
well as the constraints from the previous section that deﬁne the relationship between
the arc length and t.
As with the arc length constraints used in the previous section, the transition state
coupling constraints will be enforced during the optimization through the use of La-
grange multipliers which will be determined microiteratively. Each coupling constraint
has two terms, the ﬁrst of which, xi (tts), is the evaluation of coordinate i at the pa-
rameter value tts and therefore depends on the current value of the LEC during the
microiterations (i.e. C+C). The second term xts;i is the goal value of coordinate i
for this transition state at this iteration of the optimization. This goal structure could
be deﬁned implicitly as a functional of the LEC, for example by using the predicted
PES gradient or energy at x (tts), which would allow the goal structure to be updated
during the microiterations. This approach could have some beneﬁt, but the present
discussion will be limited to an explicit deﬁnition of xts, where the goal geometry is
98
computed once per macroiteration using a modiﬁed Newton step on the PES from a
point along the path for the current macroiteration and is considered to be ﬁxed dur-
ing the microiterative portion of the algorithm. This separation allows for the use of
standard methods like step size control and line search on the more familiar chemical
PES, rather than the VRE potential, and allows the transition state optimization to
be viewed as a means to focus the VRC optimization toward a particular region of the
PES that’s more likely to contain the transition state, and therefore, the SDRP. For
this reason, this approach will be referred to as the focused VRC (FVRC) method for
the remainder of this paper.
The method for computing the goal structure is discussed in greater detail in section
5.3.2, but for now, let x be the m-dimensional array of coupling constraints deﬁned
as in eq 5.41. The FVRC Lagrangian is given below
LFV RC =QV RE (C+C)  1
2
CT (C)C+ FV RC (C+C)
+
X

 (C+C) +

y+ 1
2
x
T
x (5.42)
where the y are the multipliers for the coupling constraints. Aside from the addition
of the coupling constraint term, there are changes to the step size and error terms
compared to LCV RC . The step size term is dropped entirely since it may lead to
an inconsistent Lagrangian if the LEC step size is too small to satisfy the coupling
constraints, and is unnecessary since the transition state optimization has a controlled
step size and limiting the step size of the transition state is suﬃcient to limit the change
in the LEC. Recall that the error is deﬁned as the VRE minus the projected VRE, and
that the projected VRE is a sum of the forward and reverse energy barriers. So long as
the coupling constraints are satisﬁed, the estimated projected VRE does not depend
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on the LEC and the FVRC error simpliﬁes to
FV RC (C+C) = QV RE (C+C)  EppV RE (5.43)
where EppV RE is the predicted projected VRE, evaluated using computed or estimated
energies corresponding to the geometry updated by the transition state optimization
step. Since EppV RE is constant with respect to a change in the LEC, its derivatives
are equal to the derivatives of the VRE LQA. This approximation is only valid when
the path passes through the updated geometry, so optimization of  should not be
attempted unless the predicted error is less than zero and x = 0. Another conse-
quence of deﬁning the error as being relative to the projected VRE of the ﬁnal path is
that the only term in LFV RC that depends on tts is the coupling constraint term. As
a notational convenience, let the coupling constraint term be F =  y+ 1
2
x
T
x.
The derivatives of F with respect to a change in the LEC, the coupling constraint
multipliers, and tts are derived straightforwardly:
@F
@yi
=ixts (5.44)
dF
dtts
=(y+x)T  (tts) (5.45)
@F
@Ci
=(yi +ixts) (tts) (5.46)
d@F
dtts@yi
=i (tts) (5.47)
d2F
dt2ts
=(y+x)T d (tts)
dt
+  (tts)
T  (tts) (5.48)
d@F
dtts@Ci
=i (tts) (tts) + (yi +ixts)
d (tts)
dt
(5.49)
@2F
@Ci@yj
=ij (tts) (5.50)
@2F
@Ci@Cj
=ij (tts) (tts) (5.51)
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5.3.2 Geometry optimization
As mentioned earlier, the diﬃculty in transition state optimization is a result of
the requirement that the energy must be a maximum along the transition vector, while
being a minimum in all other degrees of freedom. Not only is the selection of the
transition vector diﬃcult when far from the converged structure, but methods, like
line searches, which are commonly used to accelerate the convergence of minimum
energy structures cannot be used as there is no suitable metric to search. Since the
energy must be a maximum in one direction, the step length that minimizes the energy
may not be optimal, and since the magnitude of the gradient needs to increase if the
curvature of the Hessian is incorrect, a step length that minimizes the gradient norm
or gradient squared may not be optimal. One additional beneﬁt of the focused VRC
method is that it turns the diﬃcult problem of computing a step towards a transition
state into the much simpler problem of computing a step that minimizes the energy.
Since tts corresponds to the maximum along the current path, and since the max-
imum along the current path must be greater than or equal to the energy of the
converged path, there’s no need to select an eigenvector to be the transition vector
when computing xts. If the PES Hessian H0 at x0 = x (tts) has the correct number of
negative eigenvalues (one for a transition state), the corresponding eigenvector must
be the transition vector and Newton steps should suﬃce to converge to the transition
state:
xTS = x0   asclH 10 g0 (5.52)
where g0 is the gradient at x0 and ascl is a scale factor which will be discussed later. If
H0 has more than one negative eigenvalue or produces a step larger than the allowed
step size with ascl, a downhill step orthogonal to the tangent  of current path, is used
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instead:
Pk =
 T
 T
; P? = I Pk (5.53)
xTS = x0   ascl
 
P? H0P?   rfoI+Pk
 1P? g0 (5.54)
Since the step must lower the PES energy, regardless of how it’s computed, a line
search may be employed to improve the quality of the goal structure. To carry out the
line search, an x1 is computed according to eqn 5.54 or eqn 5.52 with ascl = a1  1 set
so that jx = x1   x0j  max, where max is the maximum allowed stepsize for the
transition state. A fourth-order polynomial
p () = c0 + c1+ c2
2 + c3
3 + c4
4 (5.55)
can be constructed by using the energies p (0) = V0 and p (1) = V1 and the scalar
gradients p0 (0) = gT0x and p0 (1) = gT1x as well as a constraint that there is
only one minimum (p00 ()  0). If such a polynomial does not exist, then a quartic
polynomial with a zero cubic term c3 = 0 is constructed instead. The minimum min
closest to  = 1 is located, and xTS is updated using ascl = a1min.
5.3.3 Handling rotations
One of the more attractive features of the VRC method is that no extra considera-
tions need to be made for handling overall translation or rotation when working with
cartesian coordinates. By deﬁnition, an inﬁnitesimal translation or rotation of the ge-
ometry along the path will not change the magnitude of the gradient of the internal
energy of a molecule, but it may increase the overall distance the path needs to travel
from reactant to product. Because of this, minimization of the VRE will also minimize
the overall translation and rotation contained in the path. Unfortunately, the same
cannot be said about the coupling constraints deﬁned in eqn 5.41.
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Translation may be easily accounted for by requiring that the reactant and product
both be mean centered by translating the atoms so that the average position of the x,
y and z coordinate of the atoms in each structure are all zero. Rotation is a bit more
diﬃcult, as the goal structure is always deﬁned in a particular rotational orientation,
which may not necessarily be the optimal rotational orientation to minimize the VRE
of a path that passes through the internal coordinates for that point. Extra care must
be taken to limit the impact that the rotational orientation of the goal structure has
on the relaxation of the path.
A projection method can be used to eliminate any translation or rotation from the
geometry optimization step
PTR =
3X
i
1
natoms
titTi + ri
 
3X
j
rTj rj
! 1
rTi (5.56)
where the portion of these vectors corresponding to the kth atom are given by
ti;k = ei (5.57)
ri;k = xk  ei (5.58)
where  denotes the 3-dimesional cross product, ei is the ith row of the 3-dimensional
identity matrix, and xk are the 3-dimensional Cartesian coordinates for atom k trans-
lated so that Pk xk;i = 0 for each i. Constructed in this fashion, PTR is a projection
matrix onto the space of inﬁnitesimal translation/rotations for the geometry given by
x, and by construction PTRg = 0 when PTR and g are computed at the same geome-
try. To eliminate the translation and rotation from a geometry optimization step, the
Hessian and tangent may be modiﬁed in the following way prior to computing the step
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according to eqns 5.52-5.54
Hprj = (I PTR)H0 (I PTR) +PTR (5.59)
 prj = (I PTR)  (5.60)
This will ensure that xTS has no initial rotation relative to x (tTS) prior to the mi-
croterations. At every step of the microiterations, though, xTS will need to be rotated
to remove the overall rotation relative to the current value of x (tts), and this can be
done in the same fashion used to minimize the overall rotation of the product relative
to the reactant.
5.3.4 Multiple Extrema
Up until this point, the discussion has assumed that the SDRP has exactly one
transition state. If there are one or more intermediate minima with a corresponding
number of additional transition states, it is a trivial matter to update the appropriate
equations involving the error by using the more general form of the EpV RE in equation
5.2 wherever appropriate. Additionally, for the FVRC method, each additional min-
ima/TS pair adds another 2m constraints and 2 optimizable values of t. As long as
there are suﬃcient LEC per coordinate (at least 2 or 3 per coupled structure appears
to be suﬃcient), any number of additional geometry optimizations may be coupled
to the VRE minimization. However, some care must be taken to distinguish between
actual transition states, and maxima that are a result of the curvature of the path
rather than the curvature of the PES. The later sort of maxima will occur when the
path climbs the wall of the PES. Optimization steps computed at these false maxima
and their associated minima may step towards the same stationary points as one of the
actual maxima/minima optimizations. This can introduce a great deal of numerical
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instability into the microiterations or even result in an inconsistent FVRC Lagrangian,
and should be avoided.
The false maxima may be distinguished from the actual maxima by examining the
projection of the PES Hessian onto the tangent at each maxima,  TH . If this quantity
is less than zero, then the potential has the correct curvature at that point, and the
optimization of that structure should be included in the FVRC optimization. If the
quantity is greater than zero, then the potential does not have the correct curvature,
and the corresponding maxima must be false. When this is the case, no optimization
step from the false maxima and the adjacent minima that’s closest in energy should
be included in the optimization, and the minimization of the VRE should be suﬃcient
to eliminate the maxima/minima in subsequent optimization steps.
5.3.5 FVRC algorithm
1. Input initial path
2. Compute VRE, VRE derivatives, , and .
3. Locate and verify the te corresponding to the extrema (maxima and minima)
along the current path, and compute the xe according to the methods in section
5.3.2.
4. Set  to the RFO eigenvalue using Hessian/gradient scaled by  1/2 as in eq
5.20, set C, , y and  to 0
5. Begin microiterations
(a) Compute the constraints  (C+C) and their derivatives w.r.t. a change
in the LEC
(b) Rotate the xe to remove the overall rotation relative to the current value of
x (te), and compute xe
(c) Compute  (C+C) and turn on optimization of  if  < 0 and jxj  0
(d) Compute derivatives of the FVRC Lagrangian
(e) Update C, , y, te and 
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(f) Check augmented gradient and augmented displacement for convergence of
microiterations, end microiterations if converged
(g) goto 5a
6. Update LEC for path, recompute VRE, VRE derivatives and .
7. Locate and verify the te corresponding to the extrema along the current path,
and compute the xe
8. Check the gradient at the xe for convergence, and end macroiterations if con-
verged.
9. goto 4
5.4 Results and Discussion
The methods described above were implemented in Mathmatica[76]. To illustrate
the behavior of the VRC methods, two analytical potential energy surfaces will be used.
The ﬁrst is the analytical surface of Müller and Brown[84], multiplied by a scaling a
factor of 1/627:52 so that the all of the unitless energies and displacements discussed
below will more closely resemble atomic units than kcal/mol. This is a 2D surface
that is frequently used in the development of new methods as it is deceptively simple,
containing features such as combinations of weak and stiﬀ vibrational modes and tran-
sition states with very small basins of attraction, which are diﬃcult for reaction path
following/optimization methods to account for. The results shown all use a basis set
with 9 optimizable LEC per coordinate, and the third derivatives of the PES necessary
for evaluating the VRE Hessian (see eqn 5.13) were computed analytically. The line
integrals for the VRE and it’s derivatives were evaluated by an adaptive integrator
which computes the integral on a grid, and subdivides any grid with an unacceptable
error estimate. The integrals were considered converged when the absolute maximum
error for each interval was less than 10 8, or the absolute relative error was less than
10 6 the value of the integral. Since the focused VRC method requires the integration
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over regions of the PES where the gradient is very close to zero, an additional termi-
nation criteria was added: the maximum number of allowed subdivisions was set to
20, if this number is exceeded, the unconverged interval is ignored (it’s contribution
to the quadrature is set to 0). This stopping criteria is never met in the evaluation of
the integrals during the unconstrained or constrained optimizations.
The stopping criteria for the unconstrained VRC and constrained VRC algorithms
were a computed RMS change to the LEC of less than 10 6. The UVRC method
converged in 54 iterations, with a ﬁnal VRE only 1:2x10 6 higher than the VRE of
the IRC. The CVRC required only 19 iterations to converge, but the ﬁnal VRE was
much higher at 6:0x10 3 over the IRC VRE. The FVRC method uses the convergence
of the intermediates and transition states as a stopping criteria, and is considered
converged when the RMS of the gradient at all intermediates and transition states
is less than 10 6. The FVRC method converges even more quickly than the CVRC
method, requiring only 5 iterations, with a ﬁnal VRE of 1:1x10 2 over the IRC VRE,
which is an error of approximately 4%. To help put these VRE errors in context, the
converged pathways are plotted alongside the IRC pathway in ﬁgure 5.3. The UVRC
pathway is nearly indistinguishable from the IRC as the full ﬂexibility of the basis set
is used to approximate the IRC, but both the CVRC and FVRC pathways still closely
follow the IRC while cutting corners in a few places.
Figure 5.4 plots the convergence of the VRE gradient (top), PES gradient at the
intermediates and transition states (middle) and LEC displacement (bottom). The
constraints in the CVRC and FVRC methods keep the VRE gradient from decreasing
signiﬁcantly even at convergence, as expected, but also demonstrates the diﬃculty of
the UVRC optimization. By approximately iteration 25, the UVRC pathway is already
lower in energy than either of the converged CVRC or FVRC, but it takes another 25
iterations for the path to ﬁnd the correct parameterization to converge. The ﬁnal few
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iterations demonstrate quadratic convergence behavior, as one would expect with a
Newton-like method. The PES gradient plot demonstrates the eﬃciency and appeal of
the FVRC method, as the intermediates and transition states are quickly determined
along with an approximation to the SDRP. Figure 5.5 shows that path at each iteration
of the FVRC method, demonstrating that the transition state and intermediate near
the initial path are quickly converged.
To demonstrate the performance of the FVRC method on a higher dimensional
surface that’s more representative of a chemical reaction, the Lennard-Jones[85] 10
atom cluster is used. In order to challenge the VRC method, Lennard-Jones network
data on the Cambridge cluster database[86] was used to locate two minimum structures
which were separated by two or more intermediates, with the 35th and 46th lowest
energy structures satisfying that requirement. In anticipation of more intermediates
and transition states, a basis set with 15 LEC per coordinate was used, and the term
in equation 5.13 corresponding to the third derivative of the PES was neglected. The
FVRC manages to converge to a pathway containing 4 intermediates and 5 transition
states in 13 iterations, with a ﬁnal VRE roughly 25% higher than the IRC VRE. Figure
5.6 shows the convergence of the VRE and PES gradients, and Figure 5.7 the energy
along the pathway for selected iterations. By the 7th iteration, the energy proﬁle along
the path closely resembles the ﬁnal energy.
5.5 Conclusions and future directions
The Variational Reaction Coordinate method provides a novel approach to the op-
timization of reaction pathways. By representing the pathway using a linear expansion
in a continuous basis set, the line integral of the gradient norm and it’s derivatives with
respect to a change in the linear expansion coeﬃcients provides the groundwork for
constructing an iterative and variational algorithm for improving the approximation to
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a steepest descent reaction pathway. Additionally, constraints to ﬁx the relationship
between the basis function parameter t and the arc length traveled by the path, as
well as constraints to couple the minimization of the variational reaction energy to the
minimization of one or more points along the path (corresponding to intermediates and
transition states), are described. Algorithms employing these constraints are able to
rapidly determine the fully-converged structure of intermediates and transition states,
as well as provide a good approximation to the reaction path.
The methods described in this chapter achieve this rapid convergence at the expen-
sive of a high per-iteration computational cost due to the necessity of using numerical
methods to evaluate integrals that depend on the PES and it’s derivatives. In order for
this method to enjoy routine use in the study of reactions using accurate Hartree Fock
and Density Functional Theory energies, alternative means to evaluate the necessary
integrals must be developed to reduce the per-iteration cost to something comparable
to existing ad-hoc path optimization methods.
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Figure 5.1: B-Spline basis with 5 internal functions (2   7) and 2 capping functions
(1 and 7)
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Figure 5.2: Three cubic spline curves ﬁt to the same 5 points, using diﬀerent values of
t. Exact t = (0,0.25,0.5,0.7,1), Shift t = (0,0.15,0.5,0.85,1), Skew t = (0,0.1,0.4,0.7,1)
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Figure 5.3: Comparison of the shape of the converged unconstrained VRC (UVRC),
constrained VRC (CVRC) and focused VRC (FVRC) pathways on the Müller-Brown
analytical surface. The solid curve is the IRC, and the large dots are the minima and
transition states along the IRC.
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Figure 5.4: Convergence log plots for the various VRC methods on the Müller-Brown
surface. Top RMS VRE gradientCenter RMS PES gradient (measured at the minima
and maxima along the path only) Bottom RMS LEC displacement
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Figure 5.5: The paths at every iteration of the FVRC method on the Müller-Brown
surface, compared with the IRC.
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Figure 5.6: Convergence of the VRE and PES gradient using the FVRC method on
the LJ10 surface.
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Figure 5.7: Energy plots for selected iterations of the LJ10 FVRC optimization. Top
Iterations 1-4 Center Iterations 4-7, zoomed in to show detail Bottom Comparison
of the 7th and ﬁnal (13th) steps, demonstrating that by the 7th iteration, the path is
already in the same region of the PES as the converged path
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CHAPTER 6
INCORPORATING REDUNDANT INTERNAL COORDINATES INTO
THE VARIATIONAL REACTION COORDINATE METHOD
6.1 Introduction
In the previous chapter, a variational approach to approximating the steepest de-
scent reaction path (SDRP) was introduced as an alternative to the ad hoc “chain
of states” methods [4, 77, 78, 79, 80, 5]. The chain of states methods minimize the
energies of a series of discrete structures along the path, subject to ﬁctitious forces,
constraints or reparameterization schemes that ensure the distribution of structures
remains uniform. These path optimization methods are primarily used to avoid the
diﬃcult problem of determining the transition state geometry, which is the starting
point for more economical and accurate reaction path following methods[19, 20, 31]
that determine the SDRP by walking downhill on the potential energy surface. Re-
gardless of how it is approximated, the SDRP is deﬁned such that every geometry
along the path is a local minimum in directions orthogonal to the path. Therefore, the
SDRP can be viewed as a simple approximation to the path a reaction follows as it
proceeds from reactant to product.
The Variational Reaction Coordinate (VRC) method is an alternative to to the
minimization of a chain of states class of path optimization methods. In the VRC
method, the Variational Reaction Energy (VRE) is functional which is minimized by
the SDRP[34, 33], and is deﬁned as the line integral of the potential energy gradient
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norm
EV RE =
Z tP
tR
s
@V (x (t))
@x
T@V (x (t))
@x
s
dx (t)
dt
Tdx (t)
dt
dt
=
Z tP
tR
jg (x (t))j j (t)j dt (6.1)
where V is the potential energy, x (t) are the coordinates of the reaction path parame-
terized by t, tR = 0 and tP = 1 are the parameter values corresponding to the reactant
and product structures, respectively. For clarity, g and  are used as shorthand for the
gradient of the potential, and the tangent to the path. The VRC method represents
the path as a linear expansion of basis functions:
xi (t) =
X

Ci (t) ! @xi (t)
@Ci
=  (t)
 i (t) =
X

Ci
d (t)
dt
! @ i (t)
@Ci
=
d (t)
dt
(6.2)
where the Roman indices are over the ncrt = 3  natoms Cartesian coordinates, the
Greek indicies are over the basis functions, and the  are quartic B-Spline functions.
For a given choice of basis, the linear expansion coeﬃcients (LEC, Ci) deﬁne the path,
and derivatives of the VRE with respect to a change in the LEC may be deﬁned as
i =
Z tP
tR
 
j j
jgj
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 +
jgj
j ji
d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dt (6.3)
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QV RE (C+ ￿C) = E (C) + CT (C) +
1
2
CT (C)C (6.5)
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whereH is the potential energy Hessian, and Tg is the product of the third derivative of
the potential energy with the potential energy gradient. Additionally, a positive deﬁnite
shift matrix ij is used to shift  so that it is positive deﬁnite while attempting to
account for the curvilinear relationship between the LEC and the gradient, and a set of
n constraints  to deﬁne the relationship between the parameter t and the arc length
of the path:
ij =
Z tP
tR
ij
d
dt
d
dt
dt (6.6)
 = S(t 1; t)  S(t; t+1) 1    n (6.7)
where S is the arc length between two points along the path, and the t are evenly
spaced to give nbas + 1 segments along the path, where nbas is the number of basis
functions used to expand each coordinate
S(t1; t2) =
Z t2
t1
j (t)j dt (6.8)
t =

n+ 1
0    n+ 1 (6.9)
During every iteration of the constrained VRC method, E, ,  and  are computed
via numerical integration, and the following Lagrangian is minimized
LCV RC = QV RE (C+C)  1
2
CT (C)C+
X

 (C+C) (6.10)
with respect to the change in the LEC (C) and the Lagrange multipliers for the
constraints (), while  is determined by the RFO method[54]. This is done using
microterations so that the curvilinear relationship of the constraints with respect to
the change in the LEC can be accounted for and every macro-iteration begins with
a path that satisﬁes  = 0 for all . This constrained approach (CVRC) converges
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more rapidly than the unconstrained approach, and if coupled with optimization of the
points along the path that are stationary w.r.t. t in order to focus the optimization in a
direction most likely to contain the SDRP (FVRC), both a good approximation to the
SDRP and the converged geometries of any transition states or intermediate structures
along the path can be determined simultaneously with only a small number of iterations
required for convergence. This algorithmic eﬃciency comes at the expense of a high
per-iteration cost, due to the necessity of evaluating the VRE and it’s derivatives
by numerical quadrature methods, and previous work was limited to demonstrations
on analytical test surfaces. This chapter will focus on the development of additional
methods to improve the applicability of the FVRC method to the study of chemical
reactions, as well as to reduce the per-iteration cost to something comparable to existing
ad-hoc path optimization approaches.
The VRC methods described above were derived in chapter ?? for the case when
both path and the derivatives of the potential energy are all expressed in Cartesian
coordinates. For chemical potential energy surfaces, internal coordinates consisting of
a redundant combination of bond stretches, valence angle bends, and dihedral angle
torsions typically provide a much more natural description of the relative motion of
atoms[11], which results in less coupling between coordinates, and a potential energy
surface that is likely to be more constant in the degrees of freedom not directly involved
with a reaction. Incorporating these redundant internal coordinates (RIC) into the
VRC method should not only have a positive eﬀect on the eﬃciency of the algorithm,
but should also improve the accuracy of methods to approximate the PES (i.e. through
Hessian updating) which could help reduce the per-iteration cost of the VRC method
in the future.
Since the potential surface and the relationship between Cartesians and the RIC are
both deﬁned with respect to the Cartesian coordinates, and since there is not necessarily
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a one to one relationship between an RIC geometry and a Cartesian geometry, the
present work is limited to methods which can be implemented using a path in Cartesian
coordinates. This avoids the introduction of any possible error/uncertainty in the path
due to back-transformation procedures, but may also limit the overall beneﬁt of using
RIC as some of the more curvilinear motions from the bends and torsions cannot be
fully utilized. Three approaches to incorporate redundant internal coordinates into the
FVRC method are introduced, and preliminary data are presented and discussed to
motivate further investigation:
• Express the FVRC coupling constraints in terms of redundant internal coordinate
diﬀerences in order to avoid having to deal with a separate rotational alignment
step
• Applying the methods developed for the CVRC method to optimize a least RIC
length pathway by minimizing the arc length expressed in RIC. The resulting
path should be a better initial guess for the VRC method than a linear Cartesian
pathway
• Deﬁne the VRE and it’s derivatives in terms of an interpolated RIC PES.
6.2 RIC Coupling Constraints for the FVRC Method
In the Focused Variational Reaction Coordinate method, coupling constraints of
the form
0 = ixext = xi(text)  xext;i 1  i  ncrt (6.11)
are added to the CVRC Lagrangian as the additional term F =  1
2
x+ y
T
x, where
the y are Lagrange multipliers, in order to require that the pathway passes through
the one or more structures xext. These xext determined prior to the microiterations by
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computing a single geometry optimization step at a point along the path corresponding
to an energy maximum (TS) or minimum (intermediate). In order to improve the
stability of the optimization, xext has to be rotated during each microiteration in order
to minimize the overall rotation between xext and the current value of x (text). It would
be advantageous to use Fq =
 
1
2
q+ yq
T
q, where q are internal coordinates, but
if the internal coordinates have any redundancies in them the x,y second derivative of
Fq will be overdetermined, resulting in a singular augmented Hessian. The solution is
to deﬁne the derivatives of the coupling constraints only in the locally non-redundant
space deﬁned as the ﬁrst nact = ncrt   6 left-singular vectors of the B-Matrix, Uact.
The RIC coupling constraints take the form
0 = aqext =
X
b
[Uact]ab (qb(text)  qext;b) 1  a  nact (6.12)
where 2 is added or subtracted to the diﬀerences corresponding to dihedral coordinates
as necessary to account for the discontinuity at +/- . To compute the derivatives
of 6.12, the reduced Lagrange multipliers, B-matrix, B-matrix derivative and RIC
displacements are deﬁned as follows
qr =UTactqext yr =UTactyq (6.13)
Br =UTactB
@Br
@x =U
T
act
@B
@x (6.14)
where the r subscript corresponds to the reduced quantity. This makes the incorrect
assumption thatUact is constant with respect to a change in the Cartesian coordinates,
but since the x-derivative of Uact term will vanish in Br when q is zero, it should be
safe to neglect. The yr, text and LEC derivatives of Fq are
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dFq
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=(qr + yr)T Br ext (6.16)
@Fq
@Ci
=
X
a
(qr + yr)a [Br]ai  (text) (6.17)
d@Fq
dtext@ya
=
X
i
[Br]ai [ ext]i (6.18)
[Mxx]ij =
@2Fq
@xi@xj
=
X
b
[Br]bi [Br]bj + (qr + yr)b
@ [Br]bi
@xj
(6.19)
d2Fq
dt2ext
= TextMxx ext + (qr + yr)T Br
d ext
dtext
(6.20)
d@Fq
dtext@Ci
= [Mxx ext]i  (text) +
h
(qr + yr)T Br
i
i
d (text)
dt
(6.21)
@2Fq
@Ci@ya
= [Bai] (text) (6.22)
@2F
@Ci@Cj
= [Mxx] (text) (text) (6.23)
With the derivatives deﬁned in this fashion, Fq can replace F in the FVRC La-
grangian.
6.3 Least Length Path
6.3.1 RIC Arc Length
The arc length formula (eqn 6.8) generalizes the concept of length to things that are
curved in nature, like the length traveled by a reaction path in Cartesian coordinates.
It can also be used to compare lengths of curves in curvilinear spaces, which are spaces
that have a variable metric. A metric deﬁnes the inﬁnitesimal relationship between a
change in the coordinates, and the change in the length traveled. A simple conceptual
example of this is computing distances on the surface of a sphere. In this case, the
123
curvilinear coordinate system could be a pair of angles (i.e. a spherical coordinate
system with a ﬁxed radius), and the metric would deﬁne how to compute the arc of a
circle on the cross section of the sphere containing two points.
For molecular geometries, the RIC provide a curvilinear coordinate set that is a
more naturally uncoupled representation of the relative motions of atoms, and Wilson’s
B-Matrix (Bai = @qa@xi , with q the RIC, and x the Cartesian coordinates) deﬁnes the
metric. To determine the RIC length of a path deﬁned in Cartesian coordinates, the
following arc length formula can be used instead
SRIC(t1; t2) =
Z t2
t1
p
 TGCdt (6.24)
where GC = BTB, B depends on x (t), and  depends on t. GC can be thought of
as the ncrt x ncrt inner product version of Wilson’s G-matrix GQ = BBT , which is
commonly used in redundant internal coordinate transformations. Any path between
reactant and product that minimizes SRIC will have the smallest possible overall change
in the redundant internals. This should provide a more reasonable initial pathway for
optimization than the linear path in Cartesians by eliminating nonphysical or unreal-
istic conﬁgurations, such as those with atomic collisions due to very small bonds or
angles. By modifying the CVRC method developed in the previous chapter, an arc
length formula like SRIC can be minimized in order to determine a path in Cartesian
coordinates that is ready to be optimized by VRC or some other path optimization
method.
Since GC is deﬁned as a matrix in Cartesian coordinates, no additional consider-
ation of the possible redundancy in the RIC coordinate system is necessary beyond
the requirement that the selection of internal coordinates is capable of fully describing
all of the internal motions of the molecule (i.e. the B-Matrix has nact linearly inde-
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pendent rows). However, even when the RIC are well chosen the matrix GC will be
singular due to the external degrees of freedom, and therefore derivatives of 6.24 with
respect to a change in the LEC will also be singular. SRIC will have to be modiﬁed in
order to ensure numerical stability of a Newton optimization. The most direct route
would be to add the projector P?C = I  B B to GC , where I is the identity matrix,
and B  indicates the pseudoinverse of B, but this would add signiﬁcant cost to the
evaluation of eq 6.24, and would complicate the derivation of the derivatives necessary
to implement a VRC-like method for minimizing SRIC . Since P?C spans the external
degrees of freedom, overall translation and rotation, the projector may be conveniently
constructed without inversion of the B-matrix:
PTR =
3X
i
0@ 1
natoms
titTi + ri
 
3X
j
rTj rj
! 1
rTi
1A = TTT
natoms
+R
 
RTR
 1RT (6.25)
where the portion of these vectors corresponding to the kth atom are given by
ti;k = ei (6.26)
ri;k = xk  ei (6.27)
where  denotes the 3-dimesional cross product, ei is the ith row of the 3-dimensional
identity matrix, and xk are the 3-dimensional Cartesian coordinates for atom k
translated so that Pk xk;i = 0 for each i. It can be veriﬁed numerically that
@
@x
 
 TP?C

= @
@x
 
 TPTR

. Adding this projector to eqn 6.24 results in the fol-
lowing modiﬁed RIC arc length, which is more suitable for optimization
SRIC+ =
Z tP
tR
p
 T (GC +PTR) dt (6.28)
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The projector in 6.25 has two components, the ﬁrst corresponding to overall trans-
lation, and the second corresponding to inﬁnitesimal rotations. As long as the initial
path contains no overall translation, the addition of the ﬁrst term does nothing but
eliminate singularities in the second derivatives of SRIC+. The second term, on the
other hand, penalizes the introduction of overall rotation to the path in order to fur-
ther reduce the internal coordinate arc length. Without it, the second derivatives of
SRIC+ would not necessarily be singular, but they will likely be very ill-conditioned, and
the converged path may have some aesthetically unpleasant rocking motions included
during visualization.
6.3.2 Derivatives and Modiﬁed RIC Length Lagrangian
The ﬁrst step in applying the CVRC methods to minimizing eqn 6.28 is to compute
the derivatives with respect to a change in the LEC. For notational convenience, let
MS = GC +PTR, and jM j =
p
 TMS . The ﬁrst derivative is given by
@SRIC+
@Ci
=
Z tP
tR


@
@xi
+
d
dt
@
@i

jM j dt (6.29)
@
@xi
jM j =
P
k;l k

@[GC ]kl
@xi
+
@[PTR]kl
@xi

l
2 jM j (6.30)
@
@i
jM j =
P
k k ([MS]ik)
jM j (6.31)
with the x-derivatives of GC constructed straightforwardly as
@Gkl
@xi
=
X
a
Bak
@Bal
@xi
+
@Bak
@xi
Bal (6.32)
while the x-derivatives of PTR are a little more involved. The ﬁrst term in 6.25 is a
projector onto the overall translation, and so is constant. The second term is a projector
onto the inﬁnitesimal rotation, and its derivative can be computed most conveniently
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as the product  T @PR
@x  , where PR = R
 
RTR
 1RT . Start by deﬁning the length 3
vector +, and the length ncrt vector  
+ = T (I+PR)R
 
RTR
 1 (6.33)
  =(I PR)  (6.34)
then the portion of  T @PR
@x  corresponding to atom k is given by
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= 2+  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k
(6.35)
The second derivatives are derived in a similar fashion
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+Bak
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+
@2Bak
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The absolute accuracy of the second derivatives is not as essential for an opti-
mization process as the accuracy of the ﬁrst derivatives, and numerical tests seem to
indicate that the contribution from both the x-derivative of PTR and the  -derivative
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of  T @PR
@x  tends to be small, so these terms will be neglected for now and the ana-
lytical derivation will be left for future work. Likewise, without analytical expressions
available for the second derivative of the B-matrix, the cost of the second term in eqn
6.40 is prohibitive, and this term is also neglected.
In addition to the LEC derivatives for the SRIC+, the following shift matrix is used
in the place of the overlap of the basis set derivatives used in the VRC method
[S]ij =
Z tP
tR

d
dt
d
dt
[MS]ij
jM j

dt (6.41)
The assembled Lagrangian for the minimization of the modiﬁed RIC arc length is
LS = QS (C+C)  1
2
CTS (C)C+
X

 (C+C) (6.42)
note that the arc length constraints are still computed using the standard Cartesian
arc length as outlined in eqns 6.7-6.9, as the path is still expressed in Cartesians, and
the role of the  functionals is to deﬁne a particular parameterization of the path
independent of the functional being minimized.
6.3.3 Improved  Initialization
In the CVRC method described in chapter ??,  was determined once per macroi-
teration prior to beginning the microiterations by applying the RFO method to the
unconstrained VRE derivatives. While this approach did result in a working algorithm,
 did not display the correct convergence behavior (i.e. it did not decrease to zero
at convergence) and the resulting over-correction was suspected to play a role in the
slowdown observed in the method in the ﬁnal few iterations. Here, an iterative method
to initialize the values of both  and the  is described that will result in the correct
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convergence behavior. This is accomplished by alternately computing  followed by
updating the  until no further change in the  is observed.
To begin, the  are set to zero. Each iteration begins by computing the ﬁrst and
second derivative of the SRIC Lagrangian with  set to 0
@LS
@C =
@SRIC+
@C +
X


@
@C (6.43)
@2LS
@C2 =
@2SRIC+
@C2 +
X


@2
@C2 (6.44)
and using these derivatives along with S to compute . Then, the following system
of equations can be constructed
264 X YT
Y 0
375
0B@ C

1CA =
0B@ w
v
1CA (6.45)
X =@
2LS
@C2   S w =
@LS
@C (6.46)
Y =@
@C v = (6.47)
and the Schur complement of X can be used to solve for 
 =  
 
YTX 1Y
 1  YTX 1w  v (6.48)
which is used to update . This process repeats until the RMS of is less than
10 6. This method also shows convergent behavior when additional constraints are
added to Y,  and v, so long as v is small. These conditions are always met for the
arc length constraints, but may not be met by the coupling constraints in the FVRC
method.
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6.3.4 RIC Arc Length Minimization Algorithm
1. Input initial (linear Cartesian) path
2. Compute SRIC+, SRIC+ derivatives and S
3. Initialize  and the  according to sec 6.3.3
4. Begin microiterations
(a) Compute the constraints  (C+C) and their derivatives w.r.t. a change
in the LEC
(b) Compute the (augmented) C and  derivatives of the LS
(c) Update C and  using Newton’s method to produce an augmented dis-
placement
(d) Check augmented gradient and augmented displacement for convergence of
microiterations, end microiterations if converged
(e) goto 4a
5. Update LEC for path, and recompute SRIC+, SRIC+ derivatives and S
6. Check the predicted change in the SRIC+ for convergence, end macroiterations if
converged
7. goto 3
The predicted change in the SRIC+ was found to be a more reliable convergence cri-
teria for this algorithm than a more typical optimization criteria such as the RMS or
magnitude of the SRIC+ gradient. When a change in the arc length of less than 10 2
Bohr or radians is achieved, the path has been cleaned up enough to avoid the atom
collisions that can be present in the linear Cartesian path, while also satisfying the
constraint conditions  = 0.
This approach can also be combined with the coupling constants used in the FVRC
method in order to produce an initial path that minimizes SRIC+, but also travels
through one or more particular geometries, such as known intermediates or guess
transition state structures. In the case of bi-molecular reactions, it was previously
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demonstrated[87] that interpolation of the bond order for bonds being broken or formed
is an eﬀective approach for approximating the structure at the transition state, and
the methods outlined in section 6.2 can be modiﬁed to deﬁne the goal geometry only
in terms of those bonds by setting nact = ncts , where ncts is the number of bonds being
broken or formed, and deﬁning the goal geometry only in terms of those bonds.
6.4 Redundant Internal Coordinate VRC method
6.4.1 RIC VRE deﬁnition
As mentioned in the introduction, the VRE is the line integral of the gradient norm
(eqn 6.1). Since the gradient norm has units of energy/displacement, and the tangent
norm has units of displacement/dt, the integral of the gradient norm times the tangent
norm over dt must have units of energy. The term in the RIC arc length formula (eqn
6.24) has units of RIC displacement/dt, so it makes sense that an RIC VRE can be
constructed by incorporating a redundant internal coordinate gradient norm into SRIC
EqV RE =
Z tP
tR
q
gTxG Cgx
p
 T (GC +PTR) dt (6.49)
whereG C indicates the pseudo inverse of the inner-product G-matrix deﬁned in section
6.3.1. PTR only needs to be included in the tangent-norm term since it functions as
a penalty on including overall translation or rotation in the path. The derivatives of
G Care deﬁned straightforwardly as
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(6.50)
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where the derivative of the pseudoinverse is given by[88]
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X
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G Q

ab
(6.51)
In order to avoid having to compute the psuedoinverse of B and it’s derivative at
every evaluation of the RIC VRE, an alternative formulation of eqn 6.49 can be used
instead:
EqV RE =
Z tP
tR
q
gTq gq
p
 T (GC +PTR) dt (6.52)
This expression is equivalent to 6.49, but assuming that some form of surface ﬁtting or
interpolation is used to compute gq directly as a function of t, the cost of computing
G C during the integration of 6.52 and it’s derivatives may be avoided by using the
chain rule, @
@xi
= Bai
@
@qa
. The derivatives of the RIC VRE may be computed in a
similar fashion to the derivatives of SRIC+, using eqns 6.30-6.31 and 6.37-6.39 along
with the ﬁrst and second x-derivatives of the RIC gradient norm
@ jgqj
@xi
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1
jgqj
X
a
Bai [Hqgq]a (6.53)
@2 jgqj
@xi@xj
=
1
jgqj
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[Hqgq]a [Hqgq]b
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(6.54)
6.4.2 Approximating the RIC PES
In order for the RIC VRE deﬁnition in eqn 6.52 to be useful, a method for ap-
proximating the RIC PES as a function of t is necessary. This can be accomplished
eﬃciently by curve ﬁtting, treating each unique element of the gradient and Hessian
as a 1-dimensional function of t, and then approximating that function with a method
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for interpolating a curve based upon a limited number of known points. One such
interpolation method is involves using polyharmonic splines[89]. Polyharmonic splines
are often used to approximate functions of more than one variable, however, they have
some features that make them attractive to use here, including eﬃcient evaluation
of the ﬁt spline, strict interpolation of data points (i.e. the ﬁt curve is guaranteed
to evaluate to the exact data at the known points), and a smooth and well behaved
interpolation between points. A polyharmonic spline function f (t) is evaluated as
f (t) = u1 + u2t+
X
i=1
wir (jt  cij) (6.55)
where r is a radial basis function, the c are the values of t where the data is known
(also called the centers of the interpolation), and the w and u are expansion weights
determined by solving the following system of equations
264 A VT
V 0
375
264 w
u
375 =
264 f
0
375 (6.56)
Aij =r (jci   cjj) (6.57)
V1i =1 (6.58)
V2i =ci (6.59)
fi =f (ci) (6.60)
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where the f are the diﬀerent functions being interpolated (e.g. the energy, gradient
and Hessian). In the present work, the following radial function is used
r (r) =
8>><>>:
r3 ln rr r < 1
r4 ln r r  1
(6.61)
Generally speaking, more complex target functions require more centers to achieve
the same degree of accuracy. This results in a somewhat counter-intuitive result that,
when the same number of centers are used, ﬁtting the Cartesian gradient and trans-
forming the interpolated result into internal coordinates is more accurate than ﬁtting
and interpolating the internal coordinate gradient. For this reason, only the energy,
gradient and Hessian terms will be ﬁt, rather than ﬁtting some of the intermediate
terms like Hqgq or HqHq. Additionally, when transforming the internal coordinate
Hessian, additional terms that are normally neglected in geometry optimization will
also be included. Normally, only the ﬁrst term in eqn 6.51 is used, which is suﬃcient
to accurately transform the Hessian in the nact  nact space. The ﬁnal two terms are
necessary to accurately transform the part of the Hessian contained in the nact  nred
space, where nred = nRIC   ncrt + 6 is the number of redundant coordinates. The
transformed internal coordinate Hessian expression becomes
[Hq]ab =
X
ij
 
B 

ia

B 

jb
 
Hij +
X
c
[gq]c
@Bci
@xj
!
+
gi

@ [B ]ia
@xj

B 

jb
+
@ [B ]ib
@xj

B 

ja

(6.62)
where the plus sign in the ﬁrst term is necessary to cancel out the double-counting of
the nact  nact part in the derivative of the psuedo-inverse terms.
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6.4.3 RIC-FVRC algorithm
In the algorithm outlined below, the energy, the nRIC elements of the RIC gradient,
and the 1
2
nRIC  (nRIC + 1) unique elements of the RIC Hessian are ﬁt as functions
of t using polyharmonic splines at the start of each macroiteration. The PES data
used in the ﬁt is evaluated at the reactant, product, and an additional number of
geometries that are equally spaced along the current path. The spline approximations
are used to compute the VRE and VRE derivatives. Since the energy and gradient are
ﬁt independently of one another, the text are optimized to maximize or minimize the
energy predicted by the spline, as appropriate. Then, prior to verifying the extrema
and computing the displacements for the coupling constants, the PES is evaluated at
the text to ensure that the gradient and Hessian are both accurate enough to reliably
converge to the intermediates and transition states. Like with the standard FVRC
method outlined in chapter ??, the RIC-FVRC method is considered converged when
the gradient at the intermediates and transition states is suﬃciently small.
1. Input initial path (converged RIC-CTS path)
2. Evaluate the PES to ﬁt the polyharmonic splines
3. Compute VRE, VRE derivatives, , and 
4. Locate, optimize and verify the text, and compute the qext goal geometries
5. Set  and  according to 6.3.3, and set C, y, and  to 0
6. Begin microiterations
(a) Compute the constraints  (C+C) and their derivatives w.r.t. a change
in the LEC
(b) Update the Ur and qr for all of the extrema
(c) Compute  (C+C) and turn on optimization of  if  < 0 and jqrj  0
(d) Construct derivatives of the FVRC Lagrangian and Update C, , y, te
and 
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(e) Check augmented gradient and augmented displacement for convergence of
microiterations, end microiterations if converged
(f) goto 5a
7. Update LEC for path, reﬁt splines and compute the VRE, VRE derivatives and
.
8. Locate, optimize and verify the text, and compute the qext goal geometries
9. Check the gradient at the qext for convergence, and end macroiterations if con-
verged.
10. goto 4
6.5 Results and Discussion
The methods in this chapter were implemented in Mathematica[76], using en-
ergies, gradients and Hessians computed with the Gaussian 09 electronic structure
program[71]. While a more rigorous benchmarking and comparison to existing ad hoc
methods is planned for a future publication, a proof of concept is provided using four
example reactions (see Figure 6.1 for visualizations of the reactants and products):
MeOH The addition of H2 to formaldehyde to produce methanol
Ene An ene reaction between propene and ethene to produce 1-pentane
Cope The Cope rearrangement of 1,5-hexadiene
Bispidine An inversion and a ring-ﬂip starting with the axial-boat-boat
conﬁguration of N-methyl-bispidine
For each reaction, the least length RIC path was computed. In the case of the MeOH,
Ene and Cope reactions, which involve the breaking and forming of bonds, the RIC-
CTS path was also computed. Figure 6.2 shows the geometry for the maximum energy
structure along the Cartesian interpolation, the least length RIC path, the RIC-CTS
path and the ﬁnal converged TS for the Ene and Cope reactions. The Cartesian path
was the worst path for all reactions studied, mostly due to an unrealistic shortening
of bonds not involved with the reaction, and an unrealistic lengthening of the bonds
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that are breaking or forming. The least length RIC path cleans up the former but not
the later, while the RIC-CTS path typically gives reasonable lengths for all bonds and
diﬀers from the actual transition state primarily by angles and torsions.
Figure 6.3 shows the compares the energy proﬁles for the diﬀerent approximate
pathways for each reaction and the ﬁnal converged results from the RIC-FVRC method.
In the MeOH reaction, even the Cartesian approximation is reasonably good and nei-
ther the RIC nor the RIC-CTS path oﬀer much improvement. For the remaining
reactions, however, the Cartesian interpolation results in an energy proﬁle that’s sig-
niﬁcantly worse than the other options. For the Cope and Ene reactions, the RIC-CTS
path is also an improvement over the RIC. The maximum energy is slightly higher for
the Cope RIC-CTS path due to the CTS approach underestimating the lengths of the
bonds breaking/forming at the TS, but both the structure and the energy proﬁle more
closely resemble those of the ﬁnal path than the RIC path. The RIC path for the
Bispidine reaction does not involve an intermediate structure as the ﬁnal path does,
but it is nonetheless a clear improvement over the Cartesian path.
To demonstrate the eﬀectiveness of the RIC-FVRC method, a single optimization
was carried out for each of these reactions using 9 basis functions per coordinate,
with the PES deﬁned at the HF/3-21G level of theory. The MeOH, Ene and Cope
optimizations began with the RIC-CTS path, while the Bispidine optimization began
with the RIC path. In each case, a maximum step size at intermediates and transition
states of 1 bohr/radian was allowed. For the MeOH and Cope reactions, a total
of 9 energy/gradient/Hessian calculations was used to perform the curve ﬁtting per
iteration was suﬃcient to achieve convergence (RMS gradient of all transition states and
intermediates of less than 10 4 hartree/bohr), while the Ene and Bispidine reactions
required twice the density of evaluation points (19 per iteration). The total number of
iterations required for convergence are:
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MeOH 9 iterations
Ene 6 iterations
Cope 5 iterations
Bispidine 8 iterations
It is likely that the density of evaluations is less important than the accuracy of the
energy curve, as the problem encountered with the Ene and Bispidine reactions had
to do with the incorrect placement of the transition state structures, resulting in op-
timization steps that included too much motion along the current path and failed to
systematically improve the transition state. In the present work the polyharmonic
splines were ﬁt to the energy, gradient and Hessian using uniformly sampled geome-
tries along the path, but polyharmonic splines are also well suited to ﬁt data with
non-uniform sampling, which could improve the quality of the ﬁt without increasing
the number of PES evaluations per iteration.
The RIC-FVRC method is able to produce an approximate SDRP along with the
fully converged geometries of any intermediates and transition states along the path
in a small number of iterations. By approximating the PES derivatives using curve
ﬁtting techniques, this algorithmic eﬃciency is maintained while the per-iteration cost
is reduced to something more comparable with existing ad hoc, chain of states meth-
ods. Inclusion of Hessian updating to avoid the computation of analytical Hessians
should be investigated in the future, but it is expected to be non-trivial due to the role
Hessian information plays in computing the VRE gradient and identifying false min-
ima/maxima. Additionally, the development of adaptive and/or systematic approaches
to ﬁtting the PES curves could improve the accuracy of those curves while using as
few evaluations of the chemical PES as possible per iteration. Once improvements
such as these are included in the present methodology, the eﬃciency and reliability of
the VRC method should compare very favorably to existing published reaction path
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optimization methods.
139
Reactant Product
MeOH
Ene
Cope
Bispidine
Figure 6.1: Reactant (left) and Product (right) structures. From top to bottom:
MeOH, Ene, Cope, Bispidine. For the MeOH and Cope structures, key atoms have
been labeled
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Ene Cope
XLST
RIC
RIC-
CTS
TS
Figure 6.2: Comparison of the maximum energy structures along the path for the
Ene (left) and Cope (right) reactions. From top to bottom, Cartesian interpolation
(XLST), least length RIC path, RIC-CTS path, ﬁnal converged path.
141
Figure 6.3: Comparison of energy proﬁles for the cartesian (XLST), least length RIC
(RIC), RIC-CTS and ﬁnal converged path. a MeOH, b Ene, c Cope, d Bispidine. The
plot for Bispidine is zoomed in to show the ﬁne structure of the RIC and ﬁnal paths,
the maximum along the XLST path is approximately 0.5 hartree.
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CHAPTER 7
SUMMARY AND FUTURE DIRECTIONS
In this thesis, a number of new computational methods for exploring potential
energy surfaces in the study of chemical reactions were introduced and examples were
presented to demonstrate their eﬃcacy. Each chapter also points to further areas for
additional improvement or development.
In Chapter 2, it was demonstrated that the number of coordinates required to
represent a chemical reaction could be reduced by roughly an order of magnitude
without a signiﬁcant impact on the accuracy in reproducing a known chemical reaction
path. A reliable approach needs to be developed to perform the coordinate reduction
with enough conﬁdence that reduced space will contain a better approximation to
the reaction pathway. This will likely involve including the gradient, or some form
of estimated displacements, along with the information about the current path in the
coordinate reduction process. This reduction could have a signiﬁcant impact on the
eﬃciency/reliability of path optimization methods.
Chapter 3 demonstrates a variety of methods for using information about the change
in bonding between reactant and product structures to improve the reliability and
eﬃciency of transition state optimization. The work presented looks exclusively at
reactions consisting of a single step, but the methods discussed within this chapter may
be applied to a wider variety of problems. Already, bond order interpolation has been
used to improve the initial guess for reaction path optimization. Additionally, the study
of reactions is often concerned with ﬁnding and comparing diﬀerent pathways that may
each include multiple intermediate reactions. The connectivity based methods could
be expanded to create a systematic approach to studying these diﬀerent reactions, by
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generating multiple sequences of individual steps that would combine to produce the
desired change in bonding from reactant to product, greatly simplifying the process of
mapping out reaction mechanisms.
Of the minimization methods introduced in Chapter 4, the one that provided the
most systematic and signiﬁcant improvement was the approximately 10% reduction in
optimization steps necessary for convergence achieved by the Scaled Rational Function
Optimization method. The development of scaled GDIIS methods are clearly worth
investigating, and the scaling approach could be applied to transition state optimization
where the additional performance could have a much greater impact.
The VRC method, discussed and demonstrated in Chapters 5 and 6, perhaps has
the greatest potential for additional development. The RIC-FVRC method discussed
in Chapter 6 was already shown to be able to produce approximate reaction pathways,
including fully optimized intermediate and transition state structures structures, in
fewer than 10 iterations, with a cost of approximately 10-20 Hessian calculations per
iteration. This is a signiﬁcant step in the production of a new class of computational
tools in the routine study of chemical reactions, but further work needs to be done
for the method to enjoy widespread use. In particular, the ability to incorporate ap-
proximate and updated Hessians to reduce or eliminate the need to compute analytical
Hessians will signiﬁcantly decrease the computational eﬀort required to perform an
RIC-FVRC optimization. Additionally, the basis used to expand the path (quartic
B-Splines), the numerical quadrature rule used (a Gauss Legendre/Curtis Clenshaw
hybrid) and the method by which the potential energy surface is approximated (ﬁtting
a function of t using polyharmonic splines) are all only one possible choice out of many
that could be used, and the investigation and benchmarking of alternatives could po-
tentially not only further improve the method, but provide the foundation for a future
dissertation on its own.
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The computer algorithms outlined in this thesis provide a set of improved meth-
ods for exploring various features of potential energy surfaces. As with any research
endeavor, the development of new methods is an ongoing process, and the results pre-
sented herein all present opportunities for further study.
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