This paper proposes a distributed discrete-time algorithm to solve an additive cost optimization problem over undirected deterministic or time-varying graphs. Different from most previous methods that require to exchange exact states between nodes, each node in our algorithm needs only the sign of the relative state between its neighbors, which is clearly one bit of information. Our analysis is based on optimization theory rather than Lyapunov theory or algebraic graph theory. The latter is commonly used in existing literature, especially in the continuous-time algorithm design, and is difficult to apply in our case. Besides, an optimization-theory-based analysis may make our results more extendible. In particular, our convergence proofs are based on the convergences of the subgradient method and the stochastic subgradient method. Moreover, the convergence rate of our algorithm can vary from O(1/ ln(k)) to O(1/ √ k), depending on the choice of the stepsize. We also study the behavior of our algorithm when the relative state is corrupted by noise, which is common in the real world. A quantile regression problem is included to illustrate the performance of our algorithm using simulations.
I. INTRODUCTION
In recent years, there has been an increasing interest in distributed optimization problems for multi-agent systems. Distributed optimization requires all agents to cooperatively minimize a sum of local objective function over a graph. Each agent only knows its local objective function and thus must exchange information with its neighbors to eventually compute the optimal value. Among the motivating examples for distributed computation are the AUV formation control [1] , large scale machine learning [2] , and the distributed quantile regression over sensor networks [3] .
Many existing algorithms (see [3] - [7] and the references therein) to solve this problem are generally comprised of two parts. One is to drive all agents to consensus, the other is to push the consensus value to an optimal point of the original optimization problem. For the latter part, subgradient-based algorithms have been widely used. For the former consensus part, most methods require each agent to access the state values of its neighbors at each time, either exactly [6] , [7] or in a quantized form [5] . However, in some situations an agent may only roughly know relative state measurements between its neighbors. For example, consider the case of several robots working in a horizontal line, when each one can only tell whether a neighbor is on its left or right by sonar but not a neighbor's accurate position. Thus, the information accessible is one of only one bit. Note that this is different from the quantized setting in [5] , which studied the effects of exchanging a quantized rather than an exact state value between neighbors. Therefore, most algorithms available in the literature, particularly the ones in the references cited above, cannot handle the case of one bit information.
Designing an algorithm using one bit of information often involves nonlinear systems analysis, which is essentially different from the commonly applied graph Laplacian theory in the aforementioned works. There are, however, some exceptions [8] - [10] . In [8] the author designed a consensus algorithm using only sign information of the relative state. A similar algorithm was also proposed in [9] to compute a sample median. The algorithm in [10] is the closest to the one in this paper (Protocol (P1)) except that it is a continuoustime algorithm, which adopts a completely different analysis method than ours. We will return to this point, and discuss more extensively later.
In fact, all the aforementioned works that use one bit of information focused on continuous-time algorithms. However, a discrete-time algorithm is worth studying, because many distributed optimization applications involve communication between agents and control of agents, which are typically discrete in nature. Besides, a discrete-time algorithm is easier to implement. What is more, a continuous-time algorithm cannot be extended to the discrete-time case that easily, since the method used to analyze a continuous-time algorithm in the above works is often the Lyapunov theory. We know that some general stepsize rules (e.g. constant, diminishing) in discrete-time gradient-based algorithms cannot guarantee the nonincreasingness of a latent Lyapunov function, and some special stepsize rules (e.g. line minimization rule) often fail to meet the requirement of distributed computation. Thus the Lyapunov analysis is difficult to extend to the discrete-time case. Therefore, an alternative method is urgently needed, which is what this paper does.
More precisely, we propose in this paper a distributed optimization algorithm using only one bit of information (see Protocol (P1)). Different from most of the previous works, our analysis is based on optimization theory rather than algebraic graph theory or Lyapunov theory. There are two underlying advantages of this. First, compared to many existing approaches which first propose an algorithm then find a Lyapunov function to prove its convergence, the intuition behind our algorithm appears to be more natural and reasonable, as it aims to minimizing an augmented objective function. Second, a wealth of research in convex optimization theory ensures our algorithm more easily extensible to more general cases. For example, our algorithm over time-varying randomly graphs is a direct extension of that over deterministic graphs.
The one bit of relative state information used by each agent at each time may be obtained via communication networks or sensors, which is often corrupted by noise in real world. Thus the one bit information available to each agent may be inaccurate. We then study the performance of our algorithm under such circumstance.
The rest of the paper is organized as follows. Section II provides some preliminaries and introduces the distributed optimization problem. In Section III, we present our discretetime distributed optimization algorithm using one bit of information. Section IV includes our main results on convergence and convergence rate of the algorithm. We then propose a modified algorithm to solve the problem over a gossiplike time-varying graph in Section V. In Section VI, the performance of our algorithm with measurement errors is studied. Finally, in section VII, we introduce the distributed quantile regression problem, and run several simulations to solve it using our methods.
Notation: We use a, a, A and A to denote a scalar, vector, matrix and set, respectively. a T and A T denote the transposes of a and A, respectively. R denotes the set of real numbers and R n denotes the set of all n-dimensional real vectors. 1 denotes the vector with all ones, the dimension of which depends on the context. · 1 , · and · ∞ denote the l 1 norm, l 2 norm and l 3 norm of a vector or matrix, respectively. We define
Almost all superscripts are used to represent sequence indices, i.e., x k means the value of x at time k.
II. PROBLEM FORMULATION
This section introduces some basic graph-theoretic notions, and presents the distributed optimization problem addressed in this paper.
A. Graph Theory
A graph can be represented as G = (V, E), where V = {1, ..., n} is the set of nodes and E ⊆ V × V is the set of edges. We call the set N i = {j ∈ V|(i, j) ∈ E} as the set of neighbors of node i.
Let A = [a ij ] be the weighted adjacency matrix of G with nonnegative elements a ij . We have a ij > 0 if and only if there exists an edge connecting nodes i and j. If a ij = a ji for all i, j ∈ V, we call the graph undirected. This paper focuses only on undirected graphs.
A path in a graph is a sequence of consecutive edges. We say a graph is connected if there exists a path between any pair of nodes. We now introduce an important concept called k-connected graph.
Definition 1 (k-connected graph): A connected graph is kconnected (k ≥ 1) if it remains connected whenever fewer than k edges are removed.
Clearly each node of a k-connected graph has at least k neighbors.
More results will be introduced in the Appendix due to the needs of some proofs.
B. Distributed Optimization Problem
We are interested in solving the following problem over a network in a distributed manner:
where for each i, f i (x) is continuously convex but not necessarily differentiable, and is only known by node i. We use f to denote the optimal value inf x∈R f (x) and let X = arg inf x∈R f (x) be the set of optimal points. In this paper we only consider the case of x being a scalar for convenience, but all our results easily extend to the vector case. We will show this in Example 2 in Section VII.
A typical application of this problem is the multi-agent system [1] . In a network of n agents, each node (agent) i only knows its own objective function f i (x) and its state x i . All nodes must communicate with their neighbors to find the optimal value of problem (1) and achieve consensus together.
We first make a common assumption. Assumption 1: The optimal points set X of problem (1) is not empty.
III. DISTRIBUTED OPTIMIZATION ALGORITHM

A. Distributed Optimization Protocol
Our distributed protocol to solve (1) over a deterministic network is given as follows. For all i ∈ V,
where x k i is the state of node i at time k, λ is a positive scalar, ρ k is the stepsize at iteration k, and N i is the set of neighbors of node i. With a slight abuse of notation,
If f i (x) is differentiable at x k i , then ∇f i (x k i ) is precisely the gradient. We will discuss how to choose λ and ρ k later, and study the convergence performance in the next section.
Our protocol is similar to the continuous-time algorithm in [10] . However, its extension to the discrete-time case is far from being straightforward as clarified in Section I. In fact, the discrete-time case requires a completely different analysis method from that of [10] .
Compared with the well-known decentralized gradient descent algorithm (3) in [4] and [11] ,
our protocol differs mainly in using sgn(x k j − x k i ) instead of (x k j − x k i ). One possible benefit is that here each node needs only one bit of information, which is efficient when the capability of the communication channel is limited. Moreover, sometimes the sgn(x k j − x k i ) is the only available information at each time as described in Section I, and therefore algorithm (3) would not be applicable in such cases.
Remark 1: Protocol (P1) can also work with little modification when x is a vector. In fact, we just need to apply sgn(·) to x k j −x k i element-wise, and all our results will still hold with only some minor changes.
In many situations the graph may be time-varying. For example, the well-known gossip protocol can be modeled as a time-varying graph where at each time only a pair of nodes can communicate. In multi-agent networks, whether there is communication between two agents or not may depend on the distance between them, and hence is also time-varying. The distributed optimization protocol over time-varying graphs will be discussed in Section V.
Protocol (P1) requires each agent to use sgn(x k i −x k j ) at each time, which may be obtained via communication networks or sensors. In both cases the noise is unavoidable, thus each agent may only get a noisy rather than an accurate sgn(x k i − x k j ). We will study the performance of our algorithm under such cases in Section VI.
B. Penalty Method Interpretation of the Protocol (P1)
Before we formally prove the convergence of our protocol in the next section, we explain in this subsection its validity via the penalty method.
Notice that problem (1) can be equally reformulated as the following form:
where x = [x 1 , ..., x n ] T . It is easy to see that the optimal value of problem (4) is also f , and the optimal points set is {x 1|x ∈ X }.
To solve (4) distributedly over a multi-agent network, we first model the network as a graph G. More specifically, we regard each agent as a node, and two nodes are joined by an edge if and only if these two agents can communicate with each other. Then, we will show that Protocol (P1) is exactly the iteration of the subgradient method to solve the following unconstrained convex optimization problem:
where
and a ij is the weight of edge (i, j). This problem can be viewed as a penalized version of problem (4) . If the graph is connected, then the penalty function h(x) attains its minimum 0 if and only if the constraints of problem (4) are satisfied. Now we show that Protocol (P1) is just the subgradient iteration of problem (5) . Recall that sgn(x) is a subgradient of |x| for any x ∈ R. Therefore, it follows from (6) that a subgradient ∇h(x) = [∇h(x) 1 , ..., ∇h(x) n ] T of h(x) is given element-wise by
Similarly, a subgradient ∇g(x) = [∇g(x) 1 , ..., ∇g(x) n ] T of g(x) is given element-wise by
Hence, we get a subgradient off λ (x), i.e., ∇f λ (x) = [∇f λ (x) 1 , ..., ∇f λ (x) n ] and
Thus, the iterative subgradient method for solving (5) is
For each node, the update rule is just Protocol (P1). From [12] , we know that the subgradient method will converge to an optimal point of problem (5) if ρ k satisfies some conditions. Generally speaking, the optimal points and value of problem (5) may not be the same as those of problem (1) . However, we find that with an appropriately chosen finite λ, these two problems become equivalent. We will provide this result.
To this end, we make our second assumption. Assumption 2: ∇f i (x) is uniformly bounded for all i and x, i.e., there exists ac > 0 such that
This assumption is often made to guarantee the convergence of a subgradient method, and will hold if {x k } can be restricted to a compact set. If Assumption 2 holds, then ∇f λ (x) ∞ is also bounded for all x. Actually, it follows from (9) that
Now we are ready to present our main result of this subsection, showing that problems (1) and (5) are equivalent if λ is larger than some finite value, which does not depend on the specific form of the objective function.
Theorem 1: Let Assumptions 1 and 2 hold, and assume further that the graph of the n-agent network is k-connected and λ > λ = nc
wherec is given in Assumption 2 and a (k) min is the sum of the k smallest edges' weights. Then the optimal points set and optimal value of the penalized problem (5) areX = {x 1|x ∈ X } and f respectively, where X = arg min x∈R f (x) and f = inf x∈R f (x).
Proof: See the Appendix. Here we give the outline. We first show that 0 / ∈ ∂f λ (x) for any x ∈ {x = α1|α ∈ R} and x ∈ {α1|α = x }, respectively. Then we prove that 0 ∈ ∂f λ (x 1), which completes the proof by combining with the first order optimality condition in convex optimization.
Theorem 1 provides a sufficient condition for the equivalence between problem (1) and (5) . We can then focus only on problem (5) . Notice that this result is nontrivial even though the penalty method has been widely studied (c.f. [12] ). In fact, most research on it was restricted to obtain qualitative results or quantitative results of general optimization problems. For example, a well-known qualitative result is that the gap between the optimal value of the penalized problem and that of the original problem gets smaller as λ becomes larger, which indicates that λ may need to be infinity to eliminate the gap. Nonetheless, a too large λ may have a negative effect on the transient performance of the multi-agent system, which will be illustrated in Example 1 of Section VII. Furthermore, Proposition 1.5.2 in [12] states that if the penalty function h(x) is the distance from x to the optimal points set, then the equivalence between the original problem and the penalized problem is guaranteed when λ is greater than a finite value. This is not applicable in our problem since our penalty function h(x) does not have that form. Our result, however, gives an explicit lower bound of λ, which is tighter than similar bounds in [9] and [10] . What is more, our lower bound can in some cases be the greatest lower bound, which is also shown in Example 1 of section VII.
A penalty method interpretation for algorithm (3) is also presented in [11] , where the penalty function turns out to be 2 and L is the graph Laplacian matrix. In contrast to our result, when using such a penalty function, a lower or upper bound for λ cannot be found to guarantee the equivalence between the two problems. Thus there may always exist a gap between the original problem and the penalized problem for any finite λ.
IV. CONVERGENCE AND CONVERGENCE RATE ANALYSIS
In this section we study the convergence performances of Protocol (P1) for diminishing stepsize and constant stepsize. Our results are presented in four theorems. Particularly, Theorem 2 shows that if ρ k is diminishing, then all agents converge to the optimal point of the original problem under Protocol (P1). Theorem 3 then evaluates the convergence rate. Theorem 4 shows that, under the constant stepsize case, all agents eventually converge to a neighborhood of the set of optimal points. Theorem 5 provides the corresponding convergence rate result.
The following inequality is crucial in this section. Assume {x k } is generated by (10) , then
where c is given in (12) . See [12] for its proof.
The following theorem proves the convergence of Protocol (P1) for a diminishing stepsize rule.
Theorem 2: Let assumptions in Theorem 1 hold, and assume
then lim k→∞
Proof: Recall that Protocol (P1) is the same as the iteration of the subgradient method of problem (5) . It follows from Proposition 3.2.6 in [12] that {x k } will finally converge to some optimal point of problem (5) . We have shown in Theorem 1 that the optimal points set of problem (5) is {x 1|x ∈ X }, and thus the result follows immediately.
The diminishing stepsize can guarantee the convergence of our protocol, but may lead to a slow convergence rate. Our next theorem evaluates the convergence rate when ρ k = 1 k α , α ∈ (0.5, 1]. To this end, we first define
Theorem 3: Let Assumptions 1 and 2 hold, and assume further that λ >cn/a min and {x k } is generated by Protocol (P1). If ρ k = 1 k α with some α ∈ (0.5, 1], then
wherec is defined in Assumption 2, x 0 is the initial point,
Proof: Note that λ and ρ k satisfy the conditions in Theorem 2. Let x be an arbitrary optimal point of problem (1), thus we havef λ (x 1) = f . By setting y = x 1 and ρ k = ρ in (14), we obtain
(19) Take the summation of the above relation over k = 1, ...,k yields
Since
. Substituting these two inequalities to (21) implies that
Now we consider the following inequalitỹ
where the first equality follows from the definition off λ (x), the second inequality is from the definition of a subgradient, and the last inequality is the result of the Cauchy-Schwarz inequality as well as the fact that g(a1) = f (a). Observe that
and
These two relations toghther with (23) yields
Since f (x k )−f > 0 and λa min −cn > 0, the above inequality combined with (22) implies (17) immediately. The first inequality in (17) demonstrates the decreasing rate of the gap between f (x) at the mean of all agents' states and the optimal value f , while the second inequality illustrates that the 'variance' of all agents' states are reduced at a comparable rate. Thus, Theorem 3 reveals that the convergence rate for a diminishing stepsize varies from O(1/ ln(k)) to O(1/ √ k), depending on the choice of ρ k . This is too slow in some applications. To this end, we may use a constant stepsize to accelerate the subgradient method, which guarantees a O(1/ √ k) convergence rate. Unfortunately, a constant stepsize can only make the agents converge to a neighborhood of the optimal point. See our journal version for more details.
Next we will discuss the convergence result for a constant stepsize, i.e. ρ k ≡ ρ, and provide an estimate of the convergence rate. Generally speaking, a constant stepsize could only guarantee the convergence within a neighborhood of the optimal solution, but may have a higher convergence rate than the diminishing stepsize case. This is described formally in Theorems 4 and 5.
Theorem 4: Let Assumptions 1 and 2 hold, and assume that λ >cn/a min and that {x k } is generated by Protocol (P1). If ρ k is a constant, i.e., ρ k = ρ > 0 for all k, then
a min = min e a e ,c is given in Assumption 2 and c is given in (12) . Moreover, we have
wherex k = 1 n 1 T x k . Proof: See the Appendix. Remark 2:d(ρ), ρ > 0 in Theorem 4 is nondecreasing and d(0) = 0. Thus, protocol (P1) using a constant stepsize will finally converge within a neighborhood of x 1, the radius of which increase as ρ increase.
Corollary 1: Let the assumptions in Theorem 4 hold. Assume that f (x) satisfies following type of strong convexity
where γ > 0 and α ≥ 1, then
Proof: Notice thatd(ρ) ≤ ρc 2 2γ , then this Corollary follows directly from Theorem 4.
Next we will give a result about the convergence rate for a constant stepsize.
Theorem 5: Let the assumption in Theorem 4 hold, then for any > 0, we have
x 0 is the initial point and a denotes the largest integer in [0, a]. Proof: The proof is similar as that of Proposition 3.2.4 in [12] . Assume that for all k satisfying 0 ≤ k ≤k we havẽ
Then from (86) we obtain that for all x ∈ X
Adding the above inequalities over k for k = 0, ...,k yields
Then we take the minimum of both sides over x ∈ X and obtain
which contracts the definition ofk. Therefore we have
This relation together with (26) yields (30).
Remark 3: This theorem shows that we can obtain anoptimal value in O(1/ 2 ) steps by letting ρ = /c 2 . In other words, with k iterations, we can obtain a solution which has a O(1/ √ k) error to the optimal solution. This is faster than the diminishing stepsize in Theorem 3.
V. DISTRIBUTED OPTIMIZATION OVER TIME-VARYING GRAPHS
This section discusses the distributed optimization problem over a time-varying graph. In particular, we will focus on the behavior of the analogue of Protocol (P1) over the randomly activated graph, which is defined as follows:
where P(X ) denotes the probability of a event X and 0 ≤ p ij ≤ 1, ∀i, j ∈ V. We call the matrix P = [p ij ] as the probability matrix of G k . The randomly activated graph can model many network applications such as the gossip protocol in social networks, the random packet loss in communication networks, etc. Note that this graph is different from another commonly used timevarying graph that assumes any two nodes are connected in any finite time interval (e.g. [6] , [7] ).
If the multi-agent network is randomly activated, a gossiplike protocol which is similar to Protocol (P1) is given:
Compared with (P1), this protocol differs in N k i and a k ij , i.e., the neighbors of each node change over time, and the weight of each edge is binary.
As with Protocol (P1), Protocol (P2) is just the stochastic subgradient iteration of the following problem:
whereĥ
To see this, let E(x) denote the expectation of a randomly variable x, we have E(a k ij ) = p ij , and thus a stochastic
(40) which implies the result immediately.
Since E{∇ sĥ (x)} = j p ij sgn(x i − x j ) is a subgradient ofĥ(x), it then follows from the following lemma that all agents can converge to an optimal point of problem (38) under Protocol (P2).
Lemma 1 (Convergence of Stochastic Subgradient Method): Consider the following problem
where w is a randomly variable and F (x, w) : R n × R → R is continuous and convex. Let X be its optimal points set and assume that X is not empty. If we use the following iterative method to solve this problem:
where g(x k , w k ) is bounded and satisfies that E{g(x k , w k )} is a subgradient of E{F (x k , w)}, and {ρ k } is chosen such that
Then, we have lim k→∞ x k = x for some x ∈ X almost surely.
Proof: See [13] , there in the proof replace the gradient with the subgradient.
We summarize our above conclusions and formally state the main result of this section in the following theorem.
Theorem 6: Let Assumptions 1 and 2 hold, and let {x k } be generated by Protocol (P2). Assume that the graph of the n-agent network is k-connected, the sequence {ρ k } satisfies
and that λ > nc
where p (k) min denotes the sum of the k smallest nonzero elements of P defined in Definition 2. Then lim k→∞ x k = x 1 for some x ∈ X almost surely, where X is the optimal points set of problem (1) .
Proof: We know from Theorem 1 that problem (38) have the same optimal points and optimal value as problem (1). Moreover, Lemma 1 states that Protocol (P2) converges to an optimal point of problem (38) almost surely. Combine this together yields our result.
Although the convergence under Protocol (P2) is guaranteed, the convergence rate may be slower than its analogue deterministic case. Besides, one may also observe a greater fluctuation in the transient stage, which is illustrated in Example 2 of Section VII.
VI. CONVERGENCE WITH INACCURATE MEASUREMENT
Consider the case of the relative measurement be corrupted by noise, i.e., we cannot know the accurate relative measurement sgn(x k i − x k j ), ∀i, j. This can happen for many reasons such as inaccurate sensors, unreliable communication, and poor environment. In this section we consider a special case of measurement error and discuss its influence to our protocol. Particularly, we assume that the relative measurement in Protocol (P1) is sgn(
ij is an i.i.d Gaussian (normal) random variable with mean zero and covariance σ ij . Our objective is to analysis the behavior of the noisy protocol
We now show that Protocol (P3) is exactly the iteration of the stochastic subgradient method (SGD) of the following problem:
whereh
we have that sgn(x k j − x k i + k ij ) is an unbiased stochastic subgradient of E{|x i − x j + ij |}. Thus, Protocol (P3) is the SGD iteration of problem (46), and the almost sure convergence to an optimal point of (46) can be guaranteed by Lemma 1 if ρ k is appropriately chosen.
We have proved that protocol (P3) will converge to an optimal point of problem (46). It remains to show what the difference between the optimal point of noisy problem (46) and that of the original problem (5) . In fact, we cannot expect these two problems have the same optimal point since noise always exist. Nevertheless, we can tell how close the two optimal points are, which is described by Theorem 7.
Before we present the main result of this section, we want to introduce the folded normal distribution, which is important in proving Theorem 7.
Lemma 2 (Folded Normal Distribution): Assume that a random variable x has a normal distribution with mean µ ∈ R and covariance σ 2 ∈ (0, +∞), i.e. x ∼ N (µ, σ 2 ). Then y = |x| has the folded normal distribution with parameters µ and σ 2 . The mean of y is
where Φ(·) is the standard normal cumulative distribution function. In particular, if µ = 0, then E(y) = σ 2 π . Proof: See [14] . Now we are ready to present our main result of this section. Theorem 7: Let the assumptions in Theorem 1 hold and assume further that λ >cn/a min and ij ∼ N (0, σ 2 ij ). Let x = [x 1 , ...,x n ] T be an optimal point of (46). Then
where a min = min e a e and σ s = i,j a ij σ ij . Proof: Sincex is an optimal point of (46), we havē
Thus
Let µ ij =x i −x j . From Lemma 2, we obtain
). Then the above relation implies
Next we will show that t(µ) < −|µ| + σ ij 2 π for all µ ∈ R. Lett(µ) := t(µ) + |µ| − σ ij 2 π . Then, for any µ = 0,
Similarly, we havet(µ) < 0 when µ < 0. Sincet(0) = −σ ij 2 π < 0, we obtaint(µ) < 0 for all µ ∈ R, and hence
(57) Fig. 1 displays the difference between t(µ) and −|µ| + σ ij 2 π . This relation combined with (52) shows that
(58) Recall that h(x) ≥ a min (max i (x i ) − min i (x i )) ≥ a min max i,j |µ ij | from (24), which combined with the above relation implies Next we will prove that for some x ∈ X
x
To see this, it is sufficient to show that x ∈ [min ix i , max ix i ]. Suppose the contrary that x / ∈ [min ix i , max ix i ] for all x ∈ X . Without loss of generality, we assume x < min ix i . From the first order necessary conditions we know
However, because f i (x) is convex and x <x i for all i, we have ∇f i (x ) ≤ ∇f i (x i ) for all i, Thus, letḡ(α) = g(x + α1), we obtain
The inequality in the above relation is strict, otherwise we have
for all x ∈ [x ,x i ] because of the convexity of f i (x). This implies that ∇f i (min ix i ) = ∇f i (x ) for all i, which means n i=1 ∇f i (min ix i ) = 0 and hence min ix i ∈ X -a contradiction. Therefore, the above inequality becomes ∇ḡ(0) > 0.
(63)
This inequality shows that there exists α < 0 such that g(x + α1) < g(x ). Sinceh(x) =h(x + α1) for all α ∈ R, it follows thatf λ (x + α1) <f λ (x ), which contradicts the assumption thatx is optimal. Combining (59) and (60) yields that for some x ∈ X
Using the fact that
we obtain
Since λa min >cn, we have for some x ∈ X that
This theorem shows that consensus of all agents may not be achieved due to the noise, but each node can converge to a point lies within a neighborhood of the optimal point of problem (1) . The radius of this neighborhood is upper bounded and is a increasing function of σ s , in other words, the deviation of each node from the optimal point get bigger if the covariance of the noise and the number of the edges become larger. Remark 4: If λ only satisfies the condition in Theorem 1, i.e., λ ≥ nc 2a (k) min but may be not great than nc amin , we may also observe that each agent converges to a neighborhood of the optimal point. We will show this in Example 3 of Section VII.
Remark 5: The result in this section is also applicable to the time-varying graph. We do not formally provide this due to space limitation.
VII. DISTRIBUTED QUANTILE REGRESSION AND ITS
SIMULATION
In this section we will apply our algorithm to solve the quantile regression problem. Quantile regression is widely used in statistics and econometrics [3] , [15] . Suppose we observed n sample points (y 1 , s 1 ), ..., (y n , s n ) where y i , s i ∈ R for all i ∈ {1, ..., n} (we only consider the scalar case here for convenience). Our objective is to find the α-th linear quantile regression estimator y = x α s. It is known from [15] that this problem can be formulated as the following convex optimization problem with the optimal point be x α ∈ R:
Hence, a subgradient of f i (x) is
We can see this problem satisfies our Assumptions 1 and 2 withc = max i {αs i , (1 − α)s i }, and thus we can use our Protocols (P1) and (P2) to solve it. Now we will present two examples to demonstrate the effectiveness of our distributed algorithm and verify our previous conclusions. A. Example 1: The Effect of λ.
The first example shows that our lower bound of λ in Theorem 1 can be tight in some situations. For simplicity, we assume s i = 1 for all i, and then the poblem (68) becomes finding the α-th quantile of {y 1 , ..., y n }. Here we set α = 0.5 (the median) and let {y 1 , ..., y n } = {4.45, 14.99, 24.28, 26.21, 44.24, 58.61, 68.78, 75.49}. Consider the 2-connected graph in Fig. 2(a) with 8 nodes and all weights of the edges be 1. From Theorem 1 we know λ must great than λ = nc 2·2 = 1 to make our Protocol (P1) converge to the median of the sample points. Now we set λ to be 0.95, 1.05 and 10 in three simulations respectively to see their different performances under Protocol (P1). We choose the stepsize in both simulations to be ρ k = 100 k+10 . The trajectories of all agents are shown in Fig. 2(b) .
The median can be any value in [26.21, 44.24]. As indicated in Fig 2(b) , all nodes cannot achieve consensus when λ is slightly smaller than λ (the above subgraph), while converge to the median when λ is larger than λ (the middle and the below subgraphs). Besides, we find that a larger λ results in a larger fluctuation of the transient stage. It then follows that we would better choose a smaller λ as long as it satisfies the condition of Theorem 1.
B. Example 2: Linear Quantile Regression
In this example we run two simulations over a deterministic graph and a randomly activated graph, respectively. Both simulations calculate the 0.1-th, 0.5-th and 0.9-th quantile regression estimators simultaneously using 20 randomly generated sample points. The graph is circle-shaped (c.f. Fig. 2(a) ) with 20 nodes. The stepsize is diminishing. We choose some a e ∈ (0, 1] be the weight of edge e of the deterministic graph for all e ∈ {1, ..., 20}, which is also the activation probability of edge e of the randomly activated graph. Fig. 3(a) illustrates the trajectories of the agents in both two simulations. We can see all agents converge to the three quantile regression estimators (the black dash line) simultaneously in both experiments, indicating that our protocols could work with little modification when x is a vector. Besides, we find that the randomly activated graph case fluctuates slightly more heavily and have a slower convergence rate. Fig. 3(b) plots our 20 sample points and the three linear estimators with x α obtained in Fig. 3(a) for α = 0.1, 0.5 and 0.9, respectively, which shows that our protocol converges to the correct points.
C. Example 3: Inaccurate Measurement
In this example we discuss the influence of the measurement error described in Section VI.
With the same setting as Example 1, we run two experiments in this example. Both of them are supposed to calculate the 0.4-th quantile of {y 1 , ..., y n }. We choose ρ k = 40 k+20 . The covariance of the measurement error in the second experiment is σ 2 = 9 for all edges. λ is chosen to be 2 in both cases. Note that this choice satisfies the condition of Theorem 1 but do not satisfies that of Theorem 4. Nevertheless, we can still observe the expected result as we mentioned in Remark 4, which is shown in the Fig. 4 . The black dash line in the figure represents one of the 0.4-th quantile, i.e., 26.21. The above subgraph in Fig. 4 is the result of protocol (P1), while the below subgraph is that of Protocol (P3). We can see that protocol (P3) could only converge to a neighborhood of the optimal point.
VIII. CONCLUSIONS
In this paper, we proposed a distributed optimization algorithm using only one bit of information to solve the additive cost problem over a multi-agent network. The network is allowed to be deterministic or time-varying. For the former case, we first gave a penalty method interpretation of our algorithm, and then proved its convergence based on the optimization theory. Besides, we showed the convergence rate varies from O(1/ ln(k)) to O(1/ √ k) depending on the choice of the stepsize. For the latter case, we studied the performance of our algorithm over the so-called randomly activated graph, the convergence of which is also guaranteed. We then study the performance of our algorithm when the relative state is corrupted by noise. Finally, we applied our algorithm to solve a quantile regression problem, showing its effectiveness.
APPENDIX
This appendix provides the proofs of Theorem 1 and Theorem 4 in two subsections, respectively. To this end, we introduce more preliminaries on graph theory, which can be found in [16] .
Let G = (V, E) be a graph with an adjacency matrix A. We can number the edges of G with a unique e ∈ I and assign an arbitrary direction to each edge, where I = {1, ..., m} is called the edge number set of G and m is the number of edges. We say node i is the source node of edge e if e leaves i, and is the sink node if e enters i. The incidence matrix B ∈ R n×m of G is defined by
if node i is the source node of e, −1, if node i is the sink node of e, 0, otherwise.
We have for all x = [x 1 , ...,
where b e , e ∈ I is the e-th column of B, and i and j are the source and the sink nodes of edge e, respectively. Through out this Appendix, we use i, j, l to denote nodes, and e, u, v to denote edge numbers. We say a connected graph is a tree if it becomes unconnected when any single edge is removed. A spanning tree T of a connected graph G is the tree with the same nodes as G and a subset of the edges of G.
A
where E i includes all edges of E that connecting two nodes of V i . The subgraph G ci of G induced connectedly by V i ⊆ V is G i with extra edges that makes G ci connected.
A cut of a graph is a partition of its nodes into two nonempty and disjoint sets.
Finally, we introduce the definition of the subdifferential. Recall the definition of a subgradient, the subdifferential ∂f (x) of a convex function f (x) at x is the set of all subgradients at x. We then define the set-valued function
It is not difficult to see that SGN(x) is the subdifferential of |x|. Now we are ready to prove Theorem 1.
A. Proof of Theorem 1
To establish the proof of Theorem 1, we first present two lemmas on some properties of an incidence matrix and one lemma about the vertices of a polyhedral.
Lemma 3: Let G 1 be a graph with nodes V 1 = {1, ..., n 1 } and the edge number set I 1 = {1, ..., m 1 }, let G 2 be a graph with nodes V 2 = {n 1 + 1, ..., n 1 + n 2 } and the edge number set I 2 = {m 1 + 1, ..., m 1 + m 2 }, and let B 1 and B 2 be the incidence matrices of G 1 and G 2 , respectively. We define B = B 1 0 0 B 2 and n = n 1 + n 2 . Assume that there is a new edge e which connects some p ∈ V 1 and q ∈ V 2 , and let b e ∈ R n be a vector with the p-th element 1, the q-the element -1 and other elements 0. Then for any α ∈ R, we have
Proof: Because edge e joins two nodes which are in different graphs, without loss of generality, we can let the source node and the sink node be in G 1 and G 2 , respectively. Thus, we have
T ∈ R n , and e 1 and e 2 are vectors with one element 1 and other elements 0. By applying the inequality that x ∞ ≥ 1 n x 1 for all x ∈ R n , we obtain
Using the fact that 1 T B 1 = 0, we have for all x ∈ R n that
Similarly, we have αb e − Bx ∞ ≥ |α| n2 . Therefore,
The following corollary is a direct extension of Lemma 3. Corollary 2: Let B ∈ R n×(n−1) be the incidence matrix of a tree. We have for all x ∈ R n−1 that
where x m is the maximum absolute value of the elements of x.
Proof: For any e ∈ {1, ..., n − 1}, the tree becomes two disjoint subtrees when the e-th edge is removed. Let x e denote the e-th element of x, and let x −e and B −e denote x with the e-th element removed and B with the e-th column removed, respectively. Then, from Lemma 3 we know that
Since e is arbitrary, the result follows immediately from the above relation. The next lemma reveals some relation between a graph and its partition.
Lemma 4: Let G be a graph with the edge number set I. Assume that we have a cut partitioning the nodes of G in two subsets V 1 and V 2 joined by k edges with the edge number set I c ⊆ I. Let G 1 and G 2 be two graphs induced connectedly by V 1 and V 2 , respectively. The edge number set and incidence matrix of G 1 (G 2 ) are denoted by I 1 (I 2 ) and If e = u, we define the source node and sink node of b e be p e and q e , and that the source node and sink node of b u be p u and q u , respectively. We first assume p e and p u are in the same subset, say G 1 , and thus γ eu = 1. Hence we can find a path of G 1 from p e to p u because G 1 is connected. Similarly, we can find a path of G 2 from q u to q e . Therefore, we have a path from p e to q e traveling b u rather than b e . The edge number set of edges in the path is denoted by I p ⊆ I 1 ∪ I 2 ∪ {u}. Now we define s ev , v ∈ I p such that
if the source node of edge v is closer to p e , − 1, if the sink node of edge v is closer to p e .
(77) Notice that s eu = γ eu . Therefore, equation (74) is obtained because b e = v∈Ip s ev b v = γ eu b u + v∈Ip−{u} s ev b ev = γ i b e +By eu , where the last equality holds becauseB includes b v as one of its columns for all v ∈ I p −{u}. Now we assume that p e and p u are in different subsets where γ eu = −1, with similar argument, we can also get the result (74).
Equation (75) is obtained by multiplying both sides of equation (74) by γ eu .
The third lemma shows a property of the vertices of a special polyhedral.
Lemma 5: Let X denote the polyhedral {x ∈ [−a, a] n |1 T x = 0} where a > 0, then each vertex of X consists of −a, 0 and a. Moreover, each vertex has the same number of a and −a.
Proof: We prove the first result by contradiction. Suppose there exists a vertex v = [v 1 , v 2 , ..., v n ] T of X such that at least m elements of v are not in {−a, 0, a}. We consider the case where m ≥ 2 first. Without loss of generality, we assume the first two elements v 1 and v 2 of v are not in {−a, 0, a}. Therefore, there exist an > 0 such that
this contradicts that v is a vertex. Now we consider the case where m = 1. Without loss of generality, we assume that v 1 / ∈ {−a, 0, a}. It follows from the definition of X that v 1 = − n i=2 v i . Since v i ∈ {a, 0, a} for all i = 2, ..., n, the right hand n i=2 v i must belong to {a, 0, a}, which is a contradiction.
The second result follows directly from the first result combined with that 1 T v = 0 for all vertex v. Now we are ready to provide the proof of Theorem 1.
Proof of Theorem 1: Since problem (5) is an unconstrained convex optimization problem, it is sufficient to prove that 0 ∈ ∂f λ (x 1) for all x ∈ X and 0 / ∈ ∂f λ (x) for any x = x 1. Sincef λ (x 1) = f (x ) = f , the results then follows.
Notice that the penalty function h(x) can also be represented in a more compact form:
where a e is the weight of edge e. The subdifferential of h(x) is then given by:
where A e = diag{a 1 , ..., a m }. Therefore, the subdifferential off λ (x) is:
As we mentioned above, the problem becomes how to prove 0 ∈ ∂f λ (x 1) and 0 / ∈ ∂f λ (x) for any x = x 1. Here we first prove the latter case, which is equivalent to show that λBA e · SGN(B T x) + ∂g(x) = 0 have no solution for any x = x 1. There are two cases where x = x 1:
1) x = α1 for any α ∈ R.
2) x = α1 for some α / ∈ X . Let B, V = {1, ..., n} and I = {1, ..., m} be the incidence matrix, the node set, and the edge number set of the graph G, respectively, and let x i be the i-th element of x. In case 1), we define V max = argmax i∈V x i and V nc = V − V max . Since x = α1, V nc is not empty and has k 0 ≥ k edges connected to V max . Denote the edge number set of these k 0 edges by I c ⊆ I, and denote the weights of these k 0 edges by A c = {a j |j ∈ I c }. Note that each of these k 0 edges connects two nodes with different values, which implies that b T e x = 0 for all e ∈ I c . We can appropriately choose the orientation of each edge e for all e ∈ I c such that b T e x > 0. It then follows that SGN(B 
Now we consider two subgraphs G 1 and G 2 of the graph G induced connectedly by V max and V nc , respectively. Let the incidence matrices of G 1 and G 2 be 
In virtue of Lemma 3, Assumption 2 and the k-connected property, we have for all x ∈ R n that
which implies that 0 / ∈ ∂f λ (x) in case 1). Next we consider case 2), where x = α1 but α / ∈ X . Note that this case implies that all nodes are consensus but do not attain the optimal point of problem (1) . The result is immediately obtained by multiplying both sides of (80) with 1 and applying the fact 1 T B = 0, which becomes
Since α / ∈ X , we have 1 T ∂f λ (x) = 1 T ∂g(α1) = ∂f (α) = 0, and hence 0 / ∈ ∂f λ (x). Finally, we will show that 0 ∈ ∂f λ (x 1). Notice that SGN(B T x 1) can be chosen as any point in the cubic [−1, 1] m , and ∂g(x 1) can be any point in the set X g = {x ∈ c[−1, 1] n |1 T x = 0} depending on the problem. Therefore, if the set X h = λBA e · [−1, 1] m includes the set X g , then x 1 is a zero of (80), and hence 0 ∈ ∂f λ (x 1).
We first construct a spanning tree T of G using a depth-first search algorithm, and the orientation of each edge is set to the search direction. The incidence matrix and edge number set of T are denoted by B T ∈ R n×(n−1) and I T , respectively. Then we can adjust the orientation of the edges of G in such a way: each edge leaves the node that are closer to the root node of T . Thus we get a new incidence matrixB, and there exists some matrix P ∈ R (n−1)×m such thatB = B T P . Note that the setX h = λBA e ·[−1, 1] m is equal to X h , and the elements of P can only be 1 or 0 because of the depth-first algorithm. Besides, each row sum of P is greater than k because of the k-connected property. Thus, each row sum of P A e is greater than a (k) min , which implies that the set λP A e · [−1, 1] m includes the set nc 2 ·[−1, 1] n−1 . LetX h = nc 2 B T ·[−1, 1] n−1 . Therefore we haveX h ⊆X h . Now we will prove that X g ⊆X h , which combined with X h ⊆X h implies that X g ⊆X h = X h immediately. Notice that bothX h and X g are polyhedral that lie in the subspace {x ∈ R n |1 T x = 0}. The set of vertices of X g is denoted by V g = {v 1 , ..., v N }. From Lemma 5 we know that v i ∈ {c, 0, −c} n , and the numbers ofc and −c in v i are equal. We assume that the number ofc in v i isk i ≤ n/2, which is also the number of −c. Thus, for all i, we can represent v i as v i =c k i k=1 w ik , where w ik is a vector with the p ikth element 1, the q ik -th element -1, and the others 0. Since we can always find a path of T from node p ik to node q ik with edge number set I k p ⊆ I T , w ik can be represented as w ik = j∈I k p b j s jk , where s jk is defined similarly to (77). Therefore, we have where I jk is the indicator function such that I jk = s jk if b j is in the path I k p and I jk = 0 otherwise. Note that | k i k=1 I jk | ≤ k i ≤ n/2. Hence, v i ∈ nc 2 B T · [−1, 1] n for all v i ∈ V g , i.e., v i ∈X h , ∀i. It then follows that X g ⊆X h because of the convexity of X g . Combining the above results, we have X g ⊆ X h , and hence 0 ∈ ∂f λ (x 1).
B. Proof of Theorem 4
We first show thatd(ρ) < ∞, otherwise (27) does not make sense. Sincef λ (x) is continuously convex,X (ρ) is convex and X ⊆X (ρ) for any ρ > 0. One can show that X (ρ) − X is bounded. IfX (ρ) − X is empty, thend(ρ) = 0, otherwise 0 ≤d(ρ) = max x∈X (ρ) min x ∈X |x − x | = max x∈X (ρ)−X min x ∈X |x − x | < ∞.
Recall from (26) that:
Therefore, if f (x k ) − f > ρc 2 2 or max i (x k i ) − min i (x k i ) > ρc 2 2(λamin−cn) , thenf λ (x k ) − f > ρc 2 2 . We will show that if x k − x 1 > 2 √ n max{d(ρ), ρc 2 2(λamin−cn) } for all x ∈ X , thenf λ (x k ) − f > ρc 2 2 . It follows that
(85) Hence, we have max i (x k i ) − min i (x k i ) > ρc 2 2(λamin−cn) orx k > d(ρ). For the former case we havef λ (x k )−f > ρc 2 2 , and for the latter case,x k / ∈X (ρ), which also impliesf λ (x k ) − f > ρc 2
.
Next we will prove that lim inf k→∞ x k − x 1 ≤ 2 √ n max{d(ρ), ρc 2 2(λamin−cn) } for some x ∈ X . Suppose the contradiction that this does not hold, it follows from the above result that there must exist some > 0 and k 0 > 0 such that f λ (x k ) −f λ (x ) > ρc 2 2 + for all k > k 0 and all x ∈ X . This relation combined with (30) yields that
(86) Thus we have
(87) For any x ∈ X , the above relation cannot hold for sufficiently large k. Therefore, we arrive at a contradiction. Now we will show that lim sup k→∞ x k − x 1 ≤ √ n(2 max{d(ρ), (89) Suppose the contradiction that lim sup k→∞ x k − x 1 > √ n(2 max{d(ρ), ρc 2 2(λamin−cn) } + ρc), then there must exist a subsequence {x k } K such that for somek > 1 and for all k ∈ K, k >k we have
x k − x 1 > √ n(2 max{d(ρ), ρc 2 2(λa min −cn) } + ρc). (90) Therefore, for all k ∈ K, k >k, from (88) we have
However, since lim inf k→∞ x k − x 1 ≤ 2 √ n max{d(ρ), ρc 2 2(λamin−cn) }, there must exist somē k ∈ K,k >k such that xk −1 − x 1 ≤ √ n(2 max{d(ρ), ρc 2 2(λa min −cn) } + ρc).
(92) This relation combined with (91) implies that 2 √ n max{d(ρ), ρc 2 2(λa min −cn) } < xk −1 − x 1 ≤ √ n(2 max{d(ρ), ρc 2 2(λa min −cn) } + ρc).
(93)
Hence, we havef λ (xk −1 ) − f > ρc 2 2 from above results. It then follows from (86) that
which is a contradiction to (90). Thus we have for some x ∈ X that lim sup k→∞ x k − x 1 ≤ √ n(2 max{d(ρ), ρc 2 2(λa min −cn) } + ρc).
By now we have shown from (86) that
It then follows from (26) that
(96)
