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Abstract
We consider eigenvalues of the Dirichlet-to-Neumann operator for
Laplacian in the domain (or manifold) with edges and establish the
asymptotics of the eigenvalue counting function
𝖭(𝜆) = 𝜅𝟢𝜆
d + O(𝜆d−𝟣) as 𝜆→ +∞,
where d is dimension of the boundary. Further, in certain cases we
establish two-term asymptotics
𝖭(𝜆) = 𝜅𝟢𝜆
d + 𝜅𝟣𝜆
d−𝟣 + o(𝜆d−𝟣) as 𝜆→ +∞.
We also establish improved asymptotics for Riesz means.
1 Introduction
Let X be a compact connected (d + 𝟣)-dimensional Riemannian manifold
with the boundary Y , regular enough to properly define operators J and 𝝠
below1). Consider Steklov problem
𝝙w = 𝟢 in X ,(1.1)
(𝜕𝜈 + 𝜆)w |Y = 𝟢,(1.2)
*2010 Mathematics Subject Classification: 35P20, 58J50.
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1) Manifolds with edges are of this type.
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1. Introduction 2
where 𝝙 is the positive Laplace-Beltrami operator2), acting on functions on
X , and 𝜈 is the unit inner normal to Y . In the other words, we consider
eigenvalues of the Dirichlet-to-Neumann operator. For v , which is a restric-
tion to Y of C 𝟤 function, we define Jv = w , where 𝝙w = 𝟢 in X , w |Y = v ,
and 𝝠v = −𝜕𝜈Jv |Y .
Definition 1.1. 𝝠 is called Dirichlet-to-Neumann operator .
The purpose of this paper is to consider manifold with the boundary
which has edges: i.e. each point y ∈ Y has a neighbourhood U in X̄ := X ∩Y ,
which is the diffeomorphic either to ℝ+ × ℝd (then y is a regular point),
or to ℝ+𝟤 × ℝd−𝟣 (then y is an inner edge point) or to (ℝ𝟤 ∖ ℝ− 𝟤)× ℝd−𝟣
(then y is an outer edge point). Let Z𝗂𝗇𝗇 and Z𝗈𝗎𝗍 be sets of the inner and
outer edge points respectively, and Z = Z𝗂𝗇𝗇 ∪ Z𝗈𝗎𝗍.
One can prove easily the following proposition:
Proposition 1.2. (i) 𝝠 is a non-negative essentially self-adjoint operator
in L 𝟤(Y ); 𝖪𝖾𝗋(𝝠) consists of constant functions.
(ii) 𝝠 has a discrete accumulating to infinity spectrum with eigenvalues
𝟢 = 𝜆𝟢 < 𝜆𝟣 ≤ ... could be obtained recurrently from the following variational
problem:
(1.3)
∫︁
X
|∇w |𝟤 dx ↦→ 𝗆𝗂𝗇(= 𝜆n)
as
∫︁
Y
|w |𝟤 dx ′ = 𝟣,
∫︁
Y
ww †k dx
′ = 𝟢 for k = 𝟢, ... , n − 𝟣.
Corollary 1.3. The number of eigenvalues of 𝝠, which are less than 𝜆,
equals to the maximal dimension of the linear space of C 𝟤-functions, on
which the quadratic form
(1.4)
∫︁
X
|∇w |𝟤 dx − 𝜆
∫︁
Y
|w |𝟤 dx ′
is negative definite.
Proposition 1.4. Operator 𝝠 has a domain H 𝟣(Y ) and
(1.5) ‖𝝠u‖Y + ‖u‖Y ≍ ‖u‖H 𝟣(Y ),
where (., .) and ‖.‖ denote L 𝟤 inner product and norm.
2) Defined via quadratic forms.
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Proof. Let L = ℓ · ∇, ℓ be a vector field which makes an acute angle with
the inner normal (at Z–with both inner normals). Consider
(1.6) 𝟢 = −(𝝙w , Lw)X = (∇w ,∇Lw)X + (𝜕𝜈w , Lw)Y =∫︁
Q(∇w) dy + O(‖w‖𝟤H 𝟣(X )),
where
(1.7) Q(∇w) = (𝜈 · ∇w)(ℓ · ∇w)− 𝟣
𝟤
𝜈 · ℓ|∇w |𝟤.
This quadratic form has one positive and d negative eigenvalues. Further,
on the subspace orthogonal to ℓ, all eigenvalues are negative. Then
(1.8) ‖𝜕𝜈w‖𝟤 + C‖w‖𝟤H 𝟣(X ) ≍ ‖w‖𝟤H (Y ).
Combined with the estimate for ‖w‖𝟤H 𝟣(X ) ≤ C‖w‖𝟤H 𝟣𝟤 (Y ) it implies the
statement.
Remark 1.5. (i) If Y is infinitely smooth, then 𝝠 is the first-order pseudod-
ifferential operator on Y with the principal symbol (gY (x , 𝜉))
𝟣/𝟤, where gY
is the restriction of the metrics to Y . Then the standard results hold:
(1.9) 𝖭(𝜆) = 𝜅𝟢𝜆
d + O(𝜆d−𝟣) as 𝜆→ +∞
with the standard coefficient 𝜅𝟢 = (𝟤𝜋)
−d𝜔d 𝗆𝖾𝗌(Y ), where 𝗆𝖾𝗌(Y ) means
d-dimensional volume of Y , 𝜔d is the volume of the unit ball in ℝd . We
also can get two-term asymptotics with the same remainder estimate for
𝖭(𝜆) * 𝜆r−𝟣+ , 𝟢 < r ≤ 𝟣.
(ii) Moreover, if the set of all periodic geodesics of Y has measure 𝟢, then
(1.10) 𝖭(𝜆) = 𝜅𝟢𝜆
d + 𝜅𝟣𝜆
d−𝟣 + o(𝜆d−𝟣) as 𝜆→∞.
We also can get two-term asymptotics (three-term for r = 𝟣) with the same
remainder estimate for 𝖭(𝜆) *𝜆r−𝟣+ , 𝟢 < r ≤ 𝟣. The same asymptotics, albeit
with a larger number of terms, hold for r > 𝟣.
(iii) “Regular” singularities of the dimension < (d − 𝟣) (like conical points
in 𝟥𝖣) do not cause any problems for asymptotics of 𝖭(𝜆)—we can use a
rescaling technique to cover them; moreover, in the framework of this paper
they would not matter even combined with edges (like vertices in 𝟥𝖣).
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2 Dirichlet-to-Neumann operator
2.1 Toy-model: dihedral angle
Let Z = ℝd−𝟣 with the Euclidean metrics, X = 𝒳 × Z , Y = 𝒴 × Z , where
𝒳 is a planar angle of solution 𝛼, 𝟢 < 𝛼 ≤ 𝟤𝜋, 𝒴 = 𝒴𝟣 ∪𝒴𝟤, 𝒴j are rays (see
Figure 2).
Then one can identify Y with ℝd with coordinates (s, z), where z ∈ Z
and
- s = 𝖽𝗂𝗌𝗍(y ,Z ) for for a point y ∈ Y𝟣 = 𝒴𝟣 × Z ,
- s = − 𝖽𝗂𝗌𝗍(y ,Z ) for for a point y ∈ Y𝟤 = 𝒴𝟤 × Z .
Then we have a Euclidean metrics and a corresponding positive Laplacian
𝝙Y on Y .
Remark 2.1. (i) We can consider any angle 𝛼 > 𝟢, including 𝛼 > 𝟤𝜋 (in
which case X could be defined in the polar coordinates, but then we need to
address some issues with the domain of operator).
(ii) If 𝛼 = 𝜋, then 𝝠 = 𝝙
𝟣/𝟤
Y .
(iii) We say that X is a proper angle if 𝛼 ∈ (𝟢,𝜋) and that X is a improper
angle if 𝛼 ∈ (𝜋, 𝟤𝜋). We are not very concerned about 𝛼 = 𝜋, 𝟤𝜋 since these
cases will be forbidden in the general case.
For this toy-model we can make a partial Fourier transform Fz→𝜁 and
then study equation in the planar angle:
(2.1) 𝝙𝟤w + w = 𝟢,
where 𝝙𝟤 is a positive 𝟤𝖣-Laplacian and we made also a change of variables
x ′′ ↦→ |𝜁| · x ′′, x ′′ = (x𝟣, x𝟤). Denote by J̄ and ?̄? operators J and 𝝠 for (2.1).
This problem is extensively studied in Appendix A.
Then we can use the separation of variables. Singularities at the vertex
for solutions to (2.1) and w |Y = 𝟢, are the same as for 𝝙𝟤w = 𝟢, w |Y = 𝟢
and they are combinations of r𝜋n/𝛼 𝗌𝗂𝗇(𝜋n𝜃/𝛼) with n = 𝟣, 𝟤, ..., where
(r , 𝜃) ∈ ℝ+ × (𝟢,𝛼) are polar coordinates.
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This show the role of 𝛼: if 𝛼 ∈ (𝟢,𝜋) those functions are inH 𝜎𝗅𝗈𝖼(𝒳 ) with
𝜎 < 𝟣 + 𝜋n/𝛼, and 𝜕𝜈w |Y belong to H 𝜎−𝟥/𝟤𝗅𝗈𝖼 (𝒴).
One can prove easily the following Propositions 2.2 and 2.3 below:
Proposition 2.2. The following are bounded operators
𝝙−𝟣𝖣 :H
𝜎(X )→H 𝜎+𝟤(X ),(2.2)
J :H 𝜎+
𝟥
𝟤 (Y )→H 𝜎+𝟤(X ),(2.3)
𝝠 :H 𝜎+
𝟥
𝟤 (Y )→H 𝜎+ 𝟣𝟤 (X ),(2.4)
where 𝝙𝖣 is an operator 𝝙 with zero Dirichlet boundary conditions on Y
and
- 𝜎 ∈ [−𝟣
𝟤
, 𝟢], if 𝛼 ∈ (𝟢,𝜋), and
- 𝜎 ∈ [−𝟣
𝟤
, ?̄?) with ?̄? = 𝜋/𝛼− 𝟣 otherwise.
Proposition 2.3. For equation (2.1) in 𝒳
(2.5) ?̄?− (D𝟤s + 𝟣)𝟣/𝟤 =
∑︁
j+k≤𝟣
D jsK̄jkD
k
s ,
where operators K̄jk have Schwartz kernels K̄jk(s, s
′) such that
(2.6) |Dps Dqs′K̄jk(s, t ′)| ≤
Cpqm|s|−(?̄?−p)− |s ′|−(?̄?−q)−(|s|+ |s ′|)−p−q+(?̄?−p)−+(?̄?−q)−(|s|+ |s ′|+ 𝟣)m
and l± := 𝗆𝖺𝗑(±l , 𝟢) and m is arbitrarily large.
Then
Corollary 2.4. For the toy-model in X
(2.7) 𝝠−𝝙𝟣/𝟤Y =
∑︁
j+k≤𝟣
D jsKjkD
k
s ,
where operators Kjk have Schwartz kernels
(2.8) Kj ,k(x
′, s; y ′, s ′) = (𝟤𝜋)𝟣−d
∫︁∫︁
|𝜉′|𝟤−j−kK̄jk(s|𝜉′|, s ′|𝜉′|)e−i⟨x ′−y ′,𝜉′⟩ d𝜉′.
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2.2 General case
Consider now the general case. In this case we can again introduce coordinate
s on Y and consider Y as a Riemannian manifold, but with the metrics
which is only C 𝟢,𝟣 (Lipschitz class); more precisely, it is C∞ on both Y𝟣 and
Y𝟤, but the first derivative with respect to s may have a jump on Z . It does
not, however, prevent us from introduction of 𝝙Y and therefore 𝝙
𝟣
𝟤
Y , but
the latter would not be necessarily the classical pseudodifferential operator.
We want to exclude the degenerate cases of the angles 𝜋 and 𝟤𝜋. So, let
us assume that
(2.9) Z = {x : x𝟣 = x𝟤 = 𝟢} and X = Z ×𝒳 with a planar angle 𝒳 ∋ (x𝟣, x𝟤),
disjoint from half-plane and the plane with a cut.
Definition 2.5. For z ∈ Z let 𝛼(z) be an internal angle between two leaves
of Y at point z (calculated in the corresponding metrics). Due to our
assumption either 𝛼(z) ∈ (𝟢,𝜋) or 𝛼(z) ∈ (𝜋, 𝟤𝜋). Let Zj be a connected
component of Z .
(i) Zj is a inner edge if 𝛼(z) ∈ (𝟢,𝜋) on Zj , and
(ii) Zj is an outer edge if 𝛼(z) ∈ (𝜋, 𝟤𝜋) on Zj .
One can prove easily
Proposition 2.6. The following are bounded operators
𝝙−𝟣𝖣 :H
𝜎(X )→H 𝜎+𝟤(X ),(2.10)
J :H 𝜎+
𝟥
𝟤 (Y )→H 𝜎+𝟤(X ),(2.11)
𝝠 :H 𝜎+
𝟥
𝟤 (Y )→H 𝜎+ 𝟣𝟤 (X ),(2.12)
where 𝝙𝖣 is an operator 𝝙 with zero Dirichlet boundary conditions on Y
and
(i) 𝜎 ∈ [−𝟣
𝟤
, 𝟢], if 𝛼(z) ∈ (𝟢,𝜋) ∀z ∈ Z , and
(ii) 𝜎 ∈ [−𝟣
𝟤
, ?̄?) with ?̄? = 𝜋/?̄?− 𝟣, ?̄? = 𝗆𝖺𝗑z∈Z 𝛼(z) otherwise.
One can also prove easily
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Proposition 2.7. In the general case, assuming that Z = {x : x𝟣 = x𝟤 = 𝟢}
and X = Z ×𝒳 with a planar angle 𝒳 ∋ (x𝟣, x𝟤) of solution ∈ (𝟢,𝜋)∪ (𝜋, 𝟤𝜋)
(2.13) 𝝠−𝝙𝟣/𝟤Y = b +
∑︁
j+k≤𝟣
D jsKjkD
k
s ,
where b is a bounded operator and operators Kjk have Schwartz kernels and
(2.14) Kj ,k(x
′, s; y ′, s ′) =
(𝟤𝜋)𝟣−d
∫︁∫︁
|𝜉′|𝟤−j−kK̄jk
(︀𝟣
𝟤
(x ′ + y ′), s|𝜉′|, s ′|𝜉′|)︀ e−i⟨x ′−y ′,𝜉′⟩ d𝜉′.
Remark 2.8. On the distances ≳ 𝟣 from Z , b is a classical 𝟢-order pseu-
dodifferential operator, on the distance ≳ |𝜉′|−𝟣+𝛿 it is a rough 𝟢-order
pseudodifferential operator3).
3 Microlocal analysis
3.1 Propagation of singularities near edge
We are going to consider microlocal analysis near point (x̄ , 𝜉′′) ∈ T *Z under
assumption (2.9). In our approach we use definition of operator 𝝠 rather than
its description of the previous Section 2. So, let x = (x ′′; x ′) ∈ ℝ𝟤 × ℝd−𝟣.
Proposition 3.1. (i) Let qj = qj(𝜉
′) (j = 𝟣, 𝟤) be two symbols, constant as
|𝜉′| ≥ C . Assume that the 𝖽𝗂𝗌𝗍(𝗌𝗎𝗉𝗉(q𝟣), 𝗌𝗎𝗉𝗉(q𝟤)) ≥ 𝜖.
Consider h-pseudodifferential operators Qj = q
𝗐
j (h
−𝟣D ′), j = 𝟣, 𝟤. Then
the operator norms of
Q𝟣𝝙
−𝟣
𝖣 Q𝟤 : L
𝟤(X )→H 𝟤(X ), Q𝟣JQ𝟤 :H 𝟣𝟤 (Y )→H 𝟤(X ),(3.1)𝟣,𝟤
Q𝟣𝝠Q𝟤 :H
𝟣(Y )→ L 𝟤(Y )(3.1)𝟥
do not exceed C ′hs with arbitrarily large s where 𝝙𝖣 is an operator 𝝙 with
zero Dirichlet boundary conditions on Y .
3) I. e. with the symbols such that |D𝛼x D𝛽𝜉 | ≤ C𝛼𝛽𝜌−|𝛽|𝛾−|𝛼 with 𝜌𝛾 ≥ h𝟣−𝛿, 𝜌𝛾 ≥ h𝟣−𝛿.
Here 𝜌 = 𝟣, 𝛾 = |x |.
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(ii) Let Qj(x
′) (j = 𝟣, 𝟤) be two functions. Then operators (3.1)𝟣−𝟥 are
infinitely smoothing by x ′.
Proof. (i) Without any loss of the generality one can assume that qj are
constant also in the vicinity of 𝟢. Then the operator norms of [Qj ,𝝙]𝝙
−𝟣
𝖣
in L 𝟤(X ) do not exceed Ch; replacing Qj by Q
(n)
j with Q
(𝟢)
j = Qj and
Q
(n)
j := [Q
(n−𝟣)
j ,𝝙]𝝙
−𝟣
𝖣 for j = 𝟣, 𝟤, ..., we prove by induction that the
operator norms of Q
(n)
j in in L
𝟤(X ) do not exceed Chn. Then one can prove
by induction easily that the operator norm of (3.1)𝟣 does not exceed Ch
s .
Then one can prove easily that the operator norm of (3.1)𝟤,𝟥 do not
exceed Chs as well. It concludes the proof of Statement (i).
(ii) Statement (ii) is proven by the same way.
Let u(x , y , t) be Schwartz kernel of e it𝝠, x , y ∈ Y .
Proposition 3.2. Consider h-pseudodifferential operator Q = q𝗐(x ′, h−𝟣D ′)
where q vanishes {|𝜉′| ≤ c𝟢}. Let 𝜒 ∈ C∞𝟢 (ℝ), T ≥ h𝟣−𝛿. Then operator
norms of Ft→𝜏𝜒T (t)Qxu and Ft→𝜏𝜒T (t)u tQy do not exceed C ′Th
s for 𝜏 ≤ c
for c𝟢 = c𝟢(c).
Proof. One need to consider v = e it𝝠f , f ∈ H 𝟣(Y ), ‖f ‖L 𝟤(Y ) = 𝟣 and
observe that it satisfies (Dt − 𝝠)v = 𝟢. Using (1.5) we see that operator
(Dt − V ) is elliptic in {|𝜉′| ≥ c𝟢, 𝜏 ≤ c} while Proposition 3.1 ensures its
locality.
Therefore, in what follows
Remark 3.3. Studying energy levels 𝜏 ≤ c we can always apply cut-out
domain {|𝜉′| ≥ c𝟢}.
Now we can study the propagation of singularities. Let us prove that
the propagation speed with respects to x and 𝜉′ do not exceed C𝟢. For this
and other our analysis we need the following Proposition 3.4:
Proposition 3.4. For h-pseudodifferential operator Q = q𝗐(x , hD ′) the
following formula onnecting commutators [𝝙,Q] and [𝝠 + 𝜕𝜈 ,Q] holds:
(3.2) − 𝖱𝖾 i([𝝙,Q]Jv , Jv)X = 𝖱𝖾 i(([𝝠,Q] + [𝜕𝜈 ,Q])v , v)Y
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Proof. First, consider real valued symbol q = q(x , 𝜉′) and Q = q𝗐(x , hD ′)
its Weyl quantization. Let v denote just any function on Y and V its
continuation as a harmonic function. Then for w = Jv
𝟢 = (Q𝝙w ,w)X = (𝝙Qw ,w)− ([𝝙,Q]w ,w)X =
− ([𝝙,Q]w ,w)X + (Qw , 𝝙w)X − (𝜕𝜈Qw ,w)Y + (Qw , 𝜕𝜈w)Y =
− ([𝝙,Q]w ,w)X − (Q𝜕𝜈w ,w)Y − ([𝜕𝜈 ,Q]w ,w)Y + (Qw , 𝜕𝜈w)Y =
− ([𝝙,Q]w ,w)X + (Q𝝠v , v)Y − ([𝜕𝜈 ,Q]v , v)Y − (v ,Q𝝠v)Y =
− ([𝝙,Q]w ,w)X − (𝝠Qv , v)Y − ([𝜕𝜈 ,Q]v , v)Y ,
which implies (3.2).
Now we can prove that at energy levels 𝜏 ≤ c the propagation speed
with respects to x and 𝜉′ do not exceed C𝟢 = C𝟢(c).
Proposition 3.5 4). Let Qj = q
𝗐
j (x , hD
′) and 𝖽𝗂𝗌𝗍(𝗌𝗎𝗉𝗉(q𝟣), 𝗌𝗎𝗉𝗉(q𝟤)) ≥
C𝟢T with fixed T > 𝟢. Let 𝜒 ∈ C∞𝟢 ([−𝟣, 𝟣]). Then for 𝜏 ≤ c
(3.3) |Ft→h−𝟣𝜏
(︀
𝜒T (t)Q𝟣xu
tQ𝟤y
)︀| ≤ Chm,
where here and below m is an arbitrarily large exponent and C = Cm.
Proof. (i) The proof is the standard one for propagation with respect to
(x ′, 𝜉′): we consider 𝜑(x ′, 𝜉′, t) and prove that under the microhyperbolicity
condition
𝜑t − {|𝜉′|,𝜑} ≥ 𝜖𝟢,(3.4)
which is equivalent to
𝟤𝜑t − |𝜉′|−𝟣{|𝜉′|𝟤,𝜑} ≥ 𝟤𝜖𝟢|𝜉′|,(3.5)
our standard propagation theorem (see Theorem 2.1.2 of [Ivr2]) holds, just
repeating arguments of its proof, using equality (3.2) and the fact that
‖Jv‖H 𝟣/𝟤(X ) ≍ ‖v‖L 𝟤(Y ).
Then we plug 𝜑(x ′, 𝜉′, t) = 𝜓(x ′, 𝜉′) − t with |∇x ′,𝜉′𝜓| ≤ 𝜖𝟢, and prove
that (3.3) for qj = qj(x
′, 𝜉′).
4) Cf. Theorem 8.5.6(i) of [Ivr2].
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(ii) We need also prove that the propagation speed with respect to (x𝟣, x𝟤)
5)
does not exceed C𝟢, but it is easy since for |s| ≥ 𝜖, 𝝠 is a first-order
pseudodifferential operator with the symbol |𝜉|.
Remark 3.6. In fact, it follows from the proof, that the propagation speed
with respect to x ′ do not exceed C𝟢, and the propagation speed with respect
to 𝜉′ does not exceed C𝟢|𝜉′| with C𝟢, which does not depend on restriction
𝜏 ≤ c . Meanwhile, the propagation speed with respect (x𝟣, x𝟤) does not
exceed 𝟣.
Next we prove that at energy levels 𝜏 = 𝟣 the propagation speed with
respects to x ′ in the vicinity of (𝟢, 𝜉′) with |𝜉′| ≥ 𝜖𝟢 is at least 𝜖𝟣 = 𝜖𝟣(𝜖𝟢).
Proposition 3.7 6). Let Qj = q
𝗐
j (x , hD
′) and
𝖽𝗂𝗌𝗍x ′(𝗌𝗎𝗉𝗉(q𝟣), 𝗌𝗎𝗉𝗉(q𝟤)) ≤ 𝜖𝟣T
with fixed T > 𝟢. Let 𝜒 ∈ C∞𝟢 ([−𝟣,−𝟣𝟤 ] ∪ [−𝟣𝟤 ,−𝟣]). Then for |𝜏 − 𝟣| ≤ 𝜖𝟢
(3.3) holds.
Proof. After propagation theorem mentioned in the proof of Proposition 3.5
is proven we just plug 𝜑(x ′, 𝜉′.t) = 𝜓(x ′, 𝜉′)− 𝜖t with 𝜉′ · ∇x ′𝜓 ≥ 𝟣.
Corollary 3.8 7). In the framework of Proposition 3.5 consider |𝜏 − 𝟣| ≤ 𝜖.
Then
|Ft→h−𝟣𝜏𝝘x𝜒T (t)u tQy | ≤ Ch𝟣−d+mT−m(3.6)
and
|Ft→h−𝟣𝜏𝝘x
(︀
?̄?T ′(t)− ?̄?T (t)
)︀
u tQy | ≤ Ch𝟣−d+mT−m,(3.7)
provided 𝜒 ∈ C∞𝟢 ([−𝟣,−𝟣𝟤 ] ∪ [𝟣𝟤 , 𝟣]), ?̄? ∈ C∞𝟢 ([−𝟣, 𝟣]), ?̄? = 𝟣 on [−𝟣𝟤 , 𝟣𝟤 ],
h ≤ T ≤ T ′ ≤ T𝟢 with small constant T𝟢.
Proof. For small constant T (3.6) follows directly from Proposition 3.7, after
one proves easily that we can insert Dx ′′ , Dy ′′ to the corresponding estimate,
which is easy.
For h ≤ T ≤ T𝟢 we use just rescaling like in the proof of Theorem 2.1.19
of [Ivr2]. Finally, (3.7) is obtained by the summation with respect to
partition of unity with respect to t.
5) Or, equivalently, with respect to s.
6) Cf. Theorem 8.5.6(ii) of [Ivr2].
7) Cf. Corollary 8.5.7(ii) of [Ivr2].
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This implies immediately
Corollary 3.9. 𝖭h(𝜏) and 𝖭h(𝜏)*𝜏𝜎−𝟣+ are approximated by the correspond-
ing Tauberian expressions with T ≍ h𝟣−𝛿 with errors O(h𝟣−d) and O(h𝟣−d+𝜎)
respectively (as 𝜏 = 𝟣 and h→ +𝟢).
3.2 Reflection of singularities from the edge
The results of the previous subsection are sufficient to prove sharp spectral
asymptotics (with the remainder estimate O(𝜆d−𝟣)), which do not require
conditions of the global nature, but insufficient to prove sharper spectral
asymptotics (with the remainder estimate o(𝜆d−𝟣)), which require conditions
of the global nature.
For this more ambitious purpose we need to prove that the singulari-
ties propagate along geodesic billiards on the boundary Y , reflecting and
refracting on the edge Z (so billiards will be branching), and the typical
singularity (with |𝜉′| < 𝜏) does not stick to Z .
To do this we will follow arguments of Subsection 8.5.4 of [Ivr2]. Assum-
ing (2.9) consider operator Q = x𝟣D𝟣 + x𝟤D𝟤 − i/𝟤, which acts along Y . As
an operator in L 𝟤(Y ) it is self-adjoint, as an operator in L 𝟤(X ) it is not,
but differs from a self-adjoint operator Q = x𝟣D𝟣 + x𝟤D𝟤 − i by i/𝟤, which
does not affects commutators.
As a result, repeating the proof of Proposition 3.4 we arrive to
(3.8) Under assumption (2.9) equality (3.2) also holds for the operator
Q = x𝟣D𝟣 + x𝟤D𝟤 − i .
To apply arguments of the proof of Propositions 8.5.9 and then 8.5.10
of [Ivr2], we need to check, if operator i [𝝠,Q] is positive definite, which in
virtue of (3.2) is equivalent to the same property for the form in the left:
(3.9) 𝖱𝖾(i [𝝙,Q]w ,w)− 𝖱𝖾(i [𝜕𝜈 ,Q]w ,w)Y ≥ 𝜖‖∇w‖𝟤for w : 𝝙 = 𝟢.
For the toy-model i [𝝙,Q] = 𝟤(D𝟤𝟣 + D
𝟤
𝟤 ), i [𝜕𝜈 ,Q] = −𝜕𝜈 , and the form on
the left coincides with ‖∇w‖𝟤 − 𝟤‖∇′w‖𝟤 on w in question and therefore
after Fourier transform Fx ′→𝜁 and change of variables x𝟣,𝟤 it boils down to
the inequality
(3.10) ‖∇w‖𝟤 − ‖w‖𝟤 ≥ 𝜖(‖∇w‖𝟤 + ‖w‖𝟤) for w : 𝝙𝟤w + w = 𝟢
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for two-dimensional 𝝙𝟤, norms and scalar products.
This inequality is explored in Appendix A, and in virtue of Proposi-
tion A.11 (3.10) holds for 𝛼 ∈ (𝜋, 𝟤𝜋). Meanwhile due to Proposition A.16
(3.10) fails for 𝛼 ∈ (𝟢, 𝜋).
Therefore we arrive to
Proposition 3.10 8). Consider two-dimensional toy-model (planar angle)
with 𝛼 ∈ (𝜋, 𝟤𝜋).
Let 𝜓 ∈ C∞𝟢 ([−𝟣, 𝟣]), 𝜓𝛾(x) = 𝜓(x/𝛾) and 𝜑 ∈ C∞𝟢 ([−𝟣, 𝟣]), 𝜏 ≥ 𝟣 + 𝜖𝟢.
Then as 𝛾 ≥ h𝟣−𝛿, T ≥ C𝟢𝛾, h𝛿 ≥ 𝜂 ≥ h𝟣−𝛿T−𝟣
(3.11) ‖𝜑(𝜂−𝟣(hDt − 𝜏))𝜓𝛾e it𝝠𝜓𝛾|t=T‖ ≤ CT−𝟣𝛾 + Ch𝛿′ .
Proof. Proof follows the proof of Proposition 8.5.9 of [Ivr2] with m = 𝟣, and
uses equality (3.2) to reduce calculation of the commutator [𝝠,Q] to the
calculation of the commutator [𝝙,Q].
Proposition 3.11 9). Consider (d + 𝟣)-dimensional toy-model (dihedral
angle) with 𝛼 ∈ (𝜋, 𝟤𝜋).
Let 𝜓 ∈ C∞𝟢 ([−𝟣, 𝟣]), 𝜓𝛾(x) = 𝜓(x𝟣/𝛾), 𝜑 ∈ C∞𝟢 ([−𝟣, 𝟣]), 𝜙 ∈ C∞𝟢 (ℝd−𝟣)
supported in {|𝜉′| ≤ 𝟣 − 𝜖} with 𝜖 > 𝟢. Finally, let 𝛾 ≥ h𝟣−𝛿, T ≥ Ch−𝛿𝛾,
h𝛿 ≥ 𝜂 ≥ h𝟣−𝛿T−𝟣. Then
(3.12) ‖𝜑(𝜂−𝟣(hDt − 𝟣))𝜙(hD ′)𝜓𝛾(x𝟣)e it𝝠𝜓𝛾(x𝟣)|t=T‖ = O(hm)
with arbitrarily large m.
Proof. Proof follows the proof of Proposition 8.5.10 of [Ivr2] with m = 𝟣.
Now we can consider the general case. Consider a point z̄ = (x̄ , 𝜉′) ∈ T *Z ,
|x̄ ′| < 𝟣.
We can raise to points z̄± = (x̄ , 𝜉±) ∈ T *Y𝟣,𝟤|Z with |𝜉±| = 𝟣 and
𝜄z̄± = z̄ , where 𝜄(x , 𝜉) = (x , 𝜉′) ∈ T *Z for (x , 𝜉) ∈ T *Y |Z .
Consider geodesic trajectories 𝝭t(z̄
±), going from z̄±) into T *Y𝟣,𝟤 for
t < 𝟢, |t| < 𝜖; this distinguishes these two points.
We also can consider geodesic trajectories 𝝭t(z̄
±), going from z̄∓ into
T *Y𝟣,𝟤 for t > 𝟢, |t| < 𝜖.
Let 𝜄−𝟣z̄ = {z̄+, z̄−} and let 𝝭t(𝜄−𝟣z̄) be obtained as a corresponding
union as well10). So, for such point z̄ 𝝭t(𝜄
−𝟣z) with t < 𝟢 consists of two
8) Cf. Proposition 8.5.9 of [Ivr2].
9) Cf. Proposition 8.5.10 of [Ivr2].
10) So we actually restrict 𝜄 to S*Y |Z and 𝜄−𝟣 to B*Z .
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incoming geodesic trajectories, 𝝭t(𝜄
−𝟣z) with t < 𝟢 consists of two outgoing
geodesic trajectories. Similarly, for z ∈ (T *(Y ∖ Z )) we can introduce 𝝭t(z):
when trajectory hits Z it branches.
Theorem 3.12 11). Consider a point z = (x , 𝜉) ∈ T *Y , |𝜉| = 𝟣. Consider
a (branching ) geodesic trajectory 𝝭t(z) with ±t ∈ [𝟢,T ] (one sign only)
with T ≥ 𝜖𝟢 and assume that for each t indicated it meets 𝜕X transversally
i.e.
(3.13) 𝖽𝗂𝗌𝗍(pix𝝭t(x , 𝜉), 𝜕X ) ≤ 𝜖 =⇒
|d
dt
𝖽𝗂𝗌𝗍(pix𝝭t(x , 𝜉), 𝜕X )| ≥ 𝜖 ∀t : ±t ∈ [𝟢,mT ].
Also assume that
(3.14) 𝖽𝗂𝗌𝗍(pix𝝭t(x , 𝜉), 𝜕X ) ≥ 𝜖𝟢 as t = 𝟢, ±t = T .
Let 𝜖 > 𝟢 be a small enough constant, Q be supported in 𝜖-vicinity of
(x , 𝜉) and Q𝟣 ≡ 𝟣 in C𝟢𝜖-vicinity of 𝝭t(x , 𝜉) as t = ±T . Then operator
(I − Q𝟣)e−it𝝠Q is negligible as t = ±mT .
Proof. Proof follows the proof of Theorem 8.5.11 of [Ivr2] with m = 𝟣.
Adapting construction of the “dependence set” to our case, we arrive to
the following
Definition 3.13. (i) The curve z(t) in T *Y is called a generalized geodesic
billiard if a.e.
(3.15)
dz
dt
∈ K (z),
where
(a) K (z) = {Hg (z)}, g(z) is a metric form, if z ∈ T *(Y ∖ Z ),
(b) K (z) = {Hg (z ′) : z ′ ∈ 𝜄−𝟣𝜄z}, if z ∈ T *Y |Z .
(ii) Let 𝝭t(z) for t ≷ 𝟢 be a set of points z ′ ∈ T *Y such that there exists
generalized geodesic billiard z(t ′) with 𝟢 ≶ t ′ ≶ t, such that z(𝟢) = z and
z(t) = z ′. Map (z , t) ↦→ 𝝭t(z) is called a generalized (branching) billiard
flow .
11) Cf. Theorem 8.5.11 of [Ivr2].
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(iii) Point z ∈ T *Y is partially periodic (with respect to 𝝭) if for some
t ̸= 𝟢 z ∈ 𝝭t(z). Point z ∈ T *Y is completely periodic (with respect to 𝝭)
if for some t ̸= 𝟢 {z} = 𝝭t(z)
Then we arrive immediately to
Corollary 3.14. Assume that Z consists only of only outer edges. Also
assume that the set of all partially periodic points is zero.
Then 𝖭h(𝜏) and 𝖭h(𝜏) * 𝜏 r−𝟣+ are approximated by the corresponding
Tauberian expressions with T ≍ h𝟣−𝛿 with errors o(h𝟣−d) and o(h𝟣−d+r)
respectively (as 𝜏 = 𝟣 and h→ +𝟢).
Proof. Easy details are left to the reader.
4 Main results
4.1 From Tauberian to Weyl asymptotics
Now we can apply the method of successive approximations as described in
Section 7.2 of [Ivr2], considering an unperturbed operator
(a) As one in ℝd , with the metrics, frozen at point y , if 𝖽𝗂𝗌𝗍(y ,Z ) ≥ h𝟣−𝛿.
(b) As one in the dihedral edge, with the metrics, frozen at point (y ′, 𝟢),
if y = (y ′; s) with |s| = 𝖽𝗂𝗌𝗍(y ,Z ) ≤ h𝟣−𝛿,
with the following modification:
We calculate 𝝠 also this way, applying successful approximations for
both 𝝙, when we solve 𝝙w = 𝟢, w |Y = v , and to 𝜕𝜈 , when we calculate
𝜕𝜈w |Y .
Then we prove that for operator h𝝠 the Tauberian expression 𝖭𝖳h (𝟣) for
𝖭−h (𝟣) with T = h
𝟣−𝛿 coincides modulo O(hm) with the (generalized) Weyl
expression
(4.1) 𝖭𝖶h ∼ 𝜅𝟢h−d + 𝜅𝟣h𝟣−d + ... ,
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with the standard coefficient 𝜅𝟢 and with 𝜅𝟣 = 𝜅𝟣,Y ∖Z + 𝜅𝟣,Z , where 𝜅𝟣,Y ∖Z
is calculated in the standard way, for the smooth boundary, and
𝜅𝟣,Z = (𝟤𝜋)
𝟣−d𝜔d−𝟣
∫︁
Z
𝜘(𝛼(y)) dy ,(4.2)
𝜘(𝛼) =
∫︁ ∞
𝟣
∫︁ ∞
−∞
𝜆−d
(︁
𝗲𝛼(s, s,𝜆)− 𝜋−𝟣(𝜆− 𝟣)
)︁
dsd𝜆 ,(4.3)
𝖾𝛼(s, s
′,𝜆) is a Schwartz kernel of the spectral projector of ?̂? in the planar
angle of solution 𝛼 and 𝜋−𝟣(𝜆− 𝟣) is a corresponding Weyl approximation.
4.2 Main theorems
Thus we arrive to the corresponding asymptotics for 𝖭−h (𝟣) and from them,
obviously to asymptotics for 𝖭(𝜏):
Theorem 4.1. Let Y be a compact manifold with edges. Then the following
asymptotics hold as 𝜏 → +∞:
𝖭(𝜏) = 𝜅𝟢𝜏
d + O(𝜏 d−𝟣)(4.4)
and for r > 𝟢
𝖭(𝜏) * 𝜏 r−𝟣+ =
(︁∑︁
m<r
𝜅m𝜏
d−r
)︁
* 𝜏 r−𝟣+ + O(𝜏 d−𝟣).(4.5)
Theorem 4.2. Let Y be a compact manifold with edges. Assume that Z
consists only of outer edges and that the set of all points, which are partially
periodic with respect to the generalized billiard flow, has a measure 𝟢. Then
the following asymptotics hold as 𝜏 → +∞:
𝖭(𝜏) = 𝜅𝟢𝜏
d + 𝜅𝟣𝜏
d−𝟣 + o(𝜏 d−𝟣)(4.6)
and for r > 𝟢
𝖭(𝜏) * 𝜏 r−𝟣+ =
(︁∑︁
m≤r
𝜅m𝜏
d−r
)︁
* 𝜏 r−𝟣+ + o(𝜏 d−𝟣).(4.7)
4.3 Discussion
Remark 4.3. (i) Even for standard ordinary non-branching billiards, billiard
flow 𝝭t could be multivalued. However, if through point z ∈ T *(Y ∖ Z )
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(where now Y is a manifold, and Z is its boundary) passes an infinitely long
in the positive (or negative) time direction billiard trajectory, which always
meets Z transversally, and each finite time interval contains a finite number
of reflections, then 𝝭t(z) for ±t > 𝟢 is single-valued. Points, which do not
have such property, are called dead-end points. For ordinary billiards the
set of dead-end points has measure zero.
(ii) For branching billiards (with velocities c𝟣, c𝟤) we can introduce the
notion of the dead-end point as well: it is if at least one of the branches
either meets Z non-transversally, or makes an infinite number of reflections
on some finite time interval. As it was shown by Yu. Safarov and D. Vassiliev
[SaVa], if c𝟣 and c𝟤 are not disjoint (our case!), the set of dead-end billiards
could have positive measure.
Remark 4.4. (i) Checking non-periodicity assumption is difficult. But in
some domains it will be doable. F.e. assume that Y = Y𝟣 ∪ Y𝟤 globally
is a domain of revolution, so Z is a (d − 𝟣)-dimensional sphere. Then the
measure of the set of dead-end billiards is 𝟢.
(ii) Assume that neither Y𝟣, nor Y𝟤 contains closed geodesics. Let 𝜙j(𝛽) be
the length of the segment of geodesics in Yj , with only ends on Z , where 𝛽
is the reflection angle: Assume that 𝜙j(𝛽) are analytic and 𝜙j(𝛽) → 𝟢 as
Yj
𝛽
𝜙j
Z
Figure 1: Trajectories on the manifold of revolution
𝛽 → +𝟢. Then the measure of the set of partially periodic billiards is 𝟢.
Remark 4.5. Our arguments hold not only for compact X but also for
X ⊂ ℝd+𝟣 with the compact complement and with the metrics. stabilizing
to Euclidean at infinity.
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Remark 4.6. (i) In the next version of this paper we want to prove sharper
asymptotics for domains with inner edges. To do this we need to understand,
how singularities propagate near inner edges. One can prove that there are
plenty of singularities, concentrated in Z × ℝ ∋ (x , t) and {|𝜉′| < 𝜏}. This
is similar to the Rayleigh waves. And, we hope, exactly like Rayleigh waves,
those singularities do not prevent us from the sharper asympotics.
What we need to prove is that the singularities in {|𝜉′| < 𝜏}, coming
from Y ∖ Z transversally to Z , reflect and refract but leave Z instantly. In
other words, that these two kinds of waves are completely separate. It is
what I am trying to prove now.
(ii) Let 𝒦 be the linear span of the corresponding eigenfunctions. We need
to prove that ‖∇w‖ ≥ ‖w‖ holds for w = Ĵv with v ∈ 𝒦⊥. One can prove
easily that ‖∇w‖ = ‖w‖ for w = Ĵv and eigenfunction v (Proposition A.16).
A Planar toy-model
A.1 Preparatory results
Here, in contrast to the whole article, X = {x ∈ ℝ𝟤, x𝟣 ≥ |x𝟤| 𝖼𝗈𝗍(𝛼/𝟤)} is a
planar angle of solution 𝛼 ∈ (𝟢, 𝟤𝜋] with a boundary Y = Y𝟣 ∪ Y𝟤, Y𝟣,𝟤 =
{x : x𝟣 = |x𝟤| 𝖼𝗈𝗍(𝛼/𝟤), ±x𝟤 < 𝟢} and a bisector Y𝟢 = {x : x𝟤 = 𝟢, x𝟣 > 𝟢},
and 𝝙 = −𝜕𝟤𝟣 − 𝜕𝟤𝟤 is a positive Laplacian (so, for simplicity we do not write
“hat”).
Remark A.1. (i) For 𝛼 = 𝜋 we have a regular half-plane {x : x𝟣 > 𝟢}, and
for 𝛼 = 𝟤𝜋 we have a plane with the cut {x : x𝟣 ≤ 𝟢, x𝟤 = 𝟢}.
(ii) One can consider 𝛼 > 𝟤𝜋 on the covering of ℝ𝟤.
Consider real-valued12) solutions of
(A.1) Lw := (𝝙 + 𝟣)w = 𝟢
and operators J , 𝝠: w = Jv solves (A.1) and w |Y = v ; 𝝠v = −𝜕𝜈w |Y with
w = Jv . Recall that 𝜈 is an inner normal to Y .
12) For complex-valued solutions then the main inequalities with w𝟤 replaced by |w |𝟤
follow automatically.
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Y
Y𝟢
X
(a) 𝛼 ∈ (𝟢,𝜋)
Y𝟢
Y
X
(b) 𝛼 ∈ (𝜋, 𝟤𝜋)
Y𝟢Y
X
(c) 𝛼 = 𝟤𝜋
Figure 2: Proper and improper angles
Observe that for any angle13)
(A.2) 𝟤
∫︁∫︁
X
Lw · wx𝟣 dx𝟣dx𝟤 =
∫︁
𝜕X
(︁
(w 𝟤x𝟣 − w 𝟤x𝟤 − w 𝟤)𝜈𝟣 + 𝟤wx𝟣wx𝟤𝜈𝟤
)︁
dr ,
where dr is a Euclidean measure on Y , and the then similar formula holds
with x𝟣 and x𝟤 permuted. Then for solution of (A.1)
(A.3)∫︁
𝜕X
(︁
(w 𝟤x𝟣−w 𝟤x𝟤)(𝜈𝟣ℓ𝟣−𝜈𝟤ℓ𝟤)+𝟤wx𝟣wx𝟤(𝜈𝟤ℓ𝟣+𝜈𝟣ℓ𝟤)−w 𝟤(𝜈𝟣ℓ𝟣+𝜈𝟤ℓ𝟤)
)︁
dr = 𝟢.
If on 𝝘 ⊂ 𝜕X ℓ𝟣 = 𝜈𝟣, ℓ𝟤 = 𝜈𝟤, then we can calculate invariantly as if
ℓ𝟣 = 𝜈𝟣 = 𝟢, ℓ𝟤 = 𝜈𝟤 = 𝟣:
(A.4) (w 𝟤x𝟣 − w 𝟤x𝟤)(𝜈𝟣ℓ𝟣 − 𝜈𝟤ℓ𝟤) + 𝟤wx𝟣wx𝟤(𝜈𝟤ℓ𝟣 + 𝜈𝟣ℓ𝟤)− w 𝟤(𝜈𝟣ℓ𝟣 + 𝜈𝟤ℓ𝟤) =
w 𝟤𝜈 − w 𝟤r − w 𝟤,
where wr = 𝜕rw and w𝜈 = 𝜕𝜈w .
All these formulae hold not only for the original angle, but also for the
smaller angle. Then let consider as X an upper half of the symmetric angle,
𝜕X = Y𝟤 ∪ Y𝟢, on Y𝟢 the integrand is
(A.5) ℐ := (w 𝟤x𝟤 − w 𝟤x𝟣 − w 𝟤)ℓ𝟤 + 𝟤wx𝟣wx𝟤ℓ𝟣
with ℓ𝟣 = 𝗌𝗂𝗇(𝛼/𝟤), ℓ𝟤 = − 𝖼𝗈𝗌(𝛼/𝟤).
13) Not necessary symmetric with respect to x𝟣-axis.
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Consider different cases:
Antisymmetric case: w |Y𝟢 = 𝟢, then ℐ = −w 𝟤x𝟤 𝖼𝗈𝗌(𝛼/𝟤) and
(A.6)
∫︁
Y𝟤
(︀
w 𝟤𝜈 − w 𝟤r − w 𝟤
)︀
dr − 𝖼𝗈𝗌(𝛼/𝟤)
∫︁
Y𝟢
w 𝟤x𝟤 dx = 𝟢.
Symmetric case: wx𝟤|Y𝟢 = 𝟢, then ℐ = (w 𝟤x𝟣 + w 𝟤) 𝖼𝗈𝗌(𝛼/𝟤) and
(A.7)
∫︁
Y𝟤
(︀
w 𝟤𝜈 − w 𝟤r − w 𝟤
)︀
dr + 𝖼𝗈𝗌(𝛼/𝟤)
∫︁
Y𝟢
(w 𝟤x𝟣 + w
𝟤) dx𝟣 = 𝟢.
Proposition A.2. Let w satisfy (A.1). Let either 𝛼 ∈ (𝟢,𝜋] and w is
antisymmetric, or 𝛼 ∈ [𝜋, 𝟤𝜋) and w is symmetric. Then
(A.8) ‖∇w‖𝟤 ≥ ‖w‖𝟤.
Proof. In both cases
∫︀
Y𝟤
(|∇w |𝟤 − w 𝟤) dr ≥ ∫︀
Y𝟤
(w 𝟤𝜈 − w 𝟤) ds ≥ 𝟢. Applying
this inequality to the angle, shifted by t along x𝟣, and integrating by
t ∈ (𝟢,∞), we obtain a double integral (divided by 𝗌𝗂𝗇(𝛼/𝟤)).
Moreover, one can see easily, that this inequality is strict unless w = 𝟢.
Similarly, if instead of multiplying by (𝜈𝟣wx𝟣 + 𝜈𝟤wx𝟤) we multiply by
(x𝟤wx𝟣 − x𝟣wx𝟤), then extra terms in the double integral will be ±wx𝟣wx𝟤 and
they cancel one another. However, on Y we get x𝟤 = 𝜈𝟣r , x𝟣 = −𝜈𝟤r and
therefore contribution of Y𝟤 will be as in above with extra factor r :
(A.9)
∫︁
Y𝟣
(︀
w 𝟤𝜈 − w 𝟤r − w 𝟤
)︀
rdr .
On Y𝟢 we get extra factor x𝟣 = r , but not 𝜈𝟤 = − 𝖼𝗈𝗌(𝛼/𝟤), and we arrive to
Antisymmetric case: w |Y𝟢 = 𝟢, then ℐ = w 𝟤x𝟤x𝟣 and
(A.10)
∫︁
Y𝟤
(︀
w 𝟤𝜈 − w 𝟤r − w 𝟤
)︀
rdr +
∫︁
Y𝟢
w 𝟤x𝟤 x𝟣dx𝟣 = 𝟢.
Symmetric case: wx𝟤|Y𝟢 = 𝟢, then ℐ = (−w 𝟤x𝟣 − w 𝟤)x𝟣 and
(A.11)
∫︁
Y𝟤
(︀
w 𝟤𝜈 − w 𝟤r − w 𝟤
)︀
rdr −
∫︁
Y𝟢
(w 𝟤x𝟣 + w
𝟤) x𝟣dx𝟣 = 𝟢.
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Let us explore dependence 𝝠 = 𝝠(𝛼) on 𝛼. Observe first that∫︁∫︁ (︀∇w · ∇w ′ + ww ′)︀ dxd𝟣dx𝟤 = ∫︁ Lw · w ′ − ∫︁
𝜕X
𝜕𝜈w · w ′ dr(A.12)
where (r , 𝜃) are polar coordinates and therefore dr is an Euclidean measure
on Y . It implies
(𝝠v , v ′)Y =
∫︁∫︁ (︀∇w · ∇w ′ + ww ′)︀ dx𝟣dx𝟤,(A.13)
for w = Jv , w ′ = Jv ′. Therefore
(A.14) 𝝠 is symmetric and nonnegative operator in L 𝟤(Y ).
Consider X = X (𝛼), Y = Y (𝛼), 𝝠 = 𝝠(𝛼) and keep w independent
on 𝛼. Let us replace 𝛼 by 𝛼 + δ𝛼 etc. Then for a symmetric X we have
δv = −r(𝜕𝜈w)δ𝛼 = 𝟣𝟤 r(𝝠v)δ𝛼 and it follows from (A.13) that
((δ𝝠)v , v)Y + 𝟤(𝝠v , δv)Y =
𝟣
𝟤
∫︁
Y
(︀|∇w |𝟤 + |w |𝟤)︁ rdr × δ𝛼
and therefore
((δ𝝠)v , v)Y = −𝟣
𝟤
∫︁
Y
(︀
w 𝟤𝜈 − w 𝟤r − |w |𝟤
)︁
rdr × δ𝛼.(A.15)
Combining with (A.10) and (A.13) we arrive to
Proposition A.3. (i) On symmetric functions 𝝠(𝛼) is monotone increas-
ing function of 𝛼.
(ii) On antisymmetric functions 𝝠(𝛼) is monotone inreasing function of 𝛼.
Let us identify Y with ℝ ∋ s, s = ∓r on Y𝟣,𝟤 respectively.
Proposition A.4. (i) On symmetric functions 𝝠(𝜋) = (D𝟤s + I )
𝟣
𝟤 .
(ii) On antisymmetric functions 𝝠(𝟤𝜋) ≥ (D𝟤s + I )
𝟣
𝟤 .
Proof. Statement (i) is obvious. Statement (ii) follows from the fact that
on antisymmetric function v 𝝠(𝟤𝜋)v coincides with 𝝠(𝜋)v 𝟢, restricted to
{x𝟣 < 𝟢}, where v 𝟢 is v , extended by 𝟢 to {x𝟣 > 𝟢}.
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Therefore, combining Propositions A.3 and A.4 we conclude that
Corollary A.5. (i) On symmetric functions 𝝠(𝛼) ≥ (D𝟤s + I )
𝟣
𝟤 for 𝛼 ∈
[𝜋, 𝟤𝜋].
(ii) On antisymmetric functions 𝝠(𝛼) ≥ (D𝟤s + I )
𝟣
𝟤 for 𝛼 ∈ (𝟢, 𝟤𝜋].
Remark A.6. One can prove easily, that inequalities are strict for 𝛼 ∈ (𝜋, 𝟤𝜋],
𝛼 ∈ (𝟢, 𝟤𝜋] respectively.
Now we want to finish general arguments and to prove inequality (A.8)
for antisymmetric w and 𝛼 ∈ (𝜋, 𝟤𝜋]. It will be more convenient to use polar
coordinates (r , 𝜃) and notations 𝒴𝛽 = {(r , 𝜃) : : 𝜃 = 𝛽}, 𝒳𝛽𝟣,𝛽𝟤 = {(r , 𝜃) : :
𝛽𝟣 ≤ 𝜃 ≤ 𝛽𝟤}. Here and below 𝛽* ∈ [−𝛼/𝟤,𝛼/𝟤]. Recall that
(A.16) L = −𝜕𝟤r − r−𝟣𝜕r − r−𝟤𝜕𝟤𝜃 + 𝟣.
Proposition A.7. (i) Let w satisfy equation (A.1) in X . Then
(A.17) ℐ(𝛽) :=
∫︁
𝒴𝛽
[︁
r−𝟤w 𝟤𝜃 − w 𝟤r − w 𝟤
]︁
rdr
does not depend on 𝛽.
(ii) Therefore
(A.18) 𝒥 (𝛽𝟣, 𝛽𝟤) :=
∫︁∫︁
𝒳𝛽𝟣,𝛽𝟤
[︁
r−𝟤w 𝟤𝜃 − w 𝟤r − w 𝟤
]︁
rdrd𝜃
depends only on 𝛽𝟤 − 𝛽𝟣 and therefore is proportional to it.
Proof. One proves (i) by analyzing − ∫︀∫︀𝒳𝛽𝟣,𝛽𝟤 Lw · 𝜕𝜃w dxdy (which actually
was done before, since w𝜃 = −x𝟤wx𝟣 + x𝟣wx𝟤 .
To prove (ii) observe that 𝜕𝛽𝒥 (𝛽𝟣, 𝛽) = ℐ(𝛽).
Proposition A.8. (i) Function
(A.19) 𝒥 (𝛽𝟣, 𝛽𝟤) :=
∫︁
𝒳𝛽𝟣,𝛽𝟤
w 𝟤r−𝟣 drd𝜃
with fixed 𝛽𝟣,𝟤 = 𝛽 ∓ 𝜎 is convex with respect to 𝛽 (if 𝜎 > 𝟢).
A. Planar toy-model 22
(ii) Further, if w is either symmetric or antisymmetric, then it reaches
minimum as 𝛽 = 𝟢 (i.e. 𝒳𝛽𝟣,𝛽𝟤 is symmetric with respect to Y𝟢).
Proof. (i) Consider
(A.20) 𝟢 =
∫︁∫︁
𝒳𝛽𝟣,𝛽𝟤
Lw · w rdrd𝜃 =∫︁∫︁
𝒳𝛽𝟣,𝛽𝟤
(w 𝟤r + r
−𝟤w 𝟤𝜃 + w
𝟤) rdrd𝜃 + ℐ ′(𝛽𝟣)− ℐ ′(𝛽𝟤)
with
(A.21) ℐ ′(𝛽) =
∫︁
𝒴𝛽
ww𝜃 r
−𝟣dr = 𝜕𝛽ℐ(𝛽), ℐ(𝛽) :=
∫︁
𝒴𝛽
w 𝟤 r−𝟣dr .
Observe that the first term is positive. Then ℐ ′(𝛽𝟤) − ℐ ′(𝛽𝟣) > 𝟢; on the
other hand, it is the second derivative of 𝒥 (𝛽𝟣, 𝛽𝟤) with respect to 𝛽.
(ii) Moreover, for both symmetric and antisymmetric w ℐ(𝛽𝟤)− ℐ(𝛽𝟣) = 𝟢.
And the difference ℐ(𝛽𝟤)− ℐ(𝛽𝟣) = 𝟢 for 𝛽 = 𝟢.
Corollary A.9. Since w𝜃 satisfies the same equation and is antisymmet-
ric (symmetric) respectively, the same conclusions (i), (ii) hold for 𝒥 :=∫︀
𝒳𝛽𝟣,𝛽𝟤
w 𝟤𝜃 r
−𝟣 rdrd𝜃.
Then in virtue of Proposition A.7(ii) the same conclusions (i), (ii) hold
for 𝒥 := ∫︀∫︀𝒳𝛽𝟣,𝛽𝟤 (w 𝟤r + w 𝟤) rdrd𝜃.
Next, observe that Lr𝜕rw = 𝟤𝝙w = −𝟤w and if we use the same
arguments, as in the proof of Proposition A.8(ii) for r𝜕rw , then instead of
the first term in (A.20) we get∫︁∫︁
𝒳𝛽𝟣,𝛽𝟤
(︀
(rwr )
𝟤
r + w
𝟤
r𝜃 + (rwr )
𝟤 − w 𝟤)︀ rdrd𝜃,(A.22)
where an additional last term appears as∫︁∫︁
𝒳𝛽𝟣𝛽𝟤
𝟤w𝜕rw · r 𝟤drd𝜃 = −
∫︁∫︁
𝒳𝛽𝟣𝛽𝟤
w 𝟤 rdrd𝜃.
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Consider last two terms and skip integration by d𝜃; plugging w = r−𝟥/𝟤u
with u(𝟢) = 𝟢, we arrive to∫︁ (︀
ur−𝟥
𝟤
r−𝟣u)𝟤−r−𝟤u𝟤)︀ dr = ∫︁ (︀u𝟤r−𝟥r−𝟣uru+𝟧𝟦 r−𝟤u𝟤)︀ dr =
∫︁ (︀
u𝟤r−
𝟣
𝟦
r−𝟤u𝟤
)︀
dr
which is again nonnegative term. Then we arrive to
Corollary A.10. The same conclusions (i) and (ii) of Proposition A.8 hold
for 𝒥 (𝛽𝟣, 𝛽𝟤) with w replaced by rwr , i.e. 𝒥 (𝛽𝟣, 𝛽𝟤) :=
∫︀∫︀
𝒳𝛽𝟣,𝛽𝟤
w 𝟤r rdrd𝜃.
Then in virtue of Proposition A.7(ii) the same conclusions (i), (ii) hold
for
(A.23) 𝟤
∫︁∫︁
𝒳𝛽𝟣,𝛽𝟤
|𝜕rw |𝟤 rdrd𝜃+∫︁∫︁
𝒳𝛽𝟣,𝛽𝟤
(r−𝟤|𝜕𝜃w |𝟤 − |𝜕rw |𝟤 − |w |𝟤|) rdrd𝜃 =
∫︁∫︁
𝒳𝛽𝟣,𝛽𝟤
(|∇w |𝟤 − |w |𝟤) dxdy .
Now we can prove
Proposition A.11. Let 𝛼 ∈ (𝜋, 𝟤𝜋]. Then for both symmetric and anti-
symmetric w (A.8) holds.
Proof. Indeed, assume that it is not the case:
∫︀∫︀
X
(|∇w |𝟤 − w 𝟤) dxdy < 𝟢
for some w . Then due to Corollary A.10 the same is true for X replaced
by 𝒳𝛽𝟣,𝛽𝟤 with 𝛽𝟣,𝟤 = ∓(𝟤𝜋 − 𝛼)/𝟤 and the same w . Then it is true for the
sum of these to expressions (with X == X−𝛼/𝟤,𝛼/𝟤 and 𝒳𝛽𝟣,𝛽𝟤), which is the
sum of the same expressions for the half-planes X𝛼/𝟤−𝜋,𝛼/𝟤 and X−𝛼/𝟤,𝜋−𝛼/𝟤.
However, for half-planes (A.8) holds.
Let P𝜏 = θ(𝜏 − 𝝠).
Proposition A.12. (i) Let 𝛼 ∈ [𝜋, 𝟤𝜋]. Then for any 𝜏 > 𝟣 for w = Jv ,
v ∈ 𝖱𝖺𝗇(I − P𝜏 ),
(A.24) ‖∇w‖𝟤 ≥ (𝟣 + 𝛿)‖w‖𝟤
with 𝛿 = 𝛿(𝜏) > 𝟢.
(ii) Let 𝛼 ∈ (𝟢, 𝜋]. Then for any 𝜏 > 𝟣 for antisymmetric w = Jv , v ∈
𝖱𝖺𝗇(I − P𝜏 ), (A.24) holds.
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Proof. Observe first that
(A.25) {v ∈ 𝖱𝖺𝗇(I−P𝜏 ) : ‖v‖Y = 𝟣, : ‖∇Jv‖𝟤 ≤ (𝟣+𝛿′)‖Jv‖𝟤} is a compact
set in L 𝟤(Y ) for 𝛿′ = 𝛿′(𝜏) > 𝟢.
Indeed, in the zone {x : |x | ≥ R} we can apply semiclassical arguments with
h := R−𝟣 after scaling x ↦→ R−𝟣x .
Since in both cases (A.8) holds with a strict inequality for w ̸= 𝟢), we
arrive to both Statements (i) and (ii).
A.2 Spectrum
The above results are sufficient for our needs, for 𝛼 ∈ (𝜋, 𝟤𝜋]. However we
would like to explore the case of 𝛼 ∈ (𝟢, 𝜋) and even 𝛼 ∈ (𝜋, 𝟤𝜋] in more
depth.
Corollary A.13. (i) Let 𝛼 ∈ [𝜋, 𝟤𝜋]. Then 𝖲𝗉𝖾𝖼(𝝠) = [𝟣,∞) and it is
continuous.
(ii) Let 𝛼 ∈ (𝟢,𝜋]. Then 𝖲𝗉𝖾𝖼(𝝠𝖺𝗌𝗒𝗆) = [𝟣,∞) and it is continuous, where
𝝠𝗌𝗒𝗆 and 𝝠𝖺𝗌𝗒𝗆 denote the restriction of 𝝠 to the spaces of symmetric and
antisymmetric functions, correspondingly.
Proof. We already know that the that essential spectrum of 𝝠 is [𝟣,∞).
We also know that in the case (i) 𝝠 > I and in the case (ii) 𝝠𝖺𝗌𝗒𝗆 > I .
Therefore 𝟣 is not an eigenvalue. Continuity of the spectrum follows from
(i [𝝠,Q]v , v) ≥ 𝛿‖v‖𝟤 for v ∈ 𝖱𝖺𝗇(I −P𝜏 ), v is antisymmetric in the case (ii),
which is due to Statements (i) and (ii) of Propostion A.12.
Remark A.14. Paper [KP] is dealing mainly with the eigenvalues of 𝝙𝟤
in the planar sector under Robin boundary condition (𝜕𝜈 + 𝛾)w |Y = 𝟢,
𝛾 > 𝟢 14). Then eigenvalues 𝜏 of 𝝠 and eigenvalues 𝜇 of that problem are
related through Birman-Schwinger principle and scaling: 𝜇k = −𝜏−𝟤k 𝛾𝟤.
Some of the results:
(i) Theorem 3.1 states that (−∞,−𝛾𝟤) contains only discrete spectrum of
such operator and it is finite.
14)In that paper 𝛼 is a half-angle, and 𝜈 is a unit external normal. Below we refer to
this paper using our notations.
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(ii) Theorem 2.3 states that for 𝛼 ∈ (𝟢,𝜋) the bottom eigenvalue−𝛾𝟤/ 𝗌𝗂𝗇𝟤(𝛼/𝟤)
is simple and the corresponding eigenfunction is 𝖾𝗑𝗉(−𝛾x𝟣/ 𝗌𝗂𝗇(𝛼/𝟤).
(iii) Theorem 3.6 states that for 𝛼 ∈ [𝜋
𝟥
, 𝜋) there is no other eigenvalues
in (𝟢, 𝟣), while Theorem 4.1 implies that the number of such eigenvalues is
≍ 𝛼−𝟤 as 𝛼→ 𝟢 15).
Then we conclude that
Corollary A.15. (i) Interval (𝟢, 𝟣) contains only discrete spectrum of 𝝠𝗌𝗒𝗆
which is finite.
(ii) For 𝛼 ∈ (𝟢,𝜋) the bottom eigenvalues is 𝗌𝗂𝗇(𝛼/𝟤) and the corresponding
eigenfunction is 𝖾𝗑𝗉(−x𝟣).
The discrete spectrum would not prevent us from the extending our
main results to 𝛼 ∈ (𝟢,𝜋). Even (possible) eigenvalue 𝟣 on the edge of the
essential spectrum would not be an obstacle. However eigenvalues embedded
into (𝟣,∞) are an obstacle (see Proposition A.16).
Proposition A.16. If wp = Jvp where vp are eigenfunctions of 𝝠, corre-
sponding to eigenvalues 𝜏p, and 𝜏j = 𝜏k , then
(A.26) (∇wj ,∇wk)− (wj ,wk) = 𝟢.
In particular,
(A.27) ‖∇wj , ‖𝟤 − ‖wj‖𝟤 = 𝟢.
Proof. It follows from equality (3.2) for Q = x𝟣D𝟣 + x𝟤D𝟤 + i/𝟤 and
([Q, 𝝠]vj , vk) = (𝝠vj ,Qvjk) − (Qvj , 𝝠vk) = 𝟢 for eigenfunction vj vk pro-
vided 𝜏j = 𝜏k .
To extend the main sharp spectral asymptotics to operators in domains
with inner edges one needs to prove the first following
Conjecture A.17. For any 𝜏 > 𝟣 and for any w = Jv with symmetric
v ∈ 𝖱𝖺𝗇(I − P𝜏 ) estimate (A.24) holds.
15) In fact, the compete asymptotic expansion of the eigenvalues is derived in Theo-
rem 4.16 of [KP].
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Remark A.18. (i) Recall that this is true for 𝛼 ∈ [𝜋, 𝟤𝜋] and, also, for
𝛼 ∈ (𝟢, 𝜋) and antisymmetric v . So, only the case of 𝛼 ∈ (𝟢, 𝜋) and
symmetric v needs to be covered.
(ii) So far it is unknown, if in the the case of 𝛼 ∈ (𝟢, 𝜋) 𝝠𝗌𝗒𝗆 has eigenvalues
embedded into continuous spectrum (𝟣,∞) or on its edge.
(iii) Also it is unknown in any case, if the continuous spectrum is absolutely
continuous (i.e. that the singular continuous spectrum is empty).
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