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Abstract. We consider the Q-state Potts model on the square lattice. Reexamining
exact solutions of the Ising model (Q = 2), we propose a universal form for C4v to
analyze the asymptotic correlation functions of off-critical systems. In contrast to the
Ornstein-Zernicke form, it permits us to investigate the anisotropic correlation lengths
(ACLs). Monte Carlo (MC) simulations are performed using the cluster algorithm
proposed by Evertz and von der Linden. Fitting MC data with the universal form, we
reproduce the ACL of the Ising model within a five-digit accuracy above the critical
temperature TC. Subsequently, for Q = 3, 4 and T > TC, we obtain strong numerical
evidence that our form is applicable also to their asymptotic correlation functions
and the ACLs. From the calculated ACLs, the equilibrium crystal shapes (ECSs) are
derived via duality and Wulff’s construction. Regarding Q as a continuous variable,
we find that the ECS of the Q-state Potts model is essentially the same as those of
the Ising model on the Union Jack and 4-8 lattices, which are represented as a simple
algebraic curve of genus 1.
Keywords : Q-state Potts model, Monte Carlo simulation, anisotropic correlation
length, equilibrium crystal shape, algebraic curve
PACS numbers: 05.50.+q, 05.10.Ln, 02.10.De, 61.50.Ah
Submitted to: J. Phys. A: Math. Theor.
Asymptotic correlation functions in the Q-state Potts model 2
1. Introduction
Thermal evolution of the equilibrium crystal shape (ECS) [1, 2] has received considerable
attention for the last few decades [3, 4, 5, 6, 7, 8, 9, 10]. This revived interest is based on
connections between the ECS and the roughening transition phenomena [2, 3, 4, 5, 6, 7].
The first exact analysis of the ECS was done for the square-lattice Ising model [3]; see
also [4, 5].
Here, we investigate a two-dimensional (2D) Q-state Potts model [11, 12], whose
Hamiltonian is described by the Q-valued variables qr:
E(Q) = −
∑
〈r,r′〉
Jr,r′δ (qr, qr′) , qr = 0, 1, . . . , Q− 1. (1.1)
The sum runs over all nearest-neighbor-site pairs 〈r, r′〉 on a lattice. Note that the Q = 1
and Q = 2 cases describe the bond percolation and the Ising model, respectively. For
general Q, the Potts model is exactly solvable at the phase transition point [11, 13, 14].
The phase transition is continuous for Q ≤ 4, and first-order for Q > 4. In a previous
study [8] we generalized the argument in [3, 4, 5] to find the ECS in the Q-state Potts
model on the square lattice. We showed that the anisotropic correlation length (ACL)
is related by duality [15, 16, 17, 18] to the anisotropic interfacial tension. For Q > 4, the
ACL was exactly calculated at the first-order transition (or self-dual) point. The ECS
was obtained from the ACL via the duality relation and Wulff’s construction [1, 2]. It
was expressed as an algebraic curve in the αβ-plane
α2β2 + 1 + A3(α
2 + β2) + A4αβ = 0, (1.2)
where α = exp[−λ(X+Y )/kBT ] and β = exp[−λ(X−Y )/kBT ] with the position vector
(X, Y ) of a point on the ECS and a suitable scale factor λ; for definitions of A3 and A4,
see subsection 3.2 of [8]. The algebraic curve (1.2) is quite universal because it appears
as the ECSs of a wide class of lattice models, including the square-lattice Ising model
[3, 4, 5, 6, 7, 8, 9, 10].
We note that (1.2) is not the only universal curve [19, 20]. For example, we
considered the ACL of the square-lattice eight-vertex model in [21]. It was shown
that for a given x (0 < x < 1) there are two cases with respect to a parameter q.
For 0 < q < x3, the ACL is written using the algebraic curve (1.2). However, for
x3 < q < x4, the ACL is not related to (1.2), but to the algebraic curve
α2β2 + 1 + A¯2(αβ + 1)(α+ β) + A¯3(α
2 + β2) + A¯4αβ = 0, (1.3)
where A¯2, A¯3, and A¯4 are given by (4.7) of [21]. The ACL represented by (1.3) is the
same as those of the Ising model on the Union Jack and 4-8 lattices [22]. Some authors
derived algebraic curves for lattice models possessing six-fold rotational symmetry
[22, 23, 24, 25, 26, 27], which are also general ones.
These algebraic curves are expected to be closely connected with symmetries of
lattice models. How do symmetries select the algebraic curves? This is the problem we
must consider. It is also expected that the same situation occurs regardless of whether
the lattice models are exactly solvable.
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In this paper, by reexamining exact solutions of the square-lattice Ising model,
we propose a universal form to analyze asymptotic behavior of correlation functions
of off-critical systems. Then, we investigate the asymptotic correlation function in the
Q-state Potts model. Our approach is a combined use of the universal form and Monte
Carlo (MC) simulations. MC algorithms based on the Fortuin-Kasteleyn random-cluster
representation [28] efficiently work in small Q cases. The combined use is expected to
be quite efficient to calculate the asymptotic correlation function and the ACL.
The format of the present paper is as follows: In section 2, we define the Ising model
on a rotated square lattice to investigate an effect of the C4v symmetry on the asymptotic
behavior of the correlation function. In section 3, we introduce a new method, i.e.,
a universal form for the asymptotic correlation functions which together with the MC
simulation data enables us to evaluate the ACLs. We apply it to the Q = 2, 3 and 4 Potts
models. Section 4 is devoted to discussion and summary. The detailed explanations on
limiting functions to appear in section 2.2 and on the MC simulation calculations are
given in appendices.
2. Exact analysis and universality of asymptotic correlation functions
In this section, we analyze the square-lattice Ising model [11, 29]. While the correlation
function was studied by the Pfaffian method [30], we re-derive their results using a
method that introduces the shift operator into the usual transfer matrix argument
[21, 31] (see also [32, 33]). To find a role of the C4v symmetry, we analyze the Ising
model defined on a square lattice rotated through an arbitrary angle with respect to the
coordinate axes.
2.1. Exact analysis: commuting transfer matrices
We consider the Hamiltonian (1.1) with Q = 2 defined on the square lattice Λsq. We
shall introduce a spin variable as σr = e
ipiqr on each site r = iex + jey ∈ Λsq, which is
capable of the values ±1. The Hamiltonian of the Ising model is given by
E = −
∑
r
(
Jσr+exσr + J
′σr+eyσr
)
, (2.1)
where nearest-neighbor spins are coupled by J or J ′ depending on the direction. We
assume that J, J ′ > 0. Since δ (qr, qr′) =
1
2
(1 + σrσr′), we see that the Q = 2 Potts
model (with Jr,r′ replaced by 2Jr,r′) is equivalent to the Ising model. The partition
function of the Ising model is
Z =
∑
σ
exp
[∑
r
(
Kσr+exσr +K
′σr+eyσr
)]
, (2.2)
where the outer sum is over all the spin configurations and the reduced couplings
K = J/kBT and K
′ = J ′/kBT .
We introduce diagonal-to-diagonal transfer matrices: Consider two successive rows,
and let σ = {σ0, σ1, . . . , σN−1} (respectively σ′ = {σ′0, σ′1, . . . , σ′N−1}) be the spins in the
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Figure 1. (a) Three successive rows of the square lattice drawn diagonally.
(b) The transfer matrix U operates spins on a row to transfer it from the lower to the
upper direction along the m-axis. The i and j-axes correspond to the directions of the
primitive translation vectors ex and ey of Λsq, respectively.
lower (respectively upper) row. We assume the periodic boundary conditions in both
directions. Then, as given in figure 1(a), the transfer matrices V and W are defined by
elements as
[V]σ,σ′ = exp
[
N−1∑
l=0
(Kσl+1σ
′
l +K
′σlσ
′
l)
]
,
[W]σ,σ′ =exp
[
N−1∑
l=0
(Kσlσ
′
l +K
′σlσ
′
l+1)
]
,
(2.3)
where σN = σ0 and σ
′
N = σ
′
0 (see chapter 7 of [11]). When the system has 2M rows, the
partition function is given as follows:
Z = TrUM =
2N∑
p=1
(
Λ2p
)M
, U = VW, (2.4)
where Λ2p is the p-th eigenvalue of U.
Above the critical temperature T > TC, we parameterizeK andK
′ using the elliptic
functions with the modulus k ∈ (0, 1) as
sinh 2K =
ksn(iu)
i
, cosh 2K = dn(iu),
sinh 2K ′ =
i
sn(iu)
, cosh 2K ′ = i
cn(iu)
sn(iu)
.
(2.5)
I and I ′ are the quarter-periods, and the argument u satisfies the condition 0 <
u < I ′ (see chapter 15 of [11]). In addition, for T < TC, we can find the similar
parameterization:
sinh 2K =
sn(iu)
i
, cosh 2K = cn(iu),
sinh 2K ′ =
i
ksn(iu)
, cosh 2K ′ = i
dn(iu)
ksn(iu)
(2.6)
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(see also [34]).
Regard k as a fixed constant, and u as a complex variable. Then, it is obvious
from (2.5) or (2.6) that U is a function of u. When we write it as U(u), it satisfies the
commutation relation
[U(u),U(u′)] = 0 ∀u, u′ ∈ C. (2.7)
Further, let the spin reversal operator R be the matrix with elements
[R]σ,σ′ = δ(σ0,−σ′0)δ(σ1,−σ′1) · · · δ(σN−1,−σ′N−1), (2.8)
it also commutes with U(u)
[U(u),R] = 0. (2.9)
For simplicity, we suppose that N is an even number. It follows that Λ(u) is a
doubly periodic function of u:
Λ(u+ 2I ′) = rΛ(u) and Λ(u− 2iI) = Λ(u)×
{
r for T > TC, (2.10)
1 for T < TC, (2.11)
where r (= ±1) is the eigenvalue of R corresponding to Λ(u). In addition, it is found
that
Λ(u)Λ(u+ I ′) = (−2)N ×


1
sn(iu)N
+ [ksn(iu)]N r for T > TC, (2.12)
1
[ksn(iu)]N
+ sn(iu)Nr for T < TC. (2.13)
We can use (2.12) and (2.13) with the periodicity (2.10) and (2.11) to determine explicit
forms of Λ(u). For example, it is shown that the maximum eigenvalue Λ0(u)
2 behaves
as Λ0(u)
2 ∼ κ(u)2N , when N becomes large, and the per-site free energy f is given by
− f
kBT
= ln κ(u) =
1
2pi
∫ pi
0
dθ ln {2 [cosh 2K cosh 2K ′ + c(θ)]} , (2.14)
where
c(θ) =
(
1− 2k−1 cos 2θ + k−2) 12 × { k for T > TC, (2.15)
1 for T < TC (2.16)
(see section 7.9 of [11]).
2.2. Exact analysis: shift operator method
We investigate the correlation function with the help of the shift operator [21, 31].
Choose a site r+ on the sublattice containing the origin o. The expectation value of the
spin product σoσr+ is represented in the usual transfer matrix method as
〈σoσr+〉 = Tr[A0U
mAnU
M−m]
TrUM
, r+ = n(ex + ey) +m(−ex + ey) (2.17)
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where An is a spin operator defined by the diagonal matrix
[An]σ,σ′ =
{
σn for σ = σ
′,
0 otherwise.
(2.18)
In (2.17) we start with choosing two sites on the same sublattice of Λsq, but this
restriction will be removed later.
Applying a similarity transformation to diagonalize U, we take the M → ∞ limit
first, then the N →∞ limit. In the M →∞ limit, we find that
〈σoσr+〉 =
∑
p
[A˜0]0,p[A˜n]p,0
[
Λp(u)
Λ0(u)
]2m
, (2.19)
where Λp(u)
2 is the p-th eigenvalue of U(u) in decreasing order of magnitude, and A˜n
is the matrix transformed from An. Equation (2.19) implies that the ratios between the
eigenvalues essentially determine the asymptotic behavior of the correlation function
along the diagonal direction. For example, when n is fixed and m becomes large, the
correlation length along the diagonal direction is calculated from the ratios between
Λ0(u)
2 and the next-largest eigenvalues.
To find the asymptotic form in all directions, we consider the ACL, which is
obtainable by taking the m→∞ limit with the ratio
γ = − n
m
(2.20)
fixed. In this limit, contribution from the matrix elements [A˜0]0,p and [A˜n]p,0 is
important as well as the ratios between eigenvalues. This causes a difficulty because the
direct calculation of the matrix elements is, in most cases, very complicated. However,
we can overcome this problem by introducing the shift operator S [21, 31], which is
defined by the matrix with elements
[S]σ,σ′ = δ(σ0, σ
′
1)δ(σ1, σ
′
2) · · · δ(σN−1, σ′0). (2.21)
Because the shift operator relates An to A0 as
An = S
−nA0S
n, (2.22)
it follows from (2.19) that
〈σoσr+〉 =
∑
p
[A˜0]0,p[A˜0]p,0
[
Λp(u)
Λ0(u)
(
Sp
S0
) γ
2
]2m
, (2.23)
where Sp is the p-th eigenvalue of S and S0 = 1. Equation (2.23) shows that we can
obtain the ACL from both the eigenvalues of U(u) and those of S without calculating
the matrix elements. To consider the N →∞ limit, we define limiting functions as
Lp(u) = lim
N→∞
Λp(u)
κ(u)N
, p = 0, 1, . . . , (2.24)
where κ(u) is given by (2.14), (2.15) and (2.16); note that L0(u) ≡ 1. It is shown that
Sp
S0
= lim
u→0
Lp(u)
2. (2.25)
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From (2.23), (2.24) and (2.25), we obtain
〈σoσr+〉 =
∑
p
[A˜0]0,p[A˜0]p,0 [Lp(u)Lp(0)
γ ]2m . (2.26)
It follows from (2.10)-(2.16) that the limiting function must be of the form
L(u) = ±
ν∏
l=1
k
1
2 sn(iu− φl − iI
′
2
), −I
′
2
< ℜ(u) ≤ 3I
′
2
, (2.27)
where L(u) is labeled by an integer ν and real numbers φ1, φ2, . . . , φν instead of p (see
appendix A). For simplicity, we choose the positive sign in (2.27). Detailed analysis
shows that the maximum eigenvalue Λ0(u)
2 corresponds to the case r0 = +1, and [A˜0]0,p
and [A˜0]p,0 vanish unless rp = −1, where rp is the p-th eigenvalue of R (see section 7.10
of [11]). It is also shown that, because of continuous distributions of eigenvalues, the
summation in (2.26) becomes integrals over φls in the N →∞ limit [35, 36].
For T > TC, only the band of next-largest eigenvalues with ν = 1 and r = −1
contributes to the leading asymptotic behavior of the correlation function in the large
m limit with γ fixed. It follows that
〈σoσr+〉 − 〈σo〉〈σr+〉 ∼∫ I
−I
dφρ(φ)
{
k
1
2 sn(iu− φ− iI
′
2
)
[
k
1
2 sn(−φ − iI
′
2
)
]γ}2m
,
(2.28)
where the function ρ(φ) is to be determined from the distribution of eigenvalues, [A˜0]0,p,
and [A˜0]p,0. Note that because r = +1 for eigenvalues with ν = 2, [A˜0]0,p and [A˜0]p,0
vanish due to the Z2 symmetry of the system. Therefore, the first correction to the
asymptotic behavior (2.28) comes from an integral over the band of eigenvalues with
ν = 3 and r = −1 [32, 33].
As stated, we extend the above analysis to include any pair of sites on Λsq. Because
r+ = (n−m)ex+(n+m)ey (figure 1(b)), we obtain the transformation of the coordinates
i = n−m, j = n+m. (2.29)
We can remove the restriction i± j = even in (2.28) to find the correlation function for
all r ∈ Λsq as
〈σoσr〉 − 〈σo〉〈σr〉 ∼∫ I
−I
dφρ(φ)
{
ksn(iu− φ− iI
′
2
)sn(−φ+ iI
′
2
)
[
ksn(iu− φ+ iI
′
2
)sn(−φ + iI
′
2
)
]Γ}j
,
(2.30)
where a ratio
Γ =
i
j
=
γ + 1
γ − 1 . (2.31)
The correlation length ξ along the direction Γ is defined by
−1
ξ
= lim
R→∞
ln [〈σoσr〉 − 〈σo〉〈σr〉]
R
, R =
√
i2 + j2, (2.32)
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where the limit is taken with Γ fixed. We regard ξ as a function of θ, which is the angle
between the ex direction along which nearest-neighbor spins are coupled by J and the
direction Γ [see figure 1(b)]. Explicitly, Γ is related to θ as
Γ =
1
tan θ
,
pi
4
< θ <
5pi
4
. (2.33)
We assume an analyticity of ρ(φ), and then estimate the integral on the right hand side
(rhs) of (2.30) by the method of steepest descent. It follows that
−1
ξ
= sin θ ln
∣∣∣∣ksn(iu− φs − iI ′2 )sn(−φs + iI
′
2
)
∣∣∣∣
+ cos θ ln
∣∣∣∣ksn(iu− φs + iI ′2 )sn(−φs + iI
′
2
)
∣∣∣∣ ,
(2.34)
where the saddle point φs is determined as a function of θ by
0 = sin θ
d
dφs
ln
[
ksn(iu− φs − iI
′
2
)sn(−φs + iI
′
2
)
]
+ cos θ
d
dφs
ln
[
ksn(iu− φs + iI
′
2
)sn(−φs + iI
′
2
)
] (2.35)
with the condition φs = iu − iI ′/2 ± I for θ = 3pi/4. It follows from the relation
ξ(θ + pi) = ξ(θ) that (2.34)-(2.35) is analytically continued into 0 < θ < 2pi.
Note that increasing θ by 2pi causes φs to decrease by 2I
′. We expect that ρ(φ) is a
doubly periodic function, and is analytic inside and on a periodic rectangle. According
to Liouville’s theorem, it should be a constant. We can rewrite (2.30) as
〈σoσr〉 − 〈σo〉〈σr〉 ∼
Const.
∮
dα
α
∮
dβ
β
αiβj
2a− γ1(α+ α−1)− γ2(β + β−1) ,
(2.36)
where the contours of the integration are the unit circles, and
a = (1 + z21)(1 + z
2
2), γ1 = 2z2(1− z21), γ2 = 2z1(1− z22) (2.37)
with z1 = tanhK and z2 = tanhK
′. We note that (2.36)-(2.37) is essentially the same
as the asymptotic form calculated in section XII-4 of [29] and in section 4 of [30].
For T < TC, since the band of next-largest eigenvalues with ν = 2 and r = −1
determines the leading asymptotic behavior of the correlation function (see appendix A),
we obtain
〈σoσr+〉 − 〈σo〉〈σr+〉 ∼∫ I
−I
dφ1
∫ I
−I
dφ2ρ(φ1, φ2)
{
k
1
2 sn(iu− φ1 − iI
′
2
)
[
k
1
2 sn(−φ1 − iI
′
2
)
]γ}2m
×
{
k
1
2 sn(iu− φ2 − iI
′
2
)
[
k
1
2 sn(−φ2 − iI
′
2
)
]γ}2m
.
(2.38)
Again, the function ρ(φ1, φ2) is to be calculated from the distribution of eigenvalues,
[A˜0]0,p, and [A˜0]p,0. Assume an analyticity of ρ(φ1, φ2), and integrate by steepest
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Figure 2. Boltzmann weight of four edges W (a, b|c, d|u), where a, b, c, and d are the
nearest-neighbor spins of f to be summed.
descents. Then, we find that the correlation length ξ∗ below TC is related to ξ above TC
determined by (2.34)-(2.35) as
ξ = 2ξ∗ (2.39)
for all directions. We also find that (2.38) is essentially the same asymptotic form as in
section XII-3 of [29] and in section 3 of [30].
2.3. Exact analysis: passive rotation
The method in section 2.2 corresponds to the active rotations. To find a role of the C4v
(or C2v) symmetry, we consider the passive rotations: We define the Ising model on a
square lattice rotated through an arbitrary angle with respect to the coordinate axes.
The rotated system is related to an inhomogeneous system possessing a one-parameter
family of commuting transfer matrices. A product of commuting transfer matrices can
be interpreted as a transfer matrix acting on zigzag walls in the rotated system [20, 37].
For convenience, we denote the Boltzmann weight of four edges as
W (a, b|c, d|u) = 2 cosh(K ′a+Kb+K ′c+Kd), (2.40)
where a, b, c, and d are the nearest-neighbor spins of f arranged as in figure 2. Note
that K and K ′ are given by (2.5) for T > TC and by (2.6) for T < TC. The weight
W (a, b|c, d|u) satisfies the following properties [37], i.e., the standard initial condition
lim
u→0
W (a, b|c, d|u)
κ(u)2
= δ(a, c), (2.41)
and the crossing symmetry condition
W (a, b|c, d|I ′ − u) = W (b, a|d, c|u), (2.42)
where κ(u) is given by (2.14), (2.15) and (2.16). Since κ(I ′ − u) = κ(u), it follows from
(2.41) and (2.42) that
lim
u→I′
W (a, b|c, d|u)
κ(u)2
= δ(b, d). (2.43)
To analyze a square lattice rotated through an arbitrary angle θ, we consider
inhomogeneous transfer matrices. Let σ = {σ0, σ1, . . . , σN−1} (respectively σ′ =
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{σ′0, σ′1, . . . , σ′N−1}) be the spins on the lower (respectively upper) row of open circles
shown in figure 1(a). Further, suppose that N = (|n| +m)N0, where m > 0 and N0 is
an even number. Then, we can define inhomogeneous transfer matrices as
[UIH(u)]σ,σ′ =
N0−1∏
l=0
[l(|n|+m)+|n|−1∏
s=l(|n|+m)
W (σs, σs+1|σ′s+1, σ′s|u)
×
(l+1)(|n|+m)−1∏
t=l(|n|+m)+|n|
W (σt, σt+1|σ′t+1, σ′t|u+ u0 −H(−n)I ′)
]
, (2.44)
where σN = σ0 and σ
′
N = σ
′
0, and H(·) is the Heaviside step function. Similarly to the
uniform case (2.7) and (2.8), UIH(u) commutes with each other
[UIH(u),UIH(u
′)] = 0 ∀u, u′ ∈ C, (2.45)
and with the spin reversal operator
[UIH(u),R] = 0. (2.46)
By using UIH(u), we can construct a transfer matrix U¯ acting on zigzag walls in
the rotated system as
U¯ =


[
lim
u→0
UIH(u)
κ(u)2|n|N0
]m [
lim
u→I′−u0
UIH(u)
κ(u+ u0)2mN0
]|n|
for n > 0,
[
lim
u→I′
UIH(u)
κ(u)2|n|N0
]m [
lim
u→I′−u0
UIH(u)
κ(u+ u0 − I ′)2mN0
]|n|
for n ≤ 0,
(2.47)
where n and m are related to θ by −n/m = tan(θ + pi/4) with pi/4 < θ < 5pi/4; (see
figure 2 of [37]). The transfer matrix U¯ reduces to the row-to-row transfer matrix in the
case n = m (or n = −m), and to the diagonal-to-diagonal transfer matrix in the case
n = 0. We can find the correlation length along any direction of θ from the eigenvalues
of U¯.
Noting the relations∑
f
W (a, b|f, d|u)W (f, b|c, d| − u) = −(2 sinh 2K ′)2δ(a, c),
∑
f
W (a, b|f, d|u− I ′)W (f, b|c, d| − u+ I ′) = −(2 sinh 2K)2δ(a, c), (2.48)
with sinh 2K and sinh 2K ′ given by (2.5) or (2.6), we also construct a shift operator S¯
as
S¯ =
[
lim
u→0
UIH(u)
κ(u)2|n|N0
]|n|
×


[
− lim
u→−u0
(2 sinh 2K ′)2
]−|n|mN0 [
lim
u→−u0
UIH(u)
κ(u+ u0)2mN0
]m
for n > 0,
[
− lim
u→−u0
(2 sinh 2K)2
]−|n|mN0 [
lim
u→I′−u0
UIH(u)
κ(u+ u0 − I ′)2mN0
]m
for n ≤ 0.
(2.49)
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We denote eigenvalues of UIH(u) as ΛIH(u)
2. When N0 (or N) becomes large with
n and m fixed, the maximum eigenvalue ΛIH;0(u)
2 behaves as
ΛIH;0(u)
2 ∼ κ(u)2|n|N0κ(u+ u0 −H(−n)I ′)2mN0 , (2.50)
where κ(u) is given by (2.14), (2.15) and (2.16) [34, 38]. Also, we shall introduce the
limiting function as
LIH(u) = lim
N0→∞
ΛIH(u)
κ(u)2|n|N0κ(u+ u0 −H(−n)I ′)2mN0 . (2.51)
The expectation value of the spin product σoσr+ is represented as
〈σoσr+〉 =
∑
p
[A¯0]0,p[A¯0]p,0LIH;p(−H(−n)I ′)2mLIH;p(I ′ − u0)2|n|, (2.52)
where A¯0 is the matrix transformed from A0 in (2.18) by a similarity transformation
that diagonalizes UIH(u). Almost the same argument as in appendix A yields that
LIH(u) must be of the form
LIH(u) = ±
ν∏
l=1
k
1
2 sn(iu− φ¯l − iI
′
2
), (2.53)
where φ¯l are complex numbers determined by the condition that the eigenvalues of the
shift operator S¯ are unimodular:
|LIH(−u0)mLIH(0)n| = 1. (2.54)
From (2.53) and (2.54), we can reproduce the asymptotic behavior of the correlation
function found in section 2.2: (2.28) or (2.30) for T > TC, and (2.38) for T < TC.
Now, we consider the correlation function for T > TC (almost the same argument
holds for T < TC). The asymptotic correlation function is given as follows:
〈σoσr+〉 − 〈σo〉〈σr+〉 ∼∫
C
dφ¯ρ¯(φ¯)
[
k
1
2 sn(−φ¯ − iI
′
2
)
]2m [
k
1
2 sn(−iu0 − φ¯+ iI
′
2
)
]2n
.
(2.55)
Note that the contour C is determined by the condition (2.54), and the rotations of the
lattice deform C. For instance, in the case n = 0 (θ = 3pi/4),
∫
C
denotes an integral
over a period interval of the length 2I on the line ℑ[φ¯] = −u0, where (2.55) reduces to
(2.28) by the relations φ¯ = φ− iu0 and ρ¯(φ¯) = ρ(φ) with u0 replaced by u. In the case
n = m (θ = pi/2), the contour C is on the line ℑ[φ¯] = −u0/2, where the equivalence of
(2.28) and (2.55) is derived with the help of the analyticity of the integrand.
2.4. Universality of asymptotic correlation function
We cannot directly relate U¯ to the diagonal-to-diagonal transfer matrix U in section 2.1
and section 2.2. However, as we observed above, after the eigenvalues are summed up,
the results of U¯ are equivalent to those of U. This equivalence is derived using analytic
properties of the integrands in (2.28) and (2.55). Therefore, (i) analyticity of LIH(u)
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[and L(u) in section 2.2] is needed to ensure the equivalence between the methods in
section 2.2 and section 2.3.
Two further properties are pointed out: We find that decreasing θ by pi causes C
to shift by I ′ along the imaginary axis. It follows that (ii) the inversion symmetry is
directly connected with the inversion relation
LIH(u+ I
′) = LIH(u)
−1, (2.56)
which corresponds to the first equation of (A.1) or (A.2). Because the second equation of
(A.1) or (A.2) is also satisfied by LIH(u), it also follows that LIH(u) is a doubly periodic
function. Note that (1.2) and (1.3) represent elliptic curves (i.e., they are algebraic
curves of genus 1) [39]. From (2.28), (2.36) and (2.55), we find that (iii) the asymptotic
correlation function is written in terms of elliptic functions (or differential forms on a
Riemann surface of genus 1).
The meaning of (iii) can be explained as follows: 2D lattice models are related to 2D
Euclidean field theories in the critical limit and for distances much larger than the lattice
spacing. For a Euclidean field, the dispersion relation is written as p2x+p
2
y+m
2 = 0 with
a suitable mass term m, and the correlation function has a periodic structure describing
the rotational symmetry. For off-critical lattice models, two kinds of periodicity appear:
one is connected with two-, four-, or six-fold rotational symmetry, and the other with the
fact that eigenvalues of the transfer matrix are periodic functions of crystal momentum.
This doubly periodic structure leads to the property (iii).
We would like to stress that (i)∼(iii) are quite general properties satisfied by a wide
class of lattice models. Using them, we can essentially determine the form of LIH(u)
and the asymptotic behavior of the correlation functions. The property (iii) shows that,
choosing a suitable parameterization, we can write the correlation function as
〈σoσr〉 − 〈σo〉〈σr〉 ∼
∫ ω1
−ω1
dΘ Y(Θ)jX (Θ)i, (2.57)
where Y(Θ) comes from eigenvalues of the row-to-row transfer matrix, and X (Θ)
the corresponding ones of the shift operator; X (Θ) and Y(Θ) are doubly periodic:
X (Θ+2ω1) = X (Θ+2ω2) = X (Θ) and Y(Θ+2ω1) = Y(Θ+2ω2) = Y(Θ). The property
(ii) yields the inversion relations Y(Θ + ω2) = Y(Θ)−1 and X (Θ + ω2) = X (Θ)−1, and
the property (i) indicates analyticity of Y(Θ) and X (Θ). As a result, Y(Θ) and X (Θ)
must be of the forms
Y(Θ) =
µ∏
l=1
ik
1
2 sn(Θ + αl), X (Θ) =
µ′∏
l=1
ik
1
2 sn(Θ + v + βl). (2.58)
The present square-lattice Ising model possesses the C2v symmetry. It is shown that
v = ±ω2/2, and further in the isotropic case K = K ′ (J = J ′), µ = µ′ and αl = βl owing
to the C4v symmetry of the system. From the correlation function being real-valued, we
find that the modular parameter τ = ω2/ω1 must be pure imaginary. It follows from
(2.30) that the simplest case µ = 2 appears for T > TC. For parameters α1 and α2, we
find two possibilities: (α1 − α2)/ω1 is pure-imaginary or a real number; α1 − α2 = ω2/2
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gives (2.30), which is rewritten as (2.36). The elliptic curve in the denominator of its
integrand is closely related to the C4v (or C2v) symmetry, and thus expected to be a
quite general consequence. Almost the same argument holds for T < TC: Equation
(2.38) shows that µ = 4, and that α1 − α2 = α3 − α4 = ω2/2, and α1 − α3 is a real
number. The only difference from the case of T > TC is that two elliptic curves are
needed to represent the asymptotic correlation function (see section XII-3 of [29] and
section 3 of [30]).
3. Numerical analysis and universal form for asymptotic correlation
functions
To date, numerical calculations of the correlation functions and the correlation lengths
have been frequently performed in research on statistical models defined on various
lattices. One typical way of doing them is to analyze the exponential decay of correlation
function data in a certain fixed direction provided by the MC simulation calculations
on finite systems [40, 41]. However, it is recognized that such an approach cannot
always give an accurate estimation of the correlation lengths. Further, if we use a
similar approach to the above, our analysis on the ACLs is naturally expected to become
more difficult because of the following reasons: First, the finite-size effects in the MC
data can affect the analysis of anisotropies in an unexpected manner. Second, because
the patterns of the ACLs observed in different models, but sharing the same lattice
symmetry, are similar to each other [42, 43], they may give only weak signals of their
difference (see also appendix B).
In this situation, as the MC method, we employ a cluster algorithm proposed
by Evertz and von der Linden [44], which is called infinite-system method since an
extrapolation of data to the thermodynamic limit is not necessary. For a system in a
disordered phase, we generate the random clusters by taking the center site as a seed
site, and expand the thermally equilibrated area outward (for details, see appendix B).
Then, we measure the correlation functions in the area well equilibrated, which are
free of the finite-size effects. We typically generate O(1014) random clusters at each
temperature to attain the high accuracy of MC data [28]. As a form for asymptotic
correlation functions, we propose and use an expression given by the elliptic function,
which includes three parameters to be determined (see below). We perform the fitting
of the MC data in annular regions of lattice sites to analyze the ACLs.
3.1. Universal form for asymptotic correlation function of square-lattice Q-state Potts
model
As discussed in section 2.4, while the number of elliptic curves for T > TC is a half of
that for T < TC, the same elliptic curves should appear in both cases. Therefore, we
can restrict ourselves to the T > TC case. In addition, as discussed in that section,
the number of possible fitting parameters in a form is limited to two or three for the
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Potts model. In particular, the C4v lattice symmetry permits the inclusion of only one
fitting parameter, say b, other than the elliptic modulus k and a normalization factor of
correlation functions A. Therefore, in what follows, we concentrate on the isotropic case
Jr,r′ = 2J where the transition point is simply given by kBTC(Q)/J = 2/ ln
(
1 +
√
Q
)
.
Now, based on the observation in section 2, we shall propose a universal form
for asymptotic behaviors of correlation functions, which we apply to the Q-state Potts
model on a square lattice iex + jey ∈ Λsq:
Fsq(i, j;A, k, b) = A
pi
(1− k2) 14
×
∫ I
−I
dφ
[
ksn(φ+ b
iI ′
4
)sn(φ− b iI
′
4
)
]j[
ksn(φ+ (2 + b)
iI ′
4
)sn(φ+ (2− b) iI
′
4
)
]i
.
(3.1)
We introduced b as a deformation parameter of the elliptic function, whose meaning
and physical significance will be discussed in section 4. We take the Ising model as a
reference, i.e., A and b may, respectively, refer to the exact values A = 1 and b = 1
in the Q = 2 case. Further, k can be related to the inverse correlation length in the
diagonal direction as
1
ξdiag
= − 1√
2
ln k, (3.2)
whose exact values are also available for the Ising model.
We note two possible sources of errors in our analysis: the systematic errors
stemming from higher bands of eigenvalues, which are not taken into account in (3.1),
and the statistical errors inherent in the MC sampling procedures. In general, because
the accuracy of larger-distance correlation function data is lower, those results obtained
by fitting them suffer from statistical errors. However, while the accuracy of shorter-
distance correlation function data is higher, their fitting results can become worse owing
to systematic errors. Therefore, we need to carefully choose the fitting region of the
correlation function data to optimize the reliability of our analysis based on (3.1) (for
details, see below and appendix C).
3.2. Q = 2 case
We start with the Q = 2 Potts model, and demonstrate an accuracy of our numerical
analysis (for Q = 3 and 4, see section 3.3). We shall give the temperature dependence of
three parameters in our form (3.1). We performed intensive MC simulations to achieve
an accuracy demanded for the correlation function c(i, j) and fitting the MC data in
a suitable region. To make it explicit, let us denote an annular region centered at the
origin as D(cmax, cmin) = {(i, j)|cmin < c(i, j) < cmax}, and the number of included sites
as |D(cmax, cmin)|. For instance, at the reduced temperature t = 0.24, we employed
the MC data c(i, j) within the annulus |D(10−3, 3 × 10−4)| = 308 with a mean radius
R(2) ≃ 16 as given by red cells in figure 3. The upper part of table 1 summarizes the
results of Q = 2. Then, one can find that, at all temperatures t, our results coincide
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Figure 3. Example of the annular region D(10−3, 3× 10−4) employed for a fitting of
correlation function data of Q = 2 and t = 0.24 (308 red cells). The origin (0, 0), the
annulus for the Q = 3 Potts model at t = 0.15, and that for the Q = 4 Potts model at
t = 0.1 are indicated by the black cell, green cells, and blue cells, respectively.
with the exact Ising values, ξdiag = ξexact, A = 1 and b = 1 within, at least, five digits
accuracy.
As explained in section 2.2, the systematic errors for the Q = 2 Potts model
stem from the third-band eigenvalues, and thus should be smaller than those in other
cases. This permits us to use (3.1) for inner annuluses. We have checked a very weak
dependence of fitting results on diameters of inner annuluses (see appendix C). In outer
regions the statistical errors become larger. However, we have also checked that their
accuracy is improved by increasing the MC steps. Consequently, we confirm that (3.1)
can play a role of the form to analyze the asymptotic behaviors of the correlation
functions with the ACL, which is not true of the commonly used Ornstein-Zernicke
form.
3.3. Q = 3, 4 cases
In this subsection, we analyze the ACLs observed in the Q = 3, 4 Potts models by
using the same method as section 3.2. As mentioned, the vanishing of the second-band
contribution is due to the Z2 symmetry of the Q = 2 Potts model, so here we cannot
expect the same. In fact, if we compare the Q = 2 and t = 0.24 case with the Q = 3
and t = 0.15 case, whose ξdiags are nearly equal to each other (i.e., ξ¯ ≃ 2.7), we cannot
attain the same accuracy of the fitting for the latter MC data in the former annulus (i.e.,
red cells in figure 3). Because we cannot attribute it to the statistical errors, it should
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Table 1. The temperature dependences of the fitting parameters in (3.1). In addition,
the correlation length ξdiag is enumerated; its exact values are given in the Q = 2 case
for comparison. The parenthesized digits include errors. The geometries of annular
regions employed for fittings are summarized (see text).
Q t cmax cmin |D| A k b ξdiag ξexact
2 0.24 1×10−3 3×10−4 308 1.00000(6) 0.59624(2) 0.99998(7) 2.73482(3) 2.734823
0.30 1×10−2 1×10−3 272 1.00000(0) 0.534544 1.00000(6) 2.25790(6) 2.257906
0.50 1×10−2 1×10−3 132 0.99999(8) 0.386861 1.000001 1.489133 1.489133
1.00 1×10−2 1×10−3 52 0.99999(6) 0.207107 1.00000(1) 0.89818(8) 0.898187
2.00 1×10−1 1×10−3 32 1.000001 0.088825(3) 1.000000 0.584124 0.584124
10.00 1×10−1 1×10−4 20 0.99999(9) 0.0064337(4) 1.000000 0.280253 0.280253
3 0.15 1×10−4 3×10−5 400 0.9685(6) 0.5927(1) 0.9851(4) 2.67297(9) n/a
0.20 1×10−4 3×10−5 280 0.97481(1) 0.52116(8) 0.9862(4) 2.14720(9)
0.30 1×10−4 1×10−5 284 0.98281(5) 0.41484(1) 0.9881(3) 1.59277(2)
0.50 1×10−4 1×10−5 152 0.9907(2) 0.28411(6) 0.99103(1) 1.11624(3)
1.00 1×10−3 1×10−4 48 0.99683(2) 0.141663 0.99507(9) 0.721034(6)
2.00 1×10−3 1×10−5 60 0.9992(3) 0.057265(5) 0.997884 0.49373(9)
8.00 1×10−2 1×10−5 24 0.99997(7) 0.0057675(6) 0.999812 0.274278(7)
4 0.10 3×10−5 1×10−5 428 0.93099(3) 0.5983(6) 0.9718(9) 2.69525(2) n/a
0.14 3×10−5 1×10−5 264 0.9451(6) 0.52232(4) 0.9742(4) 2.1351(1)
0.20 1×10−4 1×10−5 332 0.9591(7) 0.43645(7) 0.97709(0) 1.6763(2)
0.30 1×10−4 1×10−5 204 0.9730(8) 0.33772(6) 0.98076(5) 1.2839(9)
0.50 1×10−4 1×10−5 100 0.9860(5) 0.22315(0) 0.9858(0) 0.93294(5)
1.00 1×10−4 1×10−5 40 0.9957(0) 0.106277 0.99243(5) 0.62743(9)
2.00 1×10−3 1×10−5 48 0.99896(8) 0.0413266 0.996967 0.442926(3)
6.00 1×10−2 1×10−5 32 0.99993(0) 0.0066875(1) 0.999560 0.282339(6)
represent an influence from the second-band contributions in the latter. Consequently,
we need to use (3.1) for annuluses with larger diameters than those in the Q = 2 case.
For this issue, we estimate order of errors included in (3.1) optimized for the Q = 3
MC data in the annulus employed in the Q = 2 case. In the Q = 3 and t = 0.15
case, suppose the deviation at (i, j) = (0, 0) as ∆(3), the systematic error due to the
second-band contribution can be estimated as ∆(3)×e−2R/ξ¯ . To obtain the ACL within
a sufficient accuracy, we find an annulus |D(10−4, 3 × 10−5)| = 400 with a mean radius
R(3) ≃ 21, which is depicted by the green cells in figure 3 (see appendix C). The middle
part of table 1 summarizes the results of the Q = 3 Potts model. We succeeded in
fitting the data by (3.1), which permits us to evaluate the ACL of the model within a
four-digit accuracy at all temperatures calculated. As with the Q = 2 case, we checked
that the improvement of the accuracy was observed for the fitting of data in the outer
annulus by increasing MC steps. The obtained results exhibit the relevant deviations
from the Ising values and imply the importance of the deformation parameter b in (3.1)
(see section 4).
In the Q = 4 Potts model, the second-band contributions become larger than those
in the Q = 3 case. This can be recognized via the same argument as above: We compare
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the Q = 2 and t = 0.24 case with the Q = 4 and t = 0.10, case whose correlation lengths
are nearly equal. From the fitting of the latter MC data within the former annulus, we
can estimate the deviation ∆(4) at (0, 0). Then, we find that it becomes larger than
∆(3). Therefore, we should employ larger diameter annuluses than those in the Q = 3
case. Based on the same order-estimate of the second-band contribution as the above,
we employed the annulus |D(3 × 10−5, 10−5)| = 428 for t = 0.10, which is indicated by
the blue cells in figure 3. The fitting can be performed with the same accuracy as with
the Q = 3 case, and the obtained results are summarized in the lower part of table 1.
As naturally expected, the deviations from the Ising values become more prominent.
We demonstrated that the form (3.1) can accurately fit the asymptotic correlation
functions observed in the square-lattice Q = 2, 3, and 4 Potts models for T > TC (we
expect that almost the same holds also for T < TC). This strongly suggests that the
elliptic functions and elliptic curves appearing in the analysis of the solvable model in
section 2 are quite fundamental elements, so they play a key role in describing a wider
class of models, including unsolvable ones. The universality of the form seems to be
realized via the deformation parameter b introduced in the elliptic functions. In the
present case, it monotonically decreases with the increase of the number of states Q,
and absorbs a variety of models.
4. Discussion and summary
We have investigated the correlation functions of the Q-state Potts model on the square
lattice. Revisiting the exact solutions of the Ising model, we found that the asymptotic
behavior of the correlation function is expressed in terms of the elliptic functions. In
addition, we found the elliptic functions are essentially determined from the C4v (or C2v)
lattice symmetry. These properties are expected to be quite general and satisfied by a
wide class of lattice models including unsolvable ones. Based on these observations, we
have proposed the new approach to analyze the correlation functions by using analytical
and the numerical procedures combined: We brought the above-mentioned analytical
structure into the form for the asymptotic correlation functions, i.e., (3.1). Because
this includes three parameters (A, k, b) not determined by the lattice symmetry, we
performed MC simulations, then carried out fittings of MC data by (3.1) to determine
the parameters.
To demonstrate efficiency of the new approach, we applied it to calculate the ACL
of the Q = 2 Potts model at T > TC. The MC data were prepared using the cluster
algorithm for infinite systems proposed by Evertz and von der Linden. There exist
two kinds of errors: statistical and systematic errors. As mentioned in section 3, one
typical way of calculating the correlation length is to consider the exponential decay of
the correlation function along a fixed direction. It is difficult to control the two kinds
of errors by this method. We utilized the property of the asymptotic form (3.1). We
carefully chose the annular regions for the fittings, then determined the three parameters.
The obtained results agreed quite well with the exact values. To show applicability of
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(3.1) to unsolvable models, we investigated the Q = 3, 4 Potts models at T > TC.
Although corrections to (3.1) are somewhat large in these cases, we succeeded in fitting
the data within a 4∼5-digit accuracy. The results for Q = 2, 3, and 4 show the validity
of the universal form (3.1), and also the importance of the role of the ACLs included
there, which is the reason for the high efficiency of our approach.
It was revealed that (I) the deformation parameter b monotonically decreases with
the increase of Q, and that (II) the Q-state Potts models share the same structure of the
elliptic curves. It is noticeable that, although small in magnitude, (I) provides the first
reliable evidence of a Q dependence of the ACL. To describe its implication to physics,
here we investigate the Q dependence of the ECS. In a previous work [8], we showed
that the ACL is related to the anisotropic interfacial tension as
γ∗
kBT ∗
=
1
ξ
for all directions, (4.1)
where γ∗ is the anisotropic interfacial tension at the temperature T ∗ [< TC(Q)] such
that K∗ = J/kBT
∗ satisfies the duality condition (e2K − 1)(e2K∗ − 1) = Q. Note that
γ∗ is regarded as a function of θ⊥, which is the angle between the normal vector of the
interface and ex-direction; θ = θ⊥ + pi/2. The ECS is derived from γ
∗(θ⊥) via Wulff’s
construction as [1]
ΛR =
(
cos θ⊥ − sin θ⊥
sin θ⊥ cos θ⊥
)(
γ∗(θ⊥)
d
dθ⊥
γ∗(θ⊥)
)
, (4.2)
where R = (X, Y ) is the position vector of a point on the ECS, and Λ a scale factor
adjusted to yield the volume (or area) of the crystal. Because ξ calculated in section 3
gives γ∗ via the relation (4.1), we can derive the ECS by using (4.2) with suitably chosen
Λ. Our result is as follows:
ΛR =
(
− ln ∣∣ksn(φ+ b iI′
4
)sn(φ− b iI′
4
)
∣∣
− ln ∣∣ksn(φ− (2 + b) iI′
4
)sn(φ− (2− b) iI′
4
)
∣∣
)
. (4.3)
As φ moves from 0 to 2iI ′ on the imaginary axis, R sweeps out the ECS. One finds
that the ECS can be expressed by the algebraic curve of (1.3) with α = exp(−ΛX) and
β = exp(−ΛY ), where A¯2, A¯3, and A¯4 are, respectively, given as
A¯2 =
2cn(b iI
′
2
)dn(b iI
′
2
)
1 + ksn(b iI
′
2
)2
, A¯3 = 1, A¯4 = − (k
1
2 + k−
1
2 )2
1 + ksn(b iI
′
2
)2
. (4.4)
It follows that the ECS in the Q-state Potts model is the same as those of the Ising
model on the Union Jack and 4-8 lattices [22].
In the zero temperature, we expect that the ECS is a square, and exhibits a facet
and a corner at θ⊥ = 0 and pi/4, respectively. In these directions ΛR = γ
∗(cos θ⊥, sin θ⊥),
so that the radius of curvature ρ is simply given by
ρ
|R| =
(
1 +
1
γ∗
d2
dθ⊥
2γ
∗
)
, θ⊥ = 0, pi/4. (4.5)
We can prove that with the increase of Q but keeping k fixed the interfacial tension
(the inverse of correlation length) becomes larger in all directions, however we cannot
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Table 2. The elliptic modulus (k) dependence of the interfacial tension (4.1) and the
radius of the curvature (4.5) in the facet (θ⊥ = 0) and the corner (θ⊥ =
pi
4
) directions.
The parenthesized digits include errors. t∗ denotes a reduced temperature related via
the duality condition with t.
γ∗/kBT
∗ ρ/|R|
Q t t∗ k θ⊥ = 0 θ⊥ =
pi
4
θ⊥ = 0 θ⊥ =
pi
4
2 0.24 0.180449 0.59624(2) 0.364650 0.365654 1.022308 0.978298
0.30 0.212423 0.534544 0.441115 0.442888 1.032748 0.968541
0.50 0.296641 0.386861 0.665509 0.671532 1.075470 0.931052
1.00 0.423400 0.207107 1.08788(3) 1.11335(3) 1.20925(6) 0.834354
2.00 0.542189 0.088825(3) 1.631399 1.711964 1.506487 0.691295
10.00 0.726099 0.0064337(4) 3.13772(6) 3.56820(1) 3.6663(5) 0.391270
3 0.15 0.123678 0.5927(1) 0.373112 0.374114 1.02175(2) 0.97882(5)
0.20 0.155806 0.52116(8) 0.463792 0.465721 1.03390(3) 0.96747(7)
0.30 0.210524 0.41484(1) 0.623150 0.62783(6) 1.06226(7) 0.94224(2)
0.50 0.293001 0.28411(6) 0.88258(8) 0.89586(3) 1.12904(6) 0.88896(2)
1.00 0.416299 0.141663 1.341439 1.386896 1.31958(6) 0.77230(0)
2.00 0.531350 0.057265(5) 1.90363(4) 2.02536(0) 1.71439(4) 0.62527(4)
8.00 0.692933 0.0057675(6) 3.19703(8) 3.64592(6) 3.81500(2) 0.383675
4 0.10 0.087335 0.5983(6) 0.370106 0.371023 1.02004(5) 0.98044(5)
0.14 0.116378 0.52232(4) 0.46650(7) 0.46835(9) 1.03233(1) 0.96892(8)
0.20 0.155063 0.43645(7) 0.59271(5) 0.59654(4) 1.053237 0.950094
0.30 0.209177 0.33772(6) 0.77034(8) 0.77882(1) 1.092567 0.917077
0.50 0.290435 0.22315(0) 1.05034(5) 1.07187(5) 1.1806(3) 0.8528(6)
1.00 0.411331 0.106277 1.52880(7) 1.59378(2) 1.41983(3) 0.72589(3)
2.00 0.523800 0.0413266 2.10016(8) 2.25771(2) 1.898554 0.580533
6.00 0.656712 0.0066875(1) 3.11818(1) 3.54183(4) 3.60907(9) 0.394535
give such an exact prediction on a Q dependence of the radius of the curvature. In this
respect, we can proffer the numerical data of γ∗/kBT
∗ and ρ/|R| at θ⊥ = 0 and pi/4,
which are then applied to indicate that the ECS is approximated more to a circular shape
as Q increases. We summarize our results in table 2. Because their Q dependence is
small (up to a few percent), we normalize the bare data using the theoretical Ising values
obtained for given k by taking b = 1 in (4.1) and (4.5) to make it clearly visible. Figure 4
plots the normalized data. Apparently, from panels (a) and (b), with the increase of Q
but keeping k fixed, the correlation length becomes shorter in both directions, which is
in accord with the exact prediction. However, the Q dependence of ρ/|R| at θ⊥ = 0
is opposite to that at θ⊥ = pi/4 [see panels (c) and (d)]: Namely, with the increase
of Q the radius of the curvature becomes smaller at θ⊥ = 0, but it becomes larger at
θ⊥ = pi/4. Intriguingly, this means that compared with the square-shape ECS of the
Ising model, the ECS of the Q-state Potts model becomes more rounded in the facet
direction, and simultaneously becomes flatter in the corner direction. Consequently,
the ECS is approximated more to a circular shape with the increase of Q. The same
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Figure 4. Elliptic modulus (k) dependence of the interfacial tension and the radius
of the curvature in the facet (θ⊥ = 0) and the corner (θ⊥ =
pi
4
) directions. The
correspondence between marks and Q is provided in the panel (a); the fitting curves
are given as a guide for eyes. The figures plot the normalized data by the theoretical
Ising values, which are calculated for given k by taking b = 1 in (4.1) and (4.5). The
bare Ising values are also given by numerals (see table 2).
situation occurs in the Ising model on the Union Jack and 4-8 lattices.
We stress that results uncovered here sharply contrast with those of typical
models. Namely, when the correlation length becomes longer, the system exhibits more
circular ECS. The structure of the elliptic curves in the result (II) also appears in
the asymptotic correlation function of the eight-vertex (8V) model [21]. Continuously
variable exponents in the 8V model can be explained by the weak universality concept
[45], where the inverse correlation length 1/ξ is regarded as a variable measuring
departure from criticality. Our observation implies that the elliptic modulus k describing
the ACL is more essential than 1/ξ to parameterize the deviation from TC. That is,
although 1/ξ (or γ∗) can largely change with Q, the models sharing the same value
of k are the same in the amount of the deviation from TC. In this respect, we point
out that the algebraic geometry can provide a framework to denote this novel kind of
equivalence among models. The algebraic curve (1.3) is a singular curve possessing two
nodes at infinity, and the algebraic geometry offers a standard procedure to treat such
curves. One possible scenario in this direction is that the weak universality concept in
physics can be connected with the bi-rational equivalence of algebraic geometry. We
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expect that this viewpoint will break new ground in the study of statistical models.
In this paper, we have restricted ourselves to the models defined on the square
lattice. However, it is natural to expect that the same situation occurs for other
lattices, e.g., a triangular, a honeycomb, and so on. Thus, an extension of our form
for other point groups, e.g., C6v is important [22, 23, 24, 25, 26, 27]. Furthermore, all
the treated models possess the (commuting) transfer-matrix structures. It is desired to
investigate asymptotic correlation functions for those which cannot be formulated by
transfer matrices. We will perform analysis of those models, e.g., the percolation [12, 46]
and continuous spin models. We will report our studies on these topics to clarify the
universality of our form in future.
Acknowledgments
We would like to thank Professors Macoto Kikuchi and Yutaka Okabe for stimulating
discussions. We would especially like to dedicate this paper to the 60-th birthday of
MK. The main computations were performed using the facilities in Tohoku University
and Tokyo Metropolitan University. This research was supported by a grant-in-aid from
KAKENHI No. 26400399.
Appendix A.
In this appendix, using (2.10)-(2.16) we determine the form of L(u) defined by (2.24).
When N becomes large and −I ′/2 < ℜ(u) < I ′/2, the first term is dominant on the
rhs of (2.12). We keep only the dominant term there. Divide both sides of (2.12) by
κ(u)Nκ(u+ I ′)N , use (2.14), (2.15), and (2.24), and combine the result from the second
equation of (2.10), then we obtain
L(u)L(u+ I ′) = 1, L(u− 2iI) = rL(u) for T > TC. (A.1)
Similarly, from (2.13) and the second equation of (2.11), we obtain
L(u)L(u+ I ′) = 1, L(u− 2iI) = L(u) for T < TC. (A.2)
Because the zeros of Λ0(u) are located on the line ℜ(u) = −I ′/2 in a periodic rectangle,
the first equation of (A.1) or (A.2) shows that the limiting function is written as
L(u) = F (u)
ν∏
l=1
a− xal
a− x3al , −
I ′
2
< ℜ(u) ≤ 3I
′
2
(A.3)
with a = exp (−piu/I), al = exp (ipiφl/I), and x = exp (−piI ′/2I). A function F (u)
is analytic and non-zero for −I ′/2 < ℜ(u) ≤ 3I ′/2. Thus, the limiting functions are
labeled by an integer ν and real numbers φ1, φ2, . . . , φν instead of p. Substitute (A.3)
into the first equation of (A.1) or (A.2), take the logarithms of both sides, and then
expand them in the annulus −I ′/2 < ℜ(u) < I ′/2 using the form
lnF (u) = c0 + α ln a+
∞∑
µ=1
(
cµa
µ + c−µa
−µ
)
, −I
′
2
< ℜ(u) ≤ 3I
′
2
. (A.4)
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Equating coefficients gives
α =
1
2
ν, c0 = −1
2
ν∑
l=1
ln(−al), cµ = x
µ
1 + x2µ
1
µ
ν∑
l=1
a−µl ,
c−µ = − x
3µ
1 + x−2µ
1
µ
ν∑
l=1
aµl , µ = 1, 2, · · · .
(A.5)
Then, we find that
L(u) = ±
ν∏
l=1
k
1
2 sn(iu− φl − iI
′
2
), −I
′
2
< ℜ(u) ≤ 3I
′
2
. (A.6)
For T > TC, from the second equation of (A.1), ν is an odd (even) integer if r = −1
(r = +1). The next-largest eigenvalues correspond to the case with ν = 1 and r = −1.
For T < TC, the two largest eigenvalues Λ0(u)
2 and Λ1(u)
2 are asymptotically
degenerate when N becomes large. Note that r = +1 for Λ0(u)
2 and r = −1 for Λ1(u)2
(see section 7.10 of [11]). The second equation of (A.2) shows that ν is an even number.
We thus find that the next-largest eigenvalues correspond to the cases with ν = 2 and
r = ±1.
Appendix B.
We perform large-scale MC simulation calculations to investigate the asymptotic
correlation functions. In this appendix, we shall detail our methodology. The
Hamiltonian of the square-lattice Q-state Potts model is given by (1.1); here we treat
its isotropic coupling case, i.e., Jr,r′ = 2J . According to Fortuin and Kasteleyn (FK)
[28], the random-cluster representation of the partition function is given as
Z(Q) = Tr e−E(Q)/kBT =
∑
{n}
p
∑
r
∗ nr∗ (1− p)
∑
r
∗ (1−nr∗ )QNc, (B.1)
where p = 1−e−2K is the bond percolation probability. nr∗ = 0, 1 is the bond occupation
defined on r∗ ∈ Λ∗sq, and Λ∗sq is the medial-lattice of Λsq. We denoted the number of
FK clusters as Nc. While there are some variations in implementations of cluster MC
simulations [47, 48, 49, 44], we employ the so-called infinite-system method proposed
by Evertz and von del Linden [44]. It is based on Wolff’s single-cluster algorithm [49],
and enables us to directly simulate infinite off-critical systems, which thus means that
an extrapolation of data to the thermodynamic limit is not necessary. As we explained
in section 3.1, this advantage is crucial for our purpose.
To make the explanation concrete, let us consider Λsq in a temperature dependent
bounding box of lB × lB (see figure B1). As an initial condition, we take random spin
configurations instead of “staggered spin configuration” [44] because they are neutral
and unbiased for all spin states, and also prevent a deep penetration of clusters toward
the boundary (see below). We fix the seed of the cluster to the origin (the black cell), and
perform single cluster updates in order to equilibrate a circular domain. Suppose that
lT is its diameter. Then, the required number of updates for its equilibration increases
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Figure B1. (Left part) Schematic representation of MC simulations. The black cell
(the seed site) and blue cells exhibit the FK cluster Ci. The length scales of the
bounding box lB and the equilibrated circular domain lT as well as the correlation
length ξ are depicted. (Right part) We give the magnetic operators σr by arrows,
where the corresponding value of qr is denoted. The arrows in the Q = 3 (Q = 4) case
point the corners of the regular triangle (tetrahedron).
exponentially with lT because the off-critical system possesses correlation length ξ.
Roughly speaking, we performed equilibration steps to typically realize lT ≃ 20 × ξ,
and also use the bounding box with lB > 4 × lT, where the probability that a cluster
touches the bounding box is negligible. Consequently, we can perform measurements
of the physical quantity, i.e., correlation functions within the circular domain of the
diameter lT without finite-size effects [44].
With respect to the measurement of correlation functions, we can benefit from
the so-called improved estimators. In the present case, the correlation function of the
magnetic operators of Potts models c(r− r′) := 〈σrσr′〉 can be calculated as an average
over the FK clusters generated by MC, i.e., c(r− r′) = 〈(σrσr′)impr〉MC, where
(σrσr′)impr :=
1
|Ci|δ(r, r
′|Ci). (B.2)
The set of sites (the number of sites) in a i-th cluster were denoted as Ci (|Ci|), and
then δ(r, r′|Ci) = 1 for r, r′ ∈ Ci, otherwise zero. The correspondence between qr and σr
is depicted in the right part of figure B1. In particular, these magnetic operators can be
characterized by the scaling dimensions x(Q) [x(2) = 1
8
, x(3) = 2
15
and x(4) = 1
8
] which
determine the power-law behaviors of c(R) at TC(Q) [50]. The fact that the estimator
(B.2) is positive definite is also crucial for calculations of vanishing correlations for
Asymptotic correlation functions in the Q-state Potts model 24
0 `a bc de
fg
hij
kl
mn
op
0
q r stu
vwxyz{
|}~

Ł



R
 a
0 20 40  ¡
10
-10
10
-5
10
0
 b
¢Rc(R)
t=0.15
t=0.20
t=0.30
t=0.50
t=1.00
t=2.00
t=8.00
R
(  ) Q=3
0 20 40 60
10
-10
10
-5
10
0
 c
√Rc(R)
t=0.10
t=0.14
t=0.20
t=0.30
t=0.50
t=1.00
t=2.00
t=6.00
R
(  ) Q=4
Figure B2. The correlation functions c(r) of theQ-state Potts model in two directions.
For clarity, we draw the lines for MC data points, where the blue (red) ones show√
Rc(R) in the row-to-row (diagonal) direction: r = Rex [r = R(ex + ey)/
√
2]. With
the increase of the temperature t, the slopes of lines become steeper, and the deviations
between blue and red lines become larger.
r ≫ ξ.
Here, we shall provide the raw MC data of correlation functions in two directions. In
figure B2, we exhibit the semi-log plots of correlation functions at various temperatures
t = [T − TC(Q)]/TC(Q). The pairs of blue and red lines give
√
Rc(R) in the row-to-row
(r = Rex) and the diagonal [r = R(ex + ey)/
√
2] directions. Then, one finds that their
slopes become steeper, and the discrepancy of the pair of lines becomes larger with the
increase of the reduced temperature t. For exactly solved cases, it was revealed that the
correlation length is isotropic near critical point, but becomes anisotropic with distance
from it due to the lattice effects. With this in mind, if we suppose the simple form of
the correlation function as c(R) ∝ e−R/ξ/√R, our MC data indicate that ξ in the row-
to-row direction is longer than that in the diagonal direction in qualitative agreement
with them [8]. Simultaneously, one may notice that the directional dependence of ξ is
quite weak, so the extremely accurate data are required for the numerical investigation
of the ACLs.
Appendix C.
In this appendix, we detail a fitting procedure of our form (3.1) to the correlation
function data provided by the MC simulation calculations. As explained in appendix B,
the infinite-system method has been employed for MC, and also the improved estimator
has been utilized to measure the correlation functions. In typical cases, we performed
1,000 independent runs of MC simulations, and generated the 1011 Fortuin-Kasteleyn
clusters at each run. Then, for square-lattice sites iex+jey ∈ Λsq within the equilibrated
circular domain R < lT the correlation function data {c(i, j)} were obtained, and their
statistical errors {d(i, j)} were estimated from standard deviations of the averages of
the independent runs.
As mentioned in section 3.1, there exist two sources of errors: the systematic errors
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stemming from higher bands of eigenvalues which are not taken into account in (3.1) and
the statistical errors associated with MC samplings. Because the former (respectively
latter) are expected to becomes larger inward (respectively outward), we have to choose
fitting regions carefully to perform fittings accurately.
Here, we shall demonstrate how to extract the fitting parameter values reliably
by optimizing fitting regions. For explanation, we shall take the Q = 3 and t = 0.15
case as an example (see the first line of the middle part of table 1). As discussed in
section 3.3, the systematic error have been order-estimated as ∆(3)×e−2R/ξ¯ with ξ¯ ≃ 2.7
and ∆(3) = 1.0 − A
pi
(1 − k2) 14 × 2I ≃ O(10−2). Therefore, to calculate the ACL within
a five-digit accuracy, we need to employ at least the region D(1 × 10−4, 3 × 10−5) (or
outer annular regions) whose mean radius R(3) ≃ 21.3. Then, we measure a goodness
of fit via a χ2 value defined by
χ2(A, k, b) =
∑
(i,j)∈D0
[Fsq(i, j;A, k, b)− c(i, j)
d(i, j)
]2
, (C.1)
and extract values of the fitting parameters A¯, k¯, and b¯ by minimizing χ2(A, k, b).
Table 1 gives their estimates, and also the parentheses showing digits including errors
were put based on differences between two fitting results to two groups of independent
runs (e.g., we divided 1,000 independent runs into two groups, and performed fitting
calculation for each). Thus, the parenthesized digits stand for a order of statistical
errors in A¯, k¯, and b¯.
We have expected them to be obtained under a well-controlled condition of
systematic errors by carefully choosing the fitting region D0 = D(1×10−4, 3×10−5). To
give a concrete evidence to this statement, we perform the fittings for data in different
annular regions Dα, and check the Dα-dependence of an estimate as well as a reduced
χ2 values, i.e.,
χ¯2|Dα| =
χ2(A¯, k¯, b¯)
|Dα| . (C.2)
The middle part of table C1 exhibits the data for one inner region (D−1), the optimized
region (D0), and two outer regions (D1 and D2). In general, χ¯2|Dα| measures the goodness
of fit, which in the present case gives an applicability condition of (3.1) to MC data in
a focused region Dα. First, one sees that χ¯2|D−1| is much larger than the others, and also
the estimate ξdiag in D−1 significantly deviates from those in other regions. Meanwhile,
the statistical error in ξdiag shown by parenthesized digits becomes smaller for inner
region D−1. These show that the form (3.1) cannot fit the data in D−1 due to the
systematic errors. Second, one finds that χ¯2|D1| and χ¯
2
|D2|
are comparable to χ¯2|D0|, and
that the estimates ξdiag are almost independent of the choice of the outer regions (but
the errors become larger there). Therefore, we conclude that D0 as well as D1 and D2
is in an asymptotic region in which the form (3.1) can be used for the estimation of A¯,
k¯, and b¯ under the controlled condition of systematic errors.
The first and the third parts of table C1 exhibit, respectively, the results of the
same analysis for the Q = 2, t = 0.24 and the Q = 4, t = 0.10 cases. While overall
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Table C1. The Dα-dependence of the estimates of ξdiag and the reduced χ2 values
(see text). Other than the optimized region (D0), one inner region (D−1) and two
outer regions (D1 and D2) are defined by cmax and cmin at each Q and t.
Q t Dα R(Q) cmax cmin |Dα| ξdiag χ¯2|Dα|
2 0.24 D−1 10.3 1×10−2 3×10−3 188 2.73482(4) 0.084
D0 16.0 1×10−3 3×10−4 308 2.73482(3) 0.499
D1 24.9 3×10−5 1×10−5 452 2.7348(4) 0.560
D2 39.3 1×10−7 5×10−8 444 2.734(8) 0.849
3 0.15 D−1 11.5 1×10−2 1×10−3 400 2.67276(2) 122
D0 21.3 1×10−4 3×10−5 400 2.67297(9) 1.10
D1 30.6 2×10−6 1×10−6 368 2.6729(1) 0.203
D2 38.3 1×10−7 5×10−8 436 2.6728(5) 0.496
4 0.10 D−1 11.5 1×10−2 1×10−3 400 2.69457(7) 758
D0 24.3 3×10−5 1×10−5 428 2.69525(2) 0.301
D1 30.7 2×10−6 1×10−6 348 2.6952(5) 0.114
D2 38.5 1×10−7 5×10−8 452 2.695(1) 0.223
feature of Q = 4 is same as that for Q = 3, the fitting condition for Q = 2 is different
from them. Namely, for Q = 2 both χ¯2|Dα| and ξdiag are seemingly independent of Dα.
This difference can be attributed to the presence/absence of the second-band-eigenvalue
contributions to the correlation function: As explained in section 2.2, they are absent in
the Ising case so that our form (3.1) can fit the data in inner annular regions like D−1.
Table 1 exhibits the fitting data for optimized regions for which the convergence
check of estimates as demonstrated in table C1 had been performed at all temperatures.
In principle, we can employ a wider annular region including, e.g., D0, D1, andD2, but, in
reality the infinite-system algorithmMC simulations cannot provide meaningful averages
{c(i, j)} and reliable errors {d(i, j)} for R ≫ ξdiag within a moderate computational
effort. Therefore, the optimization of the fitting region is efficient and necessary for the
purpose of estimations of the ACLs.
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