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Abstract—The vast majority of real-world networks are scale-
free, loopy, and sparse, with a power-law degree distribution
and a constant average degree. In this paper, we study first-order
consensus dynamics in binary scale-free networks, where vertices
are subject to white noise. We focus on the coherence of networks
characterized in terms of the H2-norm, which quantifies how
closely agents track the consensus value. We first provide a
lower bound of coherence of a network in terms of its average
degree, which is independent of the network order. We then study
the coherence of some sparse, scale-free real-world networks,
which approaches a constant. We also study numerically the
coherence of Baraba´si-Albert networks and high-dimensional
random Apollonian networks, which also converges to a constant
when the networks grow. Finally, based on the connection of
coherence and the Kirchhoff index, we study analytically the
coherence of two deterministically-growing sparse networks and
obtain the exact expressions, which tend to small constants. Our
results indicate that the effect of noise on the consensus dynamics
in power-law networks is negligible. We argue that scale-free
topology, together with loopy structure, is responsible for the
strong robustness with respect to noisy consensus dynamics in
power-law networks.
Index Terms—Distributed average consensus, network coher-
ence, scale-free network, small-world network, resistance dis-
tance, Gaussian white noise
I. INTRODUCTION
THE CONSENSUS problem, as a fundamental problem indistributed computing [1], decision [2] and control [3],
has been intensely studied in the context of networks of agents.
It describes the process by which a group of agents reach an
agreement on certain quantities, for example, time, positions
and attitudes of satellites, estimation of environmental quanti-
ties in a sensor network, and so on. Variations of the consensus
problem can be observed in many science and engineering
scenarios, including problems in clock synchronization [4],
load balancing [5–8], vehicle formation [9], flocking [10], ren-
dezvous [11], human group dynamics [12], distributed sensor
networks [13–15], as well as distributed learning [16, 17] and
collaborative inference [18] with streaming data. In view of the
wide range of applications, consensus problems have attracted
a great deal of recent interest [3, 19, 20].
In real-world applications, agents are often subject to envi-
ronmental disturbances. For example, the motion of a group of
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vehicles is affected by many environmental factors, frictions,
wind, slopes, to name a few, and these quantities can fluctuate
within some range. In consensus problems with disturbances,
agents never reach perfect equilibrium but fluctuate around
the average of their current values. It is then ideal that the
deviation for each agent from the average value is small,
which is referred to as network coherence [21–24]. Due to
its practical significance, consensus problems under environ-
mental disturbances have attracted considerable attention [25–
32]. In this paper, we focus on a consensus protocol with
Gaussian white noises added on the first-order derivatives of
the vertex states, which is the most often discussed model in
related literature.
By convention, we use the mean steady state variance of
the system to capture the average deviation of every vertex.
This quantity is also called the first-order network coherence,
or coherence for short in this paper. By defining the output
as the residual between the current states of vertices and their
average, the coherence can be expressed by theH2 norm of the
system divided by the number of nodes. The H2 norm of the
considered system is given by the trace of the pseudoinverse
of the graph Laplacian matrix, which contains some critical
information about the global topology of the network [22–24].
Note that the convergence rate in consensus problems without
noise is determined by the algebraic connectivity, which is the
smallest none-zero eigenvalue of the graph Laplacian, while
the coherence is related to the whole spectrum.
Previous works have studied the network coherence in some
particular network structures [21–27, 30]. Young et al. [27]
gave closed-form solutions for the H2 norm in paths, star
graphs, directed and undirected cycles. Bamieh et al. [22, 24]
studied the network coherence in some fractal trees and found
a connection between spectral dimensions and the first-order
network coherence. They also give asymptotical results for
coherence in tori and lattices [23]. To exploit the impact of
small-world and scale-free topology on the network coherence,
we analytically determined the coherence in the small-world
Farey network [30, 33] and the scale-free Koch network [32],
with the latter consisting of short cycles of only triangles.
However, the above-mentioned models cannot well mimic
many real-world networks, which are sparse and simultane-
ously display some remarkable properties [34]. For exam-
ple, various real-world networks exhibit the scale-free behav-
ior [35] and small-world effect [36]. Scale-free behavior [35]
means that the degree distribution P (d) of many real-world
networks has a power-law form as P (d) ∼ d−γ ; while small-
world effect [36] implies that the average path length grows
logarithmically with the number of vertices, or more slowly,
2and the average clustering coefficient tends to a constant
larger than zero. In addition, many real-world networks dis-
play a nontrivial pattern with many cycles/loops at different
scales [37, 38], where a cycle/loop is a sequence of different
nodes (except the starting node and ending node that are the
same), with each pair of consecutive nodes in the sequence
being adjacent to each other. These striking structural patterns
have great impact on other structural and dynamical properties
of networks. For example, scale-free topology strongly affects
structural characteristics (e.g., perfect matchings [39] and
minimum dominating sets [40]) and dynamical processes (e.g.,
epidemic spreading [41], game [42], controllability [43]) on
scale-free networks.
As mentioned above, for first-order noisy consensus, it is
desirable that the network coherence is as small as possible.
Since many real networks are sparse, natural questions arise:
what is the behavior of coherence for these networks? What is
the smallest possible coherence for sparse networks with given
average degree? In addition, realistic networks are often scale-
free and small-world with cycles at different scales. We then
propose another interesting question: is there a lower bound for
coherence or its dominant scaling that can be obtained in both
real networks and popular models describing real networks
with these prominent structural properties?
In this paper, we study the first-order coherence of noisy
consensus on sparse networks with an average degree ρ,
especially scale-free networks with cycles at distinct scales.
First, we provide a lower bound and an upper bound for
coherence of an arbitrary network, with the lower bound being
a constant 1/(2ρ), independent of the network order. Then, we
consider the coherence of sparse real networks, which is also a
constant but a little larger than 1/(2ρ). In addition, we address
the coherence of random, sparse scale-free network models,
including the Baraba´si-Albert (BA) network [35] and high
dimensional random Apollonian networks (HDRAN) [44, 45],
which is also constant. Finally, by making use of the connec-
tion between the Kirchhoff index and the first-order network
coherence, we study coherence on two exactly solvable, de-
terministic scale-free networks: one is the pseudofractal scale-
free web [46]; the other is a new network proposed by the
authors, which is called the 4-clique motif scale-free network,
hereafter, since it has a power-law distribution and consists of
4-vertex complete graphs. For both networks, we obtain the
explicit expressions for their coherence, which also tends to
constants as the networks grow. We show that the structural
properties are responsible for the small coherence on these
studied networks.
II. PRELIMINARIES
In this section, we introduce some basic concepts in graph
theory and electrical networks and describe the consensus
problems to be studied.
A. Graph and Matrix Notation
We consider a symmetric network system as an undirected
graph G consisting of a pair (V,E), where the vertex/node
set V = {1, 2, · · · , N} refers to N nodes with dynamics,
and the edge set E contains M unordered vertex pairs {i, j},
i, j ∈ V , representing links between vertices that can directly
communicate. We use |·| to denote the cardinality of a set, thus
N = |V | and M = |E|. The adjacency matrix A is the matrix
representation of graph G, which is defined as an N × N
symmetric matrix with aij = aji = 1 if the pair {i, j} ∈ E,
and aij = 0 otherwise. Let Ni be the set of neighbors for
vertex i; then the degree of i is di =
∑
j∈Ni
aij =
∑N
j=1 aij .
The degree matrix D of graph G is defined as a diagonal
matrix with its ith diagonal entry equal to di. The Laplacian
matrix of G is defined as L = D−A. For a connected graph
G, its Laplacian matrix L is positive semi-definite and has a
unique zero eigenvalue corresponding to the eigenvector 1N ,
which represents the 1×N vector with all ones [47]. Thus all
eigenvalues of L can be ordered as 0 = λ0 < λ1 6 λ2 · · · 6
λN−1 in a connected network. Moreover, the sum of all non-
zero eigenvalues is 2M , that is
∑N−1
i=1 λi = 2M .
B. Electrical Networks
An electrical network associated with graph G is a network
of resistances, where every edge in G is replaced by a unit
resistance. In the case without confusion, we also use G to
denote the electrical network corresponding to graph G. The
resistance distance between vertices i and j in G, denoted by
Ωij , is defined as the potential difference between them when
a unit current is injected at i and extracted from j. It has been
proved that the resistance distance is a metric [48]. Then, the
resistance distance between any pair of nodes is symmetric,
that is, Ωji = Ωij for two arbitrary vertices i and j. It has
been established [48] that Ωji can be exactly represented in
terms of the elements of the pseudoinverse L† for L:
Ωji = Ωij = L
†
ii + L
†
jj − 2L
†
ij . (1)
The effective resistance of an electrical network has many
interesting properties.
Lemma II.1. (Foster’s Theorem [49]) In an electrical network
G = (V,E),∑
i<j,
(i,j)∈E
Ωij = N − 1. (2)
Lemma II.2. (Sum rule [50]) For any two different vertices
i and j in an electrical network G = (V,E),
diΩij +
∑
k∈Ni
(Ωik − Ωjk) = 2 . (3)
For a network G = (V,E), many graph invariants rele-
vant to resistance distance have been defined. Much studied
examples include the Kirchhoff index [48], the multiplicative
degree-Kirchhoff index [51], and the additive degree-Kirchhoff
index [52]. These three invariants are defined, respectively, by
R(G) =
∑
i,j∈V
i<j
Ωij , (4)
R∗(G) =
∑
i,j∈V
i<j
didjΩij , (5)
3and
R+(G) =
∑
i,j∈V
i<j
(di + dj)Ωij . (6)
Since L†1N = 0, from (1) we obtain
R(G) =
1
2
∑
i,j∈V
Ωij = N · tr
(
L
†
)
= N ·
N−1∑
i=1
1
λi
. (7)
C. First-Order Leader-Free Noisy Consensus Dynamics
In the first-order consensus problem, the state of the system
is given by a vector x ∈ RN , where the i-th entry xi ∈ R
denotes the state of vertex i. Let x(t) ∈ RN denote the system
state at time t. Each vertex utilizes only local information
to adjust its state, and the states of vertices are subject to
stochastic disturbances. The first-order dynamics in a stochas-
tic consensus problem without any leader can be described
by
dxi(t) = −
∑
j∈Ni
aij [xi(t)− xj(t)]dt+ dWi(t) , (8)
in which Wi(t) is a Wiener process. Let W (t) be the vector
of N uncorrelated Wiener processes; then, we can write (8)
in matrix form as
dx(t) = −Lx(t)dt+ dW (t) . (9)
It is known that when the agents are subject to external
disturbances, the vertex states fluctuate around the average of
the states of all vertices. We characterize the variance of these
fluctuations by the concept of network coherence [22–24].
Definition II.1. The first-order network coherence without
leaders is defined as the mean steady-state variance of the
deviation from the average of the current vertex states:
HFO := lim
t→∞
1
N
N∑
i=1
var

xi(t)− 1N
N∑
j=1
xj(t)

 . (10)
The output of the system is given by
y(t) = Π x(t), (11)
where Π is the projection operator defined as
Π := IN −
1
N
1N1
⊤
N , with IN being the identity matrix
of order N . HFO is related to an H2 norm [27] formulated
by (9) and (11):
HFO =
(H2)
2
N
=
1
N
tr
(∫ ∞
0
e−L
⊤t
Π
⊤
Πe−Ltdt
)
=
1
2N
tr
(
L
†
)
.
(12)
According to (7), HFO depends on the N − 1 nonzero
eigenvalues of Laplacian matrix L, and similarly, the Kirchhoff
index R(G) for graph G:
HFO(G) =
1
2N
N−1∑
i=1
1
λi
=
R(G)
2N2
. (13)
TABLE I
SCALINGS OF AVERAGE GRAPH DISTANCE µ AND COHERENCEHFO FOR
SOME TYPICAL NETWORK STRUCTURES.
Network Structure µ HFO
path [27] N N
1-dimensional torus [23, 27] N N
1-dimensional Cayley graph [53] N N
regular ring lattice [30] N N
Vicsek fractal [24] N log 3/ log 5 N log 3/ log 5
T-fractal [24] N log 2/ log 3 N log 2/ log 3
Peano Basin fractal [24] N1/2 N1/2
2-dimensional torus [23] N1/2 logN
2-dimensional Cayley graph [53] N1/2 logN
Farey graph [30] logN logN
Koch graph [32] logN logN
d-dimensional torus (d > 3) [23] N1/d 1
d-dimensional Cayley graph (d > 3) [53] N1/d 1
star graph [27] 1 1
complete graph [27] 1 N−1
D. Related Work
The first-order network coherence HFO and its scaling
behavior in different networks have been extensively studied.
Table I lists the asymptotic scalings forHFO in some networks
previously studied in the literature.
From Table I, we can observe that the leading behavior
for HFO in different networks is rich. For a network with
N vertices, HFO can behave linearly, sub-linearly, logarithmi-
cally, inversely with N , or independently of N . For example,
in the path graph [27], 1-dimensional torus [23, 27], 1-
dimensional Cayley graph [53], and regular ring lattice [30],
HFO ∼ N ; in some fractal tree-like graphs [24] including
Vicsek fractal, T fractal, and Peano Basin fractal, HFO grows
sub-linearly with N as HFO ∼ Nθ with 0 < θ < 1; in
2-dimensional torus [23], 2-dimensional Cayley graph [53],
Farey graph [30], and Koch graph [32], HFO ∼ lnN ; in the
complete graph [27], HFO ∼ 1/N ; while in d-dimensional
torus (d > 3) [23], d-dimensional Cayley graph (d > 3) [53],
as well as star graph [27], HFO is a constant, irrespective of
N .
It can be proved [27] that among all N -vertex graphs, the
first-order network coherence HFO is minimized uniquely in
the complete graph KN , with HFO(KN) =
N−1
2N2 . When
N → ∞, HFO(KN) → 0. In this sense, the complete
graph has the optimal structure that has the best performance
for noisy consensus dynamics. However, complete graphs
are dense, with the degree of each vertex being N − 1.
Extensive empirical work indicates that real-world networks
are often sparse, having a small constant average degree [34].
Moreover, most realistic networks are scale-free [35] and
small-world [36]. Table I shows that the first-order network
coherence HFO depends on the structure of networks. Then,
interesting questions arise naturally: What is the minimum
scaling of HFO for sparse networks? Is this minimal scaling
achieved in real scale-free networks?
In the sequel, we first provide a lower bound 1/(2ρ) for the
first-order network coherence HFO for all networks with aver-
age degree ρ. Then we study the first-order network coherence
4HFO for some real scale-free networks and show that HFO
is constant. We also study the first-order network coherence
HFO on two random scale-free networks, BA network [35]
and HDRAN [44, 45], which converges to a constant. Finally,
we study analytically HFO in two deterministic scale-free
networks: pseudofractal scale-free web [46] and the 4-clique
motif scale-free network, the first-order network coherence for
which also tends to a constant. Thus, scale-free topology is
advantageous to noisy consensus dynamics.
III. LOWER AND UPPER BOUNDS FOR FIRST-ORDER
NETWORK COHERENCE
In this section, we provide a lower bound and an upper
bound for first-order network coherence HFO in an arbitrary
graph. We first introduce a lemma [54].
Lemma III.1. Let G be an N -vertex graph. Then λ1 = λ2 =
· · · = λN−1 if and only if G is a complete graph.
Theorem III.2. For a graphG with N vertices,M edges, and
average degree ρ = 2M
N
, the first-order network coherence
HFO ≥
N
4M −
1
2M +
1
4MN , with equality if and only if G is
the complete graph; further, HFO ≥
1
2ρ when N is large.
Proof: Applying the Cauchy-Schwarz inequality to (13)
yields
HFO =
1
2N
N−1∑
i=1
1
λi
=
1
2N
N−1∑
i=1
1
λi
N−1∑
j=1
λj
2M
>
1
4MN
(
N−1∑
i=1
√
1
λi
· λi
)2
=
(N − 1)2
4MN
=
N
4M
−
1
2M
+
1
4MN
. (14)
By Lemma III.1, HFO =
N
4M −
1
2M +
1
4MN if and only if G
is the complete graph.
Since ρ = 2M
N
and 2M = ρN > 2(N − 1),
lim
N→∞
HFO >
1
2ρ
. (15)
This completes the proof.
In addition to the lower bound, we also provide an upper
bound for the first-order network coherence HFO of a graph
G in terms of its average graph distance (also called average
path length) µ.
Theorem III.3. For a graph G with N vertices and av-
erage graph distance µ, the first-order network coherence
HFO 6
N−1
4N µ, with the equality if and only if G is a tree.
When N is large, HFO 6
µ
4 .
Proof: Note that in any graph, the effective resistance Ωij
between a pair of vertices i and j is less than or equal to their
shortest path length δij [48]. Then,
HFO =
R(G)
2N2
6
µN(N−1)2
2N2
=
N − 1
4N
µ . (16)
When G is a tree, Ωij = δij [48], and thus the equality holds.
For large N ,
lim
N→∞
HFO 6
µ
4
. (17)
This completes the proof.
For a network G, it is highly desirable that its first-order
network coherence is small. Theorem III.2 indicates that for
large sparse graphs with small constant ρ, 12ρ is the smallest
value we can obtain for the first-order network coherence
HFO. A network is said to be optimal if its first-order network
coherence is 12ρ . We refer to a large sparse network as almost
optimal if its first-order coherence is a constant.
Table I shows that for the d-dimensional torus (d > 3),
the d-dimensional Cayley graph (d > 3), and the star graph,
the first-order network coherence is a constant. In fact, the
star graph SN has the smallest HFO among all trees with N
vertices. HFO for SN does not grow with N but converges to a
constant. For d-dimensional tori and d-Cayley graphs (d > 3),
their HFO is also a constant, but their average distance grows
with N .
As mentioned above, most real-world networks are sparse
and have a power-law degree distribution. However, the be-
havior of first-order network coherence for realistic networks
has not been studied thus far. In what follows, we will study
the first-order network coherence for some real-life scale-
free networks, as well as random and deterministic network
models. We will show that for all of these considered sparse
networks, their first-order network coherence does not grow
with the network size but converges to small constants. Thus,
scale-free networks have almost optimal network coherence.
IV. NETWORK COHERENCE FOR REALISTIC NETWORKS
In this section, we evaluate the coherence of some real-
world networks that have power-law degree distributions. We
use a large collection of networks of different orders that are
chosen from different domains.
In Table II we report the network coherence for some
real-world, scale-free undirected networks. All data are taken
from the Koblenz Network Collection [55]. The considered
real networks are representative, including social networks,
information networks, technological networks, and metabolic
networks. The networks are shown in increasing order of the
number of vertices. The smallest network has approximately
3× 102 vertices while the largest network has about 6× 105
vertices.
Table II shows that for real scale-free networks with
2 < γ 6 3, their coherence HFO is generally small. For
all networks, HFO lies between its lower bound 1/(2ρ) and
upper bound µ/4. Moreover, for each network, its HFO is
significantly smaller than µ/4; for most networks, HFO is
closer to 1/(2ρ) than µ/4. In fact, as observed for many other
properties (e.g., clustering coefficient [36]), the coherenceHFO
of real networks does not increase with the number of vertices
N ; instead, it seems to be independent of N and tends to small
constants.
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BASIC STATISTICS AND FIRST-ORDER COHERENCE OF SOME REAL-WORLD
NETWORKS.
For each network, we indicate the number of nodes N , the number of edges
M , power-law exponent γ, the lower bound for coherence 1
2ρ
, the coherence
for the largest connected component HFO, and the upper bound for coherence
µ
4
.
Network N M γ
1
2ρ HFO
µ
4
Zachary karate club 34 78 2.161 0.109 0.203 0.602
David Copperfield 112 425 3.621 0.066 0.151 0.634
Hypertext 2009 113 2,196 1.284 0.013 0.021 0.414
Jazz musicians 198 2,742 5.271 0.018 0.051 0.559
PDZBase 212 242 3.034 0.109 0.707 1.332
Haggle 274 2,124 1.673 0.219 0.236 0.606
Caenorhabditis elegans 453 2,025 1.566 0.056 0.135 0.666
U. Rovira i Virgili 1,133 5,451 1.561 0.052 0.170 0.902
Hamsterster friendships 1,858 12,534 2.461 0.037 0.176 0.863
Protein 1,870 2,203 2.879 0.212 0.730 1.703
Hamster full 2,426 16,631 2.421 0.037 0.142 0.897
Facebook (NIPS) 2,888 2,981 4.521 0.242 0.675 0.967
Human protein (Vidal) 3,133 6,149 2.132 0.127 0.388 1.210
Reactome 6,327 146,160 1.363 0.011 0.138 1.053
Route views 6,474 12,572 2.462 0.129 0.365 0.926
Pretty Good Privacy 10,680 24,316 4.261 0.110 0.721 1.871
arXiv astro-ph 18,771 198,050 2.861 0.024 0.128 1.049
CAIDA 26,475 53,381 2.509 0.124 0.361 0.969
Internet topology 34,761 107,720 2.233 0.081 0.319 1.229
Brightkite 58,228 214,078 2.481 0.068 0.359 0.942
V. NETWORK COHERENCE IN RANDOM SCALE-FREE
MODEL NETWORKS
In this section, we study the coherence for two typical
stochastic scale-free model networks, that is, Baraba´si-Albert
(BA) networks [35] and high dimensional random Apollonian
networks (HDRAN) [44, 45]. The main reason for studying
these two networks is that they capture the generating mech-
anisms for some real scale-free networks.
A. Coherence for Baraba´si-Albert Networks
The BA network model [35] is the most well known random
scale-free model. The algorithm of the BA model is as follows.
Starting from a small connected graph, at each time step, we
create a new vertex and connect it to m different vertices that
are already present in the network. The probability that the
new vertex connects to an old vertex i is proportional to the
degree of i. We repeat the growth and preferential attachment
procedure, until the network grows to the ideal size N . When
N is large, the average degree of BA networks approaches
2m. The degree distribution of BA networks exhibits a power-
law form, with the power exponent γ being 3, regardless of
m. BA networks are small-world, with their average path
length increasing approximately logarithmically with N . In
addition, there are many cycles with different lengths in BA
networks [56].
According to the generating algorithms, we create different
networks with various number of vertices. For all of these
generated networks, we calculate their coherence based on
(12). Figure 1 shows the coherence of BA networks with
various m = 2, 4, 6, 8. From the figure, we observe that the
coherence of these networks does not grow with the network
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Fig. 1. Simulation results for the coherence of BA networks with different
m. For all networks, the construction starts from the 8-vertex complete graph.
size N but converges to an m-dependent constant: the larger
the parameter m, the smaller the network coherence.
B. Coherence for High Dimensional Random Apollonian Net-
works
We continue to study the coherence for d-dimensional (d ≥
2) random Apollonian networks. We will see that the behavior
of coherence for HDRAN is similar to that observed in BA
networks. The d-dimensional (d ≥ 2) random Apollonian
networks are constructed as follows. We first generate a d+2-
vertex complete graph, or d+ 2-clique. We say that a d+ 1-
clique is active if it was never chosen before. At each time
step, we select randomly an active d + 1-clique and create
a new vertex and connect this new vertex to every vertex of
the d+1-clique chosen. We repeat the procedure of selecting
active d+1-cliques and creating new vertices, until the network
grows to a given size N . For the large N , the average degree
of HDRAN tends to 2(d+ 1).
The HDRAN display the prominent properties observed
in real-world networks [45]. First, they are scale-free, since
their degree distribution obeys a power-law, with the power
exponent being γ = 2 + 1
d−1 . Second, they are small-world,
with their average path length growing logarithmically with
the number of vertices. Third, their clustering coefficient is
large and tends to a d-dependent constant, increasing with d.
Finally, by construction, there are many cycles with various
length in HDRAN.
In Figure 2, we report the numerical results about the
coherence for HDRAN with various d and N . From Figure 2,
we can observe that with the growth of HDRAN, the network
coherence converges to a constant that depends on the dimen-
sion parameter d: The higher the dimension d, the lower the
network coherence. This phenomenon is consistent with our
intuition.
VI. NETWORK COHERENCE FOR DETERMINISTIC
SCALE-FREE NETWORKS
To further uncover the behavior of coherence in scale-free
networks, in this section we derive closed form expressions
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Fig. 2. The coherence for d-dimensional random Apollonian networks with
various d.
F2F0 F1
Fig. 3. The first few iterations of pseudofractal scale-free web.
for the network coherence of two deterministic scale-free
networks, the pseudofractal scale-free web [46] and 4-clique
motif scale-free network, both of which are constructed by
edge iterations. These two networks are representative of a
class of deterministic models for scale-free networks, since
they display the classic properties observed in most real-world
networks. Due to their special construction, we can derive
exact results of coherence for both networks.
A. Coherence for Pseudofractal Scale-free Web
The pseudofractal scale-free web after g (g ≥ 0) iterations,
denoted by Fg, is constructed in the following manner. Initially
(g = 0), the network F0 consists of a triangle of 3 vertices
and 3 edges. At each iteration g ≥ 1, for each existing edge
e in Fg−1 we add a new vertex and connect it to both end
vertices of e. Figure 3 shows networks F0, F1, and F2. By
construction, it is easy to verify that in network Fg, there
are Ng =
3g+1+3
2 vertices and Mg = 3
g+1 edges. Then, the
average degree of Fg is ρ =
4×3g+1
3g+1+3 , which is approximately
4 when g is large enough.
The pseudofractal scale-free web is simultaneously scale-
free and small-world [46]. It has a power-law distribution
with the power exponent being γ = 1 + ln 3ln 2 . Its average
path length grows logarithmically with the number of vertices,
when g is large. Moreover, it has a large average clustering
coefficient that tends to a constant 45 when g is large. In
addition to these topological properties, many combinatoric
properties of the pseudofractal scale-free web have also been
well studied, such as minimum dominating sets [57], the
number of spanning trees [58], and the distribution of cycles
of different length [37].
Theorem VI.1. The network coherence for the pseudofractal
scale-free web Fg, g ≥ 0, is
HFO(Fg) =
1
112 · 3g+2(3g+1 + 3)2
(
50 · 33g+3
− 35 · 32g+22g+1 + 48 · 32g+2 + 30 · 3g+22g+1
− 14 · 3g+2 + 225 · 2g+1
)
, (18)
which asymptotically converges to a constant when g →∞:
lim
g→∞
HFO(Fg) =
25
84
. (19)
Proof: According to (13), to find the coherence for the
pseudofractal scale-free web Fg , we can first determine its
Kirchhoff index. By replacing G in Theorem 5.3 in [59] with
F0, we obtain the Kirchhoff index R(Fg) of Fg , which reads
R(Fg) =
1
112
3−(g+2)
(
50 · 33g+3 − 35 · 32g+22g+1
+ 48 · 32g+2 + 30 · 3g+22g+1
− 14 · 3g+2 + 225 · 2g+1
)
. (20)
Plugging (20) into (13) leads to (18), which provides a closed
form expression for HFO(Fg). When g → ∞, (19) is
immediate from (18).
We note that the lower bound for HFO(Fg), given in terms
of the average degree ρ, is 12ρ =
1
8 . Thus, the actual value
25
84 of the network coherence HFO(Fg) is about as 2.38 times
the lower bound 18 , which means that the pseudofractal scale-
free web has an almost optimal structure for noisy consensus
without leaders.
B. Coherence for 4-clique Motif Scale-free Network
In this subsection, we propose an variant of the pseudofrac-
tal scale-free web and study its network coherence. The variant
is also iteratively constructed and scale-free, which consists
of 4-vertex complete graphs, we thus call it 4-clique motif
scale-free network. We next briefly introduce the construction
method, structural properties. and network coherence of first-
order consensus dynamics for the 4-clique scale-free motif
network, while we omit the details of computation or proofs
due to the limitation of space.
We denote by Tg the 4-clique motif scale-free network after
g (g ≥ 0) iterations. Initially (g = 0), T0 is a 4-vertex complete
graph. For g ≥ 1, Tg is obtained from Tg−1 by performing the
following operations: for each edge e in Tg−1, we create a new
edge e′ and connect each end-vertex of e′ to both end-vertices
of edge e. For network Tg , let Vg be the set of its vertices, let
V¯g be the set of vertices generated at iteration g, and let Eg
be the set of all edges. It is easy to derive that in network Tg
there are Ng = |Vg| =
2
5
(
6g+1 + 4
)
vertices and Mg = 6
g+1
edges. Thus the average degree of Tg is ρ =
5×6g+1
6g+1+4 , which is
approximately 5 when g is large. Figure 4 illustrates networks
T0 and T1.
7T0 T1
Fig. 4. Illustration for the 4-clique motif networks T0 and T1.
The 4-clique motif scale-free network also displays some
common properties of real-world networks. It has a power-law
degree distribution with exponent γ equal to 2 + ln 2ln 3 . It has
the small-world effect, with the average path length growing
as a logarithmic function of the number of vertices and the
clustering coefficient tending to a high value 265306 . Thus, both
networks Tg and Fg exhibit similar structural properties; it is
then expected that their dynamical properties (e.g., network
coherence) also bear a strong resemblance to each other.
We now derive the expression for the coherence HFO of
first-order noisy consensus in Tg . We will show that HFO(Tg)
converges to a constant with the growth of the network. To this
end, we first determine the Kirchhoff index for Tg . Let Ω
(g)
ij be
the effective resistance between a pair of nodes i and j in Tg.
For network Tg+1, the following Lemma gives the evolution
of effective resistance between any pair of old nodes, namely,
those nodes already present in Tg , and shows that the effective
resistance between any two nodes in Tg+1 can be expressed
in terms of those pairs of old nodes in Tg .
Lemma VI.2. Let {i, j} be a unordered pair of vertices in
Tg+1; the effective resistance Ω
(g+1)
ij satisfies:
1) If i, j ∈ Vg , then Ω
(g+1)
ij =
1
2Ω
(g)
ij .
2) If i, j ∈ V¯g+1 and {i, j} ∈ Eg+1, then Ω
(g+1)
ij =
1
2 .
3) If i ∈ V¯g+1, j, l ∈ Ni ∩ Vg , then Ω
(g+1)
ij =
Ω
(g)
jl
8 +
3
8 .
4) If i ∈ V¯g+1, j ∈ Vg , k, l ∈ Ni ∩ Vg , then
Ω
(g+1)
ij =
3 + 2Ω
(g)
jl + 2Ω
(g)
jk − Ω
(g)
kl
8
,
which is also true for j ∈ {k, l}, and is reduced to case
3).
5) If i, j ∈ V¯g+1, {i, j} /∈ Eg+1, k, l ∈ Ni ∩ Vg , and
p, q ∈ Nj ∩ Vg , then
Ω
(g+1)
ij =
6 + Ω
(g)
kq + Ω
(g)
kp + Ω
(g)
lp + Ω
(g)
lq − (Ω
(g)
kl +Ω
(g)
pq )
8
.
Using Lemmas II.1, II.2, and VI.2, we can derive the re-
cursive relations for the Kirchhoff index R(Tg), multiplicative
degree-Kirchhoff index R∗(Tg), and additive degree-Kirchhoff
index R+(Tg) for network Tg , and thus obtain their exact
expressions in terms of g.
Lemma VI.3. The multiplicative degree-Kirchhoff index, ad-
ditive degree-Kirchhoff index, and Kirchhoff index of network
Tg are, respectively,
R
∗(Tg) =
1
5
· 2g3g+2
(
13 · 2g+13g − 5 · 3g+1 + 4
)
, (21)
R
+(Tg) =
9
275
(
169 · 22g+232g − 55 · 2g+132g+1
+ 11 · 2g+33g + 35 · 3g+1 + 11
)
, (22)
R(Tg) =
3
275
(
13 · 22g+132g+2 − 11 · 2g32g+2
+ 13 · 2g+23g + 7 · 3g+2 − 11 + 36 · 2−g
)
. (23)
Proof: Using the technique and procedure similar to
those in [59], we can derive the following recursive relations
governing the evolution for R(Tg), R∗(Tg), and R+(Tg).
R(Tg+1) =
3
2
M2g −
1
4
Ng(Ng − 1) +
1
4
Mg(Ng − 2)
+
1
2
(
R(Tg) +R
+(Tg) +R
∗(Tg)
)
, (24)
R∗(Tg+1) =9
(
3M2g −MgNg
)
+ 18R∗(Tg) , (25)
R+(Tg+1) =
27
2
M2g −
3
2
Mg −
3
4
Ng(Ng − 1)−
9
4
MgNg
+ (3R+(Tg) + 6R
∗(Tg)) . (26)
Considering Ng =
2
5
(
6g+1 + 4
)
, Mg = 6
g+1, and the initial
conditions R∗(T0) = 27, R+(T0) = 18, and R(T0) = 3,
the above recursive equations (24), (25), and (26) are solved
to obtain the expressions for R∗(Tg), R+(Tg), and R(Tg) as
given in the lemma.
Lemma VI.3, together with (13), leads to the following
theorem.
Theorem VI.4. For network Tg , g ≥ 0, the first-order
coherence is
HFO(Tg) =
3
88
(6g+1 + 4)−2
(
13 · 22g+132g+2 − 11 · 2g32g+2
+ 13 · 2g+23g + 7 · 3g+2 − 11 + 36 · 2−g
)
.
(27)
In the limit of large g (g →∞),
lim
g→∞
HFO(Tg) =
39
176
. (28)
Therefore, in large networks Tg , the first-order network
coherence converges to a small constant 39176 , much smaller
than 1. We remark that the lower bound for HFO(Tg) given in
terms of the average degree is 110 , lower than the actual value
39
176 , with the actual value being about 2.22 times the lower
bound. Thus, similar to the pseudofractal scale-free web, the
4-clique motif scale-free networks also has an almost optimal
structure for noisy consensus dynamics.
VII. RESULT ANALYSIS
In the preceding sections, we have studied the first-order
noisy consensus dynamics in real-world and model scale-free
networks. The results show that in all considered networks,
the network coherence is very small and does not depend on
the number of vertices, but converges to constants. Thus, all
8of these networks are almost optimal in the sense that they
are very robust to Gaussian noisy in consensus dynamics.
Since the first-order coherence of a network is determined
by all non-zero eigenvalues of its Laplacian matrix, which is
in turn influenced by the structure of the network, the small
constant coherence observed for studied networks are due to
their structural properties, especially the scale-free behavior
and cycles of various length, which can be understood from
the following heuristic arguments.
As shown in (13), the coherence is closely related to
resistance distance, which is bounded by the shortest-path
distance. In a scale-free network, there exist vertices with
large degree that are linked to many other vertices in the
network, which results in the small-world phenomenon that
the average path length grows at most logarithmically with
the number of vertices in the network [34]. Moreover, in many
realistic and model scale-free networks, there are many cycles
with different lengths, which lead to various alternative paths
of different lengths between many vertex pairs. As a result,
the average resistance distance over all pairs of vertices does
not increase with the growth of the network. Below, by way
of illustration we show that neither power-law behavior nor
cycles alone can guarantee a constant network coherence.
In [30], it is shown that in the small-world Farey network,
the network coherence HFO scales logarithmically with the
number of vertices N as HFO ∼ lnN . However, in the
pseudofractal scale-free web, HFO is a constant, independent
of N . Note that both Farey network and pseudofractal scale-
free web are small-world and highly clustered. Moreover, there
are many cycles at different scales in both networks. The
reason for the distinction of their coherence lies in, at least
partially, the scale-free property of the pseudofractal scale-free
web that is absent in the Farey network. On the other hand,
the coherence HFO for the Koch network [32] is a logarithmic
function of N , despite its scale-free structure. The reason the
coherence for the Koch network is not a constant is because
it has only triangles, lacking cycles of different length.
VIII. CONCLUSION
Various real-life networks are sparse and loopy, display-
ing the striking scale-free and small-world properties, which
heavily affect the behaviors of diverse dynamics occurring
on these networks. In this paper, we have studied first-order
consensus dynamics with disturbances in scale-free networks,
with an emphasis on the network coherence. We first pro-
vided a lower bound and an upper bound for coherence in
a general network, with the lower bound being half of the
reciprocal of the average degree. We then studied the network
coherence for some representative real-world networks with
the scale-free property, and found that their coherence is
very small, irrespective of the size of the networks. We
also studied numerically the coherence for Baraba´si-Albert
networks and high dimensional Apollonian networks, which
converges to constants when the networks grow. Finally, we
studied analytically the coherence for two deterministic scale-
free networks, obtaining explicit expressions for the network
coherence, which converge to small constants. Our results
indicate that scale-free networks are resistant to stochastic
disturbances imposed on the consensus algorithm. We argued
that the scale-free and loopy structure is responsible for the
robustness against the noise.
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