Spatial impulse response analyses techniques are commonly used in the field of acoustics, 1 as they help to characterise interaction of sound with an enclosed environment. This paper presents a 2 novel approach for spatial analyses of binaural impulse responses, using a binaural model fronted 3 neural network. The proposed method uses binaural cues utilised by the human auditory system, 4 which are mapped by the neural network to azimuth direction of arrival classes. A cascade-correlation 5 neural network was trained using a multi-conditional training dataset of head related impulse 6
A binaural model inspired by the work presented in [18, 19] is used to compute the temporal and 145 frequency dependent level differences between the signals arriving at the left and right ears of a listener. 146 Both the temporal and spectral feature spaces provide directionally dependent cues, produced by path 147 differences between ears and acoustic shadowing produced by the presence of the head, which allow 148 the human auditory system to localise a sound source in an environment [6, 20] . These directionally 149 dependent feature spaces are used in this study to produce a feature vector that can be analysed by a 150 NN to estimate the direction of arrival. 151 Prior to running analysis of the binaural signals, the signal vectors being analysed are zero-padded 152 by 2000 samples accounting for signal delay introduced by the application of a gammatone filter bank. 153 This ensures that no part of the signal is lost when dealing with small windows of sound, where the 154 filter delay would push the signal outside of the represented sample range. The zero-padded signals 155 are then passed through a bank of 64 gammatone filters spaced equally from 80 Hz to 22 kHz using 156 the equivalent rectangular bandwidth scale. The gammatone filter implementation in M. Slaney's 157 'Auditory Toolbox' [21] was used in this study. The output of the cochlea is then approximated using 158 the cochleagram function in [22] with a window size of six samples and an overlap of one sample; 159 this produces an F × N map of auditory nerve firing rates across time-frequency units, where N is the 160 number of time samples and F is the number of gammatone filters. The cochleagram is calculated as:
where x l ( f , n) is the cochleagram output for the left channel for gammatone filter f at frame 162 number n, y l ( f , τ) is the filtered left channel of audio at gammatone filter f and time frame τ which is 163 six samples in length, and (.) ⊤ signifies vector transposition [22] . The cochleagram was used to extract 164 the features as opposed to extracting directly from the gammatone filters, as it was found to produce 165 more accurate results when passed to the NN.
166
The interaural cues are then computed across the whole cochleagram producing a single set of 167 interaural cues for each binaural signal being analysed. The first of these interaural cues is the interaural 168 cross-correlation (IACC) function, which is computed for each frequency band as the cross-correlation 169 between the whole approximated cochlea output x l and x r for the left and right channel respectively, with a maximum lag of ±1.1 ms. The maximum lag of ±1.1 ms was chosen based on the maximum 171 time delays suggested by Pulkki et al. for their binaural model proposed in [18] . The cross-correlation 172 function is then normalised by,
where xc f is the cross-correlation between the left and right approximated cochlea outputs for 174 gammatone filter f . The IACC is then averaged across the 64 gammatone filters, producing the 175 temporal feature space for the analysed signal. The maximum peak in the IACC function represents 176 the signal delay between the left and right ear. The decision to use the entire IACC function as opposed 177 to the ITD was based on the findings presented in [15] , which suggested that features within the IACC 178 function, such as the relationship between the main peak and any side bands, varied with azimuthal 179 direction of arrival.
180
The ILD is then calculated from the cochleagram output in decibels as the loudness ratio between 181 the two ears for each gammatone filter f such that,
where xl f ,t and xr f ,t is the approximated cochlea output for gammatone filter f for signal x, for 183 the left (l) and right (r) ear at time window t, and T is the total number of time windows. An example 184 of the IACC and ILD feature vector for a HRIR at azimuth = 90 • and elevation = 0 • can be seen in Fig. 1 . In this study the binaural model is used to analyse binaural signals with a sampling rate of 186 44.1 kHz, the output of the binaural model is then an IACC function vector of length 99 and an ILD 187 vector of length 64. This produces a feature space for a single binaural signal of length 163. can be trained with -one for each rotation. The use of a NN for each fixed rotation angle was found to 206 produce more accurate results than having one NN trained for both.
Neural Network Data Model

207
The use of 'head rotation' has a biological precedence, in that humans use head rotation to focus 208 in on the location of a sound source; disambiguating front-back confusions that occur due to interaural 209 cue similarities between signals arriving from opposing locations in the front and back hemispheres 210 [6, 20] . In this study, the equivalent effect of implementing a head rotation is realised by taking the 211 impulse response measurements at two additional fixed measurement orientations (at +/-90 degrees).
212
The use of fixed rotations reduces the number of additional signals needed to train the NN, and reduces 213 the number of additional measurements that need to be recorded. The use of additional measurement 214 positions corresponding to receiver rotations of ±90 • was found to produce lower maximum errors 215 when compared to rotations of ±15 • , ±30 • , and ±60 • ( Table 1 ). The two training matrices are used 216 to train two NN, one for each rotation, the network trained with the −90 • rotation dataset is used 217 to predict the DoA for signals that originate on the left hemisphere, while the +90 • NN is used to 218 predict the DoA for signals on the right hemisphere. Each of these NNs are trained with the full 219 azimuth range to allow the NNs to predict the DoA for signals with ambiguous feature vectors that 220 may be classified as originating from the wrong hemisphere. When testing the NN, the additional 221 measurement positions are assigned to the signals based on the location of the maximum peak in 222 the IACC feature vector. If the peak index in the IACC is less than 50 (signal originated in the left 223 hemisphere) a receiver rotation of −90 • is applied, otherwise a receiver rotation of +90 • is used. To data configuration, a bias is then applied to this activation level. These weights and biases for each 247 layer of the NN are initialised with random values, with the weights distributed such that they will be 248 zero mean and have a standard deviation (σ) defined as:
where m is the number of inputs to hidden layer i [26] . 
where P (θ|x) represents the probability of azimuth angle θ given the feature vector x. The 262 probability is calculated as, where w denotes a set of weights, b out is the output biases, and x 1 is the output from the hidden 264 layer calculated as, on a stand was placed in the anechoic chamber, such that a reflection with a known DoA would be 273 produced (Fig. 4) . This allows us to test the accuracy of the NN at predicting the DoA for a reflected 274 signal without the presence of overlapping reflections that could occur in non-controlled environments.
275
To approximate an omnidirectional sound source, the BRIRs were averaged over four speaker rotations to DoAs that differ from that which is expected.
291
With these BRIRs only having two sources of impulsive sounds, the direct sound and first 292 reflection, a simple method for separating these signals was employed. Firstly, the maximum absolute 293 peak in the signal is detected and assumed to belong to the direct sound. A 170 sample frame around attempt to eliminate any reflections that it would produce.
Results
314
The two NNs trained with the SADIE HRIR dataset (as described in sections 2.1 and 2.2) were 315 tested with the components of the measured test BRIRs (as described in 2.4), with the outputs 316 concatenated to produce the resulting direction of arrival for the direct and reflected components. The 317 angular error was then computed as the difference between the NN predictions and the target values.
318
The training of the neural network generally terminated due to saturation in output performance 
where d is the distance between the two ears, θ re f is the DoA, and c is the speed of sound [37] . The
327
ITD value used for the baseline DoA predictions was measured by locating the maximum peak in the 328 IACC feature vector, as calculated using the binaural model proposed in section 2.1.The index for this 329 peak in the IACC feature vector relates to one of 99 ITD values linearly spaced from -1.1 ms to 1.1 ms.
330
In Table 3 expected given the different morpho-acoustic properties of each head and their ears, which could lead 336 to differences in the observed interaural cues -particularly those dependent on spectral information.
337
The results show that the neural network performs worse when analysing the reflected components.
338
In this case, the reflected component measured with the KU100 is more accurately localised, with 339 lower maximum error, relative error, root mean squared error, and number of front-back confusions.
340
Comparisons between the accuracy of the proposed method with the baseline shows that the NN 341 is capable of reaching a higher degree of accuracy, with lower angular error, and fewer front-back 342 confusions. In Fig. 8 factor that is creating ambiguity in the measured binaural cues for the reflected components captured 386 using the KEMAR. Furthermore, comparing the interaural cues ( Fig. 9-10 measurements that is producing ambiguity in the measured signals' interaural cues. This could be due to noise present within the system and environment, or misalignment in the measurement system for 392 the KEMAR measurements; leading to the production of erroneous reflected signals. By investigating the neural networks predicted direction of arrival compared against the expected, 394 insight can be gained into any patterns occurring in the NN output predictions. Additionally it will 395 show how capable the NN is at predicting the DoA for signals with a DoA not represented within the training data.In Fig. 11 the predicted direction of arrival by the neural network (dashed line) algorithms [15] the proposed algorithm under performs compared to reported findings of 83.8% -100% 446 accuracy across different test scenarios. However, their analyses only considered signals in the frontal 447 hemisphere around the head, and considered longer audio samples for the localisation problem.
448
Comparing the proposed method to that presented in [12] shows that the proposed method The following abbreviations are used in this manuscript:
