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Introduction
Ope´rateurs de de´calage et the´ore`me de Beurling
E´tant donne´ un ope´rateur T sur un espace de Hilbert complexe se´parable H, on dit
qu’un sous-espace M de H est invariant pour T s’il est ferme´ et si TM⊂M. On appelle
lattice de T , note´ Lat(T ), l’ensemble des sous-espaces invariants par T . L’e´tude de la
structure d’un ope´rateur est lie´e a` la connaissance de ses sous-espaces invariants. De´ja` en
dimension finie, diagonaliser une matrice ou donner sa forme de Jordan consiste a` chercher
une de´composition de l’espace en somme directe de sous-espaces invariants particuliers.
Ainsi lorsque la matrice d’une application line´aire est une matrice de Jordan, c’est qu’on a
de´compose´ l’espace en somme directe de sous-espaces invariants sur lesquels l’application
est simple, puisqu’elle se repre´sente par un bloc de Jordan.
Dans le cas d’un espace de Hilbert se´parable de dimension infinie, l’existence d’un sous-
espace M invariant permet d’obtenir une de´composition triangulaire supe´rieure de notre
ope´rateur :
T =
(
T1 T2
0 T3
)
,
ou` T1 = T |M, restriction de T a` M, ou` T2 est un ope´rateur de M⊥ dans M et T3 de
M⊥ dans M⊥. Pour obtenir une de´composition diagonale par bloc, il faut trouver un
sous-espace invariant par T et T ∗. On parle alors de sous-espace re´duisant.
D’apre`s H. Radjavi et P. Rosenthal ([32] p. 3), ”le proble`me le plus fondamental non
re´solu, le proble`me du sous-espace invariant, est : est-ce que tout ope´rateur a un sous-espace
invariant non trivial ? ” Ce proble`me reste ouvert.
Cependant, il est re´solu pour certaines classes d’ope´rateurs, comme les ope´rateurs nor-
maux, les ope´rateurs a` spectre non connexe, les ope´rateurs compacts...On pourra consulter
[7] pour de nombreux exemples et techniques relatives a` ce proble`me.
En 1948, A. Beurling [6] a e´te´ le premier a` donner la description d’un lattice non triviale,
celui du shift. Conside´rons les suites de `2(N) et le shift de multiplicite´ 1 :
S`2(N) : `
2(N) −→ `2(N)
(x0, x1, . . . ) 7−→ (0, x0, x1, . . . ).
Les sous-espacesMk := {(an)n∈N ∈ `2(N) : a0 = a1 = · · · = ak = 0} sont des sous-espaces
invariants e´vidents, mais en existe-t-il d’autres ?
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Pour re´pondre a` cette question, A. Beurling identifie la suite (an)n≥0 ∈ `2(N) avec la
fonction holomorphe f(z) :=
∑
n≥0 anz
n de´finie sur le disque D := {z ∈ C| |z| < 1}. Ce
type de fonctions de´finit l’espace de Hardy H2(D) qui posse`de une proprie´te´ de factorisa-
tion inte´ressante. Toute fonction f de H2(D) se de´compose en produit de deux fonctions
de type particulier. L’une, dite inte´rieure, contient, entre autre, les informations sur la
re´partition des ze´ros de f et l’autre, appele´e facteur exte´rieur, renseigne sur la croissance
de f . L’ope´rateur S`2(N) sur `
2(N) s’identifie alors a` l’ope´rateur S de multiplication par la
variable z sur H2(D). Le the´ore`me de Beurling de´crit les sous-espaces invariants pour le
shift S :
The´ore`me Soit M un sous-espace ferme´ de H2(D) tel que SM ⊂ M. Alors il existe
une fonction inte´rieure θ unique a` une constante unimodulaire pre`s telle que
M = θH2(D).
On voit que la description de la lattice du shift ne s’arreˆte pas aux exemples e´vidents des
sous-espaces Mk cite´s pre´ce´demment, obtenus pour les fonctions inte´rieures particulie`res
θ(z) = zk.
Les travaux de Beurling ont donne´ lieu a` diverses ge´ne´ralisations, comme les shifts de
multiplicite´ finie e´tudie´s par Lax, ceux de multiplicite´ infinie par Halmos et Lowdensla-
ger, les shifts a` poids... L’exemple du shift n’est pas anecdotique. Ces ope´rateurs rele`vent
un caracte`re assez universel, puisque L. De Branges et J. Rovnyak ont montre´ que toute
contraction T ve´rifiant limn→∞ ‖T nx‖ = 0 quelque soit x ∈ H est unitairement e´quivalente
a` la restriction de l’adjoint d’un shift a` un de ses sous-espaces invariants. On pourra consul-
ter [32] chapitre 3.
Enfin, les shifts ont un inte´reˆt au dela` de l’analyse fonctionnelle pure. En the´orie du
controˆle par exemple, un ope´rateur sert a` mode´liser un syste`me line´aire. La proprie´te´ d’eˆtre
un syste`me a` retardement se traduit sur le graphe de l’ope´rateur le mode´lisant : il doit eˆtre
un sous-espace invariant pour un shift. On pourra consulter [31], en particulier le chapitre
3, ou` J. R. Partington expose les liens entre le shift et les syste`mes line´aires.
La premie`re partie de cette the`se consiste a` trouver la description d’autres sous-espaces
invariants et re´duisants pour le shift sur des espaces de Hardy plus ge´ne´raux.
Premie`re partie : sous-espaces invariants du shift sur l’espace de
Hardy d’un anneau
Espaces de Hardy sur des domaines circulaires
Ces espaces de Hardy plus ge´ne´raux sont des espaces de fonctions de´finies sur un ouvert
borne´ connexe avec un nombre fini de ”trous” dont les bords sont des courbes de Jordan,
appele´ domaine circulaire. Les premie`res contributions significatives ont permis de com-
prendre le cas particulier de l’ope´rateur de multiplication par la variable inde´pendante z,
note´ aussi S, sur l’espace de Hardy de l’anneau A := {z| r0 < |z| < 1}. Sarason [35] a
donne´ les descriptions des sous-espaces de Hp(A) re´duisants (invariants par S et S∗) et
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doublement-invariants (invariants en meˆme temps par S et S−1). On peut alors citer deux
difficulte´s par rapport au re´sultat de A. Beurling sur le disque. La premie`re provient du
fait que l’anneau n’est pas simplement connexe et la seconde est que le shift n’est plus
une isome´trie. La de´composition en produit de fonctions inte´rieures-exte´rieures subsiste
mais est plus complexe, certaines fonctions non constantes pouvant eˆtre en meˆme temps
inte´rieures et exte´rieures.
L’avance´e significative de Hitt [19] au milieu des anne´es 80 a permis de de´crire les
sous-espaces invariants par le shift sur Hp(A). Enfin, en 1989 Yakubovich [46] utilise cette
description faite sur l’anneau pour de´crire le cas ge´ne´ral du shift sur Hp(Ω), avec Ω un
domaine circulaire quelconque. La de´monstration repose sur la construction d’anneaux sur
les bords inte´rieurs de l’ouvert Ω et sur l’e´tude des proprie´te´s aux limites des bords de ces
anneaux.
Tous ces travaux sont pose´s dans le cadre de fonctions a` valeur scalaire. L’objet de cette
premie`re partie est d’obtenir des versions vectorielles de ces re´sultats.
Nous commencerons par construire ces espaces de Hardy ge´ne´raux, et tout parti-
culie`rement H2(A,Cm) espace de Hardy de l’anneau de fonctions a` valeur dans Cm.
Sous-espaces invariants, doublement-invariants et re´duisants de L2(∂A,Cm)
Dans le chapitre 2, nous e´tablissons les analogues vectoriels des re´sultats de l’article de
D. Sarason [35]. La proble´matique est de de´crire les sous-espaces ferme´s de L2(A,Cm) inva-
riants par S, re´duisants, et doublement-invariants. Nous avons contourne´ l’absence d’une
”bonne” de´composition inte´rieure-exte´rieure dans le cas de fonctions de´finies sur l’anneau
A a` valeur vectorielle en utilisant celle des fonctions a` valeur scalaire. La description des
sous-espaces re´duisants (the´ore`me 2.2.2) est une adaptation du the´ore`me de Wiener au cas
de l’anneau :
The´ore`me Un sous-espace ferme´M de L2(∂A,Cm) est re´duisant pour S si et seulement
si M = PL2(∂A,Cm), ou` P est une fonction mesurable a` valeur dans les projections.
Dans un premier temps, nous obtiendrons la description comple`te des sous-espaces en-
gendre´s par une seule fonction f invariants par S (ou par S−1), ainsi que ceux doublement-
invariants. Les diffe´rentes allures de ces sous-espaces de´pendent de l’inte´grabilite´ de ξ 7→
log ‖f(ξ)‖ sur les bords de l’anneau. Le tableau page 34 re´sume les re´sultats obtenus.
Dans un second temps, nous obtiendrons le re´sultat principal de ce chapitre, a` savoir, la
description des sous-espacesM doublement-invariants de H2(∂A,Cm) (cf. the´ore`me 2.4.3).
A l’aide de la description des sous-espaces re´duisants, nous montrerons qu’il existe au plus
m ge´ne´rateurs tels que M soit la somme directe des sous-espaces doublement-invariants
engendre´s par chacun de ces ge´ne´rateurs :
The´ore`me Soit M un sous-espace non trivial doublement-invariant de H2(∂A,Cm).
Alors il existe un ensemble fini d’au plus m fonctions borne´es de M, note´es F 1, · · · , F r,
telles que
M = DS(F
1)⊕⊥ · · · ⊕⊥ DS(F r),
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ou` DS(F ) de´signe le plus petit sous-espace doublement-invariant contenant F . De plus, si
l’on conside`re le plus petit sous-espace re´duisant contenant M , e´gal a` PL2(∂A,Cm) ou` P
est une fonction a` valeur dans les projections, le rang de P (ξ) est constant et est e´gal a` r,
pour tout ξ ∈ ∂A.
Ce chapitre se termine par l’application de ce the´ore`me a` l’e´tude des ope´rateurs non
ne´cessairement borne´s dont le graphe est invariant par le shift. Signalons qu’une ca-
racte´risation de ces ope´rateurs est particulie`rement utile pour l’e´tude des syste`mes line´aires.
Sous-espaces S∗−faiblement invariants de H2(D,Cm)
Pour caracte´riser les sous-espaces invariants par S surH2(A), la preuve de Hitt [19] com-
mence par de´crire une famille particulie`re de sous-espaces, les sous-espaces S∗−faiblement
invariants. La preuve initiale utilise les noyaux reproduisants et une analyse fine des fonc-
tions de Hp(A). Sarason [36] a utilise´ les espaces de De Branges–Rovnyak, sur lesquels
nous reviendrons, pour e´claircir cette partie de la preuve de Hitt. Nakamura, dans [23, 24],
utilise la the´orie des dilatations isome´triques d’une contraction et e´tudie la perturbation
d’une isome´trie par un ope´rateur de rang 1 pour retrouver le re´sultat de Hitt. Le cha-
pitre 3 reprend les travaux de Nakamura et ge´ne´ralise la description a` des sous-espaces
S∗−faiblement invariants pour des fonctions a` valeur vectorielle. Nous obtenons le re´sultat
suivant (the´ore`me 3.1.2) :
The´ore`me Soit F un sous-espace S∗−faiblement invariant de H2(D,Cm) et conside´rons
(w1, . . . , wr) une base orthonorme´e de W := F 	 (F ∩ zH2(D,Cm)). Alors F se de´compose
sous la forme suivante :
F = F0
(
H2(D,Cr)	 φH2(D,Cr′)
)
,
ou` φ une fonction inte´rieure de H∞(D,L(Cr′ ,Cr)) s’annulant en ze´ro, 1 ≤ r ≤ r′ et
F0 = mat(w1, . . . , wr).
De plus, la matrice F0 et la fonction φ sont uniques a` une e´quivalence unitaire pre`s.
Enfin, pour tout f ∈ F , il existe g ∈ H2(D,Cr) tel que f = F0g et
‖g‖2 = ‖f‖2.
Nous obtenons aussi en particulier une expression de la dilatation isome´trique minimale
d’une isome´trie perturbe´e par certains ope´rateurs de rang fini, garantissant que l’isome´trie
perturbe´e reste contractante (the´ore`me 3.2.1).
Seconde partie : Espaces mode`les de Sz-Nagy–Foias et de De
Branges–Rovnyak
Dans cette seconde partie, le cadre ge´ne´ral est celui des espaces de Sz-Nagy–Foias et
de De Branges–Rovnyak. Si on se donne une fonction analytique, contractante Θ : D →
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L(E,E∗) (E,E∗ deux espaces de Hilbert), on peut de´finir l’espace mode`le associe´ a` Θ par
HΘ =
(
H2(E∗)⊕ (I −Θ∗Θ)L2(E)
)
	 {Θf ⊕ (I −Θ∗Θ)1/2f : f ∈ H2(E)}.
Cet espace intervient dans la mode´lisation d’une large classe de contractions qui a e´te´
initie´e par Sz-Nagy–Foias. Dans le cas ou` Θ est inte´rieure, on peut identifier E et E∗ et
on retrouve les espaces KΘ = H
2(E)	ΘH2(E) qui sont les orthogonaux des sous-espaces
S-invariant du the´ore`me de Beurling.
D’autre part, si l’on de´signe par TΘ l’ope´rateur de Toeplitz de H
2(E) dans H2(E∗)
de´fini par
TΘ(f) = P+(Θf) (f ∈ H2(E)),
alors, l’espace de De Branges–Rovnyak, H(Θ), associe´ a` Θ, est constitue´ des fonctions de
H2(E∗) qui appartiennent a` l’image de l’ope´rateur (Id−TΘT ∗Θ)1/2. On le munit du produit
scalaire qui fait que (Id − TΘT ∗Θ)1/2 est une isome´trie partielle de H2(E∗) sur H(Θ). Cet
espace a e´te´ introduit par L. De Branges et J. Rovnyak pour la mode´lisation d’une certaine
famille de paires de contractions.
Le premier chapitre de cette seconde partie traite des noyaux reproduisant dans les
espaces de De Branges–Rovnyak. Le second chapitre traite des ope´rateurs complexes syme´-
triques et on montre comment la fonction caracte´ristique de Sz-Nagy–Foias intervient na-
turellement dans l’e´tude de ces ope´rateurs.
Cette seconde partie est inde´pendante de la pre´ce´dente. Pourtant, elles posse`dent un
certain nombre d’objets communs : la preuve de Hitt [19] utilise les noyaux reproduisants,
et l’approche de Sarason pour comple´ter le travail de Hitt [36] repose sur les espaces de De
Branges–Rovnyak.
Proprie´te´s ge´ome´triques des noyaux reproduisants de H(b)
La formule de Cauchy implique que :
f(λ) =
1
2pi
∫ 2pi
0
f(eiθ)
1− λe−iθ dθ = 〈f, kλ〉2 (f ∈ H
2),
ou`, pour z ∈ D, kλ(z) = 11−λz . On appelle kλ le noyau reproduisant de H2, associe´ a` λ.
Une suite de Blaschke est une suite (λn)n≥0 ∈ DN ve´rifiant
∑
n≥1(1 − |λn|) < +∞
et le produit de Blaschke B associe´ a` la suite (λn)n≥0 est la fonction inte´rieure B(z) =
Πn≥0
|λn|
λn
λn−z
1−λ¯nz .
On sait que la suite (
kλn
‖kλn‖)n≥0 est une base de Riesz de l’espace mode`le KB si et
seulement si la suite (λn)n≥0 satisfait la condition de Carleson.
Ces bases ont de multiples conse´quences the´oriques. Elles sont notamment lie´es au
proble`me d’interpolation, aux bases d’exponentielles. D’autre part, ces bases ont aussi
des conse´quences plus applique´es, par exemple en the´orie de l’e´chantillonage. On peut
ge´ne´raliser la notion de noyaux reproduisants aux espaces de Hardy a` valeur vectorielle et
aux espaces de De Branges–Rovnyak.
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Le premier chapitre de cette partie est consacre´ aux proprie´te´s ge´ome´triques des suites
de noyaux reproduisants dans les espaces de De Branges–Rovnyak de fonctions a` valeur
vectorielle. Nous allons caracte´riser pour quels parame`tres (λn)n≥0 et (en)n≥0 la suite de
noyaux reproduisants normalise´e (xbλnen)n≥0 sur H(b) forment une base de Riesz.
E. Fricain a re´pondu a` cette question dans le cas ou` b est une fonction inte´rieure a`
valeur ope´ratorielle et dans le cas ou` b est extre´male scalaire [12, 13]. Pourtant l’approche
qu’il utilise ne s’adapte pas. Nous utiliserons le mode`le fonctionnel de Sz.-Nagy–Foias
pour contourner la difficulte´. Apre`s avoir mis en place le mate´riel employe´, nous verrons
que le proble`me revient a` montrer l’inversibilite´ d’un ope´rateur qui identifie les noyaux
reproduisants de l’espace de Hardy avec ceux de l’espace de De Branges–Rovnyak.
Pour e´noncer le re´sultat principal, nous devons pre´ciser quelques notations. Tout d’a-
bord, rappelons que si S de´signe le Shift sur H2(E∗), alors S∗(xλnen) = λnxλnen. En
particulier, span (xλnen : n ≥ 1) est S∗-invariant et nous obtenons d’apre`s le the´ore`me de
Lax-Halmos (voir [26, p. 17]) qu’il existe un sous-espace F ⊂ E∗ et une fonction inte´rieure
B ∈ H∞(F → E∗) telle que
span (xλnen : n ≥ 1) = H2(E∗)	BH2(F ) = KB.
Si x ∈ F et Px est la projection orthogonale sur le sous-espace porte´ par x, alors
hx ∈ H∞(F → F ) est la fonction inte´rieure de´finie par
hx(z) := zPx + (Id−Px), (z ∈ D).
Nous de´finissons pour λ ∈ D et pour r > 0, le disque pseudo-hyperbolique
Ω(λ, r) := {z ∈ D : |bλ(z)| < r}, ou` bλ(z) = λ− z
1− λz .
Alors pour une suite Λ = (λn)n≥1 dans D, nous posons
G(Λ, r) =
⋃
n≥1
Ω(λn, r).
Pour m ≥ 1, nous de´signons par Gm(Λ, r) les composantes connexes de l’ensemble G(Λ, r)
et nous e´crivons
Em(r) := {n ≥ 1 : λn ∈ Gm(Λ, r)}.
Enfin si u est un vecteur d’un espace de Hilbert E et si F est un sous-espace de E , on
notera par α(u,F) l’angle entre le vecteur u et le sous-espace F .
Le re´sultat final est alors le suivant :
The´ore`me Soient b ∈ H∞(E → E∗) , ‖b‖∞ ≤ 1,(λn)n≥1 une suite de Blaschke de
D et (en)n≥1 une suite de vecteurs unitaires de E∗. Supposons les hypothe`ses suivantes
satisfaites : N := dim E∗ < +∞, avec de plus
sup
n≥1
‖b(λn)∗en‖ < 1,
et clos (∆H2(E)) = clos (∆L2(E)) ou` ∆ = (Id−bb∗)1/2. Alors, la suite (xbλnen)n≥1 est
une base de Riesz de son enveloppe line´aire ferme´e (resp. de H(b)) si et seulement si :
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(i) la suite (λn)n≥1 est l’union d’au plus N suites de Carleson ;
(ii) il existe r > 0 tel que
inf
m≥1
min
n∈Em(r)
α (en, span(ep : p ∈ Em(r), p 6= n)) > 0
(iii) dist(B∗b,H∞(E → F )) < 1 (resp. et aussi dist(h∗xB∗b,H∞(E → F )) = 1, ∀x ∈ F ).
Fonction caracte´ristique d’un ope´rateur complexe syme´trique
La the´orie des matrices syme´triques est un des fondements de l’alge`bre line´aire. On
dit qu’une matrice M a` coefficients complexes est complexe syme´trique si elle co¨ıncide
avec sa transpose´e M t. Les matrices complexes syme´triques apparaissent naturellement
dans diffe´rentes branches de mathe´matiques, comme dans les the´ories des fonctions [41],
en analyse fonctionnelle [45] ou en the´orie de l’e´lasticite´ [3, 38]... Dans ce chapitre, nous
allons nous placer dans un espace de Hilbert complexe H, et nous nous inte´resserons aux
ope´rateurs pour lesquels il existe une base dans laquelle la matrice est syme´trique. Nous
nous de´tacherons du choix d’une base en nous pre´occupant de l’ope´rateur plutoˆt que de sa
repre´sentation matricielle et nous verrons une de´finition plus intrinse`que pour de´finir les
ope´rateurs complexes syme´triques. L’inte´reˆt pour l’e´tude de ces ope´rateurs a repris avec
les travaux de S. Garcia [14, 15, 16]. En particulier, il s’est inte´resse´ a` l’exemple du shift
sur un espace mode`le KΘ, pour une fonction inte´rieure Θ.
Dans ce chapitre, nous allons faire une e´tude approfondie de cet exemple et utiliser
le mate´riel du mode`le fonctionnel de Sz.-Nagy–Foias explicite´ au chapitre pre´ce´dent pour
e´tablir une caracte´risation des contractions complexes syme´triques. Les espaces DT :=
(Id− T ∗T )1/2H et DT ∗ sont appele´s les espaces de de´faut (d’isome´trie) de T . La fonction
caracte´ristique ΘT ∈ H∞(D,DT → D∗T ) d’une contraction comple`tement non-unitaire T
est l’outil fondamentale de la the´orie de Sz-Nagy–Foias. Cette fonction est de´finie par :
ΘT : D −→ L(DT → DT ∗)
z 7−→ −T + z(Id− T ∗T )1/2(1− zT ∗)−1(Id− TT ∗)1/2|DT∗ .
Nous obtiendrons un crite`re pour de´terminer si une contraction est complexe syme´trique
a` l’aide de sa fonction caracte´ristique :
The´ore`me Soit T une contraction sur un espace de Hilbert H, alors les assertions sui-
vantes sont e´quivalentes :
1. T est complexe syme´trique ;
2. il existe une application J : DT −→ DT ∗ antiline´aire isome´trique surjective telle que
ΘT (z) = JΘT (z)
∗J,∀z ∈ D.
L’inte´reˆt d’e´tudier la fonction caracte´ristique d’un ope´rateur plutoˆt que l’ope´rateur lui-
meˆme re´side dans le fait que les espaces de de´faut d’isome´trie DT et DT ∗ peuvent eˆtre de
petite dimension. Ainsi, nous utiliserons notre crite`re pour de´crire le cas ou` ces dimensions
sont plus petites que 2 et nous donnerons des exemples d’ope´rateurs qui sont, ou ne sont
pas, complexes syme´triques.
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Chapitre 1
Espaces de Hardy sur un domaine
circulaire quelconque G
Nous appellerons domaine circulaire un ouvert borne´ multiconnexe, a` bords analytiques
ayant un nombre fini de ”trous”. Le but de ce chapitre est de pre´senter les proprie´te´s
principales des espaces de Hardy de´finis sur un domaine circulaire a` valeurs scalaires.
La premie`re section rappelle brie`vement la construction et les proprie´te´s des espaces
de Hardy du disque. La seconde ge´ne´ralise cette construction des espaces de Hardy sur un
domaine circulaire et de´veloppe en particulier l’exemple de l’anneauA := {z : r0 < |z| < 1}.
1.1 Construction des espaces de Hardy du disque
On note par Hol(D) l’ensemble des fonctions holomorphes dans le disque unite´ ouvert
D de C. Pour f ∈ Hol(D), pour p ∈]0,∞[ et r ∈ [0, 1[, posons
Mp(f, r) =
1
2pi
∫ 2pi
0
|f(reit)|pdt et M∞(f, r) = sup
t ∈[0,2pi]
|f(reit)|.
Pour 0 < p ≤ ∞, l’espace de Hardy du disque note´ Hp(D) est l’ensemble des fonctions
de Hol(D) telles que sup0<r<1Mp(f, r) <∞. Ainsi, H∞(D) n’est autre que l’ensemble des
fonctions analytiques et borne´es sur D.
Comme pour p ∈]0,∞[, la fonction |f |p est sous-harmonique de`s que f ∈ Hol(D), cela
entraˆıne que pour p ∈]0,∞], les fonctions Mp(f, r) sont des fonctions croissantes en r. Par
conse´quent, pour 0 < p ≤ ∞, Hp(D) est l’ensemble des fonctions de Hol(D) telles que
limr→1,r<1Mp(f, r) <∞. La norme naturelle dont on munit Hp(D) est
‖f‖Hp(D) = lim
r→1,r<1
Mp(f, r)
1/p si p ∈]0,∞[ et ‖f‖H∞(D) = lim
r→1,r<1
M∞(f, r).
Pour tout p ∈ [1,∞], cette norme confe`re a` Hp(D) une structure d’espace de Banach.
Comme conse´quence du lemme de Fatou, les fonctions de Hp(D) posse`dent une limite
radiale dans Lp(T), c’est-a`-dire que pour presque tout t ∈ [0, 2pi[, limr→1 f(reit) existe et
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si l’on de´finit la fonction f ∗ par f ∗(eit) := limr→1 f(reit), alors f ∗ ∈ Lp(T). De plus, on a
l’e´galite´ suivante :
‖f‖Hp(D) := ‖f ∗‖Lp(T).
E´tant holomorphes, les fonctions de Hp(D) ve´rifient ∆f = 0, ou` ∆ = ∂2
∂x2
+ ∂
2
∂y2
. En
notant R(D) l’ensemble des fractions rationnelles a` poˆles en dehors du disque unite´ ferme´
D¯, on de´finit Hp(T) comme la fermeture dans Lp(T) de R(D) (il est pratique d’employer
un abus de langage en disant qu’une fonction de Lp(T) “appartient a` R(D)” si c’est la
restriction d’une fonction de R(D)).
Pour une fonction g ∈ Hp(T), le noyau de Poisson Pr : t 7→ Re
(
1+reit
1−reit
)
permet de
re´soudre le proble`me de Dirichlet :{
∆f = 0
limr→1− f(reit) = g(eit), pour presque tout t ∈ [0, 2pi]
qui a pour solution
f(reiθ) =
1
2pi
∫ 2pi
0
Pr(θ − t)g(eit)dt. (1.1)
On peut ve´rifier que f ∈ Hp(D) et que f ∗ = g.
On peut alors identifier isome´triquement Hp(D) et Hp(T), au sens ou` l’on a construit
un isomorphisme isome´trique entre Hp(D) et Hp(T).
Une de´finition e´quivalente de Hp(T) est la suivante :
Hp(T) :=
{
f ∗ ∈ Lp(T)| f̂ ∗(n) = 0, n < 0
}
, (1.2)
ou` f̂ ∗(n) est le neme coefficient de Fourier de f ∗.
Il existe enfin une autre fac¸on de de´finir les espaces de Hardy du disque Hp(D), ou`
p ∈]0,∞[, a` l’aide de majorants harmoniques.
Hp(D) := {f ∈ Hol(D) : ∃uf harmonique telle que|f(z)|p ≤ uf (z), z ∈ D} . (1.3)
Ces deux de´finitions sont e´quivalentes. En effet, pour f ∈ Hp(D) et f ∗ ∈ Hp(T) sa
limite radiale, le plus petit majorant harmonique de |f |p existe et s’exprime a` l’aide du
noyau de Poisson :
uf (re
iθ) =
1
2pi
∫ 2pi
0
Pr(θ − t)|f ∗(eit)|p dt.
Re´ciproquement, si f posse`de un majorant harmonique, d’apre`s le principe du maximum,
sup0<r<1
1
2pi
∫ 2pi
0
|f(reit)|p dt ≤ 1
2pi
∫ 2pi
0
uf (e
it)dt <∞.
Dans le cas du disque, on appelle fonction inte´rieure une fonction de H∞(D) dont la
limite radiale est de module 1 presque partout. Les produits de Blaschke e´le´mentaires
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bλ(z) :=
z−λ
1−λ¯z sont des exemples de fonctions inte´rieures. Une fonction exte´rieure F est une
fonction de Hp(D) de la forme
F (z) = c exp
(
1
2pi
∫ 2pi
0
eit + z
eit − z logϕ(e
it)dt
)
(1.4)
ou` |c| = 1 et ϕ est une fonction positive mesurable telle que logϕ ∈ L1(T). Les fonctions
exte´rieures ne s’annulent donc pas et ve´rifient
|F ∗(eit)| = ϕ(eit), mpp eit ∈ T, (1.5)
ou` mpp eit ∈ T signifie pour presque tout eit ∈ T relativement a` la mesure de Lebesgue
sur le cercle unite´.
Pour toute fonction f ∈ Hp(D), de limite radiale f ∗, il existe une factorisation en un
produit de fonctions inte´rieure et exte´rieure. Notons
E(f) := exp
(
1
2pi
∫ 2pi
0
eit + z
eit − z log|f(e
it)|dt
)
,
la fonction exte´rieure de meˆme module que f ∗, unique a` une constante unimodulaire pre`s.
Comme I(f) := f/E(f) est holomorphe, et sa limite radiale est de module 1 presque
partout, I(f) est une fonction inte´rieure qui a les meˆmes ze´ros que f . Toute fonction de
Hp(D) peut se factoriser de fac¸on unique a` multiplication par les constantes unimodulaires
pre`s :
f := cI(f)E(f), ou` |c| = 1. (1.6)
On peut pre´ciser davantage la structure de I(f). Soit (λn)n la suite e´ventuellement finie
des ze´ros de f . Alors ne´cessairement cette suite ve´rifie la condition (dite de Blaschke)∑
n≥0
(1− |λn|) <∞,
ce qui force les ze´ros d’une fonction de Hp(D) a` se rapprocher rapidement du bord du
disque et ce qui implique que le produit de Blaschke associe´s a` la suite des ze´ros de f
B(z) := zm
∏
λn 6=0
−λ¯n
|λn|
z − λn
1− λ¯nz
converge. De plus, il existe une mesure positive ν e´trange`re a` la mesure de Lebesgue telle
que :
I(f) =
(∏
n≥0
z − λn
1− λ¯nz
)
exp
(
− 1
2pi
∫ 2pi
0
eit + z
eit − zdν(t)
)
.
La fonction inte´rieure I(f) contient les informations sur la re´partition des ze´ros de f .
Les limites radiales de la fonction exte´rieure E(f) et de f sont de meˆme module presque
partout. Cette factorisation est unique aux constantes unimodulaires pre`s.
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1.2 Espaces de Hardy sur un domaine circulaire
Dans ce paragraphe, nous allons reprendre les e´tapes de construction de Hp(D) et les
adapter a` la construction de Hp(A), ou` A est l’anneau {z ∈ C : r0 < |z| < 1}. Il existe
une ge´ne´ralisation des espaces de Hardy pour des fonctions holomorphes de´finies sur Ω, un
domaine circulaire. Royden a de´crit les principales proprie´te´s de ces fonctions, le lien avec
leurs limites radiales et la de´composition inte´rieure-exte´rieure dans [33]. On pourra aussi
consulter [21].
La de´finition de Hp(Ω) reprend la de´finition de la formule (1.3). On de´finit Hp(Ω)
comme e´tant l’ensemble des fonctions f holomorphes sur Ω telles que |f |p posse`de un ma-
jorant harmonique. Notons Γ le bord de Ω. L’espace Hp(Γ) est la fermeture dans Lp(Γ) de
l’ensemble des fractions rationnelles a` poˆles dans le comple´mentaire de Ω dans C ∪ {∞}
note´ R(Ω). La` encore, il est pratique d’employer un abus de langage en disant qu’une fonc-
tion de Lp(Γ) “appartient a` R(Ω)” si c’est la restriction d’une fonction de R(Ω). L’espace
Hp(Γ) est muni de la norme induite par Lp(Γ).
Comme f ∈ Hp(Ω) implique que |f |p est majore´ par une fonction harmonique, les
fonctions de Hp(Ω) posse`dent une limite non-tangentielle en presque tout point du bord
de Γ. D’apre`s le the´ore`me de Runge ([34]), l’enveloppe line´aire des fractions rationnelles
dont les poˆles sont dans le comple´mentaire de Ω¯, est dense dans Hol(Ω) pour la norme
de la convergence uniforme. Ainsi, toute fonction f ∈ Hp(Ω) a une limite non-tangentielle
f ∗, et f ∗ ∈ Hp(Γ). Pour montrer que toute fonction de Hp(Γ) est la limite radiale d’une
fonction de Hp(Ω), nous utiliserons la fonction de Green associe´e au domaine Ω, dont la
de´rive´e normale permet de ge´ne´raliser le noyau de Poisson sur le disque.
De´finition 1.2.1 Soit Ω un ouvert de C ∪ {∞} et p un point de Ω. Une fonction z 7→
g(z; p,Ω) est une fonction de Green sur Ω de poˆle p si :
1. z 7−→ g(z; p,Ω) est harmonique sur Ω \ {p}.
2. Si p 6=∞, z 7−→ g(z; p,Ω) + log|z − p| est harmonique au voisinage de p.
Si p =∞, z 7−→ g(z; p,Ω)− log|z| est harmonique au voisinage de ∞.
3. Les limites au bords de g(z; p,Ω) existent et sont nulles :
lim
z→ξ, z∈Ω
g(z; p,Ω) = 0, ξ ∈ ∂Ω
La nature ge´ome´trique des domaines circulaires, en particulier l’analyticite´ de ses bords,
assure l’existence de la fonction de Green en tout point de l’ouvert. Ce re´sultat est de´montre´
dans [5] page 392 a` 410 ou [10] page 172, et utilise la formule de Green-Riemann et le
principe de re´flexion de Schwarz.
A toute fonction a` valeurs continues sur ∂Ω, on peut associer u˜ la solution au proble`me
de Dirichlet {
∆u˜ = 0
u˜|∂Ω = u
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Comme l’application u 7→ u˜(p) est une forme line´aire continue, d’apre`s le the´ore`me de
Riesz, il existe une unique mesure re´elle wp telle que
u˜(p) =
∫
∂Ω
u dwp, ∀u ∈ CR(∂Ω)
Cette mesure est positive, de masse totale 1. On l’appelle mesure harmonique de ∂Ω en p.
The´ore`me 1.2.1 ([5] page 404) Soit Ω un domaine circulaire. Pour chaque point p ∈ Ω,
on a
dwp(z) = − 1
2pi
∂
∂n
g(z; p,Ω) ds
ou` z 7−→ g(z; p,Ω) est la fonction de Green sur Ω de poˆle p, ∂
∂n
la de´rive´e directionnelle
selon le vecteur normal a` ∂Ω et ds la mesure de longueur d’arc.
La fonction positive ξ 7−→ P (ξ, p) := − l
2pi
∂
∂n
g(ξ; p,Ω), ou` l est la longueur de ∂Ω, est
l’analogue du noyau de Poisson pour des domaines circulaires. A toute fonction f ∗ ∈ Hp(Γ),
on peut donc associer une fonction f ∈ Hp(Ω) via le noyau de Poisson ge´ne´ralise´, analogue
de la formule (1.1). La fonction :
f : z 7→ − 1
2pi
∫
∂A
f ∗(ξ)
∂
∂n
g(ξ, z; Ω)ds(ξ),
est la solution du proble`me de Dirichlet sur Ω avec comme condition limite au bord f ∗. La
fonction |f |p est majore´e par la fonction harmonique
uf : z 7→ − 1
2pi
∫
∂A
|f ∗(ξ)|p ∂
∂n
g(ξ, z; Ω)ds(ξ),
ainsi f ∈ Hp(Ω). Il existe une identification naturelle entre Hp(Ω) et Hp(Γ). La norme sur
Hp(Ω) est
‖f‖Hp(Ω) := ‖f ∗‖Lp(Γ),
pour laquelle cet espace est un Banach lorsque p ∈ [1,∞].
Dans un souci de clarte´ et de concision, nous allons restreindre notre e´tude au cas de
l’anneau. Commenc¸ons par donner un lemme spe´cifique au cas de l’anneau, utile par la
suite.
Comme en (1.2), il existe une caracte´risation des fonctions Hp(∂A) a` l’aide des coeffi-
cients de Fourier des restrictions f ∗|T et f ∗|r0T.
Lemme 1.2.1 (Sarason, Lemme 1 de [35]) Une fonction f ∗ ∈ Lp(∂A) est dans Hp(∂A)
si et seulement si, pour tout n ∈ Z :∫ 2pi
0
f ∗(r0eit)e−int dt = rn0
∫ 2pi
0
f ∗(eit)e−int dt.
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Nous allons maintenant de´finir les fonctions inte´rieures, exte´rieures et e´noncer la pro-
prie´te´ de factorisation des fonctions deHp(A). Les de´monstrations dans le cas d’un domaine
circulaire sont donne´es par Royden ([33]).
De´finition 1.2.2
– On dit qu’une fonction f de H∞(A) est inte´rieure si les restrictions f ∗|T et f ∗|r0T
sont de module constant presque partout.
– Une fonction exte´rieure φ est une fonction de Hp(A) telle que :
log |φ(z)| =
∫
∂A
log |φ∗(ξ)|∂g(ξ, z;A)
∂n
ds(ξ)
ou` ξ 7−→ g(ξ, z;A) est la fonction de Green normalise´e pour que la longueur de ∂A
soit 1.
– Une fonction de Hp(A) est appele´e unite´ si elle est en meˆme temps inte´rieure et
exte´rieure.
La de´finition des fonctions exte´rieures est analogue a` celle du disque (1.4).
Dans le cas cas de l’anneau, les fonctions z 7→ zk, k ∈ Z sont des unite´s, comme elles
sont constantes sur chacun des cercles et elles engendrent H2(A).
Les formules explicites de la fonction de Green dans le cas de l’anneau fournies par
Villat puis Komatu ([44, 22]) sont complexes et difficilement exploitables. En particulier,
aucune formule explicite d’un produit de Blaschke e´le´mentaire dans H∞(A) n’est donne´e.
Contrairement au cas du disque, si f ∈ H2(∂A) on ne peut pas toujours trouver φ
exte´rieure telle que |φ∗| = |f ∗| presque partout sur ∂A. L’alternative possible choisie par
Royden est de de´finir v sur A de la fac¸on suivante :
v(z) :=
1
2pi
∫
∂A
log |f ∗(ξ)|∂g(ξ, z;A)
∂n
ds(ξ).
Cette fonction est harmonique re´elle et on peut trouver une constante c et une fonction
harmonique re´elle h telles que
ψ(z) := v(z)− c log |z|+ i h(z)
soit holomorphe. Le terme log |z| est ne´cessaire, l’anneau n’e´tant pas simplement connexe.
La fonction φ de´finie par φ(z) := exp(ψ(z)) est exte´rieure par de´finition et ses limites
radiales ve´rifient
|φ∗(ξ)| = |f
∗(ξ)|
|ξ|c , mpp ξ ∈ ∂A,
formule analogue a` (1.5) dans le cas du disque.
Comme |f ||φ| a ses limites radiales de module constant sur chaque bord, f/φ est inte´rieure
et a les meˆme ze´ros que f , φ ne s’annulant pas sur A.
Ainsi, on retrouve une factorisation du meˆme type que l’e´galite´ (1.6). Toute fonction de
Hp(A) peut se de´composer comme le produit d’une fonction inte´rieure et d’une fonction
exte´rieure, et ce produit est unique a` multiplication par les fonctions unite´s pre`s.
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Mentionnons enfin que Sarason [35] choisit une approche diffe´rente. Il permet aux fonc-
tions d’eˆtre multivalue´es, mais impose aux fonctions inte´rieures d’eˆtre de module 1 sur tous
les bords.
Pour la suite, l’identification entre Hp(A) et Hp(∂A) nous conduit a` noter indiffe´rem-
ment la fonction f ∈ Hp(A) et sa limite radiale dans Hp(∂A).
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Chapitre 2
Sous-espaces invariants pour le shift
sur L2(∂A,Cm) et H2(A,Cm)
2.1 Pre´sentation du proble`me et notations
Le but de ce chapitre est d’e´tudier le shift, ope´rateur de multiplication par la variable
inde´pendante z sur l’espace de Hardy de l’anneau A := {z : r0 < |z| < 1} a` valeurs dans
Cm. Il s’agit essentiellement de ge´ne´raliser dans le cas vectoriel les travaux de Sarason
[35]. Les contributions de Royden [33], Hitt [19] et Yakubovitch [46] concernent les sous-
espaces invariants pour le shift d’espaces de Hardy ge´ne´raux a` valeurs scalaires. Le cas
vectoriel n’a pas e´te´ conside´re´ et pre´sente des difficulte´s propres. La description de ces sous-
espaces particuliers dans le cas vectoriel a des applications, pour caracte´riser les graphes
d’ope´rateurs ferme´s, e´ventuellement non borne´s, invariants pour le shift.
Nous noterons S l’ope´rateur sur Lp(∂A) de multiplication par la variable inde´pendante
z. Un sous-espace ferme´M de L2(∂A) est dit invariant pour S si SM⊂M, doublement-
invariant pour S siM est invariant pour S et S−1 et re´duisant pour S siM est invariant
pour S et S∗.
Pour f ∈ L2(∂A),
1. IS[f ] repre´sente le plus petit sous-espace ferme´M de L2(∂A) contenant f et invariant
pour S.
2. DS[f ] repre´sente le plus petit sous-espace ferme´M de L2(∂A) contenant f et double-
ment-invariant pour S.
3. RS[f ] repre´sente le plus petit sous-espace ferme´M de L2(∂A) contenant f et re´duis-
ant pour S.
En d’autres mots,
IS[f ] = Span{Snf : n ≥ 0}
DS[f ] = Span{Snf : n ∈ Z}
RS[f ] = Span{p(S, S∗)f : p ∈ C[z1, z2]},
ou` Span est l’enveloppe line´aire ferme´e.
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Si N est un ensemble de fonctions IS(N ) (resp. DS(N ) et RS(N )) repre´sente le plus
petit sous-espace ferme´ contenant IS(f) (resp. DS(f) et RS(f)) pour tout f ∈ N .
Comme L2(∂A) = L2(T) ⊕ L2(r0T), on notera f = f1 ⊕ f0 avec f1 ∈ L2(T) et f0 ∈
L2(r0T). On peut alors exprimer facilement les ope´rateurs S, S−1 et S∗ :
Sf = g1 ⊕ g0 ou` g1(eit) = eitf1(eit) et g0(r0eit) = r0eitf0(r0eit)
S−1f = h1 ⊕ h0 ou` h1(eit) = e−itf1(eit) et h0(r0eit) = 1r0 e−itf0(r0eit)
S∗f = k1 ⊕ k0 ou` k1(eit) = e−itf1(eit) et k0(r0eit) = r0e−itf0(r0eit).
On de´duit de ces e´galite´s que S, S∗ et S−1 commutent et que :
RS[f ] = Span{SnS∗mf : n,m ≥ 0}.
On noter χE la fonction indicatrice de l’ensemble mesurable E.
Nous utilisons des notations analogues pour les versions vectorielles ; en ge´ne´ral nous
utiliserons des minuscules pour les fonctions a` valeurs scalaires et des capitales pour les
fonctions a` valeurs vectorielles.
Le chapitre s’organise comme suit. Tout d’abord nous e´tablissons un re´sultat de type
Wiener (Section 2.2) qui caracte´rise les sous-espaces re´duisants du shift du L2(∂A,Cm).
Dans la Section 2.3 nous donnons une description de tous les sous-espaces invariants ou
doublement-invariants engendre´s par une unique fonction. Nos re´sultats sont re´sume´s par
des tableaux en fin de section. Enfin, la dernie`re section e´tablit le principal re´sultat de
ce chapitre, a` savoir le fait que tout sous-espace M doublement-invariant de H2(∂A,Cm)
est la somme orthogonale d’au plus m sous-espaces de M, chacun e´tant engendre´ par
une seule fonction. Comme corollaire nous obtenons qu’un sous-espace M doublement-
invariant de H2(∂A,Cm) qui de plus est le graphe d’un ope´rateur (non ne´cessairement
borne´) est engendre´ par une unique fonction. L’utilisation de l’analyticite´ est essentielle
dans la preuve de notre the´ore`me principal et par conse´quent la description des sous-espaces
doublement-invariants de L2(∂A,Cm) reste ouverte. Nous donnons un re´sultat partiel dans
cette direction pour les graphes d’ope´rateurs.
2.2 Sous-espaces re´duisants
Dans le cas scalaire, Sarason caracte´rise les sous-espaces re´duisants pour S de L2(∂A)
en utilisant le the´ore`me de Wiener qui affirme que tout sous-espace re´duisant de L2(T) est
de la forme χEL
2(T) pour un ensemble mesurable E ⊂ T (cf. [18, 28, 31]).
The´ore`me 2.2.1 [35, p. 52] Un sous-espace ferme´ M de L2(∂A) est re´duisant pour S si
et seulement si M = χEL2(∂A) pour un ensemble mesurable E ⊂ ∂A.
Preuve : Il est clair que χEL
2(∂A) est re´duisant pour S. Pour f1⊕f0 ∈ L2(T)⊕L2(r0T),
on a :
r20Id− SS∗
r20 − 1
(f1 ⊕ f0) = f1 ⊕ 0 et SS
∗ − Id
r20 − 1
(f1 ⊕ f0) = 0⊕ f0.
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ce qui signifie que PL2(T) ⊕ 0 et 0 ⊕ PL2(r0T) (ou` PL2(rT) est la projection orthogonale de
L2(∂A) sur L2(rT), pour r ∈ {r0, 1}) sont des combinaisons line´aires de Id et SS∗. En
particulier, PL2(rT)M est aussi re´duisant pour S sur L2(rT), avec r ∈ {r0, 1}. Ainsi, si M
est un sous-espace re´duisant pour S alors
PL2(T)M⊕ PL2(r0T)M⊂M.
Comme l’inclusion re´ciproque est vraie pour tout sous-espaceM, siM est re´duisant pour
S, on a aussi :
PL2(T)M⊕ PL2(r0T)M =M.
D’apre`s le the´ore`me de Wiener 2.2.1, PL2(rT)M = χErL2(rT) pour un sous-ensemble me-
surable Er ⊂ rT. Finalement on obtient M = χEL2(∂A) ou` E = E1 ∪ E0.

Nous pouvons maintenant aborder le cas vectoriel. Au lieu de disposer de fonctions
caracte´ristiques prenant leurs valeurs dans {0; 1} presque partout, le cas vectoriel ne´cessite
de conside´rer les fonctions a` valeurs dans les projections orthogonales sur Cm. Plus pre´-
cise´ment, P : rT→ L(Cm) est une fonction mesurable a` valeurs dans les projections si elle
ve´rifie :
– Pour presque tout reiw ∈ rT, P (reiw) est une projection orthogonale de Cm sur un
sous-espace I(reiw).
– L’application w → 〈P (reiw)x, y〉 est mesurable pour tous x, y ∈ Cm.
Comme P (reiw) peut eˆtre conside´re´ comme une fonction a` valeurs matricielles m ×m, le
second point revient a` dire que P ∈ L∞(rT,L(Cm)).
Nous allons donner une version du the´ore`me de Wiener adapte´e au cas vectoriel (voir
[31, Thm. 3.1.6] et [18]).
Commenc¸ons par le lemme suivant :
Lemme 2.2.1 Soient r > 0,M un sous-espace ferme´ de L2(rT,Cm) et S ∈ L(L2(rT),Cm)
de´fini par Sf(reit) = reitf(reit). Alors M est doublement-invariant ou re´duisant sur
L2(rT,Cm) si et seulement si M = PL2(rT,Cm) ou` P est une fonction mesurable sur
rT a` valeurs dans les projections.
Preuve : L’espace L2(rT) est unitairement e´quivalent a` L2(T) par un simple changement
de variables, pour lequel l’ope´rateur S on L2(rT) est unitairement e´quivalent a` l’ope´rateur
rS on L2(T). Ils ont les meˆmes sous-espaces re´duisants que le shift bilate´ral de L2(T), et
le re´sultat est une conse´quence du the´ore`me de Wiener.

Nous obtenons alors le re´sultat suivant sur L2(∂A,Cm).
The´ore`me 2.2.2 Un sous-espace ferme´M de L2(∂A,Cm) est re´duisant pour S si et seule-
ment siM = PL2(∂A,Cm), ou` P est une fonction mesurable a` valeurs dans les projections
sur ∂A.
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Preuve : Il est clair que PL2(∂A,Cm) est un sous espace re´duisant pour S. Remarquons
que pour F1 ⊕ F0 ∈ L2(T,Cm)⊕ L2(r0T,Cm), on a :
r20Id− SS∗
r20 − 1
(F1 ⊕ F0) = F1 ⊕ 0 et SS
∗ − Id
r20 − 1
(F1 ⊕ F0) = 0⊕ F0.
Ainsi les projections PL2(T,Cm) ⊕ 0 et 0⊕ PL2(r0T,Cm) (ou` PL2(rT,Cm) est la projection ortho-
gonale de L2(∂A,Cm) sur L2(rT,Cm), pour r ∈ {r0, 1}) sont des combinaisons line´aires
de Id et SS∗. En particulier, PL2(rT,Cm)M est aussi un sous-espace re´duisant pour S dans
L2(rT,Cm), avec r ∈ {r0, 1}. Ainsi, si M est re´duisant, alors
PL2(T,Cm)M⊕ PL2(r0T,Cm)M⊂M.
Comme l’inclusion re´ciproque est vraie pour tout sous-espaceM, siM est re´duisant, alors
PL2(T,Cm)M⊕ PL2(r0T,Cm)M =M.
D’apre`s le lemme 2.2.1, pour r = r0 et r = 1, PL2(rT,Cm)M = PrL2(rT,Cm) pour une
fonction a` valeurs dans les projections Pr de´finie sur rT. Ainsi,M = PL2(∂A) ou` P (reiw) =
Pr(re
iw) pour r = r0 et r = 1.

Corollaire 2.2.3 Soit F ∈ L2(∂A,Cm). Alors
RS(F ) = {G ∈ L2(∂A,Cm) : G(ξ) ∈ Span(F (ξ)) pour presque tout ξ ∈ ∂A}.
Preuve : Ce corollaire est une conse´quence directe du the´ore`me 2.2.2, en observant que
l’image de P (ξ) doit correspondre a` l’enveloppe line´aire engendre´e par F (ξ), pour presque
tout ξ.

2.3 Sous-espaces invariants et doublement-invariants
engendre´s par une fonction
La notion centrale pour classer les diffe´rentes descriptions que nous obtenons est la
log-inte´grabilite´.
De´finition 2.3.1 Soient r > 0 et F ∈ L2(rT,Cm). On dit que F est log-inte´grable sur rT
si
∫ 2pi
0
log ‖F (reit)‖Cmdt existe.
La proposition suivante montre comment modifier le ge´ne´rateur d’un sous-espace inva-
riant ou doublement-invariant avec l’hypothe`se de log-inte´grabilite´.
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Proposition 2.3.1 Soit F1⊕F0 ∈ L2(T,Cm)⊕L2(r0T,Cm) telle que F1 est log-inte´grable
sur T. Alors on a :
IS(F1 ⊕ F0) = IS
(
F1
u1
⊕ F0
u1
)
et DS(F1 ⊕ F0) = DS
(
F1
u1
⊕ F0
u1
)
,
ou` u1 est une fonction exte´rieure de H
2(D) telle que |u1(eit)| = ‖F1(eit)‖Cm presque partout
sur T.
Preuve :
Comme u1 une fonction exte´rieure scalaire de H
2(D), d’apre`s le the´ore`me de Beurling ,
il existe une suite de polynoˆmes (pn)n telle que :
lim
n→∞
‖u1pn − 1‖L2(T) = 0,
ou` 1 est la fonction constante e´gale a` 1 sur T. Comme F1
u1
∈ L∞(T,Cm), on obtient que :∥∥∥∥(u1pn − 1)F1u1
∥∥∥∥
L2(T,Cm)
=
∥∥∥∥pnF1 − F1u1
∥∥∥∥
L2(T,Cm)
tend vers 0 quand n tend vers l’infini. De plus, limn→∞ ‖u1pn − 1‖L2(T) = 0 implique que
limn→∞ ‖u1pn − 1‖L∞(r0T) = 0.
Comme u1 est exte´rieure,
1
u1
∈ L∞(r0T) et donc limn→∞
∥∥∥u1pn−1u1 ∥∥∥L∞(r0T) = 0. On en
de´duit que ∥∥∥∥(u1pn − 1u1
)
F0
∥∥∥∥
L2(r0T)
=
∥∥∥∥pnF0 − F0u1
∥∥∥∥
L2(r0T)
tend vers 0 quand n tend vers l’infini. De plus, on a :
IS
(
F1
u1
⊕ F0
u1
)
⊂ IS(F1 ⊕ F0) et DS
(
F1
u1
⊕ F0
u1
)
⊂ DS(F1 ⊕ F0).
Pour prouver l’inclusion inverse, remarquons que u1 ∈ H2(D), donc il existe une suite de
polynoˆmes (qn)n telle que limn→∞ ‖u1 − qn‖L2(T) = 0. Comme F1u1 ∈ L∞(T,Cm), on a :∥∥∥∥(u1 − qn)F1u1
∥∥∥∥
L2(T,Cm)
=
∥∥∥∥F1 − qnF1u1
∥∥∥∥
L2(T,Cm)
tend vers 0 quand n tend vers l’infini. Enfin, limn→∞ ‖u1 − qn‖L2(T) = 0 implique
que limn→∞ ‖u1 − qn‖L2(r0T) = 0, et donc limn→∞
∥∥∥u1−qnu1 ∥∥∥L2(r0T) = 0, car u1 est borne´e
infe´rieurement sur r0T. On en de´duit que∥∥∥∥(u1 − qnu1
)
F0
∥∥∥∥
L2(r0T)
=
∥∥∥∥F0 − qnF0u1
∥∥∥∥
L2(r0T)
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tend vers 0 quand n tend vers l’infini. Ceci montre l’inclusion et ache`ve la preuve de la
proposition.

L’e´nonce´ dual de cette proposition est le suivant :
Proposition 2.3.2 Soit F1 ⊕ F0 ∈ L2(T,Cm) ⊕ L2(r0T,Cm) tel que F0 est log-inte´grable
sur r0T. Alors on a :
IS−1(F1 ⊕ F0) = IS−1
(
F1
u0
⊕ F0
u0
)
et DS(F1 ⊕ F0) = DS
(
F1
u0
⊕ F0
u0
)
,
ou` u0 est une fonction exte´rieure de H
2(Ĉ\r0D) telle que |u0(r0eit)| = ‖F0(r0eit)‖Cm presque
partout sur r0T.
Preuve : Soit G1(e
it) = F0(r0e
−it) et G0(r0eit) = F1(e−it). En conside´rant l’application
Ψ : L2(∂A,Cm)→ L2(∂A,Cm) de´finie par Ψ(F1⊕F0) = G1⊕G0 et en utilisant les meˆmes
arguments que dans la preuve de la proposition pre´ce´dente on obtient l’e´galite´ souhaite´e.

En combinant ces deux premiers re´sultats, on obtient le the´ore`me suivant :
The´ore`me 2.3.3 Soit F1 ⊕ F0 ∈ L2(T,Cm) ⊕ L2(r0T,Cm) telle que F1 est log-inte´grable
sur T et F0 est log-inte´grable sur r0T. Alors il existe une fonction W1⊕W0 ∈ L∞(T,Cm)⊕
L∞(r0T,Cm) telle que ‖W1(eit)‖Cm = 1 presque partout sur T, 1‖W0‖Cm ∈ L∞(r0T) et
ve´rifiant :
DS(F1 ⊕ F0) = DS(W1 ⊕W0) = H2(∂A)(W1 ⊕W0).
Preuve : D’apre`s la proposition 2.3.2, le sous-espace doublement-invariant pour S ge´ne´re´
par F1⊕F0 est e´gal a` celui engendre´ par F1u0 ⊕ F0u0 , ou` u0 est une fonction scalaire exte´rieure
de H2(Ĉ\r0D) telle que |u0(r0eit)| = ‖F0(r0eit)‖Cm presque partout sur r0T. Remarquons
que comme u0 est exte´rieure,
F1
u0
est aussi log-inte´grable sur T de`s que F1 l’est. D’apre`s la
proposition 2.3.1, le sous-espace doublement-invariant pour S engendre´ par F1
u0
⊕ F0
u0
est e´gal
a` celui engendre´ par W1 ⊕W0 ou` W1 = F1u0u1 et W0 = F0u0u1 , avec u1 une fonction scalaire
exte´rieure sur T ve´rifiant |u1(eit)| = ‖F1(eit)‖Cm|u0(eit)| presque partout sur T. Comme u1 et 1u1 sont
dans L∞(r0T), W0 ve´rifie les conditions demande´es.
Il reste a` montrer que : DS(W1 ⊕ W0) = H2(∂A)(W1 ⊕ W0). Une reformulation du
lemme 1.2.1 est que H2(∂A) = DS(1). Ainsi,
H2(∂A)(W1 ⊕W0) ⊂ DS(W1 ⊕W0).
Conside´rons T : L2(∂A) → L2(∂A,Cm) de´fini par Tf = f(W1 ⊕ W0). Comme ‖W1‖Cm
et ‖W0‖Cm sont essentiellement borne´es supe´rieurement et infe´rieurement sur T et r0T,
l’ope´rateur T est borne´ et infe´rieurement borne´. On en de´duit que son image TH2(∂A) =
H2(∂A)(W1⊕W0) est un sous-espace ferme´ de L2(∂A,Cm). Par minimalite´ de DS, l’inclu-
sion re´ciproque est vraie, d’ou` l’e´galite´.
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
Dans le cas ou` l’hypothe`se de log-inte´grabilite´ porte sur F1, on dispose du re´sultat
suivant pour de´crire le plus petit sous-espace ferme´ invariant pour S ge´ne´re´ par F1 ⊕ F0.
Proposition 2.3.4 Soit F1 ⊕ F0 ∈ L2(T,Cm)⊕ L2(r0T,Cm).
1. Si F1 est log-inte´grable sur T, alors
IS(F1 ⊕ F0) = H2(D)
(
F1
u1
⊕ F0
u1
)
,
ou` u1 est une fonction a` valeurs scalaires exte´rieure sur T ve´rifiant
|u1(eit)| = ‖F1(eit)‖Cm presque partout sur T.
2. Si F1 n’est pas log-inte´grable sur T, alors
IS(F1 ⊕ F0) = RS(F1)⊕ IS(F0).
Preuve : 1. D’apre`s la proposition 2.3.1, IS(F1 ⊕ F0) = IS
(
F1
u1
⊕ F0
u1
)
. Comme F1
u1
∈
L∞(T,Cm) et f|r0T ∈ L∞(r0T) comme f ∈ H2(D), IS
(
F1
u1
⊕ F0
u1
)
contient le sous-espace
invariant pour S de´fini par H2(D)
(
F1
u1
⊕ F0
u1
)
. De plus H2(D)
(
F1
u1
⊕ F0
u1
)
est ferme´ dans
L2(∂A,Cm) comme l’image du sous-espace ferme´ H2(D) par l’ope´rateur borne´ infe´rieure-
ment T de´fini par T : H2(D)→ L2(∂A,Cm), Tf = f
(
F1
u1
⊕ F0
u1
)
. On en de´duit que
IS(F1 ⊕ F0) = IS
(
F1
u1
⊕ F0
u1
)
= H2(D)
(
F1
u1
⊕ F0
u1
)
.
2. Soit H1⊕H0 dans L2(T,Cm)⊕L2(r0T,Cm) l’orthogonal de IS(F1⊕F0), ce que l’on
peut e´crire ainsi :
〈H1, eintF1〉T + 〈H0, rn0 eintF0〉r0T = 0, n ≥ 0. (2.1)
On en de´duit que 〈H1, eintF1〉T = O(rn0 ), n ≥ 0. Si l’on note f1 la fonction a` valeurs scalaires
sur T de´finie par 〈F1, H1〉T, alors f1 s’e´tend en une fonction de H1(T ∪ rT) ou` r0 < r < 1.
Soit fr la fonction de L
2(rT) (et donc dans L1(rT)) de´finie par fr(reit) =
∑
n∈Z r
nf̂1(n)e
int.
Alors f1⊕fr ∈ H1(T∪rT) d’apre`s le lemme 1.2.1. Ceci implique que f1 = 〈F1, H1〉T est log-
inte´grable, et donc comme log |f1(eit)| ≤ log ‖F1(eit)‖Cm + log ‖H1(eit)‖Cm , ceci contraint
F1 a` eˆtre log-inte´grable, d’ou` la contradiction.
Ainsi, f1 est la fonction identiquement nulle et
〈H1, znF1〉T = 0, n ∈ Z.
D’apre`s (2.1), on a 〈H0, znF0〉T = 0 pour tout n ≥ 0. Enfin, H1 ⊕ H0 est orthogonal a`
RS(F1) ⊕ IS(F0), et donc RS(F1) ⊕ IS(F0) ⊂ IS(F1 ⊕ F0). Comme l’inclusion re´ciproque
est toujours vraie, on obtient l’e´galite´ souhaite´e.
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
La proposition duale naturelle est la suivante, donne´e sans de´monstration. Celle-ci peut
se de´duire aise´ment de la celle de la proposition 2.3.4 par le meˆme changement de variable
que celui de´taille´ dans la proposition 2.3.2.
Proposition 2.3.5 Soit F1 ⊕ F0 ∈ L2(T,Cm)⊕ L2(r0T,Cm).
1. Si F0 est log-inte´grable sur r0T, alors
IS−1(F1 ⊕ F0) = H2(Ĉ \ r0D)
(
F1
u0
⊕ F0
u0
)
,
ou` u0 est une fonction exte´rieure a` valeurs scalaires r0T telle que
|u0(r0eit)| = ‖F0(r0eit)‖Cm presque partout sur r0T.
2. Si F0 n’est pas log-inte´grable sur r0T, alors
IS−1(F1 ⊕ F0) = IS−1(F1)⊕RS(F0).
Nous pouvons maintenant aborder la description des sous-espaces invariants pour S
ge´ne´re´s par une seule fonction.
The´ore`me 2.3.6 Soit F1 ∈ L2(T,Cm) et F0 ∈ L2(r0T,Cm). Alors on a :
1. Si F1 n’est pas log-inte´grable sur T et si F0 est log-inte´grable sur r0T, alors
IS(F1 ⊕ F0) = P1L2(T,Cm)⊕H2(r0D)F0
u0
ou` u0 est une fonction exte´rieure de H
2(r0D) telle que |u0(r0eit)| = ‖F0(r0eit)‖Cm
presque partout sur r0T et ou` P1 est une fonction mesurable a` valeurs dans les pro-
jections sur T.
2. Si F0 n’est pas log-inte´grable sur r0T et si F1 est log-inte´grable sur T, alors
IS−1(F1 ⊕ F0) = H2(Ĉ \ D)F1
u1
⊕ P2L2(r0T,Cm)
ou` u1 est une fonction exte´rieure sur H
2(D) telle que |u1(eit)| = ‖F1(eit)‖Cm presque
partout sur r0T et ou` P2 est une fonction mesurable a` valeurs dans les projections
sur r0T.
3. Si ni F0 ni F1 ne sont log-inte´grables, alors
IS(F1 ⊕ F0) = PL2(∂A,Cm) = IS−1(F1 ⊕ F0)
ou` P est une fonction mesurable a` valeurs dans les projections sur ∂A.
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Preuve : 1. La seconde assertion de la proposition 2.3.4 implique que IS(F1 ⊕ F0) =
RS(F1)⊕IS(F0). D’apre`s le lemme 2.2.1, RS(F1) = P1L2(T,Cm) ou` P1 est une fonction me-
surable a` valeurs dans les projections sur T. Comme F0 est log-inte´grable, on a : IS(F0) =
IS(
F0
u0
) ou` u0 est une fonction exte´rieure sur H
2(r0D) telle que |u0(r0eit)| = ‖F0(r0eit)‖Cm
presque partout sur r0T. Comme IS
(
F0
u0
)
contient H2(r0D)F0u0 et comme ce dernier est
ferme´ en tant qu’image d’un ferme´ par un ope´rateur borne´ infe´rieurement, on en de´duit
que IS
(
F0
u0
)
= H2(r0D)F0u0 .
2. Si F0 n’est pas log-inte´grable, la seconde assertion de la proposition 2.3.5 implique que
IS−1(F1⊕F0) = IS−1(F1)⊕RS(F0). Comme F1 est log-inte´grable, IS−1(F1) = H2(Ĉ\D)F1u1 )
ou` u1 est une fonction exte´rieure surH
2(Ĉ\D) telle que |u1(eit)| = ‖F1(eit)‖Cm presque par-
tout sur T. Comme IS−1
(
F1
u1
)
contient H2(Ĉ\D)F1
u1
) et comme ce dernier est ferme´ comme
image d’un ferme´ par un ope´rateur borne´ infe´rieurement, on en de´duit que IS−1(F1⊕F0) =
H2(Ĉ \ D)F1
u1
⊕ P2L2(r0T,Cm).
3. Comme F1 n’est pas log-inte´grable, IS(F1⊕F0) = RS(F1)⊕IS(F0). Il reste a` montrer que
si F0 n’est pas log-inte´grable alors IS(F0) = DS(F0). Pour ce faire, il suffit de ve´rifier que
de`s que H0 ⊥ IS(F0), alors H0 ⊥ DS(F0). Or, H0 ⊥ IS(F0) implique que les coefficients de
Fourier ne´gatifs de la fonction de L1(r0T) a` valeurs scalaires f0 := 〈F0, H0〉 sont identique-
ment nuls. Ainsi, f0 s’e´tend en une fonction de H
1(r0D) et donc f0 est log-inte´grable. Ceci
oblige F0 a` eˆtre log-inte´grable, ce qui est exclu. Ainsi f0 est la fonction identiquement e´gale
a` 0 et H0 ⊥ DS(F0). D’apre`s le lemme 2.2.1, DS(F0) = RS(F0) = P0L2(r0T,Cm) ou` P0
est une fonction mesurable a` valeurs dans les projections sur r0T. Maintenant en prenant
P = P1 ⊕ P0, on obtient le re´sultat voulu. Des arguments similaires montrent facilement
que IS−1(F1) = DS(F1) lorsque F1 n’est pas log-inte´grable, d’ou` la dernie`re e´galite´.

Il ne reste plus qu’a` de´crire les sous-espaces doublement-invariants par S engendre´s par
F = F1 ⊕ F0 dans le cas ou` F1 ou F0 n’est pas log-inte´grable.
The´ore`me 2.3.7 Soit F1 ∈ L2(T,Cm) et F0 ∈ L2(r0T,Cm). Supposons que F1 ou F0 ne
soit pas log-inte´grable. Alors :
DS(F1 ⊕ F0) = DS(F1)⊕DS(F0) = PL2(∂A,Cm)
ou` P est une fonction mesurable a` valeurs dans les projections sur ∂A.
Preuve : Supposons que F1 ne soit pas log-inte´grable. La seconde assertion de la proposi-
tion 2.3.4 affirme que IS(F1⊕F0) = DS(F1)⊕IS(F0). En particulier 0⊕IS(F0) ⊂ IS(F1⊕F0).
De plus, DS(F1 ⊕ F0) contient 0⊕ IS(F0) et donc contient 0⊕DS(F0). On obtient alors
DS(F1 ⊕ F0) = DS(F1)⊕DS(F0),
car DS(F1⊕F0) est toujours contenu dans DS(F1)⊕DS(F0). Si F0 n’est pas log-inte´grable,
la seconde assertion de la proposition 2.3.5 affirme que IS−1(F1⊕F0) = IS−1(F1)⊕DS(F0).
Comme pre´ce´demment, DS−1(F1⊕F0) = DS(F1⊕F0) entraˆıne que DS(F1⊕F0) = DS(F1)⊕
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DS(F0). La version vectorielle du the´ore`me de Wiener fournit l’existence de P , une fonction
mesurable a` valeurs dans les projections sur ∂A telle que DS(F1)⊕DS(F0) = PL2(∂A,Cm).

Re´sumons les re´sultats de structure des the´ore`mes pre´ce´dents a` l’aide de tableaux :
Description de IS(F1 ⊕ F0) et IS−1(F1 ⊕ F0) :
F1 F0 est log-inte´grable :
log-int. Oui Non
Oui IS(F1 ⊕ F0) = H2(D)(F1 ⊕ F0)/u1 IS−1(F1 ⊕ F0) = H2(Ĉ \ D)(F1u1 )⊕ P2L2(r0T)
IS−1(F1 ⊕ F0) = H2(Ĉ \ r0D)(F1 ⊕ F0)/u0 IS(F1 ⊕ F0) = H2(D)(F1 ⊕ F0)/u1
Non IS(F1 ⊕ F0) = P1L2(T,Cm)⊕H2(r0D)(F0u0 ) IS(F1 ⊕ F0) = IS−1(F1 ⊕ F0)
IS−1(F1 ⊕ F0) = H2(Ĉ \ r0D)(F1 ⊕ F0)/u0 = PL2(∂A,Cm)
Description de DS(F1 ⊕ F0) :
F1 F0 est log-inte´grable :
log-int. Oui Non
Oui H2(∂A)(W1 ⊕W0) PL2(∂A,Cm)
Non PL2(∂A,Cm) PL2(∂A,Cm)
Une conse´quence simple de ces the´ore`mes de structure est le corollaire suivant. Notons
σp(T ) le spectre ponctuel de l’ope´rateur T , ensemble des valeurs propres de T .
Corollaire 2.3.8 Pour tout sous-espace doublement-invariant M⊂ L2(∂A,Cm) on a :
σp((S|M)∗) ⊂ A.
Preuve : Cette affirmation revient a` montrer que (S − λId)M est dense dans M pour
λ 6∈ A, ce qui est une conse´quence de l’e´galite´ DS((S−λId)F ) = DS(F ) pour tout F ∈M.

2.4 Sous-espaces doublement-invariants
2.4.1 Sous-espaces comple`tement non re´duisants
De´finition 2.4.1 Un sous-espace ferme´ M de L2(∂A,Cm) est dit comple`tement non re´-
duisant si les seuls sous-espaces re´duisants qu’il contient sont les sous-espaces triviaux M
et {0}.
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Lemme 2.4.1 SoitM un sous-espace doublement-invariant pour S etM1 un sous-espace
re´duisant pour S. Alors M2 :=M∩M⊥1 est doublement-invariant pour S.
Preuve : Commenc¸ons par ve´rifier queM2 est invariant pour S. En fait, pour F1 ∈M1
et F2 ∈M2, on a :
〈SF2, F1〉 = 〈F2, S∗F1〉 = 0,
comme M1 est re´duisant. Ainsi SM2 ⊂M2. Ve´rifions que M2 est invariant pour S−1, ce
qui revient a` montrer que M2 ⊥ (S−1)∗M1. Comme M1 est re´duisant pour S, d’apre`s la
version vectorielle du the´ore`me de Wiener, il existe une fonction mesurable a` valeurs dans
les projections P telle que pour presque tout ξ ∈ ∂A, P (ξ) : Cm → I(ξ) ou` I(ξ) = {F (ξ) :
F ∈ M1}. Comme (S−1)∗F (eit) = eitF (eit) ∈ P (eit)Cm et (S−1)∗F (r0eit) = eitr0 F (r0eit) ∈
P (r0e
it)Cm, (S−1)∗F ∈ PL2(∂A,Cm) =M1 pour F ∈ M1, et donc on obtient le re´sultat
souhaite´.

D’apre`s le lemme 2.4.1, nous limiterons notre e´tude aux sous-espaces comple`tement
non-re´duisants.
Lemme 2.4.2 Dans le cas scalaire, les sous-espaces doublement-invariants qui sont com-
ple`tement non-re´duisants co¨ıncident avec les sous-espaces doublement-invariants non-re´duisants.
Preuve : Supposons que M soit doublement-invariant mais contienne une sous-espace
non trivial re´duisant M1. D’apre`s Wiener, M1 = χEL2(∂A) ou` E et son comple´mentaire
sont de mesure strictement positive. Maintenant, pour tout f ∈ M , on peut e´crire f =
χEf + χ∂A\Ef , ou` χEf ∈ M1 ⊂ M. Alors, χ∂A\Ef ∈ M et DS(χ∂A\Ef) ⊂ M pour tout
f ∈ M. Comme χEf et χ∂A\Ef ne sont pas log-inte´grables, on obtient DS(χ∂A\Ef) =
RS(χ∂A\Ef) et DS(χEf) = RS(χEf). Ainsi le sous-espace M est re´duisant.

Il est facile de voir que le re´sultat pre´ce´dent est faux dans L2(∂A,Cm) pour m > 1
en prenant la somme directe d’un sous-espace doublement-invariant et d’un sous-espace
re´duisant.
2.4.2 Sous-espace doublement-invariants analytiques
Dans cette section, nous allons restreindre notre e´tude aux sous-espaces ferme´s de
fonctions analytiques dans les espaces de Hardy H2(∂A,Cm). Royden [33] a montre´ que les
sous-espaces ferme´s non triviaux de H2(∂A) qui sont doublement-invariants pour S sont
de la forme φH2(∂A), ou` φ ∈ H∞(∂A) est inte´rieure.
La preuve qu’il propose repose sur la factorisation inte´rieure-exte´rieure des fonctions des
espaces de Hardy sur un domaine circulaire e´voque´e au chapitre pre´ce´dent. Remarquons que
le re´sultat de Sarason implique que tout sous-espace doublement-invariant non re´duisant
M de L2(∂A) est de la forme H2(∂A)(w1 ⊕ w0), ou` w1 est unimodulaire sur T et w0 est
borne´ et borne´ infe´rieurement sur r0T, d’apre`s l’interpre´tation scalaire du the´ore`me 2.3.3.
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Bien sur, si M ⊂ H2(∂A), alors (w1 ⊕ w0) ∈ H∞(∂A) et φ est obtenue en prenant le
facteur inte´rieur.
Tout d’abord nous allons montrer que si M est un sous-espace ferme´ non trivial de
H2(∂A,Cm) ( avec m ≥ 2), alors il existe au moins m fonctions de M engendrant le plus
petit sous-espace re´duisant contenant M. Rappelons que dans le cas scalaire, le the´ore`me
de Wiener implique que toute fonction f de M\ {0} ve´rifie RS(f) =M = L2(∂A).
The´ore`me 2.4.1 SoitM un sous-espace ferme´ non trivial de H2(∂A,Cm). Alors, il existe
un ensemble de fonctions G1, . . . , Gk dans M telles que k ≤ m, et
RS(M) = RS(G1) + · · ·+RS(Gk).
Preuve : SoitG1 =
 g
1
1
...
g1m
 une fonction non constante deM. Pour toutG2 =
 g
2
1
...
g2m

dans M, on conside`re les fonctions de H1(∂A) hj = g1j g21 − g11g2j pour 2 ≤ j ≤ m. Alors
deux alternatives se pre´sentent :
-Premier cas : tous les hj sont identiquement nuls, et dans ce cas RS(G
2) ⊂ RS(G1).
-Deuxie`me cas : il existe une fonction hj0 avec 2 ≤ j0 ≤ m qui est non nulle presque
partout sur ∂A, et alors on peut conside´rer le sous-espace re´duisant RS(G
1) + RS(G
2) =
P2L
2(∂A,Cm), ou`, pour presque tout ξ ∈ ∂A, le rang de P2(ξ) vaut 2.
Si RS(M) = RS(G1) + RS(G2), on a obtenu le re´sultat de´sire´. Sinon on prend une
troisie`me fonction G3 =
 g
3
1
...
g3m
 ∈M.
On conside`re alors la fonction de H2/3(∂A)
hj =
∣∣∣∣∣∣
g11 g
2
1 g
3
1
g1j0 g
2
j0
g3j0
g1j g
2
j g
3
j
∣∣∣∣∣∣
pour 2 ≤ j ≤ m, j 6= j0.
De nouveau, deux alternatives se pre´sentent :
Premier cas : tous les hj sont identiquement nuls, et alors RS(G
3) ⊂ RS(G1) +RS(G2).
Deuxie`me cas : il existe une fonction hj avec 3 ≤ j ≤ m qui est non nulle presque partout
sur ∂A, et on conside`re alors le sous-espace RS(G
1) +RS(G
2) +RS(G
3) = P3L
2(∂A,Cm),
ou`, pour presque tout ξ ∈ ∂A, le rang de P3(ξ) vaut 3.
On re´ite`re ce proce´de´. Cet algorithme s’arreˆte de`s que jusqu’a` ce que si RS(M) =
RS(G
1) + . . .+RS(G
k) pour un entier k < m. Sinon, il existe m− 1 fonctions de M telles
que RS(G
l) ne soit pas dans RS(G
1) + · · · + RS(Gl−1) pour tout 2 ≤ l ≤ m − 1. Alors
RS(G
1) + · · · + RS(Gm−1) = Pm−1L2(∂A,Cm), ou` pour presque tout ξ ∈ ∂A, le rang de
Pm−1(ξ) vaut m− 1.
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Prenons Gm =
 g
m
1
...
gmm
 ∈M , et conside´rons les fonctions de H2/m(∂A)
h =
∣∣∣∣∣∣∣
g11 · · · gm1
...
...
...
g1m · · · gmm
∣∣∣∣∣∣∣
Si h est identiquement nul, alors RS(G
m) ⊂ RS(G1) + · · ·+ RS(Gm−1). Sinon, la fonction
h est non nulle presque partout sur ∂A, et on conside`re alors le sous-espace re´duisant
RS(G
1) + · · ·+RS(Gm) = PmL2(∂A,Cm), ou` pour presque tout ξ ∈ ∂A, le rang de Pm(ξ)
vaut m. Il suit que Pm est l’application identite´ et donc
RS(G
1) + · · ·+RS(Gm) = L2(∂A,Cm).
On remarquera que l’analyticite´ a e´te´ utilise´e pour montrer que le rang en ξ de la fonction
a` valeurs dans les projections (presque partout) est inde´pendant de ξ.

Proposition 2.4.2 Soit F ∈ H2(∂A,Cm) \ {0}. Alors il existe une constante stricte-
ment positive c et W ∈ H∞(∂A,Cm) ve´rifiant ‖W (ξ)‖Cm = 1 presque partout sur T et
‖W (ξ)‖Cm = c presque partout sur r0T, tels que l’on ait :
DS(F ) = H
2(∂A)W et RS(F ) = L
2(∂A)W.
Preuve : Prenons F ∈ H2(∂A,Cm) \ {0}. Par conse´quent log ‖F‖ est une fonction de
L1(∂A). Nous pouvons alors de´finir la fonction v sur A par
v(z) =
∫
∂A
log ‖F (ξ)‖Cm ∂g(z, ξ)
∂n
ds(ξ).
Alors, comme A n’est pas simplement connexe, il existe une constante s et une fonction
re´elle harmonique h telle que
ψ(z) = v(z)− s log |z|+ ih(z)
soit holomorphe. Ainsi φ(z) := exp(ψ(z)) est une fonction exte´rieure dont la limite au bord
ve´rifie |φ(ξ)| = ‖F (ξ)‖Cm/|ξ|s. Soit W = F/φ et observons que W ∈ H∞(∂A,Cm) avec
‖W (ξ)‖Cm = 1 presque partout sur T et ‖W (ξ)‖Cm = rs0 presque partout sur r0T. Comme
φ ∈ H2(∂A), φ est la limite pour la norme L2 d’une suite de polynoˆmes trigonome´triques
(pn)n. Comme
‖F − pnW‖22 = ‖(φ− pn)W‖22 ≤ max(c2, 1)‖φ− pn‖22
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avec c = rs0, on en de´duit que ‖F − pnW‖2 tend vers 0 quand n tend vers ∞. Ainsi on
a DS(F ) ⊂ DS(W ). De plus, comme φ est exte´rieure, il existe une suite de polynoˆmes
trigonome´triques (qn)n telle que limn→∞ ‖qnφ− 1‖2 = 0. On en de´duit que
‖qnF −W‖22 = ‖(qnφ− 1)W‖22 ≤ max(c2, 1)‖qnφ− 1‖22,
et donc ‖qnF −W‖2 tend vers 0 lorsque n tend vers∞. Ainsi on obtient DS(W ) ⊂ DS(F ),
et donc DS(W ) = DS(F ).
Nous pouvons aussi ve´rifier que RS(F ) = RS(W ). D’apre`s le corollaire 2.2.3, RS(F ) =
{G ∈ L2(∂A,Cm) : G(ξ) ∈ CF (ξ) pour presque tout ξ ∈ ∂A}. Comme F = φW , ou`
φ(ξ) 6= 0 presque partout sur ∂A,
RS(F ) = {G ∈ L2(∂A,Cm) : G(ξ) ∈ CW (ξ) pour presque tout ξ ∈ ∂A} = RS(W ).
CommeW est borne´ supe´rieurement et infe´rieurement, L2(∂A)W est un sous-espace ferme´
et est donc e´gal a` RS(W ).

Remarque 2.4.1 D’apre`s le the´ore`me de Wiener il existe une fonction P a` valeurs dans
les projections telle que RS(F ) = PL
2(∂A,Cm). Un choix naturel pour P est J1/cW ⊗ e1
ou` e1 est le premier vecteur de la base orthonorme´e canonique de Cm et ou`
J1/c = PL2(T,Cm) +
1
c
PL2(r0T,Cm)
(
=
r20Id− SS∗
r20 − 1
+
1
c
SS∗ − Id
r20 − 1
)
.
La preuve du prochain re´sultat est base´e sur la de´monstration faite dans le cas scalaire
par Sarason [35]. D’apre`s le the´ore`me 2.4.1, on peut montrer que pour un sous-espace
doublement-invariant donne´ M de H2(∂A,Cm), il existe un nombre fini de fonctions de
M qui engendrent M.
The´ore`me 2.4.3 Soit M un sous-espace non trivial doublement-invariant (comple`tement
non re´duisant) de H2(∂A,Cm). Alors il existe un ensemble fini d’au plus m fonctions
borne´es de M, note´es F 1, · · · , F r, telles que
M = DS(F
1)⊕⊥ · · · ⊕⊥ DS(F r).
De plus, si RS(M) = PL2(∂A,Cm) ou` P est une fonction a` valeurs dans les projections,
le rang de P (ξ) est constant et est e´gal a` r, pour tout ξ ∈ ∂A.
Preuve : Tout d’abord, commenc¸ons par montrer qu’il existe λ0 ∈ A tel que
M 	 (S − λ0Id)M 6= {0}. En fait, si ce n’e´tait pas le cas, pour tout λ ∈ A et tout
e ∈ Cm, on aurait PM(kλe) = 0, ou` PM est la projection orthogonale sur M et ou` kλ est
le noyau reproduisant de H2(A) associe´ a` λ. Comme Span{(kλe) : λ ∈ A, e ∈ Cm} est e´gal
a` H2(∂A,Cm), on en de´duit que M = {0}, ce qui est exclu.
Soit F 1 ∈M	(S−λ0Id)M . D’apre`s la proposition 2.4.2, il existeW1 ∈ H∞(∂A,Cm) tel
que ‖W1(ξ)‖Cm est constant presque partout sur chaque cercle de ∂A et tel que DS(F 1) =
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H2(∂A)W1 et RS(F
1) = L2(∂A)W1. Conside´rons M1 :=M∩ RS(F 1) qui contient N1 :=
DS(F
1), et soit N2 := DS∗((S∗ − λ0Id)F 1). Comme S∗mSn est une combinaison line´aire
de Sn−m et de S∗(m−n) pour n 6= m in Z, et S∗nSn aussi une combinaison line´aire de Id et
de S∗S, on a :
RS(F
1) ⊂ N1 +N2 + CS∗SF 1.
Comme N2 ⊂ RS(F 1)∩M⊥, on en de´duit queM1 ⊂ N1+M∩CS∗SF 1. On obtient donc
dim(M1 	DS(F 1)) ≤ 1. Autrement dit,
M∩RS(F 1) = DS(F 1) ou M∩RS(F 1) = DS(F 1) + CS∗SF 1.
Ve´rifions qu’il existe une fonction G1 dans M telle que M1 = DS(G1).
Si dim(M1 	DS(F 1)) = 0, alors on peut prendre G1 = F 1. Il ne reste qu’a` conside´rer
le cas ou` M1 = DS(F 1) + CS∗SF 1, c’est a` dire lorsque
dim(M1 	DS(F 1)) = 1. (2.2)
Soit G ∈ M1 	DS(F 1), avec G 6= 0. Alors PM1S∗G ⊥ DS(F 1), et comme dim(M1 	
DS(F
1)) = 1, il existe un unique µ0 ∈ C tel que PM1S∗G = µ0G ; ce qui s’e´crit de fac¸on
e´quivalente µ0 ∈ σp((S|M1)∗).
D’apre`s le corollaire 2.3.8, on sait que µ0 ∈ A.
Maintenant, comme DS(F1) = H
2(∂A)W1 d’apre`s la proposition 2.4.2, on a
dim(DS(F
1)	 (S − µ0Id)DS(F 1)) = 1 (2.3)
(remarquons que l’ope´rateur S − µ0Id est borne´ supe´rieurement et infe´rieurement, donc
(S − µ0Id)DS(F1) est ferme´). Le meˆme argument, montre que
dim((S − µ0Id)M1 	 (S − µ0Id)DS(F 1)) = 1, (2.4)
ce qui donne dim(M1 	DS(F 1)) = 1.
Re´sumons ces observations dans le diagramme suivant :
M1 =M∩RS(F 1)
↙ ↘ 1
(S − µ0Id)M1 DS(F 1) = H2(∂A)W1
1↘ ↙ 1
(S − µ0Id)DS(F 1)
Les e´galite´s de dimensions (2.2), (2.3) et (2.4) impliquent que dim(M1	(S−µ0Id)M1) = 1,
avec G ∈M1 	DS(F 1) et G ∈M1 	 (S − µ0Id)M1.
Ainsi, (S−µ0Id)M1 = DS(F 1), et donc F 1(µ0) = 0 ; comme F 1 est analytique, il en est
de meˆme pour (S − µ0Id)−1F 1 ∈M1, et donc M1 = DS(G1), avec G1 = (S − µ0Id)−1F 1.
A ce stade de la de´monstration, nous avons montre´ qu’il existe G1 ∈ M tel que
M = DS(G1) ⊕⊥ M′ ; ou` M′ = M ∩ RS(F 1)⊥, qui est doublement-invariant d’apre`s
le lemme 2.4.1.
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Un raisonnement par induction nous conduit a` l’expression :
M = DS(G1)⊕⊥ DS(G2)⊕⊥ · · · ⊕⊥ DS(Gr)⊕⊥M′′,
pour les fonctions G1, . . . , Gr ∈M et ou` M′′ est aussi doublement-invariant pour S. Il ne
reste plus qu’a` montrer que cet algorithme se termine, c’est a` dire que M′′ = {0} pour un
entier r ≤ m.
D’apre`s la proposition 2.4.2, il existe W1, · · · ,Wr dans H∞(∂A,Cm) dont les valeurs
aux bords de ‖Wk(ξ)‖Cm sont 1 presque partout sur T et sont e´gales a` une constante
positive ck sur r0T, tels que{ M = H2(∂A)W1 ⊕⊥ · · · ⊕⊥ H2(∂A)Wr ⊕⊥M′′
RS(M) = L2(∂A)W1 + · · ·+ L2(∂A)Wr +RS(M′′).
D’apre`s la Remarque 2.4.1, il suffit de conside´rer J1/c = PL2(T,Cm) +
1
c
PL2(r0T,Cm), et
RS(M) = J1/c1(L2(∂A)W1) + · · ·+ J1/cr(L2(∂A)Wr) +RS(M′′).
Soit Q la fonction a` valeurs dans les projections de´finie presque partout sur ∂A par
Q(ξ) = r−1/2(J1/c1W1(ξ), · · · , J1/crWr(ξ)).
Par construction, on ve´rifie facilement que Q(ξ) est une projection orthogonale et que
RS(M) = QL2(∂A,Cm) +RS(M′′),
ou` le rang de Q(ξ) est e´gal a` r pour presque tout ξ ∈ ∂A. D’apre`s le the´ore`me de Wiener,
il existe une fonction P mesurable a` valeurs dans les projections telle que RS(M) =
PL2(∂A,Cm). Or, d’apre`s le the´ore`me 2.4.1, le rang k de P (ξ) est inde´pendant de ξ et est
infe´rieur ou e´gal a` m, donc on a ne´cessairement r ≤ k ≤ m ; ainsi, le raisonnement par
induction doit s’achever avec M′′ = {0} apre`s un nombre r ≤ m d’ite´rations. Or comme
RS(M) = QL2(∂A,Cm), ceci implique que k = r.

2.4.3 Graphes d’ope´rateurs
Une application de l’e´tude des sous-espaces invariants par le shift et l’e´tude des ope´ra-
teurs ferme´s invariants par le shift. Pour les espaces de Hardy du disque, l’ide´e originale
est de Georgiou et Smith [17], qui donnent des applications en the´orie du controˆle.
Dans le cas de l’anneau, nous avons le cas particulier suivant du the´ore`me 2.4.3.
The´ore`me 2.4.4 Soit M un sous-espace ferme´ non trivial de H2(∂A,C2). Si M est
doublement-invariant et est le graphe d’un ope´rateur (non ne´cessairement borne´), alors
il existe une fonction borne´e Θ ∈M telle que
M = DS(Θ) = H2(∂A)Θ.
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Preuve : D’apre`s le the´ore`me 2.4.3, M peut eˆtre engendre´ par une seule fonction et
on obtient le re´sultat souhaite´. Il ne reste donc qu’a` conside´rer le cas ou` il existe deux
fonctions
(
f1
g1
)
,
(
f2
g2
)
dans M qui engendrent M :
M = DS
(
f1
g1
)
⊕⊥ DS
(
f2
g2
)
,
ou` |f1|2 + |g1|2 et |f2|2 + |g2|2 valent 1 sur T et valent une constante positive sur r0T.
Remarquons que :
f1
(
f2
g2
)
− f2
(
f1
g1
)
=
(
0
f1g2 − f2g1
)
∈M.
comme M est le graphe d’un ope´rateur, ne´cessairement
f1g2 − g1f2 = 0. (2.5)
De plus, DS
(
f1
g1
)
⊥ DS
(
f2
g2
)
, donc on a aussi
f1f2 + g1g2 = 0. (2.6)
En multipliant (2.6) par f2 et en utilisant l’e´galite´ (2.5), on obtient :
f1|f2|2 + f1|g2|2 = 0.
On en de´duit que f1 = 0 et donc g1 = 0 carM est le graphe d’un ope´rateur. Ainsi,M est
engendre´e par une seule fonction.

Il existe un re´sultat analogue pour L2(∂A) se de´montrant par une me´thode plus e´le´-
mentaire, mais pour des hypothe`ses le´ge`rement plus fortes, l’hypothe`se d’analyticite´ e´tant
essentielle dans la preuve du the´ore`me 2.4.3.
The´ore`me 2.4.5 Soit M un sous-espace non trivial ferme´ de L2(∂A,C2). Si M est
doublement-invariant et est le graphe d’un ope´rateur T (non ne´cessairement borne´) dont
le spectre n’est pas le plan complexe entier, alors il existe une fonction borne´e Θ ∈M telle
que
M = DS(Θ) = L2(∂A)Θ.
Preuve : Soit λ ∈ C n’appartenant pas au spectre de T . Alors l’ope´rateur V = (T −
λId)−1 est borne´ et commute avec S. Soit V (1 ⊕ 0) = h1 ⊕ h2, donc V (Sn(1 ⊕ 0)) =
Sn(h1⊕h2) pour tout n ∈ Z. Comme V est borne´, ceci implique que h2 = 0 et h1 ∈ L∞(T)
comme V (f ⊕ 0) = h1f ⊕ 0 pour f ∈ L2(T) (voir [31, Chap. 3]). De meˆme, il existe
h′2 ∈ L∞(r0T) tel que V (0 ⊕ g) = (0 ⊕ h′2g) pour g ∈ L2(r0T). Ainsi, le graphe de V
est
{(
f
hf
)
: f ∈ L2(∂A)
}
, ou` h = h1 ⊕ h′2 ∈ L∞(∂A). Or, y = Tx si et seulement si
(T − λId)−1(y − λx) = x, donc M = L2(∂A)
(
h
1 + λh
)
.

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Chapitre 3
Sous-espaces S∗−faiblement
invariants sur l’espace de Hardy du
disque
3.1 Pre´sentation du proble`me et e´nonce´ du re´sultat
principal
La premie`re description comple`te d’un sous-espace invariant par le shift sur un espace
de Hardy sur un domaine circulaire qui ne soit pas simplement connexe est due a` Hitt [19].
Le domaine e´tudie´ est l’anneau A := {z : 1 < |z| < R}. Ce re´sultat est la cle´ qui permit a`
Yakubovitch ([46]) de donner la description comple`te des sous-espaces ferme´s S−invariant
de Hp(Ω) pour Ω domaine circulaire quelconque.
La de´monstration initiale propose´e par Hitt commence par donner la description des
sous-espaces S∗−faiblement invariants de H2(D) de´finis ci-dessous. A` elle seule cette des-
cription a un inte´reˆt propre, et plusieurs auteurs ont propose´ diverses me´thodes pour
retrouver le re´sultat de Hitt. Signalons notamment Sarason ([36]) qui utilise les espaces de
De Branges–Rovnyak ou encore Nakamura ([24, 23]) qui utilise la the´orie des dilatations
isome´triques minimales d’une contraction.
L’objet de ce chapitre est de ge´ne´raliser la description de ces espaces particuliers aux
fonctions a` valeurs vectorielles.
Rappelons que pour f ∈ H2(D), le shift S a pour adjoint l’ope´rateur de´fini comme
suit :
S∗(f)(z) :=
f(z)− f(0)
z
.
De´finition 3.1.1 Un sous-espace F de H2(D,Cm) est dit S∗−faiblement invariant si F
est ferme´ et si pour tout e´le´ment f ∈ F tel que f(0) = 0, on a S∗f ∈ F .
Une premie`re remarque concernant la de´finition d’un espace S∗−faiblement invariant,
est de se demander s’il existe des fonctions f ∈ F telles que f(0) 6= 0. En effet, si F ⊂
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zH2(D,Cm) alors par de´finition, F est S∗−faiblement invariant si et seulement si F est
S∗-invariant.
Lemme 3.1.1 Soit F un espace S∗−faiblement invariant tel que F ⊂ zH2(D,Cm). Alors
F est re´duit a` {0}.
Preuve :
Soit f ∈ F , dont le de´veloppement en se´rie entie`re est f(z) = ∑n≥0 anzn, (an) ∈
l2(N,Cn). Comme f ∈ zH2(D,Cm), le coefficient a0 est nul. Comme F est S∗−faiblement
invariant, la fonction g de´finie par g(z) = f(z)
z
=
∑
n≥0 an+1z
n, appartient a` M. On en
de´duit que a1 est nul. Par re´currence, on montre que an = 0 pour tout n ≥ 0 donc
F = {0}.

Ce lemme a une conse´quence importante pour la suite :
Corollaire 3.1.1 Si F est un sous-espace S∗−faiblement invariant de H2(D,Cm) et F 6=
{0}, alors
dim
(F 	 (F ∩ zH2(D,Cm))) ≤ m.
Preuve : D’apre`s le lemme 3.1.1, F contient des fonctions qui ne s’annulent pas en
0. Ainsi l’espace W = F ∩ (zH2(D,Cm))⊥ n’est pas re´duit a` {0}. La dimension de cet
espace est note´e r. Pour i ∈ {1, · · · ,m}, posons fi = PF(k0ei), ou` PF est la projection
orthogonale sur F et ou` k0 est le noyau reproduisant en 0. En fait les fonctions fi = PF(ei)
sont des e´le´ments de F 	 (F ∩ zH2(D,Cm)) qui engendrent ce sous-espace. En effet, si g
est orthogonal aux fi, alors g(0) = 0, et ainsi, si g appartient a` F qui est S∗−faiblement
invariant, ne´cessairement g est identiquement nulle. Par conse´quent la dimension de F 	
(F ∩ zH2(D,Cm) est au plus e´gal a` m.

Rappelons qu’une fonction φ analytique sur D, borne´e et a` valeur ope´ratorielle est telle
que limr→1 φ(reit) existe pour persque tout t ∈ [0, 2pi]. Cette limite radiale est note´e φ∗(eit).
Une fonction φ analytique sur D, borne´e et a` valeur ope´ratorielle est dite inte´rieure si, pour
presque tout ξ ∈ T, φ∗(ξ) est une isome´trie.
Nous allons obtenir la description suivante des sous-espaces S∗−faiblement invariants :
The´ore`me 3.1.2 Soit F un sous-espace S∗−faiblement invariant de H2(D,Cm) et soit
(w1, . . . wr) une base orthonorme´e de W := F 	 (F ∩ zH2(D,Cm)). Alors F se de´compose
sous la forme suivante :
F = F0
(
H2(D,Cr)	 φH2(D,Cr′)
)
,
ou` φ une fonction inte´rieure de H∞(D,L(Cr′ ,Cr)) s’annulant en ze´ro, 1 ≤ r ≤ r′ et
F0 = mat(w1, . . . , wr).
De plus, la matrice F0 et la fonction φ sont uniques a` une e´quivalence unitaire pre`s.
Enfin, pour tout f ∈ F , il existe g ∈ H2(D,Cr) tel que f = F0g et
‖g‖2 = ‖f‖2.
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3.1.1 Re´duction et reformulation du re´sultat principal
La proposition suivante est une adaptation au cas vectoriel de l’algorithme de Hitt [19]
et de la formulation ope´ratorielle de Sarason [36]. Rappelons qu’un ope´rateur T sur H
appartient a` la classe C.0 si pour tout x ∈ H, limn→∞ ‖T ∗nx‖ = 0.
Remarque 3.1.1 Soit (wi)i=1,...,r une famille finie de vecteurs orthonorme´s. Alors l’ope´ra-
teur RF0 = S−
∑r
j=1wj⊗S∗wj est une contraction. En effet, RF0 = S(Id−PW ) ou` PW est
la projection orthogonale sur W , le sous-espace vectoriel engendre´ par wj pour j = 1, . . . , r.
Proposition 3.1.3 Soit F un sous-espace S∗−faiblement invariant de H2(D,Cm) et soit
(w1, . . . wr) une base orthonorme´e de W := F 	 (F ∩ zH2(D,Cm)) .
Notons F0 = mat (w1, . . . , wr). Si S −
∑r
j=1wj ⊗ S∗wj est de classe C.0, alors l’appli-
cation
J : F −→ F ′
F0g 7−→ g,
ou` F ′ := {g ∈ H2(D,Cr) : ∃f ∈ F , f = F0g}, est bien de´finie, isome´trique et de plus F ′
est S∗−invariant.
Preuve :
Notons PW la projection orthogonale de F sur W .
Soit f ∈ F . Alors PW (f) est de la forme PW (f)(z) = a0,1w1(z)+ . . . a0,rwr(z), et ainsi :
∀z ∈ D, f(z) = PW (f)(z) + f1(z) = F0
 a0,1...
a0,r
+ f1(z),
avec f1 ∈ F ∩W⊥. De plus, comme la famille {wi}i=1..r forme une base orthonorme´e de
W , on obtient l’e´galite´ des normes suivante :
‖f‖2 = |a0,1|2 + · · ·+ |a0,r|2 + ‖f1‖2 = ‖a0‖2 + ‖f1‖2, ou` a0 = (a0,1, . . . , a0,r)t.
Par de´finition d’un sous-espace S∗−faiblement invariant, la fonction g1 := S∗f1 est dans
M.
On a ainsi f = F0a0+Sg1 et ‖f‖2 = ‖a0‖2+‖g1‖2. En remarquant que Sg1 = f−F0a0 =
(Id−∑rj=1wj ⊗ wj)(f), on en de´duit que :
g1 = S
∗(Id−
r∑
j=1
wj ⊗ wj)(f) = RF0(f),
ou` RF0 = S
∗(Id−∑rj=1wj ⊗ wj). Il est clair que ‖RF0‖ ≤ 1.
On proce`de avec g1 comme avec f . Par ite´rations on obtient :
f(z) = F0(a0z + a1z + · · ·+ akzk) + Sk+1Rk+1F0 (f), (3.1)
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avec l’e´galite´ (due aux projections orthogonales successives) suivante :
‖f‖2 =
k∑
j=0
‖aj‖2 + ‖Rk+1F0 (f)‖2. (3.2)
L’adjoint de RF0 est S −
∑r
j=1wj ⊗ S∗wj, qui est par hypothe`se de classe C.0.
Il nous faut montrer l’existence et de´crire l’espace
F ′ := {g ∈ H2(D,Cr) : ∃f ∈ F telle que f = F0g}.
D’apre`s l’e´galite´ (3.2), on a
∀N ∈ N,
∑
n≤N
‖an‖2 ≤ ‖f‖2.
On de´finit g ∈ H2(D,Cr) par g(z) =∑∞k=0 akzk. D’apre`s l’e´quation (3.1) on a :
F0(z)g(z)− F0(z)(a0 + a1z + · · ·+ anzn) = Sn+1Rn+1F0 (f)(z)
Comme RF0 est C0., on obtient SnRn+1F0 (f) −→ 0 dans H2(D,Cm) et donc dans H1(D,Cm).
Ainsi F0g = f dans H
1(D,Cm). Par unicite´ de la limite, comme f est dans H2(D,Cm),
F0g = f dans H
2(D,Cm). On a donc F0g = f avec g ∈ H2(D,Cr). D’autre part, l’e´galite´
(3.2) implique
‖f‖2 =
∑
k≥0
‖ak‖2 = ‖g‖2.
On peut maintenant conside´rer F ′ := {g ∈ H2(D,Cr) : ∃f ∈ F telle que f = F0g}.
Soit
J : F −→ F ′
f 7−→ g tel que f = F0g.
Ainsi de´fini, J est une isome´trie d’apre`s l’e´galite´ en norme pre´ce´dente et par suite F ′ est
un sous-espace ferme´ de H2(D,Cr) comme image d’un ferme´ par une isome´trie.
Il ne reste plus qu’a` montrer que F ′ est S∗−invariant dans H2(D,Cr).
Soit g ∈ F ′ et montrons que S∗(g) ∈ F ′ . Nous savons qu’il existe f ∈ F telle que
f = F0g. Or, par construction, f(z) = F0(z)a0 + f1(z) et a0 = g(0). On obtient :
1
z
(g(z)− g(0)) = g1(z)
z
ou` F0f1 = g1.
Or f1 ∈ F ∩ zH2(D), et donc f1(0) = 0. Par de´finition d’un espace S∗−faiblement inva-
riant, z 7→ f1(z)
z
∈ F . Comme g1(z)
z
= S∗g(z), on a S∗g ∈ F ′, ce qui prouve que F ′ est
S∗−invariant.

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Corollaire 3.1.4 Soit F un sous-espace S∗−faiblement invariant de H2(D,Cm) et soit
(w1, . . . wr) une base orthonorme´e de W := F 	 (F ∩ zH2(D,Cm)).
Notons F0 = mat (w1, . . . , wr). Si S −
∑r
j=1wj ⊗ S∗wj est de classe C.0, il existe
φ ∈ H∞(D,L(Cr′ ,Cr)) inte´rieure unique a` e´quivalence unitaire pre`s, s’annulant en ze´ro
telle que
F = F0
(
H2(D,Cr)	 φH2(D,Cr′
)
.
Preuve : D’apre`s la proposition pre´ce´dente, on a F = F0F ′ avec F ′ un sous-espace
S∗−invariant. D’apre`s le corollaire du the´ore`me de Lax-Beurling, il existe r′ ≤ r et φ ∈
H∞(D,L(Cr′ ,Cr)) une fonction inte´rieure, unique a` une conjugaison par un unitaire pre`s,
tels que
F ′ = H2(D,Cr)	 φH2(D,Cr′).
Montrons que φ s’annule en ze´ro. Comme pour i ∈ {1, . . . , r}, vi ∈ F , on a vi = Fei ou`
(ei)i est la base canonique de Cr. Comme ei ∈ F ′ = H2(D,Cr) 	 φH2(D,Cr′), les ei sont
orthogonaux a` φH2(D,Cr′), donc 〈ei, φuj〉H2(D,Cr) = 0 avec (uj) base canonique de Cr
′
. Il
s’en suit que φij(0) = 0 donc φ s’annule en ze´ro, ce qui ache`ve la preuve du corollaire.

Pour conclure, il reste a` montrer que l’ope´rateur R∗F0 est de classe C.0. Nous allons
adapter l’ide´e de Nakamura ([23],[24]). L’ope´rateur R∗F0 est le shift S perturbe´ par un
ope´rateur de rang fini F := −∑rj=1wi ⊗ S∗wi.
Le but des paragraphes suivants est de construire la dilatation isome´trique minimale
de R∗F0 , et d’utiliser la caracte´risation suivante :
The´ore`me 3.1.5 ([11]) Soit T ∈ L(H) une contraction, et D ∈ L(H′) sa dilatation
isome´trique minimale sur H′ = Span{T nH : n ≥ 0}. Alors T est de classe C.0 si et
seulement si D est une isome´trie pure.
3.1.2 Contraction perturbe´e par un ope´rateur de rang 1
Dans le cas scalaire, R∗F0 = S−w1⊗S∗w1 est une isome´trie perturbe´e par un ope´rateur
de rang 1. Nakamura, dans [23], montre que la dilatation isome´trique minimale de RF0
s’e´crit aussi comme une isome´trie perturbe´e par un ope´rateur de rang 1. Il caracte´rise quel
type de perturbation garantit d’avoir encore une contraction ou une isome´trie. Enfin Il
donne un crite`re pour savoir si lorsque l’on perturbe une isome´trie pure on obtient une
isome´trie pure. Les deux the´ore`mes suivants e´noncent les re´sultats pour une perturbation
de rang 1.
The´ore`me 3.1.6 ([23] Prop. 1 p. 375) Soit V ∈ L(H) une isome´trie et F ∈ L(H) un
ope´rateur de rang 1.
1. Alors V +F est une isome´trie si et seulement s’il existe un vecteur h ∈ H de norme
1 et α de tel que α ∈ T ve´rifiant
F = (α− 1)h⊗ V ∗h.
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2. De plus V + F est une contraction si et seulement s’il existe un vecteur h ∈ H de
norme 1 et α de tel que α ∈ D ve´rifiant
F = (α− 1)h⊗ V ∗h.
The´ore`me 3.1.7 ([23] Thm. 2 et Thm. 3 p. 383) Soit V ∈ L(H) une isome´trie pure
et F = (α− 1)g ⊗ V ∗g, avec α ∈ D¯ et ‖g‖ = 1. Posons w = G−1
G+1
avec
G(z) =
〈
(Id− zV ∗)(Id− zV ∗)−1g, g〉 .
1. Si α ∈ D alors V + F est C.0.
2. Si α ∈ T alors V + F est une isome´trie pure si et seulement si
1
2pi
∫ 2pi
0
1− |w(eit)|2
|1− α¯w(eit)|2dt = 1.
3. Si α ∈ T et
1
2pi
∫ 2pi
0
1− |w(eit)|2
|1− α¯w(eit)|2dt < 1,
alors R = V + F est une isome´trie telle que R|Span{V ng:n≥0} est unitaire.
3.2 Preuve du re´sultat principal
3.2.1 Dilatation isome´trique minimale
Dans le cas vectoriel, nous allons ge´ne´raliser les travaux de Nakamura pour le calcul de
la dilatation isome´trique minimale d’une perturbation de rang fini d’une contraction. Une
e´tude de´taille´e des perturbations d’une contraction par un ope´rateur de rang fini ou par
un ope´rateur compact peut eˆtre trouve´e dans [39] et [40], ou` l’on trouve un analogue du
the´ore`me 3.1.6. En particulier, une isome´trie V peut eˆtre perturbe´e par un ope´rateur de
rang fini F pour rester une contraction (resp. une isome´trie) si et seulement si F est de la
forme :
F =
r∑
i,j
(a¯i,j − δij)ei ⊗ V ∗ej, avec A = (aij)ij ve´rifiant A∗A ≤ Id, (resp.A∗A = Id)
et ou` (ei)i est une base orthonormale de ImF .
Dilatation isome´trique minimale d’une contraction perturbe´e par un ope´rateur
de rang 1
Voici la construction propose´e par Nakamura, dans [23] page 383, de la dilatation
isome´trique minimale d’une isome´trie perturbe´e par un ope´rateur de rang 1.
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Lemme 3.2.1 (dans [23] p. 383) Pour α ∈ D \ {1} et g ∈ H unitaire tel que V ∗g 6= 0,
la dilatation isome´trique minimale de la contraction R = V + (α− 1)g ⊗ V ∗g est
W := V˜ + (α˜− 1)g˜ ⊗ V˜ ∗g˜, avec
V˜ :=
(
V 0
0 S
)
, ρ =
√
1− |α|2, α˜ = −α− 1
α¯− 1
et
g˜ :=
1√|α− 1|2 + ρ2
(
(α− 1)g
ρ1
)
Preuve :
Soit V une isome´trie sur un espace de Hilbert H, et g ∈ H un vecteur de norme 1 tel
que V ∗g 6= 0. Soit α ∈ D et r = V +(α−1)g⊗V ∗g. Comme Id−R∗R = (1−|α|2)V ∗g⊗V ∗g,
on a :
(Id−R∗R)1/2 = ρ‖V ∗g‖−1V ∗g ⊗ V ∗g,
avec ρ =
√
1− |α|2 > 0. On identifie l’espaceH2 avec⊕n≥0C, ainsi la dilatation isome´trique
minimale de R note´e W est de´finie sur H⊕H2 par :
W :=
(
R 0
ρ1⊗ V ∗g S
)
.
L’ope´rateur ρ1⊗ V ∗g est de rang 1 et appartient a` L(H, H2). Le fait remarquable est que
W est aussi la perturbation d’une isome´trie par un rang 1. Soit
V˜ =
(
V 0
0 S
)
, g˜ =
1√|α− 1|2 + ρ2
(
(α− 1)g
ρ1
)
et α˜ = −α− 1
α¯− 1 .
On a bien V˜ qui est une isome´trie sur H +H2. De plus α˜ ∈ T et ‖g˜‖ = 1.
W = V˜ +
(
R− V 0
ρ1⊗ V ∗g 0
)
= V˜ +
(
(α− 1)g ⊗ V ∗g 0
ρ1⊗ V ∗g 0
)
= V˜ +
(
(α− 1)g ⊗ V ∗g
ρ1⊗ V ∗g
)
⊗
(
V ∗g
0
)
= V˜ +
|α− 1|2 + ρ2
α¯− 1 g˜ ⊗ V˜
∗g˜
= V˜ + (α˜− 1)g˜ ⊗ V˜ ∗g˜.
La matrice repre´sentant W e´tant triangulaire, il en est de meˆme pour W n. On ve´rifie
ainsi que W dilate R, c’est a` dire que PHW n|H = Rn.

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3.2.2 Dilatation isome´trique minimale d’une contraction pertur-
be´e par un ope´rateur de rang fini
Commenc¸ons par ce lemme utile par la suite.
Lemme 3.2.2 Soient V ∈ L(H) une isome´trie et F ∈ L(H). Si V +F est une contraction,
alors
FH ∩Ker V ∗ = {0}.
De plus, si (ei)i=1,...,n une famille libre de FH, alors (V ∗ei)i est libre.
Preuve : Soit x ∈ FH ∩Ker V ∗, et soit y ∈ H tel que x = Fy. On a donc V ∗Fy = 0
et ‖V y‖ = ‖y‖.
‖x‖2 = 〈Fy, Fy〉 = 〈(V + F − V )y, (V + F − V )y〉
= ‖(V + F )y‖2 − 〈(V + F )y, V y〉 − 〈V y, (V + F )y〉+ ‖y‖2
= ‖(V + F )y‖2 − ‖V y‖2 − 〈Fy, V y〉 − 〈V y, Fy〉
= ‖(V + F )y‖2 − ‖V y‖2 − 〈V ∗Fy, y〉 − 〈y, V ∗Fy〉
= ‖(V + F )y‖2 − ‖y‖2 ≤ 0
car V + F est une contraction. Ainsi FH ∩Ker V ∗ = {0}.
Supposons qu’il existe (αi)i ∈ Cn tels que
∑n
i=1 αiV
∗ei = 0. Alors
∑n
i=1 αiei appartient
a` FH∩Ker V ∗ = {0} donc est nul. Les (ei)i e´tant line´airement inde´pendants, ceci implique
que tous les αi sont nuls.

Nous allons a` pre´sent construire la dilatation isome´trique minimale d’une contraction
perturbe´e par un ope´rateur de rang 2.
Lemme 3.2.3 Soient V ∈ L(H) une isome´trie, α1, α2 ∈ D \ {1} et w1, w2 deux vecteurs
unitaires orthogonaux tels que V ∗wi 6= 0 pour i = 1, 2. La dilatation isome´trique minimale
de la contraction
R = V + (α1 − 1)w1 ⊗ V ∗w1 + (α2 − 1)w2 ⊗ V ∗w2
est
W := V˜ + (α˜1 − 1)w˜1 ⊗ V˜ ∗w˜1 + (α˜2 − 1)w˜2 ⊗ V˜ ∗w˜2
avec
V˜ :=
 V 0 00 S 0
0 0 S
 ,
α˜i = −αi − 1
α¯i − 1 , ρi =
√
1− |αi|2 (pour i = 1, 2),
w˜1 :=
1√|α1 − 1|2 + ρ21
 (α1 − 1)w1ρ11
0
 et w˜2 := 1√|α2 − 1|2 + ρ22
 (α2 − 1)w10
ρ21
 .
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Preuve :
Premie`re e´tape : L’application R = V + (α1 − 1)w1 ⊗ V ∗w1 + (α2 − 1)w2 ⊗ V ∗w2 est
bien une contraction. En effet, la perturbation est bien du type de´crit en de´but de
section. Conside´rons
R1 = V + (α1 − 1)w1 ⊗ V ∗w1.
Cette application est une contraction. D’apre`s le paragraphe pre´ce´dent, la dilatation
isome´trique minimale W1 de R1 est de´finie sur H1 := H⊕H2 par :
W1 =
(
R1 0
ρ1⊗ V ∗w1 S
)
.
Seconde e´tape : Notons ŵ2 = w2⊕ 0 ∈ H1 et R2 := W1+(α2− 1)ŵ2⊗W ∗1 ŵ2 ∈ L(H1).
Comme W1 est une isome´trie sur H1, α2 ∈ D et ŵ2 reste de norme 1, R2 est une
contraction surH1. Nous appliquons une seconde fois le re´sultat de Nakamura. Notons
W2 l’application de´finie sur H2 := H1 ⊕H2 par :
W2 =
(
R2 0H1
ρ1⊗ V ∗w1 S
)
(3.3)
Par construction, W2 est une isome´trie sur H2.
Troisie`me e´tape : Montrons que W2 dilate R, c’est a` dire que pH(W n2 |H) = Rn. Nous
allons donner une e´criture matricielle de W2 triangulaire, ainsi le calcul de pHW n2
sera aise´. L’e´criture matricielle de W2 relativement a` H1 ⊕H2 est :
W2 =
(
R2 0H1
ρ1⊗ V ∗w1 S
)
.
Simplifions l’e´criture de R2.
R2 = W1 + (α2 − 1)ŵ2 ⊗W ∗1 ŵ2
=
(
R1 0
ρ1⊗ V ∗w1 S
)
+ (α2 − 1)
(
w2
0
)
⊗
(
R∗1 ∗
0 S∗
)(
w2
0
)
=
(
R1 0
ρ1⊗ V ∗w1 S
)
+ (α2 − 1)
(
w2
0
)
⊗
(
R∗1w2
0
)
(3.4)
Avant de continuer, simplifions le second terme de cette expression. Soit (f1, f2) ∈
H ⊕H2, alors (
w2
0
)
⊗
(
R∗1w2
0
)(
f1
f2
)
= 〈f1, R∗1w2〉
(
w2
0
)
=
(
(w2 ⊗R∗1w2)(f1)
0
)
=
(
(w2 ⊗ V ∗w2)(f1)
0
)
.
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En effet, nous avons
w2 ⊗R∗1w2 = w2 ⊗ V ∗w2 + (α2 − 1)w2 ⊗ (w1 ⊗ V ∗w1)w2,
et comme les vecteurs w1 et w2 sont orthogonaux, le second terme de la somme est
nul. L’expression (3.4) de R2 devient :
R2 =
(
V + (α1 − 1)w1 ⊗ V ∗w1 0
ρ1⊗ V ∗w1 S
)
+ (α2 − 1)
(
w2 ⊗ V ∗w2
0
)
=
(
R 0
ρ1⊗ V ∗w1 S
)
(3.5)
On peut injecter l’ expression de R2 dans l’e´galite´ (3.3) de´crivant W2 :
W2 =
( R 0ρ1⊗ V ∗w1 S
)
0H1
ρ1⊗ V ∗w1 S
 . (3.6)
Comme W2 est triangulaire infe´rieure, on en de´duit que :
W n2 =
(Rn 0∗ Sn
)
0H1
∗ Sn
 =
Rn 0 0∗ Sn 0
∗ ∗ Sn

et donc PHW n2 |H = Rn.
Dernie`re e´tape : Nous avons montre´ que W2 est une isome´trie qui dilate R. Il reste
a` montrer que cette dilatation est minimale. Comme les vecteurs V ∗w1 et V ∗w2
sont line´airement inde´pendants d’apre`s le lemme 3.2.2, on peut identifier H2(D) ⊕
H2(D) avec H2(D,CV ∗w1 ⊕ CV ∗w2). Par construction-meˆme de W2, on ve´rifie que
Span{W n2H : n ≥ 0} = H2, ce qui permet de conclure que W2 est bien la dilatation
isome´trique minimale de R.

Remarque 3.2.1 Avec les notations du lemme 3.2.3, en utilisant le the´ore`me 3.1.7, W1
et W2 sont des isome´tries pures de`s que V est pure et αi ∈ D pour i = 1, 2.
The´ore`me 3.2.1 Soient V une isome´trie, {wi : 1 ≤ i ≤ r} une famille de vecteurs
orthonorme´s et {αi ∈ D : 1 ≤ i ≤ r}. Alors la dilatation isome´trique minimale de la
contraction
R = V +
r∑
i=1
(αi − 1)wi ⊗ V ∗wi
est
W := V˜ +
r∑
i=1
(α˜i − 1)wˆi ⊗ V˜ ∗wˆi
3.2 Preuve du re´sultat principal 53
avec
V˜ :=
(
V 0
0 Sr
)
,
ou` Sr est le shift sur H
2(D,Cr) et avec
ρi =
√
1− |αi|2, α˜i = −αi − 1
α¯i − 1 (pour i = 1, · · · , r)
et enfin
wˆi :=
1√|αi − 1|2 + ρ2i

(αi − 1)wi
0
...
ρi1
0
...
0

.
La preuve s’obtient par re´currence a` partir du lemme pre´ce´dent et a comme conse´quence
imme´diate le corollaire suivant.
Corollaire 3.2.2 Soit V une isome´trie pure, (αi)i=1..n ∈ D, et (wi)i famille de vecteurs
unitaires de H deux a` deux orthogonaux, alors
R = V +
n∑
i=1
(αi − 1)wi ⊗ V ∗wi
est une contraction C.0.
Ce corollaire s’applique en particulier a` R∗F0 = S −
∑r
j=1wj ⊗ S∗wj, qui est donc de
classe C.0. La preuve du the´ore`me 3.1.2 est acheve´e.
3.2.3 L’approche mode`le fonctionnel de C. Benhida et D. Timo-
tin
Nous allons pre´senter ici une autre approche afin de montrer que l’ope´rateur R∗F0 :=
S −∑rj=1wi ⊗ S∗wi est C.0. Celle-ci repose sur une proposition due a` C. Benhida et D.
Timotin [4], dont la preuve repose sur le mode`le fonctionnel de Sz-Nagy–Foias.
Proposition 3.2.3 ([4], lemme 3.1, p.190) Soit T ∈ L(H) une contraction telle que
dim DT <∞, et telle que
T |D⊥T = S|D⊥T ,
alors T est comple`tement non-unitaire et T est C.0.
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Nous allons appliquer cette proposition a` R∗F0 = S −
∑r
j=1wj ⊗ S∗wj.
L’ope´rateur R∗F0 est une contraction d’apre`s la remarque 3.1.1.
L’espace de de´faut s’obtient en conside´rantD2 := Id−RF0R∗F0 , le carre´ de l’ope´rateur de
de´faut d’isome´trie de R∗F0 . Un calcul simple nous donne D
2 =
∑r
j=1 S
∗wj ⊗ S∗wj. Comme
il est auto-adjoint, sa racine carre´e existe et a pour image l’espace de de´faut D = S∗W
engendre´ par les vecteurs S∗wi. La dimension de S∗W est finie, la dimension de W e´tant
finie. Il ne reste qu’a` ve´rifier la dernie`re hypothe`se :
Soit g ∈ (S∗W )⊥, alors
〈(∑ri=1wi ⊗ S∗wi)g, wj〉 = 〈g, (∑ri=1 S∗wi ⊗ wi)wj〉
= 〈g, (S∗wj ⊗ wj)wj〉
= 〈g, ‖wj‖2S∗wj〉
= 0
On a utilise´ le fait que les (wj)j forment une base orthonorme´e directe de W , et que
g ∈ (S∗W )⊥. Ainsi R∗F0|D⊥ = S|D⊥ . L’ope´rateur R∗F0 est C.0.
Deuxie`me partie
Espaces mode`les de Sz-Nagy–Foias et
espaces de De Branges–Rovnyak
55

Chapitre 4
Bases de noyaux reproduisants d’un
espace de de Branges-Rovnyak
vectoriel
4.1 Introduction
Soit (λn)n≥1 une suite de Blaschke de points distincts du disque unite´ D, c’est a` dire
ve´rifiant : ∑
n≥1
(1− |λn|) < +∞.
On de´signe par B =
∏
n≥1 bλn le produit de Blaschke associe´ a` cette suite et par Bn le
produit de Blaschke de´fini par Bn = B/bλn ; ici bλn(z) =
|λn|
λn
λn−z
1−λnz . Enfin on note hλ le
noyau reproduisant normalise´ de l’espace de Hardy H2, associe´ a` λ, c’est a` dire
hλ(z) =
√
1− |λ|2
1− λz .
Alors il est bien connu que (hλn)n≥1 est une suite minimale et comple`te de l’espace mode`le
KB := H
2	BH2 et cette suite est une base de Riesz si et seulement si (λn)n≥1 satisfait la
condition de Carleson [26]
inf
n≥1
|Bn(λn)| > 0.
Dans ce chapitre, nous nous inte´ressons a` la question de savoir ce qui se passe si l’on
remplace la suite de noyaux reproduisants de H2 par une suite de noyaux reproduisants
de l’espace de De Branges–Rovnyak vectoriel H(b), ou` b est une fonction holomorphe
dans le disque unite´, a` valeurs ope´ratorielles et contractives. Ce proble`me fut initie´ par
N. Nikolskii [25] and S. Hruschev, N. Nikolski and B. Pavlov [20] dans le cas particulier
ou` b est une fonction inte´rieure, a` valeurs scalaires. Une de leurs motivations e´tait le lien
qui existe avec les syste`mes d’exponentielles et certains proble`mes d’interpolation. Puis,
de nombreux auteurs [29, 43, 42, 2] se sont inte´resse´s au cas des noyaux reproduisants de
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l’espace de Hardy vectoriel H2(E). Plus re´cemment, dans [12], E. Fricain conside`re le cas
ou` b est une fonction inte´rieure a` valeurs ope´ratorielles et dans [13], il e´tudie le cas ou` b est
un point extre´me de la boule unite´ de H∞. L’objet de ce chapitre est d’obtenir un analogue
vectoriel du crite`re pour les bases de Riesz obtenu dans [13]. Cependant, comme nous le
verrons, une simple adaptation de la me´thode utilise´e dans le cas scalaire ne semble pas
fonctionner et nous utiliserons un autre point de vue base´ sur le lien entre le mode`le de
Sz.Nagy-Foias et celui de De Branges–Rovnyak.
Le plan du chapitre est le suivant. La section 4.2 contient les principales de´finitions et le
mate´riel pre´liminaire. Puis, dans la section 4.3, nous montrons comment on peut reformuler
notre proble`me de bases de Riesz en un proble`me concernant l’inversibilite´ d’un certain
ope´rateur de´fini en termes d’ope´rateurs de Toeplitz. Dans la section 4.4, en utilisant le lien
avec le mode`le fonctionnel de Sz.-Nagy-Foias, nous re´solvons ce proble`me ope´ratoriel et
finalement dans la dernie`re section, nous donnons le crite`re pour qu’une suite de noyaux
reproduisants de l’espace de De Branges–Rovnyak soit une base de Riesz.
4.2 Pre´liminaires
4.2.1 Espaces de Hardy et espaces de De Branges–Rovnyak
Si E est un espace de Hilbert complexe, se´parable, L2(E) de´signe l’espace des fonctions
f de´finies sur le cercle unite´ T, a` valeurs vectorielles dans E et telles que ‖f‖2 < +∞, ou`
‖f‖22 =
∫
T
‖f(z)‖2E dm(z),
et m de´signe la mesure de Lebesgue normalise´e sur T.
L’espace de Hardy correspondant H2(E) est de´fini comme l’espace des fonctions f(z) =∑
n≥0 anz
n, an ∈ E, analytique sur D, a` valeurs dans E et telles que ‖f‖2 < +∞, ou`
‖f‖22 =
∑
n≥0
‖an‖2E.
Comme nous l’avions remarque´ dans la premie`re partie, l’espace H2(E) peut eˆtre conside´re´
comme le sous-espace de L2(E) forme´ des fonctions dont les coefficients de Fourier ne´gatif
sont nuls. Le symbole P+ (respectivement P−) de´signe la projection orthogonale de L2(E)
sur H2(E) (respectivement sur H2−(E) := L
2(E)	H2(E)).
Nous de´signons par L(E,E∗) l’espace des applications line´aires et borne´es de E dans
E∗ et nous posons
L∞(E → E∗) := {f : T→ L(E,E∗) telle que f est bore´lienne et borne´e}.
H∞(E → E∗) := {f : D→ L(E,E∗) telle que f est analytique et borne´e.}
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Rappelons que si f ∈ H∞(E → E∗), alors l’ope´rateur f(z) admet une limite (au sens de
la topologie forte ope´rateur) quand z tend radialement vers ζ, pour presque tout ζ ∈ T.
Autrement dit, il existe un sous-ensemble σ ⊂ T, ne´gligeable et tel que
f ](ζ)x := lim
r→1−
f(rζ)x
existe pour tout ζ ∈ T \ σ et pour tout x ∈ E. Il est clair que f ] ∈ L∞(E → E∗) et on
identifie f et f ]. De plus, si b ∈ H∞(E → E∗) est tel que b(ζ) est une isome´trie pour
presque tout ζ ∈ T, on dit que b est inte´rieure.
Pour une fonction ϕ ∈ L∞(E → E∗), nous notons ϕ l’ope´rateur
ϕ : L2(E) −→ L2(E∗)
f 7−→ ϕf
de´fini par (ϕf)(ζ) := ϕ(ζ)f(ζ), ζ ∈ T.
Il est clair que l’inclusion ϕH2(E) ⊂ H2(E∗) est e´quivalente a` ϕ ∈ H∞(E → E∗), et
‖ϕ‖ ≤ 1 (ou ‖ϕ|H2(E)‖ ≤ 1) est e´quivalent a` ‖ϕ(ζ)‖ ≤ 1 p.p. sur T. Le symbole Tϕ de´signe
l’ope´rateur de Toeplitz de H2(E) dans H2(E∗) de´fini par
Tϕf := P+(ϕf) .
Il est facile de voir que Tϕ ∈ L(H2(E), H2(E∗)), ‖Tϕ‖ ≤ ‖ϕ‖∞ et T ∗ϕ = Tϕ∗ , ou` ϕ∗ ∈
L∞(E∗ → E) est de´fini par ϕ∗(ζ) := (ϕ(ζ))∗, ζ ∈ T.
Maintenant, soit b ∈ H∞(E → E∗), ‖b‖∞ ≤ 1. L’espace de De Branges–Rovnyak, H(b),
associe´ a` b, est constitue´ des fonctions de H2(E∗) qui appartiennent a` l’image de l’ope´rateur
(Id− TbT ∗b )1/2. C’est un espace de Hilbert si on le munit du produit scalaire
〈f, g〉b := 〈PKer (Id−TbT ∗b )⊥f1, PKer (Id−TbT ∗b )⊥g1〉2,
ou` f = (Id − TbT ∗b )1/2f1, g = (Id − TbT ∗b )1/2g1 et PKer (Id−TbT ∗b )⊥ de´signe la projection
orthogonale de H2(E∗) sur Ker (Id−TbT ∗b )⊥. Notons queH(b) est contenu contractivement
dans H2(E∗) et que le produit scalaire est de´fini pour que (Id−TbT ∗b )1/2 soit une isome´trie
partielle de H2(E∗) sur H(b). La norme sur H(b) sera note´e ‖ · ‖b.
Dans le cas particulier ou` b est une fonction inte´rieure, alors
H(b) = H2(E∗)	 bH2(E)
et il correspond aux sous-espaces invariants non triviaux de l’adjoint du Shift S∗|H2(E∗).
Dans ce cas, nous notons aussi par Kb l’espace de De Branges–Rovnyak engendre´ par b.
4.2.2 Noyaux reproduisants
Rappelons maintenant que pour λ ∈ D, e ∈ E∗ et f ∈ H2(E∗), la formule de Cauchy
implique que
〈f(λ), e〉E∗ =
1
2pi
∫ 2pi
0
〈f(eiθ), e〉E∗
1− λe−iθ dθ = 〈f, kλe〉2,
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ou`
(kλe)(z) =
1
1− λz e, (z ∈ D).
En particulier, nous obtenons que f 7−→ 〈f(λ), e〉E∗ est borne´e sur H2(E∗) et comme H(b)
est contenu contractivement dans H2(E∗), la restriction a` H(b) de cette forme line´aire
est aussi borne´e sur H(b). Conforme´ment au the´ore`me de Riesz, elle est donc induite,
relativement au produit scalaire dans H(b), par un vecteur kbλe dans H(b). En d’autres
termes, pour tout f ∈ H(b), on a
〈f, kbλe〉b = 〈f(λ), e〉E∗ .
Mais si f = (Id− TbT ∗b )1/2f1, avec f1 ∈
(
Ker (Id− TbT ∗b )1/2
)⊥
, on a
〈f, (Id− TbT ∗b )kλe〉b = 〈f1, (Id− TbT ∗b )1/2kλe〉2 = 〈f, kλe〉2
ce qui implique que
kbλe = (Id− TbT ∗b )kλe. (4.1)
En utilisant le fait que T ∗b kλe = b(λ)
∗kλe, on obtient
(kbλe)(z) =
Id− b(z)b(λ)∗
1− λz e, z ∈ D.
Maintenant un calcul imme´diat montre que
‖kλe‖22 =
‖e‖2
1− |λ|2 , et ‖k
b
λe‖2b =
‖e‖2 − ‖b(λ)∗e‖2
1− |λ|2 , (4.2)
et on note par xλe (resp. par x
b
λe) le noyau reproduisant de H
2(E∗) (resp. de H(b)), c’est
a` dire
(xλe)(z) =
√
1− |λ|2
‖e‖
1
1− λze
et
(xbλe)(z) =
√
1− |λ|2√‖e‖2 − ‖b(λ)∗e‖2 Id− b(z)b(λ)∗1− λz e.
4.2.3 Le lien avec le mode`le de Sz.-Nagy-Foias
Le lecteur trouvera une e´tude de´taille´e des relations entre les espaces de de Branges–
Rovnyak et le mode`le de Sz.-Nagy-Foias dans [30].
Soit b ∈ H∞(E → E∗), ‖b‖∞ ≤ 1 et ∆ := (Id−b∗b)1/2. On de´finit l’espace de Hilbert
K := L2(E∗)⊕ clos (∆L2(E)),
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muni du produit scalaire standard sur L2(E)⊕L2(E∗). On note clos ∆L2(E) la fermeture
de ∆L2(E) dans L2(E).
De´finissons les ope´rateurs pi : L2(E)→ K et pi∗ : L2(E∗)→ K par
pi(f) := bf ⊕∆ f et pi∗(g) = g ⊕ 0, f ∈ L2(E), g ∈ L2(E∗).
Posons
Hb :=
(
H2(E∗)⊕ clos (∆L2(E))
)	 {bf ⊕∆ f : f ∈ H2(E)}.
Cet espace Hb constitue l’espace mode`le de Sz.-Nagy-Foias. Nous expliciterons dans le
chapitre suivant cette terminologie d’espace mode`le.
Le lemme suivant e´nonce les proprie´te´s imme´diates ve´rifie´es par pi et pi∗, et donne une
expression explicite de PHb projection orthogonale de K sur Hb.
Lemme 4.2.1 Avec les notations pre´ce´dentes, pi et pi∗ satisfont les proprie´te´s suivantes :
1. Les applications pi et pi∗ sont des isome´tries i.e. pi∗pi = Id, pi∗∗pi∗ = Id.
2. Pour tout f ⊕ g ∈ K, elles ve´rifient :
pi∗(f ⊕ g) = b∗f +∆ g et pi∗∗(f ⊕ g) = f.
3. On a l’e´galite´ pi∗∗pi = b.
4. L’espace K co¨ıncide avec l’enveloppe line´aire ferme´e engendre´e par
piL2(E) et pi∗L2(E∗).
5. L’espace K se de´compose sous la forme Hb ⊕ pi∗H2−(E∗)⊕ piH2(E).
6. Si PHb de´signe la projection orthogonale de K sur Hb, alors :
PHb = Id−piP+pi∗ − pi∗P−pi∗∗.
Preuve :
1. C’est une conse´quence imme´diate de la de´finition de pi et pi∗.
2. Si h ∈ L2(E) et f ⊕ g ∈ K, par de´finition de pi, on a :
〈pi∗(f ⊕ g), h〉2 =〈f ⊕ g,bh⊕∆h〉K
=〈f,bh〉2 + 〈g,∆h〉2
=〈b∗f +∆ g, h〉2,
car ∆ est autoadjoint. Cette e´galite´ reste vraie pour tout h ∈ L2(E), donc
pi∗(f ⊕ g) = b∗f +∆ g.
De meˆme, par de´finition de pi∗, on obtient :
〈pi∗∗(f ⊕ g), h〉2 = 〈f ⊕ g, h⊕ 0〉K = 〈f, h〉2.
Donc pi∗∗(f ⊕ g) = f , ce qui prouve (2).
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3. Ceci s’obtient directement a` partir du point pre´ce´dent.
4. Soit h ⊕ h′ ∈ K = L2(E∗) ⊕ clos ∆L2(E). Supposons que h ⊕ h′ est orthogonal a`
piL2(E) et pi∗L2(E∗). Alors h⊕ h′⊥pi∗L2(E∗) = L2(E∗)⊕{0}, et ainsi h = 0. De plus
0⊕ h′⊥piL2(E)⇐⇒ h′⊥∆ f, ∀f ∈ L2(E)⇐⇒ h′ = 0,
comme h′ reste dans la fermeture de ∆L2(E).
Ainsi K est bien l’enveloppe line´aire ferme´e de piL2(E) et de pi∗L2(E∗).
5. Il suffit de montrer que Hb = (K	pi∗H2−)	piH2. Comme pi∗H2−(E∗) = H2−(E∗)⊕{0},
on a K 	 pi∗H2−(E∗) = H2(E∗)⊕∆L2(E). Alors
(K 	 pi∗H2−(E∗))	 piH2(E) =
(
H2(E∗)⊕∆L2(E)
)	 piH2(E) = Hb
6. Ce dernier point de´coule imme´diatement de la proprie´te´ 5. et du fait que piP+pi
∗ (resp.
pi∗P−pi∗∗) repre´sente la projection orthogonale sur piH
2(E) (resp. sur pi∗H2(E∗)).

Le the´ore`me suivant est le re´sultat cle´ qui fournit une expression utile de Id−TbT ∗b a`
l’aide du mode`le fonctionnel.
The´ore`me 4.2.1 Soit b ∈ H∞(E → E∗), ‖b‖∞ ≤ 1. Alors
Id−TbT ∗b = pi∗∗PHbpi∗|H2(E∗).
Preuve : D’apre`s le lemme 4.2.1, proprie´te´ 6, on a :
pi∗∗PHbpi∗ =pi
∗
∗(Id−piP+pi∗ − pi∗P−pi∗∗)pi∗
=pi∗∗pi∗ − pi∗∗piP+pi∗pi∗ − pi∗∗pi∗P−pi∗∗pi∗.
Mais toujours d’apre`s le lemme 4.2.1, pi∗∗pi∗ = Id et pi
∗
∗pi = b, ce qui implique que
pi∗∗PHbpi∗ = Id−bP+b∗ − P− = P+ − bP+b∗,
d’ou`
pi∗∗PHbpi∗|H2(E∗) = (P+ − bP+b∗)|H2(E∗) = Id−TbTb∗ = Id−TbT ∗b .

Avant de donner deux corollaires importants, rappelons un re´sultat de the´orie des
ope´rateurs implicitement utilise´ par Sarason dans son livre [37].
Lemme 4.2.2 Soient H,H1 et H2 des espaces de Hilbert, A ∈ L(H1, H) et B ∈ L(H2, H).
Supposons que AA∗ = BB∗. Alors A agit comme une isome´trie partielle de H1 sur M(B)
(muni de la norme image).
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Rappelons que la norme image, qui permet de munir M(B) d’une structure hilber-
tienne, est de´finie par
‖Bx‖M(B) = ‖P(Ker B)⊥x‖H2 , x ∈ H2,
ou` P
(Ker B)⊥ repre´sente la projection orthogonale de H2 sur (Ker B)
⊥.
Preuve : Nous devons montrer les deux points suivants :
1. A(H1) = B(H2).
2. Pour tout x ∈ (Ker A)⊥, nous avons ‖Ax‖M(B) = ‖x‖H1 .
D’apre`s le the´ore`me de factorisation de Douglas ([30] ou [9]), l’e´galite´ AA∗ = BB∗ implique
l’existence d’une isome´trie partielle U : H1 → H2 ayant comme espace initial clos (ImB∗)
et telle que A∗ = UB∗. Mais comme U est une isome´trie partielle, U∗ est aussi une isome´trie
partielle, en particulier son image est ferme´e. Ainsi, on obtient :
U∗H1 = (Ker U)⊥ = clos (ImB∗) = (Ker B)⊥,
qui implique
A(H1) = BU
∗(H1) = B((Ker B)⊥) = B(H2),
d’ou` le premier point.
Pour le second, remarquons que pour tout x ∈ (Ker A)⊥,
‖Ax‖M(B) = ‖BU∗x‖M(B) = ‖P(Ker B)⊥U∗x‖H2 = ‖U∗x‖H2 ,
car U∗x ∈ Im U∗ = (Ker B)⊥. Or le fait que U∗ soit une isome´trie partielle et que x ∈
(Ker A)⊥ = (Ker U∗)⊥ impliquent que ‖Ax‖M(B) = ‖x‖H1 , ce qui ache`ve la preuve.

Corollaire 4.2.2 Soit b ∈ H∞(E → E∗), ‖b‖∞ ≤ 1. Avec les notations pre´ce´dentes,
l’application pi∗∗ est une isome´trie partielle de Hb sur H(b). Autrement dit, on a :
1. pi∗∗(Hb) = H(b),
2. ‖pi∗∗g‖b = ‖g‖Hb, g ∈ Hb 	Ker (pi∗∗|Hb)
Preuve : Il suffit de combiner le the´ore`me 4.2.1 et le lemme 4.2.2.

Achevons cette pre´sentation ge´ne´rale en pre´cisant quand pi∗∗ est une isome´trie de Hb
sur H(b).
Corollaire 4.2.3 Soit b ∈ H∞(E → E∗), ‖b‖∞ ≤ 1. Alors l’ope´rateur pi∗∗|Hb est une
isome´trie de Hb sur H(b) si et seulement si clos ∆H2(E) = clos ∆L2(E).
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Preuve : D’apre`s le Corollaire 4.2.2, la seule chose a` montrer est que Ker(pi∗∗|Hb) = {0}
si et seulement si clos ∆H2(E) = clos ∆L2(E). Mais comme pi∗∗ est la projection sur la
premie`re composante de K, Ker (pi∗∗|Hb) = {f ⊕ g ∈ Hb : f = 0}.
Si g ∈ clos ∆L2(E), on a
0⊕ g ∈ Hb ⇐⇒0⊕ g ⊥ {bf ⊕∆ f : f ∈ H2(E)}
⇐⇒g ⊥ ∆H2(E).
Ainsi Ker (pi∗∗|Hb) = {0} ⊕ (clos ∆L2(E)	 clos ∆H2(E)). On obtient donc que pi∗∗|Hb
est injective si et seulement si clos ∆H2(E) = clos ∆L2(E).

Dans [30] et [28, pp. 84-86], le lecteur pourra trouver diffe´rentes conditions e´quivalentes
a` l’assertion clos ∆H2(E) = clos ∆L2(E). En particulier, il est prouve´ que cette condition
est e´quivalente au fait que les polynoˆmes sont denses dans L2(E,∆). De plus, si dim E = 1,
cette condition caracte´rise les points extre´maux de la boule unite´ de H∞(E → E∗), dont
les fonctions inte´rieures sont des cas particuliers.
4.3 Point de de´part
Rappelons que nous nous interessons au proble`me suivant :
E´tant donne´es une fonction b ∈ H∞(E → E∗), ‖b‖∞ ≤ 1, une suite (λn)n≥1 ⊂ D et une
suite (en)n≥1 ⊂ E∗, nous cherchons un crite`re ge´ome´trique pour que la suite (xbλnen)n≥1
forme une base de Riesz (de son enveloppe line´aire ferme´e ou de H(b))
4.3.1 Remarques pre´liminaires
Notons que si dim E∗ = +∞ et si (en)n≥1 est une suite orthonormale de E∗, alors
(xλnen)n≥1 est une suite orthonormale de H
2(E∗), quelque soit le choix de la suite (λn)n≥1
dans D. Dans un certain sens, si E∗ est un espace de Hilbert de dimension infinie, il y a
trop de liberte´ sur les vecteurs en pour espe´rer obtenir un crite`re satisfaisant pour les bases
de Riesz. C’est pourquoi nous supposerons dans la suite que dim E∗ < +∞.
Maintenant, il est facile de voir que si (xbλnen)n≥1 est une base de Riesz, alors (xλnen)n≥1
est minimale, ce qui implique que (λn)n≥1 est une suite de Blaschke [2, page 65-67]. Par
conse´quent, nous supposerons dans toute la suite que (λn)n≥1 est une suite de Blaschke de
points distincts de D.
Rappelons que si S de´signe le Shift sur H2(E∗), alors S∗(xλnen) = λnxλnen. En parti-
culier, span (xλnen : n ≥ 1) est S∗-invariant et nous obtenons d’apre`s le the´ore`me de Lax-
Halmos (voir [26, page 17]) qu’il existe un sous-espace F ⊂ E∗ et une fonction inte´rieure
B ∈ H∞(F → E∗) tels que
span (xλnen : n ≥ 1) = H2(E∗)	BH2(F ) = KB.
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4.3.2 Re´sultat de de´part
L’ide´e principale, qui vient de [25], est de voir la famille (xbλnen)n≥1 comme une distortion
de (xλnen)n≥1. En fait, nous allons supposer que l’action de l’ope´rateur Id − TbT ∗b ne
perturbe pas trop la norme des noyaux reproduisants kλnen dans le sens ou` :
sup
n≥1
‖kλnen‖2
‖(Id− TbT ∗b )kλnen‖b
< +∞.
En utilisant (4.2), on voit que cette condition est e´quivalente a`
sup
n≥1
‖b(λn)∗en‖ < 1. (4.3)
Sous cette dernie`re condition, nous pouvons formuler le re´sultat suivant.
The´ore`me 4.3.1 Soit b ∈ H∞(E → E∗), ‖b‖∞ ≤ 1, soit (λn)n≥1 une suite de Blaschke de
D et soit (en)n≥1 ⊂ E∗, ‖en‖ = 1. Supposons que dim E∗ < +∞ et que la condition (4.3)
est satisfaite. Alors les assertions suivantes sont e´quivalentes :
a) la suite (xbλnen)n≥1 est une base de Riesz de son enveloppe line´aire ferme´e (resp. deH(b)) ;
b) la suite (xλnen)n≥1 est une base de Riesz de KB et l’ope´rateur
(Id− TbT ∗b )|KB : KB −→ H(b) est un isomorphisme sur son image (resp. sur H(b)).
Preuve : Avec la formule (4.1), nous avons (Id− TbT ∗b )(kλnen) = kbλnen et la condition
(4.3) implique que ‖kbλnen‖b  ‖kλnen‖2. Maintenant il est facile de ve´rifier que l’uniforme
minimalite´ de (kbλnen)n≥1 implique l’uniforme minimalite´ de (kλnen)n≥1 (voir par exemple
[20, page 228]). Conforme´ment a` un re´sultat de S. Treil [42], cette dernie`re proprie´te´ est
e´quivalente au fait que la suite (xλnen)n≥1 forme une base de Riesz de KB. Mais puisque
l’ope´rateur (Id − TbT ∗b )|KB transforme une base de Riesz de KB en une base de Riesz de
son enveloppe line´aire (resp. de H(b)), cet ope´rateur est un isomorphisme de KB sur son
image (resp. sur H(b)).
b) =⇒ a) : Re´ciproquement, si (Id− TbT ∗b )|KB est un isomorphisme sur son image et si
la suite (xλnen)n≥1 est une base de Riesz de KB, il est clair que ((Id− TbT ∗b )xλnen)n≥1 est
aussi une base de Riesz de son enveloppe line´aire ferme´e. Mais
(Id− TbT ∗b )xλnen =
‖kbλnen‖b
‖kλnen‖2
xbλnen,
et comme
‖kbλnen‖b
‖kλnen‖2 est borne´ (infe´rieurement et supe´rieurement), nous obtenons que la suite
(xbλnen)n≥1 est une base de Riesz de son enveloppe line´aire ferme´e. De plus, si (Id−TbT ∗b )|KB
est un isomorphisme sur H(b), nous avons
span (xbλnen : n ≥ 1) = span ((Id− TbT ∗b )kλnen : n ≥ 1) = H(b).
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
Remarquons que la question des bases de Riesz de noyaux reproduisants deH2(E∗) a e´te´
comple`tement re´solue par S. Ivanov [2, page 73]. Par conse´quent, le the´ore`me 4.3.1 re´duit
notre proble`me sur les bases au proble`me suivant : trouver une caracte´risation ge´ome´trique
pour que l’ope´rateur (Id − TbT ∗b )|KB : KB −→ H(b) soit un isomorphisme sur son image
ou sur H(b).
4.4 Inversibilite´ de (Id− TbT ∗b )|KB
Dans le cas particulier ou` b est une fonction inte´rieure scalaire, nous avons dans l’espace
BH2− = H
2
− ⊕KB, la de´composition suivante
IdH2− ⊕ (Id− TbT ∗b )|KB = bJTbBJB,
ou` Jg = zg, g ∈ L2 (voir [27, lemme 4.4.4, page 309]). Puisque J , la multiplication par b et
B sont des ope´rateurs unitaires sur L2, cette formule implique que (Id − TbT ∗b )|KB est un
isomorphisme sur son image (resp. sur H(b)) si et seulement si l’ope´rateur de Toeplitz TbB
est inversible a` gauche (resp. inversible). Maintenant en utilisant un re´sultat bien connu
et e´le´mentaire sur l’inversibilite´ des ope´rateurs de Toeplitz a` symbole unimodulaire, nous
obtenons le crite`re pour l’inversibilite´ de (Id− TbT ∗b )|KB obtenu dans [20]. Mais la formule
ci-dessus n’est plus vraie si b n’est pas une fonction inte´rieure.
Dans le cas ou` b est un point extre´me de la boule unite´ de H∞ (scalaire), le crite`re
pour l’inversibilite´ de (Id− TbT ∗b )|KB obtenu dans [13] est base´ sur la proprie´te´ que
span
(
b(z)− b(λ)
z − λ : λ ∈ D
)
= H(b).
Ce re´sultat de comple´tude ne semble plus eˆtre vrai dans notre contexte vectoriel ge´ne´ral.
Comme les me´thodes existantes ne s’appliquent pas dans le cas ge´ne´ral, nous adoptons
un point de vue diffe´rent base´ sur le lien existant avec le mode`le de Sz.-Nagy–Foias.
Lemme 4.4.1 Soient b ∈ H∞(E → E∗), ‖b‖∞ ≤ 1 et Θ ∈ H∞(F → E∗) une fonction
inte´rieure. Les assertions suivantes sont e´quivalentes :
(i) Id−TbT ∗b : KΘ −→ H(b) est un isomorphisme de KΘ sur son image ;
(ii) dist(Θ∗b,H∞(E → F )) < 1, ou` Θ∗b est la fonction de L∞(E → F ) de´finie par
(Θ∗b)(ζ) = Θ(ζ)∗b(ζ), ζ ∈ T.
Preuve : D’apre`s le the´ore`me 4.2.1,
(i)⇐⇒ ∃c > 0 : c‖f‖2 ≤ ‖pi∗∗PHbpi∗f‖b, f ∈ KΘ.
Le corollaire 4.2.2 implique que pi∗∗|Hb est une isome´trie partielle de Hb sur H(b) et comme
Ker (pi∗∗|Hb)
⊥ = clos Im(PHbpi∗), on obtient
‖pi∗∗PHbpi∗f‖b = ‖PHbpi∗f‖K , f ∈ KΘ.
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Ainsi, on a :
(i)⇐⇒ ∃c > 0 : c‖f‖2 ≤ ‖PHbpi∗f‖K , f ∈ KΘ.
Comme pi∗ est une isome´trie partielle, Hb ⊥ pi∗H2− et pi∗KΘ ⊥ pi∗H2−(E∗), on montre
facilement que :
(i)⇐⇒ ∃c > 0 : c‖f ⊕ g‖22 ≤
∥∥∥PHb⊕pi∗H2−(E∗)pi∗(f ⊕ g)∥∥∥2K , f ⊕ g ∈ KΘ ⊕H2−(E∗).
Mais K = pi∗H2−(E∗)⊕Hb ⊕ piH2(E), les sommes e´tant orthogonales, il suit :∥∥∥PHb⊕pi∗H2−(E∗)pi∗(f ⊕ g)∥∥∥2K + ∥∥PpiH2(E)pi∗(f ⊕ g)∥∥2K = ‖pi∗(f ⊕ g)‖2K = ‖f ⊕ g‖22.
Finalement, on obtient :
(i)⇐⇒
∥∥∥PpiH2(E)pi∗|KΘ⊕H2−(E∗)∥∥∥ < 1.
Maintenant, remarquons que :∥∥∥PpiH2(E)pi∗|KΘ⊕H2−(E∗)∥∥∥ =∥∥∥PKΘ⊕H2−(E∗)pi∗∗|piH2(E)∥∥∥ (en prenant l’adjoint)
=
∥∥∥PKΘ⊕H2−(E∗)b|H2(E)∥∥∥ (comme pi∗∗pi = b)
=
∥∥PKΘb|H2(E)∥∥ (comme bH2(E) ⊂ H2(E∗))
=
∥∥ΘP−Θ∗b|H2(E)∥∥ (comme PKΘ |H2(E∗) = ΘP−Θ∗)
= ‖HΘ∗b‖ (comme Θ est inte´rieure).
Le the´ore`me de Nehari permet de conclure :
(i)⇐⇒ ‖HΘ∗b‖ < 1⇐⇒ dist (Θ∗b,H∞(E → E)) < 1.

Lemme 4.4.2 Soient f1 ∈ L2(E), f2 ∈ L2(E∗), et U de´fini par :
U(pif1 + pi∗f2) = pizf1 + pi∗zf2.
Alors U est un ope´rateur unitaire sur K.
Preuve : Tout d’abord, remarquons que :
‖U(pif1 + pi∗f2)‖2K = ‖pizf1‖2K + ‖pi∗zf2‖2K + 2<e〈pizf1, pi∗zf2〉K
= ‖f1‖22 + ‖f2‖22 + 2<e 〈bf1, f2〉2 comme pi∗∗pi = b
= ‖pif1 + pi∗f2‖2K .
Ceci montre que U est bien de´fini sur K et que U est une isome´trie. Pour conclure, il suffit
de remarquer que zL2(E) = L2(E) et zL2(E∗) = L2(E∗). Ainsi, U est surjectif et donc
unitaire.

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Lemme 4.4.3 Soient x ∈ F , Px la projection orthogonale sur le sous-espace porte´ par x
et hx ∈ H∞(F → F ) de´finie par
hx(z) := zPx + (Id−Px), (z ∈ D).
Alors hx est une fonction inte´rieure de H
∞(F → F ) et on a Khx = Cx.
Ici, nous identifions Cx avec le sous-espace des fonctions f ∈ H2(F ) pour lesquelles il
existe λ ∈ C tel que f(z) = λx, ∀z ∈ D.
Preuve : Tout d’abord, pour ζ ∈ T, on a
hx(ζ)
∗hx(ζ) =
(
ζPx + (Id−Px)
)
(ζPx + (Id−Px)) = ζζPx + (Id−Px) = Id,
ce qui signifie que hx est une fonction inte´rieure de H
∞(F → F ).
La premie`re inclusion Cx ⊂ Khx est e´vidente. Prenons f ∈ H2(F ), f ⊥ Cx. Il s’ensuit
〈f(0), x〉F = 0. De´finissons alors ϕ ∈ L2(F ) par
ϕ(z) = z〈f(z), x〉Fx+ (Id−Px)f(z), z ∈ T.
Comme 〈f(0), x〉F = 0, on a ϕ ∈ H2(F ) et
(hxϕ)(z) = hx(z)ϕ(z) = zz〈f(z), x〉Fx+ (Id−Px)f(z) = f(z),
avec H2(F )	 Cx ⊂ hxH2(F ) = K⊥hx , ce qui ache`ve la preuve.

The´ore`me 4.4.1 Soient b ∈ H∞(E → E∗), ‖b‖∞ ≤ 1 et Θ ∈ H∞(F → E∗) une fonction
inte´rieure. Supposons que clos ∆H2(E) = clos ∆L2(E) et que l’ope´rateur Id−TbT ∗b :
KΘ −→ H(b) est inversible a` gauche. Alors les assertions suivantes sont e´quivalentes :
(i) l’ope´rateur Id−TbT ∗b : KΘ −→ H(b) est un isomorphisme ;
(ii) pour tout x ∈ F , on a
dist (h∗xΘ
∗b,H∞(E → F )) = 1.
Preuve : D’apre`s le the´ore`me 4.2.1, le corollaire 4.2.3 et le lemme 4.4.1, il est clair que
(i)⇐⇒ PHbpi∗|KΘ : KΘ −→ Hb est inversible.
et
(ii)⇐⇒ pour tout x ∈ F, PHbpi∗|KΘhx : KΘhx −→ Hb n’est pas inversible a` gauche.
Commenc¸ons par montrer l’implication (i) =⇒ (ii). Remarquons que KΘ ( KΘhx et
si PHbpi∗|KΘhx est injectif, alors PHbpi∗KΘ ( PHbpi∗KΘhx . Mais l’inversibilite´ de PHbpi∗|KΘ
implique
Hb = PHbpi∗KΘ ( PHbpi∗KΘhx ⊂ Hb,
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ce qui est absurde. Donc PHbpi∗|KΘhx n’est pas injectif donc pas inversible a` gauche.
Re´ciproquement, nous allons montrer non (i) =⇒ non (ii) par l’absurde. Supposons
que PHbpi∗|KΘ est non inversible et que pour tout x ∈ F , dist (h∗xΘ∗b,H∞(E → F )) = 1.
Par hypothe`se, PHbpi∗|KΘ est inversible a` gauche, donc PHbpi∗KΘ n’est pas dense dans
Hb. Ainsi, il existe χ ∈ Hb, χ 6= 0 telle que χ ⊥ pi∗KΘ. Le point (ii) implique que pour tout
x ∈ F il existe gx ∈ KΘhx \KΘ ve´rifiant pi∗(gx)⊥Hb et donc PHbpi∗g = 0.
Point 1 : ∀k ≥ 0, ∀x ∈ F , on a Ukpi∗gx ∈ piH2(E).
En fait, comme gx ∈ KΘhx ⊂ H2(E∗) et pi∗ est une isome´trie, il est clair que pi∗gx ∈
pi∗H2(E∗) ⊂ (pi∗H2−(E∗))⊥. Ainsi pi∗gx ∈ Hb ⊕ piH2(E). Mais par construction, pi∗gx ⊥ Hb
et on obtient que pi∗gx ∈ piH2(E). Il suffit de remarquer que piH2(E) est U -invariant,
ce qui entraine Ukpi∗gx ∈ piH2(E) et prouve le point 1. En particulier, on a pi∗(zkgx) =
Uk(pi∗gx) ⊥ χ.
Point 2 : span
(
KΘ, z
kgx : k ≥ 0, x ∈ F
)
= H2(E∗).
Soit f ∈ H2(E∗) et supposons que f ⊥ span
(
KΘ, z
kgx : k ≥ 0, x ∈ F
)
. Comme f ⊥ KΘ,
il existe f1 ∈ H2(F ) telle que f = Θf1. Montrons par re´currence que pour tout k ≥ 0,
f
(k)
1 (0) = 0, ce qui impliquera que f1 ≡ 0, et ache`vera la preuve du point 2.
Tout d’abord, il est clair que KΘhx = KΘ ⊕ ΘKhx et d’autre part, le lemme 4.4.3
implique que KΘhx = KΘ ⊕ CΘx. Mais comme gx ∈ KΘhx \ KΘ, il existe gΘx ∈ KΘ et
λx ∈ C∗ tels que
gx = g
Θ
x + λxΘx.
Maintenant e´crivons que f ⊥ gx. Comme Θ est inte´rieure, on obtient
0 = 〈Θf1, gΘx + λxΘx〉2 = λx〈f1, x〉2 = λx〈f1(0), x〉E.
Comme λx 6= 0, 〈f1(0), x〉F = 0. Cette e´galite´ e´tant vraie pour tout x ∈ F , on a f1(0) = 0.
Supposons maintenant que f
(k)
1 (0) = 0. Ceci signifie qu’il existe fk+2 ∈ H2(F ) telle que
f1 = z
k+1fk+2. Ecrivons alors f ⊥ zk+1gx, pour avoir :
0 =〈Θzk+1f2, zk+1gx〉2
=〈Θfk+2, gx〉2.
On en de´duit fk+2(0) = 0, et donc f
(k+1)
1 (0) = 0. La proprie´te´ pour f1 s’en de´duit par
re´currence.
Comme pi∗ est une isome´trie le point 2 implique que :
span
(
pi∗KΘ, pi∗(zkgx) : k ≥ 0, x ∈ F
)
= pi∗H2(E∗).
Par construction, χ ⊥ pi∗KΘ et on a montre´ que χ ⊥ pi∗(zkgx), pour tout k ≥ 0 et tout
x ∈ F . Finalement, on a χ ⊥ pi∗H2(E∗).
Pour conclure, on utilise le fait que clos ∆H2(E) = clos ∆L2(E), ce qui implique que
Hb = (piH
2(E) ∨ pi∗H2(E∗))	 piH2(E).
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Comme χ ∈ Hb, on a χ⊥piH2(E) et on vient de prouver que χ⊥pi∗H2(E∗). Ainsi χ = 0, ce
qui est exclu et ache`ve la preuve du the´ore`me.

Voici le re´sultat principal, corollaire imme´diat du lemme 4.4.1 et du the´ore`me 4.4.1 :
The´ore`me 4.4.2 Soient b ∈ H∞(E → E∗), ‖b‖∞ ≤ 1 et Θ ∈ H∞(F → E∗) une fonction
inte´rieure. Supposons que clos ∆H2(E) = clos ∆L2(E). Alors l’ope´rateur (Id−TbT ∗b )|KΘ
est un isomorphisme de KΘ sur H(b) si et seulement si{
dist (Θ∗b,H∞(E → F )) < 1,
dist (h∗xΘ
∗b,H∞(E → F )) = 1, ∀x ∈ F.
Dans le cas scalaire dimE = dimE∗ = dimF = 1, nous avons bien suˆr hx(z) = z et on
retrouve le re´sultat obtenu dans [13].
4.5 Caracte´risation des bases de noyaux de H(b)
Pour e´tablir le crite`re pre´cise´ment, nous devons fixer quelques notations supple´men-
taires. Nous de´finissons pour λ ∈ D et pour r > 0, le disque pseudo-hyperbolique
Ω(λ, r) := {z ∈ D : |bλ(z)| < r}, ou` bλ(z) = λ− z
1− λz .
Alors pour une suite Λ = (λn)n≥1 dans D, nous posons
G(Λ, r) =
⋃
n≥1
Ω(λn, r).
Pour m ≥ 1, nous de´signons par Gm(Λ, r) les composantes connexes de l’ensemble G(Λ, r)
et nous e´crivons
Em(r) := {n ≥ 1 : λn ∈ Gm(Λ, r)}.
Enfin si u est un vecteur d’un espace de Hilbert E et si F est un sous-espace de E , on
notera par α(u,F) l’angle entre le vecteur u et le sous-espace F .
The´ore`me 4.5.1 Soient b ∈ H∞(E → E∗) , ‖b‖∞ ≤ 1,(λn)n≥1 une suite de Blaschke
de D et (en)n≥1 une suite de vecteurs unitaires de E∗. Supposons les hypothe`ses suivantes
satisfaites : N := dim E∗ < +∞, avec de plus
sup
n≥1
‖b(λn)∗en‖ < 1,
et clos (∆H2(E)) = clos (∆L2(E)) ou` ∆ = (Id−bb∗)1/2. Alors, la suite (xbλnen)n≥1 est
une base de Riesz de son enveloppe line´aire ferme´e (resp. de H(b)) si et seulement si :
(i) la suite (λn)n≥1 est l’union d’au plus N suites de Carleson ;
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(ii) il existe r > 0 tel que
inf
m≥1
min
n∈Em(r)
α (en, span(ep : p ∈ Em(r), p 6= n)) > 0
ou` α(u, P ) repre´sente l’angle entre le vecteur u et le sous-espace P ;
(iii) dist(B∗b,H∞(E → F )) < 1 (resp. et aussi dist(h∗xB∗b,H∞(E → F )) = 1, ∀x ∈ F ).
Preuve : En utilisant le the´ore`me 4.3.1, le lemme 4.4.1 et le the´ore`me 4.4.2, la seule
chose a` montrer est que les deux conditions a) et b) sont e´quivalentes au fait que (xλnen)n≥1
est une base de Riesz de KB. Mais c’est pre´cise´ment le re´sultat de S. Ivanov [2, page 73].

Ce re´sultat ge´ne´ralise ceux pre´ce´demment obtenus par E. Fricain [12] dans le cas ou` b
est inte´rieure et [13] dans le cas ou` b est un point extre´mal a` valeur scalaire.
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Chapitre 5
Fonction caracte´ristique d’une
contraction complexe syme´trique
L’essentiel de ce chapitre est l’objet de l’article [8].
5.1 Introduction
Les ope´rateurs complexes syme´triques sur un espace de Hilbert complexe sont ca-
racte´rise´s par l’existence d’une base orthonormale par rapport a` laquelle leur matrice est
syme´trique. Leur the´orie est donc e´troitement relie´e a` la the´orie des matrices syme´triques,
qui est un sujet classique en alge`bre line´aire. Une de´finition plus intrinse`que implique
l’introduction de la notion de conjugaison sur un espace de Hilbert, c’est a` dire une appli-
cation antiline´aire, isome´trique et involutive, par rapport a` laquelle la notion de syme´trie
est de´finie. De tels ope´rateurs ou matrices apparaissent naturellement dans diffe´rents do-
maines des mathe´matiques ou de la physique ; nous re´fe´rons a` [16] pour plus de de´tails sur
l’historique du sujet ainsi que pour les nombreuses connections a` d’autres domaines aussi
bien que pour une liste plus large de re´fe´rences.
L’inte´ret pour les ope´rateurs complexes syme´triques a e´te´ re´cemment ravive´ par les
travaux de Garcia et Putinar [15, 14, 16]. Dans leurs articles, on e´tablit un cadre ge´ne´ral
pour l’e´tude de ces ope´rateurs et on montre qu’une large classe d’ope´rateurs sur un espace
de Hilbert peut eˆtre e´tudie´e dans ce cadre. Les exemples sont assez divers : les ope´rateurs
normaux sont par exemple complexes syme´triques, mais aussi certains type d’ope´rateurs de
Volterra ou de Toeplitz, ainsi que la compression du shift sur un espace mode`le H2	φH2,
ou` φ de´signe une fonction inte´rieure non constante.
L’objet de ce chapitre est d’explorer plus en avant des ge´ne´ralisations de ce dernier
exemple. Le contexte naturel est la the´orie des ope´rateurs mode`les pour les contractions
comple`tement non unitaires de´veloppe´e par Sz.-Nagy et Foais [11]. Le principal re´sultat de
ce chapitre est un crite`re pour qu’une contraction soit complexe syme´trique en termes de
sa fonction caracte´ristique. Dans la suite de nombreuses applications de ce re´sultat sont
donne´es.
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Le plan du chapitre est le suivant. La prochaine section pre´sente des pre´liminaires
sur les ope´rateurs complexes syme´triques et la the´orie de Sz.-Nagy-Foias. La section 5.3
pre´sente le crite`re annonce´. Dans la section 5.4, on discute des fonctions caracte´ristiques
inte´rieures 2 × 2, et les re´sultats sont applique´s dans la dernie`re section pour obtenir des
se´ries d’exemples de contractions complexes syme´triques dont les indices de de´faut valent
2.
5.2 Pre´liminaires
5.2.1 Ope´rateurs complexes syme´triques
Nous rappelons d’abord quelques faits basiques qui sont issus de [15, 14, 16]. Soit H un
espace de Hilbert et soit L(H) l’alge`bre des ope´rateurs line´aires et borne´s sur H.
De´finition 5.2.1 (Conjugaison) On dit qu’un ope´rateur antiline´aire C sur H est un
ope´rateur de conjugaison (ou simplement une conjugaison) si C2 = Id et 〈Cf,Cg〉 = 〈g, f〉
pour tout f, g ∈ H. En d’autres mots, C est antiline´aire, isome´trique et involutif.
Sur C la seule conjugaison est la conjugaison complexe standard z 7−→ z. La notion de
conjugaison ci-dessus a e´te´ introduite justement pour ge´ne´raliser ceci a` un espace de Hilbert
arbitraire.
L’application C de´finie sur C3 par
C : (z1, z2, z3) 7−→ (z¯3, z¯2, z¯1)
est une conjugaison sur C3.
De´finition 5.2.2 (Ope´rateur complexe-syme´trique) Soit C un ope´rateur de conju-
gaison sur H.
1. On dit qu’un ope´rateur line´aire T sur H est C-syme´trique si
T = CT ∗C.
2. On dit qu’un ope´rateur line´aire T sur H est complexe-syme´trique s’il existe une conju-
gaison C sur H telle que T est C-syme´trique.
Voici un exemple sur C3 d’ope´rateur syme´trique. Conside´rons la matrice de Jordan sur
C3 :
J =
λ 1 00 λ 1
0 0 λ

Les vecteurs e1 =
1√
2
(1, 0, 1), e2 =
1√
2
(i, 0,−i), et e3 = (0, 1, 0) forment une base orthogo-
nale et pour la conjugaison de´finie par
C(z1, z2, z3) := (z¯3, z¯2, z¯1),
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on a J = CJ∗C, autrement dit J est C-syme´trique. De plus, la matrice de J dans la base
{e1, e2, e3} est  λ 0
1√
2
0 λ −i√
2
1√
2
−i√
2
λ

qui est syme´trique.
Sur cet exemple, on voit que l’ope´rateur complexe syme´trique J admet une base ortho-
normale dans laquelle sa matrice est syme´trique. Cette proprie´te´ est en fait un fait ge´ne´ral
comme le montre le re´sultat suivant.
Lemme 5.2.1 ([16] page 8 ) Soit C une conjugaison sur H. Alors :
1. il existe une base orthonormale (en)
dim H
n=1 de H telle que pour tout entier n, Cen = en.
Une telle base est dite base C−re´elle orthonorme´e de H ;
2. l’ope´rateur T ∈ L(H) est C−syme´trique si et seulement s’il existe une base C−re´elle
orthonorme´e (en)n≥1 de H telle que
〈Ten, em〉 = 〈Tem, en〉 , ∀n,m ≥ 1.
Preuve : Soit (en)n une base orthonorme´e du R-espace vectoriel (Id+C)H. Ainsi chaque
vecteur de (Id + C)H s’e´crit sous la forme d’une somme de termes de carre´s sommables∑
n≥1 anen. Soit h ∈ H, de´composons ce vecteur ainsi :
h = 1
2
(Id+ C)h+ i 1
2i
(Id− C)h
= 1
2
(Id+ C)h+ i1
2
(Id+ C)(−ih).
Ainsi tout vecteur h de H se trouve dans l’enveloppe line´aire complexe de (Id + C)H, et
(en)n≥1 est aussi une base de H orthonorme´e telle que Cen = en.
Le calcul suivant montre le second point :
〈Ten, em〉 = 〈CT ∗Cen, em〉 comme T = CT ∗C
= 〈CT ∗en, em〉 comme Cen = en
= 〈Cem, C2T ∗en〉 comme C est une anti-isome´trie
= 〈Tem, en〉 .

La proposition suivante fournit des exemples d’ope´rateurs complexes syme´triques.
Proposition 5.2.1
1. Soit T ope´rateur unitaire sur un espace de Hilbert complexe H. Alors T est complexe
syme´trique.
2. Soit T1 (resp. T2) un ope´rateur complexe syme´trique sur H1 (resp. sur H2). Alors
T := T1 ⊕ T2 est un ope´rateur complexe syme´trique sur H1 ⊕H2.
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3. Soit C une conjugaison sur H, soient U, V deux ope´rateurs unitaires sur H et soit R
un ope´rateur C-syme´trique. On note T = URV . Alors UCV est une conjugaison et
T est UCV -syme´trique.
Preuve :
1. Ce premier point s’obtient par le calcul simple suivant. Pour U et V unitaires, D =
UCV est une conjugaison, et comme R = CR∗C, on obtient :
DT ∗D = UCV T ∗UCV = UCV V ∗R∗U∗UCV = UCR∗CV = URV = T.
2. Supposons que T1 (resp. T2) soit C1-syme´trique (resp. C2-syme´trique), avec C1 (resp.
C2) une conjugaison sur H1 (resp. H2). Alors si on pose C = C1 ⊕ C2, on ve´rifie
facilement que C est une conjugaison sur H1 ⊕H2 et de plus on a
CT ∗C = T,
ce qui prouve que T est C-syme´trique.
3. Comme T est unitaire, alors T est unitairement e´quivalent a` Mz, ope´rateur de mul-
tiplication par la variable z pour un certain L2(µ), ou` µ est une mesure de Lebesgue
compacte sur C. Si on de´finit C comme e´tant la conjugaison standard sur L2(µ),
on a imme´diatement Mz = CM
∗
zC, ce qui signifie que Mz est complexe syme´trique.
En appliquant le premier point a` T et Mz, on en de´duit que T est aussi complexe
syme´trique.

5.2.2 Fonctions caracte´ristiques et ope´rateurs mode`les
La fonction caracte´ristique d’une contraction et la construction du mode`le fonctionel
sont de´veloppe´es par B. Sz.-Nagy et C. Foias [11], qui est notre principale source pour
cette sous-section. On pourra aussi consulter [27]. Soit T ∈ L(H) une contraction, c’est
a` dire, ‖T‖ ≤ 1. Il existe une unique de´composition H = H0 ⊕ Hu telle que TH0 ⊂ H0,
THu ⊂ Hu et T|Hu est unitaire, alors que T|H0 est comple`tement non unitaire (c.n.u.), c’est
a` dire, T|H0 n’est unitaire sur aucun de ses sous-espaces invariants.
L’ope´rateur DT = (Id − T ∗T )1/2 est appele´ l’ope´rateur de de´faut de T . Les espaces
de de´faut de T sont DT = DTH, DT ∗ = DT ∗H, et les indices de de´faut ∂T = dimDT ,
∂T ∗ = dimDT ∗ . Puisque DT = DT0⊕{0}, DT ∗ = DT ∗0 ⊕{0}, on a DT = DT0 et DT ∗ = DT ∗0 .
On dit que T ∈ C0. si T n → 0 fortement, et T ∈ C.0 si T ∗ ∈ C0. ; aussi on note
C00 = C0. ∩ C.0.
Supposons que E , E ′ sont deux espaces de Hilbert et soit Θ : D→ L(E , E ′) une fonction
analytique contractive. On peut alors de´composer E = Ep ⊕ Eu, E ′ = E ′p ⊕ E ′u tel que :
- pour tout z ∈ D, Θ(z)Ep ⊂ E ′p, Θ(z)Eu ⊂ E ′u ;
- si Θ = Θp ⊕ Θu est la de´composition correspondante de Θ alors Θp est pure, c’est a`
dire, ‖Θp(0)h‖ < ‖h‖, pour tout h 6= 0, alors que Θu est une constante unitaire.
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Θp est appele´e la partie pure de Θ.
On dit que deux fonctions analytiques contractives Θ : D→ L(E , E∗), Θ′ : D→ L(E ′, E ′∗)
co¨ıncident s’il existe deux unitaires U : E → E ′, U∗ : E∗ → E ′∗, tels que Θ(z) = U∗∗Θ′(z)U
pour tout z ∈ D (cf. [11]).
La fonction caracte´ristique de T est un fonction a` valeur ope´ratorielle ΘT (λ) : DT →
DT ∗ de´finie pour λ ∈ D par
ΘT (λ) := −T + λDT ∗(Id− λT ∗)−1DT |DT . (5.1)
On ve´rifie que ΘT est une fonction analytique contractive sur D, qui est pure. De plus, on
voit aise´ment que ΘT = ΘT0 .
Si on se donne une fonction analytique, contractive arbitraire Θ : D → L(E , E∗) (E , E∗
deux espaces de Hilbert), on peut de´finir l’espace mode`le associe´ a` Θ par
HΘ =
(
H2(E∗)⊕ (I −Θ∗Θ)L2(E)
)
	 {Θf ⊕ (I −Θ∗Θ)1/2f : f ∈ H2(E)}, (5.2)
et l’ope´rateur mode`le TΘ ∈ L(HΘ) par la formule
TΘ(f ⊕ g) = PHΘ(zf ⊕ zg) (5.3)
(PHΘ est la projection orthogonale sur HΘ). Alors TΘ est une contraction comple`tement
non unitaire, et sa fonction caracte´ristique co¨ıncide avec la partie pure de Θ.
Maintenant, si l’on se donne une contraction T , on peut calculer sa fonction caracte´-
ristique ΘT ∈ H∞(D,DT → DT ∗) et l’ope´rateur mode`le associe´ TΘT . Il est unitairement
e´quivalent a` T0, la partie comple`tement non unitaire de T .
Comprendre une contraction comple`tement non unitaire peut donc se ramener a` e´tudier
sa fonction caracte´ristique. Celle-ci est une fonction a` valeur dans L(DT ,DT ∗), ope´rateurs
continus de DT dans DT ∗ . Comme ces espaces peuvent eˆtre de petite dimension, l’e´tude de
la fonction caracte´ristique peut eˆtre suffisament simple. Nous illustrerons cette approche
dans le paragraphe 5.4 ou` nous de´crirons le cas ou` les indices de de´faut sont plus petits
que 2.
Rappelons qu’une fonction analytique contractive Θ est dite inte´rieure si ses valeurs
au bord Θ(eit) sont des isome´tries presque partout sur T. Si T est c.n.u. alors T ∈ C.0 si
et seulement si ΘT est inte´rieure.
5.3 Une caracte´risation des ope´rateurs complexes
syme´triques
Le re´sultat principal du chapitre est le suivant.
The´ore`me 5.3.1 Soit T une contraction sur un espace de Hilbert H. Les assertions sui-
vantes sont e´quivalentes :
1. T est complexe syme´trique ;
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2. il existe une application J : DT → DT ∗ antiline´aire, isome´trique et surjective satis-
faisant :
ΘT (z) = JΘT (z)
∗J, ∀z ∈ D. (5.4)
3. il existe un espace de Hilbert E, une conjugaison J ′ sur E et une fonction analytique
contractive pure Θ : D → L(E) qui co¨ıncide avec ΘT , dont les valeurs sont des
ope´rateurs J ′−syme´triques.
Preuve :
1)⇒ 2) Si l’ope´rateur T est complexe syme´trique, il existe une conjugaison C sur H
telle que T = CT ∗C. Comme C est involutive, on obtient CT ∗ = TC, CT = T ∗C,
et donc
C(Id−T ∗T ) = (Id−TT ∗)C.
Ainsi CD2T = D
2
T ∗C et par re´currence CD
2n
T = D
2n
T ∗C avec n ≥ 0. Soit (pn)n une suite
de polynoˆmes convergeant uniforme´ment vers x 7→ √x sur [0; 1], on a Cpn(D2T ) =
pn(D
2
T ∗)C. On en de´duit que CDT = DT ∗C. Ainsi, CDT ⊂ DT ∗ et comme T ∗ est
aussi C−syme´trique, on a l’e´galite´ CDT = DT ∗ . De meˆme, CT n = T ∗nC pour n ≥ 1
implique que C(Id−z¯T )−1 = (Id−zT ∗)−1C.
On de´finit alors J := C|DT , qui est bien une application antiline´aire isome´trique de
DT sur DT ∗ . De plus, les e´galite´s pre´ce´dentes impliquent alors que JΘT (z)∗J = ΘT (z)
pour tout z ∈ D.
2)⇒ 1) Supposons tout d’abord que T est comple`tement non unitaire. Nous allons
prouver que l’ope´rateur mode`le TΘT ∈ L(HΘT ), de´fini par (5.2) et (5.3), est complexe
syme´trique. Pour simplifier un peu les notations, nous e´crirons dans la suite de la
preuve T et H a` la place de TΘT et HΘT .
Rappelons les notations utilise´es au chapitre pre´ce´dent. On de´finit :
K := L2(DT∗)⊕ clos ∆TL2(DT )
et pi : L2(DT )→ K, pi∗ : L2(DT ∗)→ K par
pi(f) = ΘTf ⊕∆Tf, et pi∗(g) = g ⊕ 0,
pour f ∈ L2(DT ) et g ∈ L2(DT ∗). Nous avions ve´rifie´ avec le lemme 4.2.1 que pi et
pi∗ sont des isome´tries, que K est engendre´ par piL2(DT ) et pi∗L2(DT ∗) ainsi et que
pi∗∗pi = ΘT , (5.5)
H = K 	 (piH2(DT )⊕ pi∗H2−(DT ∗)). (5.6)
Finalement si l’on note par P la projection orthogonale (dans K) sur H, alors (5.6)
implique P = IdK − piP+pi∗ − pi∗P−pi∗∗.
Soit Z ∈ L(K) l’ope´rateur unitaire qui agit comme la multiplication par z sur chaque
coordonne´e. Alors pi(zf) = Zpif , pi∗(zg) = Zpi∗g, et d’apre`s (5.3), T = PZ|H.
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Si J˜ : L2(DT )→ L2(DT ∗) est de´finie par
(J˜f)(z) = zJ(f(z)), f ∈ L2(DT ),
alors J˜ est une application antiline´aire, isome´trique et surjective ; de plus
J˜P+ = P−J˜ , J˜H2(DT ) = H2−(DT ∗), (5.7)
et J˜−1g(z) = zJ−1g(z), pour g ∈ L2(DT ∗).
On de´finit alors l’application antiline´aire C : K → K par la formule
C (pif + pi∗g) := pi∗(J˜f) + pi(J˜−1g), f ∈ L2(DT ), g ∈ L2(DT ∗).
Nous allons d’abord prouver que C est une conjugaison sur K et que Z est C-
syme´trique. Puisque pi, pi∗, J˜ , J˜−1 sont des isome´tries (line´aires ou antiline´aires), il
suit que pour tout f, h ∈ L2(DT ) et tout g, k ∈ L2(DT ∗), on a
〈C(pif + pi∗g), C(pih+ pi∗k)〉 = 〈pi(J˜−1g), pi(J˜−1k)〉+ 〈pi∗(J˜f), pi∗(J˜h)〉
+ 〈pi(J˜−1g), pi∗(J˜h)〉+ 〈pi∗(J˜f), pi(J˜−1k)〉
= 〈k, g〉+ 〈h, f〉+ 〈ΘT J˜−1g, J˜h〉+ 〈J˜f,ΘT J˜−1k〉.
Mais JΘT (z)
∗J = ΘT (z) implique
ΘT J˜
−1 = J˜Θ∗T , (5.8)
et donc nous obtenons
〈C(pif + pi∗g), C(pih+ pi∗k)〉 =〈k, g〉+ 〈h, f〉+ 〈J˜Θ∗Tg, J˜h〉+ 〈J˜f, J˜Θ∗Tk〉
=〈k, g〉+ 〈h, f〉+ 〈h,Θ∗Tg〉+ 〈Θ∗Tk, f〉
=〈k, g〉+ 〈h, f〉+ 〈h, pi∗pi∗g〉+ 〈pi∗pi∗k, f〉
=〈pih+ pi∗k, pif + pi∗g〉.
Par conse´quent, C est une application bien de´finie, antiline´aire et isome´trique. Il suit
imme´diatement de la de´finition que C2 = Id et donc C est une conjugaison sur K.
Si f ∈ L2(DT ), alors
CZC(pi(f)) =CZpi∗(J˜f) = Cpi∗(zJ˜f) = Cpi∗(Jf)
=pi(J˜−1Jf) = pi(zJ−1Jf) = pi(zf) = Z∗pi(f).
De fac¸on similaire, on prouve que CZC(pi∗(g)) = Z∗pi∗(g), pour g ∈ L2(DT ∗), et par
conse´quent CZC = Z∗ ; c’est-a`-dire que Z est C-syme´trique.
En utilisant (5.7), on a C(piH2(DT )) = pi∗J˜H2(DT ) = pi∗H2−(DT ∗), et
C(pi∗H2−(DT ∗)) = piH2(DT ).
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Comme C est isome´trique, il suit de (5.6) que
CH = CK 	 C (piH2(DT )⊕ pi∗H2−(DT ∗)) = K 	 (piH2(DT )⊕ pi∗H2−(DT ∗)) = H.
Par conse´quent, la restriction C ′ de C a` H est une conjugaison sur H. Puisque C
laisse H et son orthogonal invariant, nous avons C|H = PCP |H et PC(IK−P ) = 0.
D’ou`
T = PZ|H = PCZ∗C|H = PCPZ∗PCP |H = C ′T∗C ′.
Donc T est C ′-syme´trique. Comme T est comple`tement non-unitaire, T est unitaire-
ment e´quivalent a` T et donc est aussi complexe syme´trique.
Maintenant soit T ∈ L(H) une contraction arbitraire satisfaisant la condition (ii)
du the´ore`me. Si l’on de´compose T = T0 ⊕ Tu, avec T0 c.n.u. et Tu unitaire, alors T0
satisfait aussi (ii), et donc elle est complexe syme´trique par les arguments pre´ce´dents.
Puisque Tu est unitaire, elle est aussi complexe syme´trique. Par conse´quent, en ap-
pliquant la proposition 5.2.1, T est aussi complexe syme´trique
2)⇒ 3) Supposons que ΘT (z) = JΘT (z)∗J , et soit C ′ une conjugaison sur DT . Alors
U = JC ′ : DT → DT ∗ est unitaire et C ′ = U∗J. Si Θ : D → L(DT ) est de´finie par
Θ(z) = U∗ΘT (z), alors :
Θ(z) = U∗JΘT (z)∗J = U∗J(U∗ΘT (z))∗U∗J = C ′Θ(z)∗C ′.
3)⇒ 2) Si U : E → DT , et U∗ : E → DT ∗ sont des ope´rateurs unitaires ve´rifiant
ΘT (z) = U∗Θ(z)U∗ pour tout z ∈ D, alors d’apre`s la proposition 5.2.1, J = U∗J ′U∗
est une conjugaison qui syme´trise ΘT .

Corollaire 5.3.2 Une contraction T dont les indices de de´faut ve´rifient ∂T = ∂T ∗ = 1 est
complexe syme´trique.
Preuve : Si ∂T = ∂T ∗ = 1, alors on peut identifier DT et DT ∗ a` C et ΘT s’identifie
alors a` une fonction a` valeur scalaire. La conjugaison J sur C de´finie par J(z) = z¯ satisfait
alors la condition 3) du the´ore`me 5.3.1 et on en conclut que T est complexe syme´trique.

Pour le cas ou` T ∈ C00, le corollaire 5.3.2 est prouve´ dans [16, 15], ou` d’autres
conse´quences sont de´veloppe´es. On trouve e´galement dans [16] le re´sultat suivant, pour
lequel nous proposons une preuve diffe´rente.
Corollaire 5.3.3 Tout ope´rateur de´fini sur un espace de dimension 2 est complexe
syme´trique.
Preuve : La notion d’ope´rateur complexe syme´trique est pre´serve´e par multiplication
par un scalaire non nul, donc quitte a` multiplier T par une constante, on peut supposer
que ‖T‖ = 1. Un raisonnement e´le´mentaire permet alors de montrer que ∂T , ∂T ∗ ≤ 1. Si
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∂T = 0 ou si ∂T ∗ = 0, alors T est unitaire et la proposition 5.2.1 implique alors que T est
complexe syme´trique. Si ∂T = ∂T ∗ = 1, alors on peut appliquer le corollaire 5.3.2.

Une autre conse´quence du the´ore`me 5.3.1 est que si une contraction T est complexe
syme´trique, alors ∂T = ∂T ∗ . Un re´sultat plus ge´ne´ral de [16] affirme qu’un ope´rateur T
complexe syme´trique (non ne´cessairement contractif) ve´rifie dimkerT = dimkerT ∗.
5.4 Exemple des fonctions inte´rieures 2× 2
5.4.1 Fonctions caracte´ristiques syme´trisables
Le corollaire 5.3.2 affirme que les contractions, dont les indices de de´faut valent 1, sont
toujours complexes syme´triques. Pour illustrer le the´ore`me 5.3.1, nous allons discuter du
cas ou` ∂T = ∂T ∗ = 2. Nous supposons de plus que ΘT est inte´rieure, ce qui revient a`
supposer que T ∈ C00.
De´finition 5.4.1 Soit Θ ∈ H∞(E → E∗) contractive. On dit que Θ est syme´trisable s’il
existe une base orthonormale de E et une base orthonormale de E∗ inde´pendantes de z
pour lesquelles la matrice de Θ(z) est syme´trique pour tout z ∈ D.
D’apre`s le the´ore`me 5.3.1 et le lemme 5.2.1, une contraction est complexe syme´trique
si et seulement si sa fonction caracte´ristique est syme´trisable. Nous nous inte´ressons dans
cette section aux fonctions caracte´ristiques a` valeur dans les matrices 2 × 2. Le corol-
laire 5.3.3 implique que pour tout z ∈ D, il existe U1(z) et U2(z) unitaires telles que
U1(z)Θ(z)U2(z) soit syme´rique. Mais pour trouver des fonctions syme´trisables, les matrices
U1 et U2 ne doivent plus de´pendre de z.
Rappelons le re´sultat de S. R. Garcia [14] qui fournit une parame´trisation des fonctions
inte´rieures de H∞(C2 → C2).
Proposition 5.4.1 Soit ϕ une fonction inte´rieure non constante de H∞, a, b, c, d ∈ H∞
et
Θ(z) =
(
a(z) −b(z)
c(z) d(z)
)
.
Alors Θ est une fonction inte´rieure et de´t Θ = ϕ si et seulement si
1. les fonctions a, b, c, d sont dans H(zϕ) = H2 	 zϕH2,
2. d = C(a) et c = C(b),
3. |a|2 + |b|2 = 1 presque partout sur T.
Ici C est la conjugaison naturelle de H(zϕ) de´finie par :
C(f) = f¯ϕ (f ∈ H(zϕ)). (5.9)
Le the´ore`me suivant donne une caracte´risation des fonctions inte´rieures Θ ∈ H∞(C2 →
C2) syme´trisables :
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The´ore`me 5.4.2 Soit
Θ(z) =
(
a(z) −b(z)
C(b)(z) C(a)(z)
)
une fonction inte´rieure, ϕ = de´t Θ et C de´finit par (5.9).
Alors Θ est syme´trisable si et seulement s’il existe (γ, θ) 6= (0, 0) telles que γa+ θb est
un point fixe de C.
Preuve : Supposons qu’il existe (γ, θ) 6= (0, 0) tel que C(γa+θb) = γa+θb ; En divisant
par
√|γ|2 + |θ|2, on peut supposer que |γ|2+ |θ|2 = 1. Soit U la matrice unitaire suivante :
U =
(
θ −γ
γ θ
)
.
On obtient :
Θ(z)U =
(
θa(z)− γb(z) −γa(z)− θb(z)
θC(b)(z) + γC(a)(z) −γC(b)(z) + θC(a)(z)
)
,
et comme θC(b)(z) + γC(a)(z) = C(γa+ θb)(z), on a :(−i 0
0 i
)
Θ(z)U =
(−i(θa(z)− γb(z)) i(γa(z) + θb(z))
i(γa(z) + θb(z)) i(−γC(b)(z) + θC(a)(z))
)
,
ce qui prouve que Θ est syme´trisable.
Re´ciproquement, supposons que Θ soit syme´trisable.
Si a et b sont line´airement de´pendants, il existe (γ, θ) 6= (0, 0) tels que γa + θb = 0, et
comme 0 est un point fixe de C, le re´sultat est de´montre´.
Supposons donc que {a, b} soit un syste`me line´airement inde´pendant. Par de´finition,
il existe deux matrices unitaires U1 et U2 telles que U1Θ(z)U2 soit syme´trique pour tout
z ∈ D.
E´crivons :
U1 =
(
µ −λ
λ µ
)
et U2 =
(
θ −γ
γ θ
)
,
avec |µ|2 + |λ|2 = 1 et |θ|2 + |γ|2 = 1. Un calcul simple montre que :
U1M(z)U2 =
(∗ X
Y ∗
)
,
avec X = −µ(γa+ θb)− λC(−γb+ θa) et Y = λ(θa− γb) + µC(θb+ γa). La syme´trie de
la matrice e´quivaut a` :
−(µγ + λθ)a− (µθ − λγ)b = C ((µγ + λθ)a+ (µθ − λγ)b) .
Si l’on note u := (µγ + λθ)a + (µθ − λγ)b, alors on a C(u) = −u, donc C(iu) = iu et iu
est un point fixe pour C. Ainsi,
iu ∈ Lin{a, b} ∩ Fix C.
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Il ne reste plus qu’a` montrer que u 6= 0. Raisonnons par l’absurde en supposant que u = 0.
Alors comme le couple {a, b} est line´airement inde´pendant, on obtient :
µγ + λθ = µθ − λγ = 0,
ce qui peut s’e´crire : {
µγ = −λθ
µθ = λγ
En multipliant la premie`re e´quation par θ et la seconde par γ, on obtient en soustrayant
la seconde ligne a` la premie`re :
λ(|θ|2 + |γ|2) = 0.
Or |θ|2+ |γ|2 = 1 et donc λ = 0. Comme |µ|2+ |λ|2 = 1, on obtient |µ| = 1. Mais le syste`me
pre´ce´dent implique alors γ = θ = 0, ce qui est exclu. Finalement, u 6= 0, ce qui ache`ve la
preuve.

Remarque 5.4.1 Les points fixes d’une conjugaison C peuvent eˆtre de´crits en utilisant le
Lemme 5.2.1. Ils forment l’espace vectoriel re´el constitue´ des e´lements dont les coefficients
de Fourier (relativement a` une C-base re´elle orthonormale) sont re´els.
Remarque 5.4.2 Une question tre`s proche de notre proble`me serait de de´crire toutes les
fonctions inte´rieures Θ(z), a` valeur dans les matrices syme´triques 2 × 2. Cela peut eˆtre
re´alise´ en suivant la me´thode propose´e dans [16, section 5] pour re´soudre le proble`me de
synthe`se de Darlington. Tout d’abord, on fixe de´t Θ, qui va eˆtre une fonction inte´rieure
scalaire, non constante, ϕ ∈ H∞. On conside`re alors une fonction b ∈ H(zϕ) telle que
Cb = b (C la conjugaison f 7−→ ϕf sur H(zϕ)). Si b est inte´rieure, alors b2 = ϕ et donc
Θ(z) =
(
0 ib(z)
ib(z) 0
)
convient. Si b n’est pas inte´rieure, alors on peut prendre a ∈ H(zϕ), telle que |a|2+ |b|2 = 1
p.p. sur T (une telle fonction a existe d’apre`s [14, Proposition 5.2]). Alors
Θ(z) =
(
a(z) ib(z)
ib(z) C(a)(z)
)
convient.
Dans [16, section 8.2], on approfondit la question de la parame´trisation des solutions ra-
tionnelles du proble`me de synthe`se de Darlington. Nous proposons une discussion analogue
de notre proble`me dans la section suivante.
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5.5 Exemples
5.5.1 Le cas rationnel
On se donne un produit de Blaschke fini ϕ(z) =
N∏
k=1
z − λk
1− λkz
et on veut de´crire les
fonctions inte´rieures Θ, a` valeur matricielle 2× 2, syme´trisables et telles que detΘ = ϕ.
Soit Θ une fonction analytique, contractive dans D et telle que la matrice de Θ dans
une base orthonormale fixe´e s’e´crive :
Θ(z) =
(
a(z) −b(z)
c(z) d(z)
)
.
D’apre`s la proposition 5.4.1, on sait que Θ est inte´rieure et de´t Θ = ϕ si et seulement
si
(i) a, b, c, d appartiennent a` H(zϕ) ;
(ii) d = C(a) et c = C(b) ;
(iii) |a|2 + |b|2 = 1 p.p. sur T.
Ici C de´signe, comme pre´ce´demment, la conjugaison naturelle sur H(zϕ) de´finie par
C(f) = fϕ, (f ∈ H(zϕ)).
Dans le cas ou` ϕ est un produit de Blaschke de degre´ N , on peut pre´ciser davantage ce
re´sultat. Commenc¸ons par un lemme e´le´mentaire.
Lemme 5.5.1 Soit ϕ(z) =
N∏
k=1
z − λk
1− λkz
un produit de Blaschke fini. Alors
H(zϕ) = span
(
1,
1
1− λkz
: 1 ≤ k ≤ N
)
=
{
P
R
: P polynoˆme de degre´ au plus N
}
,
avec R(z) =
∏N
k=1(1− λkz).
Preuve : La deuxie`me e´galite´ est triviale. Pour la premie`re, rappelons que pour λ ∈ D,
kλ(z) =
1
1− λz
de´signe le noyau reproduisant de H2, autrement dit, on a
f(λ) = 〈f, kλ〉, (f ∈ H2).
Si h ∈ H2, on a donc
〈zϕh, kλ〉 = 0
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pour λ ∈ {0, λk : 1 ≤ k ≤ N}, ce qui prouve que
span
(
1,
1
1− λkz
: 1 ≤ k ≤ N
)
⊂ H(zϕ).
Maintenant soit f ⊥ span
(
1, 1
1−λkz : 1 ≤ k ≤ N
)
. Cela signifie que f(0) = 0 et f(λk) = 0
(1 ≤ k ≤ N). On sait alors qu’il existe f1 ∈ H2 telle que f = zϕf1. Autrement dit,
f ⊥ H(zϕ), ce qui ache`ve la preuve.

Si P est un polynoˆme de degre´ au plus N , on notera P˜ son polynoˆme conjugue´ de´fini
par
P˜ (z) = zNP
(
1
z
)
.
Corollaire 5.5.1 Soit ϕ(z) =
N∏
k=1
z − λk
1− λkz
un produit de Blaschke fini, soit R(z) =
N∏
k=1
(1−
λkz) et soit
Θ(z) =
(
a(z) −b(z)
c(z) d(z)
)
une fonction analytique, contractive sur D. Alors les assertions suivantes sont e´quivalentes
(i) Θ(z) est inte´rieure et de´t Θ = ϕ ;
(ii) a = S/R, b = P/R, c = P˜ /R, d = S˜/R avec P et S deux polynoˆmes de degre´
infe´rieur ou e´gal a` N satisfaisant
PP˜ + SS˜ = RR˜.
Preuve : Soit g ∈ H(zϕ). D’apre`s le lemme 5.5.1, il existe un polynoˆme P de degre´ au
plus N tel que g = P
R
. Pour tout z ∈ T, on a alors
C(g)(z) =C
(
P
R
)
(z) =
P (z)
R(z)
ϕ(z)
=P (1/z)
N∏
k=1
z − λk
(1− λkz)(1− λkz)
=zNP (1/z)
N∏
k=1
1
1− λkz
=
zNP (1/z)
R(z)
=
P˜ (z)
R(z)
.
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(i) =⇒ (ii) En utilisant la proposition 5.4.1 et le calcul pre´ce´dent, il est clair que
a = S/R, b = P/R, c = P˜ /R, d = S˜/R avec P et S deux polynoˆmes de degre´ infe´rieur ou
e´gal a` N . D’autre part, comme ϕ = det Θ = ad+ bc, et ϕ = R˜/R on obtient
R˜
R
=
SS˜
R2
+
PP˜
R2
,
ce qui donne PP˜ + SS˜ = RR˜.
(ii) =⇒ (i) : Re´ciproquement, il est clair avec les remarques pre´liminaires que a, b, c, d
appartiennent a` H(zϕ) et que d = C(a) et c = C(b). D’apre`s la proposition 5.4.1, la seule
chose a` montrer est finalement que |a|2 + |b|2 = 1 sur T. Remarquons d’abord que
de´t Θ =ad+ bc =
SS˜
R2
+
PP˜
R2
=
RR˜
R2
=
R˜
R
= ϕ.
D’ou`, avec la de´finition de C, on obtient
ϕ = ad+ bc = aC(a) + bC(b) = |a|2ϕ+ |b|2ϕ,
et comme ϕ est non nul presque partout sur T, on en de´duit que |a|2 + |b|2 = 1 sur T.

Dans le cas d’un produit de Blaschke fini, on peut aussi de´crire explicitement les points
fixes de la conjugaison C sur H(zϕ).
Lemme 5.5.2 Soit P un polynoˆme de degre´ au plus N et soit g = P/R ∈ H(zϕ). Alors g
est un point fixe de C si et seulement si P satisfait
P (z) = P˜ (z).
Preuve : Rappelons que
C
(
P
R
)
=
P˜
R
,
et donc il est clair que
C(g) = g ⇐⇒ P˜ = P.

Un calcul e´le´mentaire montre que si
P (z) =
N∑
k=1
akz
k, ak ∈ C
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alors
P˜ (z) =
N∑
k=1
aN−kzk,
et donc
P˜ = P ⇐⇒ ak = aN−k , 0 ≤ k ≤ N.
Le the´ore`me 5.4.2 donne alors dans le cas rationnel le re´sultat suivant
Corollaire 5.5.2 Soit ϕ(z) =
N∏
k=1
z − λk
1− λkz
et R(z) =
∏N
k=1(1− λkz). Alors la matrice
Θ(z) =
(
a(z) −b(z)
c(z) d(z)
)
est inte´rieure, de´t Θ = ϕ et Θ est syme´trisable si et seulement si les trois conditions
suivantes sont satisfaites :
(i) a = S/R, b = P/R, c = P˜ /R, d = S˜/R avec P et S deux polynoˆmes de degre´
infe´rieur ou e´gal a` N ;
(ii) PP˜ + SS˜ = RR˜ ;
(iii) il existe (λ, µ) 6= (0, 0) tel que ˜λP + µS = λP + µS.
Preuve : Il suffit d’appliquer le the´ore`me 5.4.2, le lemme 5.5.2 et le corollaire 5.5.1.

5.5.2 Un autre exemple
Conside´rons u, v ∈ H∞ deux fonctions inte´rieures et Tu,Tv les ope´rateurs mode`les
correspondants. Etant inte´rieures, les espaces mode`les associe´s sont Hu = H
2 	 uH2 et
Hv = H
2	vH2. Les ope´rateurs Tu et Tv sont des contractions comple`tement non unitaires
et leurs fonctions caracte´ristiques sont respectivement u et v. Les espaces de de´faut sont
de dimension 1 et d’apre`s le corollaire 5.3.2, ils sont complexes syme´triques. Nous allons
discuter des contractions de la forme :
T =
(
Tu X
0 Tv
)
(5.10)
avec T ∈ L(H) , H = Hu ⊕Hv.
Pour pre´ciser les proprie´te´s de cet ope´rateur, nous avons besoin du re´sultat suivant.
The´ore`me 5.5.3 ([1]) Soit H = H1 ⊕H2 et H′ = H′1 ⊕H′2 deux espaces de Hilbert. Soit
A ∈ L(H1,H2) une contraction. Alors
A˜ =
(
A B
C X
)
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est une contraction de L(H,H′) si et seulement si
B = DA∗Y1, C = Y2DA, et X = −Y2A∗Y1 +DY ∗2 Y DY1 ,
ou` Y1 ∈ L(DA,H′2) Y2 ∈ L(H2,DA∗) et Y ∈ L(DY1 ,DY ∗2 ) sont des contractions.
Le lemme suivant pre´cise les proprie´te´s e´le´mentaires de l’ope´rateur T .
Lemme 5.5.3 Supposons que T ∈ L(Hu ⊕ Hv) donne´ par (5.10) soit une contraction.
Alors :
1. X = DT∗uY DTv , avec Y : DTv → DT∗u une contraction ;
2. si ‖Y ‖ = 1 alors ∂T = ∂T ∗ = 1 et sinon ∂T = ∂T ∗ = 2 ;
3. T ∈ C00.
Remarquons que dimDTv = dimDT∗u = 1, et donc toute contraction Y : DTv → DT∗u
s’identifie a` un nombre complexe de module plus petit que 1.
Preuve :
Quitte a` e´changer les blocs, on peut conside´rer le the´ore`me 5.5.3 avec A = 0, B = Tu
et C = Tv. Les ope´rateurs DA et DA∗ co¨ıncident avec l’identite´ sur leurs espaces respectifs.
On a alors X = DT∗uY DTv , pour une contraction Y , ce qui montre le premier point.
Comme DT s’identifie a` DT∗v ⊕DY et DT ∗ a` DTv ⊕DY ∗ , on a le second point.
Enfin, le dernier point se de´duit d’un fait plus ge´ne´ral :
si T =
(
T1 X
0 T2
)
est une contraction, alors Ti de classe C0. entraˆıne T de classe C0..
En effet, soit  > 0, et x = x1 ⊕ x2 un vecteur de H1 ⊕H2, prenons k un entier tel que
‖T k2 x2‖ < . Si T k(0⊕x2) = x′1⊕T k2 x2, il suffit de prendre k′ tel que ‖T k′1 (x′1+T k1 x1)‖ < .
On a alors :
‖T k+k′‖ = ‖T k+k′(x1 ⊕ 0) + T k+k′(0⊕ x2)‖
= ‖(T k+k′1 x1 ⊕ 0) + T k′(x′1 ⊕ T k2 (x′1 ⊕ T k2 x2)‖
≤ ‖(T k′1 (T k1 x1 + x′1‖+ ‖T k′(0⊕ T k2 x2)‖
≤ + .
Dans notre cas, T1 = Tu et T2 = Tv sont tous les deux de classe C00, et donc ceci ache`ve
la preuve.

Le the´ore`me suivant de´termine quand T est complexe syme´trique.
The´ore`me 5.5.4 Soit T une contraction de la forme
T =
(
Tu X
0 Tv
)
.
Avec les notations du lemme 5.5.3, il est complexe syme´trique si et seulement s’il ve´rifie
l’une des trois conditions suivantes :
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1. Y = 0 ;
2. ‖Y ‖ = 1 ;
3. 0 < ‖Y ‖ < 1, et il existe λ ∈ D et µ ∈ T telles que v = µbλ(u), ou` bλ de´signe le
Blaschke e´le´mentaire de´fini par :
bλ(z) =
λ− z
1− λ¯z .
Preuve : Si Y = 0, alors T = Tu ⊕ Tv et il est complexe syme´trique comme somme
directe de deux ope´rateurs complexes syme´triques. Si ‖Y ‖ = 1, alors d’apre`s le lemme
5.5.3, les indices de de´faut de T valent 1. D’apre`s le corollaire 5.3.2, T est donc complexe
syme´trique.
Nous pouvons donc supposer pour la suite que 0 < ‖Y ‖ < 1 et que ∂T = ∂T ∗ = 2.
Nous allons commencer par de´terminer la fonction caracte´ristique de T pour pouvoir
appliquer le the´ore`me 5.3.1. Cette fonction caracte´ristique peut eˆtre calcule´e directement
mais pour e´viter des calculs pe´nibles, nous allons utiliser les liens entre la the´orie des sous-
espaces invariants des contractions et la factorisation des fonctions caracte´ristiques, comme
de´veloppe´ dans [11, Chapter VII]
Tout d’abord, remarquons que T ∈ C00 implique que ΘT est inte´rieure. Comme Hu est
un sous-espace invariant pour T , d’apre`s le the´ore`me VII.1.1 et la Proposition VII.2.1 de
[11], on peut factoriser
ΘT (z) = Θ2(z)Θ1(z) (5.11)
en deux fonctions inte´rieures et la fonction caracte´ristique de Tu (resp. de Tv), a` savoir u
(resp. v) est e´gale a` la partie pure de Θ1 (resp. Θ2). De plus, Θ1 et Θ2 e´tant inte´rieures,
les dimensions de leur espace image doivent eˆtre e´gales toutes les deux a` la dimension de
l’espace image de ΘT .
On en de´duit que Θ1(z) et Θ2(z) doivent eˆtre des fonctions inte´rieures a` valeur dans
les matrices 2× 2 dont les parties pures sont u et v respectivement. Elles co¨ıncident donc
avec (
1 0
0 u
)
et
(
1 0
0 v
)
respectivement. D’apre`s (5.11), il existe U1, U2, V1, V2 des matrices unitaires 2 × 2 telles
que :
ΘT = U1
(
1 0
0 v
)
U2V1
(
1 0
0 u
)
V2.
Si l’on e´crit :
U2V1 =
(
α −β
β¯ α¯
)
avec α, β nombres complexes satisfaisant |α|2+ |β|2 = 1, on peut affirmer que ΘT co¨ıncide
avec la fonction inte´rieure
Θ(z) =
(
1 0
0 v
)(
α −β
β¯ α¯
)(
1 0
0 u
)
=
(
α −βv
β¯u α¯u(z)v(z)
)
. (5.12)
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Notons que la condition 0 < ‖Y ‖ < 1 implique que les nombres α et β sont diffe´rents
de 0.
On applique alors le the´ore`me 5.4.2 pour savoir si Θ, donne´e par (5.12), est syme´trisable
ou non. Comme de´tΘ = uv, ceci arrive si et seulement s’il existe une combinaison line´aire de
α et de βu, dont les coefficients ne sont pas simultane´ment nuls, et qui est dans l’ensemble
des points fixes de la conjugaison naturelle C sur H(zuv) de´finie par :
∀f ∈ Hzuv, C(f) = uvf¯ .
Dans ce cas, e´crivons cette combinaison line´aire g = s+ tu, (s, t) ∈ C2 \ {0, 0}, g 6= 0. On
a alors
C(g) = g ⇐⇒ v(s¯u+ t¯) = s+ tu⇐⇒ v = s+ tu
s¯u+ t¯
. (5.13)
On doit avoir t 6= 0, sinon uv serait constant, ce qui n’est pas possible. On peut donc
e´crire :
v =
t
t¯
s
t
+ u
1 + s¯
t¯
u
.
Mais si |s| = |t|, alors v = t
s
, ce qui est impossible. Si |s| > |t|, alors on voit que v est en
meˆme temps analytique et coanalytique, ce qui implique v constante, d’ou` une nouvelle
contradiction. La seule possiblite´ est que |s| < |t|. Posons λ = − s
t
et µ = − t
t¯
et on obtient
la conclusion de´sire´e :
v = µ
λ− u
1− λ¯u = µbλ(u).
Re´ciproquement, supposons que v = µbλ(u) avec µ ∈ T et λ ∈ D. Il existe ζ non nul
tel que µ = − ζ
ζ¯
, on a alors :
v =
ζu− λζ
ζ¯ − ζλu,
et en posant s := −λζ et t := ζ,
v(s¯u+ t¯) = v(−ζλu+ ζ¯) = ζu− λζ = s+ tu,
ce qui implique d’apre`s l’e´quation (5.13) que C(g) = g pour g := s+ tu. Comme t 6= 0, on
peut appliquer le the´ore`me 5.4.2 . Ainsi, Θ est syme´trisable.
On a montre´ que dans le cas 0 < ‖Y ‖ < 1, ΘT est syme´trisable si et seulement si
v = µbλ(u) avec λ ∈ D et µ ∈ T. Une application du the´ore`me 5.3.1 conclut alors la preuve
du the´ore`me.

Le the´ore`me 5.5.4 permet de construire diffe´rents exemples d’ope´rateurs complexes
syme´triques ou non dont les indices de de´faut sont 2.
Annexe A
De´finition et proprie´te´s du calcul
tensoriel
Nous allons rappeler la de´finition et les proprie´te´s e´le´mentaires du produit tensoriel.
De´finition A.0.1 Soient H un espace de Hilbert se´parable, a, b ∈ H \ {0} alors on de´finit
l’ope´rateur borne´ de rang 1 a⊗ b par :
(a⊗ b) : H −→ H
x 7−→ 〈x, b〉 a.
L’image de a ⊗ b est le sous-espace de dimension 1 Ca. Il est clair que tout ope´rateur T
de rang 1 peut s’e´crire comme produit tensoriel a ⊗ b. Comme ImT est de dimension 1,
pour a ∈ ImT non nul, ImT = Ca. Pour tout x ∈ H, il existe cx ∈ C tel que Tx = cxa et
la forme line´aire x ∈ H 7→ cx est continue, par continuite´ de a⊗ b. Le The´ore`me de Riesz
assure l’existence de b ∈ H tel que cx = 〈x, b〉, et alors pour x ∈ H, Tx = 〈x, b〉 a = a⊗ b.
Proposition A.0.5 On a les proprie´te´s suivantes : pour tout a, b, a′, b′ ∈ H e´ventuellement
non nuls et T ∈ L(H),
1. T (a⊗ b) = (Ta)⊗ b et (a⊗ b)T = a⊗ (T ∗b),
2. (a⊗ b)(a′ ⊗ b′) = 〈a′, b〉 (a⊗ b′),
3. (a+ a′)⊗ b = a⊗ b+ a′ ⊗ b,
4. Ker a⊗ b = (Cb)⊥ et Im a⊗ b = Ca,
5. (a⊗ b)∗ = b⊗ a
6. a⊗ b = a′ ⊗ b′ avec a, b, a′, b′ tous non nuls, si et seulement si il existe α, β ∈ C tels
que a = αa′, b = βb′ et αβ¯ = 1,
7. a⊗ a = b⊗ b ⇐⇒ ∃α, |α| ≤ 1 tel que b = αa,
8. a⊗ a ≤ b⊗ b⇐⇒ ∃α, |α| ≤ 1 tel que b = αa,
9. a⊗ a ≥ 0.
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Preuve :
1. Pour tout x ∈ H, T (a⊗ b)(x) = 〈x, b〉Ta = (Ta⊗ b)(x) et
(a⊗ b)(Tx) = 〈Tx, b〉 a = 〈x, T ∗b〉 a = a⊗ (T ∗b)(x).
2. Pour tout x ∈ H,
(a⊗ b)(a′ ⊗ b′)(x) = a⊗ b 〈x, b′〉 a′ = 〈x, b′〉 〈a′, b〉 a
= 〈a′, b〉 (a⊗ b′).
3. Par line´arite´ du produit scalaire.
4. Nous avons de´ja` vu la seconde affirmation. Pour la seconde :
Ker(a⊗ b) = {x ∈ H|a⊗ b(x) = 0}
= {x ∈ H| 〈x, b〉 = 0} = (Cb)⊥.
5. Soient x, y ∈ H.
〈(a⊗ b)∗(x), y〉 = 〈x, a⊗ b(y)〉 = 〈b, y〉 〈x, a〉
= 〈〈x, a〉 b, y〉 = 〈b⊗ a(x), y〉 .
6. Si a ⊗ b = a′ ⊗ b′ alors ils ont meˆmes images. Or Ima ⊗ b = Ca et Ima′ ⊗ b′ = Ca′
donc il existe α ∈ C non nul tel que a = αa′. En conside´rant les adjoints de ces
ope´rateurs, l’assertion pre´ce´dente affirme que b⊗a = b′⊗a′. Le raisonnement similaire
au pre´ce´dent affirme qu’il existe β ∈ C tel que b = βb′. Ainsi, αa′ ⊗ βb′ = a′ ⊗ b′ ce
qui implique αβ¯ = 1. La re´ciproque se ve´rifie trivialement.
7. Ce point est un cas particulier du pre´ce´dent.
8. Ce point est aussi un cas particulier de 6.
9. D’apre`s 5, l’ope´rateur a⊗ a est autoadjoint. Comme Im a⊗ a = Ca, le vecteur a st
un propre pour la valeur propre λ. λa = a⊗ a(a) = 〈a, a〉 a, donc λ = ‖a‖2 ≥ 0.

Annexe B
Ge´ne´ralite´s sur les bases de noyaux
reproduisants de H2
B.0.3 Ge´ne´ralite´s sur les bases de noyaux reproduisants dans
H2(D)
Nous allons introduire la notion de base de Riesz et rappeler les re´sultats classiques
caracte´risant les bases de noyaux reproduisants de H2(D). De nombreux comple´ments se
trouvent dans [27], Chapitre 3. Soient X un espace de Banach complexe, de dimension
infinie et (xn)n≥1 une suite de vecteurs non nuls de X.
De´finition B.0.2 La suite χ := (xn)n≥1 est dite
1. comple`te dans X si span(xn : n ≥ 1) = X ;
2. minimale si pour tout n ≥ 1, xn 6∈ span(xk : k 6= n) ;
3. uniforme´ment minimale si
δ (χ) := inf
n≥1
dist
(
xn
‖xn‖ , span (xk : k 6= n)
)
> 0.
La constante δ (χ) est appele´e constante d’uniforme minimalite´ de la suite (xn)n≥1.
Si χ∗ = (x∗n)n≥1 est une suite du dual de X, on dit que χ
∗ est une suite biorthogonale
associe´e a` (xn)n≥1 si
x∗k(xn) = δn,k.
Le lemme suivant e´tablit le lien entre la minimalite´, l’uniforme minimalite´ et l’existence
de biorthogonale.
Lemme B.0.4 Soient X un espace de Banach et (xn)n≥1 une suite de vecteurs de X.
1. (xn)n≥1 est minimale si et seulement si (xn)n≥1 admet une suite biorthogonale. Cette
dernie`re est de´termine´e de fac¸on unique si et seulement si (xn)n≥1 est comple`te dans
X.
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2. (xn)n≥1 est uniforme´ment minimale si et seulement si (xn)n≥1 admet une suite bi-
orthogonale (x∗n)n≥1 telle que
sup
n≥1
‖xn‖ ‖x∗n‖ < +∞.
Dans le cadre des espaces de Hilbert, la notion de base dont on dispose est celle de base
orthonormale. Nous allons a` pre´sent de´finir les bases de Riesz :
De´finition B.0.3 Soit H un espace de Hilbert, et (xn)n≥1 une suite de H. On dit que
(xn)n≥1 est une base de Riesz de H s’il existe un isomorphisme U de H sur lui meˆme tel que
(Uxn)n≥1 forme une base orthogonale deH. L’ope´rateur U est appele´ un orthonormalisateur
de (xn)n≥1.
Dans le cas particulier ou` H = H2(D), la proposition suivante fournit une caracte´ri-
sation pour qu’une suite de noyaux reproduisants (kλn)n≥1 soit minimale dans H
2(D) et
pre´cise le sous-espace vectoriel ferme´ engendre´ par (kλn)n≥1.
Proposition B.0.6 Soit (λn)n≥1 une suite de points distincts de D.
1. Si (λn)n≥1 n’est pas une suite de Blaschke, alors (kλn)n≥1 est comple`te dans H
2(D)et
n’est pas minimale.
2. Si (λn)n≥1 est une suite de Blaschke, et si B de´signe le produit de Blaschke associe´,
alors (kλn)n≥1 est minimale dans H
2(D) et
spanH2(D)(kλn : n ≥ 1) = KB
ou` KB := H
2(D)	BH2(D).
Preuve :
1. Soit f ∈ H2(D) telle que f(λn) = 0, quelque soit n ≥ 1. Si (λn)n n’est pas une
suite de Blaschke, ne´cessairement f est la fonction constante nulle, donc la famille
des (kλn)n est comple`te. Supposons maintenant qu’elle soit minimale, alors il existe
f ∈ H2 telle que f(λ1) = 1 et f(λn) = 0, n ≥ 2. Comme f 6≡ 0, on a∑
n≥2
(1− |λn|) < +∞,
ce qui est exclu, la suite (λn)n n’e´tant pas de Blaschke.
2. Si la suite (λn)n est de Blaschke, notons
Bn := Πk 6=nbλk , ou` bλ(z) :=
λ¯
λ
λ− z
1− λ¯z (z, λ ∈ D).
On a alors Bn ∈ H2 ve´rifiant :〈
Bn
Bn(λn)
, kλp
〉
=
Bn(λp)
Bn(λn)
= δn,p,
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ce qui montre que ( Bn
Bn(λn)
)n≥1 est une biorthogonale de (kλn)n≥1, et donc (kλn)n≥1 est
minimale.
Montrons qu’elle est comple`te dans KB. Soit g ∈ H2(D), on a :
〈Bg, kλn〉 = B(λn)g(λn) = 0, ∀n ≥ 1,
et donc BH2(D) ⊂ span (kλn , n ≥ 1)⊥ .
Re´ciproquement, soit f ∈ H2(D) telle que 〈f, kλn〉 = 0, ∀n ≥ 1. On a f(λn) = 0 et
donc f peut s’e´crire f = Bg, d’ou` span (kλn , n ≥ 1)⊥ ⊂ BH2(D), ce qui ache`ve cette
de´monstration.

Quitte a` renormaliser, la de´monstration pre´ce´dente fournit l’expression de la biortho-
gonale (yn)n≥1, unique, associe´e a` la suite (kλn)n≥1 :
yn :=
(1− |λn|2)
Bn(λn)
Bn
1− λ¯nz
.
Nous pouvons e´noncer le the´ore`me et la de´finition suivante :
De´finition B.0.4 Une suite de Blaschke (λn)n≥1 de points distincts de D satisfait la condi-
tion de Carleson si
d ((λn)n≥1) := inf
n≥1
|Bn(λn)| > 0. (C)
On appellera une telle suite une suite de Carleson, et la constante d ((λn)n≥1) la constante
assossie´e a` (λn)n≥1.
The´ore`me B.0.7 Soit (λn)n≥1 une suite de Blaschke de points distincts de D, et B le
produit de Blaschke associe´ aux (λn)n≥1. La suite (kλn)n≥1 est uniforme´ment minimale
dans H2(D) si et seulement si (λn)n≥1 est une suite de Carleson.
Preuve : Les expressions de kλn et de yn impliquent que ‖yn‖2‖kλn‖ = 1|Bn(λn)| . Il suffit
alors d’appliquer le lemme B.0.4.

Pour clore ce comple´ment sur les bases de noyaux reproduisants, e´nonc¸ons le the´ore`me
de Carleson–Shapiro–Shields, dont on trouvera la de´monstration dans [27], page 177.
The´ore`me B.0.8 Soit (λn)n≥1 une suite deBlaschke de points distincts de D. Notons
xn :=
kλn
‖kλn‖2 la normalisation du noyau reproduisant. Alors, les assertions suivantes sont
e´quivalentes :
1. la suite (xn)n≥1 est une base de Riesz de KB ;
2. la suite (xn)n≥1 est uniforme´ment minimale ;
3. la suite (λn)n≥1 est de Carleson.
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B.0.4 Ge´ne´ralite´s sur les bases de noyaux reproduisants dans
H2(D, E) et H(b)
Nous avions vu section 4.2.2 que pour λ ∈ D, et e ∈ E∗, la forme line´aire de´finie par
Ev(λ,e) : f 7→ 〈f(λ), e〉E∗
est borne´e sur H2(E∗) et que le noyau reproduisant kλe : z 7→ 11−λ¯ze de H2(E∗) repre´sente
cette forme line´aire.
Soit b ∈ H∞(E → E∗), ‖b‖∞ ≤ 1. Comme H(b) est contenu dans H2(E∗) contrac-
tivement, la restriction a` H(b) de la forme line´aire e´valuation Ev(λ,e)|H(b) est continue
relativement au produit scalaire de H(b). Il existe donc kbλe dans H(b) ve´rifiant :
∀λ ∈ D,∀f ∈ H2(E∗),
〈
f, kbλe
〉
b
= 〈f(λ), e〉E∗ .
Conside´rons f = (Id−TbT ∗b )1/2f1 avec f1 ∈
(
Ker (Id−TbT ∗b )1/2
)⊥
. On obtient
〈f, (Id−TbT ∗b )kλe〉b =
〈
f1, (Id−TbT ∗b )1/2kλe
〉
2
= 〈f, kλe〉2 = 〈f(λ), e〉E∗ ,
et donc
kbλe = (Id−TbT ∗b )kλe.
Comme T ∗b kλe = b(λ)
∗kλe, on en de´duit l’expression suivante :
∀z ∈ D, (kbλe)(z) =
Id−b(z)b(λ)∗
1− λ¯z e. (B.1)
Quelques calculs simples montrent que
‖kλe‖22 =
‖e‖2
1− |λ|2 et ‖k
b
λe‖2b =
‖e‖2 − ‖b(λ)∗e‖2
1− |λ|2 ,
ce qui permet de donner l’expression de xλe (resp. x
b
λe) noyaux renormalise´s sur H
2(E∗)
(resp sur H(b)) :
(xλe)(z) =
√
1− |λ|2
‖e‖
1
1− λ¯z e et (x
b
λe)(z) =
√
1− |λ|2√‖e‖2 − ‖b(λ)∗e‖2 Id−b(z)b(λ)∗1− λ¯z e.
Voici les re´sultats connus sur les familles de noyaux reproduisants dans H2(E∗) :
The´ore`me B.0.9 (c.f. [2]) Soit (λn)n≥1 une suite de D et (en)n≥1 une suite de E∗. Sup-
posons que N := dim E∗ < +∞.
1. La suite (xλnen)n≥1 est minimale si et seulement si la suite (λn)n≥1 satisfait la condi-
tion de Blaschke.
2. Si la suite (xλnen)n≥1 est une base de Riesz, alors la suite (λn)n≥1 est l’union d’au
plus N suites de Carleson.
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Le premier point est prouve´ dans [2] et le second point est duˆ a` V. Vasyunin. Ce re´sultat
ne peut eˆtre vrai en dimension infinie car on pourrait prendre une suite de vecteurs (en)n
de E∗ et, sans restriction sur la suite (λn)n, la famille (xλnen)n serait une base orthogonale
de son enveloppe line´aire.
Le re´sultat de Treil [42] ge´ne´ralise les proprie´te´s des noyaux reproduisants au cadre
vectoriel :
The´ore`me B.0.10 Soit (en)n≥1 une suite relativement compacte de E∗. Alors (xλnen)n≥1
est une base de Riesz de son enveloppe line´aire si et seulement si elle est uniforme´ment
minimale.
Concluons cette partie sur les proprie´te´s des familles de noyaux reproduisants deH2(E∗)
par la caracte´risation ge´ome´trique suivante des bases de Riesz, due a` Ivanov [2].
Rappelons que la distance hyperbolique est de´finie par : :
∀x, y ∈ D, d(a, b) = |bx(y)| =
∣∣∣∣ x− y1− x¯y
∣∣∣∣ .
Notons Λ := (λn)n≥1 une suite d’e´le´ments de D et pour λ ∈ D et r > 0, on de´finit
Ω(λ, r), la boule centre´e en λ de rayon r pour la distance hyperbolique
Ω(λ, r) := {z ∈ D : |bλ(z)| < r}, ou` bλ(z) = z − λ
1− λ¯ ,
ainsi que
G(Λ, r) :=
⋃
n≥1
Ω(λn, r).
Alors, pour m ≥ 1, on note Gm(Λ, r) la composante connexe de l’ensemble G(Λ, r) et
Em(r) := {n ≥ 1 : λn ∈ Gm(Λ, r)}.
The´ore`me B.0.11 ([2], page 73) Soit (λn)n≥1 une suite de D et (en)n≥1 une suite de
E∗. Supposons que N := dim E∗ < +∞. Alors (xλnen)n≥1 est une base de Riesz de son
enveloppe line´aire si et seulement si les conditions suivantes sont satisfaites :
(i) la suite (λn)n≥1 est l’union d’au plus N suites de Carleson ;
(ii) il existe r > 0 tel que :
inf
m≥1
min
n∈Em(r)
α (en, span(ep : p ∈ Em(r), p 6= n)) > 0
ou` α(u, P ) repre´sente l’angle entre le vecteur u et le sous-espace P .
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Re´sume´
Sarason a de´crit les sous-espaces ferme´s re´duisants (invariants par S, ope´rateur de
multiplication par z, et par S∗) et doublement-invariants (invariants par S et S−1) de
l’espace de Hardy H2(A) ou` A est un anneau. Nous e´tablissons les versions vectorielles.
Nous donnons aussi la version vectorielle d’un re´sultat de Hitt portant sur les sous-
espaces S∗−faiblement invariants via l’e´tude des contractions perturbe´es par des ope´rateurs
de rang fini.
Dans la seconde partie, nous e´tudions les bases de noyaux reproduisants sur les espaces
de De Branges–Rovnyak, au moyen du mode`le de Sz-nagy–Foias.
Le dernier proble`me pre´sente´ est de caracte´riser les ope´rateurs T ∈ L(H) complexes
syme´triques. Nous en donnons des classes d’exemples.
