Abstract. The ERA15 Reanalysis (1979Reanalysis ( -1993 has been dynamically downscaled over Central Europe using 4 different regional climate models. The regional simulations were analysed with respect to 2m temperature and total precipitation, the main input parameters for hydrological applications. Model results were validated against three reference data sets (ERA15, CRU, DWD) and uncertainty ranges were derived. For mean annual 2m temperature over Germany, the simulation bias lies between −1.1 • C and +0.9 • C depending on the combination of model and reference data set. The bias of mean annual precipitation varies between −31 and +108 mm/year. Differences between RCM results are of the same magnitude as differences between the reference data sets.
Introduction
The state of the atmosphere is an essential boundary condition for most hydrological applications. Near surface exchange processes such as evapotranspiration and sensible heat flux depend on the characteristics of the ambient air (Häckel, 1999) . Furthermore, precipitation in form of rain and snow is the major source of water for runoff generation. Reliable information on local and regional meteorological parameters and their distribution in space and time is therefore strongly required by water balance and flood forecast models. In many cases, the necessary information can more or less accurately be derived from observational data sets. However, for large scale hydrological applications in data sparse regions and especially for climate change studies numerical climate simulations have to be utilised.
The corresponding climate models strongly differ with respect to their horizontal resolution, their degree of complexity and the incorporated physical parameterisation schemes.
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Global general circulation models (GCMs) for instance use grid spacings of more than 100 km which is often too coarse for catchment based hydrological investigations. Therefore, downscaling techniques have to be applied which generate horizontal distributions of climatic parameters based on the coarse GCM information but on a much finer scale (Wilby and Wigley, 1997) . Besides statistical methods, regional climate models (RCMs) can be used for physically based dynamical downscaling. These models commonly use horizontal resolutions between 10 and 50 km and are able to dissolve important regional scale processes such as orographic lifting of air masses in complex terrain and the associated formation of clouds and precipitation. At their lateral boundaries, RCMs are either forced by GCM output or by global reanalyses. The simulated climate parameters (e.g. precipitation, near surface air temperature, specific humidity etc.) can subsequently be used as input for hydrological models (offline coupling).
It is important to notice that the information generated by RCMs is inevitably subject to uncertainties which propagate through the hydrological scheme and eventually influence model results. Uncertainties in regional climate simulations are potentially caused by a multitude of factors, the most important of which are -missing or inadequate parameterisation of important subgrid scale processes (e.g. convection)
-shortcomings of numerical methods used One way to evaluate and to quantify the associated uncertainties for specific parameters are so called ensemble simulations (e.g. Murphy et al., 2004; Giorgi and Francisco, 2000) . Here, a multitude of climate model runs is carried out under standardised conditions using either different models (multi model ensemble, e.g. PRUDENCE project: http://prudence.dmi.dk) or using the same model but different parameterisation schemes, boundary conditions, initialisations, resolutions etc. The whole set of simulations, i.e. different realisations of the "same" climate, is afterwards analysed statistically and uncertainty ranges are derived. 
Methodology
In order to evaluate uncertainties of regional climate simulations caused by the choice of a specific model, the global ERA15 Reanalysis (1979 Reanalysis ( -1993 Gibson et al., 1997) has been downscaled over Central Europe applying dynamical downscaling via several state-of-the-art RCMs (Fig. 1): -contribution BTU Cottbus:
The hydrostatic regional climate model REMO 5.0 (Jacob and Podzun, 1997; Jacob, 2001 ) using a physical parameterization scheme adopted from the GCM ECHAM4 (Roeckner et al., 1996) .
-contribution MPI Hamburg:
The hydrostatic regional climate model REMO 5.1. From version 5.0 to 5.1, a mean annual cycle of vegetation characteristics (albedo, leaf area index, vegetation ratio), freezing and melting of soil water and fractional land use have additionally been implemented (Semmler, 2002; Rechid and Jacob, 2005 1 ).
-contribution IMK Garmisch-Partenkirchen: A climate version of the non-hydrostatic mesoscale model MM5 (Grell et al., 2000) .
-contribution PIK Potsdam:
The non-hydrostatic climate model CLM 2.0, an extended version of the operational forecast model of the German Weather Service Lokalmodell (Doms and Schättler, 2002; Kücken and Hauffe, 2002) .
Location and size of the model domain differs between RCMs, however all models cover Central Europe and use horizontal resolutions between 18 and 19 km. For REMO 5.0, REMO 5.1 and CLM 2.0 20 vertical levels were used and 24 in case of MM5. As reference data for model validation, observation based data sets compiled by the German Weather Service (DWD, 1×1 km 2 grid) and the Climate Research Unit at University of East Anglia (CRU; New et al., 2002) as well as the ERA15 Reanalysis are used. Prior to intercomparison and validation of model results, all data sets (simulations and observations) were projected to a common 1/6 • reference grid using an interpolation method based on area weighting (the value for a specific reference grid cell equals the area-weighted arithmetic mean of all contributing grid cells of the original data grid). As the horizontal resolution of the evaluated data sets is similar (except for DWD and ERA15), this interpolation method is not expected to significantly modify the original spatial patterns. Subsequently, monthly mean values of 2 m temperature and precipitation were analysed for the whole of Germany (DTL) as well as for 6 sub areas centered at radiosonding sites (Schleswig (SLW), Essen (ESS), Lindenberg (LIN), Meiningen (MEI), Stuttgart (STU) and Munich (MUN), Fig. 2 ). For each of these areas, the mean annual cycle of both investigated parameters has been calculated and uncertainty ranges were derived based on the found differences between the data sets. Additionally, the spatial patterns of annual mean values on the 1/6 • reference grid were analysed.
The present study focusses on air temperature and precipitation as they are the main input parameters for hydrological schemes and strongly determine near surface hydrological processes. Simulated runoff for example is expected to be markedly influenced by errors and uncertainties in temperature and precipitation input. accordance of two independently compiled observational data sets (though partly based on the same station records) strengthens our confidence in their accuracy. However, the ERA 15 Reanalysis, which is the result of 24-hour forecasts by a numerical weather prediction model based on assimilation of observation data at the time of initialisation, underestimates the observed 2m temperature by about 2.5 • C in wintertime. Similarly, all RCMs underestimate mean wintertime temperature by 0.5 to 1.5 • C. In case of the non-hydrostatic model MM5, this cold bias persists throughout the whole year. The two hydrostatic REMO versions show a quite distinct behaviour. From April to October, both models overestimate observed temperatures with a maximum bias of about +1.5 • C in July and August. The span between RCM results is largest during summertime (approx. 2 • C). In this period, the quality of representation of surface-air exchange processes and clouds plays a major role and consequently differences between simulations are largest.
For MM5 and CLM, the negative bias of annual mean temperature with respect to the DWD data set is homogeneously distributed over Germany (Fig. 4) . Both models underestimate observed temperatures by 0.5 to 1.5 • C in most areas. The two REMO simulations however exhibit larger regional differences in the temperature bias. REMO 5.0 for instance simulates too high temperatures in the southern half of Germany (bias up to 1 • C) while most areas in the northern half show a cold bias of the same magnitude. A similar spatial pattern can be observed for REMO 5.1 but on a systematically warmer level. Annual mean temperatures are overestimated in most parts of Germany except for some areas along the rivers Rhine and Ruhr and around Berlin. This warm bias is strongest in southern Germany (up to +2 • C) and diminishes towards the North. It is mainly caused by too high simulated temperatures during the summer half of the year (see Fig. 3 ) which are possibly related to inaccuracies in the description of vertical diffusion processes and to a pronounced drying phenomenon in late summer (see below).
In order to get a systematic overview of model performance and its spatial variability, the simulated mean annual temperature bias has been calculated for each RCM with respect to each reference data set for different sub areas as well as for the total area (ALL) covered by the reference grid (Fig. 5) . For the latter case (ALL), only ERA 15 was available as reference since the CRU data set only covers the land surface and DWD data is only available for Germany. With respect to ERA 15, the simulated annual 2m temperature (mean over the whole reference domain, ALL) is too high in case of both REMO versions and too low for MM5 and CLM with REMO 5.1 showing the strongest bias (+0.9 • C). Because all models are forced by the same prescribed sea surface temperature over the oceans, inter-model differences are even larger if only the land surface area (LAND) is being considered. However, if CRU is used as reference, biases are systematically shifted towards negative values which is caused by the difference between CRU temperature and ERA15 (with CRU temperatures being higher). Interestingly, the difference between the two reference data sets is of the same magnitude as variations between the single RCMs.
For the german area (DTL), also the third reference data set (DWD) can be taken into account. With respect to all three references, MM5 and CLM underestimate mean annual temperature by more than 0. sub area Munich exhibits the largest ranges of temperature biases (−1.5 to 1.9 depending on RCM and reference data set).
Precipitation
The mean annual cycles of total precipitation (rainfall + snowfall, Fig. 6 ) exhibit a stronger variability between the different data sets (simulations and references) than in case of 2 m temperature. In winter and spring, precipitation is mostly overestimated by the RCMs (up to 24 mm/month, 44%) and the simulation results only differ by less than 10 mm/month from each other. The simulated summertime precipitation however is too low in most cases (up to −19 mm/month, −30%) and differences between the single models are largest (>15 mm/month). It has to be noted, that both the DWD and the CRU data set have not been corrected for a systematic undercatch of precipitation due to wind drift, wetting of the gauge and evaporation losses. The corresponding measurement error is larger for snow than for rain (i.e. larger in wintertime than in summer) and can reach values of more than 35% (Dyck and Peschke, 1995) . This fact at least partly explains the higher amount of simulated wintertime precipitation compared to observations and the large differences between the reference data sets themselves. The general variation of precipitation throughout the year is similar for all simulations and reference data sets with peak values occuring in June and December and minima in February and September/October. During summertime, REMO 5.1 shows an anomalous performance characterised by an overestimation of precipitation in June and subsequently a strong decrease of mean monthly rainfall until September. This behaviour is probably connected to the annual cycle of vegetation characteristics implemented in this model (see above) which causes strong evaporation in early summer and consequently a rapid decline of soil water storage. In late summer, suggested width: 10 cm the dry soil prevents evaporation and therefore local water supply for the atmosphere resulting in a decrease of precipitation. The large model domain of the REMO 5.1 simulation extending far into North Africa might be a second reason for the simulated late summer drying.
The general spatial patterns of mean annual precipitation bias over Germany with respect to DWD data are similar for all RCMs (Fig. 7) . Except for the eastern parts of the study area, MM5 shows relatively smooth deviation patterns. Stronger spatial gradients of precipitation bias appear in case of the three other models (e.g. Upper Rhine Valley and adjacent Black Forest). Precipitation in the eastern part of Germany is overestimated by all models. The same is true for the Rhine valley except in the MM5 simulation. In eastern Germany, largest biases of up to 70% occur for CLM. The concerned areas are among the driest regions in Germany. Therefore, a relatively moderate overestimation of absolute precipitation sums results in a relatively large percentual bias. In most other parts of the study area (especially in southern Germany), simulated amounts of mean annual precipitation do not reach the observed values. It could be argued that the described subdivision of the study area into a western and an eastern section is at least partly an artificial phenomenon caused by two independent observation networks until 1989. However, the area of too high simulated precipitation partly extends far into the western states, crossing the former boundary between East and West Germany. This is especially true for the CLM which clearly overestimates precipitation along the North Sea coastline and points to systematic model errors rather than to inconsistencies in measurement systems.
Uncertainty ranges
For both investigated parameters the bias of annual mean values over Germany has been calculated for every possible combination of a RCM (4 models) with a reference data set (3 references). The resulting uncertainty range for the simulated annual mean 2m temperature is [−1.1 • C; +0.9 • C] (Table 1) . Additionally, the 95% percentile of all absolute grid point differences has been computed for mean annual temperature deviations. Depending on the chosen combination of model and reference data set, 95% of all grid points in Germany show a temperature bias of less than 0.5 • C to less than 1.8˚C. For precipitation, an uncertainty range of [−31 mm/year; 108 mm/year] could be derived. The 95% percentile of relative differences in mean annual precipitation lies between 26 and 59%.
Conclusions
Results of a multi RCM ensemble for Central Europe have been presented and compared to different reference data sets. In this paper, only 2 m temperature and total precipitation were considered as these two parameters are the most important atmospheric quantities in hydrological applicatons.
Depending on the RCM which is used for dynamical downscaling of global scale datasets, the same climatic "situation" (in our case the period 1979-1993) is represented differently. However, basic features such as the mean annual cycles of 2 m temperature and precipitation are simulated similarly by all models and agree with the reference data sets which is a sign of correctness of the representation of basic physical processes in the models. Differences between RCM results may be caused by different parameterisations of certain processes, different numerical techniques, different vertical resolutions and in the present study also by different regional model domains. Due to this multitude of potential factors leading to differences in model results, a detailed interpretation and the attribution of causes of simulation differences is difficult using the current model setup. More detailed and consistent investigations using additional simulations are planned for the near future. For instance, the effect of regional model domain size and the nesting hierarchy will be analysed in more detail.
Comparing the reference data sets with each other it becomes evident that also observational datasets are subject to errors and uncertainties. In many cases, these uncertainties are of the same magnitude as differences between RCM results. The calculated bias of regional climate simulations therefore strongly depends on the specific reference dataset used for model validation. Ideally, several observational data sources should be utilised and biases should be calculated with respect to each single reference data source.
In the present study, no single model could be identified as systematically producing worse or better results than other RCMs which is partly due to differences in the reference data sets used for validation. The derived uncertainty ranges are of great importance for assessing the reliability and robustness of regional climate change scenarios. The analysis of such scenarios is a further step within the QUIRCS project. The presented quality assessment of climate model simulations can serve as a first benchmark regarding uncertainties of input parameters in hydrological schemes. However, for specific applications (i.e. water balance modelling and flood analysis) uncertainties of annual and monthly mean values of climatic input are only of limited value. Information on a higher temporal resolution is needed, for example an assessment of the simulation quality for specific circulation patterns and for strong precipitation events. Based on the described multi-model-ensemble, these topics will now be investigated in more detail. A second focus will be laid on the investigation of the influence of regional model domain size and nesting hierarchy on the simulated climate parameters.
The quality of RCM performance as well as inter-model differences also vary in space (Figs. 4, 5 and 7 ) and obviously depend on regional and local factors (topography, influence of maritime and continental air masses etc.). Therefore, without a more detailed investigation of the influence of specific regional features on model uncertainty, a regionalisation of our results and their transferability to other regions still remains difficult.
Regionally, the uncertainty ranges for simulated 2 m temperature and precipitation presented in this study are expected to have a significant influence on the results of hydrological applications. Biases of up to 2 K for mean annual 2 m temperature and of more than 50% for mean annual precipitation will for instance definitely cause biases in simulated runoff in physically based hydrological schemes. Therefore, it is strongly reommended to account for uncertainties in climatological input parameters e.g. by adopting the ensemble concept which means carrying out multiple simulations using different or disturbed atmospheric forcings. In a medium-term view, the quality of regional climate simulations can be expected to increase as a result of improved process description. Additionally, the further development of non-hydrostatic schemes (explicit description of vertical acceleration of air masses) and increases in computing power will allow finer horizontal resolutions (less than 10 km) and therefore a more realistic representation of orographically controlled local meteorological features.
