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I. INTRODUCTION 
Absolute mechanical systems were defined in [I]. They represent a unified 
approach to systems with finitely many degrees of freedom, including the 
Lagrangian, the Einsteinean, and others. 
The present paper is concerned with the wave mechanization of such systems. 
By wave mechanization we mean essentially the construction of Schrijdinger 
equations. Wave mechanization is one half of quantum mechanization: the 
other half is quantization, i.e., confinement to square-summable wave functions. 
We think it proper to take these steps one at a time, and at this time consider 
only the first one. 
The constituents of the dynamical system which enter into its wave 
mechanization are only those involved in its nonundular definition. Namely, 
the space-time manifold, the Lagrangian, and the clockfunction (whose 
role was first emphasized by Einstein, as we noted in [l]). However, in wave 
mechanization these constituent data are more fully utilized. For one thing, 
the Lagrangian itself, rather than merely the direction of its differential as 
in nonundular mechanics, is used. For another, the space-time manifold 
is required to retain its original conceptual role, whereas in nonundular 
mechanics this manifold is almost lost in the transformation theory of phase- 
space. 
Nevertheless, the solutions of the Hamilton- Jacobi equation hold a central 
position in our approach, for among its solutions (the phase functions) we seek 
out those which are harm0nic.l Naturally, we have had to define the Hamil- 
ton- Jacobi relation in general; and we have to define harmonicity. A function 
is dynamically harmonic at P if it is the potential of a vector field X in space- 
-___ 
* Prepared with the assistance of the National Science Foundation, Grant GP 2045. 
1 The waveoperators W are those which at each point P of space-time make 
W(exp(if)) = 0 for those phase functions f which are dynamical harmonic at P. 
They are operators in the old-fashioned sense, not in the sense of operators in Hilbert 
space. 
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time whose dynamic divergence is 0 at P. We define “potential” and “dynamic 
divergence” below. The crucial fact is that these are defined in a uniform way 
for all absolute systems, whethere Lagrangian, Einsteinian, or other. 
We discover that the wave operators in the cases well-known to theoretical 
physicists are precisely the well-known ones. 2 Unless some prior definition of 
wave operator is given, it makes no sense to say that there is only one wave 
operator. Nor can one assert, as we can, that some Lagrangean systems have 
no wave operator. 
The mental picture on which our wave axiom is based in this. A vector 
field X in space-time is a sheaf or beam of worldlines. If it had a phase 
function f, then exp(if) might be taken as a typical wave, were it not for 
the thought that if the beam were divergent, then a decreasing amplitude 
factor ought also to be included. This amplitude would have to be calculated 
from some conservation principle. In order to avoid involving our definition 
with such further choices (which happily turn out irrelevant) we simply 
confine ourselves to nondivergent beams. Then exp(if) can be accepted as a 
wave, and W(exp(;f)) should vanish for every wave operator W. As already 
mentioned, this usua.lly makes W unique. 
Finally, a word as to why we do not introduce Hilbert space and hermitean 
operators in this paper. It is part of our thesis that this is irrelevant to the 
task of defining wave functions (or equivalently, wave operators.) Of course, 
in quantum mechanics there is quantization, i.e., Hilbert space, but this is at 
this time a rather routine mathematical problem, essential but secondary. 
Presumably Huyghens and Maxwell would have been annoyed at any in- 
sistence to build Hilbert space into the foundation of their conceptual 
structure, Newton’s corpuscular ideas about light notwithstanding. We are 
here interested only in describing the fourth proportional x in 
Geometrical optics: Wave optics:: Particle mechanics: X. 
II. THE DYNAMICAL SYSTEMS TO BE CONSIDERED 
In [l], we defined a general type of mechanical system which we called 
absolute mechanical system. Rather than recall the definition here, we shall 
s We consider only waves with two-dimensional displacement; that is, waves 
described by complex 1+4. The extension to particles with “higher spin” appears to 
be quite feasible along the same lines. After all, the big jump is from dimension 1 
to dimension 2 for the waves (not the configuration space, of course.) This jump 
was obscured by the fact that one-dimensional waves were never, and as we prove 
can never be. defined. 
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give a new one which is slightly more restrictive, but much more convenient 
and call it an absolute dynamical system. 
An absolute dynamical system 
UK g, L, t > (2-l) 
consists of a manifold M of dimension n (“space-time”), a function g defined 
on phase space M (“clock-function” [see 11) and we assume that 
(2.11) g is a quadratic form in the 9, . . . . 2%. 
Further, on the subset of phase-space M on which g > 0, there is defined a 
function L (“Lagrangian”). 
We require the following (see also (2.3)): 
(2.12) L is homogeneous of degree one in 9, . . . . 2%; 
and 
(2.13) the open subset of M on which g > 0 decomposes into two parts, of 
which one is chosen, (and called t ). 
In terms of these concepts, we define a dynamical trajectory to be a curve 
in phase space M which lies in t, on which g is constant, and whose tangents 
are singular directions for the action (Pfaffian) based on L. A world&se is a 
curve in M which is obtained by projecting a dynamical trajectory down on M. 
Inspection shows that the examples of absolute mechanical systems given 
in [I] are also examples of absolute dynamical systems.3 
There is one more condition to be imposed, namely, (2.3) below, which 
implies 
(2.2) Given a point P of M and a vector 5 at P for which g(t) > 0, there 
is exactly one worldline through P which is tangent to f at P. 
To arrive at such a condition we must review briefly the concepts involved 
in the definition of worldlines. For greater detail, we must refer to (1, 21. 
Beginning with L, we define the action (a Pfaffian), which is defined4 on 
W by 
y = L,dxi. (2.21) 
-___ 
s In fact, there is only a small formal distinction, namely, (I) the role played by 
the submanifold {g = 1) in the definition of world line as given in [l] and (2) the 
homogeneity of g and L required in the present paper. Concerning (2), it is rather 
easy to see that if g and L were not homogeneous, one could obtain new homogeneous 
g’ and L’ which agree with g and L where g = 1 and give the same world lines. 
Concerning (1) it is not hard to see that for every dynamical trajectory there is another 
one on which g = 1 which has the same projection into M. Thus for each absolute 
mechanical system there is an absolute dynamical system with the same manifold 
and the same world lines. 
4 There are no A? terms in (2.21), but the formula does not define a Pfaffian in 
M because the coefficients Li do not depend on the coordinates xi, . . . . xn of M alone. 
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Here Li stands for aL/W, and we are using the summation convention. 
U’riting Lzj for a2L/%kiaS we have the exterior derivative of y, 
dr == L,j dk’ A dxi ~- $ dxk /1 dxi. 
:. 
(2.22) 
The singular vectors for y are the vectors t (in M, for that is where y is 
defined) for which dy(f, 77) = 0 for all 7. 
The equations characterizing the singular vectors are 2n in number, namely 
(2.23) 
and 
where i = 1, 2, . . . . 9~. 
Lj,dx” = 0 (2.24) 
These equations do not define a unique direction, because of the homo- 
geneity in L demanded by (2.12). This can be seen as follows. By Euler’s 
theorem, we have kkLL, = L. Differentiation with respect to S yields 
SLkj = 0, (2.25) 
which reflects the homogeneity (of degree 0) of the Lj . Differentiating with 
respect to 9 yields 
ar, 
__ = fk aLk 
axi -. as (2.26) 
The relation (2.25) shows that the system (2.24) is dependent and thus 
there exist nonzero singular vectors at each point. The singular vectors at a 
point constitute a linear system called the singular distribution, so this is at 
least one-dimensional. Consideration of the normal form [l, 21 shows that 
in an even-dimensional space, the singular distribution is alsoeven-dimensional 
(and in an odd one, it is odd). Now M has twice the dimension of AI, so 
(2.27) The singular distribution of y is at least two-dimensional. 
In view of (2.27) there are nonzero singular vectors which satisfy the added 
condition dg = 0. 
This may be written as 
(2.28) 
The conditions (2.23), (2.24), and (2.28) define the dynamical direction-j&, 
which is to say, the directions of the dynamical trajectories in M. As we have 
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seen, these homogeneous equations (in dx, d*) have nonzero solutions. 
Our final requirement for a dynamical system is this: 
(2.3) The rank of 2.24 is n - 1 and the rank entire system consisting of 
2.23, 2.24, 2.28, is 2n - 1. 
We must now show that this condition does imply (2.2). Given .$ at P in M 
we consider the point 5 in M. Sinceg(t) > 0 we can construct a differentiable 
vector field near [ whose integral curves are dynamical trajectories. These 
integral curves are unique, by 2.29. There is only one which passes through ,$. 
Project it down and obtain a world line through P. Of course there are dynami- 
cal trajectories not passing through [ which nevertheless project down on 
world lines which do pass through P. We have to show that whenever this 
happens and such a world line is tangent to 6 at P, then the second world line 
is identical with the first, in a neighborhood of P. To show this we must 
examine more closely the second order differential equations for the world 
lines. They have a certain “independence of the parameter” arising from 
homogeneity, which will yield the desired conclusion, as we shall show below 
(3.3). 
III. THE DYNAMICAL CONNECTION 
We shall now show that it is possible to solve (2.23), (2.24), (2.28) by 
setting dxk = kk (k = 1, 2, . . . . n). In fact, (2.25) shows that this satisfies 
(2.24). Thus the d9, . . . . dkn have only to satisfy the result of putting RL’ for 
dxk in (2.23) and (2.28). The former yield 
For computation it is helpful to use (2.26) and rewrite this in the form 
Lik d3ik = 
t 
-& - 3 . aL. Jfk axk 1 
From (2.28) we obtain 
(3.12) 
These equations have a unique solution. Let us designate the resulting 
expressions for the dkk by -Ak (k = 1, . . . . n). Then we haven + 1 equations: 
-L,,Ak = s 
3 
+,k = -?&k. 
axk 
(j = 1, . . . . n) 
(3.13) 
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Inspection shows that the Ak are homogeneous of degree 2 in 9, .., P 
but they need not be quadratic forms (the - sign is for historical reasons.) 
This establishes the following. 
(3.2) PROPOSITION. In any absolute dynamical system, if 9, . . . . x1’ is a 
coordinate system in A!, then there are dejked functions 
A’, . . . . A” (3.21) 
in the part of M on which g > 0, which are homogeneous of degree 2 in the 
canonically associated 3i1, . . . , P and such that the dynamical directionjield has 
the following x1, . . . . x”, S, . . . . ffn component9 
(3i”l, .. . . i+, -A’, . . . . -A”) (3.22) 
where the (3.21) satisfy (3.13). 
These functions (3.21) will be called the components of the dynamical 
connection in the coordinate system x1, . . . . xn. 
(3.3) PROPOSITION. Let xi =f”(~) (i = 1, . . . . n) describe a worldline. Then6 
Y”(T) + Ai of’(T) = 0 (i = 1, . . . . n). (3.31) 
Conversely, any solution to (3.31) d escribes a worldline. The parametrization 
may be adjusted to satisfy 
df’(4) = 1. (3.32) 
PROOF: Let xi =fi(~) describe a world line. It is by definition the pro- 
jection of a dynamical trajectory in M. Being a projection means that this 
latter is described by xi =fi(~) (th e samefi!) and ki = ~~(7). The components 
of the tangent to the dynamical trajectory are consequently 
f”(T), . . . . fn’(T), @‘(T), .. . . p”‘(T). (3.34) 
The value of (3.22) at the point whose coordinates arefi(T), vi(~) is 
5 The vector field defined by (3.22) is independent of the coordinate system. 
See (4.56). 
61n this statement we use the following notation. If G is any function defined 
on M, and f is an arc in M, then. 
G of’(~) (3.33) 
is the result of expressing G in terms of 9, . . . . x”, 9, . . . . in, replacing xi therein by 
the components off, namely P(T) = xi(f(7)) and replacing J” by F(T). This applies 
to the d’, the g, and the ag/axk in (3.3). 
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Reference to (3.2) shows that 
and 
Thus 
because of the second-degree homogeneity. Thus (3.31) holds. The converse 
is pretty obvious. Sincef(o(T)) satisfies (3.31) wheneverfdoes, we can impose 
the additional condition (3.32) on the parametrization, as follows. We want 
g(cf”u)‘) = 1. Now (f”u)’ = (f” u u’ and so g(cf”u)‘) = (u’)~ g(f’Ou). Thus ) 
we have only to solve 0’ = .\/g(j -)), and use u to reparametrize the world 
line. Thus (3.3) is established. 
From (3.3) the statement (2.2) follows. 
We now turn to examples. 
3.4 A Mznkowski System with a Covector Potential 
By “Mmkowski system” we mean that M is equipped with a pseudo- 
Riemannian metric g (in coordinates g = g&C@) which is used as a clock 
function, and L is arbitrary. But when we add “with a covector potential” 
we mean that L is of the form 
L=G-A (3.41) 
where in coordinates A = A$, the functions A, , . . . . A,, depending only on 
xl, . ..) x”. These functions define a covector field or Pfaffian A&xi in M, 
which is called the covector potential.’ (Electromagnetic field are a special 
case, as is showed in [l, 6.51. The Einsteinean case, in which L = <g, is 
the case when A = 0, obviously.) 
There are n + 1 equations in the system (3.13). The last one says, in a 
coordinate system x1, . . . . xn, that 
zgij$Ak = gijk&i$. (3.42) 
Here we write gijk for ag,Jax”. For the other equations we shall need Li , 
’ In the Gibbs formulation of vector analysis in 3-dimensional Euclidean spaces, 
where the distinction between vector fields and Pfaffians is systematically blurred, 
it is called a vector potential. 
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etc. We shall write Aji for 8Aj/axi, but Lj and L,k stand for derivatives of 1, 
with respect to k, as before. 
Starting with L = g” A$ we have 
Moreover, 
and 
These items are to be inserted into the equations (3.13). We shall not do 
so here but urge the reader to. He will find immediate use for (3.42) in sim- 
plifying the equations. We state here what the answer is. 
(3.43) PROPOSITION. The dynamic connection for the system (3.4) has the 
components 
where 
(3.44) 
(3.45) K$ are the Christoffel symbots [3, 7.21 based on the quadratic form g, 
and 
8A. 
b,, = $ -- + . (3.46) 
This shows that when there is no covector potential, the dynamic connec- 
tion reduces to the affine connection of the base space. Otherwise it is not an 
affine connection at all, because the components are not quadratic forms. 
We now turn to Lagrangean systems as defined in [ 1, 6.21. Here the space- 
time M is the Cartesian product R x Q of a real (time) axis and a configura- 
tion space Q, having dimension m, say. As conceived by Lagrange, one has 
also an expression 
Lqt, q’, . ..) q”, 41, . ..) 4”) (3.5) 
(in terms of coordinates in Q and t) called the Lagrange function, used in 
setting up Lagrange’s equations. (The particular case in which 
9(. . .) = 9 2 aa&@ - V(t, qL, . . ., q”) 
a.6 
is called the Newtonian case.) 
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In terms of coordinates @, . . . . q” in Q we define (x0, 9, . . . . P) in M 
where xo(~, q) = 7 and xi(~, q) = qi(q). This canonically induces coordinates 
(x0, xl, . . .) xm, $0, 9, . ..) P) 
in M on which our g and L have to be defined. We usually denote the x0 by t. 
The g is given by fa and the 
L = k!z(T, xl, . . . . xm, S/i, . . . . P/i). 
This insures that L is homogeneous of degree 1, obviously (2.12). 
We will work out the dynamic connection for a Newtonian system with a 
covectov potential, that is, where (3.5) is of the form 
(3.51) 
Henceforth we omit the summation signs. With Greek indices, the sum is 1 
to m. With Roman indices, the sum is 0 to m. 
We need not use (3.13) because the classical Lagrange equations enable us 
to write down the equations (3.31), f rom which we can then read off the Ak. 
As before, an additional subscript on an A, a, or V indicates aji3q. 
Lagrange’s equations applied to (3.51), yield in a conventional notations 
adlfid + *(amfly + aa,, - a,8yu)QB4y + m-l(by& + V,) = 0. 
Here we recognize the combination of derivatives of the a’s that occur in 
the Christoffel symbols based on the quadratic form arra@j~ which is supposed 
to be positive definite. In fact, these Christoffel symbols P&, satisfy [3, 7.21 
2a,J$ = a,,6 $- amay - aysn . 
Thus (3.52) can be rewritten 
cjfp -+ rQjYcjs + apCL(byCr@ + IQ/m = 0. (3.53) 
Here afla is the inverse of aap . The next step is to adjoin t = 0 to the system, 
and to insert t into 3.53 to make it homogeneous. Thus 
cjj + rt$cjY + aba(by,+ + V,tt)/m = 0. 
Comparison with (3.31) yields the following. 
s Which is that an equation of the type a@ = b means that adQ = bdt; and that 
the additional relations cjdt = dq are understood also to hold. See also (3.46). 
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(3.54) PROPOSITION. The dynamic connection for (3.51) has the components 
A0 = 0, 
and 
fOYB = 1, 2, . ..) m. Here r are the coefficients of the ajine connection in Q based 
otl the kinetic energy expression. 
The dynamic connection for such a Newtonian system is an affine connec- 
tion [4], because the components are quadratic forms, but these components 
are not derivable from Christoffel symbols based on some quadratic form. 
This will become apparent later, when we examine the wave operators 
eligible on the basis of the dynamic connection alone, in Section VI. 
Finally, we should show that the condition (2.29) is sometimes not ful- 
filled. Indeed, if L = StP, and g = t2 in the (t, z) plane, then each Lj, 
contains 3 to a positive power. Thus the matrix in (2.29) has rank 1 when 
f = 0. 
A study of function systems (3.21) entering into systems of differential 
equations (3.31) defining paths was first made by Douglas when he introduced 
the geometry of general spaces of paths (see [S, pp. 77ff]). As indicated in [5], 
this leads to an appropriate generalization of covariant differentiation. This 
immediately suggests a concept of divergence which is substantially the one 
we introduce in the next section. The concept of gradient of vector field, 
however, does not seem to be a purely geometry-of-paths concept, so it 
does not appear possible to base our exactness on that sort of geometry. 
IV. EXACTNESS AND DIVERGENCE OF VECTOR FIELDS 
These concepts can be readily introduced in a Riemannian or a pseudo- 
Riemannian manifold. We will show here how they can be defined for absolute 
dynamical systems in a manner which reduces to the usual definition when 
both apply, namely, in the case of Einsteinean system with no covector 
potential. 
In a Riemannian or pseudo-Riemannian manifold M with metric tensor 
g = g,,a%, a vector field X with components X1, . . . . X” relative to those 
coordinates x1 , . . . . x” determines a covector field (with components) X”gij . 
If this is exact, i.e., if there is a function such that fi = tYf/i3xi = Xjgcj 
then X is called exact, and f is its potential. 
Now consider a dynamical system {M, g, L, t}. 
A vector field X in M defines an n-dimensional submanifold X in M, 
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in the following natural way. For P in M, X(P) is a vector at P, in symbols: 
X(P) E M(P). Thus X maps its domain which) need not be all of M) into 
M. This is the submanifold we have in mind. 
Now consider the Pfaffian y (2.21) restricted to the submanifold X. It 
may be that z/g@, which is a Pfaffian on X, is exact in the usual sense, 
i.e., of the form C&J where ‘p is defined on 8. Then we call X exact. We now 
prove the following. 
(4.1) PROPOSITION. When g is a pseudo-Riemannian metric and L = di 
the two notions of exactness coincide. 
PROOF: If L = dg then, in coordinates x1, . . . . xn, 
y = g&j dx” 
ti 
, d& = g&i dxi. 
On the surface X, ki has the value Xi, so that dir 1 8 = gijXjdxi. This 
is exact in our new sense if and only if there is a function f defined in M 
(and thus, via the same expression in x1, . . . . xn, on 8) such that fi = gijXi. 
This is, in turn, precisely the Riemannian condition for exactness, concluding 
the proof. 
The function f defined in M, rather than the one defined on X, will be 
called the potential of X. 
In view of the central role played by the Hamilton-Jacobi differential 
equation, the following would seem to establish the importance of exact 
vector fields, and their potentials. A unit vector field X is one for which 
g(X) = gijXiXj = 1, and it is proper if X(P) E t (2.13). 
(4.2) THEOREM. Let {M, g, 4 t> b e an absolute dynamical system. Then 
a function f is the potential for some exact unit and proper vector Jield if and 
only if it satis$es the Hamilton- Jacobi relation. 
PROOF: The reader will note that we wrote “relation” where he 
might have expected “equation.” This we must do, because there is no 
unique Hamilton- Jacobi equation, quite apart from the variety of coordinate 
systems. What is the Hamilton- Jacobi relation, anyway ? As explained in 
[I, 2.41, a function f satisfies this relation if its partial derivatives satisfy 
some nontrivial relation which is satisfied by the coefficients of the under- 
lying Pfaffian, assuming that the Pfaffian contains only the differentials of 
those coordinates on which f is presumed to depend. (Remember, M has 
2n coordinates, and these all appear in the Pfaffian, whereas f contains only 
the n coordinates in M.) 
To proceed with the proof proper of 4.2, suppose f is the potential for 
10 
146 ARENS 
some exact vector field X. Suppose y = prdzc’ $- *.. + p,dx” where the pL 
of course are defined on M, but they are homogeneous of degree 0 in 9, . . . . P. 
Suppose the relation satisfied by the pi is 
I+‘, . ..) xn, p, ) .*., pn) = 0. (4.2 1) 
Actually in practice this relation usually takes the form 
A + fqx’, a.*, xn, Pl , *a*, &I-l) = 0, (4.22) 
and we do assume that (4.21) can be solved for each pi in this fashion. If f is 
the potential for the unit vector field X, then 
p,(X) dxi = df = g dxi = fi dxi 
therefore R(x, fi , . . . . fn) = 0 which is to say, f satisfies the H.-J. relation. 
Conversly, if R(x,fi , . . ..fn) = 0, then we should try to solve the system 
p,(X) = fi for X1, . . . . X”. However, while p, , . . . . p, are not independent, 
some n - 1 of them, p, , . . . . p+i, are independent. This is a consequence 
of (2.3). We therefore solve p,(X) = fi (i = 1, 2, . . . . 11 - 1) for X1, . . . . XT”. 
Now fn = --H(x, fi , . . . . fr-r) and also (4.22) holds. Therefore p,(X) = fn . 
We now normalize X, which, by virtue of the homogeneity of the pi , does 
not destroy p,(X) = fj . Therefore g(X)y 1 3 = df and f is the potential 
for X. 
A proof as informal as this should be bolstered by an example or two. 
First we take a Newtonian system. We choose (cf. (3.51)) 
(4.3) 
where summation over Greek indices is 1 to m. 
Then (2.21) 
‘Cl *w - Api ma y-gi UP 
Y=--- ___~-- i 
dx” - 
i 2P 
V) dt. 
In Lagrangean systems, g = t”. So, if X”, Xl, . . . . X”” are the components 
of a unit vector, then X0 = 1. If, moreover, p,(X) = fp then 
ma,@Xn = A, = f@. 
If also pa(X) = fo( = 3f/Zt) then 
(4.3 1) 
af -= 
at ~-~ & a”fi( fi + A,)( fp + A,) -- 7’ (4.32) 
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this the reader will recognize as the H.-J. equation, at least when the A’s 
are 0. 
Conversely, if the fi satisfy this equation we can let X0 = 1 and define 
the other Xx by 4.31. Then y 1 8 = df. 
The second example is based on (3.4). Using the L, computed in that case 
we obtain 
y = (ggg,$‘- Aj) &. (4.4) 
If g(X) = 1 then gijX”X’ = 1. So if y ] X = df then gijXi - Ai = fj so 
that 
Xi = gij(fi + Aj) (4.41) 
and 
P(fi + Ai)(fj + Aj) = 1. (4.42) 
This is the Hamilton-Jacobi equation for the system (3.4). Conversely, 
if f satisfies it we can solve the preceding ones for the Xi, and X will be a 
unit vector field by (4.42). It evidently will have f for a potential. 
Now we turn to the study of divergence. In the (perhaps pseudo-) Rieman- 
nian case the divergence of a vector field is defined in terms of its components 
X*, . . . . X” by 
div X = Xii + cjXi (4.5) 
where r& are in general the coefficients of the components of the affine 
connection. Here Xi is aXi/%. In (4.5) we are summing on i (see [3, p. 32, 
Ex. 81). It is easy to see that 
(4.51) 
where P = rj”,$LP is the ith component of the affine connection. For a 
dynamical connection we can certainly form 
(4.52) 
but the result does not depend on x1, . . . . xn alone, and so 
is not a function defined on M, but on M. We solve this problem by defining 
div X = Xii + (A:, o X)Xj (4.53) 
where the notation implies that the kk appearing in Aij are replaced by Xk. 
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.Actually, these formulas can be simplified. Since 
is homogeneous of degree 1, we have 2k~Aj, = Aki thus the second term on 
the right of (4.53) is nothing but $Aii ‘: X, whence 
divX=X$ fiA,i~X (4.55) 
where AiL = A,’ + +** + A,” (see (4.54)). 
Unfortunately, div(-X) isn’t always -div X, but we need this formula 
only to single out vector fields for which div X = 0. 
Using [l, 4.81 one can readily show that the formula for div X does not 
depend on the coordinate system used. In fact, suppose yr, . . . . yn is another 
coordinate system, in terms of which the components of the dynamic con- 
nection are P, . . . . 8”. The dynamic direction field, according to (3.22), has 
the direction of the vector field 
and by the same token, the direction of 
Apply both vector fields to xi and obtain xi in one case, and jjaxi/ayi in the 
second. By [l, 4.831, these are equal, so that the two vector fields are the 
same, that is 
(4.56) the vector field (3.22) is independent of the coordinate system. 
Now apply both fields to 9. We obtain 
From here it is a routine calculation to show that 
Thus 
(4.6) THEOREM. The dynamical divergence given by (4.55) (or equivalently 
by (4.53)) is an invariant of the vector field X. 
We will require expressions for the divergence in the two dynamical systems 
((3.4) and (3.51)) which we have been using as examples. 
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(4.7) PROPOSITION. For the Minkowski system with covector potential (3.4) 
the dynamical dive-rgence coincides with the Riemannian divergence (4.5) based 
on the a&e connection derived from the metric. 
This is obtained by forming A,” from (3.43) and noting that b&k = 0 
if s is symmetric. 
(4.8) PROPOSITION. For the Newtonian system with covector potential 
(see(3.5)or (4.3)) the dynamicaldivergence is obtained by ignoring the t-component 
and calculating the Riemannian divergence (4.5) of. the spatial component, 
based on the a&e connection derived from the Riemannian metric 
in the configuration space Q. 
This result is obtained by observing from (3.54) that Aa0 = 0 whence 
0,” = AgO and in A# the terms involving A and V disappear for one reason 
(antisymmetry) and another. 
These results are rather remarkable. It appears that in both cases, the 
dynamical divergence is independent of what one might call the external 
forces (or potentials) and of the mass m in (3.51). What this would mean in 
general is hard to say. But even if one were to limit the discussion to just 
these two types of system, the unity of method would be destroyed if one 
made ad hoc the two standard definitions and one would still wonder whether 
or not to add aXO/at in the Newtonian case. 
For the next section we will be interested in those vector fields which are 
exact, unit and proper, and whose dynamical divergence vanishes at some 
given point. We will be more interested in the potentials. For this reason 
we shall now write down explicit formulas for the divergence of an exact 
unit proper vector field in terms of its potential. 
In the case involved in (4.7) we obtain from (4.41) 
div X = gij( fj,i + A,,,). (4.81) 
Here the comma notation indicates a covariant derivative with respect to 
the affine connection based on g (see [3, 1 I.31 or [5]). 
In the case involved in (4.8) we obtain from (4.31) 
div X = rn-laap( fs,a + ABJ. (4.83) 
Here the covariant derivative is based on (4.81). The summation is of course 
extended only over the indices corresponding to the spatial coordinates. In 
each case these reduce to a scalar multiple of the Laplacian off (cf. [3, 14.31 
or [4]), also called d’Alembertian .when the metric is indefinite, as it is in 
(4.83). 
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V. HARMONIC PHASE FUNCTIONS 
A function f which is the potential of a unit, proper vector field X shall 
be called a phase function. If, moreover, the dynamical gradient of X vanishes 
at a point P, we callfa P-harmonicphusefunction. If f is a P-harmonic phase 
function for each point P of some set U, we will say that f is a harmonic 
phase function on U. 
In order to draw useful conclusions from axioms to be put down in the 
next section we need to know that there are plenty of P-harmonic phase 
functions. We can verify this in the two cases which we have been treating 
in detail as examples. 
The Newtonian case is rather simpler, both to understand and to prove, 
so we consider it first. 
(5.1) THEOREM. Let {M, g, L, t > be a Newtonian system with covector 
potential (see (3.51) OY (4.3)). Let P be a point of M and let 
x0, x1, . . . . xm where x0 = t (5.11) 
be a coordinate system valid in a neighborhood of P. Let h, , . . . . h, be any m 
real numbers. Then there exists a P-harmonic phase function f such that at tk 
point P, the covariant derzvatives fi and fi,j have the values (summations: 1 to m) 
fO = -V - (2m)-W%& 
fn = A, - A, (a = 1, . . . . m) 
foSO = m-WYA,V, - V, 
f,,, = (2m)-1aaQab,,S - I/, (y = 1, . . . . m) 
fa,s = - &LB + &.a) (01, p = 1, . . . . m). 
Here Vi and A,,, are covariant derivatives and 
b,, = A,,, - A,., = aAajaxP - aA&axa. 
PROOF: We choose the Riemannian coordinate system y’, . . . . ym associated 
at the point P, with coordinates x’(P), . . . . x”(P) in the configuration space Q 
with the given system (5.11). The partial derivatives with respect to these 
new coordinates are the same as the covariant derivatives, at the point P, . 
Moreover, we use the other properties of Riemannian coordinates given in 
[3, sec. 181. We denote t by y”, 
Consider the submanifold on which y” = t(P). Consider it to be the 
initial manifold for the Cauchy problem 4.32, with the initial value distri- 
bution 
f I {Y’ = t(P)> = [A, - ~WIY~ - &#‘Pr” . 
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This initial value problem has a solution f. It is evident that fa , fa,@ have the 
values at P asserted by the theorem. From (4.32) it is possible to calculate 
f0 and fov in terms of the fr, fa,s. Then one can calculate foe in terms of 
fa , fis , fo,, . It turns out that these have the desired values. Finally, (4.83) 
is clearly true at P. Thus (5.1) is proved. 
(5.12) Remark. One could also solve (4.83) on the initial manifold so that 
the spatial derivatives would have the desired values at P. The ultimate f 
would then be a harmonic phase function in a set open rel. Q, with the desired 
derivatives at P. 
The Minkowski case is a bit more awkward, but not fundamentally different. 
In neither case do we pretend to list all the possible combinations of values 
at P. In the Minkowski case we do not treat the “spatial” directions in a 
uniform way. We let the xl-coordinate, and even more so, the x0-coordinate 
play particular roles. 
(5.2) THEOREM. Let {M,g, L, f} b e a Minkowski system with covector 
potential (3.4). Let P be a pbint of M and let x0,x1, . . . . x” be a Lorentxg 
coordinate system at P([l, 6.31). Let X0, X, , . . . . h, be real numbers such that 
A, = (1 + x,2 + *a* + Am”)*. Let b,, = Ai,? - Ajei where commas in general 
indicate covariant derivatives. Let b&l) = xrzl b& . Then there exists a 
P-harmonic phase function f for which, at the point P, 
fi = Ai - Aj 
fo,o = --A,,, - ,)“o’“x’z 
0 1 
(i = 0, 1, . . . . m) 
fo,l = -A,,, - Xh’b$.j W) 
0” l2 
- 2h 
0 
by0 
2x0 
(Y> 1‘ 
PROOF. We select the corresponding geodesic coordinate system which in 
this case will be norm& [3, 551. Actually, we will just pretend that our given 
coordinate system is itself normal. For values at P, we may then omit the 
comma, and consider them to be partial derivatives. It is easy to write down a 
quadratic polynomial in 9, . . . . xm whose derivatives fa , fs8 (a, /3 > 1) at P 
1 This just means that 
&Jm = + 1, &3(P) = =$$ (4 > 1). (5.21 
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satisfy the desired conditions, insofar as they apply. This we use as the 
initial-value distribution on the submanifold (9 = x”(P)} and consider the 
Cauchy problem obtained by adding the equation (4.42). This can be solved 
withi, > 0. If the reader will then proceed as before, he can verify that 
all the desired values at P are attained. Moreover, (4.82) holds. Thus (5.2) 
is proved. 
Regarding the Cauchy problem here, it should not be supposed that we 
are solving 
fo + A, = 41 + (fi + by + ‘... 
The matrix gij is diagonal at P but not necessarily near-by. However, the 
Cauchy problem is nevertheless solvable according to the standard theorem. 
VI. THE DIFFERENTIAL EQUATIONS FOR COMPLEX WAVES 
A given dynamical system has, of course, no single wave-mechanical 
correspondent. In optics it is similar. The P-waves of isotropic media, the 
S-waves, and finally the electromagnetic waves, provide undular counter- 
parts to the same geometric optics. Their most conspicuous difference is the 
dimensionality of the displacements involved. A linear wave is described 
by a function whose values lie in some linear space. The dimensionality of 
the wave is the dimension of thislo linear spaces. (The linearity is essential 
if superpositioning is wanted. Superpositioning is wanted wherever phenom- 
ena are to be explained by interference.) 
The simplest waves are naturally one-dimensional. These may be included 
as a special case in the two-dimensional waves. The two-dimensional waves 
may obviously be treated as complex waves. In some cases, the use of com- 
plex waves is a purely formal device because the real and imaginary parts 
are both waves in their own right.In wavemechanics, this sort of decomposition 
is usually not possible, as we shall see. 
Our basic idea for the representation of a dynamical system by two-dimen- 
sional waves is contained in the following definition which involves only the 
basic ingredients of the system. Whether two-dimensional waves are adequate 
to explain the physical behavior of a system whose nonwave-mechanical 
behavior is conceived as corresponding to a system {M, g, L, t } is of course 
a matter for experimental physicists to decide. 
lo Or these linear spaces, as the value of $(P) may lie in a linear space which is 
not independent of the point. This causes no difficulty in the addition of waves. 
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(6.1) The complex waves for a dynamical system {M, g, L, t } are the complex- 
valued functions 1+4 deJined on M which at each point P of M satisfy all those 
linear partial dayerential equations which are satisJied by all the functions 
eif (6.11) 
where f is any P-harmonic phase function. 
While the worldlines of a system remain unchanged if L is replaced by 
2L or -L, the same is evidently not true of the wave functions #. Indeed, 
if f is a P-harmonic phase function for {M, g, L, t } then fh is a P-harmonic 
phase function for {M, g, h-l, t }, Only experiment can decide what numerical 
factor should be apllied to an L set up in terms of physical units, in order to 
give the best agreement with observations. We have therefore to require that 
the unit of mass be so chosen that Planck’s “constant” comes out I, parti- 
cularly for the Minkowski systems. 
For mathematical purposes, such as the correspondence principle, it is 
better to put a parameter h into (6.1 l), that is replace it by 
,if lh (6.12) 
where h is a parameter. We will use (6.12) for such reasons. 
If the differential equations defined implicitly by (6.1) be written in the 
form W$ = 0 we will call W a wave operator. There is no difficulty in finding 
such operators for the Newtonian and Minkowski systems (each with vector 
potential). The Schrodinger operator, derived in the traditional way from 
(4.32) that is 
will do for the former, and the Klein-Gordon operator, (compare (4.42)) 
gj” (G a,l + Aj 
I( 
+,+A,)--] 
will do for the latter. The prime on the partial differentiation sign indicates 
the covariant derivative (we could have written &’ in (6.3), but for first 
derivatives of functions, a, = a,‘). These operators are evidently independent 
of the coordinate systems. 
However, the exhibition of (6.2) and (6.3) and the verification that they are 
wave operators for their respective systems does not by any means exhaust the 
content of (6.1). The main features of (6.1) are (a) there is no reference in 
(6.1) to the type of system and (b) we can show that these operators (6.2) 
and (6.3) are the only wave operators for their respective systems. This demon- 
stration of uniqueness is based on the following. 
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(6.4) LEMMA. Let 
j$’ = K + BQ, + C9Qj,. (6.41) 
be a second-order dajj%ential operator. Let f(P) = 0. Then a necessary and 
su$icient condition that 
W(eiflh) = 0 at P 
is that, at P 
K + $ BTfj + 1 = () (6.42) 
where fj = ai f = afjaxj, and fjiz = ajk f = a2f/axQx”. We are using the full 
summation convention. 
This simple but useful fact is established by inserting 1 - z&/h - f2/2h” 
into W( ) = 0. The powers off higher than the second in the exponential 
series can be ignored because their second derivatives vanish at P, since 
f(P) = 0. 
(6.5) THEOREM. Except for a constant factor, there is only one wave 
operator for a Newtonian system with vector potential, namely (6.2). There is, 
except for a constant factor, only one wave operator for a Minkowski system with 
vector potential, namely (6.3). (See (6.58) below.) 
PROOF: Consider the Newtonian case. (The vector potential is certainly 
allowed to vanish in this case.) First we observe that (6.2) is a wave operator. 
It is easy to apply (6.2) to (6.12), assuming that the coordinates are normal 
coordinates. Since (6.2) is an invariantly constructed expression, this assump- 
tion does not weaken the argument. When (6.2) is applied to (6.12), there 
results a sum of terms which vanish by virtue of (4.32) and of the vanishing 
of the right hand side of (4.83). The Minkowski case we treat in the same 
way, using (4.42) and (4.82). 
Now we consider the uniqueness, in the Newtonian case. According to 
(5.1), there is a P-harmonic phase function with initial values as set forth 
there. To these we may adjoin f(P) = 0. We insert these values into (6.42). 
We let the index “0” stand for the time-differentiation and obtain the fol- 
lowing: 
K 4 BOih-K1 [ - V - (2m)-12 ~~2.1 + C B”ih-l(h, - A,) 
J 51 
-- CoUhm2 (a quartic in h, , . . . . h,,) 
+ c 2C”yh-2 [ih(2m-l 2 A,/+,, - 
Y ‘* 
V&h + (V + (2m)-1 C A;A)(A,, - A,)] 
2 
L c C”ah-2[-&h(A,s + A& - (A, - A,)@, -- A,)] 
%8 
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Here the sums are from 1 to m. The quartic indicated by the word “quartic” 
arises from the fs2 in 5.1. Since there are no quartic terms anywhere else, 
we find that Coo must be 0. Similarly, hY3 occurs only with Coy as a coefficient, 
so coy = 0. 
Now we write down the second degree terms: 
--B"ih-l(2m)-lC A,2 - C; Ca'sh,h,$-2. 
ix a,@ 
This shows that the quadratic form ca,B C@X,X, is diagonal, and if it were 0, 
all the other coefficients would also have to be 0. We therefore multiply W 
by some number and achieve 
Cup = h26,J2m. 
This makes B” = hi. A consideration of the terms linear in the X’s shows 
that Ba = hiA,/m, and that 2mK = - & A,A, + ih x, A,, - 2mV. These 
values for the coefficients of (6.41) make it coincide with (6.2), as the reader 
may verify. 
We now consider the Minkowski case. We insert the initial values given 
by (5.2), augmented by f(P) = 0, into (6.42) as before. What we obtain is 
the following: 
0 = K + ih-lB”(Xo - A,) + ih-lB1(h, - A,) 
+ h-To0 [ih (-A,, - ‘Obo@) ) - (A, - A,)21 
x,2 - x,2 
+ h-Y? [ih (-A,, - A~~~l2 ) - (A, - A,)21 
-t 2h-2CO’ [ih (-A,, - x1bo(x) hobd4 
xo2 - x,2 
- =-j - (A, - A,)@,- A,)] 
+ 2he2 2 Coy [ih ( -A, - -&$$$I - (X0 - A,)(& - A,,)] 
Y>l 0 
+ a polynomial in A, , A, , . . . . A,,, 
Now this is not an identiy in h, , hr , . . . . A, because X0 = (1 + h12 + 
.** + hm2)“. Therefore we may consider that X0 does not appear in any deno- 
minator. Those terms containing just one factor ho are the irrational functions 
in this identiy, and hence have to add up to zero. 
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We write them down again, leaving out the common factor h,: 
Here we can let Ar, . . . . h,, tend to infinity independently. Seeing that Co1 is 
the only number with X, as a factor, and that Coy is the only number with a 
factor of h, , we conclude that Co1 = Coy = 0. This also makes B” = 
2ih1,4,Coo. Returning to (6.51), or rather to what is left of it, we look at those 
terms which have (A,* - X, 2 )- l in them. These have to cancel, and so we omit 
them, obtaining 
0 = K - 2h-*P’A,(h, - A,) + ih-‘&I, - A,) 
+ h-vo[-ihAoo - (A, - A,)“] + h-*C’yihAll - (A1 - A,)2] 
+ a polynomial in A, , . . . . A,, . 
Here we can let X2 = ... = X, = 0. Noting that now hoa = Xi2 + 1 we 
infer that Coo + Cn = 0. If these two C’s were zero then also all the other 
coefficients would vanish. Hence we may assume that Coo = i-. Then 
Cl’ = - *. Considering in this same equation the coefficient of /\r , we see 
that ih-‘B1 - h-*(A,) = 0 so that B1 = -ih-‘A, . 
Of course, there is nothing special about the index 1, so B” = -ih-‘A, , 
and Ccc@ = -*for all a > 1. 
We now rewrite (6.51), naturally omitting the terms involving the Col, 
. . . Corn which are 0. Since Co0 + Cl1 = 0 we may also omit rational functions 
having AObo(A) in the numerator. We also write out the polynomial in h, , . . . . X,,, 
(cf. (6.42)). We obtain the following relation 
0 = K + ihplBk(h, - AB) + h-2C~[-ihAoo - (A,, - A,)“] 
A x C”” [+& - h-2(& - A&4, -- Ap)] . 
a$>1 
(6.52) 
Considering the quadratic terms here, and recalling that h,” = h,” + ... - 
h,* + const., we see that (Cab) is a diagonal matrix, whence C@ = - @bd 
for CY, /I > 1. Finally, we set /\1 = ... = h, = 0 in (6.52), and obtain the 
value of K. At this point it is advisable to expand, and divide by 2h2, the 
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operator (6.3), keeping in mind that gjk(P) = W for normal coordinates 
at P. This operator is the same, it turns out, as (6.42) with those values for 
K, Bj, and Cjk which we have just found. 
Therefore, there are no second-order wave operators for our two systems 
except those mentioned in the theorem. Are there any higher order opera- 
tors ? If W is a wave operator and 4 is a wave function then, if L be any linear 
differential operator of positive order, then LW is of order higher than W 
and LW# = 0. This might suggest that the wave operators form an ideal 
and thus exist with arbitrarily orders, but this suggestion would be based 
on a misunderstanding. A wave operator W is one such that W(&flh) = 0 
at P whenever f is a P-harmonic phase-function at P. There is no demand 
that W(eiflh) should vanish to an order higher than the first. 
Let us analyze the situation for a simple Newtonian system (cf. (4.3)) 
in which m = 1, M = P2, and L = $i2/t. Then 4.32 reduces to 2f,, + fi2 = 0. 
Let us take P to be (0, 0). Then the divergence condition is fri(O, 0) = 0. 
Let W be some linear differential operator of the rth order, where r > 2. 
Let us define a phasefunction f by requiring that 
f 1 {t = 0) = Ax + pxr/y!, (6.53) 
where X and p are arbitrary. It is not hard to verify that we must have 
f = hx - A2t + p(x + ht)‘/r! + *** (6.54) 
where the dots indicate terms of degree exceeding r. If Y were 2 then this 
would be P-harmonic only if TV = 0, but since r > 2 it is P-harmonic for 
all CL. According to (6.1) we should have W(eif) = 0 at P = (0, 0). It is not 
hard to see that 
&f = 1 + . . . + [iT(hx - h2t)r + ip(x + At)r]/r! + *-- (6.55) 
where the dots indicate terms of degree not equal to Y. The various rth order 
derivatives at (0,O) of the function (6.55) have the values 
i3r--2kA2T-k + iphT-k, (k = 0, 1, . ..) Y). (6.56) 
Now W(&f)(O, 0) is a linear combination, with coefficients supplied by 
W (and thus independent of X, CL) of the expressions (6.56) and of the lower- 
order derivatives at (0,O). Examination of (6.54) shows that these are indepen- 
dent of CL. Thus W(eif)(O, 0) = 0 for all h and y only if, whenever X0, Xi, . . . . h’ 
are inserted for the Y + 1 distinct rth order partial-derivative operators 
in W, and 0 for the others, we get 0. This would make W of order less than r. 
Thus no wave operator of order r > 2 exists. 
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The simplest Minkowski system is {IV, 5, z/g, t} where (see (3.41)) 
L = (iz - 3i2);. Let P = (0,O). A P-harmonic phase function f has to 
satisfy f$ - fi2 = 1 (see (4.42)) and (see (4.47)) f,(P) -f,,(P) = 0. An f 
which does this is 
f = x + t(] + X2)” + p[x + tX(1 + h’)-)]r/rl + *.. 
analogously to (6.54), provided Y > 2. The reader can complete the demon- 
stration that there are no wave operators of order exceeding 2 here, either. 
These considerations conclude our proof of (6.5). The proof is therefore 
not completely rigorous, since we dealt only with the simplest cases when it 
came to nonexistence of higher-order wave operators. It is conceivable 
that for a Newtonian system where 
L = +9/i - vi 
a wave operator like 
V,a,, + second-order operator (6.57) 
might exist, because this term would disappear for V = const. An operator 
like (6.57) is singular wherever V, = 0. It is pretty clear that we have proved 
(6.5) if 
(6.58) we restrict the term “wave operator” to szuh formal expressions in- 
volving L and g which are nonsingular whenever the metric in the con$guration 
space or the Minkowski space-time is nondegenerate. 
This is a natural thing to do, but the writer will have to be forgiven for 
not mentioning it explicitly in the statement of (6.5). 
By adapting the preceeding computations we will show that 
(6.59) There exist Lagrangian systems with no wave operators. 
Consider the system (R2, i2, L, 7 } where 
Here the action is 
Suppose X = 8, + ua, is an exact vector field. Then for its potential f we 
must have 
f. = - $ - 7, fi = u + u2. (6.6) 
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The divergence condition will be satisfied at (0,O) if ~~(0, 0) = 0. If we 
begin with a function u such that u,, + uui = 0 then the system (6.6) will 
have a solution. The Cauchy problem 
240 + uu1 = 0, u j {t = O} = h + pxs 
has a solution for every real h, p and positive integer s. If we take s > 1 
the divergence condition is satisfied, and the resulting f is a (0, 0)-harmonic 
phase function. 
Computations which we shall not write down show that 
f = h(h + 1)~ - X2(3 + 2h)t/6 + v(2h + 1)(x - ht)’ + .*. 
where p = VY, and Y = s + 1 > 2. 
(6.61) 
Using (6.61) one can see just as before that there is no wave operator of 
degree r. It remains thus to show that there is none of degree less than 3. 
For this purpose we let v = 0 in (6.61) and define I/ = exp(if). Let P be 
any polynomial. Then 
P( -ia, ) -i&)$ = #P(-P(3 + 2h)/6, X(A + 1)). (6.62) 
It is not hard to see that the right hand side cannot vanish for infinitely 
many X unless the polynomial is of degree 3 or more. Therefore there is no 
wave operator of degree less than 3, either. 
According to the traditional formalism, one might have expected a wave 
operator, namely, the operator involved in (6.62) when P is the cubic that 
reduces the right hand side to 0. The traditional recipe seems to be as follows. 
Write down the action and call the coefficients p, , p, , . . . . p, . Write down the 
(Hamilton- Jacobi) relation, which involves these p’s and the coordinates t, xl, 
..*, xm. Replace p, by -iha, and p, by -iha,. Shake gently to make things 
selfadjoint. The resulting relation is W = 0. All our wave operators can be 
made from this recipe, but sometimes the recipe yields operators which (6.1) 
will not allow-. Sometimes, such as for 
L = Kq/i) (C = hyperbolic cosine) 
the Hamilton- Jacobi relation is difficult to express as an operator-here it is 
PlYPl) = PO - (1 + PA: 
where S is the inverse hyperbolic sine. For this system, (6.1) shows that 
there is no wave operator. 
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