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Modified Radon transform inversion using moments
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Abstract. Moment methods to reconstruct images from their Radon transforms are both
natural and useful. They can be used to suppress noise or other spurious effects and can
lead to highly efficient reconstructions from relatively few projections. We establish a
modified Radon transform (MRT) via convolution with a mollifier and obtain its inversion
formula. The relationship of the moments of the Radon transform and the moments of its
modified Radon transform is derived and MRT data is used to provide a uniform approx-
imation to the original density function. The reconstruction algorithm is implemented,
and a simple density function is reconstructed from moments of its modified Radon trans-
form. Numerical convergence of this reconstruction is shown to agree with the derived
theoretical results.
Keywords. Radon transform, moment problems, inverse problems, convolution,
approximation, tomography.
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1 Introduction
Radon transform of an integrable function over R2 is the integral of that function
over lines. A key application of Radon transform is tomography where the inte-
rior density of a 2-D object (e.g. slices of a 3-D object) is reconstructed from its
Radon transform data. There are many excellent survey articles and books on this
topic and generalization of such reconstruction algorithms have been described in
the literature (for example, see [3, 11, 13, 14] and references therein). Using stan-
dard notation (for example, see [3, 12]), the Radon transform Rf of an integrable
function f in R2 is defined by
Rf(ω, p) =
∫
〈x,ω〉=p
f(x)dm(x), (1.1)
where ω = (ω1, ω2) is a unit vector, p ∈ R, and dm is the arc length measure on
the line 〈x, ω〉 = p with the usual inner product 〈 , 〉. Clearly, the Radon transform
can be represented as an integral transform with respect to a measure µ, which is
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singular with respect of the Lebesgue measure in R2, as
Rf(ω, p) =
∫
R2
f(x)dµ =
∫
R2
f(x)δ{〈x,ω〉=p}dx. (1.2)
The measure µ restricts the Lebesgue measure to lines E, parameterized by ω and
p in R2 and δE is the Dirac functional on the set E.
Radon transforms and their inversions are intimately connected to Fourier the-
ory and Riesz potentials and few results deviate from this standard treatment. The
standard reconstruction methods are the filtered backprojection method (FBP) and
algebraic reconstruction techniques (ART) (for example, see [11] for a thorough
treatment of these algorithms). Noteworthy among exceptions to FBP and ART
are the works of Milanfar and collaborators [8,9] who use moment-based methods
to estimate images from their Radon transform data. 1 While there are similari-
ties between their results and ours, our main results allow us to reconstruct images
from the moments of the modified Radon data. The derived simple relationships
between the moments of the modified Radon transform, the moments of the Radon
transform and the moments of the objective function appear to be new, and the final
inversion algorithm uses these relationships to recover the original function.
If the acquired line integrals are noisy due to statistical fluctuations of photon
detection, imperfections of physical system, or violations in the pencil beam as-
sumption, the classical algorithms are not easy to alter to cancel or reduce the
aberrations due to noise. Various authors consider reconstruction algorithms in
the presence of noise (for example, see [4, 15]), but our approach is significantly
different from those results.
To give a relevant and simple illustration, tomography applications typically
collect data in the form of Rf (instead of f) or, in factRf+η, where η is spurious
noise. One viable approach to reduce the effect of the noise is to introduce some
mollification to modify the Radon transform after which a sequence of inversions
are applied to recover the original density function f . For example, in the context
of tomography, A.K. Louis and P. Maass [7] use projection methods to map their
operators into a finite dimensional space determined by the data gN and solve the
equation Rf = gN . They assume no knowledge of the inverse of this transform,
and using a smoothing operator Eγ (i.e. a convolution operator with a mollifier),
with γ being their regularizing parameter, approximate the smoothed (mollified)
density function fγ = Eγf . This is achieved by using eγ as a suitable mollified
basis for the subspace of their Hilbert space, and approximating fγ by an element
1 We became aware of Professor Milanfar’s work on moment-based methods for reconstruction
of images from its Radon transform data a few weeks after this paper was submitted to this
journal. We are happy to have learned about this body of work directly from him and to be able
to add references to their work in this paper.
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v in the range of R∗ such that eγ(x, ·) = R∗v(x). In later works, A. K. Louis
extends these ideas to linear operator equations of the first kind [6] and to some
nonlinear problems [5].
In a series of papers Emmanuel Candès and David Donoho (see [2], and ref-
erences therein) develop the curvelet transform for reconstruction of images from
noisy Radon transforms. These beautiful methods are aimed at detecting edges at
certain locations and orientations in the Radon domain and relate these edges to
the location and directions of the edges in the original domain. Their approach
makes fundamental use of the fact that curvelets provide an optimal representation
of the objects to be identified in the image, thus naturally provide a sparsity in the
tight frames used for representing these images and ignores the noise. While these
are sophisticated methods for edge detection, our goal here has been different and
intended to reconstruct the entire image and not just the edges. Furthermore, to
use specific tight frames for general practice is akin to developing an optimal fam-
ily of mollifiers that isolate particular features of the density function and ignore
the noise (e.g. fingerprinting methods). In designing such mollifiers, the works of
Candès and Donoho will be of great interest.
In this paper, we consider the problem of recovering a bivariate moment deter-
minate function from its noisy Radon transform using moments. To reduce the
effect of the noise, we introduce a modified Radon transform using mollifiers, and
establish an inversion theorem. We derive an explicit relationship between the
moments of the modified Radon transform and those of the original function and,
using an approximation argument, show that the moment approximations converge
uniformly to the original density function. In particular, we recover the original
function from the moments of its smoothed Radon transform. Our strategy differs
significantly from the treatments in [7–9] since it is based on the moments associ-
ated with the modified Radon transform. In addition, the L1-methods used in our
approach do not lend themselves to Hilbert space projections, and no orthogonal-
ity is assumed. As it will be shown the moment integrals are computed directly
(as Hamburger moments) in Sections 3 and 4, and the approximation in uniform
norm to the original density function is derived analytically in Section 5.
The modified Radon transform is based on convolution of the Radon trans-
form with a symmetric mollifier ϕ. The choice of optimal mollifiers for par-
ticular applications is an interesting problem that will not be treated in this pa-
per. A simple observation is that the mollifier function may be chosen such that
(Rf + η) ∗ ϕ ≈ Rf ∗ ϕ. That is, ϕ may be chosen such that the noise is washed
out or significantly reduced by the mollifier. For example, if the Fourier transforms
of Rf and η have disjoint supports, and ϕ is chosen such that the support of its
Fourier transform is in the support of the Fourier transform of Rf (or in fact is the
same as that support), then (Rf + η) ∗ ϕ = Rf ∗ ϕ. While we cannot in general
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expect an exact partition of these supports, in many practical applications it is suf-
ficient to reduce the effect of noise on the reconstruction. Since ϕ can be chosen
to have arbitrarily fast decay outside the support of the Fourier transform of Rf ,
the portion of the noise spectrally outside the support of the transform of Rf can
be significantly reduced or eliminated. The question of designing ϕ in such a way
to optimize the recovery of specific features of f from its noisy Radon transform
is an interesting and deep problem. The curvelet transform of Candès and Donoho
can be viewed as a special case of this optimization problem, with the mollifiers
chosen in such a way to isolate edges in images.
The remainder of this paper is organized as follows. We begin with collecting
pertaining results on Radon transform in Section 2. In Section 3, we define the
modified Radon transform, prove several properties of this transform and derive
an inversion formula. Section 4 establishes an explicit relationship between the
moments of Radon transform and the moments of the modified Radon transform.
In Section 5, we show how to recover f from the moments of its modified Radon
transform and derive theoretical results for the rates of convergence of moment
approximations to f . In Section 6, we present a flow chart that describes the
algorithm, and give a numerical example to demonstrate the convergence of the
reconstruction algorithm based on the moments of the mollified Radon transform.
The convergence rates are shown to agree with the estimates derived in Section 5.
Finally, in Section 7 we provide a few concluding remarks and summarize the
paper.
2 Standard Results on Radon Transform
For the sake of completeness, this section lists without proof a few well known re-
sults about the Radon transform. Readers are referred to references for deeper
treatment of these results and their proofs. A function f is said to be in the
Schwartz space S(R2) if f ∈ C∞(R2) and for each integer m ≥ 0 and each
polynomial P of degreem
sup
x
∣∣|x|mP (∂x1 , ∂x2)f(x)∣∣ <∞,
where |x| is the Euclidean norm of x = (x1, x2). A function g(θ, p) is said to be
in the Schwartz space S([0, 2π] × R) if g(θ, p) can be extended to a smooth and
2π-periodic function in θ, and g(·, p) ∈ S(R) uniformly in θ. As usual, C∞c (R2)
is used to denote C∞(R2) functions with compact support.
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Lemma 2.1. For each f ∈ S(R2), the Radon transform Rf satisfies the following
condition: For k ∈ N0 the integral∫
R
Rf(ω, p)pk dp
is a kth degree homogeneous polynomial in ω1, ω2 (see [3], Lemma 2.3).
We denote the unit vector in direction θ as ω = ω(θ) := (ω1, ω2) with ω1 =
cos θ and ω2 = sin θ. Thus, the Radon transform of f ∈ L1(R2) can be expressed
as a function of (θ, p):
Rf(θ, p) =
∫
〈x,ω(θ)〉=p
f(x)dx. (2.1)
Note that since the pairs (ω, p) and (−ω,−p) give the same line, R satisfies the
evenness condition: Rf(θ, p) = Rf(θ + π,−p).
Theorem 2.2. The Radon transform R is a bounded linear operator from L1(R2)
to L1([0, 2π] × R) with norm ‖R‖ ≤ 2π, i.e., ‖Rf‖L1([0,2π]×R) ≤ 2π‖f‖L1(R2).
Proof. See [12], for example.
Along with the transform Rf , we define the dual Radon transform of g ∈
L1([0, 2π] × R) as
R∗g(x) =
∫ 2π
0
g(θ, 〈x, ω〉)dθ, (2.2)
which is the integral of g over all lines that go through x.
Using F1 and F2 for the 1-D and 2-D Fourier transforms of integrable functions
with integrable transforms, recall that
F1f(s) =
1√
2π
∫ ∞
−∞
f(t)e−istdt,
F−11 f(t) =
1√
2π
∫ ∞
−∞
f(s)eistds,
F2f(ξ) =
1
2π
∫
R2
f(x)e−i〈x,ξ〉dx,
F−12 f(x) =
1
2π
∫
R2
f(ξ)ei〈x,ξ〉dξ.
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Theorem 2.3 (Projection-Slice Theorem [3],[12]). Let f ∈ L1(R2). Then,
F2f(sω) =
1√
2π
F1(Rf(θ, ·))(s).
This theorem shows that R is injective on L1(R2). The Fourier inversion for-
mula combined with the Projection-Slice Theorem provides an inversion formula
for the Radon transform in R2.
Denote the Riesz potential I−1, for g ∈ L1([0, 2π] × R), as the operator with
Fourier multiplier |s| (see [16]):
I−1g (θ, t) = F−11 (|s|(F1g(θ, t)(s)))(t). (2.3)
Theorem 2.4 (Inversion formula for Rf [3, 12]). Let f ∈ C∞c (R2). Then
f(x) =
1
4π
R∗(I−1Rf)(x).
Note that this theorem is true on a larger domain than C∞c (R
2). However,
I−1Rf may be a distribution rather than a function.
One may ask, when is a given function g the Radon transform of a function
f? In other words, for a given function g, does there exist f such that g = Rf?
The following theorem, which partly motivates the naturality of use of moments
in this context, is the fundamental result on this question. This result is called the
Schwartz or Range theorem for the Radon transform and its proof is established in
[3], Theorem 2.4.
Theorem 2.5. Let g ∈ S([0, 2π]×R) be even. Then, there exists f ∈ S(R2) such
that g = Rf if and only if for each k ∈ N0, the kth-moment∫ ∞
−∞
g(θ, p)pkdp (2.4)
is a homogeneous polynomial of degree k in ω1 and ω2.
3 Modified Radon Transform
Definition 3.1. If ϕ is a smooth, nonnegative, and compactly supported integrable
function on R, such that
(i)
∫ ∞
−∞
ϕ(t)dt = 1,
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(ii) Setting ϕh(t) :=
1
hϕ(
t
h), and defining the convolution of f and ϕh by
f ∗ ϕh(x) =
∫
R
f(y)ϕh(x− y)dy =
∫
R
f(x− y)ϕh(y)dy,
then ‖f ∗ ϕh − f‖L∞(R) → 0 as h→ 0.
Such a ϕ is called a (positive) mollifier. Furthermore, if ϕ(t) = g(|t|) for some
infinitely differentiable function g : R→ R, then ϕ is called a symmetric mollifier.
For example, if ϕ : R→ R is defined as follows
ϕ(x) =
{
Ae
− 1
1−|x|2 if |x| < 1
0 if |x| ≥ 1,
then ϕ is a positive symmetric mollifier. Here A is a constant such that (i) in
Definition 3.1 is satisfied.
Let Ω = {ϕ : ϕ is a positive symmetric mollifier such that F1(ϕ)(s) > 0 for all
s ∈ R}. Clearly, the Gaussian function is in Ω. Since ϕ is smooth and compactly
supported, it has finite moments for all orders.
Definition 3.2. Let ϕ ∈ Ω and f ∈ L1(R2). The modified Radon transform in R2
is defined by
R̂ϕf(θ, p) =
∫
R2
χ(x; θ, p)f(x)dx, (3.1)
where
χ(x; θ, p) = (δ ∗ ϕ)(〈x, ω〉 − p), (δ is a delta function).
Next we show that the modified Radon transform, which is defined as the
smoothed Radon transform of the original density is equal to the Radon transform
of the smoothed density.
Proposition 3.3. If ϕ ∈ Ω and f ∈ L1(R2), then
R̂ϕf(θ, p) =
∫
R
Rf(θ, p + τ )ϕ(τ )dτ =
(
Rf(θ, ·) ∗ ϕ
)
(p). (3.2)
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Proof.
R̂ϕf(θ, p) =
∫
R2
(δ ∗ ϕ)(〈x, ω〉 − p)f(x)dx
=
∫
R
(∫
R2
δ(〈x, ω〉 − p− τ )f(x)dx
)
ϕ(τ )dτ
=
∫
R
(∫
〈x,ω〉=p+τ
f(x)dx
)
ϕ(τ )dτ
=
∫
R
Rf(θ, p + τ )ϕ(τ )dτ
=
∫
R
Rf(θ, p − τ )ϕ(−τ )dτ.
Since ϕ is a symmetric mollifier,
R̂ϕf(θ, p) =
∫
R
Rf(θ, p− τ )ϕ(τ )dτ.
Theorem 3.4. The modified Radon transform R̂ϕ is a bounded linear operator
from L1(R2) to L1([0, 2π] × R) with norm ‖R̂ϕ‖ ≤ 2π,i.e., ‖R̂ϕf‖L1([0,2π]×R) ≤
2π‖f‖L1(R2).
Proof. Using Proposition 3.3, one finds that
‖R̂ϕf‖L1([0,2π]×R) =
∫ 2π
θ=0
∫ ∞
p=−∞
∣∣∣R̂ϕf(θ, p)∣∣∣dpdθ
=
∫ 2π
θ=0
∫ ∞
p=−∞
∣∣∣∣∣
∫ ∞
τ=−∞
Rf(θ, p + τ )ϕ(τ )dτ
∣∣∣∣∣dpdθ
≤
∫ 2π
θ=0
∫ ∞
p=−∞
∫ ∞
τ=−∞
∣∣∣Rf(θ, p + τ )∣∣∣ϕ(τ )dτdpdθ
=
∫ ∞
τ=−∞
ϕ(τ )
(∫ 2π
θ=0
∫ ∞
p=−∞
∣∣∣Rf(θ, p+ τ )∣∣∣dpdθ)dτ.
By Theorem 2.2 and Definition 3.1, it follows that
‖R̂ϕf‖L1([0,2π]×R) ≤
∫ ∞
τ=−∞
ϕ(τ )
(
2π‖f‖L1(R2)
)
dτ
= 2π‖f‖L1(R2).
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Denote the modified Riesz potential Î−1, for g ∈ L1([0, 2π] × R), as the oper-
ator with Fourier multiplier |s| and symmetric mollifier ϕ ∈ Ω:
Î−1g(θ) =
1√
2π
F−11
(
|s|
(F1(g(θ, ·))(s)
F1(ϕ)(s)
))
.
The proof of Theorem 2.4 combined with the convolution theorem provides an
inversion formula for f from R̂ϕ.
Theorem 3.5 (Inversion formula for R̂ϕf). Let f ∈ C∞c (R2). Then
f(x) =
1
4π
R∗(Î−1R̂ϕf)(x).
Proof. By Proposition 3.3 and the convolution theorem,
F1(R̂ϕf(θ, ·))(s) =
√
2πF1(Rf(θ, ·))(s)F1(ϕ)(s). (3.3)
Since F1(ϕ)(s) 6= 0, by Theorem 2.3, it follows that
F2f(sω) =
1
2π
F1(R̂ϕf(ω, ·))(s)
F1(ϕ)(s)
. (3.4)
Applying the Fourier inversion formula and Theorem 2.4, it follows that
f(x) =
1
2π
∫
R2
F2f(ξ)e
i<x,ξ>dξ
=
1
2π
1
2
∫ 2π
θ=0
∫ ∞
s=−∞
F2f(sω)e
i<x,sω>|s|dsdθ
=
1
4π
∫ 2π
θ=0
Î−1R̂ϕf(θ, 〈x, ω〉)dθ
=
1
4π
R∗(Î−1R̂ϕf)(x).
4 Recovering Moments from the Modified Radon Transform
Let ω = (cos θ, sin θ) denote a unit direction vector and x = (x1, x2) a vector in
R
2. Suppose that f : R2 → R is in the Schwartz space. Then by Lemma 2.1, the
definition of Radon transform and Fubini’s theorem, we have∫ ∞
−∞
Rf(θ, p)pk dp =
∫
R2
f(x)〈ω, x〉kdx for each k ∈ N0. (4.1)
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Appropriate expansion of the right hand side of (4.1) using definition of moment
gives
b(k)(θ) :=
∫ ∞
−∞
Rf(θ, p)pk dp =
k∑
j=0
C(k, j)
(
cosj θ sink−j θ
)
γj,k−j(f), (4.2)
where
C(k, j) =
k!
j!(k − j)! and γα1,α2(f) =
∫
R2
xα11 x
α2
2 f(x)dx, α1, α2 ∈ N0.
Let 0 < θ0 < θ1 < · · · < θk < π be distinct angles. A sampling of (4.2) on
these angles yields a linear algebraic form of dimension k + 1 written as
A
(k)
x
(k) = b(k), (4.3)
where
A
(k) =

C(k, 0) cos0 θ0 sin
k θ0 C(k, 1) cos
1 θ0 sin
k−1 θ0 · · · C(k, k) cosk θ0 sin0 θ0
C(k, 0) cos0 θ1 sin
k θ1 C(k, 1) cos
1 θ1 sin
k−1 θ1 · · · C(k, k) cosk θ1 sin0 θ1
C(k, 0) cos0 θ2 sin
k θ2 C(k, 1) cos
1 θ2 sin
k−1 θ2 · · · C(k, k) cosk θ2 sin0 θ2
...
...
. . .
...
C(k, 0) cos0 θk sin
k θk C(k, 1) cos
1 θk sin
k−1 θk · · · C(k, k) cosk θk sin0 θk
 ,
x
(k) =

γ0,k(f)
γ1,k−1(f)
γ2,k−2(f)
...
γk,0(f)

, b(k) =

b(k)(θ0)
b(k)(θ1)
b(k)(θ2)
...
b(k)(θk)

.
The determinant of the matrixA(k) can be expressed as:
det(A(k)) = det(V (k))
k∏
j=1
(
C(k, j) sink θj
)
,
where V (k) = [cotj−1 θi]1≤i,j≤k+1 is a Vandermonde matrix. Using the Vander-
monde determinant formula, it is easy to show det(A(k)) is positive, implying the
system (4.3) has a unique solution x(k). Note that the matrixA(k) is positive defi-
nite since its leading principal minors are all positive.
Using the above, we may establish an algebraic relation between the moments
of the modified Radon transform and the moments of the Radon transform.
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Theorem 4.1. Let f ∈ S(R2). Then for each k ∈ N0,
bˆ(k)(θ) :=
∫ ∞
−∞
R̂ϕf(θ, p)p
kdp =
k∑
j=0
C(k, j)cjb
(k−j)(θ) (4.4)
where cj = (−1)jγj(ϕ) and γj(ϕ) =
∫ ∞
−∞
τ jϕ(τ )dτ for each j ∈ N0. That is,
the value bˆ(k)(θ) is a linear combination of b(0)(θ), b(1)(θ), . . ., b(k)(θ) for any θ.
Proof. By Proposition 3.3, it follows that∫ ∞
−∞
R̂ϕf(θ, p)p
k dp =
∫ ∞
−∞
(∫ ∞
−∞
Rf(θ, p+ τ )ϕ(τ )dτ
)
pkdp
=
∫ ∞
−∞
∫ ∞
−∞
(∫
〈x,ω〉=p+τ
f(x)dx
)
ϕ(τ )dτ pkdp
=
∫ ∞
−∞
ϕ(τ )
[∫ ∞
−∞
pk
(∫
〈x,ω〉=p+τ
f(x)dx
)
dp
]
dτ
=
∫ ∞
−∞
ϕ(τ )
(∫
R2
(〈x, ω〉 − τ )kf(x)dx
)
dτ.
Using the following polynomial expansion
(〈x, ω〉 − τ )k =
∑
|α|=k
k!
α!
(x1 cos θ)
α1(x2 sin θ)
α2(−τ )α3 ,
where α = (α1, α2, α3) is a multi-index with |α| := α1 + α2 + α3 and α! :=
α1!α2!α3!, it follows that∫ ∞
−∞
R̂ϕf(θ, p)p
kdp
=
∑
|α|=k
k!
α!
cα3γα1,α2(f) cos
α1 θ sinα2 θ
=
k∑
α3=0
C(k, α3)cα3
k−α3∑
j=0
C(k − α3, j)γj,k−α3−j(f) cosj θ sink−α3−j θ.
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Let 0 < θ1 < θ2 < · · · < θk < π be distinct angles. A sampling of (4.4) gives
C
(k)
B
(k) = B̂(k), (4.5)
where
C
(k) =

C(k, 0)c0 0 · · · 0
C(k, 1)c1 C(k − 1, 0)c0 · · · 0
C(k, 2)c2 C(k − 1, 1)c1 · · · 0
...
...
. . .
...
C(k, k)ck C(k − 1, k − 1)ck−1 · · · C(0, 0)c0

⊤
,
B
(k) =

b(k)(θ0) b
(k−1)(θ0) · · · b(0)(θ0)
b(k)(θ1) b
(k−1)(θ1) · · · 0
b(k)(θ2) b
(k−1)(θ2) · · · 0
...
...
. . .
...
b(k)(θk) 0 · · · 0

⊤
,
B̂
(k) =

bˆ(k)(θ0) bˆ
(k−1)(θ0) · · · bˆ(0)(θ0)
bˆ(k)(θ1) bˆ
(k−1)(θ1) · · · 0
bˆ(k)(θ2) bˆ
(k−1)(θ2) · · · 0
...
...
. . .
...
bˆ(k)(θk) 0 · · · 0

⊤
.
Since the matrix C(k) is upper triangular, the determinant of the matrix is
(c0)
k+1 > 0. Then there exists a unique solution B(k) for the given matrix B̂(k).
Thus we have the vectors b(i) for all i = 0, 1, . . . , k. By the equation (4.3) one
can find x(0), x(1), . . . , x(k) such that x(i) = (A(i))−1b(i) for all i = 0, 1, . . . , k.
That is, one has the moments {γα1,α2(f)}α1+α2≤k.
5 Recovery of Density Function via Moments with Noisy Data
By Proposition 3.3, since the Radon transform of a smoothed function is the
smoothed Radon transform of that function, the moments of the Radon transform
of f and the modified Radon transform may be related by combining Theorem 4.1
and equation (4.2).
Recall that the convolution f ∗ ϕ of f and ϕ is defined as follows:
(f ∗ ϕ)(x) =
∫
f(x1 − τ, x2 − τ )ϕ(τ ) dτ for each x = (x1, x2).
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Theorem 5.1. If f ∈ S(R2) and the density function f is recovered from the
modified Radon transform, the moments must satisfy a necessary linear constraint
given by
k∑
j=0
j∑
ℓ=0
C(k, j)C(j, ℓ)[
γk−j(ϕ)γℓ,j−ℓ(f) cos
ℓ θ sinj−ℓ θ
−
k−j∑
n=0
C(k − j, n)γj−ℓ,k−j−n(f)γn+ℓ(ϕ) cosj θ sink−j θ
]
= 0.
Proof. By Proposition 3.3, R̂ϕf(θ, p) =
(
Rf(θ, ·) ∗ ϕ
)
(p). The k-th moment of
the modified Radon transform on the left hand side of this equation is given by∫ ∞
−∞
R̂ϕf(θ, p)p
kdp =
k∑
j=0
C(k, j) cosj θ sink−j θγj,k−j(f ∗ ϕ)
=
k∑
j=0
j∑
l=0
C(k, j)C(j, ℓ)
k−j∑
n=0
C(k − j, n)γj−ℓ,k−j−n(f)γn+ℓ(ϕ) cosj θ sink−j θ,
(5.1)
while the k-th moment of the right hand side is given by∫ ∞
−∞
(
Rf(θ, ·) ∗ ϕ
)
(p)pkdp
=
∫ ∞
−∞
[∫ ∞
−∞
Rf(θ, p − τ )ϕ(τ )dτ
]
pkdp
=
∫ ∞
−∞
ϕ(τ )
[∫ ∞
−∞
Rf(θ, u)(u+ τ )kdu
]
dτ
=
k∑
j=0
C(k, j)
[∫ ∞
−∞
ϕ(τ )τk−jdτ
] [∫ ∞
−∞
Rf(θ, u)ujdu
]
=
k∑
j=0
j∑
ℓ=0
C(k, j)C(j, ℓ)γk−j(ϕ)γℓ,j−ℓ(f) cos
ℓ θ sinj−ℓ θ.
Equating these expressions and rearranging, the expression in the statement of
the theorem follows.
It is noteworthy that Theorem 5.1 relates the moments of the modified Radon
transform to the moments of the density function f . Hence the inversion theorem
(Theorem 3.5) is implicitly the inversion of this system of equations.
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Now suppose that f is a moment determinate measurable function with compact
support [0, 1]2 such that
∫
[0,1]2 f = 1. Note that a function is moment determinate
if it is uniquely determined from its moments. For an authoritative discussion
of moment determinate functions see [1]. Let {γα1,α2(f)}α1≤m,α2≤n be a given
sequence of moments of f up to order m+ n. In [10], R. Mnatsakanov and S. Li
construct the approximation of f , denoted by app(f), using the moments of f of
order up tom+ n as
Cm,n(x)
m−[mx1]∑
α1=0
n−[nx2]∑
α2=0
(−1)α1+α2γα1+[mx1],α2+[nx2](f)
α1!α2!(m− [mx1]− α1)!(n− [nx2]− α2)! (5.2)
where
Cm,n(x) =
Γ(m+ 2)Γ(n+ 2)
Γ([mx1] + 1)Γ([nx2] + 1)
for all α1, α2 ∈ N0 with α1 ≤ m and α2 ≤ n. Here by [a] we denote the integer
part of a.
In the following we show that the approximation of f given by equation (5.2)
converges to f uniformly, and provide a rate for this convergence. To do so, let
f10, f01, f20, f11, f02 denote the partial derivatives of f up to the second order. We
have
Theorem 5.2. Let f ∈ C2([0, 1]2). Then app(f) converges uniformly to f on
[0, 1]2 asm,n→∞, and
||app(f)− f || ≤ 2 ||f10||+
1
2
||f20||
m+ 2
+
2 ||f01||+ 12 ||f02||
n+ 2
+
1
2
||f11||√
(m+ 2) (n+ 2)
+ o
( 1
m
)
+ o
( 1
n
)
+ o
( 1√
mn
)
. (5.3)
In particular, by choosingm = n, we have, as n→∞:
||app(f)− f || ≤ C
n+ 2
+ o
( 1
n
)
, (5.4)
where || · || is the sup-norm and C = 2
(
||f10|| + ||f01||
)
+ 1
2
(
||f20|| + ||f11|| +
||f02||
)
.
Proof. Let us plug in the moments of f :
γα1,α2(f) =
∫ 1
0
∫ 1
0
tα1 sα2f(t, s)dt ds (5.5)
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into the formula that defines app(f), Eq. (5.2). After applying Newton’s binomial
formula twice, we easily obtain:
m−[mx1]∑
α1=0
n−[nx2]∑
α2=0
(−1)α1+α2tα1 sα2
α1!α2!(m− [mx1]− α1)!(n− [nx2]− α2)!
=
(1− t)m−[mx1]
(m− [mx1])!
(1− s)n−[nx2]
(n− [nx2])! .
Hence, using these two steps combined with changing the order of summations
and integration, one obtains:
app(f)(x)− f(x) =
∫ 1
0
∫ 1
0
f(t, s)βm,x1(t)βn,x2(s)dt ds− f(x)
=
∫ 1
0
∫ 1
0
(
f(t, s) − f(x1, x2)
)
βm,x1(t)βn,x2(s)dt ds. (5.6)
Here by βm,u(·) := β(·, [mu] + 1,m − [mu] + 1) we denote the beta density
function with shape parameters [mu] + 1 andm− [mu] + 1. Note that the mean
and variance of βm,u(·) are:
θm,u =
[mu] + 1
m+ 2
and σ2m,u =
([mu] + 1)(m− [mu] + 1)
(m+ 2)2 (m+ 3)
, (5.7)
respectively. Also, it is worth mentioning that the sequence of functions {βm,x(t) :
m ≥ 1} forms a δ-sequence at t = x as m → ∞. In the sequel, the following
inequalities that are valid for each u ∈ [0, 1] will be used:
|θm,u − u| = |[mu]−mu+ 1− 2u|
m+ 2
≤ 2
m+ 2
σ2m,u ≤
u(1− u)
m+ 3
≤ 1
4(m+ 3)
<
1
m+ 2
. (5.8)
Let us apply the Taylor series expansion for difference under the integral in (5.6)
and write the left hand side of (5.6) in a symbolic way as
app(f)− f = I10 + I01 + I20 + I02 + I11. (5.9)
Now, taking into account (5.7)-(5.8), one can estimate the first four terms on the
right hand side of (5.9) as follows:
|I10(x)| := |f10(x)
∫ 1
0
∫ 1
0
(t− x1)βm,x1(t)βn,x2(s)dt ds|
≤ |f10(x)| |θm,x1 − x1| ≤
2 ||f10||
m+ 2
, (5.10)
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|I01(x)| := |f01(x)
∫ 1
0
∫ 1
0
(s− x2)βm,x1(t)βn,x2(s)dt ds|
≤ |f01(x)| |θn,x2 − x2| ≤
2 ||f01||
n+ 2
, (5.11)
|I20(x)| := |
1
2
∫ 1
0
∫ 1
0
f20(t˜, s˜) (t− x1)2βm,x1(t)βn,x2(s)dt ds|
≤ 1
2
||f20||
(
σ2m,x1 + |θm,x1 − x1|2
)
≤
1
2
||f20||
m+ 2
+ o
( 1
m
)
, (5.12)
|I02(x)| := |
1
2
∫ 1
0
∫ 1
0
f02(t˜, s˜) (s− x2)2βm,x1(t)βn,x2(s)dt ds|
≤ 1
2
||f02||
(
σ2n,x2 + |θn,x2 − x2|2
)
≤
1
2
||f02||
n+ 2
+ o
( 1
n
)
(5.13)
as m,n → ∞. To estimate the last term, let us apply the Cauchy-Schwartz in-
equality in combination with (5.7)-(5.8). We obtain
|I11(x)| := |
1
2
∫ 1
0
∫ 1
0
f11(t˜, s˜) (t− x1) (s− x2)βm,x1(t)βn,x2(s)dtds|
≤ 1
2
||f11||
(∫ 1
0
(t− x1)2βm,x1(t)dt
)1/2 (∫ 1
0
(s− x2)2βn,x2(s)ds
)1/2
≤ 1
2
||f11||
( 1
m+ 2
+
4
(m+ 2)2
)1/2( 1
n+ 2
+
4
(n+ 2)2
)1/2
. (5.14)
Finally, from inequalities (5.9)-(5.14) we derive (5.3).
In the following statement we use ϕ = ϕh as described in Definition 3.1. De-
note the convolution of f and ϕ by f∗ := f ∗ϕ, while for partial derivatives of f∗
we will use similar notations as before. For example, we write f∗10 := ∂f
∗/∂x1.
The following statement about the approximation rate of f by app(f ∗ ϕ) can
be proved.
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Theorem 5.3. Let f ∈ C2([0, 1]2). Then app(f ∗ ϕ) converges uniformly to f on
[0, 1]2 asm,n→∞, and h→ 0. Furthermore, we have
||app(f ∗ ϕ)− f || ≤ C1 h2 +
2 ||f10||+ 12 ||f20||
m+ 2
+
2 ||f01||+ 12 ||f02||
n+ 2
+
1
2
||f11||√
(m+ 2) (n+ 2)
+ o
( 1
m
)
+ o
( 1
n
)
+ o
( 1√
mn
)
.
Here C1 =
σ2
2
(
||f20||+ ||f02||
)
with σ2 =
∫
t2ϕ(t)d t.
In particular, by choosingm = n, and h =
√
C/C1
n+2 , we have
||app(f ∗ ϕ)− f || ≤ 2C
n+ 2
+ o
( 1
n
)
(5.15)
as n→∞.
Note that even though the mollifier ϕ is smooth, f ∗ ϕ is the convolution of a
2-D function with a 1-D mollifier, which may not be automatically smooth.
Proof. The moments of f ∗ ϕ are related to the moments of the modified Radon
transform (see the first line in Theorem 5.1), and can be identified by solving the
corresponding system of equations, similarly to eq. 4.3. Hence, application of
Theorem 5.2 provides the approximation app(f ∗ ϕ) of f ∗ ϕ that is based on the
moments γj,m(f ∗ ϕ). In addition, we have
||f − app(f ∗ ϕ)|| ≤ ||f − f ∗ ϕ||+ ||f ∗ ϕ− app(f ∗ ϕ)||.
Now, let us write the difference between app(f∗) and f∗ in a similar way as we did
in the proof of Theorem 5.2 for difference between app(f) and f . In particular,
we have:
app(f∗)− f∗ = I∗10 + I∗01 + I∗20 + I∗02 + I∗11. (5.16)
The rest of the proof mimics the steps used in the proof of Theorem 5.2. For
example, let us mention that
|I∗10(x)| := |f∗10(x)
∫ 1
0
∫ 1
0
(t− x1)βm,x1(t)βn,x2(s)dt ds|
≤ |f∗10(x)| |θm,x1 − x1| ≤
2 ||f∗10||
m+ 2
. (5.17)
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Noisy Radon transform data
Moments of modified Radon transform
Moments of Radon transform
Moments of f(x1, x2)
Approximation of f(x1, x2)
Def. 3.2 & Prop. 3.3
Eq. (4.5)
Eq. (4.3)
Eq. (5.2)
Figure 1. Outline for our proposed method.
Upper bounds similar to (5.12) -(5.14) can be derived as well, where instead of
fkj we have f
∗
kj for k, j = 0, 1, 2. Finally, note that ||f∗kj || ≤ ||fkj || for k + j ≤
2, k, j = 0, 1, 2. Since ϕ is symmetric and f is smooth, application of the Taylor
expansion yields
||f − f ∗ ϕ|| = C1 h2 + o(h2),
as h→ 0.
It is useful to note that Theorem 5.3 says that we do not need to evaluate the
moments of density f ; the moments of f ∗ ϕ are derived from the moments of the
modified Radon transform using (5.1), and this can be used to obtain an approxi-
mation of the density function f by taking the moments of f ∗ ϕh as h→ 0.
6 A Numerical Example
In this section, we discuss the performance of the proposed procedure to recover a
density function from its corresponding modified Radon Transform moments. We
give a bird’s eye view of the inversion algorithm as a flow chart (see Figure 1) that
describes the different steps in the reconstruction.
To provide an accurate simulation andminimize the pollution inherent in floating-
point calculation with limited precision, we developed a computer code that heav-
ily utilizes the GNUMPFR Library (https://www.mpfr.org). This is a C library for
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multiple-precision floating-point computations with correct rounding. The linear
algebraic equations in the proposed procedure are solved using solvers in Eigen,
which is a high-level C++ library of template headers for linear algebra, matrix
and vector operations, geometrical transformations, numerical solvers and related
algorithms (see http://eigen.tuxfamily.org). Application of Eigen is made possible
by an MPFR C++ wrapper (see http://www.holoborodko.com/pavel/mpfr/).
The target density function is a known function f(x, y) = xy. To illustrate
the procedure, we assume availability of a set of moments of the modified Radon
transform data, bˆ(k)(θ), for θ ∈ (0, π/4), θ ∈ (π/4, π/2), θ ∈ (π/2, 3π/4), and
θ ∈ (3π/4, π), each of them contains 41 discrete points (a total of 164 points).
A sample of this data is depicted in Figure 2. Equation (4.5) is then inverted to
obtain b(k)(θ), whose result is shown in Figure 3. It is clear that as the order
of moments increases, the magnitude of these moments increases as well. At the
next stage, a series of inversions of Equation (4.3) was done to obtain the moments
γk,ℓ(f) of function f and in turn Equation (5.2) was used to get the target density
approximation. The results of these calculations are depicted in Figure 4.
Convergence behavior of the density approximation with respect to the mo-
ments order m and n is shown in Figure 5. A bound of this error in the form of
O(1/n) is also plotted in this figure. This figure confirms the theoretical finding
established in Theorem 5.2.
-0.2
0.0
0.2
0.4
0.6
bˆ(
k
)
(θ
)
0 π/6 π/3 π/2 2π/3 5π/6 π
θ
k = 0
k = 1
k = 2
k = 3
k = 4
0
2
4
6
bˆ(
k
)
(θ
)
0 π/6 π/3 π/2 2π/3 5π/6 π
θ
k = 5
k = 6
k = 7
k = 8
k = 9
0
20
40
60
80
100
bˆ(
k
)
(θ
)
0 π/6 π/3 π/2 2π/3 5π/6 π
θ
k = 10
k = 11
k = 12
k = 13
k = 14
0
500
1000
1500
2000
2500
bˆ(
k
)
(θ
)
0 π/6 π/3 π/2 2π/3 5π/6 π
θ
k = 15
k = 16
k = 17
k = 18
k = 19
Figure 2. A sample of moments of the modified Radon Transform, bˆ(k)(θ).
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Figure 3. The resulting moments of Radon Transform, b(k)(θ) obtained from the
data depicted in Figure 2.
ℓ
k
y
x
Figure 4. Left: Logarithmic plot of density moments, γk,ℓ(f ), right: the correspond-
ing predicted density f (x, y).
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Figure 5. Convergence of the density approximation ||app(f )− f || versus number
of moments used.
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7 Concluding Remarks
While there are many excellent monographs and papers on the Radon transform
and its applications to tomography, because of the significance of this transform,
new methods are being continuously developed. A common theme among these
methods are:
(i) How can the reconstruction be made specific to highlight specific features in
the image?
(ii) How can noise or other artifacts be suppressed?
(iii) How can the reconstruction be performed optimally from fewer projections?
This paper deals with all of these issues at a theoretical level. By moving from
Fourier methods underlying the standard FBP and ART algorithms to using mo-
ment methods, we show how mollification of the Radon transform is transported
into the moment problem, and derive explicit relationships between the moments
of Radon transform, moments of its mollified version, and moment of the original
density function. We also show how these reconstructions from the moments of
the modified transform converge uniformly to the original density function (and
not just the mollified density function). A numerical example provides details of
this approximation, and verifies the accuracy of the theoretically derived algorithm
and its convergence rate.
We have left the extensive study of finding optimal mollifiers for individual ap-
plications, numerical results of density patterns with discontinuities and/or more
anthropomorphically realistic patterns, and generalization of these methods to a
succession of future papers.
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