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Abstract: In this paper, we present a brokering logic for providing precise end-to-end QoS levels to cloud applications
distributed across a number of different business actors, such as network service providers (NSP) and cloud
providers (CSP). The broker composes a number of available offerings from each provider, in a way that
respects the QoS application constraints while minimizing costs incurred by cloud consumers.
1 INTRODUCTION
Cloud Computing introduces a novel model of
computing that brings several technological and busi-
ness advantages. Customers can rent cloud services
on a pay-per-use model, without the need for big in-
vestments for resources that have to be designed for
peak workloads, whilst being at risk of remaining
under-utilized for most of the time. Providers may
offer cloud services for rental, hosting them on big
multi/many-core machines, where the infrastructure
investments may be amortized over thousands of cus-
tomers.
However, the requirements of cloud customers
are evolving quickly, as cloud technology is being
massively used worldwide. Many enterprise applica-
tions that might take advantage from the cloud model
cannot be hosted on current infrastructures due to
their stringent performance aspects requiring more
and more from the best effort Internet. Think of vir-
tual desktop, Network Function Virtualization (NFV),
professional on-line multimedia editing and collabo-
rative tools, and on-line gaming, just to mention a few.
Even though recent standards and research efforts
deal with predictable QoS levels in Cloud Comput-
ing (Oberle et al., 2013), spanning across different
business and operations domains remains a great chal-
lenge. For example, a single user request may have
to traverse access, metro, core and data center net-
works, and the top-down provisioning chain across
the various cloud layers (SaaS, IaaS, etc.), and still re-
quire tight interactivity. Figure 1 depicts the situation.
Understanding how to combine all business actors in
agreements to deliver end-to-end QoS may become
overly difficult.
Figure 1: Users crossing multiple network service providers
for accessing a cloud data center.
For these reasons, it is becoming increasingly
important to have available intermediation services
(a.k.a., brokerage) allowing cloud consumers to inter-
face themselves to the multitude of service providers,
including network carriers and cloud providers in-
volved in the end-to-end service delivery chain. Bro-
kering of cloud services (Plummer, 2012) allows for
dealing with the various aspects of SLAs possibly in-
volved in an end-to-end chain, including legal, eco-
nomical and technological aspects. However, in this
work we deal mainly with the latter aspects. That
is, we consider cloud consumers who care about the
price of a service and the expected and received end-
to-end quality.
In this paper, we propose a brokering approach for
deploying distributed cloud applications with guaran-
teed end-to-end QoS which is achieved as an end-to-
end composition of SLAs to be established along the
multiple players participating in the chain. We focus
on the mathematical formalization of the brokering
logic as a mixed-integer geometric programming pro-
gram. Note that, albeit a prerequisite to the brokerage
of cloud services is a certain level of interoperabil-
ity and compatibility among the offerings, we do not
address these specific issues in this paper. Namely,
we assume our brokering logic is managing only ser-
vices and offerings that can interchangeably be used
and composed with each other, for deploying end-to-
end applications. For an overview of the issues behind
cloud interoperability, we refer the reader to (Petcu,
2011).
2 RELATEDWORK
The problem of brokerage of multiple CSP offer-
ings for hosting distributed cloud applications with
minimum cost has been addressed in (Houidi et al.,
2011). It has been modeled as a MILP, similarly to
what is done in this paper. However, Houidi’s model
is too simple as it does not consider QoS require-
ments nor capacity constraints. Pawluk et al. de-
fined a cloud broker service (Pawluk et al., 2012)
(STRATOS) based on comparing different CSP of-
ferings. However, the presented broker logic is sim-
ply based on configuration properties matching (e.g.,
minimum values to be satisfied on certain properties
for the offered services). InterCloud (Buyya et al.,
2010) and other architectures (Grivas et al., 2010)
(Ferrer et al., 2012) for federation of cloud providers
include a broker component that may be an excellent
candidate for realizing the brokering logic described
in this paper.
The IRMOS European Project has addressed how
to enhance execution of real-time multimedia applica-
tions in virtualized Cloud infrastructures (Cucinotta
et al., 2010; Kyriazis et al., 2011). IRMOS ensures
resource allocation for individual hosted applications.
However, one of its limitations is that it does not ad-
dress how to possibly guarantee service levels across
domain boundaries (i.e., whenever interacting with
other providers and infrastructures).
The SLA@SOI EU Project1 developed a frame-
work (Wieder et al., 2011) for negotiation, provi-
sioning, monitoring and adaptation of SLAs through
the entire cloud service life-cycle. It includes both
1More information is available at: http:
//sla-at-soi.eu/.
functional and non-functional characteristics of ser-
vices, such as QoS constraints, which can be formal-
ized through an XML-based syntax.
The ETICS (Economics and Technologies for
Inter-Carrier Services) European Project2 investi-
gated on the critical issues for the creation of a
new ecosystem of innovative QoS-enabled intercon-
nection models between Network Service Providers
(NSPs) impacting all of the actors involved in the end-
to-end service delivery value-chain. ETICS produced
a novel architecture (Zwickl and Weisgrab, 2013) for
control and management of automated end-to-end de-
livery of QoS-enabled services across heterogeneous
carrier networks.
Furthermore, many studies exist trying to identify
critical factors affecting a market of cloud offerings,
including considerations related to QoS-aware provi-
sioning of resources and services. An overview of
such approaches can be found in (Breskovic et al.,
2013).
Concerning standarization, the European
Telecommunications Standards Institute (ETSI)
is currently involved in several activities related to the
issues mentioned above with the ETSI NFV Industry
and Specification group. The Technical Committee
CLOUD is also addressing interoperability aspects
of end-to-end applications. NIST is also working in
this area, with a series of reports being of value to the
topic of end-to-end cloud service quality3, in addition
to the well-known reports on the definition of cloud
computing (Mell and Grance, 2011) and its reference
architecture (Liu et al., 2011), where the importance
of having cloud brokerage services is emphasized.
Additional details on research and standardization
efforts in this area can be found in (Oberle et al.,
2013).
3 BROKERING OPTIMIZATION
LOGIC
Notation and Assumptions. From an abstract
viewpoint, a distributed real-time cloud computing
application is modeled as a set of components A =
{1, 2, . . .} , among which we include also client/user-
side components. These are interconnected in a logi-
cal application topology (limited to be a linear work-
flow in this paper) expressed as the sequence S ≡
(s1, . . . , sn) of n elements of A that activate one after
another, whenever triggered by users requests, com-
2More information at: https://www.ict-etics.eu/.
3More information can be found at: http://www.
nist.gov/itl/cloud/index.cfm.
Figure 2: Simple application sequence graph.
ing at a minimum inter-arrival time T. Each activa-
tion i of component si is associated with its com-
puting requirements Ci, representing the amount of
time needed for (sequential) computations within the
component for each request received from the user.
After computations, the component sends a message
of size Mi to the next component si+1 in the se-
quence S. For example, consider a cloud application
composed of 3 components A = {a, b, c} , where a
might represent the client part of the application run-
ning at the consumer premises (e.g., a web browser),
b might represent the front-end server (e.g., a web-
server), and c might represent the back-end compo-
nent (e.g., a database). Then, a sequence might look
like S = (a, b, c, b, a), where user requests traverse
the components forward and backwards.
A cloud application has to be deployed over a set
of cloud data centers P belonging to one or more
Cloud Service Providers (CSPs), interconnected by
means of network providers (NSPs). Each NSP is
characterized by a set of Edge Routers (ERs) R ,
through which it is connected either to other NSPs
or to CSPs or directly to users. From a mathematical
perspective, we consider in what follows data center
locations as edge routers as well, resulting in P ⊂ R .
The situation can be depicted as a graph where each
node represents an ER which has arcs towards all the
other ERs to which it is connected.
CSPs are assumed to be able to host one or more
components i by reserving a certain amount of com-
puting resources ui to it with a minimum VM comput-
ing latency of LC, and we assume an ideal scalability
model: if the component is assigned computing ca-
pacity ui ∈ (0,Umax]∈Rwith VM wake-up latency of
LC, then the time needed to complete a user request is
reasonably approximated or bounded as: Ciui +L
C. The
VM computing latency may depend on many factors,
such as hardware and software configuration of hyper-
visors and guest OSes, including the CPU schedulers
type and their configuration.
Similarly, NSPs are assumed to be able to place
the communication flow between each component i
and the next one by dedicating a network bandwidth
bi and ensuring a maximum communication latency
LN , in such a way that the time needed to transmit
a message among these components (assuming no
queuing of messages from the same application/flow
is needed) can be reasonably estimated/bounded as:
Mi
bi
+LN .
We assume that our brokering logic has available a
set of quotations (or equivalently a price list) from all
of these providers. More precisely, for each available
data center p ∈ P, we have available a few alternate
quotations Rp. Each quotation r ∈ Rp includes the
cost for deploying components at the CSP premises
that can be made available within conditions of quo-
tation r; this includes KCp,r, the cost of a computing
capacity unit up to a maximum computing capacity
UCp,r, and K
N
p,r, the cost of a networking capacity unit
up to a maximum networking capacity of UNp,r; the
quotation also includes a maximum VM access la-
tency of Lp,r. For example, the same CSP might pro-
vide two different quotations with different latencies,
depending on the type of hardware where the VM(s)
would be deployed, and/or the hypervisor and guest
OS kernel configuration(s) , and/or the level of con-
solidation of multiple VMs onto the same host pushed
by the provider in the context of that quotation; also,
the latency might depend on the network configu-
ration within the data center, so the CSP might be
willing to offer VMs at particularly chosen locations
within the DC, and/or using particular configurations
of, e.g., an SDN-enabled data center network, so as to
guarantee lower access latencies from the outside, at
a conveniently higher unit-cost; different quotations
may equally well represent different “sizes” of VMs
that can be seen in current CSPs IaaS offerings. Also,
for each NSP connecting two data centers or edge
routers p, q ∈ R , we have available a few alternate
quotations Rp,q. Each quotation r ∈ Rp,q is expressed
as a cost Kp,q,r for deploying, with latency Lp,q,r, a
unit of communication bandwidth between p and q,
up to a maximum available bandwidth of Bp,q,r.
In cases where, among two data centers p, q ∈ P ,
there are multiple NSPs connecting them, or there are
multiple paths traversing different NSPs for connect-
ing them, we assume that all the corresponding quo-
tations are combined together into a single list Rp,q
combining together the available multiple quotations
to traverse. For example, quotations from two NSPs
to be traversed for connecting two locations p, q ∈ P
can be combined as follows: for each pair of quo-
tations r1 from the first NSP and r2 from the sec-
ond NSP, we consider an equivalent quotation rr1,r2
in which the bandwidth-unit costs and the latencies of
r1 and r2 area added together, whilst the maximum
available bandwidth for the quotation is the minimum
among the two. After this operation of aggregating
quotations from different NSPs, we obtain equivalent
end-to-end quotations for all pairs of data center lo-
cations p, q ∈ P , thus in our formalization we can
forget about the existence of the intermediate edge
routers R \P among multiple NSPs carrying the traf-
fic among all CSPs.
Problem Formalization. Now we proceed to for-
malize the cloud brokering problem as an optimiza-
tion program. To this purpose, we introduce Boolean
variables xi, p,r representing whether the broker will
deploy component i onto data center location p ∈ P
making use of quotation r ∈ Rp, and the Booleans
yi, p,q,r representing whether or not traffic between
components si and si+1 in sequence S is to be de-
ployed between locations p, q ∈ P by using quotation
r ∈ Rp,q. These variables are tied to each other by the
constraints:
∑
p∈P
∑
r∈Rp
xi, p,r = 1 ∀si ∈ S (1)
∑
r∈Rp,q
yi, p,q,r =
(
∑
r1∈Rp
xsi , p,r1
)(
∑
r2∈Rq
xsi+1 ,q,r2
)
∀p, q ∈ P , ∀si ∈ S\{sn} (2)
where: the first constraint forces each component to
be placed onto a single cloud provider, exploiting one
among the available quotations; the second one says
that, if component si is deployed on p, and compo-
nent si+1 on q, then only one among the available
quotations for communications between p and q has
to be chosen; otherwise, yi, p,q,r must be 0 for each
r ∈ Rp,q. Also, the deployment and quotations choice
has to satisfy the overall end-to-end deadline D con-
straint:
∑
si∈S
(
Ci
ui
+ ∑
p∈P
∑
r∈Rp
LCp,rxi, p,r +
Mi
bi
+
∑
p,q∈P
∑
r∈Rp,q
LNp,q,ryi, p,q,r
)
≤ D (3)
and the allocation constraints
∑
si∈S
ui xi, p,r ≤ Up,r ∀p ∈ P , ∀r ∈ Rp (4)
∑
si∈S
bi yi,p,q,r ≤ Bp,q,r ∀p,q ∈ P∀r ∈ Rp,q (5)
where ui and bi are real problem variables. These
are further constrained due to the assumption that re-
quests submitted to the same application workflow at
the specified minimum inter-arrival time of T do not
queue after each other, namely:
ui ≥ CiT (6)
bi ≥ MiT . (7)
On the other hand, the broker will try to minimize
the cost for hosting the application:
min∑
si∈S
ui ∑
p∈P
∑
r∈Rp
Kp,r xi, p,r + (8)
∑
si∈S\{sn}
bi ∑
p,q∈P
∑
r∈Rp,q
Kp,q,ryi, p,q,r. (9)
The formalized problem falls in the class of mixed-
integer geometric programming optimization pro-
grams, for which there are solvers available, such
those found in the GAMS suite4.
4 IMPLEMENTATION
CONSIDERATIONS
Network Service Provider. In order to provide
end-to-end cloud services with precise QoS levels,
NSPs and CSPs must implement selected routing
paths and reserve appropriate resources. On the net-
working side, we distinguish between intra-domain
routing – if the end-to-end path is entirely within the
same Autonomous System (AS), and inter-domain
routing if the traffic is sent across multiple NSPs.
In intra-domain routing, users and DCs where
their applications are deployed are all interconnected
via the same NSP. In order to compose different net-
working offers, the NSP can adopt different strategies
to build the end-to-end path. For example, a best ef-
fort latency offer can be realized by adopting tradi-
tional IGP protocols (e.g., OSPF or IS-IS) to route
traffic between source and destination on the shortest
path. Of course, not always shortest path translates
into minimum latency. On the other hand, a premium
offer (or minimum latency offer) can be realized us-
ing Multi Protocol Label Switching (MPLS) with its
Traffic Engineering extensions (MPLS-TE). In partic-
ular, a Label Switched Path (LSP) is a one-way tun-
nel that can transport the traffic from origin to desti-
nation and that can satisfy multiple QoS parameters
(e.g., bandwidth, delay, jitter, availability, and loss).
The LSP routing path can either be configured auto-
matically (e.g., using Constrained Shortest Path First
– CSPF), or manually, e.g., as a result of more sophis-
ticated techniques (Cherubini et al., 2011).
In inter-domain routing, when users can reach
CSP’s DCs across different NSPs, optimal path calcu-
lation is inherently more complex. Each router should
have a global view of the network. Unfortunately,
NSPs “filter” important information needed for the
path establishment (e.g., for scalability or confiden-
tiality reasons). The Path Computation Element pre-
4More information is available at: http://www.gams.
com/solvers/.
sented in (Farrel et al., 2006), represents a possible so-
lution to provide an optimal inter-domain routing path
(in the form of MPLS-TE LSP) that meets desired
QoS requirements and can scale the end-to-end net-
work up to 100,000 MPLS devices (Leymann et al.,
2013).
Cloud Service Provider. The centralized design of
today’s data centers offers advantages in terms of fab-
ric homogeneity and control, in comparison to the
best-effort networks describedabove, which usually
include various legacy equipment, specialized boxes,
multiple protocols and are potentially operated by in-
dependent NSPs.
However, meeting the latency guarantees required
by demanding Cloud applications in the data cen-
ter fabric is still a significant challenge. The shared
nature of the network in multi-tenant data centers
leads to significant variations in the perceived perfor-
mance. The lack of predictability increases the ten-
ant costs and causes provider revenue loss. Moreover,
the Internet-oriented protocols and flow scheduling
mechanisms used in data centers are unaware of flow
deadlines and application traffic patterns. Instead,
they strive to optimize such low-level metrics as net-
work throughput and fairness, ignoring the actual per-
formance requirements associated to traffic flows.
Another reason that makes it difficult to deliver
precise QoS levels in data centers is that typical de-
signs focus on bisection bandwidth by overprovision-
ing the fabric. However, these are clearly not op-
timized for ultra-low latency applications with pre-
dictable delivery of packets. Moreover, overprovi-
sioning today’s data centers is prohibitively expen-
sive.
The most common strategy is to implement
QoS mechanisms by segregating traffic into differ-
ent classes to provide isolation and enable traffic en-
gineering. Typically, these mechanisms are imple-
mented in switches and network cards where traffic
is prioritized explicitly by marking packets or implic-
itly by using port ranges. In addition, the cloud ser-
vices are typically run at low utilization to meet strict
SLA demands, which decreases efficiency. However,
advanced research in the field proposes different alter-
natives such as removing the kernel and network stack
from the critical path of communication and load bal-
ancing requests across application instances (Kapoor
et al., 2012). In (Ballani et al., 2011) authors pro-
pose to create virtual network abstractions to allow
tenants to expose their network requirements. Pro-
posal in (Alizadeh et al., 2012) run the network with
near zero queueing and adaptively respond to conges-
tion marks using DCTCP (Alizadeh et al., 2010).
Also, deadline-based scheduling of packets has
been proposed as an alternative to TCP. In (Wilson
et al., 2011), a control protocol is proposed that uses
deadlines to achieve informed allocation of network
bandwidth. In (Andrews, 2000), EDF scheduling is
leveraged for providing probabilistic end-to-end guar-
antees to individual streams.
5 CONCLUSIONS AND FUTURE
WORK
In this paper, we addressed optimum brokering
of cloud and carrier services accounting for end-to-
end QoS requirements of cloud applications, and the
availability of multiple offerings by CSPs and NSPs
with different and heterogeneous quality levels corre-
sponding to different price conditions. The problem
has been mathematically modeled as a mixed-integer
geometric programming optimization program that
can be solved by available standard solvers. This
work constitutes a first step towards the realization
of evolved end-to-end cloud services offering to con-
sumers precise, stable and reliable QoS levels across
the heterogeneous, multi-provider “supply” chain that
is involved in the process.
Our planned and ongoing future work in the area
includes development of simplified versions of the
introduced problem, as well as fast heuristic solvers
for trading off accuracy of the solution versus solv-
ing time. Also, an implementation of the described
technique is under way and its effectiveness will soon
be evaluated by simulation, within our CloudNetSim
framework (Cucinotta and Santogidis, 2013), and by
real prototyping.
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