Abstract. Euler's sum formula and its multi-variable and weighted generalizations form a large class of the identities of multiple zeta values. In this paper we prove a family of identities involving Bernoulli numbers and apply them to obtain infinitely many weighted sum formulas for double zeta values and triple zeta values where the weight coefficients are given by symmetric polynomials.
Introduction
Multiple zeta functions are multiple variable generalizations of the Riemann zeta function. For fixed positive integer d and d-tuple of complex numbers s = (s 1 , . . . , s d ), the multiple zeta function is defined by
where s satisfies Re(s 1 + · · · + s j ) > j for all j = 1, . . . , d. The number d is called the depth (or length) and s 1 + · · · + s d the weight, denoted by |s|. Their convergent special values at positive integers are called multiple zeta values. These values can be traced back to a series of correspondences between Leonhard Euler and Christian Goldbach [6] . On the Christmas Eve of 1742, with different notation Goldbach wrote down some special cases of the following infinite sum on a letter to Euler:
where m and n are positive integer. Using our notation this is ζ(m, n) + ζ(m + n) where ζ(m, n) is a double zeta value (DZV for short). Later Euler discovered the following sum formula n−1 k=2 ζ(k, n − k) = ζ(n), n ≥ 3,
and decomposition formula 2ζ(n, 1) = nζ(n + 1) − n−2 i=1 ζ(n − i)ζ(i + 1), n ≥ 2.
There are many generalizations and variations of the sum formula in the literature. Ohno and Zudilin [8] proved a weighted form of Euler's sum formula w−1 k=2 2 k ζ(k, w − k) = (w + 1)ζ(w), w ≥ 3.
Later this was generalized by Guo and Xie [4] to arbitrary depths. During their study of DZVs and modular forms Gangl et al. [3] made the following discovery: For all n ≥ 2 we have
n−1 k=1 ζ(2k + 1, 2n − 2k − 1) = 1 4 ζ(2n).
Recently, Hoffman [5] extended Eq. (5) to arbitrary depths. Of course these can also be regarded as weighted sum formulas. Some more complicated identities in depth two can be found in [7] n−1 k=1 (4 k + 4 n−k )ζ(2k, 2n − 2k) = n + 4 3 + 4 n 6 ζ(2n),
n−2 k=2 (2k − 1)(2n − 2k − 1)ζ(2k, 2n − 2k) = 3 4 (n − 3)ζ(2n).
Nakamura's idea to prove Eq. (8) is to show the following identity of Bernoulli numbers:
where B j is a Bernoulli number with generating function
Eq. (9) quickly leads to 6 n−2 k=2 (2k − 1)(2n − 2k − 1)ζ(2k)ζ(2n − 2k) = (n − 3)(4n 2 − 1)ζ(2n) (10) by Euler's famous evaluation ζ(2n) = − B 2n 2(2n)! (2πi) 2n , and ζ(1 − 2n) = − B 2n 2n .
The identity in Eq. (9) relating Bernoulli numbers have been obtained by a few diverse methods. Rademacher [9, p. 121 ] derived it as a consequence of an identity among Eisenstein series of different weights. Shimura essential did the same in his book [11, (11.10) ]. Eie [1] proved it using the zeta function associated with some polynomials. We use his method in this paper to obtain infinitely many families of Bernoulli number identities similar to Eq. (9) in Section 2. These identities lead to infinitely many different weighted sum formulas for double and triple zeta values with symmetric polynomial coefficients. We will consider the case of double zeta values in Section 3 and the case of triple zeta values in Section 4. We end the paper with a conjecture for the general case.
Weighted sum of products of Bernoulli numbers
In this section we shall prove a sum formula for products B 2j B 2k for fixed j + k with some weight coefficients. This in turn will lead to a sum formula for products ζ(2j)ζ(2k) with weight coefficients given by arbitrary polynomials in j and k. First we define a zeta function that will be useful in both depth two and depth three cases:
The basic idea of Eie in [1, 2] is to compute the special value of this function when s is some appropriate negative integer using two different methods. By comparing the two expressions one can derive an identity of Bernoulli numbers which yields the desired identity of multiple zeta values. First we want to find a useful expression of Z 2 (s; r 1 , r 2 ). We have
where f k (s; r 1 , r 2 ) = ζ(s + k − r 1 − r 2 − 1). To simplify this further we need the following combinatorial lemmas.
Lemma 2.1. Let k, r 1 , and r 2 be nonnegative integers. Then
Proof. We have
Comparing the coefficients we obtain the lemma immediately.
Lemma 2.2. Let r 1 and r 2 be two nonnegative integers. Then
Proof. Define
Thus using the beta function B(a, b) = 1 0
Given any function f (x, y) we define 
where
Proof. By Eq. (12) we get
By Lemma 2.1 and Lemma 2.2 we have
Observe that (−1) k β k = β k unless k = 1, and this term occurs if and only if r 2 = 0. Further
So by combining the last two parts of the above equation, we can get the result of the proposition.
In order to find the weighted sum formulas for DZVs we first consider the corresponding result for Bernoulli numbers.
Theorem 2.4. For all nonnegative integers r 1 , r 2 and n ≥ r 1 + r 2 + 2 we have
Proof. Let s = r 1 + r 2 + 2 − 2n. By Proposition 2.3 we have
On the other hand Eie [1, 2] showed that functions like Z r (s) have analytic continuations over the whole complex plane and further they are defined at negative integers. In fact our expressions in (13) shows clearly that this can be done using the Riemann zeta function. More importantly, Eie showed that these special values at negative integers can also be computed using some integrals over clearly specified simplices. In our situation Eie's theory implies that
where for positive integers a j (j = 1, . . . , m)
For the integral we may use substitution y = −xt to get
Applying the operator J we get
By comparing this with Eq. (14) we have 2n−r 2 −1
The theorem follows immediately.
Corollary 2.5. For all nonnegative integers r 1 , r 2 and n ≥ r 1 + r 2 + 2 we have
Proof. By breaking the left sum in Theorem 2.4 as 2n−r 2 −1
we see easily that
Notice that in the last summation if r 1 is odd and k = (r 1 + 1)/2 then the corresponding term happens to be zero. Thus we can improve the lower limit of k from ⌈(r 1 + 1)/2⌉ to ⌈r 1 /2⌉ + 1. This finishes the proof of the corollary.
By Eq. (11) and Corollary 2.5, we can get the following Corollary Corollary 2.6. For all nonnegative integers r 1 , r 2 and n ≥ r 1 + r 2 + 2 we have
In the literature there are many different types of sum formulas for DZV. The following statement is a kind of weighted sum formula for a product of two Riemann zeta values with the weight coefficients given by arbitrary polynomials. To derive sum formulas for DZV one has to symmetrize the coefficient which will be done in the next section.
where K f,k (x) is a polynomial in x depending only on F and k whose degree is at most d + 1.
Proof. It is well-known that for any nonnegative integers m ≥ r the Stirling numbers of the second kind S(m, r) are all rational numbers which can be defined by
Thus for any nonnegative integers r 1 and r 2 we have
The theorem now follows from Corollary 2.6.
Example 2.8. We can obtain the following weighted sum formulas applying Corollary 2.6:
Weighted sum formulas for double zeta values
In this section we apply results from the last section to give weighted sum formula for DZVs ζ(2j, 2k) for fixed j + k when the weight factors are arbitrary symmetric polynomials in j and k. First, by setting r 1 = r 2 in Corollary 2.5 we obtain immediately Proposition 3.1. For all nonnegative integers r and n ≥ 2r + 2 we have Taking r = 3 in Proposition 3.1 we get
By Eq. (11) and Proposition 3.1, we obtain Corollary 3.3. For all nonnegative integers r and n ≥ 2r + 2 we have
Example 3.4. When r = 0 we get [7, (2.4) ] . When r = 1 we recover the formula in Eq. (10). When r = 2 we find j,k≥3,j+k=n
When r = 3 we get j,k≥4,j+k=n
When r = 4 we have
To prepare for the next theorem concerning DZVs we need the following combinatorial statement.
Lemma 3.5. Let r be a nonnegative integer and let n be an integer variable such that n ≥ 2r + 1. Then as a polynomial in n ϕ r (n) = 2n
has degree less than or equal to r.
Proof. First we prove that for all integer m > 2r
Let S be a set of m + 1 distinct points on a horizonal line. It is not hard to see there is a one to one correspondence between the following two operations: (i) choose 2r + 1 points from S whose middle point is denoted by P ; (ii) choose a point P ∈ S and then choose r points from the k points to the left of P and r points to the right of P . The two sides of (23) clearly give the number of choices in (i) and (ii), respectively. Second, we see that for all m > 2r, under the substitution k → m − k, we have
Therefore f (m, r) = 0 for m odd. We now prove that if m = 2n is even then
by induction on m + r. Clearly f (m, 0) = 1. Now for all r > 0 we have
Therefore by definition
since the middle two sums are the same by the substitution k → m − k. It is easy to see that
Therefore by induction we get
Noticing f (2n − 2 − j, r − 1) = 0 for odd j we get by induction
Combining (23) and (24) we see that
This yields the lemma quickly.
Theorem 3.6. For all positive integers r and n ≥ 2r + 2 we have
depend only on r and k and have degrees less than or equal to r. More precisely, c r,
where ϕ r (n) is defined in Lemma 3.5 and for all k > ⌈r/2⌉
Proof. We have the stuffle relation
Hence the theorem easily follows from Corollary 3.3 together with Lemma 3.5.
Example 3.7. For all n ≥ 4 we have
For all n ≥ 6
For all n ≥ 8
− 3360(n − 4)(2n − 9)(2n 2 − 25n + 81)ζ(8)ζ(2n − 8).
Another corollary is a result used by Shen and Cai [10, Lemma 5] which they derived by some complicated method using Bernoulli numbers. We can now prove this result rather quickly. 
Proof. Let S be the left hand side of Eq. (28). By expanding (2k −1)(2n−2k −1) in Eq. (8) we see that
By Eq. (5) we have
which yields the corollary at once.
Similarly we can replace the factor k(n − k) in Corollary 3.8 by k r (n − k) r for any positive integer r. We can even generalize the factor to an arbitrary symmetric function of two variables evaluated at k and n − k.
Lemma 3.9. Let n and r be two nonnegative integers such that n ≥ r + 1. Then
where C r,k (x) ∈ Q[x] depend only on r and k and have degrees less or equal to r.
Proof. Let
Define the following recursive sequence of polynomials:
It is not hard to see that
where a d,d (n) = 1 and all the coefficients a d,j (n) are polynomials in n with integer coefficients of degree d − j. Now we claim that for all d ≥ 1 and x + y = 2n we have 
for all even numbers J = 2j and K = 2k with J + K = 2n. Therefore
By an easy induction on r and the fact that deg n a r,j (n) = r − j the lemma now follows from Theorem 3.6. Notice in particular that the difference in the summation range does not bring in any polynomial coefficients of degree less than or equal to r. This completes the proof of the lemma.
Example 3.10. We have for all n ≥ 2
To show Eq. (32) we suppose j + k = n. It is easy to see that
So Eq. (32) follows from Eqs. (5), (25), and (28) immediately. The other formulas can be proved similarly.
. Then for every positive integer n ≥ 2 we have
depends only on k and F and has degrees less than or equal to d.
Proof. It is a well-known fact that any symmetric polynomial F (x, y) ∈ Q[x, y] of degree r is a linear combination of symmetric binomials
. . , r. Let σ 1 = x + y, σ 2 = xy and a = r − d. By induction on the difference d − a it is easy to show that
for some c j ∈ Z. Hence the theorem follows from Lemma 3.9 immediately.
Weighted sum formulas for triple zeta values
In this section we will derive weighted sum formula for triple zeta values ζ(2i, 2j, 2k) for fixed i + j + k when the weight factors are arbitrary symmetric polynomials in i, j and k. Similar to the double zeta case we will first consider weighted sum formula for triple products of Bernoulli numbers which leads to weighted sum formula for triple products of Riemann zeta values. Then we may apply the stuffle relations to derive the desired weighted sum formula for triple zeta values.
We begin with the following triple sum:
By the substitution m → m − m 1 − m 2 we see easily that 
By Proposition 2.3, the first sigma sum of the above equation equals
For the first part of the above equation, breaking away the term for k = 0 we get
For the second part of the equation,
For the third part of the equation, (−1)
(−1)
Setting s = r 1 + r 2 + 3 − 2n in the above equations and using Proposition 2.3 and Eq. (11), from Eq. (35) we can get
On the other hand, we can compute the value of Z 3 (s; r 1 , r 2 , r 3 ) using some integrals:
For the integral in J 1 we use substitution x 3 = −(x 1 + x 2 )t 1 , and (16) to get
Combining the above equations by setting r 3 = 0, s = r 1 + r 2 + 3 − 2n we find
By comparing this with Eq. (39) we obtain
By Proposition 2.3 we have
Using Theorem 2.4 and (40) we can obtain the next result.
Theorem 4.1. For any nonnegative integers r 1 and r 2 and positive integer n ≥ r 1 + r 2 = 2 we have
Proof. We only need to show that all the terms with j = r 1 + r 2 + 2 cancel out. Indeed, for such a term to be nonzero both k and r 1 + r 2 must be even. Hence the the sign (−1) r 2 in the penultimate sum and the sign (−1) r 1 +k in the last sum are the same. Moreover
when j = r 1 + r 2 + 2. Therefore all these terms cancel out.
. For small r 1 and r 2 we may use Theorem 4.1 for n ≥ r 1 + r 2 + 2 and direct computation for small n to verify the following identities which are valid for all n ≥ 2:
For all n ≥ 3 we have 
where K F,k (x) is a polynomial in x depending only on F and k which can be explicitly given using Theorem 4.1.
Proof. We can apply Euler's identity in Eq. (11) 
we have 
where C F,k (x) is a polynomial in x depending only on F and k with deg C F,k (x) ≤ d + 2 for all k ≥ 0.
Proof. Let S 3 be the permutation group of {1, 2, 3}. For any function f (x 1 , x 2 , x 3 ) of three variables we set Sym
f (x σ(1) , x σ(2) , x σ(3) ).
If i + j + k = n then by the stuffle relation we have 
(ij + jk + ki) ζ(2i, 2j, 2k) = 5n 64 ζ(2n) + 4n − 9 16 ζ(2)ζ(2n − 2),
(i 2 + j 2 + k 2 ) ζ(2i, 2j, 2k) = 5n(4n − 1) 32 ζ(2n) − 2n 2 + 4n − 9 8 ζ(2)ζ(2n − 2), We remark that Eq. (45) is a result of Shen and Cai [10] . We now prove Eq. (46). The others can be proved using the same idea. Similarly, by using Eq. (51) and the symmetric function Sym i,j,k i 2 j = e 1 (i, j, k)e 2 (i, j, k) − 3e 3 (i, j, k), we see that to show Eqs. (48) and (49) we need the following:
