In the context of a strongly local Dirichlet space we show that if a function mapping the real line to itself (and fixing the origin) operates by composition on the left to map the Dirichlet space into itself, then the function is necessarily locally Lipschitz continuous. If, in addition, the Dirichlet space contains unbounded elements, then the function must be globally Lipschitz continuous. The proofs rely on a co-area formula for condenser potentials.
Introduction
Let (E, D) be a strongly local regular Dirichlet form as in [13] . Specifically, let E be a locally compact second countable metric space, and m a Radon measure on E with full support. The domain D of the Dirichlet form E is a vector space contained and dense in Associated with the Dirichlet form (E, D) is a symmetric Markov process X = (Ω, F, F t , θ t , X t , P x ), with symmetry measure m. The process X is a Hunt process; in particular, the transition semigroup of X, defined by (1.5) P t f (x) := P x [f (X t )], t≥ 0, maps bB(E) (the class of bounded real-valued B(E)-measurable functions on E) into itself.
Here B(E) denotes the class of Borel subsets of E and P x [Z] denotes the expectation of the random variable Z with respect to the measure P x . As noted already, the semigroup (P t ) is m-symmetric:
(1.6) (f, P t g) m = (P t f, g) m , f,g ∈ pB(E).
Because (E, D) is strongly local, X is a diffusion in the sense that (1.7)(i) The P m -completion (F t ) t≥0 of the natural filtration σ{X s ; 0 ≤ s ≤ t}, t ≥ 0, is quasi-left-continuous and the lifetime of X, denoted ζ, is an (F t ) predictable stopping time;
(1.7)(ii) t → X t is continuous on [0, ζ [, P m -a.s.
[Here
. Also, ζ, the lifetime of X, is the time at which X retires to the cemetery state ∆, which has been adjoined to E (as the point at infinity if E is not compact) to allow for the possible mass defect P t 1 E (x) < 1. By convention any function (resp. measure) defined on E (resp. E) is extended to the cemetery state ∆ by declaring its value at ∆ (resp. {∆}) to be 0.] Consequently, every (F t )-stopping time is P m -predictable, and every (F t )-martingale has continuous paths (P m -a.s.). See [21; §47] .
As general references on Markov processes, the reader can consult [3] and [21] .
Let us now recall more about the specifics of the association between (E, D) and X.
Because of (1.6), (P t ) restricted to bB(E)∩L 2 (m) extends uniquely to a strongly continuous contraction semigroup of self-adjoint operators in L 2 (m). The Dirichlet form E is given by the formula
and its domain is specified by
We shall often write E(u) instead of E(u, u).
(1.10) Remark. In the discussion at hand, there is nothing to be gained by working in the more general context of quasi-regular Dirichlet forms, as developed in [16] . Indeed, the main result of [7] asserts that every quasi-regular Dirichlet form is quasi-homeomorphic to a regular Dirichlet form, and it is a simple matter to check that our hypotheses and our conclusions are preserved by quasi-homeomorphisms.
The hitting time inf{t > 0; X t ∈ B} of B ∈ B(E) is denoted by T B ; the exit time from 
The measure µ u has finite total mass; indeed,
Given two elements u and v of D, the quadratic covariation
and (1.14)
We close this section with a result that will be useful in some of the constructions of the next section. 
Proof. Let ξ denote the image of (1/2)µ u under the mapping x →ũ(x). This is a finite measure on the Borel subsets of R. Moreover, ξ is absolutely continuous with respect to Lebesgue measure on R by [4; Theorem I.7.1.1]. Thus the derivative F ∈ L 1 loc (R) is uniquely determined up to ξ-null sets, and the hypothesis
Evidently, F n is globally Lipschitz continuous, so that F n • u ∈ D by the fundamental contraction property of Dirichlet spaces. Moreover, because F n ∈ C 1 (R) we can apply
It follows from (1.18) and the choice of {ϕ n } that the sequence
Also,
from which it follows that lim n F n (t) = F (t) for each t ∈ R. In particular, 
This proves (1.16).
Theorem and Proof
This section is devoted to the proof of the following theorem, our main result. By essentially
, in which case it is easy to see that every locally Lipschitz function operates on D. A Borel set D ⊂ E is said to be an exit set
then K is locally Lipschitz continuous, in the sense that for each N ∈ N there exists 
Equivalently, K is absolutely continuous, and the a.e. defined derivative
Equivalently, K is absolutely continuous and the a.e. defined derivative K is an element The condenser potential
is an excessive function of X killed at time T B ; consequently p is quasi-continuous. Notice that p(x) = 1 for q.e. x ∈ A and p(x) = 0 for q.e. x ∈ B. If the convex set U = U A,B := {u ∈ D ;ũ = 1 q.e. on A,ũ = 0 q.e. on B} is nonempty, then
[Unless the process X killed at T B c is transient, there may be other elements of U at which the above minimum is attained.] Evidently, U is non-empty if and only if p ∈ D. See [8] and [20; §2] for more details on these matters.
If p = p A,B ∈ D, then there is a finite signed smooth measure ν = ν A,B such that
Indeed, the Hahn-Jordan decomposition ν 
The following instance of the Bouleau-Hirsch "energy image density" theorem [4;
Theorem I.7.1.1] is our main tool. This formula was suggested by a calculation in [14] . In the context of Brownian motion, a different proof can be fashioned out of the co-area and divergence formulas, as was shown to the author by Bruce Driver. 
Proof. It suffices to prove (2.10) when g is continuous and real-valued. Define G(y) := y 0 g(t) dt. Then G • p ∈ D and, by (2.7) and (2.8),
g(t) dt · C(A, B).
On the other hand, by the polarized form of (1.16),
The proof of Theorem (2.1) will be accomplished through a series of lemmas. In the remainder of this section we suppose that K : R → R is a Borel function with K(0) = 0, and that (2.2) holds.
(2.11) Lemma. K is continuous.
Proof. Arguing by contradiction, let us suppose that K is not continuous. We may assume that lim inf s↑1 K(s) < K(1); all other cases can be reduced to this case by suitable linear transformations of K. Thus, κ := lim inf t↑1 K(t) < K (1) , so that there is a strictly increasing sequence {t n } of real numbers with t 0 = 0 and lim n t n = 1, such that lim n K(t n ) = κ.
We can (and do) assume that n √ t n − t n−1 < ∞. (This can always be arranged by passing to a subsequence; let n(k) be the smallest positive integer n such that
.) Define a second increasing sequence of positive numbers {β n } by their differences: β 0 := 0 and
where the constant C is chosen so that lim n β n = 1. Now let w be a non-negative element 
In view of (2.7) and the subsequent discussion, E(p j , p k ) = 0 if j = k. Therefore, writing
In addition, because u n vanishes q.e. outside B 1 and 0 ≤ u n ≤ 1, we have u n 
, and let τ denote the hitting time of {w > 1}. Observe that
This implies that (2.13)
Recall that w and α were chosen so that P * [τ < ζ] > 0, and clearly P * [τ = 0] = 0. Let ω ∈ {X 0 ≤ α} be a sample point such that t → X t (ω) is continuous and (2.12) holds 
we therefore have ess inf
In view of (2.12) (which, in particular, guarantees the existence of ess lim t↑τ K(u(X t )) ), this last display implies that 
By a result of Nakao [19; §3] , (2.17) yields
for any bounded v ∈ D. In particular, by (2.10),
On the other hand,
where we have used (1.14) and (2.10) for the equality. Thus 
Proof. Arguing as at the end of the proof of (2.14), it is enough to show that
For this we need only to show 
where γ := Proof. It suffices to show that K ∈ L ∞ [0, ∞[, and for this it is enough to show that
element of D such that {ṽ = 0} is an exit set; substituting |v| for v if necessary, we can and do assume that v ≥ 0. For n ∈ N define quasi closed sets A n := {ṽ ≥ 2n + 1} and B n := {ṽ ≤ 2n}, and let p n be the associated condenser potential p A n ,B n . Because v is essentially unbounded, the condenser capacities
are strictly positive and finite. Notice that
we have n C −1 n = ∞. Next observe that 
as desired.
