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Abstract
Let G be a group. A function G → G of the form x 7→ xαg for a fixed automor-
phism α of G and a fixed g ∈ G is called an affine map of G. In this paper, we study
finite groups G with an affine map of large order. More precisely, we show that if G
admits an affine map of order larger than 12 |G|, then G is solvable of derived length
at most 3. We also show that more generally, for each ρ ∈ (0, 1], if G admits an
affine map of order at least ρ|G|, then the largest solvable normal subgroup of G has
derived length at most 4⌊log2(ρ
−1)⌋+ 3.
1 Introduction
By classical ideas dating back to the beginning of modern abstract group theory, we
have the following two important (right) group actions on each group G:
(1) the regular action of G on itself, defined via gh := g · h for g, h ∈ G, which
allows us to view G as a (regular) permutation group;
(2) the natural action of the automorphism group Aut(G) on G, defined via gα :=
α(g) (function evaluation) for g ∈ G and α ∈ Aut(G), allowing us to study the
element structure of G “up to abstract equivalence”.
These actions can be combined into just one faithful action of the external semidirect
product Aut(G) ⋉ G, via x(α,g) := xαg for x, g ∈ G and α ∈ Aut(G). The image of
this action, a permutation group on G, is called the holomorph of G and denoted by
Hol(G), see [17, p. 37]. In this paper, we call the elements of Hol(G) the affine maps
of G.
Affine maps of groups arise naturally in various contexts. For example, the finite
primitive permutation groups are classified in the celebrated O’Nan-Scott theorem,
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[13, Theorem in Section 2], and several infinite families of them (more precisely, the
classes HA, HS and HC described in [16, Section 3]) can be viewed as subgroups
of holomorphs. Affine maps also arise in applied contexts. For instance, linear
congruential pseudorandom number generators (see [15, beginning of Section 7.3])
are based on the iteration of affine maps of finite cyclic groups.
This paper, while being a theoretical contribution to the study of affine maps
of general finite groups, is loosely motivated by the above mentioned application of
affine maps in pseudorandom number generation. Indeed, a necessary (though not
sufficient) condition for an affine map A of a finite group G to be useful for the
construction of a “good” pseudorandom number generator is that for at least one
g ∈ G, the iteration orbit of g under A, i.e., the set {g(A
n) | n ∈ Z} of elements of G
obtainable from g by iterated application of A, is “large” (in fact, Niederreiter in [15,
Section 7.2, p. 164] mentions the stronger condition that the smallest iteration orbit
length of A should be large). For the purposes of this paper, we assume that “large”
here means “at least ρ|G|” for a suitable, given ρ ∈ (0, 1] (such as ρ = 12 ). In this
regard, a notable earlier result on general groups is [11, Theorem 6.2], from a 1975
paper by Jonah and Schreiber, which provides a classification of the (not necessarily
finite) groups G with an affine map A such that G as a whole is an iteration orbit of
A.
In view of this, it is natural to ask what can be said about a finite group G that
achieves an affine map A such that the order of A (the least common multiple of
the cycle lengths of A on G) is at least ρ|G|. By an earlier result of the author, [4,
Theorem 1.1.3(2)], we know that the index |G : Rad(G)| of the solvable radical of G
(the largest solvable normal subgroup of G) is at most ρ−5.91 (and only at most ρ−1.78
if A is an automorphism of G, see [4, Theorem 1.1.1(3)]), so G is “almost solvable”.
This provides a partial theoretical justification for why mostly abelian groups are
studied in the context of pseudorandom number generation, but it still leaves open
the question how complex Rad(G) itself can be – for example, can it be of arbitrarily
large derived length? The following main result of this paper answers this question
in the negative:
Theorem 1.1. Let G be a finite group, and let ρ ∈ (0, 1].
(1) If G admits an affine map of order larger than 12 |G|, then G is solvable of derived
length at most 3.
(2) If G admits an affine map of order at least ρ|G|, then the derived length of
Rad(G) is at most 4 · ⌊log2(ρ
−1)⌋+ 3.
In addition to [4, Theorem 1.1.3(2)], this provides further justfication for why
abelian groups are natural candidates to achieve affine maps with large cycles.
2 Preliminaries
2.1 Main proof idea and overview of this paper
Note that if maffo(G) denotes the largest order of an affine map of the finite group
G, then both statements of Theorem 1.1 provide structural restrictions on G under
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suitable lower bounds on maffo(G). In order to prove Theorem 1.1, we will actually
prove something stronger: We will replace maffo(G) by a certain other, technical
parameter, denoted by F(G) and introduced in Notation 2.3.1(2) below. This function
was already used in the author’s earlier paper [4], see [4, Definition 5.2.3 and the
paragraph thereafter]. In contrast to maffo, F has the nice property that F(G) ≤
F(N) · F(G/N) whenever N is a characteristic subgroup of G, see [4, Lemma 5.2.4]
and also Lemma 2.3.2(3) below. This allows us to use structural reduction arguments
when considering lower bounds on F(G) of the form ρ|G| for a constant ρ ∈ (0, 1].
Apart from the definition of F, Subsection 2.3 contains a few basic and known
results on F and on affine maps that will be used frequently in this paper. In Sub-
section 2.4, we collect a few more known results (not related to F) that will be used
in the proof of Theorem 1.1.
Section 3 is concerned with the proof of Theorem 1.1(2). This proof does not
require the classification of finite simple groups and mainly consists of the verification
of a statement that resembles Theorem 1.1(1) but is not strong enough to imply it;
this statement is formulated as Proposition 3.1. In Section 4, we will strengthen
Proposition 3.1 and thereby prove Theorem 1.1(1) by considering the F-values of
finite nonabelian characteristically simple groups, making use of the classification of
finite simple groups. Finally, in Section 5, we discuss some related open problems
and questions for further research.
2.2 Notation and terminology
We denote by N the set of natural numbers (including 0), and by N+ the set of
positive integers. The restriction of a function f to a set M is denoted by f|M . For
the value of a function f at an argument x, we will use the notations f(x) and xf
interchangeably, but we prefer the latter if f is an element of a semigroup of functions
acting naturally on a set containing x; this is because we assume all semigroup actions
to be on the right. If n is a positive integer and p is a prime, we denote by np the
largest power of p dividing n (which may be equal to 1) and set np′ :=
n
np
.
For a finite group G, we denote by Exp(G) the group exponent of G, by ζG the
center of G and by Φ(G) the Frattini subgroup of G. Moreover, for n ∈ N, the
notation G(n) denotes the n-th derived subgroup of G (if n is small, we may also
use iterated primes, such as G′ instead of G(1), G′′ instead of G(2), and so on). For
an element g ∈ G, the notation ord(g) denotes the element order of g in G, and
conjG(g) denotes the inner automorphism (conjugation) by g on G. Finally, if α is
an automorphism of G and g ∈ G, then Aα,g denotes the affine map x 7→ x
αg of G.
If A is a (multiplicative) group or K-algebra for some field K and α ∈ A, we denote
by CA(α) := {β ∈ A | αβ = βα} the centralizer of α in A.
The algebraic closure of a field K is denoted by K, and the multiplicative group
of units of a ring R by R∗. For a prime power q, the notation Fq stands for the
finite field with q elements. If P (X) ∈ R[X] is a univariate polynomial over the
ring R, then degP (X) denotes the degree of P (X). If R is a ring and M1,M2 are
R-modules, then HomR(M1,M2) denotes the set of R-module homomorphimsM1 →
M2, and EndR(M) := HomR(M,M) if M is an R-module. If R is commutative, then
3
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EndR(M) is an R-algebra, with EndR(M)
∗ = AutR(M), the group of R-module
automorphisms of M .
2.3 The functions F and f, and the notion of a shift
We now introduce the function F mentioned in Subsection 2.1.
Notation 2.3.1. Let G be a finite group.
(1) For an automorphism α of G, we set F(α) := lcmx∈G ord(Aα,x) and f(α) :=
1
|G|F(α).
(2) We set F(G) := maxα∈Aut(G) F(α) and f(G) :=
1
|G|F(G) = maxα∈Aut(G) f(α).
The following lemma lists some important known properties of f and F:
Lemma 2.3.2. Let G be a finite group. Then the following hold:
(1) f(G) ≤ 1. In particular, the maximum element order in Hol(G) cannot exceed
|G|.
(2) Let α ∈ Aut(G), and let N be an α-invariant normal subgroup of G. Denote
by α˜ the automorphism of G/N induced by α. Then F(α˜) | F(α) ≤ F(α˜) ·
F((α|N )
F(α˜)).
(3) Let N be a characteristic subgroup of G. Then f(G) ≤ f(N) · f(G/N) ≤
min{f(N), f(G/N)}.
Proof. For statement (1), see [4, Theorem 5.2.3]. Statement (2) follows by inspecting
[4, proof of Lemma 5.2.4]. Finally, the first inequality in statement (3) follows from
statement (2) and is also the statement of [4, Lemma 5.2.4], whereas the second
inequality in statement (3) follows from statement (1).
The following notions are also crucial for the study of affine maps:
Definition 2.3.3. Let G be a finite group, and let α ∈ Aut(G).
(1) For x ∈ G, the element x(α
ord(α)−1)x(α
ord(α)−2) · · · x(α
2)xαx ∈ G is called the
α-shift of x.
(2) The function G → G mapping x ∈ G to the α-shift of x is called the shift
function of α and denoted by σα.
Some useful properties of shifts were discussed in [4, Subsection 3.1], and we list
those that we will need in this paper in the following lemma:
Lemma 2.3.4. Let G be a finite group, and let α ∈ Aut(G).
(1) For each x ∈ G, the order of Aα,x is ord(α) · ord(σα(x)).
(2) For each x ∈ G, we have σα(x)
α = σα(x)
(x−1). In particular, if G is abelian,
then σα is a group homomorphism G→ fix(α) := {x ∈ G | x
α = x}.
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(3) Assume that G is centerless and that α = conjG(r) is an inner automorphism
of G. Then ord(Aα,x) = lcm(ord(r), ord(xr)). In particular, F(α) = Exp(G).
Proof. Statement (1) follows from a power computation in Hol(G), see [4, paragraph
after Lemma 3.1.3], where affine maps were defined via left actions. For statement
(2), see [4, Lemma 3.1.3(1)], and for statement (3), see [4, Lemma 3.1.6(1)].
2.4 A few more basic results
The following simple lemma is useful when studying automorphisms of finite groups
with a proper nontrivial characteristic subgroup N , especially when some nontrivial
information is available on the restriction α|N or the automorphism of G/N induced
by α:
Lemma 2.4.1. Let G be a finite group, let α be an automorphism of G and let N be
an α-invariant normal subgroup of G. Denote by γ : G → Aut(N) the conjugation
action of G on N . Then for all g ∈ G, we have (gγ)α|N = (gα)γ .
Proof. Let n ∈ N . Then
n((g
γ)
α|N ) = n(α|N )
−1gα|N = (n(α
−1))gα|N = (g−1n(α
−1)g)α|N = (gα)−1ngα
= n(g
α) = n((g
α)γ ).
Recall the Frobenius normal form (or rational canonical form) of vector space
endomorphisms (see e.g. [1, Theorem 4.17, p. 238]): If K is a field, V is a finite-
dimensional K-vector space and ϕ ∈ EndK(V ), then ϕ is AutK(V )-conjugate to a
block diagonal matrix whose blocks each are of the form Comp(P (X)) where P (X) =
Xd + ad−1X
d−1 + · · · + a1X + a0 is a monic univariate polynomial over K and
Comp(P (X)), the so-called companion matrix of P (X), is of the form


0 0 · · · 0 −a0
1 0 · · · 0 −a1
0 1 · · · 0 −a2
...
... · · ·
...
...
0 0 · · · 1 −an−1


.
Equivalently, Comp(P (X)) is the matrix representation of the K-endomorphism
R(X) + (P (X)) 7→ XR(X) + (P (X))
of K[X]/(P (X)). Therefore, the Chinese remainder theorem implies that if P (X) =
Q1(X)
e1 · · ·Qr(X)
er is the essentially unique factorization of P (X) into pairwise
coprime powers of monic irreducible polynomials, then Comp(P (X)) is similar to
a block diagonal matrix whose blocks are Comp(Qi(X)
ei) for i = 1, . . . , s. This
shows that in fact, each K-endomorphism ϕ of V has a block diagonal form each of
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whose blocks is the companion matrix of a power of an irreducible monic polynomial
from K[X]. This normal form of ϕ, which is unique up to reordering the blocks, is
called the primary rational canonical form of ϕ, and its diagonal blocks are called
the primary Frobenius blocks of ϕ.
One of the many applications of (primary) rational canonical forms is the deter-
mination of matrix centralizers:
Lemma 2.4.2. Let K be a field, let V be a finite-dimensional K-vector space, let
ϕ ∈ EndK(V ) with primary Frobenius blocks Comp(Pi(X)
ei) for i = 1, . . . , s, cor-
responding to a direct decomposition V = U1 ⊕ U2 ⊕ · · · ⊕ Us. Let X be a variable,
and view V and each Ui as a K[X]-module by defining X · v := v
ϕ for v ∈ V . Let
ψ ∈ EndK(V ). The following are equivalent:
(1) ψ ∈ CEndK(V )(ϕ).
(2) There is an (s×s)-matrix (πi,j)i,j=1,...,s such that for all i, j ∈ {1, . . . , s}, we have
πi,j ∈ HomK[X](Uj , Ui), and such that for each v ∈ V , writing v = u1+ · · ·+us
with ui ∈ Ui for i = 1, . . . , s, we have v
ψ =
∑s
i,j=1 πi,j(uj).
In particular, if the polynomials Pi(X) for i = 1, . . . , s are pairwise distinct, then
CAutK(V )(ϕ) = CAutK(U1)(ϕ|U1)× · · · × CAutK(Us)(ϕ|Us)
= AutK[X](U1)× · · · ×AutK[X](Us)
∼= (K[X]/(P1(X)
e1))∗ × · · · × (K[X]/(Ps(X)
es))∗.
Proof. The main statement is a special case of [1, Proposition 3.3.15], noting that
CEndK(W )(ϕ) = EndK[X](W ) for W ∈ {V,U1, . . . , Us} under the specified K[X]-
module structures. For the “In particular”, note that by [1, Lemma 5.5.2], if the
Pi(X) are pairwise distinct, then HomK[X](Uj , Ui) = {0} for i 6= j, whence
CEndK(V )(ϕ) = CEndK(U1)(ϕ|U1)× · · · × CEndK(Us)(ϕ|Us),
and an element of the right-hand side is an automorphism ofK if and only if each of its
restrictions to one of the subspaces Ui is an automorphism of that subspace. Finally,
that AutK[X](Ui) is isomorphic to (K[X]/(Pi(X)
ei))∗ follows from [1, Lemma 5.5.2]
and the K[X]-module isomorphism Ui ∼= K[X]/(Pi(X)
ei) noted in the text passage
after the proof of Lemma 2.4.1 above.
The order of an invertible matrix M over a finite field can also be read off from
its primary rational canonical form:
Proposition 2.4.3. Let K be a finite field of characteristic p.
(1) Let P (X) ∈ K[X] be monic and irreducible such that P (0) 6= 0, and let k ∈ N+.
Let α ∈ K be any root of P (X), and denote by ord(α) the order of α in K
∗
.
Then ord(Comp(P (X)e)) = ord(α) · p⌈logp(e)⌉.
(2) If M is an invertible square matrix over K and Comp(Pi(X)
ei) for i = 1, . . . , s
are the primary Frobenius blocks of M , then Pi(0) 6= 0 for all i = 1, . . . , s and
ord(M) = lcm{ord(Comp(Pi(X)
ei)) | i = 1, . . . , s}.
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Proof. This follows from [12, Theorem 3.8] and [8, Theorems 4 and 5].
We conclude this subsection with the following classification of automorphisms α
of finite elementary abelian groups G such that ord(α) > 12 |G|:
Proposition 2.4.4. Let p be a prime, let G be a finite elementary abelian p-group
of order pn, and let α ∈ Aut(G). The following are equivalent:
(1) ord(α) > 12 |G|.
(2) One of the following holds:
• p > 2, and α is a Singer cycle on G, i.e., the primary rational canonical
form of α has a single block, of the form Comp(P (X)) where P (X) ∈ Fp[X]
is a monic primitive irreducible polynomial of degree n (i.e., its roots in Fp
are generators of the cyclic group F∗pn). In this case, ord(α) = p
n − 1.
• p > 2, n = 2, and the primary rational canonical form of α has a single
block, of the form Comp((X − a)2) where a ∈ F∗p is of order p− 1. In this
case, ord(α) = p(p− 1).
• p = 2, and the blocks of the primary rational canonical form of α are
Singer cycles in pairwise coprime dimensions d1, d2, . . . , ds > 1 such that∏s
i=1 (1−
1
2di
) > 12 . In this case, ord(α) =
∏s
i=1 (2
di − 1).
Proof. This follows from the known classification of the pairs (H,α) where H is a
finite group and α is an automorphism of H with ord(α) > 12 |H|. Note that each
such group H is abelian by [4, Theorem 1.1.1(1)], and thus by [9, Corollary 1], these
are just the pairs (H,α) where α has a cycle of length greater than 12 |H|, for the
classification of which see [3, Corollary 1.1.8].
3 Proof of Theorem 1.1(2)
The meat of the proof of Theorem 1.1(2) lies in proving the following proposition:
Proposition 3.1. Let G be a finite solvable group with f(G) > 12 . Then the derived
length of G is at most 3.
We start our observations for the proof of Proposition 3.1 with the following
extension of Proposition 2.4.4:
Proposition 3.2. Let p be a prime, let G be a finite elementary abelian p-group with
|G| = pn and n > 1, and let α ∈ Aut(G). The following are equivalent:
(1) f(α) > 12 .
(2) One of the following holds:
• ord(α) > 12 |G|.
• p > 2, and the primary rational canonical form of α has precisely two
blocks, one of the form Comp(X − 1) and the other a Singer cycle (see
Proposition 2.4.4) in dimension n− 1.
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• p = 2, and the primary rational canonical form of α has precisely one block
of one of the two forms Comp(X − 1) or Comp((X − 1)2), and the other
blocks of α are Singer cycles in pairwise coprime dimensions d1, . . . , ds > 1
such that
∏s
i=1 (1−
1
2di
) > 12 .
In particular, if f(α) > 12 , then α has at most p fixed points in G, the exponent of the
centralizer of α in Aut(G) is ord(α), and α does not admit a proper root in Aut(G).
Proof. Throughout this proof, we write G as an additive group. We start with the
proof of the main statement. For the implication “(2)⇒(1)”, consider the three listed
cases separately:
• If ord(α) > 12 |G|, then by definition of F(α), we have F(α) ≥ ord(α) >
1
2 |G|.
• If p > 2 and the blocks of the primary rational canonical form of α are
Comp(X − 1) and a Singer cycle in dimension n − 1, then let g be a non-
trivial element of the 1-eigenspace of α. Since g is a fixed point of α, we have
by Lemma 2.3.4(1)
F(α) ≥ ord(Aα,g) = ord(α) · ord(σα(g)) = ord(α) · ord(ord(α)g)
= (pn−1 − 1) · ord((pn−1 − 1)g) = (pn−1 − 1) · p = (1−
1
pn−1
) · |G| >
1
2
|G|.
• In the last case, an analogous argument works if the unique non-Singer-cycle
block of α is Comp(X − 1), noting that the orders of the Singer cycle blocks
2di − 1 are pairwise coprime by assumption. Hence, assume that we have a
direct decomposition G = H1 ⊕H2 into α-invariant subspaces with |H1| = p
2,
|H2| = p
n−2 and α|H1 =: β is similar to Comp((X − 1)
2) whereas α|H2 =: γ is
similar to a block diagonal matrix whose blocks are the Singer cycle blocks of
α. Let g ∈ H1 be a non-fixed point of α. Then by Lemma 2.3.4(1)
F(α) ≥ ord(Aα,g) = ord(α) · ord(σα(g)) = 2 ord(γ) · ord(σα(g))
= 2 ord(γ) · ord(ord(γ)(gβ + g)) = 4 ord(γ) =
s∏
i=1
(1−
1
2di
) · |G| >
1
2
|G|.
We now turn to the proof of “(1)⇒(2)”. Let α ∈ Aut(G) with f(α) > 12 . If α is
fixed-point-free, then by Lemma 2.3.4(2), we have 12 |G| < F(α) = ord(α), and we
are done. Assume thus that α has a nontrivial fixed point. Consider the primary
rational canonical form of α, with blocks Comp(Pi(X)
ei) for i = 1, . . . , s, listed with
multiplicities. Since α has a nontrivial fixed point, we know that Pi(X) = X − 1
for at least one i ∈ {1, . . . , s}. We claim that there is exactly one i ∈ {1, . . . , s}
such that Pi(X) = X − 1. Assume otherwise. Note that the order of a finite group
automorphism cannot exceed the group order (see Lemma 2.3.2(1) or [9, Theorem 2])
and that by Proposition 2.4.3(1), we have ord(Comp((X − 1)e)) = p⌈logp(e)⌉ ≤ pe−1
for all e ∈ N+. This implies that
ord(α) = lcmi=1,...,s ord(Comp(Pi(X)
ei)) ≤
s∏
i=1
ord(Comp(Pi(X)
ei)) ≤
|G|
p2
,
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and thus by Lemma 2.3.4(1)
F(α) ≤ p · ord(α) ≤
1
p
|G| ≤
1
2
|G|,
a contradiction. Henceforth, assume without loss of generality that P1(X) = X − 1
and Pi(X) 6= X− 1 for i = 2, . . . , s. Note that a similar argument shows that e1 ≤ 3,
and that e1 ≤ 2 if p > 2, because in either case, ⌈logp(e)⌉ ≤ e− 2. We will now show
that in fact, e1 = 1 if p > 2, and e1 ≤ 2 if p = 2.
• Assume that p > 2. Then by the above, we have e1 ∈ {1, 2}. Assume that
e1 = 2. Setting β := Comp((X − 1)
2) ∈ GL2(p) and applying Lemma 2.3.2(2),
we find that f(β) > 12 . However, we will now show that all shifts of β are trivial,
which is contradictory, since it implies by Lemma 2.3.4(1) that
F(β) = ord(β) = p =
1
p
|F2p| <
1
2
|F2p|.
To see that the shifts of β are trivial, note that under identifying F2p with
Fp[X]/((X − 1)
2), we can write the shift function σβ in the form
σβ : Fp[X]/((X − 1)
2)→ Fp[X]/((X − 1)
2),
Q(X) + ((X − 1)2) 7→ (1 +X +X2 + · · ·+Xp−1)Q(X) + ((X − 1)2).
An easy induction on k ∈ N shows that Xk ≡ kX − (k − 1) (mod (X − 1)2),
and thus
1 +X +X2 + · · · +Xp−1 ≡
p−1∑
k=0
(kX − (k − 1)) =
1
2
p(p− 1)X −
1
2
p(p− 3)
= 0 (mod (X − 1)2),
so that all values of σβ are zero, as asserted.
• Assume that p = 2. Then e1 ∈ {1, 2, 3}, and we need to refute the possibility
that e1 = 3. And indeed, if e1 = 3, then setting β := Comp((X−1)
3) ∈ GL3(2)
and applying Lemma 2.3.2(2), we find that f(β) > 12 . However, ord(β) = 4 by
Proposition 2.4.3, and so by an argument analogous to the one in the previous
bullet point, all shifts of β are trivial, since 1 + X + X2 + X3 = (X − 1)3 ≡
0 (mod (X − 1)3). Hence F(β) = ord(β) = 4 = 12 |F
3
2|, a contradiction.
Denote by γ the block diagonal matrix with blocks Comp(Pi(X)
ei) for i = 2, . . . , s.
Applying Lemma 2.3.2(2), we find that f(γ) > 12 , and so, using that γ is fixed-point-
free, we have ord(γ) = F(γ) by Lemma 2.3.4(2). Using Proposition 2.4.4, we see
that α is of one of the listed types except for one more possibility: p > 2, n = 3
and the blocks of the primary rational canonical form of α are Comp(X − 1) and
Comp((X − a)2) where F∗p = 〈a〉.
In order to refute this possibility, note that ord(α) = ord(Comp((X − a)2)) =
p(p − 1) by Proposition 2.4.3, and write G = H1 ⊕H2 with H1 the (1-dimensional)
1-eigenspace of α and H2 a 2-dimensional α-invariant subspace of G on which α acts
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as Comp((X − a)2). Set β := α|H2 . We can write an arbitrary element g ∈ G as
g = g1 + g2 with gi ∈ Hi for i = 1, 2, and in view of Lemma 2.3.4(2), we have
σα(g) = σα(g1) + σα(g2) = ord(α)g1 + σβ(g2) = 0 + 0 = 0,
whence all shifts of α are trivial and
F(α) = ord(α) = (1−
1
p
)
1
p
|G| <
1
2
|G|,
a contradiction, concluding the proof of the implication “(1)⇒(2)”.
It remains to prove the “In particular”. Let α be of one of the three types listed
in statement (2). The subgroup fix(α) ≤ G consisting of the fixed points of α is
isomorphic to the direct product
∏s
i=1 fix(Comp(Pi(X)
ei)). Since
|fix(Comp(X − 1))| = |fix(Comp((X − 1)2))| = p
and all other possible primary Frobenius blocks of α are fixed-point-free, the assertion
on the number of fixed points of α follows. As for the assertion on the exponent of
CAut(G)(α), proceed as follows: Using Proposition 2.4.4 to cover the case “ord(α) >
1
2 |G|”, we see that the primary Frobenius blocks of α, Comp(Pi(X)
ei) for i = 1, . . . , s,
have pairwise distinct underlying polynomials Pi(X). By Lemma 2.4.2, it follows that
CAut(G)(α) ∼=
s∏
i=1
(Fp[X]/(Pi(X)
ei))∗. (1)
We now claim that unless Pi(X)
ei = X − 1, we have
Exp((Fp[X]/(Pi(X)
ei))∗) = ord(Comp(Pi(X)
ei)).
Indeed, other than X − 1, there are only the following two possibilities for Pi(X)
ei :
• ei = 1 and Pi(X) is primitive monic irreducible, i.e., Comp(Pi(X)
ei) is a Singer
cycle. Then the quotient ring Fp[X]/(Pi(X)
ei) is isomorphic to the finite field
FpdegPi(X) , and so
Exp((Fp[X]/(Pi(X)
ei))∗) = pdegPi(X) − 1 = ord(Comp(Pi(X)
ei)).
• ei = 2 and Pi(X) = X − a where F
∗
p = 〈a〉. Let Q(X) ∈ Fp[X] such that
X − a ∤ Q(X). Then since Fp[X]/((X − a)) is isomorphic to Fp, we have
Q(X)p−1 ≡ 1 (mod X − a), i.e.,
Q(X)p−1 = 1 +R(X)(X − a)
for some R(X) ∈ Fp[X]. Consequently,
Q(X)p(p−1) = (1 +R(X)(X − a))p = 1 +R(X)p(X − a)p ≡ 1 (mod (X − a)2),
and thus
Exp((Fp[X]/((X − a)
2))∗) = p(p− 1) = ord(Comp((X − a)2)).
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In view of Formula (1), this implies that Exp(CAut(G)(α)) = ord(α) except possibly
if α has a primary Frobenius block of the form Comp(X − 1). However, in that case,
α also has a primary Frobenius block that is a Singer cycle. Since the order of every
Singer cycle is divisible by p − 1 = Exp(F∗p) = Exp((Fp[X]/(X − 1))
∗), the equality
Exp(CAut(G)(α)) = ord(α) holds in that case too.
Finally, now that we know that Exp(CAut(G)(α)) = ord(α), note that if α had a
proper root β in Aut(G), then β would centralize α and be of strictly larger order
than α, a contradiction.
The following is a consequence of Proposition 3.2 and provides an important
structural restriction on finite metabelian groups with large f-value:
Proposition 3.3. Let G be a finite metabelian group with f(G) > 12 . Then G
′ is
cyclic.
Proof. Assume otherwise. Let p be a prime divisor of |G′| such that the Sylow p-
subgroup of G′ is not cyclic. Through replacing G by G/{gp | g ∈ G′} and using
Lemma 2.3.2(3), we may assume without loss of generality that G′ is an elementary
abelian p-group with |G′| ≥ p2. Let α ∈ Aut(G) with f(α) > 12 , and denote by
α˜ the automorphism of G/G′ induced by α. In view of Lemma 2.3.2(2), applied
with N := G′, and the “In particular” in Proposition 3.2, we have that F(α˜) is
coprime to ord(α|G′). Set β := α
F(α˜). Then β induces the identity on G/G′, but
β|G′ generates the same cyclic subgroup of Aut(G
′) as α|G′ . Using Lemma 2.4.1,
it follows that β|G′ , and thus α|G′ , centralizes the entire image of the conjugation
action G → Aut(G′). Let K be the kernel of that conjugation action. Then K is
α-invariant by Lemma 2.4.1, and denoting by α′ the automorphism of G/K induced
by α, Lemma 2.4.1 implies that α′ = idG/K . However, by Lemma 2.3.2(2), we must
have f(α′) > 12 , whence G/K is cyclic, and the divisibility in Lemma 2.3.2(2) implies
that F(α′) = |G/K| | F(α˜). But G/K is isomorphic to a subgroup of CAut(G′)(α|G′) =
CAut(G′)(β|G′), which (since f(β|G′) >
1
2 by Lemma 2.3.2(2)) has exponent ord(β|G′) =
ord(α|G′) by the “In particular” of Proposition 3.2. Hence if ℓ is a prime divisor of
|G/K|, it follows that
ℓ | gcd(ord(α|G′),F(α˜)) = 1,
a contradiction. Therefore, K = G, or equivalently, G′ is central in G. Hence G is
nilpotent of class 2, and since G′ is a p-group, all Sylow subgroups of G except the
Sylow p-subgroup are abelian. Through quotienting out the Hall p′-subgroup ofG and
applying Lemma 2.3.2(3), we may assume that G is a p-group. Consider the Frattini
quotient G/Φ(G), which is a non-cyclic elementary abelian p-group by the Burnside
Basis Theorem [17, result 5.3.2, p. 140]. Denote by α0 the automorphism of G/Φ(G)
induced by α. Then by Lemma 2.3.2(2), we have f(α0) >
1
2 and F(α0) | F(α˜), so that
gcd(F(α0), ord(α|G′)) = 1. Note that G
′ ≤ Φ(G) ≤ ζG, since G/Φ(G) is abelian and
G/ζG is an elementary abelian p-group; indeed, for all x, y ∈ G, using [17, Exercise
5.1.4, p. 128] (a consequence of the first commutator identity in [17, result 5.1.5(ii),
p. 123]) and that G′ is of exponent p we have
[xp, y] = [x, y]p = 1G.
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Therefore, the commutator map [, ] : G2 → G′ induces a surjective group homomor-
phism [, ] : (G/Φ(G))2 → G′. Now, since |G′| > p and α|G′ has at most p fixed points
in G′ by the “In particular” of Proposition 3.2, we can fix an element c ∈ G′ that
is not fixed under α; we denote the cycle length of c under α by ℓc. Moreover, we
can fix xΦ(G), yΦ(G) ∈ G/Φ(G) such that [xΦ(G), yΦ(G)] = c. But c 6= 1G, whence
xΦ(G) and yΦ(G) must be Fp-linearly independent elements of G/Φ(G). Since α0
has at most p fixed points in G/Φ(G), it follows that at least one of xΦ(G) or yΦ(G)
is not fixed under α0, and so if ℓz for z ∈ {x, y} denotes the cycle length of zΦ(G)
under α0, we find that lcm(ℓx, ℓy) > 1. Since
c(α
n) = [xΦ(G), yΦ(G)](α
n) = [(xΦ(G))(α
n
0 ), (yΦ(G))(α
n
0 )]
for all n ∈ Z, it follows that
1 < lcm(ℓx, ℓy) | gcd(ℓc, ord(α0)) | gcd(ord(α|G′),F(α0)) = 1,
a contradiction.
The second statement in the following proposition provides a structural restriction
on triples of consecutive (nontrivial) factors in derived series of finite groups: They
cannot all be cyclic. This restriction will be crucial for refuting the possibility that
a finite solvable group G of derived length at least 4 can satisfy f(G) > 12 .
Proposition 3.4. Let G be a finite group.
(1) Assume that G is metabelian and that both G′ and G/G′ are cyclic. Then G′
admits a semidirect complement 〈g〉 in G, and the conjugation by g on G′ is
fixed-point-free.
(2) Assume that G is solvable of derived length 3. Then at least one of the three
factors in the derived series of G (i.e., G′′, G′/G′′ or G/G′) is not cyclic.
Proof. For statement (1): Let G′ = 〈h〉, and fix an element g ∈ G mapping onto
a generator of G/G′ under the canonical projection G → G/G′. Then G = 〈g, h〉,
whence by [17, result 5.1.7, p. 124], G′ is the smallest normal subgroup ofG containing
[g, h]. Using the cyclicity of G′, this implies that G′ = 〈[g, h]〉. Write hg = hλ with
λ ∈ Z and gcd(λ, |G′|) = 1. Then [g, h] = hgh−1 = hλ−1, so that gcd(λ− 1, |G′|) = 1
and the conjugation by g on G′ is fixed-point-free. In particular, noting that g
centralizes each power of itself, we must have G′∩〈g〉 = {1G}, and thus G = 〈g〉⋉G
′,
as required.
For statement (2): Assume otherwise. By statement (1), we have G′ = 〈g〉 ⋉G′′
for some g ∈ G′. Since the conjugation by g on G′′ is fixed-point-free, the induced
conjugation action G′/G′′ → Aut(G′′) is nontrivial, so there is a prime divisor p of
the index |G′ : G′′| such that the Sylow p-subgroup of G′/G′′ is not contained in
the kernel of this action. Let h be a generator of the Sylow p-subgroup of 〈g〉; then
h acts nontrivially on G′′ by conjugation. Set Q := G/G′′, and denote by π the
canonical projection G→ Q. Then, again by statement (1), we have Q = 〈kπ〉⋉ 〈gπ〉
for some k ∈ G, and the conjugation by kπ on 〈gπ〉 is fixed-point-free. This means
12
A. Bors Affine maps of large order
that (gπ)k
pi
= (gπ)λ for some λ ∈ Z with λ 6≡ 0, 1 (mod ℓ) for every prime divisor
ℓ of ord(gπ) = ord(g). In particular, λ 6≡ 0, 1 (mod p). It follows that hk = xhλ
for some x ∈ G′′. Since 〈h〉 is not fully contained in the kernel of the conjugation
action G′ → Aut(G′′), it follows that the conjugations by h and hk on G′′ are distinct
automorphisms of G′′, while also being Aut(G′′)-conjugate to each other by Lemma
2.4.1. However, this is impossible, since Aut(G′′) is abelian.
We are now ready to prove Proposition 3.1.
Proof of Proposition 3.1. Assume, aiming for a contradiction, that G is a finite solv-
able group of derived length ℓ ≥ 4 such that f(G) > 12 . By Lemma 2.3.2(3), we have
f(G/G(4)) > 12 , so that we may assume that the derived length of G is exactly 4.
Lemma 2.3.2(3) lets us infer that f(G′′), f(G′/G′′′), f(G/G′′) > 12 , and thus Proposi-
tion 3.3 implies that each of the groups G′′′, G′′/G′′′ and G′/G′′ is cyclic. However,
these groups are the factors in the derived series of G′, yielding a contradiction to
Proposition 3.4(2).
Now that the validity of Proposition 3.1 has been established, we can prove The-
orem 1.1(2).
Proof of Theorem 1.1(2). Let G be a finite group admitting an affine map of order
at least ρ|G|. Then in particular, f(Rad(G)) ≥ f(G) ≥ ρ. Denote by ℓ the derived
length of Rad(G), and consider the characteristic series Rad(G) = R0 > R1 > · · · >
R⌊ℓ/3⌋ ≥ {1G} in Rad(G) with Ri := Rad(G)
(4i) for i = 0, 1, . . . , ⌊ ℓ4⌋. This series
has ⌊ ℓ4⌋ factors that are solvable of derived length 4, and Lemma 2.3.2(3) as well as
Proposition 3.1 let us conclude that
ρ ≤ f(Rad(G)) ≤
⌊ℓ/4⌋−1∏
i=0
f(Ri/Ri+1) ≤
⌊ℓ/4⌋−1∏
i=0
1
2
=
(
1
2
)⌊ℓ/4⌋
,
whence log2(ρ
−1) ≥ ⌊ ℓ4⌋, which is equivalent to ℓ ≤ 4 · ⌊log2(ρ
−1)⌋ + 3, the asserted
inequality.
4 Proof of Theorem 1.1(1)
In view of Proposition 3.1, Theorem 1.1(1) follows easily from the following:
Proposition 4.1. Let G be a finite group with f(G) > 12 . Then G is solvable.
Proof. Assume otherwise. Since the class of finite solvable groups is closed under
group extensions, the quotient G/Rad(G) is a nontrivial finite group without non-
trivial solvable normal subgroups, a so-called nontrivial finite semisimple group. By
the general structure theory of finite semisimple groups, found e.g. in [17, pp. 89ff.],
the socle (i.e., the subgroup generated by all the minimal nontrivial normal sub-
groups) of G/Rad(G) is a nontrivial direct product of nontrivial direct powers Sn
of nonabelian finite simple groups S. In particular, G/Rad(G) has a characteristic
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subgroup of the form Sn, and by two applications of Lemma 2.3.2(3), we conclude
that f(Sn) ≥ f(G/Rad(G)) ≥ f(G) > 12 . In the rest of this proof, we will show that
f(Sn) ≤ 12 in order to get a contradiction; our argument is similar to the one in [4,
proof of Theorem 5.2.5], where it was shown that f(Sn) ≤ 1.
First, assume that n ≥ 3. Following [4, proof of Theorem 5.2.5], we find that
F(Sn) ≤ |Sn|0.938 =
1
|Sn|0.062
· |Sn| ≤
1
603·0.062
· |Sn| <
1
2
|Sn|,
a contradiction. Similarly, if n = 2 and |S| ≥ 300, then
F(Sn) ≤ |Sn|0.938 =
1
|Sn|0.062
· |Sn| ≤
1
3002·0.062
· |Sn| <
1
2
|Sn|.
We now know that if n > 1, then n = 2 and S is isomorphic to one of Alt(5)
or PSL2(7). Let α ∈ Aut(S
2) = Aut(S) ≀ Sym(2), see [17, result 3.3.20, p. 90].
We write α = σ(α1, α2) with αi ∈ Aut(S) for i = 1, 2 and σ ∈ Sym(2). If σ is
trivial, then we have ord(α) = lcm(ord(α1), ord(α2)), and otherwise, 2 | ord(α) and
α2 = (α2α1, α1α2) has conjugate entries, so that ord(α) = 2 ord(α1α2). Hence,
denoting by Ord(H) the set of element orders of the finite group H and setting
mao(H) := max(Ord(Aut(H))) (the maximum automorphism order of H), we have
mao(S2) = max{2mao(S),max{lcm(o1, o2) | o1, o2 ∈ Ord(Aut(S))}}.
Now consider the two possibilities for S in case n = 2:
• If S = Alt(5), we have Ord(Aut(S)) = Ord(Sym(5)) = {1, 2, 3, 4, 5, 6}, whence
mao(S2) = 30 and, using Lemma 2.3.4(1),
F(S2) ≤ mao(S2) · Exp(S2) = mao(S2) · Exp(S) = 30 · 30 = 900 =
1
4
|S2|,
a contradiction.
• If S = PSL2(7), we have Ord(Aut(S)) = Ord(PGL2(7)) = {1, 2, 3, 4, 6, 7, 8},
whence mao(S2) = 56 and
F(S2) ≤ mao(S2) · Exp(S2) = mao(S2) · Exp(S) = 56 · 84 = 4704 =
1
6
|S2|,
another contradiction.
We thus conclude that n = 1. For α ∈ Aut(S), set α := conjAut(S)(α), a natural
extension of α on S under the identification of S with Inn(S). For x ∈ S, the
affine map A := Aα,x of Aut(S) is an extension of the affine map A := Aα,x of S,
whence ord(A) | ord(A). Since Aut(S) is complete, it follows by Lemma 2.3.4(3) that
F(α) | F(α) = Exp(Aut(S)), whence
F(S) ≤ Exp(Aut(S)). (2)
We now make a case distinction according to the classification of finite simple groups:
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(1) Case: S is sporadic (including the Tits group). Then by Formula (2), we have
F(S) ≤ Exp(Aut(S)) ≤ |Out(S)| · Exp(S) < 12 |S|, where the last inequality
can be verified by reading off |Out(S)| and Exp(S) from the information on
sporadic groups available from the ATLAS of Finite Groups [5].
(2) Case: S is alternating. We distinguish a few subcases:
(a) First, assume that S = Alt(5). Let α ∈ Aut(S). If α ∈ Inn(S), then by
Lemma 2.3.4(3), F(α) = Exp(S) = 30 = 12 |S|. And if α /∈ Inn(S), then by
Lemma 2.3.4(3), applied to Aut(S) ∼= Sym(5), we have for each x ∈ S that
ord(Aα,x) = lcm(ord(α), ord(xα)) | lcm({ord(χ) | χ ∈ Sym(5) \ Alt(5)})
= lcm(2, 4, 6) = 12,
whence F(α) ≤ 12 < 30 = 12 |S|.
(b) Next, assume that S = Alt(n) with n ∈ {6, 7}. Then by Formula (2), we
have F(S) ≤ Exp(Aut(S)) < 12 |S|, since Exp(Aut(Alt(6))) = 120, read
off from the ATLAS of Finite Groups [5, p. 5], and Exp(Aut(Alt(7))) =
Exp(Sym(7)) = 420.
(c) Finally, assume that S = Alt(n) with n ≥ 8. Denote by ψ : N+ → N+,m 7→
log Exp(Sym(m)), the second Chebyshev function. Using [18, Theorem 12]
and Formula (2), we conclude that
F(S) ≤ Exp(Aut(S)) = Exp(Sym(n)) = eψ(n) < e1.03883n <
1
4
n! =
1
2
|S|.
(3) Case: S is of Lie type, say in defining characteristic p. Denote by Out(S) the
outer automorphism group Aut(S)/ Inn(S) of S. Note that by Formula (2) and
the inequalities Exp(Aut(S)) ≤ Exp(S) · |Out(S)| and Exp(S)p′ ≤ |S|p′ , it is
sufficient to show that
Exp(S)p · |Out(S)| ≤
1
2
|S|p (3)
in order to obtain F(S) ≤ 12 |S|. If Xd is the root system associated with the
simple linear algebraic group Xd(Fp) from which the inner diagonal automor-
phism group of S can be obtained as the fixed point subgroup of a suitable
Frobenius map on Xd(Fp) (as described in [7, Section 3, Notation]), then by
[19, Corollary 0.5] and [10, Theorem, p. 84], we have Exp(S)p = p
⌈logp h(Xd)⌉,
where h(Xd) is the Coxeter number of the root system Xd. Using this as well
as the tabulated values of h(Xd) from [10, Table 2, p. 80] and the formulas
for |Out(S)| obtained from [5, Table 5, p. xvi], we find that Formula (3) holds
except in the following cases:
• S = A1(p) = PSL2(p).
• S is one of the finitely many groups Ad(q) = PSLd+1(q) for
(d, q) ∈ {(1, 4), (1, 8), (1, 9), (1, 27), (1, 25), (1, 49), (2, 2), (2, 4)}.
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For dealing with S = PSL2(p), we can use the following argument, which
generalizes the one for Alt(5) from above: We know that S is of index 2 in
Aut(S) ∼= PGL2(p). Let α ∈ Aut(S). If α ∈ Inn(S), then by Lemma 2.3.4(3),
we have F(α) = Exp(S) | 12 |S|, where the divisibility holds because the Sylow
2-subgroups of S are not cyclic [2, Lemma 1.4.1, p. 34]. If, on the other hand,
α /∈ Inn(S), then by Lemma 2.3.4(3), applied to Aut(S), we have for each x ∈ S
that
ord(Aα,x) | lcm({ord(β) | β ∈ PGL2(p) \ PSL2(p)}) |
2Exp(S)
p
|
|S|
p
,
where the second divisibility holds because PGL2(p) \PSL2(p) contains no ele-
ments of order divisible by p. In particular, F(α) ≤ |S|p ≤
|S|
2 .
Finally, each of the remaining finitely many groups S listed above except
PSL2(49) has an entry in the ATLAS of Finite Groups [5], from which we
can read off Exp(Aut(S)) and check that it is at most 12 |S|, so that F(S) ≤
1
2 |S|
by Formula (3). For S = PSL2(49), we use the facts that Out(S) ∼= (Z/2Z)
2
and that the Sylow 2-subgroups of S are not cyclic [2, Lemma 1.4.1, p. 34] to
conclude that
Exp(Aut(S)) ≤ Exp(S) · Exp(Out(S)) = 2Exp(S) = 2 · 7⌈log7(2)⌉ · Exp(S)7′
= 14Exp(S)7′ ≤ 14 ·
|S|7′
2
= 7|S|7′ =
1
7
|S| <
1
2
|S|.
Proof of Theorem 1.1(1). Let G be a finite group with f(G) > 12 . By Proposition
4.1, G is solvable, and by Proposition 3.1, the derived length of G is at most 3, as
required.
5 Some related open problems and questions
A natural question for spurring further research based on known results is whether
those results can be improved in some way. With regard to Theorem 1.1(1), we
note that the words “solvable of derived length at most 3” cannot be replaced by
“abelian”, since finite dihedral groups have affine maps that move all group elements
in one cycle, see [11, Examples 2.3(ii)]. However, the author knows of no examples
that achieve derived length 3, making the following a natural question for further
research:
Question 5.1. Is a finite group G admitting an affine map of order larger than 12 |G|
necessarily metabelian?
Note that if one can even show that a finite group G with f(G) > 12 is metabelian,
then this also improves the bound in Theorem 1.1(2) to 3 ·⌊log2(ρ
−1)⌋+2. Moreover,
in the hypothetical improved version of Theorem 1.1(1) where “solvable of derived
length at most 3” would be replaced by “metabelian”, the constant 12 would be
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optimal, because by Lemma 2.3.4(3), the complete group G = Sym(4), which is
solvable of derived length 3, has an affine map of order lcm(3, 4) = 12 = 12 |G|.
The next problem is more ambitious than Question 5.1. To motivate it, we note
that Theorem 1.1(1) has an analogue for automorphisms, [4, Theorem 1.1.1(1)]: A
finite group G with an automorphism α such that ord(α) > 12 |G| is abelian. Based
on this, one can classify the pairs (G,α) where G is a finite group and α is an
automorphism of G with ord(α) > 12 |G|, see [3, Corollary 1.1.8] and [9, Corollary 1].
It would be interesting to achieve such a classification for affine maps too:
Problem 5.2. Classify the pairs (G,A) where G is a finite group and A is an affine
map of G with ord(A) > 12 |G|.
Through Theorem 1.1(2) and [4, Theorem 1.1.3(2)], we now know that both the
index and the derived length of the solvable radical of a finite group G with an
affine map of order at least ρ|G| are (explicitly) bounded from above in terms of
ρ. One may ask whether even stronger restrictions on the structure of G can be
inferred from this assumption. For example, it follows from a result of Neumann [14,
Theorem 1] and was also observed later by Guralnick and Robinson [6, Lemma 2(iii)
and Theorems 10(ii) and 12(i)] that both the index of the Fitting subgroup of G (the
largest nilpotent normal subgroup of G) and the derived length of Rad(G) can be
bounded from above in terms of the commuting probability of G, i.e., the number
|{(x, y) ∈ G2 | xy = yx}|
|G|2
.
This raises the following question:
Question 5.3. If a finite group G admits an affine map A of order at least ρ|G| for
a given ρ ∈ (0, 1], then is the commuting probability of G bounded from below by an
(explicit) positive-valued function in ρ? If not, does the answer become “yes” at least
if A is assumed to be an automorphism of G?
The last question is not concerned with affine maps of large order, but with the
relationship between the order and the largest cycle length of an affine map. It was
observed by Horosˇevski˘ı that the largest cycle length of an automorphism α of a
finite group G can be strictly smaller than ord(α), see [9, remarks after Corollary
1]. However, he showed that these two numbers always agree if G is nilpotent [9,
Corollary 1] or has no nontrivial solvable normal subgroups [9, Theorem 1]. The
latter result was generalized by the author to affine maps, see [4, Theorem 3.5.1], but
for nilpotent groups, it is still open:
Question 5.4. Is it true that for every finite nilpotent group G and every affine map
A of G, the order of A is equal to the largest cycle length of A on G?
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