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A NOTE ON THE SPECTRAL DEFORMATION OF HARMONIC MAPS FROM
THE TWO-SPHERE INTO THE UNITARY GROUP
MARIA JO ˜AO FERREIRA AND BRUNO ASCENSO SIM ˜OES
ABSTRACT. In [5], together with J. C. Wood, the authors gave a completely explicit formula
for all harmonic maps from 2-spheres to the unitary group U(n) in terms of freely chosen
meromorphic functions on S2. The simplest harmonic maps are the isotropic ones. Using Morse
theory Burstall and Guest [1] showed that the harmonic maps come in clusters labeled by the
isotropic ones. In this work, using the formula for harmonic maps aforementioned, we describe
explicitly this procedure, showing how all harmonic maps can be built from the isotropic ones.
INTRODUCTION
A harmonic map ϕ : M → N between two Riemannian manifolds is a critical point of a natural
Energy functional given by E(ϕ) =
∫
M
‖dϕ‖2vM , where ‖dϕ‖2 denotes the square norm of
differential of ϕ and vM the volume element of M . Its Euler-Lagrange equation is a second
order elliptic partial differential equation of divergence type. When the target manifold N is a
Lie group G the harmonic map equation is one example of an “integrable” partial differential
equation, that is a differential equation which allows a zero-curvature formulation. In this setting
the harmonic map equation allows a spectral deformation, that is, a one-parameter deformation
depending on a parameter λ ∈ S1 (the extended solution) [9]. This means that the given harmonic
map may be regarded as a map into the loop group ΩG of based loops γ : S1 → G (γ(1) = Id).
Therefore such an extended solution admits a Fourier expansion. When this Fourier series has
finitely many terms one says that the corresponding harmonic map has finite uniton number.
This article deals with harmonic maps of finite uniton number, from a Riemann surface M into
the unitary group U(n). For such a map, Uhlenbeck showed that the extended solution, and
so the harmonic map, admits a factorization into linear factors – the so called unitons. This
construction gives a systematic procedure of obtaining the harmonic map by starting with a
constant map and adding successive factors. J. C. Wood and the authors exploited this point
of view and showed that all harmonic maps of finite uniton number can be explicitly written in
terms of known meromorphic functions [5]. Since the complex Grassmannian G∗(Cn) can be
totally geodesically immersed in its group of isometries, this procedure may be refined to obtain
a correspondent explicit description of all harmonic maps from a Riemann surface into G∗(Cn)
with finite uniton number [6].
We remark that ΩU(n) = ΩalgU(n), the subspace of all algebraic loops with finite Fourier
expansion. Using Morse theory, Burstall and Guest classified these harmonic maps [1]. As it
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is well known the energy functional E : ΩU(n) → R is a Morse-Bott function and its critical
points are precisely the homomorphisms S1 → U(n). They come in conjugate classes Ωγ =
{gγg−1 : g ∈ U(n)}, where γ is a closed geodesic in U(n) passing through the identity Id. They
are the fixed points of the action of S1 on ΩU(n) given by (µγ)(λ) = γ(µλ)γ(µ)−1 (γ ∈ ΩU(n),
µ ∈ S1). Under the gradient flow of E the extended solution is deformed to a simpler one, i. e.
one taking values in a critical manifold. Therefore, starting with a harmonic map ϕ :M → U(n)
and following the flow line of ∇E one obtains a one parameter family (ϕt)t∈]0,1] of harmonic
maps whose end point limt→0 ϕt is a harmonic map whose extended solution is S1 invariant. The
purpose of this paper is to give an explicit description of the one parameter family ϕt in terms of
the meromorphic data used [5] to built the initial harmonic map ϕ.
The paper is organized as follows: Section 1 is a preliminar section where we introduce the basic
material on harmonic maps and extended solutions. In Section 2 we review the explicit formulas
describing all harmonic maps of finite uniton number from a Riemann surface into the unitary
group in terms of freely chosen meromorphic functions and their derivatives, presented in [5],
[6]. The main results of these paper are presented in Section 3 and their complete proofs in
Section 4.
1. HARMONIC MAPS AND EXTENDED SOLUTIONS
Let M2 be a Riemann surface, U(n) the unitary group equipped with its bi-invariant metric
induced, via left translation, by the inner product (A,B) = trAB∗ on its Lie algebra G = U(n)
of skew-hermitian matrices.
A smooth map ϕ : M → U(n) is harmonic if it is a critical point of the Euler-Lagrange (energy)
functional ϕ →
∫
M
‖dϕ‖2vM , where dϕ is the differential of the map ϕ and vM is the volume
element on M induced by its metric.
For convenience we choose a local complex coordinate z on an open subset of M ; our theory
will be independent of that choice.
The Euler-Lagrange equation for the energy functional is the following partial differential
equation:
(1.1) (ϕ−1ϕz)z + (ϕ−1ϕz)z = 0,
equivalently
d⋆A = 0,
where A = 1
2
ϕ−1dϕ is the pull-back of the Maurer-Cartan form on U(n). We let Az and Az
denote the (1, 0) and (0, 1) parts of the U(n)-valued one form A, respectively.
Uhlenbeck [9] showed that the equation (1.1) allows a spectral deformation, introducing the
notion of extended solution. This is a family of smooth maps φλ : M → U(n) depending
smoothly on λ ∈ S1 such that whose Maurer-Cartan form
Aλ = φ
−1
λ dφλ ∈ Ω
1(M,U(n),
satisfies
Aλ = (1− λ
−1)Az + (1− λ)Az.
and φ−1 = ϕ, φ1 = Id (the identity element of U(n)). Moreover [9] ϕ is harmonic if and only if
there exists (at least locally) an extended solution φλ with φ−1 = ϕ. Note that any two extended
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solutions for a harmonic map may differ by a function Q : S1 → U(n) with Q(1) = Id. Since
the inversion U(n) → U(n) (g → g−1) is an isometry, if ϕ is harmonic, ϕ−1 is again harmonic
and, up to left translation, an extended solution for ϕ−1 is φ−λφ−1−1 [1].
The map φ can be interpreted as a map into a loop group ΩU(n). We write φ : M → ΩU(n),
φλ = φ(λ).
Each loop γ : S1 → U(n) is represented by a Fourier series γ(λ) =
∑
j∈ZAjλ
j with coefficients
Aj ∈ EndU(n), for some k ∈ N. If we let Ωk(U(n)) denote the set of loops in U(n) with Fourier
series
∑
|j|≤kAjλ
j
, then
Ω(U(n)) = ∪kΩk(U(n)).
An extended solution is said to have finite uniton number if φ(M) ⊂ Ωk(U(n)) for some k. As
we have remarked above, the correspondence between harmonic maps and extended solutions
is not one to one. If φ is an extended solution for a given harmonic map ϕ : M → U(n), the
minimal k such that Qφ(M) ⊂ Ωk(U(n)), Q ∈ Ω(U(n)), is called the uniton number of the
harmonic map ϕ and will be denoted by rϕ, or simply by r. Equivalently, [9],
r = min
{
k ∈ N : Qφ =
k∑
i=0
λiAi , Q ∈ Ω(U(n))
}
.
Every harmonic map on a compact simply connected Riemann surface has finite uniton number
[9].
Let ΛGl(Cn) denote the space of all smooth maps γ : S1 → Gl(Cn) and Λ+ its subgroup
consisting of maps such that γ extends holomorphically to the unit disc, i.e.
Λ+ = {γ : S
1 → Gl(Cn) : γ =
∑
i≥0
λiAi , γ
−1 =
∑
i≥0
λiBi}.
We refer to [7] for further developments on this theory. We only need the fact that ΛGl(Cn) =
Ω(U(n))Λ+ (Iwasawa decomposition), where Ω(U(n)) ∩ Λ+ = {Id}. Indeed, multiplication
Ω(U(n))× Λ+ → ΛGl(C
n)
is a diffeomorphism [7]. Therefore each γ ∈ ΛGl(Cn) may be written uniquely as
γ = γuγ+,
where γu ∈ Ω(U(n)) and γ+ ∈ Λ+.
The Iwasawa decomposition yields an action of ΛGl(Cn) on Ω(U(n)) with isotropy subgroup
Λ+. Since ΛGl(Cn) and Ω(U(n)) are complex groups we obtain Ω(U(n)) = ΛGl(Cn)/Λ+ so
that Ω(U(n)) is endowed with a complex homogeneous structure. Another consequence of the
Iwasawa decomposition is that each extended solution φ : M → Ω(U(n)) may be written as
φ = [Ψ] for some Ψ : M → ΛGl(Cn), i.e. φ = Ψu. Such Ψ will be called a complex extended
solution.
One has a natural action of C∗ = C \ {0} on Ω(U(n)): namely,
(1.2) (uγ)(λ) = γ(λu)γ(u)−1,
for u ∈ C∗, γ ∈ Ω(U(n)). It is easily seen that, if φ : M → Ω(U(n)) is an extended solution,
uφ : M → Ω(Gl(Cn)) is a complex extended solution [9]. Clearly, φλ is a fixed point of this
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action if and only if, for each z0 ∈M , φ(z0) : S1 → U(n) is a homomorphism (closed geodesic),
that is, a critical point for the energy functional on paths E : Ω(U(n))→ R (E(γ) = ∫
S1
‖γ′‖2).
The critical manifolds are the conjugacy classes of such homomorphisms, namely the classes
Ωγ = {gγg
−1 : g ∈ U(n)}. The harmonic maps arising this way are called isotropic (see [3],
[4]).
In this situation (ΩU(n) = ΩalgU(n)), it turns out that the flow line of ∇E starting at some
γ ∈ Ω(U(n)) is defined for all time; it is given by the action of the sub-semigroup ]0, 1] of
C∗ [1]. Thus, given an extended solution φ and applying the gradient flow of the Morse-Bott
function E defined above, we associate a one parameter family of extended solutions {tφ}t∈]0,1]
in such a way that limt→0(tφ) is a S1-invariant extended solution [1]. In Section 3 we explicitly
describe this procedure.
2. EXPLICIT FORMULAE FOR HARMONIC MAPS INTO U(n)
Starting with a constant map, Uhlenbeck showed how to construct all harmonic maps S2 → U(n)
through a series of successive multiplications by suitable maps into Grassmannians – the so
called adding a uniton method. In [5] J. C.Wood and the authors showed how to explicitly build
those unitons. To explain this we need some notation.
Let Cn denote the trivial complex bundle equipped with the standard Hermitian inner product on
each fiber, For each subbundle α of Cn, let piα and pi⊥α denote the orthogonal projection onto α
and α⊥, respectively, where α⊥ represents the orthogonal complement of α. For each Cn-valued
meromorphic function H on M we denote by H(k) (k ≥ 0) its k-th derivative with respect to
some local complex coordinate on M .
The next theorem tells how all harmonic maps can be explicitly built in terms of freely chosen
meromorphic functions.
Theorem 2.1. For any r ∈ {0, 1, . . . , n − 1}, let (Hi,j)0≤i≤r−1,1≤j≤J be an r × J (J ≤ n)
array of Cn-valued meromorphic functions on M2, and let ϕ0 be an element of U(n). For each
i = 0, 1, . . . , r − 1, set αi+1 equal to the subbundle of Cn spanned by the vectors
(2.1) α(k)i+1,j =
i∑
s=k
C isH
(k)
s−k,j (j = 1, . . . , J, k = 0, 1, . . . , i).
Then, the map ϕ : M2 → U(n) defined by
(2.2) ϕ = ϕ0(pi1 − pi⊥1 ) · · · (pir − pi⊥r )
is harmonic.
Further, all harmonic maps of finite uniton number, and so all harmonic maps from S2, are
obtained this way.
Here we have used the following notation: for each i, pii denotes piα
i
whereas pi⊥i stands for piα⊥
i
.
Moreover, for integers i and s with 0 ≤ s ≤ i, C is denotes the s’th elementary function of the
projections pi⊥i , . . . , pi⊥1 given by
(2.3) C is =
∑
1≤i1<···<is≤i
pi⊥is · · ·pi
⊥
i1
.
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The knowledge of the uniton number and initial data (Hi,j) completely describes the feature of
the harmonic map.
The array (Hi,j) which determines a given list of αi is not unique; for example it can be replaced
by any array with the same column span over the meromorphic functions. We will say that
two arrays (Hi,j) and (H i,j) are equivalent if they determine the same harmonic map. Indeed,
through column operations, one can replace the array by one equivalent with linearly independent
columns in the echelon form
(2.4) H =

H0,1 ... H0,d1 0 ... 0 0 0 ... 0 ... 0
H1,1 ... H1,d1 H1,d1+1 ... H1,d2 0 0 ... 0 ... 0
H2,1 ... H2,d1 H2,d1+1 ... H2,d2 H2,d2+1 ... H2,d3 0 ... 0
... ... ... ... ... ... ... ... ... ... ... ...
Hr−1,1 ... Hr−1,d1 Hr−1,d1+1 ... Hr−1,d2 Hr−1,d2+1 ... Hr−1,d3 Hr−1,d3+1 ... Hr−1,dr

with 0 ≤ d1 ≤ d2 ≤ ... ≤ dr ≤ n, where, for each i = 1, ..., r, the sub-array made up of the
first i rows and the first di columns has linearly independent columns; equivalently, for each i
the vectors Hi,di+1, ..., Hi,di+1 are linearly independent. α
(0)
i is built from that sub-array by the
formula (2.1) and so has rank at most di.
In the sequel the above array will be referred as the initial data for the harmonic map ϕ; we will
assume that an initial data is always given in an echelon form.
For a given array H we denote by ϕH the corresponding harmonic map, according to Theorem
2.1.
It can be easily seen that if the data (Hi,j) is in diagonal form
(2.5)

H0,1 ... H0,d1 0 ... 0 0 ... 0 0 ... 0 ... 0
0 ... 0 H1,d1+1 ... H1,d2 0 ... 0 0 ... 0 ... 0
0 ... 0 0 ... 0 H2,d2+1 ... H2,d3 0 ... 0 ... 0
... ... ... ... ... .... ... ... ... ... ... ... ... ...
0 ... 0 0 ... 0 0 ... 0 0 ... Hr−1,dr−1+1 ... Hr−1,dr

then the unitons αi are nested, i.e. αi ⊆ αi+1. Therefore the harmonic map ϕH = (pi1 −
pi⊥1 )...(pir − pi
⊥
r ) has image in G∗(Cn), where pii = piαi and pi
⊥
i = piα⊥
i
. These are the harmonic
maps invariant by the S1-action described above [9]. They are also called isotropic harmonic
maps [4].
Remark 2.2. Consider now the arrays H = (Hi,j) and H = (H i,j), where H is in diagonal
form as in (2.5) and, for each dk < j ≤ dk+1 (k ∈ N) and i > k, Hk,j = Hk,j and H i,j =
ai,jHk,j (ai,j ∈ R), i.e.: H is given by
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
H0,1 ... H0,d1 0 ... 0 0 ... 0 ... 0
a1,1H0,1 ... a1,d1H0,d1 H1,d1+1 ... H1,d2 0 ... 0 ... 0
a2,1H0,1 ... a2,d1H0,d1 a2,d1+1H1,d1+1 ... a2,d2H1,d2 H2,d2+1 ... 0 ... 0
... ... ... ... ... ... ... ... ... ...
ar−1,1H0,1 ... ar−1,d1H0,d1 ar−1,d1+1H1,d1+1 ... ar−1,d2H1,d2 ar−1,d2+1H2,d2+1 ... Hr−1,dr−1+1 ... Hr−1,dr

Using a simple inductive argument it can be easily seen that the two arrays H and H are equivalent
and produce the same isotropic harmonic map. This fact will be used in the next section.
In the sequel a given array will be called a diagonal array if it is equivalent to an array in diagonal
form.
Example 2.3. It is well known [9] that the maximal uniton number for a harmonic map φ : S2 →
U(n) is n − 1. Those maps with maximal uniton number are built out of an initial array of the
type 
H0,1 0 ... 0
H1,1 0 ... 0
H2,1 0 ... 0
... 0 ... 0
Hn−2,1 0 ... 0,
.

In this case, α(k)i+1 =
∑i
s=k C
i
sH
(k)
s−k,1 and αi+1 = span{α
(k)
i+1}0 ≤ k ≤ i for each i ≤ n− 2.
Example 2.4. Let us consider now the case r = 2. We may now choose several non-null
columns. For instance, take the array (Hij) consisting of two rows[
H0,1 ... H0,d1 0... 0
H1,1 ... H1,d1 0... 0
]
.
In this case, α1 is the span of {H01, ..., H0d1} and α2 is the span of{
H0j + C
1
1H1j , C
1
1H
′
0j : 1 ≤ j ≤ d1
}
.
Example 2.5. Let F0 denote a constant subspace of C7 with dim 3, L0, L1 be linearly
independent F0-valued meromorphic functions and E0 a F⊥0 -valued meromorphic function. The
following array:
H =
[
L0 E0 0
0 0 L1
]
corresponds to a S1-invariant harmonic map into G2(C7), ϕ = Q(pi1 − pi⊥1 )(pi2 − pi⊥2 ), where
Q = piF0 − piF⊥
0
.
Notice that left multiplication by a constant map Q does not, in general, preserves the image in
G∗(C
n). Letting ϕ : M → G2(C7) denote the above harmonic map, ϕH = (piF0 − piF⊥
0
)ϕ is not
Grassmannian valued since ϕH × ϕH 6= Id.
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Example 2.6. Let ϕ : M → G∗(Cn) be a non-constant harmonic map of uniton number 1. Then,
if ϕ is not holomorphic, it must be of the form ϕ = (piF0 − piF⊥0 )(pi1 − pi
⊥
1 ). It is easily seen that
ϕ is G∗(Cn)-valued if and only if piF0 and pi1 commute, i.e. if and only if F0 decomposes α1
(2.6) α1 = α1 ∩ F0 ⊕ α⊥1 ∩ F⊥0 .
General harmonic maps into Grassmannian manifolds can also be described in terms of
meromorphic data. To describe that we need the following definition:
Definition 2.7. Let F0 be a constant subspace in Cn. An r× n F0-array is a family of Cn-valued
meromorphic functions (Ki,j)0≤i≤r−1,1≤j≤n such that, for each j, either
(2.7) piF⊥0 (K2k,j) = 0 and piF0(K2k+1,j) = 0 or
piF0(K2k,j) = 0 and piF⊥0 (K2k+1,j) = 0,
where 0 ≤ k ≤ r−1
2
.
For G∗(Cn)-valued harmonic maps theorem 2.1 specializes in the following way [6]:
Theorem 2.8. Let F0 be a constant subspace in Cn. For any r ∈ {0, 1, ..., n− 1}, let
(Ki,j)0≤i≤r−1,1≤j≤n be an r× n F0-array of Cn-valued meromorphic functions on M2. For each
j, consider the meromorphic functions
(2.8)
H0,j = K0,j and
Hi,j =
i∑
s=1
(−1)s+i
(
i− 1
s− 1
)
Ks,j , i ≥ 1.
For each 0 ≤ i ≤ r − 1, set αi+1 equal to the subbundle of Cn spanned by the vectors
α
(k)
i+1,j =
i∑
s=k
C isH
(k)
s−k,j, (j = 1, ..., n, k = 0, ..., i).
Then, the map ϕ : M2 → U(n) defined by
ϕ = (piF0 − pi
⊥
F0
)(pi1 − pi
⊥
1 )...(pir − pi
⊥
r )
is harmonic.
Further, all harmonic maps from M2 to G∗(Cn) of finite uniton number, and so harmonic maps
from S2 to G∗(Cn) are obtained this way.
3. THE SPECTRAL PARAMETER
Our main result is based on the fact that the harmonic maps S2 → U(n) come into clusters
labeled by the different isotropic harmonic maps (basic maps). The flow lines of ∇E carry the
harmonic maps to its corresponding basic harmonic map. The main purpose of this section is to
explicitly describe this procedure in terms of our initial data.
Throughout this section we let
(3.1) ϕ = Q(pi1 − pi⊥1 )...(pir − pi⊥r )
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be a harmonic map with uniton number r built out of the array H as in (2.4)
As mentioned above, its extended solution φ can be regarded as a map φ : S2 → ΩalgU(n).
Then, under the gradient flow of the energy functional, E : ΩU(n) → R, E(γ) =
∫
S1
|γ′|, φ can
be deformed into a simpler extended solution φ0, one taking values in a conjugacy class of a Lie
group homomorphism S1 → ΩU(n). The corresponding harmonic map ϕ0 is isotropic and has
the same uniton number.
To describe this feature in terms of the initial data just consider the following one parameter
family:
(3.2) H(t) = (Hi,j(t)),
where, for each dk + 1 ≤ j ≤ dk+1,
(3.3) Hi,j(t) =
i∑
s=0
(
i
s
)
ts−k(t− 1)i−sHs,j
We recall that dk denotes the number of non zero entries in row k and we will consider d0 = 0.
Clearly H(1) = H.
We now state the main theorem:
Theorem 3.1. Let ϕH : S2 → U(n) be a harmonic map of uniton number r corresponding to an
array H. Then, the one parameter family of harmonic maps ϕHt corresponding to the flow line
∇E is associated to the one parameter family of arrays H(t) .
We remark that, when the parameter t goes to zero, the one parameter family of arrays H(t)
ends up in a diagonal array H(0). Therefore, reversing the procedure, i.e., departing form an
array H0 in diagonal form, corresponding to an isotropic harmonic map with uniton number r,
and filling in the entries of each non zero line below the diagonal, we obtain all harmonic maps
with the same uniton which flow into ϕH0 . In this way we see how all the harmonic maps with
uniton number r can be explicitly built up from the isotropic harmonic maps with the same uniton
number.
The extended solution of an isotropic harmonic map ϕH0 , up to a discrete subset of S2, takes
values in a conjugacy class Ωγ , for some geodesic γ : S1 → U(n), where Ωγ = {gγg−1 : g ∈ G}
is a critical manifold of the Morse Bott function E. It is well known that ΩU(n) = ΩalgU(n) is
a disjoint union of the so called ”unstable manifolds” Uγ , where Uγ is the domain of attraction
of the critical manifold Ωγ under the flow of ∇E.
Burstall and Guest [1] showed that, up to a discrete subset of S2, every extended solution takes
values in a single unstable manifold Uγ . Starting with an isotropic harmonic map ϕH0 whose
extended solution takes values almost everywhere in Ωγ and denoting by uγ : Uγ → Ωγ ⊂ Ω
the map assigning to each η ∈ Uγ the corresponding end point of the flow line of ∇E, we have
uγ ◦ ϕ
Ht = ϕH0 almost everywhere. Then the above procedure explicitly describes all harmonic
maps which culminate into a given ϕH0 .
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Example 3.2. Let us start with the arrayH01 0 00 H12 0
0 0 H23

corresponding to a basic harmonic map ϕ = (pi1 − pi⊥1 )(pi2 − pi⊥2 )(pi3 − pi⊥3 ) of uniton number 3,
where
α1= span {H01} ,
α2= α1 ⊕ span
{
pi⊥1 H
′
01, pi
⊥
1 H12
}
and
α3= α2 ⊕ span
{
pi⊥2 pi
⊥
1 H
′′
01, pi
⊥
2 pi
⊥
1 H
′
12, pi
⊥
2 pi
⊥
1 H23
}
.
Now, take the array H01 0 0H11H12 0
H21H22H23

corresponding to the harmonic map ϕ˜ = (piα˜1 − pi⊥α˜1)(piα˜2 − pi
⊥
α˜2
)(piα˜3 − pi
⊥
α˜3
). ϕ˜ “flows” into ϕ
through the one parameter family ϕ˜t = (piα˜1(t) − pi⊥α˜1(t))(piα˜2(t) − pi
⊥
α˜2(t)
)(piα˜3(t) − pi
⊥
α˜3(t)
), where
α˜1(t)= α1,
α˜2(t)= span
{
H01 + pi
⊥
1 (tH11 + (t− 1)H01), pi
⊥
1 H
′
01, pi
⊥
1 H12
}
= span
{
H01 + tpi
⊥
1 H11, pi
⊥
1 H
′
01, pi
⊥
1 H12
}
α˜3(t)= span {H01 + C21H11(t) + C22H21(t), C21H ′01 + C22H ′11(t), C21H12 + C22H22(t), C22H ′′01, C22H23}
We now have that
H01 + C
2
1H11(t) + C
2
2H21(t)
=H01 + C
2
1(tH11 + (t− 1)H01) + C
2
2(t
2H21 + 2t(t− 1)H11 + (t− 1)
2H01)
=H01 + tC
2
1H11 + C
2
2(t
2H21 + t(t− 1)H11) + pi
⊥
2 ((t− 1)H01 + pi
⊥
1 t(t− 1)H11)
=H01 + tC
2
1H11 + C
2
2(t
2H21 + t(t− 1)H11)
Analogously,
C21H
′
01 + C
2
2H
′
11(t)= C
2
1H
′
01 + tC
2
2H
′
11 and
C21H12 + C
2
2H22(t)= C
2
1H12 + tC
2
2H22
so that
α˜3(t) = span {H01 + tC21H11 + C22 (t2H21 + t(t− 1)H11),
C21H
′
01 + tC
2
2H
′
11, C
2
1H12 + tC
2
2H22, C
2
2H
′′
01, C
2
2H23}
Of course when t goes to 0 we go back to the initial basic harmonic map.
Remark 3.3. Regarding theG⋆(Cn) valued harmonic maps ϕ = (piF0−piF⊥
0
)(pi1−pi
⊥
1 )...(pir−pi
⊥
r )
with uniton number r we recall [6] that the entries of an inicial array H for this harmonic map
are built up from an r×n F0-array of meromorphic functions Kϕ = (Ki,j), where 1 ≤ i ≤ r− 1
and 1 ≤ j ≤ n, according to the rule
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(3.4)
H0,j = K0,j and
Hi,j =
i∑
s=1
(−1)s+i
(
i− 1
s− 1
)
Ks,j , i ≥ 1.
Now it is a matter of standard algebraic computations to see that our array H(t) is equivalent to
the array H˜(t) built out of the family K(t) = (Ki,j(t)) according with the rule described above,
where Ki,j(t) = ti−kKi,j for dk ≤ j < dk+1.
Of course, when ϕ has values in Gp(Cn) all the one parameter family ϕt is also Gp(Cn)–valued.
4. PROOF OF THEOREM 3.1
Let ϕH : S2 → U(n) be a harmonic map of uniton number r, built out of an array H as in (2.4).
As before, we consider its complex extended solution φH : S2 → Ω(Gl(Cn)). Following the
flow lines of the energy E : Ω(Gl(Cn))→ R, the flow φt : S2 → Gl(Cn) starting at φ1 = φH is
given by tφH (see (1.2)).
From [9], we know that tφH is an extended solution. Since the diffeomorphism
Ω(U(n))× Λ+ → ΛGl(C
n)
preserves extended solutions [2], φt = (tφH)u is an extended solution of a harmonic map ϕt :
S2 → U(n). To conclude that ϕt is the harmonic map built out of the array H(t) as in Theorem
3.1, we just have to show that (φH(t))−1 φt ∈ Λ+, where φH(t) denotes the extended solution
associated to ϕH(t).
To see this we consider
(
φH(t)
)−1
φt = ηr and, for each integer k, ηkr will denote the coefficient
of λk. Everything will be settled proving that ηkr = 0 if k < 0.
Before going into a detailed proof of this theorem, we consider first the cases r = 1 and r = 2.
Example 4.1. Let ϕ : S2 → U(n) be a harmonic map of uniton number 1. Then, ϕ = pi1 − pi⊥1 ,
where α1 = span{H0j}. Since H0j(t) = H0j , we get α1(t) = α1 and therefore piα1(t) = pi1,t = pi1
so that ϕ(t) ≡ ϕ. In particular, as it is well-known, uniton number one harmonic maps are S1-
invariant.
Also notice that
Φˆλ−1Φλt = (pˆi1 + λ
−1pˆi⊥1 )(pi1 + λtpi
⊥
1 ) = (pi1 + λ
−1pi⊥1 )(pi1 + λtpi
⊥
1 ) = pi1 + tpi
⊥
1
has no negative powers of λ. We conclude that η1 = η01 . Hence, the first case is proved.
From now on, we will use the notation piit and pi⊥it to denote the orthogonal projections piαi(t)
and piα⊥
i
(t), respectively. In the same way, given the subbundles αi(t), we use the notation C is(t)
(s ≤ i) to denote the s’th elementary function of piit.
Example 4.2. For the uniton-two case, we start with α1 as above and α2 = span{H0j1 +
pi⊥1 H1j1, pi
⊥
1 H
′
0j1, pi
⊥
1 H1j2}. Considering
α2(t)= span{H0j1(t) + pi⊥1tH1j1(t), pi⊥1tH ′0j1(t), pi
⊥
1tH1j2(t)}
= span{H0j1 + pi⊥1 ((t− 1)H0j1 + tH1j1), pi⊥1 H ′0j1 , pi
⊥
1 H1j2}.
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We have that
η2 = (pi2,t + λ
−1pi⊥2,t)η
0
1(pi2 + λtpi
⊥
2 )
⇒ η−12 = pi
⊥
2,tη
0
1pi2, η
0
2 = pi2,tη
0
1pi2 + tpi
⊥
2,tη
0
1pi
⊥
2 and η12 = tpi⊥2,tη01pi⊥2 .
Notice that for any pair of functions (Vm, Vm+1),
(4.1) η
0
1(Vm + pi
⊥
1 Vm+1)= (pi1 + tpi
⊥
1 )(Vm + pi
⊥
1 Vm+1) = (pi1 + tpi
⊥
1 )Vm + tpi
⊥
1 Vm+1
= Vm + pi
⊥
1
(
(t− 1)Vm + tVm+1
)
Therefore, from (4.1), we have that
pi⊥2,tη
0
1(H0j + pi
⊥
1 H1j) = pi
⊥
2,t
(
H0j + pi
⊥
1
(
(t− 1)H0j + tH1j
))
= 0 and
pi⊥2,tη
0
1(pi
⊥
1 H
′
0j) = pi
⊥
2,t(pi
⊥
1 tH
′
0j) = 0,
so that η−12 = 0 and thus showing that η2 ∈ Λ+.
Given any family (Vm, ..., Vm′) of Cn-valued meromorphic functions defined on M2 we define
an auxiliary 1-parameter family of Cn valued maps by
(4.2) V ki (t) =
k∑
l=0
(
k
l
)
(t− 1)k−ltlVi+l︸ ︷︷ ︸
starts in Vi and ends in Vi+k
, i ∈ Z, k ≥ 0
where we interpret Vij = 0 if i < m or i > m′.
Notice that when the family (Vm, ..., Vm′) is the j-th column (H0,j, ...., Hi,j) (d0 < j ≤ d1) of K,
then we have that, in this notation,
H i0,j(t) =
i∑
l=0
(
i
l
)
(t− 1)i−ltlHl,j
which is exactly our Hi,j(t) (see (3.3)). We introduce this auxiliary family of V ’s as the proof of
Theorem 3.1 relies on an algebraic Lemma valid for any family of Cn valued functions.
For the array (Vm, ..., Vm′) we define, for k = 0, 1,
βki+1 =
i∑
s=0
C isVm+s+k, as well as(4.3)
βˆki+1(t) =
i∑
s=0
C is(t)V
s
m+k(t) and(4.4)
βki+1(t) =
i∑
s=0
C is(t)V
s+k
m (t)(4.5)
12 MARIA JO ˜AO FERREIRA AND BRUNO ASCENSO SIM ˜OES
where again we interpret Vi = 0 if i < m or i > m′. We also notice that the C is(t) are defined as
in (2.3) but with the underlying subbundles αi replaced by αi(t).
If (Vm, ..., Vm′) = (H0j , ..., Hij) (eventually, some entries null if j > d1), then
(4.6) β
0
i+1= α
(0)
i+1,j, and
βˆ0i+1(t) = β
0
i+1(t) = t
kα
(0)
i+1,j(t), dk < j ≤ dk+1
Moreover, if (Vm, ..., Vm′) = (00, ..., 0k−1, H(k)0j , ..., H
(k)
i−k,j), then
(4.7) β0i+1 = α(k)i+1,j
Besides, we also have the following Lemma, which proof is presented in Section 5.
Lemma 4.3. For d0 < j ≤ d1,
(4.8) β0i (t)(00, ..., 0k−1, H(k)0j , ..., H(k)i−k−1,j) = tkα(k)ij (t).
More generally, for dl < j ≤ dl+1,
β0i (t)(00, ..., 0k−1, H
(k)
0j , ..., H
(k)
l−1,j︸ ︷︷ ︸
= 0
, H
(k)
lj ..., H
(k)
i−k−1,j) = t
k−lα
(k)
ij (t).
The idea to prove Theorem 3.1 is to establish an induction that allows one to conclude that η
has no negative powers of λ. More precisely, we shall establish the following Lemma, which we
prove in Section 5.
Lemma 4.4. For any r′, if ηr′ has no λ negative powers, there are End(Cn)–valued 1-forms Arj
(see (5.14)) such that for any fixed collection (Vm, ..., Vm+r′),
(4.9) η0r′(β0r′+1) = β0r′+1(t) +
r′∑
s=0
pi⊥s,tβ
0
s (t)−
r′∑
s=2
Ar
′
s pi
⊥
s β
0
s .
Proof of Theorem 3.1.
Since
ηr′+1 = (pir′+1,t + λ
−1pi⊥r′+1,t)ηr′(pir′+1 + λtpi
⊥
r′+1),
if ηr′ has no negative powers of λ, we shall have that
η−1r′+1 = pi
⊥
r′+1,tη
0
r′pir′+1
so that η−1r′+1 will vanish as long as η0r′ maps αr′+1 into αr′+1(t).
But applying (4.9) when (Vm, ..., V ′m) = (H0j, ..., Hr′j) together with (4.6) yields that η0r′ maps
α
(0)
r′+1,j into α
(0)
r′+1,j(t) since, in that case, (4.9) reduces to η0r′(β0r′+1) = β0r′+1(t).
Applying (4.9) when (Vm, ..., V ′m) = (00, ..., 0k−1, H(k)0j ..., H(k)r′−k,j) together with (4.7) and
Lemma 4.3 shows that η0r′ maps α
(k)
r′+1,j into α
(k)
r′+1,j(t), since once again (4.9) reduces to
η0r′(β
0
r′+1) = β
0
r′+1(t). Hence, this concludes the proof of Theorem 3.1.

Therefore, we are now left with showing Lemmas 4.3 and 4.4.
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5. PROOF OF LEMMAS 4.3 AND 4.4
Lemma 5.1. For a given i, we have that
(5.1)
l∑
s=0
C i−1i−l−1+s(t)H
(k)
st = 0, for all 0 ≤ l ≤ i− 1
Proof. We prove (5.1) by induction on l. When l = 0, we get
C i−1i−1(t)H
(k)
0t = pi
⊥
i−1,tpi
⊥
i−2,t...pi
⊥
k+1,tC
k
k (t)H
(k)
0t = pi
⊥
i−1,tpi
⊥
i−2,t...pi
⊥
k+1,tα
(k)
k+1(t) = 0
Next, assume that (5.1) is true and let us show that
l+1∑
s=0
C i−1i−l−2+s(t)H
(k)
st = 0.
l+1∑
s=0
C i−1i−l−2+s(t)H
(k)
st =
l∑
s=0
C i−1i−l−2+s(t)H
(k)
st + C
i−1
i−1H
(k)
l+1,t
=
l∑
s=0
C i−2i−1−l−1+s(t)H
(k)
st︸ ︷︷ ︸
= 0, from hypothesis
+pi⊥i−1,t
( l∑
s=0
C i−2i−l−3+s(t)H
(k)
st + C
i−2
i−2(t)H
(k)
l+1,t
)
= ... = pi⊥i−1,tpi
⊥
i−2,t...pi
⊥
k+l+2,t
( l∑
s=0
Ck+l+1
i−l+s−(i−k−l−1)−1(t)H
(k)
st + C
k+l+1
k+l+1(t)H
(k)
l+1,t
)
=pi⊥i−1,tpi
⊥
i−2,t...pi
⊥
k+l+2,tα
(k)
k+l+2(t) = 0,

Proof of Lemma 4.3
We start by noticing that
(5.2)
β0i+1(t)(V0, ..., Vi) = β
0
i−1(t)(V0, ..., Vi−1) + pi
⊥
it
(
tβ0i (t)(V1, ..., Vi) + (t− 1)β
0
i (t)(V0, ..., Vi−1)
)
We shall prove the lemma by induction on i for the case d0 < j ≤ d1. The general case
dl < j ≤ dl+1 will follow easily. For i = 1, we have that
β01(t)(H0) = H0 = t
0α
(0)
1 (t).
Next, assume that (4.8) holds up to order i and let us prove that
β0i+1(t)(0, ..., 0︸ ︷︷ ︸
k
, H
(k)
0 , ..., H
(k)
i−k) = t
kα
(k)
i+1(t)
As a matter of fact, using (5.2),
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β0i+1(t)(0, ..., 0, H
(k)
0 , ..., H
(k)
i−k)− t
kα
(k)
i+1(t)
= β0i (t)(0, ..., 0︸ ︷︷ ︸
k
, H
(k)
0 , ..., H
(k)
i−k−1) + tpi
⊥
itβi(t)(0, ..., 0︸ ︷︷ ︸
k − 1
, H
(k)
0 , ..., H
(k)
i−k)
+(t− 1)pi⊥itβi(t)(0, ..., 0︸ ︷︷ ︸
k
, H
(k)
0 , ..., H
(k)
i−k−1)− t
k
i−1∑
s=k
C i−1s H
(k)
s−k,t − t
kpi⊥it
i−1∑
s=k−1
H
(k)
s−k+1,t
Now, the third parcel vanishes by induction and the first cancels out with the forth, also using the
induction hypothesis. Hence, we are left with
tpi⊥it
(
β0i (t)(0, ..., 0, H
(k)
0 , ..., H
(k)
i−k)− t
k−1
i−1∑
s=k−1
C i−1s (t)H
(k)
s−k+1,t
)
= tpi⊥it
( i−1∑
s=k−1
C i−1s (t)
s−(k−1)∑
l=0
(
s
s− k + 1− l
)
tk−1+l(t− 1)s−k+1−lH
(k)
l
−tk−1
( i−1∑
s=k−1
s−k+1∑
l=0
(
s− k + 1
s− k + 1− l
)
tl(t− 1)s−k+1−lH
(k)
l
))
Now, all the first terms that do not have (t− 1) as a factor cancel. Hence, we get
= tk(t− 1)pi⊥it
( i−1∑
s=k
C i−1s (t)
s−k∑
l=0
(
s
s− k + 1− l
)
tl(t− 1)s−k−lH
(k)
l
−
i−1∑
s=k
C i−1s (t)
s−k∑
l=0
(
s− k + 1
s− k + 1− l
)
tl(t− 1)s−k−lH
(k)
l
)
Next, noticing that (
i− j
l
)
=
k∑
s=0
(
k
s
)(
i− (k + j)
l − s
)
,
(where, as usual, (i
j
)
= 0 if j > i or j < 0), the last expressions becomes
= tk(t− 1)pi⊥it
(
C i−1k (t)
(
k
1
)
H
(k)
0 + C
i−1
k+1(t)((
(
k
0
)
+
(
k
1
)
)tH
(k)
1 + (
(
k
1
)
+
(
k
2
)
)(t− 1)H
(k)
0 ) + ...
+C i−1i−1(t)((
(
k
0
)(
i−k−1
1
)
+
(
k
1
)(
i−k−1
0
)
)ti−k−1H
(k)
i−k−1 + ...
+(
(
i−k−1
i−k−1
)(
k
1
)
+
(
i−k−1
i−k−2
)(
k
2
)
+ ... +
(
i−k−1
i−2k
)(
k
k
)
)(t− 1)i−k−1H
(k)
0 )
−
(
C i−1k (t)H
(k)
0 + C
i−1
k+1(t)((1 + 1)tH
(k)
1 + (t− 1)H
(k)
0 ) + ...
+C i−1i−1(t)((
(
i−k−1
0
)
+
(
i−k−1
1
)
ti−k−1H
(k)
i−k−1 + ...
+(
(
i−k−1
i−k−2
)
+
(
i−k−1
i−k−1
)
)H
(k)
1 +
(
i−k−1
i−k−1
)
(t− 1)i−k−1H
(k)
0 )
))
Now, look first to the positive terms. The parcels that start with
(
k
1
)
give precisely
(
k
1
)
α
(k)
i . The
negative parcels give α(k)i plus a remainder, that cancels precisely with the positive parcels that
start with
(
k
0
)
. Hence, we get
(
k
1
)
α
(k)
i − α
k
i plus all the positive parcels that start with
(
k
j
)
with
j ≥ 2, all of which have (t− 1) as a factor. We are hence left with
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= tk(t− 1)2pi⊥it
( i−1∑
s=k+1
C i−1s
s−k−1∑
l=0
( s−k−l+1∑
j=2
(
k
j
)(
s− k
s− k − l − j + 1
))
tl(t− 1)s−k−l−1H
(k)
l
)
Repeating the argument, we end up with
= tk(t− 1)2pi⊥it
( i−k∑
j=2
(
k + j − 2
j
)
(t− 1)j−2
i−1∑
s=k+j−1
C i−1s (t)Hs−k−j+1,t
)
which vanishes, by Lemma 5.1, finishing the proof for the case d0 < j ≤ d1. For the general
case, we just have to observe that the collection of vectors (H0j(t), ..., Hij(t)) defining αij(t) is
obtained as the in the case d0 < j ≤ d1 but pre-multiplying by the appropriate power of t.

We start by noticing that our definitions (4.3)–(4.5) depend on the collection of vectors
(Vm, ..., Vm′). For instance, it is clear that
β1i+1(Vm, ..., Vm′) = β
0
i+1(Vm+1, ..., Vm′) and(5.3)
βˆ1i+1(t)(Vm, ..., Vm′) = βˆ
0
i+1(t)(Vm+1, ..., Vm′) = β
0
i+1(t)(Vm+1, ..., Vm′) but in general(5.4)
β1i+1(t)(Vm, ..., Vm′) 6= β
0
i+1(t)(Vm+1, ..., Vm′).(5.5)
Since C is = C i−1s + pi⊥i C i−1s−1, one has that
β0i+1 = β
0
i + pi
⊥
i β
1
i and(5.6)
β0i+1(t) = β
0
i (t) + pi
⊥
i,tβ
1
i (t) but in general(5.7)
βˆ0i+1(t) 6= βˆ
0
i (t) + pi
⊥
i,tβˆ
1
i (t).(5.8)
We do have the following relation, whose proof follows by manipulation of the expressions
defining β0i+1(t), βˆ1i+1(t), β1i+1(t) and β0i+1(t):
Lemma 5.2. For any collection (Vm, ..., Vm′) we have
(5.9) t(β0i+1(t) + βˆ1i+1(t))− β1i+1(t) = β0i+1(t).
Corollary 5.3. For any i,
(5.10) tpi⊥i+1,t
(
β0i+1(t) + βˆ
1
i+1(t)
)
= pi⊥i+1,tβ
0
i+2(t).
Proof. We have that
tpi⊥i+t,t
(
β0i+1(t) + βˆ
1
i+1(t)
)
= pi⊥i+1,t
(
β0i+1(t) + β
1
i+1(t)
)
= pi⊥i+1,t
(
β0i+1(t) + pi
⊥
i+1,tβ
1
i+1(t)
)
= pi⊥i+1,tβ
0
i+2(t)(using (5.7)).

Before proceeding into the proof of Lemma 4.4, we need a final extra notation. We start by
noticing that
ηkr =
(
(pir,t + λ
−1pi⊥r,t)ηr−1(pir + λtpi
⊥
r )
)k
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Since the first factor has only λ powers 0 or −1 and the last one only powers 0 or 1, we see that
ηkr = pir,tη
k
r−1pir + tpir,tη
k−1
r−1pi
⊥
r + pi
⊥
r,tη
k+1
r−1pir + tpi
⊥
r,tη
k
r−1pi
⊥
r
= t(pir,tη
k−1
r−1 + pi
⊥
r,tη
k
r−1)pi
⊥
r + pir,tη
k
r−1pir + pi
⊥
r,tη
k+1
r−1pir
We denote by ηk,1r the coefficient of pi⊥r in the above expression:
ηk,1r = t(pir,tη
k−1
r−1 + pi
⊥
r,tη
k
r−1)
For completeness, we denote ηkr by ηk,0r and define recursively for l ≤ k
(5.11) ηk,lr = t(pir,tηk−1,l−1r−1 + pi⊥r,tηk,l−1r−1 ).
We then have
Lemma 5.4. For all j and for all l ≤ k ≤ j
ηk,lj pij−l = t
−1ηk+1,l+1j pij−l and(5.12)
ηk,lj pi
⊥
j−l = η
k,l+1
j pi
⊥
j−l.(5.13)
Proof of (5.12).
We begin by showing that (5.12) is true for all j and for all k ≤ j when l = 0:
ηk,0j pij = t
−1ηk+1,1j pij ⇔ (pijη
k
j−1 + pi
⊥
j−1η
k+1
j−1 )pij = t
−1t(pijη
k
j−1 + pi
⊥
j η
k+1
j−1 )pij ,
as wanted. Next, assume (5.12) is valid for l fixed, for any k ≤ j and let us prove that it is also
valid for any k ≤ j for l + 1. As a matter of fact, we have
ηk,l+1j pij−(l+1)= t(pijη
k−1,l
j−1 + pi
⊥
j η
k,l
j−1)pij−1−l = tpijt
−1ηk,l+1j−1 pij−1−l + tpi
⊥
j t
−1ηk+1,l+1j−1 pij−1−l
= (pijη
k,l+1
j−1 + pi
⊥
j η
k+1,l+1
j−1 )pij−1−l = t
−1ηk+1,l+1j pij−(l+1),
as desired.

Proof of (5.13). As before, let us prove the case when l = 0:
ηk,0j pi
⊥
j = η
k,1
j pi
⊥
j ⇔ t(pijη
k−1
j−1 + pi
⊥
j η
k
j−1)pi
⊥
j = t(pijη
k−1,0
j−1 + pi
⊥
j η
k,0
j−1)pi
⊥
j ,
which is true. As for the induction:
ηk,l+1j pi
⊥
j−(l+1)= t(pijη
k−1,l
j−1 + pi
⊥
j η
k,l
j−1)pij−1−l = t(pijη
k−1,l+1
j−1 + pi
⊥
j η
k,l+1
j−1 )pij−1−l
= ηk,l+2j pij−(l+1),
as wanted.

A NOTE ON THE SPECTRAL DEFORMATION OF HARMONIC MAPS FROM THE TWO-SPHERE INTO THE UNITARY GROUP17
Now, we introduce the following operators
(5.14)
Ar2 = A
r−1
2 = ... = A
2
2 = η
0
1,
Arr = η
0
r−1 + pi
⊥
r,tη
1
r−1(r > 2)
Ar3 = A
r−1
3 + t
3−rpi⊥r,tη
r−2,r−3−1
r−1 ,
...
Arj = A
r−1
j + t
j−rpi⊥r,tη
r−j+1,r−j−1
r−1 (j < r)
Lemma 5.5. For any r′ and for any fixed collection (Vm, ..., Vm+r′), the following equation holds
(5.15) η1r′−1β0r′ +
r′−1∑
s=2
pi⊥s,tβ
0
s+1(t)− t
r′−1∑
s=2
Ar
′−1
s pi
⊥
s β
0
s+1 = −
r′−1∑
s=3
ts−rηr
′−s+1,r′−s−1
r′−1 pi
⊥
s β
0
s .
Proof. The equation (5.15) shall be proved by induction on r. Besides the induction hypothesis,
we shall now use the following equations
η1r = pir,tη
1
r−1pir + tpir,tη
0
r−1pi
⊥
r + pi
⊥
r,tη
2
r−1pir + tpi
⊥
r,tη
1
r−1pi
⊥
r ,(5.16)
Arr = η
0
r−1 + pi
⊥
r,tη
1
r−1 and(5.17)
pi⊥r,tβ
0
r+1(t) = pi
⊥
r,t
(
tη0r−1pi
⊥
r β
0
r+1 + η
1
r−1β
0
r − η
0
r−1pir(β
0
r ) +
r−1∑
s=3
ts−rηr−s+1,r−s−1r−1 pi
⊥
s β
0
s
)
(5.18)
(we shall prove (5.18) in the end). We have that
η1rβ
0
r+1 +
∑r
s=2 pi
⊥
s,t(β
0
s+1(t))− t
∑r
s=2A
r
spi
⊥
s (β
0
s+1)
= (pir,tη
1
r−1pir + tpir,tη
0
r−1pi
⊥
r + pi
⊥
r,tη
2
r−1pir + tpi
⊥
r,tη
1
r−1pi
⊥
r )β
0
r+1 +
r−1∑
s=2
pi⊥s,t(β
0
s+1(t))
+pi⊥r,t
(
tη0r−1pi
⊥
r β
0
r+1 + η
1
r−1β
0
r − η
0
r−1pir(β
0
r ) +
r−1∑
s=3
ts−rηr−s+1,r−s−1r−1 pi
⊥
s β
0
s
)
−t
r−1∑
s=2
Arspi
⊥
s (β
0
s+1)− t(η
0
r−1 + pi
⊥
r,tη
1
r−1)pi
⊥
r (β
0
r+1)
= tpir,tη
0
r−1pi
⊥
r β
0
r+1 + tpi
⊥
r,tη
1
r−1pi
⊥
r β
0
r+1 + pir,tη
1
r−1pirβ
0
r + pi
⊥
r,tη
2
r−1pirβ
0
r
+
r−1∑
s=2
pi⊥s,t(β
0
s+1(t)) + pi
⊥
r,t
(
tη0r−1pi
⊥
r β
0
r+1 + η
1
r−1β
0
r − η
0
r−1pir(β
0
r ) +
r−1∑
s=3
ts−rηr−s+1,r−s−1r−1 pi
⊥
s β
0
s
)
−tAr−12 pi
⊥
2 (β
0
3)− t
r−1∑
s=3
(Ar−1s + t
s−rpi⊥r,tη
r−2,r−s−1
r−s+1 )pi
⊥
s (β
0
s+1)− t(η
0
r−1 + pi
⊥
r,tη
1
r−1)pi
⊥
r (β
0
r+1)
Now, parcels with β0r+1 vanish. Using the induction hypothesis (5.15),
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= pir,tη
1
r−1pirβ
0
r + pi
⊥
r,tη
2
r−1pirβ
0
r + pi
⊥
r,t
(
η1r−1β
0
r − η
0
r−1pir(β
0
r ) +
r−1∑
s=3
ts−rηr−s+1,r−s−1r−1 pi
⊥
s β
0
s
)
−
r−1∑
s=3
ts+1−rpi⊥r,tη
r−s+1,r−s−1
r−1 pi
⊥
s (β
0
s+1)− η
1
r−1β
0
r −
r−1∑
s=3
ts−rηr−s+1,r−s−1r−1 pi
⊥
s β
0
s
Writing pi⊥s = Id− pis and re-organizing the terms, we end up with
=
(
pir,tη
1
r−1pir + pi
⊥
r,tη
2
r−1pir + pi
⊥
r,tη
1
r−1 − pi
⊥
r,tη
0
r−1pir − t
0pi⊥r,tη
2,0
r−1 − η
1
r−1
)
β0r
+
(
t−1pi⊥r,tη
2,0
r−1pi
⊥
r−1 − t
−1pi⊥r,tη
3,1
r−1 + t
0pi⊥r,tη
2,0
r−1pir−1 − t
−1η2,0r−1pi
⊥
r−1
)
β0r−1
+
(
t−2pi⊥r,tη
3,1
r−1pi
⊥
r−2 − t
−2pi⊥r,tη
4,2
r−1 + t
−1pi⊥r,tη
3,1
r−1pir−2 − t
−2η3,1r−1pi
⊥
r−2
)
β0r−2
...
+
(
t4−rpi⊥r,tη
r−3,r−5
r−1 pi
⊥
4 − t
4−rpi⊥r,tη
r−2,r−4
r−1 + t
5−rpi⊥r,tη
r−3,r−5
r−1 pi4 − t
4−rηr−3,r−5r−1 pi
⊥
4
)
β04
+
(
t3−rpi⊥r,tη
r−2,r−4
r−1 pi
⊥
3 − t
3−rpi⊥r,t η
r−1,r−3
r−1︸ ︷︷ ︸
= 0
+t4−rpi⊥r,tη
r−2,r−4
r−1 pi3 − t
3−rηr−2,r−4r−1 pi
⊥
3
)
β03
From Lemma 5.4 (equation (5.12)), we obtain
=−
(
pir,tη
1
r−1 + pi
⊥
r,tη
2,0
r−1 − 0
)
pi⊥r β
0
r −
r−1∑
s=3
ts−r
(
pir,tη
r−s+1,r−s−1
r−1 + pi
⊥
r,tη
r−s+2,r−s
r−1
)
pi⊥s β
0
s
Again from Lemma 5.4 (equation (5.13)) and (5.11)
=−
r∑
s=3
ts−r−1ηr−s+2,r−s+1r pi
⊥
s β
0
s (use (5.13)) = −
r∑
s=3
ts−r−1ηr−s+2,r−sr pi
⊥
s β
0
s
Thus,
η1rβ
0
r+1 +
r∑
s=2
pi⊥s,t(β
0
s+1(t))− t
r∑
s=2
Arspi
⊥
s (β
0
s+1) = −
r∑
s=3
ts−1−rηr−s+2,r−sr pi
⊥
s β
0
s

Proof of Lemma 4.4.
Using (5.3) and (5.4), we notice that for any collection (Vm, ..., Vm′) of vectors,
(5.19)
η0r (β
1
r+1(Vm, ..., Vm′))= βˆ
1
r+1(t)(Vm, ..., Vm′)
+pi⊥2,t
(
βˆ12(t)(Vm, ..., Vm′)
)
+ ... + pi⊥r,t
(
βˆ1r (t)(Vm, ..., Vm′)
)
−Ar2pi
⊥
2
(
β12(Vm, ..., Vm′)
)
− ...− Arrpi
⊥
r
(
β1r (Vm, ..., Vm′
)
or, more succinctly,
(5.20) η0r(β1r+1) = βˆ1r+1(t) +
r∑
s=2
pi⊥s,tβˆ
1
s (t)−
r∑
s=2
Arspi
⊥
s β
1
s .
We have that
ηr+1 = (pir+1,t + λ
−1pi⊥r+1,t)ηr(pir+1,t + λtpi
⊥
r+1,t)
Since ηr has no negative powers of λ,
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η0r+1 = pir+1,tη
0
rpir+1 + pi
⊥
r+1,tη
1
rpir+1 + tpi
⊥
r+1,tη
0
rpi
⊥
r+1
On the other hand, from (4.9), we may conclude that η0r maps αr+1 into αr+1(t) so that
pi⊥r+1,tη
0
rpir+1 = 0.
Now, fix a collection (Vm, ..., Vm+r+1) of Cn vectors. Then,
η0r+1
(
β0r+2
)
=
(
pir+1,tη
0
rpir+1 + pi
⊥
r+1,tη
1
rpir+1 + tpi
⊥
r+1,tη
0
rpi
⊥
r+1
)(
β0r+1 + pi
⊥
r+1β
1
r+1
)
(see (5.6))
= pir+1,tη
0
rpir+1(β
0
r+1) + pi
⊥
r+1,tη
1
rpir+1(β
0
r+1) + tpi
⊥
r+1,tη
0
rpi
⊥
r+1(β
0
r+1 + β
1
r+1)
= η0rpir+1(β
0
r+1)− pi
⊥
r+1,tη
1
rpi
⊥
r+1(β
0
r+1) + pi
⊥
r+1,tη
1
r(β
0
r+1) + tpi
⊥
r+1,tη
0
r(β
0
r+1 + β
1
r+1)
= η0r(β
0
r+1)− (η
0
r + pi
⊥
r+1,tη
1
r)pi
⊥
r+1(β
0
r+1) + pi
⊥
r+1,tη
1
r(β
0
r+1) + tpi
⊥
r+1,tη
0
r(β
0
r+1 + β
1
r+1)
= β0r+1(t) +
r∑
s=2
pi⊥s,tβ
0
s (t)−
r∑
s=2
Arspi
⊥
s β
0
s −A
r+1
r+1pi
⊥
r+1β
0
r+1 + pi
⊥
r+1,t
(
η1rβ
0
r+1 + tη
0
r(β
0
r+1 + β
1
r+1)
)
where we have used the induction hypothesis. We can proceed to get
= β0r+1(t) +
r∑
s=2
pi⊥s,tβ
0
s (t)−
r∑
s=2
Arspi
⊥
s β
0
s −A
r+1
r+1pi
⊥
r+1β
0
r+1
+pi⊥r+1,t
(
η1rβ
0
r+1 + tη
0
r (β
0
r+1 + β
1
r+1)
)
− pi⊥r+1,tβ
1
r+1(t) + pi
⊥
r+1,tβ
1
r+1(t)
Now, using (5.7), (4.9)) and (5.20), this expression becomes
= β0r+2(t) +
r∑
s=2
pi⊥s,tβ
0
s (t)−
r∑
s=2
Arspi
⊥
s β
0
s −A
r+1
r+1pi
⊥
r+1β
0
r+1
+pi⊥r+1,t
(
η1rβ
0
r+1 + t
(
β0r+1(t) + βˆ
1
r+1(t) +
r∑
s=2
pi⊥s,t(β
0
s (t) + βˆ
1
s (t))
−
r∑
s=2
Arspi
⊥
s (β
0
s + β
1
s )
)
− β1r+1(t)
)
Using (5.9), (5.10) and (5.6) we get
= β0r+2(t) +
r∑
s=2
pi⊥s,tβ
0
s (t)−
r∑
s=2
Arspi
⊥
s β
0
s −A
r+1
r+1pi
⊥
r+1β
0
r+1
+pi⊥r+1,t
(
η1rβ
0
r+1 + β
0
r+1(t) +
r∑
s=2
pi⊥s,t(β
0
s+1(t))− t
r∑
s=2
Arspi
⊥
s (β
0
s+1)
)
= β0r+2(t) +
r∑
s=2
pi⊥s,tβ
0
s (t) + pi
⊥
r+1,tβ
0
r+1(t)−
r∑
s=2
Arspi
⊥
s β
0
s −A
r+1
r+1pi
⊥
r+1β
0
r+1
+pi⊥r+1,t
(
η1rβ
0
r+1 +
r∑
s=2
pi⊥s,t(β
0
s+1(t))− t
r∑
s=2
Arspi
⊥
s (β
0
s+1)
)
Using (5.15),
= β0r+2(t) +
r+1∑
s=2
pi⊥s,tβ
0
s (t)−
r∑
s=2
Arspi
⊥
s β
0
s −A
r+1
r+1pi
⊥
r+1β
0
r+1 + pi
⊥
r+1,t
(
−
r∑
s=3
ts−1−rηr−s+2,r−sr pi
⊥
s β
0
s
)
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and, re-organizing terms:
= β0r+2(t) +
r+1∑
s=2
pi⊥s,tβ
0
s (t)− A
r
2pi
⊥
2 β
0
2
−(Ar3 + t
2−rpi⊥r+1,tη
r−1,r−3
r )pi
⊥
3 β
0
3 − ...− (A
r
r + t
−1pi⊥r+1,tη
2,0
r )pi
⊥
r β
0
r − A
r+1
r+1pi
⊥
r+1β
0
r+1
= β0r+2(t) +
r+1∑
s=2
pi⊥s,tβ
0
s (t)−
r+1∑
s=2
Ar+1s pi
⊥
s β
0
s ,
completing the proof.

We conclude by proving (5.18):
Since we may use (4.9) applied to β0r , we can write
pi⊥r,tβ
0
r+1(t) = pi
⊥
r,t
(
η0r(β
0
r+1)−
r∑
s=2
pi⊥s,tβ
0
s (t) +
r∑
s=2
Arspi
⊥
s β
0
s
)
Using (5.14),
= pi⊥r,t
(
η0r(β
0
r+1)−
r−1∑
s=2
pi⊥s,tβ
0
s (t)− pi
⊥
r,t(η
0
r−1(β
0
r )−
r−1∑
s=2
pi⊥s,tβ
0
s (t) +
r−1∑
s=2
Ar−1s pi
⊥
s β
0
s )+
+Ar−12 pi
⊥
2 β
0
2 +
r−1∑
s=3
(Ar−1s + t
s−rpi⊥r,tη
r−s+1,r−s−1
r−1 )pi
⊥
s β
0
s + (η
0
r−1 + pi
⊥
r,tη
1
r−1)pi
⊥
r β
0
r
)
= pi⊥r,t
(
η0r(β
0
r+1)− η
0
r−1(β
0
r ) +
r−1∑
s=3
ts−rηr−s+1,r−s−1r−1 pi
⊥
s β
0
s + (η
0
r−1 + η
1
r−1)pi
⊥
r β
0
r
)
= pi⊥r,t
(
(η1r−1pir + tη
0
r−1pi
⊥
r )β
0
r+1 − η
0
r−1(β
0
r ) +
r−1∑
s=3
ts−rηr−s+1,r−s−1r−1 pi
⊥
s β
0
s + (η
0
r−1 + η
1
r−1)pi
⊥
r β
0
r
)
= pi⊥r,t
(
tη0r−1pi
⊥
r β
0
r+1 + η
1
r−1pirβ
0
r − η
0
r−1(β
0
r ) +
r−1∑
s=3
ts−rηr−s+1,r−s−1r−1 pi
⊥
s β
0
s + (η
0
r−1 + η
1
r−1)pi
⊥
r β
0
r
)
= pi⊥r,t
(
tη0r−1pi
⊥
r β
0
r+1 + η
1
r−1β
0
r − η
0
r−1pir(β
0
r ) +
r−1∑
s=3
ts−rηr−s+1,r−s−1r−1 pi
⊥
s β
0
s
)
.

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