We apply a uniform Cramer-Rao (CR) bound [l] to study the bias-variance trade-offs in parameter estimation. The uniform CR bound is used to specify achievable and unachievable regions in the bias-variance trade-off plane. The applications considered in this paper are: 1) two-dimensional single photon emission computed tomography (SPECT) system, and 2) one dimensional edge localization.
INTRODUCTION
The mean-square error (MSE) is2n important measure of precision of a scalar component 61 of an estimator e. It is well known th? the MSE is a function of both : he bias, denoted biasg(B1) and the variance, denoted varg(O1) of the scalar estimator:
A

MSEg(&) = varg(&) + bias;(&).
Obviously increases in MZE can be due to increases in either the bias or variance of 81. Bias and variance are complementary in nature. While bias is due to 'mismatch' between the average value of the estimator and the true parameter, variance is due to statistical fluctuations in the estimator.
There usually exists a tradeoff between bias and variance of the estimated parameter. For example in image reconstruction, implementation of the maximum likelihood algorithm with a smoothness penalty reduces the variance only at the expense of introducing bias. Different estimators can be effectively compared by plotting their performance on a bias-variance trade-off plane. The classical or the unbiased CR bound has been previously applied to compare Merent estimators [2, 31. However, in most image processing applications the estimators are biased and their variance is not bounded by the unbiased CR bound. For biased estimators a biased CR bound is available [4] which is only applicable to estimators with fixed bias gradient Vgbiasg(&), hence it is unable to give a meaningful comparison of different biased estimators that have acceptable bias but different bias gradients. We use uniform CR bound [l] on the variance of biased estimators which divides the bias-variance trade-off plane 6-a into achievable and unachievable regions. Different estimators can be placed in the achievable region of the &U plane and their performance can be effectively compared. While the unbiased CR bound (1) is known to be asymp totically achievable for large number of independent identically distributed measurements, in practice, most estimation algorithms are biased and the unbiased CR bound is inapplicable.
UNIFORM CR BOUND
For a biased estimator 81 the following form of the biased CR bound is well known (41:
where Vgml = Vgml(s) = Vgb1 + gl is an n element row vector of the gradient of the mean &(&) = ml(e). The application of the biased CR bound (2) is very restricted due to the fact that it is only applicable to estimators with a given bias gradient Vgbl. In 
(8)
A more general version of Theorem 1, which will not be required here, is given in [5] and applies to singular F y .
Note that since X 2 0 and F y 2 0, the use of the expression (6) does not suffer from any ill-conditioning of the FIM F y . In Theorem 1, d,,, defined in (7) is an optimal bias gradient in the sense that it minimizes the biased CR bound (2) over all vectors Vgbpl. 
Estimation of the Bias Gradient
To compare a particular estimator to the uniform bound of Theorem 1 we require the length of the estimator bias gradient so that the estimator can be placed somewhere within the achievable region of Figure 1 . In most cases the bias and the bias-gradient are analytically intractable. The method of moments is the standard m e t k d for experimentally determining bias and covariance of which is based on forqing the sample mean and sample covariance statistics for a sequence of L repeated experiments {Ei)f=l each generated from the density f y ( y .e). 
APPLICATIONS
We will apply the uniform CR bound to study the biasvariance trade-offs for: 1) a particular class of roughness penalized maximum-likelihood (PML) in SPECT image reconstruction, and 2) one-dimensional edge localization.
SPECT Image Reconstruction
System Description
The system used in this paper is shown in Figure 2 and is called the SPRINT I1 system [SI. The system was designed specifically for brain imaging and consists of a ring of detectors and a ring of collimators. The function of the collimator is to reduce the uncertainty associated with the emission location of a 7-ray to a line or a strip in the field of view (Figure 2) . During imaging time, the collimator ring is rotated through small steps about the source. A y-ray photon passing through one of the collimator slits at one of the rotation angles is counted as an event acquired in one 'detector bin'. For reconstruction the source domain is divided into n small regions, called pixels. The detection process is governed by Poisson statistics:
= [YI ..., %IT.
In (10) The system parameters are given in Appendix A and unless otherwise specified are those used in the simulations.
In the following simulations the effect of attenuation was neglected. The total number of detected 7-ray counts were 1 0 ' . Noise due to scatter were 5% of the total counts. Since the algorithm considered in this section is non-linear, an analytic expression for the bias gradient is intractable, and therefore the bias gradient was estimated using (9). We used L = 400 realizations of the projection data E. The object is a disk of uniform intensity 1 with a high intensity region of 4 pixels in the center of uniform intensity 2, called the hot spot. The pixel of interest was the pixel at the upper edge of the hot spot, marked '1'. The diameter of the disk is 32 pixels. In the following simulation, the algorithm was initialized by a uniform disk of intensity 1 and diameter 32 pixels.
Penalized Mazimum Likelihood
1
Figure 3: The object used in the simulations. The object dimensions are 32 x 32. The black pixels are of intensity 1 while the white pixels are of intensity 2. where P(B) is a roughness penalty and a is the smoothing parameter. We use a penalty function described in [7] which is imposed on the 8 neighboring pixels for each pixel of interest. Setting a = 0 corresponds to no image smoothing while a large value of a corresponds to a significant amount of smoothing. We have implemented the recursive SAGE algorithm to maximize the PML objective function. SAGE, which stands for space alternating generalized EM, involves an intelligent choice of a 'complete data space' such that the E and M steps are analytically tractable. A detailed description of the PML-SAGE algorithm is given in [7] . For the first set of simulations the smoothing parameter a was varied (Figure 4) . Points on the curves in Figure 4 are labeled by the exponent of a. The bias, bias gradient and variance were estimated and the uniform bound was plotted over 6-a and &a domains. The MAP-SAGE algorithms were terminated after 100 iterations for each of the L = 400 trials. The 95% ellipsoidal confidence regions are not shown in the figure since they are smaller than the size of the plotting symbol '*'. Note that the bound, denoted by Figure 4 , is achieved for large biases, i.e. large a. For a small, the curve 'B' tends to deviate more from the lower bound and saturate, i.e. lower a does not decrease the bias gradient. On the other hand the bias decreases to an asymptote near zero. At points close to the unbiased point, i.e. the leftmost corner of the horizontal axis, in curve 'A', maximal reduction in bias is achieved at the price of significant increase in the variance. shows a strong correlation with the neighboring pixels. This implies that to estimate 0~0 1 we must also estimate the strongly correlated neighboring pixels accurately, while the influence of the far pixels can be ignored. Ideally, one would like the correlation between the pixels to be zero so that the estimate of a certain pixel, OROI, i s independent of the estimates of all other pixels. The plot for the theoretically optimal bias gradient d,,, shows a similar strong influence from the neighboring pixels. The average bias gradient Vg61 for the reconstructed image is different from the theoretically optimal bias gradient ti,,,.
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Thus the penalized SAGE image reconstruction algorithm does not take best advantage of its bias allocation since it is only by using the optimal bias gradient ti,,, that the minimum bias length is achieved. show significant coupling between the pixel of interest and the neighboring pixels. This is to be expected since in the overly smoothed case the bias is principally determined by the smoothness penalty as opposed to the projection data.
OneDimensional Edge Localization
In many imaging applications it is important to determine the location I of an edge along an oriented line segment. In The FIM FR(~') for the parameter vector The length of the data R ( z ) containing the edge was 1000 points. The edge parameters used were: I = 15, U. = 6, and 1 = 501. We used a window T2 of 50 data points, n% = 8. We varied uc from 3 corresponding to a difference operator, to 31 corresponding to a ramp filter. For each value of uc investigated we generated 100 independent realizations of noisy edge profile R(z). The bias gradient was estimated using (9). The results are shown in Figure 7 . The 95% confidence intervals are smaller than the size of the plotting symbol *.
The curve 'B' in Figure 7 shows a point of minimum variance at oc = 16, which also corresponds to minimum bias (curve 'A') on the b-u plane, and hence a point of minimum MSE. Note that the minimum variance is achieved close to the optimal uc = f i u , = 13.5 determined by minimizing the unbiased CR bound. An interesting point to note is that although the bias and the variance vary nonmonotonically with increasing uc, the bias gradient length increases monotonically. 
