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Resumo
A utilizac¸a˜o de instrumentos o´pticos de longo alcanc¸e na observac¸a˜o do universo re-
vela a existeˆncia de uma curiosa estrutura constituida por regio˜es aparentemente vazias,
aglomerados e superaglomerados de gala´xias. O processo de formac¸a˜o dessa enorme es-
trutura, conhecida como estrutura cosmolo´gica em larga escala, constitui uma importante
ferramenta de teste dos va´rios modelos cosmolo´gicos existentes. Em geral empregamos
o me´todo perturbativo no estudo da formac¸a˜o dessas estruturas, no qual consideramos
uma expansa˜o da densidade de mate´ria em termos de uma pequena flutuac¸a˜o. O per´ıodo
evolutivo em que podemos considerar apenas ate´ o termo linear dessa expansa˜o e´ conhe-
cido como evoluc¸a˜o em regime linear. Devido a` instabilidade gravitacional, essa pequena
flutuac¸a˜o aumenta ate´ um certo ponto em que a aproximac¸a˜o linear na˜o e´ mais via´vel. Di-
zemos enta˜o que a evoluc¸a˜o dessas estruturas encontra-se em um regime na˜o linear. Neste
trabalho faremos uma revisa˜o detalhada de alguns me´todos anal´ıticos desenvolvidos para
o estudo da evoluc¸a˜o na˜o linear das flutuac¸o˜es da densidade de mate´ria, obtendo os prin-
cipais formalismos de cada me´todo e expondo-os de forma intuitiva e gradual de forma
que um leitor inexperiente no assunto consiga compreender e, possivelmente, utilizar este
material.
Abstract
The use of long range optical instruments shows the existence of an amazing structure
constituted of empty regions interspersed with galaxies, clusters and superclusters of ga-
laxies. The formation process of this large scale structure is an important tool for testing
many existing cosmological models. In general one applies the perturbative method to
study this formation, considering an expansion of the matter density in terms of small
fluctuations. The part of the evolution period in which we can consider only linear terms
of the expansion is known as the linear evolution regime. Due to gravitational instability,
the small fluctuations become stronger, until the linear approximation turns impractica-
ble. Then we can say that the evolution is in a non linear regime. In the present work we
make a detailed revision of the principal analytical method developed to the study of the
non linear evolution of matter density fluctuations, obtaining the principal outcomes and
exposing them in an intuitive and gradual manner such that even an unfamiliar reader in
the subject will be able to understand.
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91 Introduc¸a˜o
A natureza dos corpos celestes, bem como a sua dinaˆmica e distribuic¸a˜o no espac¸o, e´
uma das questo˜es que mais intrigam a humanidade, desde as primeiras civilizac¸o˜es ate´ os
dias atuais. E´ bem verdade que a cieˆncia evoluiu muito ao longo da histo´ria, esclarecendo
algumas dessas questo˜es, como a evoluc¸a˜o estelar, mas na˜o o suficiente a ponto de sanar
todas. A utilizac¸a˜o de instrumentos o´pticos de longo alcanc¸e na observac¸a˜o do universo
revela a existeˆncia de uma curiosa estrutura constituida por regio˜es aparentemente va-
zias, aglomerados e superaglomerados de gala´xias [1, 2]. O processo de formac¸a˜o dessa
enorme estrutura, conhecida como estrutura cosmolo´gica em larga escala, sera´ o foco dessa
dissertac¸a˜o.
A fim de analisar a formac¸a˜o dessas estruturas, utilizaremos o me´todo perturbativo
que considera uma expansa˜o em termos de flutuac¸o˜es da densidade de mate´ria em torno
de um universo homogeˆneo e isotro´pico, ana´logo a uma expansa˜o de Taylor. O sucesso
dessa teoria deve-se a`s observac¸o˜es da Radiac¸a˜o Co´smica de Fundo (RCF) que indica
inomogeneidades primordiais no campo de mate´ria impressas como pequenas flutuac¸o˜es
da temperatura. De acordo com os dados observacionais da RCF, podemos considerar
que as grandes estruturas evolu´ıram, via instabilidade gravitacional, a partir de flutuac¸o˜es
da densidade de mate´ria. Essa considerac¸a˜o inicial nos permite ignorar a princ´ıpio, na
expansa˜o perturbativa, termos de ordem igual ou superior ao de segunda ordem, fazendo
assim uma aproximac¸a˜o linear. Por atrac¸a˜o gravitacional, maior nos pontos onde a den-
sidade e´ maior, as part´ıculas ira˜o se aproximar aumentando ainda mais a densidade local,
num processo denominado instabilidade gravitacional.
Em 1929, Edwin Hubble publicou resultados observacionais que indicavam uma expan-
sa˜o homogeˆnea e isotro´pica do universo, ou seja, a taxa de expansa˜o, por ele encontrada,
era a mesma em todos os pontos [3]. Segundo o me´todo perturbativo, a expansa˜o das
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regio˜es onde ha´ acre´scimo de densidade de mate´ria ocorre a uma taxa menor, devido
a` atrac¸a˜o gravitacional, em contraste com as regio˜es rarefeitas, induzindo um poss´ıvel
colapso nesta regia˜o, formando as estruturas compactas. Essa aglomerac¸a˜o de mate´ria
avanc¸a ate´ alcanc¸ar n´ıveis onde a aproximac¸a˜o linear na˜o e´ mais va´lida, obrigando-nos a
considerar termos na˜o lineares previamente ignorados.
Temos, portanto, a existeˆncia de dois per´ıodos evolutivos: o per´ıodo de evoluc¸a˜o li-
near, onde a aproximac¸a˜o linear e´ suficiente, e o per´ıodo de evoluc¸a˜o na˜o linear, onde
os termos perturbativos de ordem superior ao termo linear devem ser considerados. O
primeiro desses per´ıodos possui um tratamento matema´tico mais simples em comparac¸a˜o
ao per´ıodo na˜o linear, sendo portanto muito mais explorado e conhecido. A despeito
da dificuldade matema´tica encontrada no estudo do per´ıodo na˜o linear, alguns me´todos
aproximativos anal´ıticos foram desenvolvidos a fim de amenizar este problema te´cnico,
obtendo resultados qualitativamente satisfato´rios. Uma alternativa a`s aproximac¸o˜es ana-
l´ıticas e´ a utilizac¸a˜o de me´todos nume´ricos, que possuem a precisa˜o dos resultados limitada
a` capacidade do equipamento computacional [4].
Destinado a fornecer o conhecimento necessa´rio ao desenvolvimento de pesquisas em
formac¸a˜o de estruturas em larga escala, este trabalho possui como principal objetivo a
exposic¸a˜o detalhada alguns me´todos anal´ıticos desenvolvidos para o estudo da evoluc¸a˜o
na˜o linear das perturbac¸o˜es, servindo como ponto de partida aos iniciantes neste tema,
fornecendo-lhes uma base consistente para um futuro trabalho mais profundo. E neste
sentido, os me´todos analisados foram distribu´ıdos em cada cap´ıtulo seguindo uma ordem
crescente no que tange ao ajuste a` realidade, de forma que o me´todo de N-corpos, disposto
no cap´ıtulo 6 , aproxima-se muito mais da realidade que o disposto no cap´ıtulo 3.
Em resumo, no cap´ıtulo 2 apresentamos o me´todo perturbativo linear, que descreve
a evoluc¸a˜o linear das perturbac¸o˜es, e derivamos detalhadamente os principais resultados,
a fim de evidenciar as diferenc¸as entre os per´ıodos evolutivos. Em seguida, no cap´ıtulo 3,
exploramos cuidadosamente o primeiro me´todo aproximativo anal´ıtico destinado a descre-
ver a evoluc¸a˜o na˜o linear das perturbac¸o˜es, denominado Aproximac¸a˜o Esfe´rica, em duas
abordagens distintas, newtoniana e relativ´ıstica. No cap´ıtulo 4, apresentamos o me´todo
newtoniano proposto por Zel’dovich, no qual temos a previsa˜o da formac¸a˜o de estrutu-
ras denominadas panquecas, bidimensionais, planas e desprovidas de rotac¸a˜o. Ainda no
11
cap´ıtulo 4, essa auseˆncia de rotac¸a˜o sera´ corrigida por uma generalizac¸a˜o do me´todo de
Zel’dovich. No cap´ıtulo 5 apresentamos uma soluc¸a˜o para o problema da espessura in-
finitesimal de estruturas bidimensionais. O me´todo de adesa˜o gravitacional consiste em
adicionar uma viscosidade artificial ao modelo de Zel’dovich, resultando na previsa˜o da
formac¸a˜o de treˆs tipos distintos de estruturas, as panquecas, os aglomerados e os filamen-
tos, todos com espessura finita, concordando com as observac¸o˜es do projeto SDSS (Sloan
Digital Sky Survey). No cap´ıtulo 6, apresentamos alguns dos principais me´todos compu-
tacionais utilizados para simular a formac¸a˜o de estruturas em larga escala, conhecidos em
geral por modelos de N-corpos. Finalmente, no cap´ıtulo 7 faremos algumas considerac¸o˜es
a respeito desses va´rios modelos de formac¸a˜o de estruturas em larga escala, destacando
vantagens e desvantagens de cada um, fazendo ao mesmo tempo projec¸o˜es para futuros
trabalhos. Inclu´ımos ainda o apeˆndice A, no qual demonstramos o teorema de Birkhoff, e o
B, onde descrevemos o me´todo Steepest Descent, u´til em alguns modelos computacionais.
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2 Evoluc¸a˜o Linear das
Perturbac¸o˜es Cosmolo´gicas
Neste cap´ıtulo analisaremos o per´ıodo de evoluc¸a˜o linear da perturbac¸a˜o da densidade
de mate´ria pelo me´todo perturbativo. Adotaremos um modelo cosmolo´gico composto so-
mente por mate´ria escura fria (CDM, do ingleˆs Cold Dark Matter), cuja pressa˜o e´ nula,
e um universo plano, onde o paraˆmetro de densidade Ω = 8piGρ¯3H2 = 1 (ρ¯ e´ a densidade de
mate´ria escura fria do universo homogeˆneo). Sera´ extremamente u´til a definic¸a˜o e utiliza-
c¸a˜o, durante todo o trabalho, de uma quantidade adimensional que indique a intensidade
da perturbac¸a˜o na distribuic¸a˜o de mate´ria. Essa quantidade, denominada contraste da
densidade de mate´ria, e´ dada pela expressa˜o1
δ =
δρ
ρ¯
, (2.1)
onde δρ e´ a flutuac¸a˜o infinitesimal da densidade total e δ e´ o contraste.
Durante este per´ıodo linear da evoluc¸a˜o da perturbac¸a˜o, temos δ  1, permitindo-
nos fazer uma aproximac¸a˜o linear da perturbac¸a˜o pelo me´todo perturbativo. O estudo
da evoluc¸a˜o perturbativa com δ ≥ 1 sera´ feito nos cap´ıtulos seguintes. De agora em
diante, utilizaremos a definic¸a˜o de dois per´ıodos evolutivos da perturbac¸a˜o: evoluc¸a˜o
linear, quando δ  1, e na˜o linear, quando δ ≥ 1.
Rigorosamente, o estudo das perturbac¸o˜es cosmolo´gicas seria feito pela Relatividade
Geral (RG) [5]. Contudo, e´ poss´ıvel fazer uma aproximac¸a˜o Newtoniana, sob certas
circunstaˆncias, de modo a simplificar os ca´lculos, fornecendo-nos um panorama geral da
evoluc¸a˜o da perturbac¸a˜o.
1Daqui por diante, sempre que fizermos refereˆncia ao contraste de densidade utilizaremos essa definic¸a˜o.
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A formac¸a˜o das estruturas cosmolo´gicas ocorre durante um per´ıodo evolutivo do uni-
verso no qual a mate´ria, que e´ o componente de pressa˜o nula, e´ predominante. Focaremos
em perturbac¸o˜es cujo comprimento de onda da perturbac¸a˜o, λ , e´ menor que o horizonte
de Hubble H−1(t), onde H(t) e´ o paraˆmetro de Hubble. Essas sa˜o as circunstaˆncias que
tornam va´lida a abordagem newtoniana, e que portanto sera´ adotada [6, 7].
Por considerarmos um universo plano e uma aproximac¸a˜o linear da perturbac¸a˜o, po-
demos expandir as perturbac¸o˜es da pressa˜o p, da velocidade V, da densidade de mate´ria
ρ e do potencial gravitacional escalar φ em ondas planas, como por exemplo
δρ(r, t) =
1
(2pi)
3
2
∫
d3kδρ(k, t)e−ik·r , (2.2)
onde k e´ denominado vetor de onda e λ = 2pi|k| e´ o comprimento de onda da onda plana.
2.1 Alguns resultados do universo homogeˆneo e iso-
tro´pico
Antes de mais nada, obteremos alguns resultados importantes do universo na˜o per-
turbado, como a evoluc¸a˜o temporal do fator de escala e o paraˆmetro de Hubble.
A evoluc¸a˜o de um fluido perfeito e´ descrita pela mecaˆnica Newtoniana pelo seguinte
conjunto de equac¸o˜es:
(1) equac¸a˜o da continuidade,
∂ ρ¯
∂ t
+∇ · (ρ¯V¯) = 0 , (2.3)
onde ρ¯ e´ a densidade de mate´ria escura no universo na˜o perturbado e V¯ e´ a veloci-
dade f´ısica (na˜o como´vel) neste mesmo universo2 das part´ıculas deste fluido;
(2) equac¸o˜es de Euler, dadas por
∂ V¯
∂ t
+(V¯ ·∇)V¯ =−∇φ¯ , (2.4)
2Os referenciais f´ısicos sa˜o aqueles que na˜o acompanham a expansa˜o do universo, ao contra´rio dos
referenciais como´veis.
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sendo ∇ o operador diferencial nabla no referencial f´ısico e φ¯ o potencial escalar
gravitacional;
(3) equac¸a˜o de Poisson, que define o potencial escalar gravitacional,
∇2φ¯ = 4piGρ¯ (2.5)
e por fim,
(4) equac¸a˜o de estado,
ω =
p¯
ρ¯
= 0 , (2.6)
onde p¯ e´ a pressa˜o do fluido em um universo homogeˆneo. Estamos considerando fluido
cuja pressa˜o e´ nula.
Devido a` homogeneidade e isotropia do universo na˜o perturbado, a densidade de
mate´ria e o campo de velocidades sa˜o dados por
ρ¯ = ρ¯(t) (2.7)
e
V¯ = H(t)r , (2.8)
onde H(t) e´ o paraˆmetro de Hubble definido por H(t) = a˙(t)a(t) , sendo que a(t) e´ o fator
de escala, e r e´ o vetor posic¸a˜o no referencial f´ısico. A equac¸a˜o (2.8), denominada lei
de Hubble, foi obtida observacionalmente por Edwin Hubble e evidencia, em cara´ter
aproximativo, a expansa˜o homogeˆnea e isotro´pica do universo [3].
Substituindo (2.8) em (2.3), temos a expressa˜o da conservac¸a˜o de mate´ria na˜o relati-
v´ıstica,
∂ ρ¯
∂ t
+ 3H(t)ρ¯ = 0 . (2.9)
Tomando o divergente de (2.4) e utilizando (2.8), obtemos
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H˙(t)+H2 =−4piG
3
ρ¯ , (2.10)
cuja integrac¸a˜o no tempo fornece uma equac¸a˜o equivalente a` equac¸a˜o de Friedmann,
H2(t) =
4
3
piGρ¯ . (2.11)
Resolvendo (2.9) para o fator de escala a(t), obtemos
ρ¯(t) = ρ¯0a(t)
−3 , (2.12)
onde ρ¯0 = ρ¯(t0), sendo t0 o instante (hoje) no qual escolhemos a(t0) ≡ 1, e aplicando o
resultado (2.12) em (2.11) encontramos a dependeˆncia temporal do fator de escala como
sendo
a(t) =
3
2
(
4
3
piGρ¯0
)1
3
t
2
3 =
(
t
t0
)2
3
. (2.13)
Portanto, a dependeˆncia temporal do paraˆmetro de Hubble e´ dada por
H(t) =
a˙
a
=
2
3t
. (2.14)
Com esses resultados, faremos na proxima sec¸a˜o uma expansa˜o linear em termos de
pequenas flutuac¸o˜es sobre este universo homogeˆneo e isotro´pico.
2.2 Perturbac¸o˜es Lineares Newtonianas
De acordo com o me´todo perturbativo, cada quantidade que descreve o universo (p,
ρ , V e φ) sera´ escrita como a soma de um termo referente ao universo homogeˆneo com
um termo de perturbac¸a˜o, da seguinte maneira,
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
ρ(r, t) = ρ¯(t) [1 +δ (r, t)]
p(r, t) = p¯(t)+δ p(r, t)
V(r, t) = V¯(r, t)+v(r, t)
φ(r, t) = φ¯(r, t)+ϕ(r, t) ,
(2.15)
onde δ = ρρ¯ −1 e´ o contraste de densidade e, por hipo´tese, δ  1, δ p p¯ e v V¯.
O passo seguinte consiste em aplicar as seguintes substituic¸o˜es nas equac¸o˜es (2.3),
(2.4) e (2.5): ρ¯→ ρ , p¯→ p, V¯→V e ϕ¯→ ϕ , transformando-as em equac¸o˜es perturbadas.
(1) Equac¸a˜o perturbada da conservac¸a˜o de mate´ria:
∂
∂ t
(ρ¯ + ρ¯δ )+∇ · [(ρ¯ + ρ¯δ )(V¯+v)]= 0 . (2.16)
Utilizando (2.3) e desprezando os termos de segunda ordem em δ , v e os termos cruzados
vδ , obtemos
δ
∂ ρ¯
∂ t
+ ρ¯
∂δ
∂ t
+ ρ¯∇·v+ ρ¯δ∇·V¯+ρ0V¯·∇δ = 0 , (2.17)
sendo que, pela lei de Hubble, ∇·VH = 3H(t). Assim, a expressa˜o acima reduz-se a
ρ¯
(
∂δ
∂ t
+ V¯·∇δ
)
+ ρ¯∇·v+δ ∂ ρ¯
∂ t
+ 3ρ¯δ
a˙
a
= 0 . (2.18)
(2) Equac¸a˜o de Euler perturbada:
∂
∂ t
(V¯+v)+
[(
V¯+v
)·∇](V¯+v) =−∇(φ +ϕ)− (p¯+δ p)
ρ¯ + ρ¯δ
, (2.19)
onde utilizaremos a expansa˜o
(ρ¯ + ρ¯δ )−1 =
(1 +δ )−1
ρ¯
' 1−δ
ρ¯
, (2.20)
resultando em
∂
∂ t
(V¯+v)+
[(
V¯+v
)·∇](V¯+v) =−∇(φ +ϕ)− ∇ p¯
ρ¯
− δ
ρ¯
(1−δ ) . (2.21)
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Utilizando (2.4) e desconsiderando termos na˜o lineares em v, δ , ϕ e δ p, ale´m de termos
cruzados entre eles, ficamos com
∂v
∂ t
+(V¯·∇)v+(v·∇)V¯ =−∇ϕ− ∇δ p
ρ¯
, (2.22)
onde, recordando que ρ¯ = ρ¯(t), o u´ltimo termo do lado direito pode ser reescrito como
∇δ p
ρ¯
= ∇
(
δ p
ρ¯
)
= c2s∇δ , (2.23)
na qual, c2s =
∂ p
∂ρ e´ a velocidade de propagac¸a˜o no meio. Ainda na equac¸a˜o (2.22), o termo
(v·∇)VH pode ser reduzido a` expressa˜o
(v·∇)V¯ = Hv , (2.24)
pois (∇)i = ∂∂ ri =
1
a
∂
∂qci
= 1a(∇c)i enquanto V¯ =
da(t)q
dt . A coordenada q e´ a coordenada
lagrangiana da part´ıcula do meio, definida pela relac¸a˜o com a coordenada f´ısica (ou eule-
riana) por r(q, t) = a(t)q. A expressa˜o 2.24 reduz-se, portanto, a3
vi
a˙
a
∂q
∂qi
, (2.25)
resultando na equac¸a˜o (2.24).
Finalmente, apo´s as considerac¸o˜es (2.23) e (2.24) aplicadas em (2.22), a equac¸a˜o de
Euler perturbada em primeira ordem fica da seguinte maneira,
∂v
∂ t
+(V¯·∇)v+H(t)v+ c2s∇δ =−∇ϕ . (2.26)
(3) Equac¸a˜o de Poisson perturbada:
∇2(φ¯ +ϕ) = 4piGρ¯(1 +δ ) , (2.27)
e utilizando a equac¸a˜o de Poisson no universo na˜o perturbado (2.5), podemos reescrever
(2.27) como
3O subscrito c refere-se a` coordenada como´vel, discutida na pro´xima sec¸a˜o.
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∇2ϕ = 4piGρ¯δ . (2.28)
Observe que na˜o houve a necessidade de fazer aproximac¸o˜es lineares nesta equac¸a˜o.
2.2.1 Perturbac¸o˜es no referencial como´vel
A vantagem de expandir as perturbac¸o˜es em ondas planas esta´ em obtermos uma
equac¸a˜o diferencial ordina´ria (EDO) para o contraste δ em termos do vetor de onda k,
apo´s desacoplar as equac¸o˜es (2.18), (2.26) e (2.28). Entretanto, a presenc¸a do campo de
velocidades do universo homogeˆneo VH impede a obtenc¸a˜o dessa EDO.
A mudanc¸a do referencial f´ısico (tambe´m chamado euleriano) para o referencial co-
mo´vel (que neste caso coincide com o lagrangiano4) remove o inconveniente causado pelo
campo VH . A regra de transformac¸a˜o entre os referenciais f´ısico e como´vel e´ dada por
r = a(t)qc , (2.29)
onde qc e´ a coordenada como´vel de uma part´ıcula do meio.
As quantidades que dependem diretamente do sistema de coordenadas modificam-se,
na troca de referencial da seguinte maneira,
∂
∂qi
=
∂ r j
∂qi
∂
∂ r j
⇒ ∇c = a(t)∇ (2.30)
e
∂
∂ t
=
d
dt
− V¯·∇ , (2.31)
portanto,
∂
∂ t
=
d
dt
−H(t)qc·∇c , (2.32)
pois V¯ = a˙qc.
4Maiores detalhes sobre referenciais euleriano, lagrangiano e como´vel encontram-se no cap´ıtulo 4.
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Sendo assim, as equac¸o˜es (2.18), (2.26) e (2.28) sera˜o reescritas, nesta ordem, no
referencial como´vel como
δ˙ +
( ˙¯ρ
ρ¯
+ 3
a˙
a
)
δ =−∇c·v
a
, (2.33)
onde o segundo termo do lado esquerdo e´ nulo, devido ao resultado (2.12),
dv
dt
+
a˙
a
v+
c2s
a
∇c δ =−∇cϕa (2.34)
e
∇2c ϕ = 4piGρHa
2δ . (2.35)
Visando um futuro desacoplamento entre essas treˆs equac¸o˜es, tomaremos o divergente
de (2.34) e a derivada temporal de (2.33), resultando em
δ¨ − a˙
a2
∇c·v+ 1a
d
dt
∇c·v = 0 , (2.36)
d
dt
∇c ·v+ a˙a∇c ·v+
c2s
a
∇2c δ =−
∇2c ϕ
a
(2.37)
e por u´ltimo, a equac¸a˜o (2.35) que manteremos inalterada,
∇2c ϕ = 4piGρ¯a
2δ . (2.38)
Para finalmente desacoplar as treˆs equac¸o˜es, substituiremos (2.38) em (2.37), e a
expressa˜o resultante substituiremos em (2.36), obtendo uma equac¸a˜o diferencial parcial
para o contraste,
δ¨ + 2Hδ˙ − c
2
s
a2
∇2c δ −4piGρ¯δ = 0 , (2.39)
na qual tambe´m utilizamos (2.33).
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2.2.2 Expansa˜o em ondas planas
A expansa˜o em ondas planas, permitida pela escolha de um universo plano perturbado
linearmente, e´ feita mediante a transformac¸a˜o de Fourrier das perturbac¸o˜es
δξi(qc, t) =
1
(2pi)
3
2
∫
d3kδξi(k, t)e−ik·qc , (2.40)
onde
δξi =

δ , se i = 1;
δ p, se i = 2;
v, se i = 3;
ϕ, se i = 4 .
(2.41)
Em particular, como a equac¸a˜o (2.39) envolve apenas o contraste e suas derivadas,
somente sera´ necessa´ria a transformac¸a˜o de Fourier de δ (dada por δξ1 = δ em (2.40)).
Sendo assim, (2.39) reduz-se a
δ¨k + 2Hδ˙k +
(
c2s |k|2
a2
−4piGρ¯
)
δk = 0 , (2.42)
que e´ uma equac¸a˜o diferencial ordina´ria do contraste.
A soluc¸a˜o de (2.42) depende do valor do comprimento de onda da perturbac¸a˜o, sendo
que |k| = 2piλ . Essa dependeˆncia tem como paraˆmetro o comprimento de onda de Jeans,
ou comprimento de onda cr´ıtico, definido como o comprimento de onda que anula o termo
dependente de δk,
λJc = cs
√
pi
Gρ¯
. (2.43)
Se λ  λJc , enta˜o a soluc¸a˜o da equac¸a˜o diferencial e´ uma onda sonora, cuja velocidade
e´ cs. Por outro lado, se λ λJc , enta˜o podemos desprezar o termo c
2
s |k|2
a2 de (2.42), mediante
domı´nio do termo gravitacional.
Considerando a u´ltima situac¸a˜o, buscaremos por soluc¸o˜es de (2.42) cuja dependeˆncia
temporal seja do tipo lei de poteˆncia, como o fator de escala, que e´ dado por (2.13).
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Portanto, como a soluc¸a˜o geral e´ uma combinac¸a˜o linear dessas soluc¸o˜es, ela sera´ dada
por
δ (k, t) =C1
(
t
t0
)m
+C2
(
t
t0
)n
, (2.44)
onde C1 e C2 sa˜o constantes de integrac¸a˜o e t0 =
(2
3
) 3
2
(4
3piGρ¯0
)− 12 .
Substituindo em (2.42) o ansatz de uma das soluc¸o˜es, por exemplo, a soluc¸a˜o cujo
coeficiente e´ C1, obtemos m = 23 e m = −1. Portanto, a soluc¸a˜o geral (2.44) ficara´ da
seguinte maneira,
δ (k, t) =C1
(
t
t0
)2
3
+C2
(
t
t0
)−1
. (2.45)
Essa e´ a forma como a perturbac¸a˜o da densidade de mate´ria evolui com o tempo.
Observe que para cada vetor de onda |k| a equac¸a˜o (2.44), que descreve o comportamento
da onda, preveˆ uma soluc¸a˜o decrescente (cujo expoente e´−1) e uma crescente (de expoente
2
3). Nos pro´ximos cap´ıtulos, onde trataremos a evoluc¸a˜o dessas perturbac¸o˜es em regime
na˜o linear, assumiremos apenas a soluc¸a˜o crescente.
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3 Aproximac¸a˜o Esfe´rica
No cap´ıtulo anterior vimos que a formac¸a˜o das estruturas cosmolo´gicas pode ser abor-
dada pelo me´todo perturbativo. Observac¸o˜es da radiac¸a˜o co´smica de fundo e das estru-
turas em larga escala atualmente existentes evidenciam duas etapas evolutivas da pertur-
bac¸a˜o: uma linear, onde o contraste da densidade de mate´ria, definido em (2.1), e´ δ  1,
e uma na˜o linear, onde o contraste e´ δ ≥ 1.
Durante a ana´lise do per´ıodo de evoluc¸a˜o linear, feita no cap´ıtulo 2, pudemos expandir
as perturbac¸o˜es em ondas planas, grac¸as a` linearidade da equac¸a˜o diferencial da dinaˆmica
do contraste de mate´ria tornando-a uma EDO de segunda ordem. Contudo, na˜o podemos
contar com este artif´ıcio durante o per´ıodo de evoluc¸a˜o na˜o linear. Nessa fase, onde
δ ≥ 1, na˜o poderemos considerar apenas contribuic¸o˜es em primeira ordem (lineares) das
perturbac¸o˜es. Devemos, ao inve´s, considerar termos de ordens mais altas, resultando em
uma equac¸a˜o na˜o linear da dinaˆmica do contraste de densidade, impedindo a expansa˜o
em ondas planas. Precisamos, portanto, de um me´todo aproximativo que simplifique
este cena´rio na˜o linear, tornando-o matematicamente trata´vel, de maneira que possa ser
descrito por equac¸o˜es que tenham soluc¸o˜es anal´ıticas, a fim de obtermos uma primeira
visa˜o do cena´rio obtido.
Enfim, este cap´ıtulo e´ destinado ao estudo do me´todo aproximativo (anal´ıtico) esferi-
camente sime´trico, que possui como principal vantagem a sua simplicidade, sendo utilizado
frequentemente como primeira ferramenta no teste de modelos cosmolo´gicos quanto a` for-
mac¸a˜o de estruturas, fornecendo, ainda que grosseiramente, alguns resultados qualitativos
acerca do modelo em teste.
Utilizaremos um modelo cosmolo´gico no qual o universo e´ composto somente por
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CDM, cuja pressa˜o e´ nula e pode ser tratada como ga´s perfeito 1. Ale´m disso, a utilizac¸a˜o
apenas de CDM nos permite desconsiderar efeitos de emissa˜o de radiac¸a˜o e efeitos de
pressa˜o, que contrabalanceiam o colapso gravitacional, induzindo um equil´ıbrio durante a
contrac¸a˜o. Na auseˆncia destes efeitos, e do equil´ıbrio virial (detalhado em 3.1.1), o valor
da densidade de mate´ria tende ao infinito nas regio˜es de colapso. Na primeira sec¸a˜o desse
cap´ıtulo abordaremos este processo pela mecaˆnica newtoniana [7], enquanto que na u´ltima
lanc¸aremos ma˜o da teoria da Relatividade Geral para explicar a evoluc¸a˜o perturbativa com
simetria esfe´rica.
3.1 Aproximac¸a˜o Esfericamente Sime´trica
3.1.1 Modelo newtoniano
Em termos gerais, podemos considerar que o universo e´ constituido por regio˜es densas,
onde ha´ maior concentrac¸a˜o de mate´ria, e regio˜es rarefeitas. A principal hipo´tese do
me´todo aproximativo proposto neste cap´ıtulo e´ a simetria esfe´rica das regio˜es densas,
garantida durante toda a evoluc¸a˜o da perturbac¸a˜o.
Antes de mais nada, vamos definir matematicamente o contraste de mate´ria, como
em (2.15), por
ρ(r, t) = ρH (r)(1 +δ (r, t)) , (3.1)
onde ρ(r, t) e´ a densidade de mate´ria escura fria medida no universo perturbado, ρH e´
a densidade pontual do universo na˜o perturbado, r e´ a coordenada lagrangiana de uma
part´ıcula do sistema e t e´ a coordenada temporal.
De acordo com o modelo cosmolo´gico proposto, a evoluc¸a˜o do contraste da densidade
de mate´ria e´ dada, durante o per´ıodo linear, por
δ =C1
(
t
ti
) 2
3
+C2
(
t
ti
)−1
, (3.2)
1De forma geral, mate´ria escura e´ um dos componentes do chamado setor escuro do universo. A
principal caracter´ıstica deste componente, na formac¸a˜o de estruturas, e´ a sua na˜o interac¸a˜o com o campo
eletromagne´tico, havendo apenas interac¸a˜o gravitacional.
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obtida em (2.45) como soluc¸a˜o da equac¸a˜o da dinaˆmica do contraste de mate´ria. Na
expressa˜o acima, C1 e C2 sa˜o constantes de integrac¸a˜o.
Como vimos no cap´ıtulo 2, a expansa˜o em ondas planas somente e´ poss´ıvel devido
ao cara´ter linear da evoluc¸a˜o das perturbac¸o˜es e por considerarmos o universo plano. A
partir de (2.33) podemos definir a velocidade peculiar de uma part´ıcula como a velocidade
induzida pela instabilidade gravitacional, que por sua vez e´ gerada pela perturbac¸a˜o da
densidade de mate´ria. Portanto, apo´s a expansa˜o em ondas planas, a velocidade peculiar
fica da seguinte maneira
V = i
δ˙
k
, (3.3)
onde o ponto indica derivac¸a˜o com relac¸a˜o ao tempo co´smico e k e´ o mo´dulo do vetor de
onda. Com a soluc¸a˜o (3.2), podemos reescrever (3.3) da seguinte maneira,
V =
i
k
[
2
3
C1
(
t
ti
)− 13
−C2
(
t
ti
)−2]
. (3.4)
Uma das condic¸o˜es iniciais impostas ao sistema e´ a velocidade peculiar inicialmente
nula,
V (ti) = 0 , (3.5)
pois em ti a perturbac¸a˜o e´ considerada nula, de modo que todas as partes do universo
(ainda na˜o perturbado) evoluem a uma mesma taxa a(t), tendo todas, portanto, uma
mesma velocidade de expansa˜o.
Com isso, as constantes C1 e C2 de (3.2) relacionam-se de acordo com a expressa˜o
C1 =
3
2
C2 (3.6)
que, retornando a` equac¸a˜o (3.2) calculada em ti, fornece
C1 =
3
5
δi . (3.7)
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Substituindo este resultado novamente em (3.2), pore´m agora avaliada em t > ti, po-
demos reescreveˆ-la em termos de uma u´nica constante inicial δi,
δ =
3
5
δi
(
t
ti
) 2
3
. (3.8)
Vejamos qual o valor assumido pelo paraˆmetro de densidade Ω = 8piG3Hi ρ =
ρ
ρc quando
avaliado em t = ti, escrito em termos do contraste inicial.
Ωi = Ω¯i +δΩi , (3.9)
=
ρ¯i(1 +δi)
ρc
, (3.10)
= Ω¯i(1 +δi) , (3.11)
onde Ω¯i e´ o valor do paraˆmetro de densidade referente ao universo na˜o perturbado calcu-
lado em t = ti.
A condic¸a˜o de simetria esfe´rica das regio˜es perturbadas, va´lida por hipo´tese durante
toda a evoluc¸a˜o, sera´ imposta pelo me´todo das cascas conceˆntricas: por hipo´tese, uma
certa regia˜o densa e´ composta por cascas massivas de espessura infinitesimal e conceˆntri-
cas. Para que essa simetria seja mantida durante a evoluc¸a˜o desta regia˜o, vamos considerar
que a taxa de expansa˜o/contrac¸a˜o de cada camada e´ a mesma. Como resultado, nunca
havera´ cruzamento entre cascas, de modo que a massa contida no interior de uma certa
casca e´ constante no tempo, ou seja, M(t) = Mi.
Este e´ o cena´rio f´ısico hipote´tico que facilitara´ o estudo da evoluc¸a˜o na˜o linear das
perturbac¸o˜es cosmolo´gicas. Portanto, a equac¸a˜o newtoniana do movimento de uma casca
esfe´rica de raio r sera´
d2r
dt2
=−GMi
r2
, (3.12)
onde
Mi = M¯(ti)+δMi (3.13)
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e
δMi = 4pi
∫ ri
0
δir2dr . (3.14)
Para escrever a massa inicial em termos da perturbac¸a˜o da densidade, vamos definir
o contraste inicial me´dio como
〈δi〉=
(
3
r3i
)∫ ri
0
δir2dr , (3.15)
de modo que a expressa˜o da massa fica da seguinte maneira,
Mi = M¯(ti)+ M¯(ti)
(
3
r3i
)∫ ri
0
δir2dr
Mi = M¯(1 + 〈δi〉) . (3.16)
Integrando (3.12) teremos a expressa˜o newtoniana da conservac¸a˜o de energia,
1
2
(
dr
dt
)2
− GMi
r
= E, (3.17)
que de acordo com (3.16), pode ser reescrita como
1
2
(
dr
dt
)2
− GM¯i(1 + 〈δi〉)
r
= E . (3.18)
Na auseˆncia de perturbac¸a˜o o universo evolui homogeˆnea e isotropicamente de acordo
com o fator de escala a(t). Ao contra´rio, o universo perturbado na˜o evolui homogenea-
mente, visto que a taxa de expansa˜o das regio˜es mais densas diminui com o tempo, devido
a` interac¸a˜o gravitacional. Sendo assim, podemos esperar que, sob certas condic¸o˜es, a ex-
pansa˜o nessas regio˜es ira´ cessar, dando in´ıcio ao processo de colapso gravitacional. Essa
condic¸a˜o de colapso sera´ imposta sobre a energia, que e´ constante e dada por (3.17), e
cujos poss´ıveis valores sera˜o analisados adiante.
(1) E = 0 resulta em 12
(dr
dt
)2
= GMi(1+〈δi〉)r . Ou seja, ao passo em que r aumenta,
(dr
dt
)2
diminui proporcionalmente. Isso significa que a velocidade sera´ nula,
(dr
dt
)2
= 0,
somente quando r→ ∞. Portanto na˜o havera´ colapso para E = 0.
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(2) E > 0 implica em 12
(dr
dt
)2
> GMir . Neste caso, como a velocidade de expansa˜o nunca
seria nula, na˜o havera´ colapso.
(3) E < 0, ao contra´rio dos dois primeiros casos, resulta em 12
(dr
dt
)2
< GMir , que implica
na existeˆncia de um instante em que drdt = 0. Assim, havera´ um momento em que
a velocidade de expansa˜o sera´ nula para, posteriormente, ocorrer um colapso. Este
instante sera´ chamado daqui em diante de instante de reversa˜o.
O fato de a velocidade peculiar ser inicialmente nula faz com que o termo cine´tico da
equac¸a˜o (3.17) esteja associado apenas a` expansa˜o homogeˆnea e isotro´pica do universo.
E como a energia total do sistema mante´m-se constante no tempo, podemos escreveˆ-
la em termos do contraste inicial de mate´ria. A partir da´ı, pela condic¸a˜o de colapso,
determinaremos um intervalo de poss´ıveis valores para o contraste inicial de densidade.
Sendo assim, como em t = ti a regia˜o (futuramente) perturbada acompanha a evoluc¸a˜o
do unverso na˜o perturbado, a velocidade sera´ dada pela lei de Hubble
r˙i = H(ti)ri , (3.19)
resultando em uma energia cine´tica dada por
Ki =
1
2
(r˙i)
2 =
H2i r
2
i
2
. (3.20)
A energia poteˆncial em t = ti ficara´ da seguinte maneira,
|U |= GMi
ri
, (3.21)
onde utilizaremos (3.16) para obter
|U |= 4
3
piGr2i ρ¯(ti)(1 + 〈δi〉) . (3.22)
Como Ω= ρ(t)ρc , sendo ρc =
3H2i
8piG a densidade cr´ıtica do universo, temos
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|U | = 1
2
H2i r
2
i Ω¯i(1 + 〈δi〉)
= kiΩ¯i(1 + 〈δi〉) . (3.23)
Portanto, a expressa˜o da energia total do sistema sera´ reescrita da seguinte maneira,
E = kiΩ¯i
[
Ω¯−1i − (1 + 〈δi〉)
]
. (3.24)
Aplicando a condic¸a˜o de colapso, E < 0, obtemos, enfim, a condic¸a˜o sobre o contraste
inicial de densidade
〈δi〉> Ω¯−1i −1. (3.25)
Como o paraˆmetro Ω¯i e´ a raza˜o entre a densidade inicial de mate´ria do universo
e a densidade cr´ıtica2, vejamos como a condic¸a˜o de colapso comporta-se nos treˆs casos
distintos de geometria do universo, embora a abordagem newtoniana seja va´lida somente
em um deles: Ω¯i = 1, geometria plana; Ω¯i > 1, geometria esfe´rica e Ω¯i < 1, geometria
hiperbo´lica.
(i) Geometria plana (Ω¯i = 1): do resultado (3.25), temos
〈δi〉> 0. (3.26)
Entretanto, o contraste da densidade e´ por definic¸a˜o uma quantidade positiva. Isso
significa que em um universo plano qualquer acre´scimo na densidade de mate´ria
resultara´ em um colapso.
Mais adiante consideraremos somente este caso, de universo plano, pois essa geome-
tria e´ uma das condic¸o˜es necessa´rias para utilizarmos o formalismo newtoniano.
(ii) Hiperesfe´ra (Ω¯i > 1): existe um nu´mero M ∈ℜ∗− tal que 〈δi〉>M.
2Densidade cr´ıtica e´ a densidade de um universo plano.
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Mais uma vez, pela definic¸a˜o do contraste, qualquer acre´scimo na densidade cumpre
a condic¸a˜o de colapso.
(iii) Hiperbo´lico (Ω¯i < 1): ∃ M ∈ ℜ∗+ tal que 〈δi〉 >M. Ou seja, existe uma densidade
cr´ıtica sobre a qual a regia˜o densa ira´ colapsar. A regia˜o esfe´rica com acre´scimo de
densidade ira´ expandir ate´ alcanc¸ar um raio ma´ximo, passando para uma etapa de
contrac¸a˜o.
Outro ponto importante neste me´todo aproximativo e´ o instante em que a regia˜o
esfe´rica atinge o seu raio ma´ximo, conhecido como reversa˜o. Neste momento a energia
cine´tica do sistema e´ nula, de forma que a energia mecaˆnica coincidira´ com a energia
potencial gravitacional. Ao contra´rio do que acontece no instante inicial, onde a velocidade
peculiar e´ nula, durante a reversa˜o a velocidade peculiar equipara-se em mo´dulo, mas com
sentido oposto, a` velocidade dada pela expansa˜o do universo na˜o perturbado. Essa e´ a
raza˜o do cancelamento da energia cine´tica neste instante.
Portanto, a energia mecaˆnica durante a reversa˜o sera´ dada por
E = |U |= GMi
rm
. (3.27)
Com (3.16), temos
|U |= 1
2
H2i r
3
i Ω¯i(1 + 〈δi〉)
rm
, (3.28)
que, com (3.20), resulta em
|U |= ri
rm
kiΩ¯i(1 + 〈δi〉) . (3.29)
Pela conservac¸a˜o de energia, obtemos finalmente a relac¸a˜o entre os raios inicial e final,
rm
ri
=
(1 + 〈δi〉)[〈δi〉− (Ω¯−1i −1)] . (3.30)
Por va´rias vezes o paraˆmetro temporal foi motivo de preocupac¸a˜o para cosmo´logos e
astrof´ısicos. A primeira crise da idade do universo ocorreu quando astrof´ısicos calcularam,
com boa aproximac¸a˜o, uma idade da ordem de 13 bilho˜es de anos para os aglomerados
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globulares, enquanto que o modelo cosmolo´gico padra˜o aceito na e´poca (composto apenas
por mate´ria barioˆnica) previa uma idade para o universo da ordem de 9 bilho˜es de anos.
Essa crise somente foi superada apo´s a inserc¸a˜o da constante cosmolo´gica Λ como mais
um componente do universo. Em seguida, a idade do universo foi mais uma vez posta em
xeque justamente pela formac¸a˜o das estruturas cosmolo´gicas. De acordo com o modelo
padra˜o ΛCDM, o universo deveria ter uma idade acima de 13 bilho˜es de anos para que
ocorresse a formac¸a˜o das estruturas atualmente observadas. A soluc¸a˜o deste problema
veio com a inserc¸a˜o de mate´ria escura, responsa´vel por acelerar o processo de agomerac¸a˜o
da mate´ria barioˆnica [8, 9].
Temos, enta˜o, o´timos motivos para conhecer o tempo gasto, segundo o modelo em
teste, para formac¸a˜o das estruturas cosmolo´gicas em larga escala. E neste sentido, a
integral de (3.17) fornece as equac¸o˜es de movimento parametrizadas3,
r = A(1− cosθ) ,
t +T = B(θ − senθ) (3.31)
e
A3 = GMB2,
onde A e B sa˜o constantes que podem ser determinadas impondo valores ao paraˆmetro θ ,
enquanto T e´ uma constante de integrac¸a˜o que sera´ determinada pelas condic¸o˜es iniciais,
t = ti e r = ri. O paraˆmetro θ surge de uma mudanc¸a de varia´veis durante a soluc¸a˜o da
integral e esta´ associado com a taxa de variac¸a˜o da coordenada radial com o tempo.
O raio ma´ximo e´ alcanc¸ado, segundo a primeira equac¸a˜o de (3.31), quando θ = pi,
resultando em rm = 2A. Sendo assim, (3.30) fornece
A =
ri
2
(1 + 〈δi〉)
〈δi〉− (Ω¯−1i −1)
. (3.32)
Assim, pela relac¸a˜o entre as constantes A e B, dada em (3.31), e por (3.28), obtemos,
3Para maiores detalhes sobre a obtenc¸a˜o da soluc¸a˜o 3.31 veja o problema da braquisto´crona em [10].
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B =
1 + 〈δi〉
2HiΩ¯
1
2
i
[ 〈δi〉− (Ω¯−1i −1)] 32 . (3.33)
Por fim, a constante T sera´ obtida fazendo t = ti e r = ri. As constantes A, B e T sera˜o
escritas em seguida para o caso particular de universo plano, onde Ω¯i = 1,
A =
ri
2
(1 + 〈δi〉)
〈δi〉 , (3.34)
B =
(1 + 〈δi〉)
2Hi〈δi〉 32
(3.35)
e
T =
(1 + 〈δi〉)
2Hi〈δi〉 32
(θi− senθi)− ti. (3.36)
Com a finalidade de obtermos o contraste da densidade, definido por (3.1), escrito em
termos do paraˆmetro θ , devemos utilizar os resultados (2.12) e (2.13) que fornecem
ρ¯ =
1
6piGt2
, (3.37)
e tambe´m a definic¸a˜o de densidade de mate´ria,
ρ =
3Mi
4pir3
, (3.38)
que, por (3.31), fornece
ρ =
3Mi
4piA3(1− cosθ)3 . (3.39)
Portanto, o contraste pode ser escrito como4
ρ
ρ¯
= δ + 1 =
18piGMiB2(θ − senθ)2
4piGMiB2(1− cosθ)3 , (3.40)
4Fazendo θ suficientemente pequeno e considerando termos na˜o lineares da expansa˜o de Taylor de
(3.41), obtemos da mesma forma a equac¸a˜o (3.8).
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δ =
9(θ − senθ)2
2(1− cosθ)3 −1 . (3.41)
Finalmente, as equac¸o˜es que regem a evoluc¸a˜o de uma regia˜o densa podem ser agru-
padas da seguinte maneira
r =
ri
2
(
1 + 〈δi〉
〈δi〉
)
(1− cosθ) , (3.42)
t =
1
2Hi
(
1 + 〈δi〉
〈δi〉 32
)
(θ − senθ) , (3.43)
e
δ =
9(θ − senθ)2
2(1− cosθ)3 −1 . (3.44)
No instante inicial 〈δi〉  1, pois em ti o universo encontra-se no per´ıodo de evoluc¸a˜o
linear, e a expansa˜o do universo na˜o perturbado e´ dada, de acordo com (2.14), por Hi = 23ti .
Sendo assim, as equac¸o˜es (3.42) e (3.43) sera˜o reescritas da seguinte maneira,
r =
ri
2〈δi〉(1− cosθ) (3.45)
e
t =
3ti
4〈δi〉 32
(θ − senθ) . (3.46)
De acordo com a expressa˜o (3.8), o contraste da densidade medido hoje, ou seja, em
t0, e´
〈δ0〉= 35〈δi〉
(
t0
ti
) 2
3
, (3.47)
ou ainda, segundo (2.13),
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〈δ0〉= 35
〈δi〉
a(ti)
. (3.48)
Na pra´tica os resultados teo´ricos sa˜o confrontados com os dados observacionais. Entre-
tanto, devemos observar que o referencial de observac¸a˜o, a Terra, acompanha a evoluc¸a˜o
do universo, tornando-o, por definic¸a˜o, um referencial como´vel. Portanto, para que possa-
mos comparar grandezas equivalentes, vamos definir distaˆncia como´vel no instante inicial
como qci = ria(ti) .
Com a equac¸a˜o (3.48) e com a definic¸a˜o da distaˆncia como´vel, as expresso˜es (3.45) e
(3.46) ficara˜o da seguinte maneira,
r =
3
10
xi
〈δ0〉(1− cosθ) (3.49)
e
t =
(
3
5
) 3
2 3
4
t0
〈δ0〉 32
(θ − senθ) . (3.50)
A principal forma de obtermos informac¸o˜es do universo e´ mediante a captac¸a˜o de
fo´tons dele provenientes, com os quais medimos uma quantidade, denominada redshift
(z), associada ao efeito Doppler sofrido pela luz. Portanto, e´ extremamente u´til escrever
as quantidades que descrevem o sistema em termos deste redshift, que de acordo com o
modelo cosmolo´gico proposto (CDM) e´ dado por
(
t
t0
) 2
3
= (1 + z)−1 , (3.51)
permitindo-nos escrever a expressa˜o (3.50) da seguinte maneira,
(1 + z)−1 =
3
5
(
3
4
) 2
3 (θ − senθ) 23
〈δ0〉 , (3.52)
que, por (3.47), fornece
(1 + z)−1 =
(
3
4
) 2
3 (θ − senθ) 23
〈δi〉 (1 + zi) . (3.53)
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Enfim, as equac¸o˜es newtonianas que descrevem a evoluc¸a˜o esfericamente sime´trica,
em um regime na˜o linear, de uma perturbac¸a˜o da densidade sa˜o
(1 + z)−1 =
(
3
4
) 2
3 (θ − senθ) 23
〈δi〉(1 + zi) , (3.54)
r =
3
10
xi
〈δ0〉(1− cosθ) , (3.55)
t =
(
3
5
) 3
2 3
4
t0
〈δ0〉 32
(θ − senθ) , (3.56)
e
δ =
9(θ − senθ)2
2(1− cosθ)3 −1 . (3.57)
Sendo que as condic¸o˜es iniciais deste sistema sa˜o dadas por zi' 104 e 〈δi〉 ' 10−3, onde zi e
〈δi〉 sa˜o os valores do redshift e do contraste me´dio de densidade inicial, respectivamente,
durante a transic¸a˜o entre o per´ıodo de desacoplamento da radiac¸a˜o e de domı´nio da
mate´ria.
Como o instante de reversa˜o e´ de extrema importaˆncia no processo de formac¸a˜o das
estruturas em larga escala, vamos destacar os resultados obtidos pelas equac¸o˜es (3.54),
(3.55), (3.56) e (3.57) quando θ = pi,
zm = z(pi)' 4,65 , (3.58)
〈δ 〉m ' 4,55 , (3.59)
r =
3
5
xi
〈δ0〉 (3.60)
e
t = pi
(
3
5
) 3
2 3
4
t0
〈δ0〉 32
. (3.61)
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De forma geral, a expressa˜o (3.57) fornece para cada θ um valor para o contraste
da densidade. A partir desta equac¸a˜o podemos descobrir em que instante (ou, em qual
redshift) o processo torna-se na˜o linear. Por definic¸a˜o, a transic¸a˜o o corre quando δ¯ ' 1.
A seguir, relacionamos em uma tabela o contraste δ e o redshift z, cujos valores sa˜o
aproximados, com alguns valores de θ :
θ δ z
pi/2 0,46 16,6
2pi/3 1 9,56
pi 4,55 4,65
Tabela 3.1: Na primeira coluna esta˜o expostos alguns valores de θ . Na segunda e na
terceira coluna, esta˜o os valores do contraste e do redshift assumidos para cada valor de
θ .
Como podemos ver na Tabela 3.1, a reversa˜o ocorre em um instante cujo redshift e´
da ordem de 4,65, enquanto que a transic¸a˜o entre os per´ıodos de evoluc¸a˜o linear e na˜o
linear ocorre quando o redshift e´ z' 9,56.
Com o intuito de obter um gra´fico da densidade de energia pelo paraˆmetro θ , devemos
observar que as equac¸o˜es (3.40) e (3.41) nos fornecem
ρ = ρ¯δ + ρ¯
ρ =
9ρ¯(θ − senθ)2
2(1− cosθ)3 + ρ¯ , (3.62)
que, com ρ¯ = 16piGt2 e com a expressa˜o do tempo em func¸a˜o de θ em (3.31), obtemos
ρ =
2
9piGB2
[
1
(1− cosθ)3 +
1
(θ − senθ)2
]
, (3.63)
que nos permite obter os gra´ficos (3.1(a)) e (3.1(b)),
Para fins comparativos, o gra´fico da densidade de mate´ria em um universo na˜o per-
turbado, dado por (3.37), sera´ exposto na figura (3.2).
Com os gra´ficos (3.1(a)) e (3.2) podemos observar que para 0.3pi < θ ' 0.7pi o com-
portamento da densidade de energia ρ (do universo perturbado) assemelha-se muito com
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Figura 3.1: Em (a) temos ρ×θ sendo 0.3pi ≤ θ ≤ 0.7pi, a fim de evidenciar a concordaˆncia,
para θ < 0.7pi, com a evoluc¸a˜o do universo na˜o perturbado; na figura (b) ρ × θ sendo
0.5pi ≤ θ ≤ 1.5pi, evidenciando a discrepaˆncia, a partir de θ > 0.7pi, entre o universo na˜o
perturbado e o universo com perturbac¸a˜o esfe´rica.
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Figura 3.2: Evoluc¸a˜o da densidade de mate´ria em um universo na˜o perturbado, com ρ¯×θ
sendo 0.3pi ≤ θ ≤ 1.2pi
o comportamento da densidade ρ¯ (do universo na˜o perturbado). Para valores superiores a
0.7pi essa semelhanc¸a deixa de existir pois quando θ ' 0.7pi temos δ ' 1 , que e´ o per´ıodo
de transic¸a˜o entre a evoluc¸a˜o linear e na˜o linear. Pelo gra´fico (3.1(b)) fica evidente a
existeˆncia de regio˜es cuja densidade tende ao infinito quando θ  0,7pi, refletindo o fato
de na˜o considerarmos efeitos dissipativos como a emissa˜o de radiac¸a˜o e o equil´ıbrio virial.
Na pro´xima sec¸a˜o incluiremos esses feitos afim de eliminar essa singularidade assin-
to´tica, fornecendo-nos ainda condic¸o˜es necessa´rias sobre o raio e a massa desses objetos
para a formac¸a˜o de estruturas compactas.
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Equil´ıbrio Virial e Emissa˜o de Radiac¸a˜o
A considerac¸a˜o da existeˆncia de um componente barioˆnico no universo, ale´m da CDM,
e´ necessa´ria, pois ao divisar um objeto no espac¸o, a maior parte da informac¸a˜o obtida
prove´m da radiac¸a˜o eletromagne´tica por ele emitida ou refletida, visto que mate´ria escura
na˜o interage com campo eletromagne´tico. De qualquer forma, daqui em diante vamos
considerar como ga´s perfeito o fluido de mate´ria (de qualquer natureza) que preenche a
regia˜o esfe´rica, obedecendo, portanto, a seguinte equac¸a˜o de estado, tambe´m conhecida
como lei geral dos gases,
pV =
M
µ
T , (3.64)
e a relac¸a˜o entre temperatura e energia cine´tica me´dia, dada por
〈K〉= 3
2
M
µ
T , (3.65)
onde 〈K〉 e´ a energia cine´tica me´dia, M e´ a massa do aglomerado gasoso, µ e´ a massa
molar me´dia do ga´s5 e T e´ a temperatura da nu´vem de ga´s.
Apo´s o instante da reversa˜o, a distaˆncia entre cada mole´cula deste ga´s e o centro da
esfera, cujo raio ma´ximo e´ dado por (3.60), sera´ gradativamente menor (em um processo
quase-esta´tico), alcanc¸ando em um dado instante o equil´ıbrio termodinaˆmico, ou equil´ıbrio
virial, no qual a esfera gasosa tera´ um raio me´dio dado por
3
5
GM2
R
= 2〈K〉 . (3.66)
Este e´ o resultado do teorema do virial. O termo do lado esquerdo da equac¸a˜o (3.66) e´
igual ao mo´dulo do trabalho realizado pela forc¸a gravitacional para atrair as mole´culas do
ga´s a partir do infinito ate´ um raio me´dio R. Portanto, como a energia cine´tica me´dia e´
dada, segundo a teoria cine´tica dos gases, por (3.65), a temperatura do aglomerado gasoso
relaciona-se com o seu raio me´dio por
5Massa molar e´, em gramas, numericamente igual a` massa atoˆmica do ga´s que permeia a regia˜o esfe´rica.
Quando ha´ mais de um componente, por exemplo, hidrogeˆneo e he´lio, temos massa molar me´dia dada
por µ = mH nH +mHenHe2nH +3nHe .
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T =
GMµ
5R
. (3.67)
E de acordo com o teorema do virial (3.66) e a energia cine´tica fornecida pela mecaˆnica,
encontramos uma relac¸a˜o entre a velocidade me´dia das part´ıculas do ga´s e o raio me´dio
da esfera dada pela expressa˜o
v2 =
3
5
GM
R
. (3.68)
Naturalmente, pela relac¸a˜o entre energia cine´tica e temperatura em (3.65), temos
T =
µv2
3
. (3.69)
Das equac¸o˜es (3.68) e (3.69) podemos extrair algumas considerac¸o˜es f´ısicas. Da pri-
meira delas observamos que a velocidade me´dia das part´ıculas do ga´s depende inversa-
mente do raio da esfera, ou seja, ha´ um aumento da velocidade me´dia durante a com-
pressa˜o. Por sua vez, a segunda equac¸a˜o evidencia a relac¸a˜o direta entre a velocidade
me´dia e a temperatura: quanto maior a velocidade, maior sera´ a temperatura. Sendo
assim, desconsiderando poss´ıveis processos de resfriamento (como a emissa˜o de radiac¸a˜o),
a temperatura da esfera sofrera´ um acre´scimo a partir do instante tm, no qual o raio e´
ma´ximo, ate´ atingir o equil´ıbrio virial.
Contudo, sabemos que a agitac¸a˜o molecular, observada como temperatura, provoca a
emissa˜o de radiac¸a˜o por parte das part´ıculas eletricamente carregadas, resultando numa
perda de energia dada por
E = hν , (3.70)
onde h e´ a constante de Planck e ν e´ a frequeˆncia do fo´ton irradiado. A consequeˆncia
desta perda de energia e´ a diminuic¸a˜o da velocidade me´dia, desestabilizando o equil´ıbrio
virial alcanc¸ado e permitindo que a compressa˜o avance, reduzindo ainda mais o raio da
esfera.
Como foi pontuado anteriormente, o tempo de formac¸a˜o das estruturas cosmolo´gicas e´
de suma importaˆncia, pois se muito longo na˜o ser´ıamos capazes de observa´-las atualmente.
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Sendo assim, na suposic¸a˜o de um cena´rio livre dos efeitos rece´m mencionados, a mate´ria
seria comprimida infinitamente e as part´ıculas estariam em queda livre a partir do raio
ma´ximo ate´ o centro da esfera, como vimos na subsec¸a˜o anterior. No instante em que o
raio e´ ma´ximo θ = pi e as equac¸o˜es (3.31) fornecem
t =
(
8
r3m
GM
)
(θ − senθ). (3.71)
Como o tempo gasto do instante inicial, equivalente a θ = 0, ao instante em que o
raio e´ ma´ximo, quando θ = pi, e´ igual ao tempo de queda livre, a partir do raio ma´ximo
ate´ o centro da esfera, enta˜o a equac¸a˜o (3.71) resulta em
tdin =
pi
2
(
2
GM
r3m
)− 12
, (3.72)
onde tdin e´ o tempo dinaˆmico de queda livre.
Por outro lado, se considerarmos uma situac¸a˜o completamente na˜o f´ısica, apenas
por ludismo, em que na˜o ha´ interac¸a˜o gravitacional, ainda assim as part´ıculas emitiriam
radiac¸a˜o. Contudo o tempo de resfriamento seria muito maior, comparado ao caso mais
real´ıstico em que ha´ atrac¸a˜o gravitacional, na˜o propiciando a formac¸a˜o das estruturas em
larga escala. O tempo de resfriamento de um ga´s depende da contribuic¸a˜o de cada processo
f´ısico envolvido na emissa˜o de radiac¸a˜o, dada em geral pelo efeito Compton entre fo´tons e
ele´trons livres no ga´s, pelo efeito Bremsstrahlung e pela recombinac¸a˜o entre Hidrogeˆnio-
He´lio. Em particular, o efeito Compton na˜o sera´ considerado, pois sua contribuic¸a˜o em
instantes posteriores a` e´poca da recombinac¸a˜o (z≤ 10) e´ insignificante.
O tempo de resfriamento depende da composic¸a˜o do ga´s, assumida basicamente de
Hidrogeˆnio e He´lio ionizados e quentes, banhados na radiac¸a˜o co´smica de fundo, e portanto
sera´ dado por [11]
tres f = 1,8×106 1n
[(
T
106
)− 12
+ 1,5 fm
(
T
106
)− 32]−1
, (3.73)
onde n e´ a densidade do nu´mero de part´ıculas do ga´s e fm e´ a proporc¸a˜o de metais
permeando o ga´s (aqui fm = 1, denotando auseˆncia de metais). O termo
(
T
106
)− 12
e´ refe-
40
rente ao efeito Bremsstrahlung, enquanto que o termo
(
T
106
)− 32
refere-se a` recombinac¸a˜o
Hidrogeˆnio-He´lio.
Podemos notar que quanto maior o tempo de resfriamento, tres f , em comparac¸a˜o com
o tempo de queda livre, mais tarde havera´ a formac¸a˜o de estruturas compactas. Portanto,
torna-se u´til a definic¸a˜o de um paraˆmetro adimensional cujo valor indique a possibilidade
de formac¸a˜o das estruturas cosmolo´gicas. Esse paraˆmetro e´ definido por
τ =
tres f
tdin
, (3.74)
de maneira que os poss´ıveis valores assumidos por ele sa˜o τ = 1, 0 < τ < 1 e τ > 1.
Adotaremos como paraˆmetro de comparac¸a˜o a inversa da constante de Hubble medida
hoje, H−10 , pois possui dimensa˜o temporal no sistema de unidades MKS e representa o
tempo gasto pelo fo´ton para viajar da era da recombinac¸a˜o ate´ os dias atuais6. Dessa
maneira, teremos os poss´ıveis casos:
1) τ > 1, sendo que tres f > H−10 > tdin: neste caso o aglomerado macic¸o demoraria um
tempo de resfriamento maior que o tempo gasto pelo fo´ton para chegar aos nossos
olhos. Isso nos permite dizer que na˜o havera´ formac¸a˜o de estruturas compactas.
2) τ > 1, sendo que H−10 > tres f > tdin: neste segundo caso, apesar do tempo de resfri-
amento ser menor que H−10 ele ocorre de forma ta˜o lenta (quase-esta´tica) que hoje
observar´ıamos apenas nuvens gasosas, e na˜o aglomerados compactos.
3) τ < 1, sendo que H−10 > tdin > tres f : aqui sim, ale´m de resfriar em um tempo menor
que H−10 , o tempo de queda livre e´ maior, propiciando a formac¸a˜o de estruturas
compactas.
4) os casos em que τ = 1, ou seja, tres f = tdin, na˜o favorecem a formac¸a˜o das estruturas
em larga escala.
Da expressa˜o (3.73) podemos notar que a temperatura T = 106K e´ crucial durante o
resfriamento da regia˜o gasosa. Portanto, faremos algumas suposic¸o˜es sobre a temperatura
6Atualmente, de acordo com os resultados do programa WMAP, a constante de Hubble possui um
valor de 73,5±3,2kms−1Mpc−1 [12]
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desse ga´s no instante em que θ = pi, ou seja, no in´ıcio da reversa˜o, culminando em condic¸o˜es
necessa´rias de colapso sobre a massa e o raio das esferas gasosas [7]. As considerac¸o˜es
sera˜o as seguintes:
i) T < 106 K: como neste cena´rio apenas a contribuic¸a˜o da recombinac¸a˜o e´ considera´vel,
a expressa˜o da raza˜o entre o tempo de resfriamento e o tempo de queda livre ficara´
da seguinte maneira,
τ =
2,7×106 n−1
(
T
106
)3/2
pi
2
(
2GM
R3
)−1/2 . (3.75)
Substituindo a massa do ga´s em colapso por
M
M
=
(
5RT
Gµ
)
= 2,1×1011
(
T
106
)3/2
n−1/2 , (3.76)
temos
τ ' 1
9×1011
M
M
. (3.77)
Ou seja, para que um aglomerado gasoso colapse em uma estrutura compacta com
uma massa M < 1011M, e´ necessa´rio que ele tenha uma temperatura T < 106K.
ii) T > 106 K: ao contra´rio do primeiro caso, agora apenas o termo de contribuic¸a˜o refe-
rente ao efeito Bremsstrahlung e´ considera´vel,
(
T
106
)1/2
. Sendo assim, o paraˆmetro
temporal τ ficara´ da seguinte maneira,
τ =
1,8×106n−1
(
T
106
)1/2
pi
2
(
2GM
R3
)−1/2 , (3.78)
onde mais uma vez efetuamos a substituic¸a˜o (3.76) feita no ı´tem anterior, obtendo
τ ' R
80
kpc . (3.79)
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Isso significa que se a temperatura do aglomerado gasoso for T > 106 K no in´ıcio da
reversa˜o, ele devera´ ter um raio R< 80 kpc para colapsar em uma estrutura compacta.
3.1.2 Modelo Relativ´ıstico
Embora a maior parte deste trabalho tenha sido feita segundo o formalismo newtoni-
ana, cabe aqui a inclusa˜o de uma sec¸a˜o sobre a evoluc¸a˜o na˜o linear com simetria esfe´rica
sob a o´tica da Relatividade Geral, ate´ hoje considerada a teoria que melhor explica as
caracter´ısticas do universo em que vivemos e os feitos gravitacionais que nele aconte-
cem. Antes de adentrarmos pelo me´todo aproximativo em si vamos apenas apresentar
brevemente a teoria da Relatividade Geral (RG, daqui por diante).
Em 1915 Albert Einstein publicou uma teoria que generaliza a teoria da Relativi-
dade Restrita (ou especial), tambe´m de sua autoria. De forma superficial, a RG amplia
os conceitos definidos em espac¸os quadridimensionais (treˆs dimenso˜es espaciais e uma
temporal), chamados de variedade espac¸o-tempo, com geometria plana, na Relatividade
Especial, para espac¸os com geometria curva, tambe´m quadridimensionais7. O resultado
dessa generalizac¸a˜o e´ a equivaleˆncia entre a energia e a curvatura do espac¸o-tempo. Por-
tanto, a atrac¸a˜o entre dois corpos deve-se a` deformac¸a˜o da geometria local devido a`s
suas massas, excluindo a existeˆncia de forc¸a gravitacional. O conjunto de equac¸o˜es que
descreve essa teoria e´ 8
Rµν − 12Rgµν =
8piG
c2
Tµν , (3.80)
onde geralmente escolhemos um sistema de unidades tal que a velocidade da luz e´ c = 1
[13]. Na equac¸a˜o acima o termo da esquerda diz respeito a` geometria do espac¸o-tempo,
e o termo da direita refere-se ao tipo de mate´ria e a` sua distribuic¸a˜o no espac¸o-tempo,
descritos pelo tensor momento-energia Tµν . A geometria do universo e´ descrita pela
me´trica, gµν , da variedade, com a qual podemos calcular a distaˆncia entre dois pontos
7Quando falamos aqui em espac¸o estamos nos referindo a` variedade espac¸o-tempo quadridimensional,
na˜o a` parte puramente espacial da variedade. Em todos os outros cap´ıtulos a palavra espac¸o refere-se
realmente a` parte espacial, tridimensional.
8Em todo o trabalho, ı´ndices gregos variam de 0 a 3 e ı´ndices latinos variam de 1 a 3.
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(equivalente ao teorema de Pita´goras em um espac¸o euclidiano bidimensional).
Em (3.80),
Rµν = Γλµλ , ν −Γλµν , λ +ΓηµαΓανη −ΓηµνΓαηα , (3.81)
onde o s´ımbolo de Christofel e´ definido como
Γµνλ =
1
2
gµρ
(
gνρ, λ +gλρ, ν −gνλ , ρ
)
(3.82)
e gµν e´ tal que
ds2 = gµνdxµdxν (3.83)
e´ o elemento de linha do espac¸o-tempo.
As mesmas suposic¸o˜es cosmolo´gicas feitas anteriormente na aproximac¸a˜o newtoniana
sera˜o tambe´m assumidas aqui, como a homogeneidade e isotropia inicial do universo.
A partir da´ı podemos escrever uma me´trica, chamada me´trica de Friedmann-Lamaitre-
Robertson-Walker (FLRW), para um universo plano, da seguinte maneira,
ds2 = dt2−a2(t)(dr2− r2dφ2− r2sen2θdθ 2) . (3.84)
Identificando (3.83) com (3.84), aplicando em (3.82) e posteriormente em (3.81), ob-
temos a equac¸a˜o de Friedmann, a partir da soluc¸a˜o de (3.80) com os ı´ndices µ = 0 e ν = 0.
Com a equac¸a˜o de Friedmann e a soluc¸a˜o da equac¸a˜o de Einstein com ı´ndices µ = 1 e
ν = 1, obtemos uma equac¸a˜o que fornece a taxa de acelerac¸a˜o do fator de escala9. Ambas
esta˜o expostas a seguir, na ordem em que foram citadas:
(
a˙
a
)2
=
8
3
piGρ (3.85)
e
9Um ga´s perfeito e´ descrito pela expressa˜o Tµν = (ρ + p)uµuν − pgµν .
44
a¨
a
=−4piG
3 ∑i
(ρi + 3pi) , (3.86)
onde o nu´mero de pontos indica a ordem da derivada temporal e a soma e´ feita sobre os
componentes do universo.
Um dos pontos de grande importaˆncia da gravitac¸a˜o proposta por Einstein e´ a previsa˜o
do princ´ıpio de conservac¸a˜o do tensor momento-energia, descrito por
T µν;µ = 0 , (3.87)
do qual obtemos, quando µ = 0, a expressa˜o da conservac¸a˜o de energia de um fluido
perfeito
ρ˙ + 3
a˙
a
(ρ + p) = 0 . (3.88)
As equac¸o˜es (3.85), (3.86) e (3.88) sa˜o resultados da RG de um universo plano, homo-
geˆneo, isotro´pico e preenchido por fluido perfeito. Vamos agora aplicar as condic¸o˜es da
aproximac¸a˜o esfericamente sime´trica sobre uma perturbac¸a˜o inicialmente linear do campo
de densidade de energia.
Grac¸as a` validade do teorema de Birkhoff na RG (veja o Apeˆndice A), podemos
analisar a evoluc¸a˜o da regia˜o esfe´rica em colapso independente de todo o universo em
volta, tendo ela a sua pro´pria taxa de expansa˜o h(t), referente ao paraˆmetro de Hubble
local, dada por
h =
f˙
f
, (3.89)
onde f (t) e´ o fator de escala local.
Sendo assim, teremos as verso˜es locais das equac¸o˜es (3.86) e (3.88), respectivamente,
f¨
f
=−4piG
3 ∑i
(ρci + 3pci) (3.90)
e
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ρ˙c =−3h(ρc + pc) , (3.91)
onde o subscrito c refere-se a` regia˜o de colapso esfe´rico:
{
ρc = ρ0 +δρ
pc = p0 +δ p .
(3.92)
Escrevendo a transformac¸a˜o entre os referenciais lagrangiano e euleriano como
r = a(t)q+ f (t)q , (3.93)
podemos definir velocidade peculiar como
u = f˙ (t)q . (3.94)
Enta˜o,
∇q ·u = ∇q( f˙q) , (3.95)
= q ·∇q f˙ + 3 f˙ . (3.96)
O subscrito q no operador nabla indica que a derivada espacial e´ feita com relac¸a˜o a`
coordenada lagrangiana.
Com o gradiente lagrangiano da velocidade peculiar, vamos definir a quantidade θ da
seguinte maneira,
θ ≡ ∇q ·u. (3.97)
A distribuic¸a˜o de mate´ria no interior da regia˜o perturbada sera´ considerada homo-
geˆnea, apesar de supormos uma distribuic¸a˜o inomogeˆnea da perturbac¸a˜o no universo,
de forma que o fator de escala local dependera´ somente do tempo. Na sec¸a˜o anterior
supomos que o aglomerado esfe´rico seria formado por cascas esfe´ricas conceˆntricas de es-
pessura infinitesimal. Se a distribuic¸a˜o da perturbac¸a˜o, dentro dessa nuvem gasosa, na˜o
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fosse homogeˆnea, cada camada evoluiria a uma taxa diferente, provocando um futuro
cruzamento entre cascas adjacentes. No entanto essa situac¸a˜o na˜o sera´ considerada por
hipo´tese. A consequeˆncia deste fato na equac¸a˜o (3.95) e´ ∇q f˙ = 0, pois do contra´rio cada
camada esfe´rica teria uma velocidade de expansa˜o diferente. Assim,
θ = 3 f˙ . (3.98)
Da expressa˜o (3.93) podemos obter h, definido em (3.89), em termos do paraˆmetro de
Hubble do universo na˜o perturbado ([14]),
r˙ = a˙(t)q+ f˙ (t)q , (3.99)
= a(t)
(
a˙
a
+
f˙
a
)
q , (3.100)
r˙
a
=
(
H +
f˙
a
)
q , (3.101)
onde identificamos
h = H +
f˙
a
. (3.102)
Mas como θ = 3 f˙ ,
h = H +
θ
3a
, (3.103)
Sendo assim, de (3.89), temos
h˙ =
f¨
f
−
(
f˙
f
)2
=
f¨
f
−h2 , (3.104)
que, por (3.102), equivale a
h˙ = H˙ +
θ˙
3a
− θH
3a
, (3.105)
portanto,
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f¨
f
=
θ˙
3a
+ H˙− θH
3a
+H2 +
θ 2
9a2
+ 2
θH
3a
. (3.106)
A equac¸a˜o que fornece a taxa de acelerac¸a˜o do fator de escala escrita em termos
do gradiente lagrangiano do campo de velocidade peculiar θ fica, portanto, da seguinte
maneira
θ˙ + 3H˙a+θH + 3H2a+
θ 2
3a
=−4piGa∑
i
(ρci + 3pci) . (3.107)
De (3.86), temos
−4piGa∑
i
(ρi + 3pi) = 3a¨ = 3H˙a+ 3H2a , (3.108)
portanto,
θ˙ +θH +
θ 2
3a
=−4piGa∑
i
δρi(1 + 3
δ pi
δρi
) . (3.109)
A quantidade δ piδρi define a velocidade efetiva do som no fluido c
2
e f f . A rigor, velocidade
efetiva do som num fluido c2e f f e´ uma quantidade diferente da velocidade do som no fluido
c2 = ∂ p∂ρ , entretanto elas podem coincidir quando δ  1. Sendo assim, a expressa˜o (3.109)
fica da seguinte maneira,
θ˙ +θH +
θ 2
3a
=−4piGa∑
i
ρiδi(1 + 3c2e f fi) . (3.110)
Obteremos, da mesma forma, uma equac¸a˜o para o contraste em termos da equac¸a˜o
de estado, ω , da velocidade efetiva do som e do paraˆmetro de Hubble. Para isso, devemos
utilizar a definic¸a˜o do contraste (3.1), sendo que aqui δρ = ρc−ρ . Em primeiro lugar,
vamos calcular a diferenc¸a ρ˙c− ρ˙ .
ρ˙c− ρ˙ = 3H(ρp)−3h(ρc + pc) , (3.111)
= 3H(1 +ω)ρ−3
(
H +
θ
3a
)
(1 +ωc)ρc , (3.112)
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onde ω = pρ e´ a equac¸a˜o de estado do fluido, enquanto ωc =
pc
ρc e´ a equac¸a˜o de estado
local, da regia˜o em colapso. Sendo assim,
ρ˙c− ρ˙
ρ
= 3H(1 +ω)−3
(
H− θ
3a
)
(1 +ωc)(1 +δ ) . (3.113)
Mas como
ωc =
p+δ p
ρ +δρ
=
ω
(
1 + δ pp
)
ρ(1 +δ )
, (3.114)
=
ω
1 +δ
+ c2e f f
δ
(1 +δ )
, (3.115)
temos
ρ˙c− ρ˙
ρ
=
1
ρ
dδρ
dt
= 3H(1 +ω)−3
(
H +
θ
3a
)
(1 +ωc)(1 +δ ). (3.116)
Utilizando as relac¸o˜es
1
ρ
dδρ
dt
= δ˙ +
δρ
ρ2
ρ˙ (3.117)
e (3.88), obtemos a seguinte equac¸a˜o diferencial do contraste,
δ˙ = 3H(1 +ω)(1 +δ )−3
(
H +
θ
3a
)
(1 +ωc)(1 +δ ) , (3.118)
= 3H(1 +ω)(1 +δ )−3H
[
1 +
ω
1 +δ
+
δ p
(1 +δ )
]
(1 +δ ) , (3.119)
portanto,
δ˙ =−3Hδ (c2e f f −ω)−
[
1 +ω +(1 + c2e f f )δ
] θ
a
. (3.120)
Vamos considerar que a conservac¸a˜o da energia vale individualmente para cada compo-
nente do universo, assim teremos uma equac¸a˜o diferencial do contraste para cada compo-
nente. Portanto, se considerarmos apenas a existeˆncia de mate´ria escura fria ou barioˆnica,
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teremos uma u´nica equac¸a˜o do tipo (3.120), com ω = c2e f f = 0.
De modo geral, a soluc¸a˜o das equac¸o˜es (3.110) e (3.120) fornecem toda a evoluc¸a˜o
da regia˜o perturbada com simetria esfe´rica. Entretanto, apenas por uma questa˜o de
comodidade, substituiremos a varia´vel de dependeˆncia do contraste e do paraˆmetro θ ;
ao inve´s do tempo co´smico t, utilizaremos o fator de escala a(t). Utilizaremos tambe´m o
paraˆmetro de densidade Ωi = ρi 8piG3H20
. Com essas modificac¸o˜es, (3.110) e (3.120) ficara˜o da
seguinte maneira,
δ ′i =−
3
a
δi(c2e f fi−ωi)−
[
1 +ωi +(1 + c2e f fi)δi
] θ
a2H
(3.121)
e
θ ′+
θ
a
+
θ 2
3a2H
=−3H
2 ∑i
Ωiδi(1 + 3c2e f fi) . (3.122)
De acordo com o modelo cosmolo´gico em questa˜o, as quantidades c2e f fi e ωi tera˜o
influeˆncia decisiva. Por exemplo, no modelo ga´s de Chaplygin generalizado, cuja equac¸a˜o
de estado e´ dada por p =− Aρα , onde A e´ uma constante positiva, temos
ω =−C¯
[
C¯+(1 +C¯)a−3(α+1)
]−1
, (3.123)
onde C¯ e´ uma constante de integrac¸a˜o proveniente da equac¸a˜o de conservac¸a˜o de energia
[15]. Mas ainda,
c2e f fi = ω
(1 +δ )α −1
δ
. (3.124)
Portanto, de acordo com o modelo cosmolo´gico assumido, as soluc¸o˜es nume´ricas das
equac¸o˜es (3.121) e (3.122) fornecem todas as informac¸o˜es necessa´rias para determinar o
colapso esfe´rico homogeˆneo.
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4 Aproximac¸a˜o de Zel’dovich
A maneira mais simples de estudarmos a formac¸a˜o de estruturas em larga escala em
regime na˜o linear e´, sem du´vida, com a aproximac¸a˜o esfe´rica, onde consideramos uma
perturbac¸a˜o inicial sobre a densidade de mate´ria (ainda no per´ıodo da recombinac¸a˜o)
evoluindo com simetria esfe´rica e cuja velocidade peculiar inicial e´ nula. Entretanto,
apesar de muito conveniente e agrada´vel, este cena´rio e´ altamente insta´vel, tendo em
vista a improva´vel evoluc¸a˜o exatamente esfe´rica, principalmente quando consideramos a
componente barioˆnica do universo. Essa evoluc¸a˜o provavelmente anisotro´pica das regio˜es
com acre´scimo de densidade foi analisada pela primeira vez por Lin et al., em 1965 [16],
e posteriormente por Zel’dovich, em 1970 [17], quando ele propo˜e um me´todo no qual
a aproximac¸a˜o linear e´ aplicada numa formulac¸a˜o com as coordenadas (ou referencial
lagrangiano) lagrangianas das equac¸o˜es newtonianas, com o intuito de melhor aproximar
analiticamente o processo de formac¸a˜o de estrutura durante o per´ıodo na˜o linear.
Neste cap´ıtulo faremos uma ana´lise detalhada deste modelo, obtendo ao final da pri-
meira sec¸a˜o os principais resultados previstos por Zel’dovich, partindo de uma construc¸a˜o
minuciosa das condic¸o˜es deste modelo. Na segunda sec¸a˜o apresentaremos uma generali-
zac¸a˜o a este modelo, proposta por Thomas Buchert, em 1992, no qual novos efeitos, como
os vo´rtices, sa˜o previstos [18, 19].
4.1 Me´todo aproximativo de Zel’dovich
Um fato conhecido, e de fa´cil constatac¸a˜o, e´ que a densidade de mate´ria em regio˜es
onde existem gala´xias, aglomerados de gala´xias, ou ainda superaglomerados de gala´xias
(as estruturas em larga escala), e´ bem maior do que em regio˜es supostamente vazias do
universo. Esse contraste entre as regio˜es com muita e pouca mate´ria e´ descrito por uma
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quantidade, δ , denominada contraste da densidade de mate´ria, que indica exatamente
o percentual de acre´scimo da densidade de mate´ria, tendo como base o universo na˜o
perturbado, cuja densidade e´ ρ¯ . Matematicamente, o contraste define-se por
δ =
ρ− ρ¯
ρ¯
. (4.1)
A explicac¸a˜o, corroborada pelas observac¸o˜es da CMB [20], para a formac¸a˜o dessas
estruturas em larga escala e´ fornecida pelo me´todo perturbativo, segundo o qual, uma
pequena flutuac¸a˜o da densidade de mate´ria evolui, aglomerando gravitacionalmente par-
t´ıculas massivas, ate´ formar esses objetos cosmolo´gicos. Do in´ıcio da perturbac¸a˜o, onde
δ  1, ate´ o instante em que δ ' 1, afirmamos que a evoluc¸a˜o dessas flutuac¸o˜es de densi-
dade ocorria em regime linear. Para instantes futuros, quando δ  1, determinamos que
a evoluc¸a˜o ocorre em regime na˜o linear.
O per´ıodo evolutivo denominado linear carcter´ıza-se pela aproximac¸a˜o no termo linear
da expansa˜o perturbativa, cujo erro possui dimenso˜es aceita´veis, e tem como principal
vantagem a poss´ıvel expansa˜o em ondas planas dos campos perturbados (ρ , p, V e φ).
Apo´s tal expansa˜o pudemos evidenciar, no cap´ıtulo 2, a independeˆncia evolutiva de cada
modo perturbativo k, permitindo-nos analisar um u´nico modo, obtendo ao final a regra
de evoluc¸a˜o da perturbac¸a˜o. Essa expansa˜o de Fourier na˜o e´ poss´ıvel, entretanto, durante
a evoluc¸a˜o na˜o linear, onde δ  1, onde devemos considerar termos de ordem superior ao
termo linear. Sendo assim, na˜o podemos analisar individualmente cada modo perturba-
tivo, durante o regime na˜o linear, forc¸ando-nos a utilizar o espac¸o das posic¸o˜es. O me´todo
de simetria esfe´rica aborda essa necessidade de retornar ao espac¸o das posic¸o˜es de forma
objetiva pelo sistema euleriano de coordenadas. Por outro lado, a aproximac¸a˜o proposta
por Zel’dovich utiliza o sistema lagrangiano de coordenadas, na qual e´ desnecessa´ria a
suposic¸a˜o de uma evoluc¸a˜o esfe´rica da perturbac¸a˜o.
A regra de transformac¸a˜o entre os sistemas euleriano e lagrangiano e´ dada por
r(q, t) = a(t)q+b(t)P(q) , (4.2)
onde r e´ a coordenada euleriana, a(t) e´ o fator de escala que descreve a expansa˜o do
universo, q e´ a coordenada lagrangiana, b(t) e´ o fator de escala local da regia˜o perturbada
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e P e´ o fator perturbativo. Para que seja poss´ıvel a formac¸a˜o das estruturas cosmolo´gicas,
e´ necessa´rio que a taxa de expansa˜o da regia˜o perturbada seja menor que a taxa de
expansa˜o do universo.
Vamos ver enta˜o quais sa˜o os resultados de uma tal abordagem, e para isso notemos
que o universo pode ser classificado, newtonianamente, como uma variedade diferencial
de dimensa˜o 3: o universo perturbado sera´ denotado por U ′, enquanto que o universo na˜o
perturbado sera´ denotado por U . A evoluc¸a˜o de um universo na˜o perturbado, U , para um
perturbado, U ′, e´ dada pela transformac¸a˜o (4.2). Na variedade U ′ definiremos um mape-
amento r, denominado coordenada euleriana, enquanto que na variedade U definiremos o
mapeamento q, chamado coordenada lagrangiana1.
Chamaremos de dv′ o elemento de volume da variedade U ′ mapeado por r(q, t) e dv
o elemento de volume equivalente na variedade U , mapeado por q. Nas duas variedades
podemos construir quantidades topolo´gicas como vetores tangentes a` variedade e formas
diferenciais (em particular, as 3-formas). Cada quantidade dessa constitui um espac¸o
vetorial, sendo que as formas obedecem a regra do produto tensorial ou produto externo
[13, 21], definido por
dri∧dr j =−dr j∧dri , (4.3)
onde esses dri’s sa˜o os elementos da base do espac¸o das formas, associadas a` variedade U
ou U ′, com i, j = 1,2 e 3.
Para obter a relac¸a˜o entre os elementos de volume dv e dv′, vamos considerar que o
conjunto {dr1,dr2,dr3} seja uma base do espac¸o vetorial das formas associadas a` coorde-
nada euleriana r, e o conjunto {dq1,dq2,dq3} uma base do espac¸o das formas associadas
a` coordenada lagrangiana q, o que resulta nos seguintes elementos de volume,
dv′ = dr1∧dr2∧dr3 (4.4)
e
dv = dq1∧dq2∧dq3 . (4.5)
1Note que a coordenada r(q, t) carrega a informac¸a˜o da posic¸a˜o perturbada da part´ıcula; por outro
lado, a coordenada q pode ser interpretada da seguinte maneira: q = r(q,0), ou seja, e´ a informac¸a˜o da
posic¸a˜o inicial da part´ıcula, na auseˆncia de perturbac¸a˜o.
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Mas como r = r(q, t), temos, pela regra da cadeia (estamos adotando a convenc¸a˜o de
Einstein),
dri =
∂ ri
∂q j
dq j , (4.6)
que conduz a
dv′ =
∂ r1
∂qi
dqi∧ ∂ r2∂q j dq j∧
∂ r3
∂qk
dqk
= εi jk
∂ r1
∂qi
∂ r2
∂q j
∂ r3
∂qk
dq1∧dq2∧dq3 , (4.7)
onde esta u´ltima expressa˜o e´ obtida com a propriedade do produto externo (4.3).
O fator multiplicativo do lado direito da u´ltima expressa˜o e´ claramente o determinante
da matriz
(
∂ ri
∂q j
)
(o Jacobiano), enquanto que o produto externo entre os elementos da
base dq1, dq2 edq3 e´ o elemento de volume dv. Portanto,
dv′ = det
(
∂ ri
∂q j
)
dv . (4.8)
Pela equac¸a˜o (4.2) temos
∂ ri
∂q j
= a(t)δi j +b(t)
dpi
dq j
, (4.9)
que possui a seguinte representac¸a˜o matricial2,
(
∂ ri
∂q j
)
=

(a(t)+αb(t)) 0 0
0 (a(t)+βb(t)) 0
0 0 (a(t)+ γb(t))
 . (4.10)
Sendo assim, (4.8) pode ser escrita como
2Podemos escolher eixos perpendiculares entre si de forma que a matriz jacobiana fique diagonalizada,
resultando em dpidq j = 0 para i 6= j e
dpi
dq j
= αi para i = j (α1 =−α, α2 =−β e α3 =−γ).
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dv′ = (a−αb)(a−βb)(a− γb) dv . (4.11)
O universo, enta˜o, evolui suavemente de um estado na˜o perturbado U para um estado
perturbado U ′, de acordo com (4.2). Isso significa que a quantidade de mate´ria presente
num certo volume em U sera´ a mesma em U ′, mesmo porque na˜o existem, a priori, fontes
nem sorvedouros de mate´ria no universo. Portanto,
ρ¯0dv = ρdv
′ . (4.12)
Considerando ainda o resultado (4.8),
ρ =
ρ¯0
det
(
∂ ri
∂q j
) , (4.13)
ou ainda
ρ =
ρ¯0
(a−αb)(a−βb)(a− γb) , (4.14)
que e´ um dos principais resultados do me´todo aproximativo de Zel’dovich.
4.1.1 Algumas ponderac¸o˜es sobre a aproximac¸a˜o de Zel’dovich
Pelo resultado parcial (4.10), os paraˆmetros α , β e γ podem ser considerados coefici-
entes perturbativos de treˆs direc¸o˜es distintas e mutuamente ortogonais, definidas por cada
um desses coeficientes. Uma das principais condic¸o˜es deste modelo e´ que cada direc¸a˜o es-
pacial, definida pelos coeficientes perturbativos, evolua independentemente, ao contrario
da aproximac¸a˜o esfe´rica que, como o nome sugere, supo˜e uma evoluc¸a˜o isotro´pica. Essa
evoluc¸a˜o anisotro´pica da perturbac¸a˜o indica que, se tive´ssemos inicialmente uma regia˜o
cu´bica com acre´scimo de mate´ria, futuramente ter´ıamos um paralelep´ıpedo. Seguindo
essa premissa, a probabilidade de encontrarmos α = β ou ainda α = β = γ , e´ nula.
A evoluc¸a˜o independente de cada direc¸a˜o nos permite analisar apenas uma, por exem-
plo α , sem perda alguma de generalidade.
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A relac¸a˜o (4.14) nos mostra que em algum instante durante a evoluc¸a˜o da perturbac¸a˜o
teremos (a−αb) = 0, que implica em ρ → ∞. Como α = α(q), podemos encontrar um
ponto qm, num certo volume do espac¸o, tal que α e´ ma´ximo [α(qm) = αm], e e´ exatamente
neste ponto que ρ → ∞ primeiro, [a(tc)−αmb(tc)] = 0.
O fato de que a densidade infinita e´ resultado de uma compressa˜o unilateral (α , β
ou γ) e´ extremamente importante e deve ser enfatizado. Se considerarmos uma regia˜o
perturbada inicialmente esfe´rica, a evoluc¸a˜o independente de cada eixo a tornara´ um
elipso´ide. Apo´s um certo instante, o suficiente para comprimir completamente uma das
direc¸o˜es, esse elipso´ide torna-se uma elipse plana, com densidade superficial finita, ainda
que a densidade volume´trica seja infinita.
Apo´s ρ→∞ a equac¸a˜o (4.8) na˜o pode mais ser utilizada no mesmo ponto, mas grac¸as
a` distribuic¸a˜o cont´ınua da perturbac¸a˜o ela pode ser aplicada num ponto vizinho α1 tal
que αm−α1  αm. Devido a` distribuic¸a˜o cont´ınua (e suave) da perturbac¸a˜o, o eixo
triaxial definido no ponto q1 e´ praticamente igual ao eixo definido em qm. Temos enta˜o
a formac¸a˜o de uma estrutura, no referencial r(q, t), bidimensional, na˜o espiralada (ou
seja, sem vo´rtices), parecida com uma panqueca, onde no centro temos o ponto de maior
densidade, e nas bordas pontos com menor densidade.
4.2 Teoria lagrangiana da instabilidade gravitacional:
uma generalizac¸a˜o do modelo de Zel’dovich
No ano de 1992, Thomas Buchert publica um trabalho [19] no qual ele apresenta uma
generalizac¸a˜o do modelo de formac¸a˜o de estrutura em larga escala, via instabilidade gra-
vitacional, proposto por Zel’dovich. Da mesma forma que Zel’dovich, Buchert adota uma
abordagem pelo referencial lagrangiano das equac¸o˜es de movimento newtonianas, pore´m
utiliza uma relac¸a˜o de transformac¸a˜o entre os referenciais euleriano e lagrangiano mais
geral poss´ıvel, obtendo ao final efeitos na˜o previstos por Zel’dovich.
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4.2.1 Teoria lagrangiana das equac¸o˜es de movimento newtoni-
ano.
Seguindo enta˜o o proposto, apresentamos logo abaixo as equac¸o˜es newtonianas do
movimento, incluindo a gravitac¸a˜o, no formalismo euleriano. Em seguida, apresentamos
as regras de transformac¸a˜o entre os referenciais euleriano e lagrangiano, onde logo na
primeira equac¸a˜o fica evidente a diferenc¸a entre o que vimos na sec¸a˜o anterior, sobre a
aproximac¸a˜o de Zel’dovich, e o que vamos abordar aqui.
(1) A seguir esta˜o as equac¸o˜es de continuidade, do movimento e da gravitac¸a˜o newto-
niana, seguindo esta ordem:
∂ρ
∂ t
+∇ · (ρv) = 0 , (4.15)
∂v
∂ t
+(v ·∇)v = g , (4.16)
∇×g = 0 ⇒ g = −∇φ . (4.17)
∇ ·g = Λ−4piGρ , (4.18)
Na equac¸a˜o (4.18), Λ e´ a constante cosmolo´gica, introduzida inicialmente por Eins-
tein e compreendida atualmente como a responsa´vel pela expansa˜o acelerada do
universo, segundo o modelo cosmolo´gico padra˜o.
(2) Em sequeˆncia, apresentamos as relac¸o˜es de transformac¸a˜o entre os referenciais eu-
leriano e lagrangiano:
r(t) = f(q, t) , (4.19)
df
dt
= f˙ = v(q, t) , (4.20)
(∇)i =
∂
∂ ri
=
∂qk
∂ fi
∂
∂qk
= J−1ik
∂
∂qk
, (4.21)
∇ ·v = ∇ · ∂ f
∂ t
= J−1ik
∂ 2 fi
∂ t∂qk
= J−1ik J˙ik , (4.22)
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onde Jik denota o elemento da i-e´sima linha com a k-e´sima coluna da matriz jacobiana,
referente a` transformac¸a˜o entre os referenciais euleriano e lagrangiano; J e´ o determinante
dessa matriz.
O diferencial de uma func¸a˜o escalar pode ser escrito, em um sistema cartesiano, da
seguinte maneira
d f =
∂ f
∂x
dx+
∂ f
∂y
dy+
∂ f
∂ z
dz+
∂ f
∂ t
dt , (4.23)
sendo, f = f (x,y,z, t). Portanto, a derivada temporal dessa func¸a˜o fica da seguinte ma-
neira,
d f
dt
=
∂ f
∂x
dx
dt
+
∂ f
∂y
dy
dt
+
∂ f
∂ z
dz
dt
+
∂ f
∂ t
, (4.24)
sendo que dxidt (com x1 = x, x2 = y e x3 = z) e´ a i-e´sima componente do vetor velocidade.
Note que o lado direito da expressa˜o (4.24) pode ser visto como o produto interno entre o
gradiente da func¸a˜o escalar, ∇ f , e o vetor velocidade, v, de maneira que pode ser reescrita
como
d f
dt
= (v ·∇ f )+ ∂ f
∂ t
. (4.25)
Vamos agora aplicar as regras de transformac¸a˜o ao conjunto de equac¸o˜es newtonianas
que descrevem o movimento, reescrevendo-as no referencial lagrangiano.
(1) Equac¸a˜o da Continuidade: por (4.15), (4.22) e (4.25) temos
dρ
dt
= −ρ ∇ ·v = −ρJ−1 dJ
dt
⇒ ρ = ρ0J−1 . (4.26)
E´ importante observar que a conservac¸a˜o de energia independe de f(q, t).
(2) Equac¸a˜o do movimento: por (4.16) e (4.25) obtemos
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d f˙
dt
= f¨(q,t) = g . (4.27)
(3) Gravitac¸a˜o newtoniana: a equac¸a˜o (4.17) pode ser escrita em termos das suas com-
ponentes da seguinte maneira,
εi jk J−1jl
∂ f¨k
∂ql
= 0
⇒ εi jkJ−1jl J¨lk = 0 , (4.28)
o que resulta em3
J−1jl J¨lk = J
−1
kl J¨l j . (4.29)
Utilizando a´lgebra matricial, podemos reescrever (4.28) como
εi jk [adj(Jab)] jl J¨lk = 0 , (4.30)
onde [adj(Jab)] jl e´ a componente da j -e´sima linha com a l -e´sima coluna da matriz
adjunta4 obtida a partir da matriz jacobiana (Jab).
(4) Equac¸a˜o de Poisson: utilizando (4.26) e (4.22), obtemos a forma lagrangiana de
(4.18),
∇ ·g = Λ−4piρ0J−1,
⇒ J−1ik J¨ki = Λ−4piρ0J−1 . (4.31)
Note que as equac¸o˜es (4.26) e (4.27) sa˜o satisfeitas em (4.30) e (4.31), cujas soluc¸o˜es
sa˜o, portanto, suficientes para descrever o sistema.
A primeira restric¸a˜o feita neste modelo sera´ sobre a relac¸a˜o (4.19), na qual explicita-
remos o nosso objetivo que e´ tratar as perturbac¸o˜es cosmolo´gicas. Assim, faremos
3 εi jk =
 1, se a permutac¸a˜o dos ı´ndices e´ par0, se um dos ı´ndices sa˜o iguais−1, se a permutac¸a˜o dos ı´ndices e´ ı´mpar .
4A matriz adjunta do jacobiano sera´ denotada por adj(Jab).
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f(q,t) = a(t)q+P(q,t) , (4.32)
onde o termo a(t)q descreve uma evoluc¸a˜o homogeˆnea e isotro´pica do universo na˜o pertur-
bado, e o termo P(q,t) descreve a distribuic¸a˜o inomogeˆnea e isotro´pica5 das perturbac¸o˜es,
obedecendo a condic¸a˜o inicial P(q, t0) = 0.
Note que a regra de transformac¸a˜o (4.2) e´ um caso particular de (4.32), sendo a pertur-
bac¸a˜o do tipo varia´vel separa´vel; por enquanto, consideramos apenas que a perturbac¸a˜o
deve ser pequena o suficiente para satisfazer a condic¸a˜o de linearidade.
Com a transformac¸a˜o (4.32) podemos calcular a matriz jacobiana (e suas derivadas),
bem como a sua matriz adjunta, a fim de resolver as equac¸o˜es (4.30) e (4.31) perturbadas.
Em primeiro lugar, o Jacobiano da transformac¸a˜o (4.32) e´ dado por
Jab =

a(t)+ ∂P1∂q1
∂P1
∂q2
∂P1
∂q3
∂P2
∂q1
a(t)+ ∂P2∂q2
∂P2
∂q3
∂P3
∂q1
∂P3
∂q2
a(t)+ ∂P3∂q3

, (4.33)
enquanto que a matriz adjunta e´ a transposta da matriz dos cofatores. Vamos a` matriz
dos cofatores: o elemento i j da matriz dos cofatores e´ dado pela conhecida regra ∆i j =
(−1)i+ jdet(Ji j), onde Ji j e´ o elemento i j da matriz jacobiana. Sendo assim,
adj(Jab) =

∆11 ∆21 ∆31
∆12 ∆22 ∆32
∆31 ∆32 ∆33
 . (4.34)
A expressa˜o (4.30) pode ser reescrita como
[
adj(Jab)
]
jl J¨lk =
[
adj(Jab)
]
kl J¨l j , (4.35)
5As caracter´ısticas homogeneidade e isotropia, conhecidas como Princ´ıpio Cosmolo´gico, indicam que
na˜o existe nenhum ponto privilegiado do espac¸o bem como nenhuma direc¸a˜o privilegiada. Dessa forma,
uma distribuic¸a˜o inomogeˆnea e isotro´pica da perturbac¸a˜o significa que existem pontos perturbados e
outros na˜o, igualmente em todas as direc¸o˜es.
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ou ainda, utlizando (4.34),
∆l jJ¨lk = ∆lkJ¨l j . (4.36)
Note que o elemento jl da matriz adjunta,
[
adj(Jab)
]
jl, e´ igual ao elemento l j da matriz
dos cofatores, ∆l j. Como exemplo, vamos explicitar os ca´lculos de (4.36) para o caso em
que j = 2, k = 3 e i = 1, obtendo
∆12J¨13 +∆22J¨23 +∆32J¨33−∆13J¨12−∆23J¨22−∆33J¨32 = 0 . (4.37)
De acordo com a regra de obtenc¸a˜o dos elementos da matriz dos cofatores e com a
derivada temporal de segunda ordem de (4.33), (4.37) ficara´ da seguinte maneira,
−
[
a(t)
∂P2
∂q1
+
∂P2
∂q1
∂P3
∂q3
− ∂P2
∂q3
∂P3
∂q1
]
J¨13 +
[
a2(t)+a(t)
∂P3
∂q3
+a(t)
∂P1
∂q1
+
+
∂P1
∂q1
∂P3
∂q3
− ∂P1
∂q3
∂P3
∂q1
]
J¨23−
[
a(t)
∂P2
∂q3
+
∂P1
∂q1
∂P2
∂q3
− ∂P1
∂q3
∂P2
∂q1
]
J¨33−
−
[
∂P2
∂q1
∂P3
∂q2
−a(t)∂P3
∂q1
− ∂P2
∂q2
∂P3
∂q1
]
J¨12 +
[
a(t)
∂P3
∂q2
+
∂P1
∂q1
∂P3
∂q2
− ∂P1
∂q2
∂P3
∂q1
]
J¨22−
−
[
a2(t)+a(t)
∂P2
∂q2
+a(t)
∂P1
∂q1
+
∂P1
∂q1
∂P2
∂q2
]
J¨32 = 0 . (4.38)
Desconsiderando termos de segunda ordem da derivada da perturbac¸a˜o, encontramos
a2(t)
(
∂ P¨2
∂q3
− ∂ P¨3
∂q2
)
− a¨(t)a(t)
(
∂P2
∂q3
− ∂P3
∂q2
)
= 0 . (4.39)
Observe que o primeiro termo da esquerda e´ proporcional a` i-e´sima componente (com i= 1)
do rotacional em coordenadas lagrangianas da segunda derivada temporal da perturbac¸a˜o,
ou seja,
(
∂ P¨2
∂q3
− ∂ P¨3
∂q2
)
=
(
∇L× P¨
)
1 . (4.40)
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E igualmente, podemos identificar o segundo termo da esquerda com a i-e´sima componente
do rotacional lagrangiano da perturbac¸a˜o,
(
∂P2
∂q3
− ∂P3
∂q2
)
= (∇L×P)1 . (4.41)
Mesmo sendo este um caso particular (com i = 1, j = 2 e k = 3), podemos supor
que os resultados para os casos onde {i = 2, j = 3,k = 1} e {i = 3, j = 1,k = 2} sera˜o as
componentes 2 e 3, respectivamente, dos rotacionais da pertubac¸a˜o e de suas derivadas.
Sendo assim, podemos escrever
a¨(t)a(t)∇L×P−a2(t)∇L× P¨ = 0 . (4.42)
O procedimento utilizado na obtenc¸a˜o de (4.42), a partir de (4.30), sera´ igualmente
aplicado para desenvolver (4.31), obtendo ao final uma equac¸a˜o no referencial lagrangiano
linearmente perturbada. Sendo assim, da expressa˜o em coordenadas lagrangianas da
equac¸a˜o de Poisson (4.31), obtemos
[adj(Jab)]ik J
−1J¨ki = Λ−4piGρ0J−1 , (4.43)
ou ainda,
∆kiJ¨ki = ΛJ−4piGρ0 . (4.44)
Efetuando a soma sobre os ı´ndices k e i, encontramos
∆11J¨11 +∆21J¨12 +∆31J¨13 +∆12J¨21 +∆22J¨22 +∆32J¨23 +
+ ∆13J¨31 +∆23J¨32 +∆33J¨33 = Λ(J11∆11 + J12∆12 + J13∆13)−4piGρ0 . (4.45)
Utilizando a regra de obtenc¸a˜o dos elementos da matriz adjunta e a segunda derivada
de (4.33), (4.45) resulta em uma equac¸a˜o perturbada na˜o linear. Apo´s a conseguinte
linearizac¸a˜o, mediante exclusa˜o dos termos quadra´ticos e cu´bicos da perturbac¸a˜o, obtemos
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[
3a¨(t)a2(t)−a3Λ] + a¨(t)a(t)(∂P3
∂q3
+
∂P2
∂q2
)
+ a2(t)
∂ P¨1
∂q1
+ a2(t)
∂ P¨2
∂q2
+
+ a¨(t)a(t)
(
∂P1
∂q1
+
∂P3
∂q3
)
+ a¨(t)a(t)
(
∂P1
∂q1
+
∂P2
∂q2
)
+ a2(t)
∂ P¨3
∂q3
=
= Λ
[
a2(t)
∂P1
∂q1
+a2(t)
(
∂P2
∂q2
+
∂P3
∂q3
)]
− 4piGρ0 . (4.46)
Identificando em (4.46) o divergente do campo perturbativo decomposto em suas
componentes, podemos reduzir essa expressa˜o em
[
3a¨(t)a2(t)−a3(t)Λ] + [2a¨(t)a(t)−a2(t)]∇L ·P + a2(t)∇L · P¨ = −4piGρ0 . (4.47)
Ao final, obtemos as equac¸o˜es (4.42) e (4.47), onde em ambas aparece o operador ∇L
representando o operador nabla no referencial lagrangiano q,
(∇L)i =
∂
∂qi
. (4.48)
Note que o primeiro termo a` esquerda de (4.47) na˜o depende da perturbac¸a˜o P(q, t),
permitindo relaciona´-lo com a equac¸a˜o lagrangiana de Poisson em um universo na˜o per-
turbado. Neste sentido, basta fazer P(q, t) = 0 na regra de transfomac¸a˜o (4.32) e aplicar
posteriormente em (4.31), obtendo ao final,
3a¨(t)a2(t)−a3(t)Λ = −4piGρ¯0 , (4.49)
onde utilizamos ρ¯ = ρ¯0a−3(t) e cuja primeira integral resulta na equac¸a˜o de Friedmann
com constante cosmolo´gica,
(
a˙
a
)2
− Λ
3
=
8
3
piGρ¯ . (4.50)
Portanto, de (4.49), as equac¸o˜es (4.42) e (4.47) ficam, respectivamente, da seguinte
maneira (repare que a primeira dessas duas permanece imuta´vel, pois independe de (4.49))
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a¨(t)a(t)∇L×P + a2(t)∇L×P¨ = 0 (4.51)
e
[
2a¨(t)a(t)−a2(t)Λ]∇L ·P + a2(t)∇L · P¨ = −4piG(ρ0− ρ¯0) . (4.52)
Em t = t0 temos, a(t0) = a0 = 1, por definic¸a˜o, reduzindo (4.52) a
∇L · P¨(t0) = −4piG(ρ0− ρ¯0) , (4.53)
pois P(q, t0) = 0, entretanto, via de regra P¨(q, t0) 6= 0. E com isso, mais uma constante da
equac¸a˜o (4.52) foi eliminada, sendo reescrita da seguinte maneira
[
2a¨(t)a(t)−a2(t)Λ]∇L ·P + a2(t)∇L · P¨ = ∇L · P¨(q, t0) . (4.54)
ou ainda
∇L ·
[(
2
a¨(t)
a(t)
−Λ
)
P + P¨ − 1
a2(t)
P¨(q, , t0)
]
= 0 . (4.55)
O operador nabla tambe´m pode ser evidenciado, de forma o´bvia, em (4.51), resultando
na expressa˜o
∇L×
[
a¨(t)
a(t)
P − P¨
]
= 0 . (4.56)
A partir das equac¸o˜es (4.55) e (4.56), o campo vetorial P(q, t) pode ser decomposto em
duas componentes: uma componente cujo rotacional e´ nulo, PR(q, t), que pode ser escrita
em termos de um campo escalar; e outra componente cujo divergente e´ nulo, PD(q, t), que
pode ser escrita em termos de um campo vetorial6. Assim,
P(q, t) = PR(q, t) + PD(q, t) , (4.57)
6Os ı´ndices sobrescritos R e D adveˆm dos termos em ingleˆs rotationless e divergenceless, respectiva-
mente.
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resultando em
∇L×
(
a¨
a
PR − P¨R
)
= 0, (4.58)
∇L ·
[(
2
a¨
a
− Λ
)
PD + P¨D − 1
a2
P¨D(q, t0)
]
= 0 . (4.59)
A partir dessa decomposic¸a˜o, podemos definir ψ e K, denominados potencial escalar
e potencial vetor, respectivamente, da seguinte maneira,
a¨
a
PR − P¨R = ∇L·ψ (4.60)
e
(
2
a¨
a
− Λ
)
PD + P¨D − 1
a2
P¨D(q, t0) = ∇L×K . (4.61)
Consideraremos o caso especial em que ∇L.ψ = 0 e ∇L×K = 0, fazendo com que
PR(q, t) satisfac¸a uma equac¸a˜o homogeˆnea e PD(q, t) satisfac¸a uma equac¸a˜o inomogeˆnea:
a¨
a
PR − P¨R = 0 , (4.62)
e
(
2
a¨
a
− Λ
)
PD + P¨D =
1
a2
P¨D(q, t0) . (4.63)
A equac¸a˜o (4.62) admite duas soluc¸o˜es linearmente independentes, enquanto que (4.63)
admite, ale´m de duas soluc¸o˜es linearmente independentes, mais uma soluc¸a˜o particular:
PR(q, t) = PRs1 + P
R
s2 (4.64)
e
PD(q, t) = PDs1 + P
D
s2 + P
D
p , (4.65)
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onde o termo PD
p
, na u´ltima equac¸a˜o, denota a soluc¸a˜o particular da equac¸a˜o inomogeˆnea
(4.63).
Uma segunda suposic¸a˜o e´ a de que as soluc¸o˜es, individualmente, sa˜o do tipo varia´veis
separa´veis. Isso significa que as soluc¸o˜es podem ser escritas da seguinte maneira,
P jsi = S
j
i (t)Q
j
i (q) , (4.66)
onde o ı´ndice j = R,D e o ı´ndice i = 1,2.
Substituindo (4.66) em (4.63), temos
a¨
a
SRi Q
R
i − S¨Ri QRi = 0 , (4.67)
ou ainda
a¨
a
SRi − S¨Ri = 0 , (4.68)
sendo uma equac¸a˜o para cada valor poss´ıvel de i = 1,2.
O mesmo acontece com a equac¸a˜o (4.63), havendo, pore´m, uma equac¸a˜o a mais re-
ferente a` soluc¸a˜o particular. Vejamos primeiro a equac¸a˜o homogeˆnea que permite duas
soluc¸o˜es linearmente independentes,
(
2
a¨
a
− Λ
)
SDi + S¨
D
i = 0 , (4.69)
e em segundo a soluc¸a˜o particular,
(
2
a¨
a
− Λ
)
SDp + S¨
D
p −
1
a2
S¨Dp (t0) = 0 . (4.70)
Enfim, o campo perturbativo que satisfaz as equac¸o˜es (4.55) e (4.56) e´ dado por
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P(q, t) = PR(q, t) + PD(q, t)
= SR1 (t)Q
R
1 (q) + S
R
2 (t)Q
R
2 (q) + S
D
1 (t)Q
D
1 (q) + S
D
2 (t)Q
D
2 (q) +
+ SDp (t)P
D
p (q) . (4.71)
4.2.2 Referencial como´vel no formalismo lagrangiano
No estudo da fluidodinaˆmica, nos deparamos frequentemente com a necessidade de
utilizar o conceito dos referenciais como´veis ao fluxo, que sa˜o sistemas de coordenadas
associados a observadores sujeitos ao escoamento do fluido. Por outro lado, aos referen-
ciais alheios a este escoamento, damos o nome de referenciais fixos ou f´ısicos. O mesmo
ocorre em cosmologia, visto que toda a mate´ria existente pertence ao universo, que por
sua vez encontra-se, ao que tudo indica, em expansa˜o. Estudos teo´ricos e dados obser-
vacionais, baseados na ana´lise de fo´tons provenientes dos objetos cosmolo´gicos, indicam
que o universo esta´ em expansa˜o, resultando em um aumento da distaˆncia entre os obje-
tos com o passar do tempo [12]. Portanto, a distaˆncia medida por uma re´gua entre dois
objetos cosmolo´gicos e´ uma grandeza como´vel a` expansa˜o do universo. Essa e´ a origem
da necessidade de utilizarmos, em cosmologia, o referencial como´vel.
Matematicamente a definic¸a˜o de distaˆncia como´vel e´ dada da seguinte maneira,
qc =
r(q, t)
a(t)
, (4.72)
onde na˜o podemos confundir qc com q, sendo o primeiro a posic¸a˜o como´vel de um objeto,
e o segundo a posic¸a˜o lagrangiana do mesmo. A diferenc¸a entre essas duas quantidades
e´, segundo a regra de transformac¸a˜o (4.32), fornecida por
qc − q = P(q, t)a(t) , (4.73)
de modo que, pela condic¸a˜o P(q, t0) = 0, temos em t = t0 , q(q, t0) = q.
Mesmo que o universo esteja em expansa˜o, cada part´ıcula do meio possui uma ve-
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locidade peculiar proveniente da instabilidade gravitacional. Portanto, essa velocidade
peculiar depende diretamente do campo perturbativo P(q, t), de forma que em t0 a veloci-
dade peculiar e´ nula (como supomos no cap´ıtulo 3). E´ natural que a velocidade peculiar
dependa da perturbac¸a˜o, visto que o universo e´, por hipo´tese, um sistema isolado (no sen-
tido mecaˆnico e termodinaˆmico), excluindo a existeˆncia de fontes energe´ticas que dariam
origem a` velocidade peculiar.
Sendo assim, a velocidade (total) de uma part´ıcula e´ dada por
v = r˙ = a˙(t)qc + a(t)q˙c (4.74)
= a˙q + P˙(q, t) , (4.75)
onde definimos a velocidade peculiar como
u = a(t)q˙c , (4.76)
ou ainda
u = P˙(q, t) − a˙
a
P(q, t) . (4.77)
Seguindo este racioc´ınio, podemos definir a acelerac¸a˜o peculiar como
w = 2
a˙
a
u + u˙ . (4.78)
A construc¸a˜o de quantidades como´veis, como velocidade e acelerac¸a˜o peculiar, e´ com-
pletamente poss´ıvel e simples, mediante a regra de transformac¸a˜o (4.72).
E´ extremamente u´til, na pra´tica, obter a lei de evoluc¸a˜o da perturbac¸a˜o P(q, t) em
termos dos campos de velocidade e acelerac¸a˜o peculiar como´veis, e na busca desta soluc¸a˜o
vamos supor que os coeficientes temporais de (4.71) sejam do tipo lei de poteˆncia, inspi-
rados na evoluc¸a˜o temporal do fator de escala a(t), dada em (2.13), em um universo com
Λ= 0. Portanto, teremos, por hipo´tese,
68
SRi =
(
t
t0
)mi
, SDi =
(
t
t0
)ni
e SDp =
(
t
t0
)l
, (4.79)
onde o ı´ndice i = 1,2.
Resta-nos determinar os expoentes mi, ni e l, e para isso lanc¸aremos ma˜o das equac¸o˜es
(4.68), (4.69) e (4.70), com as quais, por simples substituic¸a˜o, obtemos
m1 =
2
3
, m2 =
1
3
; n1 =
4
3
, n2 =−13 e l =
2
3
, (4.80)
fazendo com que a soluc¸a˜o (4.71) fique com a seguinte expressa˜o,
P(q, t) =
(
t
t0
) 2
3
QR1 +
(
t
t0
) 1
3
QR2 +
(
t
t0
) 4
3
QD1 +
+
(
t
t0
)− 13
QD2 +
(
t
t0
) 2
3
PDp . (4.81)
Com a finalidade de determinar os campos vetoriais QRi , QDi e PDp (i = 1,2) em termos
dos campos velocidade e acelerac¸a˜o peculiares, definiremos algumas quantidades u´teis
como velocidade relativa, Vrel(t0), e a acelerac¸a˜o relativa, Grel(t0), associadas a`s derivadas
da pertubac¸a˜o.
Definimos velocidade e acelerac¸a˜o relativa, respectivamente, da seguinte maneira,
Vrel(t) := P˙(q, t) = r˙− a˙q, (4.82)
e
Grel(t) := P¨(q, t) = r¨− a¨q . (4.83)
Dessa forma, com Vrel(t0) e Grel(t0) definidos, podemos construir, com (4.77) e (4.78),
uma velocidade peculiar relativa, Urel(t0), e uma acelerac¸a˜o peculiar relativa, Wrel(t0),
como
69
Urel := u(t0) = Vrel(t0) = P˙(t0) (4.84)
e
Wrel := w(t0) = Grel(t0) = P¨(t0) . (4.85)
Como decompomos o vetor perturbac¸a˜o em duas componentes, uma cujo rotacional e´
nulo e outra cujo divergente e´ nulo, PR(q, t) e PD(q, t) respectivamente, o mesmo acontece
com as quantidades definidas acima,
U jrel = V
j
rel(t0) (4.86)
e
W jrel = G
j
rel(t0) . (4.87)
com j podendo assumir os valores R e D.
Entretando, utilizando a equac¸a˜o (4.62) avaliada em t = t0 encontraremos a seguinte
condic¸a˜o sobre Wrel,
a¨
a
PR(t0)− P¨R(t0) = 0 , (4.88)
mas como PR(t0) = 0,concluimos que,
P¨R(t0) = G
R
rel(t0) = W
R
rel = 0 . (4.89)
Prosseguindo com o objetivo de escrever QRi , QDi e PDp (com i = 1,2) em termos de
UDrel, U
R
rel e W
D
rel, vamos utilizar as condic¸o˜es iniciais sobre a perturbac¸a˜o, P(q, t0) = 0, e a
primeira derivada temporal do campo perturbativo, P˙(q, t0).
Como P(q, t0) = PR(q, t0)+PD(q, t0) = 0, enta˜o
PR(q, t0) = 0 (4.90)
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e
PD(q, t0) = 0 , (4.91)
individualmente. Isso nos permite escrever
PR(q, t) =
(
t
t0
) 2
3
QR1 (q)+
(
t
t0
) 1
3
QR2 (q) , (4.92)
resultando em
QR1 (q)+Q
R
2 (q) = 0 , (4.93)
Com a primeira derivada temporal da perturbac¸a˜o, obtemos
P˙R(q, t) = P˙R1 (q, t)+ P˙
R
2 (q, t)
=
2
3
(
t
t0
)− 13
QR1 (q)+
1
3
(
t
t0
)− 23
QR2 (q) , (4.94)
mas como P˙R(q, t0) = VRrel(t0) = U
R
rel, ficamos com
2QR1 (q)+Q
R
2 (q) = 3t0U
Rrel . (4.95)
Portanto, as equac¸o˜es (4.93) e (4.95) resultam em
QR1 (q) = 3t0U
R
rel , (4.96)
QR2 (q) =−3t0URrel . (4.97)
O mesmo sera´ feito com a componente PD(q, t):
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PD(q, t) =
(
t
t0
) 4
3
QD1 +
(
t
t0
)− 13
QD2 +
(
t
t0
) 2
3
PDp , (4.98)
PD(q, t0) = P
D
1 (q, t0)+P
D
2 (q, t0)+P
D
p (q, t0) = 0 , (4.99)
portanto,
QD1 (q)+Q
D
2 (q)+P
D
p (q) = 0 , (4.100)
que resulta em
PDp (q) =−QD1 (q)−QD2 (q) . (4.101)
Tomando a derivada temporal de (4.98), temos que
P˙D(q, t) =
4
3
1
t0
(
t
t0
) 1
3
QD1 −
1
3
1
t0
(
t
t0
)− 43
QD2 +
2
3
1
t0
(
t
t0
)− 13
PDp , (4.102)
portanto, em t = t0 e com P˙D(q, t0) = UDrel, obtemos
4QD1 (q)−QD2 (q)+ 2PDp (q) = 3t0UDrel . (4.103)
Mas como a componente PD(q, t) possui treˆs func¸o˜es a serem determinadas, duas
provenientes da equac¸a˜o homogeˆnea e uma da equac¸a˜o inomogeˆnea, precisamos de mais
uma equac¸a˜o de v´ınculo com o campo de velocidades, que vira´ da segunda derivada
temporal do campo de velocidades relativas peculiares, WDrel = P¨
D(q, t0), lembrando que a
componente sem rotacional e´ nula. Sendo assim, temos
P¨D(q, t) =
4
9
1
t2
0
(
t
t0
)− 23
QD1 +
4
9
1
t2
0
(
t
t0
)− 73
QD2 −
2
9
1
t2
0
(
t
t0
)− 43
PDp , (4.104)
que, em t = t0 e com a condic¸a˜o imposta acima, fica da seguinte maneira
4QD1 (q)+ 4Q
D
2 (q)−2PDp (q) = 9t20 WDrel . (4.105)
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Com as treˆs equac¸o˜es de v´ınculo entre os campos perturbativos sem rotac¸a˜o e o campo
de velocidades peculiares, e sua derivada temporal, encontramos as seguintes relac¸o˜es,
QD1 (q) =
3
5
t0U
D
rel +
9
10
t2
2
WDrel , (4.106)
QD2 (q) =−
3
5
t0U
D
rel +
3
5
t2
2
WDrel (4.107)
e
PDp (q) =−
3
2
t2
0
WDrel . (4.108)
E finalmente obtemos a expressa˜o da evoluc¸a˜o do universo linearmente perturbado7
em func¸a˜o das condic¸o˜es iniciais impostas sobre o campo de velocidades do universo,
r(q, t) =
(
t
t0
) 2
3
q +
3
5
t0
[(
t
t0
) 4
3
−
(
t
t0
)− 13]
UDrel + 3t0
[(
t
t0
) 2
3
−
(
t
t0
)− 13]
URrel +
+ t2
0
[
9
10
(
t
t0
) 4
3
− 3
2
(
t
t0
) 2
3
+
3
5
(
t
t0
)− 13]
WDrel . (4.109)
Sendo assim, diante das componentes UDrel e W
D
rel, cujos divergentes sa˜o nulos, na˜o ha´
du´vidas de que em um modelo que obedece (4.32), as estruturas formadas devem possuir
vo´rtices. Esse resultado contradiz o modelo proposto por Zel’dovich, quando ele diz que
as estruturas formadas, do tipo panqueca, na˜o devem possuir vo´rtices [17, 18, 22], muito
embora, eles concordem com o tipo de estrutura formada.
De (4.53), e lembrando que P¨(t0) = P¨D(t0) = WDrel, chegamos na expressa˜o que deter-
mina a densidade de mate´ria em termos da derivada temporal do campo de velocidades,
ρ0(q) = ρH0−
1
4piG
∇L.WDrel , (4.110)
sendo que, segundo (4.26), ρ(q, t) = ρ0(q)det[Jab] , resultando em
7A aparente contradic¸a˜o entre a evoluc¸a˜o na˜o linear e a perturbac¸a˜o linear sera´ discutida mais a` frente
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ρ(q, t) =
ρH0
det[Jab]
− 1
4piG
∇L.WDrel
det[Jab]
, (4.111)
que contrasta, pelo segundo termo, com a expressa˜o (4.13) obtida por Zel’dovich.
De acordo com Zel’dovich, o fator perturbativo da expressa˜o (4.2) cresce a uma taxa
maior que o fator de escala, e para que o mesmo ocorra com o modelo generalizado
proposto aqui, vamos impor algumas condic¸o˜es iniciais sobre o campo de velocidade e
acelerac¸a˜o peculiar relativa. A primeira condic¸a˜o e´ bem objetiva: note que o u´nico termo
de (4.109) que possui uma taxa de crescimento acima do fator de escala e´ o segundo termo
da direita, portanto, a condic¸a˜o mais o´bvia e´ URrel = W
D
rel, resultando em
r(q, t) =
(
t
t0
) 2
3
q +
3
5
t0
[(
t
t0
) 4
3
−
(
t
t0
)− 13]
UDrel . (4.112)
Essa condic¸a˜o sobre os campos de velocidade e acelerac¸a˜o tambe´m ajusta a expressa˜o
(4.111) a` expressa˜o (4.13). Ale´m dessa condic¸a˜o, ainda ha´ outra maneira de obter os
resultados acima, basta aplicar a condic¸a˜o URrel = 0 e U
D
rel = t0W
D
rel, resultando em
r(q, t) =
(
t
t0
) 2
3
q +
3
2
[(
t
t0
) 4
3
−
(
t
t0
) 2
3
]
UDrel . (4.113)
Portanto, podemos ver que esta generalizac¸a˜o fornece, ale´m dos resultados previstos
por Zel’dovich, um comportamento rotacional do campo de velocidades das part´ıculas.
Na pro´xima sec¸a˜o discutiremos em maiores detalhes esses resultados.
4.2.3 Algumas ponderac¸o˜es sobre essa generalizac¸a˜o.
O procedimento realizado, na˜o somente no modelo proposto por Zel’dovich mas tam-
be´m nessa generalizac¸a˜o que acabamos de desenvolver (ale´m do modelo de adesa˜o gravi-
tacional, a ser apresentado no pro´ximo cap´ıtulo), consiste em uma perturbac¸a˜o de carater
linear, isotro´pica e inomogeˆnea do campo gravitacional, refletida na maneira como cada
ponto do espac¸o evolui com o tempo e expressa matematicamente por uma relac¸a˜o do
tipo
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r(q, t) = a(t)q+P(q, t) , (4.114)
onde a vizinhanc¸a pro´xima dos pontos do espac¸o em que na˜o ha´ perturbac¸a˜o evolui apro-
ximadamente de acordo com o primeiro termo a` direita de (4.114), enquanto que a vizi-
nhanc¸a pro´xima dos pontos em que ha´ perturbac¸a˜o evolui obedecendo todo o lado direito
dessa expressa˜o. Essa vizinhanc¸a evolui, portanto, a uma taxa menor daquela onde na˜o
ha´ perturbac¸a˜o gravitacional, propiciando o aumento da densidade nesta regia˜o.
Vimos anteriormente que a quantidade adimensional que mede a aglomerac¸a˜o de ma-
te´ria num ponto perturbado do espac¸o e´ o contraste δ . Como a perturbac¸a˜o do campo
gravitacional e´ inicialmente zero, e´ natural que esse contraste tenha valores muito peque-
nos, δ  1, no princ´ıpio da perturbac¸a˜o, mas que, com o passar do tempo, ele assuma
valores maiores ou iguais a 1, δ ≥ 1, per´ıodo esse denominado per´ıodo de evoluc¸a˜o na˜o-
linear. Essa e´ uma das grandes vantagens desses modelos quando comparados a modelos
que assumem uma perturbac¸a˜o inicial sobre o campo escalar de densidade de mate´ria, do
tipo
ρ(q, t) = ρ0(q)+δρ(q, t) , (4.115)
como no me´todo de simetria esfe´rica, onde utilizamos as coordenadas eulerianas, visto
no cap´ıtulo anterior. Outra grande e evidente vantagem e´ a possibilidade de obter a for-
mac¸a˜o de estruturas com formatos e caracter´ısticas mais compat´ıveis com o observado
atualmente. Segundo o modelo esfericamente sime´trico, a u´nica estrutura capaz de ser
formada sa˜o os aglomerados com formato esfe´rico. Enquanto que os modelos que conside-
ram uma perturbac¸a˜o sobre o fator de escala do espac¸o, preveˆem a formac¸a˜o de estruturas
chatas, denominadas panquecas, aproximando-se do formato das estruturas obsevadas.
Uma das ferramentas mais importantes para se analisar perturbac¸o˜es lineares da den-
sidade de mate´ria (δ  1) e´ a expansa˜o em modos de Fourier, pois evidencia a evoluc¸a˜o
independente de cada modo perturbativo, mas como a formac¸a˜o das estruturas em larga
escala ocorre quando δ ≥ 1 essa poderosa ferramenta deve ser descartada, visto que cada
modo perturbativo na˜o mais evolui individualmente. Portanto, para trabalharmos com
perturbac¸o˜es da densidade de mate´ria, como no modelo esfericamente sime´trico, faz-se
necessa´rio a adoc¸a˜o das coordenadas eulerianas, a fim de acompanharmos o movimento
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das part´ıculas. Tudo isso na˜o e´ necessa´rio nos modelos que adotam as coordenadas lagran-
gianas, onde a perturbac¸a˜o e´ evidenciada na regra de transformac¸a˜o entre as coordenadas
f´ısica e lagrangianas dada por (4.114).d
Um ponto que deve ficar extremamente claro e´ que as observac¸o˜es feitas em 4.1.1 sa˜o
va´lidas nesta generalizac¸a˜o, e podem ser confirmadas pela equac¸a˜o (4.111).
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5 Modelo de Adesa˜o
Gravitacional
O me´todo aproximativo proposto por Zel’dovich, analisado no cap´ıtulo anterior, ape-
sar de elegante e eficiente faz duas previso˜es desagrada´veis: a formac¸a˜o apenas de estru-
turas do tipo panqueca e uma espessura infinitesimal desses objetos. Resumidamente,
este me´todo descreve o modo como as part´ıculas do meio perturbado, descrito por (4.2),
se comportam, sem qualquer considerac¸a˜o de limites (f´ısicos ou na˜o) sobre a aproxima-
c¸a˜o entre elas. Essa falta de limites sobre a aproximac¸a˜o entre as part´ıculas culmina na
formac¸a˜o de uma estrutura com densidade volume´trica infinita, conservando pore´m uma
densidade superficial finita de uma panqueca com espessura infinitesimal. Va´rios modelos
computacionais, classificados generalizadamente como modelos N-corpos1, tidos como re-
fereˆncia na ana´lise de resultados, discordam das previso˜es da aproximac¸a˜o de Zel’dovich
[23, 24, 25].
Em 1985, Gurbatov, Saichev e Shandarin apresentaram pela primeira vez uma pos-
s´ıvel soluc¸a˜o para os problemas citados anteriormente [26], acrescentando um termo de
viscosidade a`s equac¸o˜es de Zel’dovich, ajustando assim a espessura das estruturas for-
madas. A equac¸a˜o obtida apo´s a inserc¸a˜o da viscosidade e´ conhecida como equac¸a˜o de
Burgers 2 e possui uma soluc¸a˜o bem conhecida.
O termo viscoso acrescido deliberadamente na˜o representa uma viscosidade f´ısica do
meio, ele e´ apenas um artif´ıcio matema´tico extremamente u´til no ajuste da espessura de
1O modelo N-corpos e´ sempre tido como refereˆncia visto que ele utiliza me´todos computacionais para
trac¸ar a trajeto´ria individual de N part´ıculas, tornando-se mais realista, pore´m mais complexo, conforme
aumentamos o valor de N.
2Em 1940, Johannes Martinus Burgers apresentou um conjunto de soluc¸o˜es para um certo tipo de
equac¸o˜es diferenciais parciais (a equac¸a˜o de Burgers) que, logo apo´s, passou a ser utilizado para descrever
fenoˆmenos de difusa˜o gasosa. Somente anos mais tarde, em 1985, os f´ısicos Gurbatov, Saichev e Shandarin
aplicaram essa equac¸a˜o a` cosmologia.
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cada estrutura formada. Essa e´ a raza˜o para o nome Adesa˜o Gravitacional.
Como veremos mais adiante, o me´todo de Adesa˜o Gravitacional possui, ao contra´rio
de outros modelos, uma dependeˆncia das condic¸o˜es iniciais de um potencial escalar do
campo de velocidades, associadas ao potencial gravitacional durante o per´ıodo de evolu-
c¸a˜o linear (nossas condic¸o˜es iniciais sa˜o tomadas ainda no per´ıodo de evoluc¸a˜o linear).
Para melhor esclarecer esses detalhes, vamos a`s considerac¸o˜es f´ısicas e matema´ticas desse
modelo. Assumiremos um universo composto por um componente do tipo CDM, onde a
equac¸a˜o de estado e´ nula. Adotaremos ainda o referencial lagrangiano, assim como na
aproximac¸a˜o de Zel’dovich, com uma transformac¸a˜o do tipo
r(t,q) = a(t) [q+bad(t)P(q)] , (5.1)
onde bad =
b(t)
a(t) , sendo b(t) definido em (4.2), de onde temos que bad(0) = 0. Como bad(0) =
0, a coordenada lagrangiana q e´ compreendida como a posic¸a˜o (lagrangiana) inicial de
cada part´ıcula. Assumiremos aqui um universo plano, Ω= 1.
Em todo o cap´ıtulo utilizaremos quantidades como´veis (discutidas no cap´ıtulo 4),
como por exemplo as coordenadas como´veis, definidas por qc = r/a(t). Sendo assim,
a transformac¸a˜o como´vel entre os referenciais euleriano e lagrangiano fica escrita como
segue,
qc = q+bad(t)P(q) . (5.2)
Nas expresso˜es (5.1) e (5.2), bad(t) e´ o fator de expansa˜o local devido a` perturbac¸a˜o,
e P(q) e´ a distribuic¸a˜o espacial da perturbac¸a˜o, ambos referentes ao modelo de Adesa˜o
Gravitacional. Suponha, entretanto, um universo na˜o-perturbado, completamente homo-
geˆneo e isotro´pico, ou seja, com P(q) = 0 em todos os pontos. Nesse caso, pela (5.2),
qc = q em qualquer instante. Isso significa que a distaˆncia como´vel entre duas part´ıculas
e´, ale´m de constante, igual a` distaˆncia entre elas no instante inicial. Contudo, a per-
turbac¸a˜o inomogeˆnea e isotro´pica existe (inicialmente pequena o quanto quizermos), e
portanto a posic¸a˜o como´vel de cada part´ıcula varia, com o tempo, da posic¸a˜o inicial q
por uma quantidade bad(t)P(q). Ou seja, suponha que uma dada part´ıcula “enxerga” uma
outra part´ıcula vizinha a uma distaˆncia q. Com o passar do tempo, devido a` perturbac¸a˜o,
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aquela part´ıcula vera´ sua vizinha em uma nova posic¸a˜o q+bad(t)P(q). Definimos, nesses
casos, a velocidade peculiar como´vel dada por
u(t) =
V
a(t)
= b˙ad(t)P(q) , (5.3)
onde o ponto sobre as quantidades indica derivac¸a˜o temporal.
Observe que a velocidade peculiar e´ diretamente proporcional ao campo perturbativo,
e a partir dela definiremos um campo de velocidades da seguinte maneira,
v =
u(t)
b˙ad(t)
≡ P(q) . (5.4)
Com (5.4) podemos obter uma expressa˜o ana´loga a` equac¸a˜o de movimento de Euler,
efetuando uma mudanc¸a de coordenadas conveniente entre o tempo co´smico e o paraˆmetro
temporal bad(t).
Antes de mais nada, observe que a derivada temporal total pode ser escrita da seguinte
maneira,
d
dt
=
∂
∂ t
+
dr
dt
·∇ , (5.5)
onde ∇ e´ o operador nabla no referencial euleriano.
Substituindo a varia´vel de derivac¸a˜o t→ bad(t) na equac¸a˜o (5.5), ficamos com
d
dbad
b˙ad =
∂
∂bad
b˙ad + b˙ad
dr
dbad
·∇ , (5.6)
=
∂
∂bad
+P · (q)∇ . (5.7)
Mas como
v = P(q) , (5.8)
a derivada total em relac¸a˜o ao paraˆmetro bad ficara´ da seguinte maneira,
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d
dbad
=
∂
∂bad
+v ·∇ . (5.9)
Entretanto, v depende apenas da posic¸a˜o lagrangiana de cada part´ıcula, portanto
dv
dbad
= 0 , (5.10)
que conduz a 3
dvi
dbad
=
∂vi
∂bad
+ v jvi, j = 0 . (5.11)
Finalmente obtivemos (5.11), que e´ similar a` equac¸a˜o do movimento de Euler. Da
mesma forma podemos encontrar uma expressa˜o equivalente a` equac¸a˜o da continuidade.
Da RG temos a conservac¸a˜o de energia dada por
dρ
dt
+ 3
a˙
a
ρ = 0 , (5.12)
ou ainda, utilizando (5.9),
∂ρ
∂ t
+ 3
a˙
a
ρ + b˙adv ·∇ρ = 0 . (5.13)
Definindo η = a3ρ , podemos escrever
1
b˙ad
∂ η
∂ t
+∇ · (vη) = 0 , (5.14)
lembrando que ∇·v = 0. Finalmente,
∂ η
∂bad
+∇ · (vη) = 0 , (5.15)
onde, enfim, conseguimos obter uma expressa˜o equivalente a` equac¸a˜o da continuidade.
Devemos ressaltar que ate´ aqui nada difere do modelo de Zel’dovich, e uma prova
3Aqui utilizamos a seguinte notac¸a˜o: vi, j =
dvi
dx j e a regra de Einstein, A
iAi = ∑3i=1AiAi e AµAµ =
∑3µ=0AµAµ .
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disso e´ a soluc¸a˜o da equac¸a˜o (5.15),
η =
η0
det
[
∂qci
∂qi
] , (5.16)
equivalente ao resultado (4.8) obtido no cap´ıtulo anterior.
O pro´ximo passo, talvez um dos mais importantes neste modelo, e´ a inserc¸a˜o, que
a princ´ıpio pode parecer arbitra´ria, de um termo na equac¸a˜o (5.11) equivalente a uma
suposta viscosidade. Esse termo sera´ responsa´vel por ajustar as previso˜es do modelo de
Zel’dovich aos resultados obtidos pelos modelos de N-corpos, conferindo uma espessura
finita a`s estruturas formadas em larga escala.
Como verificamos anteriormente, a aproximac¸a˜o de Zel’dovich preveˆ a formac¸a˜o de
estruturas cosmolo´gicas em larga escala com espessuras infinitesimais, provenientes do
colapso gravitacional em que ρ → ∞, discordando dos resultados obtidos pelos modelos
N-corpos. Essa aproximac¸a˜o infinita entre as part´ıculas e´ resultado de algumas hipo´teses
f´ısicas: consideramos apenas a interac¸a˜o gravitacional entre part´ıculas pontuais, cuja
dimensa˜o e´ nula, e desconsideramos efeitos como o equil´ıbrio virial e a emissa˜o de radiac¸a˜o
(discutidos em 3.1.1).
Neste sentido, a viscosidade imposta tera´ o papel de resistir a essa compactac¸a˜o de-
senfreada, representando a grosso modo uma adesa˜o gravitacional entre as part´ıculas,
forc¸ando a formac¸a˜o de estruturas com espessura finita. Assim, a equac¸a˜o ficara´ da se-
guinte maneira,
∂vi
∂bad
+ v jvi, j = ν∇
2vi , (5.17)
onde ν e´ o coeficiente de viscosidade.
A forma como a viscosidade depende do campo de velocidades (proporcional ao lapla-
ciano do campo de velocidades) foi escolhida com o u´nico intuito de obtermos a equac¸a˜o
de Burgers, cuja soluc¸a˜o e´ bem conhecida ([26, 27, 28] e [29]).
E´ importante observar que mesmo inserindo viscosidade no processo, a auseˆncia de
vo´rtices nas estruturas formadas tambe´m e´ prevista no modelo de Adesa˜o Gravitacional, e
por isso ainda podemos escrever o campo de velocidades como o gradiente de um potencial
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escalar,
v = ∇Φ , (5.18)
modificando a equac¸a˜o de Burgers da seguinte maneira,
∂
∂bad
∇Φ+(∇Φ·∇)∇Φ= ν∇2 (∇Φ) . (5.19)
Logo abaixo reescreveremos a equac¸a˜o vetorial (5.19) em termos de suas componentes,
com o objetivo de evidenciar algumas poss´ıveis manipulac¸o˜es,
∂
∂bad
∂iΦ+
(
∂ jΦ∂ j
)
∂iΦ= ν ∂ j∂ j ∂iΦ . (5.20)
O produto interno sera´ realizado mediante aplicac¸a˜o da me´trica gµν , da seguinte
maneira,
∂
∂bad
∂iΦ+g jl∂ jΦ∂l∂iΦ= ν g jl∂ j∂l∂iΦ . (5.21)
O segundo termo do lado esquerdo da expressa˜o anterior pode ser escrito como
g jl ∂ jΦ∂l(∂iΦ) = g jl ∂i
(
∂ jΦ∂lΦ
)−g jl ∂ j(∂iΦ)∂lΦ , (5.22)
que, quando reescrita na sua forma vetorial, fornece
∇(∇Φ ·∇Φ) = (∇Φ ·∇)∇Φ+(∇Φ ·∇)∇Φ , (5.23)
ou ainda,
1
2
∇(∇Φ ·∇Φ) = (∇Φ ·∇)∇Φ . (5.24)
Escrevendo, novamente, a equac¸a˜o 5.24 em termos de suas componentes, obtemos
g jl ∂ jΦ∂l(∂iΦ) =
1
2
g jl∂i(∂ jΦ∂lΦ) , (5.25)
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que e´ exatamente o segundo termo do lado esquerdo da equac¸a˜o (5.21).
Substituindo o resultado obtido em (5.21), podemos reescreveˆ-la da seguinte maneira,
∂i
∂
∂bad
+
1
2
g jl∂i∂ jΦ∂lΦ= ν g jl∂ j∂l∂iΦ , (5.26)
∂i
[
∂i
∂
∂bad
+
1
2
g jl∂ jΦ∂lΦ
]
= ∂i
(
ν g jl∂ j∂lΦ
)
. (5.27)
Portanto,
∂
∂bad
Φ+
1
2
(∇Φ)2 = ν∇2Φ , (5.28)
a menos de uma constante, absorvida pelo poteˆncial Φ.
A equac¸a˜o de Burgers esta´ sendo manipulada com a finalidade de encontrarmos uma
equac¸a˜o de difusa˜o, cuja soluc¸a˜o, em termos de uma distribuic¸a˜o estat´ıstica, e´ conhecida.
Neste sentido, definiremos um campo U da seguinte maneira,
Φ=Φ(U) , (5.29)
levando (5.28) em
∂Φ
∂U
∂U
∂bad
+
1
2
(
∂Φ
∂U
∇U
)2
= ν
[
∇
(
∂Φ
∂U
)
·∇U + ∂Φ
∂U
∇2U
]
. (5.30)
Observe que, a menos do termo
1
2
(
∂Φ
∂U
∇U
)2
−ν∇
(
∂Φ
∂U
)
·∇U , (5.31)
temos a equac¸a˜o de difusa˜o. Portanto, igualar este termo a zero fornecera´ a restric¸a˜o
sobre o campo U .
Assim,
1
2
(
∂Φ
∂U
∇U
)2
−ν∇
(
∂Φ
∂U
)
·∇U = 0 , (5.32)
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∇U
[
1
2
(
∂Φ
∂U
)2
∇U−ν ∇
(
∂Φ
∂U
)]
= 0 . (5.33)
Ou seja,
1
2
(
∂Φ
∂U
)2
∇U = ν∇
(
∂Φ
∂U
)
, (5.34)
que conduz a
Φ=−2ν lnU . (5.35)
Com essa condic¸a˜o satisfeita, temos enfim a equac¸a˜o de difusa˜o
∂U
∂bad
= ν∇2U , (5.36)
cuja soluc¸a˜o, em termos de uma distribuic¸a˜o estat´ıstica, e´ conhecida e dada por
U(r,bad) =
(
1
4piνbad
)3/2 ∫
exp
[
−Φ0
2ν
− (r−q)
2
4νbad
]
d3q . (5.37)
Na soluc¸a˜o acima, Φ0 e´ o potencial de velocidades avaliado no instante inicial, quando
bad = 0, que fornece pela (5.35)U(q,0) = exp
(
−Φ02ν
)
. Definindo a quantidade G(r,q,bad) =
Φ0 +
(r−q)2
2bad
, teremos,
U(r,bad) =
(
1
4piνbad
)3/2 ∫
exp
[
− 1
2ν
G(r,q,bad)
]
d3q . (5.38)
Utilizando as equac¸o˜es (5.18), (5.35) e (5.38), temos
v = ∇Φ=−2ν∇U
U
. (5.39)
O gradiente do campo U fornece
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∇U(r,q) =
(
1
4piνbad
)3/2(
− 1
2νbad
)∫
d3q (r−q)exp
[
− 1
2ν
G(r,q,bad)
]
, (5.40)
o qual substituiremos em (5.39), obtendo
v =
∫
d3q(r−q)exp[− 12νG(r,q,bad)]
b
∫
d3qexp
[− 12νG(r,q,bad)] . (5.41)
Observe que no limite ν → 0 temos novamente o modelo de Zel’dovich. O que deve
ficar claro e´ que estamos atribuindo, forc¸osamente, uma viscosidade efetiva a um fluido
de mate´ria escura fria, cuja pressa˜o e´ nula. Esse artif´ıcio foi utilizado com o intuito de
evitar dimenso˜es infinitesimais da espessura das estruturas formadas (as “panquecas”),
um problema caracter´ıstico do modelo de Zel’dovich.
5.1 Ana´lise do modelo mediante valores de ν
Existem na literatura duas maneiras de abordar o resultado (5.41) obtido acima, uma
delas e´ fazendo ν → 0, e a outra e´ fazendo ν pequeno pore´m finito.
A seguir faremos uma ana´lise mais detalhada de cada um desses me´todos.
5.1.1 Me´todo ν → 0.
Na pra´tica a soluc¸a˜o da equac¸a˜o (5.41) e´ obtida pelo me´todo Steepest Descent4, com
o qual utilizamos o fato de que para um dado qi (coordenada lagrangiana de uma dada
part´ıcula), a maior contribuic¸a˜o com as integrais envolvidas na soluc¸a˜o (5.41) e´ dada
pelo menor valor assumido por G(r,qi,bad). O procedimento consiste em definirmos o
parabolo´ide [23, 24, 25, 30]
P(ri,qi,bad) =−(ri−qi)
2
2bad
+N (5.42)
e ajustarmos a constante real N a partir de −∞ ate´ o ponto em que o parabolo´ide tangencia
a hipersuperf´ıcie Φ0(qi). Neste(s) ponto(s) de tangeˆncia, G(ri,qi,bad) assume seu menor
4Veja o Apeˆndice B para maiores detalhes sobre o me´todo Steepest Descent.
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valor.
Enfim, tomamos a projec¸a˜o do valor mı´nimo deste parabolo´ide sobre uma hipersuper-
f´ıcie de coordenadas eulerianas, na qual obtemos a coordenada ri, como mostra a Figura
5.1.
Figura 5.1: Intersec¸a˜o entre a hipersuperf´ıcie Φ0 e o parabolo´ide no ponto qi[25].
O significado f´ısico dos pontos qi e ri e´ simples e de fa´cil compreensa˜o: qi e´ a co-
ordenada lagrangiana da i-e´sima part´ıcula no instante inicial, ou seja, antes de qualquer
aglomerac¸a˜o (ainda no per´ıodo de evoluc¸a˜o linear da perturbac¸a˜o da densidade); ri, por
sua vez, e´ a coordenada euleriana da i-e´sima part´ıcula no instante bad (instante refe-
rente ao paraˆmetro bad), ja´ no per´ıodo de evoluc¸a˜o na˜o linear, podendo ja´ ter ocorrido
aglomerac¸a˜o ou na˜o.
Ou seja, para um dado ponto (lagrangiano) do espac¸o podemos encontrar um para-
bolo´ide que nos informara´ a posic¸a˜o (euleriana) futura deste ponto inicial, sendo que a
cada part´ıcula esta´ associada uma coordenada lagrangiana distinta.
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Entretanto, ainda existem algumas restric¸o˜es quanto ao parabolo´ide definido. Deve-
mos garantir que ele na˜o cruze a hipersuperf´ıcie Φ0, apenas tangencie-a. Inicialmente,
para pequenos valores de bad, cada parabolo´ide tangencia em apenas um u´nico ponto
lagrangiano, enquanto que para instantes futuros, grandes valores de bad, cada parabo-
lo´ide pode, ao mesmo tempo, tangenciar um, dois ou treˆs pontos lagrangianos distintos.
Em cada caso desses temos uma estrutura diferente formada: parabolo´ide tangenciando
apenas um ponto qi, temos a formac¸a˜o das panquecas; tangenciando dois pontos distintos
qi’s, temos a formac¸a˜o dos filamentos e quando tangencia treˆs pontos distintos qi’s, temos
a formac¸a˜o dos aglomerados. Encontrar esse(s) ponto(s) euleriano(s) significa resolver a
equac¸a˜o
ri(qi,bad) = qi +
∫
dbadv(r,qi,bad). (5.43)
Feito o trabalho de encontrar os pontos ri obtemos um mapeamento das estruturas
formadas ao qual daremos o nome de “esqueleto” das reais estruturas (veja Figura 5.2).
Figura 5.2: Resultado nume´rico do modelo de Adesa˜o com ν → 0, [25].
A princ´ıpio podemos imaginar que o modelo de Adesa˜o Gravitacional pouco difere do
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modelo de Zel’dovich, contudo, note que a expressa˜o do campo de velocidades no modelo
de Zel’dovich e´ dada por (4.76), enquanto que no modelo de Adesa˜o Gravitacional obtemos
a expressa˜o (5.41) e a partir dela fazemos ν → 0.
Fisicamente, antes da fase de aglomerac¸a˜o o modelo de Zel’dovich confunde-se com o
de Adesa˜o Gravitacional, mas apo´s a formac¸a˜o das estruturas o primeiro preveˆ espessuras
infinitesimais para elas, enquanto que o me´todo de Adesa˜o Gravitacional impo˜e um limite
a` espessura das estruturas.
5.1.2 Me´todo ν finito
Vimos anteriormente que quanto menor o valor de ν menor sera´ a espessura das
estruturas formadas em larga escala. Portanto, fixar um valor para ν significa delimitar
uma regia˜o no espac¸o lagrangiano (das posic¸o˜es lagrangianas) no qual a func¸a˜o G(r,q,bad)
ainda possui valores considera´veis a`s integrais da equac¸a˜o (5.41). Ou seja, na˜o considera-
remos apenas os pontos qi que minimizam a func¸a˜o G(r,q,bad), mas tambe´m os pontos
pertencentes a uma certa vizinhanc¸a, delimitada por ν , que contribuem significativamente
com as integrais.
Essa delimitac¸a˜o e´ feita, segundo [24], da seguinte maneira: as integrais presentes na
equac¸a˜o (5.41) sera˜o feitas apenas nas regio˜es onde
G(r,q)−Gmin.(r,qi) =
1
ε
, (5.44)
onde ε e´ um nu´mero pequeno, a` crite´rio do utilizador, que fornece o tamanho da regia˜o
de integrac¸a˜o, sendo ainda necessa´rio utilizar a relac¸a˜o (5.43) para encontrar as posic¸o˜es
eulerianas, num certo instante futuro bad, de cada part´ıcula. A descric¸a˜o do comporta-
mento das part´ıculas externas a essa regia˜o delimitada e´ similar para os dois modelos, de
Adesa˜o Gravitacional e de Zel’dovich. Quanto maior a distaˆncia entre a part´ıcula externa
e a regia˜o, menor sera´ a diferenc¸a entre os modelos.
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6 Me´todo de Simulac¸a˜o N-corpos
O per´ıodo de evoluc¸a˜o na˜o linear, existente durante a formac¸a˜o das estruturas cosmolo´-
gicas como a`s vemos hoje, apresenta como principal dificuldade o tratamento matema´tico
da interac¸a˜o na˜o linear entre as part´ıculas do meio envolvidas no processo. Motivados por
este problema, apresentamos ate´ este exato momento apenas modelos evolutivos anal´ıticos
que aproximam, cada um a seu modo, o cena´rio f´ısico real por um ideal. No cap´ıtulo 3
fizemos considerac¸o˜es de simetria esfe´rica e velocidade peculiar inicialmente nula sobre a
perturbac¸a˜o da densidade. No cap´ıtulo 4 apresentamos o me´todo proposto por Zel’dovich
que, apesar de ser mais geral que o primeiro citado, preveˆ a formac¸a˜o de estruturas do
tipo panquecas, com espessuras infinitesimais. Por u´ltimo, no cap´ıtulo 5 analisamos um
modelo que impo˜e uma ”viscosidade gravitacional´´ ao me´todo proposto por Zel’dovich,
prevendo assim a formac¸a˜o hiera´rquica de treˆs tipos distintos de estruturas, todas com
espessuras finitas. Nesses treˆs cap´ıtulos os me´todos aproximativos apresentados sa˜o ana-
l´ıticos, possuindo a vantagem de apresentar resultados qualitativos extremamente u´teis
para termos uma ideia, ainda que superficial, sobre a formac¸a˜o dessas estruturas em larga
escala.
O presente cap´ıtulo destina-se a` apresentac¸a˜o de me´todos nume´ricos para formac¸a˜o das
estruturas em larga escala. De modo geral, esses me´todos analisam a evoluc¸a˜o individual
de cada part´ıcula do sistema, resultando, ao final, na formac¸a˜o (ou na˜o) de estruturas
cujas caracter´ısticas sa˜o mais realistas, em comparac¸a˜o com os me´todos anal´ıticos. A
proximidade com a realidade depende, em geral, do nu´mero de part´ıculas existentes, por
hipo´tese, no sistema; quanto maior o nu´mero de part´ıculas, mais real´ısticos sa˜o os resul-
tados. Contudo, o ganho em qualidade, com o acre´scimo do nu´mero de part´ıculas, ocorre
mediante um inevita´vel aumento do gasto computacional, resultando muitas vezes em um
longo tempo, nem sempre dispon´ıvel, necessa´rio para simular a formac¸a˜o dessas estruturas
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em larga escala. A seguir vamos expor diferentes algor´ıtmos que procuram equilibrar, de
acordo a necessidade, a qualidade dos resultados com o trabalho computacional.
6.1 Me´todo Particle/particle
Em alguns casos na f´ısica nos deparamos com a necessidade de resolver integrais de
alto n´ıvel de complexidade anal´ıtica, incentivando-nos a desenvolver me´todos nume´ricos
que facilitem a busca pela soluc¸a˜o do problema. Neste sentido, o me´todo Monte Carlo,
cujo nome, em sua origem, indica seu carater aleato´rio 1, cumpre de forma simples o
objetivo, ainda que com um alto custo computacional.
Suponha que buscamos pela soluc¸a˜o da seguinte integral
I =
∫ b
a
f (x)dx , (6.1)
e que tal soluc¸a˜o deve ser nume´rica, devido a uma suposta complexidade. Decidindo
por utilizar o me´todo Monte Carlo, devemos seguir os seguintes passos: dividir o espac¸o
domı´nio da func¸a˜o integrada em N pedac¸os iguais, nos quais a func¸a˜o f (x) sera´ avaliada
em um ponto aleato´rio xi (com i = 1, 2, 3, ..., N); somar todos os valores assumidos pela
func¸a˜o em cada uma das N regio˜es e dividir o resultado por N, afim de obtermos o valor
me´dio. Por fim, multiplicamos o valor me´dio obtido pelo intervalo de integrac¸a˜o (b−a),
resultando na soluc¸a˜o aproximada da integral original
I =
(a−b)
N ∑j
f (x j) , (6.2)
onde x j e´ escolhido aleatoriamente em cada uma das N regio˜es. Quanto maior o nu´mero
de subdiviso˜es N do intervalo de integrac¸a˜o, maior sera´ a acura´cia do resultado, ainda
que a`s custas de um enorme, e muitas vezes indispon´ıvel, tempo gasto durante o processo
computacional.
O caso f´ısico de interesse e´ a soluc¸a˜o da equac¸a˜o de Poisson, no caso de va´rias part´ıculas
no sistema,
1O nome “Monte Carlo” refere-se a` capital de Moˆnaco, local de enorme concentrac¸a˜o de cassinos, estes
que sa˜o s´ımbolos de aleatoriedade, indicando o mesmo carater randoˆmico do modelo.
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∇2φ = 4piG
∫
ρd3v , (6.3)
para o qual existem va´rios modelos computacionais ja´ formulados, e tantos outros em
formulac¸a˜o, ale´m do me´todo Monte Carlo, por no´s escolhido para ana´lise [31, 32].
Adaptando o procedimento descrito a` distribuic¸a˜o de mate´ria granulada no universo
(mesmo que esta mate´ria seja CDM), particionaremos o espac¸o em N regio˜es, ou realiza-
c¸o˜es, constitu´ıdas por um nu´mero suficientemente grande (estatisticamente) de part´ıculas
do fluido. Atribu´ımos, ainda, a massa mi = N−1
∫
ρd3x a` coordenada (xi1 ,xi2 ,xi3) (com
i = 1, 2, 3, · · · , N), escolhida aleatoriamente, em cada uma das regio˜es. Obtemos assim a
seguinte soluc¸a˜o aproximada
φ(xi) =−∑
j 6=i
G
mi
(|r j− ri|2 + ε2) 12
, (6.4)
onde ε e´ uma quantidade pequena, na˜o necessariamente constante, imposta a fim de
suavizar o efeito gravitacional para |r j− ri|< ε , evitando uma singularidade. Chamamos
de efeito de discretizac¸a˜o o efeito associado ao processo de particionamento do espac¸o,
prejudicando, quanto menor for N, a resoluc¸a˜o das imagens das estruturas cosmolo´gicas
compactas. Outra fonte de perda de resoluc¸a˜o e´ o paraˆmetro ε : a interac¸a˜o gravitacional
entre part´ıculas cujas posic¸o˜es satisfazem |r j− ri| < ε e´ insignificante, impedindo-nos de
conhecer detalhes do interior deste nu´cleo das estruturas.
Naturalmente, quanto maior o nu´mero das N partic¸o˜es, maior a confiabilidade do
resultado, pois maior e´ a proximidade com o cena´rio real do universo. Podemos compre-
ender este processo como a realizac¸a˜o de N interac¸o˜es independentes entre a i-e´sima e a
j-e´sima part´ıcula, necessariamente distinta da primeira, separadas por uma distaˆncia ale-
ato´ria. A acura´cia deste modelo aproximativo computacional esta´ atrelada a` quantidade
de part´ıculas do meio: quanto mais, melhor !
Tomando o gradiente da expressa˜o (6.4) podemos calcular a acelerac¸a˜o sobre a i-e´sima
part´ıcula, dada a posic¸a˜o inicial das outras N−1 part´ıculas. Por uma integrac¸a˜o temporal
obtemos a velocidade, e integrando mais uma vez obtemos a posic¸a˜o em um certo instante
t, dada a velocidade inicial da i-e´sima part´ıcula,
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dv
dt
=−∇φ |r=ri (6.5)
e
dr
dt
|r=ri = vi . (6.6)
Efetuando este procedimento para as N part´ıculas temos, apo´s um tempo t, a ve-
locidade e a posic¸a˜o de cada uma. Utilizando este resultado como condic¸a˜o inicial em
um novo processo, teremos mais uma vez a velocidade e a posic¸a˜o de cada uma, pore´m
agora, em um instante posterior t ′. A cada procedimento as part´ıculas da˜o um passo em
direc¸a˜o a` formac¸a˜o de uma estrutura compacta, sendo, portanto, de extrema importaˆncia
a determinac¸a˜o do tamanho de cada passo. Apesar de atraente a` primeira vista, um passo
de tamanho constante e´ extremamente ineficaz para formac¸a˜o de objetos compactos. O
tamanho do passo deve diminuir de acordo com a realizac¸a˜o do procedimento, e a regra
de decaimento deve ser cuidadosamente analisada [33, 34].
Especialmente em formac¸a˜o de estruturas cosmolo´gicas, o modelo acima relatado e´
conhecido por me´todo particle-particle, pois como vimos o procedimento, em cada passo,
calcula individualmente a interac¸a˜o entre duas part´ıculas.
6.2 Algor´ıtmo Particle-Mesh
A caracter´ıstica principal deste me´todo computacional e´ o particionamento do espac¸o
em um sistema cartesiano, como uma grade, onde as dimenso˜es de cada ce´lula desta
grade sa˜o conhecidas, e a densidade de mate´ria, em cada uma, obedece a condic¸o˜es de
contorno. As part´ıculas na˜o interagem diretamente umas com as outras, mas sim com um
campo gravitacional me´dio de cada ce´lula. Tradicionalmente, o tratamento nume´rico de
um potencial escalar gradeado e´ feito com a te´cnica Fast Fourier Transform (FFT daqui
por diante), com a qual as condic¸o˜es de contorno em cada ce´lula sa˜o automaticamente
satisfeitas. O nu´mero de processos computacionais envolvidos neste modelo e´ da ordem
de O(N lnN), onde N e´ o nu´mero de ce´lulas da grade.
A simplicidade e a efica´cia deste modelo fazem com que va´rios autores o utilizem [35,
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36, 37], tanto na sua forma tradicional, utilizando FFT, quanto aplicando implementac¸o˜es
particulares, visando a otimizac¸a˜o do processo.
6.3 Me´todo hiera´rquico em a´rvore
De acordo com Josh Barnes e Piet Hut, em 1986, um grande avanc¸o computacional
foi obtido, frente aos me´todos mencionados anteriormente, com um algor´ıtmo hiera´rquico
em a´rvore. A grosso modo, este me´todo e´ caracterizado por considerar uma subdivisa˜o
em ce´lulas cu´bicas ideˆnticas da regia˜o onde possivelmente havera´ formac¸a˜o de estruturas
compactas da seguinte maneira: essa regia˜o inteira sera´ a primeira ce´lula cu´bica, ou
ce´lula raiz, que abrangera´ todas as N part´ıculas consideradas, e cujo centro coincidira´
com o centro de massa do sistema. Posteriormente, ela sera´ subdividida em mais oito
novas ce´lulas, ideˆnticas e cujo centro, de cada uma, coincidira´ com o centro de massa
referente a cada ce´lula. Este processo ocorrera´ ate´ que haja somente uma part´ıcula em
cada subce´lula [33, 34, 38, 39].
Tendo subdividido a regia˜o de interesse em ce´lulas, calcularemos, a partir da ce´lula
raiz, a forc¸a gravitacional sobre cada part´ıcula devido a`s demais subce´lulas. Se uma
certa subce´lula estiver longe o suficiente da part´ıcula em questa˜o, o algor´ıtmo aproximara´
toda a a´rvore abaixo desta ce´lula por um multipolo. Do contra´rio, todas as subce´lulas
contribuira˜o. Como foi dito, no interior de uma ce´lula qualquer pode haver uma ou mais
part´ıculas, pore´m a sua contribuic¸a˜o gravitacional ocorre como se ela fosse homogeˆnea e
com massa igual a soma das massas das part´ıculas internas a` ce´lula em questa˜o.
Apesar de muito eficiente, este algor´ıtmo apresenta uma perda de acura´cia em dois
pontos, um quando aproximamos ce´lulas distantes por multipolos, e outro quando consi-
deramos uma distribuic¸a˜o homogeˆnea, em cada subce´lula, da massa das part´ıculas a ela
pertencentes. Mas, enfim, como saber se a distaˆncia entre uma ce´lula e uma part´ıcula e´
grande o suficiente para fazer a aproximac¸a˜o? Este julgamento e´ feito com base no paraˆ-
metro angular θ , definido como a divisa˜o do comprimento da ce´lula cu´bica pela distaˆncia
dela a` part´ıcula. A partir deste paraˆmetro, ajustamos a acura´cia do modelo.
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6.4 Outros me´todos
Ale´m dos algoritmos apresentados neste cap´ıtulo existem va´rios outros me´todos com
suas vantagens e desvantagens tais como, Particle-Particle/Particle-Mesh, ou simples-
mente P3M, que e´ obviamente uma junc¸a˜o dos dois primeiros me´todos citados; Hierarchi-
cal P3M, que tambe´m uma junc¸a˜o de me´todos; o me´todo chamado Celestial Mechanics
Codes [39, 40, 4]. Enfim, a todo momento um novo co´digo nume´rico, melhor em alguns
pontos e pior em outros, e´ formulado pela comunidade cient´ıfica. Todo este esforc¸o em
simular, ale´m de va´rios outros processos f´ısicos, a formac¸a˜o de estruturas cosmolo´gicas,
permite-nos testar, como em laborato´rios, os modelos cosmolo´gicos desejados.
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7 Considerac¸o˜es finais
Essa dissertac¸a˜o foi elaborada com o objetivo de proporcionar uma ana´lise objetiva
do processo de formac¸a˜o das estruturas em larga escala em regime na˜o linear, abordando
modelos alguns anal´ıticos, tornando-se um material relevante aos iniciantes neste assunto,
por fornecer uma base consistente para um futuro trabalho mais profundo. Sendo assim,
com o intuito de concretizar este objetivo, a distribuic¸a˜o dos modelos em cada cap´ıtulo
seguiu uma ordem crescente da acura´cia de forma que a cada novo cap´ıtulo o modelo
abordado aproximava-se ainda mais da realidade.
Iniciamos, portanto, com um estudo sobre a aproximac¸a˜o linear das perturbac¸o˜es cos-
molo´gicas, embora o foco da dissertac¸a˜o tenha sido a evoluc¸a˜o na˜o linear. Neste cap´ıtulo
enfatizamos ao ma´ximo as principais considerac¸o˜es f´ısicas, como os referenciais como´veis
e a expansa˜o em ondas planas, chegando, a partir desses conceitos, em uma regra para a
evoluc¸a˜o temporal da perturbac¸a˜o linear da densidade. Este resultado serviu como base
de comparac¸a˜o aos modelos seguintes, evidenciando as diferenc¸as entre a evoluc¸a˜o linear
e a na˜o linear.
Em seguida apresentamos o primeiro me´todo aproximativo que propo˜e uma descric¸a˜o
do per´ıodo evolutivo na˜o linear, supondo uma simetria esfe´rica a essa evoluc¸a˜o, respal-
dados pela validade do teorema de Birkhoff. Inicialmente tratamos este modelo por uma
abordagem newtoniana, seguida por uma relativ´ıstica. A simplicidade matema´tica, confe-
rida pela considerac¸a˜o da simetria esfe´rica, e´ um dos seus principais atrativos, fornecendo
resultados importantes, em uma primeira ana´lise, sobre a formac¸a˜o das estruturas cos-
molo´gicas. Por esse modelo obtivemos informac¸o˜es sobre o tempo de formac¸a˜o desses
objetos, bem como condic¸o˜es sobre o raio e a massa para que haja o colapso. Vimos,
inclusive, em qual instante esses objetos alcanc¸am seu raio ma´ximo.
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Com o intuito de obter resultados mais pro´ximos da realidade, apresentamos a aproxi-
mac¸a˜o de Zel’dovich que, ao contra´rio do me´todo de simetria esfe´rica, supo˜e uma taxa de
expansa˜o diferente para cada eixo coordenado. Esses eixos coordenados sa˜o definidos pela
diagonalizac¸a˜o da matriz jacobiana, obtida pela relac¸a˜o de transformac¸a˜o entre os referen-
ciais euleriano e lagrangiano, e as taxas de expansa˜o de cada eixo sa˜o os autovalores dessa
matriz. Seguindo essas considerac¸o˜es, o modelo preveˆ a formac¸a˜o de estruturas conhecidas
como panquecas, com espessura infinitesimal e desprovidas, a princ´ıpio, de rotac¸a˜o. En-
tretanto, de acordo com a generalizac¸a˜o proposta por Buchert, a existeˆncia dessa rotac¸a˜o
e´ verificada. E´ importante salientar que este me´todo proposto por Zel’dovich, e aprimo-
rado por Burchet, e´ uma valiosa ferramenta na obtenc¸a˜o de um campo de velocidades
necessa´rio em simulac¸o˜es computacionais.
No cap´ıtulo 5, adicionamos, de acordo com Gurbatov, Saichev e Shandarin, um termo
de viscosidade artificial simulando uma interac¸a˜o entre as part´ıculas do meio, com o intuito
de obter a formac¸a˜o de estruturas com espessuras finitas, ao contra´rio do que e´ previsto
por Zel’dovich. Com a inserc¸a˜o do termo viscoso, a velocidade de cada part´ıcula do campo
e´ obtida mediante a soluc¸a˜o da equac¸a˜o de Burgers. Ale´m de impossibilitar a formac¸a˜o
de estruturas com espessuras infinitesimais, obtivemos tambe´m a previsa˜o de treˆs tipos
distintos de estruturas, como as panquecas, os filamentos e os aglomerados.
Enfim, discutimos no cap´ıtulo 6 as vantagens e desvantagens de alguns dos me´todos
computacionais mais utilizados em formac¸a˜o de estruturas cosmolo´gicas, como o me´todo
Monte Carlo, Particle-Mesh e o me´todo hiera´rquico em a´rvore. Em geral, a acura´cia do
resultado, ou seja, o quanto o resultado se aproxima da realidade, esta´ sempre associada
ao gasto computacional: quanto maior a acura´cia, maior o gasto computacional.
Tendo compreendido cada um desses modelos, um poss´ıvel trabalho subsequente seria
aplica´-los aos modelos cosmolo´gicos e gravitacionais interessantes ao nosso grupo, como o
modelo de Ga´s de Chaplygin e a gravitac¸a˜o de Brans-Dicke, investigando, por exemplo,
qual a interfereˆncia da constante do modelo de Ga´s de Chaplygin na formac¸a˜o das estru-
turas em larga escala pelo me´todo de adesa˜o gravitacional. Os resultados dessa aplicac¸a˜o
seriam confrontados com os resultados das simulac¸o˜es de N-corpos no modelo padra˜o.
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APEˆNDICE A -- Teorema de Birkhoff
O Teorema de Birkhoff garante que um campo gravitacional, descrito pela Relativi-
dade Geral, apenas esfericamente sime´trico e´, a princ´ıpio, esta´tico.
O problema em questa˜o e´ a possibilidade de medirmos a variac¸a˜o do campo gravita-
cional gerada por uma oscilac¸a˜o esfericamente sime´trica de um objeto tambe´m esfe´rico.
Ou seja, queremos descobrir se uma variac¸a˜o esfe´rica da distribuic¸a˜o de mate´ria de um
objeto provoca uma variac¸a˜o do seu campo gravitacional.
Este teorema e´ o equivalente relativ´ıstico do teorema newtoniano das cascas esfe´ricas
que diz o seguinte:
- o campo gravitacional devido a uma distribuic¸a˜o esfe´rica de mate´ria na˜o depende
do raio dessa distribuic¸a˜o, ainda que seja nulo;
- dividindo este objeto esfe´rico em cascas esfe´ricas, uma casa esfe´rica na˜o produz
campo gravitacional em um ponto do seu interior.
Devido ao cara´ter relativ´ıstico deste teorema, as equac¸o˜es (3.80), (3.81), (3.82) e (3.83)
sera˜o necessa´rias na sua demonstrac¸a˜o. Mesmo assim, elas sera˜o reescritas em momentos
oportunos, de modo a na˜o criar confuso˜es ou du´vidas. Dessa forma, este apeˆndice esta´
disposto da seguinte maneira: na sec¸a˜o A.1 faremos uma breve definic¸a˜o dos vetores
de Killing, relacionando-os com as simetrias do sistema; na sec¸a˜o A.2 utilizaremos os
vetores de Killing para encontrar a forma do elemento de linha que descreve o sistema
em questa˜o; na sec¸a˜o (A.3) obteremos cada componente da conexa˜o afim e do tensor de
Ricci (definidos mais a diante) para posteriormente substitui-los nas equac¸o˜es de campo
de Einstein, demonstrando enfim o teorema. Na u´ltima sec¸a˜o, a (A.4), faremos algumas
observac¸o˜es acerca do teorema em questa˜o.
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A.1 Derivada de Lie e os Vetores de Killing
Seja φλ : M → N (M e N variedades diferenciais) um difeomorfismo1 definido sobre
func¸o˜es f : N → ℜ tal que f ◦ φλ : M→ ℜ, associado a um campo vetorial v. Com esse
mapeamento podemos definir uma transformac¸a˜o φ∗λ que leva tensores em tensores: a
transformac¸a˜o φ∗λ leva o tensor T
a1...al
b1...bk
, cuja ordem e´ (l,k), no tensor φ∗λT
a1...al
b1...bk
, cuja ordem
tambe´m e´ (l,k) [13].
A aplicac¸a˜o do difeomorfismo φ∗λ pode ser compreendida como um arrasto, de um
ponto a outro, de um tensor, por uma curva parametrizada pelo paraˆmetro λ . Como
estamos considerando o mapeamento φλ : M → N difeomorfo, enta˜o necessariamente a
dimensa˜o das variedades M e N sa˜o ideˆnticas. Portanto, a aplicac¸a˜o deste mapeamento
equivale a uma mudanc¸a de coordenadas.
De acordo com esta interpretac¸a˜o dinaˆmica do mapeamento φ∗λ , a existeˆncia de um
campo vetorial v, como o gerador de arrasto, fica mais clara. Assim, como v e´ vetor
tangente a` curva λ de arrasto, suas componentes sa˜o dadas por2
vµ =
(
d
dλ
)µ
. (A.1)
Por definic¸a˜o, a derivada de Lie de um tensor e´ a diferenc¸a entre ele, avaliado em
um certo ponto da variedade, e o tensor resultante do arrasto obtido pela aplicac¸a˜o do
difeomorfismo φ∗λ ,
LvT
a1...ak
b1...bk
≡ lim
λ→0
[
φ∗λT
a1...ak
b1...bk
−T a1...akb1...bk
λ
]
, (A.2)
onde v e´ o campo vetorial associado ao difeomorfismo φ∗λ .
Sobre um campo tensorial de ordem (1,1) , a derivada de Lie esta´ relacionada a`
derivada covariante de acordo com a seguinte fo´rmula, ou seja,
1Um mapeamento um-a-um e´ dito difeomorfo se ele possui inversa e infinitas derivadas igualmente
invert´ıveis.
2A notac¸a˜o indicial segue a convensa˜o de [13]: objetos com ı´ndices latinos representam a pro´pria
quantidade (tensores, de forma geral), e quantidades com ı´ndices gregos representam as suas componentes,
em um certo sistema de coordenadas.
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LvT ab = v
c∇cT ab −T cb∇cva +T ac ∇bvc , (A.3)
onde ∇cXab =
∂Xab
∂xc +Γ
a
crX
r
b −ΓrcbXar .
Uma transformac¸a˜o φ∗λ definida sobre um campo tensorial e´ dita sime´trica quando a
derivada de Lie deste campo for nula,
LvT
a1...ak
b1...bk
= 0 . (A.4)
Ou ainda, se o campo tensorial em questa˜o for o tensor me´trico, diremos que essa trans-
formac¸a˜o e´ uma isometria, significando que φ∗λgab = gab.
Em partircular, de (A.3) e do fato de que ∇cgab = 0, a equac¸a˜o de isometria e´
∇avb +∇bva = 0 , (A.5)
da qual definimos os campos vetoriais v como os vetores de Killing.
Como temos a liberdade de escolha do sistema de coordenadas, faremos essa escolha
baseados na condic¸a˜o de simetria do sistema. Por exemplo, se o sistema possui isometria
radial, um arrasto do tensor me´trico na direc¸a˜o radial na˜o o altera. Dessa forma, o vetor
tangente a` direc¸a˜o radial e´ dado, segundo (A.1), por
vµ =
(
∂
∂ r
)µ
, (A.6)
que e´ o vetor de Killing associado a` simetria radial do sistema.
A.2 O elemento de linha
De acordo com a definic¸a˜o de vetor de Killing e com as condic¸o˜es iniciais do problema,
podemos saber quantos campos de Killing existem e a quais simetrias eles esta˜o associ-
ados. Por exemplo, sabemos que nosso sistema possui simetria esfe´rica e que o campo
gravitacional deve ser estaciona´rio. Portanto, o sistema de coordenadas esfe´ricas e´ o mais
conveniente.
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Devido a` condic¸a˜o de simetria esfe´rica, uma isometria radial e uma angular devem
existir associadas aos vetores ζ µ =
(
∂
∂ r
)µ
e Θµ =
(
∂
∂ω
)µ
, respectivamente. A condic¸a˜o
de campo gravitacional estaciona´rio na˜o representa uma isometria, pois estamos conside-
rando, a priori, que o campo gravitacional na˜o possua simetria de translac¸a˜o temporal.
Assim, o vetor associado a` translac¸a˜o temporal, dado por ξ µ =
(
∂
∂ t ′′
)µ
, na˜o caracteriza
um vetor de Killing.
Os vetores ζ e Θ sa˜o ortogonais entre si, pois sa˜o campos vetoriais de Killing associados
a direc¸o˜es perpendiculares, enquanto que ξ na˜o e´ perpendicular aos dois primeiros, visto
que na˜o e´ um vetor de Killing. Contudo, podemos torna´-lo perpendicular a um dos dois,
sendo que escolheremos o vetor Θ.
Dessa forma, o tensor me´trico tera´ componentes temporal, radial, angular e uma com-
ponente mista radial/temporal, associada a` na˜o perpendicularidade entre essas direc¸o˜es.
Essas componentes sera˜o dadas por3,
gt ′′t ′′ = ξ µξµ
= gµνξ µξ ν =−A′(r, t ′′) , (A.7)
grr = ζ µζµ
= gµνζ µζ ν = B′(r, t ′′) , (A.8)
gωω = ΘµΘµ
= gµνΘµΘν = r2 (A.9)
e
grt ′′ = gt ′′r = gµνζ µξ ν . (A.10)
Portanto, o elemento de linha ficara´ da seguinte maneira,
ds2 = A′(r, t ′′)dt ′′2 +grt ′′
(
dt ′′dr+drdt ′′
)
+B′(r, t ′′)dr2 + r2dω2. (A.11)
3Utilizamos uma assinatura da me´trica do tipo (−,+,+,+).
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Podemos ainda efetuar uma mudanc¸a de coordenada temporal, t ′′ → t ′, de forma a
cancelar o termo cruzado da me´trica. Essa mudanc¸a e´ feita de acordo com a seguinte
regra de transformac¸a˜o dos tensores,
gµν = Λαµ Λ
β
ν gαβ . (A.12)
Nesse novo sistema redefiniremos o paraˆmetro temporal e o elemento de linha fica
reescrito da seguinte maneira,
ds2 = A(r, t ′)dt ′2 +B(r, t ′)dr2 + r2dω2 , (A.13)
onde A(r, t ′) e B(r, t ′) sa˜o as antigas func¸o˜es A′(r, t ′′) e B′(r, t ′′) em func¸a˜o do novo paraˆmetro
temporal t ′.
Como o elemento de linha acima deve ter uma assinatura pre´-definida, as func¸o˜es A
e B devem ser estritamente negativa e positiva, respectivamente. Esse fato nos permite
escrever tais func¸o˜es como exponenciais, fornecendo
ds2 =−e2α(t ′,r)dt ′2 + e2β (t ′,r)dr2 + r2dω2. (A.14)
Enfim, (A.14) e´ a me´trica que descreve a distorc¸a˜o espac¸o-temporal, na˜o esta´tica a
princ´ıpio, causada por uma distribuic¸a˜o esfe´rica de mate´ria.
Na pro´xima sec¸a˜o veremos como ficam as equac¸o˜es de campo da Relatividade Geral
em um sistema f´ısico com essas caracter´ısticas.
A.3 As equac¸o˜es de campo de Einstein
Vamos supor que o nosso universo, descrito pela me´trica (A.14), obedec¸a a` dinaˆmica
descrita pelas equac¸o˜es da RG de Einstein [8],
Rµν = 8piG
(
Tµν − 12Tgµν
)
, (A.15)
onde
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Rµν = Γ
ρ
µν, ρ −Γ ρρµ, ν +Γ ρρλΓ λµν −Γ
ρ
µρΓ λνλ (A.16)
e´ o tensor de Ricci, sendo que
Γ σµν =
1
2
gσρ
(
gνρ, µ +gµρ, ν −gµν, ρ
)
(A.17)
e´ a conexa˜o afim.
As equac¸o˜es de Einstein sera˜o aplicadas numa regia˜o vazia (va´cuo) do universo,o que
implica em Tµν = 0 e consequentemente, Rµν = 0.
Vamos agora ao ca´lculo dos Rµν , comec¸ando pela conexa˜o Γσµν .
De acordo com a equac¸a˜o (A.17) e utilizando a me´trica (A.14), obtemos os seguintes
termos na˜o nulos de Γσµν .
Primeiro os termos temporais:
Γ0r0 = α
′, Γ000 = α˙ e Γ
0
rr = β˙e
2(β−α). (A.18)
Agora, os termos radiais:
Γr00 = α
′ e2(α−β ), Γrr0 = β˙ , Γ
r
rrβ
′, (A.19)
Γrθθ =−r e−2β e Γrφφ =−r sin2θ e−2β . (A.20)
Por fim, vamos aos termos angulares:
Γθθr =
1
r
, Γθφφ =−sinθ cosθ , (A.21)
Γφφr =
1
r
e Γφφθ = cotθ . (A.22)
Enfim, utilizaremos estes resultados para calcular os elementos do tensor de Ricci Rµν .
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(1) Termo puramente temporal:
R00 = α ′′ e2(α−β ) + 2α ′
(
α ′ − β ′) e2(α−β ) − β¨ − β˙ α˙ +
α ′
2
e2(α−β ) + β ′α ′ e2(α−β ) − β˙ 2 = 0. (A.23)
(2) Termo temporal e radial:
Ror =
2
r
β˙ = 0. (A.24)
(3) Termo temporal e angular:
Roθ = (β˙ + α˙)cotθ = 0 (A.25)
e
Roφ = 0. (A.26)
(4) Termo puramente radial:
Rrr = −α ′′ − 3β ′α ′ + 4β
′
r
+ 4
α ′
r
− α2 + β¨ e2(β−α) +
2β˙ (β˙ − α˙)e2(β−α) + α˙β˙ e2(β−α) + β˙ 2 e2(β−α) = 0. (A.27)
(5) Termos puramente angulares:
Rθθ =
e2β + rβ ′ − rα ′ − 3
e−2β
= 0 (A.28)
e
Rφφ = rβ ′ sin2θ e−2β − rα ′ sin2θ e−2β − 2cos2θ +
1 − r cosθ sinθ e−2β − sin2θ e−2β = 0. (A.29)
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Com o termo R0r podemos notar que
2
r
β˙ = 0, (A.30)
o que implica, necessariamente, em β = β (r).
Ao mesmo tempo, com o termo Rθθ , temos
∂
∂ t
Rθθ = − rα˙
′
e−2β
= 0 . (A.31)
Isso significa que α˙ ′ = 0, ou seja,
α(t ′, r) = f (r) + g(t ′) , (A.32)
necessariamente.
Podemos, com isso, reescrever a me´trica (A.14) da seguinte maneira,
ds2 =−e2 f (r) e2g(t ′)dt ′2 + e2β (r)dr2 + r2dω2 , (A.33)
na qual definiremos uma escala temporal dada por
dt = eg(t
′)dt ′ , (A.34)
deixando a me´trica com o seguinte formato,
ds2 =−e2 f (r)dt2 + e2β (r)dr2 + r2dω2 . (A.35)
A.4 Ana´lise do teorema de Birkhoff
Uma caracter´ıstica o´bvia da me´trica (A.35) obtida e´ que ela e´ invariante por transla-
c¸o˜es temporais, mantendo a simetria esfe´rica, o que significa que o campo gravitacional e´
constante com o passar do tempo, apesar de termos considerado a priori uma dependeˆncia
temporal da gravidade.
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Note que essa me´trica e´ va´lida para um observador fora da distribuic¸a˜o esfe´rica de
mate´ria.
Em resumo, de acordo com a RG, se a distribuic¸a˜o de mate´ria for esfericamente
sime´trica, o campo gravitacional sera´ estaciona´rio, mesmo que essa distribuic¸a˜o varie com
o tempo mantendo a simetria. Na pra´tica podemos dizer que nunca sentiremos uma
variac¸a˜o do campo gravitacional gerado por um corpo esfe´rico e que pulsa, explode ou
colapsa, mantendo sua simetria efe´rica.
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APEˆNDICE B -- Me´todo Steepest Descent
Frequentemente em f´ısica ou matema´tica nos deparamos com situac¸o˜es onde se faz
necessa´rio obter o menor valor de uma dada func¸a˜o (grandeza) F(x), ou mesmo o ponto x0
onde F(x) e´ mı´nima. Um exemplo dessas situac¸o˜es e´ a soluc¸a˜o da equac¸a˜o (5.41), motivo
pelo qual dedicarei este apeˆndice a` ana´lise das soluc¸o˜es de casos desse geˆnero [41].
Considere uma func¸a˜o F : Rn→ R que seja suave em seu domı´nio. 1
Vamos agora considerar que estamos num ponto qualquer xk e que queremos nos
aproximar do ponto x0 (ponto de mı´nimo de F(x)) dando inicialmente um passo, enta˜o
precisamos definir o tamanho desse passo e saber qual direc¸a˜o devemos tomar. A direc¸a˜o
e´ dada por −∇F(xk), enquanto que o tamanho do passo sera´ dado por λk. Portanto, apo´s
darmos este passo na direc¸a˜o determinada, estaremos em
xk+1 = xk−λk∇F(xk). (B.1)
Uma grande quantidade de f´ısicos e matema´ticos utilizam este me´todo de iterac¸o˜es
atra´ıdos por sua o´bvia facilidade e simplicidade. Entretanto, esses irresist´ıveis atrativos
possuem um prec¸o, que variam de acordo com o tamanho do passo em cada iterac¸a˜o:
podemos ter um nu´mero infinito de iterac¸o˜es necessa´rias para encontrar x0; ou ainda,
podemos ter um modelo altamente impreciso.
Para ajustar esse prec¸o a ser pago, devemos fazer uma ana´lise mais detalhada da
equac¸a˜o (B.1), observando seu comportamento de acordo com os poss´ıveis valores de
λk. Como λk (k ∈ N fixo) representa o tamanho do passo que iremos dar na direc¸a˜o
1Por uma func¸a˜o suave denoto toda func¸a˜o que possua primeira e segunda derivada cont´ınuas no seu
domı´nio.
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∇F(xk) partindo do ponto xk, vamos supor que o passo seguinte seja sempre menor que o
passo anterior, ou seja, λk+1 < λk. Se a diferenc¸a entre os passos consecutivos for muito
grande, precisaremos de um nu´mero tambe´m muito grande de iterac¸o˜es para encontrar x0,
o que acarretara´ em um enorme gasto de tempo computacional atrelado a um aumento
proporcional da precisa˜o do resultado.
Por outro lado, vamos supor que o passo tera´ sempre um tamanho finito definido,
λk 6= 0. Se o tamanho do passo for suficientemente grande diminuiremos o tempo compu-
tacional, mas aumentaremos proporcionalmente a imprecisa˜o do me´todo.
Portanto, vimos que podemos controlar o custo-benef´ıcio deste me´todo ajustando o
paraˆmetro λk: quanto menor o valor do passo, maior sera´ a precisa˜o do resultado, pore´m
com um gasto computacional maior; ao mesmo tempo, quanto maior o valor do paraˆmetro
λk, mais impreciso sera´ o resultado, mas com um gasto computacional bem menor.
Vamos ver agora como esse me´todo se aplica em um caso t´ıpico como a obtenc¸a˜o da
soluc¸a˜o da integral
∫ ∞
−∞
eN f (x) dx, (B.2)
onde N e´ um nu´mero real fixo suficientemente grande e f (x) e´ dita func¸a˜o suave com um
ponto de ma´ximo x0 global. Apesar do fato o´bvio de na˜o existir uma soluc¸a˜o exata para
essa integral, somos capazes, grac¸as ao valor de N, de obter uma boa aproximac¸a˜o dessa
soluc¸a˜o. Note que, f (x0) e´ maior do que em qualquer outro ponto x nas proximidades de
x0, e mesmo que a diferenc¸a f (x0)− f (x) na˜o seja muito grande, devido a N, o valor da
exponencial em x0,
eN f (x0),
sera´ muito maior do que em qualquer outro ponto nas proximidades de x0. Dessa forma,
a maior contribuic¸a˜o a` integral (B.2) sera´ dada pelo valor da exponencial avaliada em x0.
Uma expansa˜o de Taylor da func¸a˜o f nas proximidades de x0 ficara´ da seguinte forma
f (x) = f (x0)+
1
2
f ′′(x0)δx2 + · · · , (B.3)
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onde f ′′(x0) denota a segunda derivada de f calculada em x0 e δx = x− x0 1 . Como
x0 e´ o ponto de ma´ximo de f dentro do intervalo de integrac¸a˜o, a primeira derivada de
f calculada em x0 e´ nula e, pelo mesmo motivo, f ′′(x0) deve ser negativo. Sendo assim,
com boa aproximac¸a˜o, temos
∫ ∞
−∞
eN f (x) dx '
∫ ∞
−∞
eN f (x0) e−
N
2 | f ′′(x0)|δx2 dx, (B.4)
Repare que utilizamos o intervalo (−∞,∞) ao inve´s de um intervalo fechado qualquer com
o intuito de aumentar o nu´mero de iterac¸o˜es na busca pelo ponto x0, e com isso aumentar
a precisa˜o do resultado.
Efetuando uma mudanc¸a de varia´vel, δx = t, a integral acima fica
eN f (x0)
∫ ∞
−∞
e−
N
2 | f ′′(x0)|t2 dt, (B.5)
e como
∫ ∞
−∞
e−αt
2
dt =
√
2pi
α
,
com α constante, teremos
eN f (x0)
∫ ∞
−∞
e−
N
2 | f ′′(x0)|t2 dt = 2 eN f (x0)
√
pi
N| f ′′(x0)| . (B.6)
Enfim, o u´nico trabalho restante e´ conhecer o ponto x0, que depende do trabalho
computacional escolhido, mas como vimos, o procedimento computacional e´ simples, a
priori, ate´ o ponto em que temos de escolher a maneira que iremos dar os “passos” em
direc¸a˜o a xo. Via de regra, o problema na˜o esta´ em saber a direc¸a˜o ∇ f (xk) em cada passo,
mas sim em escolher os passos λk de forma que a convergeˆncia ao ponto x0 ocorra com o
melhor custo-benef´ıcio (menor gasto computacional mas ainda com boa precisa˜o). Neste
sentido, existem va´rios trabalhos a repeito da convergeˆncia do me´todo Steepest Descent
[42].
No cap´ıtulo que trata do Modelo de Adesa˜o, vimos que o movimento de cada part´ıcula
do meio obedece a` seguinte equac¸a˜o
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v =
∫
d3q(x−q)exp[− 12νG(x,q,b)]
b
∫
d3qexp
[− 12νG(x,q,b)] , (B.7)
onde o paraˆmetro de “viscosidade” do meio, ν , e´ considerado infinitesimal2. Dessa forma
temos um caso parecido com o resolvido logo acima (B.2), e da mesma forma encontrare-
mos uma expressa˜o aproximada para a velocidade.
Nesse caso do Modelo de Adesa˜o estamos procurando o(s) ponto(s) q0, para o qual o
polinoˆmio
G(x,q) =
(x−q)2
b
−Φ0 (B.8)
e´ mı´nimo.
Na pra´tica, definimos um polinoˆmio P(x0,q0) =
(x0−q0)2
b −N no qual ajustamos a
constante real N a partir de −∞ ate´ o ponto em que o polinoˆmio P(x0,q0) tangencia a
hipersuperf´ıcie Φ0.
Vamos supor que, inicialmente, exista apenas um u´nico ponto q0 que minimiza a
func¸a˜o G(x,q), e sendo assim, resolveremos primeiro a integral do denominador,
∫
d3q(x−q)exp
[
− 1
2ν
G(x,q,b)
]
= (x−q0)2 e 12νG(x,q0)
√
piν
b
, (B.9)
e por sua vez, resolveremos a integral do numerador,
b
∫
d3qexp
[
− 1
2ν
G(x,q,b)
]
= 2
√
bpiν e
1
2νG(x,q0). (B.10)
Dividindo uma pela outra, temos
v =
x−q0
b
. (B.11)
No caso de existirem N pontos de mı´nimo, o me´todo Steepest Descent fornece, seguindo
a mesma ideia,
2Por infinitesimal entendemos que ν → 0.
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v =
x−N−1∑Ni qi0
b
. (B.12)
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