Abstract. The applications of geometric control theory methods on Lie groups and homogeneous spaces to the theory of quantum computations are investigated. These methods are shown to be very useful for the problem of constructing an universal set of gates for quantum computations: the well-known result that the set of all one-bit gates together with almost any one two-bit gate is universal is considered from the control theory viewpoint.
Introduction
There are three main directions in the theory of quantum computations:
• Algebraic: the problem of constructing a universal set of gates • Physical (practical): the problem of constructing a physical device implementing a universal set of gates • Algorithmic: inventing algorithms for quantum devices to solve various computational problems effectively, provided that a universal set of gates is already constructed (at least theoretically). The first of these directions is pure algebraic (perhaps linear algebraic), since a universal set of elementary gates is such subset of the group of unitary transformations of some finite-dimensional Hilbert space which generates the entire group. In the case of quantum computer there is a correspondence between computational tasks and unitary transformations, and the quantum computer program solving the problem is a composition of some elementary gates which equals to the unitary transformation corresponding to the given problem. Therefore, any conventional (as classical so quantum) computational process is discrete while the evolution of any physical system (as classical so quantum) is continuous and is described with the corresponding Hamiltonian or Schrödinger equation. Hence, it can be stated that during a conventional computational process, when we want to represent a given unitary transformation as a composition of some elementary gates, we have a mechanical system with Hamiltonian controlled by some external means (inputs) and we are able to implement the elementary gates by these inputs. The computational process is considered as discrete because we are interested not with the continuous evolution of the system but with the transformations at some finite moments of time corresponding to the elementary gates. Nowadays there are several works where the "discrete" approach to the computational process is replaced by "continuous", when the aim is to construct a given transformation of a system not by means of discrete inputs generating the preset gates, but by continuous steering with some external parameter-dependent Hamiltonian (very interesting approach is developed in [1] , [2] , [3] ). The geometric control theory is a tool which unifies these two approaches and the aim of this work is to demonstrate the methods that can be used to build a computational process (program) by parameter-dependent Hamiltonian and to investigate what can be achieved by these methods.
Dynamical Polysystems and Control Group
Definition 1 (Control Group, see [4] ). Let I be any nonempty set. Consider the set of all finite sequences of type ((t 1 , i 1 ) · · · (t m , i m )) where (t k , i k ) ∈ R × I, k = 1, . . . , m. Introduce the following reduction rules:
(1) any term of the type (0, i) is removed from the sequence (2) if i k = i k+1 ≡ i then the pair of consecutive terms (t k , i k )(t k+1 , i k+1 ) is replaced by the single term (t k + t k+1 , i) It is clear that after a finite number of steps from any sequence can be obtained an irreducible sequence (which can be empty and we denote such one by 0). We denote the set of all irreducible sequences by C(I) and call the control group over the set I.
Remark 1. Another point of view is to consider the control group as a quotient set of the set of all sequences {((t 1 , i 1 ) · · · (t m , i m ))} under the following equivalence relation: two sequences are equivalent if after reduction they give one and the same irreducible sequence.
The following operations on the set C(I) justify the usage of term group. For any two sequences s 1 and s 2 from C(I) let (s 1 s 2 ) be the sequence obtained by their concatenation and let the product s 1 · s 2 be the irreducible sequence obtained by the reduction of (s 1 s 2 ). The operation (s 1 , s 2 ) → s 1 · s 2 together with the neutral element 0 (the empty sequence) defines a group structure on C(I).
Remark 2. The group C(I) is commutative only when I is a one-element set.
The elements of C(I) are called controls. For any control s = ((t 1 , a 1 ) · · · (t n , a n )) its inverse element in the group C(I) is the control s −1 = ((−t n , a n ) · · · (−t 1 , a 1 )). A control ((t 1 , a 1 ) · · · (t n , a n )) is said to be positive (negative) if t i > 0 (t i < 0), ∀ i ∈ {1, . . . , n}. Let us denote the set of all positive (negative) controls by C + (I) (C − (I)). In general C(I) = C + (I) ∪ C − (I) because there are many "mixed" type controls in C(I). It is clear that C + (I) and C − (I) are semigroups. For any λ ∈ R and s = ((t 1 , a 1 ) · · · (t n , a n )) ∈ C(I) define a control λ · s as λ · s = ((λt 1 , a 1 ) · · · (λt n , a n )). Any subset {s 1 , . . . , s p } ⊂ C(I) defines a mapping Φ s1···sp : R p −→ C(I), Φ s1···sp (λ 1 , . . . , λ p ) = λ 1 s 1 · λ 2 s 2 · · · λ p s p After this we can introduce a topology on C(I) as the strongest topology for which all the maps of type Φ s1···sp are continuous. Analogically can be introduced a differential structure on C(I): a mapping f : C(I) −→ R is said to be smooth if the mapping f • Φ s1···sp : R p −→ R is smooth for any Φ s1···sp . The group operations in C(I) are continuous and smooth with respect to the above defined topology and smooth structure.
Definition 2. For a smooth manifold M a dynamical polysystem on M controlled by C(I) is a smooth action of the group C(I) on M :
C(I) × M ∋ (s, m) → sm ∈ M Definition 3. The set C(I)x = {sx | s ∈ C(I)} is called the orbit of the point x ∈ M . The set C + (I)x = {sx | s ∈ C + (I)} is called the positive orbit of x and C − (I)x = {sx | s ∈ C − (I)} -the negative orbit of x.
In this case any fixed element a ∈ I gives a one-parameter subgroup C a = {(t, a) | t ∈ R} ⊂ C(I) which induces a one-parameter group of diffeomorphisms of M : ϕ a t : M −→ M, t ∈ R, ϕ a t (x) = (t, a)x, x ∈ M The latter itself corresponds to some smooth vector field X a on M . The family of vector fields {X a | a ∈ I} is called the infinitesimal transformations of the dynamical polysystem. Conversely, if we have a family of vector fields F on M indexed by the elements of some set I, then we obviously have a dynamical polysystem on M controlled by C(I). In such cases we denote the control group together with the corresponding dynamical polysystem by C(F ). Thus, we can state that there is a one-to-one correspondence between the dynamical polysystems on M and the families of smooth vector fields on M .
The Structure of an Orbit of Dynamical Polysystem
Let F be a family of vector fields on the manifold M .
Definition 4. The closure of the family of vector fields F is the family of vector fields defined as
∆(F ) = {sX | s ∈ C(F ), X ∈ F }
In other words it is the minimal set of vector fields containing F and invariant under the action of the control group C(F ).
The dimension of the dynamical polysystem C(F ) at a point x ∈ M is the dimension of the subspace of the tangent space T x (M ) generated by the family of vector fields ∆(F ). The main result about the structure of an orbit of dynamical polysystem is based upon the following Lemma 1 (see [5] ). For any point x ∈ M the dimension of the dynamical polysystem C(F ) is constant through the orbit C(F )x. If m is the dimension of the dynamical polysystem C(F ) at the point x then there exists a set of controls {s 1 , . . . , s m } ⊂ C(F ) and a set of vector fields {X 1 , . . . , X m } ⊂ F such that the mapping
Let exp(F ) denote the group of diffeomorphisms of M generated by the flows of the elements of F :
and L(F ) be the minimal Lie subalgebra of F (M ) containing F and invariant under the action of the group exp(F ).
From the above lemma follows the following Theorem 2 (see [5] ). For any point x in the orbit C(F )x 0 , x 0 ∈ M , the mapping φ x : R m −→ C(F )x 0 gives a local coordinate system on C(F )x 0 . The topology and the differential structure induced on the orbit by these coordinate system coincide with the topology and the differential structure induced by the action of the group C(F ). and Theorem 3 (Orbit Theorem, Nagano-Sussmann). For any point
Control System and Accessibility Problem
For a smooth manifold M let F (M ) be the space of smooth vector fields on M . We shall generalize the notion of control group in the following way. Let U be some nonempty set (usually assumed to be a finite-dimensional smooth manifold). We denote by P(U ) the set of all paths in U . At this point we do not specify what type of paths we consider
The set P(U ) is a semigroup under the following standard operation: for u 1 :
A control system on the manifold M is the following data • a smooth map X : U −→ F(M );
• a subspace C(U ) of P(U ) (at this stage we do not specify the structure of C(U ), but it is assumed to be a subsemigroup of P(U )).
The elements of C(U ) are called controls and any u ∈ C(U ), u : [0, T ] −→ U defines a dynamical system
where X u denotes the time-dependent vector field X u (t) = (X •u)(t) and X u (t) m(t) is the value of this vector field at the point m(t) ∈ M . For any given control u : [0, T ] −→ U and an initial value m(0) ≡ m 0 , we denote by γ(m 0 , u, t), t ∈ [0, T ] the solution (if exists) of 1. If for some t ∈ [0, T ] and x ∈ M we have that γ(m 0 , u, t) = x, then we state that the control u steers the state m 0 into the state x in time t, and the state x is reachable from m 0 in time t. We denote by R(x 0 , t) the set of points of M reachable from the point x 0 ∈ M in time t ∈ R. Traditionally also the following two sets are the subjects of investigation
The aim of geometric control theory is the investigation of the structures of the sets R(x 0 , t),R(x 0 , t) andR(x 0 ). These problems are considered for various types of the space of control parameters U as well as the map X : U −→ F(M ) and the class of controls C(U ). We assume that U = R m for some integer m > 0 and consider the following three types of controls
• C u -unrestricted controls, which consists of locally bounded and measurable mappings from [0, T ] to R m , T ≥ 0; • C r -restricted controls: the subset of C u consisting of the mappings with values in the cube {(
It is clear that in the case of bang-bang controls the reachable set is independent of the structure of the map X : U −→ F(M ) and depends only on the image of this map. The set reachable from a point m ∈ M in time t ≥ 0 for piecewise constant controls is
where exp(tξ) denotes an element of the one-parameter group of diffeomorphisms associated with a vector field ξ. In the case when the set Image(X) is symmetric in the sense that ξ ∈ Image(X) =⇒ −ξ ∈ Image(X), we have that the set reachable from any point m ∈ M coincides with the orbit of the dynamical polysystem on M defined by the family of vector fields Image(X). So we can apply the classical Orbit Theorem (see Theorem 2) for the structure of the setR(m), m ∈ M . Let Lie(S) be the minimal Lie subalgebra of F (M ) containing the subset S ⊂ F (M ). It is clear that for any point x ∈ M the space Lie(S) x ⊂ T x (M ) is a subspace of the tangent space to the orbit of x. In some cases it coincides with the tangent space of the orbit. Particularly, the following theorem is one of the most important corollaries of the Orbit Theorem A set S ⊂ F(M ) which satisfies the condition Lie(S) x = T x (M ), ∀ x ∈ M is said to be completely nonholonomic or bracket-generating. As it was mentioned if the set S is symmetric then the orbits of the corresponding dynamical polysystem and the reachable sets coincide. Hence, we can conclude that for symmetric (S = −S) nonholonomic family of vector fields the corresponding control system is completely controllable.
Two Notions of Controllability in the Case of Classical Hamiltonian System
Sometimes it is useful to distinguish the following two notions of controllability (reachability) as for classical so for quantum mechanical systems. In the case of classical system, if we assume that the set of all transformations is the entire group of diffeomorphisms of a smooth manifold M -Dif f (M ), and the control system is the dynamical polysystem defined by some family of vector fields F , then the transformation-controllability means that exp(F ) = Dif f (M ); and the state-controllability means that for any point m ∈ M : O m = M . These two notions are not equivalent neither in classical nor in quantum cases. To demonstrate this let us consider the following situation. Let M be a symplectic manifold and the dynamical polysystem F be the family of all Hamiltonian vector fields on M : F = ham(M ). Let { , } denote the Poisson bracket corresponding to the symplectic structure on M . According to the Darboux theorem for any point m ∈ M there exists a local coordinate system {p i , q i | i = 1, . . . , n} such that {p i , q j } = δ ij . This implies that locally we have the set of Hamiltonian vector
. . , n which forms a basis for T m (M ). So we have that for any point m ∈ M the set of Hamiltonian vector fields forms a basis of T m (M ). Therefore, by the theorem of Rashevsky-Chow the family of all Hamiltonian vector fields is completely nonholonomic and therefore the corresponding system is state-controllable. But the family ham(M ) is not transfomation-controllable because the corresponding family of 1-parameter flows is contained in the group of symplectic diffeomorphisms of the manifold M , and it is clear that this group is just a part of the entire group of diffeomorphisms of M . The classical problem of state-controllability for the family of all Hamiltonian vector fields becomes more complicated if we extend the notion of state and consider not only pure states (i.e. points), but also mixed states. Let us recall the formal definition of this notion which is rather well-known from statistical physics. The realization of the algebra of observables as the algebra C ∞ (M ) dictates the realization of the space of states as the space of probability distributions, i.e., the linear positive functionals ρ : C ∞ (M ) −→ R such that φ > 0 =⇒ ρ(φ) > 0 and M ρ(p, q)dpdq = 1. Let us denote the space of such functionals by Stat(M ). In other words, a state ρ ∈ Stat(M ) is a positive distribution (generalized function) such that ρ(1) = 1. The pure state corresponding to a point x ∈ M is the Dirac functional δ x : δ x (φ) = φ(x). Sometimes we shall use the scalar product notation ρ, φ for ρ(φ). Any smooth mapping of pure states f : M −→ M can be extended to f : After this we extend the problems of state-controllability and reachability to the space Stat(M ). First of all let us notice that the pure-state-controllabilty does not imply the state-controllability in the extended state space. The simplest example is the following: let M be a simplectic manifold and ω be the symplectic form on it, let α = a · ω n , 2n = dim(M ) be the volume form normalized so that M α = 1; take the state E which is a generalized function defined as
As it was mentioned, for the dynamical polysystem generated by the family of all Hamiltonian vector fields -Ham(M ), the space of pure states is controllable but it is not true for the space Stat(M ) because the state E is invariant under the action of Hamiltonian flows. The reasonable classification of the entire space Stat(M ) from the point of view of reachability under the dynamical polysystem defined by Ham(M ) seems very difficult. As an example of application of Orbit Theorem we consider a simplified version of this problem. Particularly, we consider the reachability problem for the space of discrete mixed states. The space Stat(M ) is a convex space:
Therefore, for any finite set of points P ⊂ M and a function s : P −→ R such that ϕ > 0 and 
where V Hi denotes the Hamiltonian vector field corresponding to the function H i .
For any ρ = ρ(P, s) ∈ Stat(M ) we call the set of points P ⊂ M the support of the distribution ρ and denote it by Supp(ρ). For any c ∈ R we call the number of elements in the set s −1 (c) the multiplicity of c and denote this number by m(c). For a given ρ(P, s) ∈ Stat(M ), the set of all pairs {(c, m(c)) | c ∈ Image(s)} we call the spectrum of the distribution ρ and denote this set by Spec(ρ). It is easy to verify that for any diffeomorphism (or even bijection) f : M −→ M we have that f (ρ(P, s)) = ρ(f (P ), s • f ). The latter implies that if two states ρ 1 = ρ(P 1 , s 1 ) and ρ 2 = ρ(P 2 , s 2 ) are equivalent then Spec(ρ 1 ) = Spec(ρ 2 ). It turns out that the equality of spectra is also a sufficient condition for the equivalency of two states in Stat 0 (M ). Before we start to prove the sufficiency let us proof the following auxiliary
Since the system of all Hamiltonian vector fields is completely nonholonomic, for each X i there exists a function
f i is the desired Hamiltonian. Proof. Assume that the spectra of ρ 1 = ρ(P 1 , s 1 ) and ρ 2 = ρ(P 2 , s 2 ) are equal. For ρ 1 consider the ordered set (x 1 , . . . , x n ) where n is the number of elements in P 1 , x i ∈ P 1 , i = 1, . . . , n, and s 1 (x i ) ≤ s 1 (x i+1 ). In the same way we construct the ordered set (y 1 , . . . , y n ) for ρ 2 . From Spec(ρ 1 ) = Spec(ρ 2 ) follows that s 1 (x i ) = s 2 (y i ), i = 1, . . . , n. Thus the problem is reduced to the existence of such element g of a Hamiltonian flow that g(x i ) = g(y i ), i = 1, . . . , n.
For n ∈ N let M n be the subset of
n is an open subset of M n and therefore it is a submanifold. The set
n is also connected. But recall that M is assumed to be a symplectic manifold, so dim(M ) ≥ 2. Thus we have a connected manifold M n and the control group generated by the Hamiltonian vector fields on M acts on M n as
where g : M −→ M is an element of some Hamiltonian flow. The question is: is this action transitive or not? For a given Hamiltonian H ∈ C ∞ (M ) the action of the corresponding flow on M n is (
n the value of this vector field at this point is (V H (x 1 ), . . . , V H (x n )). According to the Lemma 5 for any tangent vector (X 1 , . . . , X n ) at the point (
. . , X n ). This implies that the dynamical polysystem on M n generated by the diagonal actions of the Hamiltonian flows on M is completely nonholonomic. Hence, any two states from Stat 0 (M ) with equal spectra are equivalent.
Extending this to the entire set of states Stat(M ) just by direct analogy, we can see that if two distributions ω 1 and ω 2 are equivalent then there exists such diffeomorphism g : M −→ M that g(Supp(ω 1 )) = g(Supp(ω 2 )). The problem of existence of such diffeomorphism that maps one given closed set to another given closed set is itself quite complicated.
Control Systems on Lie Groups: Homogeneous and Affine Cases
In the case of control systems on manifolds the main difficulty for controllability and accessibility problems comes from the fact that even for a small number of control parameters the control group is a subgroup of an infinite-dimensional Lie group. For control systems on finite-dimensional Lie groups when we restrict ourselves with right-invariant vector fields the problem becomes easier sometimes and can be solved completely. In this section we review the cases of homogeneous and affine controls which are discussed in the classical paper of Jurdjevich and Sussmann (see [6] ). We start from the definitions of basic notions.
Let G be a finite-dimensional Lie group and g be its Lie algebra. According to the general definition (see Section 4) we need a set of control parameters U which is assumed to be R m for some positive integer m; a set of controls C(U ) which is a subset of the set of mappings u : R + −→ R m and usually is the set of continuous, piecewise-continuous, piecewise-constant or smooth maps; and a continuous map H : R m −→ F(G). In this case we consider such H that takes values in the subspace of right-invariant vector fields on G. Thus, we can define H as a continuous map H : R m −→ g and call it the Hamiltonian (with hope that it will not cause any confusion). These data defines a family of control-dependent differential equations on G
where u : R + −→ R m runs through the space of controls C(R m ). The right-hand side of the equation is a time-dependent right-invariant vector field on G defined by the Lie algebra elements H(u(t)), t ∈ R + . As in general case the solution of the equation 2 is absolutely continuous map g : R + −→ G that satisfies this equation for almost every t ≥ 0. For any given control u and initial state g 0 we denote by γ(g 0 , u, t), t ∈ R + the solution of the equation 2. If for some γ(g 0 , u, t) = g for some u ∈ C(R m ) and t ≥ 0 then we say that the control u steers the state g 0 into the state g in time t and the state g is reachable from g 0 in time t. As in general case, we denote by:
• R(g 0 , t) the set of all reachable in time t elements g ∈ G;
From the fact that the system is right-invariant easily follows the following properties of the reachable sets
Therefore, for the right-invariant control systems on Lie groups it is sufficient to study the set reachable from 1.
In the above-mentioned work of Jurdjevich and Sussmann ([6] ) is considered the case when the Hamiltonian H : R m −→ g is an affine function
We make a brief review of the results and methods for such control systems, because it turns out that they are useful not only for this specific class of systems but for other classes of control systems. Let us introduce the following three types of control parameters • C u -unrestricted controls: locally bounded and measurable mappings from R + −→ R m ; • C r -restricted controls: a subset of C u consisting of the mappings with values in the cube {(
For these three classes of controls we use the notation C without subscript when some statement is formulated for each of them.
The following theorem from the classical theory of Lie groups is one of the important tool for studying control systems on Lie groups.
Theorem 7 (Yamabe's Theorem, see [7] ). Let G be a Lie group and let H be a path-connected subgroup of G. Then H is a Lie subgroup of G.
The following theorem states that for affine Hamiltonian (see 3) the solution of the controls system 2 exists and moreover is complete.
Theorem 8 (see [6] ). For every control u ∈ C and g 0 ∈ G there exists a unique solution g(t), t ∈ R + of 2 defined for every
Letĝ be the Lie subalgebra of L generated by {X 0 , . . . , X m } andĜ be the corresponding connected Lie subgroup of G.
Theorem 9 (see [6] ). The set R(1) is a semi-group in G and if it is a group then it coincides withĜ.
Proof. Let g 1 = γ(1, u 1 , t 1 ) and g 2 = γ(1, u 2 , t 2 ) be two elements of G reachable from 1 applying the controls u 1 and u 2 . Define a new control v as
Since the system is right-invariant we have that γ(1, v, t 1 + t 2 ) = g 2 g 1 . Now assume that R(1) is a group. As the space of controls is path-connected, the subset R(1) is also path-connected and therefore, according to the Yamabe's theorem (see 7) it is a Lie subgroup of G. Since R(1) ⊂Ĝ, we have that its Lie algebra V is a subalgebra ofĝ. Conversely, consider any element v(a 1 , . . . , a m ) =
for t ≥ 0, but since R(1) is a group we have that exp(tv) ∈ R(1) for t ≤ 0 too. The elements v(a 1 , . . . , a m ), where (a 1 , . . . , a m ) ∈ R m , are generators ofĝ which implies thatĝ ⊂ V . Since the groups R(1) andĜ are connected we have that R(1) =Ĝ.
An affine control system X = (X 0 , X 1 , . . . , X m ) is said to be homogeneous if X 0 = 0. In other words the Hamiltonian depends on control parameters linearly:
Theorem 10 (see [6] ). For homogeneous right-invariant control system on a Lie group G the reachable set R(1), for any of the three classes of controls, is the connected Lie subgroup of G corresponding to the Lie algebra generated by X. If we use the class of unrestricted controls C u then for each T > 0 we have that R(1, T ) = R(1).
Proof. Since the set R(1) is a semigroup, according to the previous theorem it is sufficient to show that if g ∈ R(1) then g −1 ∈ R(1). Assume that g = γ(1, u, t). Consider a control v defined as
it is easy to verify that γ(1, v, t) = g −1 . The second part of the theorem states that any reachable state can be reached in arbitrary short time interval if we are able to use the class of unrestricted controls. Assume that g = γ(1, u, t). For any given time t 1 > 0 define a control v as
It is easy to show that γ(1, v, t 1 ) = g which implies that R(1, t) ⊂ R(1, t 1 ) for arbitrary t 1 > 0.
Summarizing the essential properties of the homogeneous control systems we have the following
• The set reachable from 1 is a subgroup of G;
• The set reachable from 1 is one and the same for three classes of controls: every g ∈ G that can be reached from 1 by means of unrestricted control can also be reached by means of only "bang-bang" control (possibly later); • If we use the unrestricted controls then every reachable state g ∈ G can be reached in arbitrary short time interval.
For the affine case the most important facts are that if the set reachable from 1 is dense in the Lie groupĜ corresponding to the Lie algebra generated by the set {X 0 , . . . , X m } then R(1) =Ĝ and if the subgroupĜ is compact then always R(1) =Ĝ and ∃ t > 0 :R(1, t) = R(1) (see [6] ). A control system of the type 2 is said to be controllable from g ∈ G if R(g) = G. It is said to be controllable if it is controllable from every g ∈ G.
For right-invariant control system on Lie group the controllability from 1 is equivalent to the controllability because as we know R(g) = R(1) · g. As it follows from the reachability criteria a necessary condition for the controllability is that the group G is connected andĝ = g. If G is compact or the system is homogeneous then this condition is sufficient too.
Though the class of affine (or homogeneous) Hamiltonians is very restricted, actually the same methods can be used for the reachability problem when the Hamiltonian is a continuous mapping H : R m −→ g and as it will be evident from the further discussions, for a compact Lie group more important is not the Hamiltonian itself, but the class of controls and the image set of the Hamiltonian.
Control System on Compact Lie Group with Continuous Hamiltonian
This section is mainly based on the results of the work [8] the main idea of which is that if we weaken the condition for the Hamiltonian to be affine, or homogeneous, and consider any continuous Hamiltonian, for compact Lie groups many essential results are still true. More formally, consider a right-invariant control systeṁ
where G is a compact Lie group, g is its Lie algebra, H : R m −→ g is a continuous map, C is the set of controls consisting of all piecewise-continuous maps from R + to R m , and H(u)g denotes the tangent vector at g ∈ G obtained from H(u) ∈ g by the right action of g. Letĝ be the Lie subalgebra of g generated by Image(H) ⊂ g and G be the corresponding connected Lie subgroup in G. The latter is the maximal integral submanifold for the right-invariant differential system defined byĝ. Since the control system is right-invariant and each trajectory of this system is tangent toĝ at the point 1 ∈ G, we have that they are contained inĜ. Therefore, the set reachable from 1 is a subset ofĜ. After this, without restriction of generality it can be assumed thatĝ = g andĜ = G.
Using the same method as for the case of affine Hamiltonian (see Theorem 9) , it is easy to show that the reachable set R(1) is a semigroup.
To proceed further we need the following Theorem 11 (see [6] ). Let G be a connected Lie group and X = {X 1 , . . . , X m } be a set of generators of its Lie algebra g. Then every g ∈ G is a finite product of elements of the form exp(tX i ), t ∈ R, X i ∈ X.
Proof. The set of all finite products of the form exp(tX i ) is a path-connected subgroup G ′ of G. According to the Yamabe's theorem (see 7) G ′ is a Lie subgroup of G. Since G ′ contains the elements of the type exp(tX i ) its Lie algebra g ′ contains the set X, therefore it contains g. Consequently, we have that g ′ = g. As the subgroups G and G ′ are connected with one and the same Lie algebra, they coincide.
Since g is the Lie algebra generated by Image(H), we can take the set of generators X from Image(H). For the reachable set R(1) the elements exp(tX i ) are constructed by using of only positive time t, while for the elements of the group G can be used any t ∈ R.
Lemma 12 (see [8] ). The set reachable from 1 is dense subset of G.
Proof. Consider an element g ∈ G such that g = i exp(t i X pi ) where all t i -s are negative. We have that h = g −1 is an element of R(1) (because all times become positive). Consider the sequence h n , n ∈ N. Since the group G is compact this sequence contains a convergent subsequence {h n k | k ∈ N}. We can assume that the sequence of subscripts {n k } is increasing. Take the sequence h ′ k = h n k+1 −n k −1 . Since n k is assumed to be increasing, we have that n k+1 − n k − 1 ≥ 0 and therefore {h
We obtain that the elements g = i exp(t i X pi ) with only negative t i -s can be approximated by the elements of R(1) which implies that R(1) is dense in G.
The following lemmas help us to go further and show that the set reachable from 1 coincides with G. For g ∈ G and V ∈ g let Ad(g)V be the element of g obtained by the adjoint action of g.
Lemma 13 (see [9] ). Let X = {X 1 , . . . , X m } be a set of generators of the Lie algebra g. If m = dim(g) then for any ǫ > 0 there exist two elements X p and X q in X and a time τ, |τ | < ǫ such that the element X m+1 = Ad(exp(τ X p ))X q is linearly independent from {X 1 , . . . , X m }.
Proof. From m < dim(g) follows that at least for one pair of elements X p and X q , their commutator [X p , X q ] is linearly independent from the set X. If we assume that Ad(exp(tX p ))X q = m i=1 a i (t)X i , then the derivation of this equality by t gives
Applying the same procedure to the extended set of generators {X 1 , . . . , X m , X m+1 } and etc., we can formulate the following Lemma 14. The set of generators {X 1 , . . . , X m } can be extended to a basis of g -{X 1 , . . . , X m , X m+1 , . . . , X m+p } so that each element X m+i , i = 1, . . . , p can be written as
where X l0 , . . . , X lq is a subset of {X 1 , . . . , X m }.
Moreover, in the work of D. D'Alessandro (see [9] ) there is calculated some upper bound for the number of factors in exp(t q X lq ) · · · exp(t 1 X l1 ).
Lemma 15. The set reachable from 1 contains an open subset of G.
Proof. Let {X 1 , . . . , X n } be a basis of g as a vector space. Consider the mapping
It follows from the inverse function theorem that F is a local diffeomorphism on a neighborhood of 0 ∈ R n . This implies that for sufficiently small δ > 0 and some ǫ ∈ (0, δ), the open neighborhood of (δ, . . . , δ) ∈ R m -
According to Lemma 14 there is a basis of g -{X 1 , . . . , X n }, where the first m elements are generators from Image(H) and after the subscript m the elements are of the form
. . , n − m Regarding this, we obtain that the mapping F is of the form
Consider the following terms of this product:
They are not necessarily in R(1), but since R(1) is dense in G we can select elements of R(1) -h 1 , . . . , h n−m arbitrarily close to g
and consider the mappingF :
The latter is close to F and therefore maps some open neighborhood of (δ, . . . , δ) onto an open neighborhood of g ′ =F (δ, . . . , δ). But for positive t i -s we have that F (t 1 , . . . , t n ) is an element of R(1). Hence, the set R(1) contains an open subset of G.
Lemma 16. If the set reachable from 1 contains some open subset of G then it contains an open neighborhood of 1.
Proof. Let V be an open subset of G contained in R(1). Consider the set
is also an open subset in G, though it is not necessarily contained in R(1). Since R(1) is dense in G (see 12) , the set V contains at least one element h ∈ R(1). Consider the set h · V . As h ∈ V −1 clearly the set h · V contains 1 and is open in G. Because h ∈ R(1) and V ⊂ R(1) and R(1) is a semigroup, we have that h · V ∈ R(1). Therefore, R (1) contains an open neighborhood of 1.
Hence, we have that R(1) is a semigroup in G and contains an open neighborhood of 1 ∈ G. These implies that R(1) = G.
To summarize, we can conclude that in the case of continuous Hamiltonian and unrestricted controls on a compact Lie group, the set reachable from 1 is the connected Lie subgroup corresponding to the Lie algebra generated by Image(H) (regardless of the structure of the Hamiltonian H : R m −→ g).
Remark 5. Actually, during the proofs of the lemmas we use only "bang-bang" controls which is in accordance with the fact that the reachable sets for the unrestricted and "bang-bang" controls are one and the same.
Minimal Set of Generators for su(n)
As it was discussed in the previous section the controllability for right-invariant "bang-bang" (or piecewise continuous) systems on compact Lie groups is completely described by the differential systems defined by the set of generators contained in the image of the corresponding Hamiltonian. Hence, the question about a minimal set of generators for a given Lie algebra (and the corresponding Lie group too) is natural. For this question the following classical results of Kuranishi (see [10] ) and more resent results from [11] , [12] , [13] and [14] are quite useful. In this section we give a review of some of them. First let us recall the general structure of a semi-simple Lie group and the corresponding Lie algebra.
Let G be a compact Lie group and g be its Lie algebra. The rank of G is defined as the dimension of the maximal abelian subalgebra h of g. This number coincides with the dimension of the maximal torus (i.e., the maximal connected abelian subgroup) H in G.
All irreducible representations of H are 1-dimensional and are described by the elements of the group of charactersĤ = Hom(H, C * ), where C * denotes the group C \ {0}. Let g C denote the complexification of g: g C = g ⊗ C. Any representation R of G in a complex vector space V defines a representationṘ of g C in V . The restriction of R on H gives the decomposition V = λ V λ , where λ-s are some elements of (h C ) * and
The adjoint action of G on g C is a representation of G on g C the restriction of which on H gives the decomposition
where α ∈ (h C ) * and
The nonzero weights of the adjoint representation are called the roots of the group G with respect to the maximal torus H. Let ∆ denotes the set of roots. Let , be a G-invariant scalar product on g. For instance, it can be the Killing form X, Y = tr(ad X • ad Y ). This scalar product can be linearly extended to g C . The algebra g is said to be semi-simple if the scalar product , on g is non-degenerated. In this case the group G is said to be semi-simple too. Further we assume that the group G (and hence, the Lie algebra g) is semi-simple.
Notice that all roots are pure imaginary: ∆ ⊂ ih * and for any α ∈ ∆ we have thatḡ α = g −α . The latter implies that ∆ = −∆. Besides that dim(g α ) = 1. The following theorem summarizes the structure of a semi-simple Lie algebra.
Theorem 17. Let G be a connected compact Lie group with dimension n and rank l. Then G has 2m roots {±α k | k = 1, . . . , m}, where n = l + 2m. The group G is semi-simple if and only if it has l linearly independent roots. If G is semi-simple we can choose vectors e α ∈ l α , α ∈ ∆ so that An element h ∈ h is said to be regular if {X ∈ g | [h, X] = 0} = h. Otherwise the element h is said to be singular. It is clear that h ∈ h is regular if and only if α(h) = 0 for each α ∈ ∆.
An element h ∈ h is said to be strongly regular if α 1 (h) = α 2 (h) for any two distinct roots α 1 and α 2 . From the property ∆ = −∆ follows that if h is strongly regular then it is regular too.
Based on these data about the structure of a semi-simple Lie algebra we present the proof of the following classical theorem (see [10] . .
. .
where 2m is the number of elements in ∆. Since the numbers α(h), α ∈ ∆ are different, the matrix 
where {α 1 , . . . , α 2m } = ∆, is non-degenerate and therefore, the set of vectors {e 0 , . . . , e 2m−1 } is a basis for α∈∆ l α . Thus, from the vectors e 0 , . . . , e 2m−1 we can construct the root vectors e α , α ∈ ∆ and then use the vectors [e α , e −α ], α ∈ ∆ to construct the basis for A C .
Notice that the above theorem concerns not the Lie algebra L itself, but its complexification. Now we consider the ways for constructing the pair of generators for a Lie algebra itself. We concentrate on the Lie algebra su(n). First we review the structure of its complexification in the framework of root space decomposition.
Let A be any element of su(n). We can take A as a diagonal matrix, otherwise we can diagonalize it. So, we have A = diag(λ 1 , . . . , λ n ),
Let H be the maximal abelian subalgebra of su(n) C containing A, and let H ′ be the zero eigenspace of ad A :
It is clear that
Therefore, the element A is regular if and only if its eigenvalues λ j , j = 1, . . . , n are distinct. We assume that the latter is true for A and thus H is the subgroup of all diagonal (with respect to the basis in which A is diagonal) traceless matrices. We have n linear functions λ j : H −→ C, j = 1, . . . , n, where for any X ∈ H we have X = diag(λ 1 (X), . . . , λ n (X)). Let E pq be the matrix with (p, q)-entry equal to 1 and other entries equal to 0. It is clear that for any X ∈ H we have [X, E pq ] = α pq (X) · E pq , where α pq (X) = λ p (X) − λ q (X). Therefore, the matrices E pq ∈ su(n) C can be considered as the root vectors and the functionals α pq = λ p −λ q as the roots. Each root vector has the multiplicity 1 if and only if α pq = α ls for (p, q) = (l, s). It is so when H contains such matrix B that λ p (B) − λ q (B) = λ l (B) − λ s (B) for (p, q) = (l, s). Recall that such element B is said to be strongly regular. We assume that the matrix A itself is strongly regular. The roots α 12 , α 23 , . . . , α n−1n are called the fundamental roots since the others are obtained as sums of pairs of them. The basis for su(n) C corresponding to the roots is
This basis is known as the Wayl basis for su(n) C . It is clear that the elements of this basis are not in su(n) but such basis can be constructed from the Wayl basis as
Our further discussion in this section is in accordance with [12] . Hence, we have a matrix A ∈ su(n) which is a regular element (i.e., its eigenvalues have multiplicity 1) and therefore, the associated Cartan subalgebra in su(n) is the set of all traceless diagonal matrices. Let B be another element of su(n). Consider the graph Γ A,B defined as follows: Γ A,B has n nodes {|1 , . . . , |n } and the nodes |p and |q are joined if and only if the (p, q)-entry of the matrix B is nonzero. The graph is said to be connected if for all pairs of nodes there exists an oriented path connecting them. The following two theorems are very important for the controllability of affine systems on su(n) (see [12] ) A is diagonal, a necessary condition that the  pair (A, B) generates the entire su(n) is that the graph Γ A,B is connected.
Theorem 20. Given a pair of matrices A, B ∈ su(n), assume that the graph Γ A,B is connected. If A is strongly regular then the pair (A, B) generates the entire Lie algebra su(n). to construct the remaining n − 1 elements of the basis by the commutators between them.
Quantum Gates: Recursive Construction of Generators
Regardless of these, in quantum computation, it is important to construct the set of generators (gates) recursively: assuming that we have the complete controllability of some subsystem of a large system and the task is to construct an optimal extension of the controllability to the entire system. Our further discussions makes more exact this question.
Let G be a compact Lie group with Lie algebra g; g 0 be a Lie subalgebra of g and G 0 be the corresponding connected Lie subgroup in G. Assume that we have a set of generators of g 0 , thus the set reachable from 1 ∈ G by using these generators is G 0 . The problem is to find a minimal extension of the given set of generators of g 0 to a set of generators of g. This problem is actual for control systems used for quantum computations, because, usually systems of universal quantum gates are constructed hierarchically, by adding new gates to existing lower-dimensional subsystems.
Consider the adjoint action of the subgroup G 0 on the Lie algebra g. Since g 0 is the Lie algebra of G 0 , it is invariant under this action and thus we have the 
Lemma 21. Consider a set
The set A generates the entire Lie algebra g.
Proof. Let g
′ be the Lie algebra generated by the set A. Since A is a subset of g ′ , the space g ′ is invariant under the adjoint action of the subgroup G 0 . For each i = 1, . . . , p the intersection g ′ ∩ L i is nontrivial, because it contains at least X i . Since the subspaces g ′ and L i are invariant for the adjoint action of G 0 , their intersection is also invariant. But by assumption the adjoint action of G 0 on each L i is irreducible, which implies that L i is a subspace of g ′ for each i = 1, . . . , p and consequently g ′ = g.
After this it is still not clear is the set {X 1 , . . . , X p } a minimal complement of g 0 to a set of generators of g or not. It is so when p = 1, but in general the answer is negative. To illustrate this, consider the case when dim(L i ) = 1, i = 1, . . . , p. Let us select nonzero vectors e i ∈ L i , i = 1, . . . , p. The set {e 1 , . . . , e p } is a
is non-degenerate then the vectors [
form a basis for L and therefore we need just one element e which together with g 0 gives a set of generators of g, and of course it is a minimal complement for any set of generators of g 0 to a set of generators of g.
The method described in the Lemma 21 is in agreement with the standard method of constructing the universal set of gates for quantum computation. Now we describe a method of recursive construction of generators follow the ideas discussed in [15] . Let X and Y be finite-dimensional Hilbert spaces. Assuming that we have universal sets of generators for the unitary groups U (X) and U (Y ), the problem is to extend them to the universal set of generators for the unitary group U (X ⊗ Y ). First let us recall some useful facts from the representation theory.
Let V be a finite-dimensional Hilbert space and π : G −→ U (V ) be a unitary representation of a Lie group G. For g ∈ G and v ∈ V we shall use the notation gv for the action π(g)(v). Let us denote by C(π) the set of all such linear operators
It is clear that C(π) is a subalgebra of the algebra of all endomorphisms of V . Proof. If the representation π is reducible then V = V 1 ⊕ V 2 where V 1 and V 2 are proper non-trivial invariant subspaces. It is clear that the projector on the subspace V 1 (or V 2 ) commutes with every π(g), g ∈ G. Conversely, if P : V −→ V is a non-trivial projector on a proper subspace which commutes with all π(g), then we have
Hence, the subspace Im(P ) is invariant for every π(g) and therefore the representation π is not irreducible. Proof. If π is not irreducible then according to the previous lemma the algebra C(π) contains a projection different from 0 and 1, which is a self-adjoint operator. Conversely, if C(π) contains a self-adjoint operator A different from 0 and 1, consider the spectral decomposition of A: A = λ i P i , where P i -s are orthogonal projectors. From Ag = gA follows that if x ∈ Im(P i ) then we have
This implies that each subspace Im(P i ) is invariant for the representation π. Proof. Let A ∈ C(π) be a non-scalar operator. Then at least one of the following two self-adjoint operators B 1 = A + A * and B 2 = i(A − A * ) is also non-scalar. According to the previous lemma this implies that the representation π is not irreducible which contradicts to the assumption of the theorem.
For two representations π 1 : G 1 −→ U (V 1 ) and π 2 : G 2 −→ U (V 2 ), where G 1 and G 2 are Lie groups and V 1 and V 2 are Hilbert spaces, let us denote by π 1 ⊗ π 2 the representation of
Theorem 25. If the spaces V 1 and
Proof. Any operator T :
where A p is an endomorphism of V 1 and B p is an endomorphism of V 2 . The RH side of this equality can be reduced to the form when the operators B p are linearly independent. If T ∈ C(π 1 ⊗ π 2 ) then we have the following
Expanding T we obtain
Since the operators B p are linearly independent, we have that each [A p , g] is 0. Therefore, each A p ∈ C(π 1 ), which implies that T ∈ End(V 1 ) ⊗ C(π 2 ). In same manner we obtain that T ∈ C(π 1 ) ⊗ End(V 2 ). Thus, we have that Now consider the unitary group U (V 1 ⊗V 2 ) where V 1 and V 2 are finite-dimensional Hilbert spaces and dim(V 1 ) = m, dim(V 2 ) = n. First of all notice that its Lie algebra is
because (see [15] ), obviously the Lie algebra u(V 1 ) ⊗ iu(V 2 ) with the commutator defined as
is a subalgebra of u(V 1 ⊗ V 2 ). Also we have that
Consider the subgroup of U (V 1 ⊗ V 2 ) generated by the elements of the form
. The Lie algebra of this subgroup is the subalgebra of elements of the form
Such element is known as the Kronecker sum of u 1 and u 2 .
Remark 7. The Kronecker sum of u 1 and u 2 can be written as u 1 ⊗i(−i1)−i1⊗iu 2 in accordance with the equality u(
Consider the decomposition
The first summand is obviously the Lie algebra of 
The set of generators of Lie algebra is used to construct a control system the corresponding set reachable from 1 of which is the entire Lie group. But the dynamics of a control system is a continuous process while the conventional computational process (quantum too) is discrete. In other words, the latter uses not 1-parameter flows of the form exp(tX i ), t > 0 as gates to generate group elements, but discrete "flows" of the form g n i , n = 1, 2, . . ., where g i -s are so called gates. The generators of Lie algebra can be used to construct such gates.
Let X = {X 1 , . . . , X m } be a set of generators of the Lie algebra L of a compact connected Lie group G. For any X i ∈ X consider the corresponding 1-parameter flow exp(tX i ), t ∈ R. If exp(tX i ) is periodic and therefore exp(T X i ) = 1 for some T ∈ R + then take the element g i = exp(α i T X i ), where α i ∈ R + is an irrational number. The set S(g i ) = {g n i | n ∈ N + } is dense in the orbit exp(tX i ), t ∈ R. If for some generator X j ∈ X the corresponding orbit exp(tX j ), t ∈ R + is not periodic then consider the maximal torus T k ⊂ G where it is contained. replace the element X j in the set of generators X by periodic generators of the Lie algebra of the torus T k . The obtained set is again a set of generators of L because X j is a linear combination of the generators of the torus. In such way we can achieve that all the generators of L are periodic, and then construct elements of the group G: g 1 , . . . , g m , such that for each of them the group S(g k ) = {g n k | n ∈ N + } , k = 1, . . . , m is dense in the 1-parameter subgroup exp(tX k ), t ∈ R. Since the subgroups exp(tX k ), k = 1, . . . , m generate the group G, the subgroups S(g k ), k = 1, . . . , m generate a dense subgroup in G.
Lemma 26. If G is a Lie group with representation in some Hilbert space H and V ⊂ H is a subspace invariant for some dense subset S ⊂ G then V is invariant for the entire group G.
Proof. Consider the continuous map
⊥ is the operator of orthogonal projection on V ⊥ . Since V is invariant for S, we have that F (S) = 0. Since S is dense in G and F is continuous, we have that F (G) = 0 which means that V is invariant for the entire group G.
Let L 1 be a Lie subalgebra of L and G 1 ⊂ G be the corresponding connected Lie group. Let L = L 1 ⊕ A be such decomposition of L that the subspace A is invariant under the adjoint action of G 1 and the action of G 1 on A is irreducible. As it follows from Lemma 21, if we take only one element X ∈ A, then the set L 1 ∩{X} generates the entire Lie algebra L. If X is such element that the 1-parameter subgroup {exp(tX) | t ∈ R} is periodic, then for some α ∈ R, the element g = exp(αX) generates a dense subgroup in {exp(tX) | t ∈ R}. In this situation the set G 1 ∩ {g} generates a dense subgroup in G. Moreover we the following = G 1 . It is clear that in this case the subgroup {g n 0 | n ∈ Z} is also a normalizer of G 1 . But this subgroup is dense too in {exp(tX) | t ∈ R} ≡ S. Consider the adjoint action of S on the Lie algebra L. Since {g n 0 | n ∈ Z} is a normalizer of G 1 , we have that the group S contains a dense subgroup for which L 1 is invariant. This implies according to the previous lemma that L 1 is invariant for the adjoint action of the group S. Therefore we have that [X, L 1 ] ⊂ L 1 . Since A is invariant under the adjoint action of G 1 and X ∈ A, we have that [X, L 1 ] ⊂ A. The result is that [X, L 1 ] = 0, which contradicts to the assumption that the action of G 1 on A is irreducible. Hence, we obtain that there is no nontrivial normalizer for G 1 in {g n | n ∈ Z}. Now take any element g 1 = g m , m = 0 and consider the group G 2 = g 1 G 1 g −1
1
. Since g 1 cannot be a normalizer of G 1 , we have that G 2 = G 1 . Therefore, the groupĜ generated by G 1 ∩ G 2 contains G 1 as a proper subgroup. The groupĜ is connected because G 1 is such. Therefore, its Lie algebraL contains L 1 as a proper subalgebra. From this follows thatL ∩ A = 0. But as the adjoint action of G 1 on A is irreducible andL is invariant under this action, we have thatL ∩ A = A. The latter implies thatL = L. Since G and its subgroupĜ are connected and they have a common Lie algebra, they must be equal:Ĝ = G.
Regarding the above theorem in the context of inductive construction of generators of the unitary group of tensor product, we have the following situation: consider the unitary group U (V 1 ⊗ · · · ⊗ V m ), where V 1 , . . . , V m are some finite-dimensional Hilbert spaces; if we are able to generate the subgroups U (V 1 ), . . . , U (V m ), then we can construct a set of generators of the entire group step-by-step by adding only one element at each step. For instance, consider the group
If we have the groups U (V 1 ), U (V 2 ), U (V 3 ), U (V 4 ) and U (V 5 ), then to construct U (V 1 ⊗ V 2 ) and U (V 3 ⊗ V 4 ) we need only 2 more elements. Then with U (V 1 ⊗ V 2 ) and U (V 3 ⊗ V 4 ) we can construct U (V 1 ⊗ V 2 ⊗ V 3 ⊗ V 4 ) by adding 1 more element. And finally, with U (V 1 ⊗ V 2 ⊗ V 3 ⊗ V 4 ) and U (V 5 ) we can construct the entire group
by adding again 1 more element. Therefore, besides the subgroups U (V 1 ), U (V 2 ), U (V 3 ), U (V 4 ) and U (V 5 ) we need 4 more elements to construct the group
The above construction is, of course, in accordance with [15] , and the key point here is that an element outside of the subgroup is not a normalizer of this subgroup.
Control Systems on Homogeneous Spaces and Grassmann Manifold
Let M be a smooth manifold and G be a Lie group acting on M . Let g be the Lie algebra of G. Any element X ∈ g generates a vector field π(X) on M defined as follows: for m ∈ M let π(X) m = R ′ m (1)X where R m : G −→ M is the map R m (g) = gm, g ∈ G. We shall use the notation Xm for the value of the vector field π(X) at a point m ∈ M . The vector field π(X) is not invariant under the action of G and its conversion rule under this action is the following: for g ∈ G we have g(Xm) = gXg −1 gm, ∀ m ∈ M =⇒ g(π(X)) = π(gXg −1 )
We consider control systems on M of the form (5)ṁ = π(X u ) m , m ∈ M Where X u ∈ g and u is a control parameter. Any solution of the system 5 is contained in one orbit of the action of G on M . This fact easily follows from the definition of the vector field π(X): for any point m ∈ M the vector π(X) m is tangent to the orbit of the point m. Though the vector field π(X) is not invariant under the action of G but we have the following Lemma 28. The integral manifolds of the differential system on M generated by the mapping g ∋ X → π(X) are exactly the orbits of the action of G.
Proof. We apply the theorem of Nagano-Sussmann (see 3) to this case. For any X ∈ g the action of the 1-parameter flow exp(tX), t ∈ R on the manifold M generates the vector field which is exactly the same as the vector field π(X). . Hence, the differential system m → π(g) m , m ∈ M is closed under the bracket operation. The 1-parameter flows of the vector fields π(X), x ∈ g (as it was mentioned just before) are m → exp(tX)m, m ∈ M , and again according to the conversion rule we have that for any g ∈ G:
gπ(g) = π(ggg
Therefore, the differential system π(g) is invariant under the action of G, which implies according to the theorem of Nagano-Sussmann that the orbits of the action of G are the integral manifolds of the differential system π(g).
From these discussions easily follows that a control system on homogeneous space has one significant property: the complete controllability of such system is local (moreover: it is pointwise): if G acts on M and the set of vector fields π(V ) generated by some V ⊂ g is completely nonholonomic in a point m 0 ∈ M , then π(V ) is completely nonholonomic in any point m ∈ M . Now we consider the problem of controllability of finite-dimensional quantum systems in the framework of control systems on homogeneous spaces. The classical notions of transformation and state controllability can be carried to such systems. In this case the corresponding Lie group is the unitary group U (n) and the control system X u is a parameter-dependent element of the Lie algebra u(n).
The notion of state in quantum (as well as in classical) case has various meanings. The most general of them is density matrix, i.e., a positive self-adjoint matrix with trace equal to 1. The equation for the control system on the set of density matrices is of the formρ
where ρ is a density matrix. Since any solution of such system belongs to one orbit of the adjoint action of U (n): ρ(t) ∈ gρ 0 g −1 | g ∈ U (n) , let us recall the structure of an orbit of density matrix. For any density matrix ρ consider its spectral decomposition
The spectrum of the density matrix (operator) ρ is the set of pairs Spec(ρ) = {(λ i , m i = rank(P i )) | i = 1, . . . , k} Two density matrices ρ 1 and ρ 2 are in one and the same orbit of adjoint action if and only if Spec(ρ 1 ) = Spec(ρ 2 ). Clearly, it is more reasonable to consider the controllability not for the entire set of density matrices but for each particular orbit of the adjoint action of U (n).
Definition 7.
A system X u ∈ u(n) is said to be state controllable for a given orbit S of the adjoint action of U (n) on the set of density matrices, if for any pair of density matrices ρ 0 , ρ 1 ∈ S there exists an admissible control u and a time T ≥ 0, such that the solution ofρ = [X u , ρ], ρ(0) = ρ 0 , satisfies ρ(T ) = ρ 1 .
We shall formulate some criteria of state controllability for the special case when the orbit of the adjoint action is the Grassmann manifold Gr k (C n ). This is equivalent to the case when λ i = 1/k and m i = 1 i = 1, . . . , k. For any linear operator A : C n −→ C n let A 12 be the upper-right component of the decomposition
corresponding to the decomposition C n = C k ⊕ C n−k . For a given subset S ⊂ u(n) let Lie(S) be the Lie subalgebra of u(n) generated by S. 
For a given Grassmann manifold
Gr k (C n ) = P : C −→ C | P * = P, P 2 = P, trace(P ) = k the control systemṖ
is controllable if and only if for the subspace C k −→ C n−k the set of linear maps
gives the entire space Hom(C k , C n−k ).
The proof follows from the already mentioned fact that the necessary and sufficient condition for the complete controllability of a control system on a homogeneous space is that the corresponding differential system be completely nonholonomic in at least one point, and the fact that the tangent space of the Grassmann manifold Gr k (C n ) at a point X is canonically isomorphic to Hom(X, X ⊥ ).
