A new Bayesian modeling method is proposed by combining the maximization of the marginal likelihood with a momentum-space renormalization group transformation for Gaussian graphical models. Moreover, we present a scheme for computint the statistical averages of hyperparameters and mean square errors in our proposed method based on a momentumspace renormalization transformation.
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Probabilistic graphical models based on Bayesian statistics are powerful tools for carrying out statistical inferences 1) Probabilistic graphical models are regarded as an application of classical spin systems from statistical-mechanical viewpoint 2, 3) . Moreover, these provide many useful applications, not only for image processing but also for other inference systems in high-dimensional data driven statistical approaches [4] [5] [6] . The present authors previously proposed a novel and efficient method to accelerate hyperparameter estimations in
Bayesian image segmentation problems by introducing real-space renormalization group approaches 7) . Now we focus on another renormalization group technique, which is referred to as momentum-space renormalization group approach 8) . It is interesting to consider the momentum-space renormalization group approaches for accelerating the hyperparameter estimations in Bayesian modeling.
In the present paper, we propose a novel hyperparameter estimation scheme that combines momentum space renormalization group approaches with the maximization of the marginal likelihood. We introduce momentum space renormalization group approaches in Bayesian modeling in terms of Gaussian graphical models. * E-mail: kazu@smapip.is.tohoku.ac.jp
We introduce an N×N square grid graph (V(N), E(N)) where
is the set of all pixels and E(N) is the set of all edges consisting of pairs of pixels {(x, y), (x + 1, y)}, {(x, y), (x, y + 1)}, {(x, y), (x + 1, y + 1)} and {(x, y), (x + 1, y − 1)}. The square grid graph has periodic boundary conditions along the abscissa and ordinate, respectively. We define the state variables f x,y and g x,y ((x, y)∈V(N)), which take any real values in the interval (−∞, +∞). Using these state variables, we introduce the state vectors f = f x,y (x, y)∈V(N) and g = g x,y (x, y)∈V(N) as column vectors. We consider a probability density function P( f |α, γ) and a conditional probability density function
on the state space (−∞, +∞) |V(N)| .
Now we set a new positive integer n with n≤N, and introduce the following scale transformation from the state vectors f and g in the space V(n) to new state vectors
where
and
T is the adjoint matrix of U(n). We assume that the prior probability density function of f ′ is given as
Moreover, we introduce the conditional probability density function of the degraded image
, where the original image f ′ given in the reduced space V(n) is assumed to satisfy
Under these assumptions, the marginal likelihood P(g ′ |α, β, γ) in the space V(n) is defined by
Our proposed framework is designed to achieve the estimation of the hyperparameters α, β and γ by maximizing
, γ when the data g is given.
In the present Bayesian inference method, we assume that the data vectors g are generated from the conditional probability density function P(g| f , β * ) in Eq. (2), under the assumption that a parameter vector f is given. By considering the average of the logarithm of the renor-
, γ in the probability density function P(g| f , β * ), we can estimate the performance of our hyperparameter estimations using a momentum-space renormalization group approach as follows:
The statistical averages for the estimates of the hyperparameters are given as
We remark that the maximization of L n α, β, γ β * , f * with respect to α, β and γ does not depend on the exponents φ and ψ in our scale transformations in Eqs. (3) and (4). The statistical performance of our proposed scheme is given by
We show some numerical experiments in Fig.1 . We set the original image f * to each color intensity set of the image in Fig.1(a) . In Fig.1(b In the present paper, we have presented our formulation in the case of a square grid graph in order to explain the momentum space renormalization group analysis in Bayesian modeling. However, our formulation can be applied not only to Gaussian graphical models on a square grid graph but also to one on any random graph. This remains a problem for one . We set the original image f * to each color intensity set of the image in Fig.1(a) . Var[ f * ] is the variance of f . We set the variance of additive white Gaussian noise to 40 2 , such that β * = 1/40 2 . The red, green and blue circles correspond to the results for each light color intensity.
of our future works.
