High resolution advection schemes have been developed and studied to model propagation of ows involving sharp fronts and shocks. So far the impact of these schemes in the framework of inverse problem solution has been studied only in the context of linear models. A detailed study of the impact of various slope limiters and the piecewise parabolic method (PPM) on data assimilation is the subject of this work, using the nonlinear viscous Burgers equation in 1-D. Also provided are results obtained in 2-D using a global shallow water equations model. The results obtained in this work may point out to suitability of these advection schemes for data assimilation in more complex higher dimensional models.
INTRODUCTION
Spatial discretization methods for solving partial di erential equations (PDEs) can be broadly classiÿed as ÿnite di erence (FD) [1, 2] , ÿnite volume (FV) [3] , ÿnite element (FE) [4] [5] [6] and spectral methods [7] (including the discontinuous Galerkin (DG) methods [8] ). All of these methods combined with explicit or implicit time integration schemes can be e ectively applied to solve PDEs (of various types such as hyperbolic, parabolic and elliptic).
For numerical solutions of conservation laws, such as the Euler equations in gas dynamics [9] which describe evolution and propagation of ows involving sharp fronts and shocks, several methods have been suggested in the FD, FV, FE, spectral and DG methods literature. Some of the most popular methods in the FV context are Lax-Wendro , Lax-Friedrichs, 721 models (therefore, these are also referred to as forward models). Hence a good forecast requires that these NWP models represent accurately the dynamics of the atmosphere (including the oceans) and the initial conditions supplied for integration (of the NWP models) be known accurately. Estimation of the state or evolution of the atmosphere using the information provided by NWP model prediction and observations of the atmosphere is carried out by data assimilation (DA) [30] . Current DA methods are based on either using results from estimation theory (such as application of Kalman, extended Kalman, ensemble Kalman ÿltering, for details, once again, please see Reference [30] and references therein) or variational methods, which are based on minimization of a cost functional which measures the distance (in a suitable norm) between observations and NWP model forecasts. The objective of variational data assimilation is to determine a model trajectory (by adjusting initial conditions used for model integration) that satisÿes the model equations as a (strong or weak) constraint while simultaneously minimizing the lack of ÿt between model predictions and heterogeneous observations in a least-squares sense. Please see References [32, 33] for further details. Large scale minimization algorithms which require availability of gradient of the cost functional with respect to the control variables (provided e ciently by adjoint methods, which are integrated backwards in time) are used for this purpose.
The impact of di erent discretization techniques for the advection term(s) in the framework of inverse problems and problems related to DA have not been extensively tested, except for work by VukiÃ ceviÃ c et al. [24] and Thuburn and Haine [34] . In Reference [24] the authors performed DA experiments to reveal the relationships between their properties with respect to data assimilation with three di erent (central di erence: LEAPFROG, MPDATA, QUICK) schemes for the advection of a passive tracer in two dimensions using a linear 2-D transport equation. Their results indicate that more accurate advection schemes need to be used to solve both, forward and adjoint models in time to achieve higher accuracy regarding recovery of initial conditions for data assimilation; also the same discretization scheme should be applied consistently both for forward and adjoint model integrations. Thuburn and Haine [34] recall Godunov' s theorem (which states that any linear monotonic advection scheme cannot provide more than ÿrst-order accuracy), they studied the a ects on adjoint sensitivity computations using a nonlinear, nonoscillatory (QUICK) scheme on a one-dimensional linear advection equation model. They also suggest modiÿcations to advection schemes to obtain adjoint sensitivity results that are meaningful (in the particular physical setting considered by them). In this context, a total variation diminishing (TVD) scheme based on a slope limiter has been suggested.
Since the mathematical models used to study uid ows and weather prediction are highly nonlinear, as a step towards understanding the e ects of using high order advection schemes in DA, we study in this work the impact of using FV methods that are slope limited using van Leer type and PPM for spatial discretization (in 1-D and 2-D). In one dimension, a nonlinear viscous Burgers equation model and in 2-D the spherical global shallow water equations have been used as proxy for more complex NWP models. We show that for a particular smooth initial condition, we obtain a smooth solution for these model problems (in the context of smoothness property of geophysical ows as discussed above), and implement the adjoint method to conduct DA experiments.
The paper is organized as follows. In Section 2 we present the forward model as well as describe numerical solution of the nonlinear Burgers equation using FV discretization. Section 3 describes the test case considered along with results obtained using several slope limited TVD schemes as described in Section 2. Section 4 describes the derivation of the adjoint and tangent linear models (which are used for DA) and veriÿcation of these discrete models. Section 5 provides a brief description of the minimization algorithm used. The performance of the various slope limited and PPM schemes for the minimization of a certain cost functional, in other words, in DA experiments (1-D and 2-D) is presented in Section 6. Finally, in the section of summary and conclusions we discuss the impact of the di erent advection schemes in the framework of our numerical results.
DESCRIPTION OF THE MATHEMATICAL AND NUMERICAL MODELS
The Burgers equation [35] will be used to present detailed formulation of the various slope limiters and the PPM advection scheme in one space dimension. The formulation extends readily to 2-D for the global shallow water equations model, which will be discussed later in this section.
Let us consider the following 1-D (nonlinear) scalar conservation law ( (x; t) ∈ C 2 ), the space of continuous functions that are at-least twice di erentiable)
where f is a convex ux function given by 2 =2 and S represents the source term(s). Equation (1) is the well known Burgers equation which is a very important uid dynamical model useful for conceptual understanding of nonlinear waves, shock formation [9, 36] and turbulence [37] . Various numerical schemes (see Fletcher [38] for a detailed numerical analysis) have been suggested and tested on this model equation to e ciently capture shocks.
We will now describe and test a variety of ÿnite volume methods [3] to solve the above equation, all di ering in the way the solution, is reconstructed in each cell using di erent slope limiters. We will closely follow the approach taken by monotone upstream-centred schemes for conservation laws (MUSCL), see References [16, [39] [40] [41] [42] .
Let us start by writing the integral form of (1) within the ith cell,
We deÿne ith cell average at time interval t n (t ∈ [t 0 ; t ÿnal ] has been discretized into a number of time steps [t 0 ; t 1 ; : : : ; t n ]) as
where x i = x i+1=2 − x i−1=2 is the length of the ith cell.
Flux at (i-1/2) cell interface
Cell (i) Figure 1 . Finite volume discretization.
Integration of Equation (2) from t n to t n+1 yields
dividing by x i and rearranging
Assuming a viscous dissipative source S = x ( is the kinematic viscosity) and using Equation (3) we obtain (4) where (Flux)
] dt is some approximation of the average ux (described later in this section) along the cell interface at x i+1=2 , see Figure 1 for an illustration of the grid cells.
MUSCL limiters
Within each cell if we consider a piecewise constant approximation to the solution (i.e. slope of the reconstruction is equal to zero), then we obtain a ÿrst-order method; however if we use a piecewise linear approximation within each cell,
) where i is given by Equation (3), x i is the coordinate of the ith cell centre and i is equal to the di erence between the values of the state at the right and left cell interfaces (it denotes the slope of reconstructed solution in each cell), we obtain a family of second-order approximate schemes.
Conservation laws such as the Euler equations in gas dynamics [10] and the simple Burgers equation (1) support solutions that have discontinuities (or, shocks), expansion fans, contact discontinuities. Apart from ensuring satisfaction of the Courant-Friedrichs-Lewy (CFL) condition [1] , unless special treatment is taken, the numerical solutions will lead to excessive dissipation, incorrect phase speeds, spurious oscillations; see Reference [10] for an extensive comparison of many numerical methods applied to solve simple linear and nonlinear advection and Euler equations.
One way to prevent such spurious oscillations and preserve TVD [3, 43, 44] property is by limiting the values of the slopes ( i ). Lin et al. [14] listed a number of consistent ways of deriving the limited slopes in various forms and compared their impact on the solution of linear advection equation. We will follow their approach for arriving at various formulations of the slope (now onwards we will assume an uniform grid, i.e. x i = x ∀ i).
1. Limiter 1 (ÿrst-order scheme):
2. Limiter 2 (unconstrained van Leer scheme):
where n i+1=2 = n i+1 − n i and 'avg' means the averaging operator in the above equation. This provides us a simple second-order accurate scheme, but the values of the slopes are not limited, in other words, no limiter has yet been applied. 3. Limiter 3 (simple positive deÿnite scheme):
the value of the slope has been limited using the least value (over all of x i ) of Another form of slope limiter which ensures monotonicity, suggested by van Leer [16, 45] is as follows: 
and use them to limit the value of the slope as follows [16, 45] (also ensures monotonicity): 
We will now use these values of slopes and follow the approach of essentially nonoscillatory (ENO) schemes to arrive at an expression for the ux at the cell interfaces.
ENO ux
To calculate the ux at the right cell face x i+1=2 , we used the ENO [10, [46] [47] [48] ux formulation. Using the ith and i + 1 cell reconstructed values evaluated at x i+1=2 (see Reference [10, Chapter 23] for details), we obtain (Flux)
where
where * is such that the ow speed given by @f=@ = @ 2 2 =@ = = * = 0. Remark If the slope in each cell is equal to zero, as in Equation (5), then the above ENO ux form reduces to Godunov ux form [49] .
Instead of using a piecewise linear reconstruction within each cell, we can as well apply the piecewise parabolic reconstruction approach of Colella and Woodward [50] [51] [52] within each cell.
PPM reconstruction
We have applied the PPM to reconstruct the state within each cell and to obtain the values of the state at left and right cell interfaces.
L; i and R; i are approximations of the state at the left and right cell interface, as in MUSCL piecewise linear extrapolation, i = R; i − L; i and 6; i = 6( i − 1 2 ( L; i + R; i )) for details of the above reconstruction procedure, see Reference [50] .
The uxes at the interfaces have been directly evaluated using the calculated values, L; i and R; i for every ith cell. We have used a second-order Runge-Kutta (R-K) explicit scheme to integrate in time, described below.
Integration in time using a second-order optimal TVD R-K method
Using Equations (12) and (13) or the PPM scheme for calculating the ux and forward di erencing for the di usion term, we can write the following simple forward Euler update formula for
The above numerical scheme is at-least second-order accurate (MUSCL schemes: (6)-(9) second-order, whereas PPM being third-order accurate) in space for su ciently smooth ( ∈ C 2 ), but it is only ÿrst-order accurate in time, also it does not preserve the TVD property for time integration. In order to overcome these drawbacks, we used a second-order (accurate in time) optimal TVD R-K scheme [53, 54] , given by Gottlieb and Shu [55] . Following their notation, let
then the following sequence of two steps gives us:
(1)
i )
This completes the description of discretization in space (1-D) and time. We have tested these various ÿnite volume methods using the aforementioned advection schemes. Comparison of the numerical results with the exact solution is provided for the following test cases (see Section 3).
Extension to 2-D: global shallow water equations model
The shallow water (SW) equations on the sphere describe the motion of a shallow (horizontal scales of interest are much larger in comparison to the depth of the uid) homogeneous incompressible and inviscid uid layer. The solutions of these equations exhibit some of the important properties of large scale atmospheric ow and the equations have certain important features (such as, horizontal dynamical aspects) in common with more complicated NWP models. NWP models couple such shallow water models vertically, using pressure as the vertical coordinate, see for e.g. References [17, 56] for details. The SW equations in spherical coordinates in the vorticity divergence form can be written as
where h represents the uid height (above the surface height, h s ), V = (u; v), u and v represent the zonal ( : longitude) and meridional (Â: latitude) wind velocity components, respectively, ! is the angular velocity of the earth, a is the radius of the earth. The free surface potential is given by
2 V · V is the kinetic energy, and = 2! sin Â + ∇ × V is the absolute vorticity. Details on the other forms of writing the SW equations and their development can be found in References [57, 58] .
The ÿnite volume shallow water equations model of Lin and Rood [18] has been used for integrating the above SW equations. The 1-D advection schemes described thus-far have been implemented in two dimensions by using a sequential operator-split approach, details of which have been provided in Reference [15] . A two grid combination based on C-grid and D-grids has been used while advancing from time step t n to t n + t. In the ÿrst half of the time step, the advective winds (time centred winds on the C-grid: (u * ; v * ) are updated on the C-grid, and in the other half of the time step, the prognostic variables (h; u; v) are updated on the D-grid (in this study, we will use the same advection scheme on both the grids). The poles have been treated in a similar fashion as that in Reference [59] using a polar Fourier ÿlter.
In particular, it is to be noted that the algorithm conserves total mass (in other words, the height ÿeld, h, integrated on the surface of the sphere) for all the time of the numerical integration and, after a 60 day integration of the model, the loss in total energy (total energy is deÿned as the integral of
on the surface of the sphere) is approximately lost by 0:1%, and the loss in potential enstrophy (potential enstrophy is the integral of (1=2h) 2 ) is 1%. More details are available in Reference [18] . This represents excellent conservation of integral invariants of the shallow water equations.
TEST CASES AND RESULTS

Case 1: 1-D viscous Burgers equation
In 1-D we will consider the following Burgers equations:
for x ∈ (− ; ) and t¿0, with boundary conditions, (x = ± ; t) = 0. Benton and Platzman [60] provide an exact solution for the above Burgers equation (18), with initial condition given by
where R is the Reynolds number. It is related to the viscosity via the relationship, R = UL= , here the values of (velocity scale) U and (length scale) L have been prescribed to be equal to unity. Then the exact solution assumes the form
where a n = (−1) n I n ( 1 2 R), I n is the Bessel function of second kind. For small values of R, viscous dissipation dominates over advection and the solution decays uniformly as time, t increases, as depicted in Figure 2 (which has been generated by setting R = 1).
The ÿrst-order scheme (limiter 1) and limiter 3 (simple positive deÿnite scheme, which was based on limiting the slope based on the least value of n i and [ n i ] avg ), both undershoot at the peak value of the numerical solution at x = ± =2. It is to be noted that all the numerical solutions have the correct phase speed. In the case of the global min=max limiter 6, we prescribed min = −1 and max = 1. In Table I we show that the numerical solutions converge to the exact solution in both L 2 and L ∞ norms, at t = 1. As expected the ÿrst-order scheme (limiter 1) has the largest error compared to all other schemes. Lin et al. [14] compared limiters 3; 4; 5 and 6 on a linear advection problem using a rectangular pulse. Based on their study, they concluded that limiter 4 provides the largest implicit di usion among all the limiters considered, whereas limiter 2 provides the smallest implicit di usion and the constrained van Leer scheme (limiter 5) is less di usive than limiter 4.
Case 2: 1-D inviscid Burgers equation
To further investigate the performance of these limiters on a model problem with no viscosity, we tested them using the following inviscid nonlinear Burgers equation: With the following initial condition (on the whole real line) [61] :
The solution develops into a shock and an expansion fan (for details of the solution, see Reference [61] ), analytically given by (for t 6 4, i.e. before the expansion fan meets the shock)
As expected, the ÿrst-order accurate scheme is di usive. The solutions obtained by using limiter 2 (unconstrained van Leer scheme) and limiter 3 (simple positive deÿnite scheme), both over shoot, indicating that there is a lack of (implicit) viscosity. Though the solution obtained by using limiter 4 (monotonicity preserving scheme) does not su er from such problems, it is di usive, when compared to the computed solutions using limiters 5; 6 (constrained van Leer and global min=max slope limited schemes, respectively) and the PPM scheme.
Following arguments in Section 2 of Reference [15] , limiter 3 (positive deÿnite scheme) does not provide satisfactory solutions to 2-D tracer advection equation. Also it requires speciÿcation of the minimum values of the solution a priori, the same being the case with the global min=max scheme (limiter 6) which requires speciÿcation of both minimum and maximum values of the solution a priori, which is not accurately possible for complex higher dimensional ows. Limiter 5 (constrained van Leer scheme) has been shown to be better than limiter 4 (monotonicity preserving scheme) in Reference [14] due to the fact than limiter 5 provides less implicit di usion than limiter 4. Therefore limiter 1 (ÿrst-order scheme), limiter 2 (unconstrained van Leer scheme), limiter 5 (constrained van Leer scheme) and PPM advection schemes are of interest to global NWP modelers, such as in Reference [17] (also see the documentation of the Community Atmosphere Model 3.0 [62] ) hence we will restrict our 2-D study to only these schemes.
Case 3: 2-D global SW equations
The development of a numerical solver for the global spherical SW equations is usually a ÿrst step towards the development of a NWP model. A suite of several test cases that have been widely used to compare di erent algorithmic formulations and numerical schemes for the SW equations was suggested by Williamson et al. [57] . Therefore, results obtained from these tests could be used as a guide towards developing more complex models in higher dimensions. The test case number 6, is the Rossby-Haurwitz wave (wavenumber 4), ÿrst proposed by Phillips [63] . Although analytical solutions for this case in the global SW equations context are not known, it is a very popular test case in the NWP modelling community for a number of reasons. Haurwitz [64] showed that the Rossby-Haurwitz waves are analytic solutions of the nonlinear barotropic vorticity equation on the sphere. They are characterized by a pattern which moves from west to east without any change in shape.
Figures 3-10 provide results obtained by integration of the ÿnite volume SW equations model of Reference [18] using the di erent advection schemes for 14 and 30 days, respectively (the initial condition was speciÿed to be a Rossby-Haurwitz wave). The resolution of the model is the same as in Reference [18] , 128 grid cells along the longitude and 64 along the latitude, and a time step of 600 s. The DAY-14 solution in the case of constrained van Leer and PPM schemes is similar, whereas the DAY-30 solution obtained by using the constrained van Leer is more di used than that of the PPM scheme. The ÿrst-order advection scheme is extremely dissipative, as evident from Figures 3 and 4 . Therefore, for 2-D DA experiments we will not be using the ÿrst-order advection scheme. The unconstrained van Leer scheme is certainly less dissipative than the ÿrst-order scheme, but more di usive when compared to the constrained van Leer and PPM schemes.
DERIVATION AND VERIFICATION OF THE ADJOINT AND TANGENT LINEAR MODELS
This section details the derivation of the development of the adjoint method, aimed at obtaining the gradient of the cost functional with respect to the control parameters e ciently, closely following [65] .
The following form of the cost functional is considered: where t ∈ [t 0 ; t n ] is the (data) assimilation time window comprised of n time steps, W (t k ) is a diagonal weighting matrix, x(t k ) is the evolving state vector and x obs (t k ) is another (evolving) vector, which is made up of the observations that are distributed in both space and time.
The above convex cost functional is minimized (subject to the evolution of the state vector by the nonlinear model as a strong constraint) using a robust unconstrained minimization method described in Section 5. The directional derivative of the above cost functional, in the direction of x is given by (∇ x J) T x. From Equation (23)
where x(t k ) is the perturbation of the state vector obtained from the perturbation of the model parameters, x. Using the above two equations
The evolution of the state vector using the nonlinear model can be symbolically written as
Linearizing the model about the current model solution, we obtain the equation for the evolution of perturbations
Let L(t) represent the Jacobian, @F(x(t k ))=@x, then we can rewrite the above equation as
where M k represents the application of all the linear operators to obtain x(t k ). Using Equations (25) and (27) the gradient of the cost functional with respect to the control parameters, x is given by
Using W (t k ) (x(t k ) − x obs (t k )) as the (initial) values of the adjoint variables x * (t k ) at time t k , the adjoint equations
are integrated backwards in time to obtain the values of the adjoint variables at initial time, t 0 . Therefore,
Now we will brie y describe the method of programming the adjoint model, in other words, Equations (27) and (29) and implementation of (30).
Coding the adjoint model
We follow the approach of ÿrst discretize and then di erentiate (see References [28, 32] . Hence the adjoint model is the transpose of the TLM. This relationship is used to write the adjoint model code, using the TLM code (see References [30, 66] for details), and to verify the same for the transposition property (all our subroutines satisfactorily passed this test). We have used TAMC [67] [68] [69] (an automatic di erentiation software) to help us derive the TLM and adjoint model codes; however, we would like to emphasize that su cient caution must be taken while di erentiating functions such as the ABS (absolute value function), SIGN (signum function), DIM (dimension function), MIN and MAX (minimum and maximum functions, respectively), these functions frequently arise due to the nature of the formulation of the various slope limiters, such as limiters 3; 5 and 6 (Section 2.1). In Appendix A, we provide a segment of our FORTRAN code which illustrates the di erentiation of the MIN function.
The adjoint model is integrated backwards in time to obtain the gradient of the cost functional, ∇ x J in the following sequence of three steps:
1. Integrate the adjoint model backwards in time, from time step t k to t 0 with zero ÿnal conditions for the adjoint variables x * . 2. The forcing term W (t k ) (x(t k ) − x obs (t k )) is added to the value of adjoint variables whenever time t k (k = 1; 2; : : : ; n) is reached. 3. Finally, at t 0 the value of adjoint variables equals the gradient of the cost functional with respect to the control variables.
Using the Taylor series expansion of the cost functional, to ÿrst-order
where Á is a scalar and the gradient, ∇J = ∇ x J, is obtained by using the adjoint model. We can rewrite the above equation as in Reference [32] (
Therefore, the gradient provided by the adjoint model is assumed to be accurate up to machine accuracy if lim Á→0 (Á) = 1:0 The truncation errors dominate for Á¿10 −3 , whereas for Á near machine precision, roundo errors accumulate. Tables II and III provide values of (Á) versus Á obtained for the adjoint model using various limiters and the PPM advection scheme case for the 1-D Burgers and 2-D global SW equations models, respectively. See Reference [70] for details of the adjoint model for the SW equations model used.
MINIMIZATION
We used an unconstrained limited memory quasi-Newton (L-BFGS) minimization algorithm [71, 72] (available for download at www.netlib.org=opt=lbfgs um.shar) for minimization of the cost functional J = J(x k ), where x k is the n component (control) vector at the kth iteration. g k = g(x k ) = ∇J k is the gradient vector of size n, and H k = ∇ 2 J k is the n × n symmetric Hessian matrix of the second partial derivatives of J with respect to the control vector. The new iterate is given by where p k is the descent direction (for instance, p k = − g k for the steepest descent method and
k g k for the quasi-Newton methods), and k is the step length. Iterations are terminated when (using the L 2 norm)
Here we speciÿed EPS = 10 −5 as our termination criteria. Given a sequence of two successive iterates, x k+1 and x k , g k = ∇J k and g k+1 = ∇J k+1 . Then g k+1 − g k = H k p k which can be rewritten as q k = H k p k . If the Hessian is constant, then q k = H p k , and we can write the following quasi-Newton condition for 0 6 i 6 k: In general, the evaluation of the Hessian matrix is impractical and costly. Quasi-Newton methods use an approximation of the inverse Hessian matrix. We start with an identity matrix and then iteratively, a better approximation to the inverse Hessian matrix is built up, in such a way that H k preserves positive deÿniteness and symmetry.
The Broyden-Fletcher-Goldfarb-Shanno (BFGS) update formula for the B k+1 (i.e. H −1 k+1 ) is given by
this is a symmetric rank two update, constructed using the vectors p k and B k q k . Thus each minimization iteration proceeds by ÿrst checking for termination criteria, ÿnding the direction of descent: p k (using the approximation to the inverse Hessian matrix), ÿnd an optimal step length ( k ) in the direction of p k , and ÿnally using Equation (33) ÿnd the next x k+1 . The limited memory version, L-BFGS is an adaptation of the BFGS algorithm to large problems, achieved by changing the above Hessian update formula, see for details References [71] [72] [73] [74] [75] for applications.
DATA ASSIMILATION EXPERIMENTS
This section describes results obtained using the adjoint model described in the previous section in order to conduct data assimilation for retrieval of optimal initial conditions which serve as control variables. Following work of VukiÃ ceviÃ c et al. [24] , we have consistently used the same advection scheme both in the nonlinear forward and adjoint models. Our goal is to minimize the cost functional given in Equation (23), namely
with respect to the initial state x(t 0 ) ≡ (x; 0) as the control parameter and we have prescribed W (t k ) ≡ I , i.e. the identity matrix for the 1-D Burgers equation case. In the global 2-D SW equations model case, the control vector is given by x(t 0 ) = (h; u; v) at the initial time and W (t k ) was prescribed to be equal to a block diagonal matrix with [10 −4 I; I; I ] as the diagonal entries.
The framework of identical twin experiment has been used in this study, which has been frequently used to compare di erent methods in developmental stages. In twin experiments, observations are not obtained from reality, but are generated by using a version of the model which is slightly di erent to the model used in DA. Twin experiments provide a good diagnostic tool for determining the quality of the method, since the errors are controlled; thus those methods that perform well in twin experiments are often considered as candidates for conducting DA using real observations.
In our 1-D twin experiments, we used the initial condition given in (19) , run the forward model up-to time step t k to obtain the observations, x obs (t k ) and in the 2-D case, the Rossby wave has been used as the initial condition. The initial condition is then randomly perturbed
where has been assigned a value of 0:01 and RAND is a pseudo random number, such that RAND ∈ [−0:5; 0:5]. The above perturbed initial condition is used as a ÿrst guess to minimize the cost functional, J, and to integrate the nonlinear model to t k , which yields x(t k ). Thus the goal is to recover the unperturbed initial condition, x (now onwards denoted by x recovered ), which is close to x(t 0 ) at the conclusion of the minimization process. An assimilation time window of [0; 2:0] seconds has been used in the 1-D case and in the 2-D case, the length of the assimilation window was taken to be 6 h. The same discretization, in space and time, which was used in Section 3 to test and compare the di erent schemes for the smooth test cases, is used here as well. Figures 11-14 show the variation of the cost functional, J, and gradient norm (in L 2 norm) versus the number of iterations and in Table IV , except for the PPM scheme, which took 65 iterations indicates that the approximation to the Hessian matrix that is constructed by the L-BFGS minimization algorithm does not di er from one advection scheme to the other (the spectrum of the eigenvalues of the Hessian matrix in uences the minimization process [73] ). In the 2-D case, limiter 2: 577, limiter 5: 589 and PPM scheme took 575 minimization iterations to achieve the prescribed convergence criteria. It is to be noted that though the PPM scheme is well known to be a very accurate scheme (third-order accurate), it requires more CPU time when compared to that required by other schemes (both in forward and adjoint modes, since the adjoint model performs forward computations as well, this problem becomes compounded). We would like to mention that limiter 3 (simple positive deÿnite scheme), the local and global min=max (limiters 5 and 6, respectively) slope limited and PPM schemes all have switches, in other words, involve computation of min and (or) max of certain variables to evaluate the slope limiter (see Equations (7), (9) and (11)). Programming these switches in the adjoint model proves to be a very tedious and time consuming task. The quality of the optimal initial conditions has often been compared by using them to forecast for a time period longer than the time window of DA. A comparison of such a forecast using x pert and x recovered to (T = 2:2 s in 1-D case and T = 7 h in the 2-D case) is provided in Tables IV and V, respectively. The forecast errors are reduced for all the schemes, in both 1-D and 2-D, when the x recovered is used as the optimal initial condition. As evident, in the 1-D case, though the ÿrst-order scheme (limiter 1) yields the closest x recovered (to x(t 0 )), the forecast obtained by using the x recovered is inferior to that obtained by using other limiters. Limiters 3 and 5 show the least errors in recovering the initial conditions and forecasting. In the 2-D case, the PPM scheme provides the best recovery of the optimal initial conditions and least forecasting errors as well, when compared to limiters 2 and 5.
SUMMARY AND CONCLUSIONS
We have studied the impact of various high resolution TVD, FV (which use MUSCL slope limiters and PPM) schemes on data assimilation for two nonlinear model problems, namely will focus on further investigation of validity of the above ÿndings for a higher dimensional system with real observations. Another aspect of interest we aim to address is to compare how the error covariance matrices are propagated by these various limiters in the context of sequential variational DA, in particular, in an ensemble Kalman ÿltering framework. Of interest to the computational uid dynamics community is the issue of uid ow control, where the numerical model used for solving the governing equations are solved by FV methods, using various slope limiters and, or the PPM scheme. It should be noted that in order to compute the adjoint variables in the backward direction, we require forward states to be available (as evident from the above piece of adjoint code) in memory or recompute them, see research on checkpointing [76, 77] for discussion on the trade-o between storing in memory and recomputation.
