Statistical regularities of the information flows in contemporary communication, computational and other information systems are characterized be the presence of the so-called "heavy tails". The outlying observations make the traditional moment-type location estimators inaccurate. In this case the robust median-type location estimators are preferable. On the other hand, the random character of the intensity of the flow of informative events results in that the available sample size (traditionally this is the number of observations registered within a certain time interval) is random. The randomness of the sample size crucially changes the asymptotic properties of the estimators. In the paper, asymptotic expansions are obtained for the distribution function of the sample median constructed from a sample with random size. A general theorem on the asymptotic expansion is proved for this case. The cases of the Laplace, Student and Cauchy distributions are considered. Special attention is paid to the situations in which the heavy-tailed distributions (Cauchy, Laplace) are inherent in both the original sample and the asymptotic regularities of the sample median (Student, Laplace) due to the randomness of the sample size. This approach can be successfully used for big data mining and analysis of information flows in highperformance computing.
INTRODUCTION
Statistical regularities of the information flows in contemporary communication, computational and other information systems are characterized be the presence of the so-called "heavy tails". The outlying observations make the traditional moment-type location estimators inaccurate. As is known, in this case the robust median-type estimators are preferable. On the other hand, the random character of the intensity of the flow of informative events results in that the available sample size (traditionally this is the number of observations registered within a certain time interval) is random. The randomness of the sample size crucially changes the asymptotic properties of the estimators, see, e. g., [12] , [3] .
In the paper, asymptotic expansions (a. e.) are obtained for the distribution function (d. f.) of the sample median constructed from a sample with random size. The cases of the Laplace, Student and Cauchy distributions are considered. These results are further development of the research presented in [6] , [1] , [12] , [15] , [16] , [7] , [8] , [4] , [5] .
Special attention is paid to the situations in which the heavy-tailed distributions (Cauchy, Laplace) are inherent in both the original sample and the asymptotic regularities of the sample median (Student, Laplace) due to the randomness of the sample size.
We use the following notation: R and N are the sets of real and natural numbers, respectively, Φ(x) and ϕ(x) are the d. f. of the standard normal law and its density.
Let X 1 , X 2 , . . . , X n be independent identically distributed random variables with the common d. f. F (x − θ) and probability density p(x − θ), where θ is the unknown location parameter to be estimated from the sample X 1 , X 2 , . . . , X n . By X (1) X (2) . . . X (n) we denote the order statistics constructed from the original observations X 1 , X 2 , . . . , X n . Let M n be the sample median (see, e. g., [10] , [18] , [9] ), that is,
The first-order asymptotic properties of the sample median M n are well known (see, e. g., the book [18] , Theorem 5.3.2 on p. 313, or the book [17] , p. 81). Namely, if F (0) = 1 2 and p(0) > 0, then, as n → ∞,
The second-order asymptotic properties of the sample median were considered in [9] . Recall the main results of that paper. For this purpose, first, formulate the regularity conditions imposed in [9] on the density p(x). Condition 1.1. The density p(x) is symmetric around zero, i. e., p(−x) = p(x), x ∈ R, and p(0) > 0. Condition 1.2. The density p(x) has three continuous bounded derivatives in some neighborhood of zero of the form (0, δ), δ > 0. Condition 1.3. There exist constants C > 0 and α > 0 such that the d. f. F (x) satisfies the inequality
For example, note that these regularity conditions are satisfied by the Cauchy distribution with the density 4) and the Laplace distribution with the density
For the Laplace distribution the sample median M n coincides with the ma[imum likelihood estimator of the parameter θ (see, e. g., [9] ).
In what follows we will use the notation
where [ · ] denotes the integer part of a number. Theorem 1.1 [9] . 1. Let the density p(x) satisfy the regularity conditions 1.1 and 1.2. Then
uniformly in x ∈ R 2. If the regularity conditions 1.1-1.3 hold, then
Corollary 1.1. 1. For the Laplace distribution (1.5) we have
2. For the Cauchy distribution (1.4) we have
It is easy to see that
Hence, the assertions of Theorem 1.1 and Corollary 1.1 can be rewritten as
For the Laplace distribution (1.5) we obtain the asymptotic relations
whereas for the Cauchy distribution (1.4) we have
ASYMPTOTIC EXPANSIONS FOR THE DISTRIBUTION FUNCTION OF THE SAMPLE MEDIAN CONSTRUCTED FROM A SAMPLE WITH RANDOM SIZE
In classical problems of mathematical statistics, the size of the available sample, i. e., the number of available observations, is traditionally assumed to be deterministic. In the asymptotic settings it plays the role of infinitely increasing known parameter. At the same time, in practice very often the data to be analyzed is collected or registered during a certain period of time and the flow of informative events each of which brings a next observation forms a random point process. Therefore, the number of available observations is unknown till the end of the process of their registration and also must be treated as a (random) observation. For example, this is so in high-frequency financial statistics where the number of events in a limit order book during a time unit essentially depends on the intensity of order flows [15] . In these cases the number of available observations as well as the observations themselves are unknown beforehand and should be treated as random to avoid underestimation of risks or error probabilities.
Therefore it is quite reasonable to study the asymptotic behavior of general statistics constructed from samples with random sizes for the purpose of construction of suitable and reasonable asymptotic approximations. As this is so, an appropriate non-random centering and normalization of the statistics under consideration must be used to obtain reasonable approximation to the distribution of the basic statistics. Otherwise the approximate distribution becomes random itself and, for example, the problem of evaluation of quantiles or significance levels becomes senseless.
In asymptotic settings, statistics constructed from samples with random sizes are special cases of random sequences with random indices. The randomness of indices usually leads to that the limit distributions for the corresponding random sequences are heavy-tailed even in the situations where the distributions of non-randomly indexed random sequences are asymptotically normal see, e. g., [2] , [3] , [13] . For example, if a statistic which is asymptotically normal in the traditional sense, is constructed on the basis of a sample with random size having negative binomial distribution, then instead of the expected normal law, the Student distribution with power-type decreasing heavy tails appears as an asymptotic law for this statistic.
As regards sample median constructed from a sample with random size, in [12] it was shown that, if the sample size has the geometric distribution, then, instead of the normal law expected in the classical situation (see Theorem 1.1), the actual asymptotic distribution of the sample median is the Student law with two degrees of freedom defined by the d. f.
This distribution has so heavy tails that the moments of orders δ 2 do not exist. Consider a problem setting that is traditional for mathematical statistics. Let random variables N 1 , N 2 , . . . , X 1 , X 2 , . . . , be defined on one and the same probability space (Ω, A, P). Assume that for each n 1 the random variable N n takes only natural values and is independent of the sequence X 1 , X 2 , . . . of independent identically distributed random variables. Let T n = T n (X 1 , . . . , X n ) be a statistic, that is, a measurable function of X 1 , . . . , X n . For every n 1 define the random variable T Nn as
for each ω ∈ Ω. The random variable T Nn so defined is referred to as a statistic constructed from the sample with random size N n . As this is so, n ∈ N is the "infinitely large" parameter required to make the asymptotic settings reasonable. For better understanding, n may be treated as the "mean" or "expected" or "most probable" value of N n .
The following condition determines the a. e. for the d. f. of the normalized random sample size N n .
Condition 2.2. There exist constants m ∈ N, β > m/2, C 2 > 0, a function 0 < g(n) ↑ ∞ (n → ∞), a d. f. H(x), H(0+) = 0, and functions h i (x), i = 1, ..., m with bounded variation such that
In [7] the following statement was proved. Theorem 2.1. Let the statistic T n = T n (X 1 , ..., X n ) and the random sample size N n satisfy Conditions 2.1 and 2.2, respectively. Then there exists a constant C 3 > 0 such that
where
(yg(n)) j/2 dy and the a. e. G n (x) is defined by the formula
With the account of Theorem 1.1 it is easy to see that the sample median M n satisfies Condition 2.1 with
In the same way as Lemma 5.1 was proved in [7] , it can be shown that there exists a constant D > 0 such that
In [8] a similar theorem was obtained for a non-normalized statistic under the following regularity condition: Condition 2.3. There exist constants l ∈ N, α > l/2, C 1 > 0, a differentiable d. f. G(x) and bounded differentiable functions g i (x), i = 1, . . . , l such that 
where the function G n (x) has the form G n (x) =
THE STUDENT ASYMPTOTIC DISTRIBUTION
In [3] it was shown that if the random sample size N n has the negative binomial distribution with parameters p = 1/n and r > 0, that is,
, k ∈ N (3.1) (with r = 1 this is the geometric distribution), then for an asymptotically normal statistic T n we have
(see [3] , Corollary 2.1), where S f (x) is the d. f. of the Student law with the parameter f = 2r corresponding to the density
Γ( · ) is Euler's gamma-function, and f > 0 is the shape parameter (if f is natural-valued, then it is referred as "the number of degrees of freedom"). In general, this parameter can be arbitrarily small corresponding to the case of heavy tails. If f = 2, that is r = 1, then the d. f. S 2 (x) can be expressed explicitly (see the preceding section). With r = 1/2 we have the Cauchy distribution. In the book [4] (see formula (6.112) there on p. 233) the following convergence rate estimate was obtained:
where H r (x) is the gamma-distribution function with parameter r > 0,
Furthermore, EN n = r(n − 1) + 1.
Thus, from (3.2) -(3.4) it follows that the random sample size N n satisfies Condition 2.2 with
r, r ∈ (0, 1).
Using the equality
it is easy to verify that for r > 0, r = 1, n ∈ N
For r = 1 we have
So, with the account of Theorem 2.1 we have
Hence, we obtain the following statement. Theorem 3.1. Let Conditions 1.1 and 1.2 hold and for some r > 1 2 the random variable N n has the negative binomial distribution (3.1). Then, as n → ∞, we have
, r = 1, where the function S 2r (x) was defined in (3.9) and m = [(r(n − 1) + 1)/2]. Corollary 3.1. Let Conditions 1.1 and 1.2 hold and for some r > 1 2 the random variable N n has the negative binomial distribution (3.1). 1. In the case of Laplace distribution (1.5) for the d. f. of the sample median M n we have the a. e. of the form
, r = 1, where the function S 2r (x) was defined in (3.9). 2. In the case of Cauchy distribution (1.4) we have the a. e.
Now define the normalized sample median as
(3.11) With the account of the formula 12) and Theorem 2.2 we obtain the following statement.
Theorem 3.2. Let Conditions 1.1 and 1.2 hold and for some r > 1 2 the random variable N n has the negative binomial distribution (3.1). Then, as n → ∞, for the d. f. of the sample median we have the a. e.
n has the negative binomial distribution (3.1). 1. In the case of Laplace distribution (1.5) we have the following a. e. for the d. f. of the normalized sample mediañ M n : sup
In the case of Cauchy distribution (1.4) we have the following a. e. for the d. f. of the normalized sample mediañ M n : 
In [5] the following example was presented of a sequence of random variables N n (s) depending on the parameter s ∈ N. Let Y 1 , Y 2 , ... be independent identically distributed random variables with the continuous d. f. For s ∈ N define the random variable
It is well known that the random variables so defined have the so-called discrete Pareto distribution
(see, e. g., [21] or [20] ). Now let N (1) (s), N (2) (s), ... be independent identically distributed random variables with distribution (4.1). Define the random variable
Then, as it was shown in [5] ,
and for an asymptotically normal statistic T n we have the relation
where Λ 1/s (x) is the Laplace d. f. with θ = 1/s.
In [19] the following estimate of the rate of convergence in (4.2) was obtained: there exists a constant C s ∈ (0, ∞) such that
(4.3) So, from (4.3) it follows that the random variable N n (s) satisfies Condition 2.2 with
n (s) in more detail. From the definition of N n (s) and (4.1) we obtain
To calculate the last integral use the relation
, a, b, s, n > 0, see [11] , formula 856.12. We obtain
So, with the account of Theorem 1.1 and the formulas
6) we directly obtain the following theorem.
Theorem 4.1. Let Conditions 1.1 and 1.2 hold. Assume that for some s ∈ N the random variable N n (s) has the distribution
(4.7)
Then, as n → ∞, for the d. f. of the sample median M Nn(s) we have the a. e.
uniformly in x ∈ R, where the functions Λ 1/s (x) and l s (x) were defined in (4.5) and (4.6), respectively. Corollary 4.1. Let Conditions 1.1 and 1.2 hold. Assume that for some s ∈ N the random variable N n (s) has the distribution (4.7). 1. As n → ∞, for Laplace distribution (1.5) we have
where the functions Λ 1/s (x) and l s (x) were defined in (4.5) and (4.6), respectively. 2. As n → ∞, for Cauchy distribution (1.4) we have
For the normalized sample medianM n (see (3.11)), using the formula
we obtain the following theorem. Theorem 4.2. Let Conditions 1.1 and 1.2 hold. Assume that for some s ∈ N the random variable N n (s) has the distribution (4.7). Then, as n → ∞, for the d. f. of the normalized sample medianM Nn(s) we have the a. e. 
CONCLUSION
In the paper a general transfer theorem was presented for the asymptotic expansions of the distribution of the sample median constructed from a sample with random size. This theorem gives an algorithm for the construction of these asymptotic expansions from the given asymptotic expansion for the distribution of the sample median in a sample with a non-random size and the given asymptotic expansion for the distribution of the random sample size. The bounds for the corresponding residuals were also presented in terms of O-and o-symbols. As examples of the application of the general theorem, two special cases were considered where the asymptotic distributions of the sample median in a sample with random size are normal scale mixtures such as the Laplace and Student laws. Moreover, the examples related to samples from the Cauchy, Laplace and Student laws were considered as well. This approach can be successfully used for big data mining and analysis of information flows in high-performance computing.
