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Abstract In this paper, a new vector exponential penalty function method for non-
differentiable multiobjective programming problems with inequality constraints is
introduced. First, the case when a sequence of vector penalized optimization problems
with vector exponential penalty function constructed for the original multiobjective
programmingproblem is considered, and the convergenceof thismethod is established.
Further, the exactness property of a vector exact penalty functionmethod is defined and
analyzed in the context of the introduced vector exponential penalty function method.
Conditions are given guaranteeing the equivalence of the sets of (weak) Pareto solu-
tions of the considered nondifferentiable multiobjective programming problem and
the associated vector penalized optimization problem with the vector exact expo-
nential penalty function. This equivalence is established for nondifferentiable vector
optimization problems with inequality constraints in which involving functions are
r -invex.
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The field of multiobjective programming, also known as vector programming, has
attracted a lot of attention since many real-world problems in decision theory, eco-
nomics, engineering problems, game theory, management sciences, physics, optimal
control can be modeled as nonlinear vector optimization problems. Therefore, many
approaches were developed in the literature to address these problems. The properties
of the objective function and the constraints determine the applicable technique. Con-
siderable attention has been given recently to devising new methods which solve the
givenmultiobjective programming problem bymeans of some associated optimization
problem (see, for example, [1–3]).
Exact penalty function methods are important analytic and algorithmic techniques
in nonlinear mathematical programming for solving a nonlinear constrained scalar
optimization problem. Exact penalty function methods transform the considered opti-
mization problem into a single unconstrained optimization problem or into a finite
sequence of unconstrained optimization problems, avoiding thus the infinite sequen-
tial process of the classical penalty function methods. Nondifferentiable exact penalty
functions were introduced by Zangwill [4] and Pietrzykowski [5]. Much of the lit-
erature on nondifferentiable exact penalty functions is devoted to the study of scalar
convex optimization problems (see, for example, [6–16], and others). However, some
results on exact penalty functions used for solving various classes of nonconvex
optimization problems have been proved in the literature recently (see, for example,
[17,18]). Namely, in [17], Antczak introduced a new approach for solving nonconvex
differentiable optimization problems involving r -invex functions. He defined a new
exact absolute value penalty function method, called the exact exponential penalty
function method, for solving nonconvex constrained scalar optimization problems.
Further, under r -invexity hypotheses, Antczak established the equivalence between
the sets of optimal solutions in the original scalar optimization problem with both
inequality and equality constraints and its associated penalized optimization problem
with the exact exponential penalty function. Furthermore, in [17], a lower bound on
the penalty parameter was provided such that this result is satisfied if the penalty
parameter is larger than this value.
In [19], Antczak defined a new vector exact l1 penalty function method and used
it for solving nondifferentiable convex multiobjective programming problems. He
gave conditions guaranteeing the equivalence of the sets of (weak) Pareto solutions
of the considered convex nondifferentiable multiobjective programming problem and
its associated vector penalized optimization problem with the vector exact l1 penalty
function.
An exponential penalty function method was proposed by Murphy [20] for solving
nonlinear differentiable scalar optimization problems. Exponential penalty function
methods have been used widely in optimization theory by several authors for solving
optimization problems of various types (see, for example, [21–29], and others).
The aim of this paper is to show that unconstrained global optimization methods
can be used also for solving nondifferentiable constrained multiobjective programing
problems, by resorting to an exact penalty approach. Namely, we extend the exact
exponential penalty function method introduced by Antczak [17] to the vectorial case.
123
Vector Exponential Penalty Function Method for…
Hence, we introduce a new vector exponential penalty function method, and we use it
for solving a class of nondifferentiable multiobjective programming problems involv-
ing r -invex functions (with respect to the same function η). This method is based on
such a construction of an exact absolute value penalty function, which is minimized in
the exponential penalized optimization problem constructed in this method. It is the
sum of a certain “merit” function (which reflects the objective function of the origi-
nal problem) and a penalty term which reflects the constraint set. The merit function
is chosen as the composition of the exponential function and the original objective
function, while the penalty term is obtained by multiplying a suitable function, which
represents the constraints (in this case, it is also the sum of the composition of an
exponential function and the suitable function, which represents the constraint) by a
positive parameter c, called the penalty parameter.
This work is organized as follows. In Sect. 2, some preliminary results are given that
are useful in proving the main results in the paper. In Sect. 3, a new vector exponential
penalty function method is introduced, and its algorithmic aspect is presented. The
convergence of the sequence of weak Pareto solutions of vector subproblems gener-
ated in the describedmethod is established. In Sect. 4, the exactness of the penalization
is extended to the case of an exact vector penalty function method. Then the results
for vector exterior exponential penalty function algorithm are reviewed, and the rela-
tionship between the weak Pareto solution in the original multiobjective programming
problem and weak Pareto optimal solutions in the associated penalized optimization
subproblems is commented. Thus, the exactness property is defined for the introduced
vector exponential penalty function method. Namely, we prove that there exists a
finite lower bound of the penalty parameter c such that, for every penalty parameter c
exceeding this threshold, a (weak) Pareto solution in the considered nonconvex non-
differentiable multiobjective programming problem coincides with an unconstrained
(weak) Pareto solution in its associated vector penalized optimization problem with
the vector exact exponential penalty function. Also under nondifferentiable r -invexity,
the converse result is established for sufficiently large penalty parameter exceeding
the finite threshold. Hence, the equivalence between the nonconvex nondifferentiable
multiobjective programming problems is established for sufficiently large penalty
parameters under the assumption that all functions constituting the considered non-
smooth multiobjective programming problem are r -invex (with respect to the same
function η). The results established in the paper are illustrated by suitable examples of
nonconvex nondifferentiable vector optimization problems which we solve by using
the vector exact exponential penalty function method defined in this paper. Finally,
in Sect. 5, we discuss the consequences of the extension of the exact exponential
penalty function method defined by Antczak [17] for scalar optimization problems to
the vectorial case and its significance for vector optimization.
2 Preliminaries




For any x = (x1, x2, . . . , xn)T , y = (y1, y2, . . . , yn)T , we define
(i) x = y if and only if xi = yi for all i = 1, 2, . . . , n;
(ii) x < y if and only if xi < yi for all i = 1, 2, . . . , n;
(iii) x  y if and only if xi  yi for all i = 1, 2, . . . , n;
(iv) x ≤ y if and only if x  y and x = y.
Definition 1 A function f : Rn → R is locally Lipschitz at a point x ∈ Rn if there
exist scalars Kx > 0 and ε > 0 such that, the following inequality
| f (y) − f (z)|  Kx ‖y − z‖
holds for all y, z ∈ x + εB, where B signifies the open unit ball in Rn , so that x + εB
is the open ball of radius ε about x .
Definition 2 [30] The Clarke generalized directional derivative of a locally Lipschitz
function f : X → R at x ∈ X in the direction v ∈ Rn , denoted f 0 (x; v), is given by
f 0(x; v) = lim sup
y→x
λ↓0
f (y + λv) − f (y)
λ
.
Definition 3 [30] The Clarke generalized subgradient of a locally Lipschitz function
f : X → R at x ∈ X , denoted ∂ f (x), is defined as follows:
∂ f (x) =
{
ξ ∈ Rn : f 0(x; d)  〈ξ, d〉 for all d ∈ Rn
}
.
Lemma 4 [30] Let f : X → R be a locally Lipschitz function on a nonempty open
set X ⊂ Rn, u be an arbitrary point of X and λ ∈ R. Then
∂ (λ f ) (u) = λ∂ f (u) .
Proposition 5 [30] Let fi : X → R, i = 1, . . . , k, be locally Lipschitz functions on










∂ fi (u) .
Equality holds in the above relation if all but at most one of the functions fi is
strictly differentiable at u.










λi∂ fi (u) ,
and equality holds if all but at most one of the functions fi is strictly differentiable at
u.
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Theorem 7 [30] Let the function f : Rn → R be locally Lipschitz at a point x ∈ Rn
and attain its (local) minimum at x. Then
0 ∈ ∂ f (x) .
Proposition 8 [30] Let the functions fi : Rn → R, i ∈ I = {1, . . . , k} , be locally
Lipschitz at a point x ∈ Rn. Then the function f : Rn → R defined by f (x) :=
max
i=1,..,k fi (x) is also locally Lipschitz at x. In addition,
∂ f (x) ⊂ conv {∂ fi (x) : i ∈ I (x)} ,
where I (x) := {i ∈ I : f (x) = fi (x)}.
Now, for the reader’s convenience, we give the definition of a nondifferentiable
vector-valued (strictly) r -invex function (see [31] for a scalar case and [32] in the
vectorial case).
Definition 9 Let X be a nonempty subset of Rn and f : Rn → Rk be a vector-valued
function such that each its component is locally Lipschitz at a given point x ∈ X . If




r fi (x)  1r er fi (x) [1 + r 〈ξi , η (x, x)〉] , if r = 0
fi (x) − fi (x)  〈ξi , η (x, x)〉 , if r = 0 (1)
hold for each ξi ∈ ∂ fi (x) and all x ∈ X , then f is said to be a nondifferentiable
r -invex vector-valued function at x on X (with respect to η). If inequalities (1) are
satisfied at any point x ∈ X , then f is said to be a nondifferentiable r -invex function
on X (with respect to η).
Each function fi , i = 1, . . . , k, satisfying (1), is said to be locally Lipschitz r -invex
at x on X (with respect to η ).
Definition 10 Let X be a nonempty subset of Rn and f : Rn → Rk be a vector-valued
function such that each its component is locally Lipschitz at a given point x ∈ X . If




r fi (x) > 1r e
r fi (x) [1 + r 〈ξi , η (x, x)〉] , if r = 0
fi (x) − fi (x) > 〈ξi , η (x, x)〉 , if r = 0 (2)
hold for each ξi ∈ ∂ fi (x) and all x ∈ X, x = x , then f is said a nondifferentiable
vector-valued strictly r -invex function at x on X (with respect to η). If inequalities
(2) are satisfied at any point x ∈ X , then f is said to be a nondifferentiable strictly
r -invex function on X (with respect to η).
Remark 11 In order to define an analogous class of vector-valued r -incave functions




Remark 12 Note that in the case when r = 0, the definition of a (strictly) r -invex
vector-valued function reduces to the definition of nondifferentiable (strictly) invex
vector-valued function (see, for example, [33,34]).
Remark 13 For more details on the properties of nondifferentiable r -invex functions,
we refer, for example, to see Antczak [31] for a scalar case and Antczak [32] in the
vectorial case.
Now, we prove the useful result which we will use in proving the main result in the
paper.
Theorem 14 Let x ∈ X ⊂ Rn and q : X → R be a locally Lipschitz r-invex function















is a locally Lipschitz invex
function at x ∈ X on X with respect to the same function η.
Proof We consider the following cases:

















= ∂ ( 1r
(
erq(x) − 1)). By assumption, q is a locally Lip-
schitz r -invex function at x ∈ X on X with respect to η : X × X → R. Therefore,








and all x ∈ X , we have
〈
ζ+, η (x, x)
〉


















(2) q (x) < 0.























x ∈ X , we have




















(3) q (x) = 0.





















By assumption, q is a locally Lipschitz r -invex function at x ∈ X on X with
respect to the function η. Therefore, by definition, for any ζ ∈ ∂q+(x) and all
x ∈ X , we have
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Hence, by (6) and (7), the following relations

































































ζ+, η (x, x)
〉
(9)






a nondifferentiable invex function at x ∈ X on X with respect to η.
unionsq
In general, the unconstrained nonsmooth vectorial optimization problem is repre-
sented as follows:
f (x) := ( f1(x), . . . , fk(x)) → V − min
subject to x ∈ X, (VP)
where the objective functions fi : X → R, i ∈ I = {1, . . . , k}, are locally Lipschitz
on X , where X is a nonempty open subset of Rn .
In general, the concept of an optimal solution defined in scalar optimization prob-
lems does not work in multiobjective programming problems. For such multicriterion
optimization problems, an optimal solution is defined in terms of a (weak) Pareto
solution [(weakly) efficient solution] in the following sense:
Definition 15 A feasible point x is said to be a Pareto solution (efficient solution) for
a vector optimization problem if and only if there exists no other feasible solution x
such that
f (x) ≤ f (x).
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Definition 16 A feasible point x is said to be a weak Pareto solution (weakly efficient
solution, weak minimum) for a vector optimization problem if and only if there exists
no other feasible solution x such that
f (x) < f (x).
It is easy to verify that every Pareto solution is a weak Pareto solution.
The following result gives the necessary optimality condition for the unconstrained
vectorial optimization problem (UVP) (see [35]).
Theorem 17 A necessary condition for the point x to be (weak) Pareto optimal in
the nondifferentiable vector optimization problem (UVP) is that there exists multiplier
λ ∈ Rk such that
0 ∈
∑k




Often, the feasible set of a multiobjective programming problem can be represented
by functional inequalities and, therefore,we consider the nondifferentiable constrained
vector optimization problem in the following form
f (x) := ( f1(x), . . . , fk(x)) → V -min
subject to g(x) := (g1(x), . . . , gk(x))  0,
x ∈ X,
(VP)
where fi : X → R, i ∈ I = {1, . . . , k} and g j : X → R, j ∈ J = {1, . . . ,m}, are
locally Lipschitz functions on a nonempty open set X ⊂ Rn .
Let
D := {x ∈ X : g(x)  0}
denote the set of all feasible solutions of the constrained multiobjective programming
problem (VP).
It is well known (see, for example, [33–38]) that the following conditions, known
as the generalized form of the Karush–Kuhn–Tucker conditions, are necessary for a
(weak) Pareto solution in the considered nondifferentiable vector optimization prob-
lem (VP).
Theorem 18 Let x ∈ D be a (weak) Pareto solution in problem (VP) and a constraint
qualification (see, for example, [30,36,39]) be satisfied at x. Then, there exist the




λi∂ fi (x) +
m∑
j=1
μ j∂g j (x) , (10)
μ j g j (x) = 0, j ∈ J, (11)
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λi = 1, μ  0. (12)
Definition 19 The point x ∈ D is said to be a Karush–Kuhn–Tucker point in the
considered multiobjective programming problem (VP) if there exist the Lagrange
multipliers λ ∈ Rk, μ ∈ Rm such that the Karush–Kuhn–Tucker necessary optimality
conditions (10)–(12) are satisfied at x .
3 Convergence of a New Vector Exponential Penalty Function Method
for a Multiobjective Programming Problem
For the considered nonlinearmultiobjective programming problem (VP), we introduce
a new vector exponential penalty function method as follows:
Pr (x, c) = 1
r








j (x) − 1
)
e → V -min, (VPr (c)) (13)
where r is a finite real number not equal to 0 and e = (1, . . . , 1) ∈ Rk . Note that, for




















erg j (x) − 1) if g j (x) > 0 (14)
is equal to zero for all x that satisfy the constraint and that it has a positive value when-
ever this constraint is violated. Moreover, large violations in the constraint g j (x)  0




j (x) − 1
)




j (·) − 1
)
has the
penalty features relative to the single inequality constraint g j . However, observe that at
points, where g j (x) = 0, the foregoing objective function might not be differentiable,
even though g j is differentiable.
As it follows from (13), the vector penalized problem (VPr (c)) constructed in the
vector exponential penalty function method is such an unconstrained vector optimiza-
tion problem, inwhich a vector objective function is the sum of a certain vector “merit”
function (which reflects the vector objective function of the given multiobjective pro-
gramming problem) and the same penalty term which reflects the constraint set being
added to each component of the vector “merit” function. The vector merit function is
chosen as the composition of the exponential function and the original vector objective
function, while the penalty term (the same for each component of merit function) is
obtained by multiplying a suitable function, which represents the constraints, by a
positive parameter c, called the penalty parameter.
Remark 20 Note that Pr : Rn×R+ → Rk and Pr (x, c) = (Pr1(x, c), . . . , Prk(x, c)),






j (x) − 1
)
, i = 1, . . . , k.
123
T. Antczak
Remark 21 In the case when r = 0, the definition of the vector penalized problem
(VPr (c)) reduces to the following form:
P0 (x, c) = f (x) + c
m∑
j=1
g+j (x)e → V -min. (VP0(c)) (15)
Thus, it can be set that in the case when r = 0, we obtain the definition of the classical
vector l1 penalty function method (see Antczak [19]).
Now, we show that a weak Pareto solution in the considered multiobjective pro-
gramming problem (VP) can be obtained by solving a sequence of problems ( 13) with
the penalty parameter c selected from an increasing sequence of parameters (cn).
Therefore, for the considered multiobjective programming problem (VP), we now
construct a sequence of vector penalized optimization problems (VPr (cn)) with the
vector exponential penalty function n = 1, 2, . . . as follows:
Pr (x, cn) = 1
r








j (x) − 1
)
e → V -min, (VPr (cn)) (16)
where cn > 0 and lim
n→∞cn = ∞. Moreover, we denote by xn an approximate weak
Pareto solution in the vector penalized optimization problem (VPr (cn))with the vector
exact exponential penalty function.
An algorithmic framework that forms the basis for the introduced vector exponential
penalty function method is as follows:
Exponential penalty functionmethod for amultiobjective programming prob-
lem (VP).
Given c0, tolerance δ > 0, starting point xs0;
FOR n = 0, 1, 2....







j (xn) − 1
)
 δ THEN
STOP with approximate weak Pareto solution xn ;
ELSE
Choose new penalty parameter cn+1 > cn ;
Choose new starting point at xsn+1;
END IF
END FOR
Now, we prove the convergence theorem for the introduced vector exponential




is any convergence sub-
sequence of (xn) and lim
s→∞xns = x ∈ D, then x is a weak Pareto solution in the
considered multiobjective programming problem (VP).
First, we show that any limit point x of the sequence (xn), that is, the sequence
of approximate weak Pareto solutions in vector penalized optimization problems
(VPr (cn)) with the vector exact exponential penalty function, is feasible in the con-
sidered multiobjective programming problem (VP).
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Lemma 22 Let cn > 0 and lim
n→∞cn = ∞. If x = limn→∞xn, then x is feasible in the
considered multiobjective programming problem (VP).
Proof Let x = lim
n→∞xn . Thus, there exists a subsequence {xns } of {xn} such that xns is
an approximate weak Pareto solution in the vector penalized problem (VPr (cns )), s =
1, 2, . . . , with the vector exponential penalty function and, moreover, lim
s→∞xns = x .
We proceed by contradiction. Suppose, contrary to the result, that x /∈ D. If we take
x˜ ∈ D, then, according to the definition of a vector penalized problem (VPr (cns )) and























j (xns ) − 1
)
(17)








j (˜x) − 1
)
= 0. (18)
By assumption, x /∈ D. This means that there exists j ∈ {1, 2, . . . ,m} such that








j (x) − 1
)
> 0. (19)








j (x) − 1
)
> ε (20)
for some ε > 0. By assumption, lim














j (x) − 1
)








j (xns ) − 1
)
> ε. (21)
Therefore, using (18) and (21), for s sufficiently large, we have,
1
r



























er fins (xns ) − 1
r
er fins (˜x) + cns ε → ∞, as s → ∞.
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This is a contradiction to (17). This means that x ∈ D, and the proof of this lemma is
completed. unionsq
The following theorem shows that if a sequence of approximate weak Pareto solu-
tions in the vector penalized problem (VPr (cn)) with the vector exponential penalty
function converges to x , then x is also a weak Pareto solution in the considered mul-
tiobjective programming problem (VP).
Theorem 23 Let xn be an approximate weak Pareto optimal solution in the vector
penalized optimization problem (VPr (cn)) with the vector exponential penalty func-
tion, n = 1, 2, . . .. If (xns
)
is any convergent subsequence of (xn) and lim
s→∞xns = x,






be any convergent subsequence of (xn) and lim
s→∞xns = x . By Lemma
22, it follows that x is feasible in the considered multiobjective programming problem
(VP). We proceed by contradiction. Suppose, contrary to the result, that x is not a
weak Pareto solution in the considered multiobjective programming problem (VP).
Hence, by Definition 16, it follows that there exists x˜ ∈ D such that




er fi (˜x) <
1
r
er fi (x), i = 1, . . . , k. (23)
Since xns is a weak Pareto solution in vector penalized problem (VPr (cns )), there
exists ins ∈ {1, . . . , k} such that
1
r
































j (˜x) − 1
)
= 0. (25)








j (xns ) − 1
)
 0. (26)
Combining (24)–(26), we get
1
r
er fins (˜x)  1
r
er fins (xns ). (27)
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By (23), it follows that
1
r
er fins (˜x) <
1
r
er fins (x). (28)
Since lim
s→∞xns = x , for sufficiently large s, (28) implies that the following inequality
1
r
er fins (˜x) <
1
r
er fins (xns ) (29)
holds, contradicting (27). This means that any limit point of any convergence subse-
quence of (xn) is aweak Pareto solution in the consideredmultiobjective programming
problem (VP). The proof of this theorem is completed. unionsq
It turns out that the strategy for choosing the penalty parameter cn is crucial to
the practical success of the algorithm presented above. If the initial choice c0 is too
small, many cycles of the algorithm presented above may be needed to determine an
appropriate solution.
In order to illustrate the difficulties caused by an inappropriate value of c, we
consider the following multiobjective programming problem.
Example 24 Consider the following vector optimization problem:
f (x) = (x − 1, x − 1) → V−min
g(x) = 1 − x  0,
x ∈ X = {x ∈ R : x  0} .
(VP0)
Note that D = {x ∈ R : 0  x  1} and x = 1 is a Pareto solution in the considered
multiobjective programming problem (VP0). Note that all functions constituting prob-
lem (VP0) are 1-invex on Rwith respect to the same functionη, whereη (x, x) = x−x .
We define the vector exponential penalty function P1(·, c) as follows:
P1(x, c) =
{(
ex−1 + ce1−x , ex−1 + ce1−x) if x < 1,(
ex−1, ex−1
)
if x  1.
Now, we consider various values of the penalty parameter c and draw graphs of
each component of the vector exponential penalty function P1(·, c) for the consid-
ered multiobjective programming problem (VP0) according to these values of the
penalty parameter c on below figures (Fig. 1).
Note that each component of the vector exponential penalty function P1(·, c) is a
monotonically increasing function when c is smaller than 0.15. On the other hand,
when c is chosen from the interval (0.15, 1), then the vector exponential penalty
function has a Pareto solution, but not at the feasible solution x = 1. While the vector
exponential penalty function P1(·, c) has a Pareto solution at x = 1, when c > 1.
Therefore, if, for example, the current iterate in the above algorithm is xn = 14 and
the penalty parameter cn is chosen to be less than 1, then almost any implementation of
the vector exponential penaltymethodwill give a step that moves away from the Pareto
solution x = 1. This behavior of the algorithmwill be repeated, producing increasingly
poorer iterates, until the penalty parameter c is increased above the threshold equal to 1.
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Fig. 1 Each component of the
vector exponential penalty
function P1(·, c) for the
considered multiobjective
programming problem (VP0)
according to values of the
penalty parameter (a) c = 0.14,
(b) c = 0.5, (c) c = 1.5
It turns out in our further considerations that this value of the threshold is not
accidental (see Remark 37 below).
4 Exactness of the Introduced Vector Exponential Penalty Function
Method
In order to avoid the need of a sequence of unbounded penalty parameters, in other
words, a sequence of unbounded penalized optimization problems, we now prove
that the introduced vector exponential penalty function method is exact in the sense
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that a (weak) Pareto solution in the original multiobjective programming problem is
equivalent to a (weak) Pareto solution in the associated vector penalized problem,
for a finite (sufficiently large) value of the penalty parameter. In order to prove this
result, we assume that each component of the functions constituting the considered
multiobjective programming problem (VP) is locally Lipschitz r -invex with respect
to the same function η.
Now, in a natural way, we extend the well-known definition of exactness property
for a scalar exact penalty function to the vectorial case.
Definition 25 If a threshold value c  0 exists such that, for every c > c,
arg (weak)Pareto
{
Pr (x, c) : x ∈ Rn
} = arg (weak)Pareto { f (x) : x ∈ D} ,
then the function Pr (x, c) is termed a vector exact exponential penalty function.
According to the definition of the function Pr (x, c), we call (VPr (c)), defined by
(13), the vector penalized problem with the vector exact exponential penalty function.
It is clear that, conceptually, if Pr (x, c) is a vector exact exponential penalty func-
tion, we can find the constrained (weak) Pareto in the considered multiobjective
programming problem (VP), by looking for the unconstrained (weak) Pareto solu-
tions of the function Pr (x, c), for sufficiently large (but finite) values of the penalty
parameter c.
Now, for sufficiently large values of the penalty parameter c, we prove the equiv-
alence between the sets of (weak) Pareto solutions of problem (VP) and the vector
penalized problem (VPr (c)) with the vector exact exponential penalty function.
First, we establish that a Karush–Kuhn–Tucker point in the considered multiobjec-
tive programming problem is a weak Pareto solution of the vector exact exponential
penalty function in the associated vector penalized problem (VPr (c)), for sufficiently
large penalty parameters c greater than the given threshold.
Theorem 26 Let x be a feasible solution in the nonsmooth multiobjective program-
ming problem (VP) and the generalized Karush–Kuhn–Tucker necessary optimality
conditions (10)–(12) be satisfied at x with the Lagrange multipliers λi , i ∈ I, μ j , j ∈
J . Furthermore, assume that the objective function f and the constraint function g are
r-invex at x on X with respect to the same function η and M = max {er fi (x), i ∈ I}.
If the penalty parameter c is assumed to be sufficiently large (it is sufficient to set
c  M max
{
μ j , j ∈ J
}
), then x is also a weak Pareto solution in any associated vec-
tor penalized optimization problem (VPr (c))with the vector exact exponential penalty
function.
Proof We proceed by contradiction. Suppose, contrary to the result, that x is not a
weak Pareto solution in the associated vector penalized problem (VPr (c)) with the
vector exact exponential penalty function. Therefore, by Definition 16, there exists
x˜ ∈ X such that
Pr (˜x, c) < Pr (x, c) .
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By definition of the vector penalized problem (VPr (c)) [see (13)], we have
1
r

















































< 0, i = 1, . . . , k.
(31)




er fi (˜x) − 1
r








j (˜x) − 1
)
< 0, i = 1, . . . , k. (32)






er fi (˜x) − 1
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j (˜x) − 1
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< 0, i = 1, . . . , k.
















j (˜x) − 1
)
 0, i = 1, . . . , k, (34)
















j (˜x) − 1
)
< 0. (35)

















j (˜x) − 1
) k∑
i=1
λi < 0. (36)
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By the Karush–Kuhn–Tucker necessary optimality condition (12), we have that∑k

















j (˜x) − 1
)
< 0. (37)
By assumption, the objective function f and the constraint function g are locally
Lipschitz r -invex at x on X with respect to the same function η. Then, by Definition
9, the following inequalities
1
r




1 + r 〈ξi , η (x, x)〉
]
, ∀ξi ∈ ∂ fi (x) , i = 1, . . . , k,
1
r




1 + r 〈ζ j , η (x, x)
〉 ]
, ∀ζ j ∈ ∂g j (x) , j = 1, . . . ,m
hold for all x ∈ X . Therefore, they are also satisfied for x = x˜ ∈ X . Using the





er( fi (˜x)− fi (x)) − 1
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ζ j , η (˜x, x)
〉
,∀ζ j ∈ ∂g j (x) , j = 1, . . . ,m.
























μ jζ j , η (˜x, x)
〉
holds for every ξi ∈ ∂ fi (x) , i = 1, . . . , k, and ζ j ∈ ∂g j (x) , j = 1, . . . ,m. By the



























































erg j (˜x) − 1
)
 0.

















j (˜x) − 1
)
 0
holds, contradicting (37). Hence, the proof of this theorem is completed. unionsq
The following corollary follows directly from Theorem 26.
Corollary 27 Let x be a weak Pareto solution in the multiobjective programming
problem (VP) and all hypotheses of Theorem 26 be fulfilled. If the penalty parameter
c is assumed to be sufficiently large (it is sufficient to set c  M max
{
μ j , j ∈ J
}
),
then x is also a weak Pareto solution in the associated vector penalized optimization
problem (VPr (c)) with the vector exact exponential penalty function.
Now, under stronger assumptions, we establish the relationship between a Karush–
Kuhn–Tucker point in the considered multiobjective programming problem (VP) and
a Pareto solution in its associated vector penalized problem (VP(c)) with the vector
exact exponential penalty function.
Theorem 28 Let x be a feasible solution in the multiobjective programming problem
(VP) and the Karush–Kuhn–Tucker necessary optimality conditions (10)–(12) be sat-
isfied at x with the Lagrange multipliers λi , i ∈ I, μ j , j ∈ J . Furthermore, assume
that one of the following hypotheses is satisfied:
(i) the Lagrange multipliers λi , i ∈ I , associated to the objectives fi , are positive
real numbers and, moreover, the objective function f and the constraint function
g are r-invex at x on X with respect to η,
(ii) the objective function f is strictly r-invex at x on X with respect to η and the
constraint function g is r-invex at x on X with respect to η,
If M = max {er fi (x), i ∈ I} and the penalty parameter c is assumed to be suffi-
ciently large (it is sufficient to set c  M max
{
μ j , j ∈ J
}
), then x is also a Pareto
solution in the associated vector penalized problem (VPr (c)) with the vector exact
exponential penalty function.
Proof Proof of this theorem is similar to that of Theorem 26. unionsq
Corollary 29 Let x be a Pareto solution in the multiobjective programming problem
(VP) and all hypotheses of Theorem 28 be fulfilled. If the penalty parameter c is
assumed to be sufficiently large (it is sufficient to set c  M max
{
μ j , j ∈ J
}
), then
x is a Pareto solution also in the associated vector penalized problem (VPr (c)) with
the vector exact exponential penalty function.
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Now, under stronger assumptions, we establish the converse results to those ones
proved above. Namely, we prove that, for sufficiently large values of the penalty
parameter c, if x is a (weak) Pareto solution in the vector penalized problem (VPr (c))
with the vector exact exponential penalty function, then it is also a (weak) Pareto
solution in the original multiobjective programming problem (VP). To prove this
result, we assume that both the objective function and the constraint functions are
r -invex at x on X with respect to the same function η. We also show that there exists
the finite threshold c of the penalty parameter c such that, for every penalty parameter
c exceeding this threshold, a (weak) Pareto solution in the associated vector penalized
optimization problem (VPr (c)) with the vector exact exponential penalty function is a
(weak) Pareto solution in the considered nonconvex nondifferentiable multiobjective
programming problem (VP).
Theorem 30 Let D be a compact subset of Rn and x be a weak Pareto solution in the
vector penalized problem (VPr (c)) with the vector exact exponential penalty function,
where c is assumed to be sufficiently large. Further, assume that the objective function
f and the constraint function g are r-invex at x on X with respect to the same function
η. Then x is also a weak Pareto solution in the given multiobjective programming
problem (VP).
Proof By assumption, x is a weak Pareto solution in the vector penalized problem
(VPr (c)) with the vector exact exponential penalty function. We consider two cases.
First, assume that x ∈ D. Then, by definition of the vector penalized problem (VPr (c))



























Hence, by (14), (38) implies that the relation
∼ ∃x∈D f (x) < f (x) (39)
holds, by which we conclude that x is a weak Pareto optimal in the considered mul-
tiobjective programming problem (VP). Then, for any c  c (where c is equal to
the penalty parameter for which the vector penalized problem (VPr (c)) is defined),
a weak Pareto solution x in each vector penalized problem (VPr (c)) with the vector
exact exponential penalty function is a weak Pareto solution also in the considered
multiobjective programming problem (VP).
In the case when x ∈ D, the result follows directly from (39).
Now, suppose that x /∈ D. Since x is a weak Pareto solution in the vector penalized





λi∂Pri (x, c). (40)
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j (x) − 1
)⎞⎠ . (41)
By assumption, all functions g j , j = 1, . . . ,m, are locally Lipschitz on X . Then, by




j (·) − 1
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, j = 1, . . . ,m, are also locally Lipschitz on
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)⎞⎠ . (43)
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j (x) − 1
))
. (44)
By assumption, the objective function f and the constraint function g are r -invex at
x on X with respect to the same function η. Since the constraint functions g j , j ∈ J ,
are locally Lipschitz on X and r -invex at x on X with respect to the same function η,




j (·) − 1
)
, j ∈ J , are invex at x on X with respect
to the same function η. Then, the following inequalities
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1
r
er fi (x)  1
r


























j (x) − 1
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, j = 1, . . . ,m (46)
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, j = 1, . . . ,m. (47)

























ζ+j , η (x, x)
〉
. (48)
Thus, by (45) and (48), for any i = 1, . . . , k, the following inequalities
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〉
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j (x) − 1
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 0 (53)








j (x) − 1
)
= 0. (54)



















j (x) − 1
)
(55)
holds for all x ∈ D. Since x is not feasible in the given multiobjective programming








j (x) − 1
)
> 0. (56)
By assumption, c is sufficiently large. Let c satisfy










j (x) − 1
) : i ∈ I, x ∈ D
⎫⎬
⎭ . (57)
Now, we prove that c  0. Indeed, by assumption, x is a weak Pareto solution in
the vector penalized optimization problem (VPr (c)) with the vector exact exponential
penalty function. Thus, by (39), it follows that, for every x ∈ D, there exist at least
one i ∈ I such that 1r er fi (x) − 1r er fi (x)  0. Hence, in fact, (57) implies that c  0.
We now show that
c  M max
{




Vector Exponential Penalty Function Method for…
Suppose, contrary to the result, that
c < M max
{
μ j , j ∈ J
}
. (59)
Since (57) is fulfilled for all c > c, there exists the penalty parameter c∗ > c such that
c∗ = M max {μ j , j ∈ J
}
. (60)











j (x) − 1





∀x∈D ∀i ∈ I 1
r
er fi (x) − 1
r

















j (x) − 1
)
= 0 for all x ∈ D, (62) implies that the following
inequality
∀x∈D ∀i ∈ I 1
r





















j (x) − 1
)
,
holds,which contradicting theweak efficiencyof x in the vector penalizedoptimization
problem (VPr (c∗)). Thus, (58) is satisfied.
By assumption, x is a weak Pareto solution in the vector penalized optimization
problem (VPr (c)) with the vector exact exponential penalty function for sufficiently
large c (as it follows by ( 57), for all c > c). Hence, by Definition 16, it follows that





























Since D ⊂ X , the inequality (64) yields
∼ ∃x∈D 1
r
er f (x) <
1
r













The above relation is equivalent to
∀x∈D ∃i∈I 1
r
er fi (x)  1
r








j (x) − 1
)
. (66)
Thus, (66) implies that the following relation
∀x∈D ∃i∈I c 
1
r e





j (x) − 1
) (67)
holds, contradicting (57). Therefore, the case x /∈ D is impossible. This means that x
is feasible in the multiobjective programming problem (VP). Hence, by the feasibility
of x in constrained optimization problem (VP), (66) yields
∀x∈D ∃i∈I fi (x)  fi (x).
By Definition, 16, the above inequality implies that x is a weak Pareto solution in the
multiobjective programming problem (VP). This completes the proof of this theorem.
unionsq
Theorem 31 Let D be a compact subset of Rn and x be a Pareto solution in the
vector penalized problem (VPr (c))with the vector exact exponential penalty function.
Further, assume that the objective function f is strictly r-invex at x on X and the
constraint function g is r-invex at x on X with respect to the same η. If the penalty
parameter c is sufficiently large, then x is also a Pareto solution in the considered
multiobjective programming problem (VP).
Proof Proof of this theorem is similar to the proof of Theorem 30. unionsq
Corollary 32 Let all hypotheses of Corollary 27 (orCorollary 29) andTheorem 30 (or
Theorem31) be fulfilled. Then the sets ofweakPareto solutions (Pareto solutions) in the
given multiobjective programming problem (VP) and its associated vector penalized
optimization problem (V Pr (c)) with the exact vector exponential penalty coincide.
The importance of this result is to guarantee the existence of a finite penalty para-
meter c such that the sets of weak Pareto solutions (Pareto solutions) in the given
multiobjective programming problem (VP) and its associated vector penalized opti-
mization problem (VPr (c)) with the exact vector exponential penalty are the same.
Remark 33 Note that since the lower bound for the penalty parameter is finite, there-
fore, the sequence of vector penalized subproblems (16) generated by the above
presented algorithm is also finite, in opposition to nonexact penalty function methods.
Now, we illustrate the result established above by means of a nondifferentiable
multiobjective programming problemwith r -invex functions, which we solve by using
the introduced vector exact exponential penalty function method.
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Example 34 Consider the following nonsmooth multiobjective programming prob-
lem:









x21 + arctan2 (x2) + |x2| + 1
)) → V -min
g1(x) = ln
(









Note that D = {(x1, x2) ∈ R2 : 0  x1  1 ∧ 0  x2  1
}
and x = (0, 0) is a Pareto
solution in the considered nonconvex nondifferentiable multiobjective programming
problem (VP1). Further, it is not difficult to prove, by Definition 10, that the objective
function f is strictly 1-invex on R2 with respect to the function η : R2 × R2 → R2
and, by Definition 9, the constraints g1 and g2 are 1-invex on R2 with respect to the
same function η, where










We use the vector exact exponential penalty method for solving the considered non-
convex nondifferentiable vector optimization problem (VP1). Hence, we construct the
following unconstrained vector penalized problem (V P11(c)) with the vector exact
exponential penalty function as follows:
P1(x, c) =
(






j (x) − 1
)
,






j (x) − 1
)
,
























0, x22 − x2
}
.
Further, the Karush–Kuhn–Tucker necessary optimality conditions (10)–(12) are sat-
isfied at x = (0, 0) with the Lagrange multipliers λ = (λ1, λ2, λ3
) ≥ 0 and
μ = (μ1, μ2) satisfyingλ1ξ1−μ1 = 0,−λ2+λ3ξ3−μ2 = 0, λ1+λ2+λ3 = 1,where
ξ1 ∈ [−1, 1] , ξ3 ∈ [−1, 1] . As it follows from these relations,max
{
μ j , j = 1, 2
} =
1 and M = 1. Therefore, if we set c  1, then, by Corollary 27, x = (0, 0), being a
Pareto solution in the consideredmultiobjective programming problem (VP1), is also a
Pareto solution in each its associated vector penalized optimization problem (VP1(c))
with the vector exact exponential penalty function. Since also hypotheses of Theorem
31 are fulfilled, the converse result is also true. Note that for the considered constrained
multiobjective programming problem (VP1), it is not possible to use the similar result
established under convexity assumptions by Antczak [17]. This follows from the fact
that none of the functions constituting the considered nonsmooth vector optimization
problem (VP1) is convex on R2. It is also difficult to show that the functions involved
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in problem (VP1) are invex with respect to the same function η˜ : R2 × R2 → R2.
Therefore, it would be difficult to prove the similar result under invexity assumption.
However, the results proved in the paper are applicable for the considered noncon-
vex multiobjective programming problem (VP1), since the functions involved in it
are 1-invex on R2 with respect to the same function η. Thus, the introduced vector
exact exponential penalty function method is applicable to a larger class of nonconvex
vector optimization problems than the classical vector exact penalty function method
considered in [19].
Now, we consider an example of such a nondifferentiable vector optimization prob-
lem in which not all functions constituting it are r -invex. We show in such a case that
there is no equivalence between the sets of Pareto solution in the considered nondif-
ferentiable vector optimization problem and its associated vector penalized problem
constructed in the introduced vector exponential penalty function method.














→ V -min (VP2)
g1(x) = ln
(
x2 − x + 1
)
 0,
x ∈ X = {x ∈ R : x > −3} .
Note that D = {x ∈ X : 0  x  1} and x = 0 is a Pareto solution in the considered
nonconvex nondifferentiable multiobjective programming problem (VP2) with the
optimal value f (x) = (ln 27, ln 81). Further, none of the objective functions is r -invex
with respect to any function η : X × X → R (see Theorem 12 [31]). However, we
use the vector exact exponential penalty method for solving the considered nonconvex
nondifferentiable vector optimization problem (VP2). Therefore, we construct the
following vector penalized optimization problem (VP2r (c)) with the vector exact
exponential penalty function as follows:
Pr (x, c) = 1r
(















x2 − x + 1)r − 1
)})
→ V -min. (VP2r (c))
It is not difficult to see that Pr (x, c) does not have a Pareto solution at x = 0 for any
c > 0. This follows from the fact that the downward order of growth of f exceeds the
upward of growth of g at x when moving from x towards smaller values. Indeed, note
that, for any r > 0, Pr (x, c) →
( 1
r c (13





r , 1r 81
r
) =






whereas for any r < 0, Pr (x, c) →
(−∞,−∞) when x → −3 for any c < 0 As it follows even from this example,
r -invexity notion is an essential assumption to prove the equivalence between the sets
of (weak) Pareto solutions in the original multiobjective programming problem and
its exact penalized vector optimization problem with the vector absolute value penalty
function for any penalty parameters exceeding the given threshold.
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In the next example, we compare the presented exact vector exponential penalty
function method and the classical exact vector l1 penalty function method.





















Note that D = {x ∈ R : 0  x  1} and x = 0 is a Pareto solution in the considered
nonconvex nondifferentiable vector optimization problem (VP3). It can be shown by
definition that the objective function is strictly 1-invex and the constraint function is
1-invex with respect to the same function η : R × R → R, where η(x, x) = x − x .
If we use the presented exact vector exponential penalty functionmethod for solving
(VP3), then we construct the following unconstrained vector optimization problem
(VP31(c)):
P1 (x, c) =
(
x2 + |x | + 1 + cmax
{





x + 1 + cmax
{
0, x2 − x + 1
})
→ V -min. (VP31(c))
If we use the classical exact vector l1 penalty function method for solving (VP3), then
we have to solve the following unconstrained vector optimization problem (VP30(c)):



























Note that, in the first case, we have to solve a convex vector optimization problem,
whereas, in the second case, an unconstrained vector optimization problemconstructed
in the classical exact l1 penalty function method is not convex. Therefore, it is not
possible to use for solving it the methods for solving convex unconstrained vector
optimization problems.
Remark 37 Now, let us return yet to Example 24. One of strategies to overcome
the difficulties associated with too small value of penalty parameter in the presented
algorithm is just to set the penalty parameter cn in the presented algorithm to be large
than the threshold equal to Mmax{μ, j ∈ J }. For the multiobjective programming
problem (VP0) considered in Example 24, μ = 1 and M = e0 = 1 and, therefore,
the threshold of penalty parameter is equal to 1. Thus, it is now clear, why the vector
exponential penalty function P1(·, c) in Example 24 has a Pareto solution at x¯ = 1 for




In this paper, the exact vector exponential penalty function method has been used
for solving nonconvex nondifferentiable multiobjective programming problems with
inequality constraints. The convergence of the introduced vector exponential penalty
function method has been established. Further, it has been proved that there exists
the finite threshold value c of the penalty parameter c such that, for every penalty
parameter c exceeding this threshold, any (weak) Pareto solution in the considered
nonconvex nondifferentiable multiobjective programming problem (VP) is a (weak)
Pareto solution in its associated vector penalized problem (VPr (c)) with the vector
exact exponential penalty function. We have established this result for nondifferen-
tiable multiobjective programming problems involving r -invex functions with respect
to the same function η. Also the converse result has been established for such noncon-
vex nondifferentiable multiobjective programming problems and under assumption
that the penalty parameter c is sufficiently large. Thus, the equivalence between the
set of (weak) Pareto optimal solutions in the considered nonconvexmultiobjective pro-
gramming problem (VP) and its associated vector penalized problem (VPr (c)) with
the vector exact exponential penalty function has been proved for sufficiently large
penalty parameters c. Thus, the vector exact exponential penalty function method ana-
lyzed in the paper turns out to be useful for solving a class of nonconvex nonsmooth
multiobjective programming problemswith r -invex functions (with respect to the same
function η), that is, the larger class of vector optimization problems than convex and
invex ones. Also, in some cases, the exact vector exponential penalty function method
turns out more useful than the classical exact vector l1 penalty functionmethod. This is
consequence of the fact that, in some cases, a vector penalized problem with the exact
vector exponential penalty function is easier to solve than a vector penalized problem
constructed in the classical exact vector l1 penalty function method. This property of
the introduced vector exact exponential penalty function method is, of course, impor-
tant from the practical point of view. In this way, due to the importance of the exact
l1 penalty function methods in nonlinear scalar programming, similarly results have
been established in the vectorial case, which show that we are in a position to solve
of nonconvex nonsmooth vector optimization problems by using such methods, in the
considered case, the vector exact exponential penalty function method.
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