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Abstract
The past decade has witnessed a successful
application of deep learning to solving many
challenging problems in machine learning and
artificial intelligence. However, the loss func-
tions of deep neural networks (especially non-
linear networks) are still far from being well
understood from a theoretical aspect. In this
paper, we enrich the current understanding of
the landscape of the square loss functions for
three types of neural networks. Specifically,
when the parameter matrices are square, we
provide explicit characterization of the global
minimizers for linear networks, linear resid-
ual networks, and nonlinear networks with
one hidden layer. Then, we establish two
quadratic types of landscape properties for
the square loss of these neural networks, i.e.,
the gradient dominance condition within the
neighborhood of their full rank global min-
imizers, and the regularity condition along
certain directions and within the neighbor-
hood of their global minimizers. These two
landscape properties are desirable for the op-
timization around the global minimizers of
the loss function for these neural networks.
1 Introduction
The significant success of deep learning (see, e.g.,
Goodfellow et al. (2016)) has influenced many fields
such as machine learning, artificial intelligence, com-
puter vision, natural language processing, etc. Con-
sequently, there is a rising interest in understanding
the fundamental properties of deep neural networks.
Among them, the landscape (also referred to as geom-
etry) of the loss functions of neural networks is an im-
portant aspect, since it is central to determine the per-
formance of optimization algorithms that are designed
to minimize these functions. The loss functions of neu-
ral networks are typically nonconvex, and hence un-
derstanding these functions requires significantly new
insights and analysis techniques.
There has been a growing literature recently that con-
tributed towards understanding the landscape prop-
erties of loss functions of neural networks. For ex-
ample, Baldi and Hornik (1989) showed that any lo-
cal minimum is a global minimum for the square
loss function for linear networks with one hidden
layer, and more recently Kawaguchi (2016); Yun et al.
(2017) showed that such a result continues to hold for
deep linear networks. Choromanska et al. (2015a,b)
characterized the distribution properties of the lo-
cal minimizers for deep nonlinear networks, and
Kawaguchi (2016) further eliminated some assump-
tions in Choromanska et al. (2015a), and established
the equivalence between the local minimum and the
global minimum. More results on this topic are fur-
ther discussed in Section 1.2.
The main focus of this paper is on two important land-
scape properties that have been shown to be important
to determine the convergence of the first-order algo-
rithms for nonconvex optimization. The first property
is referred to as gradient dominance condition as we
describe below. Consider a global minimizer x∗ of a
generic function f : Rd → R, and a neighborhood
Bx∗(δ) around x
∗. The (local) gradient dominance
condition with regard to x∗ is given by
∀x ∈ Bx∗(δ), f(x)− f(x
∗) ≤ λ ‖∇f(x)‖
2
2 ,
where λ > 0 and Bx∗(δ) is a neighborhood of x
∗. This
condition is a special case of the Łojasiwiecz gradient
inequality Łojasiewicz (1965) (with exponent θ = 2),
and has been shown to hold for a variety of machine
learning problems, e.g., a square loss function for phase
retrieval Zhou et al. (2016) and blind deconvolution
Li et al. (2016b). If the algorithm iterates in the neigh-
borhood Bx∗(δ), then the gradient dominance condi-
tion, together with a Lipschitz property of the gradi-
ent of an objective function, guarantees a linear con-
vergence of the function value residual f(x) − f(x∗)
Karimi et al. (2016); Reddi et al. (2016).
The second property is referred to as regularity condi-
tion, with the (local) regularity condition given by
∀x ∈ Bx∗(δ),
〈x− x∗,∇f(x)〉 ≥ α ‖∇f(x)‖
2
2 + β ‖x− x
∗‖
2
2 ,
where α, β > 0. This condition can be viewed as a re-
stricted version of the strong convexity, and it has been
shown to guarantee a linear convergence of the iterate
residual ‖x− x∗‖ in this local neighborhood Nesterov
(2014); Candès et al. (2015). Problems such as phase
retrieval Candès et al. (2015), affine rank minimiza-
tion Zheng and Lafferty (2015); Tu et al. (2016) and
matrix completion Zheng and Lafferty (2016) have
been shown to satisfy the local regularity condition.
However, these two properties have not been explored
thoroughly for the loss functions of neural networks
with only very few exceptions. Hardt and Ma (2017)
established the gradient dominance condition for a lin-
ear residual network (in which each residual unit hav-
ing only one linear layer) within a local neighborhood
of the origin. The goal of this paper is to explore these
two geometric conditions for a much broader types
of neural networks. In particular, we focus on three
types of neural networks: feed forward linear neural
networks Lippmann (1988), linear residual neural net-
works He et al. (2016), and nonlinear neural networks
with one hidden layer.
1.1 Our Contributions
We study the square loss function of linear, linear resid-
ual, and one-hidden-layer nonlinear neural networks.
We focus on the scenario, in which all parameter ma-
trices of the neural networks are square so that the
global minimizers, gradient and Hessian of loss func-
tions can be expressed in a trackable form for analysis
. We first characterize the form of global minimizers
of these loss functions, and then establish local gradi-
ent dominance and regularity conditions for these loss
functions.
Characterization of global minimizers: For deep
linear neural networks, we show that global minimiz-
ers can be uniquely characterized in an explicit form
up to an equivalence class. Furthermore, all the global
minimizers correspond to parameter matrices that are
full rank. We then extend such a result to further char-
acterize the full-rank global minimizers of deep linear
residual networks and one-hidden-layer nonlinear neu-
ral networks. Our results generalize the characteriza-
tion of global minimizers of shallow linear networks in
Baldi and Hornik (1989) to deep linear, residual and
one-hidden-layer nonlinear neural networks.
Gradient dominance condition: For deep linear
networks, we show that the gradient dominance con-
dition holds within the neighborhood of any global
minimizer, and hence any critical point within such
a neighborhood is also a global minimizer. We further
show that the same result also holds in parallel for
deep linear residual networks within the neighborhood
of any full-rank global minimizer, and for nonlinear
networks with one hidden layer within the neighbor-
hood of any global minimizer. Moreover, comparing
the gradient dominance condition of the two types of
linear networks, the identity shortcut in the residual
networks helps to regularize the constant of the gra-
dient dominance condition in the neighborhood of the
origin to be more amenable for optimization. Our re-
sults generalize that in Hardt and Ma (2017) within
the neighborhood of the origin for residual networks
with shortcut depth r = 1 to the neighborhood of any
full-rank global minimizer for residual networks with
r > 1.
Regularity condition: For deep linear networks,
we establish the local regularity condition within the
neighborhood of any global minimizer along certain
directions. We further show that the same result also
holds in parallel for deep linear residual networks and
one-hidden-layer nonlinear neural networks. Compar-
ing the local regularity condition of the two types of
linear networks, the identity shortcut in residual net-
works broadens the range of directions along which
the regularity condition holds in the neighborhood of
the origin. Hence, the global minimizers of the linear
residual networks near the origin open a larger aper-
ture of attraction for optimization paths than that of
the global minimizer of the linear networks.
1.2 Related Work
Gradient dominance condition and regular-
ity condition for nonconvex problems: As we
discussed above, the gradient dominance condition
have recently been exploited to characterize the lin-
ear convergence of first-order algorithms for non-
convex optimization Karimi et al. (2016); Reddi et al.
(2016). This condition was established for prob-
lems such as phase retrieval Zhou et al. (2016), blind
deconvolution Li et al. (2016b), and linear residual
neural networks Hardt and Ma (2017). The reg-
ularity condition has also been exploited to char-
acterize the linear convergence of first-order al-
gorithms for nonconvex optimization Candès et al.
(2015). This condition was established for phase re-
trieval Candès et al. (2015); Chen and Candès (2015);
Zhang and Liang (2016); Wang and Giannakis (2016),
for affine rank minimization Zheng and Lafferty
(2015); Tu et al. (2016); White et al. (2015), and
for matrix completion problems Chen and Wainwright
(2015); Zheng and Lafferty (2016).
Other landscape properties of linear networks:
The study of the landscape of the square loss function
for linear neural networks dates back to the pioneering
work Baldi and Hornik (1989); Baldi (1989). There,
they studied the autoencoder with one hidden layer
and showed the equivalence between the local mini-
mum and the global minimum with a characterization
of the form of global minimum points. Baldi and Lu
(2012) further generalizes these results to the complex-
valued autoencoder setting. The equivalence between
the local minimum and the global minimum of deep
linear networks was established in Kawaguchi (2016);
Lu and Kawaguchi (2017); Yun et al. (2017) respec-
tively under different assumptions. In particular,
Yun et al. (2017) established the necessary and suffi-
cient conditions for a critical point of the deep lin-
ear network to be a global minimum. The same re-
sult was shown in Freeman and Bruna (2017) for deep
linear networks with the width of intermediate lay-
ers being larger than the input and output layers.
Taghvaei et al. (2017) studied the effect of regulariza-
tion on the critical points for a two-layer linear net-
work. Li et al. (2016a) studied the property of the
Hessian matrix for deep linear residual networks.
Other landscape properties of nonlinear net-
works: There have also been studies on understanding
the landscape of nonlinear neural networks from the-
oretical perspectives. Yu and Chen (1995) considered
a one-hidden-layer nonlinear neural network with sig-
moid activation and showed that all local minimum
are also global minimum provided that the number
of input units equals the number of data samples.
Gori and Tesi (1992) studied a class of multi-layer non-
linear neural networks, and showed that all critical
points of full column rank achieve the global mini-
mum with zero loss, if the sample size is less than
the input dimension and the widths of the layers form
a pyramidal structure. Nguyen and Hein (2017) fur-
ther generalized the results in Gori and Tesi (1992)
to a larger class of nonlinear networks and showed
that critical points with non-degenerate Hessian are
the global minimum. Choromanska et al. (2015a,b)
connected the loss function of deep nonlinear net-
works with the Hamiltonian of the spin-glass model
under certain assumptions and characterized the dis-
tribution properties of the local minimizers. Then,
Kawaguchi (2016) further eliminated some of the as-
sumptions in Choromanska et al. (2015a), and estab-
lished the equivalence between the local minimum and
the global minimum by reducing the loss function of
the deep nonlinear network to that of the deep lin-
ear network. Soltanolkotabi et al. (2017) established
the local strong convexity of overparameterized non-
linear networks with one hidden layer and quadratic
activation functions. Furthermore, Zhong et al. (2017)
established the local strong convexity of a class of non-
linear networks with one hidden layer with the Gaus-
sian input data, and established the local linear conver-
gence of gradient descent method with tensor initializa-
tion. Soudry and Hoffer (2017) studied a one-hidden-
layer nonlinear neural network with piecewise linear
activation function and a single output, and showed
that the volume of differentiable regions of the empiri-
cal loss containing sub-optimal differentiable local min-
ima is exponentially vanishing in comparison with the
same volume of global minima as the number of data
samples tends to infinity. Xie et al. (2016) studied the
nonlinear neural network with one hidden layer, and
showed that a diversified weight can lead to good gen-
eralization error. Dauphin et al. (2014) investigated
the saddle point issues in deep neural networks, moti-
vated by the results from statistical physics and ran-
dom matrix theory. Recently, Feizi et al. (2017) stud-
ied a one-hidden-layer nonlinear neural network with
the parameters constrained in a finite set of lines, and
showed that most local optima are global optima.
2 Preliminaries of Three Neural
Networks
In this section, we describe the square loss functions
that we consider for three types of neural networks,
and characterize the forms of global minimizers of
these loss functions, which further help to establish
our main results of landscape properties for these loss
functions in Sections 3 and 4.
Throughout, (X,Y ) denotes the input and output
data matrix pair. We assume that X,Y ∈ Rd×m, i.e.,
there are m data samples. We denote ΣY Y := Y Y
⊤.
We assume that ΣXX := XX
⊤ and ΣXY := XY
⊤
are full rank, and assume that Σ := Σ⊤XY Σ
−1
XXΣXY
has distinct eigenvalues. Note that these are stan-
dard assumptions adopted in Baldi and Hornik (1989);
Kawaguchi (2016).
We also adopt the following notations. For a ma-
trix X ∈ Rd×m, we denote vec (X) ∈ Rdm×1 as the
vertical stack of the columns of X, i.e., vec (X) :=
[x⊤1 x
⊤
2 . . . x
⊤
m]
⊤. The kronecker product between
matrices X and Y is denoted as X⊗Y . For a matrix
X, the spectral norm is denoted by ‖X‖, the smallest
nonzero singular value is denoted by ηmin(X), and the
trace is denoted by Tr(X). We also denote a collection
of natural numbers as [n] := {1, . . . , n}.
2.1 Linear Neural Networks
Consider a feed forward linear neural network with
l − 1 hidden layers. Each layer k ∈ [l] is parameter-
ized by a matrix Wk, and we use W := {W1, . . . ,Wl}
to denote the collection of all model parameter matri-
ces. In particular, we consider the setting where all
parameter matrices are square, i.e., Wk ∈ R
d×d for all
k ∈ [l]. We are interested in understanding the prop-
erties of the following square loss function in training
the network as adopted by Baldi and Hornik (1989);
Kawaguchi (2016):
h(W ) := 12 ‖WlWl−1 . . .W1X − Y ‖
2
F , (1)
where ‖·‖F denotes the matrix Frobenius norm.
It can be observed that the set of the global minimizers
of h(W ) is invariant under invertible transformations.
Namely, if {W ∗l , . . . ,W
∗
1 } is a global minimizer, then
{W ∗l Cl,C
−1
l W
∗
l−1Cl−1, . . . ,C
−1
2 W
∗
1 } is also a global
minimizer, where C2, . . . ,Cl are arbitrary invertible
square matrices. Thus, we treat all global minimiz-
ers up to such invertible matrix transformation as an
equivalence class. The following result states that un-
der certain conditions, the global minimizers of h(W )
can be uniquely characterized up to an equivalent class.
Proposition 1. Consider h(W ) of a linear neural
network with square parameter matrices. Then the
global minimizers can be uniquely (up to an equivalence
class) characterized by
W ∗l = UCl,
· · ·
W ∗k = C
−1
k+1Ck,
W ∗1 = C
−1
2 U
⊤
Σ
⊤
XY Σ
−1
XX , (2)
where C2, . . . ,Cl ∈ R
d×d are arbitrary invertible ma-
trices and U = [u1, . . . ,ud] is the matrix formed by the
eigenvectors corresponding to the top d eigenvalues of
Σ. In such a case, the global minimal value of h(W )
is given by Tr(ΣY Y )−
∑d
i=1 λi, where {λi, i ∈ [d]} are
the top d eigenvalues of Σ.
Proposition 1 generalizes the characterization of
the global minimizers of shallow linear networks in
Baldi and Hornik (1989) to deep linear networks. It
states a not-so-obvious fact that any global minimizer
in such a case must take the form in eq. (2), although
it is easy to observe that W ∗ given in eq. (2) achieves
the global minimum. Moreover, the following corollary
follows as an immediate observation from eq. (2).
Corollary 1. Any global minimizer of h(W ) of a
linear neural network with square parameter matrices
must be full rank.
2.2 Linear Residual Neural Networks
Consider the linear residual neural network, which fur-
ther introduces the residual structure to the linear neu-
ral network. That is, one adds a shortcut (identity
map) for every, say, r hidden layers. Assuming we
have in total l residual units, then we consider the
square loss of a linear residual neural network given as
follows:
f(A) := 12‖(I+Alr . . .Al1) . . . (
Wk︷ ︸︸ ︷
I +Akr . . .Ak1)
· · · (I +A1r . . .A11)X − Y ‖
2
F , (3)
where the model parameters of each layer are denoted
by Akq , k ∈ [l], q ∈ [r]. Again, we consider the case
when all parameter matrices are square, i.e., Akq ∈
R
d×d for all k ∈ [l], q ∈ [r]. The following property
of the linear residual neural network follows directly
from Proposition 1 for the linear nuerual network.
Proposition 2. Consider f(A) of the linear residual
network with m = d. Then a full-rank global minimizer
A∗ is fully characterized as, for all k ∈ [l]
A∗kr = UkCkr ,
· · ·
A∗kq = C
−1
k(q+1)Ckq,
· · ·
A∗k1 = C
−1
k2 U
⊤
k (W
∗
k − I), (4)
where W ∗k for k ∈ [l] is characterized as
W ∗l = ÛĈl,
· · ·
W ∗k = Ĉ
−1
k+1Ĉk,
· · ·
W ∗1 = Ĉ
−1
2 Û
⊤
Σ
⊤
XY Σ
−1
XX . (5)
Here, Ck2, . . . ,Ckl for all k ∈ [l] and Ĉ2, . . . , Ĉl are
arbitrary invertible matrices, and Uk = [uk1, . . . ,ukd]
is the matrix formed by all the eigenvectors of (W ∗k −
I)(W ∗k − I)
⊤ and Û = [uˆ1, . . . , uˆd] is the matrix
formed by all the eigenvectors of Σ.
The above result characterizes the full-rank global min-
imizers A∗ via the form given by eq. (4). In particular,
the characterization in eq. (5) implies that all residual
units are also full rank. We note that when r = 1, the
above characterization is consistent with the construc-
tion of the global minimizer in Hardt and Ma (2017).
2.3 Nonlinear Neural Network with
One-hidden-layer
Consider a nonlinear neural network with one hid-
den layer, where the layer parameters are square, i.e.,
W1 ∈ R
d×d and W2 ∈ R
d×d, and each hidden neuron
adopts a differentiable nonlinear activation function
σ : R → R. We consider the following square loss
function
g(W ) := 12 ‖W2σ(W1X)− Y ‖
2
F , (6)
where σ acts on W1X entrywise. In particular, we
consider a class of activation functions that satisfy the
condition range(σ) = R. A typical example of such
activation function is the class of parametric ReLU
activation functions, i.e., σ(x) = max{x, ax}, where
0 < a < 1.
The following result characterizes the form of the
global minimizers of g(W ).
Proposition 3. Consider g(W ) of the one-hidden-
layer nonlinear neural networks with m = d and
range(σ) = R. Then any global minimizer W ∗ can
be characterized as
W ∗2 = W˜
∗
2 , W
∗
1 = σ
−1(W˜ ∗1 X)X
−1, (7)
where (W˜ ∗2 , W˜
∗
1 ) is a global minimizer of the corre-
sponding linear network, and is fully characterized by
Proposition 1.
We note that the inverse function should be under-
stood as σ−1(y) := {x : σ(x) = y}, and is well
defined since range(σ) = R. It can be seen from
eq. (7) that the global minimizers of g(W ) satisfy
σ(W ∗1 X) = W˜
∗
1 X, which is full rank by Corollary 1.
Based on the results in this section, we observe that for
the scenario where all parameter matrices are square,
all/partial global minimizers of all three aforestudied
neural networks consist of full rank parameter matri-
ces. Such a property further assists the establishment
of the gradient dominance condition and the regularity
condition for the loss functions of these types of neural
networks, as we present in Sections 3 and 4.
3 Gradient Dominance Condition
The gradient dominance condition is generally re-
garded as a useful property that can be exploited for
analyzing the convergence performance of optimiza-
tion methods. In particular, this condition, together
with a Lipschitz property of the gradient of an objec-
tive function, guarantees the linear convergence of the
function value sequence generated by the gradient de-
scent method. In this section, we establish the gradi-
ent dominance condition for the three types of neural
networks of interest in this paper.
3.1 Linear Neural Networks
For the linear network, we define vec (W ) :=
[vec (W1)
⊤
vec (W2)
⊤
. . . vec (Wl)
⊤
]⊤, and denote
e(W ) := WlWl−1 . . .W1X − Y as the error matrix.
We start our analysis by exploring the gradient of
h(W ). We present them as follows in the denomina-
tor layout (i.e., column layout), and all calculations are
provided in the supplemental material for the reader’s
convenience.
The k-th block of the gradient of h(W ) can be charac-
terized as
∀k ∈ [l], ∇vec(Wk)h(W ) = Gk(W )
⊤vec (e) , (8)
where e = e(W ) is the error matrix of h(W ), and
Gk(W ) := (Wk−1 . . .W1X)
⊤ ⊗ (Wl . . .Wk+1). (9)
Note that for the boundary cases k ∈ {1, l}, W0W1
and WlWl+1 should be understood as identity matrix.
We next establish the gradient dominance condition in
the neighborhood of any global minimizer of h(W ) for
the linear networks.
Theorem 1. Consider h(W ) of the linear neural net-
work with m = d. Consider a global minimizer W ∗
and let τ = 12 mink∈[l] ηmin(W
∗
k ). Then any point
in the neighborhood of W ∗ defined as {W : ‖Wk −
W ∗k ‖ < τ, ∀k ∈ [l]} satisfies
h(W )− h(W ∗) ≤ λh
∥∥∇vec(W )h(W )∥∥22 , (10)
where λh = (2lτ
2(l−1)η2min(X))
−1. Consequently, any
critical point in this neighborhood is a global mini-
mizer.
We note that Corollary 1 guarantees that any global
minimizer W ∗ of h(W ) under the assumption of The-
orem 1 is full rank, and hence the parameter τ defined
in Theorem 1 is strictly positive. The gradient dom-
inance condition implies a linear convergence of the
function value to the global minimum via a gradient
descent algorithm, if the iterations of the algorithm
stay in this τ neighborhood. In particular, a larger pa-
rameter τ (a larger minimum singular value) implies
a smaller λh, which yields a faster convergence of the
function value to the global minimum via a gradient
descent algorithm.
3.2 Linear Residual Neural Networks
For the linear residual network, we define vec (A) :=
[vec (A11)
⊤
vec (A12)
⊤
. . . vec (Alr)
⊤
]⊤. For all
k ∈ [l], we denote Wk := I +Akr . . .Ak1, and denote
e(W ) := WlWl−1 . . .W1X − Y as the error matrix.
Please note that Wk, k ∈ [l] here are only notations
for convenience, and the real parametrization is by the
matrices Akq, k ∈ [l], q ∈ [r].
We derive the following first-order derivatives of f(A)
with details given in the supplemental material. The
(k, q)-th block of the first-order derivative of f(A) can
be characterized as
∀k ∈ [l],q ∈ [r],
∇vec(Akq)f(A) = Qkq(A)
⊤vec (e) , (11)
where matrix Qkq takes the form
Qkq(A) :=
[
(Wk−1 . . .W1X)
⊤ ⊗ (Wl . . .Wk+1)
]
[(
Ak(q−1) . . .Ak1
)⊤
⊗
(
Akr . . .Ak(q+1)
)]
. (12)
We then obtain the following gradient dominance con-
dition within the neighborhood of a full-rank global
minimizer.
Theorem 2. Consider f(A) of the linear residual
neural network with m = d. Consider a full-rank
global minimizer A∗, and let τ = 12 mink∈[l] ηmin(W
∗
k ),
τ˜ = 12 mink∈[l],q∈[r] ηmin(A
∗
kq), and pick τˆ sufficiently
small such that any point in the neighborhood of A∗
defined as {A : ‖Akq −A
∗
kq‖ < τˆ , ∀k ∈ [l], q ∈ [r]} sat-
isfies ‖Wk−W
∗
k ‖ < τ for all k ∈ [l]. Then any point in
the neighborhood of A∗ defined as {A : ‖Akq−A
∗
kq‖ <
min{τˆ , τ˜}, ∀k ∈ [l], q ∈ [r]} satisfies
f(A)− f(A∗) ≤ λf
∥∥∇vec(A)f(A)∥∥22 , (13)
where λf =
(
2lrτ˜2(r−1)τ2(l−1)η2min(X)
)−1
. Conse-
quently, any critical point in this neighborhood is a
global minimizer.
We note that the above theorem establishes the gradi-
ent dominance condition around full rank global mini-
mizers. This is not too restrictive asW ∗k is guaranteed
to be full rank for all k by eq. (5). Then, A∗ is full rank
if and only if W ∗k − I is full rank, which is satisfied
if the column space of W ∗k is incoherent with its row
space. Also, positive τˆ exists because by continuity
‖Wk −W
∗
k ‖ → 0 as ‖Akq −A
∗
kq‖ → 0 for all q ∈ [r].
As a comparison to the gradient dominance condition
obtained in Hardt and Ma (2017), which is applicable
to the neighborhood of the origin for the residual net-
work with r = 1, the above result characterizes the
gradient dominance condition for a broader range of
the parameter space, which is applicable to the neigh-
borhood of any full-rank minimizer A∗ and to more
general residual networks with r > 1.
We note that the parameter λf in Theorem 2 depends
on both τ and τ˜ , where τ captures the overall prop-
erty of each residual unit and τ˜ captures the property
of individual linear unit in each residual unit. Hence,
in general, the λf in Theorem 2 for linear residual
networks is very different from the λh in the gradient
dominance condition in Theorem 1 for linear networks.
When the shortcut depth r becomes large, the param-
eter λf involves τ˜ that depends on more unparameter-
ized variables in A∗, and hence becomes more similar
to the parameter λh of linear networks.
To further compare the λf in Theorem 2 and the λh
in Theorem 1, consider a simplified setting of the lin-
ear residual network with the shortcut depth r = 1.
Then λf =
(
2lτ2(l−1)η2min(X)
)−1
, which is better reg-
ularized, although it takes the same expression as λh
in Theorem 1 for the linear network. The reason is
that for residual networks, all Wk, k ∈ [l] are further
parameterized by I+Ak. When ‖Ak‖ is small (in par-
ticular, less than one), ηmin(I + Ak) (and hence the
parameter τ) is regularized away from zero by the iden-
tity map, which was also observed by Hardt and Ma
(2017). Consequently, the identity shortcut leads to
a smaller λf (due to larger τ) compared to a large
λh when the parameters of linear networks have small
spectral norm. Such a smaller λf is more desirable for
optimization, because the function value approaches
closer to the global minimum after one iteration of a
gradient descent algorithm.
3.3 Nonlinear Neural Network with One
Hidden layer
For a nonlinear network with one hidden layer, we de-
fine vec (W ) := [vec (W1)
⊤
vec (W2)
⊤
]⊤ and denote
e(W ) := W2σ(W1X)− Y as the error matrix.
For such nonlinear networks, the structures of the gra-
dient and Hessian of the loss function g(W ) are much
more complicated than those of linear networks. In
specific, the gradient of g(W ) can be characterized as
follows (see supplemental material for the derivation)
∇vec(W2)g(W ) = (σ(W1X)⊗ I)vec (e) , (14)
∇vec(W1)g(W ) = (X ⊗ I)vec
(
σ′(W1X) ◦ (W
⊤
2 e)
)
,
(15)
where “◦” denotes the entrywise Hadamard product,
and σ′(·) denotes the derivative of σ(·). The following
result establishes the gradient dominance condition for
one-hidden-layer nonlinear neural networks.
Theorem 3. Consider the loss function g(W ) of one-
hidden-layer nonlinear neural networks with m = d
and with range(σ) = R. Consider a global mini-
mizer W ∗, and let τ = 12ηmin(σ(W
∗
1 X)). Then any
point in the neighborhood of W ∗ defined as {W :
‖σ(W1X)− σ(W
∗
1 X)‖ ≤ τ} satisfies
g(W ) ≤ λg
∥∥∇vec(W )g(W )∥∥22 , (16)
where λg = (2τ
2)−1.
We note that the characterization in Proposition 3
guarantees that σ(W ∗1 X) is full rank, and hence τ
is well defined. Differently from linear networks, the
gradient dominance condition for nonlinear networks
holds in a nonlinear τ neighborhood that involves the
activation function σ. This is naturally due to the non-
linearity of the network. Furthermore, the parameter
τ depends on the nonlinear term σ(W1X), whereas
the τ in Theorem 1 of linear networks depends on the
individual parameters Wk.
4 Regularity Condition
The regularity condition is an important landscape
property in optimization theory, which has been shown
to guarantee the linear convergence of a gradient de-
scent iteration sequence to a global minimizer in var-
ious nonconvex problems as we discuss in Section 1.
In this section, we establish the regularity condition
for the loss functions of the three neural networks of
interest here.
4.1 Linear Neural Networks
Consider any global minimizer W ∗ of h(W ). We fo-
cus on the more amenable case where m = d. In
such a case, the global minimal value is zero (i.e.,
h(W ∗) = 0), and the Hessian at the global minimizers
can be expressed in a trackable form. More specifi-
cally, the (k, k′)-th block of the Hessian of h(W ∗) can
be characterized as
∀k, k′ ∈ [l],
∇vec(W ′k)
(
∇vec(Wk)h(W
∗)
)
= Gk′(W
∗)⊤Gk(W
∗),
(17)
where the matrix Gk is given in eq. (9). By further
denoting G(W ) := [G1(W ), . . . ,Gl(W )], the entire
Hessian matrix at any global minimizer W ∗ can be
written as
∇2vec(W )h(W
∗) = G(W ∗)⊤G(W ∗). (18)
The following result establishes the regularity condi-
tion for the square loss function for linear networks.
Theorem 4. Consider h(W ) of linear neural net-
works with m = d. Further consider a global mini-
mizer W ∗, and let ζ = 2maxk∈[l] ‖W
∗
k ‖. Then for
any δ > 0, there exists a sufficiently small ǫ(δ) such
that any point W that satisfies
‖G(W ∗)vec (W −W ∗)‖2 ≥ δ ‖vec (W −W
∗)‖2
(19)
and within the neighborhood of W ∗ defined as {W :
‖Wk −W
∗
k ‖F < ǫ(δ), ∀k ∈ [l]} satisfies
〈∇vec(W )h(W ), vec (W −W
∗)〉
≥ α
∥∥∇vec(W )h(W )∥∥22 + β ‖vec (W −W ∗)‖22 , (20)
where α = γ/(lζ2(l−1) ‖X‖
2
) and β = (1 − γ)δ2/2 for
any γ ∈ (0, 1).
We note that the regularity condition as in eq. (20)
has been established and exploited for the convergence
analysis in various nonconvex problems such as phase
retrieval and rank minimization (see the references
in Section 1.2). There, the regularity condition was
shown to hold within the entire neighborhood of any
global minimizer. In comparison, Theorem 4 guar-
antees the regularity condition for linear neural net-
works within a neighborhood of W ∗ with the further
constraint in eq. (19). It can be observed that the
condition in eq. (19) does not depend on the norm of
vec (W −W ∗), and hence it is a condition only on the
direction of vec (W −W ∗), along which the regularity
condition can be satisfied. Furthermore, the parameter
δ in eq. (19) determines the range of directions that sat-
isfy eq. (19). For example, if we set δ = ηmin(G(W
∗)),
then all W such that vec (W −W ∗) ⊥ kerG(W ∗)
satisfy the condition eq. (19).
For all W with directions that satisfy eq. (19) and
hence satisfy the regularity condition, it can be shown
that one gradient descent iteration yields an update
that is closer to the global minimizerW ∗ Candès et al.
(2015). Hence, W ∗ serves as an attractive point along
those directions of W that satisfy eq. (19). Further-
more, the value of δ in eq. (19) affects the parameter
β in the regularity condition. Larger δ results larger
β, which further implies that one gradient descent it-
eration at the point W yields an update that is closer
to the global minimizer W ∗ Candès et al. (2015).
4.2 Linear Residual Neural Networks
Consider any global minimizer A∗ of f(A) of a lin-
ear residual network. Suppose, m = d, which implies
f(A∗) = 0. Then the (k, q) − (k′, q′)-th block of the
Hessian of f(A) can be characterized as
∀k, k′ ∈ [l], q, q′ ∈ [r]
∇vec(Ak′q′)
(
∇vec(Akq)f(A
∗)
)
= Qk′q′ (A
∗)⊤Qkq(A
∗),
(21)
where matrix Qkq is given in eq. (12). We note that
the above Hessian is evaluated at a global minimizer
A∗, and is hence different from the Hessian evaluated
at the origin (i.e., A = 0) in Li et al. (2016a).
Denote Q(A) := [Q11(A),Q12(A), . . . ,Qlr(A)].
Then the entire Hessian matrix at any global mini-
mizer can be characterized as
∇2vec(A)f(A
∗) = Q(A∗)⊤Q(A∗). (22)
The following theorem characterizes the regularity con-
dition for the square loss function of linear residual
networks.
Theorem 5. Consider f(A) of linear residual neu-
ral networks with m = d. Further consider a global
minimizer A∗, and let ζ = 2maxk∈[l] ‖W
∗
k ‖ and ζ˜ =
2maxk∈[l],q∈[r] ‖A
∗
kq‖. Then, for any constant δ > 0,
there exists a sufficiently small ǫ(δ) such that any point
A that satisfies
‖Q(A∗)vec (A−A∗)‖2 ≥ δ ‖vec (A−A
∗)‖2
and within the neighborhood of A∗ defined as {A :
‖Akq −A
∗
kq‖F < ǫ(δ), ∀k ∈ [l], q ∈ [r]}, satisfies〈
∇vec(A)f(A), vec (A−A
∗)
〉
≥ α
∥∥∇vec(A)f(A)∥∥22 + β ‖vec (A−A∗)‖22 , (23)
where α = γ/(lrζ˜2(r−1)ζ2(l−1) ‖X‖
2
) and β = (1 −
γ)δ2/2 with any γ ∈ (0, 1).
Similarly to the regularity condition for linear net-
works, the regularity condition for linear residual net-
works holds only along the directions of A such that
‖Q(A∗)vec(A−A∗)‖
2
‖vec(A−A∗)‖
2
≥ δ. However, the parametrization
of Q(A∗) of linear residual networks is different from
that of G(W ∗) of linear networks. To illustrate, con-
sider a simplified setting of the linear residual network
where the shortcut depth is r = 1. Then, one has
Qk(A
∗) =
(
W ∗k−1 . . .W
∗
1 X
)⊤
⊗
(
W ∗l . . .W
∗
k+1
)
.
Although it takes the same form as G(W ∗) of the lin-
ear network, the reparameterization of W ∗k = I +A
∗
k
keeps ηmin(W
∗
k ) away from zero when ‖A
∗
k‖ is small.
This enlarges ηmin(Qk(A
∗)) so that the constraint
‖Q(A∗)vec(A−A∗)‖
2
‖vec(A−A∗)‖
2
≥ δ can be satisfied along a wider
range of directions. In this way, A∗ attracts the op-
timization iteration path to converge along a wider
range of directions in the neighborhood of the origin.
4.3 Nonlinear Neural Networks with One
Hidden Layer
The Hessian of general nonlinear networks can take
complicated forms, analyzing which is typically not
trackable. Here, we consider nonlinear neural networks
with one hidden layer and focus on a simplified setting
where range(σ) = R. In this case, σ(W1X) can realize
any square matrix and hence the global minimal value
of g(W ) is zero. Consequently, the Hessian of g(W )
at a global minimizer W ∗ takes the following form
∇2vec(W )g(W
∗) = H(W ∗)⊤H(W ∗), (24)
where
H⊤ =
[
(X ⊗ I)σ′(diag(vec (W ∗1 X)))(I ⊗ (W
∗
2 )
⊤)
σ(W ∗1 X)⊗ I
]
.
The following theorem characterizes the regularity con-
dition for the square loss function of nonlinear neural
networks.
Theorem 6. Consider g(W ) of one-hidden-layer non-
linear neural networks with m = d and range(σ) = R.
Further consider a global minimizer W ∗ of g(W ), and
let ζ = 2max{‖σ(W ∗1 X)‖ , ‖W
∗
2 ‖ , ‖σ
′(W ∗1 X)‖∞}.
Then there exists a sufficiently small ǫ(δ) such that any
point W that satisfies
‖H(W ∗)vec (W −W ∗)‖2 ≥ δ ‖vec (W −W
∗)‖2
and within the neighborhood of W ∗ defined as {W :
‖Wk −W
∗
k ‖F < ǫ(δ), ∀k ∈ [2]} satisfies
〈∇vec(W )g(W ), vec (W −W
∗)〉
≥ α
∥∥∇vec(W )g(W )∥∥22 + β ‖vec (W −W ∗)‖22 , (25)
where α = γ/max{‖X‖
2
ζ4, ζ2} and β = (1 − γ)δ2/2
for any γ ∈ (0, 1).
Thus, nonlinear neural networks with one hidden layer
also have an amenable landscape near the global mini-
mizers that attracts gradient iterates to converge along
the directions restricted by H(W ∗).
5 Conclusion
In this paper, we explored two landscape properties
for square losses of three types of neural networks:
linear, linear residual, and one-hidden-layer nonlinear
networks. We focused on the scenario with square pa-
rameter matrices, which allows us to characterize the
explicit form of the global minimizers for these net-
works up to an equivalence class. Moreover, the char-
acterization of global minimizers helps to establish the
gradient dominance condition and the regularity con-
dition for these networks in the neighborhood of their
global minimizers under certain conditions. Along this
direction, many interesting questions can be further
asked, and are worth exploration in the future. For ex-
ample, can we generalize the existing results for deep
linear and shallow nonlinear networks to deep nonlin-
ear networks? How can we further exploit the infor-
mation about the higher-order derivatives of loss func-
tions to understand the landscape of loss functions?
Furthermore, it is interesting to exploit these gradi-
ent dominance condition and regularity condition in
the convergence analysis of optimization algorithms
applied to deep learning networks. The ultimate goal
is to develop the theory that effectively exploits the
properties of loss functions to guide the design of opti-
mization algorithms for deep neural networks in prac-
tice.
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Supplementary Materials
A Proof of Main Reults
Proof of Proposition 1
We first consider the two-layer linear network h(A,B) := 12 ‖ABX − Y ‖
2
F , where A ∈ R
d×d,B ∈ Rd×d. Then
the global minimizers are fully (sufficiently and necessarily) characterized by (Baldi and Hornik, 1989, Fact 4)
as
A = UC, B = C−1U⊤Σ⊤XY Σ
−1
XX , (26)
where C is an arbitrary invertible matrix and U = [u1, . . . ,ud] is the matrix formed by the eigenvectors that
correspond to the top d eigenvalues of Σ = Σ⊤XY Σ
−1
XXΣXY . Moreover, the global minimum value is given by
minA,B h(A,B) = Tr(ΣY Y )−
∑d
i=1 λi, where λi, i ∈ [d] are the top d eigenvalues of Σ.
Now consider the deep linear neural network with l − 1 layers. Since all parameter matrices are square,
range(Wl . . .W1) = range(AB) and hence minA,B h(A,B) = minW h(W ). Thus, for any k = 2, . . . , l, we
can treat A := Wl . . .Wk and B := Wk−1 . . .W1 and apply the characterization in eq. (26) (due to its unique-
ness). We then obtain that any Wl . . .Wk, Wk−1 . . .W1 that achieves the global optimum of h(W ) is fully
(sufficiently and necessarily) characterized by
∀k = 2, . . . , l, Wl . . .Wk = UCk, (27)
Wk−1 . . .W1 = C
−1
k U
⊤
Σ
⊤
XY Σ
−1
XX , (28)
where Ck are arbitrary invertible matrices. Note that eq. (27) with k = l, l− 1 gives
Wl = UCl, WlWl−1 = UCl−1, (29)
which further imply
UClWl−1 = UCl−1. (30)
Multiplying both sides by U⊤ and noting that U⊤U = I, one can solve for Wl−1 as Wl−1 = C
−1
l Cl−1. We
then apply eq. (27) inductively and obtain that
Wl = UCl, . . . , Wk = C
−1
k+1Ck, . . . , W1 = C
−1
2 U
⊤
Σ
⊤
XY Σ
−1
XX . (31)
One can verify that such a solution also satisfy the conditions in eq. (28) for all k = 2, . . . , l, and hence fully
characterizes global minimizers. Clearly, the global minimizers characterized by eq. (31) belong to a unique
equivalence class.
Proof of Proposition 2
Consider any full-rank global minimizer A∗. Since m = d, the global minimal value of f(A) is zero, and the fact
that A∗ minimizes f(A) implies that the corresponding W ∗ minimizes h(W ). Thus, by the characterization in
Proposition 1, we conclude that W ∗ is of full rank, and must be characterized as
W ∗l = ÛĈl, . . . ,W
∗
k = Ĉ
−1
k+1Ĉk, . . . ,W
∗
1 = Ĉ2
−1
Û⊤ΣXY Σ
−1
XX , (32)
where Ĉ2, . . . , Ĉl are arbitrary invertible matrices and Û = [uˆ1, . . . , uˆd] is the matrix formed by all the eigenvec-
tors of Σ.
Since by definition A∗kr . . .A
∗
k1−(W
∗
k −I) = 0, A
∗
k1, . . . ,A
∗
kr minimizes the loss
1
2 ‖Akr . . .Ak1 − (W
∗
k − I)‖
2
F
of
a linear network. And W ∗k −I is of full rank since all A
∗
kq are of full rank. We want to apply Proposition 1 again
to characterize the form of A∗kq for q ∈ [r]. Note that (W
∗
k − I)(W
∗
k − I)
⊤ may not have distinct eigenvalues.
Hence by the remark in the proof of (Baldi and Hornik, 1989, Fact 4), the matrix U formed by the eigenvectors
should be generalized to UV , where V is block diagonal with each block being an orthogonal matrix (where the
dimension is determined by the multiplicities of the eigenvalues). Then we can characterize A∗kq as
A∗kr = UVrCr, . . . , A
∗
kq = C
−1
q+1V
−1
q+1VqCq, . . . , A
∗
k1 = C
−1
2 V
−1
2 U
⊤(W ∗k − I), (33)
where C2, . . . ,Cl are arbitrary invertible matrices, V2, . . . ,Vl are orthogonal block diagonal matrices, and U =
[u1, . . . ,ud] is the matrix formed by all the eigenvectors of (W
∗
k−I)(W
∗
k −I)
⊤. It can be observed that combining
VqCq into one invertible transformation Cq does not change the generalization of the form, which thus yields
the desired result.
In the case of r = 1, the index q is absent and W ∗k = I + A
∗
k for all k ∈ [l]. Consider any global minimizer
A∗ (not necessarily of full rank). Since the global minimum of f(A) is zero, the fact that A∗ minimizes f(A)
implies that the corresponding W ∗ minimizes h(W ), and such W ∗ is characterized by eq. (5). We thus obtain
A∗k = W
∗
k − I.
Proof of Proposition 3
Consider the loss function 12 ‖W2σ(W1X)− Y ‖
2
F of a nonlinear network and the loss function
1
2
∥∥∥W˜2W˜1X − Y ∥∥∥2
F
of the corresponding linear network. Let (W ∗2 ,W
∗
1 ) be a global minimizer of the non-
linear network (achieves zero loss since m = d). Then one can verify that (W˜ ∗2 , W˜
∗
1 ) achieves zero loss of the
linear network with W˜ ∗2 = W
∗
2 , W˜
∗
1 = σ(W
∗
1 X)X
−1. Such (W˜ ∗2 , W˜
∗
1 ) is a global minimizer of the linear net-
work, and can be fully characterized by Proposition 1. Moreover, since range(σ) = R, we can take the inverse
of σ and conclude that W ∗1 = σ
−1(W˜ ∗1 X)X
−1. We note that the inverse function should be understood as
σ−1(y) := {x | σ(x) = y}, and is well defined since range(σ) = R.
Proof of Theorem 1
We first consider any full-rank point W , i.e., ηmin(Wk) > 0 for all k ∈ [l]. We obtain for all k ∈ [l] that∥∥∇vec(Wk)h(W )∥∥2 = ∥∥Gk(W )⊤vec (e)∥∥2 (34)
≥ ηmin(Gk(W )) ‖vec (e)‖2 (35)
= ηmin
(
(Wk−1 . . .W1X)
⊤ ⊗ (Wl . . .Wk+1)
)
‖vec (e)‖2 (36)
(i)
= ηmin(Wk−1 . . .W1X)ηmin(Wl . . .Wk+1) ‖vec (e)‖2 , (37)
where (i) follows from the fact that ηmin(A⊗B) = ηmin(A)ηmin(B). Thus, by summing over k ∈ [l] we obtain
l∑
k=1
∥∥∇vec(Wk)h(W )∥∥22 ≥ l∑
k=1
η2min(Wk−1 . . .W1X)η
2
min(Wl . . .Wk+1) ‖vec (e)‖
2
2 (38)
= 2h(W )
(
l∑
k=1
η2min(Wk−1 . . .W1X)η
2
min(Wl . . .Wk+1)
)
. (39)
After rearranging, we obtain that
h(W ) ≤ λh
∥∥∇vec(W )h(W )∥∥22 , (40)
where λh = 1/
(
2
∑l
k=1 η
2
min(Wk−1 . . .W1X)η
2
min(Wl . . .Wk+1)
)
.
Now consider any global minimizer W ∗ of h(W ). Proposition 1 guarantees that W ∗ is of full rank under the
assumption of the theorem. Consider any point W in the neighborhood of W ∗ defined as {W : ‖Wk −W
∗
k ‖ <
τ, ∀k ∈ [l]}. Then, by Weyl’s inequality (Horn, 1986, page 178, Theorem 3.3.16), we have for all k ∈ [l]
ηmin(Wk) = ηmin(W
∗
k +Wk −W
∗
k ) ≥ ηmin(W
∗
k )− ‖Wk −W
∗
k ‖ ≥ 2τ − τ = τ > 0, (41)
where τ is defined in the statement of the theorem. Thus, W is of full rank and hence satisfies eq. (40), where
λh can be further upper bounded as
λh =
(
2
l∑
k=1
η2min(Wk−1 . . .W1X)η
2
min(Wl . . .Wk+1)
)−1
(42)
≤ (2lτ2(l−1)η2min(X))
−1, (43)
where we use the fact that ηmin(AB) ≥ ηmin(A)ηmin(B). Lastly, observe that h(W
∗) = 0 since m = d.
Proof of Theorem 2
The proof follows the argument similar to that for Theorem 1. We first consider a full-rank point A such that
its corresponding W is also of full rank. Then for all k ∈ [l], q ∈ [r]∥∥∇vec(Akq)f(A)∥∥2 = ∥∥Qkq(A)⊤vec (e)∥∥2 (44)
≥ ηmin(Qkq(A))vec (e)2 (45)
(i)
≥ ηmin
(
Ak(q−1) . . .Ak1
)
ηmin
(
Akr . . .Ak(q+1)
)
(46)
· ηmin (Wk−1 . . .W1X) ηmin (Wl . . .Wk+1) ‖vec (e)‖2 , (47)
where (i) follows from the form of Qkq(A). Note that f(A) =
1
2 ‖e(A)‖
2
2. Then an argument similar to that of
Theorem 1 yields
f(A) ≤ λf
∥∥∇vec(A)f(A)∥∥22 , (48)
where
λf =
(
2
∑
k,q
η2min
(
Ak(q−1) . . .Ak1
)
η2min
(
Akr . . .Ak(q+1)
)
(49)
· η2min (Wk−1 . . .W1X) η
2
min (Wl . . .Wk+1)
)−1
. (50)
Now consider a global minimizer A∗ of f(A). Since f(A∗) = 0, the fact that A∗ minimizes f(A) implies that
the corresponding W ∗ minimizes h(W ). Thus, Proposition 1 guarantees that W ∗ is also of full rank. Consider
any point in the neighborhood of A∗ defined as {A : ‖Akq −A
∗
kq‖ < min{τˆ , τ˜}, ∀k ∈ [l], q ∈ [r]}, and we have
ηmin(Akq) ≥ ηmin(A
∗
kq)−
∥∥Akq −A∗kq∥∥ ≥ 2τ˜ − τ˜ = τ˜ > 0. (51)
Since such a point is also contained in the neighborhood {A : ‖Akq −A
∗
kq‖ < τˆ, ∀k ∈ [l], q ∈ [r]}, the definition
of τˆ implies that for all k ∈ [l]
ηmin(Wk) ≥ ηmin(W
∗
k )− ‖Wk −W
∗
k ‖ ≥ 2τ − τ = τ > 0. (52)
Thus, A and the corresponding W are of full rank and hence satisfies eq. (48), where the parameter λf can be
further upper bounded as
λf =
(
2
∑
k,q
η2min
(
Ak(q−1) . . .Ak1
)
η2min
(
Akr . . .Ak(q+1)
)
(53)
· η2min (Wk−1 . . .W1X) η
2
min (Wl . . .Wk+1)
)−1
(54)
≤
(
2lrτ˜2(r−1)τ2(l−1)η2min(X)
)−1
, (55)
where we use the fact that ηmin(AB) ≥ ηmin(A)ηmin(B).
Proof of Theorem 3
Applying the derivatives in eqs. (14) and (15) (the detailed calculations are provided in Appendix B), we obtain
that for any W ∥∥∇vec(W )g(W )∥∥22 ≥ ∥∥∇vec(W2)g(W )∥∥22
= ‖(σ(W1X)⊗ I)vec (e)‖
2
2
≥ η2min(σ(W1X)⊗ I) ‖vec (e)‖
2
2
= 2η2min(σ(W1X))g(W ).
Consider any {W : ‖σ(W1X)− σ(W
∗
1 X)‖ ≤ τ}, by Weyl’s inequality we obtain that
ηmin(σ(W1X)) ≥ ηmin(σ(W
∗
1 X))− ‖σ(W1X)− σ(W
∗
1 X)‖ ≥ 2τ − τ = τ > 0.
Thus, we conclude that
g(W ) ≤ λg
∥∥∇vec(W )g(W )∥∥22 ,
where λg = (2η
2
min(σ(W1X)))
−1 ≤ (2τ2)−1. Lastly, observe that g(W ∗) = 0 since m = d and range(σ) = R.
Proof of Theorem 4
Consider any W and any global minimizer W ∗. The Peano form of the Taylor expansion of h(W ) at W ∗ gives
h(W ) = h(W ∗) + vec (W −W ∗)⊤∇vec(W )h(W
∗)
+ 12vec (W −W
∗)
⊤
∇2vec(W )h(W
∗)vec (W −W ∗) + o(‖vec (W −W ∗)‖
2
2). (56)
Here
o(‖w‖2
2
)
‖w‖2
2
→ 0 as ‖w‖2 → 0. Note that h(W
∗) = 0, ∇vec(W )h(W
∗) = 0 and ∇2vec(W )h(W
∗) =
G(W ∗)⊤G(W ∗). We then obtain that
h(W ) = 12 ‖G(W
∗)vec (W −W ∗)‖22 + o(‖vec (W −W
∗)‖22). (57)
Now consider the function ℓ(W ) :=
〈
∇vec(W )h(W ), vec (W −W
∗)
〉
. We observe that
∇vec(W )ℓ(W
∗) = ∇vec(W )[(∇vec(W )h(W ))
⊤vec (W −W ∗)]
∣∣∣∣
W=W ∗
(58)
=
[(
∇2vec(W )h(W )
)
vec (W −W ∗) +∇vec(W )h(W )
] ∣∣∣∣
W=W ∗
(59)
= 0. (60)
Furthermore,
∇2vec(W )ℓ(W
∗) = ∇vec(W )
[(
∇2vec(W )h(W )
)
vec (W −W ∗) +∇vec(W )h(W )
] ∣∣∣∣
W=W ∗
(61)
=
[(
∇vec(W )∇
2
vec(W )h(W )
)
vec (W −W ∗) + 2∇2vec(W )h(W )
] ∣∣∣∣
W=W ∗
(62)
= 2∇2vec(W )h(W
∗). (63)
Hence, ℓ(W ) has the same Hessian (up to a scaling factor) as h(W ) at the global minimizer W ∗. Then, its
Peano form of Taylor expansion is given by
ℓ(W ) = ‖G(W ∗)vec (W −W ∗)‖
2
2 + o(‖vec (W −W
∗)‖
2
2). (64)
Consider a sufficiently small ǫ(δ)-neighborhood of W ∗, we have ‖Wk‖ ≤ ‖Wk −W
∗
k ‖+ ‖W
∗
k ‖ ≤
ζ
2 +
ζ
2 = ζ for
all k ∈ [l].
On the other hand, by eq. (97), we obtain that (by summing over k ∈ [l])
l∑
k=1
∥∥∇vec(Wk)h(W )∥∥22 = l∑
k=1
∥∥Gk(W )⊤vec (e)∥∥22 (65)
≤
l∑
k=1
‖Gk(W )‖
2
‖vec (e)‖
2
2 (66)
=
l∑
k=1
∥∥(Wk−1 . . .W1X)⊤ ⊗ (Wl . . .Wk+1)∥∥2 ‖vec (e)‖22 (67)
(i)
=
l∑
k=1
‖Wk−1 . . .W1X‖
2
‖Wl . . .Wk+1‖
2
‖vec (e)‖
2
2 (68)
≤ lζ2(l−1) ‖X‖
2
‖vec (e)‖
2
2 , (69)
where (i) follows from the fact that ‖A⊗B‖ = ‖A‖ ‖B‖. Note that by assumption, ‖G(W ∗)vec (W −W ∗)‖22 ≥
δ2 ‖vec (W −W ∗)‖
2
2. Then comparing eq. (57) and eq. (64) yields that, for any γ ∈ (0, 1)
ℓ(W ) = (γ + 1− γ) ‖G(W ∗)vec (W −W ∗)‖
2
2 + o(‖vec (W −W
∗)‖
2
2) (70)
= 2γh(W ) + (1− γ) ‖G(W ∗)vec (W −W ∗)‖
2
2 + o(‖vec (W −W
∗)‖
2
2) (71)
= γ ‖e(W )‖22 + (1− γ) ‖G(W
∗)vec (W −W ∗)‖22 + o(‖vec (W −W
∗)‖22) (72)
(i)
≥ α
∥∥∇vec(W )h(W )∥∥22 + β ‖vec (W −W ∗)‖22 + o(‖vec (W −W ∗)‖22), (73)
where (i) follows from eq. (69) with α = γ/(lζ2(l−1) ‖X‖
2
) and β = (1−γ)δ2. Finally, by considering a sufficiently
small ǫ(δ)-neighborhood of W ∗, the higher order term o(‖vec (W −W ∗)‖
2
2) can be removed by letting β =
(1 − γ)δ2/2.
Proof of Theorem 5
The proof follows the argument similar to that for Theorem 4, and we present an outline of the proof.
First, note that ∇vec(A)f(A
∗) = 0 and ∇2vec(A)f(A
∗) = Q(A∗)⊤Q(A∗). Then the Peano form of the Taylor
expansion of f(A) at A∗ is given by
f(A) = 12 ‖Q(A
∗)vec (A−A∗)‖22 + o(‖vec (A−A
∗)‖22). (74)
Now consider the function ℓ(A) :=
〈
∇vec(A)f(A), vec (A−A
∗)
〉
. Similarly to the proof of Theorem 4, one can
show that ∇vec(A)ℓ(A
∗) = 0, ∇2vec(A)ℓ(A
∗) = 2∇2vec(A)f(A
∗), and hence the Peano form of the Taylor expansion
of ℓ(A) is given by
ℓ(A) = ‖Q(A∗)vec (A−A∗)‖
2
2 + o(‖vec (A−A
∗)‖
2
2). (75)
Consider a sufficiently small ǫ(δ) neighborhood of A∗, which also implies a sufficiently small neighborhood of
W ∗ (since ‖W −W ∗‖ → 0 as ‖A−A∗‖ → 0). We then have ‖Akq‖ ≤
∥∥∥Akq −A∗kq∥∥∥ + ‖Akq∗‖ ≤ ζ˜2 + ζ˜2 = ζ˜
and similarly ‖Wk‖ ≤ ζ. On the other hand, by eq. (105), we obtain that∑
kq
∥∥∇vec(Akq)f(A)∥∥22 ≤∑
kq
‖Qkq(A)‖
2
‖e‖
2
2 (76)
≤
∑
kq
∥∥Ak(q−1) . . .Ak1∥∥2 ∥∥Akr . . .Ak(q+1)∥∥2 (77)
· ‖Wk−1 . . .W1X‖
2
‖Wl . . .Wk+1‖
2
‖vec (e)‖
2
2 (78)
≤ lrζ˜2(r−1)ζ2(l−1) ‖X‖
2
‖vec (e)‖
2
2 . (79)
Note that by assumption, ‖Q(A∗)vec (A−A∗)‖
2
2 ≥ δ
2 ‖vec (A−A∗)‖
2
2. Then comparison of eqs. (74) and (75)
yields that, for any γ ∈ (0, 1),
ℓ(A) = (γ + 1− γ) ‖Q(A∗)vec (A−A∗)‖22 + o(‖vec (A−A
∗)‖22) (80)
= 2γf(A) + (1− γ) ‖Q(A∗)vec (A−A∗)‖
2
2 + o(‖vec (A−A
∗)‖
2
2) (81)
= γ ‖e(A)‖
2
2 + (1− γ) ‖Q(A
∗)vec (A−A∗)‖
2
2 + o(‖vec (A−A
∗)‖
2
2) (82)
(i)
≥ α
∥∥∇vec(A)f(A)∥∥22 + β ‖vec (A−A∗)‖22 + o(‖vec (A−A∗)‖22), (83)
where (i) follows from eq. (79) with α = γ/(lrζ˜2(r−1)ζ2(l−1) ‖X‖
2
) and β = (1− γ)δ2. Finally, by considering a
sufficiently small ǫ(δ) neighborhood of A∗, the higher order term o(‖vec (A−A∗)‖22) can be removed by letting
β = (1− γ)δ2/2.
Proof of Theorem 6
Consider a global minimizerW ∗ of g(W ) which satisfies g(W ∗) = 0 and∇vec(W )g(W
∗) = 0. Define the function
ℓ(W ) :=
〈
∇vec(W )g(W ), vec (W −W
∗)
〉
. Then, following the similar argument of the proof of Theorem 4, we
conclude that
g(W ) = 12 ‖H(W
∗)vec (W −W ∗)‖
2
2 + o(‖vec (W −W
∗)‖
2
2),
ℓ(W ) = ‖H(W ∗)vec (W −W ∗)‖
2
2 + o(‖vec (W −W
∗)‖
2
2).
Consider a sufficiently small ǫ(δ)-neighborhood of W ∗, we have ‖W2‖ ≤ ‖W2 −W
∗
2 ‖ + ‖W
∗
2 ‖ ≤
ζ
2 +
ζ
2 = ζ.
Moreover, by continuity we have ‖σ(W1X)‖ ≤ ‖σ(W
∗
1 X)‖+ ‖σ(W1X)− σ(W
∗
1 X)‖ ≤ ζ and ‖σ
′(W1X)‖∞ ≤
‖σ′(W ∗1 X)‖∞ + ‖σ
′(W1X)− σ
′(W ∗1 X)‖∞ ≤ ζ.
On the other hand, eqs. (14) and (15) imply that
∥∥∇vec(W2)g(W )∥∥22 ≤ ‖σ(W1X)‖2 ‖e‖2F ≤ ζ2 ‖e‖2F
and ∥∥∇vec(W1)g(W )∥∥22 = ‖X‖2 ∥∥σ′(W1X) ◦ (W⊤2 e)∥∥2F
≤ ‖X‖2 ‖σ′(W1X)‖
2
∞
∥∥W⊤2 e∥∥2F
≤ ‖X‖
2
‖σ′(W1X)‖
2
∞ ‖W2‖
2
‖e‖
2
F
≤ ‖X‖2 ζ4 ‖e‖2F .
Combining the above two inequalities, we further obtain that ‖e‖
2
F ≥ max{‖X‖
2
ζ4, ζ2}−1
∥∥∇vec(W )g(W )∥∥22.
Note that by assumption, ‖H(W ∗)vec (W −W ∗)‖
2
2 ≥ δ
2 ‖vec (W −W ∗)‖
2
2. Then comparing g(W ) and ℓ(W )
yields that, for any γ ∈ (0, 1)
ℓ(W ) = (γ + 1− γ) ‖G(W ∗)vec (W −W ∗)‖
2
2 + o(‖vec (W −W
∗)‖
2
2) (84)
= 2γh(W ) + (1− γ) ‖G(W ∗)vec (W −W ∗)‖
2
2 + o(‖vec (W −W
∗)‖
2
2) (85)
= γ ‖e(W )‖
2
2 + (1− γ) ‖G(W
∗)vec (W −W ∗)‖
2
2 + o(‖vec (W −W
∗)‖
2
2) (86)
≥ α
∥∥∇vec(W )g(W )∥∥22 + β ‖vec (W −W ∗)‖22 + o(‖vec (W −W ∗)‖22), (87)
where α = γ/max{‖X‖
2
ζ4, ζ2} and β = (1−γ)δ2. Finally, by considering a sufficiently small ǫ(δ)-neighborhood
of W ∗, the higher order term o(‖vec (W −W ∗)‖
2
2) can be removed by letting β = (1 − γ)δ
2/2.
B Proof of the First-Order and Second-Order Derivatives
Proof of First and Second Order Derivatives of h(W ) in eqs. (8) and (17)
We adopt the denominator layout convention for expressing derivatives. In specific, for a continuously differen-
tiable function f : Rd → R, its first-order derivative ∇xf(x) ∈ R
d×1 is defined as
∇xf(x) :=
[
∂f(x)
∂x1
∂f(x)
∂x2
· · · ∂f(x)
∂xd
]⊤
. (88)
By this convention, the derivative is a column vector. Moreover, we frequently use the following composition
rule, product rule and chain rule by denominator layout. Here, u(x) and v(x) are vector valued functions with
the same dimension and A is any dimension compatible matrix.
∇xu(v) = (∇xv)(∇vu), ∇xu
⊤
v = (∇xu)v + (∇xv)u, ∇xAx = A
⊤. (89)
Note that the loss function h(W ) of linear network can be expressed as
h(W ) = 12vec (e(W ))
⊤
vec (e(W )) . (90)
Consider the following first-order derivative
∇vec(W )h(W ) :=
[(
∇vec(W1)h(W )
)⊤
. . .
(
∇vec(Wl)h(W )
)⊤]⊤
. (91)
For any k ∈ [l], we have
∇vec(Wk)h(W ) = ∇vec(Wk)
1
2vec (e)
⊤ vec (e) (92)
(i)
=
(
∇vec(Wk)vec (e)
)
vec (e) (93)
=
[
∇vec(Wk)vec (WlWl−1 . . .W1X)
]
vec (e) (94)
(ii)
=
[
∇vec(Wk)
(
(Wk−1 . . .W1X)
⊤ ⊗ (Wl . . .Wk+1)
)
vec (Wk)
]
vec (e) (95)
(iii)
=
(
(Wk−1 . . .W1X)⊗ (Wl . . .Wk+1)
⊤
)
vec (e) (96)
(iv)
= Gk(W )
⊤vec (e) , (97)
where (i) follows from the product rule, (ii) follows because vec (AXB) = (B⊤ ⊗A)vec (X), (iii) follows from
the chain rule and the fact that (A ⊗ B)⊤ = (A⊤ ⊗ B⊤), and (iv) follows from the definition of Gk(W ) :=
(Wk−1 . . .W1X)
⊤ ⊗ (Wl . . .Wk+1).
We next derive the Hessian of h(W ) at a global minimizer W ∗. In the setting d = m where all matrices are
square, the global minimum of h(W ) equals zero, i.e., e(W ∗) = 0. Then the (k, k′)-block of the Hessian can be
characterized as
∇vec(Wk′ )
(
∇vec(Wk)h(W
∗)
)
= ∇vec(Wk′ )
(
G⊤k (W
∗)vec (e)
)
(98)
=
(
∇vec(Wk′ )Gk(W
∗)
)
vec (e) +
(
∇vec(Wk′ )vec (e)
)
Gk(W
∗) (99)
(i)
= 0 +G⊤k′(W
∗)Gk(W
∗), (100)
where (i) follows because e(W ∗) = 0 and uses the characterization of the first-order derivative in eq. (97).
Proof of First and Second Order Derivatives of f(A) in eqs. (11) and (21)
Note that Wk := I +Akr . . .Ak1. For the (k, q)-th block of the gradient, we have
∇vec(Akq)f(A) = ∇vec(Akq)
1
2vec (e)
⊤
vec (e) (101)
(i)
=
(
∇vec(Akq)vec (e)
)
vec (e) (102)
(ii)
=
(
∇vec(Akq)vec (Wk)
) (
∇vec(Wk)vec (e)
)
vec (e) (103)
(iii)
=

 1∏
j=q−1
Akj
⊗
q+1∏
j=r
Akj
⊤
Gk(W )⊤vec (e) (104)
(iv)
= Qkq(A)
⊤vec (e) , (105)
where (i) follows from the product rule, (ii) follows from the composition rule, (iii) uses the result in eq. (97),
and (iv) is due to the definition of Qkq(A).
Now consider the Hessian of f(A) at a global minimizer A∗. The (k, q)− (k′, q′)-th block of the Hessian can be
characterized as
∇vec(Ak′q′)
(
∇vec(Akq)f(A
∗)
)
(106)
= ∇vec(Ak′q′ )
(
Q⊤kq(A
∗)vec (e)
)
(107)
(i)
=
(
∇vec(Ak′q′ )
Qkq(A
∗)
)
vec (e) +
(
∇vec(Ak′q′)
vec (e)
)
Qk(A
∗) (108)
(ii)
= 0 +Qk′q′(A
∗)⊤Qkq(A
∗), (109)
where (i) follows from the product rule, and (ii) follows from the fact that e(W ∗) = 0, and applies the result to
obtain the first order derivative.
Proof of First and Second Order Derivatives of g(W ) in eqs. (14), (15) and (24)
For eq. (14), note that we can rewrite g(W ) = 12
∥∥(σ(W1X)⊤ ⊗ I)vec (W2)− vec (Y )∥∥2. Then we obtain that
∇vec(W2)g(W ) = (σ(W1X)
⊤ ⊗ I)⊤vec (e) = (σ(W1X)⊗ I)vec (e) .
For eq. (15), note that we can rewrite g(W ) = 12 ‖(I ⊗W2)vec (σ(W1X))− vec (Y )‖
2
. Then, by the composition
rule we obtain that
∇vec(W1)g(W ) =
(
∇vec(W1)vec (σ(W1X))
) (
∇vec(σ(W1X))g(W )
)
=
(
∇vec(W1)σ((X
⊤ ⊗ I)vec (W1))
) (
∇vec(σ(W1X))g(W )
)
,
where the second term further becomes ∇vec(σ(W1X))g(W ) = (I ⊗W2)
⊤vec (e). We next derive the following
general formula to simplify the first term.
∇xσ(AX) = ∇x[σ(a
⊤
1 x); . . . ;σ(a
⊤
n x)]
= [∇xσ(a
⊤
1 x); . . . ;∇xσ(a
⊤
n x)]
= [σ′(a⊤1 x)a1; . . . ;σ
′(a⊤n x)an]
= A⊤diag(σ′(Ax)).
Thus, applying the above formula with A = (X⊤ ⊗ I),x = vec (W1), the first term becomes ∇vec(W1)σ((X
⊤ ⊗
I)vec (W1)) = (X
⊤ ⊗ I)⊤diag(σ′(X⊤ ⊗ I)vec (W1)). Combining these facts, we further obtain that
∇vec(W1)g(W ) = (X
⊤ ⊗ I)⊤diag(σ′(X⊤ ⊗ I)vec (W1))(I ⊗W2)
⊤vec (e)
= (X ⊗ I)σ′(diag(vec (W1X)))vec
(
W⊤2 e
)
= (X ⊗ I)vec
(
σ′(W1X) ◦ (W
⊤
2 e)
)
.
To prove eq. (24), we consider the four subblocks of ∇2vec(W )g(W
∗). For the block ∇vec(W2)(∇vec(W2)g(W
∗)),
we use the formula of ∇vec(W2)g(W ) and obtain that
∇vec(W2)(∇vec(W2)g(W
∗)) = ∇vec(W2)
[
(σ(W1X)⊗ I)vec (W2σ(W1X))
]
= (σ(W1X)⊗ I)(σ(W1X)⊗ I)
⊤.
For the other diagonal block ∇vec(W1)(∇vec(W1)g(W
∗)), we use the formula of ∇vec(W1)g(W ) and obtain that
∇vec(W1)(∇vec(W1)g(W
∗))
= ∇vec(W1)
[
(X ⊗ I)σ′(diag(vec (W1X)))vec
(
W⊤2 e
) ]
(i)
= 0 +
(
∇vec(W1)vec
(
W⊤2 e
) )
σ′(diag(vec (W1X)))(X
⊤ ⊗ I)
=
(
∇vec(W1)vec
(
W⊤2 W2σ(W1X)
) )
σ′(diag(vec (W1X)))(X
⊤ ⊗ I)
(ii)
=
(
∇vec(W1)vec (σ(W1X))
)(
∇vec(σ(W1X))vec
(
W⊤2 W2σ(W1X)
) )
σ′(diag(vec (W1X)))(X
⊤ ⊗ I)
= (X ⊗ I)σ′(diag(vec (W1X)))(I ⊗W
⊤
2 W2)σ
′(diag(vec (W1X)))(X
⊤ ⊗ I)
=
[
(X ⊗ I)σ′(diag(vec (W1X)))(I ⊗W
⊤
2 )
][
(X ⊗ I)σ′(diag(vec (W1X)))(I ⊗W
⊤
2 )
]⊤
where (i) applies the composition rule and uses the fact that e(W ∗) = 0, and (ii) applies the composition rule.
For the off-diagonal block ∇vec(W1)(∇vec(W2)g(W
∗)), we obtain that
∇vec(W1)(∇vec(W2)g(W
∗)) = ∇vec(W1)
[
(σ(W1X)⊗ I)vec (e)
]
(i)
= 0 +
(
∇vec(W1)vec (e)
)
(σ(W1X)
⊤ ⊗ I)
=
(
∇vec(W1)vec (W2σ(W1X))
)
(σ(W1X)
⊤ ⊗ I)
=
(
∇vec(W1)vec (σ(W1X))
)(
∇vec(σ(W1X))vec (W2σ(W1X))
)
(σ(W1X)
⊤ ⊗ I)
= (X ⊗ I)σ′(diag(vec (W1X)))(I ⊗W
⊤
2 )(σ(W1X)
⊤ ⊗ I),
where (i) applies the composition rule and uses the fact that e(W ∗) = 0. The other off-diagonal block is just
the transpose of the above terms. Combining all these expressions of subblocks, it is clear that
∇2vec(W )g(W
∗) = H(W ∗)⊤H(W ∗), where H⊤ =
[
(X ⊗ I)σ′(diag(vec (W1X)))(I ⊗W
⊤
2 )
σ(W1X)⊗ I
]
.
