On S-cyclic steiner systems  by Diener, Immo
Discrete Mathematics 39 (1982) 283-292 
North-Holland Publishin;r Company 
283 
ON S-CYCLIC STEINER SYSTEMS 
Immo DIENER 
Lehrstiihle fiir Numerische und Angewandte Mathematik, Universitiit Giittingen, Lotzestrafle 
26-18, W-3400 Giittingen, W. Germany 
Received 21 October 1980 
Revised 20 June 198 1 
In this paper we investigate the structlrlre of S-cyclic Steiner quadruple systems and derive a 
necessary condition on their existence which might turn out to be sufficient. In the third chapter 
we prove a necessary condition on the existence of general S-cyclic Steiner systems. It turns out 
that S-cyclicity is a very restrictive property that hardly any systems with t# 3 can have. 
1. Iutrohwtiou 
A Steiner system S( t, k, u) is a pair (X, Q) where X is a u -set and Q is a 
collection of k-subsets of X such that every t-subset of X is contained in exactly 
one member of Q. The elements of X are called points and the elements of Q are 
called blocks. The order of a Steiner system S(t, k, v) is the number of points in X, 
namely 21. 
An S(t, k, u) is said to be cyclic if it admits an automorphism of order u. In this 
paper we assume without any loss of generality X = Z,,, the set of residues mod u 
and C, = (Z,,, +) as a subgroup of the automorphism group of a cyclic S(t, k, 13). 
We shall denote a Steiner system simply by its collection of blocks, namely, Q. 
Let Q be a cyclic Steiner system S(t, k, u). Under the action of Cu, the blocks of 
Q decompose into orbits that can be described by difference tuples. If B = 
1 x0, l *. , &c-l }EQ, let B+i:=(x,+i,..., &_1 +i} (mod u). The blocks B +i are 
all in the same orbit. Suppose q < q+r for i = 0, . . . , k -2; then this orbit can be 
completely described by its difference tuple D(B) = (d,, . . . , dk-l) where di = 
(xi+1 -4) (modu), i=O,..., k - 1 (indices taken mod k). Two d-tuples are said 
to be equal if they describe the same orbit, i.e. if one can be obtained from the 
other by a cyclic shift. 
Now, if B =(X0, . . . , &__l} c & We set -B =(a -x0,. . . , v - xk_l}. B is called 
symmetric if -B is equivalent to B. If D(B) = (d,, . . . , dk_l) we have D(--B) = 
(&-I, l . . , do). So B is symmetric iff D(B) = D(-B). A Steiner system Q is said 
to be S-cyclic if all blocks in Q are symmetric. This terminology has been 
introduced by Lindner and Rosa [lo] in 1978. They defined the term S-cyclic for 
quadruple systems S(3,4, u) only. 
The above concept coincides with their definition in the case of quadruple 
systems and provides a natural extension to genera.1 cyclic Steiner systems. 
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In their survey article [lo] Lindner and Rosa stated that all known cyclic 
Steiner quadruple systems (SQS) are S-cyclic. In the meantime a lot of work has 
been done on cyclic SQS by various authors and a number of non S-cyclic SQS 
have been found by Cho, Colbourn, Diener, Grannell and Griggs, Phelps. Among 
other things the interest in S-cyclic quadruple systems arises from a special 
method of construction that has already been known to Fitting [4]. 
The object of this paper is to investigate the structure of S-cyclic SQS and to 
prove some theorems on their existence. Some of these theorems have been 
independently obtained by Grannell and Griggs [6] but their proofs are different 
from the ones given here. In Section 3 some results on general S-cyclic Stei:rer 
systems are presented. 
2. S-cyclic quadruple systems 
Hanani [7] proved that for a Steiner quadruple system of order v to exist, it is 
necessary and sufficient that u = 2,4 (mod 6). In the following discussions, we shall 
always assume that the order v of an SQS(u) satisfies this requirement. 
Since some of the results apply to more general systems than S-cyclic SQS, a 
new term shall be introduced: 
De&Won. Let Q be a cyclic Steiner system S( t, k, u). Q is said to be R-cyclic (R 
for reverse) iff B E Q implies -B E Q. 
Observe that S-cyclic implies R-cyclic. The following remarks form the basis for 
more involved investigations on S-cyclic SQS(u). Arguments supporting these 
results are elementary and can in any event be found in Diener [2] or Phelps [13]. 
Any R-cyclic SQS(u) must contain the following difference quadruples: 
Di := (i, i, ;V - i, $V - 1) for i = 1,2, . [%I]. 0.9 4 
This implies that an R-cyclic SQS(u) can not contain orbits of length 4~. A simple 
counting argument shows that if v = 8,14,16 or 22 (mod 24), then a cyclic SQS(v) 
must contain at least one orbit of length 4~. ‘Thus a necessary condition for an 
R-cyclic SQS(v) to exist is that v = 2,4,10 or 20 (mod 24). 
Next we shall construct a graph, associated with an S-cyclic SQS(u). This idea 
originates from Fitting [4] and has recently been taken up by Kiihler [S]. Both 
authors have limited their investigations to1 i3 = 2,10 (mod 24). Here we shall 
consider all possible orders v = 2,4,10 or 20 (mod 24). What follows is closely 
related to Kiihlers paper [Sl and for the conl*enience of the reader the same 
terminology shall be used. 
To construct an S-cyclic SQS(u) we must find r” number of symmetric difference 
quadruples mod 7) such that any difference tri,Jle mod v is contained in exactly 
one such quadruple (‘contained’ refers to the associated blocks of Q and 3-subsets 
of Z,). 
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Since there are (3”) 3-subsets of &, the number of difference triples is 
1 U (u-1)(2,-2) 
-0 
= 
2) 3 6 l 
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NOW let Dj : = (j, j, &.I - j, $v - j). From the above remark we know that for 
j=l , . . . , [$j th ese orbits are all contained in any S-cyclic SQS(u). Dj contains 
the difference triples (j, j, 21- 2 j), (j, &I, &I - j), (Zj, $.I - j, iv - j) and (iv, j, $_I - j). 
These triples are all distinct except if j =$v. Dv/4 is an orbit of length $v. The 
orbit; Dj account exactly for those difference triples that contain two equal 
components or one component $I. Therefore such difference triples can be 
eliminated from our discussion. The remaining set of difference triples, i.e. those 
that are not contained in any Dj, is denoted by C&. We have 
IK* I (v-NV-2)_4v-2 (u-2)(u- 7) 
3.u = 
-= 
6 4 6 - 
if v =2,10 (mod 24j and 
IG*,I 
=(~-1)(v-2)_~v-4 ~ (v-4)(v-5) -- = 
6 4 6 
if v = 4,20 (mod 24). 
The difference triples in KT,u must now be packed into difference quadruples 
mod v. 
In an S-cyclic SQS(v) there are two possibilities for the structure of the orbits. 
We may have orbits of the form (a, a, b, b) with 2(a + b) = v, and orbits (a, b, a, c) 
with 2a + b + c = v. All possible orbits of the first type correspond to an orbit Dj. 
Therefore the difference triples in Kf,u must be packed into orbits of the form 
(a, b, a, v -(2a + b)). The difference triples contained in suar! 9~ orbit are 
(a, b, v -(a + b)), @,a,~--b+W, 
(a+b,a,v-(2a+b)), (a, a + b, v - (2a + b)). 
SO, if (a, b, C)E (x, y, x, z) it follows that (b, a, c) E (x, y, xi z). (This in fact is the 
reason why it is easier to construct S-cyclic SQS than general cyclic ones). The set 
((a, b, c), (b, a, c)] can be represented simply by the set (a, b, c}. We now form 
E(v):={{x, y, z}d1,2,. . .v v-3}\{~v})x<y<z,x+y+z=U) 
and consider the elements of E(v) as vertices of a graph H*(v). Two vertices 
(x, y, z) and {x’, y’, z’) are joined by an edge if there is a symmetric difference 
quadruple mod v containing the four difference triples (x, y, z), (y, x, z), (x’, y’, z’) 
and (y’, x’, z’). (This condition can also be expressed by listing certain properties 
of x, y, z, x’, y ’ and z’. The reader is referred to Kohler’s paper [S]). An S-cyclic 
SQS(v) obviously corresponds to a l-factor in the graph H*(u). We summarize 
there observations in the following 
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'EIwwem 2.1. Let u = 2,4,10,20 (mod 24), H*(v) defined as above. Then there 
exists an S-cyclic SQS(v) if and only if H*(v) contains a l-factor. 
‘The sufficiency of N*(v) containing a l-factor for the existence of a cyclic 
SOS(v) with v = 2,10 (mod 24) has already been recognized by Fitting [4] and 
Kohler [8]. 
Some properties of H*(v) can be found in [8]. In view of Theorem 2.1 Kohler’s 
paper [8] and [9] provide some necessary and sufficient conditions for the 
existence of S-cyclic SQS(v) with v = 2,10 (mod 24). 
Remark. We have 
IE(v)l = &(v - 2)(v - 7) if v = 2,10, (mod 24), 
IE(v)l = &(v - 4)(v - 5) if v I= 4,20 (mod 24). 
In general H*(v) is not connected. It will be shown now that for certain orders 
H*(v) contains a component with an odd number of points and hence an S-cyclic 
SQS( v) cannot exist. 
If d divides v let g(v) be the subgraph of p(v) whose klertices are those 
triples with g.c.d.{x, y, z} = d. g(v) is disjoint from and not connected with 
J?:(v) for t # d. Observe that 
Furthermore the graphs L&(v) and *(v/d) are isomorphic, the isomorphism 
being 
This observation is very useful in the following discussion and the next theorem is 
in fact a simple conclusion from these two facts. 
Theorem 2.2. Suppose that there exists an S-cyclic SQS(v), and an integer 
n = 2,4,10,20 (mod 24) such that L 1 v. Then it must contain a subsystem isomw 
phic to an S-cyclic SQS(n). 
oof. Set d := v/n and consider the decompositions 
c *(‘)) = c #%bs 
dltlu sldlu 
So we have 
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from which the theorem follows since a l-factor in H*(v) gives a l-factor in 
H”(n). 0 
Remark. Obviously one can replace the S-cyclic subsystem by any cyclic subsys- 
tem on the same set. 
Theorem 2.2 has independently been obtained by M.J. Grannell and T.S. 
Griggs [6] with a different proof. 
Next we prove that in certain cases H*(u) contains an odd component and thus 
there is no l-factor in H*(t)). 
Lemma 2.3. Let p = *l (mod 6) be a prime number. Then (E(p)1 =O (mod 2) if 
and only if p = 1 (mod 4). 
Proof. We have 
The number of ordered triples (x, y, z) with x + y + z = p is (p;*). The number of 
ordered triples with sum p that contain two equal components is $(p - 1). Since 
pf 0 (mod 3) there is no triple with three equal components. It follows that the 
number of ordered triples (x, y, z) with x # ;t# z # x and x + y + z = p is 
P-l ( ) 2 -4(p - 1) 
ans so the number of unordered such triples is 
IE(p)l= 6 1 ((p;1)-t(p-l~)=&~P-l)~P-5). 
Now 
and 
&(p - l)(p - 5) =$(p - 1) (mod 2) 
%P- 1)s [!J II\ (m.od 2) iff p + tj LrgSlod 4)
which proves the lemma. 0 
We can now prove the a*lnounced 
The following conditions are necessary for the existence of an 
S-cyclic SQS( v) : 
(i) v = 2,4,10 or 20 (mod 24). 
(ii) If p is an odd primie divisor of v, then-p = 1 or 5 (mod 12). 
288 I. Diener 
Proof. Condi,tion (i) is clear by what has been said above. Now let J = d l p. Then 
H*(U) contains a component 
H,(iv)-I-@)=fl(p)=H(p). 
N(p) has lE(p)l vertices and applying Lemma 2.3 gives the theorem. 0 
Remark. Theorem 2.4 has also been obtained independently by Grannell and 
Griggs [6] with a different proof. 
Remark. Condition (ii) in Theorem 2.4 is not necessary for R-cyclic SQS(u): 
Phelps [12] has given an example of an R-cyc!ic SQS(28) although v = 28 violates 
(ii). In Table 1 a listing of the difference quadruples for an S-cyclic SQS(52) is 
Table 1. Difference quadruples of an S-cyclic SQS(52) 
t 1, 1,25,25) 
( 4, 4,22,22) 
( 7, 7,19,19) 
(10, 10,16,16) 
(13,13,13,13) 
t 2,12, 2,36) 
( 6, 4, 6,36) 
( 4,14, 4,301 
(12, 6,12,22) 
( 6,18, 6,22) 
(16, 8,16,12) 
( 1, 4, 1,46) 
( L10, 1,40) 
( 1,16, 1934) 
( 1,22, 1,28) 
( 2, 7, 2,41) 
( 2,19, 2,291 
( 3, 5, 3,411 
( 3,11, 3,35) 
( 3,17, 3,29) 
(21, 3,219 7) 
( 4, 9, 4,35) 
(19, 4,19,10) 
( 5, 8, 5,34) 
(15, 5,15,17) 
( 5,18, 5,241 
( 9, 6, 9,281 
(1% 619, 8) 
(10, 7,10,25) 
(13, 7,13,19) 
(17, 7,17,11) 
(11, 8,11,22) 
( 9,lL 9,23) 
(14, 9,14,15) 
(13,10,13,16) 
(14,11,14,13) 
t 2, 292% 24 
( 5, 5,21,21) 
( 8, 8,183 18) 
(11, 11,15,15) 
( 2, 4, 2,441 
( 2,16, 2932) 
( 4, 8, 4936) 
( 4,16, 4.28) 
(14, 6,14,18) 
(10, 8,10,24) 
(10,12,10,20) 
t 1, 6, 1,44) 
t 1,12, 1,381 
( 1,18, 1,321 
(24, 1,24, 3) 
( 2,117 2,37) 
(23, 2,23, 4) 
( 3, 6, 3,40) 
( 3,123 3,341 
(18, 3,18,13) 
( 5, 4, 5938) 
(IS, 4,15,18) 
( 5, 6, 5336) 
(10, 5,10,27) 
(16, 5,16,15) 
(20, 5,20, 7) 
( 6, 11, 6,29) 
( 8, 7, 8,29) 
(11, 7,11,23) 
(14, 7, 14,17) 
(18, 7918, 9) 
( 8,139 8,23) 
( 9,123 9,22) 
(16, 9,16,11) 
(12,11,12,17) 
(12,13,12,15) 
( 3, 3,23,23) 
( 6, 6,20,20) 
( 9, 9,17,17) 
(12,12,14,14) 
( 2, 8, 2,401 
( 2,20, 2,28) 
(10, 4, IO, 28) 
( 8, 6, 8,30) 
(16, 6,16,14) 
( 8,129 8,24) 
( 1, 2, 1,48) 
( 1, 8, 1,42) 
( 1,143 1,361 
( 1,20, 1,30) 
( 2, 3, 2,45) 
( 2,159 2,33) 
t 3, 4, 3,421 
( 3310, 3,36) 
(16, 3,16,17) 
( 3919, 3,27) 
( 4, 7, 4937) 
( 4,17, 4,27) 
( 5, 7, 5,35) 
( 5,14, 5.28) 
( 5317, 5,25) 
( 6, 7, 6,33) 
( 6, 15, 6,25) 
; 7, 9, 7,291 
(12, 7,12,21) 
( 7915, 7.23) 
( 8, 9, 8,271 
( 9,10, 9,24) 
(13, 9,13,17) 
(11, 10, 11,20) 
(13,11,13,15) 
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given. The system has been constructed from an S-cyclic SQS(26) and a l-factor 
in HT(52) according to the decomposition 
p(52) = fl(52) + jp(26). 
The first orders for which the existence of S-cyclic SQS(u)‘s remains open are 
v= 100,116,148,. . . . 
A recent table can be found in Diener [3]. This table is, however, incomplete by 
now. 
3. General S-acyclic Steiner systems 
We shall now investigate the existence of general S-cyclic S(t, k, v) denoted by 
SCS(t, k, v). Qbviously R-cyclic S(2, k, v) cannot exist. These systems and the well 
known cyclic systems S(4,5,11) and S(4,7,23) are even disjoint from their 
reverse. In [2] the following theorem has been proved: 
Theorem 3.1 [2]. Let t, k be given. Then an infinite number of orders v such that 
there is an S-cyclic S( t, k, v) can exist only if t G [$k] + I. 
To prove this theorem, one counts the number of symmetric orbits with 
parameters (k, v) and compares this number with the number of orbits needed for 
the construction of an SCS(t, k, v). We shall now prove a much more powerful 
theorem which has a simple proof- 
Theorem 3.2. The following con&ions are necessary for the existence of an 
S- .zyclic S( t, k, v) 
if k is odd, 
if k is even, 
where x0 is the minimal number of necessizy orbits. 
Proob. Let t, k, v be given and let S(k, tj) be the set of symmetric orbits with 
parameters (k, v). 
Case I: k odd. Any difference tuple from S(k, v) has the following form 
where r :=$(k - I) and yiv q EN+. 
If we define 
s : = [+t], 
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we have 
r+s-lGyo, 
s-1 
2YO+2 C yi+q=Um 
i=l 
(1) 
(2) 
Now let 
Wq’, y;, . . . , YL-,):={DES(k,U)lq=q’;Yi=Y:,i=l,...,S-1). 
If c E E&q’, y’l, . . . , ~6_~), then C contains the 2s + 1 tuple 
Qq’, YL l l - , YL) 
( u-q’ s-1 = \y--i=1 YL YL l - l 9 Y'l,d, YL l l l , YL, c 
u-q’ s--l 
-- 
2 c 1 i= 1 y; ’ 
Since 2s + 12 t, an SCS(t, k, u) with odd k can contain at most one orbit from 
each EJq , . . .). Furthermore, any D E S(k, U) is contained in at least one E,(m). It 
follows, that we cannot have more orbits in such an SCS(t, k, u) then there exist 
distinct, nonempty sets E,(e). Since to every E,(m) there corresponds a different 
solution to (1) and (2) the number of distinct, nonempty sets E,(g) is less than the 
number of solutions to (2) in positive integers yo, y,, . . . , y,_,, q. Elementary 
calculation yields ,,I:-’ ) solutions if v is even and ((“-~11)‘2) solutions if 11 is odd. In 
other words, (2) has (c(u-1)‘21 cr/23 ) solutions. This proves the first part of the theorem. 
Case II: k even. Two different forms of difference tuples are possible: 
and 
R = (Yv ’ l l ? Y 1, q, y1, * ’ - , yr, p) 
D2=(Yrr.. . 9 Yl, 99 4, Yl, l l . , Y,) 
,where r = $( k - 2) and Yi, p, q E N’. 
If we define 
s := [&- 1)-J, YO = f KY 
i=s 
we have 
r+s-lsy, 
and 
S--l 
2Y*+2 z yi+p+q’V 
(3) 
(4 
in case of D1, and 
s-l 
2YO+2 yi+2q=V (3 
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Let E,(p’, q)p y\, . . . , y:_J and E,(q’, y’,, . . . , y;_J be defined 
similar to til in Case I. 
If GE EM, q’, Y;: . . .5 yL_l), then C, contains the 2s +2 tuple 
= ( u-p’-q’-ss 2 YZ, YL9 l l l 9 YL 4’9 YL ’ l l 9 YL9 v - P’-d_s-l yl, p . i=l 2 c ) i=l 1 
If Cduq’, y’t, l l l , y:-l), then Cs contains the 2s +2 tuple 
G(4’9 YL l l l 9 y;-1) 
( 
u-q s-l 
zz -_ 
2 c 
iz 
1YL Cl, l * * 9 Yld?', q’, y;, . . .) y;+ 
v_2q’ s-1 
-_ 2 c ) Y; l i=l 
Since 2s + 2 > t, an SCS(t, k, u) with even k can contain at mqst one orbit from 
each of the sets E2(=) and Es(*). Again any DE S(k, v) is contained in at least one 
E,(e) or one E3(*). The same arguments as in the case of odd k show, that & must 
be less than the number of solutions to (4) plus the number of solutions to (5). 
Elementary calculations lead to 
if v is even, 
if v is odd. 
In othe+ words 
and the theorem is proved. R 
We now present a number of remarks and corollaries to the theorem. 
Coronary 3.1. Let t, k be giuen. Then the number of orders v such that there exists 
an SCS( t, k, u) is finite except possibly for t = 3 and k euen. 
of. We have 
_>I u k 
Ao-- ( )I( v t ) t - 
The right-hand side of this inequality is a polynomial in v of degree I - 1. The 
corollary now follows from Theorem 3.2 and the fact, that an SCS(t, k, v) must 
have ta3. 0 
* Theorem 3.2 can be strengthened as can be seen from the proof 3 (1) 
and (3) are taken into account. 
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Codary 2.2. For an SCS( 3, K, u) with k 0 kd to &st, it is necessary that v S 3(t). 
Proof. Apply Theorem 2.2. 0 
Remark. For (t, k) = (3,5) the last corollary gives v G 30. A glance at a table of 
admissible parameters shows that thle only candidates for an S-cyclic S(3,5, v) 
have orders v = 17 or 26. v =- 26 is easily ruled out and the unique S(3,4,17) is 
indeed S-cyclic. So we have found that the unique S(3,5,17) is the only S-cyclic 
S(3,5, v). Similar conclusions can be drawn for various other sets of parameters. 
l’he details are left to the reader. 
4. Problems 
There Ire a host of problems relating to S-cyclic and R-cyclic S( t, k, v). Perhaps 
the reader might want to give the following ones a little consideration. 
(i) /ire the conditions of Theorem 2.4 sufficient for the existence of an 
S-cyclic SQS( v)? 
(ii) Determine the spectrum for R-cyclic SQS(v). 
(iii) Find a construction for an S-cyclic SQS(pu) from an S-cyclic SQS(v) for 
prime numbers p = 1, 5 (mod 12). 
(iv) What conditinras must be imposed on a ‘nearly 3-regular’ bridgeless graph 
to have q 
H*(v) hiis 
vertices of 
1 -factor). 
l-factor? (for 2;+ 9 (mod 5) satisfying the conditions of Theorem 2.4, 
upper degree 3 and lower degree 2 but there are comparatively few 
degree 2. It is well known that 3-regular bridgeless graphs contain a 
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