This paper presents some recent developments in cross-layer approaches for planning and operating impairment-aware optical networks; included are associated challenges, comparative analysis with some solutions, and future research. 
I. INTRODUCTION
During this decade, optical networking has undergone tremendous changes and the trend clearly shows an evolution path toward wavelength switched optical networks (WSON). WSON can be seen as an extension of the automatically switched optical network (ASON) concept with an intelligent control plane based on generalized multiprotocol label switching (GMPLS).
Such an evolution has been governed by developments of networking capabilities (i.e., optical transmission systems) and emerging dynamic applications (e.g., storage area networks, grid computing, cloud computing applications). With respect to the optical transmission systems, this evolution can be translated to denser wavelength division multiplexing (WDM) transmission systems (i.e., 80-160 wavelengths per fiber) operating at higher line rates (e.g., 10, 40, and even 100 Gb/s), and coarser granularities at switching level [11] . Nevertheless, given the practical and economic considerations, the transmission reach of optical signals is limited (e.g., 1500-2500 km depending on the modulation format, bitrate, fiber type, etc.) [49] . To go beyond this limit, signal regeneration is essential to reamplify, reshape, and retime the optical signal (also known as 3R).
However, providing static and high-capacity pipes is no longer sufficient to address the demands of emerging applications. A dynamic and configurable optical layer combined with a control plane, able to serve dynamic requests, is required. From a pure network utilization perspective, reconfigurable optical networks appear to provide tangible advantages for high levels of traffic fluctuations by sharing resources, which means high flexibility, and resilient capabilities. Dynamic optical networks also provide considerable cost savings, and enable scalability of the future internet. Woodward and Feuer [63] discuss some of the requirements to evolve from today's quasi-static optical layer to fully dynamic operation.
All of these requirements need to be addressed utilizing a cost-effective solution. Optical technology can operate on a wide spectrum of wavelengths at once; keeping the signals in optical domain brings a significant cost reduction due to removal of electronic processing equipment [15] . Indeed, optical network architectures are evolving from traditional opaque networks toward alloptical (e.g., transparent) networks.
In opaque networks, the optical signal carrying traffic undergoes an optical-electronic-optical (OEO) conversion at every switching node. The OEO conversion enables the optical signal to reach long distances; however, this process is quite expensive due to several factors such as the number of regenerators required in the network, the dependency of the conversion process to the connection line rate, and also to the modulation format. In addition, as the size of opaque networks increases, network designers and architects have to consider more electronic terminating and switching equipment, which presents challenges in cost, heat dissipation, power consumption, required physical space, and operation and maintenance costs.
One approach to address these issues is the use of sparsely placed electrical or optical regenerators [60] . In principle, regeneration can be accomplished completely in the optical domain (e.g., [24] and [59] ); however, regeneration in the electronic domain (i.e., OEO conversion) is still the most economic and reliable technique. Alloptical regeneration is a relatively new technology that is not mature enough and is still an area of active research on many fronts. The lack of practical all-optical regeneration gives rise to the intermediate optical network architectures, which are identified as translucent [56] or opticalbypass [51] networks.
Translucent network architectures have been proposed as a compromise between opaque and all-optical networks. In this approach, a set of sparsely but strategically placed regenerators is used to maintain the acceptable level of signal quality from the source to its destination. This approach in fact eliminates much of the required electronic processing and allows a signal to remain in the optical domain for much of its path. Fig. 1 shows an example of an established lightpath in a translucent network, where the different elements traversed by an optical signal along its path are highlighted.
This paper aims to identify the challenges to be faced when planning and operating both transparent and translucent physical impairment-aware WSON networks, and the proposed solutions to cope with these challenges. The network planning phase, which typically occurs before a network is deployed, consists of processing a large set of demands at one time. Therefore, the main emphasis of network planning is on finding the optimal strategy for accommodating the whole demand set (traffic matrix) [8] . In network operation phase, the demands are generally processed upon their arrival and one at a time. The operation process must take into account any constraint posed by the state of the deployed equipment, which, for instance, may force a demand to be routed over a suboptimal path [10] . Since in both cases physical-layer impairments are taken into account, most of the planning and operating solutions are usually based on a cross-layer approach, which involve dynamic interactions between the physical layer and the network layer to perform lightpath establishment with the appropriate quality of transmission (QoT).
To manage the lightpath establishment taking into account physical impairments, either a centralized approach or a distributed approach can be considered. In the former approach, a centralized entity performs the lightpath computation relying on a global view of the network topology, current network resources, and physical-layer parameters; in the latter, the lightpath QoT is evaluated in a distributed way during the signaling phase.
Since this paper reports a comparative analysis of a selection of existing solutions, it has to be underlined that such analysis mainly involves, although not exclusively, 10-Gb/s systems. Nonetheless, today most advanced deployed infrastructures are equipped with 40-and 100-Gb/s systems [17] , [53] with 400-Gb/s systems on the horizon. Nonetheless, these systems require large amount of equipment and high cost investment, which could not be compensated for by enough revenues in the future. In fact, the problem of inefficient capacity utilization of the WDM systems due to their coarse granularity and rigid spectrum allocation becomes even more significant with the deployment of such higher bitrate systems. Recent technological developments in optical orthogonal frequency division multiplexing (O-OFDM), bandwidth-agnostic, and other reconfigurable network elements promise the development of flexible and elastic optical networks. Such networks achieve spectral efficiency by means of adaptive and agile spectrum allocation beyond the rigid spectrum grid of WDM. The networks have the potential of provisioning both superwavelength and subwavelength channels with arbitrary channel bandwidth and modulation formats. Such solutions are beyond the scope of this paper. Interested reader may refer to [26] and [27] .
The rest of the paper is organized as follows. Section II deals with the QoT evaluation. Section III is devoted to impairment-aware routing and wavelength assignment (IA-RWA). Besides the discussion on the most interesting IA-RWA algorithms, this section also surveys IA-RWA algorithms with survivability capabilities and traffic grooming. Section IV discusses the regenerator placement (RP) and allocation (RA) problems. To cope with the QoS degradation, regenerators have to be strategically placed at selected points of the network (RP) and used in the operational phase (RA). As a continuation of Section IV, Section V addresses failure localization and monitor placement, giving an overview of the relevant techniques presented in the literature. Finally, Section VII deals with the implications of the cross-layer approach to the control and management planes, and provides a summary of the current research activities, including the effort of international standardization bodies and fora on WSON networks. Section VII highlights potential future research lines, and concludes the paper.
II. QUALITY OF TRANSMISSION EVALUATION
In conventional digital networks, bits are regenerated at intermediate nodes along the path of a connection, and thus impairments do not propagate beyond a single link. Contrarily, in optically switched networks, signals are transparently switched causing the QoT of an optical signal to degrade along a path due to the accumulation of the physical-layer impairments (PLIs). To make it worse, the effects of these impairments on connections are not fully independent. As a result, impairments that are severe can affect multiple connections and the effects can propagate throughout the network. PLIs are usually classified into linear and nonlinear: linear are those PLIs that are independent of the signal power and nonlinear are those that are dependent. Refer to [9] and [14] for an in-depth analysis of PLIs. Such classification implies that some linear PLIs such as amplified spontaneous emission (ASE) and chromatic dispersion (CD) and some nonlinear PLIs such as self-phase modulation (SPM) are static; meaning that they are solely topology dependent and independent of the number of lightpaths already established. Contrarily, some linear PLIs such as crosstalk (XT) and nonlinear such as cross-phase modulation (XPM) and four wave mixing (FWM) are dynamic; their values change according to the number and position of the established lightpaths.
A number of high-quality articles and books (e.g., [9] and [12] ) addressed the evaluation of QoT of an optical signal in the past. Two techniques are usually adopted, namely, QoT estimator and probe signal. In the literature, there are two main QoT estimators [28] based on analytical or hybrid models, which can determine either the different PLI values (both linear and nonlinear) or can compute all of them together in a single representative value such as optical signal-to-noise ratio (OSNR) or bit error rate (BER). Analytical modeling consists of calculating numerically the QoT information. Hybrid models use either analytical formulas and simulations or interpolating analytical and laboratory measurements. During the operation phase, to accurately compute the QoT, the PLI information must be disseminated to all nodes or at least to a central computation element such as path computation element (PCE), which may impact the control plane scalability and introduce uncertainties in the information [10] .
Probe schemes permit to relax or avoid the QoT estimation phase by doing explicit measurements on the candidate lightpath [45] . The lightpath is first computed and set up and then probe traffic is injected along the lightpath before data transmission. The QoT can thus be measured using real data. Probe schemes can be assisted by a priori QoT estimation. In such a case, simpler QoT models can be utilized since no exact calculation is required. Besides, QoT model uncertainties [10] are overcome by QoT measurements on the probe traffic. Finally, simpler QoT models also imply a lighter control plane since a smaller number of QoT parameters is required to be distributed.
With the advent of novel transmission techniques based on coherent modulation formats, systems at 40 and 100 Gb/s are progressively introduced. Consequently, new QoT models [66] , [68] need to be developed since the PLIs affect differently such transmission systems. For example, the maximum distance without regeneration is shorter for 40/100-Gb/s than for 10-Gb/s communications. Moreover, such higher transmission bitrate has to coexist with existing 10-and 40-Gb/s devices. The resulting mixed line-rate networks pose difficult technical challenges for the accurate evaluation of the QoT [12] .
III. IMPAIRMENT-AWARE ROUTING AND WAVELENGTH ASSIGNMENT
IA-RWA is the process of computing a lightpath (both a route and a wavelength) between two nodes considering the impact of the PLIs on the signal quality. As a consequence, the complexity of the IA-RWA is generally much higher than in the case of traditional RWA. The IA-RWA can be used either for planning or operational phase. In planning, the IA-RWA is executed offline and can provide how to accommodate the lightpaths in a way to (usually) minimize the cost given an estimation of the traffic demands forecasted for the network. In operation, the IA-RWA is executed online upon the reception of a new connection demand to be accommodated in the network considering the existing lightpaths and in a way to (usually) minimize the probability of blocking new demands.
Next, we differentiate the case where the computed lightpaths are unprotected from that where they are protected.
A. IA-RWA Algorithms
In general, the algorithmic approach for the IA-RWA problem can be categorized either as a sequential approach based on some heuristic or meta-heuristic (i.e., suboptimal) algorithms (usually adopted for the online problem), or a combinatorial approach, which searches for an optimal solution (usually adopted for the offline problem). Different approaches can be identified depending on the step where the PLI constraints are taken into account, namely during the RWA, during the routing or the wavelength assignment if RWA is split into two phases, or after them by means of a QoT verification. In addition, in case of translucent networks, the IA-RWA can include the selection of the regenerator(s) to be used to satisfy the QoT constraint [20] .
Among them, the most representative schemes are [23] , [35] , [41] , [46] , and [69] . In [69] , IA-RWA is performed in two phases; the lightpath is computed first followed by the QoT verification based on a measurement of the BER. In [23] , the scheme first assigns a wavelength (without QoT verification) followed by the computation of a route for that wavelength considering the PLI constraints. IA-RWA schemes where the route and the wavelength are computed together considering QoT constraints are proposed in [41] , [46] , and [35] .
It is worth mentioning that, in view of future mixed line-rate systems, new IA-RWA schemes must be designed to cope with the coexistence of 10-, 40-, and 100-Gb/s transmission systems on the existing infrastructure. The main issues to solve are related with the spectral width of the 40/100-Gb/s signals and the nonlinear effects such as XPM and cross-polarization modulation between 10-and 40/100-Gb/s neighboring channels. A few recent publications deal with such a problem (e.g., [42] ) although none of them consider nonlinear effects. One possible solution currently under investigation is to add a guard grid space between different bitrate channels, clearly at the expense of decreasing the resource utilization.
There is a significant amount of literature on this problem, and the interested reader is referred to the detailed surveys in [9] and [14] .
B. Survivable IA-RWA Algorithms
Survivability is the ability of a network to continue functioning in the presence of failures such as fiber cuts or equipment breakdown. Because of the extremely high capacities of optical networks, survivability is a critical aspect of optical network design and operation. However, most of the early research on this topic did not consider PLIs. Only recently has survivable network design with impairment considerations gained increasing momentum among researchers. The traditional approaches for survivability are protection and restoration. Protection builds in spare capacity in the network that is called upon to reroute traffic affected by a failure, whereas restoration relies on discovering unused capacity at the time of failure and utilizing it to restore affected traffic. Protection may be path based or link based; in the former, end-to-end capacitated backup paths are used to restore traffic, whereas in the latter, traffic is detoured around failed links.
One of the first pieces of work in this area was reported in [67] . Given a network with sparsely placed regenerators and a simplistic impairment model, the authors conclude that joint consideration of path diversity constraints, wavelength continuity constraints, and signal quality constraints yields more cost savings as opposed to considering them separately.
True cross-layer design approaches that consider the impairments dependent on network state (such as crosstalk and nonlinearities) for survivable optical networks were first presented in [4] . In [4] and [5] , the expanded version of which is [6] , the authors examined path and link protection, as well as restoration, in physically impaired optical networks under single-link failures. In order to quantify the resilience of these algorithms to failures, a new metric called the vulnerability ratio was defined [4] , besides the standard measure of blocking probability. The vulnerability ratio is defined as the probability that a randomly selected ongoing connection (at the time of failure) cannot be restored if a random link fails at a random point of time during the operation of the network. This single quantity captures the vulnerability of the network to failures, and can be used to compare both protection and restoration algorithms. For example, in the case of restoration, an ongoing connection may not be restorable because an alternative lightpath that bypasses the failure cannot be found. 1 In the case of protection, backup resources are selected and may be reserved for the exclusive use of a particular lightpath (dedicated protection), but still the backup is not guaranteed to be available when a failure happens. This is because the quality of the backup path may not be adequate (e.g., BER is higher than a threshold) in the network state when a failure occurs, unless it is ensured that the quality of a connection's backup path is good enough during the entire existence of the connection in the network. Ensuring this may be too cost prohibitive, and may result in overdesigning the network. After all, failures are expected to be relatively rare.
First, consider dedicated path protection. When a new connection request arrives, two lightpaths, one primary and one backup, are determined. In traditional path protection (without considering impairments), both lightpaths are activated and the receiver simply chooses to receive data from the better quality lightpath. However, when there are strong physical impairments, it may not be wise to light up both paths because of the additional impairments that a lightpath imposes on the network; this may affect the quality of other active lightpaths. Hence, the cases of lit backup and dark backup arise. In the lit backup case, it is clear that the backup path will not cause any additional impairment after a failure since it is already lit. It is still possible that the backup is not of sufficient quality, as mentioned before. In the dark backup case, when a failure occurs, lighting the backup path of an affected connection may cause the quality of other lightpaths to go down, causing the affected connection to be not restored.
Several algorithms for protection and restoration were presented in [6] . A comprehensive study of all of these algorithms and protection schemes came up with several interesting conclusions. Link protection has the lowest wavelength blocking probability, i.e., the fraction of connections blocked due to an unavailable wavelength, and yet has the highest overall blocking because the backup paths were too long and hence drastically reduced the QoT. The QoT-aware algorithm based on selecting the candidate lightpath with the lowest BER, improved blocking and vulnerability of the path protection schemes significantly compared to the non-QoT-aware algorithms.
The dark backup schemes consistently outperformed the lit backup schemes in terms of both blocking and vulnerability, for all protection algorithms. Perhaps most interestingly, restoration algorithms were shown to have a lower vulnerability ratio compared to protection methods. This is counterintuitive because protection reserves backup resources and is expected to reduce the vulnerability to failures, but this result suggests that when physical impairments are significant, dynamic restoration may be a wiser choice.
Another recent study that also considers dual-link failures is presented in [21] . Georgakilas et al. consider ASE noise, FWM, and XPM as the main physical impairments. For each arriving connection, a primary and backup path and wavelength are chosen in the following way. For the primary path, weights are assigned to each link based on the availability of wavelengths and bandwidth so as to favor links with less impairments. Further, backup paths are allowed to share their bandwidth, i.e., two backup paths whose primary paths are link disjoint are allowed to share their bandwidths. Such sharing saves resources without compromising on restorability under single-link failures. Once a route is selected, the first-fit wavelength is chosen for the primary path, while a weighted last-fit wavelength is chosen for the backup path. Impairmentaware backup routing and standard min-hop routing are compared, and the results show that blocking is reduced significantly for impairment-aware routing.
The computational complexity of IA-RWA is even more critical when considering traffic restoration since decisions have to be made rapidly. This complexity drastically impacts the overall setup times of the backup lightpath, which may be even unsuitable for highly dynamic network services such as lightpath restoration. In [44] , Perello et al. presented a centralized impairment-aware lightpath restoration scheme for transparent optical networks, tested over the Dynamic Impairment Constraint Optical Networking (DICONET) project testbed [10] . Upon a failure occurrence, the number of backup lightpaths which must be computed almost simultaneously (with QoT guarantees) can be very large, affecting the restoration time, which is also increased due to the complexity of the realtime BER estimation. To obtain faster restoration for those failed lightpaths carrying traffic with high resilience requirements, two different priorities have been defined. The high-priority restoration requests are served first; it allows to not only speed up the restoration of the highpriority traffic, but also lowers their blocking probability, basically due to the existence of more available resources at the moment of computing the high-priority backup lightpaths.
C. Impairment-Aware Traffic Grooming
Traffic grooming refers to the judicious aggregation of subwavelength demands in order to reduce costs. Very few works addressed the possibility of considering traffic 1 Recall that in restoration backup resources are not selected or reserved when connections are provisioned.
grooming in the IA-RWA problem. One such work is [56] , in which the problem of optimal placement of regeneration/grooming nodes in ASE-impaired networks is addressed. Algorithms for opaque node placement and grooming subwavelength demands to minimize the number of wavelengths are presented. Numerical results suggest that for many topologies, performance continues to improve with the number of opaque nodes. In another work [43] , a reconfigurable optical add and drop multiplexer (ROADM) architecture that incorporates the following equipment is considered: transponder cards (TCs) that map client signals to a WDM signal, client cards (CCs) that interface client signals with the node's electrical backplane, line cards (LCs) that connect the backplane and WDM signals, a grooming card (GC) that is connected through the backplane to multiple line and CCs, and optical/electrical/optical regenerators (RC) that regenerate wavelengths. Traffic can be added to the network (or dropped from the network) using a TC or a combination of LC, CC, and GC. Signals can be regenerated using an RC or a combination of two LCs and a GC. Relative costs are assigned to each of these cards in a ROADM. A problem to assign primary and backup resources to a given set of demands so that the network cost is minimized is then defined, and an auxiliary graph-based solution method is presented. Impairments are accounted for through the use of a simple constraint on the maximum number of hops of a connection. It is concluded that an algorithm that selects routes through the joint use of GCs and RCs, and judicious placement of these equipment results in lower network cost compared to simpler placement algorithms that use either RCs or GCs alone.
IV. REGENERATOR PLACEMENT AND ALLOCATION
In translucent optical networks, regenerators are strategically placed at selected points of the network to cope with the QoT degradation [48] . In the planning phase, the regenerator placement (RP) consists of selecting which nodes of the network have to support regeneration capabilities (i.e., find the regenerator sites) and how many signals can be regenerated at these nodes (i.e., find the number of regenerators per site). This problem thus presents two minimization instances, which can be computed as an integrated optimization problem or sequentially if more weight would be given to one of them (in general, the cost of deploying a regenerator site is higher than adding one regenerator to an already existing site). In contrast, in the operational phase, the regenerator allocation (RA) tries to determine how the already placed regenerators can be used in a dynamic scenario.
One RP scheme [50] proposed the division of the network into islands of transparency where only the island boundary nodes host the regenerators. Alternative schemes [65] proposed to place the regenerators using empirical considerations such as in the most central nodes, in the nodes with the highest number of incident links, or regularly spaced (for example, one regenerator every 600 km). Most complex schemes use combinatorial methods to guarantee at least k-connectivity between any pair of nodes. All these schemes are based on the network topology. The advantage of these schemes is that the RA counterpart is not related with the decisions of the RP so it can be designed freely.
In contrast, other schemes place the regenerators according to an estimation of the traffic demands, for example, at nodes with the highest loads [48] . Being based on a traffic demand, these RP schemes are usually solved together with the IA-RWA either sequentially or jointly (e.g., [18] , [20] , and [35] ). In these schemes, the correctness of the traffic estimation affects the operational phase, i.e., both the online RA and IA-RWA. In [38] , the relationship between RP and RA problems is experimentally tested in a GMPLS network. In general, RP based on traffic estimation allows the minimization of the number of regenerators to be deployed while obtaining similar blocking probability in operational phase than those based on topology characteristics. It is clear, however, that in mesh networks where the majority of the lightpaths have to cross necessarily the same set of nodes (like the central nodes in the European network), RP based on the network topology will obtain comparable results as those based on the estimated traffic demands.
In addition to the works addressing both the RP and RA problems mentioned above, the most interesting studies dealing with RA alone are [32] and [33] . In [32] , Manousakis et al. propose an online multicost IA-RWA algorithm that includes the regeneration allocation as a cost parameter in the computation of the set of candidate paths. Different optimization policies select the path afterwards. Such policies include the most used wavelength, the best quality of transmission, the least regeneration usage, or a combination of them. In [33] , different regenerator allocation techniques are compared in the presence of inaccurate QoT information (e.g., due to a late arrival of an update). Results indicate that optimized solutions are inefficient if high degree of inaccuracy is present while a very simple combination of RA and IA-RWA works fine.
V. MONITOR PLACEMENT AND FAILURE LOCALIZATION
An important component of impairment-aware networking is to monitor the performance of connections at the optical layer. Indeed, optical impairment and performance monitoring based on (preferably) real-time measurements are essential for lightpath provisioning, impairment mitigation, failure localization, and network maintenance.
This section focuses on monitoring the QoT of connections for physical-layer performance. Monitor placement is done at the network planning phase aiming to facilitate monitoring at the network operation phase. In fact, the continuous supervision of a network that can be dynamically reconfigured enables the concept of IA-RWA where online connection demands can be routed based on educated QoT-constrained decisions. In addition, optical monitors allow network operators to utilize the real-time feedback for dynamic mitigation of the impairments (soft failures) in order to meet the service level agreements established with their customers [16] . Monitoring information is also utilized for precise link or node failure (hard failure) localization and isolation that leads to fast and successful rerouting of the affected traffic [34] , [39] . For the latter, the monitor placement algorithms are restricted to cases where metrics are integers or binary (a component has either failed or not failed). In contrast, in the former, QoT metrics are monitored continuously.
In the following, we will simply call both of these as faults. There are three main approaches for fault localization in transparent all-optical networks. In the first approach, a set of supervisory paths or cycles is established and the PLI performance of each supervisory lightpath is tracked by a monitor placed at the receiving end of the lightpath. If a fault occurs, then one or more of these lightpaths' performance degrades and consequently an alarm is raised for each of the degraded lightpaths by monitors downstream of the fault location. A careful design of the set of lightpaths ensures that all faults that are under consideration can be localized using minimal network resources. In another approach, user lightpaths as opposed to supervisory lightpaths are used for monitoring purposes. The third solution consists of using probe signals launched into the network. A fault triggers the monitors that are downstream of the fault on the active user lightpaths, and fault localization is performed by observing the monitors raising the alarms [34] , [39] . Most of the work in the literature pursues the first approach. In the following sections, we review all of these paradigms.
A. Monitoring Using Supervisory Structures
In this approach, supervisory structures such as cycles, paths, etc., are set up in the network with a transmitter at the source and a receiver at the sink of the structure. The receiver continuously monitors the performance (power, OSNR, BER, etc.) of the signal from the transmitter, and if the performance deviates from preestablished levels, an alarm is raised for the corresponding structure. Several such structures are established so that a fault causes alarms for one or more structures to be raised. Typically, singlelink failures are considered to be the only faults that can occur, though there is some recent work that has gone beyond link failures [2] . The fault is localized by correlating the alarms raised by a fault. The first such method, called m-cycles, was proposed by Zeng et al. [70] . In [70] , the supervisory structures are called m-cycles (monitoring cycles), which are simple (i.e., no node occurs more than once on a traversal of the cycle). In other words, a set of supervisory cycles is established so that every fault leads to a unique set of m-cycles to raise an alarm. Thus, by looking at the set of alarms, the particular fault that led to those alarms can be easily inferred. When considering the design of m-cycles (or supervisory structures, in general), there are three parameters that are typically attempted to be optimized: 1) the number of m-cycles, which is also equal to the number of monitors; 2) the number of wavelength links, i.e., the sum of the number of links on all of the m-cycles, which is a measure of the amount of network capacity set aside for monitoring and localization; and 3) the degree of localization, i.e., the fraction of link failures that can be successfully localized. This last measure suggests that not all faults can be localized by all methods, and this is indeed the case; in such instances, one strives to maximize the number of faults that can be localized.
In the most general case, the supervisory structures may start at one node, may traverse through a node more than once, and may end at a node that is not the same as the starting node, i.e., may not necessarily be cycles, as shown in Fig. 2 . These structures are called m-trails [61] . M-trails can potentially improve the number of structures, number of wavelength links, and the degree of localization compared to m-cycles, because m-cycles are just special cases of m-trails. As an example, for the network topology shown in Fig. 2 , three m-trails are sufficient to localize all link failures [61] .
Note that node 5 is a node of degree two and no m-cycle solution can distinguish between a fault on links 4-5 and 3-5. However, the m-trail solution can localize all faults [61] .
A survey of techniques for fault localization using supervisory lightpaths can be found in [64] .
B. Monitoring Using User Lightpaths
Another approach to fault monitoring and localization is to use user lightpaths instead of or in addition to Fig. 2. Fault localization using m-trails. supervisory structures. This approach is proposed in [57] where monitors are assumed to be present at every port of an optical cross connect or at any other optical networking component (such as an amplifier) that needs monitoring and localization. Instead of setting up separate supervisory lightpaths, this method essentially monitors the opticallayer performance of user lightpaths to detect and localize faults that may occur on the user lightpath routes. Every monitor downstream (on any lightpath) of the fault location is assumed to raise an alarm. This method may result in an explosion of the number of raised alarms, causing scalability problems and delays in localization. In order to reduce the complexity of alarm management, monitors can be selectively turned off without compromising the localization ability.
The problem of finding the optimal set of monitors to minimize the number of alarms is an NP-hard problem, but there are efficient heuristics to significantly reduce the alarm vector lengths [57] . A more scalable decentralized approach for localization is also presented in [57] .
Instead of having monitors deployed at every node as in [57] , other works study the possibility of strategically placing them only at selected sites of the network. As in the case of RP, having an estimation of the traffic demands may help to minimize the number of required monitors. In [3] , the two most interesting solutions were compared also against simple random placement and placement at the nodes terminating the most lightpaths. Results indicate that using an efficient placement based on network kriging, only a fraction of the possible locations in a mesh topology need to be equipped. (Kriging is a general interpolation technique which predicts unknown values from data observed at known locations.) For example, 1/4 or 1/3 of the possible monitor locations actually required a physical monitoring device in order to compute the QoT of all established lightpaths within a few percent; the unmonitored lightpaths have their QoT estimated, rather than directly measured. Clearly these smarter solutions need the assistance of a control plane to disseminate the QoT information.
C. Monitoring Using Probe Signals
Yet another fault detection method for all-optical networks is the use of probe signals along predetermined paths [62] . In this approach, a probe optical signal is first sent along a predetermined path. If the probe signal is successful (i.e., can be received at the other end), an event that is highly probable, then all of the links on the lightpath are inferred to be functional. On the other hand, if the test is not successful (which happens with lower probability), then additional probe signals are needed to identify the fault location. A simple example of such a probing method is to send one probe over each link (from the head end to the tail end). However, if the probability of a fault is small, then this method is inefficient, and a method that sends probes over paths can greatly reduce the number of probes. Bounds on the number of probe signals needed are derived in [62] by observing a relationship between the number of probes and entropy of the network state. Further, algorithms to select the paths are presented. As opposed to the sequential probing proposed in [62] , parallel probing is suggested in [22] as a means to reduce the time to complete testing. Here, the probes are sent out at the same time, and the benefit of observing the results of previous probes does not exist. Using the theory of combinatorial group testing, a number of bounds on the number of probe signals for special topologies (e.g., linear and grid networks) and for arbitrary topologies are presented.
The above approaches are for transparent networks. Whether these methods can be adapted to translucent networks and how is not clear. One potential difficulty is that because regenerators are independently and dynamically allocated to lightpaths, supervisory or out-of-band monitoring may not be sufficient to identify soft failures.
VI. CONTROL PLANE APPROACHES FOR IA-RWA
The GMPLS protocol suite [19] , defined by the Internet Engineering Task Force (IETF), seems to be the winning candidate to be adopted as the standard distributed control plane, which will allow to provide WSON networks with automated connection/lightpath provisioning functionality [30] . However, current standardized GMPLS protocols lack the proper functionalities/extensions to take into account the PLI information in the RWA problem. IETF is currently working toward the standardization of the protocol extensions required to include PLI in the path computation for WSON networks [31] . The availability of this information would allow the GMPLS-controlled optical nodes to evaluate the effects of PLIs and to decide whether a proposed path is feasible in the optical domain through QoT evaluation. To do this, control plane protocol extensions will be required to disseminate and utilize the information from the physical layer. This section gives an overview of IA-control plane architectures available in the literature for IA-enabled transparent and translucent optical networks. As highlighted in the previous sections, in transparent optical networks, transparency implies the transmission of signals over (very) long physical distances without electrical regeneration in the intermediate nodes.
As a consequence, the feasibility of the lightpath must be properly determined by considering the impact of PLIs, through, for example, the lightpath BER value [10] . Even if the physical impairments are carefully taken into account in the network planning phase, the evolution of the network nodes can be characterized by the upgrade of the nodal degree (to increase the connectivity of network topology) and/or the interfaces' bitrates; as a consequence, certain optical paths may become infeasible resulting in unacceptable BERs. To address this issue, as discussed above, 3R regenerators can be strategically placed at a selected number of sites in order to increase the total distance that can be spanned by the lightpaths in such translucent networks. In [54] , Sambo et al. introduced regenerator-aware GMPLS control plane strategies to be used for the dynamic provisioning of lightpaths; the availability of the 3R regenerators is disseminated by properly extending the routing and signaling protocols. In [37] , an IA-RWA based on full network information flooded by means of an extended OSPF-TE protocol is presented; specifically, the availability of wavelength channels as well as the physical-layer attributes (the monitored link and node OSNR) are disseminated.
To introduce impairment awareness in GMPLS-based transparent optical networks, both centralized and distributed approaches have been proposed [13] , [14] , [36] , [52] . In the former case, a central entity (e.g., path computation element) performs the IA-RWA relying on a global view of the network topology, current network resources, and physical-layer parameters gathered from the optical monitors at the nodes. To do this, the routing protocol (e.g., OSPF-TE) must be extended in order to allow the dissemination of the PLIs. Then, the lightpath can be established by means of the standard signaling protocol (RSVP-TE). However, this approach may give rise to scalability problems [13] . On the contrary, in the distributed approach, the GMPLS control plane manages the establishment of the lightpath with QoT guarantees without the need of distributing the impairment characteristics of the network elements by using the routing protocols (e.g., OSPF-TE). In fact, in this case, the signaling protocol is extended to collect the PLIs during the signaling phase of the lightpaths. Examples of the distributed approach are provided in [31] and [13] where the RSVP-TE signaling protocol is enhanced to carry accumulated impairment-related information. Then, the destination node, on the basis of the collected information, must check the feasibility of the lightpath by estimating the QoT, for example, through the estimation of the BER. If this is below a threshold (depending on the bitrate and modulation format) then the lightpath is feasible and a signaling message is sent back to the source node; otherwise, the lightpath establishment request is blocked and an alternate spatial route may be used.
In line with this, the recently concluded European Union project DICONET developed a dynamic network planning and operation tool (NPOT), which considers the impact of PLIs in both planning and operational phase for optical networks based on 10-Gb/s line rate. A cross-layer approach based on using the PLI of the physical layer to feed the RWA problem was used. Moreover, two control plane integration schemes have been designed and assessed, centralized, and distributed (see [1] and [10] for details). In the former approach, a centralized NPOT is responsible for the IA-RWA computation, while the control plane runs the GMPLS OSPF-TE protocol (extended for PLI information and wavelength availability dissemination) and a standard RSVP-TE implementation is used to establish the lightpath. The NPOT maintains and manages the global topology and physical parameter repositories. Upon the arrival of a new connection request, the source optical connection controller contacts the centralized NPOT to request an impairment-aware lightpath computation. The online IA-RWA module of NPOT utilizes the multiparametric IA-RWA algorithm [29] for the route and wavelength assignment. The QoT of the lightpath is then checked through the QoT estimator module of the NPOT (i.e., a Q-Tool module). The Q-Tool takes both linear and nonlinear PLIs into account for the real-time estimation of the lightpath QoT. When the NPOT finds a lightpath with guaranteed QoT (BER value below a predefined threshold), the lightpath is then established through the standard RSVP-TE signaling protocol. In the distributed approach, the optical connection controllers run the GMPLS RSVP-TE signaling protocol properly extended to allow the collection of real-time information of the PLIs, and the OSPF-TE protocol extended for wavelength availability dissemination. In order to avoid the disruption of already established lightpaths sharing optical sections with the lightpath to be established, information on the already used wavelengths is collected. Then, the BERs of the affected lightpaths are recomputed to evaluate the degradation due to the interchannel effects. If some of the lightpaths in service are affected, the current request is blocked. From experimental evaluation, it was found that the distributed approach provided lightpath setup times much lower compared to previously reported (centralized) alternatives [72] . Moreover, it also outperformed the centralized approach, especially for high traffic loads. However, for low traffic loads, the centralized approach results in reduced lightpath blocking ratio (with similar setup time delays than the distributed approach), thus being more appropriate in such scenarios.
VII. CONCLUSION
Cost-effective telecommunication services demand new solutions such as evolving optical network architectures toward higher bitrate all-optical (i.e., transparent) networks, where optical signals highly degrade along the path due to the accumulation of physical-layer impairments. At the same time that the ever increasing bitrate per optical channel will allow manufacturers to reduce the number of ports of switch fabrics, the leap from currently deployed 10-Gb/s systems to 100 Gb/s and beyond poses technical problems, which are yet to be fully investigated. This will be even more challenging in mixed line-rate optical systems in which different bitrates and modulation formats will coexist. In the past few years, significant research effort has been spent on designing cross-layer strategies to take into account the physical-layer information to cope with these problems. As a result, among other achievements, we now have available good IA-RWA algorithms for protected and unprotected lightpaths, and optimal monitor placement techniques. Also, there is currently a consensus among operators, vendors, standardization bodies, and researchers to consider the integration of measurements of opticallayer performance into the IA-RWA algorithms, as a key enabler for optical networks capable of automated and rapid network reconfiguration. In the future, the ongoing research will allow realizing the vision of an integrated scheme spanning from the optical transport plane up to the management/control plane. However, additional efforts to agree on standardized solutions to be incorporated in vendors' systems are still required. h
