We investigate the analogues, in Fq[t], of highly composite numbers and the maximum order of the divisor function, as studied by Ramanujan. In particular, we determine a family of highly composite polynomials which is not too sparse, and we use it to compute the logarithm of the maximum of the divisor function at every degree up to an error of a constant, which is significantly smaller than in the case of the integers, even assuming the Riemann Hypothesis.
Introduction
In [Ram] , Ramanujan investigated the divisor function d(n), the number of divisors of n. Being interested in the maximum order of d(n), he defined highly composite integers n to be those for which d(n) > d(n ′ ) for all n > n ′ , so that D(N ) := max{d(n) | n N } is given by d(n ′ ) for the largest highly composite n ′ N . He was able to compute log D(N ) up to an error of at most O(e −c √ log log N log N ) unconditionally and O √ log N (log log N ) 3 assuming the Riemann Hypothesis. Ramanujan studied carefully the prime factorisation of the highly composite integers, and his results were improved by Alaoglu and Erdős in [A-E] , who determined the exponent of each prime in the factorisation of a highly composite number up to an error of at most 1.
We consider the question of maximising the divisor function in the function field setting. Let F q be a finite field, M = {f ∈ F q [t] monic}, and M n = {f ∈ M : deg f = n}. For f ∈ M, let τ (f ) be the number of monic divisors of f . We wish to understand the polynomials which maximise the function τ up to a given degree, defined thus: Definition 1.1. We call f ∈ M a highly composite polynomial of degree n if τ (f ) = max{τ (g) | g ∈ m n M m }.
Remark 1.2. Highly composite polynomials of a given degree are not necessarily unique. For example, all linear polynomials in M 1 are highly composite polynomials of degree 1. Remark 1.3. There is (at least) one new highly composite polynomial at each degree. Indeed, let f be a highly composite polynomial of degree n and suppose otherwise, so that deg f = m < n. Then pick some g ∈ M n−m , so that f g ∈ M n but τ (f g) = #{d ∈ M : d|f g} #({d ∈ M : d|f } ∪ {f g}) > τ (f ), which is a contradiction.
We first use an elementary upper bound on τ (f ) to determine a family of highly composite polynomials {h(x)} x>0 called superior highly composite polynomials (following Ramanujan in [Ram] ). Let I = {f ∈ M irreducible} and I n = {f ∈ I : deg f = n}, so that we have:
is the unique highly composite polynomial of its degree.
We then use these to construct a more dense family of highly composite polynomials. Let π(n) = |I n |, and then Theorem 2. Let x > 0 and h = h(x) as in Theorem 1, and let d = d(x) be the value of k 1 which maximises 1 k log q (1 + 1 1+a k ). Let P 1 , · · · , P π(d) ∈ I d distinct, and let N = deg h + rd for any 0 r < π(d). Then f = hP 1 · · · P r is a highly composite polynomial of degree N .
Remark 1.4. We show that, if the polynomials given by Theorem 2 have degrees d 1 d 2 · · · , then max k:d k q n d k+1 − d k n + 1. This family is not too sparse, so we can use it to construct polynomials at every degree which make the divisor function close to its maximum. In particular, if we let T (N ) := max{τ (f ) | f ∈ M N }, then we are able to compute log T (N ) to within an error of at most log 4 3 :
Theorem 3. Let N 1 be an integer, and pick x > 0 and h = h(x) and d = d(x) as in Theorem 2 so that N = deg h + rd + s for some 0 r < π(d) and some 0 s < d. Then log T (N ) = log τ (h) + r log 1 + 1
Remark 1.5. We show that for any integer N 1, we can find x > 0 so as to express N in the form presented in Theorem 3.
2. An elementary upper bound on the divisor function in F q [t] and superior highly composite polynomials 2.1. An elementary upper bound on the divisor function in F q [t]. In order to determine the form of our first family of highly composite polynomials, the superior highly composite polynomials, we must first establish a useful upper bound for the divisor function in F q [t].
Recall the Prime Polynomial Theorem in the form k|n kπ(k) = q n , and thus the bound π(n) q n n . With this we are able to show that Proposition 2.1. If f ∈ M n , then for n sufficiently large
Proof. Write f = 1 i r p αi i , where p i are the distinct monic irreducibles dividing f . Then, for λ > 0 to be chosen later, we have τ (f ) = q λn (using the fact that 1 + x e √ 2x for x > 0, and then the AM-GM inequality). We can bound the number of such factors as follows: let N = ⌊ log 2 λ log q ⌋, then
Therefore we have
For n > e 17 , we set λ = log 2 log n (1 + 3 log log n log n ) and take the logarithm to get log q τ (f ) n log 2 log n 1 + 3 log log n log n + 4 log 2 log q n 1 1+3 log log n log n = n log 2 log n 1 + 3 log log n log n + 4n log 2 log q e − 3 log log n 1+3 log log n log n = n log 2 log n
Remark 2.2. We can see that the main term in Proposition 2.1 is sharp by calculating τ (f ) for the family of monic polynomials f m = r m p∈Ir p . Observe that
n log 2 log n . However, the error term in Proposition 2.1 is quite crude on account of our naive bound for π(n).
2.2. Superior highly composite polynomials. Our result from Proposition 2.1 implies the following fact:
Proof. Pick x > 0, so that from Proposition 2.1 we have that, for deg f sufficiently large
and so there is some n = n(x) such that, for deg f > n, τ (f ) q deg f /x is bounded by 1 and decreasing with deg f . Therefore there exists (at least one) g = g(x) of maximal degree such that
and on noting that the number of f ∈ M with deg f n is finite, we can pick an h of maximal degree satisfying
We call h an x-superior highly composite polynomial or just x-SHC. A polynomial which is x-SHC for some x > 0 is called superior highly composite, and we can determine its form:
Proposition 2.4. If h is x-SHC, then it is unique, and in particular
where a k (x) = ⌊1/(q k/x − 1)⌋.
Proof. Write h = p∈I p ap for some a p . For each p|h we have Remark 2.5. Notice that a k (x) is zero for k sufficiently large, so this factorisation is in fact a finite product. Note also that Corollary 2.3 and Proposition 2.4 together imply that for each x > 0 there exists exactly one x-SHC.
Then, we observe that the superior highly composite polynomials are a family of highly composite polynomials:
Proof of Theorem 1. Let x > 0 and h = h(x) as in Proposition 2.4, and let g ∈ M deg h distinct from h. Then by Corollary 2.3 and Proposition 2.4 we have that τ (h) q deg h/x > τ (g) q deg g/x which implies that τ (h) > τ (g).
Highly composite polynomials between superior highly composite polynomials
Next we want to investigate the form of highly composite polynomials of degrees between those of the superior highly composite polynomials. We begin with the following observation about the exponents of primes in the factorisations of superior highly composite polynomials:
Then, for all k 1 , k 2 1, we have that 1 k1 log q (1 + 1
Proof. From the definition of a k (x) we can see that, for any k 1, we have a k (x) = m for x log q (1 + 1 1+m ) < k x log q (1 + 1 m ). So, if a k1 (x) = m 1 and a k2 (x) = m 2 we have that
which leads us to the following proposition: ||h, and c j a Rj . Then note, by the definition of d and the concavity of log q , we have for all 1 i l
and, by Lemma 3.1, we have for all 1 j m that
With this, we can prove Theorem 2:
Proof of Theorem 2. Let x > 0 and h = h(x) and d = d(x) be as in Proposition 3.2, let N = deg h + rd for 0 r < π(d) and let P 1 , · · · , P π(d) ∈ I d be distinct. Then let f = hP 1 · · · P r , so that deg f = N , and by Proposition 3.2 we have log q τ (f ) = log q τ (h) + r log q (1 + 1 1+a d ) log q τ (g) for all g ∈ M N .
Remark 3.3. Let x > 0 and h = h(x) and d = d(x) be as in Proposition 3.2, and let P 1 , · · · , P π(d) ∈ I d be distinct. Let d ′ = d ′ (x) be the value of k 1, not equal to d, which maximises 1 k log q (1 + 1 1+a k ). Then pick x ′ > 0 so that
is the x ′ -SHC. So, Theorem 2 shows how to find a sequence of highly composite polynomials between two consecutive superior highly composite polynomials. Moreover, this means that for any integer N 1, we can find x > 0 so as to express N in the form supposed in Proposition 3.2. So, we have found a family of highly composite polynomials, and it is not too sparse:
Proposition 3.4. Let n 1 be an integer. If the polynomials given by Theorem 2 have degrees d 1 d 2 · · · , then max k:d k q n d k+1 − d k n + 1.
Proof. Suppose otherwise, so that there exist consecutive polynomials f k and f k+1 given by Theorem 2 with degrees d k and d k + 1 respectively, such that d k q n , and d k+1 − d k n + 2. Now, there exists some x > 0 such that f k = hP i1 · · · P ir and f k = hP j1 · · · P jr+1 , where h = h(x) and d = d(x) are defined as in Proposition 3.2, 0 r < π(d) and P 1 , · · · , P π(d) ∈ I d are distinct. So d k+1 − d k = d, but recall that d is the value of k 1 which
In particular, this means that d min{k : a k = 0} and so, we must have that a k 1 for all k d − 1 n + 1. But then
which is a contradiction.
The maximum value of the divisor function at each degree
Since the family of highly composite polynomials which we constructed in Section 3 is not too sparse, we can use it to construct polynomials at every degree which make the divisor function close to its maximum, and thus prove Theorem 3:
Proof of Theorem 3. Let N 1 be an integer, so that we can pick x > 0 and h = h(x) and d = d(x) as in Proposition 3.2 with N = deg h + rd + s for some 0 r < π(d) and some 0 s < d (by Remark 3.3). Let P 1 , · · · , P π(d) ∈ I d distinct. If s = 0, set f = hP 1 · · · P r and then by Theorem 2 log D(N ) = log τ (f ) = log τ (h) + r log 1 + 1 1 + a d Else, if s 1, let g ∈ I s and set f = hP 1 · · · P r g. By definition, we have that log D(N ) log τ (f ) = log τ (h) + r log 1 where in the second line we use the fact that, for x y 0, we have log(1 + x) − log(1 + y) x − y (by the Mean Value Theorem), and in the third line we use the fact that, for x 0 and 0 α 1, we have (1 + x) α 1 + αx.
