Abstract: Area Under the ROC Curve (AUC) is often used to measure the performance of an estimator in binary classification problems. An AUC-maximizing classifier can have significant advantages in cases where ranking correctness is valued or if the outcome is rare. In a Super Learner ensemble, maximization of the AUC can be achieved by the use of an AUC-maximining metalearning algorithm. We discuss an implementation of an AUC-maximization technique that is formulated as a nonlinear optimization problem. We also evaluate the effectiveness of a large number of different nonlinear optimization algorithms to maximize the cross-validated AUC of the ensemble fit. The results provide evidence that AUC-maximizing metalearners can, and often do, out-perform non-AUC-maximizing metalearning methods, with respect to ensemble AUC. The results also demonstrate that as the level of imbalance in the training data increases, the Super Learner ensemble outperforms the top base algorithm by a larger degree.
Introduction
In the field of biostatistics, binary classification problems arise in many applications, for example, in diagnostic testing. There are also many problems for which the outcome is rare, or imbalanced, meaning the number of positive cases far outweighs the number of negative cases (or vice versa). In this type of prediction problem, the Area Under the ROC Curve (AUC) is frequently used to measure the performance of an estimator (i. e., model fit) due to its robustness against prior class probabilities. When AUC maximization is the goal, a classifier that aims to specifically maximize AUC can have significant advantages in these types of problems.
However, most commonly used classification algorithms work by optimizing an objective function that is unrelated to AUC − for example, accuracy (or error rate). If the training dataset has an imbalanced outcome, this can lead to classifiers where the majority class has close to 100 % accuracy, while the minority class has an accuracy of closer to 0-10 % [1] . In practice, the accuracy of the minority class is often more important than the accuracy of the majority class. Therefore, unless some type of intervention (e. g., under-sampling, oversampling) is used to help alleviate this issue, or AUC maximization is inherent to the algorithm, class imbalance may negatively impact the performance of a binary classification algorithm.
In this paper, we introduce an ensemble approach to AUC maximization for binary classification problems. Ensemble methods are algorithms that combine the output from a group of base learning algorithms, with the goal of creating an estimator that has predictive performance over the individual algorithms that make up the ensemble. The Super Learner algorithm [2] is an ensemble algorithm which generalizes stacking [3] [4] [5] , by allowing for more general loss functions and hence a broader range of estimator combinations. The Super Learner is built on the theory of cross-validation and has been proven to represent an asymptotically optimal system for learning [2] .
Super Learner, described in further detail in Section 2, estimates the optimal combination of the base learning algorithms in the ensemble, with respect to a user-defined loss function. The "metalearning step" in the Super Learner algorithm is the process of data-adaptively determining the optimal combination a
Ensemble metalearning
The Super Learner prediction is the optimal combination of the predicted values from the base learners, which is the motivation behind the name, "Super Learner." The optimal way of combining the base learning algorithms is precisely what is estimated in the metalearning step of the Super Learner algorithm. The output from the base learners, also called "level-one" data in the stacking literature [5] , serves as input to the metalearner algorithm. Super Learner theory requires cross-validation to generate the level-one dataset, and in practice, k-fold cross-validation is often used.
The following describes how to construct the level-one dataset. Assume that the training set is comprised of n independent and identically distributed observations, {O 1 ,..., O n }, where O i = (X i , Y i ) and X i 2 R p is a vector of covariate or feature values and Y i 2 R is the outcome. Consider an ensemble comprised of a set of L base learning algorithms, {ψ 1 ,..., ψ L }, each of which is indexed by an algorithm class, as well as a specific set of model parameters. Then, the process of constructing the level-one dataset will involve generating an n × L matrix, Z, of k-fold cross-validated predicted values as follows: 1. The original training set, X, is divided randomly into V roughly-equal pieces (validation folds), X (1) ,...,X (V) . 2. For each base learner in the ensemble, ψ l , k-fold cross-validation is used to generate n cross-validated predicted values associated with the l th learner. These n-dimensional vectors of cross-validated predicted values become the L columns of Z.
The level-one design matrix, Z, along with the original outcome vector, (Y 1 ,...,Y n ) 2 R n , is then used to train the metalearning algorithm, Φ.
Base learner library
Super Learner theory does not require any specific level of diversity among the set of base learners, however, a diverse set of base learners (e. g., Linear Model, Support Vector Machine, Random Forest, Neural Net) is encouraged. The more diverse the library is, the greater the ability of the ensemble to approximate the true prediction function. The "base learner library" may also include copies of the same algorithm, indexed by different sets of model parameters. For example, the user can specify multiple Random Forests [6] , each with a different splitting criterion, tree depth or "mtry" value. The base learner prediction functions, fψ 1 , ...,ψ L g, are trained by fitting each of the base learning algorithms, {ψ 1 ,...,ψ L }, on the training set. The base learners can be any parametric or nonparametric supervised machine learning algorithm. Once the level-one dataset is generated by cross-validating the base learners, the optimal combination of these fits is estimated by applying the metalearning algorithm, Φ, to these data.
Metalearning algorithms
In the context of Super Learning, the metalearning algorithm is a method that minimizes the cross-validated risk associated with some loss function of interest. For example, if the goal is to minimize mean squared prediction error, the ordinary least squares (OLS) algorithm can be used to solve for α = (α 1 ,..., α L ), the weight vector that minimizes the following:
In the equation above, z il represents the (i, l) element of the n × L level-one design matrix, Z. If desired, a non-negativity restriction i. e., α l ≥ 0, can be imposed on the weights. There is evidence that this type of regularization increases the predictive accuracy of the ensemble [4] . In this case, the Non-Negative Least Squares (NNLS) algorithm [7] can be used as a metalearner. Both OLS and NNLS are suitable metalearner choices to use when the goal is to minimize squared prediction error. In the SuperLearner R package [8] , there are five pre-existing metalearning methods available by default, and these are listed in Table 1 .
However, in many prediction problems, the goal is to optimize some objective function other than the objective function associated with ordinary or nonnegative least squares. For example, in a binary classification problem, if the goal is to maximize the AUC of the model, then an AUC-maximizing algorithm can be used in the metalearning step. Unlike the accuracy metric for classification problems, AUC is a performance measure that is unaffected by the prior class distributions [9] . Accuracy-based performance measures implicitly assume that the class distribution of the dataset is approximately balanced and the misclassification costs are equal [10] . However, for many real world problems, this is not the case. Therefore, AUC may be a suitable performance metric to use when the training set has an imbalanced, or rare, binary outcome. Multi-class versions of AUC exist [11, 12] , however, we will discuss AUC in the context of binary classification problems. Although we use AUC-maximization as the primary, motivating example, the technique of targeting a user-defined loss function in the metalearning step can be applied to any bounded loss function, L(ψ). It is worth noting that the loss function, L(ψ), not just risk, E 0 L(ψ), must be bounded. The AUC-maximizing metalearning algorithm that we have contributed to the SuperLearner package can be reconfigured so that the Super Learner minimizes any loss function that is possible to implement in code. For binary classification, other performance measures of interest may be F 1 -Score (or F β ) [13] , Partial AUC [14, 15] , or H-measure [10] . A Super Learner ensemble that optimizes any of these metrics can be constructed following the same procedure that we present for AUC-maximization.
AUC maximization
Given a set of base learning algorithms, the linear combination of the base learners that maximizes the cross-validated AUC of the Super Learner ensemble can be found using nonlinear optimization.
Nonlinear optimization
A nonlinear optimization problem is an optimization problem that seeks to minimize (or maximize) some objective function, f (α), where f :
, and the solution space is subject various constraints. To be called "nonlinear," either the function to be maximized or minimized, or at least one of the functions whose value is constrained, must be nonlinear.
Box constraints enforce an upper or lower bound on each of the d optimization parameters. In other words, upper and/or lower bound vectors, lb = (lb 1 ,...,lb d ) and ub = (ub 1 ,...,ub d ), can be defined, such that lb j ≤ a j ≤ ub j for j = {1,...,d}. In partially constrained, or unconstrained, optimization problems, one or both of these bounds may be ± ∞. There may also exist m separate nonlinear inequality constraints, f cj (α) ≤ 0 for j = 1,...,m, for constraint functions, f cj (α). Lastly, a handful of algorithms are capable of supporting one or more nonlinear equality constraints, which take the form, h(α) = 0.
Nonlinear optimization in R
The default optimization methods available in base R (via the optim function), as well as algorithms from the nloptr package [16] , can be used to approximate the linear combination of the base learners that maximizes the AUC of the ensemble. The default optimization methods in R do not allow for equality constraints such as Σ j α j = 1, therefore normalization of the weights can be performed as an additional step after the optimal weights are determined. Since AUC is a ranking-based measure, normalization of the weights will not change the AUC value. Since normalized weights are more easily interpretable, we normalized the weights as a post-processing step. There are some methods in the nloptr package that allow for equality constraints as part of the optimization routine, however, this technique for weight normalization was not used.
The optim function supports general-purpose optimization based on Nelder-Mead [17] , quasi-Newton and conjugate-gradient algorithms. There is also a simulated annealing method, i. e., "SANN," [18] however, since this method is quite slow, we did not consider its use as metalearning method to be practical. With the optim function, there is only one method, L-BFGS-B [19, 20] , that allows for box-constraints on the weights.
The nloptr package is an R interface to the NLopt [21] software project from MIT. NLopt is an opensource library for nonlinear optimization, which provides a common interface for a number of different optimization routines. We evaluated 16 different global and local optimization algorithms from NLopt for the purpose of metalearning. The complete list of NLopt-based algorithms is documented in Table 2 . A lower bound of 0 is imposed for the weights using the NLopt methods to avoid learning negative weights for the base learner contribution. We also evaluated the effect of adding an upper bound of 1 in comparison to leaving the upper bound undefined, i. e., ∞. 
Method
Description 
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AUC-maximizing ensembles
The SuperLearner R package was used to evaluate various metalearning methods. The five pre-existing methods, described in Table 1 , were compared against a new set of AUC-maximizing metalearning methods. As part of this exercise, we implemented a new metalearning function, method.AUC, for the SuperLearner package. In the method.AUC function, the weights are initialized as
where L is the number of base learners. The function will execute an optimization method that maximizes AUC, and will return the optimal weights found by the algorithm.
The method.AUC function currently supports four optim-based and sixteen nloptr-based optimization algorithms by default. Many of these algorithms support box-constraints, so additional configurations of the existing methods can also be specified using our software. An example of how to specify a custom metalearning function by wrapping the method.AUC function is shown in Figure 1 . In the example, we specify the metalearner to use the unbounded, optim-based, BFGS method [22] [23] [24] [25] , with post-optimization normalization of the weights.
A complete list of the default SuperLearner metalearning methods plus the new optim and nloptr-based AUC-maximizing metalearning methods are listed in Table 2 . A total of 37 new AUC-maximizing metalearning functions were evaluated. The AUC_nlopt.X (where X is an integer between 1 and 20) functions implement global optimization routines and the remainder (21-32) are local, derivative-free, methods. The AUC_optim.X (where X is an integer between 1 and 5) functions implement the variations of the optim-based methods.
To reduce the computational burden of evaluating a large number of metalearners, we implemented two functions for the SuperLearner package which simplify the processes of re-combining the base learner fits using a new metalearning algorithm. These functions, recombineSL and recombineCVSL, take as input an existing "SuperLearner" or "CV.SuperLearner" fit, and a new metalearning function. They re-use the existing level-one dataset and base learner fits stored in the model object, re-run the metalearning step and return the updated fit. A simple example of how to use the recombineSL function is shown in Figure 3 . This section contains the results from the benchmarks of various metalearning methods in a binary classification problem. The purpose of these benchmarks is twofold. We evaluate whether AUC-maximizing metalearners, compared to other methods such as NNLS, actually maximize the cross-validated AUC of the Super Learner ensemble. We also investigate the training set characteristics that lead to the greatest performance gain of the ensemble (over the best individual model), as measured by cross-validated AUC.
In particular, we measure the effect that class imbalance, as well as training size, has on the performance of Super Learner, under various metalearning methods.
After computing the performance of Super Learner using the 42 metalearners under consideration on a dataset, we identify which metalearning algorithm yields the best cross-validated ensemble AUC. The remaining metalearners are compared by calculating the offset, in terms of cross-validated AUC, between the Super Learner utilizing the top metalearing method and the other methods. For example, if the top method produced a model with a CV AUC of 0.75, the offset between the top method and a model with 0.73 CV AUC would be 0.02. The AUC offsets for each dataset-metalearner combination are displayed in a grid-format using heatmaps.
For each training set, we contrast the performance of the best individual model, as determined by a crossvalidated grid-search, with the cross-validated AUC of the Super Learner. In the grid search method, the estimator with the best cross-validated performance (as measured by a given loss criterion), is selected as the winning algorithm, and the other algorithms are discarded. In the Super Learning, or stacking, context, the process of generating the level-one dataset using crossvalidation is equivalent to a cross-validated grid-search of the base learners. Moreover, in the Super Learner literature, the grid-search technique is referred to as the Discrete Super Learner algorithm [26] .
It is quite common for machine learning practitioners to use a grid-search to evaluate the performance of a set of unique candidate learning algorithms, or unique sets of model parameters within a single algorithm class, as a means to select the best model from those under consideration. Since the metalearning step requires a only small amount of computation as compared to the computation involved in generating level-one data, executing a grid-search and training the Super Learner algorithm are computationally commensurate tasks. Although gridsearch and Super Learning require a similar amount of work, the Super Learner ensemble, by optimally combining the set of candidate estimators, can provide a boost in performance over the top base model. For context, we also provide the cross-validated AUC for each of the base models in the ensemble.
In the benchmarks, we use a single, diverse base learner library which contains the following five algorithms: Lasso Regression, Generalized Additive Models, Random Forest (with 1,000 trees), Polynomial Spline Regression and K-Nearest Neighbor (k = 10). The R packages that were used for each these methods are listed in Table 3 .
# Assume that 'fit' is an object of class, "SuperLearner" newfit <-recombineSL(object = fit, Y = Y, method = "method.NNloglik") Figure 3 : Example of how to update an existing "SuperLearner" fit by re-training the metalearner with a new method. 
Training datasets
We evaluated twenty different training sets from two sources of data, one from the physics research domain and the other from the medical domain. The first set of datasets have a mid-range cross-validated ensemble AUC (0.72-0.80) and the second group has a lower range of ensemble AUC, (0.60-0.67).
HIGGS dataset
This set of benchmarks use training sets derived from the HIGGS dataset [27] , a publicly available training set that has been produced using Monte Carlo simulations. The original dataset contains 11 million training examples, 28 numeric features and a binary outcome variable. The associated binary classification task is to distinguish between a background process (Y = 0) and a process where new theoretical Higgs bosons are produced (Y = 1). Although this simulated dataset is meant to represent a data generating distribution with a rare outcome (i. e., evidence of the Higgs particle), the class distribution of the outcome variable in the simulated data is approximately balanced, with P(Y = 1) ≈ 0.53. Two groups of subsets of the HIGGS dataset where created, one with n = 10,000 observations and the other with n = 100,000 observations. Within each group, ten datasets of fixed size, n, but varying levels of class imbalance, were constructed from the original HIGGS dataset. The following levels of outcome imbalance, P(Y = 1), were evaluated: 1-5 %, 10 %, 20 %, 30 %, 40 % and 50 %.
The SuperLearner [8] and cvAUC [28] R packages were used to train and cross-validate the AUC of the Super Learner fits. For the n = 10,000 sized training sets, 10-fold cross-validation was used to estimate the crossvalidated AUC values. Within the Super Learner algorithm, 10-fold cross-validation was used to generate the level-one data, where the folds were stratified by the outcome variable. For the n = 100,000 training sets, 2-fold cross-validation was used to estimate cross-validated AUC, and 2-fold, stratified, cross-validation was also used to generate the level-one data.
Diabetes dataset
The second set of benchmarks use training sets derived from the publicly available Diabetes Hospital Readmission dataset [29] , sourced from 130 U.S. hospitals during the years, 1999-2008. The original dataset contains 100,000 training examples, 55 predictor columns (a mixture of numeric and categorical features) and a binary outcome variable with P(Y = 1) ≈ 0.46. The associated binary classification task is to predict hospital readmission among patients known to have diabetes.
In order to simplify the benchmarking process, we used a random subset of the rows and restricted the predictor columns to the numeric columns only. The subset of 8 predictors that were used in our sample is: time_in_hospital, num_lab_procedures, num_procedures, num_medications, number_outpatient, number_emergency, number_inpatient, number_diagnoses
The outcome variable, called "readmitted", originally had three outcomes: "< 30", "> 30" and "NO". We recoded the outcome to represent readmission vs no readmission, assigning both the "< 30" and "> 30" examples as the positive response class and "NO" as the negative response class. As compared to the HIGGS dataset, the Diabetes dataset we used contained a relatively weak signal, with cross-validated ensemble AUC values starting around 0.6.
As in the HIGGS example, we created ten datasets of fixed size, n = 10,000, but varying levels of class imbalance introduced artificially, by randomly subsampling the original dataset in a stratified fashion. The following levels of outcome imbalance, P(Y = 1), were evaluated: 1-5 %, 10 %, 20 %, 30 %, 40 % and 50 %. A second set of larger datasets were also evaluated, with n = 50,000. 10-fold cross-validation was used to estimate AUC of all of the ensembles.
Ensemble performance by metalearner
For the HIGGS datasets, the results shown in Tables 4 and 5 suggest that AUC-maximizing metalearners and the negative log-likelihood method typically perform best among all reviewed metalearning algorithms, as measured by cross-validated AUC. Although the AUC-based metalearners often perform better than the non-AUC methods for the HIGGS datasets, there are some examples where using the loss function associated with the negative log-likelihood (of the binomial distribution) yields the top Super Learner ensemble. Unlike the AUC-based methods, the log-likelihood-based metalearning methods in the SuperLearner package, such as method.NNloglik and method.CC_nloglik, use radient information in the optimization process, which can be helpful.
HIGGS results
Diabetes results
The Diabetes 10,000-row dataset had slightly different results than the HIGGS datasets, however the 50,000-row Diabetes datasets had results consistent with the HIGGS datasets. Table 4 : Top Metalearner performance for HIGGS Datasets, as measured by crossvalidated AUC (n = 10,000; CV = 10 × 10).
Super Learner" and GS = "Grid Search." Table 5 : Top Metalearner performance for HIGGS datasets, as measured by crossvalidated AUC (n = 100,000; CV = 2 × 2).
Super Learner" and GS = "Grid Search."
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In the smaller (n = 10,000) set, four of the ten datasets (with different levels of imbalance) that were evaluated achieved top performance among all metalearners using a least-squares based metalearner. This is an interesting and perhaps unexpected result, considering the assumption that AUC-maximization leads to the best results. As shown in Table 6 , the dataset with highest level of class imbalance (1 %), the CC_LS and NNLS metalearners performed the best and the log-likihood based metalearner came in next, still offering benefit to using an ensemble over the top single model. As for the remaining AUCmaxiziming metalearning methods, the ensemble did not perform well on any of these − the ensemble performance was actually slightly lower than the performance of GAM. This ensmeble may not represent a typical scenario in terms of performance of the base learners − the range of CV AUCs in the base learner library was 0.5 (Polynomial Spline Regression) -0.594 (GAM), which are very low AUC values. The rest of the ensembles in the small Diabetes datasets were found to be maximized by the log-likelihood based metalearner. Overall, the cross-validated AUC values for the base learners and the ensemble are relatively low, the highest among all ten datasets being 0.651. As there is a s very low signal in the data, that may be the cause of the contrary results.
In the larger (n = 50,000) datasets, the AUC-maximization metalearners dominate among other methods. As shown in Table 7 , the Super Learner trained on the dataset with the highest imbalance (1 %) benefitted most from the log-likelihood based metalearning method, however all other datasets benefitted most from AUCmaximizing metalearners. Table 7 : Top Metalearner performance for diabetes datasets, as measured by cross-validated AUC (n = 50,000; CV = 10 × 10).
There is not one single metalearning method that performs best across all datasets, so it's recommended to evaluate as many metalearners as possible. Since the metalearning step is rather fast in comparison to any of the L base learning steps, evaluating a large number of metalearners is a reasonable approach to creating the highest performing Super Learner using the available training dataset. Two utility functions were created to facilitate easy re-training of the metalearning step, without having to re-train all the base learners. The functions, now available in the SuperLearner package are called recombineSL and recombineCVSL (Figure 4 ).
Effect of class imbalance
By creating a sequence of training sets of increasing class imbalance, we evaluated the ability of the Super Learner to outperform individual models. Specifically, we measured the gain, in terms of cross-validated AUC of the ensemble, that the Super Learner provides over the top base model (i. e., the grid-search winner). What the HIGGS results demonstrate in Table 4 , Table 5 and Figure 6 is that the AUC gain achieved by using a Super Learner (SL) ensemble versus choosing the best base algorithm, as selected by grid-search (GS), is highest in the P(Y = 1) ≤ 10 % range. In particular, for the P(Y = 1) = 4 % dataset in Table 4 , there is nearly a 0.04 gain in cross-validated AUC achieved from using an AUC-maximizing Super Learner, as opposed to selecting the top base learning algorithm, which in this case is a Generalized Additive Model (GAM). For completeness, the cross-validated grid search performance of each of the base algorithms are provided in Table 8 and Table 9 in the Appendix. Figure 6 is a plot of the Super Learner AUC gain versus the value for P(Y = 1) for both HIGGS datasets, along with a Loess fit for each group of points. With both datasets, the general trend is that the Super Learner AUC gain increases as the value of P(Y = 1) decreases. However, with the n = 10,000 training set, there is a sharp decrease in AUC gain near P(Y = 1) = 1 %. This trend is not present in the n = 100,000 dataset, so it may be a an artifact of the n = 10,000 dataset, due to the global rarity of minority class examples in the training set (there are only 100 minority class observations in total). Future investigation could include examining the level of imbalance with higher granularity, and in particular, in the P(Y = 1) ≤ 1 % range, using larger n. The Diabetes results in Table 6 , Table 7 and Figure 7 show a similar, though slightly less pronounced, trend. For simple comparison, Figures 6 and 7 are shown on the same scale.
Effect of regularization on the base learner weights
The odd-numbered NLopt-based AUC-maximizing metalearning methods enforce box constraints − weights are bounded below by 0 and above by 1. As shown in Table 2 , the even-numbered NLopt-based methods are the partially unconstrained counterparts of the odd methods, where the upper bound is ∞. The top metalearner offset heatmap in Figure 4 shows that all of partially unconstrained AUC-maximizing metalearning methods do poorly in comparison to their fully constrained counterparts.
Concluding remarks
In this article, we describe a novel implementation an AUC-maximizing Super Learner algorithm. The new AUCmaximizing metalearning functionality, as well as utility functions for efficient re-estimation of the metalearning algorithm in an existing Super Learner fit, have been contributed to the SuperLearner R package. We benchmarked the AUC-maximizing metalearning algorithms against various existing metalearners that do not target AUC. The results suggest that the use of an AUC-maximizing metalearner in the Super Learner algorithm can, and often does, lead to higher performance, with respect to cross-validated AUC of the ensemble. The benchmarks indicate that Super Learning (which includes the AUC-maximizing metalearners) is most effective when the outcome is imbalanced − in particular, in the P(Y = 1) ≤ 15 % range. The benchmarks also show that NNLS, which has been widely used as a metalearning method in stacking algorithms since it was first suggested by Breiman, often performs worse than AUC-maximizing andloglikelihood based metalearners.
In the current implementation of method.AUC, the weights are initialized as α init = 1 L , ....,
where L is the number of base learners. In future work, we may investigate the effect of initializing the weights using existing information about the problem, for example, let α init = (0,...,0,1,0,...,0), where the 1 is located at the index of the top base learner, as determined by cross-validation. Further, it may increase performance to use the global optimum as input for a local optimization algorithm, although this technique for chaining algorithms together was not evaluated in our study. Table 8 : CV AUC for HIGGS datasets (n = 10,000; CV = 10 × 10).
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