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Abstract 
This note is a report of testing a straightforward generalization of the randomized 3-coloring 
algorithm of Petford and Welsh (1989) on the decision problems of 4- and lo-coloring. We 
observe similar behavior, namely the existence of critical regions. Experimentally, the average 
time complexity for large n again seems to grow slowly, although in some cases the number of 
transitions needed is prohibitively high for practical applications. 
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1. Introduction 
A motivation for our experiments was the algorithm of Petford and Welsh. In the 
paper [2] they suggested some ideas for future work. Some of them are addressed in 
this note. First, Petford and Welsh noted that in principle extending their algorithm to 
the k-coloring problem for general k > 3 should not be any greater problem, but they 
were not satisfied with their first experiments on lo-colorable graphs. Second, the 
results of experiments given in [2] showed existence of critical regions (values of 
parameters for which the algorithm works badly). Petford and Welsh characterized 
the critical regions with a relation 2pn/3 N 16/3. In this note we conjecture on the basis 
of our experiments that the critical regions (for k2 3) are where 2pn/k- 16/3. 
In the experiments we use the same (obviously generalized) model of random 
graphs and the same densities as Petford and Welsh. We tested the algorithm on 4- 
and lo-colorable graphs. Unfortunately, for the example k = 10, large parts of tested 
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samples belong to critical regions. In order to check the conjecture that the critical 
regions indeed end as n grows, some experiments with larger graphs were done. 
As another argument for the conjecture we mention here the results of Turner [3], 
who showed that there are polynomial-time algorithms working for almost all 
k-colorable graphs. 
2. The Algorithm of Petford and Welsh 
In this section we outline an algorithm scheme of a randomized heuristical algo- 
rithm for solving the decision problem: ‘Is given graph G k-colorable? proposed by 
Welsh and Petford. Algorithm starts with an initial coloring and changes it until 
getting a proper coloring or exceeding permitted time limit. In one-step algorithm 
changes a color of at most one vertex. A vertex to be changed is chosen among bad 
vertices, by definition those having at least one neighbor colored with the same color. 
The new color is randomly chosen in the set of colors { 1, . . . , k}. 
We express the general algorithm of Petford and Welsh with the following scheme: 
Algorithm ANTIVOTER: 
(1) get initial coloring 
(2) while (there is a bad vertex) and (not too many steps) repeat 
(2.1) choose bad vertex. 
(2.2) color chosen vertex with new color 
(3) if (coloring is good) 
then: graph IS k-colorable 
else: graph IS NOT k-colorable. 
It is clear that the affirmative answer is reliable, because the algorithm constructed 
a proper k-coloring in this case. On the other hand, in the case of negative answer, 
there may exist a proper k-coloring missed by the algorithm. 
We will now make precise some details, defining a version of the algorithm 
proposed and tested by Petford and Welsh [2]. 
At (1) we generate a random coloring with a simple loop: 
for i+l to IZ do b[i]:=trunc(k*random)+l; 
At (2.1) we choose a vertex uniformly among bad vertices. 
At (2.2) we choose a new color. The probability that we will choose the color i is 
proportional to the function weight: 
where S[ i] is the number of neighbors of the chosen vertex at the previous step, 
colored with the color i. A color, which is less represented in the neighborhood is more 
likely to be chosen. 
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Welsh and Petford give no theoretical justification for the choice of the exponential 
form and using number 4 in the function weight. In the case of the exponential 
function they mention an intuitive feeling that the random coloring process is 
somewhat akin to approaching the position of minimum energy in more classical 
problems of statistical mechanics as suggested by Kirckpatrick’s method of annealing 
[l] for the traveling salesman problem. 
3. The model G(n, k, p) 
We generate random graphs with a simple procedure as given in [2] for 3-colorable 
graphs. Let m=L n/k J . The procedure is as follows. 
(1) Take disjoint sets V1, I’,, . . . , Vk with cardinalities Q=m or V,=m+ 1 
(i=l, . . . ,k). 
(2) Connect u and v, u E 6, v E I’j, i +j with probability p independently for all such 
pairs of vertices. 
From definition it is clear that the graphs of G(n, k, p) are k-colorable. 
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Fig. 1. p=OSoO, k=4. 
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Fig.2. p=O.lOO, k=4. 
4. Experiments on 4-colorable graphs 
As in [Z] we tested the 4-coloring algorithm on analogous samples of graphs, 
namely G(n, 4, p) for n = 60,120, . . . , 900 and p = 0.5,O. 1,0.05,0.005. Instead of ‘time’ the 
number of transitions, i.e. repetitions of the while loop (2) are measured. In the tables 
average (over successful runs), the best and the worst result and two deviation 
measures are given: standard deviation ~7 
rJ*= n (vi-P)*, c 
i=l 
p=;$ vi 
I=1 
and ‘relative’ deviation or, which is defined by formula 
o;=~t”i-p)2 
i=l P2 
Figs. l-4 and Tables l-5 give our results on 4-colorable graphs. We point out 
a great similarity with the results obtained for the 3-coloring in [2]. We conjecture 
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Fig. 3. p = 0.005, k = 4. 
that the critical regions found by Petford and Welsh and characterized by the 
equation 2pn/3 N 1613 are in general characterized by 
2pnlk- 1613. (1) 
Notice that for n greater than the critical value, the algorithm works well again. 
Only in the case when p = 0.05 results of average of 10 samples were not very regular 
(Table 4). Therefore, we repeated experiment on another 10 samples (Table 5). Now 
the summarized picture (Fig. 4) much better supports our conjecture. 
5. Experiments on lO-colorable graphs 
For the lo-coloring algorithm again the samples of graphs G(n, 10,~) for 
n=60,120, . . . ,900 and p = 0.5,O. 1,0.05,0.005 were used. 
384 J. ?erovnik/ Discrete Mathematics 131 (1994) 379-393 
Qooc 
8ooa 
7000 
6000 
6000 
4000 
3ooo 
2000 
1000 
~ . . . . , . . . 
* 
* 
d 0 120 1 0 240 300 360 4 0 480 540 600 660 720 780 840 900 
Fig. 4. p = 0.050, k = 4 (* - second set of samples). 
J. .?erovnik/ Discrete Mathematics 131 (1994) 379-393 385 
Table 1 
p=O.500, k=4 
No. of vertices Average Successful runs Min Max fJ or 
60 276.8 10 178 462 239 0.86435 
120 497.1 10 372 735 310 0.62343 
180 755.5 10 592 925 275 0.36441 
240 1046.8 10 922 1300 402 0.38426 
300 1324.9 10 1086 1593 422 0.31828 
360 1667.0 10 1432 1976 509 0.30529 
420 1932.4 10 1693 2174 491 0.25414 
480 2228.5 10 1941 2594 642 0.28831 
540 2759.8 10 2338 3513 1107 0.40096 
600 2945.8 10 2704 3452 669 0.22716 
Table 2 
p=O.lOO, k=4 
No. of vertices Average Successful runs Min Max IJ 0, 
60 52.2 10 21 82 53 1.01290 
120 28403.7 7 7114 40805 34145 1.20214 
180 5851.8 10 2941 12265 7976 1.36306 
240 4597.9 10 2173 7720 5702 1.24014 
300 3792.4 10 3108 4995 1707 0.44998 
360 4023.1 10 2340 5456 2790 0.69343 
420 3441.9 10 2495 5158 2565 0.74526 
480 3762.6 10 2303 5573 3155 0.83860 
540 3809.7 10 2833 4824 1916 0.50304 
600 4260.0 10 3255 5110 1559 0.36592 
660 3996.2 10 3161 5097 1883 0.47112 
720 4498.0 10 3504 7059 3392 0.75411 
780 4340.7 10 3728 5244 1519 0.35006 
840 4896.6 10 3917 6533 2387 0.48740 
900 5081.9 10 3796 7000 2967 0.58376 
For arguing the conjecture (1) let us compute the values of 
n(p)=!% 
6~ 
For needed densities p we get n(p=0.5)=53, n(p=0.1)=266, n(p=0.05)=533 and 
n(p =0.005) = 5333. 
From Tables 6-9 and Fig. 5-8 we can see that the computed values of II are very 
close to the experimental values where the behavior of the algorithm becomes poor. 
We conclude that relation (1) is a good characterization of the beginning of the critical 
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Table 3 
p=O.O05, k=4 
No. of vertices Average Successful runs Min Max CT 6, 
60 
120 
180 
240 
300 
360 
420 
480 
540 
600 
660 
720 
780 
840 
900 
1.7 
6.7 
15.8 
29.5 
46.2 
16.3 
134.4 
181.8 
232.8 
284.7 
358.9 
425.4 
540.0 
658.5 
10 0 4 5 2.76533 
10 3 11 9 1.28480 
10 8 24 16 1.01975 
10 15 44 23 0.79245 
10 32 65 33 0.70988 
10 63 92 26 0.34529 
10 79 116 33 0.32927 
10 110 159 49 0.36256 
10 154 208 50 0.27643 
10 197 309 101 0.4358 1 
10 237 367 107 0.37595 
10 310 445 125 0.34900 
10 355 498 151 0.35474 
10 427 681 243 0.44929 
10 501 855 315 0.47765 
Table 4 
p=O.O50, k=4 
No. of vertices Average Successful runs Min Max d 6, 
60 20.7 10 12 25 11 0.52942 
120 152.2 10 110 200 103 0.67721 
180 2346.1 10 486 9324 7813 3.32943 
240 4 1640.4 10 8870 88900 88635 2.12857 
360 19894.7 10 10407 41885 28420 1.42854 
420 11795.3 10 5812 19146 13556 1.14931 
480 10723.0 10 4148 20544 13583 1.26673 
540 10366.3 10 6204 16542 10478 1.01077 
600 11031.8 10 5598 21748 13682 1.24023 
660 12076.2 10 1275 19250 11598 0.96040 
720 13142.6 10 8741 19265 11387 0.86643 
780 11324.5 10 6857 17668 12290 1.08527 
840 10628.3 10 7793 15165 7219 0.67925 
900 8098.1 10 6405 9712 3375 0.41677 
regions on tested samples. But what can we say about the end of the critical region? 
Results on graphs with p=O.5 are nice; after some ‘difficulties’ around n=60 the 
algorithm works well when y1 is greater. For p =0.005 the critical region does not 
appear in the tested region. 
In the case p=O.l we found that for n = 360,420,. . . ,660 as many as 4000n 
transitions were not enough to successfully color at least one of the tested lo-colorable 
graphs of G(n, 10,O. 1). But for IZ = 720,780, . . . , 900 (although after a large number of 
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Table 5 
p = 0.050, k = 4 (second set of samples) 
No. of vertices Average Successful runs Min Max C fir 
60 23.8 10 20 36 16 0.65579 
120 154.9 10 90 244 171 1.10658 
180 3406.8 10 1305 5793 4391 1.28881 
300 19672.7 9 7454 28385 21555 1.09569 
360 16668.0 10 6578 32606 21968 1.31796 
420 17225.8 10 11322 27034 14801 0.85926 
480 12218.2 10 7788 17046 9820 0.80369 
540 12212.5 10 7785 23809 13645 1.11730 
600 10559.3 10 6290 14705 8728 0.82659 
660 103 16.2 10 6477 16504 8880 0.86076 
720 9475.9 10 6647 15951 8064 0.85102 
780 10172.8 10 5615 14908 9491 0.93301 
840 10436.2 10 6239 14213 8363 0.80135 
900 9529.9 10 7107 12426 5648 0.59270 
Table 6 
p=O.500, k= 10 
No. of vertices Average Successful runs Min Max * 6, 
60 6977.4 5 892 16812 12877 1.84552 
120 3080.1 10 1488 5648 4431 1.43857 
180 1732.2 10 1242 3134 1631 0.94154 
240 1738.1 10 1255 2390 987 0.56792 
300 1796.4 10 1553 2113 575 0.31996 
360 2066.6 10 1705 2366 590 0.28568 
420 2382.8 10 2048 2528 449 0.18863 
480 2766.2 10 2369 3307 920 0.33253 
540 2961.2 10 2610 3364 800 0.27029 
600 3478.1 7 2846 4030 924 0.26552 
660 3595.8 6 3320 4195 699 0.19450 
720 3764.5 6 3289 4119 671 0.17812 
780 4190.6 5 3798 4375 525 0.12518 
840 4610.7 4 4232 4815 448 0.097 15 
900 4778.3 3 446 1 5025 408 0.08540 
transitions) all the graphs were successfully colored. The number of transitions needed 
was very high, and we had to use a different scale in order to present the results in the 
Fig. 6. 
The results for p = 0.05 (Fig. 7 and Table 8) gave no evidence that the critical region 
eventually ends. Therefore, we tested a number of random graphs for 
n= 1500,1560, .. . , 1980. We let all the jobs have the same real time on the machine. 
Only the results for graphs, for which the algorithm terminated (either succesfully or 
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Table 7 
p=O.lOO, k= 10: 
No. of vertices Average Successful (all) Min Max fJ 6, 
runs 
60 19.2 
120 77.4 
180 203.6 
240 580.9 
300 6927.2 
360 0.0 
420 0.0 
480 0.0 
540 0.0 
600 0.0 
660 0.0 
720 180000.0 
780 150000.0 
840 160000.0 
900 110000.0 
lO(l0) 15 29 12 0.61538 
lO(l0) 56 91 36 0.46014 
lO(l0) 176 221 48 0.23802 
lO(l0) 484 807 304 0.52255 
lO(10) 2721 22063 18907 2.72937 
O(10) 
O(10) 
O(10) 
O(l0) 
000) 
O(10) 
2(3) 
4 (4) 
3(3) 
5(5) 
Table 8 
p = 0.050, k = 10 
No. of vertices Average Successful runs Min Max 0 0, 
60 8.3 10 
120 31.7 10 
180 77.0 10 
240 141.0 10 
300 242.8 10 
360 408.8 10 
420 638.1 10 
480 1035.2 10 
540 2155.5 10 
600 7478.0 2 
660 0.0 0 
720 0.0 0 
780 0.0 0 
6 11 6 0.72389 
26 39 13 0.40164 
58 97 32 0.40945 
117 161 38 0.27173 
214 269 50 0.20665 
341 498 165 0.40278 
566 763 159 0.24871 
779 1360 434 0.41900 
1649 2960 1238 0.57447 
5196 9760 3227 0.43 156 
with a message ‘too many transitions tried’) are counted. For n= 1980 encouraged 
with good results, we repeated the job more times for n = 1920 and n = 1980. Again, all 
the graphs were successfully colored. The results are given in Table 10. Analogously as 
for p=O.l, here also we found a ‘threshold’ n,, (no = 1800) such that the algorithm 
again ‘works’ for n > no. Indeed, for n < 1800 no graph was successfully colored, but for 
n 2 1800 nearly all the graphs tested were successfully colored. For all n, the same very 
large number of transitions was allowed in each trial. We conclude that these results 
support our conjecture (1). 
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Table 9 
p=O.O05, k= 10 
No. of vertices Average Successful runs Min Max 0 0, 
60 
120 
180 
240 
300 
360 
420 
480 
540 
600 
660 
120 
780 
840 
900 
1.2 10 0 
3.9 10 2 
8.6 10 3 
15.0 10 10 
19.2 10 9 
31.1 10 25 
41.5 10 30 
53.3 10 39 
64.1 10 50 
87.3 10 78 
98.4 10 80 
122.0 10 105 
138.7 10 123 
161.4 10 144 
181.2 10 165 
3 
18 
23 
27 
38 
48 
62 
84 
100 
114 
131 
163 
178 
197 
3 2.29734 
6 1.47073 
14 1.59603 
13 0.88443 
18 0.91347 
14 0.43959 
17 0.40786 
19 0.35205 
28 0.44205 
20 0.22912 
30 0.30188 
26 0.20994 
36 0.25876 
34 0.20905 
27 0.14907 
11 1 I I I1 I I I I I 
60 120 180 240 300 360 420 480 540 600 660 720 780 840 900 
Fig. 5. p=O.500, k= 10. 
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From the results we also conclude that the lo-coloring algorithm, at least in the 
form we used it, is not convenient for practical applications. On the other hand, we 
measured the number of transitions and we did not try to optimize the code, which 
would probably improve the practical applicability of the algorithm. 
After some preliminary investigations Petford and Welsh concluded that their 
method is not as good for lo-colorable graphs, since the amount of experimentation 
needed to find a good transition function in this case takes much more space and time 
[Z]. Maybe the existence of critical regions (which probably implies that the graphs 
involved are likely to be ‘difficult’) on large parts of the domain the algorithm was 
tested is another reason for this pessimistic conclusion. 
6. Conclusions 
We tested a straightforward generalization of the 3-coloring randomized algorithm 
of Petford and Welsh on randomly generated samples of 4- and lo-colorable graphs. 
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We conjecture that the curious critical regions found by Petford and Welsh in the case 
of 3-coloring are a general phenomena for all k. For the graphs of the model G(n, p, k) 
the algorithm behaves poorly for graphs with number of vertices approximately n, 
where 2pn/k- 16/3. We conjecture that for larger n, the k-coloring algorithm again in 
average works better. 
Another argument for the conjecture are the results of Turner [3], who showed that 
there are polynomial-time algorithms working for almost all k-colorable graphs. Since 
there are algorithms with average polynomial-time complexity, it is possible and not 
very surprising that also the algorithm of Petford and Welsh has average polynomial- 
time complexity for large enough n. 
We do not find the general k-coloring algorithm very practical, since for many k the 
conjectured critical regions probably cover much of the domain one would usually 
need to consider. For specific domains more appropriate transition functions may 
exist, which would probably improve the behavior of the algorithm. One of the 
possible relaxations is to use a modified algorithm for computing a bound for the 
chromatic number instead of trying to find a k-coloring for given k [4]. 
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Table 10 
p = 0.050, k = 10 
No. of vertices Average Successful (all) runs No. of transitions for the successful results 
1500 O(2) 
1560 O(2) 
1620 0 (2) 
1680 O(2) 
1740 O(2) 
1800 1258 616 5 (5) 
1860 475 624 3 (5) 
1920 517008 9 (9) 
1980 462 388 12(12) 
733 044, 3 136 246, 1022 263, 
434 818, 966 708 
536 223, 586 268, 586 268 
537617, 239 548, 307 108, 
664856, 414 843, 201053, 
713344, 1005501, 569208 
343030, 260 129, 271851 
270918, 1170408, 558894, 
554974, 492 576, 681486, 
254510, 476551, 453333 
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Since the computation of one transition is local, the inherent parallelism of the 
algorithm may be a good reason for research of possible implementations on mass- 
ively parallel architectures [S, 61. In that case much larger graphs might come into 
consideration, which would again make (for example) the lo-coloring algorithm more 
usable. 
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