Abstract: A primary problem faced during previous research was the gap in limited and unbalanced quantity of prior samples between computer classification tasks and targeted remote sensing applications. This paper presents the fusion method to overcome this limitation. It offers a novel method based on knowledge transfer and feature association, a strong combination of transfer learning and data fusion. The former reuses layers trained on complete data sets to compute a mid-level representation of the specific target. The latter brings additional information from heterogeneous sources to enrich the features in the target domain. Firstly, a basic convolutional neural network (B_CNN) is pretrained on to the CIFAR-10 dataset to produce a stable model responsible for general feature extraction from multiple inputs. Secondly, a transfer CNN (Trans_CNN) with fine-tuned and transferred parameters is constraint-trained to fit and switch between differing tasks. Meanwhile, the feature association (FA) frames a new feature space to achieve integration between training and testing samples from different sensors. Finally, on-line detection can be completed based on Trans_CNN to explore a state-of-the-art method to overcome the inadequate sample problems in real remote sensing applications rather than produce an unrolled version of training methods or structural improvement in CNN. Experimental results show that target detection rates without homogeneous prior samples can reach 85%. Under these conditions, the traditional CNN model is invalid.
Introduction
Somewhat akin to an active microwave imaging sensor, the synthetic aperture radar (SAR) overcomes the limitations of climate, lighting, and other conditions to achieve target detection for both military and civilian applications [1, 2] . Because of its scattering mechanism and the speckle noises, the analysis of targets in SAR images greatly differs from optical photos. It is often difficult and time-consuming, particularly for specific target detection. In some tasks, the results are either in low detection rates or in extra-high false alarms, owing to various factors such as image quality and target characteristics.
The constant false alarm rate (CFAR) [3] is a commonly used and yet most popular technique for SAR target detection. It dynamically determines a detection threshold by estimating the local background clutter power and multiplying this estimate by a scaling constant based on the desired probability of false alarms. Based on this idea, when local surroundings are heterogeneous, many modified versions arose [4] [5] [6] . For multiple targets and interference issues, many adaptive algorithms dynamically estimated the background in extended clutter edges [7, 8] . In Wang, C. et al. [9] , a CFAR method was used in an intensity-space (IS) domain, where the spatial and intensity characteristics were fused. However, as image resolution and format increase, modelling becomes more and more Secondly, a Trans_CNN is retrained on small number of constraint samples to highlight the target characteristics in the specific detection task. It has a nearly identical convolution and pooling structure as B_CNN, although its convolution layer and full-connection layer are new (see details in Section 2.3.1). In this step, a FA is necessary to improve the performance of knowledge transfer in Trans_CNN if the constraint and testing samples stem from SAR and optical sources.
Transfer Learing
The two-step training method is not an unrolled version of traditional training methods in CNN. It is, instead, a state-of-the-art method focused on the question of small numbers of training samples.
At first, FA can be used to extend training samples with relatively easy to acquire optical images for SAR target detection. It can unify the optical and SAR images at feature levels to enriching the features in the target domain. However, in many cases, as one of the real remote sensing images, the number of optical images of such targets is still insufficient to support the training of CNN. Therefore, B_CNN pretraining is performed with the sample-rich CIFAR-10 database. Because of the local receptive field in the CNN, the network is concerned with local simple structures within the view field but not the entire input images. These structures such as corners, small circles, or sharp angles are the basis for any Remote Sens. 2019, 11, 1492 4 of 21 input; they are the general features in any type of image. The role of CIFAR-10 is to grant the B_CNN the ability to recognize these general features.
In this paper, the pretraining of B_CNN is not performed using remote sensing data as the CIFAR-10 contains more categories and more comprehensive types of general features. Meanwhile, as camera images, the general features of the images inside are clearer and easier to learn. Therefore, the resulting B_CNN is more sensitive to structural details and can flexibly achieve target switching in different tasks. It effectively increases the generalisation ability of the network. In addition, unlike classification tasks, each category is a clear arrangement and combination of general features. In target detection tasks, ground objects contained in background categories are complex. Usually, no uniform distribution can fully cover them, as this also requires B_CNN to have sufficient knowledge of the various general features.
Then, a well-directed constraint training is performed to enhance the network's perception of the target characteristics. Fine-tuned parameters can be focused on the target category, while the labels of the new task are defined in a new, fully-connected layer. In this way, a limited prior knowledge can be maximised.
With the help of data fusion, this two-step training method gradually solves the issue of non-homogeneous prior samples in the target domain. Namely, the sample-free situation in the target domain is first improved to a heterogeneous small sample situation. Finally, the training of the network is completed using a powerful standard data set. The number of constraint samples is too small compared to any type in CIFAR-10 to mix all the samples together. Indeed, mixing them together would cause a sample imbalance problem, thus easily overwhelming target features. Moreover, the two-step training method can achieve rapid task switching and differs from other methods in preventing this problem by optimising the network structure. For different targets, only the corresponding constraint samples need to be selected in constraint training. It is not necessary to retrain B_CNN. The generalisation ability of the network can thus be greatly improved.
Feature Extraction and Transfer Learning in CNN

Feature Extraction in B_CNN
The convolution neural network (CNN) alternately uses convolution and pooling layers to extract the features of the inputs. The extracted features, named mid-level representations, are higher-level features which are more abstract than simple low-level features.
In the hidden layer, the previous layers' input feature maps connect to all the output feature maps. Each unit in the convolution, pooling and full-connection layers, are computed as Equations (1)- (3) . Besides, a l is the feature map of l layer in the hidden layers. W is the weight matrix representing the convolution kernel (trainable filter). b serves a bias term. f () is a non-linear activation function and subscript L represents the full-connection layer.
Similarly to most machine learning algorithms, all weights and biases are learned via minimising a loss function (see Equation (4)). It is usually impossible to analytically compute the global minimum of the loss function. Minimising the loss function through an iterative numerical optimisation approach is therefore a widely accepted method. The gradient descent is the simplest of such optimisation algorithm.
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Then, a BP (Back Propagation) algorithm is adopted to iteratively update the parameters. The error term of l layer is calculated in Equation (5), where (W l+1 ) T is the transposition of the weight matrix W l+1 for the (l + 1) th layer [43] . e denotes the element-wise product of the two vectors.
In the convolution or pooling layer, the error term can be rewritten as Formula (6) or (7) . rot180() represents the symmetric exchange in the row and column, respectively. upsample() is the function used to complete the error matrix amplification and error redistribution. The reduction size depends on the pooling layer. The parameters in iteration refreshed as Equation (8) . η is the learning rate.
Transfer Learning of Trans_CNN
The knowledge-transfer approaches assume that the individual models for the related tasks should share some parameters or prior distributions of hyper-parameters. They aim to boost the performance of the target domain by using the source domain data. The proposed method assumes that in CNN, the parameters W for each task can be separated into two terms [26] . One is a common term over tasks while the other is a task-specific term (see Equation (9)). W S and W T are the parameters of CNN for the source and the target tasks, respectively. W 0 represents the common ones that can be transferred. V S and V T are the specific settings for the source and target domain which need retraining separately. In this paper, source tasks denote the classification tasks trained by the picture of computer vision, while the target tasks refer to the detection tasks driven by real remote sensing images.
Taking the convolution layer in the source domain in feed-forward pathway as an example (see Equation (10) ), the following equation will be used based on the operational mathematical properties of the convolution:
Then, the assumption (Equation (9)) is applied to the feed-forward pathway (Equations (1)- (3)) and back-propagation phase based on the Formulas (6) and (7) . In both the source and target domains, the final expression can be rewritten as shown in (Equations (11)- (14)). Besides, "C", "S", "F" represent convolution, pooling and full-connection layers, respectively.
"C" :
The feed-forward and back-propagation phases (Equations (11)- (14)) in both source and target domain tasks can be divided into two independent parts. This means that the parameters in the CNN can be trained separately in multiple steps and by different samples. The common ones related to W 0 can be transferred directly. And the target part connected to V L T needs to be calculated by task-specific constraint samples. The source part tied to V L T should be abandoned. The nonlinear function in the "C" and "F" layers can be similar or different. This derivation serves as the theoretical basis for the learning algorithm used in this paper. [44] which is considered as the most basic and original version of CNN. Their nine layers are presented in Figure 2 . Besides, C, S, and F represent the convolution, pooling, and full-connection layers, respectively. fm represents the feature maps in each hidden layer. Size represents the size of input maps in each neuron. In the convolution layers, the number of feature maps and filter sizes is marked on the left and right sides of @. The pooling parameter set in this paper is the commonly used 2 × 2 with a stride of 2. The feature vector is a concatenation of all the feature maps in C6 or Ct. It is a visual expression of the differences between target and background.
The feed-forward and back-propagation phases (Equations (11)- (14)) in both source and target domain tasks can be divided into two independent parts. This means that the parameters in the CNN can be trained separately in multiple steps and by different samples. Figure 2 . Besides, C, S, and F represent the convolution, pooling, and full-connection layers, respectively. fm represents the feature maps in each hidden layer. Size represents the size of input maps in each neuron. In the convolution layers, the number of feature maps and filter sizes is marked on the left and right sides of @. The pooling parameter set in this paper is the commonly used 2 × 2 with a stride of 2. The feature vector is a concatenation of all the feature maps in C6 or Ct. It is a visual expression of the differences between target and background. A sigmoid function is applied to each unit as the nonlinear activation function during the entire training process. The outputs in F7 (Ft) are the label distributions of each input slice. In the testing step, these values indicate the confidence in the classification of testing slice to one type. The label distributions of a well-trained network should meet the following requirements. Firstly, the probability of the right label should be much greater than others, so that the classifier can resolutely decide that the input belongs to the correct type. Secondly, for a set of the input slices belonging to the same type, the peak of the possibility distributions must overlap on the suitable label to demonstrate the robustness of the network. Intermediate schematics are presented at the bottom of Figure 2 . Part of the feature maps are displayed from left to right in hidden layers, feature vector in C6/Ct and label distribution in F7/Ft, respectively. The training step can be divided into two phases. One is the B_CNN pretraining, while the other is the Trans_CNN constraint training driven by specific-tasks. The training method used in each phase is the same as the usual training method employed in CNN [44] .
Firstly, the C1-C6 and F7 of the B_CNN are trained on the CIFAR-10 dataset. Then, the last convolution layers C6 and layer F7 of the B_CNN are removed, while the rest of the C1-C5 layers act as a mid-level representation extractor transferred to the target domain with fixed parameters. To accomplish transfer learning, an adaptation network is added which includes a new convolution layer and a new full-connection layer named Ct and Ft. In the full-connection layer, Ft is calculated by Equation (15) , where Y Ct is the production of the new convolution output. W Ft and B Ft are the parameters that need to be trained. Φ() is the non-linear activation function.
Secondly, the representation is available to train the entire network formed by C1-Ft layers. The previous convolution and pooling layers are imitated from the B_CNN, and with revisions of the parameters based on the constraint samples. The Ct output is the final representation of the target in SAR images. After completing constraint training, the transformed layers C1-C6 and the adaptive layers Ct-Ft can form the Trans_CNN together to detect target in target domain. The training algorithm is shown in Table 1 . The harmonization of the SAR and optical images in feature levels is majorly covered in the research paper on registration. For example, a novel structural descriptor, the PCSD (phase congruency structural descriptor), is constructed to accurately describe the attributes of extracted points [45] . For this purpose, descriptor similarity and geometrical relationship are combined to constrain the matching process in order to significantly increase the number of correct matches [46] . The coupled optical and SAR patches for different sources are then automatically extracted by the learning features in the pretrained network Pseudo-Siamese CNN [47] and generative matching network (GMN) [48] , respectively. At the same time, in [49] , the corresponding SAR-like images are constructed via conditional generative adversarial networks (cGANs). In this regard, improving the accuracy of ground control points selection proves to be effective.
Constraint training in this research aims to transform the B_CNN network from a focus on the general features to the target features to be detected. Therefore, it is necessary to approximate the characteristics of the specific target from multiple sensors as closely as possible to the test sample in the constraint training.
According to the operational flow, from the actual existence of ground objects to feature vectors for category determination, this training can be generalised into three steps. As shown in Figure 3 , imaging processing, image information acquisition, and feature space projection are respectively performed. Because of the difference in imaging mechanism, optical and SAR images have large differences in the form of target existence and data processing. However, because the objects to be imaged are the same, there must be overlapping parts in a certain feature space. Therefore, this intersection is where the FA are concerned.
The Feature Association Model
The harmonization of the SAR and optical images in feature levels is majorly covered in the research paper on registration. For example, a novel structural descriptor, the PCSD (phase congruency structural descriptor), is constructed to accurately describe the attributes of extracted points [45] . For this purpose, descriptor similarity and geometrical relationship are combined to constrain the matching process in order to significantly increase the number of correct matches [46] . The coupled optical and SAR patches for different sources are then automatically extracted by the learning features in the pretrained network Pseudo-Siamese CNN [47] and generative matching network (GMN) [48] , respectively. At the same time, in [49] , the corresponding SAR-like images are constructed via conditional generative adversarial networks (cGANs). In this regard, improving the accuracy of ground control points selection proves to be effective.
According to the operational flow, from the actual existence of ground objects to feature vectors for category determination, this training can be generalised into three steps. As shown in Figure 3 , imaging processing, image information acquisition, and feature space projection are respectively performed. Because of the difference in imaging mechanism, optical and SAR images have large differences in the form of target existence and data processing. However, because the objects to be imaged are the same, there must be overlapping parts in a certain feature space. Therefore, this intersection is where the FA are concerned. are optical and SAR image amplitudes.
In the information acquisition process (step 2, see Equation (17)), 1 φ and 2 φ are the image effective information acquisition function. It is a generalized operation including pre-processing such as denoising filtering, data-level operations such as image rotation and stretching and According to Figure 3 , the optical and SAR imaging process can be expressed as Equation (16) . Besides, T(x, y, z) represents the true three-dimensional information of the target. f 1 and f 2 represent different imaging functions. I op and I SAR are optical and SAR image amplitudes.
In the information acquisition process (step 2, see Equation (17)), φ 1 and φ 2 are the image effective information acquisition function. It is a generalized operation including pre-processing such as denoising filtering, data-level operations such as image rotation and stretching and transformation, and even feature-level operations such as feature extraction and component analysis. Any set of operations can be included in this function for the purpose of subsequent processing of the required information acquisition. IN S and IN T are the effective source and target domain information obtained after the φ operation. Because of the obvious difference of the acquisition path, in the case of this expression, there may or may not exist intersection information.
In step 3, the effective feature space projection method is used to make the source domain feature and the target domain feature intersection as large as possible in the new feature space. This process is shown in Equation (18) . Besides, ϕ 1 and ϕ 2 are a set of functions related to features in source and target domains respectively. I S and I T are the source and target domain feature in the new feature space. As shown in Figure 3 , I S = I Si + I Sd I T = I Ti + I Td . In both domains, subscript i denotes the identical features, while d denotes the different ones.
According to the mathematical definition of the intersection Corr(A, B) = (A).AND.(B). The intersection of the feature can be written as Equation (19) .
In both source and target domains as Equation (20), I Si and I Ti are the intersection obtained by calculation. f corr1 and f corr2 are the functions to extraction the overlapping parts.
Compared with the real ones in Equation (19) , I Si = I Si + δ corr1 I Ti = I Ti + δ corr2 . δ corr1 and δ corr2 are the extraction errors. In the new feature space, let I Si I Ti . So far, the unit domain and the target domain are unified at the feature space level. The relationship of the entire feature space can be expressed as Equation (21) .
In this way, by continuously taking the inverse operation, it is possible to complement information across the disjointed parts of the source in any intermediate process. This is a mathematical model of feature association. In practical applications, the complexity of each operation function is different, and the feasibility of the inverse operation is also uncertain. It is determined by the actual situation.
Association Algorithms
In high-resolution SAR images, a large-size target is composed of several pixels. Instead of a single bright spot, it appears as bright regions marked by dim and dark. It is a common occurrence that the target body contains holes inside and fractures on the edge. Even the frames extracted from SAR images are not continuous. Even though CNN can extract the abstract features implied in the structures, the presentation difference between optical and SAR images could not be neglected.
The key is to construct a new feature space where the extracted features from multiple sources are similar. In the absence of any prior samples of SAR slices, the straightforward starting point is the deformation of appearance in multiple sources. Therefore, FA in this paper is more likely a pre-processing. In this processing, the optical slices are deformed to simulate SAR slices. The different steps for constraint training and testing samples are presented in Table 2 . Framework extraction 3.
Framework randomly rupture 4.
Mathematical Morphology
Threshold segmentation 3.
Framework extraction 4.
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The threshold segmentation is an effective way to highlight the consistency of target appearance and to avoid the influence of grey differences in multiple sources. For SAR, frost filtering is adopted to reduce speckle noise. Framework extraction is another way to evade the incompleteness of target body in SAR images. Frameworks randomly rupture human-made intervention to imitate the fracture in the SAR framework. Finally, mathematical morphology includes three common operations for both samples and a special one for SAR slices. Operation 'skel' can further refine the framework. Operation 'bridge' can connect the proximity points. Operation 'dilate' can plump the frame to restore the target and background. It is useful to widen the differences in shape features between the target and background.
This method does not seem complicated, but it is effective without the need for SAR source prior samples.
Results
Experiment Data and Evaluation Metrics
The CIFAR-10 dataset is commonly used in image classification research. It consists of 10 classes of colour images with a size of 32 × 32, containing a total of 60,000 copies. Each type includes 6000 slices distributed in five batches. The ten types are airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck. These images are captured in camera perspective which is absolutely different from the remote sensing images. In this paper, the main purpose of this dataset is to pretrain the B_CNN.
The target slices are cut from real remote sensing images in multiple satellites. The specific target in this paper is a KC135 airplane, and the target is located at the Al Udeid Air Base, Qatar. The target and background slices in different sensors are presented in The evaluation metrics in this paper are defined in Equations (22)- (25 
Dr
) are used to evaluate performance in a binary classification task (e.g., in Section 3.2). Meanwhile the criteria focused on the target is more crucial in the target detection task (e.g., in Section 3.3). Thus the evaluation metrics are accuracy ( Acc ), precision ( target Dr ), and false-alarm rate ( Fa ). N denotes the number of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). In this paper, images with a KC135 are defined as positives; while images without KC135 are negatives. The evaluation metrics in this paper are defined in Equations (22)- (25) . The accuracy (Acc), and the detection rates of target and background (Dr target and Dr background ) are used to evaluate performance in a binary classification task (e.g., in Section 3.2). Meanwhile the criteria focused on the target is more crucial in the target detection task (e.g., in Section 3.3). Thus the evaluation metrics are accuracy (Acc), precision (Dr target ), and false-alarm rate (Fa) . N denotes the number of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). In this paper, images with a KC135 are defined as positives; while images without KC135 are negatives.
C is the correlation coefficient to analyse the correlation relationship between the feature vectors of slice couples in FA results (e.g., in Section 3.3.2). It is not a classic means for target detection. In this paper, it is used in the section for feature association part to measure similarity between feature vectors of two input slices. As the FA algorithm proposed in this paper tends to increase the similarity between target slices taken from different sources as well as the difference between two types (target and background).
The experiments in this paper are set as follows. Section 3.2 discusses the structure and training method. It proves that Trans_CNN is suitable for the target-driven detection task. Section 3.3 shows the detection results for real remote sensing images. With the help of FA, the Trans_CNN out performance in both the multiple sensors from optical and multiple sources. The KC135 airplane from optical set A is a new type for B_CNN whose feature is different from all the types in CIFAR-10. Even though the B_CNN is strong enough to extract the mid-level features from input slices, it is puzzled by their labels. Therefore, in Figure 5a ,d, the peak of the label distributions is confusing in B_CNN for both target and background. It means that, for the same input slices, B_CNN classifies them into different types. In each classification process, the confidence is less than 60%. Taking the red curve in Figure 5a as an example, for this input, B_CNN classifies it into type 3 with a probability of 0.45, type 6 with 0.4, and the other types with smaller expectations. At this time, constraint training is essential to let the network know the features and The KC135 airplane from optical set A is a new type for B_CNN whose feature is different from all the types in CIFAR-10. Even though the B_CNN is strong enough to extract the mid-level features from input slices, it is puzzled by their labels. Therefore, in Figure 5a ,d, the peak of the label distributions is confusing in B_CNN for both target and background. It means that, for the same input slices, B_CNN classifies them into different types. In each classification process, the confidence is less than 60%. Taking the red curve in Figure 5a as an example, for this input, B_CNN classifies it into type 3 with a probability of 0.45, type 6 with 0.4, and the other types with smaller expectations. At this time, constraint training is essential to let the network know the features and their labels in the new task. It can be seen from Figure 5b ,e that the confusing output is consistent by parameters fine-tuning. The network has a new unified understanding of the features in the target domain. For the target detection task, there are only two types, namely target and background. Other types are useless. Therefore, in the constraint training step, a new connection between the constraint training samples and new task labels in the target domain is rebuilt. This connection is independent of the full-connection layer in B_CNN. Therefore, in Figure 5c ,f, there are only two types. Label 1 belongs to target, and label 2 belongs to background.
The probabilities of the input be classified to one type are recorded in Table 3 . It is a quantitative representation of Figure 5 . It can be seen from the comparison that the method proposed in this paper can achieve high output confidence for the specified tasks. Figure 6 illustrates feature vectors extracted from different networks trained using various samples. It is a visual expression of the differences between target and background. The inputs are the slices of the target (the first row) and background (the second row) from the SAR image. Network A refers to B_CNN trained on CIFAR-10 only, however in network B (Trans_CNN), 5 couples of real remote sensing samples are added to constraint training. Moreover, Network C denotes a CNN network with the same structure, but it is trained on samples in optical set A only. It contains maximum amount of information that can be obtained for a target. The differences between target and background are more evident in Trans_CNN than in the others. This is the original reason to detect the target in SAR images by Trans_CNN only trained on the constraint of optical samples. Even though the features are different in the two domains, there are many more divergences between target and background.
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Different training methods in this part are shown in Table 4 . Besides, 'SAR' represents the original SAR slices selected from testing samples. The number of positive and negative samples is 5 respectively, which equals to the ones in constraint training. In these training methods, 'together' means the positive and negative samples to be tested are mixed into CIFAR-10 as separate categories (type 11 and 12 respectively), and training is performed simultaneously with all samples. The 'apart' is the pretraining plus constraint training method proposed in this paper. For (a) and (b), the training step is identical to the traditional CNN. But for (c) and (d), multiple training means the constraint training step in Trans_CNN. Figure 7 is the compared results of the above training samples in the off-line training stage. The training and testing are conducted 100 times to verify the effectiveness and robustness of the networks. The mean values of these 100 detection rates are recorded in Table 5 . All 1s and 0s in Figure 7a verify that the network failed to distinguish the target and background in each train and test when prior samples are limited. In Figure 7b , no matter the target or background, they were unable to distinguish them all 100 times. That is because the number of their training samples is too small compared with the other types in CIFAR-10. It is inferior for these samples to affect the parameters in the CNN. The sample imbalance in this training phase causes the fact that although data is enough to train the network, it is very insensitive to the task-driven targets and background slices that really matter. Effective prior samples are overwhelmed. Even though Figure 7c can achieve a 0.9 detection rate in mean value, there still some zero points, which means that the network failed to find the target in this training. In real applications, this failure is fatal even though it seldom appears. The phenomenon does not appear in Figure 7d , and the curve is very steady, proving that the network is stable. The proposed method is not only out-performing in the detection rates but also in stability. This is because the network learns the general features in the pretraining phase, independent of the specific goals. Generally, the more diverse the training samples, the more flexible a network will be.
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Target Detection in Heterogeneous Sources
Transfer Learning in One Source from Multiple Sensors
In this section, the constraint and testing samples stem from optical sets B and A, respectively. Figure 8 is the 100-time detection results containing the detection and false alarm rates. Besides, in experiment (a), the target and background slices are getting from one screen in time sequence containing only KC135 plane as target and the other objectives as background. There is no other type of aircraft involved in the background slices. In experiment (b), a B52 airplane acting as a similar interference is added to the background slices. A total of 200 slices mixed with B52 aircraft and other objectives are captured from another screen with 0.5 m resolution in Google earth. It is used to verify the Trans_ CNN 's ability to distinguish the target and its similar type of interference. Table 6 shows the quantitative results. Columns 1-5 represent the records of the first five times. Max and min mean the best and the worse performance according to the detection rates. Mean is the mean value of all these 100 times. Results demonstrate that the Trans_CNN is competent for this target detection task where homologous prior samples in the same sensors are unavailable. Even if there is a similar interference of the same type in the background, test results only show a measurable increase in the false alarm rates. In this section, the constraint and testing samples stem from optical sets A and SAR, respectively. Figure 9 is a visual display of FA results of the target and background slices. The background slices in two sources are not entirely corresponding (Figure 9a,e) . From Figure 9d ,g, the samples in different sources have a similar presented form. Compared with Figure 9a ,e, it is more relevant as the training and testing samples.
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. FA Results
In this section, the constraint and testing samples stem from optical sets A and SAR, respectively. Figure 9 is a visual display of FA results of the target and background slices. The background slices in two sources are not entirely corresponding (Figure 9a,e) . From Figure 9d ,g, the samples in different sources have a similar presented form. Compared with Figure 9a ,e, it is more relevant as the training and testing samples. In order to better explain the effect of association, the concept of correlation coefficient is introduced to analyse the correlation between any two groups of slices. The slices and correlation coefficient in corresponding positions are shown in Figure 10 . In order to better explain the effect of association, the concept of correlation coefficient is introduced to analyse the correlation between any two groups of slices. The slices and correlation coefficient in corresponding positions are shown in Figure 10 .
The feature vectors of these slices are shown in Figure 11 . It intuitively shows the increasing similarity of the target. The feature vectors of these slices are shown in Figure 11 . It intuitively shows the increasing similarity of the target. Part of the couple correlation coefficients are recorded in Table 7 . Besides, the first column is the number index of target and background couples in the optical set A and SAR dataset. Corresponding to Figure 10 , target couples contain slices similar to Figure 10a ,c while background The feature vectors of these slices are shown in Figure 11 . It intuitively shows the increasing similarity of the target. Part of the couple correlation coefficients are recorded in Table 7 . Besides, the first column is the number index of target and background couples in the optical set A and SAR dataset. Corresponding to Figure 10 Part of the couple correlation coefficients are recorded in Table 7 . Besides, the first column is the number index of target and background couples in the optical set A and SAR dataset. Corresponding to Figure 10 , target couples contain slices similar to Figure 10a ,c while background couples to Figure 10b ,d. The desired result are as follows. Firstly, C1 and C2 become larger. It represents the increasing similarity between the similar objectives. Secondly, C3 increases. The similarity increases of the label are equivalent to making the network more sensitive to the differences between target and background. Thirdly, C4 becomes smaller. A decrease in correlation means an increase in the distance between the types. It contributes to distinguish target from background.
It can be seen from Table 6 that the change trend of C1, C3, and C4 are in accordance with the desired results. But C2 is not. For the detection task, the target is more important than the background. It is acceptable to obtain higher target similarity at the expense of background similarity. 
Transfer Learning in Multiple Sources
The 20 times detection results that depend on different feature spaces are shown in Figure 12 . In the separate feature space, the constraint training and testing samples are processed in a different method. The mean detection and false alarm rates are presented in Table 8 Table 6 that the change trend of C1, C3, and C4 are in accordance with the desired results. But C2 is not. For the detection task, the target is more important than the background. It is acceptable to obtain higher target similarity at the expense of background similarity.
The 20 times detection results that depend on different feature spaces are shown in Figure 12 . In the separate feature space, the constraint training and testing samples are processed in a different method. The mean detection and false alarm rates are presented in Table 8 . Time means the time cost of one constraint training and testing session. Regarding the FA performance, we need to describe the following three aspects.
1. For target detection tasks, accurately determining the existence of the target is far more critical than any other evaluation index. The method proposed in this paper has apparent advantages in detection rates.
2. The time consumption in FA slightly increases compared with Figure 12a ,c. Their constraint training samples are the small part of the total in common. But in contrast with Figure 12b ,d with all slices in constraint training, the proposed method can save a lot of training time significantly. What needs emphasising is that, in all the above detection tasks, the B_CNN is the same one trained only once. The Trans_CNN is trained on the constraint samples based on the mission to fine-tune the parameters in B_CNN as well as the new convolution and full-connected layers. This constraint training can be finished in quite a short time. Thus, the network proposed in this paper significantly reduces the switching time between detection tasks and improves the generalisation ability of CNN.
3. At last, in this part, there is no contrast between the proposed method and the other machine learning methods about the detection rates; for the main point of this paper is to solve the problem with which the traditional CNN was unable to deal, namely, a detection task without homogeneous prior samples. Under the implementation conditions of each experiment in this paper, traditional CNN cannot complete the test at all.
Discussion
The Performance of CNN
The starting point of this paper is a novel application of CNN in real remote sensing images to solve the problem of the limited quantity of prior samples. It is very common in actual remote sensing applications, just as the experiment in Section 3.3, that the homogeneous training samples are unavailable. Even the same type of target in the optical source is in limited quantity. Therefore, the proposed method is an innovative solution to the actual problem, rather than structural adjustments on the original CNN framework, to achieve performance improvement. The detailed adjustment is important to increase performance. But the feasibility of the system is the basis and premise of all improvements.
The network in this paper is the basic one proposed in [44] . The following improved algorithms of the CNN are also suitable for the B_CNN and Trans_CNN in this paper, such as the "dropout" to improve the overfitting, the replacement of sigmoid to "ReLU" in nonlinear functions, the usage of "softmax", and so on.
The final detection results are related to the training of B_CNN and Trans_CNN. In every constraint training, the feature vectors are decided by the network parameters. Therefore, the results have a certain randomness. The same curves in Figures 8 and 12 are difficult to reproduce. But the comparison results and mean values presented in Tables 5 and 7 are almost the same.
The constraint training and testing was conducted several times for two reasons. Firstly, a stable and robust network can get a steady detection rate in each experiment. Secondly, the mean performance is much closer to the real ability of the network.
The Explain of Comparison Results
The CNN can get a good prediction of the testing slices based on the statistics derived from a large number of training samples in each label. Most of the deep machine learning algorithms in SAR images is conducted on MSTAR (Moving and Stationary Target Acquisition and Recognition) datasets. The publicly released data sets include ten different categories of ground targets from armoured personnel carrier, tank, rocket launcher, air defence unit, truck, and bulldozer. The objectives in different aspect angles and depression angles are also included. The MSTAR benchmark data set is widely used to test and compare the performances of SAR-ATR (Synthetic Aperture Radar Automatic Target Recognition) algorithms.
But in the real application, the recurrence of such a sample-sufficient training data set is impractical. The proposed method pays attention to the detection task in the absence of prior samples. Under this condition, the traditional CNN cannot be trained. The preconditions are far from each other, so the comparison is far-fetched and meaningless. Hence, in other machine learning models, such as SVM (Support Vector Machine), ANN (Artificial Neural Network), ELM (Extreme Learning Machine), or AdaBoost numbers of labelled prior samples are required throughout the training steps.
The same rational is applicable to the algorithms related to transfer learning. They focus on supervised classification task. The homogeneous samples are more or less available. The unbalanced number of samples is an essential difference between target detection and classification tasks. Meanwhile, classification tasks work well with common characteristics of the same category. On the other hand, target detection tasks, although considered as a two-category classification system, majorly encompass the specific characteristics of a target. Therefore, with the non-homogeneous samples used in this research, the network training used and transfer learning applications are both different from those used in traditional conditions. The method proposed in this paper is based on real remote sensing images and focuses on specific target-detection applications. The experiment demonstrated that detection can be completed without homogeneous training samples. Figure 13 shows the relationship between the number of constraint samples and detection rates. The samples in optical set A are sufficient to carry out this experiment. Therefore, in this experiment, the pretrain data set is CIFAR-10, and the constraint training samples are a different number of couples selected from optical set A. The testing samples include all the slices in optical set A. It can be seen that, as the number increases, the detection rates increase slightly both in target and background. Due to the various objectives in the background, even though the training and testing samples are from the same sensors, the high detection rate of the background (i.e., low false alarm rate) is challenging. When the number is 5, given the same condition as Section 3.3.3, the false alarm rate is 0.19. system, majorly encompass the specific characteristics of a target. Therefore, with the non-homogeneous samples used in this research, the network training used and transfer learning applications are both different from those used in traditional conditions. The method proposed in this paper is based on real remote sensing images and focuses on specific target-detection applications. The experiment demonstrated that detection can be completed without homogeneous training samples. Figure 13 shows the relationship between the number of constraint samples and detection rates. The samples in optical set A are sufficient to carry out this experiment. Therefore, in this experiment, the pretrain data set is CIFAR-10, and the constraint training samples are a different number of couples selected from optical set A. The testing samples include all the slices in optical set A. It can be seen that, as the number increases, the detection rates increase slightly both in target and background. Due to the various objectives in the background, even though the training and testing samples are from the same sensors, the high detection rate of the background (i.e., low false alarm rate) is challenging. When the number is 5, given the same condition as Section 3.3.3, the false alarm rate is 0.19. Therefore, in Figure 12a ,c,e, the limited number of prior samples in constraint training will inevitably introduce higher false alarms. Because unlike a specific type of target in only one species, the background slice contains a variety of substances, such as roads, soil, man-made buildings, and other analogous-target objectives. The training samples can hardly cover the general distribution of all these terrains. This phenomenon can be demonstrated in Figure 13 . Meanwhile, the imaging presentations of heterogeneous data and the large interception during the slicing process are other reasons for the differences.
Discussion of High False Alarms
Future Studies
Feature association is an effective way to regulate the differences between the source and target domains. The method proposed in this paper is more likely a pre-processing focused on the Therefore, in Figure 12a ,c,e, the limited number of prior samples in constraint training will inevitably introduce higher false alarms. Because unlike a specific type of target in only one species, the background slice contains a variety of substances, such as roads, soil, man-made buildings, and other analogous-target objectives. The training samples can hardly cover the general distribution of all these terrains. This phenomenon can be demonstrated in Figure 13 . Meanwhile, the imaging presentations of heterogeneous data and the large interception during the slicing process are other reasons for the differences.
Feature association is an effective way to regulate the differences between the source and target domains. The method proposed in this paper is more likely a pre-processing focused on the presentation in different sources. This is a compensation method under finite conditions of SAR prior samples. In future studies, association algorithms related to the target characteristics or the feature with the physical property are meaningful.
The target detection task can be seen as a classification of one against the others. The false alarms are equivalent to the right background classification. When dealing with the problem of the small quantity of training samples, how to take advantage of the limited information of prior terrain samples to cover the complex feature of background slices is also an issue to be studied.
As previously mentioned in the abstract, the initial starting point of this research was to explore a state-of-the-art method for overcoming inadequate sample problems in real remote sensing applications rather than produce a preliminary version of training methods or promote structure improvement in CNN. Thus, this paper comprises discussions about methods used to complete detection tasks when the usual CNN fails to work. It is noted that more indicators are needed to enrich the evaluation system to devise a perfect detection method, which shall be covered in subsequent studies.
Conclusions
In this paper, a target detection method based on knowledge transfer and feature association was developed for remote sensing applications. The scarce feature in target domain caused by the lack of prior samples in SAR source was expanded through feature association from heterogeneous samples in optical sources. Moreover, these features could be effectively extracted by the Trans_CNN with knowledge transfers from a basic CNN once trained by a comprehensive data set in the future. Finally, a higher than 0.85 detection rate could be achieved in the real image experiment. The problem of invalid models in traditional CNN without homogeneous prior samples was solved through a step-by-step process. 
