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A reas of the visual cortex are arranged hierarchically, with low-level areas representing simple features and higher areas representing the more complex aspects of the visual world (1, 2) . Neurons in many visual areas are coactive during the perception of a visual stimulus and it is difficult to disentangle the influences of lower areas onto higher areas from the effects that go in the opposite direction (3) . Studies of visual cognition could benefit enormously from markers of cortical activity that distinguish between feedforward and feedback effects. One such putative marker is cortical oscillatory activity, because oscillations of different frequencies have been proposed to propagate either in feedforward or in the feedback direction (4, 5) , but experimental evidence for this view is sparse (6) .
Low-frequency rhythms, like the α-rhythm-which is particularly pronounced in the visual cortex-have been proposed to characterize spontaneous activity (7, 8) as the α-rhythm increases when the subject closes the eyes (9) . More recent observations have also implicated α-oscillations in the active suppression of irrelevant, unattended information (10, 11) . In contrast, the high-frequency γ-rhythm increases if visual stimuli are presented, and in particular if they are task-relevant (12, 13) . One influential hypothesis has been that γ-oscillations play a role in feature binding (14) , but later studies cast doubt on this proposal (15, 16) . A more recent hypothesis holds that γ-oscillations facilitate the communication between cortical areas (17) , but both evidence in favor of this proposal (18) and against it (19) (20) (21) (22) have been presented. Although the causal role of oscillatory rhythms in cognition is therefore not undisputed, it would also be of great value if oscillations could be used as markers for feedforward and feedback effects (23) .
We therefore aimed to resolve, to our knowledge for the first time, the laminar pattern of low-and high-frequency oscillations in the primary visual cortex (V1) with a high spatial resolution during a texture-segregation task that requires interactions between visually driven activity and top-down influences from higher areas. For comparison, we also examined oscillatory coupling between V1 and extrastriate area V4 in the same task. Moreover, herein we used two new causal approaches to test directionality. First, we applied microstimulation in one area while recording the oscillations in the other area. Second, we locally infused blockers of AMPA and NMDA receptors thought to be differentially involved in feedforward and feedback processing (24, 25) . All our results converged onto a straightforward conclusion: γ-oscillations in the visual cortex travel in the feedforward direction, whereas α-oscillations index feedback effects.
Results
We first investigated the power and the timing of oscillatory activity in the different layers of area V1. Anatomical studies demonstrated that the feedforward input from the lateral geniculate nucleus (LGN) arrives predominantly in layer 4C with a weaker input into layer 6 (26) , whereas feedback connections from higher visual areas target layers 1, 2, and 5, avoiding layer 4 (27, 28) . If α and γ activity travel in opposite directions through the cortex, this might therefore be visible in the laminar profile of these rhythms in V1.
To measure oscillatory activity in V1, we recorded multiunit neuronal activity (MUA) and local field potentials (LFP) using
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Oscillatory Activity in V1 in a Texture-Segregation Task. We trained monkeys to carry out a figure-ground segregation task in which they detected an orientation-defined figure ( Fig. 1 C and D ) (32) . The monkeys started a trial by directing their gaze to a fixation point and, after a delay of 300 ms, a full screen texture appeared with texture elements, with one orientation and a square figure (4°size) of the opposite orientation (Fig. 1C) . After an additional 300 ms of fixation, the monkey made an eye movement toward the figure to obtain a juice reward. On each trial, the figure appeared at one of three locations at the same eccentricity. In one of these conditions, the neurons' receptive fields (RFs) fell on the figure center; in the other two conditions the RFs fell on the background (Fig. 1D) . We balanced the orientation of the line elements across trials so that the texture elements inside the RFs were on average identical across conditions, and we ensured that the RFs of none of the recording sites overlapped with the figure edge. As previously reported (32) , MUA in V1 (24 penetrations with a total of n = 493 recording sites, 13 penetrations in monkey S and 11 penetrations in monkey E) was stronger if the neurons' RF fell on the figure than when it fell on the background ( Fig. 2A) , a modulatory effect that most likely depends on feedback from higher areas (33) (34) (35) .
Examination of the LFP also revealed a prominent signature of figure-ground organization. The background texture evoked a strong low frequency oscillation, which could be seen in single trials (arrows in Fig. 2B ), but the low-frequency oscillations elicited by the figure were weaker. To further characterize these oscillations, we computed the power spectrum in a window from 150 to 350 ms from stimulus onset. This analysis revealed a prominent peak in the lower frequencies (5-15 Hz), which was larger if the RF fell on the background than if it fell on the figure (Fig. 2C and SI Appendix, Fig. S2 A and D) and also stronger than in the prestimulus period ( Fig. 2C and SI Appendix, Fig.  S2C ) (t test, n = 493, P < 0.001 for both comparisons). We next analyzed of the LFP-MUA coherence, focusing on the internally generated oscillations by first subtracting the evoked potential (SI Appendix, Fig. S3 ), and found that the MUA was also more strongly locked to the low-frequency rhythm if the RF fell on the background ( Fig. 2D and SI Appendix, Fig. S2F ). The spectral resolution for the low frequencies was limited by the short duration of the computational window (200 ms), but we obtained a comparable results when we analyzed trials with longer reaction times so that we could use a longer time window of 300 ms (SI Appendix, Fig. S4 ). We also analyzed catch trials with a homogeneous background where the monkeys were required to maintain gaze on the fixation point for 700 ms (SI Appendix, Fig.  S5 A-C) . The MUA in these catch trials was similar to when the figure was placed outside the neurons' RF (SI Appendix, Fig.  S5H ). The LFP power spectrum and the LFP-MUA coherence in the catch trials were similar to that in the background condition (time-window of 550 ms; spectral resolution of ∼1.8 Hz) with a peak at ∼10 Hz, indicative of an α-oscillation (SI Appendix, Fig. S5 F and G) . The α-peak also remained in a later time-window (400-700 ms after stimulus onset) (SI Appendix, Fig. S5I ), confirming that the α-oscillation did not depend on the initial stimulus-evoked activity. The increase of the α-rhythm when the RF fell on the background compared with when it fell on the figure and compared with the prestimulus period is in line with previous reports that α indexes the suppression of irrelevant information (10, 11) . Moreover, we found that trials with more LFP α-power (5-15 Hz) had a weaker MUA response ( Fig. 2E ) (corrected coefficient = −0.05, t test, n = 493, P < 0.05) (36) in further support of this idea.
In contrast to the low-frequency rhythm, the γ-rhythm was stronger in the figure representation than in the background. This increase in γ was visible in the LFP power spectrum ( Fig. 2C and SI Appendix, Fig. S2 A and E) and also in the coherence between the MUA and the LFP (Fig. 2D and SI Appendix, Fig.  S2G ) (t test, n = 493, P < 0.001 for both comparisons). When we sorted trials according to γ-power (40-90 Hz), trials with a higher γ were associated with a stronger MUA response (Fig. 2E ) (corrected coefficient = 0.3, t test, P < 0.001) (37) . We also investigated the intermediate β-band (15-30 Hz), but β-power and coherence were only weakly modulated by the task (Fig. 2 C and D and SI Appendix, Fig. S2A ). The weak β-oscillations differentiate V1 from the primary somatosensory cortex, where β-power is much more prominent (38) .
To analyze the profile of LFP power across the layers, we divided them into four compartments: layers 1/2, layer 3, layer 4, and layers 5/6. The α-power was strongest in layers 5/6 (t test, n = 24 penetrations, all Ps < 0.001) with a secondary peak in layer 1/2 (layers 1/2 higher than layers 3 and 4; t test, P < 0.001) (Fig. 2 F and G) as has been observed previously (13, 39) . In contrast, γ-power was stronger in layer 3 than in the other layers (Fig. 2 F and G) (t-test, all Ps < 0.001) (39, 40) . The laminar pattern of LFP power was similar, irrespective of whether the RF fell on figure or ground (Fig. 2G) . Thus, the cortical mechanisms that generate the α-and γ-rhythm appear to be similar for the figure and background, but task-relevance modulates the amplitude of these rhythms.
Propagation of α-and γ-Oscillations Through the Layers of V1. The use of a laminar electrode with a fine spacing between contact points provided us with a unique opportunity to investigate the propagation of rhythmic activity from one layer to the next. We investigated the LFP in all layers, aligning activity to the LFP troughs in layer 4C (SI Appendix, Fig. S6 ). To detect the time of α-troughs we filtered the LFP between 8 and 12 Hz and registered the times of the minima. These narrow filter settings were only used to detect trough times; all further analyses were performed with the broad-band LFP signal (SI Appendix, We used the α-trough time-points to compute the average troughaligned LFP, in the same way that one would align the LFP to the stimulus presentations to compute the evoked potential. We applied this analysis to the broad-band LFP in the background condition where α was most pronounced and averaged across all penetrations (n = 24). In the LFP, the α-oscillations were relatively coherent across cortical depth (Fig. 3A ), but this signal also contains contributions from volume conduction. The CSD provides a local measure for the sinks and sources underlying the LFP in the different layers. The CSD profile had the shape of a chevron, with a succession of sinks starting in feedback recipient layers 1, 2, and 5 that propagated toward layer 4 during the α-cycle (Fig. 3B) . The MUA was also coupled to the LFP troughs (Fig. 3C) , as predicted by the significant coherence between these signals in the α-range (Fig. 2D) . Interestingly, we also observed phase differences between MUA in different cortical layers. The earliest MUA coincided with the current sinks in layers 1, 2, and 5 ( Fig. 3C) . MUA in layer 4 lagged MUA in the deep and superficial layers by 12 and 10 ms, respectively ( Fig. 3D ) (t test, n = 24 penetrations, both comparisons P < 0.005). When we repeated this analysis for other frequency bands, we found that MUA in superficial and deep layers preceded MUA in layer 4 for all frequencies between 5 and 15 Hz (SI Appendix, Fig. S7 ). The same laminar profile was found before stimulus onset, indicating that it was general feature of α-oscillations, which did not depend on the presence of a visual stimulus (SI Appendix, Fig. S8 ).
The phase lags in the MUA were less pronounced than in the CSD ( Fig. 3 B and C), smaller phase differences that might be explained by the neurons' extended dendritic trees. Neurons sample synaptic input from multiple layers so that the timing of somatic spikes across layers might become more similar than the timing of synaptic inputs in different layers. For example, some layer 4 cells receive input trough their dendrites in layer 2/3 so that they can start to fire action potentials before the α-related synaptic input arrives in layer 4. To directly investigate the phase relationship between spikes and synaptic input, we analyzed the coherence between the MUA and the layer-specific CSD for the α-frequencies (Fig. 4A) . In this analysis, we averaged MUA across layers, but we obtained qualitatively comparable results if we separately analyzed MUA from the superficial layers, layer 4, or deep layers (SI Appendix, Fig. S9 ). We found four coherence peaks, in layers 1/2, 4, 5, and 6. The phase analysis for the α-rhythm revealed that MUA was in phase with sinks in layers 1/2 and 5 [mean phase advance of CSD sink relative to MUA in L1/2, 23 ± 6°(SEM); L5, −2 ± 8°; n = 24] but with sources in layers 4 and 6 (mean phase in L4, −174 ± 7°; L6, 171 ± 5°). These results suggest that the spikes locking to the α-rhythm are driven by sinks in layers 1/2 and 5, which are the main targets of feedback connections.
We next analyzed the propagation of activity during γ-oscillations. We detected troughs by filtering the LFP between 55 and 65 Hz and then used these time-points to analyze the broad-band LFP, CSD, and the MUA (SI Appendix, Fig. S6 ). Strikingly, γ-oscillations exhibited the opposite sequence of sinks across the layers (Fig. 3 E-G) . The γ-cycle started with a sink in layer 4, the recipient of feedforward input, and the sinks then propagated to the superficial and deep layers. Spiking activity in layer 4 coincided with the layer 4 current sink, and was delayed by 1 ms in the deep layers (t test, n = 24, P < 0.05) and by 2 ms in the superficial layers (P < 0.005) (Fig. 3H ) (41), a phase delay that occurred for all frequencies between 20 and 100 Hz (SI Appendix, Fig. S7 ). The analysis of γ-coherence between MUA and CSD revealed two peaks. The first coherence peak reflected the coincidence of the MUA with a current sink in layer 4 [mean phase advance of CSD sink relative to MUA: 17 ± 4°(SEM); n = 24] and the second coherence peak occurred in layer 6, where a current sink lagged the MUA by 116 ± 5° (Fig. 4B) . These results suggest that the γ-cycle starts with excitatory input into layer 4, the main target of feedforward connections from the LGN.
The propagation of α-and γ-oscillations through the layers was highly consistent between monkeys (SI Appendix, Fig. S10 ). Interestingly, it was also relatively invariant across conditions with the RF on the background (Fig. 3) , the figure (SI Appendix, Fig. S11 A-F) , and catch trials (SI Appendix, Fig. S11 G-L) . We observed a comparable invariance in the phase relation between CSD and MUA, which did not depend strongly on the presence of a figure in the RF (compare Fig. 4 with SI Appendix, Fig. S12 ). Thus, figure-ground segregation influences the amplitude of the oscillations, but the cortical mechanisms that generate these rhythms appear to be invariant.
We replicated these results with a phase coherency analysis that does not depend on the detection of troughs. We analyzed the phase of the CSD and MUA in the different layers relative to the LFP in layer 4. For the γ-oscillations, the phase of the CSD and MUA in layer 4 was earlier than that in the other layers (SI Appendix, Fig. S13 ) (t test, n = 24, P < 0.001 for both MUA and CSD), in accordance with the feedforward laminar profile. α-Oscillatory activity showed the opposite profile with a phase advance of the deep and superficial layers relative to layer 4 (SI Appendix, Fig. S13 ) (P < 0.001 for both MUA and CSD). Thus, the opposite propagation of α-and γ-oscillations through the cortical layers is a robust finding that does not depend on details of the analysis method. We complemented the analysis of phase differences by measuring Granger causality between the CSDs in the different layers. If oscillations are propagated between layers, then activity in one layer should forecast activity in the next better than the other way around, implying a significant directionality in the Granger causal interactions (38) . As a first step in this analysis, we calculated the average coherence of CSDs between sites on the laminar probe with a distance of 200 μm, and found peaks at 10 and 80 Hz (SI Appendix, Fig. S14 ), in accordance with the LFP-MUA coherence (Fig. 2D) . The Granger causality analysis also revealed a peak around 10 Hz, in accordance with a previous study (42) , and a broader peak in the γ-range (SI Appendix, Fig.  S15 ). Fig. 5 summarizes the Granger-causal interactions between layers with a significant directionality in the α-and γ-range. It can be seen that Granger causality in the α-range was directed from the superficial and deep layers toward layer 4, in accordance with the analysis of phase differences (Fig. 3B) . The Granger causality showed a strong directionality from layer 5 to layers 6, 4C, 4AB, and 3 (permutation test, P < 0.001), from layer 1/2 to layer 3 (permutation test, P < 0.001), and from layer 3 to layer 4AB (permutation test, P < 0.001), indicating that the α-rhythm originates from the feedback recipient layers in V1. The Granger causality in the γ-range (30-90 Hz) showed a strong directionality from layer 4AB to layer 3, from layers 4C to layer 5 and 6, and from layer 6 to layer 5 (permutation test, all Ps < 0.001) (Fig. 5 and SI Appendix, Fig. S15 ), in line with the trough-triggering analysis (Fig. 3) , implying that the γ-rhythm originates from the V1 layers that receive feedforward input from the LGN.
Curve-Tracing Task. Texture-defined figures are intrinsically salient and induce stimulus-driven attention shifts (43) . We therefore investigated if these results generalize to another task where the attention shifts depend on familiarity with the task. Two monkeys mentally traced a target curve, which was connected to a red fixation point, while ignoring three distractor curves (Fig. 6 A and B) . We showed previously that subjects solve this task by directing attention to the target curve and by ignoring the distractors (44, 45) . The monkeys viewed the stimulus for 750 ms, and we ensured that the contour element in the neurons' RF was the same across conditions so that we could directly investigate the influence of attention shifts on neuronal activity in V1 (eight penetrations in monkey R and eight penetrations in monkey E, with a total of n = 365 recording sites). As in previous work (e.g., ref. 46), the attended curve evoked a stronger MUA response than the distractor curves (Fig. 6C) (P < 0.001, sign-test). Also in this task, the ignored curve elicited a low-frequency oscillation that was visible in individual trials (Fig.  6D) , and we could now examine LFP power and LFP-MUA coherence in a longer time window (from 200 to 750 ms after stimulus onset) (Fig. 6 E and F) . Our results replicated those in the texture-segregation (compare with Fig. 2 ). The distractor curve evoked a significant increase in low frequency power (P < 0.001, sign-test), whereas the target curve elicited stronger power in the γ-frequency range (P < 0.001, sign-test). The LFP-MUA coherence revealed that MUA was locked to these rhythms (Fig.  6F) and demonstrated that the center frequency of the lowfrequency oscillation was 10 Hz. Moreover, the propagation of neuronal activity through the cortical layers was comparable to that in the texture-segregation task (SI Appendix, Fig. S16 ), implying that these results generalized across tasks.
Coupling Between V1 and V4. We found that γ-waves start in input layer 4, whereas α-waves start in feedback recipient layers 1, 2, and 5. Is this opposite progression of oscillations through the cortical layers associated with corresponding time-lags between lower and higher visual areas? Previous studies in cats and using EEG recordings in humans suggested a phase lead of lower areas over higher areas for γ-oscillations and a phase lag for α-oscillations (6, 47, 48) . To investigate the synchrony between areas of the monkey visual cortex in the texture-segregation task, we simultaneously recorded the LFP in V1 and downstream area V4 with chronically implanted microelectrode arrays, with an electrode length of 1 or 1.5 mm, in two other monkeys (n = 34 recording sites in V1, n = 36 recording sites in V4, 7 recording sessions) (Fig. 7A) . The V1 and V4 RFs overlapped (SI Appendix, Fig. S17 ). We first examined the coherence between the LFPs in the two areas in the background condition and observed that it was significant for both the α-and the γ-range compared with a shuffle control (t test, n = 1,224 pairs, P < 0.001) (Fig. 7B ).
For the coherence and power analysis, we referenced the LFP to another electrode within the same array (interelectrode distance of 0.4 mm). The interareal coherence was much lower than in a recent study using epidural EEG recording above V1 and V4 (49) (interelectrode distance of 2-3 mm), as predicted by previous work (50) . Indeed, the coherence between the V1 and V4 LFP referenced to a low impedance epidural electrode was two orders-of-magnitude higher (blue in Fig. 6B ), but coherence computed in this way may also contain the contribution of sources that are picked up by the common reference. We next examined the phase relation (epidural reference) and observed a phase-lead of area V4 for the lower frequencies (Fig. 7C ), which increased with frequencies between 5 and 12 Hz. This finding is consistent with a relatively fixed time delay between V4 and V1 that translates into larger phase lags at higher frequencies. The slope of the phase relation provides an estimate of this delay for the α-band, which was ∼9 ms (limitations of this method have been pointed out by ref. 51). The slope inverted above 15 Hz, and the V1 phase lag changed into a phase lead in the γ-band. Although less linear, the slope of this phase relation in the γ-range suggested that V1 led V4 by ∼3 ms. We used Granger causality (global reference) to further investigate the directionality of the coupling between V1 and V4 (Fig. 7D ). We observed a narrow peak around 10 Hz directed in the feedback direction, from V4 to V1 (permutation test, P < 0.01). In contrast, Granger causality in the γ-range was stronger in the feedforward direction, from V1 to V4 (permutation test P < 0.01), in accordance with the analysis of phase delays (Fig. 7C) . Thus, the interareal coupling during figure-ground segregation supports the hypothesis that γ-and α-rhythms index feedforward and feedback processing, respectively.
Microstimulation in V1 and V4. We next tested this hypothesis with a causal approach by combining electrical microstimulation in one area with the recording of LFP in the other area, in two monkeys (six and eight recording sessions with stimulation in V1 and V4, respectively). We again used the chronically implanted microarrays with overlapping RFs, but we now stimulated one area and recorded neuronal activity in the other one. We applied microstimulation in V1 for 20 ms (five pulses at 200 Hz; amplitude 50-100 μA), starting 150 ms after the onset of the texture segregation stimulus. Microstimulation had a negligible effect on the monkeys' accuracy (above 98%), which was expected because the task was not designed to provide sensitive measures of the monkeys' performance. It induced γ-oscillations in V4 (t test, n = 36 V4 recording sites, P < 0.001, 200-250 ms after stimulus onset, both in the figure and background condition) but had little effect on V4 α-power (P > 0.3, 150-350 ms after stimulus onset) ( Fig. 8 A-C) . The effect of V1 microstimulation did not strongly depend on whether the neurons' RF fell on the background (Fig.  8B) or figure (Fig. 8C) . Moreover, a similar effect occurred if microstimulation occurred in the fixation epoch, 150 ms before the texture was presented (t test, n = 36, P < 0.001 for γ; P > 0.25 for α) (Fig. 8D) . Thus, the effect of V1 microstimulation on V4 power did not depend strongly on the visual stimulus, which is in accordance with a driving effect of the feedforward connections. We also carried out the opposite experiment, microstimulating in V4 while recording in V1. If the neurons' RF fell on the background, V4 microstimulation with the same timing (amplitude 30-60 μA) caused an increase in the V1 α-rhythm (t test, n = 34 V1 recording sites, P < 0.001, 150-350 ms after stimulus onset), but it suppressed the γ-rhythm (P < 0.05, 200-250 ms after stimulus onset) (Fig. 8 E and F) . The effect of V4 microstimulation on V1 was stimulus-dependent. If the figure fell in the neurons' RFs, it blocked the increase in α elicited by V4 microstimulation as well as the decrease in gamma (Fig. 8G) . Interestingly, V4 microstimulation also had little effect on V1 power in the fixation epoch, when the monkeys were looking at a blank screen (t test, n = 34, P > 0.5 for α and γ, 150-0 ms before stimulus onset) (Fig. 8H) . Thus, V1 neurons are particularly susceptible for the V4 feedback effects when their RFs fall on the background. Furthermore, these microstimulation results, taken together, provide causal evidence that γ-oscillations travel in the feedforward direction, whereas α-waves travel in the feedback direction.
Pharmacological Intervention in V1. We used pharmacology as an additional causal method to probe the directionality of α-and γ-oscillations. Theoretical studies proposed that the feedforward drive of a cortical neuron depends on AMPA-receptors, whereas feedback effects depend more on NMDA-receptors (24) . A recent neurophysiological study using the texture-segregation task demonstrated that AMPA-blockers indeed reduce the visually driven response, whereas NMDA-blockers decrease the difference in activity evoked by the figure and background (25) , which depends on feedback connections (33, 35) . If α-oscillations signify feedback processing, then α-power might decrease if NMDAreceptors are blocked. We used laminar probes with a fluid line for local pressure injection of small quantities (<80 nL) of pharmacological substances in V1 while the monkeys carried out the texture-segregation task (SI Appendix, Fig. S18A ). We first measured the effective diffusion distance of our injections with CNQX (an AMPA-receptor blocker), which reliably reduces neural responses. CNQX injections reduced neural activity over a distance of ∼1.5 mm (SI Appendix, Fig. S18B ).
To block NMDA-receptors, we applied the broad-spectrum NMDA-antagonists APV (8 penetrations in two monkeys) and ifenprodil, which blocks NMDA-receptors with the NR2B subunit (11 penetrations in two monkeys). The small drug injections generally did not interfere with the monkeys' accuracy, which was higher than 97%, but they did have a profound influence on the power spectrum of the LFP. Both NDMA-receptor blockers suppressed the α-frequencies of the LFP and enhanced the γ-frequencies (Fig. 9) . These effects occurred if the neurons' RF fell on the background (Fig. 9 A and B) (t test, APV n = 156 sites, ifenprodil n = 200, both drugs P < 0.001 for α; P < 0.05 for APV and P < 0.001 for ifenprodil for γ) and also if it fell on the figure (Fig. 9 D and E) (both drugs P < 0.001 for α; P < 0.05 for APV and P < 0.001 for ifenprodil for γ). The two NMDA-blockers have opposing effects on visually driven activity (25) , which implies that their influence on α-and γ-oscillations are not caused by changes in neuronal excitability. In the control experiments where we blocked the AMPA-receptors with CNQX (n = 113 sites in seven penetrations in two monkeys), we observed a reduction in the LFP power across all frequencies (Fig. 9 C and F) (t test, n = 113, P < 0.001 for α and γ in either stimulus condition), as is expected for a drug that causes a general decrease of cortical activity. Thus, NMDA-receptor activity is important for the α-rhythm, which fits with the relatively long time constant of these receptors (52) and is in accordance with their role in feedback processing (24, 25) .
Discussion
Our results provide four convergent lines of evidence that the γ-rhythm is a signature of feedforward processing, whereas the α-rhythm indexes feedback effects. First, our results demonstrate, to our knowledge for the first time, that γ-waves start in layer 4, the input layer of cortex, and are then propagated to the superficial and deep layers. α-Waves are initiated in layers 1, 2, and 5, the targets of corticocortical feedback connections in V1 (27) and propagate in the opposite direction, toward layer 4. Second, simultaneous recordings in V1 and V4 showed that the γ-rhythm propagates from V1 to V4, whereas the α-rhythm propagates in the opposite direction. Third, electrical microstimulation provided the first causal evidence that feedforward processing induces γ-oscillations in a higher visual area and that feedback causes α-activity in a lower area. Fourth, we found that local application of blockers of the NMDA-receptor, which is important for feedback effects (25) , suppressed α-oscillations and enhanced γ-oscillations. Taken together, these results provide strong evidence for the opposite directionality of α-and γ-oscillations. Figure-ground organization mainly influenced the amplitude of the oscillations but their laminar patterns remained the same, and we obtained similar results with shifts of attention in the curve-tracing task. Thus, task-relevance influences the amplitude of the rhythms, but the cortical mechanisms that generate them appear to be task and stimulus invariant.
Mechanisms Underlying the α-Rhythm. Our analysis of the coherence between MUA and the CSD during α-oscillations revealed that spikes coincide with sinks in feedback recipient layers 1/2 and 5 (27, 28) and with sources in layers 4 and 6 (26) (Fig. 4) . This finding is of considerable interest because layer 5 cells, thought to be involved in the generation of α (53, 54) , are particularly sensitive to coincident input to their basal and apical dendritic trees (55, 56) and their apical dendrites have a resonance in the 5-to 10-Hz frequency range (5, 57) . α-Coherence between spikes and the CSD was also measured by Bollimunta et al. (42) but the present study is, to our knowledge, the first to resolve the laminar pattern with a high resolution because of a denser spacing of contact points on the electrodes.
The sinks that started in layers 1/2 and 5 propagated toward input layer 4 during the α-cycle. We obtained a similar result for MUA, which also started in the superficial and deep layers and was delayed in layer 4 during the α-cycle. The propagation of activity toward layer 4 could rely on the input it receives from layers 5/6 (58-61) and 2/3 (60). The results therefore support the hypothesis that α is a signature of feedback effects.
Mechanisms Underlying the γ-Rhythm. Our data revealed that spiking activity during the γ-cycle coincided with a sink in layer 4C, which was followed by a succession of sinks propagating toward the superficial and deep layers. Moreover, layer 4 MUA locking to the γ-rhythm preceded MUA in superficial and deep layers, in line with a previous study in squirrel monkey (41) . These results suggest that the γ-oscillation in V1 is elicited by thalamic input, which is in accordance with the finding that trials with a stronger MUA response also elicited more γ. In combination with in vitro studies demonstrating that γ-oscillations are of cortical origin (5), our results suggest that the thalamic input enables a cortical loop that generates these high-frequency rhythms.
Our laminar recordings thereby provided new mechanistic insight into generation of cortical rhythms. The opposite directionalities of γ-and α-oscillations represent a strong constraint for cortical circuit models that aim to explain the generation of these rhythms.
Directionality Between V1 and V4. The simultaneous V1-V4 recordings demonstrated that the opposite directionalities of the α-and γ-rhythms coexist for a single combination of visual cortical areas within a single task. The relationship between the frequency and phase-delay in the two areas suggested that V1 leads V4 by 3 ms for the γ-rhythm but lags V4 by 9 ms for α. This difference between time-lags may seem surprising because feedforward and feedback connections have similar conduction times (62), but our pharmacological results suggest that it may be explained by a difference in synaptic integration. The time constant of NMDA channels, which play a role in the feedback effects, is longer than that of AMPA channels that are important for the feedforward propagation of activity to higher visual areas (25) .
Our analysis of phase shifts and Granger causality between V1 and V4 confirmed the propagation of α-waves in the feedback direction, in accordance with some (48, 63) but not all (64) previous EEG-recordings in humans. At first sight, this result appears to contradict a recent finding that Granger causality between V1 and V2 in the α-range is strongest in the feedforward direction (18) . We suspect that methodological differences (the previous study only selected electrode combinations with high γ-coherence) and perhaps differences between tasks are responsible for this discrepancy.
The feedforward signature of γ is in line with recent studies showing stronger Granger causality for γ from V1 to V2 and from V1 to V4 than in the opposite direction (18, 49, 65) . It is also reminiscent of a study in cats, showing that γ-oscillations propagate from the LGN to V1 with an average delay of ∼2 ms (47) .
A modeling study by Vierling-Claassen et al. (66) suggested that pyramidal cells interact with fast-spiking interneurons to generate γ-oscillations, whereas they interact with low-threshold spiking interneurons to generate the α-rhythm. In this context, our findings raise the possibility that feedforward connections preferentially influence the putative loop that involves fast-spiking cells, whereas feedback connections target low-threshold spiking interneurons, a hypothesis that could be explored in future work (e.g., by recording from genetically identified single neurons during α-and γ-oscillations in mice).
Causal Tests of Directionality. To our knowledge, our electrical microstimulation experiments provide the first causal evidence that feedforward processing induces γ-oscillations in a higher visual area and that feedback causes α-activity in a lower area. We used electrode arrays for microstimulation, positioned 1 or 1.5 mm below the cortical surface; they were presumably in layers 4 or 5, but the effects of microstimulation on neuronal activity are relatively homogeneous across cortical depth (67, 68) . Microstimulation activates axons in the vicinity of the electrode tip (68, 69) and can cause orthodromic and antidromic stimulation effects in another area. Antidromic effects occur if axon terminals of projection neurons are stimulated and action potentials travel back to their cell-bodies in another area. Orthodromic effects occur either by the direct or by transsynaptic activation of projection neurons with cell bodies in the area that is stimulated. At the current levels used by us, most neurons are stimulated transsynaptically (68) . Accordingly, previous studies demonstrated that orthodromic stimulation effects are many times stronger than antidromic effects even between areas with strong direct projections (62, 70, 71) . The direct connectivity between V1 and V4 is relatively sparse (72) , and the antidromic contribution to our findings was therefore presumably even smaller than in these previous studies.
V4 microstimulation only caused an increase in V1 α if the neurons' RF fell on the background (Fig. 8 ). This finding is important for two reasons. First, antidromic stimulation effects should be invariant across visual stimulation conditions. The stimulus dependence of V4 microstimulation effects therefore confirms the predominance of orthodromic, transsynaptic stimulation effects. Second, the finding that V4 stimulation only induced α in V1 if the neurons' RFs fell on the background suggests that α-oscillations are signature of suppressive feedback effects. This suggestion is supported by our finding that trials with strong α were associated with a weak MUA response, as well as preliminary results that V4 microstimulation reduces firing rates of V1-neurons in the texture-segregation task (73) . The influence of V4 stimulation on the V1 α-rhythm could be generated by the cortico-cortical feedback connections, but our results do not exclude the possibility that these effects are mediated in part through the thalamus (74) . Specifically, connections from the pulvinar also target the superficial layers of V1 and may provide a source of top-down influences (75) (76) (77) . We used V1 microstimulation to probe the feedforward effects and found that it elicited γ-power in area V4 without a strong influence on the V4 α-rhythm. Interestingly, this increase in γ was relatively independent of the visual stimulus in the neurons' RF, in accordance with a driving influence of the feedforward connections, and indeed, our preliminary results revealed that V1 microstimulation increases V4 spiking activity (73).
Our second causal experiment influenced the activity of glutamate receptors with a pharmacological approach. Theoretical work (24) implicated NMDA-receptor activity in cortico-cortical feedback effects. A recent study (25) confirmed this prediction by demonstrating that figure-ground modulation in V1, which depends on feedback (35) , indeed requires NMDA-receptor activity, whereas visually driven activity in V1 primarily depends on AMPA-receptors. Thus, NMDA-blockers reduce feedback influences, and our finding that they reduce α-oscillations is in line with the hypothesis that α-oscillations signify feedback effects. This finding is also in accordance with previous results in cortical slices where NMDA blockers suppress the lower frequencies (53) . At the same time, we found that NMDA-receptor blockers enhanced γ-oscillations, in accordance with previous results obtained with the systemic application of NMDA antagonists in rodents (78) and with local application in the visual cortex of monkeys (79) .
The Influence of Perceptual Organization on the α-and γ-Rhythm.
The finding that the γ-and α-rhythms signal feedforward and feedback processing is neutral with respect to their putative role in information processing. Many studies have reported that selective attention enhances the γ-rhythm (12, 13, 49, 80) . The increased γ may be instrumental in the propagation of sensory information toward higher areas (17) , but it could also be a side-effect of a more efficient feedforward information flow for attended stimuli. Earlier studies reported that the presentation of a visual stimulus suppresses the α-rhythm (8, (80) (81) (82) . Our laminar recordings only revealed α suppression at the representation of the figure and only in the middle and superficial layers (Fig. 2G ), in line with recent studies (13, 83) . The selective enhancement of the α-rhythm in the background of the texture stimulus and its association with weaker neuronal activity suggests that it reflects the active suppression of irrelevant information (10, 11, 84) . Such a suppressive feedback effect is in accordance with a role of corticocortical feedback in surround suppression (85) (86) (87) and inhibitory effects of selective attention in early visual areas (88, 89) . A previous model of the interactions between cortical areas for texture segregation proposed that the orientation of the image elements that are part of the figure is registered in higher visual areas, which feedback to suppress V1 responses to background elements with the orthogonal orientation and disinhibit activity evoked by figural image elements with the same orientation (90) . The putative disinhibitory top-down feedback influence on the figure representation is in line with the low α-power with the figure in the neuron's RF. Our results do not exclude that feedback, in addition to its putative disinhibitory effect, also has direct excitatory effects to enhance the neuronal representation of relevant image elements (91, 92) . Such an excitatory feedback signal might be weaker, or not show up in a spectral analysis if it targets different synapses that do not cause synchronized activity. Our experiments with the curve-tracing task and a comparison with previous work (12, 13, 49, 80) indicate that the effects of task-relevance of α-and γ-power generalize across tasks.
Irrespective of the precise functional significance of these brain rhythms, our results demonstrate that α-and γ-oscillations characterize feedback and feedforward processing in the visual cortex. This new insight can now be exploited to gain a deeper understanding of the role of feedforward and feedback influences in visual cognition.
Experimental Procedures
Six adult macaque monkeys (S, E, R, B, J, and C) were trained to do a texturesegregation task. A texture stimulus was presented 300 ms after the monkey directed gaze to a fixation period. The stimulus was a whole-screen texture with one orientation with a figural region of 4 × 4°with the orthogonal orientation ( Fig. 1 D and E) . After another fixation epoch of 300 ms, the monkey received a reward for making a saccade to the texture-defined figure. The figure could appear at three possible locations, with the location of the figure rotated by 120°. The texture stimuli were constructed so that on average, precisely the same contour elements were present inside the RF across the different conditions (details in SI Appendix).
In monkeys S, E, and R extracellular recordings in V1 were performed with multicontact "U" probes (Plexon) with 24 contact points spaced 100-μm apart. A fluid line allowed the application of pharmacological substances by pressure injection with a Hamilton syringes (1 μL). The depth of the probe was determined by measuring the CSD evoked by a full-screen 100% contrast checkerboard. We estimated the location of the border between layer 5 and layer 4C as the polarity reversal from current sinks in layer 4C to current sources in the deep layers (SI Appendix, Fig. S1 ).
In monkeys B, J, and C we obtained extracellular recordings in V1 and V4 using grids of 4 × 5 microelectrodes (Cyberkinetics Neurotechnology Systems). For the power and coherence analysis we locally referenced the LFP to an electrode within the same array. For the electrical microstimulation experiments, we delivered trains of five biphasic pulses of 500-μs duration at a frequency of 200 Hz with an amplitude in the range of 30-100 μA. The anode and cathode electrode were on the same array, reducing the stimulation artifact in the other area where we recorded LFPs. Statistical significance was assessed using paired Student t tests. See SI Appendix for further information about the paradigm, neuronal recordings and data analysis.
