INTRODUCTION
We compliment Bayarri and Castellanos (BC) on producing an interesting and insightful paper on model checking applied to the second level of hierarchical models. Distributions of test statistics (functions of the observed data not involving parameters) for judging appropriateness of hierarchical models typically involve nuisance (i.e., unknown) parameters. BC (2007) focus on ways to remove the dependency on nuisance parameters so that test statistics can be used to assess models, either through pvalues or Berger's relative predictive surprise (RPS). They demonstrate shortcomings in terms of very low power of posterior predictive checks and a posterior empirical Bayesian method. They also demonstrate better performance of their partial posterior predictive (ppp) method over a prior empirical Bayesian method. Methods of Dey et al. (1998) , O'Hagan (2003) and Marshall and Spiegelhalter (2003) also are compared.
Methods are contrasted in terms of whether they require proper prior distributions, how many measures of surprise (one per group or one total) are produced, and the degree to which data are used twice in estimation and testing. Their preferred method (ppp) can use improper prior distributions, which are referred to as objective, produces a single measure of surprise for each test statistic, and avoids Science, 2007, Vol. 22, No. 3, 359-362 . This reprint differs from the original in pagination and typographic detail. double use of the data. For the models and statistics considered, in comparison to the alternatives presented, ppp has a more uniform null distribution of p-values and more power versus alternatives.
In this discussion, we suggest that cross-validated posterior predictive checks using discrepancy measures hold some promise for evaluating complex models. We apply them to O'Hagan's data example, provide some comments on the paper and discuss possible future work.
CROSS-VALIDATED POSTERIOR PREDICTIVE CHECKS USING DISCREPANCY MEASURES
Suppose there are data for I groups: X i , i = 1, . . . , I, where X i = (X ij , j = 1, . . . , n i ). The unknown parameters in the first level in group i are θ i : f (X i |θ i ) independently. The parameters in the second level of the model are η:
then it is a test statistic. Examples are given in the next section for the normal-normal model considered by BC (2007). Cross-validated posterior predictive model checking using a discrepancy measure is implemented as follows. Separately for each i = 1, . . . , I:
1. Generate M values (m = 1, . . . , M ) from the posterior distribution of η|X (−i) ; call them η m (−i) , where X (−i) represents all the data without group i. Generating values of η will be accomplished in many cases through iterative simulation methods that will generate values of θ (−i) , where θ (−i) is the collection of group parameters excluding 
This proposal allows the use of objective prior distributions, is relatively easy to implement in many hierarchical models, avoids double use of data in group i for evaluating the model for group i, and allows many test statistics and discrepancy measures to be used based on one set of simulations of η and θ. On the negative side, this procedure may lose some power for some statistics compared with ppp, but likely much less so than regular posterior predictive checks. The use of more flexibly defined discrepancies, however, could produce relatively powerful evaluations for some aspects of some models. The proposal requires more computing than regular posterior predictive checks and faces issues of multiplicity in testing. The method is applied in Section 3 and followed by discussion in Section 4.
O'HAGAN'S EXAMPLE
O'Hagan's data [see Section 5 of BC (2007)] are used to study the performance of model checking based on regular and cross-validated posterior predictive checks utilizing various discrepancy measures. The model being fit is a two-level normal-normal hierarchical model. Notation is the same as in BC (2007) .
Different discrepancy measures relate to various parts of the model. The overall X 2 discrepancy, defined by
(σ 2 +τ 2 ) for group i, measures the adequacy of two levels as a whole. The first and second level X 2 discrepancies, defined as
and
for group i, detect the inadequacy of the first-and second-level models, respectively. The three measures above also can be summed across groups, i = 1, . . . , I. The maximum absolute deviation of a group average from the overall center is Max i |X i − µ| and quantifies fit of the whole model. The maximum value Max j∈{1,...,n i } X ij and the minimum value Min j∈{1,...,n i } X ij in group i are sensitive to extremes within groups. The maximum absolute deviations of observations from the group mean in group i, Max j∈{1,...,n i } |X ij − θ i |, relates to spread about the mean within group i. The maximum absolute deviation of observations from the overall mean in group i, Max j∈{1,...,n i } |X ij − µ|, relates to adequacy of both levels in the model.
For the regular posterior predictive checks noninformative prior distributions for parameters σ 2 , µ and τ 2 were used: π(µ) ∝ 1, π(σ 2 ) ∝ 1/σ 2 and π(τ 2 ) ∝ 1/τ (or equivalently π(τ ) ∝ 1). Table 1 shows the posterior predictive p-values for individual groups and the whole population. As observed by BC (2007), suffering from the double use of data, none of the discrepancy measures detect any evidence of incompatibility between the observed data and the null model for individual groups or for the population as a whole. Table 2 shows the p-values based on cross-validated posterior predictive checks for individual groups. The model fits the data from groups 1, 2 and 4 very well. For group 3, the p-values based on the first-level X 2 discrepancy is 0.016, which indicates slight inadequacy of the first-level model. This is not surprising due to the extreme observation 4.10. The impact of this unusual observation in group 3, given a model of equal spread in each group, also is detected by the discrepancy measure Max j∈{1,...,n i } |X ij − θ i |, which has a p-value of 0.023. Despite the concern about the first-level model in group 3, discrepancy measures focused on the second level and the model overall do not detect any problem. This is consistent with the fact that the mean and spread in group 3 are not extreme compared with the other groups.
For group 5, all discrepancies detect the inadequacy of the hierarchical model. This makes sense since group 5 has a very extreme group mean of 4.44, which is almost three times the other group means, and has at least one relatively extreme observation of 6.32, which is almost twice the overall within-group standard deviation away from the group mean. Note that even if p-values for group 5 were multiplied by 5 or 6 to deal with multiplicity of testing, the result would still be less than 0.05 for all the various discrepancies. Now we consider improving the proposed hierarchical model by using more robust distributions for modeling the outlying group and extreme observations. Since we have seen slight inadequacy in the first-level model for groups 3 and 5 and serious inadequacy in the second-level model for group 5, we might consider using Student-t distributions to accommodate the unusual observations and the extreme group mean parameter in the hierarchical model.
To perform a robust analysis, we replace the normal distributions by Student-t distributions with fixed degrees of freedom ν 1 = 3 and ν 2 = 2.2 in the first and second levels of the hierarchical model. The cross-validated posterior predictive p-values assuming Student-t distributions in both levels of model are shown in Table 3 . The two-level robust Studentt model successfully accommodates the unusual observation in group 3 and almost accommodates the extreme observation in group 5. But it does not fully address the inadequacy of the second-level model for fitting group 5's data. Given this result, one might suggest treating group 5 as being generated from a normal distribution with a shifted location parameter or an inflated variance parameter. One could also consider using another model, such as one of BC's (2007) alternative models in their Section 3.6. If there were more groups with higher means, then fitting a mixture of normal distributions in the second level might be an option.
Degrees of freedom greater than 2 are used because such t-distributions have finite variances. A little bit of experimenting was done to choose the degrees of freedom. Larger degrees of freedom had less success (slightly) of fitting the data, but made little difference in posterior distributions of parameters or in results in Table 3 . If the degrees of freedom are thought of as parameters, then posterior variance will be quite high with this few groups. 
