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Partial Relaxation Approach: An Eigenvalue-Based
DOA Estimator Framework
Minh Trinh-Hoang, Mats Viberg and Marius Pesavento
Abstract—In this paper, the partial relaxation approach is
introduced and applied to the DOA estimation problem using
spectral search. Unlike existing spectral-based methods like
conventional beamformer, Capon beamformer or MUSIC which
can be considered as single source approximation of multi-source
estimation criteria, the proposed approach accounts for the
existence of multiple sources. At each considered direction, the
manifold structure of the remaining interfering signals impinging
on the sensor array is relaxed, which results in closed form
estimates for the “interference” parameters. Thanks to this
relaxation, the conventional multi-source optimization problem
reduces to a simple spectral search. Following this principle,
we propose estimators based on the Deterministic Maximum
Likelihood, Weighted Subspace Fitting and covariance fitting
methods. To calculate the null-spectra efficiently, an iterative
rooting scheme based on the rational function approximation
is applied to the partial relaxation methods. Simulation results
show that, irrespectively of any specific structure of the sensor
array, the performance of the proposed estimators is superior to
the conventional methods, especially in the case of low Signal-to-
Noise-Ratio and low number of snapshots, while maintaining a
computational cost which is comparable to MUSIC.
Index Terms—DOA Estimation, Approximate Maximum Like-
lihood, Rank-One Modification Problem, Eigenvalue Decompo-
sition, Least Squares Framework, Partial Relaxation, Rational
Function Approximation.
I. INTRODUCTION
Direction-of-Arrival (DOA) estimation and source local-
ization have been fundamental and long-established research
directions in sensor array processing. The application of DOA
estimation spans multiple fields of research, including wireless
communication, radio astronomy, automotive radar, etc. [1]–
[4].
Many methods for DOA estimation have been developed
to increase the resolution capability, computational efficiency
and robustness of the algorithms. Although the family of Maxi-
mum Likelihood (ML) estimators enjoys remarkable properties
of excellent threshold and asymptotic performance [5]–[7],
the application of ML estimators in real-time scenarios is
generally impractical due to the optimization of multi-modal
functions and the associated prohibitive computational cost.
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In the family of subspace-based algorithms, MUSIC [8] relies
on the signal subspace calculated from the spatial sample
covariance matrix and performs a spectral search for the
estimated DOAs. In [9], a modified version of the MUSIC
algorithm based on the Random Matrix Theory is proposed
to improve the threshold performance. On the other hand,
root-MUSIC [10], ESPRIT [11] and their unitary variants
[12], [13], [14] exploit uniform linear and shift-invariant array
structures, respectively, to provide search-free DOA estimates,
resulting in considerable reduction in the computational time
and enhancement in the estimation performance [15]–[18].
When formulated as non-linear least squares (LS) problems,
conventional spectral-based algorithms ignore the existence of
multiple sources in the snapshots and therefore can be regarded
as single source approximation of multi-source criteria [6],
[19]. As a consequence, if the interference power from other
sources is high, the performance of conventional algorithms
strongly degrades [5], [20]. This scenario occurs, e.g., when
two or multiple sources are closely-spaced.
To overcome the aforementioned shortcomings of exist-
ing estimators without requiring specific structures of the
sensor array, in this paper, DOA estimators based on the
partial relaxation approach [21], [22] are presented. Taking
a fundamentally different perspective from the conventional
spectral-based algorithms, the partial relaxation approach takes
signals from both “desired” and “interfering” directions into
account. However, while the manifold structure of the desired
direction is unaltered, the manifold structure of the interfering
directions is relaxed to make the problem computationally
tractable, hence the name partial relaxation. Based on this
concept, closed-form expressions for the optimal solutions of
the relaxed interference parameters are first determined, and
then substituted back into the multi-source criteria, resulting
in simple spectral search procedures. In contrast to MUSIC,
in which the eigenvectors spanning the noise subspace play
an essential role in the calculation of the null-spectrum, the
partial relaxation approach relies only on the eigenvalues of
a certain modified covariance matrix at each direction. In
comparison to the corresponding conventional multi-source
fitting methods, the partial relaxation approach admits simpler
solutions while obtaining superior error performance to the
conventional spectral-based algorithms. To summarize, the
original contributions of this paper are:
• We introduce a new Partial Relaxation Framework for the
DOA estimation problem, which, from the simulation re-
sults, exhibits excellent Signal-to-Noise (SNR) threshold
performance without requiring any particular structure of
the sensor array.
2• We propose four new DOA estimators under the partial
relaxation framework based on the classical Deterministic
Maximum Likelihood, Weighted Subspace Fitting, con-
strained and unconstrained covariance fitting estimator.
• In order to reduce the overall computational complexity,
we propose an efficient procedure for computing the
required null-spectra of the proposed estimators under the
partial relaxation framework.
The paper is organized as follows. The signal model is
introduced in Section II. Existing DOA methods based on
non-linear least squares problems, which are the motivat-
ing background of the proposed work, are introduced in
Section III. The mathematical formulation of the proposed
partial relaxation approach and its adaptation to the conven-
tional DOA estimation methods, i.e., the Deterministic ML,
Weighted Subspace Fitting, constrained and unconstrained
covariance fitting estimator, are described in Section IV. The
computational aspects of the partial relaxation framework are
discussed in Section V, where the rational approximation is
applied to calculate the eigenvalues efficiently and therefore
avoid the full computation of the eigenvalue decomposition.
To illustrate the performance gain in terms of estimation errors
and execution time of the proposed methods, simulation results
based on synthetic data are presented in Section VI. Lastly in
Section VII, remarks and extensions to further research are
discussed.
Notation: Matrices are denoted by boldface uppercase
letters A, vectors are denoted by boldface lowercase letters a,
and scalars are denoted by regular letters a. IM represents the
M×M identity matrix. Symbols (·)H , (·)−1 and (·)1/2 denote
the Hermitian transpose, inverse and the principal square root,
respectively, of the matrix argument. The expectation operator
is represented by E {·}. The trace operator is denoted by tr {·},
and the determinant is represented by det(·). ||·||F denotes the
Frobenius norm, and ||·||2 is the ℓ2-norm of the argument.
Finally, N argmin f(·) denotes the N arguments at which the
function f(·) attains its N -deepest separated local minima.
II. SIGNAL MODEL
Consider an array of M sensors receiving N nar-
rowband signals emitted from sources with correspond-
ing unknown DOAs θ = [θ1, . . . , θN ]
T
. Furthermore, as-
sume that N < M . The sensor measurement vector
x(t) = [x1(t), . . . , xM (t)]
T ∈ CM×1 in the baseband at the
time instant t is modeled as:
x(t) = A(θ)s(t) + n(t) with t = 1, . . . , T, (1)
where s(t) = [s1(t), . . . , sN (t)]
T ∈ CN×1 denotes
the baseband source signal vector from N sources and
n(t) ∈ CM×1 represents the additive circularly complex
noise vector at the sensor array with the noise covari-
ance matrix E
{
n(t)n(t)H
}
= σ2nIM . The steering matrix
A(θ) ∈ CM×N in (1), which is assumed to have full column
rank, is given by:
A(θ) = [a(θ1), . . . ,a(θN )] , (2)
where a(θn) denotes the sensor array response for the DOA
θn. Equation (1) can be rewritten for multiple snapshots
t = 1, . . . , T in a compact notation as:
X = A(θ)S +N , (3)
where X = [x(1), . . . ,x(T )] ∈ CM×T is the re-
ceived baseband signal matrix. In a similar manner, we
define the source signal matrix S ∈ CN×T and the sen-
sor noise matrix N ∈ CM×T as S = [s(1), . . . , s(T )] and
N = [n(1), . . . ,n(T )], respectively.
Assume that the source signals and the noise are uncorre-
lated, the covariance matrix of the received signalR ∈ CM×M
is given by:
R = E
{
x(t)x(t)H
}
= ARsA
H + σ2nIM , (4)
where Rs = E
{
s(t)s(t)H
}
is the covariance matrix of the
transmitted signal s(t). We assume throughout the paper that
the number of sources N is known, and the source signals are
non-coherent.
In practice, the true covariance matrix R is not available
and the sample covariance matrix Rˆ is used instead:
Rˆ =
1
T
XXH . (5)
Subspace techniques rely on the properties of the eigenspaces
of the sample covariance matrix Rˆ, which is decomposed as:
Rˆ = UˆΛˆUˆ
H
(6a)
= Uˆ sΛˆsUˆ
H
s + Uˆ nΛˆnUˆ
H
n . (6b)
In (6b), Λˆs ∈ C
N×N is a diagonal matrix, containing the N -
largest eigenvalues {λˆ1, . . . , λˆN}, and Uˆ s ∈ C
M×N contains
the corresponding N -principal eigenvectors of the sample
covariance matrix Rˆ. Similarly, Λˆn ∈ C
(M−N)×(M−N) and
Uˆ n ∈ C
M×(M−N) contain the (M − N)-noise eigenvalues
{λˆN+1, . . . , λˆM} and the associated noise eigenvectors, re-
spectively.
III. EXISTING METHODS BASED ON NON-LINEAR LS
In the family of ML estimators, the Deterministic ML
(DML) estimates the DOAs by searching for the steering
matrix A in the N -source array manifold AN , which is
parameterized as follows:
AN = {A|A = [a(ϑ1), . . . ,a(ϑN )] , ϑ1 < . . . < ϑN} . (7)
Based on the signal model in (3) and the parameterization in
(7), the DML estimator is formulated as the following non-
linear least squares problem [2]:{
AˆDML, Sˆ
}
= argmin
A∈AN ,S∈CN×T
||X −AS||
2
F . (8)
In the case that only the DOAs are considered, the DML
estimator in (8) can be reformulated as:{
AˆDML
}
= argmin
A∈AN
tr
{
P⊥ARˆ
}
. (9)
In (9), PA = A
(
AHA
)−1
AH denotes the projection matrix
onto the subspace spanned by the columns of the matrix A.
3Similarly, P⊥A = IM − PA is the projection matrix onto the
subspace which is the orthogonal complement to the subspace
span(A).
In general, the DOA estimation problem can be formulated
as: {
Aˆ
}
= argmin
A∈AN
f (A,Y ) , (10)
where f(·) denotes a general cost function, and Y is a data
matrix which is somehow obtained from the received baseband
signal matrix X . We remark that different choices on the cost
function f(·), the parameterization ofA and the data matrix Y
result in different error performance of the DOA estimators.
Since the N -source array manifold AN is highly structured
and non-convex, the optimization problem in (10) is generally
challenging [23]–[25]. To relieve the high computational cost,
a common approach is to find a sub-optimal solution of (10)
by considering a special case: the single source approximation
[19], [26]. In this approach, we consider only the single source
array manifold as the feasible set of the optimization problem
in (10), i.e., A = a ∈ A1, while leaving the data matrix Y
unchanged. The locations of N -deepest minima of the null-
spectrum f (a,Y ), which are obtained by performing a sweep
search on a ∈ A1, correspond to the steering vectors of the
estimated DOAs. The above mentioned steps are compactly
expressed by the following notation:
{aˆ} = Nargmin
a∈A1
f (a,Y ) . (11)
From now on, unless we want to emphasize the dependence
of the steering vector a(ϑ) on the direction, the argument
ϑ will be omitted. Under the single source approximation
approach, conventional spectral-search DOA estimators from
the literature are retrieved by considering different optimizing
criteria and different data matrices [19]:
• Measurement Fitting: Using the cost function of the
DML in (9) and the data matrix Y = Rˆ under the
single source approximation, the following optimization
problem is obtained:
{aˆ} = Nargmin
a∈A1
tr
{
P⊥a Rˆ
}
. (12)
Note that the objective function in (12) is the null-
spectrum of the conventional beamformer [2].
• Weighted Subspace Fitting (WSF): In accordance with
the DML method, the optimization problem for the
Weighted Signal Subspace Fitting is formulated in [23]
as: {
Aˆ
}
= argmin
A∈AN
tr
{
P⊥AUˆ sWUˆ
H
s
}
, (13)
where W ∈ CN×N is a positive semidefinite weighting
matrix. In [23], the authors showed that by choosing the
weighting matrix as:
W = ˆ˜Λ2Λˆ
−1
s (14)
with
ˆ˜Λ = Λˆs − σˆ
2
nIN and σˆ
2
n =
1
M −N
M∑
k=N+1
λˆk,
the estimation error of the WSF method asymptotically
achieves the Cramer-Rao Bound as the number of snap-
shots T tends to infinity. When the single source approx-
imation is adopted with the data matrix Y = Uˆ sWUˆ
H
s ,
we obtain the following optimization problem:
{aˆ} = Nargmin
a∈A1
tr
{
P⊥a Uˆ sWUˆ
H
s
}
. (15)
In a special case whenW = IN , the formulation in (15)
can be shown to be equivalent to the MUSIC estimator
[19].
• Covariance Fitting: Starting from the identity in (4)
and applying the least squares covariance fitting without
considering the weighting matrix W , we obtain [27]:{
Aˆ, Rˆs
}
= argmin
A∈AN ,Rs0
∣∣∣∣∣∣Rˆ −ARsAH ∣∣∣∣∣∣2
F
. (16)
If the single source consideration is adopted on (16) with
the data matrix Y = Rˆ, we obtain:
{aˆ} = Nargmin
a∈A1
min
σ2s ≥0
∣∣∣∣∣∣Rˆ− σ2s aaH ∣∣∣∣∣∣2
F
. (17)
The inner optimization problem in (17) obtains a closed-
form minimizer σˆ2s given by [26]:
σˆ2s = argmin
σ2s ≥0
∣∣∣∣∣∣Rˆ − σ2s aaH ∣∣∣∣∣∣2
F
=
aHRˆa
(aHa)2
, (18)
which is merely a scaled spectrum of the conventional
beamformer. If a positive semidefinite constraint is en-
forced in the inner optimization problem in (18) as:
σˆ2s = argmin
σ2s ≥0
∣∣∣∣∣∣Rˆ − σ2s aaH ∣∣∣∣∣∣2
F
subject to Rˆ− σ2s aa
H  0,
(19)
then the minimizer σˆ2s is given by the Capon spectrum
[26, p. 293], [28]:
σˆ2s =
1
aHRˆ
−1
a
. (20)
We remark that the optimization problems obtained by
applying the single source approximation approach to the least
squares fitting problems in (9), (13) and (16) are equivalent
to the multi-source criteria counterparts under the assumptions
of orthogonal steering vectors, i.e.,AHA = MIN , and uncor-
related source signals. In this case, the effects of interfering
signals on the desired direction vanish. As a result, the steer-
ing vectors are decoupled, and the multi-source optimization
problems can be decomposed into multiple single source
estimation problems. Conversely, if the steering vectors are
not orthogonal, the performance of the single source approach
degrades due to the interference of neighboring source signals.
IV. PARTIAL RELAXATION APPROACH
In order to relieve the aforementioned drawbacks of the
conventional spectral-search algorithms, in this section, the
general concept for the partial relaxation approach is intro-
duced. Afterwards, four DOA estimators are proposed by
adopting the partial relaxation approach on the classical least
squares problems in (9), (13), (16) and (19).
4A. General Concept
Unlike the single source approximation, our proposed par-
tial relaxation approach considers the signals from both the
“desired” and “interfering” directions. However, to make the
problem tractable, the array structures of the interfering signals
are relaxed. More precisely, instead of enforcing the steering
matrix A = [a(θ1), . . . ,a(θN )] to be an element in the highly
structured array manifold AN as in (10), without the loss
of generality, we maintain the manifold structure of the first
column a(θ1) of A, which corresponds to the signal of
consideration. On the other hand, the manifold structure of
the remaining sources [a(θ2), . . . ,a(θN )], which are consid-
ered as interfering sources, is relaxed to an arbitrary matrix
B ∈ CM×(N−1). Mathematically, we assume that A ∈ A¯N ,
where the relaxed array manifold A¯N is parameterized as:
A¯N =
{
A|A = [a(ϑ),B] ,a(ϑ) ∈ A1,B ∈ C
M×(N−1)
}
.
(21)
Note that A¯N still retains some structure depending on the ge-
ometry of the sensor array, hence the name partial relaxation.
However, only one DOA can be estimated if the cost function
of (10) is minimized on the relaxed array manifold A¯N of (21).
Therefore, the grid search is applied similarly to the single
source approximation in Section III as follows: first we fix the
data matrix Y , minimize the objective function in (10) with
respect to B, and then perform a grid search on a(ϑ) ∈ A1
to determine the locations of N -deepest local minima. The
rationale for the partial relaxation approach is that, each time
a candidate DOA ϑ coincides with one of the true DOAs θn,
then with B modeling all other steering vectors, a perfect
fit to the data is attained at high SNR or large T . When ϑ
is different from all true DOAs, the number of degrees-of-
freedom in B is not sufficiently large to match to the data
perfectly. In the following, the partial relaxation approach is
applied to the four algorithms introduced in Section III, i.e., the
DML, WSF, constrained and unconstrained covariance fitting
estimator.
B. Partially-Relaxed DML (PR-DML)
Adopting the partial relaxation approach on the objective
function in (9) leads to the following optimization problem:
{aˆPR-DML} =
Nargmin
a∈A1
min
B
tr
{
P⊥[a,B]Rˆ
}
. (22)
By rewriting the objective function in (22) to decouple a and
B partially, we obtain:
tr
{
P⊥[a,B]Rˆ
}
= tr
{
P⊥a Rˆ
}
− tr
{
PP⊥
a
BRˆ
}
, (23)
where we use the convention that tr
{
PP⊥
a
BRˆ
}
= 0 if
P⊥aB = 0. Since the first term on the right hand side of
(23) does not depend on B, the inner optimization problem
in (22) is equivalent to:
max
B
tr
{
PP⊥
a
BRˆ
}
. (24)
The solution of (24) is given by (see Appendix A):
max
B
tr
{
PP⊥
a
BRˆ
}
=
N−1∑
k=1
λk
(
P⊥a Rˆ
)
, (25)
where λk(·) denotes the k-th largest eigenvalue of the matrix
in the argument. Substituting (23) and (25) back into the
objective function of (22), the null-spectrum of the PR-DML
estimator is obtained as:
fPR-DML(ϑ) = min
B
tr
{
P⊥[a(ϑ),B]Rˆ
}
=
M∑
k=N
λk(P
⊥
a(ϑ)Rˆ).
(26)
The estimated DOAs θˆ =
[
θˆ1, . . . , θˆN
]T
are then determined
by choosing the locations of the N -deepest minima of the null-
spectrum fPR-DML(ϑ). As further elaborated in Section V, the
null-spectrum fPR-DML(ϑ) in (26) can be efficiently computed
without necessarily performing a full eigenvalue decomposi-
tion at each direction, i.e., computing the corresponding set of
eigenvectors of the matrix P⊥a(ϑ)Rˆ is not required.
C. Partially-Relaxed WSF (PR-WSF)
Following a similar derivation as for the PR-DML estimator
in Section IV-B and using the mathematical formulation of the
WSF estimator in (15), the optimization problem correspond-
ing to the PR-WSF estimator reads:
{aˆPR-WSF} =
Nargmin
a∈A1
min
B
tr
{
P⊥[a,B]Uˆ sWUˆ
H
s
}
, (27)
and the null-spectrum of the PR-WSF is calculated as:
fPR-WSF(ϑ) =
M∑
k=N
λk(P
⊥
a(ϑ)Uˆ sWUˆ
H
s ). (28)
Note that in a special case when W = IN , the proposed
estimator in (27) is equivalent to the MUSIC estimator (see
Appendix B). From now on, if not further specified, the
weighting matrix W is chosen as in (14).
D. Partially-Relaxed Constrained Covariance Fitting (PR-
CCF)
To derive new estimators based on the covariance fitting
problems in (18) and (19), we follow the principle of the
partial relaxation approach for the array steering matrix by
relaxingA = [a,B] with an arbitrary matrixB ∈ CM×(N−1).
Similarly, we partition the waveform matrix S =
[
s,JT
]T
in
the signal model in (3) with s ∈ CT×1 and J ∈ C(N−1)×T
to obtain:
X = asT +E +N , (29)
where E = BJ ∈ CM×T models the received signal of the
remaining (N − 1)-sources with the relaxed array manifold
structure and therefore rank(E) ≤ N−1. Furthermore, we as-
sume that the sample covariance matrix Rˆ is positive definite,
and the signals from other sources are uncorrelated with the
signals from the direction a. Similar to the Capon beamformer
in (19), the partially-relaxed constrained covariance fitting
(PR-CCF) problem is formulated as follows:
{aˆPR-CCF} =
Nargmin
a∈A1
min
σ2s ≥0,E
∣∣∣∣∣∣Rˆ− σ2s aaH −EEH ∣∣∣∣∣∣2
F
subject to Rˆ − σ2s aa
H −EEH  0
subject to rank(E) ≤ N − 1.
(30)
5Keeping
{
σ2s ,a
}
fixed and minimizing the objective function
of (30) with respect to E, a low-rank approximation problem
is obtained as [29]:
min
E
∣∣∣∣∣∣Rˆ− σ2s aaH −EEH ∣∣∣∣∣∣2
F
=
M∑
k=N
λ2k(Rˆ − σ
2
s aa
H).
subject to rank(E) ≤ N − 1 (31)
By performing the eigenvalue decomposition:
Rˆ− σ2s aa
H = U˜ sΛ˜sU˜
H
s + U˜ nΛ˜nU˜
H
n , (32)
where Λ˜s and U˜ s contain the (N − 1) - largest eigenvalues
and the corresponding principal eigenvectors of Rˆ− σ2s aa
H ,
respectively, a minimizer Eˆ of (31) satisfies:
EˆEˆ
H
= U˜ sΛ˜sU˜
H
s . (33)
Substituting the minimizer Eˆ in (33) back to the inner op-
timization problem in (30), we observe that, the constraint
Rˆ − σ2s aa
H − EˆEˆ
H
 0 implies that Rˆ− σ2s aa
H  0.
Conversely, for each σ2s ≥ 0, if Rˆ− σ
2
s aa
H  0, from (32)
and (33), we conclude that Rˆ− σ2s aa
H − EˆEˆ
H
 0. As a
consequence, an equivalent formulation of the inner problem
in (30) is obtained as follows:
min
σ2s ≥0
M∑
k=N
λ2k(Rˆ − σ
2
s aa
H)
subject to Rˆ− σ2s aa
H  0.
(34)
It can be easily shown from the Weyl’s inequality regarding
the eigenvalues of the modified Hermitian matrix [30] and
the positive semidefiniteness of Rˆ − σ2s aa
H that, as long as
the constraint in (34) is not violated, the objective function in
(34) is strictly decreasing as σ2s increases. Therefore, σˆ
2
s, C is
a minimizer of (34) if and only if the matrix Rˆ − σˆ2s, C aa
H
possesses at least one eigenvalue equal to zero. Consequently,
the minimizer σˆ2s, C is obtained from the Capon spectrum [26,
Equation (6.5.33)]:
σˆ2s, C =
1
aHRˆ
−1
a
. (35)
Substitute (34) and (35) back into (30), the PR-CCF estimator
returns the estimated DOAs by determining the N -deepest
minima of the following null-spectrum:
fPR-CCF(ϑ) =
M∑
k=N
λ2k
(
Rˆ−
1
a(ϑ)HRˆ
−1
a(ϑ)
a(ϑ)a(ϑ)H
)
.
(36)
If the sample covariance matrix Rˆ is singular, the null-
spectrum of the PR-CCF estimator cannot be computed using
(36). However, the diagonal loading technique [28], [31] can
be applied on the sample covariance matrix Rˆ. The choice
on the loading factor γ and its influence on the estimation
performance are subject of future research.
E. Partially-Relaxed Unconstrained Covariance Fitting (PR-
UCF)
Comparing with the constrained version presented in Sec-
tion IV-D, the formulation of the PR-UCF omits the positive
semidefiniteness constraint to yield the following optimization
problem:
{aˆPR-UCF} =
Nargmin
a∈A1
min
σ2s ≥0,E
∣∣∣∣∣∣Rˆ− σ2s aaH −EEH ∣∣∣∣∣∣2
F
subject to rank(E) ≤ N − 1.
(37)
When minimizing with respect to E, the minimizer Eˆ of
the optimization problem in (37) is obtained from the best
rank-(N − 1) approximation of Rˆ − σ2s aa
H as described in
(32) and (33). Hence, the inner optimization of the PR-UCF
estimator at each direction a = a(ϑ) is:
min
σ2s ≥0
M∑
k=N
λ2k
(
Rˆ− σ2s aa
H
)
. (38)
Unlike the constrained variant in (34), the minimizer of
g(σ2s ) =
M∑
k=N
λ2k
(
Rˆ− σ2s aa
H
)
in (38) with respect to
σ2s , denoted as σˆ
2
s, U, does not have a closed form solution.
However, a numerical solution of σˆ2s, U can be determined by
noting that the function g(σ2s ) is continuously differentiable,
and the derivative g′
(
σ2s
)
is given by (see Appendix C):
g′
(
σ2s
)
= −
M∑
k=N
2λ¯k(σ
2
s )
σ4s a
H
(
Rˆ − λ¯k(σ2s )IM
)−2
a
, (39)
where we introduce the following shorthand notation:
λ¯k(σ
2
s ) = λk
(
Rˆ− σ2s aa
H
)
. (40)
Note that the denominator in each summand of the expression
in (39) is always positive, we observe that:
• If σ2s → 0, then λ¯k(σ
2
s ) ≥ 0 with k = N, . . . ,M and
therefore:
lim
σ2s →0
g′
(
σ2s
)
< 0. (41)
• If σ2s → ∞, the rank-one component −σ
2
s aa
H is
dominant to Rˆ and thus we obtain an asymptotic result
for the smallest eigenvalues λ¯M
(
σ2s
)
as follows:
lim
σ2s →∞
λ¯M
(
σ2s
)
σ2s ||a||
2
2
= −1. (42)
In addition, the remaining eigenvalues λ¯k
(
σ2s
)
with
k = N, . . . , (M − 1) are always bounded above and be-
low thanks to the Weyl’s inequality [30]. Applying this
remark and the identity in (42) to (39) leads to:
lim
σ2s →∞
g′
(
σ2s
)
=∞. (43)
From (39), (41) and (43), there exists a sufficiently small
σ2s, left and a sufficiently large σ
2
s, right so that the sign of the
derivative g′
(
σ2s
)
changes from negative to positive in the
interval
[
σ2s, left, σ
2
s, right
]
. Therefore, a simple bisection search
[32] can applied to compute the minimizer σˆ2s, U of (38). The
steps to determine a search interval for the bisection search and
the computation of the null-spectrum of the PR-UCF estimator
at each direction a(ϑ) are summarized in Algorithm 1.
6Algorithm 1 Calculating the null-spectrum of PR-UCF at a
given direction a = a(ϑ)
1: Initialization: σ2s, left = σ
2
s, right > 0, tolerance ǫ, the
derivative g′
(
σ2s,
)
defined in (39)
2: if g′
(
σ2s, left
)
< 0 then
3: repeat
4: σ2s, right ← 2σ
2
s, right
5: until g′
(
σ2s, right
)
> 0
6: else
7: repeat
8: σ2s, left ← σ
2
s, left/2
9: until g′
(
σ2s, left
)
< 0
10: end if
11: Determine the root σˆ2s, U of (39) by bisection search on[
σ2s, left, σ
2
s, right
]
with the tolerance ǫ
12: return fPR-UCF(ϑ) =
M∑
k=N
λ2k
(
Rˆ− σˆ2s, Ua(ϑ)a(ϑ)
H
)
V. COMPUTATIONAL ASPECTS OF THE PARTIAL
RELAXATION METHODS
As introduced in Section IV, the proposed partial relaxation
approach involves the estimation procedures which require
extensive eigenvalue computation for the evaluation of the
null-spectrum over the entire angle-of-view. In fact, the null-
spectra in (26), (28) and (36) and Algorithm 1 depend only
on the eigenvalues, and therefore the explicit computation
of the eigenvectors can be avoided. Generally, if no par-
ticular structure of the matrix is exploited, the eigenvalue
decomposition requires O(K2L) operations where K is the
dimension of the matrix and L is the number of required
eigenvalues [33, Ch. 8]. This computational complexity may
be prohibitive for specific practical applications and limit the
usage of the proposed partial relaxation approach in practice if
no acceleration procedure is considered. Furthermore, from an
algorithmic perspective, the expressions in Equation (26), (28),
(36) and Algorithm 1 share a common underlying problem
structure in the sense that they all require, as a main task, the
computation of the eigenvalues of a generic matrix form as
follows:
D − ρzzH = U¯D¯U¯
H
. (44)
In (44), D = diag (d1, . . . , dK) ∈ R
K×K is a constant real
diagonal matrix, ρ ∈ R is an arbitrary positive real scalar and
z = [z1, . . . , zK ]
T ∈ CK×1 is a direction-dependent complex-
valued vector. The relationship between the generic form in
(44) and the null-spectra in (26), (28), (36) and Algorithm 1
is further detailed in the sections below. Since the expression
on the left hand side of (44) denotes a Hermitian matrix
obtained by subtracting a rank-one matrix from a constant
diagonal matrix, the term rank-one modified Hermitian matrix
is adopted. As presented in the following sections, this particu-
lar structure allows a faster implementation of the eigenvalue
decomposition, and thus accelerates the computation of the
null-spectrum of the partial relaxation estimators.
A. Eigenvalue Decomposition of a Rank-One Modified Her-
mitian Matrix
Initially proposed by Bunch, Nielsen and Sorensen in [34]
as a support for calculating the eigenvalues and eigenvectors
of symmetric tridiagonal matrices in parallel, the procedure
of determining a complex-valued eigensystem of a rank-one
modified Hermitian matrix is based on the interlacing theorem
as follows [33, p. 470]:
Theorem 1: Let {d1, . . . , dK} be the elements on the
diagonal of the matrix D ∈ RK×K where {d1, . . . , dK} are
distinct and sorted in descending order. Further assume that
ρ > 0 and z ∈ CK×1 contains only non-zero entries. If the
eigenvalues
{
d¯1, . . . , d¯K
}
of the matrix D − ρzzH are also
sorted in descending order, then:
•
{
d¯1, . . . , d¯K
}
are the K zeros of the secular function
p(x) = 0, where p(x) is given by:
p(x) = 1− ρzH (D − xIK)
−1
z (45)
= 1− ρ
K∑
k=1
|zk|
2
dk − x
. (46)
•
{
d¯1, . . . , d¯K
}
satisfy the interlacing property, i.e.,
d1 > d¯1 > d2 > d¯2 > . . . > dK > d¯K . (47)
• The eigenvector u¯k associated with the eigenvalue d¯k is
a multiple of
(
D − d¯kIK
)−1
z
The special cases of repeated elements in the diagonal matrix
D and zero-valued entries in z are treated in Appendix D.
Based on Theorem 1, rooting the secular function in (46)
is of great importance for the acceleration of our proposed
partial relaxation approach. Due to the structure of the secular
function in (46) and the interlacing property in (47), the zeros
of the secular function can be determined independently of
each other, thus allowing further improvement in the execution
time through parallel computing. Without loss of generality,
consider the k-th root of the secular function d¯k which
lies inside the interval (dk+1, dk) where k = 1, . . . ,K and
dK+1 = −∞. By defining the two auxiliary rational functions:
ψk(x) , −ρ
k∑
j=1
|zj |
2
dj − x
(48)
φk(x) ,


−ρ
K∑
j=k+1
|zj|
2
dj − x
if 1 ≤ k ≤ K − 1
0 if k = K,
(49)
the secular function in (46) can be rewritten as:
−ψk(x) = 1 + φk(x). (50)
Since both ψk(x) and φk(x) are defined as the sum of multiple
rational functions, a straightforward approach to solve (50)
iteratively from a given point x(τ) is using rational functions
of first degree ψ˜k(x) and φ˜k(x), respectively, as approximants.
The author in [35, Subsec. 2.2.3] suggests the approximant of
type:
Rk;p,q(x) =


p+
q
dk+1 − x
if 0 ≤ k ≤ K − 1
0 if k = K,
(51)
7Algorithm 2 Determining the k-th root of the secular function
1: Initialization: Iteration index τ = 0, arbitrary starting
value x(0) ∈ (dk+1, dk), tolerance ǫ
2: repeat
3: Find the parameters p and q such that:
Rk−1;p,q(x
(τ)) = ψk(x
(τ)) (52)
R′k−1;p,q(x
(τ)) = ψ′k(x
(τ)) (53)
4: Find the parameters r and s such that:
Rk;r,s(x
(τ)) = φk(x
(τ)) (54)
R′k;r,s(x
(τ)) = φ′k(x
(τ)) (55)
5: Find x(τ+1) ∈ (dk+1, dk) which satisfies:
−Rk−1;p,q(x
(τ+1)) = 1 +Rk;r,s(x
(τ+1)) (56)
6: τ ← τ + 1
7: until
∣∣x(τ+1) − x(τ)∣∣ < ǫ
8: return d¯k = x
(τ+1)
and choosing the parameters p and q such that the approxi-
mants coincide at a given point x(τ) with the corresponding
exact functions in (48) and (49), respectively, up to the first-
order derivative. A special case is obtained when k = K ,
in which φ˜K(x) , 0 is chosen. Different choices of the
approximants were also introduced and discussed in [35], [36].
For convenience purposes, the steps for determining the roots
of the secular function in (46) are summarized in Algorithm 2.
Since the approximant in (51) is a rational function of degree
one, the steps in (52)-(56) can be solved in closed form
and thus the complexity of each iteration τ is O(K). As a
result, the overall complexity of the eigenvalue decomposition
procedure is O(KLI), where L is the number of required
eigenvalues, and I is the number of iterations required for the
convergence of Algorithm 2. Note that Algorithm 2 converges
quadratically [35], and when applied to the partial relaxation
methods on a fine grid, the eigenvalues for one direction can be
used as a starting point for the eigenvalues at the next direction.
From the simulation results, the number of iteration I required
for the tolerance ǫ = 10−9 is less than 4. Therefore, we can
assume that the complexity of the computational eigenvalue
decomposition using Algorithm 2 is of order O(KL).
B. Application to PR-DML
As mentioned in Section V-A, the complexity of evaluating
the null-spectrum is proportional to the number of required
eigenvalues L. Therefore, to accelerate the computation of the
null-spectrum of the PR-DML method, we reduce the number
of required eigenvalues by rewriting the expression in (26) as
follows:
M∑
k=N
λk
(
P⊥a Rˆ
)
= tr
{
P⊥a Rˆ
}
−
N−1∑
k=1
λk
(
P⊥a Rˆ
)
= tr
{
Rˆ
}
−
aHRˆa
aHa
−
N−1∑
k=1
λk
(
P⊥a Rˆ
)
.
(57)
Using the reformulation in (57), only (N − 1) - eigenvalues
out of M eigenvalues of P⊥a Rˆ are computed, and therefore
the computational complexity is reduced. In order to apply the
eigenvalue decomposition procedure presented in Section V-A,
the term λk
(
P⊥a Rˆ
)
is further rewritten as follows:
λk
(
P⊥a Rˆ
)
= λk
(
Rˆ
1/2
P⊥a Rˆ
1/2
)
= λk
(
Rˆ−
1
||a||
2
2
Rˆ
1/2
aaHRˆ
1/2
)
= λk
(
Λˆ−
1
||a||
2
2
Λˆ
1/2
Uˆ
H
aaHUˆΛˆ
1/2
)
.
(58)
From the expression in (58), the eigenvalue decomposition
procedure introduced in Section V-A is applied with D = Λˆ,
ρ =
1
||a||
2
2
and z = Λˆ
1/2
Uˆ
H
a. From the computational per-
spective, except for the initial full eigenvalue decomposition
in (6a), the overall complexity of the calculation of the null-
spectrum for the complete angle-of-view with NG directions
is O
((
M2 +M (N − 1)
)
NG
)
= O(M2NG). This is higher
than the complexity required for computing the MUSIC null-
spectrum, which is O(MNNG).
C. Application to PR-WSF
A similar iterative procedure for computing the eigenvalue
decomposition as proposed in Section V-A and Section V-B
can be applied directly to the PR-WSF method presented in
Section IV-C. However, the computational complexity of the
PR-WSF method can be even further reduced due to the fact
that all eigenvalues λk(P
⊥
a Uˆ sWUˆ
H
s ) with k = N+1, . . . ,M
are equal to zero since rank(P⊥a Uˆ sWUˆ
H
s ) ≤ N . Therefore,
only the N -th eigenvalue λN (P
⊥
a Uˆ sWUˆ
H
s ) needs to be
calculated. Furthermore, the dimension of the matrix D in
(44) can also be reduced. In fact, similar to (57), it can be
shown that:
λN
(
P⊥a Uˆ sWUˆ
H
s
)
= λN
(
W −
1
||a||
2
2
W 1/2Uˆ
H
s aa
HUˆ sW
1/2
)
.
(59)
Using the identity in (59), the procedure for computing the
eigenvalue decomposition introduced in Section V-A is applied
with D = W , ρ =
1
||a||
2
2
and z = W 1/2Uˆ
H
s a. Since the
dimension of the matrix is reduced fromM×M to N×N , and
only a single eigenvalue is required, the complexity reduces
to O ((NM +N − 1)NG) = O(MNNG), which is identical
to the computational complexity of the MUSIC algorithm.
However, the computational overhead associated with PR-
WSF is still higher than MUSIC since in the preprocessing
step, additional calculation for determining the weighting
matrix D =W and the vector z =W 1/2Uˆ
H
s a is required.
D. Application to PR-CCF
The expression of the PR-CCF null-spectrum in (36) re-
sembles the generic formulation of the rank-one modified
8Hermitian matrix in (44), except for the fact that the matrix
Rˆ is generally not diagonal. Therefore, the application of the
eigenvalue decomposition in Section V-A is straightforward, in
which we perform an orthogonal transformation on Rˆ and a
to diagonalize Rˆ. However, the number of the eigenvalues re-
quired for the computation of the null-spectrum is (M−N+1),
which is typically larger than the number of sources N . By
rewriting the expression in (36) using the trace operator, only
the (N − 1)-largest eigenvalues are calculated and the null-
spectrum of the PR-CCF method is rewritten in the following
form to utilize the principal eigenvalues:
M∑
k=N
λ2k
(
Rˆ − σˆ2s, Caa
H
)
=
M∑
k=N
λk
((
Rˆ− σˆ2s, Caa
H
)2)
= tr
{(
Rˆ− σˆ2s, Caa
H
)2}
−
N−1∑
k=1
λ2k
(
Rˆ− σˆ2s, Caa
H
)
= tr
{
Rˆ
2
}
− 2σˆ2s, Ca
HRˆa+ σˆ4s, C ||a||
4
2
−
N−1∑
k=1
λ2k
(
Rˆ− σˆ2s, Caa
H
)
.
(60)
Considering the formulation in (60), we observe that the PR-
CCF method involves both the conventional and Capon beam-
former in the evalutaion of the null-spectrum. Similarly to the
PR-DML method, for any eigenvalue λk
(
Rˆ− σˆ2s, Caa
H
)
, it
can be shown that:
λk
(
Rˆ− σˆ2s, Caa
H
)
= λk
(
Λˆ− σˆ2s, CUˆ
H
aaHUˆ
)
. (61)
From (60) and (61), we apply the eigenvalue
decomposition procedure presented in Section V-A with
D = Λˆ, ρ = σˆ2s, C and z = Uˆ
H
a. Thus, the overall
computational complexity of the PR-CCF algorithm is
O
((
M2 +M (N − 1)
)
NG
)
= O(M2NG).
E. Application to PR-UCF
Unlike the PR-DML, PR-WSF and PR-CCF estimators,
the PR-UCF estimator requires additional steps of calculating
the derivative g′(σ2s ) in (39) to obtain the minimizer σ
2
s, U
of (38). To reduce the number of required eigenvalues for
computing the derivative and the null-spectrum, the function
g(σ2s ) =
M∑
k=N
λ2k
(
Rˆ− σ2s aa
H
)
is rewritten similarly to (60)
as follows:
g(σ2s ) = tr
{
Rˆ
2
}
− 2σˆ2s a
HRˆa+ σˆ4s ||a||
4
2
−
N−1∑
k=1
λ2k
(
Rˆ− σˆ2s aa
H
)
.
(62)
The derivative g′
(
σ2s
)
is calculated as:
g′
(
σ2s
)
= −2aHRˆa+ 2σ2s ||a||
4
2
+
N−1∑
k=1
2λ¯k(σ
2
s )
σ4s a
H
(
Rˆ− λ¯k(σ2s )IM
)−2
a
(63)
where λ¯k(σ
2
s ) = λk
(
Rˆ− σ2s aa
H
)
. By substituting
z = Uˆ
H
a, we obtain:
λ¯k(σ
2
s ) = λk
(
Λˆ− σ2s zz
H
)
(64)
g′
(
σ2s
)
= −2zHΛˆz + 2σ2s ||z||
4
2
+
N−1∑
k=1
2λ¯k
(
σ2s
)
σ4s
M∑
j=1
|zj |
2(
λˆj − λ¯k (σ2s )
)2
. (65)
Based on the expressions in (64) and (65), the null-spectrum
of PR-UCF from Algorithm 1 is calculated by applying the
procedure in Section V-A with D = Λˆ, ρ = σ2s,0 and z =
Uˆ
H
a. The computational complexity of the PR-UCF method
is therefore of order O(M2NGNI) where NI is the number
of bisection steps conducted in Algorithm 1.
VI. SIMULATION RESULTS
In this section, simulation results regarding the performance
of different DOA estimators are presented and compared with
the stochastic Cramer-Rao Bound (CRB) [7]. The number
of Monte-Carlo runs is NR = 1000. The key performance
indicators are the Root-Mean-Squared-Error (RMSE), which
is calculated as:
RMSE =
√√√√ 1
NRN
NR∑
r=1
N∑
n=1
(
θˆ
(r)
n − θn
)2
, (66)
and the execution time of each Monte-Carlo run. The estimated
DOAs in the r-th Monte-Carlo run θˆ
(r)
= [θˆ
(r)
1 , . . . , θˆ
(r)
N ]
T
and the true DOAs θ = [θ1, . . . , θN ]
T
in (66) are sorted in
ascending order. The simulations are conducted in MATLAB
2016b on a PC equipped with an OS of Arch Linux with a
processor 8 x Intel Core i7-6700 4.00GHz CPU and 16GB
RAM. The iterative eigenvalue decomposition introduced in
Section V-A is implemented in C and imported in MATLAB
through a MEX interface. In our simulations, if not further
specified, we assume two uncorrelated but closely spaced
source signals at θ = [45◦, 50◦]
T
which impinge on a ULA
of M = 10 antennas with the spacing equal to half of the
wavelength. We stress that unlike root-MUSIC, all PR methods
are applicable to any array geometry. The source signals have
the mean value of zero and unit power. The SNR is calculated
as SNR = 1σ2n
. Regarding the PR-WSF method, we choose
the weighting as in (14). Since we consider only two source
signals, the DOA estimations from the DML estimator can
be obtained by performing a brute-force search for the global
maximum of the objective function in (9) over a dense grid
on A2. As depicted in Figure 1, the partial relaxation methods
exhibit superior SNR threshold performance in comparison to
the MUSIC algorithm. The PR-CCF and PR-UCF estimator
possess almost identical estimation error performance in the
inspected SNR region, where their thresholds occur at an
even lower SNR than that of root-MUSIC. The PR-CCF and
PR-UCF are outperformed by the brute-force DML in both
the asymptotic and the non-asymptotic regions, although the
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Figure 1: Uncorrelated source signals, number of snapshots
T = 40
difference in RMSE is small. This remark suggests that PR-
CCF is more favorable than PR-UCF, since the computational
complexity of PR-CCF is lower than that of PR-UCF while the
error performances are comparable. The RMSE of both PR-
CCF and PR-UCF does not approach the CRB. However, the
difference in RMSE is insignificant. PR-DML and PR-WSF
have similar performance behaviors, achieving the CRB at a
lower SNR than MUSIC but much higher than root-MUSIC.
In the next simulation, we consider the correlated signals of
two sources. The correlation coefficient ρ is defined as:
ρ =
E
{
s1(t)
Hs2(t)
}
√
E
{
|s1(t)|
2
}
E
{
|s2(t)|
2
} . (67)
In Figure 2, the correlation coefficient is set to ρ = 0.95. The
number of snapshots is increased to T = 200. Note that spatial
smoothing [37], [38] or forward-backward averaging [39] is
not applied. DML consistently outperforms other considered
estimators in the inspected SNR region. The threshold of root-
MUSIC now occurs at a slightly lower SNR than that of the
partial relaxation methods. On the other hand, in the post-
threshold region, all estimators under the partial relaxation
framework have a lower RMSE than root-MUSIC. However,
the improvement in RMSE is negligible.
In the next simulation, as depicted in Figure 3, the SNR
is fixed at 3 dB, and the number of snapshots T is varied
between 10 and 10000. The RMSE performance of PR-
UCF/PR-CCF resembles that of DML, achieving the asymp-
totic region at T = 30 samples, which is approximately
an order of magnitude lower in the required snapshots than
that for PR-DML/PR-WSF. However, in the post-threshold
region, the RMSE of PR-CCF and PR-UCF is not as close to
the CRB as that of root-MUSIC, PR-DML or PR-WSF. PR-
WSF outperforms PR-DML consistently in this simulation. In
general, the partial relaxation methods outperform MUSIC.
In the fourth setup, the DOA of the first source signal is fixed
at θ1 = 45
◦ and the angular separation between two sources
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Figure 2: Correlated source signals with ρ = 0.95, number of
snapshots T = 200
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Figure 3: Uncorrelated source signals, SNR = 3 dB
∆θ is varied from 0.5◦ to 6◦. In Figure 4, similar to DML,
the RMSE of PR-CCF/PR-UCF is close to the Cramer-Rao
Bound even when the angular separation ∆θ is as small as
1.25◦, which is significantly smaller than the angular separa-
tion required for PR-DML/PR-WSF to resolve two sources.
However, the RMSE of PR-CCF/PR-UCF slowly achieves the
CRB only when ∆θ > 5◦. PR-WSF slightly outperforms PR-
DML, and both algorithms outperform MUSIC.
Figure 5 depicts a scenario where the number of snapshots
T = 8 is smaller than the number of antennasM = 10. In this
case, the sample covariance matrix calculated in (5) is singular,
and therefore the PR-CCF is not applicable. In this case, we
apply the diagonal loading technique with the loading factor
γ = 10−4 on the sample covariance matrix. The initialization
of σ2s, left in Algorithm 1 is set at 10
−6. To avoid outliers
in RMSE caused by misdetection and to simulate the DOA
tracking process [40], 1% of the estimates with the largest error
for all investigated algorithms are removed before calculating
the RMSE. It can be observed that, even in the case of a
very low number of snapshots, PR-UCF obtains a remarkable
threshold behavior, outperforming other methods except for
the brute-force DML. The RMSE of PR-UCF only slowly
approaches the Cramer-Rao Bound as the SNR increases. In
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Figure 4: Uncorrelated source signals, SNR = 10 dB, number
of snapshots T = 100
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Figure 5: Uncorrelated source signals, number of snapshots
T = 8
the high SNR regime, however, the RMSE of PR-UCF is
very close to the Cramer-Rao Bound. The performance of PR-
CCF is highly degraded due to the diagonal loading. Further
research may be carried out regarding the optimal adaptive
choice of the diagonal loading factor γ to achieve an improved
performance using a direction-dependent factor. However, this
is beyond the scope of this paper, and therefore left for further
research. Similar to the above-investigated scenarios, PR-DML
and PR-WSF outperform MUSIC consistently.
In Figure 6, the execution time of the DOA estimation
algorithms with respect to the number of antennas M are de-
picted. We do not include the brute-force DML due to the high
execution time. The angle-of-view is partitioned uniformly into
NG = 1800 directions. The term Generic in Figure 6 refers
to the naive implementation using the MATLAB command
eig for the eigenvalue decomposition. The rooting process
applied to root-MUSIC relies on determining the eigenvalues
of the companion matrix associated with the polynomial, and
therefore the execution time increases drastically with respect
to the number of antennas M . All partial relaxation methods,
except for the PR-UCF estimator, follow similar trends as
MUSIC, where the execution time is in the same order of
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Figure 6: SNR = 10 dB, number of snapshots T = 100
magnitude. The execution time of the PR-UCF estimator is
approximately ten times larger than other partial relaxation
methods. Nevertheless, the PR-UCF estimator based on the
efficient eigenvalue decomposition introduced in Section V re-
quires less execution time than the direct implementation with
the MATLAB command. Generally, thanks to the quadratic
convergence behavior of Algorithm 2, the execution time is
reduced by a factor of 20 to 1000 in comparison with the
direct implementation using the generic command eig. PR-
WSF even exhibits almost identical execution time behavior
as MUSIC, indicating the possibility of applying the partial
relaxation methods in practical cases.
VII. CONCLUSIONS AND OUTLOOK
In this paper, new DOA estimators using the partial relax-
ation approach are introduced. Instead of enforcing the full
structure on the steering matrix when formulating the DOA
estimation problem, in the partial relaxation approach, only
the structure in the steering vector of one source of interest
is preserved, while the structure of the remaining interfering
sources is relaxed. The null-spectra of the partial relaxation
methods are efficiently calculated by applying known results
regarding the rank-one modification of a Hermitian matrix.
Simulation results show that, in the proposed framework,
even though no particular structure of the sensor array, e.g.,
Vandermonde structure from a uniform linear array, is re-
quired, the proposed methods based on the covariance fitting
problems exhibit comparable threshold performance as DML,
and superior to spectral MUSIC in difficult scenarios. As
a result, the estimates obtained from the proposed covari-
ance fitting problems can be employed as initializations for
solving the maximum likelihood problems. In comparison
with the unconstrained covariance fitting estimator, the inner
approximation in the constrained version helps to reduce the
computational complexity without necessarily sacrificing the
error performance. One weakness of both covariance fitting
variants is the slight deviation from the Cramer-Rao Bound in
the asymptotic region. Although the performance in the non-
asymptotic region is not as remarkable as the covariance fitting
variants, the proposed estimator based on the Weighted Sub-
space Fitting problem is still favorable in certain circumstances
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due to the low computational complexity and the excellent
asymptotic behavior.
For future work, the theoretical error behavior and con-
sistency of methods in the family of the partial relaxation
approach is an interesting open problem and requires further
investigation.
APPENDIX A
PROOF OF (25)
In order to prove the identity in (25), we first introduce two
important prepositions:
Proposition 1: Let B ∈ CM×(N−1) be a non-zero matrix
and a ∈ CM×1 be a non-zero vector such that P⊥aB is a non-
zero matrix. Then there always exists a matrix Z ∈ CM×N
′
with 1 ≤ N ′ ≤ N − 1 such that the following conditions are
satisfied:
PP⊥
a
B = ZZ
H (68a)
ZHZ = IN ′ (68b)
ZHa = 0. (68c)
Proof of Proposition 1: First expand PP⊥
a
B in the
following manner:
PP⊥
a
B = P
⊥
aB
((
P⊥aB
)H (
P⊥aB
))−1 (
P⊥aB
)H
= P⊥aB
(
BHP⊥aB
)−1
BHP⊥a .
(69)
Therefore, the rank of the matrix PP⊥
a
B is bounded by:
1 ≤ N ′ = rank
(
PP⊥
a
B
)
≤ min
{
rank
(
P⊥a
)
, rank (B) , rank
((
BHP⊥aB
))}
≤ N − 1
(70)
Furthermore, since PP⊥
a
B contains only the eigenvalues 0 and
1, taking the eigenvalue decomposition of PP⊥
a
B leads to:
PP⊥
a
B = ZZ
H , (71)
and the number of columns of Z is equal to N ′. Clearly the
matrix Z ∈ CM×N
′
satisfies ZHZ = IN ′ . Therefore, the
conditions in (68a) and (68b) are satisfied if Z is chosen as
in (71). Finally, we observe that:
aHZZHa = aHPP⊥
a
Ba
= aHP⊥aB
(
BHP⊥aB
)−1
BHP⊥aa = 0
(72)
The identity in (68c) follows immediately from (72).
Proposition 2: Let a ∈ CM×1 be a non-zero vector and
Rˆ ∈ CM×M be a non-zero Hermitian positive semidefinite
matrix. Then the eigenvectors which correspond to non-zeros
eigenvalues of P⊥a RˆP
⊥
a are orthogonal to a.
Proof of Proposition 2: Let x be an eigenvector cor-
responding to an eigenvalue λ 6= 0 of P⊥a RˆP
⊥
a , then by
definition:
P⊥a RˆP
⊥
ax = λx. (73)
Taking the conjugate transpose of (73) and multiplying with
a on the right, we obtain:
0 = xHP⊥a RˆP
⊥
aa =
(
P⊥a RˆP
⊥
ax
)∗
a = λ∗xHa. (74)
From (74) and the assumption that λ is non-zero, we can
conclude that x is orthogonal to a.
Now we return to the main proof of (25). In the case that
P⊥aB = 0, then by convention in Section IV-B, we obtain
that tr
{
PP⊥
a
BRˆ
}
= 0. On the other hand, if the matrix
P⊥aB is a non-zero matrix, applying the decomposition (68) in
Proposition 1 and noting that ZHa = 0, the objective function
in (25) is rewritten as follows:
tr
{
PP⊥
a
BRˆ
}
= tr
{
ZZHRˆ
}
= tr
{
ZHRˆZ
}
= tr
{
ZH
(
P a + P
⊥
a
)
Rˆ
(
P a + P
⊥
a
)
Z
}
= tr
{
ZHP⊥a RˆP
⊥
aZ
}
.
(75)
Therefore, the optimization problem in (25) is reformulated
as:
maximize
Z∈CM×N
′
tr
{
ZHP⊥a RˆP
⊥
aZ
}
(76a)
subject to ZHZ = IN ′ (76b)
subject to ZHa = 0. (76c)
Dropping the constraint ZHa = 0 in (76c), we obtain the
relaxed optimization problem:
maximize
Z∈CM×N
′
tr
{
ZHP⊥a RˆP
⊥
aZ
}
(77a)
subject to ZHZ = IN ′ (77b)
From the Ky-Fan inequality in [41], the optimization in the
relaxed problem in (77) admits a maximizer Zˆ whose columns
form an orthonormal basis of the eigenspace associated with
the N ′-largest eigenvalues of P⊥a RˆP
⊥
a . However, Proposi-
tion 2 implies that any maximizer Zˆ of (77) also satisfies
(76c), i.e., Zˆ
H
a = 0. Therefore, any maximizer Zˆ of the
optimization problem in (77) is also a maximizer of (76). As
a consequence, we obtain the following result:
N ′∑
k=1
λk
(
P⊥a RˆP
⊥
a
)
= max tr
{
ZHP⊥a RˆP
⊥
aZ
}
subject to Z ∈ CM×N
′
subject to ZHZ = IN ′ ,
subject to ZHa = 0.
(78)
Combining (70), (75) and (78), the following identity is
obtained:
max
B∈CM×(N−1)
tr
{
PP⊥
a
BRˆ
}
=
N−1∑
k=1
λk
(
P⊥a RˆP
⊥
a
)
=
N−1∑
k=1
λk
(
P⊥a Rˆ
)
.
(79)
The optimum in (79) is achieved if we choose one matrix
B ∈ CM×(N−1) such that PP⊥
a
B = ZZ
H and the columns
of Z form an orthonormal basis of the eigenspace associated
with (N − 1)-principal eigenvalues of P⊥a RˆP
⊥
a .
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APPENDIX B
EQUIVALENCE OF MUSIC AND PR-WSF WITHW = IN
Considering the expression in (28) for the steering vec-
tor a = a(ϑ), we note that the rank of P⊥a Uˆ sUˆ
H
s is at
most N . Hence, λk
(
P⊥a Uˆ sUˆ
H
s
)
= 0 for k = N + 1, . . . ,M .
Therefore, when calculating the null-spectrum in (28),
only λN
(
P⊥a Uˆ sUˆ
H
s
)
is considered. The expression for
λN
(
P⊥a Uˆ sUˆ
H
s
)
can be further rewritten as follows:
λN
(
P⊥a Uˆ sUˆ
H
s
)
= λN
(
Uˆ
H
s
(
IM −
1
||a||22
aaH
)
Uˆ s
)
= λN
(
IM −
1
||a||2
Uˆ
H
s aa
HUˆ s
)
= 1 + λN
(
−
1
||a||
2 Uˆ
H
s aa
HUˆ s
)
.
(80)
Since −
1
||a||
2 Uˆ
H
s aa
HUˆ s is a negative semidefinite rank-one
matrix of size N ×N , it can be easily shown that:
λN
(
−
1
||a||2
Uˆ
H
s aa
HUˆ s
)
= −
1
||a||22
aHUˆ sUˆ
H
s a. (81)
Substituting (81) into (80) and using the orthogonality property
between the signal and the noise subspace, we obtain:
λN
(
P⊥a Uˆ sUˆ
H
s
)
= 1−
1
||a||
2
2
aH
(
IM − Uˆ nUˆ
H
n
)
a
=
aHUˆ nUˆ
H
n a
aHa
.
(82)
The expression in (82) is identical to the null-spectrum of
MUSIC. Therefore, with W = IN , the expression in (27) is
another equivalent formulation of the MUSIC estimator.
APPENDIX C
PROOF OF (39)
First, by taking the eigenvalue decomposition as in (6b) and
substituting z = Uˆ
H
a, the inner objective function of the PR-
UCF in (38) is rewritten as:
g(σ2s ) =
M∑
k=N
λ2k
(
Λˆ− σ2s zz
H
)
. (83)
In the following steps, we calculate the derivative
dλk
(
Λˆ− σ2s zz
H
)
dσ2s
. Applying the results from [42] leads to
the following expression:
dλk
(
Λˆ− σ2s zz
H
)
dσ2s
=
u¯Hk
d
(
Λˆ− σ2s zz
H
)
dσ2s
u¯k
u¯Hk u¯k
(84a)
= −
u¯Hk zz
H u¯k
u¯Hk u¯k
, (84b)
where u¯k is an eigenvector corresponding to the eigen-
value λk
(
Λˆ− σ2szz
H
)
. Interestingly, the expression on the
numerator of (84b) can be shown to be independent of
the eigenvectors. In fact, by using the shorthand notation
λ¯k(σ
2
s ) = λk
(
Λˆ− σ2s zz
H
)
as in (40), and applying Property
1 and Property 3 from Theorem 1 to the matrix Λˆ− σ2s zz
H ,
we obtain:
0 = 1− σ2s z
H
(
Λˆ− λ¯
(
σ2s
)
IM
)−1
z (85)
u¯k =
(
Λˆ− λ¯k
(
σ2s
)
IM
)−1
z. (86)
Substituting (85) and (86) into (84b), the derivative of
λk
(
Λˆ− σ2s zz
H
)
with respect to σ2s is given by:
dλk
(
Λˆ− σ2s zz
H
)
dσ2s
= −
u¯Hk zz
H u¯k
u¯Hk u¯k
=−
zH
(
Λˆ− λ¯k
(
σ2s
)
IM
)−1
zzH
(
Λˆ− λ¯k
(
σ2s
)
IM
)−1
z
zH
(
Λˆ− λ¯k (σ2s ) IM
)−2
z
=−
1
σ4s z
H
(
Λˆ− λ¯k (σ2s ) IM
)−2
z
=−
1
σ4s a
H
(
Rˆ− λ¯k (σ2s ) IM
)−2
a
.
(87)
Taking the derivative of (83) by applying the identity in (87)
concludes our proof of (39).
APPENDIX D
DEFLATION PROCESS
In this section, we describe the deflation process [33, p.
471], [34, Sec. 2] to simplify the eigenvalue decomposition in
(44) where the initial diagonal matrix D = diag(d1, . . . , dK)
contains repeated eigenvalues, and there are several zero-
valued entries in z = [z1, . . . , zK ]
T
.
(a) If there exists an index k such that zk = 0, then the
eigenvalue d¯k in (44) is equal to dk, since the k-th row
and column of the diagonal matrix D are unperturbed by
the rank-one matrix ρzzH . The remaining eigenvalues
d¯j with j 6= k are the eigenvalues of Dˆ − ρzˆzˆ
H
where
the diagonal matrix Dˆ and the vector zˆ are obtained by
removing the k-th entry from the diagonal matrix D and
the vector z, respectively.
(b) If there are two identical eigenvalues dk = di with k 6= i,
we choose a Givens rotation matrix G = [g1, . . . , gK ]
such that
gHi z =
√
|zi|
2
+ |zk|
2
(88a)
gHk z = 0 (88b)
gHj z = zj with j 6= i, j 6= k. (88c)
Since G is unitary and GHDG = D, the
eigenvalues
{
d¯1, . . . , d¯K
}
of the original problem in
(44) are identical to the eigenvalues of the matrix
GH
(
D − ρzzH
)
G =D − ρz˜z˜H with z˜ = GHz.
However, the identity in (88b) implies z˜k = 0, and
therefore we can reduce this case to the case in (a).
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In the deflation process, the two above mentioned steps are
applied iteratively to determine all the eigenvalues which
remain unchanged due to the Hermitian rank-one modification,
and to generate a deflated diagonal matrix Dˆ with distinct
eigenvalues and a deflated vector zˆ with non-zero entries.
The remaining eigenvalues are then determined by applying
Algorithm 2 to the deflated matrix Dˆ − ρzˆzˆH .
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