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ABSTRACT
M dwarfs are the most common type of star in the Galaxy, and because of their small size are favored
targets for searches of Earth-sized transiting exoplanets. Current and upcoming all-sky spectroscopic
surveys, such as the Large Sky Area Multi-Object Fiber Spectroscopic Telescope (LAMOST), offer an
opportunity to systematically determine physical properties of many more M dwarfs than has been
previously possible. Here we present new effective temperatures, radii, masses, and luminosities for
29,678 M dwarfs with spectral types M0—M6 in the first data release (DR1) of LAMOST. We derived
these parameters from the supervised machine learning code, The Cannon, trained with 1,388 M dwarfs
in the Transiting Exoplanet Survey Satellite (TESS) Cool Dwarf Catalog that were also present in
LAMOST with high signal-to-noise ratio (>250) spectra. Our validation tests show that the output
parameter uncertainties are strongly correlated with the signal-to-noise of the LAMOST spectra, and
we achieve typical uncertainties of 110 K in Teff (∼3%), 0.065 R (∼14%) in radius, 0.054 M (∼12%)
in mass, and 0.012 L (∼20%) in luminosity. The model presented here can be rapidly applied to
future LAMOST data releases, significantly extending the samples of well characterized M dwarfs
across the sky using new and exclusively data-based modeling methods.
Keywords: stars: fundamental parameters — stars: low-mass — methods: statistical — techniques:
spectroscopic
1. INTRODUCTION
M dwarfs are preferred targets for exoplanet hunting
due to their status as the most common stellar type in
the galaxy. (e.g., Mann et al. 2015), and for their poten-
tial in detecting Earth and super-Earth sized exoplan-
ets using both ground and space-based telescopes via
radial velocity measurements and transit detection (e.g.
Shields et al. 2016). The fundamental properties of any
host star such as radius and mass need to be known to
a reasonable degree of certainty in order to characterize
the exoplanets they host.
For nearby, bright, well-known M dwarf samples iden-
tified via, e.g., very high proper motions (e.g., Le´pine
Corresponding author: Brianna Galgano
brianna.galgano@gmail.com
et al. 2013), precise stellar properties can be estimated
from broadband colors and parallax alone. For example,
Mann et al. (e.g., 2019, 2015) have developed empirical
calibrations that permit the determination of radii and
masses of M-dwarfs to better than 10% precision from
near-infrared colors and a near-infrared absolute mag-
nitude. However, for the multitude of M dwarfs that
have not yet been identified or characterized by such
catalogs, there remains a need to develop robust spec-
troscopic methods which can circumvent problems asso-
ciated with reddening that can negatively affect color-
based methods, and additionally leverage current and
upcoming large-scale spectroscopic surveys.
However, automated M dwarf characterization via
stellar spectroscopy with synthetic models is difficult
given the complicated nature of their stellar atmo-
spheres. For example, generating model synthetic spec-
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tra for stars cooler than FGK-types, such as M dwarfs,
is difficult because of the formation of molecules in their
photospheres e.g., TiO, VO, and CaH in the optical,
and H2O and CO in the near-IR ( e.g., Rojas-Ayala
et al. 2012; Shields et al. 2016). Very heavy absorption
can be observed in an M dwarf spectrum by the pres-
ence of molecular compounds which are allowed under
their lower effective temperatures (Teff < 3850 K), which
lead to broad and overlapping spectral lines that can be
hard to parse ( e.g., Rojas-Ayala et al. 2012). Model-
ing the absorption lines of these compounds is incom-
plete (e.g., Allard et al. 2011; Husser et al. 2013), and
the lack of a well-defined continuum is also expected,
with some wavelength regions being completely satu-
rated with absorption features, making normalization
for standard spectroscopic analysis also difficult. Addi-
tional complications due to the stars’ intrinsic properties
are deep convection cells and magnetic activity/rapid ro-
tation, effects that in general are not included in models
of low-mass stellar atmospheres.
The low luminosities of these stars also brings restric-
tions to both of these methods; parallax of dwarfs can
only be obtained for the very brightest, and quality (high
signal-to-noise ratio) spectra are difficult to obtain. A
common method of practice is to also parameterize the
properties of dwarfs if they are in binary with FGK-type
companions, but these are limited to a select number of
dwarfs.
The result is that physics-based models are incom-
plete and computationally expensive for M dwarfs which
make the method of fitting to synthetic spectra difficult.
This presents a problem—there is a high demand for
M dwarf basic properties for exoplanet and stellar pop-
ulation characterization, but there is much room for im-
provement in automated analysis in terms of both com-
putational speed and accuracy.
A promising alternative is using data-based modeling
approaches that use machine learning to predict what
a spectrum would look like given its stellar properties,
and then infer those properties of uncharacterized spec-
tra based on the model. We discuss in this work how
The Cannon1 (Ness et al. 2015) can successfully model
low resolution, low to moderate signal-to-noise M dwarf
spectra, and we use The Cannon model to find the prop-
erties of 29,678 previously uncharacterized optical spec-
tra of M dwarfs in the LAMOST DR1 catalog.
The Cannon has so far been successfully applied to
characterize red giants using APOGEE spectra and
LAMOST spectra and using parameters derived via the
1 https://github.com/annayqho/TheCannon
ASPCAP pipeline (Ho et al. 2017a,b). The Cannon has
also been applied to much higher resolution than LAM-
OST M dwarf spectra (Behmard et al. 2019). LAMOST
is an optical spectroscopic survey all-sky survey for the
Northern celestial hemisphere (Luo et al. 2015). There
are ∼121,000 M dwarf spectra in the first data release
(DR1), the majority of which have not yet been char-
acterized beyond a simple spectral subtype determined
from color photometry. We cross-match the LAMOST
targets with the TESS Cool Dwarf Catalog (Muirhead
et al. 2018), from which we create a training set to train
a spectral model using The Cannon.
In Section 2, we summarize the data selection and
preparation in this work. In Section 3, we discuss
the methods by which we chose an optimal training
set for accuracy and the testing set for applicability.
We also discuss the methods by which we assessed the
model’s accuracy in determining basic parameters: Teff ,
radius, mass, and luminosity. In Section 4, we report
these properties and their uncertainties for the 29,678
M dwarfs in LAMOST DR1 for which we were able to
determine reliable properties. Finally, Section 5 con-
cludes with a summary of our conclusions.
2. DATA
In this section, we describe the data that we use, their
preparation for use with The Cannon, and quality con-
trol steps taken to train, validate, and apply The Can-
non model to reliable data.
The data are drawn from two main catalogs: (1) the
LAMOST first data release (DR1) M dwarf catalog, is
the spectral data set that we wish to classify (Luo et al.
2015), and (2) the TESS Cool Dwarf Catalog (TCD)
(Muirhead et al. 2018), whose parameters we utilize for
training and validation of The Cannon model. The pa-
rameters from the TCD (Muirhead et al. 2018) on which
we have chosen to train The Cannon model are effective
temperature (Teff), radius (R), mass (M), and luminos-
ity (L); these are the parameters that we will therefore
be able to estimate for the LAMOST DR1 stars.
Our data are split into three subsets, following the
approach described by Ness et al. (2015). The subset
of 30,152 TCD stars for which we also have LAMOST
spectra (hereafter, the cross-matched TCD) are divided
into a training set and a validation set. The training set
contains the highest signal-to-noise ratio (SNR) spectra
of all TCD and LAMOST cross-matches, paired with
their known associated stellar characteristics or param-
eters (i.e., labels in Ness et al. 2015); the training set is
used to generate the data-driven model. The validation
set is the remaining cross-matched TCD stars that were
not used in the training set but whose parameters are
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known and therefore can be used to assess the fidelity
of the model. The LAMOST stars that are included in
neither the training set nor the validation set comprise
the survey set. These are spectra we wish to charac-
terize using the model we created from the training set,
and vetted with the validation set.
2.1. LAMOST DR1 Spectra
The Large Sky Area Multi-Object Fiber Spectro-
scopic Telescope (LAMOST) is a low resolving power (R
∼ 1800), optical/near-infrared (3690–9100A˚), ground-
based survey (Luo et al. 2015). One of the data products
from LAMOST is the LAMOST DR1 M dwarf catalog
(Guo et al. 2015), a catalog of stars whose spectra have
been classified broadly as being of M spectral type but
without more detailed physical information. This cata-
log consists of 122,677 spectra with simple spectral type
classifications from M0 to M9; these spectra represent
103,467 unique objects after excluding any duplicate ob-
servations of the same target.
While the LAMOST catalog includes some stars with
approximate classifications as late as M9, we chose to
include only stars with a LAMOST DR1 spectral sub-
type of M6 and earlier, given that the training set in-
cludes only stars with LAMOST subtypes from M0 to
M6 (see Section 3.1). Figure 1 shows the comparison of
the LAMOST spectral subtypes to those from the TCD
for the 30,152 spectra that were cross-matched, where
the relatively small number of objects with the latest
spectral types is due to difficulty of observing very faint
objects with high signal.
The LAMOST DR1 catalog provides the spectra for
each of these stars. We require that to be usable a LAM-
OST spectrum must include a wavelength solution (λ),
flux (f), and flux error (or flux inverse variance; 1/σ2f ),
the last of which is used as a statistical weight for train-
ing a model pixel-by-pixel.
2.1.1. Basic processing of LAMOST spectra
First, we applied a bad pixel mask using the code sup-
plied with The Cannon package for this purpose. The
bad pixel mask flagged pixels in the spectra from infor-
mation provided in the LAMOST meta-data, including
poor sky-subtraction, bad CCD pixels, and infinite or
negative flux inverse variance values. The mask also
manually flagged pixels with strong telluric lines and
discontinuities from the joining of LAMOST’s blue and
red spectrographs at 5800–6000 A˚. For pixels flagged in
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Figure 1. The spectral subtype agreement between cross-
matched M stars of LAMOST DR1 and the TESS Cool
Dwarf Catalog (TCD). Note the lack of cross-matched stars
with spectral types later than M6; this effectively sets the
cool limit of our analysis.
the bad pixel mask we manually set the inverse variances
to a very small value2.
In order for a spectrum to be input into The Can-
non for analysis, the spectra in the training, valida-
tion, and survey subsets also must be interpolated to
a common wavelength scale with uniform wavelength
spacing. From inspection of the spectra we found that
the LAMOST data were most consistently free of bad
pixels or other problems at wavelengths shorter than
∼4500A˚, and thus we interpolated to a common wave-
length range of 4500–7500A˚, and used a uniform spacing
of 1 A˚, as these parameters approximately represent the
native format of the LAMOST spectra for M stars. Each
resulting spectrum is a 3000 × 3 data array, with each
of the 3000 pixels containing a standardized wavelength,
flux, and a flux inverse variance float value.
In order to compare fluxes from spectrum to spectrum
to create The Cannon model, each spectrum’s contin-
uum must also be normalized. Traditional methods of
finding and then dividing an M dwarf’s spectrum by
its continuum (continuum-normalization) are challeng-
ing because of the complex nature of the stellar spectra
as mentioned in Section 1. Therefore, we adopted the so-
called “pseudo continuum-normalization” method used
by Ho et al. (2017b); Behmard et al. (2019), which first
approximates the continuum at wavelength λ0 via Gaus-
2 We chose a value of 10−5, as opposed to 0, which helps avoid
errors arising from division by zero in future operations.
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sian smoothing over L pixels and then normalizes the
original spectrum with this smoothed fit:
f(λ0) =
∑
n fnσn
−2wn(λ0)∑
n σn
−2wn(λ0)
(1)
where index
∑
n represents the sum over pixels, and the
individual pixel weights, wn, are given by:
wn(λ0) = e
− (λ0−λn)2
L2 (2)
where λn, fn, σn, is the wavelength, flux, and flux error
at the nth pixel, respectively. We pseudo-normalized all
spectra with a Gaussian width of L = 50 A˚ pixels, which
is wider than most broader absorption features, and used
the flux inverse variance as weights as recommended by
Ho et al. (2017b). The procedure is visualized with an
example in Figure 2.
We note that this is not a standard robust normal-
ization, in which the maximum flux is well defined and
set to unity, but it is a technique where the spectra
can be quantitatively and consistently compared be-
cause they are placed on a common flux scale. This
pseudo-normalization method sometimes over-fits too
deeply into absorption bands (e.g., Figure 2), but be-
cause the LAMOST spectra have the same Gaussian
function outlined in Ho et al. (2017b) systematically ap-
plied, it is the preferable technique as it avoids human
or physics-model bias from other standard normalization
methods.
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Figure 2. An example of a pseudo continuum-normalized
using Gaussian smoothing LAMOST spectrum of an M dwarf
from our training set. The effective Gaussian smoothing
width is 50 A˚. All spectra from each data subset (training,
validation, and survey) are normalized with this continuum
fitting method as defined by Ness et al. (2015) (see Section
2.1).
Next, LAMOST DR1 objects with no redshift Z pa-
rameter reported in the meta-data cannot be shifted to a
rest wavelength frame, a requirement for any spectrum
to be input into The Cannon. Approximately 10,000
stars were eliminated for this reason.
Finally, through visual inspection of a random set
of the LAMOST spectra for quality checks, some were
found to have unusually high flux at blue wavelengths
(∼4500A˚ and bluer) which is atypical of M dwarf stars
and almost certainly not intrinsic. We chose to elimi-
nate ∼1000 stars based on having especially severe up-
ward trends to the blue, which we defined on the basis
of the slope of the pseudo-continuum being more nega-
tive than −3 (in units of normalized flux per unit wave-
length). The cause of this high blueward flux effect is
unclear, but might be due to instrumental, calibration,
or sky subtraction error.
2.1.2. Spectrum filtering quality control
We require an objective measure of the quality of the
LAMOST spectra, both to select the highest quality
subset for training, and to ensure that we do not at-
tempt to classify very poor spectra.
We chose as our quality metric a measure of signal-to-
noise ratio (SNR), which we calculated from the sum of
the measured SNRs in the individual LAMOST quasi-
photometric bands (ugriz), hereafter SNRλ. This ap-
proach was preferred over the more formal method of
using flux error as it is computationally faster and in-
dependent of the bad pixel masks, and it is readily ob-
tainable from the LAMOST meta-data. We determined
a requirement of SNRλ > 50 based on validation test-
ing of the model described in Section 4.3; consequently
∼45,000 objects with SNRλ < 50 were eliminated from
any further analysis.
For the training subset, we chose to use a more strin-
gent quality threshold of SNRλ > 250 (see Figure 3).
These choices of SNRλ thresholds are described more
fully in Section 3.2.
2.2. TESS Cool Dwarf Parameters for Training and
Validation
The training and validation of The Cannon model re-
quires a set of stars whose physical parameters (i.e., la-
bels in Ness et al. 2015) are known. We adopt the pa-
rameters provided in the TCD as the known labels with
which to train and validate our model. Those parame-
ters were in turn determined by Muirhead et al. (2018)
on the basis of the empirical relations of Mann et al.
(2015).
Note that while the TCD was created in order to en-
hance planet detection around cool dwarfs by the TESS
mission, the TCD was created more generally to develop
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Figure 3. Signal to noise ratio measured in ugriz bands
(SNRλ) for both survey and training sets. Cutoff minimums
chosen were SNRλ>250 for the training subset and >50 for
the validation and survey subset (see Section 3.3).
a systematically vetted, brightness and proper-motion
limited sample of cool dwarfs across the sky in a man-
ner that is as unbiased as possible. We cross-matched
the LAMOST DR1 M-dwarf catalog with the entirety of
the ∼1 million sources in the TCD catalog, not just the
TCD targets that were ultimately selected by the TESS
mission for 2-minute cadence observations for planet de-
tection. Of course, our training set will necessarily in-
herit any features inherent in the TCD sample, the most
important of which are as follows (see Muirhead et al.
2018): Unresolved binaries will appear to have masses
and radii that are too large for their color; metallici-
ties are not known for the majority of the TCD sample,
hence we cannot train on metallicity as a data label and
we cannot incorporate any metallicity effects into our
trained model; the catalogs from which the TCD drew
its proper motions were highly incomplete in the South-
ern hemisphere; and some stars in the TCD relied on
inhomogeneous sources of photometry for colors.
Upon a quality check examination of Teff vs. M and
Teff vs. R for these stars, we found a small number of
stars whose TCD parameters deviate from the Mann
et al. (2015) empirical relations. These outliers are most
likely the result of inhomogeneous sources of photome-
try for some stars and/or unresolved binaries, as noted
above.
In order to ensure consistency in the parameters used
for the training, we eliminated these 18 outlier stars that
deviated in R by more than 0.01 R and in M by more
than 0.01 M.
3. METHODS
In this section we discuss the methods for ensuring
the accuracy of the model produced by The Cannon for
M dwarfs and detail how we further optimized the data-
driven model by choosing appropriate SNRλ minimum
cutoffs for training, validation, and survey sets.
Parameter uncertainties are currently not incorpo-
rated in The Cannon’s generative modeling; broadly,
the model output uncertainties are formal uncertainties
based on the flux error and closeness of the model fit
to a spectrum. We therefore determine more robust un-
certainties on the output parameters using the scatter
of the validation set about known parameters for the
30,152 TCD/LAMOST cross-matches, to find a function
that estimates parameter error with SNRλ, as described
in Section 4.3.
3.1. Model Training
In the first step, we trained The Cannon with the
training set of 1,388 stars for which we have high-quality
LAMOST spectra as well as parameters (Teff , R, M , and
L) from the TCD (see Section 2.2), and that satisfied the
quality control cuts discussed in Section 2.
As outlined in previous work (e.g., Ness et al. 2015;
Ho et al. 2017b; Behmard et al. 2019), we can repre-
sent a given spectrum’s flux at wavelength λ, fλ, as the
product of the model coefficients θλ and the spectrum’s
labels (i.e., physical parameters), l, plus noise:
fλ = θλ · l + noise (3)
The noise is the quadrature sum of the measurement
error in the observed flux, σλ, and the uncertainty in
the model coefficients, sλ:
noise = [s2λ + σ
2
λ]ζλ (4)
where ζλ is a random Gaussian deviate with zero mean
and zero unit variance (Ness et al. 2015). For our im-
plementation with training labels taken from the TCD,
we define l in terms of the physical parameters Teff , R,
M , and L, to second order and including cross-terms:
l ≡[1, Teff , R,M,L, Teff ·R, Teff ·M,Teff · L,R ·M,
R · L,M · L, T 2eff , R2,M2, L2]
(5)
where the first term allows for a linear offset in the
fitted flux values (Behmard et al. 2019).
For a given spectrum, n, we can then get the single-
pixel log likelihood function (ln p), which gives the most
likely flux value at a specific wavelength pixel, given
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model scatter, observational uncertainty, and set of la-
bels:
ln p(fnλ|θTλ , ln, s2λ) =
1
2
[fnλ − θTλ · ln]2
s2λ + σ
2
nλ
− 1
2
ln(s2λ + σ
2
nλ)
(6)
where the superscript T denotes the transpose of the
matrix. The Cannon then uses these pixel likelihood
probabilities to derive model coefficients that apply to
the full set of Ness et al. (e.g., 2015):
θλ, sλ ← argmax
θλ,sλ
N∑
n=1
ln p(fnλ|θTλ , ln, s2λ) (7)
The output of this step is a set of model coefficients
for each wavelength pixel for each stellar parameter.
The data-driven model can now be applied to any other
LAMOST spectrum, where the most probable value for
a stellar parameter can be calculated given flux and flux
error across all pixels.
3.2. Model Validation
Next, to validate The Cannon model, we applied the
trained data-driven model from above to the 30,152 stars
comprising the validation subset (see Section 2). We
chose 18,844 LAMOST spectra after the same quality
checks described in 2, except the SNRλ minimum is re-
duced to >50. Figure 4 shows the results of the vali-
dation, in which we compare the parameters output by
The Cannon to the input values as adopted from the
TCD.
Overall, we observe good one-to-one agreement be-
tween the TCD input and The Cannon output labels
for the validation set in all four of the training labels
(Teff , R, M , and L). The scatter about the one-to-one
line of agreement is approximately Gaussian (see the in-
sets in each panel of Figure 4), with Gaussian widths of
∼100 K, ≈0.06 R, ≈0.05 M, and ≈0.01 L in Teff , R,
M , and L, respectively. For reference, the uncertainties
in the training labels themselves as reported in the TCD
are ≈100 K, ≈0.06 R, ≈0.07 M, and ≈0.008 L, re-
spectively in Muirhead et al. (2018).
We do observe some slight asymmetry in the residu-
als about the one-to-one relation, or a “tail” of residuals
where The Cannon output labels are a bit larger than
the analogous values of TCD input labels. We also ob-
serve some evidence for breakdown of the model for the
coolest stars, i.e., Teff.3150 K (likely due to the small
number of M5–M6 stars in the training set), as well as
for the hottest stars, i.e., Teff&4000 K, where the scat-
ter in the residuals become slightly discontinuous and
asymmetric (Figure 4). The disagreement at the hotter
end (&4000 K) is not surprising, as the TCD’s upper
Teff limit is ∼4000 K (Muirhead et al. 2018).
3.3. SNRλ Quality Cutoffs
Several factors such as wavelength range, quantity
of objects in the training set, type of continuum-
normalization, label choice, and others, can affect the
accuracy of the labels derived by our trained model from
The Cannon package. In our tests with The Cannon
model applied to the LAMOST spectra, we found that
SNR of spectra, both for training and validation, was
the most important factor for model accuracy.
In order to determine an appropriate requirement for
SNRλ for both the final training subset described above
and for application of the trained model to the final
survey set described below, we examined The Cannon’s
performance as a function of SNRλ in Figure 5.
We found that the accuracy of the model worsened
significantly at SNRλ < 50, and so have opted in the
final results reported below to exclude such stars. For
example, at SNRλ. 50, the scatter in the inferred radii
and masses becomes &15% (see Figure 5). In addition,
we selected a threshold of SNRλ > 250 for the training
set, as these represent the very highest quality spec-
tra while still possessing a significant number of objects
(∼2300) to include in the training set. Moreover, in-
spection of the trends in Figure 5 reveal that the scat-
ter in the inferred parameters does not improve beyond
SNRλ≈ 250, thus we assume that including all objects
with SNRλ> 250 in the training set will maximize the
performance of the trained model. With this cutoff of
SNRλ< 250 and other quality checks, the final train-
ing set consists of 1,388 spectra that are each unique
objects (with unique LAMOST designations) out all
24,546 unique objects available that are cross-matches
with TCD.
4. RESULTS
After application of the quality and other cuts de-
scribed in the preceding sections, we have been able to
successfully apply The Cannon to 29,678 M dwarfs, for
which we report newly characterized Teff , R, M , and L
labels. A sample of these final results are reported in
Table 1.
4.1. Final Eliminations
We note that a small fraction of the stars analyzed
and that otherwise satisfied our quality cuts nonetheless
failed to be characterized by The Cannon. This was the
case for 2,445 stars, for which at least one or more of the
output labels failed, identified by NaN or negative label
values.
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Figure 4. Comparison of output to input labels for the validation data set, cross-matched between LAMOST DR1 and TCD.
While there is a general one-to-one relationship between the model-derived values and TCD, the model performs worse at either
end of the range of M subtypes (very early or late) as discussed in Section 3.2. A total of 18,844 spectra, or 11,279 individual
LAMOST objects comprises the validation set.
Designation Teff σTeff R σR M σM L σL SNRλ SpType χ
2
J080546.84+202017.8 3469.6 128.5 0.376 0.064 0.384 0.077 0.026 0.013 58.4 M4 1998.0
J064420.73+323838.6 3680.1 106.8 0.481 0.054 0.513 0.063 0.049 0.014 264.2 M1 1899.0
J131151.74+565947.5 3837.4 99.0 0.560 0.049 0.607 0.059 0.070 0.012 119.9 M1 1312.0
J095520.46+301012.0 3732.4 129.2 0.513 0.064 0.551 0.077 0.055 0.013 57.3 M2 3592.7
J100744.45−020217.4 3995.9 124.2 0.626 0.062 0.677 0.074 0.095 0.013 65.2 M0 2512.6
Table 1. Resulting stellar parameter values from applying The Cannon M dwarf model to LAMOST spectra. The formal error
(1σ) has been estimated from the best fitted polynomial function of SNRλ (see Section 4.3, Figure 5). Units for Teff , R, M ,
and L are K, R, M, and L, respectively. Spectral types are as reported by LAMOST DR1. The full table is available in
the electronic version of the Journal; a small sample is provided here for guidance regarding its form and content.
We visually inspected these failed cases, noting that
in many instances the LAMOST spectrum had a very
large positive or negative outlier feature, perhaps due to
bad pixels that were not masked. However, there were
also instances where visually the spectrum did not ap-
pear unusual. There were no other obvious trends in the
characteristics of the failed spectra; they covered a large
SNRλ range and included both early and late subtypes.
In conclusion, we were not able to determine an obvious
common cause for this failure. In any case, these have
been completely removed from our final characterized
set in Table 1 and what is shown in Figures 6, 7, and 8.
Finally, we also eliminated a small number of stars
whose final goodness-of-fit statistic (χ2) from The Can-
non was very poor. This is shown in Figure 6, where we
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Figure 5. Relationship between SNRλ and label residuals between cross-matches of LAMOST DR1 and TCD. Each point
represents the bin average and its horizontal bar represents that bin’s width. We note bin width increases at high SNRλ so that
each bin contains approximately the same number of objects (1360±5; 860 in the bin for SNRλ > 239). A small number of stars
beyond SNRλ > 300 are not shown. The coefficients of the best-fit 2nd degree polynomial are provided in Table 2. The solid
line represents the adopted error floor for SNRλ > 225.
adopted a cutoff of χ2 < 5,000, corresponding to a χ2 of
∼3 per degree of freedom.
0
20
00
40
00
60
00
80
00
10
00
0
12
00
0
14
00
0
Model χ2
0
5000
10000
15000
20000
25000
S
p
ec
tr
a
co
u
nt
χ2 = 5000
Figure 6. Distribution of χ2 values for The Cannon model
fit for all spectra in the survey set. Since the majority of
stars had χ2 < 5,000 (corresponding to χ2 less than ∼3 per
degree of freedom), we eliminate any object that had a χ2
greater than this threshold (see Section 4.1).
4.2. Model Parameters
The parameters of the M dwarfs The Cannon
has calculated from LAMOST DR1 spectra are as
expected for their spectral types. Their ranges
are 2901<Teff<4113 K, 0.14< R <0.66 R, 0.10<
M <0.71 M, and 0.002< L <0.115 L. Note that
the relatively smaller number of characterized stars at
the coolest Teff (latest spectral subtypes) is at least in
part due to our quality cuts that require SNRλ > 50
and that our training set had fewer stars in this range.
While the LAMOST pipeline does not provide a Teff
estimate for most M dwarfs in the catalog, the catalog
does provide an estimated subtype, which we used as a
sanity check on the Teff output by our trained model (see
Figure 7). We find that there is a reasonable progres-
sion from higher to lower Teff derived from The Cannon
corresponding to increasingly later subtypes reported by
LAMOST. The overall distribution of model-derived pa-
rameters of the newly characterized 33,095 LAMOST
spectra can be seen in Figure 8.
4.3. Error Estimation
As described above, we experimented by running The
Cannon with many different training subsets and as-
sessing the impact of different input variables on the
scatter in the resulting output parameters. We found
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Figure 7. Comparison of subtype as reported in the LAM-
OST DR1 M catalog (Guo et al. 2015) to the outputed
model-derived Teff by The Cannon.
that SNRλ is by far the most important predictor of the
parameter scatter (see Figure 5) versus other potential
factors (e.g., continuum normalization method, different
pixel masks, etc). Therefore, we proceed to derive stellar
parameter errors for a particular spectrum as a function
of its SNRλ. Figure 5 shows the empirical relationship
between the standard deviation of the residuals of each
label from the validation step and the SNRλ.
We have opted to approximate the relationship be-
tween parameter scatter and SNRλ with a simple poly-
nomial function. This is the simplest form that appears
to reasonably well represent the empirical relationship—
it is not derived from first principles—however, we be-
lieve it fully suffices for our purposes here. Table 2 re-
ports the coefficients of the fitted polynomial relation-
ships, which we use to report the final estimated uncer-
tainties on the labels that we report in Table 1.
We do note that the uncertainties we infer in this way
for the high SNRλ training sample are very similar to
those reported by Muirhead et al. (2018), even though
The Cannon model does not incorporate label uncer-
tainties in its training. In other words, the model ap-
pears to be naturally reproducing the expected errors for
the highest quality sample, effectively setting the error
floor for the output parameters.
5. SUMMARY
We were successfully able to extend the range of use
for The Cannon in determining properties of M dwarfs
to low-resolution, low signal-to-noise, optical spectra.
We obtained spectra from the LAMOST DR1 M dwarf
catalog and properties from the TESS Cool Dwarf Cat-
alog, and performed a cross-label transfer similar to the
procedure detailed in Ho et al. (2017b). First, we per-
formed quality checks on the spectra before implement-
ing the model, such as filtering out poor spectra and es-
tablishing minimum signal-to-noise ratio (SNRλ) cutoffs
(Section 2.1.2, Section 3.3). We selected a training sub-
set with the best available (SNRλ>250) LAMOST spec-
tra that also had reasonable TESS Cool Dwarf Catalog
parameters to train the model (Section 2.2). We then
assessed the model’s validity and calculated parameter
errors as a function of SNRλ (Section 3.2, Section 4.3).
We also eliminated objects from our final characterized
survey set according to poor χ2 and kept only objects for
which all four model parameters (Teff , R, M , L) could
be determined successfully.
In the end, were able to apply this method to deter-
mine the properties of ∼30,000 M dwarfs observed by
LAMOST that had not been otherwise characterized.
We achieve typical uncertainties of 110 K in Teff (∼3%),
0.065 R (∼14%) in radius, 0.054 M (∼12%) in mass,
and 0.012 L (∼20%) in luminosity, driven almost en-
tirely by the precision and range of the training set. The
model presented here can be rapidly applied to future
LAMOST data releases, significantly extending the sam-
ples of well characterized M dwarfs across the sky using
new and exclusively data-based modeling methods.
There is room for future improvements. One partic-
ular area for improved accuracy would be to incorpo-
rate parameter measurement uncertainties as as an ad-
ditional weight for the model. The Cannon approach
can also be sensitive to outliers, especially if the training
set is small. We therefore recommend careful scrutiny
and removal of outliers, such as by the procedures we
adopted in Sections 2.1.2 and 2.2.
Even so, this work demonstrates that The Cannon
model can be applied to M dwarfs with a smaller training
set than those used in previous works (e.g., Ness et al.
2015, 2016; Ho et al. 2017b,a), and can be used specif-
ically to determine basic stellar properties from LAM-
OST M dwarf spectra with high accuracy and speed.
B.G. acknowledges partial funding support from
NSF PAARE grant AST-1358862 through the Fisk-
Vanderbilt Masters-to-PhD Bridge Program. B.R-A. ac-
knowledges funding support from FONDECYT through
grant 11181295.
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ner (Foreman-Mackey 2016), matplotlib (Hunter 2007),
numpy (Oliphant 2006)
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