This paper deals with the optimal tracking problem for switched systems, where the control input, the switching times and the switching index are all design variables. We propose a three-stage method for solving this problem. First, we fix the switching times and switching index sequence, which leads to a linear tracking problem, except different subsystems are defined in their respective time intervals. The optimal control and the corresponding cost function obtained depend on the switching signal. This gives rise to an optimal parameter selection problem for which the switching instants and the switching index are to be chosen optimally. In the second stage, the switching index is fixed. A reverse time transformation followed by a time scaling transform are introduced to convert this subproblem into an equivalent standard optimal parameter selection problem. The gradient formula of the cost function is derived. Then the discrete filled function is used in the third stage to search for the optimal switching index. On this basis, a computational method, which combines a gradient-based method, a local search algorithm and a filled function method, is developed for solving this problem. A numerical exampleis solved, showing the effectiveness of the proposed approach.
Introduction
Switched systems, which include variable structure systems and multi-modal systems, are an important class of hybrid systems. They have many practical applications arising in areas such as. the control of mechanical systems, the automotive industry, aircraft and air traffic control, and switching power converters. For further details, see [14] . With regard to these, the question on the determination of optimal control laws for switched systems has been widely investigated in recent years and many results are now available in the control and computer science literature. In [12, 13, 15] , some necessary and sufficient conditions for optimality are obtained. In [2] , a method for solving a hybrid optimal control problem is formulated for a two-switched system. The two-switched system is embedded in a larger family of systems for which an optimization problem is formulated. In [6] , convex dynamic programming is used to approximate optimal switching control laws and to compute lower and upper bounds of the optimal cost. In [18] , a class of optimal control problems for the switched systems with a pre-specified sequence of active subsystems is considered. This optimal control problem is first transformed into an equivalent optimal parameter selection problem parameterized by the switching instants. The gradient formula of the cost function is then derived and a gradient-based method is thus developed. However, how to determine the switching index sequence is still a challenge. For this, a discrete filled function method can be used. The concept of a filled function was first introduced in [5] for global optimization with continuous variables. A discrete filled function method is developed in [11] to solve discrete global optimization problems. In [4, 17] , efficient discrete filled function methods are developed to solve the optimal control problem of discrete-time switched systems and impulsive optimal control problem, respectively.
Tracking problems are a special class of optimal control problems. The theory of optimal tracking controllers for linear systems is now fundamental to the subject and is covered in most standard control text books. See, for example, [1] and [10] . For nonlinear dynamical systems, results obtained using the differential geometric approach are summarized in [7] -an outstanding book by Isidori, where clear connections linking the concept of the inverse system and the zero dynamics are established.
For fixed multi-variable linear or nonlinear continuous dynamic plants, internal model theory has been developed to realize good tracking. For switched and hybrid systems, there are very few results on tracking problems. In [3] , an approach is proposed for exact output-tracking of switched systems, which is also applicable to non-minimum-phase systems. They present necessary and sufficient conditions for the solvability of the inversion problem for linear systems with switches, where the inverse is used to track the desired output. In [19] , a multi-contact hand manipulation problem in a hybrid system field is considered and an MLD model, which encapsulates switching between types of motion and phases of continuous motion, is proposed. Then the tracking problem of a hybrid system to follow a family of reference signals produced by an external signal generator is considered, and the existing internal model theory for continuous systems is extended to deal with the tracking problem for the hybrid system. The rest of the paper is organized as follows. In Section 2, we provide the exact problem formulation. In Section 3, we decompose our problem into three subproblems and then propose a method for solving the first subproblem. In Section 4, we suppose the switching index sequence is given. Then, a reverse time transformation followed by a time scaling transformation is introduced. We convert this problem into an equivalent optimal parameter selection problem in standard form. Then a gradientbased algorithm is developed. In Section 5, a discrete filled function is used to search for the optimal switching index sequence. A computational procedure is developed in the same section. A numerical example is solved in Section 6 so as to illustrate the effectiveness of the method. Section 7 concludes the paper.
Problem formulation
We consider the switched linear system The set of the switching signal sequences in t e [to, tf] is defined as: 
. , M ) , while C(t), Q(t) and R(t) are continuous in t e [r 0 , t f ].
The optimal tracking problem for the switched system may now be formulated as follows. PROBLEM 1. Given the switched dynamical system (2.1)-(2.4), find a piecewise continuous control input u(t) € ^ and a switching signal a e E such that the cost function
J(a, u) = l -[y(t f ) -y(t f )] T S [y(t f ) -y(t f )]

+ o / \{y(O-y(t)) Q(t)(y(t)-y(t)) + u T (t)R(t)u(t)\dt
is minimized, where y(t) is a given r-dimensional continuous trajectory vector to be tracked, Q{t) and R{t) are continuous matrix-valued functions with appropriate dimensions in / 6 [t 0 , tf], and for each t e [t 0 , tf], they are symmetric positive semidefinite, while S is a symmetric positive semi-definite constant matrix with proper dimension.
A three-stage optimization approach
In Problem 1, there are three types of decision variables: The first one is a piecewise continuous control input, the second one is the switching time sequence and the third one is the switching index sequence. Problem 1 is, in fact, a mixed-integer programming problem. We can't solve this problem by using conventional linear quadratic optimal control theory due to the presence of the varying switching times and the switching index sequence. If we suppose that the switching times and the switching index sequence are fixed, then the optimal tracking problem becomes a linear tracking problem. However, it is not a standard linear tracking problem, as the active subsystem is different during different subintervals. We decompose this problem into three subproblems: Problem PI, Problem P2 and Problem P3 to be defined in the following.
PROBLEM PI. Given a fixed switching signal, find an optimal control input u e % such that the cost function (2.6) is minimized subject to system (2.1)-(2.4).
Problem PI is a tracking problem but with different subsystems being used in different time intervals. The following theorem gives the parameterized optimal control and the corresponding cost function. THEOREM 3.1. The optimal control input and the optimal cost function for Problem PI are, respectively,
and
where
b(t), g(t) and P(t) are, respectively, determined by b{t) = -(A ki (t) -B kt (t)R-\t)Bl(t)P(t))
T b{t) + C T it)Qit)yit), t 6 /,, i = l,...,N, b(ff) = -C T it f )Syit } ), (3.4) btf) = b{t i ), i = l N-\, (3.5) git) = b T {t)B ki it)R-\t)B T ki it)bit) -y T it)Qit)yit), t e /" i = 1,..., N, (3.6) git/) = y T it f )Syitf), (3.7) g(t+) = g (t,), i = \ , . . . , N -\ (3.8)
and -P(t) = P(t)A ki (t) + A T ki (t)P(t) -
PROOF. Define the Hamiltonian function as
where X/,
Applying the necessary condition for optimality, we take the partial differentiation of H with respect to u and then set it equal to zero. This gives
where X(t) is the solution of the co-state system:
with the terminal condition and intermediate conditions
is positive definite, (3.14) yields
We assume that the state and the co-state satisfy The closed loop control law is
= P(t)x(t) + b(t).
Thus -P(t) = P(t)A ki (t) + A T ti (t)P(t) -P(t)B kl (t)R-\t)B£(t)P(t) + C T (t)Q(t)C(t),
By virtue of (2.2), (3.17) and (3.19), we can show, on substituting u* for u in (2.6) and using integration by parts, that This completes the proof.
• From Theorem 3.1, we see that we have obtained the optimal control input and the corresponding form of the cost function. Now, let the switching index sequence be fixed. Then we have Problem P2. PROBLEM P2. Suppose that the switching index sequence is given. Find a switching times vector / e 0 such that (3.2) is minimized subject to the systems (3.3)-(3.11).
Problem transformation
Problem P2 is an optimal parameter selection problem governed by systems of differential equations with final time and intermediate time conditions. We shall transform it into the form involving initial value systems by using a simple reverse time transformation.
Denote A,(r) = A,(r(T)), B,(x) = B,(t(r)), i = 1 M, = C(r(r)), Q(T)=Q(t(r)), /?(r) = R(t(r)), y(r) = ), fa) = b(t(z)), g(r) = g(t(r)).
Let 8 = (TI, . . . , r w _i) r . Then, 0, which is defined in (2.5), is also the set of all such 9.
Problem P2 becomes:
PROBLEM P2. Suppose that the switching index sequence y is given. Accordingly, the optimal control input (3.1) becomes
Note that the switching instants in the cost function are decision variables. Now we introduce a time scaling transform, which is called the control parametrization enhancing transform (CPET) in [9] , given below: 
C{s) = C{x{s)), Q(s) = Q(x(s)), R(s) = R(x(s)), y(s) = }(*(*))> P(s) = P(r(s)), b(s) = b(x(s)), g(s) = g(x(s)).
Then, (4.l)-(4.10) is written as
, (4.17) where P, b and g are, respectively, determined by For brevity, we set
Pi2 (s)
and Define -I Jo PROOF. The proof is similar to that given for Theorem 5.2.1 in [16] .
x(s) = [xj(s), xl(s), xl(s), xJ( S ))
• D
To solve Problem P2, any gradient-based method can be used, such as the sequential quadratic programming method (see, for example, [16] ). For this, we need the value of the cost function (4.29) for each 8 e A as well as the gradient formula of the cost function (4.33) for each S e A. They are calculated by: ALGORITHM 1. Step 1. Construct the expressions of the cost function (4.17), the control input (4.11) and the state function (4.18)-(4.26).
Step 2. For a given 8 e A, compute the solution i(-|<5) of the system (4.27)-(4.28) forward in time from j = 0 to s = 1 to obtain x(-\8), s e [0, 1). Then use Jc(115) as the initial condition,, solve the system from s = 1 tos = 2 to obtain i(.y|<$),.5 e [1,2). This process is repeated until x(-\8) are obtained for s e [N -1, N) . Then, x(-\8) is known for s 6 [0, N].
Step 3. Compute the corresponding value ofJf (5, y) from (4.29) for the given 8 e A.
Step 4. Similar to Step 2, we solve the co-state differential equation (4.31) backward in time with the terminal condition (4.32) from s = N to s = 0. This gives rise to the solution ix(-\8) of the co-state system.
Step 5. Compute the gradient of the cost function with respect to 8 according to formula (4.33).
Discrete filled function method
Suppose that for each switching index vector y, through solving Problem P2, we obtain an optimal switching time vector, denoted by <5*(y). Then we obtain Problem P3. is minimized.
For all y\ y 2 e F, let p be a nonnegative function from F x F into K defined by where Q denotes the characteristic function given by
Jo, if i = j,
Here p is a metric in the space F. Then, the space F equipped with the metric p is a metric space. Let it be denoted by (F, p).
Before proceeding further, we introduce the following definitions [4] . Based on Definitions 1 and 2, we can easily find a local minimizer by using the following algorithm. ALGORITHM 2. Step 1. Set the initial switching index vector y° and compute the value of (5.1).
Step 2. Compute the value of Sf(y), Vy g jV(y°). If there exists y\ such that i f ( y ' ) < J?(y°), then go to Step 3. Otherwise, y° is a local minimizer of S?(y). Stop.
Step 3. Set y° = y 1 as the initial switching index vector. Go to Step 2.
In order to find a global solution, we shall use the discrete rilled function method. The following definition is needed. DEFINITION 3. Given that y* is a local minimizer of Jf over (F, p) , B(y*) is said to be a discrete basin of If at y* over (r, p) if B(y *) c (F, p) and the descent trajectory from any initial point in B(y*) converges to y*, but the descent trajectory from any initial point in F \ B(y*) does not converge to y*.
We introduce the following function
When yu. 2 > 0, Hi < /x 2 /£ (L is a sufficiently large real number), (5.2) is called a discrete filled function (for details, see [11] ). It follows from [11] that y* is a local maximizer of F and the optimization process applied to F can jump out of the current discrete basin by using any descent method.
Using the current local minimizer as an initial vector and considering the discrete filled function as the the objective function, we can find a better minimizer, if it exists.
The solution procedure for Problem 1 may now be summarized as follows.
Step 1. Choose an initial switching index sequence y° e F and an initial switching time sequence t° e 0. Regard Problem 1 as a linear tracking problem.
Step 2. Obtain the optimal control by using (3.1), and substitute it into the cost function (2.6). This gives rise to a new cost function (3.2).
Step 3. Use the reverse time transformation to convert Problem P2 into Problem P2.
Step 4. Use the time scaling transformation (4.12) to (4.14) to convert Problem P2 into Problem P2.
Step 5. Problem P2 is an optimal parameter selection problem, which is solved as a constrained optimization problem. The optimal control software package, MISER 3.3 [8] is used, where the optimization technique used is sequential quadratic programming (see [16] ). The value of the cost function (4.29) and its gradient for each 8 e A are computed by Algorithm 1. The optimal solution obtained is then used to construct the function ££.
Step 6. Apply Algorithm 2 to find a local minimizer for the cost function (5.1), where for each switching index vector, its corresponding value of Jf is computed from Step 2 to
Step 5. Let y* denote the minimizer.
Step 7. Set y* as the initial point and apply Algorithm 2 to search for a point better than the current local minimizer y*, with the discrete filled function F^l iW used as the objective function. If a point y better than y* is found during the search, then stop searching and set y° = y. Go to Step 6. Else if a point better than the current minimizer u* is not found when the local minimizer y** of the discrete filled function has been determined, go to Step 8. and the optimal objective function value 8.95108976. The trajectory of the system output using the optimal switching index sequence and the optimal sequence of switching time instants versus the reference signal are depicted in Figure 1 , where the trajectory of the system output and the reference signal with the optimal switching index sequence are displaced.
Conclusions
We considered a class of optimal tracking problems involving switched systems, where the switching signal and the control input are considered as decision variables. We developed an efficient method for solving this optimal tracking problem involving switched systems as a three-stage optimization problem. Through an illustrative example we can see the effectiveness of the method developed.
