We consider the evolution of quasi-free states describing N fermions in the mean field limit, as governed by the nonlinear Hartree equation. In the limit of large N , we study the convergence towards the classical Vlasov equation. For a class of regular interaction potentials, we establish precise bounds on the rate of convergence.
Introduction and main results
This work is motivated by the study of the time-evolution of systems of N fermions in the mean field regime, characterized by a large number of weak collisions. For fermions (particles described by wave functions that are antisymmetric with respect to permutations), the mean field limit is naturally linked to a semiclassical limit with Planck's constant ε = N −1/3 tending to zero, as N → ∞ (see [5] ).
In particular, we are interested in the evolution of quasi-free states, described in terms of their reduced one-particle density matrix. We denote by ω N the one-particle reduced density matrix of a quasi-free state with expected number of particles equal to N . Hence, ω N is a trace class operator over L 2 (R 3 ) with 0 ≤ ω N ≤ 1 and tr ω N = N (every such ω N is the reduced density of a quasi-free state with expected number of particles given by N ).
The energy of the quasi-free state with reduced density ω N is given by the Hartree-Fock functional where we use the notation ω N (x; y) for the integral kernel of the operator ω N and where V denotes the interaction potential (we could also have added an external potential; it would not play an important role in our analysis). We expect, and in some cases one can also show [5, 4, 15] , that the many-body evolution of an initial quasi-free state with reduced density ω N can be approximated by an evolved quasi-free state, with reduced density ω N,t . It is then simple to derive a self-consistent equation for the dynamics of ω N,t ; we find the nonlinear time-dependent Hartree-Fock equation iε∂ t ω N,t = −ε 2 ∆ + (V * ρ t ) − X t , ω N,t (1.2) with initial data ω N,0 = ω N . Here, we introduced the density ρ t (x) = N −1 ω N,t (x; x) and the exchange operator X t with the integral kernel X t (x; y) = N −1 V (x − y)ω N,t (x; y). Notice that (1.2) is a Hamiltonian equation with conserved number of particles tr ω N,t = tr ω N = N and with conserved energy (1.1).
It turns out that, in the mean field limit, the contribution of the exchange term [X t , ω N,t ] to the Hartree-Fock equation (1.2) is of lower order, at least for regular potentials. It is easy to check that the exchange term is negligible by looking at its contribution to the energy (1.1). For bounded V , we find 1 2N dxdy V (x − y)|ω N (x, y)| 2 ≤ C N ω N 2 HS ≤ C while E HF (ω N ) is typically of order N (it is also possible to show that the exchange term is negligible on the dynamical level, for initial data with the appropriate semiclassical structure; see [5, Prop. A1]). As a consequence, instead of considering the Hartree-Fock equation (1.2), we will drop the exchange term and study the fermionic Hartree dynamics, governed by the nonlinear equation The Wigner transform W N,t can be used to simply compute expectations in the quasi-free state ω N,t of observables depending only on the position x or on the momentum iε∇ of the particles. In fact, for a large class of functions f on R 3 , tr f (x)ω N,t = dxf (x)ω N,t (x; x) = N dvdxf (x)W N,t (x, v) and tr f (iε∇)ω N,t = N dxdv f (v)W N,t (x, v)
In other words, dv W N,t (x, v) is the density of fermions in position space at point x ∈ R 3 , while dxW N,t (x, v) is the density of particles with velocity v ∈ R 3 . Notice however, that W N,t is not a density on the phase-space, because in general it is not positive (this observation is related with the Heisenberg principle; position and momentum of the fermions cannot be measured simultaneously with arbitrary precision).
From (1.2), we find an evolution equation for the Wigner transform W N,t :
iε∂ t W N,t (x, v) = 1 (2π) 3 dy iε∂ t ω N,t x + εy 2 ; x − εy 2 e −iv·y = ε 2 (2π) 3 dy (−∆ x+εy/2 + ∆ x−εy/2 )ω N,t x + εy 2 ; x − εy 2 e −iv·y + 1 (2π) 3 dy (V * ρ t (x + εy/2) − (V * ρ t )(x − εy/2)) ω N,t x + εy 2 ; x − εy 2 e
−iv·y
Using −∆ x+εy/2 + ∆ x−εy/2 = −2/ε∇ x · ∇ y and expanding V * ρ t (x + εy/2) − (V * ρ t )(x − εy/2) ≃ εy · ∇(V * ρ t ) + O(ε 2 ) we conclude, formally, that iε∂ t W N,t (x, v) = − 2ε 1 (2π) 3 ∇ x · dy ∇ y ω N,t x + εy 2 ; x − εy 2 e −iv·y dy + ε∇(V * ρ t )(x) 1 (2π) 3 dy y ω N,t x + εy 2 ; x − εy 2 e −iv·y dy + O(ε 2 )
As a consequence, we expect that, in the limit N → ∞ (and hence ε → 0; recall that ε = N −1/3 ), W N,t approaches a solution W t of the classical Vlasov equation
with the density ̺ t (x) = W t (x, v)dv (in contrast with W N,t , the limit W t is a probability density, if this is true at time t = 0). The goal of this paper is to study the convergence of the Hartree dynamics towards the Vlasov equation (1.5), in the limit N → ∞. This work is not the first one devoted to the derivation of the Vlasov equation (1.5) from quantum evolution equations.
In [13, 16] , the Vlasov equation is obtained directly from many body quantum dynamics, starting from the fundamental N -fermion Schrödinger equation (the Vlasov equation also emerges in the Nboson case, if the mean field limit is combined with a semiclassical limit; see [10] , where the dynamics of factored WKB states is analyzed). In [11, 12] , the authors take the Hartree equation (1.3) as starting point of their analysis, and they prove convergence (in a weak sense) towards the solution of the Vlasov equation (1.5) . Note that the analysis of [11, 12] also applies to singular interactions, including a Coulomb potential (the analysis was extended to the Hartree-Fock equation in [9] ).
In [13, 16, 11, 12, 9] , the convergence towards the classical Vlasov dynamics is established in an abstract sense, without control on its rate. The problem of determining bounds on the rate of convergence is not only of academic interest. When considering applications to real physical systems, the number of particles N is large but, of course, finite. Bounds on the rate of convergence are therefore important to decide whether N is large enough for the Vlasov equation to be a good approximation of the Hartree and of the full many body Schrödinger dynamics.
Estimates on the distance between the many body Schrödinger evolution and the Hartree dynamics have been proven in [7] for analytic potentials and for short times. Recently, this result has been improved in [5, 4, 15] , where the convergence has been shown to hold for all times and for a larger class of regular potentials (the convergence of many-body quantum dynamics towards the Hartree evolution has also been proven in different regimes, see [3, 8] ).
Bounds on the rate of convergence of the Hartree evolution towards the Vlasov equation have been first obtained in [2] . In this paper the authors obtain the convergence in the Hilbert-Schmidt with a relative rate ε 2/7 = N −2/21 for sufficiently regular initial data and potentials (they require V ∈ H 1 (R 3 ) and that V ∈ L 1 (R 3 , (1 + |p| 4 )dp)). For smooth potentials, an expansion of the solution of the Hartree equation (1.3) in powers of ε has been shown in [14, 1] .
Our approach here is similar to the one of [2] ; we consider the solution of the Hartree equation (1.3) with a classical initial data (given by the Weyl quantization of a probability density W 0 on the phasespace) and we compare it with the Weyl quantization of the solution of the Vlasov equation (1.5). We consider regular interaction potential, and we obtain optimal bounds on the rate of the convergence proving that, for every fixed time t ∈ R, the relative error is of the order ε = N −1/3 in the limit of large N . Depending on the assumptions on the initial probability density, we obtain convergence in different topologies. For very smooth initial data W 0 , we get convergence in the trace norm. Under weaker regularity assumption on W 0 (essentially, W 0 has to be in a weighted version of the Sobolev space H 2 (R 3 × R 3 )), we show convergence in the Hilbert-Schmidt norm. Finally, with no regularity assumption on W 0 , we obtain convergence for expectation values of semiclassical observables. We insist here in considering also W 0 with no regularity, because this is important for the analysis of the dynamics of initially trapped data at zero temperature (ground states of such systems are believed to be approximately quasi-free, with W 0 being a characteristic function on the phase-space).
Notice that, combining the results of this paper with the ones of [5, 4] , we also obtain optimal bounds on the rate of convergence of the many-body Schrödinger evolution towards the classical Vlasov dynamics.
Next, we present our main theorems. Let W 0 ∈ L 1 (R 3 × R 3 ) be a probability density on the phase-space R 3 × R 3 , i.e. W 0 ≥ 0 and dxdv W 0 (x, v) = 1. We consider the Weyl quantization of W 0 given by
Then ω N is a non-negative trace-class operator on L 2 (R 3 ) with tr ω N = N and 0 ≤ ω N ≤ 1. It describes therefore a fermionic quasi-free state with expected number of particles N . On the one hand, we denote by W t ∈ L 1 (R 3 × R 3 ) the solution of the Vlasov equation (1.5) with initial data W 0 ; for every t ∈ R, W t is a probability density, with dxdv W t (x, v) = 1. For every t ∈ R, we define the Weyl quantization of W t by
On the other hand, we denote by ω N,t the solution of the Hartree equation (1.3) with initial data ω N . We are interested in bounds for the difference between ω N,t and ω N,t , in the limit of large N (similarly, we could have compared the solution of the Vlasov equation W t with the Wigner transform W N,t of the solution ω N,t of the Hartree equation; the two notion of convergence are, at least in the L 2 -sense, equivalent). To state our results, we introduce some norms for functions on the phase space. For s ∈ N, we consider the Sobolev norm f
where β is a multi-index, and ∇ β can act on both position and momentum variables. Furthermore, we introduce the weighted Sobolev norms
We are now ready to state our first main theorem.
and let W 0 ∈ H 5 2 (R 3 × R 3 ) be a probability density on the phase-space. Then there exists a constant C > 0 (depending on ∇ 2 V ∞ and on the H 1 2 norm of W 0 , but not on its higher Sobolev norms) such that
The fact that in (1.8) the higher Sobolev norms of W 0 appear with additional factors of ε suggests that, with an appropriate approximation argument, one should be able to relax part of the regularity assumption on the initial probability density W 0 . This is indeed possible, if we require slightly more regularity of the interaction potential V and if we estimate the difference ω N,t − ω N,t in the HilbertSchmidt norm, rather than in the trace norm (the Hilbert-Schmidt norm of a reduced density is directly related with the L 2 norm of its Wigner transform; there is no such simple relation between the trace norm of a reduced density and the L 1 -norm of its Wigner transform).
) be a probability density on the phase-space such that v 2 W 0 1 < ∞ (finite kinetic energy per particle). Then, there exists a constant C > 0 depending only on W 0 H 2 2 , on the kinetic energy v 2 W 0 1 and on the integral (1.9) such that
Although in Theorem 1.2 the assumptions on W 0 are weaker than in Theorem 1.1, we still need
. From the point of view of physics, it is interesting to consider initial data approximating equilibrium states of confined fermionic systems. At positive temperature, equilibrium states are mixed and, typically, the corresponding Wigner transform satisfies W 0 ∈ H 2 2 (R 3 × R 3 ). At zero temperature, on the other hand, the ground state is approximated by a Slater determinant. Typically, the corresponding Wigner transform is not regular. In fact, its semiclassical approximation is the characteristic function of the set |v| ≤ cρ 1/3 T F (x), where ρ T F is the Thomas-Fermi density (minimizing the Thomas-Fermi energy functional). In this case, W 0 ∈ H 2 (R 3 × R 3 ). So, while Theorem 1.1 and Theorem 1.2 provide a good description of the fermionic dynamics in the mean field limit at positive temperature, they cannot be applied at zero temperature. Nevertheless, it turns out that convergence towards the Vlasov dynamics can also be shown for initial data without regularity, however only in a weaker sense, after testing against semiclassical observables (observables whose kernel varies on the length-scale ε in the (x − y) direction). This is the content of our last main theorem. for all p, q ∈ R 3 , t ∈ R. The conclusion (1.12) remains true, if, instead of (1.11), we assume that
and that the probability density
for a constant C > 0.
The rest of the paper is devoted to the proof of our three main theorems, appearing in Sections 2-4. Appendix A contains an important lemma on the propagation of regularity for the solution of the Vlasov equation (1.5), which is used in Sect. 2 and Sect. 3. Appendix B, on the other hand, contains a bound on the propagation of certain semiclassical commutators, which plays a key role in Sect. 3 and in Sect. 4.
On the other hand, ω N,t is the Wigner transform of the solution W t of the Vlasov equation (1.5). We find that ω N,t satisfies iε∂ t ω N,t = −ε 2 ∆, ω N,t + A t where A t is the operator with the kernel
We conjugate now the difference ω N,t − ω N,t with the unitary operator U (t; 0). Taking the time derivative, we find
where B t denotes the operator with the integral kernel
Integration in time gives (since, at time
Taking the trace norm, we obtain
We consider the first term on the r.h.s. of (2.5). To this end, we observe that
We have
where on the r.h.s. the supremum is taken over all bounded operator with operator norm lesser or equal to one. We conclude that
On the other hand, we write
An explicit computation shows that
, it has the integral kernel
where we used the definition of ω N,s as the Weyl quantization of the solution W s of the Vlasov equation, with initial data W 0 . Taking into account the fact that the Laplacian ∆ x can act on the potential V (x − z), on the function W s or on the phase e iv·(x−y)/ε , we obtain that
We estimate now the Hilbert-Schmidt norm of the different contributions on the r.h.s. of (2.7). To control the term A 1 , we expand
for an appropriate ξ on the segment between x − z and y − z. Using the bound
and the assumption (1.7) on the potential we can control the Hilbert-Schmidt norm of A 1 by
where the constant C > 0 can depend on W 0 H 1 2 but not on the higher Sobolev norms of W 0 .
Next, we consider the second term on the r.h.s. of (2.5). Recalling the definition (2.3) of the operator B t , we find
In the contributions B 1 , B 4 , B 6 , B 7 , we need to extract additional factors of ε (at the end, we need to prove that B HS ≤ C √ N ε 2 ). To this end, we write
and we estimate, using the assumption (1.7) and integrating by parts,
Hence, the Hilbert-Schmidt norm of B 1 can be bounded (similarly as we did in (2.8)) by
Proceeding similarly to control the Hilbert-Schmidt norm of the other terms on the r.h.s. of (2.11) (notice that
, we conclude that
where the constant C > 0 depends on
but not on the higher Sobolev norms of W 0 ). Again using Proposition A.1, we bound the weighted Sobolev norms of the solution W s of the Vlasov equation with the corresponding initial values. We find (since the constant C is allowed to depend on
Inserting the last equation and (2.9) in (2.5), we conclude that
Gronwall's lemma implies the desired bound
W k 0 is then a probability density over the phase space and W k 0 ∈ H 5 2 (R 3 × R 3 ). We notice that
for s = 0, 1 (with the convention H 0 ≡ L 2 ) and for a = 0, 1, 2. We denote by W t and W k t the solutions of the Vlasov equation (1.5) with initial data W 0 and W k 0 . The Weyl quantization of W t and W k t , defined as in (1.6) will be indicated by ω N,t and ω k N,t , respectively. Notice that, from the definition (1.6), we have ω N,t HS = N 1/2 W t 2 = N 1/2 W 0 2 for all t ∈ R. In fact,
Let ω N and ω k N be the Weyl quantization of the initial data W 0 and W k 0 . From (3.1), we find
We denote by ω N,t and ω k N,t the solutions of the Hartree equation (1.3), with initial data ω N and, respectively, ω k N . We need to compare ω N,t with ω N,t . To this end, we will first compare ω k N,t with ω k N,t . Later, we will have to compare ω N,t with ω k N,t and, separately, ω N,t with ω k N,t . Step 1. We claim that there exists a constant C > 0 such that
From Theorem 1.1, we find
for a constant C > 0 depending on W 0 H 2
2
. Here we used the fact that
Using (2.4), we can also bound the Hilbert-Schmidt norm of the difference ω k N,t − ω k N,t . We find
where B k s is the operator with the integral kernel
To estimate the first term on the r.h.s. of (3.5), we observe that
and the assumption (1.9) on the potential, we conclude that
and thus, similarly to (3.2),
In the second inequality we used the propagation of regularity for solutions of the Vlasov equation, discussed in Appendix A. Inserting the last bound and (3.4) in (3.6), we obtain
As for the second term on the r.h.s. of (3.5), we have
using the assumption (1.9). Since
we find, similarly to (3.2),
Here we used again the propagation of regularity along the solution of the Vlasov equation, as established in Prop. A.1. Inserting the last equation and (3.7) on the r.h.s. of (3.5), we conclude that ω
as claimed.
Step 2. We have
First of all, we consider, for an arbitrary p ∈ R 3 ,
where, as in (2.1), U (t; 0) denotes the unitary group generated by h H (t) = −ε 2 ∆ + (V * ρ t ) (here
we conclude that
and therefore, using the assumption (1.9), that To bound the first term on the r.h.s. of (3.8), we proceed as follows. We choose a function χ < ∈ C ∞ (R 3 ), with χ < (x) = 1 for |x| ≤ 1 and χ < (x) = 0 for |x| ≥ 2. We set χ > = 1 − χ < . For an arbitrary R > 0, we decompose
To estimate the last term, we observe that
from the assumption v 2 W 0 1 < ∞. Next, let us consider the first term on the r.h.s. of (3.10). We write
where
We bound the contributions of the three terms D 1 , D 2 , D 3 separately. We begin with tr U * (t; 0)e ip·x U (t; 0)
After some computations, we find
The contribution of D 2 , on the other hand, can be controlled by tr U * (t; 0)e ip·x U (t; 0)
Hence, we conclude that
We proceed similarly to bound the contribution of the term D 3 . We find
The last equation, combined with (3.12), (3.13) implies that
Analogously, one can show that the same estimate holds for the term II on the r.h.s. of (3.10) as well (in this case, we introduce the identity (1 + x 2 )(1 + x 2 ) −1 on the right of the difference ω N − ω k N and we use the cyclicity of the trace). With (3.11), we conclude that tr U * (t; 0)e ip·x U (t; 0)(
Inserting this bound and (3.9) in (3.8) and applying Gronwall's lemma, we obtain
Next, we apply this bound to estimate the Hilbert-Schmidt norm of the difference ω N,t − ω k N,t . Using again (2.4), we write
we can bound, using Lemma B.1,
This, together with (3.14) and the bound (3.3) on the difference of the initial data, implies that
Step 3. There exists a constant C > 0 such that
be the densities associated with W t and W k t . For t ∈ R, we denote by (X t (x, v), V t (x, v)) and by (X k t (x, v), V k t (x, v)) the flows satisfying the differential equations
and, respectively,
where we used the assumption (1.9). Gronwall's lemma implies that
We will also need to control the difference between derivatives of the flows (X t (x, v), V t (x, v)) and
Integrating the flow equations (3.16), (3.17), we have
which implies that
and hence, by Gronwall's lemma, that
Analogously, we also find
and
Using (3.20) and (3.18), we conclude that
Similarly, we can also show that
Next, we control the L 1 norm of the difference W t − W k t . To this end, we remark that
We observe that
with the Jacobian
To estimate the determinant J(x,ṽ) in (3.25), we proceed as follows. For a fixed constant C > 0 (that later will be chosen large enough), we consider t * > 0 so small such that
We claim that, for all |t| < t * ,
We prove (3.27) for t > 0 (the case of t < 0 can be handled similarly, of course). We set
and we proceed by contradiction, assuming that t 0 < t * . At time t = 0, we have
if C > 0 is large enough. Since, moreover, t → W t and t → W k t are continuous in the L 1 -topology, we conclude that t 0 > 0. The continuity property is a standard argument (see e.g. [6] ).
By definition, for 0 ≤ t ≤ t 0 , we have (3.27) and therefore, from (3.22) and (3.23),
and using that det
if the constant C > 0 is large enough. From (3.26), and from the assumption t 0 < t * , we conclude that
for all 0 < t < t 0 . Similarly, we obtain
Plugging the last two bounds in the r.h.s. of (3.24), we find that
for all 0 ≤ t ≤ t 0 . Eq. (3.28) and Gronwall's lemma imply that, if the constant C > 0 is sufficiently large,
e C|t| √ k for all 0 ≤ t ≤ t 0 , in contradiction to the definition of t 0 . This shows that t 0 > t * . Repeating the same argument for t < 0, we obtain that
for all |t| < t * . From (3.18), we also find that
for all |t| < t * . Moreover, Eqs. (3.22) and (3.23) imply that
for all |t| < t * and for all x, v ∈ R 3 .
Finally, we control the difference W t − W k t in the L 2 -norm. To this end, we observe that
for all |t| < t * (using the bounds (3.29) and (3.30)). By the definition of t * , we conclude that, after an appropriate change of the constant C > 0,
for all t ∈ R (since the bounds W t 2 , W k t 2 ≤ C are trivial). Conclusion of the proof of Theorem 1.2. From Step 3, we find
Together with the results of Steps 1 and 2, we obtain
Choosing k = ε −2 , we conclude that
Proof of Theorem 1.3
Using the expression (2.4) for the difference ω N,t − ω N,t , we find
Consider the first term on the r.h.s. of (4.1). We have
where we used the assumption (1.13). In Lemma 4.1 below, we provide a bound for the second supremum on the r.h.s. of the last equation (which is taken over all k ∈ R 3 and over all trace class operators ω with tr |ω| ≤ N ). We obtain
Consider now the second term on the r.h.s. of (4.1). By the cyclicity of the trace, we find
We recall that the kernel of the operator B s is
Expanding the parenthesis with the potentials in Fourier integrals, we obtain
with U = V * ρ s . We write
and hence
This implies that
Therefore, we can bound the absolute value of the second term on the r.h.s. of (4.1) by tr e ip·x+q·ε∇ U (t; s) B s U * (t; s) Inserting (4.4) and (4.7) on the r.h.s. of (4.1), we obtain sup p,q∈R 3
C|t| and completes the proof of Theorem 1.3.
In the next lemma, we show how to bound the supremum on the r.h.s. of (4.3).
Lemma 4.1. Assume that (1.13) holds true. Let U (t; s) be the unitary evolution generated by the Hartree Hamiltonian h(t) = −ε 2 ∆ + (V * ρ t ). There exists a constant C > 0 such that
for all p, q ∈ R 3 . Here, the supremum is taken over r ∈ R 3 and over all trace class operators ω on L 2 (R 3 ) with tr |ω| ≤ N .
Proof. We define the unitary evolution U(t; s) satisfying
where the supremum is taken over all trace class operators ω on L 2 (R 3 ) with tr |ω| ≤ N and where we used the fact that tr |U (s; 0)ω U * (s; 0)| ≤ tr |ω|. For a fixed ω and for fixed t ∈ R, we compute now the time-derivative of We have
Integrating from time s to time t, we find
we conclude that, for any trace class operator ω with tr |ω| ≤ N , where the supremum is taken over all i, j ∈ {1, 2, 3} and over all trace -class operators on L 2 (R 3 ) with tr |ω| ≤ N .
Proof. We observe, first of all, that
We consider now the derivative
The Jacobi identity implies that
Integrating over time, we find
for all trace class ω with tr |ω| ≤ N . From (4.16), we obtain
where the suprema are taken over all trace class ω on L 2 (R 3 ) with tr |ω| ≤ N . Next, we look for an estimate for
To this end, we compute the derivative
and hence, after integrating over time,
Finally, we need an estimate for
Hence, we compute the derivative Proposition A.1. Assume that dp | V (p)|(1 + |p| 2 ) < ∞ Let W t be the solution of the Vlasov equation (1.5) with initial data W 0 . For k = 1, 2, 3, 4, 5, there exists a constant C > 0 (which may only depend on the H 2 2 -norm of W 0 ) such that
Proof. As in (3.16), we denote by (X t (x, v), V t (x, v)) the solution of Newton's equationṡ
with initial data X 0 (x, v) = x and V 0 (x, v) = v. Here ρ t (x) = dvW t (x, v). We can rewrite Newton's equation in integral form
We bound first of all W t H 1
2
. To this end, we control the L ∞ -norms of the derivatives ∇ x X t , ∇ v X t , ∇ x V t , ∇ v V t . For any multi-index α with |α| = 1, we obtain from (A.1) that
using the assumptions on the potential. Gronwall's lemma implies that
for all α with |α| = 1. as claimed. In the same way, one can also prove the estimates for the trace norms of the commutators.
