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SANDPILE GROUPS OF RANDOM BIPARTITE GRAPHS
SHAKED KOPLEWITZ
Abstract. We determine the asymptotic distribution of the p-rank of the
sandpile groups of random bipartite graphs. We see that this depends on
the ratio between the number of vertices on each side, with a threshold when
the ratio between the sides is equal to 1
p
. We follow the approach of Wood
in [7] and consider random graphs as a special case of random matrices, and
rely on a variant the definition of min-entropy given by Maples in [5] in order
to obtain useful results about these random matrices. Our results show that
unlike the sandpile groups of Erdo˝s–Re´nyi random graphs, the distribution of
the sandpile groups of random bipartite graphs depends on the properties of
the graph, rather than coming from some more general random group model.
1. Introduction
1.1. The Main Theorem. In this paper, we study the sandpile group of a random
bipartite graph. Recall that the sandpile group Γ(G) of a connected graph G is the
cokernel of the reduced laplacian matrix ∆′.
Let 0 < α, q < 1 be constants. We define a random bipartite graphG = G(n, α, q)
as follows: Take two sets of vertices L and R with |L| = n, |R| = ⌊αn⌋, and for each
pair of vertices v ∈ L and u ∈ R, include the edge between v and u independently
with probability q.
We now state our main result about the p-rank of Γ(G):
Theorem 1. Let G = G(n, α, q) be a random bipartite graph, and p a prime. Then
as n→∞, the expected value of the p-rank of the sandpile group Γ(G) is:
(1)
(
1
p
− α
)
n+O(1) if α < 1
p
(2) O(1) if α > 1
p
(3)
√
1
p
(1− 1
p
)n
2π +O(1) if α =
1
p
.
It is worth noting that the limits in the theorem do not depend on the value of q.
Theorem 7 will also give us explicit information about the distribution of the
p-ranks. From numerical computations, it appears that the O(1) constants in the
first two cases of the theorem are at most 1, and the O(1) constant in the third
case is around 2.
The proof of Theorem 1 relies on the assumption that α < 1. Based on numerical
computations of random graphs, we conjecture that Theorem 1 also holds when
α = 1. This implies that the expected p-rank of the sandpile group of a balanced
bipartite graphs should be O(1) for all primes p. However, the best that can be
done with our methods is:
Corollary 2. Let G = G(n, 1, q) be a random balanced bipartite graph, p prime.
Then as n→∞, the expected value of the p-rank of the sandpile group Γ(G) is o(n).
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Which we prove in Section 6.
1.2. Connection to Erdo˝s–Re´nyi Random Graphs. It is interesting to ask
what the distribution of the sandpile groups of random graphs looks like. The
authors of [2] noted that the sandpile group of a graph comes with a canonical
symmetric perfect bilinear pairing 〈·, ·〉G, and conjectured that for an Erdo˝s–Re´nyi
random graph G, the pair (Γ(G), 〈·, ·〉) of the sandpile group and its associated
pairing can be predicted by certain heuristics of Cohen-Lenstra type.
The Cohen-Lenstra heuristics are an attempt to model what a generic “random”
group should look like. In [2], the authors show that the cokernel of a random sym-
metric matrix over Zp, distributed according to the Haar measure, follows heuristics
of Cohen-Lenstra type, and conjectured that the sandpile groups of Erdo˝s–Re´nyi
random graphs should follow the same heuristics.
In [7], Melanie Wood proves several results in this direction. In particular, she
shows that for an Erdo˝s–Re´nyi random graph G, the p-part of Γ(G) follows these
heuristics for any finite collection of primes p.
However, Theorem 1 shows that sufficiently unbalanced random bipartite graphs
do not follow any similar type of Cohen-Lenstra heuristics: For example, the Cohen-
Lenstra heuristics predict that for any p, the expected p-rank of Γ(G) should stay
low as n grows. However, Theorem 1 implies that for sufficiently unbalanced bi-
partite graphs, the p-rank grows linearly with n. Furthermore, the Cohen-Lenstra
heuristics predict that the probability that Γ(G) is cyclic should converge to a
constant between 0 and 1, but in Section 6 we prove that this is not the case for
sufficiently unbalanced bipartite graphs.
Corollary 3. Let G = G(n, α, q) be a random bipartite graph with α < 12 . Then
as n→∞, the probability that Γ(G) is cyclic goes to zero exponentially fast.
Because of the O(1) factor in Theorem 1, the theorem gives us no information on
the probability that Γ(G) is cyclic when α ≥ 12 . Numerical computations suggest
that this probability converges to a constant around 0.60 when α > 12 , and to a
constant around 0.29 when α = 12 .
Here is a brief outline of the paper: In Section 3, we define when sequences of
random variables are “usually within small distance”, which will give us a useful
equivalence relation for random variables. We also give Theorem 7, which describes
the distribution of the p-rank of S(Γ), and show that it implies Theorem 1.
In Section 4, we introduce our notion of min-entropy, which is a variant on
the one used by Maples in [5]. This notion is meant to replace independence; the
matrices we will work with are not independent, but they are “almost independent”,
in the sense described by min-entropy, which will suffice for our purposes.
In Section 5 we introduce a random matrix M , whose corank is usually within
small distance of the p-rank of Γ(G). Using the min-entropy properties of M , we
will show that its corank is also usually within small distance of the distribution
given in Theorem 7, which will complete our proof.
Section 2 contains some background information, and Section 6 contains proof
of the corollaries of Theorem 1.
Acknowledgments. The author is grateful to Sam Payne and Nathan Kaplan
for suggesting the problem, as well as their many helpful suggestions along the way.
Also to Dan Carmon, for suggesting the proof of Claim 1.
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2. The Sandpile Group, Binomial Distributions, and Schur
Complements
2.1. The Sandpile Group. In this section, we define the sandpile group. For a
more thorough introduction to the subject with some lovely pictures, see [4].
Let G be a connected graph on n vertices, numbered 1 through n. The laplacian
matrix of G is the n × n matrix ∆ = D − A, where A is the adjacency matrix of
G and D is the diagonal degree matrix of G. In other words, ∆ii = deg(vi) and
for i 6= j, ∆ij = −1 if G has an edge between vertices i and j, ans to 0 otherwise.
Note that ∆ is a symmetric matrix whose rows and columns sum to zero, so it is
singular. In fact, corank(∆) is equal to the number of connected components of G,
where we define the corank of an n×m matrix A as min(n,m)− rank(A).
Choose a vertex i. The reduced laplacian matrix ∆′ is the (n− 1)× (n− 1)
matrix obtained by removing row i and its corresponding column from ∆. The
sandpile group Γ(G) is the cokernel of ∆′, that is, Γ(G) = Zn−1/∆′(Zn−1).
It is shown in [4] that the sandpile group of a graph is independent of the choice
of the vertex i. Moreover, the Matrix Tree Theorem shows that for a connected
graph G, the determinant det(∆′) is equal to the number of spanning trees of G.
In particular, ∆′ has full rank, so Zn−1/∆′(Zn−1) is a finite group of order det(∆′)
and rank at most n− 1.
If G is disconnected, we define its sandpile group to be the direct sum of the
sandpile groups of its connected components. It is easy to see that this is a finite
group of rank at most n − 1. Moreover, it is shown in [6] that a random bipartite
graph G(n, α, q) is connected with probability 1−O(e−Kn) for some K > 0 depend-
ing only on q and α. This will allow us to consider the rank of the cokernel of the
reduced laplacian rather than the rank of the sandpile group directly, as they are
equal with probability 1−O(e−Kn).
2.2. Binomial and Normal Distributions. We use B(n, q) for the binomial
distribution, the sum of n independent Bernoulli random variables equal to 1 with
probability q and 0 otherwise. Recall that E(B(n, q)) = qn, where E(X) is the
expected value of X .
We will make repeated use of Hoeffding’s inequality:
Theorem 4 (Hoeffding’s inequality). Let B(n, q) be the binomial distribution, and
let ǫ > 0. Then there exists a constant K > 0, depending only on q and ǫ, such that
P (|B(n, q)− qn| > ǫn) < e−Kn.
For the proof, see for example [3].
2.3. Schur Complements. Finally, we recall the basics of Schur complements,
which will be a central tool in our proof. For a more thorough introduction to the
subject, see [8, Chapter 1].
Definition. Let A be an n× n matrix. Let S be a subset of 1, . . . , n, and let T be
the complement of S. We write AS,S for the submatrix given by restricting A to
the rows and columns whose indices are in S, AT,T for the submatrix of rows and
columns with indices in T , and AS,T for the submatrix of rows in A and columns
in T .
For example, if S = {1, . . . , k}, then A =
(
AS,S AS,T
AT,S AT,T
)
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Definition. Let A,S, T as above. If AS,S is invertible, then we define the Schur
complement A/S (or A/AS,S) by A/S = AT,T −AT,SA−1T,TAS,T .
Note that A/S is a |T | × |T | matrix.
Recall that the corank of an n×m matrix A is defined as min(n,m)− rank(A).
We will use the following theorem several times:
Theorem 5. Let A and S as above such that AS,S is invertible. Then corank(A/S) =
corank(A).
Proof. Assume that S is composed of the first k entries for some k ≤ n. It can be
seen that
A =
(
AS,S AS,T
AT,S AT,T
)
=
(
Ik 0
AT,SA
−1
S,S In−k
)(
AS,S AS,T
0 A/S
)
.
Where Ik is the k× k identity matrix. Since the matrix on the left is invertible, we
get that
corank(A) = corank
(
AS,S AS,T
0 A/S
)
.
As AS,S is invertible, row reduction gives us
corank
(
AS,S AS,T
0 A/S
)
= corank(A/S),
which completes the proof. 
3. Closeness of Random Variables
In this section, we define when random variables are usually within small distance.
This describes the “closeness” of random variables in a useful way.
Definition. Let Xn, Yn be two sequences of random variables. We say Xn and Yn
are usually within small distance if there exist constants c,K > 0 such that for
every n,m > 0, P(|Xn − Yn| ≥ m) ≤ Ke−cm.
We will use the following properties.
Lemma 6. (1) If Xn, Yn and Yn, Zn are pairs of sequences of random variables
which are usually within small distance, then so are Xn, Zn. Hence being
usually within small distance is an equivalence relation for sequences of
random variables.
(2) If Xn, Yn are sequences of random variables which usually within small
distance, then |E(Xn)− E(Yn)| = O(1).
(3) If P(Xn 6= Yn) = 1 − O(e−cn) for some constant c > 0 and Xn, Yn are
bounded by O(n), then Xn, Yn are usually within small distance.
(4) If Xn, Yn are sequences of random variables and max |Xn − Yn| < K for
some constant K, then Xn, Yn are usually within small distance.
(5) If Xn, Yn, Zn are sequences of random variables such that Xn ≤ Yn ≤ Zn
and Zn is usually within small distance of Xn, then so is Yn.
(6) If Xn, Yn are usually within small distance of X
′
n, Y
′
n respectively, and C
is constant, then Xn + Yn, CXn,max(Xn, Yn), and min(Xn, Yn) are usu-
ally within small distance of X ′n+Y
′
n, CX
′
n,max(X
′
n, Y
′
n), and min(X
′
n, Y
′
n)
respectively.
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The proofs are straightforward.
Using the above definition, we can now state the main theorem about the distri-
bution of the p-rank of the sandpile group, from which we will deduce Theorem 1:
Theorem 7. Let G = G(n, α, q) be a random bipartite graph, and p a prime. Let
Xn = X(n, α, q, p) be the p-rank of Γ(G), and recall that B(n, q) denotes a binomial
random variable. Then Xn is usually within small distance of max
(
B
(
n, 1
p
)
− αn, 0
)
,
where B
(
n, 1
p
)
is the binomial distribution.
We will prove Theorem 7 in Section 5. First, we show:
Proposition 8. Theorem 7 implies Theorem 1.
Proof. By Lemma 6, Theorem 7 implies that
E(Xn) = E
(
max
(
B
(
n,
1
p
)
− αn, 0
))
+O(1).
Hence it suffices to calculate E
(
max
(
B
(
n, 1
p
)
− αn, 0
))
. We will split into three
cases, depending on whether α < 1
p
, α > 1
p
, or α = 1
p
.
The case α < 1
p
.
Note that by Hoeffding’s inequality P
(
B
(
n, 1
p
)
− αn > 0
)
= 1 − O(e−cn) for
some constant c > 0. Hence by lemma 6, B
(
n, 1
p
)
− αn is usually within small
distance of max
(
B
(
n, 1
p
)
− αn, 0
)
.
Because of this, it suffices to calculate E
(
B
(
n, 1
p
)
− αn
)
. Using the additivity
of the expected value, we see that
E
(
B
(
n,
1
p
)
− αn
)
= E
(
B
(
n,
1
p
))
− αn = 1
p
n− αn =
(
1
p
− α
)
n.
The case α > 1
p
.
This case is similar. Again by Hoeffding’s inequality, we get that P
(
B
(
n, 1
p
)
− αn > 0
)
=
O(e−cn) and hence max
(
B
(
n, 1
p
)
− αn, 0
)
is equal to 0 with probability 1 −
O(e−cn). Hence max
(
B
(
n, 1
p
)
− αn, 0
)
is usually within small distance of 0, which
has expected value O(1).
The case α = 1
p
.
Finally, the case where α = 1
p
. In this case, we wish to calculate E (max (B (n, α)− αn, 0)).
We will rely on the following claim:
Claim 1. Let B(n, α) be the binomial distribution, s a positive integer. Then
E(B(n, α)|B(n, α) > s) = αn+ α(1 − α)nP(B(n− 1, α) = s)
P(B(n, α) > s)
.
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Proof. Let Y = B(n, α). We wish to calculate E(Y |Y > s) =
∑
k>s kP(Y=k)∑
k>s
P(Y=k) . Since
we expect the main term in the expectation to be E (B(n, α)) = αn, we wish to
estimate
E(Y |Y > s)−αn =
∑
k>s kP(Y = k)∑
k>s P(Y = k)
−αn =
∑
k>s kP(Y = k)−
∑
k>s αnP(Y = k)∑
k>s P(Y = k)
.
Now consider the two sums
∑
k>s
kP(Y = k) =
∑
k>s
kαk(1− α)n−k
(
n
k
)
(1)
∑
k>s
αnP(Y = k) = αn
∑
k>s
αk(1− α)n−k
(
n
k
)
.(2)
We manipulate the sums as follows: In sum (1), replace k
(
n
k
)
with the equal
n
(
n−1
k−1
)
and take αn out, so that it becomes αn
∑
k>s α
k−1(1− α)n−k(n−1
k−1
)
.
Now, multiply by α + (1 − α) = 1, and expand, to obtain the two sums (1) =
(1a) + (1b), where
(1a) αn
∑
k>s
αk(1− α)n−k
(
n− 1
k − 1
)
(1b) αn
∑
k>s
αk−1(1− α)n−k+1
(
n− 1
k − 1
)
.
For sum (2), use
(
n
k
)
=
(
n−1
k
)
+
(
n−1
k−1
)
to obtain (2) = (2a) + (2b), where
(2a) αn
∑
k>s
αk(1− α)n−k
(
n− 1
k
)
(2b) αn
∑
k>s
αk(1− α)n−k
(
n− 1
k − 1
)
.
Now the difference (1)− (2) cancels out! Observe that (1a) = (2b), whereas (1b)
and (2a) are just shifts of each other, so the difference cancels out in a telescopic
sum, and we obtain
(1)−(2) = (1b)−(2a) = αn
(
αs(1− α)n−s
(
n− 1
s
))
= nα(1−α)P(B(n−1, α) = s).
Finally, putting our expression for (1)− (2) back in our equation for the expec-
tation, we get
E(Y |Y > s)− αn =
∑
k>s kP(Y = k)−
∑
k>s αnP(Y = k)∑
k>s P(Y = k)
=
nα(1 − α)P(B(n− 1, α) = s)
P(Y > s)
,
which completes the proof of the claim. 
For estimating E (max (B (n, α)− αn, 0)), the following version of the De Moivre-
Laplace theorem will be useful.
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Theorem 9 ( [1, Theorem 2]). Let s be an integer such that |αn− s| < √n. Then
P(B(n, α) = s) =
1√
2πα(1 − α)ne
− (s−αn)2
2α(1−α)n
(
1 +O
(
1√
n
))
.
In our calculation, we will need to estimate P(B(n− 1, α) = s) for s = ⌊αn⌋. As
(s− αn)2 ≤ 1, we get that∣∣∣∣e− (s−α(n−1))
2
2α(1−α)(n−1) − 1
∣∣∣∣ ≤
∣∣∣e− 12α(1−α)(n−1) − 1∣∣∣ = O
(
1
n
)
,
and hence e−
(s−α(n−1))2
2α(1−α)(n−1) = 1 + O
(
1
n
)
. As 1√
n−1 =
1√
n
(
1 +O
(
1√
n
))
we have by
Theorem 9:
P(B(n− 1, α) = s) = 1√
2πα(1 − α)(n− 1)e
− (s−α(n−1))2
2α(1−α)(n−1)
(
1 +O
(
1√
n
))
=
1√
2πα(1 − α)n
(
1 +O
(
1√
n
))(
1 +O
(
1
n
))(
1 +O
(
1√
n
))
=
1√
2πα(1 − α)n
(
1 +O
(
1√
n
))
.(3)
Recall that we wish to estimate E (max (B (n, α)− αn, 0)).
E(max(B(n, α) − αn, 0) = P(B(n, α) > ⌊αn⌋)E(B(n, α) − αn|B(n, α) > ⌊αn⌋)
= P(B(n, α) > ⌊αn⌋)(E(B(n, α)|B(n, α) > ⌊αn⌋)− αn).
Using Claim 1 with s = ⌊αn⌋, we get:
P(B(n, α) > ⌊αn⌋)(E(B(n, α)|B(n, α) > ⌊αn⌋)− αn)
= P(B(n, α) > ⌊αn⌋)
(
αn+ α(1− α)nP(B(n − 1, α) = ⌊αn⌋)
P(B(n, α) > ⌊αn⌋) − αn
)
= α(1 − α)nP(B(n− 1, α) = ⌊αn⌋).
Finally, using 3, we get:
α(1 − α)nP(B(n− 1, α) = ⌊αn⌋) = α(1 − α)n 1√
2πα(1 − α)n
(
1 +O
(
1√
n
))
=
√
α(1 − α)n
2π
(
1 +O
(
1√
n
))
=
√
α(1 − α)n
2π
+O(1).
and substituting α = 1
p
gives us the expression from Theorem 1. 
4. Min-Entropy and Random Matrix Rank
In this section, we define our notion of min-entropy, which is a variant on the
definition given by Maples in [5] and use it to prove some lemmas which will be
useful in the proof of Theorem 7.
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Definition. Let A be a random matrix over Z/pZ. Let β > 0, and let I be a set
of entries in A. We say that an entry Ai0j0 ∈ A has min-entropy at least β
with respect to I if, for any choice of values aij for the entries in I that can occur
with nonzero probability, and every a ∈ Z/pZ, the probability P(Ai0j0 = a|Aij =
aij∀(i, j) ∈ I) is at most 1− β.
We say that the matrix A has min-entropy at least β if every entry of A
has min-entropy at least β with respect to the set of all other entries.
In other words, Aij has min-entropy greater than β relative to a set of entries
if fixing them cannot control Aij , in the sense that it still has probability at most
1− β of being any specific value. We can think of min-entropy as a bound on how
much fixing some entries of a matrix can influence other entries. We illustrate this
notion of min-entropy with the following examples.
If all the entries of A are independent, the min-entropy of Aij is simply minx(1−
P(Aij = x)). In particular, if the entries of Aij are all independent and uniformly
distributed in Z/pZ, this min-entropy is 1− 1
p
, which is the highest possible.
For another example, consider ∆ = ∆(n, α, q), the laplacian matrix of a random
bipartite graph. Since every row in ∆ sums to zero, for any entry ∆ij , fixing the
rest of the entries in row i determines ∆ij . Hence ∆ij has zero min-entropy with
respect to the rest of the entries in row i.
Theorem 10. Let A be an n × m random matrix over Z/pZ, for m ≥ n, with
min-entropy at least β for some β > 0. Then the probability that A has rank n is at
least 1 − 1
β2
(1 − β)m+1−n. In particular, there exists a constant K > 0 depending
only on β such that P(rank(A) = n) ≥ 1− e−K(m−n).
Proof. Let v1, . . . , vn be the rows of A. Then A has rank n only if the vi are
independent, so the probability P(rank(A) = n) is equal to the product
n∏
i=1
P(vi is independent of {v1, . . . , vi−1}|{v1, . . . , vi−1} are independent).
We now note that for each i,
P(vi is independent of {v1, . . . , vi−1}|{v1, . . . , vi−1} are independent) ≥ (1−β)m−(i−1).
To see this, assume that {v1, . . . , vi−1} are independent. Then there exists a subset
J = {j1, . . . , ji−1} ⊂ [m] such that the restrictions of the {vj}j<i to the entries in
J are independent.
Assume that J = {1, . . . , i − 1}. by the independence of the vl|J , there exist
unique coefficients a1, . . . , ai−1 such that for all j < i, (vi)j =
∑
l<i al(vl)j .
vi is dependent on {v1, . . . , vi−1} only if there exists a linear combination of them
that sums to vi. By the uniqueness of the coefficients a1, . . . , ai−1, this happens
only if vi =
∑
l<i alvl. In particular, vi is dependent on the previous row vectors
only if for all j ≥ i, (vi)j =
∑
l<i al(vl)j .
However, by the min-entropy assumption, this happens for each j with probabil-
ity at most 1 − β. As there are m − (i − 1) such entries, the probability that this
equality holds for all of them is at most (1− β)m−(i−1). Hence the probability that
vi is independent of {v1, . . . , vi−1} is at least 1− (1− β)m−(i−1). Using this, we get
the following bound
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n∏
i=1
P(vi is independent of {v1, . . . , vi−1}|{v1, . . . , vi−1} are independent)
≥
n∏
i=1
(1− (1 − β)m−(i−1)) = (1− (1− β)m) · · · (1− (1− β)m+1−n).(4)
We now wish to bound (4) from below.
Claim 2. The product (1− (1− β)m) · · · (1− (1− β)m+1−n) is at least 1− 1
β2
(1−
β)m+1−n.
Write γ = 1− β, r = m+ 1− n. We need to find a lower bound on the product
(1− γm) · · · (1− γr). We will rely on the fact that 0 < γ < 1.
First, recall that for any positive x, x ≥ log(x) + 1. Using this for x = (1 −
γm) · · · (1− γr), we get:
(1− γm) · · · (1 − γr) ≥ 1 + log ((1 − γm) · · · (1− γr))
Now split the product to get:
1 + log((1− γm) · · · (1− γr)) = 1 +
m∑
i=r
log(1− γi)
For any 0 < x < 1, log(1 − x) > − x1−x . To see this, let h(t) = 11−x (t − (1 −
x))+ log(1−x) be the tangent line to log(t) at t = 1−x. Then as log(t) is concave,
h(1) = x1−x + log(1 − x) > log(1) = 0, so log(1 − x) > − x1−x . Using this for
x = 1− γi, we get:
1 +
m∑
i=r
log(1− γi) ≥ 1 +
m∑
i=r
−γi
1− γi
As γ < 1, we have:
1 +
m∑
i=r
− γ
i
1− γi ≥ 1 +
m∑
i=r
−γi
1− γ = 1−
1
1− γ
m∑
i=r
γi
We will now bound this by the sum of the infinite series:
1− 1
1− γ
m∑
i=r
γi ≥ 1− 1
1− γ
∞∑
i=r
γi = 1− γ
r
(1 − γ)2
.
Translating back through γ = 1− β,r = m+ 1− n, this is 1− 1
β2
(1− β)m+1−n,
which proves the claim, and the theorem follows. 
Corollary 11. Let An be an n×m random matrix over Z/pZ with min-entropy at
least β for some β > 0 independent of n. Then corank(A) is usually within small
distance of 0.
Proof. Let s > 0, and assume that m ≥ n. We wish to show that P(corank(A) >
s) = O(e−Ks), whereK > 0 is independent of n. Let A′ be the submatrix of A given
by taking the first n− s rows. Then A′ is an n− s×m matrix, so by Theorem 10,
its rows are independent with probability a probability at least 1−e−K(m−(n−s)) =
1 − (e−K(m−n))e−Ks ≥ 1− e−Ks, where K depends only on β. But if A′ has rank
n− s, the corank of A is at most s, so P(corank(A) > s) ≤ e−Ks. 
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5. Proof of Theorem 7
For this section, we fix a prime p, as well as constants 0 < α, q < 1.
We will now prove Theorem 7. We do this in two stages. First, we reduce the
laplacian mod p, remove the first and last p rows and columns, and set the diagonal
entries to be uniformly distributed mod p. We call the resulting matrix M . We
show that corank(M) is usually within small distance of the p-rank of the sandpile
group, which reduces Theorem 7 to calculating the distribution of corank(M).
In the second stage, we calculate the distribution of corank(M). Removing some
of the rows and columns of the laplacian will allow the upper triangular entries of
M to have positive min-entropy with respect to the other upper triangular matrix,
which will allow us to use Corollary 11 to compute corank(M).
5.1. Reduction to M . Let (L,R) be the vertices of our random bipartite graph G,
and let ∆ be the laplacian of G. Note that ∆ is of the form
( D0,1 −A0
−AT0 D0,2
)
, where A0
is the adjacency matrix between L and R and D0,1 and D0,2 are diagonal matrices.
Since we wish to work over Z/pZ, we will consider ∆⊗ Z/pZ = ∆/p.
As we saw earlier, ∆/p has min-entropy 0. We resolve this issue by using the
submatrix ∆1, which has positive min-entropy.
Definition. Let G be a bipartite graph with laplacian ∆, p prime. We define the
matrix ∆1 = ∆1(G) = ∆1(n, α, q, p) over Z/pZ to be the submatrix of ∆/p given
by removing the first p rows, the first p columns, the last p rows, and the last p
columns.
Lemma 12. Let G = G(n, α, q) be as above, and let ∆1 = ∆1(G). Write ∆1 =( D1,1 −A1
−AT1 D1,2
)
. ∆1 has the following properties:
(1) The diagonal values of D1,1 are independent of each other, as well as of
entries of A1 outside of their row.
(2) The diagonal values of D1,2 are independent of each other, as well as of
entries of A1 outside of their column.
(3) There exists β > 0 depending only on p, q, and α such that every non-
constant entry in or above the diagonal in ∆1 has min-entropy at least β
with respect to the set of the entries in or above the diagonal.
(4) For any a ∈ Z/pZ, and any diagonal entry x in D1,1 or D1,2, P(x = a) =
1
p
+O(e−cn) for some constant c.
Proof. We first show (1). Note that the value of the diagonal entry (D1,1)ii depends
only on the ith row of A0. Hence the (D1,1)ii are independent of each other and of
any entry outside of the ith row of A0, which in particular includes the entries of
∆1 outside the i
th row. The proof of (2) is similar.
We will now prove (3).
Let x be an entry in the upper triangle of ∆1. If x ∈ D1,1, then as x is non-
constant, it must be on the diagonal. As we saw above, x depends only on the
values in the ith row of A0.
Fix the rest of the entries of the ith row of ∆1. There are still 2p entries of the
ith row of A0 not in ∆1, which are left undetermined. For any choice of the first
2p− 1 of these, the last entry can be either −1 with probability q or 0 otherwise,
which would change the value of x. Hence x has min-entropy at least min(q, 1− q)
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with respect to the rest of the upper triangular entries. The case where x ∈ D1,2 is
similar.
Now, assume x ∈ −A1. Fix all the other entries of ∆1. The only ones of which
x is not independent are those in the row and column of x. The row sum (in A0)
must be equal to the corresponding row entry, and the column sum must be equal
to the corresponding column entry.
There are p unfixed entries in the row that are in A0 but not in ∆1, and the sum
of these entries can be equal to any value in Z/pZ with probability at least min(q, 1−
q)p+1.The same goes for the column sum. In particular, the probability that both
the row and the column sum allow x to be zero is at least min(q, 1 − q)2(p+1).
Similarly, the probability that both allow x = −1 is at least min(q, 1 − q)2(p+1).
Hence x has min-entropy at least min(q, 1− q)2(p+1) with respect to the rest of the
upper triangular entries.
Finally, we prove (4). Let a ∈ Z/pZ. To see that each entry of D1,1 is equal
to a with probability 1
p
+ O(e−cn), note that it is equal to a when the sum of the
corresponding row in A0 is equal to a. Since this row has αn independent entries
equal to 1 with probability q and zero otherwise, its sum is uniformly distributed
in Z/pZ up to an O(e−cn) error term, where c is a constant depending only on q, α
and p. 
We will take M to be equal to ∆1(n + 2p, α, q, p), then adjust the probability
space so that the diagonal values of M are equidistributed in Z/pZ. Since this
changes only an exponentially small part of the probability space, corank(M) is
usually within small distance of corank(∆1(n+ 2p, α, q, p)). But
|corank(∆1(n+ 2p, α, q, p))− corank(∆1(n, α, q, p))| < 4p,
so by transitivity corank(M) is usually within small distance of corank(∆1(n, α, q, p)).
Hence we have:
Proposition 13. The p-rank of Γ(G) is usually within small distance of corank(M).
We will also assume that ⌊αn⌋ = αn, so that M is a (1 +α)n× (1 +α)n matrix.
We will write:
M =
(
D1 A
AT D2
)
5.2. Calculating the corank of M . In this section, we prove the following state-
ment about M :
Proposition 14. Let M = M(n, α, q, p) =
(
D1 A
AT D2
)
be the matrix described
above. Then corank(M) is usually within small distance of max
(
B
(
n, 1
p
)
− αn, 0
)
.
Together with Proposition 13, this implies Theorem 7.
Throughout the proof, we will use height(A) and width(A) to denote the number
of rows and columns of A respectively. If A is a square matrix, we use dim(A) for
both of these.
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Proof. Let r be the number of zero entries on the diagonal of D1, that is, r =
corank(D1). Since the diagonal values of D1 are independent and uniformly dis-
tributed, it is easy to see that r = B
(
n, 1
p
)
. Hence, it suffices to show that
corank(M) is usually within small distance of max (r − αn, 0).
Our proof will rely on finding nonsingular submatrices of M , and taking the
Schur complement with respect to them. This will allow us to reduce the problem
of finding corank(M) to finding the coranks of matrices which are either nonsingular
(in the case where r − αn < 0), or have a large block of zeros which makes finding
the corank straightforwards (in the case where r − αn ≥ 0).
Assume that the first n− r entries of D1 are the nonzero entries, so that D1 is
of the form
(
D′1 0
0 0
)
Where D′1 is invertible. Hence we can write
M =

D
′
1 0 B1
0 0 B2
BT1 B
T
2 D2


where B1, B2 are random matrices of dimension αn×(n−r) and αn×r respectively.
Taking the Schur Complement of M with respect to D′1, we get:
M/D′1 =
(
0 B2
BT2 D2 −BT1 D′−11 B1
)
.
We will now split into cases:
The case r ≥ αn.
In this case, we want to show that corank(M) is usually within small distance
of r − αn. Now,
height(B2) = r ≥ αn = width(B2).
As rank(B2) = rank(B
T
2 ), it is easy to see that
rank(M/D′1) ≥ rank(B2) + rank(BT2 ) = 2rank(B2),
and thus
corank(M) = corank(M/D′1) ≤ dim(M/D′1)−rank(M/D′1) = (αn+r)−(2rank(B2)).
Conversely, The corank of M/D′1 is at least the corank of the submatrix of the
top n− r rows, given by (0 B2) . The rank of this submatrix is equal to rank(B2),
so the corank is r − rank(B2).
Since B2 has min-entropy at least β for some positive constant β, by Corollary 11,
rank(B2) is usually within small distance of
min(height(B2),width(B2)) = min(r, αn) = αn.
Applying this to our lower and upper bounds for corank(M), we get that the
upper bound is usually within small distance of (αn+r)−(2αn) = r−αn. Similarly,
our lower bound is usually within small distance of r − αn. Hence by Lemma 12,
rank(M) is usually within small distance of r − αn.
The case r < αn.
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In this case, we need to show that corank(M) = corank(M/D′1) is usually within
small distance of zero.
Write C = D2 − BT1 D′−11 B1 for the bottom-right αn× αn submatrix of M/D′1.
We will use the following claim:
Claim 3. Let s be the size of the largest set of indices J ⊆ {1, . . . , αn} with
the property that CJ = (Cij|i,j∈J ) is nonsingular. Then for any constant ǫ > 0,
s ≥
(
α(1− 1
p
)− ǫ
)
n with probability 1−O(e−cn) for some constant c > 0.
Proof. To see this, we build up a set J by going through the indices i ∈ {1, . . . , αn}.
For each i, we add i to J if CJ∪{i} is nonsingular. We will show that for each i,
we add i with probability at least 1 − 1
p
− δ, where δ > 0 is arbitrarily small as n
grows. Since J is the sum of n Bernoulli random variables, each equal to 1 with
probability at least 1− 1
p
− δ independently of the previous values, we can say that
|J | ≥ B
(
αn, 1− 1
p
− δ
)
.
By Hoeffding’s inequality,
B
(
αn, 1− 1
p
− δ
)
> (1− δ)α
(
1− 1
p
− δ
)
n > α
(
1− 1
p
− ǫ
)
n
with probability 1 − O(e−cn) (the second inequality holds for all sufficiently small
δ).
To see that each i can be added with probability at least 1− 1
p
− δ, note that the
diagonal entries of D2 are the sums of entries in B1 with entries of B2, which are
independent of them. There are r = B
(
n, 1
p
)
entries in each column of B2, so by
Hoeffding’s inequality the number of entries in each column of B2 is greater than
1
2pn with probability 1−O(e−cn). Hence we can assume that the entries of D2 are
exponentially close to being uniformly distributed in Z/pZ, given any condition on
B1, D
′
1, and the previous diagonal entries of D2. This means that for any x ∈ Z/pZ
and any conditions on the rest of the entries of C, P(Cii = x) ≤ 1p + δ, where δ can
be exponentially small in n.
Let J be the set of indices we obtain from taking the above process on {1, . . . , i−
1}. We need to show that we add i to J with probability at least 1− δ− 1
p
. We add
i to J unless CJ∪{i} becomes singular. But this happens only if the last column of
CJ∪{i} is dependent on the first |J | columns.
Write CJ∪{i} =
(
u1 · · ·u|J| ui
Cij0 . . . Cij|J| Cii
)
. Since CJ is nonsingular, there exist
unique coefficients aj ∈ Z/pZ such that
∑
ajuj = ui. But CJ∪{i} only if its
columns are dependent, which happens only if
∑
ajCij = Cii. From the above
statement with x =
∑
ajCij , this happens with probability at most 1− δ− 1p . This
completes the proof of the claim. 
Getting back to the proof, assume that J is composed of the last s indices of C.
Then the claim implies that, with probability 1−O(e−cn), we can write
M/D′1 =

 0 B3 B4BT3 C1 C2
BT4 C
T
2 C3

 ,
Where C3 is nonsingular and dim(C3) = s ≥
(
α(1 − 1
p
)− ǫ
)
n.
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Taking ǫ to be sufficiently small so that α
(
1
p
+ ǫ
)
< 1
p
− ǫ, we can assume that
with probability 1−O(e−cn),
r >
(
1
p
− ǫ
)
n > α
(
1
p
+ ǫ
)
n > αn− s.
Since C1 is (αn − s) × (αn − s) and height(B3) = r, we can assume that
width(B3) = dim(C1) = αn− s < r = height(B3).
Note that we can drop rows and columns from C3 if necessary, thus increasing the
width of B3, up to a maximum of width(B3) + width(B4) = αn > r. In particular,
we can assume that s = αn− r, so that B3 is an r × r square matrix.
We now wish to shows that rank(M/D′1) is usually within small distance of zero.
To do this, we will split the rows into three sets, and successively show that that
most of the rows are independent:
First, let u1, . . . , uαn−r be the bottom αn− r rows (those with elements in C3).
Since they contain as subrows the rows of C3 (which we know are independent),
they are independent.
Secondly, let v1, . . . , vr be the top r rows. By Corollary 11, corank(B3) is usually
within small distance of zero. In fact, we can make a stronger claim: We claim that
the corank of the αn × αn matrix
(
B3 B4
CT2 C3
)
is usually within small distance of
zero.
Let v′i be the top r rows of this matrix, and u
′
i be the bottom αn− r rows. As
before, the u′i are independent since their tails are the rows of C3.
Now assume that the first k of the v′i are independent both of each other and
of the u′i (that is, the set {u′1, . . . , u′αn−r, v′1, . . . , v′k} is independent. We claim that
the probability that vk+1 is dependent on {u′1, . . . , u′αn−r, v′1, . . . , v′k} is at most
(1− β)r−k.
To see this, first choose a set J of αn−r+k indices so that {u′1, . . . , u′αn−r, v′1, . . . , v′k}
are still independent when restricted to the entries in J . If v′k+1 is dependent on
{u′1, . . . , u′αn−r, v′1, . . . , v′k}, then we can write v′k+1 =
∑
i≤k aiv
′
i +
∑
biu
′
i, where
the ai and the bi are determined by the entries in J . This leaves n − r undeter-
mined coefficients in vk+1, all of which must be equal to the corresponding entry of∑
i≤k aiv
′
i +
∑
biu
′
i.
But the entries of vk+1 all have min-entropy at least β with respect to the other
vectors, so each of them is equal to the corresponding entry of
∑
i≤k aiv
′
i +
∑
biu
′
i
with conditional probability at most 1 − β, hence the probability that all r − k of
them satisfy this equality is at most (1 − β)r−k. From here, we can conclude that
the corank of the matrix is usually within small distance of zero by following the
same reasoning as the proof of Theorem 10.
Finally, it remains to show that the middle r rows of M/D′1, labeled w1, . . . , wr,
cannot add much to the corank. That is, we need to find a set of independent rows
ofM/D′1 whose size is usually within small distance of r+αn. We will assume that
the u′i and v
′
i are all independent (otherwise we only have to drop k of them, where
k is usually within small distance of zero).
We proceed in a similar manner to before. For the first w1, we let J be the
set of the last αn indices. Since the u′i and v
′
i are all independent, there exists a
unique set of indices ai, bi so that w1 =
∑
aiui +
∑
bivi holds when restricted to
the last αn indices. As the first r entries of w1 have min-entropy at least β > 0
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with respect to the rest of the matrix, they all match the corresponding entries of∑
aiui +
∑
bivi with probability at most (1− β)r .
We proceed similarly, showing that for eachwk+1 such that the set {u1, . . . , uαn−r, v1, . . . , vr, w1, . . . , wk}
is independent, the probability that wk+1 is dependent on is is at most (1− β)r−k.
As before, this shows that the number of independent wi is usually within small
distance of r.
Putting this all together, we get a set of independent rows whose size is usually
within small distance of the height of M/D′1. The corank of M/D
′
1 is at most the
number of rows not in our set, which is usually within small distance of zero. This
completes the proof.

6. Proofs of the Corollaries
In this section, we prove the corollaries of Theorem 1.
We begin by proving Corollary 2:
Proof of Corollary 2. Let ǫ > 0, and let X = X(n, p) be the p-rank of G. We need
to show that as n→∞, E(X) < ǫn.
Assume that ǫ < 12 , and remove
ǫ
2n vertices from the right side of the graph. By
Theorem 1, the expected p-rank of the resulting graph is O(1). Since removing a
vertex changes the p-rank of the sandpile group by at most 1, removing ǫ2n vertices
changes it by at most ǫ2n. Hence X ≤ ǫ2n+O(1) < ǫn for large n, which completes
the proof. 
We now prove Corollary 3. To do this, we show that the 2-rank of Γ(G) when
α < 12 has low probability of being≤ 1, so the 2-part of the group has low probability
of being cyclic.
Proof of Corollary 3. Consider the 2−rank of Γ(G). As we saw in Theorem 7, the
2-rank of Γ(G) is usually within small distance of max
(
B
(
n, 12
)− αn, 0). As α < 12 ,
we have that by Hoeffding’s inequality,
B
(
n,
1
2
)
>
(
1
2
− ǫ
)
n > αn+ ǫn
holds with probability 1 − O(e−cn) for all ǫ > 0, where the second inequality will
hold when ǫ < 12
(
1
2 − α
)
. Hence max
(
B
(
n, 12
)− αn, 0) > ǫn with probability
1−O(e−cn).
But the 2-rank of Γ(G) is usually within small distance of max
(
B
(
n, 12
)− αn, 0).
Hence the 2-rank of Γ(G) is larger than 12ǫn with probability 1−O(e−cn) for some
c > 0, and in particular will be at least 2 with probability 1−O(e−cn).
But if the 2-rank of Γ(G) is at least 2, Γ(G) cannot be cyclic. Hence the proba-
bility that Γ(G) is cyclic is bounded by O(e−cn) for some constant c > 0. 
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