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QUANTIFYING LOSS OF CURRENT SHEET SCATTERED
ELECTRONS DURING THE SUBSTORM GROWTH PHASE
ZACHARY BEEVER
ABSTRACT
Particles trapped in the magnetosphere are naturally accelerated by the exchange of
electromagnetic and kinetic energy, resulting in relativistic plasma populations. Through a
number of processes, these particles can be scattered into the atmosphere and lost to inter-
actions. Such precipitating particles can affect radio communications, ozone chemistry, and
thermal structures. For these reasons, it is important to characterize loss mechanisms and
quantify precipitation rates. This thesis examines one particular loss mechanism known as
current sheet scattering (CSS).
If interactions are negligible, charged particles in a magnetic field have approximately
conserved quantities that characterize their motion provided the background field changes
sufficiently slowly over space and time. The first of these ‘adiabatic invariants,’ the mag-
netic moment, is related to the particle’s mirror point along its bounce trajectory—the lo-
cation at which the particle reverses direction in its journey from weaker to stronger B. In
the equatorial region of the near-Earth magnetotail, where the radius of field line curvature
of the magnetic field can become comparable to the gyroradius of ≈ 100 keV electrons,
the homogeneity conditions needed for conservation of the magnetic moment of this pop-
ulation are broken. Upon passing through this location, known as the current sheet, these
particles experience a chaotic change in their magnetic moment, and thus an alteration of
their mirror point. This is the phenomenon of CSS. If the resulting mirror point lies within
the atmosphere, the particle will most likely be lost through interactions.
CSS is often investigated for highly relativistic electrons. However, recent observa-
v
tions suggest that this mechanism may account for a significant proportion of precipitating
electrons between 100 and 300 keV during the substorm growth phase, a common space
weather event wherein magnetic field lines in the near-Earth magnetotail become highly
stretched. In this thesis, we test the efficacy of CSS as a loss mechanism for < 300 keV
electrons by developing a relativistic charged particle tracer capable of solving complex
trajectories in realistic magnetospheric magnetic field models. We then find distributional
characteristics through Monte Carlo methods, comparing simulated ratios of loss- to total-
flux with observations of the same quantities for a single substorm event. These observa-
tions are obtained by comparison of in situ measurements made by THEMIS (Time History
of Events and Macroscale Interactions during Substorms) with ionospheric energy flux re-
motely sensed by PFISR (Poker Flat Incoherent Scatter Radar).
Given an input distribution from THEMIS satellite measurements, we find agreement
between observed and simulated loss- to total-flux ratios within an order of magnitude, with
closer agreement for electrons between 100 and 300 keV. This implies CSS can explain a
significant proportion of observed precipitation for the event studied and demonstrates its
role as a prominent radiation belt loss mechanism. In particular, these findings suggest
that the measured loss flux of < 300 keV electrons during such events can be immedi-
ately related to the geometry of the near-Earth magnetotail. This is further supported by a
parametric study of initially field aligned distributions spawned at various nightside loca-
tions, showing a low-energy peak in the loss- to total-flux ratio at the boundary between the
outermost radiation belt and the magnetotail. Measurements of particle orientation taken
from THEMIS are low resolution, and agreement between simulated and observed loss-
to total-flux ratios can be increased by assuming a more field aligned distribution for elec-
trons below 100 keV. This suggests the presence of other physical processes besides CSS
that may preferentially structure the pitch angle distributions of low energy electrons to be
field aligned. Additional analysis is needed to identify these possible mechanisms.
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In summary, findings from this work support the role of CSS as an important contributor
to < 300 keV electron loss during the substorm growth phase. Though there is an under-
estimation of loss for < 100 keV electrons, it is known that the empirical magnetic field
models employed overestimate the radius of curvature in the current sheet. Furthermore,
the dawn-dusk electric field has been neglected, though it has the possibility to produce
field aligned electrons through current sheet acceleration. The inclusion of these effects in
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Broadly speaking, there are two types of scattering mechanisms that act upon particles in
the magnetosphere. The first, wave-particle interactions, arise from the collective behavior
of the magnetospheric plasma. The second type is the loss of adiabatic invariance in the
presence of background fields that rapidly vary relative to the particle’s frame of reference.
This thesis will concentrate on the second type, and in particular the scattering experi-
enced by particles whose first adiabatic invariant is violated by spatial inhomogenieties in
the background magnetic field. This type of scattering, called field line curvature (FLC)
scattering, is a general case of current sheet scattering (CSS).
This thesis looks to determine the viability of CSS as a loss mechanism for < 300
keV electrons by validating reported measurements with theory by way of simulation. The
results will help frame the role of CSS in energetic electron precipitation, with an agree-
ment serving to disentangle CSS from other loss mechanisms that may contribute to such
measurements.
We begin by outlining the necessary background. What follows immediately draws
heavily upon the expository material presented in Chen (2018), Thorne and Blandford
(2017), and Baumjohann and Treumann (1997).
2
1.1 Charged particle motion in a magnetic field
In classical physics, the motion of a non-interacting charged particle in an electromagnetic
field is determined by the Lorentz force,
F = q(E+v×B), (1.1)
and the microscopic form of Maxwell’s equations,
∇ ·E = ρ
ε0
, (1.2)










We will focus on the case in which there is no electric field in the rest frame of the sys-
tem, the magnetic field is static in time, and the current and charge densities, ρ and J, are
negligible. An important consequence of the second of these assumptions is that a charged













From this, we know that a particle’s velocity vector can change its direction, but not its
magnitude, in a static magnetic field.
3
1.1.1 Cyclotron motion
To determine the precise motion, consider the field B = Bzẑ. In this case, the Lorentz force




Immediately we see that the magnetic field leaves the component of the particle’s velocity












These are the equations of a harmonic oscillator. If































z = vzt + z0 (1.9)
The quantities ρ =mv⊥/|q|Bz and ω = qBz/m are known as the gyroradius and the gyrofre-
quency, respectively. The gyroperiod T = 2π/|ω| characterizes the time for the particle to
complete one gyration around the field line. The argument of both trigonometric functions




Particle motion in a uniform field
Figure 1·1: Qualitative sketch of charged particle motion in a uniform magnetic field. The
trajectory is color coded by time, with deeper reds indicating later times. The guiding
center trajectory is coincident with the central line of force.
The motion of such a particle is shown in fig. 1·1. It is the superposition of a path along
5
the z axis and a gyration in the x-y plane. This gyration is often referred to as cyclotron
motion and the background magnetic field lines are referred to as lines of force.
1.1.2 Guiding center approximation
So long as the background field is sufficiently homogeneous to be approximately reduced
to the above case during a single gyroperiod, the motion of a charged particle can always be
decomposed into an oscillatory motion and a guiding center motion along a line of force.
In the given example, the guiding center motion was described by
rGC(t) =
[
x0 y0 vzt + z0
]T
,
while the oscillatory motion was described by
ρ(t) =
[
ρsin(ωt +φ) ρcos(ωt +φ) 0
]T
.
In a more general field, the particle will be described by





and B is measured at the particle’s guiding center, rGC(t). The quantities defined at the end















Particle motion in a non-uniform field
Figure 1·2: Qualitative sketch of charged particle motion in a non-uniform magnetic field
color coded by time (lighter to darker). Like the uniform case, the guiding center trajectory
is coincident with the central line of force.
1.1.3 Orthogonal force drifts
If a force F⊥ is orthogonal to the background magnetic field, a charged particle will expe-
rience a constant drift velocity vD perpendicular to both fields. This is because the particle
will experience successive acceleration and deceleration over each gyration, introducing a
bias into its perpendicular motion. See fig. 1·3 for a visual explanation.
Consider the total force on a particle averaged over one distroted gyration. (This is
the same as considering the force acting on the guiding center of the particle.) Because
we are assuming that no component of the force field points along the magnetic field, no
acceleration occurs and the force must vanish. If we average eq. (1.1) over one gyroperiod,
7
we have
〈F〉= F⊥+q〈v〉×B = 0. (1.15)






















Figure 1·3: Qualitative sketch of orthogonal force drift of a negatively charged particle
with the trajectory color coded by time (lighter to darker). The particle accelerates when
moving in the direction of the force and decelerates when moving opposite to it, biasing
the averaged motion.
The drift that will most concern us in this thesis is curvature drift. This occurs when






where Rc is the radius of curvature vector (pointing to the origin of the tangent circle) at





Another important drift responsible for convection in the magnetosphere is the so-called
9





Interestingly, this drift is independent of q, and thus both positively and negatively charged
particles experience the same vD.
1.1.4 The first adiabatic invariant
Consider a particle moving in a magnetic field with a longitudinal gradient. That is, the
lines of force surrounding the particle’s guiding center trajectory grow closer together (or
farther apart). In the overall rest frame of the system, the particle’s kinetic energy can be







Consider boosting to the reference frame moving longitudinally with the particle (i.e. the
frame moving with the guiding center). From this perspective, the particle’s kinetic energy
is given by Tm = 12mv
2
⊥. Furthermore, the magnetic field now appears to change in time,
and so will induce an electric field according to Faraday’s law as ∇×E′ =−∂B′/∂t. This
































In the above, the line integral is taken along the particle’s path, and so the signed area faces
B′ if q < 0 and points away if q > 0, resulting in the |q| term in eq. (1.27). Furthermore,
we have approximated the integral in going from eq. (1.26) to eq. (1.27) by assuming B′
changes little over a gyroperiod.






The quantity in parentheses is customarily denoted by µ and is referred to as the first adia-
batic invariant. Physically, it can be interpreted as the particle’s magnetic moment µ = IA
and tells us that a charged particle will attempt to maintain the magnetic flux through the
area enclosed by its gyrations.
1.1.5 Pitch angle and mirroring
It is convenient to describe the angle a particle’s velocity vector makes with respect to the
magnetic field line along which the guiding center moves. We denote this value by α, in
which case
v‖ = vcosα (1.30)






Consider a particle placed in the equatorial plane of a magnetic dipole field with some
components of its velocity vector parallel to the lines of force. B reaches its minimum
value here, and thus so will α. As the particle moves away from the equatorial plane,
it encounters regions of stronger B and responds by increasing α. This cannot continue
11
forever; the particle reaches its maximum value of B when α = 90◦. The particle will then
be reflected, moving toward the other pole through the equatorial plane.
This motion describes a bounce orbit and is referred to as particle mirroring. In a dipole
field, the conservation of µ ensures this mirroring process will continue indefinitely as long
































(a) Multiple bounce orbits of an electron
within a dipole field color coded by time
(lighter to darker). Magnetic field lines are
shown in blue. We use the GSM coordinate
system for all figures (see section 2.1.1 for a
definition). Notice that the particle migrates
to new field lines due to curvature drift.

















Pitch angle of mirroring particle
(b) The pitch angle of the particle shown to
the left. The intersections of the particle’s
pitch angle with the dashed line correspond
to mirror points.
Figure 1·4: The trajectory and pitch angle of a 100 keV electrons at L = 5 in a dipole model
of Earth’s magnetic field (see section 1.2 for the definition of L).
In this thesis, we consider α to range from 0 to π, with the extremes corresponding
to completely field-aligned and anti-field-aligned particles, respectively. A particle in a
dipolar field experiences a steady oscillation in pitch angle space between−αmin and αmin,
where αmin is the absolute value of the pitch angle at the magnetic equator; see fig. 1·4.
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1.1.6 Relativistic corrections
The preceding derivations and descriptions of charged particle motion are only valid in the
classical limit. Fortunately, their relativistic corrections are mild and self-evident, collected
















No change is needed for the drift velocity unless it approaches relativistic speeds. This
occurs only under extreme conditions not relevant to this thesis (Takeuchi, 2002).
The full, covariant description of charged particle motion is a rich topic that reveals
the deeper origin of the behaviors described above. It is beyond the scope of this thesis;
interested readers are referred to Boghosian (1987) and Tao et al. (2007).
1.2 Structure of the near-Earth magnetosphere
Near-Earth space is host to a complex system of interlocking fields and plasma. What fol-
lows is a brief overview of the primary systems space physicists have defined to help in
compartmentalizing and studying the magnetosphere. A more in-depth overview is given
by Baumjohann and Treumann (1997), while the reader can obtain a systems-science per-
spective from Borovsky and Valdivia (2018).
The terrestrial magnetic field would be dipole-like were it not for the solar wind, a pre-
dominantly electron-proton plasma that transports the lines of force of the solar magnetic
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Figure 1·5: The basic structure of the magnetic field and plasma populations of the near-
Earth magnetosphere. Taken from fig. 1.4 in Baumjohann and Treumann (1997)
.
field radially outward. When these particles and their associated interplanetary magnetic
field (IMF) lines meet the Earth’s magnetic field, the latter compresses along the day side
and becomes elongated on the night side.
The boundary at which the terrestrial field and IMF meet is called the magnetopause,
and the enclosing region occupied by the Earth’s magnetic field is called the magneto-
sphere. The stretched nightside part of the magnetosphere is referred to as the magnetotail
and is hundreds of Earth radii in length.
It is common to refer to magnetospheric field lines by their L shell, which is the distance
in Earth radii at which a field line crosses the magnetic equator. The magnetic equator
coincides with the position of weakest B along a field line. In the dipolar region of Earth’s
field, the magnetic equator is approximately coincident with the equatorial plane.
Relative to the Earth’s surface, the closest source of plasma is the ionosphere. This
begins approximately 80 to 100 km above the surface, where the ionization rate resulting
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from ultraviolet solar light and sufficiently energetic magnetospheric electrons outpaces
recombination.
In the inner magnetosphere (L < 4 ∼ 8, depending on the conditions) lies the plasma-
sphere. This is a belt of dense, cold plasma seeded by the ionosphere. Overlapping with
the plasmasphere are the inner and outer radiation belts. These regions contain relativistic
electrons and energetic protons, with the former occupying L ≈ 1 to L ≈ 2 and the latter
extending from L ≈ 4 to L ≈ 7. Due to curvature drift (derived in section 1.1.3), these
particles move azimuthally around the Earth.
Overlapping with the radiation belts and extending beyond them lies the plasma sheet,
which continues into the magnetotail. This is a sheet-like region containing plasma of a
lower energy and higher density than the radiation belts. Energetic electrons lost from the
plasma sheet precipitate to Earth along field lines connected to the surface at high latitudes,
producing the aurora. A graphical depiction of the description given here is shown in
fig. 1·5.
1.2.1 The current sheet and stretching of the magnetotail
When the IMF and terrestrial field have opposing directions at the dayside magnetopause,
the resulting neutral line(s) facilitate magnetic reconnection. This is a process wherein two
oppositely directed field lines merge along an interval to create a pair of connected field
lines, see fig. 1·6. These new lines provide a means through which the solar wind can seed
the magnetospheric plasma. Additionally, this process elongates the magnetotail through
the transfer of magnetic flux from the dayside to the nightside magnetosphere.
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Figure 1·6: Magnetic reconnection. Because the magnetic field is continuous, opposing
field lines must have a region of neutrality between them. If such a pair of field lines is
pushed together, this neutral region will ‘cut’ them and reconfigure their topology.
From Maxwell’s equations, it is clear that this stretching of the magnetotail must have
an associated current. It is a current moving from dawn to dusk along the magnetic equa-
tor beginning at approximately L = 6 and extending tailward. This current splits at the
magnetopause, traversing the shell of the magnetosphere in a plane parallel to the Earth’s
terminator before closing the system. It is termed the neutral sheet current.
The neutral sheet is so named because it occupies a thin, flat region demarcating a
magnetic field reversal, and so contains a relatively weak magnetic field. It is also called
the current sheet, which is how we will refer to it from here on. The current sheet lies at
the center of the plasma sheet, see fig. 1·7
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Figure 1·7: Current systems in the near-Earth magnetosphere. The neutral sheet current
(cross-tail current) is associated with the induced electric field from the thinning of the
current sheet. The resulting E×B drift convects particles Earthward. Taken from fig 1.6 in
Baumjohann and Treumann (1997).
1.2.2 Substorms
Substorms are space weather events lasting 1 to 2 hours that mark the transfer of magnetic
energy to kinetic energy through reconnection and a dipolarization of the terrestrial field.
The lines of force traversing the magnetotail rapidly move Earthward, forming a dipolar-
ization front. Particles energized by this front seed the radiation belts before being scattered
and subsequently lost to the ionosphere. Substorms occur multiple times per day (Borovsky
and Yakymenko, 2017).
The substorm growth phase preceeds dipolarization and begins during periods of higher
than average magnetic flux transportation from the dayside to the nightside magnetosphere,
brought about by an IMF opposed to the terrestrial field. Such an increase in magnetic flux
further stretches the magnetotail and thins the enclosed current sheet.
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At the onset of the substorm, the magnetic field within the current sheet undergoes
reconnection, creating a new, near-Earth neutral line. An isolated region of plasma (referred
to as a plasmoid) forms between this new neutral line and the original neutral line, now
hundreds of RE away.
During the recovery phase, this isolated region of plasma is ejected from the Earth’s
tail and the near-Earth neutral line is gradually pulled tailward until the magnetosphere
assumes its usual configuration.
1.2.3 The role of energetic electrons
The core of this thesis focuses on the population of 30 to 300 keV electrons in the near-
Earth magnetotail, designated here as energetic electrons. These are chosen for ease of
comparison with the measurements discussed in chapter 3.
The energy spectra of electrons in space plasma often follow a power law, a common
feature of complex systems. In Oka et al. (2018), energetic electrons in the near-Earth
magnetotail are shown to occupy the tail-most portion of the electron energy spectrum.
Precipitating electrons have an average penetration depth determined by their energy.
Energetic electrons, traveling at significant proportions of the speed of light, can fall to 100
km above the Earth’s surface where they ionize and excite the D region of the ionosphere.
This affects the chemical composition of the ionosphere and thus its conductivity, the latter
property being important for the use of radio communication. More recently, this group
of precipitating electrons has been observed to produce optical signatures that contribute
to the structured diffuse aurora (Sivadas et al., 2019). For these reasons, it is important to
characterize their loss mechanisms in a quantitative one.
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1.3 Current sheet scattering
The derivation of the first adiabatic invariant in section 1.1.4 assumed the change in B over
one gyroperiod was near-infinitesimal. This is not always true in reality. In the case of
a static (or slowly changing) magnetic field, this assumption fails when the field changes
direction or magnitude significantly over one gyration, e.g. when it is highly curved. In
such a situation, the first adiabatic invariant is not conserved.
1.3.1 Breaking of the invariance of the magnetic moment
The origins of the first adiabatic invariant are more subtle than its presentation in sec-
tion 1.1.4. In fact, as explained by Northrop (1963), the magnetic moment is invariant
in the sense that changes in µ are smaller than any power of ε = ρ/RC. Though the actual
function by which µ changes is unknown, ∆µ is often taken to be of the form e−C/ε, where C
is some constant. Whatever the case, it is clear that ε≈ 1 implies a possibly non-negligible
∆µ.
Empirically, a particle entering a localized region of large ε experiences a rapid, high
amplitude oscillation in µ, see fig. 1·8. This process is referred to as field line curvature
(FLC) scattering, and as ε approaches and exceeds unity, ∆µ becomes more sensitive to
the state of the incoming particle (i.e. its energy, gyrophase, and original µ). In fact, this
sensitivity is so pronounced that particles orbiting a region of sufficient curvature describe






















(a) The trajectory of the FLC scattered elec-
tron color coded by time (lighter to darker).
Magnetic field lines are shown in blue. No-
tice that successive mirror points occur at
very different locations from one another.













CSS effect on µ
(b) A plot of µ over one of the current sheet
crossings shown to the left. µ begins to os-
cillate as the particle approaches the current
sheet and settles to a new value as the particle
exits.
Figure 1·8: A 200 keV electron in the T89 model (see chapter 2) experiencing FLC scat-
tering upon traversal of the current sheet.
In the magnetosphere, such a region occurs in the current sheet. Specifically, during the
substorm growth period, the magnetic field within the current sheet can obtain a radius of
curvature ≈ 10−1 RE , which is within an order of magnitude of the gyroradii of electrons
in the 100 to 300 keV range (ρ≈ 1.5×10−2 RE to ρ≈ 8×10−2 RE).
An oft-used quantity to characterize regions of adabatic invariance violation is the adi-
abaticity κ =
√
ε−1. For particles of a particular energy, κ as a function of geometry ap-
proaches unity in regions of significant FLC.
1.3.2 Models of FLC scattering
Due to the occurrence of FLC scattering in the current sheet and localized regions of the
magnetic field warped by large currents, effort has been made to produce an accurate model
of ∆µ. Often, the expression derived will be in terms of µ∗, the normalized magnetic mo-
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As magnetospheric regions of high FLC coincide with the magnetic equator, αeq is not truly
a physical quantity in this case and should be thought of as an alternative representation of
µ. (In the case of low energy particles in dipolar fields, αeq does indeed correspond to the
physical pitch angle at the magnetic equator.) Because the rest of this thesis makes frequent
use of this concept, we will emphasize again that αeq is a proxy for the magnetic moment
and not the true pitch angle at the magnetic equator. Notice that αeq ranges from 0 to π/2
and not 0 to π as a typical pitch angle.
The earliest models considered here are those by Gray and Lee (1982) and Tsyganenko
(1982). The magnetic fields used by both authors two dimensional, changing only in the x
component. In the former article, Gray and Lee posit a relationship of
∆µ = A(αeq,ψeq)e−κ
2C (1.39)
where RC (used in the definition of κ) is the radius of curvature at the magnetic equator and
C and A(αeq,ψeq) are quantities determined through particle tracing.
Tsyganenko (1982) took an alternative approach and developed a scattering matrix
characterizing the relationship between an initial and final µ, assuming a uniform gyrophase
distribution. He accomplished this using particle tracing, much like Gray and Lee.
In studying field line curvature scattering in the Jovian magnetodisc, Birmingham (1984)











where Bn is the normal component of the magnetic field, B0 =
∂Bρ
∂z is the rate of change of
the radial component of the magnetic field, Γ is the analytic continuation of the factorial















from which we can see that it is simply an expansion upon the Gray and Lee model that
gives an analytical form for A.
Delcourt et al. (1994) is the first to propose an entirely new form of ∆µ. Their model is
derived by assuming the particle experiences a break in adiabatic invariance over a single
gyration, and that this break can be modeled as a centrifugal force felt at the guiding center













where α and ψ refer to the pitch angle and gyrophase of the particle at the onset of cen-
trifugal impulse.
The most accurate of the major ∆µ models was developed by Young (2002) empirically.











where S is the field line arc length and all terms are evaluated at the point where κ is at a
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where cA,cF ,a1A,a1F ,a2A,a2F ,ωA,ωF ,bA,bF are various polynomials in terms of ε defined



























This brief tour of FLC scattering models is intended to highlight a number of features
of the problem, particularly ∆µ’s dependence on the incoming gyrophase and equatorial
pitch angle. It is the quasi-random nature of the first quantity that is responsible for the
chaotic nature of µ.
1.3.3 Difficulties of applying ∆µ models
The fine dependence of ∆µ on the magnetic field geometry complicates the application
of these approximations to particles in a realistic magnetosphere, where curvature drift
transports them to new geometries over successive bounce orbits. To emphasize this, note
that eq. (1.39), eq. (1.48), and the scattering matrix method of Tsyganenko need many
simulations of a single current sheet crossing to determine ∆µ at one point. Delcourt et al.
(1994) acknowledges that eq. (1.43) does not account for the long term behavior of FLC
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scattering, and that its application to a single crossing is dependent on the critical cyclotron
turn assumption.
Young et al. (2008) attempted to examine long term characteristics of ∆µ scattering by
using eq. (1.46) to derive the equatorial pitch angle diffusion equation in a dipole field. The
authors solved for the eigenfunctions f and eigenvalues τL of this equation; the former rep-
resenting the allowable pitch angle distributions and the latter representing their lifetimes.
Ideally, using the orthogonality of these eigenfunctions, an arbitrary distribution and its
decay rate can then be calculated.














this model contains a singularity at αeq = 90◦. When κ /
√
3, eq. (1.50) can be ap-
proximated by a singularity-free equation that can be solved analytically. When κ '
√
3,
eq. (1.50) does not permit such an approximation and the equation can only be solved via
truncation of the domain to values less than 90◦. The authors found that both the eigen-
functions and lifetimes that solve this restricted system depend on the value chosen as the
maximum equatorial pitch angle, with the lifetimes approaching infinity as αeq,max tends
to 90◦. As a result, the decay rate of a distribution constructed from these eigenfunctions
cannot be given physical significance.
1.4 Research goals and motivation
Along with the analyses described above, many researchers have explored FLC scatter-
ing through analytical and numerical means over the past half century, with a particular
focus on individual particle dynamics and the determination of the pitch angle diffusion
coefficient Dαα(α) (Sergeev and Tsyganenko, 1982; Sergeev et al., 1983; Basu and Row-
lands, 1986; Büchner and Zelenyi, 1989; Burkhart and Chen, 1992; Chen, 1995; Anderson
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et al., 1997). Protons and ions have been investigated more often than electrons due to their
significantly larger gyroradii, and hence their larger susceptibility to FLC scattering.
In the few theoretical works where electron precipitation from FLC scattering has been
of interest, loss rates have been estimated in terms of average particle lifetime. Artemyev
et al. (2013) used the model developed by Young (2002) to demonstrate that Dαα(α) for
FLC scattered electrons exceeds that of wave-particle interactions for energies > 1 MeV at
L ≈ 7. Following this, the researchers using the determined Dαα(α) to estimate a lifetime
of 1 to 6 hours, speculating that this could give rise to stable electron precipitation. Young
et al. (2008) examined a similar population, with an approach described in section 1.3.3.
Observations of electron precipitation caused by CSS have been made on the basis of
an observed isotropic boundary and how its position changes with energy. From theory,
FLC scattering is expected to isotropically fill the loss cone. The isotropic boundary is the
magnetic latitude that marks the point at which this isotropic loss flux is comparable to
trapped flux measurements. Since higher energy particles are able to be FLC scattered in
more dipolar geometry, CSS should leave a signature of an isotropic boundary that moves
equatorward with increasing particle energy.
Sergeev et al. (1990) reported such observations for electrons > 40 keV. More recently,
Sivadas et al. (2017) and Sivadas et al. (2019) reported similar observations for electrons
between 100 and 300 keV, with evidence that CSS could be a loss mechanism for energies
as low as 30 keV. Others have reported observations of relativistic (> 300 keV) electron
precipitation, cautioning that their source may not be from CSS, but rather electromagnetic
ion cyclotron waves (Smith et al., 2016; Shekhar et al., 2017).
The energies reported by Sergeev et al. (1990), Sivadas et al. (2017), and Sivadas et al.
(2019) are well below the usual MeV range studied for electron CSS. Quantitative theo-
retical validation of these events would be helpful in determining the role of CSS electron
precipitation, i.e. to what degree CSS can account for such observations.
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In this thesis, we will address this problem by developing a simulation and comparing
its results to the observations in Sivadas et al. (2019). This will provide the necessary
theoretical validation over a range of energies. Furthermore, such a simulation allows us to
estimate the amount of energetic electron precipitation from CSS we are to expect from a
given field geometry.
This introduction has focused on describing the magnetosphere system and CSS. In the
next chapter, we outline the simulation of these processes and the analysis tools developed
to make sense of the results. Observational data of precipitation from CSS is then pre-
sented along with a description of the associated substorm event and the two measurement
devices, the Poker Flat Incoherent Scatter Radar (PFISR) and the Time History of Events
and Macroscale Interactions during Substorms (THEMIS) satellite constellation. We con-
clude this thesis by comparing our simulated results to observations and discussing their




Owing to the difficulties of analytically determining the distributional behavior of particles
undergoing FLC scattering in a realistic magnetic field, we take a simulation approach.
Simulations are common in the investigation of magnetospheric plasma, with magnetohy-
drodynamic (MHD) simulations used for the largest scales, particle-in-cell (PIC) simula-
tions for mid-range behavior, and charged particle tracers for single particle phenomena.
2.1 Basic framework
Charged particle tracers are attractive for their simplicity as well as their insight into indi-
vidual particle trajectories. However, they are not self-consistent, i.e. they do not capture
the influence of charged particles on the background field. This implies that their use to
construct distributional characteristics (by using Monte Carlo methods, for example) is
limited to the case where the population under consideration has a negligible effect on
the background field. Additionally, they are incapable of capturing interactions between
particles, and so should only be used when collective effects can be ignored.
We choose to focus on electrons in the near-Earth magnetotail between 30 and 300 keV
for purposes of comparison with the event discussed in chapter 3. Plasma here has a number
density of approximately 10−2 cm−3, with the energies under consideration occupying the
tail of the energy spectrum (Borovsky and Valdivia, 2018; Oka et al., 2018). Furthermore,
since we are only interested in exploring how FLC scattering contributes to particle loss, we
do not consider collective effects. For these reasons, a charged particle tracer is appropriate
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for our study.
We use a Monte Carlo approach to determine the effect of FLC scattering on a group
of particles: after specifying initial distributional characteristics, particles are spawned and
advanced individually over a specified time period using a variable time step relativistic
integrator. We can then obtain an estimate of the statistics of interest by calculating those
statistics of the simulated distribution.
This type of simulation is often written in languages suited to high performance com-
puting, such as C or Fortran. To promote ease of communication between the simulation
and the suite of analysis tools (discussed later), we chose to use Python instead. To ap-
proach C-like speeds, we employed Numba, a package that provides just-in-time compila-
tion to C.
2.1.1 Background field models
The electric fields associated with magnetospheric current systems have the potential to
change a particle’s energy and first adiabatic invariant through acceleration of the perpen-
dicular velocity component during periods of curvature drift. Using the electric field values
reported by Fälthammar (1989), a calculation reveals that under average conditions the
change in energy is approximately 500 eV per bounce orbit. This is small compared to
the overall energies we consider, and so we choose to avoid complications of a changing
energy by neglecting the background electric field altogether. (See section 4.2.2 for a more
complete discussion of the complications of its inclusion.)
For the magnetic field, we use a superposition of the near-Earth International Geomag-
netic Reference Field (IGRF) and one of five possible Tsyganenko models: T89, T96, T01,
T04, and TS07D (Thébault et al., 2015; Tsyganenko, 1989; Tsyganenko and Stern, 1996;
Tsyganenko, 2002a,b, 2005; Tsyganenko and Sitnov, 2007; Sitnov et al., 2008). The IGRF,
T89, T96, T01, and T04 models were adapted (i.e. made compatible with Numba) from
Sheng Tian’s Python port of the Geopack module (Tian, 2020). The TS07D model was
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ported to Python from the July 2017 Fortran code available from Johns Hopkins University
Applied Physics Laboratory (JHU APL) (Romeo, 2017). All models are described in terms
of the Geocentric Solar Magnetospheric (GSM) coordinate system. In this system, the x
axis has its origin at Earth’s center and is directed toward the sun. The y axis is obtained
through the cross product of the magnetic dipole axis and the x axis. The z axis is then
obtained through the cross product of the x and y axes.
As input, the internal IGRF model requires coefficients to a weighted sum of spherical
harmonics. These coefficients are provided by the National Oceanic and Atmospheric Ad-
ministration (NOAA) (Thébault et al., 2015). Given a date and time, the simulation loads
the sets of coefficients most near the date and linearly interpolates between them. Addition-
ally, the velocity vector characterizing the solar wind is needed; this data is obtained from
the National Aeronautics and Space Administration’s (NASA) OMNIWeb (King, 2005).
The T89 model is parameterized by the dipole tilt angle ps (calculated at the same time
the IGRF coefficients are retrieved) and the planetary K index. This index—an integer be-
tween 0 and 9, inclusive—is determined by averaging the fluctuations of Earth’s magnetic
field as measured by ground based magnetometers over 3 hour periods, with higher values
indicating a larger degree of magnetic activity. The planetary K index is available from the
GFZ German Research Centre for Geosciences.
The T96 model takes as input ps along with the solar wind dynamic pressure, DST
index, and the y and z components of the IMF. These values are obtained through NASA’s
OMNIWeb (King, 2005).
The T01 and T04 models take the same inputs as the T96 model, with the addition of
the G indices defined in Tsyganenko (2002a,b) for the former and the W indices defined
in Tsyganenko (2005) for the latter. In both cases, the additional parameters were taken
from the 1-minute-cadence datasets provided by Richard Denton and Zhengui Qin (Weigel
et al., 2009).
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The TS07D model is considerably more complex in its requirements. In addition to the
same inputs as used for the T96 model, 101 additional parameters are needed. These are
separated into static and dynamic coefficients and are provided in 5 minute increments by
Romeo (2017). To obtain finer time resolution, the simulation linearly interpolates these
parameters between successive times.
One incidental result of this thesis is the development of the first known Python port
of the TS07D model, as well as the conversion of the previous models to be Numba com-
patible. This allows researchers to access these models in an interpreted language without
sacrificing the speed of a compiled language (Beever, 2021).
An example of our use of the above ported models to create a superposition of the IGRF
and T04 fields for March 26th, 2008 at 11:13 UT (the date and time considered in chapter 3)
is shown in fig. 2·1.

























Figure 2·1: The superposition of the T04 and IGRF models at 11:13 UT on March 26th,
2008. The current sheet is coincident with the smallest curvature radii.
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2.1.2 Interpolating the magnetic field
The described models require many function calls to compute B and are the primary bot-
tleneck of the simulation. To reduce computational complexity, we implemented a scheme
whereby the user designates a volume of interest that is sampled, stored, and able to be
reconstructed with less overhead. Concretely, this interpolation improves on the speed of
the TS07D model by two orders of magnitude.
After marking the bounds to be used (in GSM coordinates) and a sample size ∆ (in RE),
the simulation measures B at the lattice points of a regularly spaced grid. Upon future calls
to the magnetic field function, the simulation performs tricubic interpolation on the three
components of B.
To estimate the error introduced by this interpolation method, we randomly sample
points within the interpolated volume N times and measure both the maximum and average















For the event we consider later in this thesis, a sample rate of 0.1 RE corresponds to an
average relative error of approximately 0.008% and a maximum relative error of 0.47%.
2.1.3 Populating the simulation
To populate the simulation, we begin by specifying a probability density function (PDF)
of the form f (r,E,α,ψ) = fr(r) fE(E) fα(α) fψ(ψ), where the total number of simulated
particles N is given by
N =
∫∫∫∫
fr(r) fE(E) fα(α) fψ(ψ)drdE dαdψ (2.3)
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Here, r denotes the guiding center position, E kinetic energy, α pitch angle, and ψ phase
angle. Often, we take fr(r) = δ(3)(r− r0) and fE(E) = δ(E − E0), in which case the
simulation spawns particles at r0 with energy E0.
Whenever one of the specified density functions fa(a) is not a delta distribution, we
discretize it by evenly sampling its domain, constructing the discrete approximation to
the cumulative distribution function (CDF) Fa(a), then linearly interpolating to build the
inverse CDF F−1a (a). This function is then sampled with a uniform random variable u
restricted to [0,1) to produce a sample from the original distribution fa(a).
In a realistic magnetospheric magnetic field model, there is no preferred way to define
ψ. We do so by constructing a right-handed orthonormal basis at each particle’s spawn
position r0 with its z axis coincident with B(r0) and its x axis coincident with the radius
of curvature vector RC. The remaining axis points along RC×B(r0). Here, we will label
the respective basis vectors by z̃, x̃, and ỹ. The gyrophase ψ is then defined as the angle
between x̃ and the particle’s position with respect to the guiding center r− r0.
The full step-by-step process used to spawn N particles is as follows:
1. Create inverse CDFs for fr(r), fE(E), fα(α), fψ(ψ).
2. For each particle, obtain r0 and E0 by sampling fr(r) and fE(E).
3. Determine the particle’s speed v from E0.
4. Obtain α0 and ψ0 by sampling fα(α) and fψ(ψ).
5. Construct an orthonormal basis at r0 as described above.
6. Set v =−vsin(α)sin(ψ) x̃+ vsin(α)cos(ψ) ỹ+ vcos(α) z̃
7. Set r = r0 +ρ(r0), where ρ(r0) is the gyrovector described in eq. (1.11).
Sometimes, it is preferable to specify a distribution of µ along a field line rather than
fα(α) and fr(r). It is convenient to do this in terms of a quantity independent of energy
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and mass, and so we use αeq. Unfortunately, because we are interested in cases where µ
is not conserved at the magnetic equator, we cannot simply take r0 to be at the point of
minimum B and α to be αeq (recall from section 1.3 that FLC scattering prohibits αeq from
attaining a physical status). Instead, we take advantage of the improved conservation of
the magnetic moment at mirror points, spawning particles at their maximum distance away
from the magnetic equator (Artemyev et al., 2015a). In this case, f (r,E,α,ψ) becomes
fL(E,αeq,ψ) and the above procedure is modified to become
1. Create inverse CDFs for fE(E), fαeq(αeq), fψ(ψ).
2. For each particle, obtain α0 by sampling fαeq(αeq).
3. Starting at the magnetic equator along the field line specified, step north (or south)
until an r0 is found such that B(r0) =
Beq
sin2(α0)
(to within some tolerance).
4. Obtain E0 and ψ0 by sampling fE(E) and fψ(ψ).
5. Determine the particle’s speed v from E0.
6. Construct an orthonormal basis at r0 as described above.
7. Set v =−vsin(ψ) x̃+ vcos(ψ) ỹ
8. Set r = r0 +ρ(r0), where ρ(r0) is the gyrovector described in eq. (1.11).
2.1.4 Advancing the simulation
Since each particle is advanced individually, the background field together with the Lorentz
force is sufficient to determine its future history. The associated first order system of equa-











which is then discretized to arrive at a ‘leap-frog’ method, wherein updates to the position














where the superscripts indicate the timestep associated with each quantity, not exponenti-
ation. The quantity v̄ is an average of the velocity over nearby timesteps. Defining this
average in different ways allows one to maintain certain properties present in the continu-
ous time system.
Ripperda et al. (2018) nicely outlines three major relativistic particle integrators that
follow the discretization framework outlined above. These are the Boris, Vay, and Higuera-
Cary methods. At a high level, these algorithms define a v̄ that allows for an explicit
inversion of eq. (2.6) to solve for pn+1.





This definition of v̄ gives the Boris method a volume preserving property. Practically speak-
ing, the Boris method will accurately reproduce particle gyrations provided the timestep ∆t
is small enough to accurately describe the gyration frequency (i.e. it satisfies the Nyquist
criterion).
The Vay method was developed to correctly reproduce E×B drift, a feature poorly








This definition breaks the volume preserving property of the Boris method.
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The Higuera-Cary method attempts to combine volume preservation with an accurate













While our simulation implements all three of the above methods, only the relativistic Boris
method is used in the results given in this paper. This is due to the lack of E field in the
models considered and the need for an accurately computed gyroradius (given that FLC
scattering is sensitively dependent on this quantity). As reported in Ripperda et al. (2018),
the Boris method preserves γ (and thus ρ) to higher accuracy than the other models.
As noted previously, the timestep used in eq. (2.6) and eq. (2.7) must be small enough
to capture the highest gyration frequency along a particle’s trajectory. This can be on the
order of 10s of nanoseconds for particles near the ionosphere. To advance 1000 particles
for 10 seconds at such a small timestep would require on the order of 1012 computations of
eq. (2.6) and eq. (2.7), as well as the same number of calls to the magnetic field function.
We can reduce the number of expected operations by introducing a variable timestep. We
take this to be ∆t = T/2π, where the gyroperiod T is computed at the start of each step
by approximating the magnetic field strength at the guiding center by B at the particle’s
location.
The simulation takes an additional parameter ∆ts that determines the interval of simu-
lated time at which data is saved. For the work presented in this thesis, we chose ∆ts = 1
ms. For every simulated period of ∆ts, the particle’s timestamp, position, velocity, and
background magnetic field vector are saved. Due to the noninteracting nature of the parti-
cles, the entire process described here is easily parallelized.
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2.2 Relationship of f (r,E,α,ψ) to j(r,E,α)
Because the simulation takes as input a pitch angle distribution (PAD), it is important to
clarify the relationship of this function to the more common PAD associated with the dif-
ferential directional energy flux (DDEF).
The DDEF j(r,E,α) describes the density of particles at r that pass through a unit
solid angle and unit area perpendicular to the vector in the direction of α, where α is the
angle with respect to the local magnetic field vector. It is related to the number density via
(Roederer and Zhang, 2014)
dN(r,E,α) = j(r,E,α)cos(α)dAdE dΩ. (2.12)
It is j(r,E,α) that is measured by particle detectors. At a fixed r and E, the same quantity
is referred to as the PAD.
In contrast to the DDEF, the number density is related to the simulation’s seed distribu-
tion through
dN(r,E,α) = f (r,E,α,ψ)dE dαdψ (2.13)
Notice that ψ is absent from the left side of eq. (2.13). In a steady state, particles in the
magnetosphere are gyrotropic with a uniform distribution of phase angles. This means that
a particular α in the DDEF corresponds to an annular patch of solid angle.
Equating eq. (2.12) and eq. (2.13) and using dΩ = sin(α)dαdψ gives
f (r,E,α,ψ) = j(r,E,α)cos(α)sin(α)dA (2.14)





Because we normalize f (r,E,α,ψ), eq. (2.15) gives us all the information we need to
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relate measured PADs to seed distributions. In particular, this gives us a recipe for con-
structing realistic PADs with which to test the simulation: specify j(r,E,α), weight it by
cos(α)sin(α), and use the normalized result to populate the simulation. Some common
PADs and their related fα(α) distributions are shown in fig. 2·2.
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(a) Common PADs and their names. These
are the distributions reported in tradi-
tional space physics papers, derived from
j(r,E,α).
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(b) The seed distribution counterparts to
those shown to the left. Notice that slight
variations in f̃ (α) lead to large variations in
j(r,E,α).
Figure 2·2: The relationship between traditional PADs and the distributions used in the
simulation.
2.3 Analyzing simulated histories
After we have populated and solved the simulation, we are left with many gigabytes of data
giving the history of each particle (i.e. every particle’s position, velocity, and background
magnetic field at intervals of ∆ts). While dozens of analysis tools were developed to track
distributional characteristics, the two important for the current study are the function used
to determine when a particle has been lost to the ionosphere and the function used to assign
an equatorial pitch angle (equivalently, µ) to each particle at each time.
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2.3.1 Tracking lost particles
The first of these is very simple: when a simulated particle comes within 100 km of a sphere
of radius RE centered at the origin, it is considered lost to the ionosphere and its simulation
is stopped. For a given simulated distribution, we need to only count the number of histories
that end prior to the full simulation time to determine the total number of particles lost.
2.3.2 Determining equatorial pitch angles
The determination of αeq is more complicated, owing to the fact that we are considering
the case in which αeq (and hence µ) is not a constant across bounce orbits, and in particular
is not well defined for particles trapped in the current sheet. Nevertheless, αeq gives us
a convenient, normalized measure of µ that can be used to easily determine a particle’s
mirror point when sufficiently far from regions of small κ, and so it is important to develop
an algorithm for calculating αeq.







where Bn is the field recorded at the particle’s location at step n and not at its guiding center.
(We make the approximation r ≈ rGC, valid in regions of large κ, to reduce computation
time.) Following the calculation of α, we mark off subsequent mirror points by finding the
local minima of |αn−π/2| and using these points to section the history of the particle into
frames.
For each frame (spanning the time between two mirror points), we find the time at
which the particle crosses the magnetic equator by searching for the index of minimum
B. We then create a series of new frames spanning successive equatorial crossings and
containing a mirror point at their center, see fig. 2·3. It is to each of these frames that we
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where B and α are measured at the central mirror point (with α≈ 90◦) and Beq is taken to
be the average of the B measurements at the equatorial crossings at the edge of the frame.




















Assigning αeq via α
Mirror points
Crossing points
(a) We first section a particle’s history into
frames with endpoints at adjacent mirror
points (orange dots).








Assigning αeq via B
Mirror points
Crossing points
(b) We then find the crossing points by look-
ing for times of minimum B in each frame
(red dots).
Figure 2·3: The determination of αeq for an example particle. Plotted above are its pitch
angles and values of B for the first 4 seconds of its simulation trajectory. Between each pair
of red dots, we assign an equatorial pitch angle whose
√
Beq/B ratio is computed using the
average of the frame’s endpoints (red dots) for Beq and the value of the magnetic field at
the mirror point (orange dot) for B.
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Figure 2·4: The assigned αeq compared to αeq calculated through conservation of the mag-
netic moment (with a constant Beq value used). Notice that our method removes noisy
transitions and easily handles a changing Beq.
If the particle of interest is spawned beyond the current sheet, the above algorithm will
not assign an equatorial pitch angle for the first half-bounce orbit. Additionally, it is likely
that the particle will not be crossing the current sheet when the simulation ends, meaning
this algorithm will not assign an equatorial pitch angle for the last partial bounce orbit. In
both cases, we calculate the equatorial pitch angle using the particle state and magnetic
field at the first (last) index together with the closest Beq. The final result of an application
of this algorithm is shown in fig. 2·4.
The complete procedure described above has the advantage of removing the large-
amplitude oscillations present in the instantaneous αeq when particles undergo FLC scat-
tering, allowing easy analysis of ∆µ values. The changing Beq due to curvature drift is also
accounted for with this method. Finally, the first adiabatic invariant is maximally conserved
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when the particle of interest is at its mirror point, and so this algorithm allows us the most




3.1 Overview of the event
We focus on the substorm occurring on March 26th, 2008 between approximately 11:00
and 11:44 UT. This event has been studied by Sivadas et al. (2017) and Sivadas et al. (2019),
who report evidence supporting CSS as one of the loss mechanisms of electrons between
100 keV and 300 keV. Furthermore, this event offers the opportunity to take into account
both satellite and ground-based measurements within approximately the same flux tube.
According to the latest Tsyganenko models, the D and E probes of the Time History
of Events and Magnetic Interactions During Substorms (THEMIS) mission were within a
few RE of the current sheet between approximately L = 12 and L = 13 during and shortly
before the substorm, see fig. 3·1. The footprint of their enclosing flux tube was near the
location of the Poker Flat Incoherent Scatter Radar (PFISR) in Poker Flat, Alaska. Through
the former we have access to the DDEF near the magnetic equator; through the latter we
have indirect access to measurements of loss flux through inversion techniques.
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Figure 3·1: The locations and field lines of THEMIS D, THEMIS E, and PFISR at 11:13
UT according to the T04 model. The projection of these field lines onto the x-z plane
obscures the fact that THEMIS D and PFISR have higher conjugacy than THEMIS E and
PFISR.
Sivadas et al. (2017) used the conjugacy of these measurements to constrain the source
of precipitating electrons above 100 keV to tailward of THEMIS D and E, arguing that this
population was lost due to CSS. To obtain a first estimate as to the exact effect of CSS on
these particles, we plot the minimum κ for 100 keV electrons and 300 keV electrons along
the THEMIS D and E field lines as a function of time, see fig. 3·2
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THEMIS D, 100 keV
THEMIS D, 300 keV
THEMIS E, 100 keV
THEMIS E, 300 keV
Figure 3·2: κ along the field lines coinciding with THEMIS D and E over the duration
of the substorm. This plot uses the T04 model to determine field lines and B values, see
section 3.2.1.
The lower the value of κ, the greater the effect of FLC scattering. THEMIS E shows
a higher adiabaticity than THEMIS D and reports fluxes an order of magnitude lower than
its partner satellite. More importantly, THEMIS D and PFISR display a higher degree of
conjugacy than THEMIS E and PFISR. For these reasons, we choose to focus on THEMIS
D and examine 11:13 UT, the time of maximum conjugacy between it and PFISR.
3.1.1 THEMIS
The THEMIS mission consists of five satellites launched in 2007 to investigate substorm
activity. THEMIS A, D, and E have maintained their orbit within the near-Earth magne-
tosphere, while the B and C probes have since been moved to a lunar orbit. From the
THEMIS A, D, and E probes, we rely on measurements from the onboard fluxgate magne-
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tometer (FGM) and solid state telescope (SST) to determine the background magnetic field
and DDEF, respectively. We use data averaged over the rotation period of the satellites (so-
called spin-averaged data) available from the NASA Space Physics Data Facility (SPDF)
OMNIWeb (King, 2005).
At a high level, the FGM is essentially a transformer with a current injected into the
primary coil and a sensor to detect the induced current in the secondary coil. A background
magnetic field interferes with the flux linkage in a predictable way, allowing its character-
istics to be determined.
The SST onboard THEMIS operates on the same principles as other solid state particle
detectors: charged particles strike a detecting medium (in this case a plane of silicon semi-
conducting material), ionizing atoms and creating electron-hole pairs. Under an applied
electric field, the newly freed electrons drift to one side of the medium and are detected
by a strip (or grid) of electrodes. The THEMIS SST can distinguish between electrons and
positively charged ions and provides separate measurements of the populations.
The SST reports the measured DDEF as a function of energy and pitch angle, with the
former binned logarithmically between 31 keV and 719.5 keV and the latter sorted into bins
12.5◦ in width, see fig. 3·3. To determine the total observed number flux within THEMIS
D’s enclosing flux tube, we integrate dN over solid angle,








For each energy bin En of the SST under 300 keV, we use monotonic cubic interpolation to
smooth j(rTh,En,α) before numerically integrating to find dNT (rTh,En).
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(a) The DDEF of the first 8 energy bins re-
ported by THEMIS D at the time of maxi-
mum conjugacy with PFISR.
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(b) The DDEF of the first 8 energy bins re-
ported by THEMIS D prior to the substorm
onset.
Figure 3·3: The PADs reported by THEMIS D. At the time of maximum conjugacy the
distributions are fairly isotropic, while prior to the substorm onset the distributions are field
aligned. The SST on THEMIS D bins measurements in intervals of 12.5◦. We produce the
smooth plots shown here via monotonic cubic interpolation.
3.1.2 PFISR
Incoherent scatter radar (ISR) is a ground-based technique to probe the ionosphere and
determine its plasma parameters. At a high level, a transmitting antenna sends either a
continuous wave or a series of pulses that scatter incoherently from free electrons. Due to
this incoherency, the resulting backscatter is weak and detectable only with an extremely
sensitive receiver. However, if the signal-to-noise ratio (SNR) can be made acceptable,
the Fourier transform of the received signal encodes important plasma parameters. Most
relevant for this thesis is the electron density Ne, which is proportional to the total power
of the received signal.
PFISR is an electronically-steerable ISR in Poker Flat, Alaska with beams 1.1◦ in width
(Sivadas, 2020). By probing the ionosphere using Barker code pulses (digital sequences ex-
hibiting a δ-like autocorrelation, and thus a relatively flat power spectrum), it is possible for
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PFISR to achieve a ≈ 1.5 km resolution in altitude (Sivadas, 2020). Further description of
the workings of ISR are beyond the scope of this thesis; readers interested in the historical
development are referred to the quadrilogy of articles Dougherty and Farley (1960), Farley
et al. (1961), Dougherty and Farley (1963), and Farley (1966).
From PFISR’s measurement of Ne at various altitudes, we can solve for the integrated
DDEF. This process was carried out by Sivadas (2020) and is briefly summarized here.




= q(z)−αDN2e (z) (3.3)
where αD encodes the recombination rate. We can solve this numerically for q(z), then use
the noninteracting nature of the precipitating particles to posit a forward model relating the
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where the matrix A is determined by the Monte Carlo methods put forth in Sergienko and
Ivanov (1993). Generally, A−1 is nonexistent, and so we require a regularization scheme to
solve for the energy flux. Sivadas (2020) used a ‘maximum entropy method’ first applied to
the area of ISR inversion problems by Semeter and Kamalabadi (2005). This scheme seeks
to extremize the Berg entropy of the energy flux, effectively being maximally noncommittal
with the distributional parameters describing the energy spectrum. This method works well
in practice and is robust to uncertainties in q(z) (Semeter and Kamalabadi, 2005).
Using this method, the DDEF is solved for every PFISR beam bi, with the resulting col-
lection of energy spectra averaged to produce a final estimate of j(rIo,Ei) = 〈 jbi(rIo,Ei)〉bi .
Since the energy bins measured by PFISR are not the same as those measured by THEMIS,
we linearly interpolate the former to match the latter.
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3.1.3 Comparing THEMIS and PFISR measurements
The energy flux measured at PFISR is assumed to be independent of α and ψ. To determine
the number flux within the ionosphere (i.e. the number flux of lost particles), we once again





= 2π j(rIo,E)dAdE (3.6)
We would like to use this quantity to obtain an estimate of the loss flux at THEMIS D. Note
that if the source of precipitation is tailward of THEMIS D, the total number of particles at
a specific energy within the loss cone must be the same in the plane containing THEMIS D










Since it is assumed each number flux term is independent of area, the double integral in
eq. (3.7) evaluates to AIo while the double integral in eq. (3.8) evaluates to ATh. By conser-











where we have used conservation of the magnetic moment to relate the magnetic field
measurements at the ionosphere and THEMIS with the square of the sine of their loss cone
angle (αLCTh for THEMIS and 90
◦ for PFISR).
In effect, measurements from PFISR allow us to examine the loss flux at THEMIS more
accurately than would otherwise be possible thanks to the conjugate configuration of the
two instruments and the magnification of loss cone flux at the ionosphere.
3.2 Simulating the event
From THEMIS and PFISR, we know the in situ observed flux and the proportion of that flux
corresponding to lost particles. To determine how much FLC scattering within the current
sheet accounts for this observed loss, we spawn a measurement-informed distribution of
electrons at THEMIS D and track the total number of particle observations and losses.
The two majors considerations here are the choice of magnetic field model and the
initial distribution of particles. Beyond this, we need to choose a metric that is a meaningful
measure of precipitation applicable to both measurement and simulation.
3.2.1 Choosing the magnetic field model
To select the appropriate magnetic field model, we compare the measured field values re-
ported by the THEMIS satellites with the B values output at their locations in the T96, T01,
T04, and TS07D.
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(a) The MSE of the magnetic field vector at
THEMIS D’s location and the vector output
by the models at that same location.
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(b) The MSE of the magnetic field vector at
THEMIS E’s location and the vector output
by the models at that same location.
Figure 3·4: The MSE of the magnetic field measurements near the current sheet and the
outputs from the Tsyganenko models. The T04 and TS07D models have comparable error
near the time of maximum conjugacy, with the T04 model performing better over the dura-



































Model comparison at THEMIS D
(a) The comparison of the different Tys-
ganenko model outputs with measurements

































Model comparison at THEMIS E
(b) The comparison of the different Tys-
ganenko model outputs with measurements
made by THEMIS E over the course of the
substorm.
Figure 3·5: The deviation of the different magnetic field models from measurements near
the current sheet. The dashed line marks the time we consider.
Because we are trying to capture the characteristics of the system near the field lines
passing through THEMIS D and E, we focus on their errors. We choose to use the T04
model, as its mean square error (MSE) between its output vector and the THEMIS probes’
measured magnetic field vectors is the lowest of the four models near the time of maximum
conjugacy, see fig. 3·4.
Beyond this, it is known that the Tsyganenko models underestimate the thinness of the
current sheet (Haiducek et al., 2019). The T04 model, with its large |Bx/Bz|, corresponds
to a thinner current sheet than any of the other models, further suggesting it is closest to the
physical situation, see fig. 3·5.
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3.2.2 Defining the initial distribution
Through the SST on THEMIS D, we have access to the pitch angle distribution of different
energies. At the time of maximum conjugacy, the energy flux detected is relatively small
and it is difficult to determine the exact nature of the pitch angle distribution, though it ap-
pears relatively isotropic. Near 10:40 UT, by contrast, both satellites report a field-aligned
pitch angle distribution roughly proportional to cos2(α).
We could investigate the behavior of each of these cases by spawning groups of parti-
cles at THEMIS D with the reported pitch angle distributions. However, doing so would
neglect those particles with mirror points initially tailward of THEMIS D, i.e. those parti-
cles initially unobservable. Since CSS has the potential to make such particles observable,
it is important to consider their effect on the system. We can do this by using an initial
equatorial pitch angle distribution along the field lines of THEMIS D, instead of the actual
pitch angle distribution measured at the exact location of THEMIS D.
Given a measured DDEF j(r,E,α) at THEMIS D, the equatorial DDEF j(req,E,αeq)
along the same field line is given through the connection between α and αeq via the mag-
netic moment,








This relationship is a consequence of the conservation of the DDEF along a dynamical
path (Walt, 1994). As can be seen from the above equation, j(req,E,αeq) cannot be solved
over the entire range of αeq from j(r,E,α) alone on account of B(r) > B(req) precluding
a solution for sufficiently large values of αeq. We circumvent this by proposing a reason-
able initial equatorial pitch angle distribution, then spawning particles according to this
distribution following the method described in section 2.2.
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3.2.3 A flexible distribution framework
Instead of studying the behavior of different initial equatorial pitch angle distributions by
way of separate studies, we can exploit the non-interacting nature of the particles to create
a ‘basis’ of simulated histories from which to estimate statistics of interest.
If we consider the magnetic field to be static and limit the simulated particles to a certain
energy spawned along a specific field line, then for a fixed total simulation time many
quantities of interest are dependent only on the initial equatorial pitch angle and gyrophase
distributions. We will denote these quantities generically by the functional J( f ), where
f (αeq,ψ) is the distribution used to seed the simulation integrated over r and E. Practically
speaking, J may return the number of lost particles, the expected number of bounce orbits,
the final equatorial pitch angle distribution, or any number of other quantities.
Many functionals can be represented by an integral, in which case we have













g(αeq,i,ψ j) f (αeq,i,ψ j)∆αeq,i∆ψ j (3.15)
where g(αeq,ψ) is some function that allows us to calculate our statistic J( f ). This gives
a scheme by which we may investigate J( f ) without explicitly simulating many possible
distributions: for a given E, we produce gyrotropic simulations at various initial αeq values
by using fi(αeq,ψ) = (2π)−1δ(αeq−αeq,i), then compute the quantity we are interested in,
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g(αeq,i,ψ j)∆ψ j (3.18)
Armed with J( fi), we can find J( f ) for arbitrary pitch angle distributions (with a corre-
sponding uniform gyrophase distribution) by specifying a normalized f̃ (αeq) and comput-
ing




J( f̃i) f̃ (αeq,i)∆αeq,i (3.19)
Empirically, it was found that J( fi) is peaked near the loss cone for most quantities of
interest. To capture the details near this peak, we chose to use the following set of un-
















3.2.4 Obtaining comparable measurements
If each of the Ji( f ) obtained by the method above is related to particle count, then the
overall magnitude will be tied to the number of simulated particles N. This number is
arbitrary and unrelated to experimental observations, thus preventing a direct comparison
of J( f ) derived from simulation with a measured quantity. Denoting the normalized J( fi)
by J̃( fi) = J( fi)/N, we can express this dependence by




J̃( fi) f̃ (αeq,i)∆αeq,i
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i=1 J( fi) f̃ (αeq,i)∆αeq,i
∑
M
i=1 J( fi) f̃ (αeq,i)∆αeq,i
(3.20)
The ratio we focus on in this thesis is the ratio of lost to observed particles, obtainable









in the case of the former and
RS(E, f̃ ) =
JL( f̃ )




i=1 JL( fi) f̃ (αeq,i)∆αeq,i
∑
M
i=1 JT ( fi) f̃ (αeq,i)∆αeq,i
(3.22)
in the case of the latter. To obtain JL( fi), we simply count the number of particles that come
within 100 km of a sphere centered in the GSM coordinate system with radius RE . To deter-
mine JT ( fi), we assign to every particle history an array of unique equatorial pitch angles
as described in section 2.3.2. For each of these αeq values smaller than the maximum ob-
served value of αeq at THEMIS D’s location, we count the particle as twice observed: once
for its Earthward journey and once for its tailward journey. The sum of these observations
for all particles in the fi-seeded simulation is JT ( fi). Once these values are computed, we
can combine them as in eq. (3.22) to examine the effect of different equatorial pitch angle
distributions on the given metric.
For this study, we choose N = 103, giving a sample size of 30,000 from which to de-
termine the statistics of an arbitrary equatorial pitch angle distribution using the 30 basis
distributions. This results in a manageable Monte Carlo error (MCE) as discussed in sec-
tion 3.3.2. For the total simulation time, we choose T = 10 seconds to capture a few dozen
current sheet crossings per particle and ensure the population stays roughly within the orig-
inal flux tube occupied by THEMIS D.
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3.3 Quantifying error
There are many sources of error when comparing simulation results to measurements.
Though it is difficult to accurately describe all sources, it is important to characterize the
major sources.
3.3.1 Windowing error
Because our developed program is a charged particle tracer and not an MHD or PIC sim-
ulation, no particles from elsewhere in the magnetosphere replace our initial seed distri-
bution after the simulation has started, effectively preventing the development of a steady
state. This has the consequence of making RS(E, f̃ ) dependent on the window of time ob-
served. To ascertain the effect of varying this window, we plot RS(E, f̃ ) as computed over
all integer-length intervals (in seconds) of the simulation. Since the simulation time ranges





= 55 such windows.
57















Figure 3·6: The error introduced into the RS(E, f̃ ) resulting from an isotropic flux by lim-
iting our study to a subset of the simulation time. The error bars gives ±σW , where σW is
the standard deviation of the collection of RS(E, f̃ ) functions calculated with different time
subsets (shown as transparent points in the above plot).
While choosing different windows changes RS(E, f̃ ), the average of these ratios is
within 20% of original RS(E, f̃ ). The relative error (computed as the standard deviation
of this collection of ratios divided elementwise by the original RS(E, f̃ )) is approximately
100% at the lowest energies and below 30% at the highest energies. An example of this
error for an isotropic distribution at 11:13 UT is shown in fig. 3·6.
3.3.2 Bootstrap error
To determine the true MCE of the simulation, we would need to simulate many iterations
of the 1,000 particle studies described previously, compute the statistics of interest (the
number of losses and the number of observations), and look for the standard deviation.
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Unfortunately, this approach is computationally expensive and can take a prohibitively long
time to generate reasonable statistics.
Instead, we use the empirical bootstrap technique to estimate the error: for each 1,000
particle study, we create 1,000 new histories by sampling (with replacement) particles from
the original history. We can then calculate the statistics we are interested in (losses and ob-
servations) for each of these artificial histories to find their overall standard deviations, σJL
and σJT . By the bootstrap principle, these estimated standard deviations are good approxi-
mations to the true standard deviations (Orloff and Bloom, 2014).
We can then find the total error of JL( f̃ ) and JT ( f̃ ) by noting that the J( fi) functions

















σJT ( fi) f̃ (αeq,i)∆αeq,i
)2
(3.24)
The final bootstrap error of the ratio RS(E, f̃ ) is then found through the division-of-errors
propagation formula



























Figure 3·7: The boostrap-estimated MCE of RS(E, f̃ ) resulting from an isotropic flux. The
gray area gives ±σRS .
As shown in fig. 3·7 for an isotropic distribution at 11:13 UT, our choice of N = 103
has resulted in a manageable relative error ranging between 5% to 10%. In general, Monte
Carlo methods suppress errors by a factor of 2 for a 4-fold increase in N. Due to the dimin-
ishing returns of increasing N and the fact that the calculated bootstrap error is appreciably
smaller than the windowing error, we felt it was not worthwhile to increase N further.
3.3.3 Magnetic field error
The magnetic field used is host to a number of sources of error. Principle among these is the
model error (discussed in section 3.2.1) and interpolation error (discussed in section 2.1.2).
The first of these is difficult to estimate without simultaneous measurements from many
points within the magnetosphere. Even if we were able to obtain these measurements, the
fidelity of the different Tsyganenko models depends on the location under consideration.
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For this study, we limited our view to THEMIS D and E and chose the T04 model to
minimize the known error, previously found to be approximately 15%.
As detailed earlier, the interpolation error is below 0.1%, which is significantly smaller
than the model error, the windowing error, and the bootstrap-estimated MCE. For this rea-
son, we do not expect the interpolation process to affect our results in a meaningful way.
3.3.4 Measurement error
Noise and the relatively small detector sizes of THEMIS and PFISR introduce uncertainties
into our measurements. There is the added uncertainty from the inversion technique used
to calculated the DDEF from PFISR. Another source of error is the lack of exact conjugacy
between THEMIS and PFISR; though they share nearly the same field line in the Tsyga-
nenko models, they are on separate lines of force. This last error is particularly difficult to
determine and mitigate.
Instead of quantitatively treating these errors in succession, we claim that they are man-
ageable by appealing to the apparent agreement between the measured DDEF at THEMIS
D and that determined through the PFISR inversion, see fig. 3·8. Their approximate con-
jugacy is supported by qualitative agreement as well as a quantiative agreement within an
order of magnitude.
61
Figure 3·8: The comparison of DDEF measurements from THEMIS D and PFISR at
the time of maximum conjugacy. An overall agreement suggests that the conjugate error
(which is difficult to determine analytically) is acceptable.
3.4 Results
3.4.1 Energy-independent PADs
We begin by examining the result of a uniform equatorial DDEF. This is an extrapolation of
the observed isotropic DDEF at THEMIS D at the time of maximum conjugacy, see fig. 3·3.
As a reminder, a constant j(req,E,αeq) corresponds to a seed distribution proportional to
|sin(α)cos(α)|, and so we use f̃ = sin(2α) to calculate eq. (3.22). Although the PADs
measured by THEMIS D change across energy bins, we use an energy-independent PAD
in our simulation to avoid introducing a confounding variable.
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RS(E, f̃) for isotropic flux
RS(E, f̃)
RM (E)
Figure 3·9: Comparison of RM(E) and RS(E, f̃ ) for an isotropic equatorial flux. CSS can






If this distribution is accurate, our simulation suggests that CSS can account for the
observed loss flux of particles above ≈ 180 keV, see fig. 3·9. This is consistent with the
hypothesis put forward in Sivadas et al. (2017). It is worth mentioning again that these
energies are relatively small compared to the usual ranges studied in electron CSS, such as
the MeV scales investigated in Artemyev et al. (2013) and Shustov et al. (2015).
The SST on-board THEMIS recorded relatively few particles at 11:13 UT, and so the
reported flux may not be representative of the true flux in the associated flux tube. For a
few hours including and preceding 10:40 UT, the distribution of the DDEF was fairly field
aligned, mapping to a (partial) equatorial DDEF proportional to cos52(αeq) (determined by
minimizing the squared error between cosβ(αeq) and the inferred equatorial PAD averaged
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over energy bins), see fig. 3·10. Such a distribution produces an RS(E, f̃ ) as shown in the
same figure.














RS(E, f̃) for field-aligned flux
RS(E, f̃)
RM (E)
(a) Loss- to total-flux ratio for an energy-
independent field aligned equatorial flux.
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Inferred distribution j(rTh, E, αeq)
Averaged normalized j(rTh, E, αeq)
cos52(αeq)
(b) The averaged and fitted equatorial PADs.
Figure 3·10: Comparison of RM(E) and RS(E, f̃ ) for an energy-independent field aligned
equatorial flux. CSS can account for losses seen between ≈ 130 keV and 300 keV.
At low energies, this is similar to fig. 3·9, with an increase to the flux beyond 50 keV.
Heuristically, as long as the distribution changes relatively slowly and is nonzero near the
edge of the loss cone, RS(E, f̃ ) is relatively robust to its input PAD.
3.4.2 Energy-dependent PADs
Now that we have looked at RS(E, f̃ ) using distributions independent of energy, we consider
the case of the energy-dependent PADs reported by THEMIS in fig. 3·3. Since eq. (3.22)
requires an equatorial pitch angle distribution, we need to translate the PADs measured
at THEMIS D to f̃ (αeq). As explained in section 3.2.2, this is an ill-posed inverse prob-
lem. We take the naive approach and assume that the equatorial pitch angle distributions
are nonzero only where they correspond to the distributions measured by THEMIS, see
fig. 3·11.
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(a) Example PADs as measured by THEMIS
D at 11:13 UT.
0 20 40 60 80
























(b) The inferred f (αeq) used by the simula-
tion for those PADs shown to the left.
Figure 3·11: The energy-dependent PADs reported by THEMIS D at 11:13 UT and their
associated inferred equatorial PADs.
The results of using these distributions are shown in fig. 3·12 and fig. 3·13. Strikingly,
these distributions result in an estimated RS(E, f̃ ) that can account for a large portion of
lost electrons under 100 keV. The supplemental material in Sivadas et al. (2019) shows evi-
dence for field aligned distributions down to 30 keV electrons, suggesting the distributions
used here, though derived from low-resolution SST measurements, are not unreasonable.
Furthermore, both the windowing error and the bootstrap MCE are comparable in this case
to the isotropic and cos20(αeq) case, having approximately the same bounds given earlier.
65


















Figure 3·12: Comparison of RM(E) and RS(E, f̃ ) using the interpolated, inferred equatorial
pitch angle distributions reported by THEMIS D at 11:13 UT. RS(E, f̃ ) begins to approach
RM(E), with CSS accounting for losses above ≈ 100 keV and contributing to a significant
portion of losses below ≈ 100 keV. The total error σT has grown as well.
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Figure 3·13: Comparison of RM(E) and RS(E, f̃ ) using the interpolated, inferred equatorial
pitch angle distributions reported by THEMIS D at 10:40 UT. Due to the error, it is feasible
that RS(E, f̃ ) can account for nearly all of RM(E) below 100 keV in this scenario. The
observed loss for energies above 100 keV is overestimated in this scenario.
3.4.3 CSS through the near-Earth magnetotail
By examining a field aligned PAD spawned at successive L shells along the plane contain-
ing THEMIS D and the z axis of the GSM system, we can obtain a clearer picture of the
possible CSS-caused precipitation as a function of L shell, see fig. 3·14. We chose to use a
field-aligned distribution to illuminate the peaked structure of RS(E, f̃ ).
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RS(E, f̃) along zGSM and THEMIS D plane
Figure 3·14: Parametric study of field aligned equatorial flux along various L shells into
the plane containing THEMIS D and the z axis of the GSM system.
For similar energy spectra across L shells, our simulation predicts that the largest loss
fluxes occur between L = 10 and 12. As seen in fig. 3·15, these are the locations along the
THEMIS D and z axis plane corresponding to a local minimum in κ. These values of κ are
below
√
8, which is the threshold for chaotic pitch angle scattering as detailed in Büchner
and Zelenyi (1989).
68






















Adiabaticity at magnetic equator
100 keV e−
300 keV e−
Figure 3·15: κ at the magnetic equator at 11:13 UT along field lines in the longitudinal
plane containing THEMIS D.
3.4.4 The overall effect of CSS
We have focused on one event due to the availability of conjugate instruments, though
significant FLC should generally occur during substorms near reconnection events in the
current sheet, owing to the small radius of curvature. In fact, due to the tendency of the
Tsyganenko models to underestimate the thinness of the current sheet, CSS most likely has
an effect that extends to lower energies than suggested by our results.
Though initially developed for the purposes of comparison with measurements, our
simulation allows a more general investigation into the effect of CSS for various equato-
rial pitch angle distributions. One particularly interesting result is the peak RS(E, f̃ ) that
develops as f̃ becomes more field aligned. We extend the cosine study of 3.4 by setting
f̃ (αeq) ∝ cos2β(αeq)|sin(αeq)cos(αeq)| and plotting RS(E, f̃ ) for different values of β, see
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fig. 3·16.














RS(E, f̃) for β = 50
RS(E, f̃)
RM (E)
(a) At β = 50, RS(E, f̃ ) displays a peak near
≈ 130 keV.














RS(E, f̃) for β = 100
RS(E, f̃)
RM (E)
(b) At β= 100, RS(E, f̃ ) displays a peak near
≈ 100 keV.
Figure 3·16: The effect of an increasingly field aligned PAD j(req,E,αeq) ∝ cos2β(αeq).
As β increases, RS(E, f̃ ) develops a clear peak that moves downward in energy.
The peak that develops in RS(E, f̃ ) moves downward in energy as β increases. This
is of interest because studies investigating FLC scattering often deal with the scattering
process itself and not precipitation, in which case higher energies are associated with more
extreme outcomes. However, this does not seem to be the case for precipitation, where the
ratio of lost to observed particles does not continue to increase.
Examining JL( fi) and JT ( fi) individually reveals that the maximum value of JT ( fi)
quantities is an asymptotic function of E, see fig. 3·17. Furthermore, while an increase in
E results in particles of larger initial equatorial pitch angles being scattered into the loss
cone, there are fewer particles that are lost overall.
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(a) The number of particles observed by
THEMIS D over 10 seconds for an initial
delta distribution in αeq.
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(b) The number of particles lost over 10 sec-
onds for an initial delta distribution in αeq.
Figure 3·17: Differences in JT ( fi) and JL( fi) for different energies. Higher energies result





Charged particles trapped in the magnetosphere can be scattered into the loss cone through
two broad processes: wave-particle interactions and inhomogeneities in the background
fields. This thesis has focused on a specific variant of the second type, wherein high FLC
within the current sheet causes momentary loss of conservation of the magnetic moment.
While this type of scattering is most often associated with protons and ions due to their
large gyroradii, FLC in the current sheet can reach scales on the order of 100 keV electron
gyroradii during the substorm growth phase.
Precipitation from electron FLC scattering has often been studied at closer L shells
and at higher energies, though observations of CSS-caused precipitation at sub-relativistic
energies have been made based by Sivadas et al. (2019) and others. Our goal in this thesis
has been to investigate the validity of CSS as a loss mechanism of < 300 keV electrons by
comparing the observations of Sivadas et al. (2019) with simulation results to determine
the degree to which CSS can accurately account for such measurements.
To this end, we have developed a relativistic charged particle tracer capable of using
a selection of realistic magnetospheric magnetic field models. An accompanying suite of
analysis tools, together with the methods outline in section 3.2, allow us to compute the
ratio of observed to lost flux at an arbitrary point in the magnetosphere. Using conjugate
measurements to obtain this same ratio experimentally allows us to determine how much
CSS can account for observed losses.
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Because of its wealth of prior analysis, we chose to examine the substorm occurring
during the hour following 11:00 UT on March 26th, 2008, where THEMIS D and PFISR
are conjugate with one another. Our simulation shows that CSS of a population spawned
with energy-independent PADs can account for the precipitation of electrons beyond≈ 100
keV as hypothesized by Sivadas et al. (2019). Furthermore, the use of energy-dependent
PADs (such as the PADs reported by THEMIS), results in a much higher estimated loss at
energies below ≈ 100 keV, with CSS accounting for up to ≈ 65% of such losses.
To conclude the core part of this thesis, we list the major scientific and technical con-
tributions of this research.
• Through simulation, we have shown that CSS alone can account for a significant
proportion of the losses observed by Sivadas et al. (2019), ranging from ≈ 15% to
≈ 45% for PADs taken at the time of maximum conjugacy and ≈ 30% to ≈ 65% for
PADs taken earlier, during a time of suspected CSS precipitation.
• Our results make clear that precipitation from FLC scattering is not a simple mono-
tonic function of energy. In particular, while FLC scattering is seen to affect higher
energy particles more severely (i.e. ∆µ increases as E increases), a field aligned flux
implies that losses from FLC scattering are more likely to occur at moderate ener-
gies, with a clear peak in lost- to total-flux. The energy coinciding with this peak is
dependent on the curvature radius of the magnetic field.
• The agreement between simulation and measurement for highly field aligned equa-
torial fluxes suggests that precipitation from CSS for < 100 keV energies relies on
another mechanism to generate such PADs. Furthermore, the agreement between
simulation and measurement for isotropic fluxes for > 100 keV electrons suggests
that there is a change in the pitch angle distribution at ≈ 100 keV.
• This work has produced the first known Python port of the TS07D model, as well as
73
Numba-compatible versions of the IGRF, T89, T96, T01, T04, and TS07D models.
These models are available from Beever (2021).
4.2 Future work
The development of the simulation and analysis tools in this thesis permits immediate ex-
tension of the work presented. Among the simplest of such extensions would be to study the
effect of CSS across multiple substorms with conjugate measurements. Other possibilities
are described below.
4.2.1 Reducing windowing error
As discussed in section 3.3.2, the bootstrap-estimated MCE is fairly small. Most of the
error in the simulation estimate of R(E) stems from windowing error. Mitigating this error
in the case of a charged particle tracer in a realistic magnetospheric magnetic field model is
difficult on account of the ever-changing field geometries. One workaround for this would
be to use a 2D slice of the magnetic field along a plane of interest. Unfortunately, field
lines in the magnetosphere are not perfectly planar, and so taking such a slice from the
Tsyganenko models would result in a non-zero divergence of B. In CSS research, this
problem is avoided by employing the simplified Harris model as an approximation to the
current sheet,





where LCS is the thickness of the current sheet and σ is its radius of curvature (see Artemyev
et al. (2013) for details). While this model allows for a more controlled investigation of
FLC scattering, particles do not mirror in this geometry and it cannot capture the changing
loss cone within the magnetosphere. Still, an estimate of the effect of repeated crossings
can be ascertained by artificially changing the direction of particles sufficiently far from
the z = 0 plane. Performing such a study would allow us to see the timeline of a formation
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of a steady-state, allowing us to better choose a window from which to calculate RS(E, f̃ )
in our full simulation.
4.2.2 Incorporation of E
Including the effect of E in a realistic magnetospheric model is not entirely straightforward,
as one most be careful to avoid components of E along B (in practice, electrons distribute
themselves along lines of force to cancel out E‖). However, in a similar manner to the
extension suggested above, one could use the simplified Harris model and an imposed
E = E0ŷ field to determine the general effect of the electric field on current sheet scattering.
As reported in Fälthammar (1989), the electric field within the current sheet is often
less than 0.5 mV/m. However, during disturbed times, E can vary rapidly in space with
peaks in magnitude near 6 mV/m. When passing through the current sheet, the curvature
drift of electrons pushes them opposite the electric field, resulting in an overall energy gain.
Determining whether this energy is imparted mostly to v⊥ or v‖ could be done using the
simplified setup suggested above to understand how E biases ∆µ.
Incorportion of E would also capture the Earthward convection of particles through the
E×B drift. This would be an important consideration if the study were to be extended to
multiple drift orbits.
4.2.3 Production of low-energy field-aligned electrons
As noted in section 3.4, simulation and measurement agree best when using an isotropic
PAD for electrons ' 100 keV and a field-aligned PAD for electrons / 100 keV. This sug-
gests the presence of a mechanism that preferentially structures lower energy electrons to
be field-aligned.
Current sheet acceleration, described in the preceding section as the acceleration occur-
ring when the curvature drift experienced by particles traversing the current sheet coincides
with the electric field associated with the cross-tail current, may produce this hypothesized
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change in PAD. Lyons and Speiser (1982) investigated this phenomena for ions through
simulation, finding lower energy particles were more likely to emerge from the current
sheet field-aligned, see fig. 4·1.
Figure 4·1: Figure 7 from Lyons and Speiser (1982) showing the effect of current sheet
acceleration on the pitch angle of ions.
Intuitively, current sheet acceleration may affect low energy particles more than high
energy ones for two reasons: slower particles spend more time traversing the current sheet,
and the acceleration experienced has a greater proportional effect in changing their velocity
vector.
Another process that may be responsible for the observed distribution is energization
by kinetic Alfvén waves (Artemyev et al., 2015b). When near the magnetic equator, these




The simulation method used is not self-consistent, neglecting collective effects and wave-
particle interactions. Taking these effects into account is an important aspect of understand-
ing their relationship CSS. As one possible approach to examine these effects, a particle-in-
cell (PIC) could be used. A PIC simulation would have the additional benefit of addressing
section 4.2.1, allowing us to study stable electron precipitation.
4.2.5 Parametric study
It would be enlightening to extend the parametric study in section 3.4.4 to more energies
and locations within the magnetosphere to determine the effectiveness of CSS on the system
as a whole. In particular, it would illuminate the boundaries between regions of significant
and insignificant electron precipitation from CSS, as well as the thickness of these bound-
aries. A knowledge of the exact longitudinal span of the effect of CSS could be used to
estimate the loss a population would undergo during one drift orbit.
4.2.6 Ionospheric effects
Determining the effect of the simulation’s predicted precipitation on the ionosphere would
be a relatively straightforward application of a forward model: after determining RS(E, f̃ ),
we could use THEMIS measurements of the total flux to estimate the energy flux into the
ionosphere. This would provide expected ionization and excitation rates resulting from
CSS, connecting this research directly to the impacts of ≈ 100 keV scale electrons dis-
cussed in section 1.2.3.
Beyond this, additional work is needed to understand how the space-time morphology
of auroral forms is connected to the metric developed here, and in particular the plots of
section 3.4.
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4.2.7 Improved measurements and models
Flux measurements from THEMIS do not record particles trapped tailward of the satellites,
and so particles in the simulation having mirror points initially tailward of THEMIS D are
absent. As these particles can be made observable through CSS, it is important to take
them into account. Obtaining satellite measurements of equatorial pitch angle distributions
would allow us to do this.
As discussed in section 3.3.4, it is very difficult to quantify the error arising from the
lack of exact conjugacy between THEMIS D and PFISR. An empirical model that more
accurately captures the true geometry of the event would help us better estimate the degree
of conjugacy. Using such a model may have the added benefit of alleviating the known
underfitting of current sheet thickness.
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