This paper considers the extent to which fluctuations in Australian economic growth are affected by domestic and overseas economic performance. We investigate the performance of a range of non-linear models versus linear models, comparing the models using Bayes factors and posterior odds ratios. The posterior odds ratios favour non-linear specifications in which fluctuations in economic activity in the US affect Australia's economic performance. Our results suggest that an exogenous negative shock will be more persistent, lead to greater output volatility, and have a greater impact on growth, than a positive shock of equal magnitude.
Introduction
Since the onset of the Asian economic crisis in July 1997, the conventional wisdom has been that since Australia is a small country with a heavy reliance on primary commodity exports, at least some of the impact of the recessions in most East Asian countries must be transmitted to Australia. This perception is perhaps most evident in the recent volatility of the Australian dollar exchange rate, which depreciated by over 7 per cent (in nominal terms) against the $US between May 22
and June 10 1998. The $A later reached an all-time low of 55.5 US cents on August 27, 1998. A large part of the depreciation stemmed from lowered expectations of Australia's growth as the economies representing 60 per cent of its total export market entered severe recessions.
Similarly, the idea that "when the United States sneezes, Australia catches pneumonia" is not new. There have been at least three channels identified by which fluctuations in U.S. markets might affect the Australian economy. Gruen and Shuetrim (1994) document the existence of a long-run equilibrium relationship between U.S. and Australian GDP growth rates. de Roos and Russell (1996) focus on exports as a channel through which U.S. business cycle fluctuations may be transmitted to Australia. These authors also identify a link between the share markets of the United States and Australia, and that share market effects on investment may serve to raise the correlation between the two countries' business cycles. Brooks and Henry (2000) show that a non-linear relationship exists between U.S. and Australian equity markets. In particular, they show that Australian markets are more volatile when the U.S. market is trending downwards. This paper examines the impact of economic fluctuations on Australia, using the nonlinear threshold regression approach. This framework allows for asymmetry in the effects of exogenous shocks, reflecting the possibility that economic contractions are characterised by fundamentally different behaviour than expansions. We use generalised impulse response functions to trace out the regime-dependent response to positive and negative shocks of a given magnitude. This paper has five sections. The following section describes the construction of the data. Section three provides a brief overview of threshold regression models.
Section four discusses the results of the empirical investigation, while the final section presents a brief summary and some concluding comments.
Coincident Indexes
A composite coincident index (or 'coincident index' for short) is used in economic indicator analysis as a proxy for the current 'state of aggregate economic activity.' Such an index is a combination of several time series that one would expect to contain information about the current state of the economy. Examples of such series include industrial production, employment and unemployment, real retail sales, real household income, and real gross domestic product (GDP). Boehm and Summers (1999) provide an overview of the use of coincident (and leading) indexes in forecasting and analysing business cycles. Summers (1997a,b) with Normal-Inverted gamma priors on the regime coefficients, the posterior distributions of these coefficients are also Normal-Inverted gamma 2 . The marginal posteriors can be obtained by using a discrete uniform prior on the threshold parameters. Geweke and Terui (1993) and Potter (1997, 1998) provide further details.
In this paper, we estimate a version of (1) in which is an autoregression of There are three points to note regarding the specification in (2). First, our
analysis uses the growth rates of the variables under study. Harding and Pagan (1998) point out that inferences regarding the classical business cycle (i.e., fluctuations in the level of economic activity) are properly made by examination of the growth rates of economic activity. Second, notice that the only way in which US or Japanese economic fluctuations can affect Australia in (2) is through the threshold effect. The specification in (2) is the simplest possible departure from a linear AR(p) model (except for a SETAR model). Alternative specifications could include lags of the US or Japanese variables, as is done in Henry and Summers (1999b) . We briefly explore a specification of this type below. Third, given that the model is univariate, we do not attempt to distinguish between domestic and external shocks (i.e., we do not attempt to identify any particular source of disturbances, ε t ). Rather, we treat all shocks simply as exogenous.
We estimate several versions of (2), using the Bayesian approach of Koop and Potter (1998) . Besides varying the country represented by the threshold variable (Australia, Japan or the US), we also study different forms of the threshold function. (the average change in US growth over the past l quarters). Note that the last two specifications are identical in the case of l=1. We refer to these models as the current growth (G), change in growth (CG), and average change (AC) models, respectively. We estimate both hetero-and homoscedastic versions of these models, denoting the latter by appending an 'H' to the model abbreviation (so CGH is the homoscedastic change in growth model).
Bayes Factors and Priors
A major advantage of the Bayesian approach used in this paper is that competing models (even non-nested ones) can easily be compared using Bayes factors. Given a data set D, the Bayes factor (BF) for comparing two models A and B is computed as:
which is the ratio of the marginal probability of the data under model A to its marginal probability under model B. Another way of writing the Bayes factor is in terms of the prior and posterior odds ratios of the two models:
In this expression, the prior odds in favour of model A are given by pr(A)/pr(B). In the case of both models being equally likely a priori, the Bayes factor is just the posterior odds in favour of model A. Kass and Raftery (1995) provide a general discussion of Bayes factors, while Koop and Potter (1998) present an application similar to the one in this paper.
Note that quantities such as These integrals are intractable in most cases, and must be computed numerically or by Monte Carlo methods. In the present case however, analytical results for the Bayes factors exist, which simplifies the computations considerably. See Potter (1997, 1998) for details.
The prior distributions we use are proper (i.e., they integrate to one), but are designed to be diffuse relative to the likelihood function. The need for proper priors in model comparisons of this kind is explained in Koop and Potter (1998) , and is due to the fact that the Bayes factors have an inherent bias towards the more parsimonious linear models. A completely non-informative prior drives this bias to its extreme; all posterior probability will be allocated to the linear model.
Our priors are very similar to those used by Koop and Potter (1998) .
Specifically, we use Normal priors on all the regression coefficients (i.e., the elements
in (2)). All of these distributions have mean zero. Since the model is in growth rates, this prior is centred on a random walk representation for the (log) level of the Australian coincident index. The prior variances for these coefficients are unity for the first lag, 0.8 for the second, 0.64 for the third, and so on. The prior on the constant term is ( )
The prior on the regime-specific variances The prior for the threshold variable is flat (i.e., uniform) over the observed range of the data, while the delay lag prior is also uniform, from 1 to the lag length estimated for each model. 
Empirical Results
In the first stage of our analysis, we estimated (2) allowing for up to twelve lags, giving a total of 252 models for the Australian coincident index (six nonlinear TAR(p) models plus the linear AR(p) for p=1,...,12, with thresholds in the US, Japanese or Australian coincident index). The posterior probabilities of the various models are shown in tables 1. In addition to reporting the posterior probability for a particular model, the entries in each column can be added to give the marginal probability of each model across all lag lengths. This probability is shown in the row labelled "Marginal." The evidence in favour of the linear AR model can be assessed by comparing the sum of the first six columns (i.e., integrating over the various nonlinear models and lag lengths) with the sum of the last column (integrating over lag lengths for the linear model). Since none of the models has a higher a priori likelihood than any other, the Bayes factor for one model relative to another is obtained simply by computing the ratio of the respective posterior probabilities. Table 1 In Table 2 we compare across the various models. In addition to the various threshold and univariate AR models discussed previously, we also present results from a linear model which includes lags of both the US and Japanese coincident indexes. We refer to this as the 'VAR model' as it represents the 'Australia equation' from a three-variable vector autoregression. When the threshold is set in the growth rate of the US coincident index almost all the posterior probability (99.48%) is allocated to the 2 lag model and its homoscedastic counterpart. The remaining probability is spread across various models in the Japanese coincident index and the linear models. In particular, notice that the 'VAR' model, allowing lags of the US and Japanese coincident indexes to affect Australian growth directly, receives virtually no posterior support.
Based upon the results in Tables 1 and 2 we consider the two lag model with the threshold set by the growth of the US economy to be (overwhelmingly) the most likely out of the set of models considered.
Parameter estimates for the A(2) model are presented in uncertainty about the health of the Australian economy increases following a negative shock. However, notice that a contraction in the US coincident index is not sufficient to cause Australia to enter the low-growth, high-variance regime; the contraction in the US economy must exceed the threshold for this to occur. To continue the analogy, a 'mere sniffle' in the US may not be contagious.
In a non-linear model the impulse responses will depend upon the initial condition, the magnitude of the shock and the sign of the shock (see Koop, Pesaran and Potter, 1996) . Table 4 presents generalised impulse responses (GIRFS) to positive and negative shocks of magnitude 2. The asymmetric response to shocks is clear, with negative shocks taking much longer to die out than positive shocks in all three cases.
That is, irrespective of the economy's initial conditions, the effects of a negative shock will be more persistent than those of a positive shock of equal size.
Summary and Conclusions
This paper has examined the extent to which domestic and overseas economic Australian growth. Pagan (1997) and Harding and Pagan (1999) raise concerns about the ability of univariate non-linear models to reproduce certain key features of the data. While we are mindful of these concerns, it seems clear that a strictly linear model is an inappropriate specification. Furthermore, in addition to the fact that our simple non-linear specification fits the data better than a linear model, our approach allows external economic fluctuations to have a direct influence on Australia's economy.
We have presented some evidence that the non-linear model continues to be overwhelmingly preferred over the 'Australian equation' in a three-variable VAR.
This lack of support for the 'VAR model' is surprising. We believe further work on respectively. The corresponding variances are 0.4595 and 0.4408.
such models, using systems-based versions of the methods presented here, is needed in order to determine the reasons for the relatively poor performance of standard VARs.
The overwhelming evidence in this paper suggests that the mechanism which propagates business cycle shocks to Australia is non-linear. Large negative shocks (ie, those which occur when US growth is below the threshold) are more persistent, lead to greater uncertainty, and have a greater impact on Australia's growth rate than positive shocks of an equal magnitude. Terms and Conditions: Copyright in works deposited in Minerva Access is retained by the copyright owner. The work may not be altered without permission from the copyright owner.
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