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We show that the evolution of two-component particles governed by a two-dimensional spin-orbit
lattice Hamiltonian can reveal transitions between topological phases. A kink in the mean width
of the particle distribution signals the closing of the band gap, a prerequisite for a quantum phase
transition between topological phases. Furthermore, for realistic and experimentally motivated
Hamiltonians the density profile in topologically non-trivial phases displays characteristic rings in
the vicinity of the origin that are absent in trivial phases. The results are expected to have immediate
application to systems of ultracold atoms and photonic lattices.
Topological phases have many unusual and potentially
useful electronic properties, and have been proposed for
fault-tolerant quantum computation and quantum mem-
ories [1–5]. In one dimensional systems, all topological
states can be classified [6]. In higher dimensions, non-
interacting systems can be classified in terms of topo-
logical invariants such as Chern numbers [7], and much
work has been expended in recent years attempting to ex-
tend this classification to interacting systems [8–11]. The
experimental determination of topological invariants in
bulk condensed matter systems with time-reversal sym-
metry is not straightforward, however; topological order
would generally be inferred from the existence of edge
states [2, 12]. In this work, the presence of non-trivial
topological order is inferred from particle dynamics.
The exceptional control of integrated photonic and ul-
tracold atomic systems makes them ideal testbeds for
the production and detection of topological order [13–15].
After the first realization of the photonic analog of the
quantum Hall effect [16], topological edge modes were ob-
served in both static and driven photonic lattices [17–19].
The Hofstadter Hamiltonian for neutral lattice bosons
in a synthetic magnetic fields has been experimentally
implemented [20, 21]; with two spin components, the
system is time-reversal symmetric, yielding the neutral
analog of the spin-Hall effect [22]. The integer quanti-
zation of the lowest-band Chern number was determined
in the time-reversal-breaking geometry using transport
measurements [23]. The topological Haldane model was
realized by placing ultracold fermionic atoms in a period-
ically modulated optical honeycomb lattice [24], and the
Berry curvature was obtained using time-of-flight images
of a Floquet lattice [25]. Most recently, a one-dimensional
symmetry protected topological phase was realized in an
ultracold atomic gas [26].
Previous work has shown that particle dynamics can
reveal the presence of topological order in systems that
break time-reversal symmetry. Wave packets can acquire
both anomalous velocities under applied forces [27] and
Berry-flux phases under closed trajectories in momentum
space [28]. The Berry curvature (whose integral over mo-
mentum space yields the Chern number) can be obtained
directly from time-of-flight images [29, 30]. Discrete-time
quantum walks (i.e. dynamics driven by a spin-dependent
discrete-hopping model) have been shown to be affected
by topology [31–38], and the moments of the quantum
walker probability distribution can be used as indicators
of topological quantum phase transitions [39].
An on-going experimental challenge is the detection
of topological order. In this work we show that the in-
situ spin-dependent dynamics of particles driven by a
two-dimensional spin-orbit Hamiltonian can indeed re-
veal both the presence of non-trivial topological order as
well as the boundaries between different quantum phases.
One need only prepare an initial localized state in the lat-
tice and observe its density distribution under evolution.
In the context of an ultracold atomic implementation,
our results are robust against the localization of the ini-
tial state as well as the finite resolution of the optical
imaging apparatus used to measure the particle distri-
bution after some elapsed time. The results obtained in
the present work are immediately applicable to on-going
ultracold atom experiments [12].
We consider the momentum-space Hamiltonian
H(k) = h ·σ for a two-component particle in two spatial
dimensions, where σ = (σx, σy, σz) is the three-vector
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2of 2 × 2 Pauli matrices and the components of h are
each dependent on the quasimomenta k = (kx, ky). This
spin-orbit interaction Hamiltonian, with momentum
and spin degrees of freedom linked to each other, can
support non-trivial topological phases. We employ the
specific choice
hx = 2t1 cos(kx); hy = 2t1 cos(ky);
hz = m+ 2t2 [sin(kx) + sin(ky)] , (1)
where t1, t2, and m are adjustable parameters with units
of energy; this corresponds to a simplification of the
model found in Ref. [40]. Most important, this is pre-
cisely the spin-orbit Hamiltonian recently realized exper-
imentally with ultracold atoms in optical lattices [12]. In
that work, experimental data were shown specifically for
t2 > t1 and m  t1, but both m/t1 and t2/t1 are ad-
justable over a wide range. The lattice momenta kx and
ky are unitless as the adjustable lattice constant is as-
sumed to be unity. The position space basis is the set of
orthogonal states c†i,j,σ|O〉 = |σ〉 ⊗ c†i,j |O〉 = |σ〉 ⊗ |i, j〉,
where σ = {↑, ↓} and |O〉 is the particle vacuum. The
real-space complex lattice Hamiltonian giving rise to
Eq. (1) is then H = H0 +Hhop, where
Hhop =
∑
j,k
(
txc
†
j+1,kcj,k + tyc
†
j,k+1cj,k + H.c.
)
(2)
corresponds to a particle hopping on a square lattice with
complex spin-dependent amplitudes tx = t1σx − it2σz
and ty = t1σy − it2σz along the xˆ and yˆ directions, and
H0 =
m
2
∑
j,k σzc
†
j,kcj,k is an on-site spin-dependent po-
tential. This work employs periodic boundary conditions
in both directions (two-torus geometry); for the analyti-
cal calculations we assume an infinite lattice but for the
numerical results we necessarily employ a finite lattice.
The time-evolution of a state initially in spin up at the
center of the two-dimensional lattice
|ψ(0)〉 = | ↑〉 ⊗ |0, 0〉 =
(
1
0
)
|0, 0〉 (3)
is most simply expressed in terms of the momentum-
space eigenvalues ±Ek = ±
√
h2x + h
2
y + h
2
z and eigen-
vectors |un,k〉 (n = ±) of the two-band Hamiltonian as
|ψ(t)〉 =
∫
dk
(2pi)2
hx + ihy
2Ek
[
−eiEkt/~
( hz−Ek
hx+ihy
1
)
+e−iEkt/~
( hz+Ek
hx+ihy
1
)]
|k〉. (4)
It is evident that at t = 0 the spatial wave function
〈0, 0|ψ(0)〉 is the uniform integral over all momentum
states, as expected for a localized initial state. For fi-
nite times, the evolution over the spatial lattice mixes
both eigenstates, allowing the particle to probe the full
Figure 1: The m–t2 phase diagram for the spin-orbit Hamil-
tonian defined by Eq. (1) is shown in (a); different phases
are characterized by the Chern numbers C. Red dots corre-
spond to critical values of t2 and m along the m = −4t1 and
t2 = −t1 dashed lines, respectively. The behaviors of ∂s/∂t2
and ∂s/∂m along these directions are shown in (b) and (c)
as a function of t2 and m, respectively. Red vertical lines
represent the phase boundaries, and we set t = ~ = t1 = 1.
structure of both lower and upper bands. As shown be-
low, this allows the dynamics to depend on topological
features of the Hamiltonian.
The topology of the Hamiltonian can be characterized
by the gauge-dependent Berry connections An′n(k) ≡
〈un′,k|i∇k|un,k〉 or the gauge-invariant Berry curvature
Ωn′n(k) ≡ ∇k ×An′n(k),
Ω(k)n′n = i
〈
∂un′,k
∂kx
∣∣∣∣∣∂un,k∂ky
〉
− i
〈
∂un′,k
∂ky
∣∣∣∣∣∂un,k∂kx
〉
. (5)
In this work the relevant Chern number is defined
as the topological invariant for the lower band C ≡
(1/2pi)
∫
dk Ω(k)−−; note that the sum of lower and
upper-band Chern numbers is identically zero. For the
model (1), one obtains after some straighforward algebra
C =
t21
pi
∫
dk
2t2 (sin kx + sin ky) +m sin kx sin ky
E3k
. (6)
This integral that can be readily evaluated numerically,
and one obtains C = {0,±1} depending on the choice of
parameters t2 and m in units of t1. The resulting phase
diagram with regions characterized by different Chern
numbers is shown in Fig. 1(a). The boundary between
two topologically distinct phases occurs when the gap
between the two bands closes, i.e. at the Dirac points
Ek = 0 for some choice of parameters. Using the defini-
tions (1), the two bands touch at the pair of Dirac points
k =
(±pi2 ,∓pi2 ) when m = 0 and at either of the single
Dirac points k =
(±pi2 ,±pi2 ) for the critical value of t2
tc±2 = ∓
m
4
. (7)
These phase boundaries are shown in Fig. 1(a).
For reasons that will become clear shortly, it is useful to
consider the expression for the Chern number close to the
3phase transition. Choosing fixed m and t2 = t
c±
2 + , the
leading contribution to the integrand of Eq. (6) comes
from k values where Ek is minimized; for sufficiently
small , these will be located in the vicinity of the Dirac
points. Setting t2 = t
c±
2 + , kx ≈ ±pi2 + k cos(φ) and
ky ≈ ±pi2 + k sin(φ), one finds that for |m|/t1  1 and
k  1, E2k is minimized for k = kc, where
kc ≈ 4
√
∓/m (8)
or kc = 0 if the above expression is imaginary. Setting
k = kc, one obtains E
2
k ≈ 64t21 (∓/m) for ∓/m > 0 and
E2k = 16
2 for ∓/m < 0. To first order in t1/m, the
integrand of Eq. (6) is highly peaked at k = kc and for
k ∼ kc is only weakly dependent on angle. Choosing for
concreteness t2 = t
c+
2 + , one obtains
C ≈ t
2
1
2
∫ ∞
0
kdk
16− (m+ 4)k2
(a+ bk2 + ck4)
3/2
, (9)
where a = 162, b = 4t21 + 2m − 82, and c = m2/16 −
t21 − 5m/8 + 32/2. For m/t1 = −20, this integral can
be readily evaluated numerically, yielding C ≈ 0.012 and
C ≈ 1.002 for /t1 = −0.1 and 0.1, respectively. Similar
results are obtained for t2 = t
c−
2 + . Thus, near the
phase boundary for |m|/t1  1, the topological character
is extremely well-captured by the lower band structure
near the Dirac points.
Of particular interest to the present study is the spa-
tial width of the particle distribution function. While this
may be obtained directly from Eq. (4), a detailed calcu-
lation (found in the Supplementary Material) shows that
at long times the experimentally observable quantity s,
the time-derivative of the particle variance, depends only
on the band structure
s ≡ ~
2
t
∂
∂t
〈r2〉 ≈
∫
dk
(2pi)2
(∇kEk)2 =
∫
dk
(4pi)2
(∇kE2k)2
E2k
,
(10)
and not explicitly on the Berry connections or curvatures.
Far from the phase boundary |t2| 
∣∣tc±2 ∣∣, one can eval-
uate Eq. (10) analytically in the limit |m|/t1  1. One
obtains s = 4t22 and therefore ∂s/∂t2 = 8t2, whose linear
dependence on t2 is confirmed by the numerical results
shown in Fig. 1(b). Likewise, it is straightforward to
show that ∂s/∂m = 0 for |m|  t1, consistent with the
edges of Fig. 1(c).
Pronounced ‘kinks’ in the variations of ∂s/∂t2 with
t2 and of ∂s/∂m with m can also be seen in Figs. 1(b)
and (c), respectively, clearly revealing the quantum phase
transitions. Consider the variation of ∂s/∂t2 with t2
(the other case t2 ↔ m proceeds analogously). Close
to the phase boundary t2 = t
c±
2 +  and considering only
∓/m > 0 (i.e. C = ±1), one obtains
s ≈ 512t
4
1
pi
(
∓ 
m
)∫ ∞
0
kdk
a+ bk2 + ck4
, (11)
where a, b, and c take the same values as in Eq. (9).
Defining k2 ≡ √a/cx the integral is readily evaluated
analytically, yielding
s ≈ 512t
4
1
pi
(
∓ 
m
) cos−1 (b/2√ac)√
4ac− b2 . (12)
Again for |m|/t1  1, one has
s ≈ −256t
4
1
pim2
(
1− 2t
2
1
3m
)
. (13)
This gives ∂s/∂t2 ∼ ∂s/∂ ∼ (t61/|m|3)(t2−tc±2 )−2, which
strongly deviates from the linear dependence on t2 far
from the phase boundary. In fact, the slope of this func-
tion is negative, as confirmed by the numerical data pre-
sented in Fig. 1(b).
The deviation from the linear t2-dependence of ∂s/∂t2
near the phase transition becomes increasingly pro-
nounced as m decreases, which should aid in its experi-
mental detection. Likewise, the signature of the phase
transition becomes stronger for higher-order moments
∂ks/∂tk2 , though these would likely be difficult to measure
precisely in experiments. Though the analytics above
only considered the behavior in one phase, the numerical
results depicted in Fig. 1(b) and (c) clearly show a similar
kink near the boundary for all phases, and one may in-
fer similar behavior for crossings not shown. We have
verified similar behavior for the triangular lattice [40]
which supports states with C = 2. These findings are
consistent with those obtained for one-dimensional sys-
tems [39]. We claim that the numerical and analytical
results provide clear evidence that the energy band gap
closes; while this is necessary between different topologi-
cally ordered phases or between a trivial and non-trivial
phase, it is not sufficient to indicate topological order as
gap closure could occur between two trivial phases. As
such, we will provide additional evidence supporting the
topological nature of the phase transition.
With the appropriate parameter choices, the in situ
density profile itself can reveal the nature of the quan-
tum phase, which the average width of the particle distri-
bution cannot. Fig. 2 shows characteristic snapshots of
the time-evolved real-space probability |〈r|ψ(t)〉|2 when
|m|/t1  1, obtained from applying a discrete Fourier
transform to 〈k|ψ(t)〉 at long times, subject to ensuring
that the leading front of the particle density remains neg-
ligible at the edge of the physical lattice. In the trivial
phase characterized by C = 0, Figs. 2(a)-(c), the density
is generally featureless with a maximum in the vicinity
of the leading edge. This is clearly visible in the slice
through the density center, Fig. 2(c) and dovetails with
results for a discrete-time quantum walk on a square lat-
tice [41]. For the free lattice evolution investigated in this
work (equivalent to a continuous-time quantum walk) the
density profile at long times is square. This result is con-
sistent with experiments on ultracold atoms expanding
4Figure 2: Particle density distributions p = 〈r|ψ(t)〉|2. Re-
sults for m = −20t1 and a 599 × 599 lattice are shown in
(a)-(c) for t2 = 4.5t1 and t = 28~/t1 (C = 0), and (d)-(f) for
t2 = 5.5t1 and t = 23~/t1 (C = 1). Raw data are presented
in (a) and (d); smoothed densities in (b) and (e) are obtained
by convolving with the function e−(k
2
x+k
2
y)/γ
2
, γ = 12.45, rep-
resenting the finite resolution of experimental imaging and
initial state preparation. Slices through the centers of the
particle densities (blue dashed lines) are shown in (c) and (f).
in a square optical lattice in the absence of particle in-
teractions [42], which show little influence on the extent
of the initial particle localization. Indeed, choosing a less
localized initial state in the numerics, such as a Gaus-
sian distribution with different widths, leads to similar
final densities for sufficiently long evolution times (not
shown). Likewise, the results hold if the finite resolution
of the experimental imaging system and the initial state
preparation is taken into account by convolving the parti-
cle distribution with a Gaussian e−(k
2
x+k
2
y)/γ
2
, γ = 12.45,
representing a generic point-spread function; correspond-
ing results are shown in Fig. 2(b).
In the topologically non-trivial phase with C = ±1,
the time-evolved density profile is similar to that in the
trivial phase, but reveals additional rings of high density
in the neighborhood of the lattice centre where the par-
ticle originated, as shown in Fig. 2(d)-(f). These rings
again remain well-defined under changes in initial condi-
tions or under the smoothing due to the finite imaging
resolution, Fig. 2(e). While the central peak is clearly
visible in the density plots 2(d) and (e), the fainter ad-
jacent ring is more pronounced in the slice through the
center, Fig. 2(f). The ring profile is independent of time;
the peak positions remain essentially fixed even as the
density as a whole expands.
The appearance of these peaks in the density is tied
closely to the underlying topology. Because the rotation
of the particle spin is tied to its momentum, the time-
evolved state |ψ(t)〉, Eq. (4), becomes a superposition
of spin-up and spin-down states. In principle, these can
be independently imaged experimentally. Consider first
the spin-down component which is initially unpopulated;
close to the phase boundary and near the particle origin,
the real-space wavefunction is approximately the cylin-
drical Fourier transform
ψ↓(r, t) ≈ it1
2pi2
sin(4t/~)
∫
kdkdφe−i(
pi
2+k)r cosφkeiφ√
a+ bk2 + ck4
=
t1
pi
sin(4t/~)
∫ ∞
0
k2dkJ1
[
r
(
pi
2 + k
)]
√
a+ bk2 + ck4
, (14)
with the parameters a, b, and c again the same as those
in Eq. (9) and J1(x) is the Bessel function of the first
kind. For C = ±1, the integrand is dominated by the
contribution k = kc, Eq. (8). To capture the qualitative
properties assume that only the k = kc term contributes;
one then obtains
ψ↓(r, t) ≈ ∓ 4t1
mpi
sin
(
4t
~
)
J1
(pir
2
)
. (15)
The spin-down density for C = ±1 (for parameters close
to the phase boundary) therefore displays a series of con-
centric rings in the vicinity of the particle origin, spaced
by the maxima of the Bessel function. It is straight-
forward to show that a similar result also holds for the
spin-up density, except with the maxima of J0 (so that
the first maximum is at the origin rather than slightly dis-
placed). In contrast, for C = 0 all values of k contribute
to the integral. The integrand therefore consists of a sum
of Jα(kr) factors with different values of k, which has the
effect of smearing out the Bessel function maxima; thus,
for C = 0 the concentric rings are not manifested.
The ring of peaks in the particle distribution appear
only in the non-trivial topological phase, but not imme-
diately at the phase boundary. To determine the pa-
rameters, it suffices to calculate maxima of the lower
band ∇kEk = 0 for kx = ky. Simple algebra yields
solutions kx =
{
±pi2 , sin−1
[
m(m−4)
(m−4)2−8t21
]}
, i.e. the two
Dirac points and an additional ring. The last solution is
real only if the argument is unity or smaller, which gives
 ≥ −2t21/m. Thus, for |m|/t1  1, the central peaks
manifest themselves almost immediately upon crossing
into the non-trivial phase, while for smaller |m|/t1 they
appear deeper in the phase. These smaller (larger) values
of m () invalidate the analytical approximations made
above, for example neglecting the angular dependence of
the energy minima as in Eq. (8), and consequently the
central peaks would not be as clearly observable. In prac-
tice, the ring features become increasingly washed out for
|m| . 3t1 and || & t1. A similar effect would likely occur
for Hamiltonians with closely-spaced Dirac points.
We now argue that the peaks in the particle density
obtained above are generic, subject to some restrictions
on the choice of Hamiltonian. All of the results hinge on
the appearance in the C 6= 0 phase of a ring of energy
minima at momenta distributed at a radius kc from the
5Dirac point. Following for instance [40], one can consider
h(k) = (hx, hy, hz) as a closed two-dimensional paramet-
ric surface M, with the Dirac points defined by the ori-
gin (0, 0, 0). The Chern number is then defined as the
number of times this oriented surface wraps around the
origin; if M touches the origin the band gap closes and
C is not defined.
The Hamiltonian (1) belongs to a family of the form
H(k) = (hx, hy,m + t2gz) · σ, where hx, hy and gz are
periodic, non-constant functions, symmetric around the
σz-axis and such that the parametric surface M has
a negative-definite curvature. In the large-mass limit
|m|  t1, a topological phase transition is generically
characterized by a ring in the energy surface. The phase
transition occurs for large tc2 ∼ |m| from Eq. (7), stretch-
ing the surface along the σz-axis. The outer points ofM
are approximately distributed on the surface of a prolate
spheroid which passes through the origin as t2 increases,
changing the Chern number from zero to±1. On the triv-
ial side, the energy surface will show a single minimum,
corresponding to the outer point of the spheroid. After
passing through, a ring of minima appears, symmetric
around the σz-axis.
The numerical and analytical results presented here
indicate that for a realistic (experimentally motivated)
spin-orbit lattice Hamiltonian, it is possible to detect
transitions between topological phases by allowing parti-
cles to evolve freely in the lattice and observe their spa-
tial distribution. The presence of topological order can
be inferred from the onset of spatial peaks in the vicin-
ity of the particle origin, which remain well-defined even
taking into consideration finite imaging resolution. Sim-
ilar results are also found for particles hopping on a tri-
angular lattice. This technique is readily applicable to
recent ultracold atom experiments [12] and to future im-
plementations using photonic lattices, and should aid in
the detection of topological transitions in these systems.
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Consider a generic (two-dimensional) spin-orbit Hamiltonian. It can be written as
H(kx, ky) =
(
hz hx − ihy
hx + ihy −hz
)
, (16)
where hi = hi(kx, ky). This matrix has eigenvalues E±(kx, ky) = E±(k) = ±
√
h2x + h
2
y + h
2
z ≡ ±Ek, and associated
eigenvectors
|u−〉 =
√
Ek + hz
2Ek
( hz−Ek
hx+ihy
1
)
; |u+〉 =
√
Ek − hz
2Ek
( hz+Ek
hx+ihy
1
)
. (17)
The initial state corresponds to a particle localized to a single lattice point. This lattice point (0, 0) has the simplest
expression in Fourier coordinates:
|0, 0〉x,y =
∑
kx,ky
|kx, ky〉, (18)
so that the initial state is an equal superposition of every state in k-space. In addition, suppose the particle starts in
spin up: (
1
0
)
=
hx + ihy√
2Ek
(
− 1√
Ek + hz
|u−〉+ 1√
Ek − hz
|u+〉
)
. (19)
The (spinor) initial state is therefore
|ψ(0)〉 ≡
(
1
0
)
|0, 0〉x,y =
∑
kx,ky
hx + ihy√
2Ek
(
− 1√
Ek + hz
〈kx, ky|u−〉+ 1√
Ek − hz
〈kx, ky|u+〉
)
|kx, ky〉
=
∑
kx,ky
hx + ihy
2Ek
[
−
( hz−Ek
hx+ihy
1
)
+
( hz+Ek
hx+ihy
1
)]
|kx, ky〉 =
∑
kx,ky
(
1
0
)
|kx, ky〉, (20)
as expected. Importantly, the initial state is a superposition of both lower (n = −) and upper (n = +) bands, so the
evolution of the position variance with time requires a full mixing of both bands:
|ψ(t)〉 =
∑
k
hx + ihy
2Ek
[
−eiEkt/~
( hz−Ek
hx+ihy
1
)
+ e−iEkt/~
( hz+Ek
hx+ihy
1
)]
|k〉. (21)
Also, the expressions for the u±(kx, ky) ≡ 〈kx, ky|u±〉 are non-separable, i.e. one cannot write u−(kx, ky) =
u−(kx)u−(ky) and similarly for u+(kx, ky).
The expressions for the Bloch functions (17) allow us to calculate the Berry connections. After some algebraic
manipulations one obtains
Ax(k)−− ≡
〈
u−
∣∣∣∣i ∂∂kx
∣∣∣∣u−〉 = 12Ek(Ek + hz)
(
hx
∂hy
∂kx
− hy ∂hx
∂kx
)
;
Ax(k)++ ≡
〈
u+
∣∣∣∣i ∂∂kx
∣∣∣∣u+〉 = 12Ek(Ek − hz)
(
hx
∂hy
∂kx
− hy ∂hx
∂kx
)
. (22)
The expressions for Ay are obtained analogously, by replacing the kx-derivatives by ky-derivatives. Note that these
intra-band Berry connections are purely real, as expected from the fact that 〈un|i∂/∂ki|un〉† = 〈un|i∂/∂ki|un〉 (the
real x operator maps to i∂/∂kx). The corresponding inter-band Berry connections are
Ax(k)+− ≡
〈
u+
∣∣∣∣i ∂∂kx
∣∣∣∣u−〉 = − 1
2Ek
√
h2x + h
2
y
[
hx
∂hy
∂kx
− hy ∂hx
∂kx
+ i
(
hz
∂Ek
∂kx
− Ek ∂hz
∂kx
)]
;
Ax(k)−+ ≡
〈
u−
∣∣∣∣i ∂∂kx
∣∣∣∣u+〉 = − 1
2Ek
√
h2x + h
2
y
[
hx
∂hy
∂kx
− hy ∂hx
∂kx
− i
(
hz
∂Ek
∂kx
− Ek ∂hz
∂kx
)]
. (23)
7Again, the expressions for Ay(k)nn′ are obtained by replacing kx-derivatives with ky-derivatives. The inter-band
Berry connections properly satisfy the expected relationship Ai(k)
∗
nn′ = Ai(k)n′n, n 6= n′. Surprisingly, however,
they are complex quantities. That said, the real parts are proportional to their intra-band counterparts. The Berry
curvature is defined as
Ω(k)n′n = [∇k ×A(k)]n′n =
∂
∂kx
Ay(k)n′n − ∂
∂ky
Ax(k)n′n. (24)
After some algebra, the Berry curvature of interest takes the simple and intuitive form:
Ω(k)−− =
1
2E3k
[
hx
(
∂hy
∂kx
∂hz
∂ky
− ∂hy
∂ky
∂hz
∂kx
)
+ hy
(
∂hz
∂kx
∂hx
∂ky
− ∂hz
∂ky
∂hx
∂kx
)
+ hz
(
∂hx
∂kx
∂hy
∂ky
− ∂hx
∂ky
∂hy
∂kx
)]
. (25)
Let’s consider the second term of Eq. (24):
− ∂
∂ky
Ax(k)n′n = −
∑
σ
[(
∂
∂ky
u∗n′,k,σ
)
i
∂
∂kx
un,k,σ + u
∗
n′,k,σi
∂2
∂kxky
un,k,σ
)
= −i
〈
∂
∂ky
un′,k
∣∣∣∣∣ ∂∂kxun,k
〉
− i
〈
un′,k
∣∣∣∣∣ ∂2∂kykxun,k
〉
. (26)
The first term follows by interchanging kx ↔ ky:
∂
∂kx
Ay(k)n′n =
∑
σ
[(
∂
∂kx
u∗n′,k,σ
)
i
∂
∂ky
un,k,σ + u
∗
n′,k,σi
∂2
∂kxky
un,k,σ
)
= i
〈
∂
∂kx
un′,k
∣∣∣∣∣ ∂∂ky un,k
〉
+ i
〈
un′,k
∣∣∣∣∣ ∂2∂kxky un,k
〉
. (27)
Because ∂
2
∂kxky
= ∂
2
∂kykx
one obtains
Ω(k)z,n′n = i
〈
∂
∂kx
un′,k
∣∣∣∣∣ ∂∂ky un,k
〉
− i
〈
∂
∂ky
un′,k
∣∣∣∣∣ ∂∂kxun,k
〉
, (28)
which is the well-known expression.
We would like to calculate the time-dependent expectation value of
〈r2〉 = 〈x2 + y2〉 = 〈ψ(t)|x2 + y2|ψ(t)〉 =
∑
r,r′
〈ψ(t)|r〉〈r|x2 + y2|r′〉〈r′|ψ(t)〉 =
∑
r,σ
ψ∗σ(r, t)(x
2 + y2)ψσ(r, t), (29)
to find out the dependence on the Berry curvature (if any). Here the sum over σ corresponds to adding the two
components − and + of the two-band state. The state ψσ(r, t) can be expressed as
ψσ(r, t) =
∑
n
∑
k
an(k, t)ψn,k,σ(r), (30)
where the arbitrary state is expanded in a complete basis set,∑
r,σ
ψ∗n′,k′,σ(r)ψn,k,σ(r) = δn,n′δ(k
′ − k). (31)
Note that the states ψn,k,σ(r) are the components of the solutions of the full Hamiltonian on the lattice,
H|ψn,k〉 = En(k)|ψn,k〉, (32)
where ψn,k,σ(r) = 〈r, σ|ψn,k〉. These basis function are not translationally invariant because according to Bloch’s
theorem
ψn,k,σ(r +R) = e
ik·Rψn,k,σ(r), (33)
8where R is an arbitrary unit cell lattice vector. So it is more convenient to expand in translationally invariant Bloch
functions where ψn,k,σ(r) ≡ eik·run,k,σ(r), where the functions satisfy un,k,σ(r + R) = un,k,σ(r). It’s clear that
this definition is consistent with Eq. (33). Also because these functions have the same value for any r we can drop
the r-dependence completely. Note that these basis functions are the eigenfunctions of the k-dependent Hamiltonian
H(k) ≡ e−ik·rHeik·r:
H(k)|un,k〉 = En(k)|un,k〉. (34)
The definition of the arbitrary function, Eq. (30), then becomes
ψσ(r, t) =
∑
n
∑
k
an(k, t)e
ik·run,k,σ. (35)
Comparison of Eqs. (19) and (35) (recall that |r| = 0) gives
a−(kx, ky) = − hx + ihy√
2Ek(Ek + hz)
; a+(kx, ky) =
hx + ihy√
2Ek(Ek − hz)
. (36)
for the particular problem of interest. The orthogonality condition (31) then becomes∑
r,σ
ei(k−k
′)·ru∗n′,k′,σ(r)un,k,σ(r) = δn,n′δ(k
′ − k). (37)
But on a lattice the un,k,σ(r) have the same value for any r; the r-dependence can therefore be dropped, and one
obtains ∑
r,σ
ei(k−k
′)·ru∗n′,k′,σun,k,σ = 〈un′,k′ |un,k〉
∑
r
ei(k−k
′)·r = 〈un′,k′ |un,k〉δ(k − k′) = δn,n′δ(k′ − k). (38)
Eq. (29) is then written〈
x2 + y2
〉
=
∑
r,σ
∑
n,n′
∑
k
∑
k′
a∗n′(k
′, t)ψ∗n′,k′,σ(r)(x
2 + y2)an(k, t)ψn,k,σ(r)
=
∑
r,σ
∑
n,n′
∑
k
∑
k′
a∗n′(k
′, t)an(k, t)e−ik
′·ru∗n′,k′,σ(x
2 + y2)eik·run,k,σ. (39)
It is convenient to focus on one dimension at a time.〈
x2
〉
=
∑
x,σ
∑
n,n′
∑
k
∑
k′
a∗n′(k
′, t)an(k, t)e−ik
′
xxu∗n′,k′,σx
2eikxxun,k,σ
∑
y
ei(ky−k
′
y)y
=
∑
x,σ
∑
n,n′
∑
k
∑
k′
a∗n′(k
′, t)an(k, t)e−ik
′
xxu∗n′,k′,σx
2eikxxun,k,σδ(ky − k′y)
=
∑
n,n′
∑
kx,k′x
∑
ky
a∗n′(k
′
x, ky, t)an(kx, ky, t)
∑
x,σ
e−ik
′
xxu∗n′,k′x,ky,σx
2eikxxun,kx,ky,σ. (40)
Note that we could equivalently express the final sum as∑
x,σ
ψ∗n′,k′x,ky,σ(x)x
2ψn,kx,ky,σ(x) =
∑
x,x′
〈ψn′,k′x,ky |x〉〈x|x2|x′〉〈x′|ψn,kx,ky 〉 = 〈ψn′,k′x,ky |x2|ψn,kx,ky 〉. (41)
To proceed, note that:
∂2
∂k2x
∑
x,σ
ψ∗n′,k′x,ky,σ(x)ψn,kx,ky,σ(x) =
∂2
∂k2x
∑
x,σ
e−ik
′
xxu∗n′,k′x,ky,σe
ikxxun,kx,ky
=
∑
x,σ
e−ik
′
xxu∗n′,k′x,ky,σ
∂2
∂k2x
[
eikxxun,kx,ky,σ
]
=
∑
x,σ
e−ik
′
xxu∗n′,k′x,ky,σ
∂
∂kx
[
ixeikxxun,kx,ky,σ + e
ikxx
∂
∂kx
un,kx,ky,σ
]
=
∑
x,σ
e−ik
′
xxu∗n′,k′x,ky,σ
[
−x2eikxx + 2ixeikxx ∂
∂kx
+ eikxx
∂2
∂k2x
]
un,kx,ky,σ,
9so that
∑
x,σ
ψ∗n′,k′x,ky,σ(x)x
2ψn,kx,ky,σ(x) =
∑
x,σ
ei(kx−k
′
x)xu∗n′,k′x,ky,σ
[
2ix
∂
∂kx
+
∂2
∂k2x
]
un,kx,ky,σ
− ∂
2
∂k2x
∑
x,σ
ψ∗n′,k′x,ky,σ(x)ψn,kx,ky,σ(x). (42)
The first two terms are not manifestly Hermitian, however. If one had taken derivatives with respect to k′x instead,
one would have instead obtained
∑
x,σ
ψ∗n′,k′x,ky,σ(x)x
2ψn,kx,ky,σ(x) =
∑
x,σ
ei(kx−k
′
x)xun,kx,ky,σ
[
−2ix ∂
∂k′x
+
∂2
∂k′x
2
]
u∗n′,k′x,ky,σ
− ∂
2
∂k′x
2
∑
x,σ
ψ∗n′,k′x,ky,σ(x)ψn,kx,ky,σ(x). (43)
The last sum gives δ(kx − k′x)δn,n′ from Eq. (31). For the second term, because the sum over x is over all space, we
can set x = x′ + Rx, where Rx is a translation by an arbitrary number of unit cell lengths and x′ is restricted to a
single unit cell. Then
∑
x,σ
ei(kx−k
′
x)xu∗n′,k′x,ky,σ
∂2
∂k2x
un,kx,ky,σ =
∑
Rx
ei(kx−k
′
x)Rx
∑
x′,σ
ei(kx−k
′
x)x
′
u∗n′,k′x,ky,σ
∂2
∂k2x
un,kx,ky,σ
= δ(kx − k′x)
∑
x∈u.c.,σ
ei(kx−k
′
x)xu∗n′,k′x,ky,σ
∂2
∂k2x
un,kx,ky,σ
= δ(kx − k′x)
∑
x∈u.c.,σ
u∗n′,k′x,ky,σ
∂2
∂k2x
un,kx,ky,σ, (44)
where the sum is now only over a single unit cell rather than over all space. In the last line we have made use of the
fact that kx = k
′
x. Inserting these results into the previous expression gives
∑
x,σ
ψ∗n′,k′x,ky,σ(x)x
2ψn,kx,ky,σ(x) = δ(kx − k′x)
1
2
∑
x∈u.c.,σ
(
u∗n′,k′x,ky,σ
∂2
∂k2x
un,kx,ky,σ + un,kx,ky,σ
∂2
∂k′x
2u
∗
n′,k′x,ky,σ
)
− δn,n′ 1
2
(
∂2
∂k2x
+
∂2
∂k′x
2
)
δ(kx − k′x)
+
∑
x,σ
ei(kx−k
′
x)xix
(
u∗n′,k′x,ky,σ
∂
∂kx
un,kx,ky,σ − un,kx,ky,σ
∂
∂k′x
u∗n′,k′x,ky,σ
)
= δ(kx − k′x)
1
2
∑
x∈u.c.,σ
(
u∗n′,k′x,ky,σ
∂2
∂k2x
un,kx,ky,σ + un,kx,ky,σ
∂2
∂k′x
2u
∗
n′,k′x,ky,σ
)
− δn,n′ 1
2
(
∂2
∂k2x
+
∂2
∂k′x
2
)
δ(kx − k′x)
+
∑
x,σ
e−ik
′
xxu∗n′,k′x,ky,σ
(
∂
∂kx
eikxx
)
∂
∂kx
un,kx,ky,σ
+
∑
x,σ
(
∂
∂k′x
e−ik
′
xx
)
eikxxun,kx,ky,σ
∂
∂k′x
u∗n′,k′x,ky,σ, (45)
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which is manifestly Hermitian. Inserting this into the full expression for 〈x2〉 gives〈
x2
〉
=
∑
n,n′
∑
kx,k′x
∑
ky
a∗n′(k
′
x, ky, t)an(kx, ky, t)δ(kx − k′x)
∑
σ
1
2
(
u∗n′,k′x,ky,σ
∂2
∂k2x
un,kx,ky,σ + un,kx,ky,σ
∂2
∂k2x
u∗n′,k′x,ky,σ
)
− 1
2
∑
n,n′
∑
kx,k′x
∑
ky
a∗n′(k
′
x, ky, t)an(kx, ky, t)
(
∂2
∂k2x
+
∂2
∂k′x
2
)
δ(kx − k′x)δn,n′
+
∑
n,n′
∑
kx,k′x
∑
ky
a∗n′(k
′
x, ky, t)an(kx, ky, t)
∑
x,σ
e−ik
′
xxu∗n′,k′x,ky,σ
(
∂
∂kx
eikxx
)
∂
∂kx
un,kx,ky,σ
+
∑
n,n′
∑
kx,k′x
∑
ky
a∗n′(k
′
x, ky, t)an(kx, ky, t)
∑
x,σ
(
∂
∂k′x
e−ik
′
xx
)
un,kx,ky,σ
∂
∂k′x
u∗n′,k′x,ky,σe
ikxx. (46)
To evaluate the second line, we can use the identity∑
x
f(x)δ(n)(x− x0) = (−1)nf (n)(x0), (47)
which can be verified by integrating by parts n times. Likewise, one can integrate the last two terms by parts once.
One then obtains〈
x2
〉
=
1
2
∑
n,n′
∑
k
(
a∗n′(k, t)an(k, t)
∑
σ
u∗n′,k,σ
∂2
∂k2x
un,k,σ + H.c.
′
)
− 1
2
∑
n
∑
k
(
a∗n(k, t)
∂2
∂k2x
an(k, t) + H.c.
′
)
−
∑
n,n′
∑
kx,k′x
∑
ky
a∗n′(k
′
x, ky, t)
∑
x,σ
ei(kx−k
′
x)xu∗n′,k′x,ky,σ
∂
∂kx
(
an(kx, ky, t)
∂
∂kx
un,kx,ky,σ
)
−
∑
n,n′
∑
kx,k′x
∑
ky
an(kx, ky, t)
∑
x,σ
ei(kx−k
′
x)xun,kx,ky,σ
∂
∂k′x
(
a∗n′(k
′
x, ky, t)
∂
∂k′x
u∗n′,k′x,ky,σ
)
=
1
2
∑
n,n′
∑
k
(
a∗n′(k, t)an(k, t)
∑
σ
u∗n′,k,σ
∂2
∂k2x
un,k,σ + H.c.
′
)
− 1
2
∑
n
∑
k
(
a∗n(k, t)
∂2
∂k2x
an(k, t) + H.c.
′
)
−
∑
n,n′
∑
k
a∗n′(k, t)
∑
σ
u∗n′,k,σ
(
∂
∂kx
an(k, t)
∂
∂kx
un,k,σ + an(k, t)
∂2
∂k2x
un,k,σ
)
−
∑
n,n′
∑
k
an(k, t)
∑
σ
un,k,σ
(
∂
∂kx
a∗n′(k, t)
∂
∂kx
u∗n′,k,σ + a
∗
n′(k, t)
∂2
∂k2x
u∗n′,k,σ
)
= −1
2
∑
n,n′
∑
k
(
a∗n′(k, t)an(k, t)
∑
σ
u∗n′,k,σ
∂2
∂k2x
un,k,σ + H.c.
′
)
− 1
2
∑
n
∑
k
(
a∗n(k, t)
∂2
∂k2x
an(k, t) + H.c.
′
)
−
∑
n,n′
∑
k
(
a∗n′(k, t)
∂
∂kx
an(k, t)
∑
σ
u∗n′,k,σ
∂
∂kx
un,k,σ + H.c.
′
)
, (48)
where the notation H.c.′ represents complex conjugation of all quantities as well as the interchange of band labels
n↔ n′ (these are dummy indices). The expectation of r2 is therefore
〈r2〉 = −1
2
∑
n,n′
∑
k
(
a∗n′(k, t)an(k, t)
∑
σ
u∗n′,k,σ∇2kun,k,σ + H.c.′
)
− 1
2
∑
n
∑
k
(
a∗n(k, t)∇2kan(k, t) + H.c.′
)
−
∑
n,n′
∑
k
(
a∗n′(k, t)∇kan(k, t) ·
∑
σ
u∗n′,k,σ∇kun,k,σ + H.c.′
)
. (49)
Recall that the Berry connections are defined as
Ai(k)n′n =
〈
un′,k
∣∣∣∣i ∂∂ki
∣∣∣∣un,k〉 = ∑
σ
u∗n′,k,σi
∂
∂ki
un,k,σ. (50)
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We can therefore write Eq. (49) explicitly in terms of the Berry connections as follows:
〈r2〉 = −1
2
∑
n
∑
k
(
a∗n(k, t)∇2kan(k, t) + H.c.′
)− 1
2
∑
n,n′
∑
k
(
a∗n′(k, t)an(k, t)
∑
σ
u∗n′,k,σ∇2kun,k,σ + H.c.′
)
+ i
∑
n,n′
∑
k
(
a∗n′(k, t)∇kan(k, t) ·A(k)n′n −H.c.′
)
. (51)
The time-evolution of the state (30) is given by the solution of the time-dependent Schro¨dinger equation,
|ψ(r, t)〉 =
∑
n
∑
k
an(k, t)e
ik·r|un,k〉 =
∑
n
∑
k
eik·ran(k, 0)e−iEn(k)t/~|un,k〉 (52)
or
ψσ(r, t)〉 =
∑
n
∑
k
eik·ran(k, 0)e−iEn(k)t/~un,k,σ, (53)
so that one may consider the time evolution to be driven entirely by the amplitudes:
an(k, t) = e
−iEn(k)t/~an(k, 0) ≡ e−iEn(k)t/~an(k). (54)
Then a∗n′(k, t)an(k, t) = e
−i[En(k)−En′ (k)]t/~a∗n′(k)an(k),
a∗n′(k, t)
∂
∂ki
an(k, t) = a
∗
n′(k)e
−i[En(k)−En′ (k)]t/~
(
− it
~
∂En(k)
∂ki
an(k) +
∂an(k)
∂ki
)
(55)
and
a∗n′(k, t)
∂2
∂k2i
an(k, t) = a
∗
n′(k)e
iEn′ (k)t/~
[
− it
~
∂2En(k)
∂k2i
an(k)− it~
∂En(k)
∂ki
∂
∂ki
an(k)− t
2
~2
(
∂En(k)
∂ki
)2
an(k)
+
∂2
∂k2i
an(k)− it~
∂En(k)
∂ki
∂
∂ki
an(k)
]
e−iEn(k)t/~
= a∗n′(k)e
−i[En(k)−En′ (k)]t/~
[
− it
~
∂2En(k)
∂k2i
an(k)− 2it~
∂En(k)
∂ki
∂an(k)
∂ki
− t
2
~2
(
∂En(k)
∂ki
)2
an(k) +
∂2an(k)
∂k2i
]
. (56)
Inserting these into Eq. (51) gives
〈r2〉 = −1
2
∑
n
∑
k
[
a∗n(k)
(
− it
~
∇2kEn(k)an(k)−
2it
~
∇kEn(k) · ∇kan(k)
− t
2
~2
(∇kEn(k))2 an(k) +∇2kan(k)
)
+ H.c.′
]
− 1
2
∑
n,n′
∑
k
(
e−i[En(k)−En′ (k)]t/~a∗n′(k)an(k)
∑
σ
u∗n′,k,σ∇2kun,k,σ + H.c.′
)
−
∑
n,n′
∑
k
(
a∗n′(k)e
−i[En(k)−En′ (k)]t/~
(
− it
~
an(k)∇kEn(k) +∇kan(k)
)
·Bn′n + H.c.′
)
, (57)
where Bn′n ≡ An′n/i is defined to avoid mistakes when Hermitian conjugating various terms. The first term in square
brackets cancels with its Hermitian conjugate, while the third term is equal to its conjugate. At long times, this is the
only term that is relevant as it has the largest (t2) time-dependent prefactor. We are interested in the time-derivative
of the (time-dependent) variance (note that 〈r〉 = 0):
∂
∂t
〈r2〉. (58)
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The only terms in Eq. (57) that contribute to Eq (58) are those that explicitly depend on time, so one may write
∂
∂t
〈r2〉 = t
~2
∑
n
∑
k
|an(k)|2 (∇kEn(k))2 +
∑
n
∑
k
(
i
~
a∗n(k)∇kEn(k) · ∇kan(k) + H.c.′
)
+
1
2
∑
n,n′
∑
k
(
i
~
(En(k)− En′(k)) e−i[En(k)−En′ (k)]t/~a∗n′(k)an(k)
∑
σ
u∗n′,k,σ∇2kun,k,σ + H.c.′
)
+
∑
n,n′
∑
k
i
~
(En(k)− En′(k)) a∗n′(k)e−i[En(k)−En′ (k)]t/~
(
− it
~
an(k)∇kEn(k) +∇kan(k)
)
·Bn′n
+
∑
n,n′
∑
k
i
~
a∗n′(k)an(k)e
−i[En(k)−En′ (k)]t/~∇kEn(k) ·Bn′n
−
∑
n,n′
∑
k
i
~
(En(k)− En′(k)) an′(k)ei[En(k)−En′ (k)]t/~
(
it
~
a∗n(k)∇kEn(k) +∇ka∗n(k)
)
·B∗n′n
−
∑
n,n′
∑
k
i
~
an′(k)a
∗
n(k)e
i[En(k)−En′ (k)]t/~∇kEn(k) ·B∗n′n. (59)
At long times, only the terms proportional to t are relevant, so one may write
∂
∂t
〈r2〉 ≈ t
~2
∑
n
∑
k
|an(k)|2 (∇kEn(k))2
+
t
~2
∑
n,n′
∑
k
(En(k)− En′(k)) a∗n′(k)an(k)e−i[En(k)−En′ (k)]t/~∇kEn(k) ·Bn′n
+
t
~2
∑
n,n′
∑
k
(En(k)− En′(k)) an′(k)a∗n(k)ei[En(k)−En′ (k)]t/~∇kEn(k) ·B∗n′n. (60)
It is useful to expand this explicitly in band index, keeping in mind that E+(k) ≡ Ek and E−(k) ≡ −Ek:
∂
∂t
〈r2〉 ≈ t
~2
∑
k
(∇kEk)2
+
2t
~2
∑
k
Eka
∗
+(k)a−(k)e
2iEkt/~∇kEk ·B+− + 2t~2
∑
k
Eka+(k)a
∗
−(k)e
−2iEkt/~∇kEk ·B∗+−
+
2t
~2
∑
k
Eka
∗
−(k)a+(k)e
−2iEkt/~∇kEk ·B−+ + 2t~2
∑
k
Eka−(k)a∗+(k)e
2iEkt/~∇kEk ·B∗−+
=
t
~2
∑
k
(∇kEk)2 + 2t~2
∑
k
Eka
∗
+(k)a−(k)e
2iEkt/~∇kEk ·
(
B+− +B∗−+
)
+
2t
~2
∑
k
Eka+(k)a
∗
−(k)e
−2iEkt/~∇kEk ·
(
B∗+− +B−+
)
. (61)
We know that (Ai)n′n = (Ai)
∗
nn′ , but also that Ai = iBi, which gives (iBi)n′n = i(Bi)n′n = (iBi)
∗
nn′ = −i(Bi)∗nn′ or
(Bi)n′n = −(Bi)∗nn′ . This means that both B+− +B∗−+ = 0 and B−+ +B∗+− = 0, i.e. that the last two terms in the
above equation vanish identically. Therefore, at long times the time-derivative of the variance depends only on the
Hamiltonian, and not on the Berry connections:
∂
∂t
〈r2〉 ≈ t
~2
∑
k
(∇kEk)2 . (62)
