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ABSTRACT 
In this paper a general cost minimization-model of producers 
behaviour is presented, with special reference to projects in 
building industry. The derived factor demand functions are log-
linear and in a generalized form they allow for bias of scale. 
These functions are similar to the cost share equations of the 
translog cost function model. The model is exemplified using a 
nonlinear cost function and a Cobb-Douglas production function. 
In the application to housing-construction projects output is 
measured as a composite index of log-linear form. Different 
output indicators may appear in different factor demand 
equations. This is called 'heterogeneous bias of scale'. 
The demand equation for labour is applied to a cross-section of 
38 Dutch housing-construction projects. The results indicate the 
existence of economies of scale for all output components. The 
framework appears to be robust and effective, and it may be 
fruitfully applied elswhere. 
KEY WORDS: micro, cost minimization, factor demand, bias of 
scale, heterogeneous output, housing-construction, projects. 
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1. INTRODUCTION 
In the literature producers behaviour is commonly specified as 
maximizing profits c.q. minimizing costs, subject to a production 
function that gives the maximum output as a function of inputs. 
The traditional approach is to adopt a linear profit c.q. cost 
function and a specific type of production function to derive 
factor demand (and product supply) functions (e.g. Cobb and 
Douglas (1928)). More recent is the dual approach, specifying a 
price, c.q. cost function, being the dual of the production 
function (e.g. Shephard (1970)). 
Comparing the two, the drawback of the traditional approach is 
that ifrequires specific assumptions on the production function. 
Several types of production functions have been introduced in a 
worldwide attempt to reduce the restrictiveness of such 
assumptions. For instance, along the line Cobb-Douglas (Cobb and 
Douglas (1928)), CES (Arrow et al. (1961)), CRES (Mukerji 
(1963)), CRESH (Hanoch (1971)), VES (e.g. Revankar (1971)) we 
find a tendency towards relaxing the restrictions on the 
elasticities of substitution. On the other hand the advantage of 
the traditional approach is that it gives a more complete 
description of producers behaviour. 
In this study we preserve this descriptive advantage by 
specifying a cost minimization model in the traditional way, but 
to avoid severe restrictions on the production technology, we 
only assume homogeneity of the production and cost functions. 
This model is discussed in section 2. Because this model cannot 
accomodate bias of scale, it is generalized in section 3 by 
assuming 'latent homogeneity' of the production and cost 
functions. The resulting factor demand functions are log-linear 
and similar to the cost share functions of the dual translog cost 
function model specified by Jorgenson (1986), hence they offer an 
alternative formulation. The analysis is done with reference to 
projects in building industry, but this does not exclude 
application to other cases of cost minimization. 
Our application deals with a cross-section of 38 Dutch housing-
construction projects. In such a case output is heterogeneous, 
which means that its composition is relevant to factor demand, as 
in the railroad study by Klein (1974). We satisfy the need for 
an indicator by constructing a therretical log-linear indicator 
in section 4. The pursued method can serve as an example for 
other industries. The indicator can be substituted into the 
factor demand functions, leaving their log-linear structure 
intact, and the best quantified form of the indicator can be 
selected by testing the factor demand equations. 
The case of heterogeneous output is generalized in section 5 by 
substituting a separate output indicator in each factor demand 
equation. We call this 'heterogeneous bias of scale'. This case 
corresponds with the most general set of log-linear factor demand 
functions. 
In section 6 we use our cross-sectional data to estimate the 
labour demand function and select the best quantified form. 
Because factor market conditions are approximately equal for all 
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38 projects, there ar no substitution effects, so we can 
concentrate on the effects of the output components. After the 
selection we review the economie implications. 
2. FACTOR DEMAND FUNCTIONS UNDER HOMOGENEOUS COST AND PRODUCTION 
A key feature of production in building industry is that it is 
organized in projects to which different firms contribute. A 
project can be defined as the separate construction of a set of 
buildings, such as a number of dwellings, offices, etc. Hence 
production decisions and production technology relate to projects 
rather than to firms. This is why we find it useful to study 
producers behaviour on the project level. 
The principal of a construction project is the one, who decides 
what is going to be built, so he determines the level and 
composition of output (we shall neglect the composition until 
section 4). Normally, the principal invites firms to sign in on 
the project and he assigns the work to the firm, or combination 
of firms, that offers the lowest price. Similar, the contracted 
firms assign several sub-contractors that offer competitive 
prices for specific tasks. The (sub-)contracted firms produce 
the fixed output with inputs of labour, capital, raw materials 
and semi-products. 
In this context our first assumption is that the level of 
production is exogeneous to firms. Next, we assume that the 
producing firms minimize the building costs of the project, 
subject to the available production technology. Furthermore, we 
assume that there are no quantity constraints on the factor 
markets. 
Formally, we assume that the firms' decision on the m-dimensional 
vector of inputs X is the solution of the following problem: 
minimize C(P,X) 
subject to Y=F(X) (2.1 ) 
where C and F are the cost and production functions on the 
project level, Y is exogeneous output, and P is an exogeneous m-
dimensional vector characterizing the cost function (e.g. factor 
prices). We shall refer to P as 'cost function indicators'. We 
assume that a unique solution X exists for each positive Y and a 
range of relevant values of P. Moreover, we assume that F is 
homogeneous of degree u>0 and that C is homogeneous of positive 
degree in X (e.g. C(P,X) = E^=iPiX§ with 6>0), so that problem 
(2.1) can be reformulated as 
minimize C(P,W) 
subject to 1=F(W) (2.2) 
with X=WY1/u 
The auxiliary vector W ('wheights') can be interpreted as factor 
demand for Y=1. lts solution is only a function of P, so we may 
write W(P). If C is homogeneous of positive degree in P (e.g. 
linear), then W(P) must be homogeneous of degree zero. We now 
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have the factor demand functions 
X± = W±(P) Y 1 / u (i=1,...,m) (2.3) 
This expression shows that in our model the substitution and 
scale effects are separable. The substitution effects can be 
reduced to the case Y=1, so they are independent of the scale. 
Empirical application of the model requires the additional 
assumption that the same functions C and F apply to all elements 
of a certain set of projects (homogeneity of projects). In 
reality, however, projects differ in character and so do their 
cost and production functions. Firms also differ with respect to 
their access to factor markets and the availability of production 
technology. Therefore we should add random disturbances to C and 
F, and interpret the deterministic parts of C and F as the 
average functions. Moreovër, during the course of production the 
firms may fail more or less in their attempts to optimize inputs 
and to control production, so we should add a second set of 
random disturbances to the first order conditions. Assuming that 
the disturbances in the production function do not represent 
deviations from the 'frontier' production function, but rather 
from the 'effective' production function they may have both 
positive and negative signs. A third set of random disturbances 
should be added for measurement errors. 
It is common in the literature to add the relevant disturbances 
directly to the first order conditions, leading to multiplicative 
errors in the factor demand functions (see e.g. Marschak and 
Andrews (1944), and also section 3). Since we have no specific 
functional forms for C and F, we add random disturbances ü^ 
(i=1,...,m) directly to the factor demand functions: 
X± = Wi(P) Y 1 / u e ü i (i=1,...,m) (2.4) 
It is reasonable to choose a multiplicative form, because the 
average size of the errors in X^ is likely to be proportional to 
the deterministic part of X^. Taking natural logarithms we get 
In X± = In Wi(P) + (1/u)ln Y + Ui (i=1,...,m) (2.4') 
Our application of the model concerns a cross-section over 
projects executed in the same relatively short period with stable 
conditions on the factor markets, so that P is approximately 
constant over projects. If, more general, P varies within a 
limited range around P , we can replace In Wi<P) by the linear 
Taylor approximation around In P§ (i=1,...,m): 
m 
In Wi(P) * BJüo + 2 BJüjln Pj (i=1,...,m) (2.5) 
j = 1 
with fiOj = ° \* ^(P°) and B O G = In W i(P 0) - E B^ln P§. 
j j = 1 
Then (2.4') becomes 
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ra 
In X± = B§0 + S B§jln Pj + (1/u)ln Y + ü!? (i=1,...,m) (2.6) 
j = 1 
where U? includes the approximation error: ü§ = ü^ + In W^(P)-
BÏjïo - s|=1B2jln Pj. It is assumed that EO§=0 and E\J^ü^=a±^ for 
i,j=1,...m. Note that accepting the log-linear form (2.6) means 
in fact assuming that the ouput elasticities are globally 
constant and equal for all inputs (1/u), and that the 
elasticities with respect to the cost function indicators (e.g. 
price elasticities) are locally constant (BJ[j). If P is factor 
prices, (2.6) shows much similarity to the cost share equations 
of the dual translog cost function model, such as described by 
Jorgenson (1986). The main difference is that the translog model 
keeps PJLX^/EPJXJ instead of In X^ on the left hand side. 
Therefore, it requires data on cost shares, which prohibits 
application to our data set. 
We can estimate fijüo» Bij a n d 1 /u (i,j=1,•••,m) efficiently by 
multivariate linear regression of (2.6) with at least the 
restrictions concerning 1 /-JJL. If C is homogeneous of positive 
degree in P, we should also impose the homogeneity restrictions 
2T=1fiij = 0 f o r a 1 1 i=1/--''m- Other restrictions may be derived 
from assumptions on the shape of C and F (see the example in 
section 3). 
As the output elasticities are the same for each input, the 
ratios between inputs 
Xi/Xj = {Wi(P)/Wj(P)} eUi_UJ (i,j=1,...,m) (2.7) 
are independent of output. For some industries this may be 
acceptable, but we believe in building industry there is a shift 
towards labour extensive production as Y increases. In order to 
allow for this we generalize the model in section 3. 
3. LATENT HOMOGENEITY AND BIAS OF SCALE 
Suppose the model of section 2 is valid, with the modification 
that X is not necessarily observable, but we can observe an m -
dimensional vector of inputs Z, which is related to X by the 
transformation Z=G(X). Thus, all assumptions of section 2 still 
apply to X, which should now be interpreted as a vector of 
'latent inputs', while Z is the vector of 'observable inputs'. 
Since homogeneity of the cost and production functions is now 
assumed to hold for latent ihputs, we may speak of 'latent 
homogeneity'. The factor demand functions for Z^ (i=1,...,m) are 
derived immediately by substituting X^ from expressions (2.4), 
(2.4') or (2.6) into Z=G(X). 
The modification is in fact a generalization, because we have 
freedom in specifying the observable Z. If X is observable, we 
can take m =m and specify the function G as G(X)=X, so that Z=X, 
which means we simply have the model of section 2. More general, 
if m =m and G has a homogeneous inverse, we can see from 
substituting X=G~1(Z) into (2.1) that the model of section 2 
applies with Z in the role of X. 
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There is one kind of transformation function G that we want to 
study in particular: 
zi = xi^ o r l n zi = ti^n X± (i = 1,...,m) (3.1) 
where m =m and rt^  (i = 1,...,m) are fixed coefficients (for 
simplicity we do not add a disturbance term) . With 
transformation (3.1) we derive from (2.4' ): 
ln Z± = TiiUn Wi(P) + (1/u)ln Y + ü±} (i=1,...,m) (3.2) 
According to these factor demand functions the output 
elasticities rcj^/y. may be different for different factors. If ln 
Wj[(P) is approximated as before, we get from (2.6): 
m 
ln Z± = Tti<BiO + E B§j l n pj + d/li)ln Y + ü§} (i=1,...,m) (3.-3) 
3 = 1 
with En^UUj = 0 and En^ ![TijU"9 = Tt£Tt jO^ j for i,j = 1,...m. Appearantly 
the covariance matrix of the error term is affected by the 
transformation. Expression (3.3) assumes nothing more than 
locally, respectively globally constant elasticities. The output 
elasticities are now free to vary among inputs, which makes the 
similarity with the cost share equations of the translog model 
even more complete. If TI^/IK 1 (>1, =1), the productivity of 
input i is positively (negatively, not) related to the scale. 
Estimation of TX^BJ, n^Bjj and it^ /u (i, j = 1, . . . ,m) can be done by 
linear regression; if C is homogeneous of positive degree in P, 
under the restriction E?_-|TiiBjj = 0 for all i=1,...,m. We can also 
identify n^/nj, but not n^, fij, B§j and u, unless there is a 
helpful restriction. 
The input ratio 
Zi/Zj = {WitP^i/WjfP)":)}
 y("i-nj)/v e"iU2-"jU§ (3.4) 
is independent of output, if and only if Ti^=nj. If n^^nj 
pair i,j=1,...,m, we say there is 'bias of scale' (see Je 
for any 
Jorgenson 
(1986)). This can be tested by applying (3.3), provided that 
data on the relevant input-pairs are available. Our test whether 
model (2.6) applies involves testing whether n^=nj for all pairs 
i,j=1,...,ra simultaneously (i.e. G has a homogeneous inverse). 
In our application the data cover only one input, so we may 
choose freely between (2.6) and (3.3). 
An example of latent homogeneity is 
m 1/nj m 
minimize £ PjZj = E PjXj = C(P,X) (3.5a) 
j=1 j=1 
m aj m Bj 
subject to Y = ag TI Zj = a0 n XJ = F(X) (3.5b) 
j=1 j=1 
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with Bj=rtjOtj (j = 1,...,m). Marschak and Andrews (1944) analysed 
this case with (3.5a) replaced by profit maximization. We 
believe a nonlinear cost function as in Z above is more realistic 
than a linear cost function. For instance, a firm may utilize 
its own labour at low marginal costs as long as the required 
amount is small, but it will have to hire more expensively from 
outside, when the required amount becomes larger. In general a 
firm will utilize a certain production factor in ascending order 
of the corresponding marginal costs, so the cost function is 
progressivly increasing in the inputs: 0<itjSl (j = 1,...,m). Note 
that the costs of input j amount to 
„ ~ „1 / TC-i CJ * PJZJ J (j = 1, ,m) (3.6) 
hence dln Cj/dln ZJ = 1/TIJ (*1) is the elasticity of the cost of 
input Zj with respect to Zj. The latent input variables are 
chosen such that their cost elasticities are equal to 1 . The 
cost function indicators represent the factor prices of the 
latent inputs. Furthermore, the production function is simply 
Cobb-Douglas, which remains homogeneous under transformation 
(3 .1 ), and 
m 
u = E fij 
j = 1 
(3.7) 
The Lagrangian of problem (3.5) in terms of X is: 
m 
: E PjXj + 
j = 1 
r { Y -
m Bj 
a0 TI Xj } 
j = 1 
(3.8) 
where r is the Lagrange parameter. From the second order 
conditions it can be derived that a unique optimum exists, if 
CIQ,Y>0 and B^,'P^>0 for all i=1,...,m. The first order conditions 
are, while adding random disturbances V^ (i=0,...,m) for reasons 
mentioned in section 2: 
m 
E 
j = 1 
Bjln Xj In Y - In cc.g + Vg (3.9a) 
In X± - In r = In Y + In Bj In Pi + Vi (i=1,...,m) (3.9b) 
Following Marschak and Andrews we say that the disturbances in 
(3.9a) allow for variations in 'technical efficiency', while the 
disturbances in (3.9b) allow for variations in 'economie 
efficiency'. From (3.9b) we get In Xj = In X^ + ln(Bj/Bi) + 
ln(Pi/Pj) + (Vj-V^), which we substitute for j=1,...,m, j^i into 
(3.9a), so that we can solve for In X^ and derive the following 
solution of In Z^ = n^ln X^: 
m m 
In Zi •^ {-In a 0 + E Bjln(^-) + E B-;ln(^-) + In Y} + niüi 
u
 j=i J B j j=l J pi 
jj^ i iH (i = 1,...,m) (3.10) 
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with Ui = (1/u){V0 + Ef_i6j (Vi-Vj) } . In this example linear 
approximation (3.3) holds exactly (ü§ = U^) with 
fiOj = flj/ii for i,Éj , B<1± = (Bi-E^TBjJ/u , Ej=1fl}j = 0 , 
B§0 = {-In a0 + E^BjlnCBi/B-pJ/y. (i=1,...,m) 
If the Pi/Pj ratios are approximately equal for all projects, 
(3.10) can be simplified as In Z± = fijj} + (n^/pOln Y + n^üj 
(i = 1,...,m), and Bj and n^/u can be estimated by unconstrained 
linear regression. If the Pi/Pj ratios vary, (3.10) can be 
estimated by iterative regression as described in the appendix. 
To investigate the extent of our approach to introducé 
transformation (3.1) we remark that the procedure applies as long 
as the cost and production functions in terms of Z, say C and 
F , can be transformed to homogeneous functions C and F. This 
can be obtained by choosing Cobb-Douglas functions for both C 
and F as homogeneity will then be preserved under transformation 
(3.1). As a Cobb-Douglas cost function is not realistic, in the 
example we have chosen a Cobb-Douglas function for F alone and 
defined directly a homogeneous cost function C. 
To allow both F and C to be nonhomogeneous requires two single 
transformations to make both C and F homogeneous, which would 
coincide only by coincidence. Applying different transformations 
would lead to two vectors of latent inputs X, thus to an 
insolvable system. Another approach, allowing C or F to be 
nonhomogeneous, would lead to more complex input demand functions 
than (3.2) and (3.3). As we have not attempted to derive such 
functions, we restrict ourselves to Cobb-Douglas production 
functions (or cost functions). 
We believe the Cobb-Douglas production function (Allen partial 
elasticities of substitution equal to 1) applies approximately to 
building industry, if we distinguish only two aggregated factors: 
labour and a composite of capital and materials. We do not know 
of any empirical study that invalidates this assumption. Magnus 
(1979), gives estimates of the elasticities of substitution 
between labour and capital and be^ween labour and energy for the 
Dutch economy (1950-1976), that range from .60 to .89 and from 
.86 to 1.25 respectively. Arrow et al.(1961) estimated .97 for 
the elasticity of substitution between labour and capital for 
Japanese and U.S. shipbuilding industry (1953, 1954). Since 
building and shipbuilding are similar, we conclude our Cobb-
Douglas assumption is not invalidated. 
Moreover, our factor demand functions (3.3) are not necessarily 
derived from a Cobb-Douglas production function, because our 
functions can be viewed as locally/globally constant elasticity 
approximations (similar to the translog model). This assumption 
can be tested by comparing estimated elasticities for different 
sub-samples (see section 6). Thus the example of a Cobb-Douglas 
production function illustrates the theoretical consistency of 
our factor demand functions and specifies the underlying 
mechanisms, but is not a prerequisite for application. 
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4. HETEROGENEOUS OUTPUT 
The derived factor demand functions contain Y as a measure of 
output. Normally Y is measured as a homogeneous one-dimensional 
quantity. This may be an economie quantity (e.g. produced value 
in constant prices), or a physical quantity (e.g. weight, size). 
In reality however output is often heterogeneous and the 
composition of output matters to factor demand. This is for 
instance the case if there are different products. So in general 
real output is multidimensional, consisting of a number of 
characteristics, and measured output Y is only an indicator of 
production. Hence, the factor demand functions can be improved by 
choosing a more appropriate indicator Y. Inversely, the factor 
demand functions can help to select a proper output indicator. 
Since the same indicator should hold for all factor demand 
functions, the optimal output indicator can be selected by 
testing the quality of all the resulting factor demand functions 
simultaneously (if data are available). If only one factor 
demand function is used (our case), the selected output indicator 
wi.11 be optimal only with respect to this specific factor demand. 
For the choice of the indicator we do not have to worry about the 
prices of the different output components, because the price of 
output does not occur in problem (2.1). 
We shall now construct a theoretical output indicator that is 
applicable to our data on housing-construction projects. We have 
data on the following variables: 
L = total hours of labour on the site (hours of labour not on the 
site belong to another input), 
D = number of dwellings, 
G = average gross ground surface per dwelling in square meters, 
H = average height of the building(s) in meters, 
R = average meters of rib (i.e. intersection lines of external 
surfaces) per cubic meter, 
M = number of dwellings in multifamily houses divided by D 
(1-M = idem for single family houses). 
The total ground surface of the building(s) in square meters is 
equal to DG, the total size in cubic meters is DGH, and the total 
meters of rib is DGHR. The output of a construction project is 
normally measured by its size in cubic meters, so we could opt 
for the one-dimensional indicator 
Y = DGH (4.1) 
However, a housing-construction project is the serial production 
of a number of dwellings, so two equally sized projects differ, 
if one consists of a large number of small dwellings and the 
other of a small number of large dwellings. In such a case the 
composition of output differs, and this may lead to different 
factor demands. Therefore we prefer to separate the number of 
dwellings D and the average size per dweiling GH. This is done 
in the two-dimensional indicator 
6D ÖGH 
Y = D (GH) (4.2) 
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with parameters 6D,6GH*0. We normalize by choosing 6D=1, because 
the scale of the project is better reflected by the 'number of 
products' D than by the 'product-size' GH, and in an extreme 
position we might even neglect the product-size by adding the 
constraint öGH=0. Substituting (4.2) into (3.2) leads to 
In Z± = iiidn W±(P) + (1/u)[6Dln D + öGHln(GH) ] + V±] 
(i=1,...,m) (4.3) 
For each input i this function contains two specific output 
elasticities: n^öi)/]i=ni/v. for D and iti6GH/u for GH. A value 
smaller than one is equivalent to increasing factor productivity 
in terms of the corresponding output component. 
The factor demand functions may not be accurate, if the relevant 
projects are not homogeneous. In our case of serial production 
this means the dwellings of each project should be of the same 
sort and each series of dwellings should have the same degree of 
homogeneity, which is defined as the extent to which the 
dwellings are alike and produced in the same manner. These 
assumptions ere violated, if different projects have different 
types of dwellings (also one project may contain many types of 
dwellings while another contains only a few types). We suppose 
our projects are homogeneous enough to allow the application of a 
common set of factor demand functions, after we have extended the 
indicator with some additional refinements. 
Because foundation works, primarily related to G, require a 
different type of labour then activities connected with the 
height of buildings H, we expect different effects of G and H. 
Therefore we prefer: 
öD 6G 6H 
Y = D G H (4.4) 
with 6D=1, and 6G,öH*0. Next we would like to introducé a fourth 
dimension by weighing indicator (4.4) with the measure of 
complexity R: 
6D öG 6H 6R 
Y = D G H R (4.5) 
with 6D=1 , and 6G,6H,6Ri0. A final refinement sterns front the 
distinction between two basic types of dwellings: single family 
houses and multifamily houses. As opposed to dwellings in single 
family houses, dwellings in multifamily houses are commonly 
stacked, they share facilities (stairs, heating, e t c ) , they 
commonly have flat roofs, they commonly have not much storage 
space, etc. Hence projects are heterogeneous in this respect, 
but this need not disturb the factor demand functions, if we 
properly account for it in the output indicator. We do so by 
incorporating the fraction M (OsMsl, some projects contain both 
types) similar to a dummy in all the existing parameters 6D, öG, 
6H and öR, and by adding a multiplicative factor to distinguish 
the general production levels of the two types of houses: 
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6$M 6§(1-M)+ögM 6§(1-M)+ö^M 6§(1-M)+6fJM 6|(1-M)+6^M 
Y = e D G H R (4.6) 
with 6$ free, ög=1 (normalization) and 6$,ö§,ö|j,6{j,6fj,6g,6g*0 
(superfixes S and M refer to single family and multifamily). 
Each exponential is now a weighted average of the parameters of 
each type (the level parameter of single family houses is 
normalized: 6§=0). With this last refinement we have increased 
the number of parameters by five, while adding only one variable. 
This makes the present indicator underidentified, so we shall not 
be able to estimate all parameters properly. For this reason, 
and also as a general approach to get significant relationships, 
we shall impose resrictions on the parameters, and test which 
ones can be relaxed (see section 6). For convenience we write 
theoretical indicator (4.6) in logarithmic form: 
In Y = ö^ M + 6§DS + 6§GS + Ö|H S + 6§RS 
+ ögDM + 6gGM + 6§H„ + 6^RM (4.6') 
where Ds=(1-M)ln D, Gs=(1-M)ln G, Hs=(1-M)ln H, Rs=(1-M)ln R, 
DM=M In D, GM=M In G, HM=M In H, RM=M In R. Substitution of 
(4.6') into (3.2) gives the factor demand functions, including 
labour demand Z-|=L: 
In Z± = ni{ln W^P) + (1/u)[6^M + 5§DS + 6§GS + 6§HS + Ö|RS 
+ ögDM + ö.gGM + Ö$HM • Ö^RM] + Uil (i=1,...,m) (4.7) 
5. HETEROGENEOUS BIAS OF SCALE 
In the previous section the composition of output (the set of ö-
values) was the same for each factor demand equation. We can 
generalize this by allowing for different compositions in 
different equations. Similar to the generalization in section 3, 
such generalizations are only possible with either a Cobb-Douglas 
cost or production function. A Cobb-Douglas production function 
is not suitable here, because then the differences in output 
compositions can be generated only if the output components 
appear in the cost function. Therefore we restrict ourselves to 
a Cobb-Douglas cost function combined with a production function 
that generates the differences in output compositions. An 
example is: 
m Pj 
minimize F ( - tt (Zj) ) 
j = 1 
m cu 6j 
subject to E <YjYj /zj) = 1 (5.1) 
j = 1 
where Zj is observable input, Yj is the exogeneous output 
indicator with respect to input j, Pj is the exogeneous cost 
function indicator with respect to input j, F is a monotonously 
increasing function (specific to the project), and aj, 8j and Yj 
are fixed parameters (j=1,...,m). The additive production 
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function is not homogeneous nor homothetic (it is a homogeneous 
CRESH-function if dj is equal for all j = 1,...,m). With the 
method of Lagrange, while adding the error term ü^ we derive the 
following factor demand functions: 
In Z* = In W*(P) + c^ln Y± + U? (i=1,...,m) (5.2) 
with 
In W*(P) = In Y± " -S-lnff1) + ï~ln( E f*) (i = 1,...,m) (5.3) 
Bi Bi Bi j = 1 Bj 
If P varies within a limited range, we can apply the following 
local approximation: 
m 
In W*(P) * 8*0 + E flijln Pj (i=1,...,m) (5.4) 
j = 1 
If we specify Y± similar to (4.6) as 
öÜiM ögi(1-M)+ögiM ögid-Mj+ögiM ögid-Mj+öUiM 
Yi = e D G H 
ölid-MJ+ögiM 
R (i=1,...,m) (5.5) 
with ö$i free, 6§i = 1 and ög^ögi, 5^,6^, ögi#ö|if 6^*0, we get 
the generalized version of (4.7): 
In Z* = In W*(P) + diföfJiM + Ö^Dg + ögiGs + 6$±HS + Ö^Rg + 
öDiDM + öGiGM + öHiHM + 6RiRM3 + »i (i=1,...,m) (5.6) 
When substituting (5.4) we obtain factor demand functions of the 
most general log-linear form. There is no bias of scale, if the 
a-parameters and the sets of 6-parameters are the same for all 
inputs i=1,...,m. We say there is 'homogeneous bias of scale', 
if some a-parameters differ, while all sets of 6-parameters are 
equal, and we say there is 'heterogeneous bias of scale', if the 
sets of ö-parameters are unequal. The example shows that (5.6) 
combined with (5.3) or (5.4) is a theoretically consistent 
specification of a factor demand function. The theoretical basis 
is rather narrow however, since (5.6) was derived using a Cobb-
Douglas cost function. Therefore application should involve 
testing whether heterogeneous and homogeneous bias of scale can 
be removed, and whether the elasticities can be considered 
constant over projects. 
6. APPLICATION TO LABOUR DEMAND OF DUTCH HOUSING-CONSTRUCTION 
In this section we explore the empirical content of our theory by 
estimating and testing the log-linear labour demand function with 
data of 38 Dutch housing-construction projects. All projects 
were finished in 1984 and selected by stratified sampling 
(according to the size of the project) from a file of the Dutch 
Central Bureau of Statistics. The data were obtained by direct 
13 
inquiry. Total hours of labour on the site L was derived from 
daily employment reports made by the builder (for many projects 
signed as correct by the surveyor), while the output variables D, 
DG, DGH, DGHR and DM were derived from design documents. 
We shall apply the following log-linear labour demand function: 
In L = ©g + ©$M + 0§DS + 0§GS + 8§HS + &%RS 
+ 0$DM + 6gGM + ©$HM + ©$RM + UL (6.1) 
This function can be can be derived from three cases, where it is 
assumed that P is constant, since factor market conditions are 
equal for all projects: 
-No bias of scale. Section 2, expression (4.7) with n-| = 1 and 
L=Z1=X1, üL=ü1f © 0=lnW 1(P), ©$=(1/u)ö$, 0§=(1/u)6§, etc. 
-Homogeneous bias of scale. Section 3, expression (4.7) with 
L=Z1, Ü L=TX 1Ü 1, 0o=Ti1ln W ^ P ) , @^=(n^/v.)6^, ©^(n-, /u)ö£, etc. 
-Heteroqeneous bias of scale. Section 5, expression (5.6) with 
L=Z?, UL=U*, 0o = ln W*(P), © ^ C ^ Ö Q V e%=a^ ög1# etc. 
Since we have only one input, we cannot test the existence of 
bias of scale, so we can not identify between the three cases. 
Still we can identify the ö-parameters using ö§=1 or öp-|=1, for 
example 6^=©^/0§, but the identification of the other parameters 
depends upon which case from the three above is elected. 
Our application begins with a forward selection procedure. We 
estimate (6.1) with a minimum number of free parameters (i.e. the 
maximum number of restrictions) and we test step by step whether 
we should add a f ree parameter. The minimum number of f ree 
parameters prevails, if we choose a one-dimensional indicator for 
output. Two regular one-dimensional indicators (with the 
corresponding restrictions) are: 
Y = D (0^=©|=©^=0§=©§=0^=©|f=O, ©§=©$) (6.2a) 
y = DGH (©$=©§=©$=0, eg=eg=e§=eg=eg=e^) (6.2b) 
For these indicators the result of least squares estimation is 
(standard errors in parenthesis): 
Model A 
In L = 6.959 + .861 (DS+DM) 
(.177) (.047) 
d.o.f.=36, st.error=.2813, Rldj=-9017 
Y = D 
Model B 
In L = 2.940 + .784 (DS+GS+HS+DM+GM+HM) 
(.362) (.039) 
d.o.f.=36, st.error=.2614, R§dj=.9151 
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Y = DGH 
In model A the output elasticity .861 is significantly smaller 
than unity (p-value .0000) - we say "significant" if the p-value 
is smaller than .05 (we mean statistical and not substantive 
significance, see McCloskey (1985)). Hence in model A an 
increase in output measured as the number of dwellings generates 
productivity gains on the site (in the no bias of scale case we 
have u=1/.861 = 1.161) . Similarly in model B an increase in output 
measured as the size in cubic meters generates significantly 
productivity gains. 
Model F is theoretically and empirically more convincing than 
model A, hence we take model B as the starting point of our 
forward selection procedure. We consider adding one of the 
following variables: 
RS' RM' RS+RM' M' 
Dg, Gg, Hg, DM, GM, HM, Dg+DM, Gg+GM, Hg+HM, 
Dg+Gg, Dg+Hg, Gg+Hg, DM+GM, DM+HM, GM+HM, DM+GM+HM. (6.3) 
Each case is equivalent to removing one restriction, and all 
except the first four are equivalent to decomposing 
DS + GS + HS + DM + GM + HM into two variables. We obtain the lowest 
Standard error, if we add Hg: 
Model C 
In L = 2.705 + .825 (Dg+Gg+Hg+DM+GM+HM) - .200 Hg 
(.297) (.033) (.045) 
= 2.705 + .825 (Ds+Gs+ DM+GM+HM) + .625 Hg 
(.297) (.033) (.048) 
d.o.f.=35, st.error=.2115, R|^^=.9444 <adj: 
Y = (DG) H - 7 5 8 ( 1 " M ) + M 
The p-value of a t-test (or F-test) on the addition of Hg is 
.0001, so extending model B to mod=l C is significant. Model C 
suggests that the productivity gain can be substantially 
increased, if the project contains high single faraily houses. 
The next step is to consider addirg one variable to model C. 
Since Hs already appears separately, we only need to consider the 
following variables: Rs, RM, RS+RM, M, Ds, Gs, DM, GM, HM, DS+DM, 
GS+GM, Dg+Gs, DM+GM, DM+HM, GM+HM. The lowest Standard error is 
obtained by adding Ds+Gg: 
Model D 
In L = 3.007 + .791 (Dg+Gg+Hs+DM+GM+HM) - .729 Hg + .128 (Dg+Gg) 
(.321) (.036) (.264) (.063) 
= 3.007 + .791 ( DM + GM + HM ) + - 0 6 2 HS + - 9 1 9 (DS+GS5 
(.321) (.036) (.281) (.056) 
d.o.f.=34, st.error=.2027, R§dj=.9489 
Y = (DG) ( 1~ M ) + *861 M
 H-
0 6 8( 1" M) + -861 M 
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The p-value for the addition of Ds+Gs is .0501, which is almost 
significant. Model D suggests that single family houses have 
slightly lower productivity gains, which is strongly compensated 
for if these houses are relatively high. We proceed again to 
consider adding one of the following variables to model D: Rs, 
RM, RS+RM, M, Ds, DM, GM, HM, DS+DM, GS+GM. The best is adding 
RS + RM : 
Model E 
In L = 2.976 + .830 (DS+GS+HS+DM+GM+HM) - .660 Hg + .105 (Ds+Gs) 
(.317) (.044) (.264) (.064) 
+ .133 (RS+RM) 
(.091) 
= 2.976 + .830 ( DM+GM+HM> + - 1 7 0 HS + * 9 3 5 (°S+GS) 
(.317) (.044) (.286) (.056) 
+ .133 (RS+RM) 
(.091) 
d.o.f.=33, st.error=.1994, R|dj=.9506 
/rxr.\(1"M) + -887 M
 U.182(1-M) + .887 M _. 142 
This last addition is by far not significant (p-value .1535), 
hence we stop our forward selection procedure here. 
We can extend our procedure by checking whether the 0-estimates 
are significantly different from zero. This is not so for 8p and 
®R ( =®R) i n model E and for ©§ in model D. Therefore we delete 
Hs from model D: 
Model F 
In L = 3.045 + .787 (Dg+Gg +DM+GM+HM) + .142 (Dg+Gg) 
(.268) (.030) (.010) 
= 3.045 + .929 (Ds+Gs) + .787 (DM+GM+HM) 
(.268) (.035) (.030) 
d.o.f.=35, st.error=.1999, R§dj=.9503 
y = (DG) ( 1- M ) + ' 8 4 7 M H - 8 4 7 M 
We prefer this model over models E and D due to the test result 
and we prefer it over model C, because it has a lower Standard 
error while both have three f ree parameters. Adding one of the 
variables Rs, RM, RS+RM, M, Ds, DM, GM or HM gives no significant 
test result (RS+RM gives the lowest st. error .1975 and p-value 
.1807), so model F is selected by our extended forward selection 
procedure. 
Model F is also selected by backward selection. In this 
procedure we start with model (6.1) without any constraints on 
the parameters, and test step by step whether we may add a 
constraint. In the initial model the estimate of 0.jj is equal to 
-.093 (st.error .591), which is negative (but not significant), 
so for theoretical reasons we add the constraint 6^=0. This 
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leads to the following result. 
Model G 
In L = 3.415 + .917 Ds + .891 Gs + .848 DM + .819 GM + .763 % 
(1.272) (.070) (.345) (.059) (.178) (.182) 
+ .086 Rs + .136 RM - .327 M 
(.226) (.129) (1.364) 
d.o.f.=29, st.error=.2103, R§dj=.9450 
-.356 _(1-M)+.925M „.971(1-M)+.892M „.832M
 D.093(1-M)+.039M Y = e D G H R 
This model gives the most complete and most accurate description 
within our theory. As mentioned in section 4 a large model like 
this is underidentified in terms of the theoretical coefficients. 
The model also suffers from a high degree of multicollinearity 
(this can be seen from the correlation matrix of the regressors). 
As a result the Standard errors of the parameter estimates are 
large in comparison to the previous models. This is in 
particular true for M, which is in itself the common element in 
all variables. Nevertheless the estimates are in line with the 
previous ones, except for the very uncertain estimate of 0$. The 
next step of backward selection is to test whether one of the 
following constraints may be imposed at level .05: 
The constraint with the highest p-value is chosen, and with the 
restricted model the imposition of another constraint is tested, 
and so forth. This way we get subsequently 6§=0§, ©D=©G' ®i=0R' 
©M (=©g)=e||, e$=0 and e| (=eg)=0, which brings us to model F. 
Before accepting model F we test on heteroscedasticity and 
parameter stability. The former serves also as a pretest for the 
latter, so it requires a relatively high significance level (see 
Maddala (1988)). We apply a .25 level Goldfeld and Quandt test. 
To this end we rank the 38 observations in the order of predicted 
labour demand with model F, and make two sub-samples: the low 19 
and the high 19 observations. For each sub-sample we fit a 
separate regression and then we apply an F-test on the equality 
of the variances. We obtain the significant p-value .0198. 
However, this result is dominated by two outliers in the low sub-
sample, ranked observations 16 and 19. Therefore we repeat the 
test with two dummies. Now we get the p-value .6265, so given 
the .25 level we conclude the errors are not heteroscedastic. 
To check our assumption of constant output elasticities, we fit 
two separate regressions for the two sub-samples indicated above 
(without dummies) and apply a .05 level analysis of variance test 
(Chow test) on parameter stability. We get the p-value .4373, 
which is not significant. Because of the importance of this 
issue, we also test: dichotomizing only the constant; 
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dichotomizing only the slope of Dg+Gs; dichotomizing only the 
slope of DM+GM+HM. The three resulting p-values (£.3913) are far 
from being significant. We repeat the f our tests on parameter 
stability, while taking the middle 18 and the extreme 20 
observations as the two sub-samples. The p-values (fc.3403) are 
again not significant, so the basic assumption of constant output 
elasticities over projects, underlying our labour demand 
equation, is not rejected. 
In view of our selection procedures, our diagnostic checks and 
the high explanatory performance of model F (R|,JJ = .9503 ), we 
conclude that model F may be chosen, if one is interested in 
having an adequate, but simple and parsimonious model. The 
height of single family houses has no significant impact on 
labour demand on the site. What counts is the total ground 
surface of the single family houses and the total size of the 
multifamily houses, thus implicitely the share of the multifamily 
houses. 
According to models C, D, E and F, scale effects on labour demand 
(on the site) are generated by different mechanisms for single 
and multifamily houses. Single family houses have a 
significantly greater elasticity of labour demand for the ground 
surface than for the average height. For multifamily houses this 
difference is not significant. The size in cubic meters of 
multifamily houses has an elasticity which is significantly 
smaller than unity, which means it is productivity increasing. 
From models C and F a similar conclusion can be drawn for the 
around surface of single family houses. 
We now consider the implications of our analysis by providing 
some illustrative examples, using the labour demand function of 
model F: 
L = 3.045 (DG)- 9 2 9 ( 1- M ) (DGH)-787M (6.5) 
Suppose we have two projects: project 1 including only single 
family houses, and project 2 including only multifamily houses. 
Then we can write 
L-, = 3.045 (DJGJ ) - 9 2 9 (6.6a) 
7R7 
L2 = 3.045 (D2G2H2) (6.6b) 
Firstly, we illustrate the scale effects of both types of 
projects. If we multiply D-| and D2 by k, then I^  is multiplied 
by k-929 and L2 by k*7°7. Assume for instance both projects 
initially require the same amount of labour, but it is proposed 
to doublé the number of dwellings in both projects. This would 
require 2,929=1.90 times the original amount of labour for 
project 1 and only 2*7°7=1.73 times the original amount of labour 
for the multifamily houses project. This illustrates that the 
scale advantage of D is greater for multifamily houses than for 
single family houses. An enlargement of the average ground 
surface of the houses in both projects Gi and G2 (or of DiGi and 
D2G2* gives the same results. If, on the other hand, we doublé 
the average height of both projects Hi and H2, the labour 
requirement of project 1 is unaffected, while project 2 requires 
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2-/ö/=1.73 times the original amount of labour, so for this 
output component the scale advantage is greater for the single 
family hous.es. Doubling the size of both projeets D^iH-j and 
D2G2H2 cannot be compared in a similar way without indications on 
what happens to the total ground surface and the average height 
of project 1 . 
Secondly, we compare projeets 1 and 2 by looking at L-)-L2. We 
have L1-L2>0, if ( D ^ ) > (D2G2H2) -847. In the case that both 
projeets have equal size D^ JG-JHI =D2G2H2 this condition can be 
reduced to H-| < (D-,Gi ) •1 80, or equivalently H-| < (D1G1H1 ) •153. If, 
for example, both projeets have a small size of D1GiH1=D2G2H2= 
36000 m3 the condition is H-|<4.98. This means the single family 
houses project is the more labour demanding one, if its average 
height is lower than 4.98 meter. For two projeets with a large 
size of DiG-]Hi=D2G2H2 = 144000 m3 the height of the single family 
houses H-j needs to remain below 6.16 meter. Obviously it cannot 
be said that single family houses are generally more labour 
intensive (per cubic meter) than multifamily houses or vi'ce 
versa. It depends on the size of the project and the height of 
the single family houses. 
In this application our objective was to explore the way in which 
several output components affect labour demand on the site. A 
second objective is to predict labour demand for projeets on the 
basis of planned or expected output figures (note that the mean 
of L is not equal to its median, see Goldberger (1968) or Teekens 
and Koerts (1972)). In a practical situation one might want to 
predict labour demand, while using only D and M or only D, M and 
(GH). For such cases a separate analysis should be conducted to 
find the most appropriate model. 
Our conclusions and illustrations are limited by our specific 
data set of only 38 projeets. The sample may be considered 
representative for the Netherlands. Generalization to another 
country is a different matter. It would require an analysis with 
a data set that is representative to that country. 
7. SUMMARY AND CONCLUSIONS 
We derived simple log-linear factor demand functions under cost 
minimization with homogeneous cost and production functions. To 
allow output elasticities to vary over inputs (bias of scale), we 
assumed that the cost and production functions are homogeneous in 
latent inputs, which are related to observable inputs by a 
transformation. We called this 'latent homogeneity'. The 
derived log-linear factor demand functions present an alternative 
to the cost share equations of the translog cost function model. 
They have empirical significance at least for projeets in 
building industry, where they are robust. They may be applied, 
however, in principle to any industry where costs are minimized. 
In the case of housing-construction projeets output is 
heterogeneous, involving serial production of single and 
multifamily houses with various designs. To account for this a 
theoretical output indicator was constructed and introduced into 
the factor demand functions without disturbing the log-linear 
form. In such a way the accuracy of these functions can be 
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improved. Inversely, the factor demand functions can serve as a 
means of selecting the best output indicator. If different 
output indicators are relevant to different factor demand 
functions, we say there is heterogeneous bias of scale. In that 
case each selected indicator is optimal only with respect to the 
corresponding input. 
We applied the output indicator and the factor demand function 
for labour to data of 38 Dutch housing-construction projects. 
Since we had only one input, we only optimized one output 
indicator (viz. with respect to labour demand), and we could not 
test bias of scale. As our projects covered a short period of 
stable factor market conditions, we concentrated on optimizing 
the output indicator. 
A regular one-dimensional output indicator is the size of the 
project (in cubic meters). A simple and more accurate indicator 
is obtained by decomposing the total size of the project into the 
size of the multifamily houses and the size of the single family 
houses, and by decomposing the latter further into the height and 
the ground surface. Each of these three output components 
generates a separate scale effect on labour demand on the site. 
We found the following elasticities: .787 for the size of 
multifamily houses, .929 for the ground surface of single family 
houses, and 0 for the height of single family houses. This means 
the latter has approximately no impact on labour demand on the 
site. All elasticities are significantly smaller than unity, so 
each output component is productivity enhancing (increasing 
returns to scale). Our analysis indicates that a project of 
multifamily houses is on average less labour intensive than an 
equally sized (in cubic meters) project of single family houses, 
provided that both projects are large and the single family 
houses are relatively low. The opposite is true, if both 
projects are small and the single family houses are relatively 
high. 
Labour demand does not need to be explained by taking separate 
effects of the number of dwellings and the size per dwelling. In 
other words, productivity effects due to the repetition effect 
and due to the size per unit are similar. Furthermore, the 
complexity of design, measured by the meters of rib per cubic 
meter, can be added to the indicator in order to obtain a more 
accurate labour demand function, but for our data its influence 
is not significant. What really counts is the difference between 
the two types of dwellings and the particular role of the height 
of single family houses. 
The selected labour demand equation shows a very good fit, and in 
spite of the underidentified nature of our output indicator, all 
estimates are acceptable in sign and size, except for one 
insignificant estimate. This confirms our basic framework. It 
may be fruitful to other countries and other industries as well. 
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APPENDIX: ESTIMATION OF FACTOR DEMAND FUNCTIONS (3.10) 
In this appendix we describe a simple procedure to estimate 
(3.10) in the case that the Pj/Pj ratios are not constant. 
If these ratios can be observed, we can estimate as follows. If 
the data cover only one input, we have only one equation of 
(3.10), and the m+1 regression coefficients can be estimated by 
linear regression without any constraints. From the result we 
can compute estimations of (ni/u,ag,Bi,..., B^_-j, 6^+1,...,Bm). 
If data cover k>1 inputs, we have k equations of (3.10) with 
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k(m+1) regression coefficients in total, but only k+1+m model 
parameters (TI-J , . . . jttj^ , CIQ,BI, . . ., B m), so we should apply k-variate 
linear regression under k(m+1)-(1+m+k)= (k-1)m-1 nonlinear 
constraints. A simple estimation procedure is to apply iterative 
linear regression in the following way: 
(a) in the uneven iterations: estimate (In O.Q , B-| , . . . ,Bm) , 
keeping n^/u and ln(6^/Bj) fixed, by taking (pt/ni)ln Z^ - In Y as 
the dependent variable and combining ln(B^/Bj) with lntPj/P^) 
(start with Tti/y.= 1 and lnTB^/Bj)=0); 
(b) in the even iterations: estimate {n^/y-, . . . ,n^/\i), keeping 
ag and all B^ fixed. 
After convergence the estimations of the k+1+m model parameters 
can be computed (all are identifyable, with the help of the 
restriction u=Em_iBj). 
If the Pi/Pj ratios cannot be observed, we must modify the 
estimation procedure. Suppose we have data on all inputs Z^ and 
their costs C^. Then we could compute all P^, if all n^ were 
known. Hence we can apply the above iterative estimation 
procedure, while computing in each step new approximations of the 
Pj^ /Pj ratios by using the most recent estimates of n^ (start with 
rc^=1 for all i). 
