The derivation of the Navier-Stokes equation starting from the Liouville equation using projector techniques yields a friction term which is nonlinear in the velocity. In a former paper [1] it was shown that for stationary flow the second-order part of the term is non-zero, thus leading to an incorrect formula for the equation.
Introduction
The derivation of hydrodynamic equations by Zwanzig-Mori technique is a well-established method in the literature. Recently [1] , the author reported a problem which occurred to him when one takes the Navier-Stokes order of the momentum equation: As is well known, the non-dissipative part shows to be of second order in the fluid velocity, u. The dissipative part is also non-linear in u. In order to obtain the correct form of the Navier-Stokes equation, it is necessary for the second-order part of the dissipation term to vanish. As far as the author knows, this aspect has not been investigated earlier. In order to keep the formalism short, in [1] the calculation has been performed for stationary processes; the result then is that the second-order part does not vanish.
In order to analyze the problem further, as a first step the calculation has been done for instationary processes. This is reported in the present paper. Exactly the same non-zero expression is obtained for the second-order part of the friction force.
Hydrodynamic equations
For the basic definitions of microscopic variables, readers are referred to [1] . In order to keep the paper reasonably self-contained, the results of the Zwanzig-Mori analysis are copied from there. The analysis is for incompressible constant density/temperature processes. The hydrodynamic momentum equation taken from (3.1) reads:
Latin indices run from 1 to 3. ρ is the fluid density, and generally u as well as the pressure P and the dissipative force D depend on space and on time. For the latter the formula is obtained:
with the kernel function:
β is the inverse kinetic temperature. L,t denotes the expectation with respect to local equilibrium, cf. (3.4) to (3.6).ŝ ac is the projected momentum flux density:
s ac is the momentum flux density. P(t) is the Zwanzig-Mori projection operator; for any phase space function g, it is defined:
For shortness, the time parameters have been omitted here. * denotes an operation which consists of a product, a summation over 5 index values and a space integration. a are the microscopic densities of the conserved quantities. δa = a − a L . −1 denotes the inverse matrix. G(t ′ , t) is a time-ordered exponential operator:
L is the Liouville operator, cf.
[1] (2.4).
2 nd order term of the friction force
As is explained in [1] , the 2 nd order part D (2) of the dissipative force is obtained from (2.2) by inserting the linear part R (1) of the kernel function given by (4.1), (4.2). These formulas have to be generalized for time-dependent processes:
b e is the momentum part of the konjugated parameters in the formula for the local equilibrium probability density, see [1] (3.6). The functional derivative is calculated in the appendix.
When the parametric part of the derivative (A.7) is inserted into (3.1), and the result ist introduced into (2.2), one obtains the parametric part of the second-order friction force. We find:
2) This is the instationary counterpart of [1] (4.5); for u = const(t), and if, for large t, one extends the upper limit of the time integral to infinity, the coincidence is complete. -If one inserts the 4 th part of the derivative (A.16) into (3.1), one obtains the functional part of the friction force:
For stationary flow, it has been shown in [1] that the then remaining single time integral over the correlation function ((A.10) there) vanishes. In the present paper, it is necessary to derive formulas for the appearing correlation functions in order to get a definite result. -We begin with transferring the formula into Fourier space. In addition, within the correlation formula, we switch to orthonormal variables h e , r ac ,r ac (see [1] (4.7)) which leads to a different coefficient:
In order to obtain shorter formulas, number indices are introduced which have been used by many authors. The number is a combination of an index and a wave number. Certain numbers are reserved for a specific wave number, as is shown in the following table:
Number indices appearing pairwise include a summation over the original indices; on the other hand, wave number integration will always be shown explicitly, as will indices which are attached to wave numbers. (3.4) changes to:
The projection P 0 in the correlation is performed:
Here we have written (ikr) 1 for ik cr1c . By translativity of correlation functions in geometrical space, a two-point Fourier space correlation A 1 B * 2 will contain a factor (2π) 3 δ(k − q). Therefore, the wave number integration included in the Fourier space projection can be performed by just (in (3.6)) omitting this factor in the second factor of the projection. This is indicated by the symbol ˜ . If needed, a corresponding indication is used for three-point correlations. -Finally, symbols are introduced for the correlations appearing in (3.6):
It will become apparent that it is sufficient to derive a formula for K 2 .
Correlation functions
The calculation consists of providing a relation between K 2 and correlation functions which are defined with the non-projected exponential operator e Lt . For K 2 , we obtain from (3.9):
where ω 25 = (qr) 2 h * 5 , and the symbols in the second row are denotations for the quantities in the first. We start with the operator identity [1] (4.11):
Application to K 21 yields:
This is an integral equation for K 21 in terms of the duple correlation (C 2 ) 25 (t) = [e Lt h 2 ]h * 5 . This quantity is essentially the 'propagator' in [2] , for which a nonlinear expansion is valid (formula (32) there); in linear approximation, it obeys the equation [1] (4.24):
γ is the dissipation matrix, the space-time integral over the memory function of the process which is defined with the linear projection operator employed here. In [3] it is emphasized in connection with formula (3.18) there, that in general one has to distinguish this from the corresponding quantities defined with the multilinear projection operator defined there. For the limited purpose of the present paper, this difference can be ignored. -(4.4) is introduced into (4.3), and the integration parameter t ′ is transformed:
Differentiation with respect to time and insertion of (4.4),(4.6) yields:
By exactly the same steps, it is shown that:
Therefore, by (4.1):
The result from (3.7) is:
The result is that, also for non-stationary processes, the second-order part of the friction force D 2 is equal to its parametric part D 2p given by (3.2), which is generally non-zero and, for u =const(t) , reduces to the corresponding formula for stationary processes [1] (4.8).
5 Formula for the friction force Formula (3.2) is transferred to Fourier space:
The correlation function is localized in time, to yield:
(5.2), (5.3) are the non-stationary counterpart of [1] (4.9), (4.10), where for the kernel function the correspondence is complete. Therefore, the final result is [1] (4.30), written with explicit indices and wave number variables:
where λ is the thermodynamic parameter defined in [1] (4.29). As is described there, this term cancels the convolution term of the Navier-Stokes equation, so that the equation, with the exception of the pressure term, becomes linear in u. Clearly, this feature cannot be correct.
Summary
The result is unaltered: The procedure leads to a velocity equation which essentially differs from the Navier-Stokes equation, and therefore cannot be correct. This is clearly an undesired outcome; as stated in the former paper, it would be very valuable to know which detail of the derivation may be responsible for it.
A Appendix: Calculation of the functional derivative
The kernel function (2.3) depends on b e 4-fold, namely, in the formula for the local equilibrium density ρ L , in P contained inŝ ac andŝ bd , and in the operator G. For abbreviation, the formula for the derivative is written:
In the first three of these, the time dependence of R is parametric via the time dependence of ρ L , at the time instant t or t ′ . In these cases, the time-dependent derivative is equal to the corresponding stationary derivative times δ(t ′′ − t) or δ(t ′′ − t ′ ). The stationary derivatives are given in [1] (A3) to (A5). We still have to take these formulas at u = 0; then, ρ L switches to ρ 0 , the probability density of total equilibrium (for a given density and temperature), and therefore L,t to 0 , the equilibrium expectation; P reduces to P 0 , the corresponding total equilibrium projection operator;ŝ ac to (ŝ 0 ) ac , the flux density projected by P 0 ; δp e to p e , and G(t ′ , t) to e (1−P0)L(t−t ′ ) . We obtain:
We have:
From this we find:
The remaining two parts yield the parametric part of the functional derivative:
Note that in the 2 nd step, in the exponent, the sequence of operators is reversed; compare (A.5) for a similar operation.
The 4 th part of the derivative is defined:
By temporarily approximating the Integral in (2.6) by a sum, one finds for the derivative of G(t ′ , t):
Moreover, for the middle factor of the integrand which depends parametrically on τ , we have: 
