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Abstract. This work is dedicated to forecasting revenue using regression models. Autoregressive 
model, model of seasonal component, model of revenue dependence from day of week are considered. 
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Введение. Выручка является одним из основным показателем деятельности предпри-
ятия. Для планирования бюджета, расходов организации, а также выявления тенденции раз-
вития определяются прогнозные значения выручки. В настоящее время существует большое 
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количество методов прогнозирования: скользящее среднее, экспоненциальное сглаживание, 
модели регрессии, нейронные сети и т.д., каждый из которых имеет свои достоинства и не-
достатки. Для улучшения прогноза также используется комбинация методов.   
Данная работа посвящена прогнозированию выручки с использованием регрессион-
ных моделей. Выбор регрессионной модели зависит от характера изменения значений. В 
представленном исследовании были использованы ежедневные данные торговой точки за 
два года, в которых наблюдается выраженные периодические колебания значений (рис.1), 
что связано с зависимостью выручки предприятия от дня недели: в выходные дни она значи-
тельно выше (на рис.1 выходные дни приходятся на 4-5, 11-12, 18-19 числа месяца).   
В связи с этим были выбраны три модели, позволяющие учесть данную особенность: 
авторегрессионная модель, регрессионная модель с включением сезонной составляющей 
(аддитивная модель) и линейная регрессионная модель (с разбивкой данных по дням неде-
ли). В данном исследовании предполагается также рассмотреть комбинации моделей и вы-
полнить учет праздничных дней. В качестве характеристик сравнения моделей будут рассчи-
таны индекс детерминации и ошибка модели. При этом значение ошибки будет рассчитано 
для всей выборки и для прогнозной выборки.  
 
 
Рисунок 1 – Динамика выручки 
 Регрессионные модели.  
Авторегрессионная модель p -го порядка имеет вид [1]: 
0 1 1 2 2 ...t t t p t p ty y y y            , 
где ty  - значение зависимой переменной в момент времени t  (в данной работе в качестве 
зависимой переменной выступает выручка); 
  - параметры регрессии, оцениваемые с помощью метода наименьших квадратов;  
t  - номер дня;  
t  - случайный остаток.  
Данная модель описывает значение выручки в момент t  в зависимости от её величи-
ны в предыдущие моменты t -1, t -2, t - p . Если значение ty  в момент t  определяется только 
ее величиной в предшествующий период 1t  , то такая модель является авторегрессионной 
моделью 1-го порядка. В данной работе будут представлены авторегрессионные модели пер-
вого, второго и седьмого порядков.  
При моделировании выручки с помощью сезонных компонент путем анализа структу-
ры сезонных колебаний выполняется выбор модели временного ряда: аддитивной или муль-
типликативной [2-3]. При постоянной амплитуде сезонных колебаний используется аддитив-
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ная модель, если амплитуда изменяется (возрастает, уменьшается), то применяется мульти-
пликативная модель. Поскольку в данном случае амплитуда постоянна, то используется ад-
дитивная модель, которая имеет вид:   
Y S T E   , 
где Y  - прогнозное значение выручки;  
S - сезонная вариация;  
T  - трендовое значение;  
E  - случайная ошибка модели.   





t ty t     . 
где j  - номер дня недели (1-понедельник, 2- вторник и т.д.), 1..7j  .  
Для каждого дня недели строится своя модель. В зависимости от того, к какому дню 
недели принадлежит прогнозное значение, происходит выбор той или иной модели.   
Кроме того, в ходе изучения данных было обнаружено, что на величину выручки вли-
яет не только день недели, но и тот факт, является ли день праздничным. Для учета празд-
ничных дней используется схема, включающая удаление праздничных дней из выборки; 
определение, являются ли праздничные дни «выбросом» для выборки; расчет полученного 
прироста выручки (если праздничный день является «выбросом»). Далее если прогнозное 
значение выпадает на праздничный день, оно корректируется с учетом полученного приро-
ста.    
Заключение. В представленной работе рассмотрены регрессионные модели прогно-
зирования выручки. Были выбраны три модели, позволяющие учесть периодические колеба-
ния в данных, вызванные неравномерным распределение выручки в течение недели.  Выпол-
нено моделирование с использованием реальных данных. 
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