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One common technique for determining an economically optimum 
-·--· -- - ______....__ - ..... ~ -- -· 
sampling plan is based on the costs of sampling, and the previous 
distribution of fraction defective in submitted lots, the prior 
distribution. Knowledge concerning the prior distribution is usually 
imprecise, so it is important to know how the cost of a sampling plan 
is affected if an erroneous assumption concerning the prior distri-
---------~ ------- ~-but ion is made, or if the -pri-or tttstririUtio1i-ch-anges after a sampling 
plan is selected. 
The effect of differences between six different Polya distributions, 
all with a lot fraction defective mean of .02, on sampling plan costs 
were investigated for four different lot sizes. The dependence of the 
results on the ratio, k, of the cost of inspecting one item to the 
cost of accepting one defective item were checked by using six dif-
ferent ratios. The same procedure was repeated for six Polya prior 
distributions all with a lot fraction defective mean of .01. 
It was found that the effect of differences.between Polya prior 
distributions with the same mean was dependent on the ratio k. When 
k was very much less than the mean of the prior distributions, or 
equal to the mean of the prior distributions, considerable uifferences 
between the prior distributions had a negligible effect on sampling 
plan costs.ti. However, when the ratio k was approximately one half 
the value of the mean of the prior distributions, the differences 
between the prior distributions caused a significant change in the 


















- ~ ... _ .. --· -,. 
2 
I. INTRODUCTION 
Sampling inspection of manufactured products or incoming raw 
materials is a common technique used to insure that the products being 
produced, or the mat'erials being received, are of acceptable qualit-y. 
'-
Of course, the sampling inspection does not guarantee the quality of 
the goods since every item is not tested individually, but it does 
provide an indication, within specified confidence limits, of the over= 
.. ______ _ 
- ------ - --
--·------,---;-:-::---c--:-:---:----- ---- ·-------~----- -- ---
- -- ·- --·-~--
• I 
. 
· all quality. There are some instances where the demands on product 
' quality are so stringent'that every item is inspected individually. 
However, in general it is much more desirable economically to sample 
the output .(or input) to infer the overall quality, and bear some 
acceptable risk of a false inference. It is on this basis that 
sampling-plans operate. 
J A single sample sampling plan is defined by three numbers. 





sample • n - size 
acceptance number ~ C -
The sampling plan operates under the following rule: accept the lot 
. if c or fewer defective items are found, reject the lot if more than 
c defectives are found. Additional numbers relati~g to the samp~ihgi 
plan are defined by the following terms. 
Y - number of defective items in the lot 
x - number of defective items found in sample 
p = Y/N, the lot fraction defective 
----- --- - -- --
-----~ ~ - -~ 
~-----
--~--
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r :: ~ Practically any inspection plan samples without replacement, that 
is a random sample is drawn from the lot and then inspected item by 
item. Thus the probability that a lot is accepted is 
Any sampling plan is characterized by an operating characteris-
tic curve, which is a plot of the probability that the sampling will 
· accept a submitted lot as a function of the lot fraction defective; 
~ The operating characteristic curve provides a graphical representation 
of the power of the sampling plan to discriminate between lots of low 
· fraction defective and high fraction defective. The steeper the curve 
is, the greater the discrimination of the sampling plan is. Operating 
characteristic curves for four different sampling pl~ns, all with the 
same sample size, are shown in Figure 1. 
1. 















Lot Fraction Defective, p 
FIGURE 1: FOUR OPERATING CHARACTERISTIC CURVES 
- _________ _,_ -- -- -· - ·- - -
- -- - ---- --~~- --- --.. -"~_:_-,-_-._,_-,,---_:-, .--·- ·-·--'·-··-~- -· -
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It is usual to define an operating characteristic curve by speci-
fying two points on the curve, the producer's risk po1nt and the con-
sumer's risk point (7) (12) (18). The producer's risk point is that 
point at which lots of a satisfactory quality are rejected a small 
p~rcent of the time, usually 5 percent. The consumer's risk point is 
that point at which lots of unsatisfactory quality are accepted a small 
percent of the time, usually 10 percent. Once these points are speci-
fied, the operating characteristic curve is fixed, and the 
------- -- - --- - ---· --- -
- - -- --
corresponding sampling plan is determined. 
When establishing a sampling plan, th~ difficulty in reality comes 
in deciding how to fix the producer's risk point and consumer's risk 
point. In order to make the decision in a logical manner, such things 
as the quality of goods submitted previously, the quality of goods 
available in general at the price level considered, previous variations 
in the percent defective, what percent ~efective items in submitted 
lots can be tolerated without excessive trouble, and the costs involved 
... 
must be considered. 
~ ~ The distribution of lots previously submitted plotted as a func- · 
tion of the fraction of items defective in each lot is known as th~ 
process curve, or ioore conuoonly as the prior distribution. If this 
historical information is available it is reasonable to take advantage 
·. \ of it, together with known costs, to determine the economically opti-
mum sampling plan rather than trying to establish the producer's risk 
point and consumer's risk point subjectively. Several models have been 
formulated to determine the economically optimum sampling plan b~sed 
on costs of accepting a submitted lot, costs of rejecting a submitted 
----~-·--· . --- --·-------·;--·--
6 
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:--.·~· -~-~-..--~--
-~--------------- .-,---..:. -
- ----------- ~---------- -........ ------ ------- --- - -----;,;---,------------------:,--·----~ 
---·-::---
lot, and prior distributions (3) (4) (5) (6) (8) (9) (10) (11) (12) 
( 13) ( 14) ( 16) ( l 7) ( 19) ( 20) ( 21) . 
Many forms of the prior distribution are assumed by the different 
authors. A common desire in the selection of a prior distribution is 
the close approximation of an historical histogram of the lot fraction 
defective from a process of interest. A second desire is to have a 
mathematical expression for the prior distribution which is suffici-
ently flexible to represent changing or different true process curves, 
so that the oodel of the sampling plan is generalized. Some common 
choices which have been considered for the prior distribution include 
the binomial (4) (8), mixed binomial (4) (8) (21), beta (2) (4) (6) 
(8) ( 12) ( 16) ( 17) (20) , gamma (2) , normal (2) , Poisson (2) (3) (5) , 
Polya (8) (14), rectangular (8), compound hypergeometric (8), and dis-
crete (4) (15). In addition, a Pearson Type I curve has been used to 
... 
'· 
approximate an empirical lot fraction defective distribution (6). The 
most common_ly encountered density function used for the prior distri-
bution is the beta function. This is a two parameter function which 
. is flexible enough to approximate a wide variety of possible prior 
distributions, yet is not unreasonable to manipulate mathematically. 
Which distributions are most applicable is difficult to say because of 
a lack of suitable observational data. G. A. Barnard (4) recognized 
this problem: 
"A few years ago one of our students, Mr. J. H. Ford, 
devoted his diploma thesis to the problem of finding the 
form of the prior distribution (or process curve) in 
actual cases. As a result of the enquiries he made in 
various branches of industry ~ considerable quantity. of 
data was collected, but none of it, unfortunately was 
exactly of a type suitable for answering our question." 








- - - -- . ---------
---~----- --------~ 
---------~ --- -:---. - • r- -·-
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Certain of the prior distributions which have been postulated have 
the desirable mathematical characteristic whieh Hald (8) calls being 
reproducible, or invariant, to hypergeometric sampling. This means 
that if lots of any size can be produced by a process, then the distri-
bution of the fraction defective in samples of siz·e n drawn from lots 
of size N is the same as the distribution of lots of size n generated 
by the process. That is, inferences concerning the process may be 
drawn from the samples just as if th~ ____ s§.mple_s__ were-p-roduced directly -~------- --~- - --------- ------ --- ----- ---------
,V from the process and not drawn from a finite population. These distri-
butions include the hypergeometric, the Polya, and the mixed binomial. 
The usually imprecise knowledge concerning prior distributions 
may cause one to disregard it, or try to minimize its effect. .c-Sch laif er· 
(2) points out that large variations in the prior distribution may be 
tolerated with ve~y slight~ effect on- the posterior distribution (the 
distribution of fractions defective ac~epted after sampling) if ade-
··· quate sample size is used. He illustrates his point by plotting the 
posterior distributions resulting from two drastically different prior 
distributions which have the same mean and variance. He uses a normal 
distribution with a mean and standard deviation of 1 as one prior dis-
tribution, and an exponential distribution with a mean and standard 
deviation of 1 as the othe.r prior distribution. The same sample 
size is drawn from each prior distribution, and it is assumed that the 
- mean of the sample in each case is 1, and the variance of each sample 
is 1/n. His plots show that the two posterior distributions resulting 
from the given prior distributions become almost identical by the time 






~.:;...,·.: .... " -
., . ,:,.._. -·· --
-Y--
7 
point that the information from a large sample swamps out the informa-
tion from a prior distribution, and is not concerned with the size of 
the sample. Barnard (4) makes this point clearly concerning numericar· 
examples presented in his paper: 
"The results in the numerical examples just given may appear a little surprising to those who have become accustomed to the idea that the exact form of the prior distribution, if it exists at all, matters little in practice. This idea is derived from the fact, pathological cases apart, the infoma-
'_ 
tion contained in the prior distribution is of th~ -~?-l!l~ __ order _____ -:.,..,.--:--.. --.- .-------.of.magnitude as the infonnation-·tn--a--sing1e--6bservation, so that when the sample size is large the posterior distribution is largely independent of the prior distribution. But of course if the sample size is small this result no longer applies; and we are here concerned to make the sample size as small as possible." 
.,,. Schafer (15) presents a numerical example to illustrate how the 
effect of a prior distribution may cause a posterior distribution w¥ich 
was unexpected when the sampling plan was selected. He notes: 
" The usual OC curve is before the fact, so to speak, and can be .remarkably unrelated to prior quality distribution." 
Mood (13) also oriented his presentation to take account of the prior 
distribution, as different from the earlier work of Dodge and Romig. 
Mood (13) states: 
"The role of the population distribution function will be emphasized, whereas they have directed their attention to methods which require no knowledge of the population distribution." 
Since knowledge concerning a prior distribution is usually vague, 
it is of interest to know how much effect an incorrect assumption of 
a p~ior distribution, or a change in the prior distribution, has on 
the costs of the sampling plan selected. 







- ,.... .. ., 
·.· ...... 
.,(' ' . 
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8 
The Polya distribution was selected for investigation in this 
thes.is. A mathematical model for the cost of a single sample sampling 
plan assuming a Polya prior distribution has been formulated by Hald 
(8). Pfanzagl (14) considered two different forms of the Polya dis-
tribu=fiori-~ ~ H~ investigated the change in the costs of the sampling 
plan which would be incurred if one form of the Polya prior distri-
·'\,, 
bution were assumed and in reality the other form of the Polya distri-
.. 
-----~':'----:-~----b-u-t-...-ion--exi-ste-d-,--and vice -.ve-rsa. His conclttSion -was-·-that the--eff-ect-of-------~'--~·---
the differences between the two prior distributions which he investi-
-~ ------ -- - --- -
gated on the cost of the sampling plan selected was "practically 
" ir_,relevant • 
..... ' 
It is thepurpose of this thesis to investigate the effect of 
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-lI. · THE POLYA DISTRIBtn'ION 
As Hald explains (8), a Polya distribution is generated when a 
producti()D-/process starts with the probability p' of producing a de-
fective, and the probability of producing a defective changes during 
production so that after having produced y + u items, of which y are 
defective, the probability that the next item is defective is 
. 
. . 
p' + yz 
p =--------- .... .-------- -~ --- -----~-~--~-
1 + (y+u)z 
where z is a variable which is independent of the number of defectives. 
This provides the Polya distribution 
p' (p' +z) • • • (p'(Y-l)z)q'(q'+z) .•• (q'+(N-Y-l)z) 
1( l+z) . . . ( l+(N-1) z) 
The expression fN(Y; p', z) gives the probability of producing Y de-
fectives in a lot of size N. The mean of this distribution is Np', and 
the variance is 
Var (Y) = 
Np ' q ' ( 1 +Nz) 
1 + z 
jfhe Polya distribution becomes the binomial distribution when z = Q, 
and it becomes the rectangular distribution when z = p' = q' = 1/.2. 
A case of particular interest occurs when p' = s / (s+t), and 
z 1 / (s+t). Substituting these values into the expression for 
the Polya distribution provides 
r ( s+t) 












The identical expression f_~r fN(Y) is provided when the prior dis-
tribution is assumed to be a mixed binomial distribution with a beta 
distribution as the weight function. The expression for the prior 
distribution when a mixed binomial distribution is assumed is 
-· N 
y 
fl y N-Y } 
0 
p q w(p~dp. 










~~--~~---,--.. ------- - -- ..._·-·--·-- --- ---· "-- ---------~- - -------- ---- - -· -·-------- -
,,,1), 




.f(s+t) s-1 t-1 w(p) = p q 
f(s) r(t) 





r ( s+t) 
f(s) f (t) 
___ r_c_s_+_t_) __ ps-lqt-ldp 
r ( s) r ( t) 
• f(s+Y) f(t+N-Y) 
f (s+t+N) 
The density functions for six different Polya distributions are 
shown in Figure 2, The distri.butions shown are all for the same lot. 
size (N = 400), and all have the same mean (.02). The differences 
.. between the distributions are in the (s,t) parameters, which range 
from (1,49) to (6,294). In addition to changing the shape of the den-
sity function, changes in (s,t) change the variance of the distribution. 
The variance for an (s,t) of (1,49) is 69.18, while the variance for 
an (s,t) of (6,294) is 18.23. The effect of lot size, N, on the 
density function may be seen by comparing Figure 3 with Figure 2. 
The (s,t) values used for plotting the density functions in Figure 3 
are the same as those used in Figure 2, so the mean of all the distri-
butions is the same. However, in Figure 3 the lot size used was 1600, 
~---.·------------
- ____ ::--_ ·-----~ 
.- 7 
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FIGURE 2: Typical Polya Density Functions; 
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FIGURE 3: Typical Polya Density Functions; 
Mean= .02, N = 1600 
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13 
which did not affect the shape of the distributions particularly, but 
did change the values slig~tly. 
0 
-~. 
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III. SAIIPLING PLAN COST MODEL 
The single sample sampling plan conside~ed in this thesis assumes 
that items which are inspected are classified either good or bad, that 
is the sampling is by attributes. Defective items which are found in 
the sample are removed, and replaced by effective items, and the cost 
of the replacement i terns is assumed to be charge.d to the manufacturing 
or supply process rather than to the sampling plan. a.. -· - - --- - . ---- . 
-· ·-
-
The sample testing 
is assumed to be non-destructive, and the sample remains a part of the 
lot, either accepted or rejected. 
Defective items which are part of accepted lots cause some sub-
sequent cost, which may or may not be readily identifiable. If the 
sampling plan is part of an in-plant production process monitoring the 
quality of parts supplied to ari assembly or fabrication operation, the 
costs of handling, identifying, and reworking or replacing a defective 
item may be relatively straightforward to identify. However, if the 
sampling plan is monitoring the quality of a prcxluct being sold to 
consumers, the loss- caused by a defective item includes not only the 
cost of replacement but also the loss of good will. In this instance 
the cost of accepted defective items is much more difficult to evaluate. 
None the less, a pe·rson selecting a sampling plan takes this cost into 
account, either knowingly or unknowingly. The sampling plan model to 
be presented here assumes that the cost is known, for when the sampling 
plan is selected a val.ue for.the cost is imputed. That is, regardless 
.. 
of what sampling plan is selected, it is the optimum sampling plan for 
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of accepting a defective item, whatever the cost is, is taken as the 
reference cost in the model to be presented here, and the costs of 
inspecting items are given in relation to it. 
Another basic assumption is that lots which are rejected on the 
. basis of the sample· taken are screened 100%, and the cost for screening 
the lot is proportional to the number of items left in the lot after 
the sample is removed. Thus, the costs of rejection are proportional 
to (N-n). The cost of inspecting one item, divided by the reference 
? • - .. 
- • - --- ----
cost of accepting one defective unit, is designated by k. Further, it 
is assumed that the cost of inspecting one item in the sample is equal 
to the cost of inspecting one item in a r~jected lot. 
There are .. three general terms in the cost formulation of this · 
simple single sample plan. 
Sample inspection cost= nk. t 
·-(Sample size)(cost of inspecting one item) 
Cost of accepting defectives in accepted lots= (Y-x)l. (No. ·of defectives in lot-no. of defectives in sample) (cost of 
accepting one defective) ~ 
Cost of screening rejected lots= (N-n)k. (Lot size - sample size)(cost of inspecting one item) 
' 
The cost of.~ccepting a lot with fraction defective p without inspection 
is simply Np, and is one limit of possible single sampling plans. The 
.,.. 
-------- ~-~----------
other limit of possible plans is t.o rej~ct wi t.ll9ut _s_ampling_, ___ o.r__in._ ___________ ~---- ------ -- - -.. 
- -- -
other words to screen all lots 100%. The cost 12r lot for this plan 
is Nk. It may be seen that the cost ratio k represents a changeover 
value. When the lot fraction defective pis less thank it is cheaper 
;. 
-
·~ to accept the lot without inspectton than it fs to reject the lot. On 
- . ·- - -:--
'1~ . . 
---~--~--- - ---- .- ·-·-·--·-·,r---- • • --------------~--··-·------------•---=--
, 
! 
. . - . 
• • . - .- •. ' ,? -.~- •. • 
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16 
the other hand, when pis greater thank it is cheaper to reject the 
lot without inspection than it is to accept it. 
The conditional probability of finding x defectives in a ~ple 
of n items when there are Y total defectives in the lot of N items 








: .. _ 
The average cost, K, of a single sample sampling plan with given sample 
· size n and acceptance number c, when lots with one given fraction de-
fective pare submitted may now be written as the sum of the three 
cost terms: (1) the co~t of inspecting the sample; (2) the cost of de-
fectives in accepted lots times the probability of accepting a lot; (3) 
the cost of screening rejected lots times theprobability of rejecting 
I a lot. This provides the expression advanced by Hald (8) 
C 
K(n,c,p) = nk + I: (Y-x)p(xlY) + (N-n)k 
x=O 
n 
L P(xf Y). 
x=c+l 
The average cost for all possible values of p is derived from the 
above expression by multiplying the conditional probability for x 
defectives in a sample given the total number of defectives in the 
lot, P(xlY), by the prior distribution of fractions defective, fn(Y), 
and summing over all possible values of Y. This provides 
C n 
K(n,c)=nk + L~)Y-x)P(xjYHiY) + (N-n)k .E [P(xlY)fN(Y). 
x=O Y x=c+l Y 
The joint probability of Y defectives in a lot and x defectives in a 
\. ~ 
I. 
sample from that lot, when fN(Y) is the prior distribution of lot 










P(Y ,x) CxlY); --- . = fN(Y) .P 
Using this relationship, the cost expression above reduces to 
/ r 
1 c n 
K(N, c)=nk + I: E<Y-x)P(Y, x) + (N-n)k }' D<Y, x). 
x=O Y #c+l Y 
The marginal density of the number of defectives in a sample, ~(x), 
is found by summing the joint probability P(Y,x) over all possible 
values of Y. 
~(x) = E P(Y,x). 
y 
Using this expression, and letting E l<Y-x)lxi represent the expected 
number of defectives in the uninspected part of the lot, Hald (8) 
reduced the cost equation to 
C . n 
K(n,c)=nk + E gn(x)E(Y-xf x) + (N-n)k E gn(x). 
x=O ..., · x=c+l 
J 
ae· further reduced the equation by noting that 
. 
~Since (Y-x)/(N-n) gives the fraction defective in 
the non-inspected p~rt of the lot we may introduce 
Pn(x) = E { (Y-x)/(N-n)I x} 
which denotes the average fraction defective in the 
non-inspected part of the lots, given that the 
fra-ction defective found in the samples is x/n." 
This results in the equation 
K(n,c)=nk + t (N-n)Pn(x)~(x) + (N-n)k ~ ~(x), 
x=O ~c+l 
' .. 
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desirable for use in computing costs, the terms of the equation may _be. 
rearranged as follows 
C . C 












This equation is identical to one derived by Hald (8), except that 
it has one less term because the cost of inspecting an item in the 
sample was assumed to be the same as the cost of inspecting an item 
in a rejected lot, whereas Hald treated the two costs as being dif-
ferent. 
· ··· lt may be seen from the simplified sampling cost equation that 
the average cost is the difference between Nk and a summation term. 
The larger the value of the summation is, the lower the average sampling 
cost is. Thus, the most economical acceptance number, c, to select for 
~ 
a given sample size is the largest number which maintains all the terms 
of the summation positive. 
·, 
K(n) is used to indicated the cost of the sampling plan when c is 
selected to minimize the average cost. 
c' 
K(n) = Nk-(N-n) L (k-Pn(x))gn(x). 
-~- --
X=O 
Tif tnis-equation c' indicates the largest value of c :for which all the 
terms of the summation are positive. 
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The particular prior distribution with which this thesis is con-
cerned is the Polya distribution which was presented in Section II. 
rcs+t) f(s+Y)f(t+N-Y) 
• 
r(s)r(t) f(s+t+N) \ 
Since this type of distribution is reproducible to geometric sampling 
(8), the distribution gn(x) of the number of defectives, x, in a sample 
.of size n is identical with the prior distribution of the total number 
of defectives in lots of size n. Thus 
Hald has shown (8) that the expected value of the fraction of defectives 
in the non-inspected part of the lot, denoted by P0 (x) is 
Substituting the expressions for gn(x) and g0 +1 <x+l) for the Polya 
. 
distribution into the expression for Pn(x) provides 




n r (s+t) f{s+x) f(t+n-x) 
(n+l) ~ • 
X f(s)f(t) r (s+t+n) 




















(n-x) ~ (x) ~ ( s+t+n·-1) ~ 1 ~ 
.... 
s+x 
- ----- - -- ._ --- -- - - . --- ;----. - - --.·--- -- ... - :- ------·:--·• 
s+t+n 
The cost equation for a Polya prior distribution then becomes 
c' s+x 







It is advantageous to express the cost of a sampling plan as the 
ratio of the cost of the sampling plan, K(n), to the cost of inspecting 
the entire lot, Nk, so that the costs for different lot sizes and dif-
ferent cost ratios, k, may be compared on a common basis. 
(N-n) c' 
K(n)/Nk=l - E 
Nk x=O 
s+x f(s+t) r<s+x)r(t+n-x) 
• 
f(s)r(t) rcs+t+n) 
Letting C(n;s,t) = K(n)/Nk, and rearranging terms slightly, we obtain 
the equation used by Pfanzagl (14) to evaluate the effect of changes in 
the prior distribution on sampling plan costs. 
(N-n) rcs+t) c' s+x r<s+x)f(t+n-x) 
C(n;s,t)=l ·- .E • 
N f(s)f(t) x:::O k(s+t+n rcs+t+n) 
--~----- -- ---
- -~ 
- ~ -- .-, . .----.--:~·:-:. . - - ~ - ._-- - -
•.. ,_ <:~ ; ~ 
- -- - -
:c-· ,,IIP'=7.c·c----:~-
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This is the sampling plan cost model which was also used in this 
investigation into the effects of variations of a Polya prior distri-
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IV .. COST CALCULATIONS 
' . 
In order to investigate the effect of ·Variations of a Polya prior 
distribution on single sampling plan costs, twelve different Polya 
distributions were considered. Six of the distributions have a mean of 
.02, and the other six distributions have a mean of .01. The expres-
sion for the Polya distribution which was used, as presented in 




The sand t parameters for the twelve distributions which were used are 
shown in Table 1, together with the variance and standard deviation of 
each distribution for each of the four lot sizes 400, 800, 1200, and 
1600. The mean of a Polya distribution is Ns/(s+t), (1)(8), so the 
mean of the first six distributions of Table 1, as a fraction of total 
I 
lot size, is .02. The mean of the last six distributions of Table 1 
as a fraction of total lot size is .01. 
The minimum cost sampling plan for each of the twelve different 
Polya distributions was calculated for each of the four lot sizes 400, 






·. rcs+t) c' 
-~ 
r(s)f(t) x=O 









This equation provides the ratio of the average cost of a given sam-
.. pling plan to the cost of inspecting each lot 100%. Six different 
values of k (.001, .002, .005, .010, .020, .050) the ratio of the cost ~ 
of inspecting one item to the cost of accepting one defective item, 
were used to see if the effect ot_ variations in the prior distribution 
were different at different cost ratios •. · 
The cost ratio C(n;s,t), pl~tted as a function of sample size, is 
~hown in Figure 4 for six typical cases. The optimum sample size 
provides the minimum point on each curve. It may be noted that the -
sample size may be varied considerably from the optimum sample size 
- - - . . . ~ -· - -- -·.-· - ~ -
:r ... 
without significantly affecting the cost ratio C(n;s,t). 
The cost ratios C(n;s,t) for the optimum sampling plan for each 
combination of k, lot size, and prior distribution which were mentioned 
are tabulated in Table 2 and Table 3. Table 2 presents the optimum 
sampling plan cost ratios for the prior distributions with fraction 
defective mean of .02, while Table 3 presents the s~me information 
for the prior distributions with fraction defective mean of .01. 
It may be seen in Tables 2 and 3 that many combinations of prior 
distribution, lot size, and cost ratio k provide optimum sampling plans 
with a cost of 1, the same cost as inspecting each lot 100%. This is 
to be expected when no summation term in the eq·uation for C(n;s, t) is 
positive. The quantity which determines the sign of each summation 
term is (1-(s+Y)/(s+t+N)k). From this expression it may readily be 
found that N) (s+Y)/k - (s+t) in order for the summation term to be 
positive. The minimum value of N for this to be true occurs when Y is 
. '-
- ·-~--- -
! .. _ ·-
:1 
-- - ___ ,.. ______ -- - . ---- --~--
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FIGURE 4: Cost Ratio C(n; s,t) Curves; 



































zero. Thus, for a given k and parameters s,t the minimum lot size is 
determine4,. For example, with a k of .005 and Polya distribution 
~·' 
parameters of s=5, t=245, the minimum size N must be greater than 750. 
For any lot size of 750 or less, with k=.005, s=5, t=245, it is more 
economical to screen the lot 100% than to sample it. All of the cost 
ratios C(n;s,t) in Tables 2 and 3 which are 1 indicate that for the 
given lot size,with the particular values of le, s, and t, the lot 
should be inspected 100%. 
In the same way, when k)s/(s+t) it is always more &conomical to 
accept all lots without sampling than to use any singl~ sampling plan 
or to inspect 100% This is indicated in Table 2, where the C(n;s,t) is 
the same for all lot sizes and all distributions, .4, when k is .050. 
This is true because tbe optimum sample size is zero. Similarly, in 
Table 3 the C(n;s,t) is ,5 for all lot sizes and distributions when k 
is .020, and is .2 when k is .050. 
The purpose of this study was to investigate the effect on the 
•. 
cost of the optimum sampling plan for a given Polya distribution if in 
fact j:he"prior distribution is some other Polya distribution. Tables 
.._.,..:,,,'' 
4 through 38 present the results of calculations made using the sam-
pling plan cost ratio equation for C(n;s,t). An example will serve to 
explain how the data are presented. In Table 16 are the results for 
six Polya prior distributions, each with a mean fraction defective of 
.02, when k \S .010 and lot size is 1600. The optimal single sampling 
.I 
---- -- -- ----- - -- -- - -- plan sample size and acceptance number are listed for each of the six 
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and acceptance numbers are listed along the left side again. At the )\ 
intersection of the row of a sample size and acceptance number, and the 
column of a distribution, is the cost ratio C(n;s,t) for that size 
sample and acceptance number used on the particular distribution. For 
instance, the cost ratio for a sample size of 449 with an acceptance 
number of 3 when the prior distributions, t parameters are 2, 98 is 
.95039, which is the optimum sampling plan cost ratio for that distri-
.b ution with k=.010 and N=l600. However, if the actual prior distribution 
s, t parameters were 1, 49 instead of 2, 98 and a sampie size of 449 
with an acceptance number of 3 were used, the cost ratio would turn out 
to be .87170. The optimum cost ratio for a distribution with s,t 
parameters of 1, 49 when k=.010 and N=l600 is .86426. Thus there'is a 
difference of .00744 in the co~t if the optimum sampling plan for a 
d 
distribution with parameters 2, 98 is used when the actual distribution 
parameter~.;. are 1, 49. The cost ratio for each of the other optimum 
sample sizes and acceptance numbers applied to the distribution with 
parameters 1, 4~ are listed in that same column. The maximum difference 
from minimum sampling plan costs for the distribution with parameters 
1, 49 occurs when a sample size of 850 and an acceptance number of 5 
is used, which is optimal for the distribution with parameters 6, 294. 
The maximum difference in sampling plan costs for each of the six 
distributions is listed at the bottom of the column for that distribution. 
Thus, if the optimal sampling plan for the 6, 294 distribution is applied 
to the 1, 49 distribution by mistake, the mistake costs .05134 of the 
cost of inspecting the entire lot. Since the maximum saving by using 
(, 
-













a sampling plan with a Polya distribution with s, t paramet~rs of 1, 
49 when k=.010 and N=l600 is .13574, the cost of the mistake cited is 
a substantial part of the maximum saving available. 
If the optimal sampling plan for the distribution withs, t para-
meters is applied to the distribution 6, 294 the cost ratio C(n,s,t) 
is 1.02811, which is greater than the cost of inspecting each lot 100%! 
However, since the optimal cost ratio for this distribution with given 
k and N is .99743, the cost of this mistake is .03068 of 100% in-
spection cost. The other tables present similar information for each 
combination of k and lot size which was investigated. 
• 
. - - - - :- -
.• 
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V. RESULTS AND CONCLUSIONS 
The average sampling plan costs for each of six sample sizes, 
when used with each of six different Polya prior distributions, are 
presented in Tables 4 through 33 •. Each of the sample sizes and as-
sociated acceptance numbers are optimum for one of the six Polya 
distributions, with the given k~ N, and lot fraction defective niean, 
p. The difference between the cost ratios, C(n;s,t), for the optimum 
sample, size and any other sample size for any given dist::-ibution is 
the measure of the cost of assuming a Polya distribution, ana using the 
optimum sampling plan for that distribution, when in fact it turns out 
to be the given distribution. The maximum difference between the cost 
for the optimum sampling size and the cost for any of the other five 
') 
sample sizes is shown in the tables as Max ~ . Max ~ ranged f ram a 
low of .00004 to a high of .06925. 
Certainly a difference in cost ratios of .00004 is insignificant, 
.and for the distributions which had t~is Max~' which sampling plan is 
selected is immaterial. On the other hand, when k is .005 and N is 
800, the optimum sampling plan cost ratio for the Polya distribution 
with s,t param~ters of 1, 99 is.91552. Thus, the sampling plan pro-
vides savin_gs of .08448 of the cost of inspecting every item. If the 
optimum sampling plan for the distribution with parameters 6, 594 i's 
applied to the 1, 99 distribution, a cost ratio of .98477 results, 
which provides a Max~ of .06925. Thus, a mistake in selecting the 
proper distribution in this case results in losing over 80% of the 
sampling plan savings. The cost differences between distributions are 










_j ,._----,, ' I ,, j 
'irrelevant in some cases, but major considerations in· other cases. 
-
It is recognized that many of the combinations of k, N, and p 
which were considered provide conditions which make sampling feasible 
only in theory, since the saving provided by any sampling plan is 
minute. However, -it was desired to examine the full range of possible 
sampling plans, from screening all lots 100% to accepting all lots 
without inspection. 
~) ~ ·-For almost every combination of N and k the largest Max4 occurred 
when the optimum sampling plan for the Polya distribution with s,t 
parameters of 6, 294 or 6, 594 was applied to the distribution with s,t 
parameters of 1, 49 or 1, 99 respectively. This would indicate that 
when it is assumed that a Polya prior distribution exists, but its 
parameters are unknown, the least regret type of decision would be to 
use the optimlllll sampling plan f9r the distribution with parameters 1, 49 
. or 1, 99 depending on the value of p. 
The value of k has a. significant effect on the value of Max ~ . 
. When k was increased from .001 up to the value of p, the value of 
-Max ~ increased until it was one-half p, then decreased again, for all 
1 of,'.' sizes of each of the given distributions. Thus, in order to de-
cide on whether or not variations in the parameters of a Polya prior 
distribution, which do not affect the mean of the distribution, are 
significant it is necessary to know the value of k. When k is approxi-
-
- - . 




significant. When k approximately equals p, or k is much less than p, 
., then variations in the prior distribution are not significant. 
---- -~--~-·- ·--.·-- "-~----·---;.:- ... ,_ ~ 
. ; '. C i ti:J:c:/':. 
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APPENDIX 
Distribution Parameters and 
Sampling Plan Cost Ratios 
., 
















400 800 1200 1600 
2 2 2 cr cr crx ax crx crx crx X X 
s, 
1, 49 69.18 8.32 261.33 16.17 576.47 24.01 1014.59 
2, 98 38.81 6.23 139.72 11.82 302. 73 17.40 527.84 
\ 
·3, 147 \ 28.56 5.34 98.65 9.93 210.28 14.50 363.44 
4, 196 23.40 4.84 78.01 8.83 163.82 12.80 280.84 
I-
' 




6, 294 18.23 4.27 57.30 7.57 117.21 10.,83 197.95 
,/ 
1, 99 19.60 4.43 70.57 8.40 152.91 12.37 266.61 
2, 198 11.82 3.44 39.40 6.28 82.75 9.10 141.85 
3, 297 9.20 3.03 28.94 5.38 59.20 7.~9 99.99 
I 
• 
4, 396 7.90 2.81 23.70 4.87 47.40 6.88 79.00 
5, 495 7.11 2.67 20.55 4.53 '40.31 6.35 66.40 
6, 594 6.58 2.57 18.45 · 4.30 35.58 5.97 57.98 
I 
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' 3, 147 
.. 
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. - - --- --- -- - -·.., -·-- ·.-- ~---- --- -
4, 196 
~ " 
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k 
Lot 
Size .001 .002 .005 .010 .020 . 050 
400 1. 00000 1.00000 .97865 .91612 • 76809 .40000 
800 1.00000 .99557 .96182 .88764 • 73879 .40000 
1200 • 99948 .99079 .•. .95186 .87438 . 72281 .40000 
1600 .99803 .98771 .94489 .86426 • 7131.4 .40000 
400 1.00000 1.00000 .99931 .97986 • 85498 .40000 
800 1. 00000 1.00000 .99604 .96498 .83010 .40000 
1200 1.00000 .99987 .99329 .95618 .81658 .40000 
1600 1.00000 .99964 .99144 .95039 .80782 .40000 
400 1.00000 1. 00000 1.00000 .99440 • 89358 .40000 
800 1. 00000 1.00000 .99957 .98670 • 87204 .40000 
1200 1.00000 1.00000 .99897 .98180 .• 85983 .40000 
1600 1.00000 .99999 .99843 .97832 .85174 .40000 
400 1.00000 l:OOtJoo 1.00000 .99840 • 91573 .40000 
800 1.00000 1.00000 .99996 .99468 .89608 .40000 
1200 1.00000 1.00000 .99984 .99187 • 88513 .40000 
1600 1.00000 1.00000 .99970 .98973 .87772 .40000 
- . 4.00 1.00000 1.00800 1.00000 ···.99957 .93003 .40000 
800 1.00000 1.00000 .99999 .99783 .91227 .40000 
1200 1. 00000 1. 00000 .99998 . 99627 • 90234 .40000 
1600 1.00000 1.00000 .99994 .99493 • 89547 .40000 
' ' -,. 400 1. 00000 \ 1.00000 1.00000 . 99990 .93985 .40000 
I 800 1.00000 ' 1.00000 1.00000 . 99912 .92398 .40000 
1200 1.00000 1.00000 .99999 .99824 .91486 .40000 
1600 1.00000 1.00000 .99999 .99743 • 90832 .40000 
., 
------· - ---·- ----- -
--· ----
, - --- •.. 
Optimum Sampling Plan Cost Ratios - Fraction Defective 
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400 · · 1 . 00000 1 . 00000 1 • 00000 
800 1.00000 1.00000 .99956 
1200 1.00000 1.00000 
1600 1.00000 1.00000 
400 1.00000 1.00000 
800 1.00000 1.00000 
1200 1.00000 1.00000 
. ~ 
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.20000 
.20000 
.94585 .50000 .20000 
.92969 .50000 .20000 
.91920 .50000 .20000 
.91184 .50000 .20000 
.95389 .50000 .20000 
. 93956 .50000 .20000 
.93043 .50000 .20000 
.92361 .50000 .20000 
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1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
.00052 . 00061 • 00031 .00015 .00007 .00004 
TABLE 4: Sampling Plan Cost Ratios: 
Fraction Defective Mean= .02, k = .001, N = 1200 
1, 49 2, 98 3, 147 4, 196 5, 245 6, 294 
l,194 , 1600 1600 1600 1600 1600 ~ 





0 .99803 1.00080 1.00041 1.00019 1.00009 1.00004 
1.00000 1.00000 1.00000 
1.00000 1.00000 1.00000 
1.00000 1.00000 1.00000 
- 1 . 00000 1 • 00000 1 . 00000 
-
1.00000 1.00000 1.00000 
1.00000 1.00000 1.00000 
1600 - 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
1600 - 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
Max • 00197 • 00080 • 00041 . 00019 • 00009 . 00004 
,-. 
. )' 
TABLE 5: Sampling Plan Cost Ratios: 
Fraction Defective Mean= .02, k = .001, N = 1600 
I 
• 
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1, 49 2, 98 3, 147 4, 196 5, 245 6, 294 






.99557 1.00272 1.00243 1.00179 1.00131 1.00099 
1.00000 1.00000 1.09000 1.00000 1.00000 1.00000 
1.0000 1.00000 1.00000 1.00000 1.00000 1.00000 
1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
1 . oo·ooo 1 . 00000 1 . 00000 1 . 00000 ~1 . 00000 1. 00000 
.00443 .00272 .00243 . 00179 .00131 .00099 
TABLE 6: Sampling Plan Cost Ratios: . 11 Fract~on Defective Mean - .02, k - .002, N = 800, j 
1, 49 2, 98 3, 147 4, 196 





.99079 1.00230 1.00227 1.00162 
.99631 .99987 1.00008 1.00006 
1.00000 1.00000 1.00000 1.00000 
1.00000 1.00000 1.00000 1.00000 
1.00000 1.00000 1.00000 1.00000 
1.00000 1.00000 1.00000 1.00000 
., 
. 00921 . 00243 . 00227 .00162 




1. 00113 ""l. 00081 






TABI,E 7: Sampling Plan Cost. Ratios: 
Fraction Defective Mean= .02, k = .002, N = 1200 
I 
-----~-----------~ ......... ~---~~--~·-··---=-==---------~ 
- - - -----------------:-·-----
0 
- . ~ - .. ·-







s, t i; 49 2, 98 3, 147 4, 196 5, 245 
n* - 717 1120 1450 1600 1600 
c' 0 0 0 
- -
n C 
717 0 .98771 1.00180 1. 00201 1.00141 1.00096 
·1120 0 .99279 .99~64 1.00008 1.00007 1.00004 
; 1450 0 .99795 .99986 .99999 1.00000 1.00000 
·-> 
1600 - 1.00000 1.00000 1.00000 1.00000 1.00000 ,> 
1600 
- 1.00000 1.00000 1.00000 1.00000 1.00000 
1600 
- 1.00000 1.00000 1. 00000 1.00000 1.00000 
Max 6 .01229 . 00216 • 00202 .00141 .00096 




















Fraction Defective Mean = • 02, k = . 002, N = 1600 
1, 49 2, 98 
227 342 
0 0 













1.00000 1.00000 1.00000 
. 



















TAB1,E 9: Sampling Plan Cost Ratios: 
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---- - - - -----~ . 
-----·- .... - _____ .- _____ _; ____ - -· -
37 
s, t 1, 49 2, 98 3, 147 4, 196 5, 245 6, 294 
n* 274 418 551 670 768 800 
c' 0 0 0 0 0 
-
n C 




\ . 418 0 .97130 .99604 1.00048 1. 00149 1.00167 1.00163 
551 0 .98304 • 99724 .99957 1.00009 1.00021 1.00023 
670 0 .99200 • 99871 .99974 .99996 1. 0-0002 1.00003 
,t,· . 768 0 .99818 • 99972 .99994 .99998 .99999 1.00000 
800 - 1.00000 1. 00000 1.00000 1.00000 .1. 00000 ~\l. 00000 
Max ~ . 03818 . 00715 . 01220 . 01396 .01431 .01412 
TABLE 10: Sampling Plan Cost Ratios: 
Fraction Defective Mean= .02, k = .005, N = 800 




429 1 .95186 
596 1 . 96012 
744 1 . 97148 
880 1 · • 98135 
1004 1 • 98934 
1000 0 • 99369 











- .. - - -- -3, 147 '4, 196 5, 245- 6, 294 
744 880 1004 1000 
.. 1 1 1 0 
-1. 00965 1.01201 1.01221 1.01175 
.99991 1.00150 1·.001s1 1.00116 
-
• 9989 7 1. 00002 f°. 00028 1. 00032 
.99921 .99984 1.00001 1.00005 
.99955 .99989 .99998 1.00000 
• 99982 • '99995 - ·• 99998 • 99999 
.01068 .01217 .01223 .01176 
TABLE 11: Sampling Plan Cost Ratios: 
Fraction Defective Mean= .02, k = .005, N = 1200 
- .-·~--"- ··- __ .,....._- ----··- -
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2, 98 3, 147 4, 196 
773 933 1079 
2 2 2 
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TABLE 12: Sampling Plan Cost Ratios: 
Fraction Defective Mean= .02, k = .005, N = 1600 
' ,_. 


























. 9921 7 , • 99692 
. 99563 • 99828 
. 01577 • 02400 





















TABLE 13: Sampling Plan Cost Ratios: 
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1 •. 00784 1. 01173 








TABLE 14: Sampling Plan Cost Ratios: 
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• 99627 • 98846 
• 99648 • 99824 
• 02959 .03445 
TABLE 15: Sampling Plan Cost Ratios: 
Fraction Defective Mean= .02, k = .010, N = 1200 
- ----...---- ----=-- .~--..,..-. . -..-c- ~~.- -·---
-
--:,-· ··,;;.,,.-;;;_,.; 
__,--,, • - I 
-- - . - - . - - --- '·i 
.. 
.I· 
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3, 147 4, 196 5, 245 
594 653 794 
4 4 5 
.99249 1.01076 1.02138 
.98017 .99461 1.00258 
flJ /· 
.97832 .99044 .99698 
• 97907 • 98973 . 99533 
.98105 .99016 .99493 
.98289 .'99097 .99513 
.01417 . 02103 .02645 
TABLE 16: Sampling Plan Cost Ratios: 










































TABLE 17: Sampling Plan Cost Ratios:. 
- . 
. 
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• 91227 _ ·• 92398 
.91227 .92398 
,.. 
·- - '7"" - ... -- -·-· --
.01010 .00235 .00122 • 00229 • 00277 • 00298(-~1 
TABLE 18: Sampling Plan Cost Ratios: 























































• 0058·2· -· • 00635 
TABLE 19: Sampling Plan Cost Ratios: 






































































































• 88175 .90020 






















------- - .... 
V 
- -- . --- --- - --- -- - -- TABLE 20: Sampling-Plan Cost Ratios: 
Fraction Defective Mean= .02, k = .020, N = 1600 
. ' 
~:11 
s, t "1-~-- 99 2, 198 3 297 4·, . 396. 5, 495 6, 594 




n* 1030 1200 1200 1200 1200 1200 
c' 0 
- - - - -
n C 
' .1030 0 .99857 1.00231 1. 00200 1.00153 1.00117 1.00092 
•' 
1200 
- 1.00000 1.00000 1·. 00000 1. 00000 1.00000 1.00000 
1200 - 1.00000 1.00000 1.00000 1. 00000 1.00000 1.00000 
1200 - 1.00000 1-. 00000 1.00000 1.00000 1.00000 1. 00000 
1200 - 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
1200 
- 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
Max a .00143 .00231 .00200 • 00153 • 00117 .00092 
TAm,E 21: Sampling Plan Cost Ratios: 
Fraction Defective Mean - • 01, k = • 001, N =-1200 -




---------------·- ----- -·--- - -..--- ----- -
-- --- - -








s, t 1, 99 2, 198 3, 297 4, 396 I 5, 495 6, 594 








~ -~ -- ~ ------- ·-n C :, 
1158 0 • 99553 1.00279 1.00250 1.00184 1.00135 1.00102 
-~ 
1600 - 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
-1600 
- 1. 00000 1. 00000 1.00000 1.00000 1.00000 1.00000 I 
1600 - 1.00000 1.00000 1.00000 1.00000 1.00000 1. 00000 I I f.~'"' r· f/ !"JI 1600 - 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 jj'; 
f' 1600 1. 00000 1.00000 1.00000 1.00000 1.00000 1.00000 .. ,::. -,.: "' I ,~t 
' 
Max ~ • 00447 . 00279 . 00250 .00184 .00135 • 00102 
-------~ 
TABLE 22: Sampling Plan Cost Ratios: 
Fraction Defective Mean= .01, k = .001, N = 1600 
s t ! l - 99 2, 198 3, 297 4, 396 5, 495 6, 594 -~ ··--· - -· -· 1 . - . _ __. - . 




" n C 
543 0 ~.98898 1.00796 1.01113 1.01148 1.01118 1.01073 
800 
- 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
800 - 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
' 800 - 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
. 800 - 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
800 - 1.00000 1;00000 1.00000 1.00000 1.00000 1.00000 
Max 4 .01102 ? .00796 • 01113 .01148 .01118 .01073 
.. TAB1,E 23: Sampling Plan Cost Ratios: 
-.~ Fraction Defective Mean = .01, k = .002, N = 800 
.. -
--:- _. ___ --.-~- -.s----- -- -
. 
-- -. - ·--- - . . 









--- ---- - _____ , 
































. '\ 44 
1, 99 2, 198 3, 297 -4 
' 
396 5, 495 6, 594 
622 950 1200 1200 1200 1200 
-




.. 97966· 1.00610 .1 .• 01026 1.01065 1. 01022 1.00964 
• 9.8970 • 99918 1.00056 1.00075 1.00072 1.00064 
1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 .. __ _ 
1~00000 1.00000 _ 1.00000 1.00000 1.00000 1.00000 
1.00000 1.00000 1.00000 1.00000 1.00000 1.00000. 
1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
. 02034 .00692 • 01026 . 01022 .00964 
TABLE 24: Sampling Plan Cost Ratios: 
Ftaction Defective Mean - . 01, k == .• 002, N = 1200 
1, 99 2, 198 -3, 297 4, 396. 5, 495 6, 594 
672 1037 1351 1600 1600 1600 
0 0 0 
-
.97376 1.00442 1.00913 1.00958 1.00912 1.00851 
.98282 .99825 1.00047 1.00081 1.00078 1.00069 
.99303 .99909 .99991 1.00005 1.00007 1.00006 









1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
-Max ~ . 02624 .00617 . 00922 • 00958 • 00912 .00851 
- ... - ·-· - -- -· . ·-· -,.. __ ·u· . . . ~ --- . 
~-_TABLE 25: Sampling Plan Cost Ratios: 



















-- - - - ------ -------- -----
- :, ' . 
45 
s, t 1, 99 2, 198 3, 297 4, 396 5, 495 6, 594 
n* 186 271 342 400 400 400 

















• 94411 1. 00517 1. 02929 1. 04207 1. 04996 1. 05529 
.96022 .99131. 1.00235 1,.·00775 1.01087 1.01287 
. 98217 .99487 .99904 1.00094 1.00198 1.00261 
- 1.00000 1.00000 1 • 00000 1 . 00000 . 1 • 00000 · 1 • 00000 . 
1.00000 1.00000 1.00000 1.00000 
- 1.00000 1.00000 
- 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
• 05589 .01386 . 03025 . 04207 . • 04996 • 05529 
~ TAID,E 26: Sampling Plan Cost Ratios: 
Fraction Defective Mean= .01, k = .005, N = 400 
~1, 99 2, 198 3, 297 4, 396 5, 495 6, 594 
227 328 ~ 422 511 595 672 























.99014 1.01814 1.03243 1.04099 
.97966 .99716 1.00525 1.00972 
. 98274 .99433 .99930 1. 00184 
.98763 .99530 .99838 .99988 
·. 99203 ... .99686 .99870 .99956 









------~---Max 6 . 06925 .01583 • 02381 .03405 .04143 .04675 
TABLE 27: Sampling Plan Cost Ratios: 
Fraction Defective Mean= .01, k = .005, N = 800 





































.. s, t 1, 99 2, 198 3, 297 4, 396 5, 495 6-, 594 
n* 377 498 603 702 796 885 
c' 1 1 1 1 1 1 
,> 
n C 
377 1 .89889 .97924 1.01130 1. 02808 1.03822 1.04493 
498 1 .90859 .97015 .99252 1.00327 1.00927 1.01297 
603 1 .92378 .97305 . 98982 .99740 1.00138 1.00370 
'1 702 1 .93893 .97823 .99092 .99637 .99912 1.00064 f, 
,, 796. 1 • 95271 .98342 .99290 .99681 .99870 .99972 ,_,:· 
885 1 .96483 .98799 .99486 .99759 .99888 .99955 
\ Max A • 06594 • 01784 • 02148 • 03171 • 03952 .04538 
TABJ,E 28: Sampling Plan Cost Ratios: 
Fr act ion Defective Mean = • 01, k = . 005, N = 1200 
s, t 1, 99 2, 198 3, 297 4, 396 5, 495 6, 594 
n* 401 668 784 890 990 1086 
c' 1 2 2 2 2 2 II, 
n C 
401 1 .88681 .97234 1.00578 1. 02298 1.03320 1.03987 
i 668 
.90047 
.98895 1.00756 'I 2 .96465 1. 00086 1.01167 ·I ; 
784 2 .91341 .96720 .98655 .99557 1.00039 1. 00321 I I \ [f 890 2 .92650 .97190 . 98758 .99460 .99822 1. 00027 ] 1 ,, 
,! 
;I._ 9~ 2 .93883 .'97687 .98955 .99505 .99780 .99930 r , 1086 2 .95021 .98155 .99167 .99593 .99800 .99911 
Max ~ .06340 • 01690 .01923 .02838 .03540 · .04076 
TABLE 29: Sampling Plan Cost Ratios: Fraction Defective Mean= .01, k = .005, N = 1600 
--- ·- -------- - ---
-------- - - -- -----
------ - - ---· ----- --






s, t 1, 99 2, 198 3, 297 4, 396 5, 495 6, 594 ' 
·n* 66 71. 131 133 135 136 
c' 0 0 1 1 1 1 
-· 
n C 
66 0 ·.80080 .88331 .91737 .93602 .94780 .95591 
• 
71 0 :80112 .88309 .91709 .93574 .94754 • 95567 
131 1 .81362 .88514 .91656 .93439 • 94590 .95397 f· 
133 1 .81418 -.88529 .91659 .93437 .94587 .95392 
\9343s 
,• 
\ 135 1 .81479 .88547 .91665 .94585- 9 95390 
. 
136 1 .81512 .88558 .91669 .93439 . 94585 • 95389 )!, ,·f 
·i 
!\ I, 
Max .01432 • 00249 .00081 . 00164 • 00195 .00202 
TABLE 30: Sampling Plan Cost Ratios: 
Fraction Defective Mean= .01, k = .010, N = 400 
s, t 1- 99 
' 
2, 198 3, 297 4, 396 5, 495 6, 594 
n* 145 156 161 164 238 240 
c' 1 1 1 I. 1 2 2 
' 
n C 
145 1 .76698 .85484 .89393 . 91628 . 93080 .94101 
156 1 .76756 .85430 .89317 .91549 .93004 .94030 
I'>, 
161 1 .76820 ,85438 .89309 .91536 .92990 .94015 
' 
164 1 .76868 .85451' .89311 • 91535 .92986 .94010 
238 2 .78337 .t5967 .89504 .91587 .92969 • 93957 
.,, 
·: "it: 240 2 .78382 .85984 .89512 • 91590 .92970 .93956 
,..;!. • 
. Max ~ .01684 .00554 .00203 .00093 • 00111 .00145 
TABLE 31: Sampling Plan Cost Ratios: 
Fraction Defective Mean= .01, k = .010, N = SUO 
< 








. ~: ,. 
-- K 















































1, 99 2, 198 3, 297 4t 396 5, 495 
160 244 251 256 258 
1 2 2 2 2 
.74872 .84221 .88418 .90833 .92408 
. :f 
.75327 .83980 .88.000 .90372 .91948 
• 75403 .83991 .87991 .90354 .91927 
..... .75469 .84011 .87995 • 90351 • 91920 
.75498 • 84022 .87999 • 90352 .91920 
.75529 .84034 .88004 .90354 .• 91920 
.00657 , 00241 .00427 .00482 .00488 
TABLE 32:. Sampling Plan Cost Ratios: 
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