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Resumo
Estudamos os co´digos de Goppa (co´digos GH) sobre certos corpos de func¸o˜es alge´bricas
com muitos lugares racionais. Estes co´digos generalizam os bem conhecidos co´digos Hermi-
tianos; portanto podemos esperar que estes co´digos tenham bons paraˆmetros.
Bulygin (IEEE Trans. Inform. Theory 52 (10), 4664–4669 (2006)) inicia o estudo dos
co´digos GH; enquanto Bulygin considerou somente caracter´ıstica par, nosso trabalho e´ feito
em qualquer caracter´ıstica. Em qualquer caso, nosso trabalho e´ fortemente influenciado pelo
de Bulygin. A seguir, listamos alguns dos nossos resultados com respeito aos co´digos GH.
• Calculamos “distaˆncias mı´nimas exatas”, em particular, melhoramos os resultados de
Bulygin;
• Encontramos cotas para os pesos generalizados de Hamming, ale´m disso, mostramos
um algoritmo para aplicar estes ca´lculos na criptografia;
• Calculamos um subgrupo de Automorfismos;




We study Goppa codes (GH codes) based on certain algebraic function fields whose
number of rational places is large. These codes generalize the well-known Hermitian codes;
thus we might expect that they have good parameters.
Bulygin (IEEE Trans. Inform. Theory 52 (10), 4664–4669 (2006)) initiate the study of
GH-codes; while he considered only the even characteristic, our work is done regardless the
characteristic. In any case our work was strongly influenced by Bulygin’s. Next we list some
of the results of our work with respect to GH-codes.
• We calculate “true minimum distances”, in particular, we improve Bulygin’s results;
• We find bounds on the generalized Hamming weights, moreover, we show an algorithm
to apply these computations to the cryptography;
• We calculate an Automorphism subgroup;
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Co´digos de Goppa fazem parte dos co´digos chamados de corretores de erros, que partici-
pam da vida moderna de inu´meras formas como, por exemplo, nas comunicac¸o˜es via sate´lite,
na telefonia celular e na comunicac¸a˜o entre computadores, etc. A teoria dos Co´digos Co-
rretores de erros foi introduzida pelo matema´tico C.E. Shannon, num trabalho publicado no
ano de 1948. Houve um desenvolvimento considera´vel nas de´cadas de 50 e 60, e a partir da
de´cada de 70, com as pesquisas espaciais e a grande popularizac¸a˜o dos computadores, essa
teoria teve um impulso ainda maior. Hoje em dia, os co´digos corretores de erros sa˜o utiliza-
dos sempre que se deseja transmitir ou armazenar dados, garantindo sua confiabilidade. Em
geral, o processo de trasmissa˜o de informac¸a˜o esta dado na seguinte figura:
Figura 1: Processo de Transmissa˜o de Informac¸a˜o
O usua´rioA deseja enviar uma mensagem s para o usua´rio B. Quase sempre acontece que
1
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esta informac¸a˜o na˜o esta escrita convenientemente para ser transmitida, pois pode ocupar
muito espac¸o ou pode ser vulnera´vel a interfereˆncias e ataques na sua privacidade. Enta˜o, e´
codificada para adaptar-la as caracter´ısticas do canal e as nossas necessidades.
Depois, os blocos de mensagens codificadas sa˜o associados a sinais cont´ınuos, que desde
um ponto de vista geome´trico, podem ser representados como pontos em esferas euclideanas.
Este fato, abre uma linha de estudo direcionada a desenvolver uma teoria mias geome´trica
dos co´digos, buscando aumentar a confiabilidade da mensagem durante a transmissa˜o. Nesta
direc¸a˜o aparecem co´digos como: co´digos esfe´ricos euclideanos [6], co´digos de grupo c´ıclico e
comutativo [2], [15], [26].
O canal de transmissa˜o pode ser uma linha telefoˆnica, fibra o´tica, canal de radiofrequ¨eˆn-
cia, circuito integrado digital, fita magne´tica, disco de armazenamento, etc. Codificar a in-
formac¸a˜o significa reescrever-la de novo em forma diferente, seguindo determinadas regras.
Um dos objetivos perseguidos com a codificac¸a˜o e´ detectar e corrigir (poss´ıveis) erros apare-
cidos durante a transmissa˜o. Com esta perspectiva, a seguir descrevemos alge´bricamente o
tipo de co´digos a serem estudados nesta tese.
A classe de co´digos mais utilizada na pra´tica e´ a classe dos Co´digos Lineares. Um co´digo
linear C e´ um subespac¸o vetorial de Fnq , caracterizado pelos paraˆmetros [n, k, d], onde n e´ seu
comprimento, k e´ a sua dimensa˜o e d = min{d(a, b) = |{i : ai 6= bi}| : a, b ∈ C com a 6= b} e´
a sua distaˆncia mı´nima. Este u´ltimo paraˆmetro tambe´m e´ conhecido como o peso do co´digo
C, denotado por ω(C), onde ω(C) = min{ω(c) = |{i : c ∈ C e ci 6= 0}| : c ∈ C \ {0}},
pois d = ω(c). Um grande desenvolvimento da teoria de co´digos corretores de erros ocorreu
a partir dos anos 80, devido a Goppa [11], com a introduc¸a˜o de me´todos da geometria
alge´brica para construir co´digos que melhorassem os anteriores, por exemplo com respeito a`
distaˆncia mı´nima. Estes co´digos sa˜o chamados de Co´digos Geome´tricos de Goppa (CGG).
Em 1982, se produze a primeira aplicac¸a˜o relevante devido a Tsfasman, Vladut e Zink [29],
os quais usaram a ideia de Goppa para mostrar que era poss´ıvel uma construc¸a˜o de co´digos
geome´tricos de Goppa com bons pareˆmtros que assinto´ticamente eram melhor que a cota de
Gilbert-Varshamov [28], [30].
A seguir, descrevemos a problema´tica a ser considerada para obter co´digos de Goppa
com bons paraˆmetros, para isto, utilizaremos a linguagem de corpos de func¸o˜es alge´bricas
(ver [28]):
Seja F um corpo de func¸o˜es alge´bricas sobre Fq. Denotamos por N = N(F ) o nu´mero
de lugares de grau 1 sobre Fq e g = g(F ) o geˆnero do corpo de func¸o˜es F . Sabe-se que a
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dimensa˜o k e a distaˆncia mı´nima d do co´digo geome´trico de Goppa CL(D,G) de comprimento
n sobre F satisfazem (ver Teorema 1.2):
k = dimL(G)− dimL(G−D) e d ≥ n− deg(G) .
Se deg(G) < n, enta˜o
k + d ≥ n+ 1− g .
Denotando por R = k/n a taxa de informac¸a˜o e δ = d/n a taxa de correc¸a˜o de erros tem-se




. Fixando delta, para que a taxa de informac¸a˜o R seja a maior poss´ıvel,
devemos ter que g/n seja o menor poss´ıvel, ou em outras palavras, que o quociente N/g seja
o maior poss´ıvel.
Problema Achar um corpo de func¸o˜es alge´bricas F , tal que o quociente N/g seja o
maior poss´ıvel.
Na literatura existem diversos candidatos para F . Nosso trabalho, com o intuito de
abordar esta problema´tica, constru´ımos co´digos geome´tricos de Goppa sobre o corpo de
func¸o˜es alge´bricas que tem como curva base com equac¸a˜o afim
yq
r−1




+ · · ·+ xq+q
r−1
+ · · ·+ xq
r−2+qr−1 . (1)
Estas curvas foram constru´ıdas por Garcia e Stichtenoth em [9], com o propo´sito de construir
curvas com muitos pontos racionais. Bulygin obteve um recorde na distaˆncia mı´nima para
o CGG sobre F8 com paraˆmetros [32, 16,≥ 12], comparando com as cotas das distaˆncias
mı´nimas de todos os co´digos lineares em [12]. Este resultado foi obtido aplicando os resulta-
dos do trabalho de Kirfel e Pellikaan em [16], com respeito a estimativa da distaˆncia mı´nima
de Feng-Rao δFR (ver Subsec¸a˜o 1.2.1), a qual melhora a distaˆncia mı´nima designada de
Goppa em alguns casos.
Neste trabalho, generalizamos os resultados de Bulygin para qualquer valor de q = pt, p
um primo. Aqu´ı, surge uma pergunta: porque e´ importante estudar os co´digos introduzidos
por Bulygin para q > 2 ? A resposta e´ que o quociente N/g do corpo de func¸o˜es constru´ıdos
sobre estas curvas cresce quando q tambe´m cresce, e e´ o menor poss´ıvel quando q = 2.
Devido ao fato que a equac¸a˜o (1) para o caso particular em que r = 2 e´ a Curva
Hermitiana (ver Subsec¸a˜o 1.1.1), conseguimos estender os resultados de Stichtenoth [28], de
Kumar e Yang [17], para calcular distaˆncias mı´nimas exatas dos co´digos definidos sobre as
curvas com equac¸a˜o (1).
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Ale´m disso, calculamos tambe´m um subgrupo Σ do grupo de Automorfismos dos co´digos
propostos devido a sua utilidade na construc¸a˜o de co´digos equivalentes e na implementac¸a˜o
de algoritmos de decodificac¸a˜o.
Em [31], Wei introduz a noc¸a˜o de pesos generalizados de Hamming e o peso hiera´rquico de
um co´digo linear, mostrando que o peso hiera´rquico de um co´digo linear caracteriza o desem-
penho do co´digo sobre o canal de comunicac¸a˜o Wire-Tap do Tipo II. Em outras palavras, o
peso hiera´rquico de um co´digo determina o n´ıvel de equivocac¸a˜o que um intruso, ou usua´rio
na˜o autorizado, pode ter ao adquirir parte da informac¸a˜o transmitida com respeito a men-
sagem original. Para um co´digo C ⊆ F nq de dimensa˜o k, o r-e´simo peso generalizado de
Hamming e´ definido por
dr(C) = min{|χ(D)| : D ⊆ C e´ subco´digo de dimensa˜o r},
onde χ(D) = {i : ∃ (c1, . . . , cn) ∈ D com ci 6= 0} e´ chamado o suporte do subco´digo D,
e o peso hiera´rquico e´ a sequ¨eˆncia {d1, . . . , dk}. Em [13], Guruswami fornece uma relac¸a˜o
para co´digos bina´rios entre os pesos generalizados de Hamming e a Lista de Decodificac¸a˜o
da mensagem recebida com erros. Esta relac¸a˜o esta descrita na seguinte figura:
Figura 2: Interpretac¸a˜o do r-e´simo peso de Hamming
Assim, dado C um co´digo linear, se dr(C) > e onde r = 1+ ⌊log2 L⌋ enta˜o para qualquer
palavra recebida, com no ma´ximo e erros conhecidos sua posic¸a˜o, o nu´mero de palavras do
co´digo coerentes com a palavra recebida e´ no ma´ximo L.
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Seguindo a ide´ia de Kumar, Stichtenoth e Yang [18], e de Munuera [21], obtemos re-
sultados exatos para o segundo peso generalizado de Hamming, assim como algumas cotas
para dr com 1 ≤ r ≤ k. Devido ao fato de na˜o conhecermos a sequ¨eˆncia de gonalidade da
curva (ver Definic¸a˜o 1.33), fica dif´ıcil apresentar os valores exatos dos pesos generalizados
de Hamming para todo r, 1 ≤ r ≤ k.
Em 2003, Deolalikar apresenta uma subcobertura E1 = F (y1) do corpo de func¸o˜es E =
F (y), onde F = Fq3(x), y satisfaz
yq
2












, com b ∈ Fq3 tal que b
q2 + bq + b = 0 .
O objetivo deste exemplo foi mostrar que o quociente N(E1)/g1(E
1) = 8.5 era maior que
o quociente N(E)/g(E) = 5.5. Devido a esta propriedade, o estudo das subextenso˜es do
corpo GH para qualquer valor de r e´ de grande importaˆncia para construir co´digos com bons
paraˆmetros.
A seguir, descrevemos sucintamente a organizac¸a˜o deste trabalho.
O Cap´ıtulo 1 e´ dedicado a` apresentac¸a˜o de conceitos relacionados com a Teoria de
Co´digos. Nele, introduzimos os co´digos geome´tricos de Goppa que sa˜o baseados em co-
nhecimentos de curvas alge´bricas e os co´digos avaliados propostos por Høholdt, van Lint
e Pellikaan [14], utilizando rudimentos de A´lgebra Linear. Como exemplo e base do nosso
trabalho estudamos os co´digos Hermitianos, exemplo que desempenha um papel importante
nas aplicac¸o˜es da teoria de co´digos. Tambe´m apresentamos a noc¸a˜o de pesos generalizados
de Hamming, assim como va´rias de suas propriedades que sera˜o usadas em nossos ca´lculos.
Damos a definic¸a˜o do conceito de r-gonalidade, importante na obtenc¸a˜o dos resultados sobre
pesos generalizados de Hamming.
No Cap´ıtulo 2 encontram-se os resultados obtidos no trabalho dentre os quais destacamos:
(1) O ca´lculo dos geradores do semigrupo de Weierstrass H(Q∞) para todo q ≥ 2 (Teorema
2.6), assim como a determinac¸a˜o de uma base para o espac¸o vetorial L(sQ∞). Desta forma,
generalizamos os co´digos propostos por Bulygin. (2) O ca´lculo das distaˆncias mı´nimas exa-
tas para quase todos os valores em H(Q∞) (Proposic¸a˜o 2.13) dos co´digos propostos; (3)
cotas para os pesos generalizados de Hamming dos co´digos introduzidos (Sec¸a˜o 2.5). Em
particular, o valor exato do segundo peso generalizado de Hamming para alguns valores
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de s ∈ H(Q∞). (4) Expressamos formulas expl´ıcitas para os subcorpos dos corpos GH e
estudamos os co´digos constru´ıdos sobre estes subcorpos (Sec¸a˜o 2.6).
No Cap´ıtulo 3 apresentamos concluso˜es do resultados conseguidos e propostas de pesquisa
futuras a serem feitas.
CAPI´TULO 1
Preliminares
1.1 Co´digos Geome´tricos de Goppa
Os co´digos geome´tricos de Goppa formam uma subclasse especial da classe de co´digos
lineares, usados na correc¸a˜o de erros introduzidos na mensagem por usar um canal ruidoso.
Aqui apresentamos fatos ba´sicos, mas uma refereˆncia mais completa e´ [28].
Fixemos F/Fq um corpo de func¸o˜es alge´bricas de geˆnero g, onde Fq e´ o corpo finito de q
elementos. Sejam P1, . . . , Pn lugares distintos dois a dois de F/Fq de grau 1, e G um divisor
de F/Fq tal que Sup(G) ∩ Sup(D) = ∅, onde D = P1 + · · · + Pn e seja o espac¸o vetorial
L(G) := {f ∈ F : (f) +G }.
Definic¸a˜o 1.1. O co´digo geome´trico de Goppa (CGG) associado aos divisores D e G, de-
notado por CL(D,G), e´ definido como a imagem da seguinte aplicac¸a˜o:
α : f ∈ L(G) 7→ (f(P1), . . . , f(Pn)) ∈ F
n
q .
Note que a aplicac¸a˜o α esta´ bem definida, pois como os lugares Pi tem grau 1 enta˜o
[FPi : Fq] = 1, onde FPi := OPi/Pi para i = 1, . . . , n. Ale´m disso, temos vPi(f) ≥ 0 para
f ∈ L(G), pois Sup(G) ∩ Sup(D) = ∅. Enta˜o f(Pi) ∈ Fq para todo i = 1, . . . , n.
Teorema 1.2. O co´digo CL(D,G) teˆm paraˆmetros [n, k, d] dados por:
k = dimL(G)− dimL(G−D) e d ≥ n− deg(G).
7
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Demonstrac¸a˜o: A aplicac¸a˜o α e´ sobrejetora sobre sua imagem CL := CL(D,G) e o nu´cleo
desta aplicac¸a˜o e´ dada por
N(α) = {f ∈ L(G) : vPi(f) > 0, i = 0, . . . , n} = L(G−D),
assim tem-se que L(G)/L(G − D) ∼= CL(D,G), portanto k = dimL(G) − dimL(G − D).
Suponhamos CL 6= 0 e seja d = w(α(f)) o peso de uma palavra para alguma func¸a˜o f ∈
L(G). De fato f existe, pois o subespac¸o linear e´ finito e pontual. Sendo assim, existem n−d
lugares Pi1 , . . . , Pin−d ∈ Sup(D) tal que f(Pij) = 0 e, consequ¨eˆntemente f ∈ L(G − {Pi1 +
· · ·+Pin−d}), como f 6= 0 tem-se que deg(G−{Pi1 + · · ·+Pin−d}) ≥ 0 logo d ≥ n− deg(G).

Do teorema anterior podemos concluir que a menor distaˆncia mı´nima que um co´digo C-
[n, k] pode ter e´ d∗ = n− deg(G) que chamaremos de distaˆncia mı´nima designada do co´digo
CL(D,G).
Corola´rio 1.3. Se deg(G) < n enta˜o:
1) A aplicac¸a˜o α e´ injetiva e o co´digo CL(D,G) e´ [n, k, d] onde
d ≥ n− deg(G) , k = dimL(G) ≥ deg(G) + 1− g.
Portanto k + d ≥ n+ 1− g .
2) Se 2g − 2 < deg(G) < n enta˜o k = deg(G) + 1− g .









fk(P1) · · · fk(Pn)


Demonstrac¸a˜o: Como deg(G − D) < 0 segue-se que dim(L(G − D)) = 0 e desta forma
conclu´ımos que α e´ injetiva. Para o item (2), considerando deg(G) > 2g − 2 segue que
dim(L(W −G)) = 0 e do Teorema de Riemman-Roch obte´m-se que k = deg(G) + 1− g. O
item (3) decorre da definic¸a˜o de base e do co´digo. 
Exemplo 1.4. Seja X a curva irredut´ıvel de Fermat x3 + y3 + z3 = 0 de geˆnero g = 1
sobre F4 = F2(α) onde α e´ raiz do polinoˆmio x
2 + x + 1 e α¯ := α + 1. Enta˜o temos que
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X (F4) = {Q = (0 : 1 : 1), P1 = (0 : α : 1), P2 = (0 : α¯ : 1), P3 = (1 : 0 : 1), P4 = (α :
0 : 1), P5 = (α¯ : 0 : 1), P6 = (1 : 1 : 0), P7 = (α : 1 : 0), P8 = (α¯ : 1 : 0)}. Escolhendo
D = P1 + · · · + P8 e G = 2Q, como Sup(D) ∩ Sup(G) = ∅ enta˜o podemos definir o co´digo



















y2 + yz + z2
x2
)
= −2. A matriz geradora deste co´digo e´ dada por:
M =
(
1 1 1 1 1 1 1 1
0 0 1 α α¯ 1 α α¯
)
Para este co´digo tem-se que n = 8, k = 2 e d = 6. Este tipo de co´digo e´ chamado de co´digo
quase MDS (ma´xima distaˆncia de separac¸a˜o), pois k + d = n.
Teorema 1.5. [28, Teorema II.2.7] O co´digo dual de CL(D,G) e´ (CL(D,G))
⊥ = CΩ :=
CΩ(D,G) e teˆm paraˆmetros [n, k
′, d′] onde
k′ = i(G−D)− i(G) e d′ ≥ deg(G)− 2g + 2.
Ale´m disso, se deg(G) > 2g − 2, enta˜o k′ = i(G − D) ≥ n + g − 1 − deg(G). Se
2g − 2 < deg(G) < n enta˜o temos a igualdade. O valor d′∗ = deg(G) − 2g + 2 e´ chamado
distaˆncia mı´nima designada de Goppa para CΩ(D,G).
1.1.1 Co´digos Hermitianos
Nesta sec¸a˜o estudamos os co´digos Hermitianos com alguns detalhes devido ao fato de
que estes ca´lculos foram essenciais para os resultados obtidos neste trabalho. Os co´digos
Hermitianos sa˜o co´digos geome´tricos de Goppa constru´ıdos a partir do corpo de func¸o˜es
Hermitianas sobre Fq2 (ver [28, Sec¸a˜o VII.4.]).
O corpo de func¸o˜es alge´bricas Hermitiano H sobre Fq2 e´ representado por H := Fq2(x, y)
onde a curva Hermitiana tem equac¸a˜o afim
yq + y = xq+1. (1.1)




/Fq(α) ∈ Fq, onde NFq2/Fq e´ a norma em Fq2/Fq. Como o trac¸o TrFq2/Fq(β) = β
q+β ∈ Fq






q, logo existem β1, . . . , βq elementos distintos em Fq2 tal que os pontos (α, βi) satisfazem
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a equac¸a˜o (1.1). Portanto, tem-se q3 elementos mais o ponto no infinito Q∞. De [28,
Proposic¸a˜o III.3.8(c)] temos que para cada (α, β) ∈ X (Fq2) esta´ associado um u´nico lugar
Pα,β tal que Pα,β|Pα de grau 1.
Como a curva que representa o corpo de func¸o˜es Hermitianas e´ irredut´ıvel e na˜o singular,





Do feito acima vemos que a nossa curva e´ maximal, isto e´, atinge a cota ma´xima de Hasse-
Weil, pois o nu´mero de lugares de grau 1 e´ N = q2 + 1 + 2gq.
Definic¸a˜o 1.6. Para r ∈ N0, definimos
Hr := CL(D, rQ∞),
onde D =
∑q3
i=1 Pi sa˜o todos os lugares de grau 1 menos Q∞.
Se r > q3 + 2g − 2 = q3 + q2 − q − 2 enta˜o temos da teoria ja´ vista que dim(Hr) = kr =
ℓ(rQ∞) − ℓ(rQ∞ − D) = r + 1 − g − (r − q
3 + 1 − g) = q3 = n, portanto Hr = F
q3
q2 e a
distaˆncia mı´nima d = 1, logo seriam co´digos com ma´xima distaˆncia de separac¸a˜o (MDS),
pore´m, nada bons pois seriam todas as palavras do alfabeto.
Logo, os co´digos Hermitianos sa˜o interessantes para 0 ≤ r ≤ q3 + 2g − 2.
Proposic¸a˜o 1.7. [28, Proposic¸a˜o VII.4.2] O co´digo dual de Hr e´
H⊥r = Hq3+2g−2−r




(x − α) = xq
2
− x. Enta˜o desta construc¸a˜o tem-se que
a func¸a˜o z e´ um paraˆmetro local para todos os Pi ∈ Sup(D), pois vPi(z) = 1 para todo i,
e (z) = D − q3Q∞. Como dz = d(x
q2 − x) = −dx segue-se que (dz) = (dx) = (2g − 2)Q∞,




H⊥r = CΩ(D, rQ∞) = CL(D,D − rQ∞ + (dz)− (z)) = Hq3+2g−2−r .

Para determinar os paraˆmetros dos co´digos Hr com 0 ≤ r ≤ q
3 + 2g − 2, descrevemos o
espac¸o de func¸o˜es L(rQ∞).
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Sabemos que f ∈ L(rQ∞) se, e somente se, o u´nico po´lo da func¸a˜o f e´ Q∞, e sua ordem
e´ menor que r. Tais func¸o˜es esta˜o fortemente ligadas ao semigrupo de Weierstrass H(Q∞)
de Q∞ em H.
Proposic¸a˜o 1.8. O semigrupo de Weierstrass de Q∞ no corpo de func¸o˜es hermitianas e´
H(Q∞) = 〈q, q + 1〉 .
Demonstrac¸a˜o: Como q e q+1 sa˜o coprimos, e da equac¸a˜o (1.1) tem-se que vQ∞(x) = −q
e vQ∞(y) = −(q + 1), logo 〈q, q + 1〉 ⊆ H(Q∞). Agora tomando o complementar desses dois
conjuntos temos que N \ H(Q∞) ⊆ 〈q, q + 1〉
C , como 〈q, q + 1〉 e´ um semigrupo nume´rico
sabemos que o nu´mero de elementos do complementar e´ q(q−1)
2
e pelo teorema das lacunas
de Weierstrass segue-se que o nu´mero de elementos do complementar de H(Q∞) e´ o geˆnero
da curva g = q(q−1)
2
, o que mostra a igualdade. 
Pela proposic¸a˜o acima podemos ver que as func¸o˜es com po´lo apenas em Q∞ sa˜o com-
binac¸o˜es de elementos da forma xiyj. Assim, tem-se que
L(rQ∞) =
〈
xiyj| iq + j(q + 1) ≤ r, 0 ≤ i, 0 ≤ j ≤ q − 1
〉
.
Definimos o conjunto I(s) = {n ∈ H(Q∞) : n ≤ s}, logo dim(L(sQ∞)) = |I(s)|.
Proposic¸a˜o 1.9. Suponhamos que 0 ≤ r ≤ q3 + q2 − q − 2. Enta˜o
1. A dimensa˜o de Hr e´ dada por
dim(Hr) =
{
|I(r)| 0 ≤ r < q3
q3 − |I(s)| q3 ≤ r ≤ q3 + q2 − q − 2
onde s = q3 + q2 − q − 2− r.
2. A distaˆncia mı´nima de Hr satisfaz d ≥ q
3 − r. Se 0 ≤ r ≤ q3 e os nu´meros r e q3 − r
sa˜o po´los de Q∞, enta˜o
d = q3 − r.
Demonstrac¸a˜o: (a) Para 0 ≤ r < q3 sabemos que
dim(Hr) = dim(L(rQ∞)) = |I(r)|.
Para q3 ≤ r ≤ q3 + q2 − q − 2 seja s = q3 + q2 − q − 2− r. Enta˜o 0 ≤ s ≤ q2 − q − 2 < q3,
logo da proposic¸a˜o (1.7) obtemos que
dim(Hr) = q
3 − dim(Hs) = q
3 − |I(s)| .
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(b) Para co´digos lineares tem-se que a distaˆncia mı´nima satisfaz d ≥ n−deg(G) = q3−r.
Agora para mostrar a igualdade vamos dividir a demonstrac¸a˜o em treˆs casos. A ide´ia vai
ser construir palavras do co´digo tal que o peso de cada palavra seja q3 − r.
Caso 1. r = q3 − q2. Sejam αi ∈ Fq2 com i = 1, . . . , q




(x− αi) ∈ L(rQ∞),
pois os zeros sa˜o exatamente q(q2− q) = r pontos do suporte de D e o peso da palavra
codificada correspondente e´ w(α(z)) = q3 − r, portanto d = q3 − r.
Caso 2. r < q3 − q2. Como r ∈ H(Q∞), pode-se escrever enta˜o que r = iq + j(q + 1), com
i ≥ 0 e 0 ≤ j ≤ q − 1. Logo, tem-se que i ≤ q2 − q − 1. Fixemos γ ∈ Fq \ {0}, e seja
A = {α ∈ Fq2 : α




(x− αj) αj ∈ A, αj 6= αk.
esta func¸a˜o tem iq zeros distintos no suporte de D. Agora, escolha os elementos
β1, . . . , βj ∈ Fq2 tais que β
q




(y − βk) .
Esta func¸a˜o tem j(q+1) zeros distintos dos zeros de z1 por construc¸a˜o. Logo z = z1z2 ∈
L(G) tem r zeros distintos, portanto o peso de w(α(z)) = q3 − r e consequ¨eˆntemente
d = q3 − r.
Caso 3. q3 − q2 < r < q3. Seja s = q3 − r enta˜o 0 < s < q3 − q2, logo existe z ∈ L(sQ∞)
tal que tem q3 − s = r zeros distintos no suporte de D. Assim, div(z) = D′ − sQ∞
onde 0  D′  D e deg(D′) = s. Seja u = xq
2
− x, enta˜o div(u) = D − Q∞, assim
div(z−1u) = div(u) − div(z) = D¯ − rQ∞ ∈ L(G). Portanto, tem-se que o peso e´
w(α(z−1u)) = q3 − r, donde conclui-se que d = q3 − r. 
1.2 Co´digos Avaliados
Aqui veremos os chamados co´digos avaliados e sua importante conexa˜o com os co´digos
de Goppa pontuais. Esta sec¸a˜o e´ introduzida com o intuito de preparar-nos para definir a
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distaˆncia mı´nima de Feng-Rao δFR, e assim entender os resultados equivalentes de Kir-
fel e Pellikaan para semigrupos telesco´picos enunciados neste trabalho (ver Proposic¸o˜es
(2.25),(2.26)). Para maiores detalhes pode-se referir a [14].
Seja K(X ) o corpo de func¸o˜es de uma curva X irredut´ıvel e na˜o singular sobre K. Seja
P um ponto K-racional. Seja




uma K-a´lgebra, onde OQ e´ o anel local de K(X ) no ponto Q. Seja υP a valorizac¸a˜o em
P . Portanto, υP (f) < 0 para todo f na˜o nulo em R. Definimos ρ(f) := −υP (f) para
f ∈ R. Pelas propriedades de valorizac¸a˜o discreta temos, como consequ¨eˆncia, as seguintes
propriedades que definem uma func¸a˜o peso sobre R.
Em geral, R pode ser uma K-a´lgebra qualquer.
Definic¸a˜o 1.10. Seja R uma K-a´lgebra. Uma func¸a˜o ρ : R→ N0 ∪{−∞} e´ chamada uma
func¸a˜o ordem sobre R se as seguintes propriedades sa˜o satisfeitas. Sejam r, g, h ∈ R.
1. ρ(f) = −∞ se, e somente se, f = 0;
2. Para λ ∈ K∗, ρ(λf) = ρ(f);
3. ρ(f + g) ≤ max{ρ(f), ρ(g)}, e a igualdade vale sempre que ρ(f) 6= ρ(g);
4. Se ρ(f) < ρ(g) e h 6= 0, enta˜o ρ(fh) < ρ(gh);
5. Se ρ(f) = ρ(g) 6= 0, enta˜o existe λ ∈ K∗ tal que ρ(f − λg) < ρ(g).
A func¸a˜o ρ e´ chamada uma func¸a˜o peso sobreR, se ale´m de satisfazer as propriedades
(1)− (5) tambe´m satisfaz:
6. ρ(fg) = ρ(f) + ρ(g).
Observac¸a˜o 1.11. Acima podemos ver que ρ(R∗) = H(P ) onde R∗ = R − {0} e H(P ) e´
o semigrupo de Weierstrass no ponto P .
Agora veremos que a existeˆncia de func¸o˜es ordem sobre R esta´ ligada a` existeˆncia de
certas K-bases de R. O pro´ximo teorema nos mostra que se existe uma func¸a˜o ordem sobre
uma certa K-a´lgebra R, enta˜o existe uma K-base de R, R visto como K-espac¸o vetorial,
com certas propriedades. Tal base nos permite construir os chamados co´digos avaliados e
suas respectivas propriedades sera˜o de fundamental importaˆncia para a determinac¸a˜o da
cota Feng-Rao δFR.
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Teorema 1.12. Seja R uma K-a´lgebra com func¸a˜o ordem ρ. Suponha que R 6= K.
1. Enta˜o existe uma base {fi : i ∈ N} de R sobre K tal que ρ(fi) < ρ(fi+1) para todo i.
2. Se f ∈ R e f = λ1f1 + · · ·+ λifi, onde λ1, . . . , λi ∈ K e λi 6= 0, enta˜o ρ(f) = ρ(fi).
3. Seja ℓ(i, j) := ℓ tal que ρ(fifj) = ρ(fℓ). Assim, ℓ(i, j) < ℓ(i+ 1, j) para todo i e j.
4. Seja ρi := ρ(fi). Se ρ e´ uma func¸a˜o peso, enta˜o ρℓ(i,j) = ρi + ρj.
Seja R = R(P ), P um ponto Fq-racional. Agora, tome P1, . . . , Pn pontos, distintos dois
a dois, Fq-racionais de X diferentes de P e considere o divisor D := P1 + · · · + Pn. Sejam
(fi : i ∈ N) base de R tal que ρi := ρ(fi) < ρ(fi+1) =: ρi+1. Da observac¸a˜o (1.11) segue que
H(P ) = {ρi : i ∈ N} e´ o semigrupo de Weierstrass de P . Como L(ρℓP ) = {f ∈ R : ρ(f) ≤
ρℓ}, enta˜o os elementos da base de R que esta˜o em L(ρℓP ) formam uma Fq-base de L(ρℓP ).
Portanto, L(ρℓP ) = 〈f1, . . . , fℓ〉 = Lℓ. Assim, definimos a aplicac¸a˜o avaliac¸a˜o
avP : R→ F
n
q ,
dada por avP(f) = (f(P1), . . . , f(Pn)).
Enta˜o o co´digo avaliado Eℓ e seu dual Cℓ sa˜o dados por
Eℓ := avP(Lℓ) = avP(L(ρℓP )) = C(D, ρℓP ),
onde C(D, ρℓP ) denota o co´digo geome´trico de Goppa associado aos divisores D e ρℓP ,e
Cℓ := E
⊥
ℓ = C(D, ρℓP )
⊥ = CΩ(D, ρℓP ),
onde a u´ltima igualdade vem do Teorema 1.5.
A sequ¨eˆncia de co´digos (Eℓ : ℓ ∈ N) e´ crescente com respeito a` inclusa˜o e todos eles
sa˜o subespac¸os de Fnq . Logo, existe um N natural tal que Eℓ = EN para todo ℓ ≥ N .
Naturalmente, EN = avP(R). Seja hi := avP(fi) para todo i ≤ N .
1.2.1 Distaˆncia mı´nima de Feng-Rao
A seguir construiremos a cota inferior para a distaˆncia mı´nima dℓ de Cℓ, chamada de
distaˆncia mı´nima de Feng-Rao, denotada por δFR(ℓ). Pelo feito acima, esta cota sera´ uma
cota inferior para distaˆncia mı´nima dℓ de CΩ(D, ρℓP ). Goppa mostrou que neste caso
dℓ ≥ ρℓ − (2g − 2),
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onde g denota o geˆnero da curva X . No exemplo (2.28) vemos que para alguns valores de ℓ
a cota δFR(ℓ) e´ melhor do que a cota de Goppa. Mais precisamente, temos
dℓ ≥ δFR(ℓ) ≥ ρℓ − (2g − 2).
Agora vamos trilhar o caminho que fornecera´ δFR(ℓ). Para isto, recordamos que hi =
avP(fi) para todo i ≤ N e Eℓ = EN = avP(R) para todo ℓ ≥ N . Seja H a matriz N×n cuja
i-e´sima linha e´ dada pelo vetor hi. Se avP na˜o e´ sobrejetora enta˜o H na˜o gera F
n
q . Nesta
situac¸a˜o, sejam hN+1, . . . , hN+t em F
n
q e H˜ a matriz (N + t) × n obtida acrescentando os
vetores hN+1, . . . , hN+t abaixo da u´ltima linha de H, de forma que H˜ gera F
n
q . Para y ∈ F
n
q
considere as matrizes S˜(y) e S(y) das s´ındromes de y dadas por
S˜(y) = (sij(y) : 1 ≤ i, j ≤ N + t) e S(y) = (sij(y) : 1 ≤ i, j ≤ N) ,
tal que sij(y) := y · (hi ∗ hj), onde para a = (a1, . . . , an), b = (b1, . . . , bn) ∈ F
n
q e´ definido
o produto a ∗ b := (a1b1, . . . , anbn). Assim, S(y) e´ uma submatriz de S˜(y) e, portanto,




. O pro´ximo resultado nos mostra uma relac¸a˜o entre o peso de
um elemento y ∈ Fnq , denotado por ω(y), com o posto das matrizes acima constru´ıdas.
Lema 1.13. Seja y ∈ Fnq e D(y) a matriz diagonal com y na diagonal. Enta˜o
S˜(y) = H˜D(y)H˜T e ω(y) = (S˜(y)) ≥ posto (S(y)) .
Observac¸a˜o 1.14. Em [14], os autores trabalham a todo momento com a hipo´tese de que
avP seja sobrejetora. Neste caso, H˜ = H e S˜(y) = S(y). Na verdade, eles provaram o lema
acima nesta situac¸a˜o espec´ıfica. Mas isso na˜o trara´ nenhum problema pois a demonstrac¸a˜o
e´ exatamente a mesma para S˜(y) e H˜. O que mais importa e´ que ω(y) ≥ posto (S(y)) sendo
avP sobrejetora ou na˜o.
O lema abaixo vale apenas para os elementos de S(y).
Lema 1.15. [14, Proposic¸a˜o 4.9]
1. Se y ∈ Cℓ, e ℓ(i, j) ≤ ℓ enta˜o sij(y) = 0;
2. Se y ∈ Cℓ \ Cℓ+1 e ℓ(i, j) = ℓ+ 1, enta˜o sij(y) 6= 0 .
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Para ℓ ∈ N0 considere as seguintes definic¸o˜es:
Nℓ := {(i, j) ∈ N
2 : ℓ(i, j) = ℓ+ 1};
νℓ := #Nℓ .
Se ρ e´ uma func¸a˜o peso, enta˜o
Nℓ = {(i, j) ∈ N
2
0 : ρ(fi) + ρ(fj) = ρ(fℓ+1)} .
Uma outra forma de descrever este conjunto e´
Nℓ = {ρi ∈ H(P ) : ∃ ρj ∈ H(P ) tais que ρi + ρj = ρℓ+1} .
O lema anterior prova o seguinte resultado. Este por sua vez, so´ pode ser aplicado para
os valores de ℓ tais que ℓ+ 1 ≤ N .
Proposic¸a˜o 1.16. [14, Proposic¸a˜o 4.11] Se y ∈ Cℓ \ Cℓ+1 enta˜o ω(y) ≥ νℓ.
A seguir enunciamos o resultado principal desta sec¸a˜o. Este e´ consequeˆncia da Proposic¸a˜o
1.16. Para isto, considere o seguinte nu´mero:
δFR(ℓ) := Min{νm : m ≥ ℓ} .
Teorema 1.17. [14, Teorema 4.13] O nu´mero δFR(ℓ) e´ cota inferior para a distaˆncia mı´nima
de Cℓ, ou seja,
d(Cℓ) ≥ δFR(ℓ) .
Teorema 1.18. [14, Teorema 5.24] Temos que
δFR(ℓ) ≥ dG(ℓ) = ρℓ − (2g − 2) ,
onde dG(ℓ) e´ a distaˆncia mı´nima designada de Goppa do co´digo CΩ(D, ρℓP ).
Exemplo 1.19. [14, Exemplo 4.17] Seja a curva Hermitiana Y 4+Y = X5 sobre F16 de geˆnero
6. SejaR a F16-a´lgebra dada porR = F16[X,Y ]/(Y
4+Y −X5). Enta˜oR tem {xαyβ : α < 5}
como base e ρ(xαyβ) = 4α + 5β da´ uma func¸a˜o peso sobre R. Neste caso, para qualquer
ponto F16-racional e´ sabido que seu semigrupo de Weierstrass e´ {0, 4, 5, 8, 9, 10, 12, 13, . . .}.
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Em particular, para P = (0 : 1 : 0) temos que R = R(P ). A tabela abaixo nos fornece uma
lista dos valores de ρℓ, νℓ, d(ℓ) e dG(ℓ) onde 1 ≤ ℓ ≤ 16.
ℓ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
ρℓ 0 4 5 8 9 10 12 13 14 15 16 17 18 19 20 21
νℓ 2 2 3 4 3 4 6 6 4 5 8 9 8 9 10 12
d(ℓ) 2 2 3 3 3 4 4 4 4 5 8 8 8 9 10 12
dG(ℓ) −10 −6 −5 −2 −1 0 2 3 4 5 6 7 8 9 10 11
Temos tambe´m que d(ℓ) = νℓ = ℓ− 5 = dG(ℓ), para todo ℓ > 16.
1.3 Automorfismos de Co´digos
O grupo sime´trico Sn (seus elementos sa˜o permutac¸o˜es do conjunto {1, . . . , n}) age sobre
o espac¸o vetorial Fnq via
π(c1, . . . , cn) := (cπ(1), . . . , cπ(n)) ,
para π ∈ Sn e c = (c1, . . . , cn) ∈ F
n
q . A seguir damos a definic¸a˜o de automorfismo para um
co´digo (ver [28, Sec¸a˜o VII.3]).
Definic¸a˜o 1.20. O grupo de automorfismos de um co´digo linear C ⊆ Fnq e´ definido por
Aut(C) := {π ∈ Sn : π(C) = C} .
Claramente, Aut(C) e´ um subgrupo de Sn. Nesta sec¸a˜o, veremos automorfismos de
co´digos geome´tricos de Goppa que sa˜o induzidos por automorfismos do correspondente corpo
de func¸o˜es.
Definic¸a˜o 1.21. Seja F/Fq um corpo de func¸o˜es e Aut(F/Fq) o grupo de automorfismos
de F sobre Fq. Sejam D e G divisores associados a um co´digo geome´trico de Goppa. Enta˜o
AutD,G(F/Fq) := {σ ∈ Aut(F/Fq) : σ(D) = D e σ(G) = G} .
A raza˜o pela qual a Definic¸a˜o 1.21 e´ u´til esta´ dada na seguinte proposic¸a˜o.
Proposic¸a˜o 1.22. [28, Proposic¸a˜o VII.3.3]
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1. AutD,G(F/Fq) age sobre o co´digo CL(D,G) por
σ((x(P1), . . . , x(Pn))) := (x(σ(P1)), . . . , x(σ(Pn))) ,
para x ∈ L(G). Isto produz um homomorfismo de AutD,G(F/Fq) em
Aut(CL(D,G)).
2. Se n > 2g + 2, enta˜o elementos diferentes de AutD,G(F/Fq) induzem diferentes auto-
morfismos de CL(D,G). Portanto, para n > 2g + 2 identificamos AutD,G(F/Fq) com
um subgrupo de Aut(CL(D,G)).
Os seguintes lemas sa˜o fatos ba´sicos concernientes a` ac¸a˜o de Aut(F/Fq) sobre co´digos e
os espac¸os L(G) para certos divisores G.
Lema 1.23. [33, Lema 2.7] Para todo σ ∈ Aut(F/Fq) temos que
CL(D,G) = CL(σ(D), σ(G)) .
Lema 1.24. [33, Lema 2.8] Seja σ ∈ Aut(F/Fq). Seja G = kP ≻ 0 um divisor de F com
dim(G) > 1. Se σ(L(G)) = L(G) enta˜o σ(G) = G.
O ca´lculo do grupo de automorfismos de um co´digo geome´trico de Goppa e´ essencial para
construir co´digos equivalentes e tambe´m podem ser usados para a implementac¸a˜o de certos
algoritmos de decodificac¸a˜o.
1.4 Pesos Generalizados de Hamming
Em [31], Wei introduz a noc¸a˜o de pesos generalizados de Hamming e o peso hiera´rquico
de um co´digo linear, mostrando que o peso hiera´rquico de um co´digo linear caracteriza o
desempenho do co´digo sobre certo canal de comunicac¸a˜o. Seja C um [n, k] co´digo linear.
Definimos o suporte de C como sendo:
χ(C) := {i| ∃ (c1, . . . , cn) ∈ C com ci 6= 0} .
Definic¸a˜o 1.25. Seja 1 ≤ r ≤ k. O r-e´simo peso generalizado de Hamming de C e´ definido
por
dr(C) := min{|χ(D)| : D e´ subco´digo de C de dimensa˜o r} .
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Exemplo 1.26. Seja o co´digo C = {(0000), (1000), (0100), (1100)} de dimensa˜o k = 2.
D1 = {(0000), (1000)}, D2 = {(0000), (0100)}, D3 = {(0000), (1100)} sa˜o subco´digos de
C de dimensa˜o 1. Enta˜o χ(D1) = {1}, χ(D2) = {2}, D3 = {(0000), (1100)} = {1, 2},
d1(C) = 1 e d2(C) = 2.
Definic¸a˜o 1.27. O peso hiera´rquico de um co´digo linear e´ o conjunto de nu´meros inteiros
{dr(C) : 1 ≤ r ≤ k}.
Observac¸a˜o 1.28. Em particular, d1(C) e´ a distaˆncia mı´nima de Hamming do co´digo C.
O peso hiera´rquico de va´rios co´digos lineares tem sido estudado, incluindo os co´digos
BCH, Goppa [7], e co´digos produto [32]. Em [18], Kumar, Stichtenoth e Yang mostraram
uma cota inferior sobre os pesos de Hamming generalizados similar a cota inferior da distaˆncia
mı´nima de Goppa. Tambe´m mostraram uma cota superior para os pesos de Hamming
generalizados de co´digos Hermitianos para alguns casos especiais.
A seguir enunciamos algumas propriedades ba´sicas desses pesos.
Teorema 1.29. [Monotonicidade] Para C um [n, k] co´digo linear, temos:
0 < d1(C) < d2(C) < · · · < dk(C) ≤ n.
Demonstrac¸a˜o: Da definic¸a˜o temos que dr−1(C) ≤ dr(C) para todo r. Para a desigual-
dade estrita, seja D um subco´digo de C de dimensa˜o r tal que |χ(D)| = dr(C). Escolha
i ∈ χ(D) e defina Di := {c ∈ D : ci = 0}. Assim, da construc¸a˜o tem-se que a dimensa˜o de
Di e´ r − 1 e
dr−1(C) ≤ |χ(Di)| ≤ |χ(D)| − 1 = dr(C)− 1.

Corola´rio 1.30. [Cota Generalizada de Singleton] Seja C um [n, k] co´digo linear e para
1 ≤ r ≤ k, temos que:
dr(C) ≤ n− k + r.
(Quando r = 1 e´ a cota de Singleton)
Proposic¸a˜o 1.31. [Dualidade] Seja C um [n, k] co´digo linear e C⊥ seu dual. Enta˜o,
{dr(C) : 1 ≤ r ≤ k} = {1, 2, . . . , n} \ {n+ 1− dr(C
⊥)}.
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Demonstrac¸a˜o: Ver [31]. 
Corola´rio 1.32. Seja CL(D,G) o co´digo geome´trico de Goppa. Se deg(G) > 2g − 2, enta˜o
dr(C) = n− k + r, para g + 1 ≤ r ≤ k,
onde k e´ a dimensa˜o de CL(D,G).
Demonstrac¸a˜o: Do Teorema (1.5) temos que d1(C
⊥) ≥ deg(G)− (2g− 2). Da proposic¸a˜o
(1.31) segue que
dk−i(CL(D,G)) = n− i,
para 0 ≤ i ≤ deg(G) − 2g. Se deg(G) > 2g − 2, enta˜o k ≤ dim(L(G)) = deg(G) + 1 − g, e
da´ı que k − (deg(G)− 2g) ≤ g + 1, logo para r = k − i obtemos o resultado. 
Agora introduzimos o conceito de sequ¨eˆncia de gonalidade, com o objetivo de melhorar
a cota inferior para os pesos generalizados de Hamming (ver [21]).
Definic¸a˜o 1.33. Seja F/K um corpo de func¸o˜es alge´bricas com corpo constante K, e DF
o conjunto de todos os divisores de F/K. Para r ≥ 1 definimos a r-gonalidade como
γr = min{deg(A) : A ∈ DF e ℓ(A) ≥ r}.
A sequ¨eˆncia SG(F ) = {γr : r ≥ 1} e´ chamada a sequ¨eˆncia de gonalidade de F/K.
As seguintes propriedades sa˜o satisfeitas [18]:
• 0 = γ1 < γ2 < · · · < γr < γr+1 < · · ·
• γr = r + g − 1, para r > g, onde g e´ o geˆnero do corpo F/K.
• γg = 2g − 2 e γr ≥ 2(r − 1) para todo r tal que 1 ≤ r ≤ g.
Proposic¸a˜o 1.34. [23, Proposic¸a˜o 2.8] Suponhamos F/K 6= 0. Enta˜o
1. a ∈ SG(F ) se, e somente se, 2g − 1− a 6∈ SG(F );
2. Para i = 1, . . . , g temos que
γg−γi+i−1 < 2g − 1− γi < γg−γi+i.
O seguinte teorema da´ uma cota inferior para os pesos generalizados de Hamming usando
a sequ¨eˆncia de gonalidade do corpo de func¸o˜es alge´bricas.
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Teorema 1.35. [18, Teorema 12] Para o CGG CL(D,G) temos que
dr(CL(D,G)) ≥ n− deg(G) + γr, para 1 ≤ r ≤ k,
onde k = dim(CL(D,G)).
A seguir definimos a abundaˆncia de um co´digo geome´trico de Goppa.
Definic¸a˜o 1.36. Seja CL(D,G) um CGG. O nu´mero a = ℓ(G−D) e´ chamado de abundaˆncia
do co´digo.
Como no caso da distaˆncia mı´nima d1, o r-e´simo peso generalizado de Hamming tem
uma interpretac¸a˜o aritme´tica correspondente a` aritme´tica da curva.
Teorema 1.37. [21, Teorema 1] Seja C = CL(D,G) um co´digo linear de abundaˆncia a ≥ 0.
a) Se dr(C) = d, enta˜o existem n − d pontos distintos Pd+1, . . . , Pn tal que ℓ(G − Pd+1 −
· · · − Pn) ≥ r + a;
b) Se existem n − d pontos distintos Pd+1, . . . , Pn tal que ℓ(G − Pd+1 − · · · − Pn) ≥ r + a,
enta˜o dr(C) ≤ d.
Demonstrac¸a˜o: a) Se dr(C) = d enta˜o existe um subco´digo Vr de C de dimensa˜o r e
com d elementos no suporte. Seja Vr = 〈α(f1), . . . , α(fr)〉. Assim, f1, . . . , fr sa˜o func¸o˜es
independentes que se anulam em Pd+1, . . . , Pn, n-d pontos distintos. Logo, f1, . . . , fr ∈
L(G−Pd+1− · · · −Pn) \ L(G−D), assim, se {φ1, . . . , φa} e´ uma base de L(G−D) enta˜o o
conjunto {φ1, . . . , φa, f1, . . . , fr} e´ independente, portanto ℓ(G− Pd+1 − · · · − Pn) ≥ r + a.
b) Seja {φ1, . . . , φa} uma base de L(G−D). Pode-se estender esta para uma base {φ1, . . . , φa,
f1, . . . , fr, . . .} de L(G− Pd+1 − · · · − Pn). Seja Vr = 〈α(f1), . . . , α(fr)〉, assim, χ(Vr) ≤ d e
dim(Vr) = r. 
Corola´rio 1.38. [21, Corola´rio 1] Seja C = CL(D,G) um co´digo de dimensa˜o k e abundaˆncia
a ≥ 0. Enta˜o para todo r, 1 ≤ r ≤ k
dr(C) = min{deg(D
′) : 0  D′  D, ℓ(G−D +D′) ≥ r + a},
dr(C) = min{n− deg(D
′′) : 0  D′′  D, ℓ(G−D′′) ≥ r + a}.
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Proposic¸a˜o 1.39. [21, Proposic¸a˜o 6] Seja C = CL(D,G) um co´digo de dimensa˜o k e
abundaˆncia a > 0. Enta˜o, para 1 ≤ r ≤ k, temos que dr(C) ≤ deg(D
′) para todo divisor
efetivo D′  D tal que ℓ(D′) > r.
Demonstrac¸a˜o: Como ℓ(D′) + ℓ(G − D) ≤ ℓ(G − D +D′) + 1, se D′′ = D − D′, temos
que ℓ(G−D′′) ≥ r + ℓ(G−D), e o resultado segue do corola´rio (1.38). 
Proposic¸a˜o 1.40. [21, Colora´rio 2] Seja C = CL(D,G) um [n, k] co´digo linear de abundaˆncia
a ≥ 0. Enta˜o para todo r, 1 ≤ r ≤ k temos que:
a) dr(C) ≥ n− deg(G) + γr+a;
b) Se r + a > g, enta˜o dr(C) = n− k + r;
c) Se r + a = g, enta˜o dr(C) = n− k + r ou dr(C) = n− k + r − 1.
A proposic¸a˜o a seguir e´ um resultado importante no ca´lculo dos pesos de Hamming
generalizados do co´digo.
Proposic¸a˜o 1.41. [21, Proposic¸a˜o 4] Se Cm = CL(D,mQ∞) um [n, k] co´digo linear de
abundaˆncia a ≥ 0. Seja ρr+a ∈ H(Q∞). Enta˜o para todo r, 1 ≤ r ≤ k temos que:
dr(Cm) ≤ d1(CL(D, (m− ρr+a)Q∞)).
Observac¸a˜o 1.42. Como ℓ(ρr+aQ∞) ≤ ℓ(mQ∞), pois r + a ≤ k + a, enta˜o e´ poss´ıvel
considerar o co´digo Cm−ρr+a = CL(D, (m− ρr+a)Q∞) na proposic¸a˜o 1.41.
CAPI´TULO 2
Co´digos Hermitianos Generalizados
Neste cap´ıtulo generalizamos os resultados de Bulygin [3]. Ale´m disso, calculamos as dis-
taˆncias mı´nimas exatas para alguns valores do semigrupo deWeierstrassH(Q∞) no pontoQ∞
da curva definida abaixo pela equac¸a˜o (2.1) e aplicamos estes ca´lculos para obter informac¸a˜o
sobre os pesos generalizados de Hamming dos co´digos introduzidos.
A seguir apresentamos uma famı´lia de corpos de func¸o˜es que foi considerada por Garcia
e Stichtenoth em [9], definidas por equac¸o˜es usando polinoˆmios sime´tricos elementares, e
com o propo´sito de construir corpos de func¸o˜es com grande nu´mero de lugares de grau 1.
Denotamos estes tipos de corpos por GH.
2.1 Corpo de Func¸o˜es Hermitianos Generalizados
Teorema 2.1. [9, Teorema 4.1] Seja q = pt, p um primo. Enta˜o a curva dada pela equac¸a˜o
yq
r−1
+ · · ·+ yq + y − (x1+q + x1+q
2
+ · · ·+ xq
r−2+qr−1) = 0 , (2.1)
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e o nu´mero de lugares de grau 1 e´
N = 1 + q2r−1 .
Em particular, quando r = 2 obtemos o corpo de func¸o˜es Hermitianas.
Observac¸a˜o 2.2. i) A equac¸a˜o (2.1) pode ser escrita como sr,1(y) = sr,2(x), onde sr,1(y)
e sr,2(x) sa˜o o primeiro e segundo polinoˆmios sime´tricos de (y, y
q, . . . , yq
r−1
) e (x, xq, . . . ,
xq
r−1
) respectivamente (ver [19]).
ii) Note que sr,1(β) = TrFqr |Fq(β), onde Tr e´ a func¸a˜o trac¸o de Fqr para Fq, e β ∈ Fqr ,
logo temos que sr,1(β) ∈ Fq. Veja que para α ∈ Fqr tambe´m temos que sr,2(α) ∈ Fq,
pois sr,2(α)
q − sr,2(α) = (α
qr − α)(αq + αq
2
+ · · · + αq
r−1
) = 0, assim segue-se que
sr,2(α) ∈ Fq.
iii) Tomando r = 3 e q = 2 na equac¸a˜o (2.1), obtem-se um corpo de func¸o˜es GH de geˆnero
6 com 33 lugares de grau 1 sobre F8. Na˜o se conhece um corpo de func¸o˜es racionais
sobre F8 de geˆnero 6 com mais de 33 lugares de grau 1, ver [10].
iv) Tomando r = 3 e q = 3 na equac¸a˜o (2.1), obtem-se um corpo de func¸o˜es GH de
geˆnero 36 com 244 lugares de grau 1 sobre F27. Na˜o se conhece um corpo de func¸o˜es
racionais sobre F27 de geˆnero 36 com mais de 244 lugares de grau 1, ver [10].
Com o propo´sito de entender melhor a famı´lia de curvas definidas pela equac¸a˜o (2.1),
esboc¸amos a demonstrac¸a˜o da proposic¸a˜o a seguir.
Proposic¸a˜o 2.3. [3, Proposic¸a˜o 1.4] Seja GH/Fqr o corpo de func¸o˜es definido pela curva
(2.1), e PGH o conjunto de lugares de GH/Fqr . Enta˜o temos que:
a) O po´lo P∞ de x em Fqr(x) tem uma u´nica extensa˜o Q∞ ∈ PGH , e e(Q∞|P∞) = q
r−1.
Logo, Q∞ e´ um lugar em GH/Fqr de grau 1.
b) O divisor de po´los de x e´ (x)∞ = q
r−1Q∞, e de y e´ (y)∞ = (q
r−2 + qr−1)Q∞.
c) Para cada α ∈ Fqr , existem q
r−1 elementos β ∈ Fqr tal que
βq
r−1
+ · · ·+ βq + β = α1+q + α1+q
2
+ · · ·+ αq
r−2+qr−1 := f(α) ,
e para todo (α, β) existe um u´nico lugar Pα,β ∈ PGH de grau 1 com x(Pα,β) = α e
y(Pα,β) = β.
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Demonstrac¸a˜o: a) Segue do fato que a equac¸a˜o (2.1) e´ absolutamente irredut´ıvel, isto e´,
[GH : Fqr(x)] = q
r−1.
b) De (a) temos que (x)∞ = q
r−1Q∞. Da equac¸a˜o (2.1), observe que x e y possuem os
mesmos po´los, logo Q∞ e´ o u´nico po´lo de y. Como
qr−1υQ∞(y) = (q
r−2 + qr−1)υQ∞(x) ,
enta˜o (y)∞ = (q
r−2 + qr−1)Q∞.
c) Como sr,2(α) = φ ∈ Fq para todo α ∈ Fqr , e a func¸a˜o trac¸o e´ linear e sobrejetora, enta˜o
existem qr−1 elementos λ ∈ Fqr tal que λ
qr−1 + · · ·+λq +λ = φ. Agora suponha que β ∈ Fqr
tal que βq
r−1
+ · · ·+βq+β = f(α). Assim, para todo γ ∈ Fqr tal que γ








+ · · ·+ T q + T − f(α) =
qr−1∏
i=1
(T − βi) ,
com βi 6= βj para i 6= j e βi ∈ Fqr para i = 1, . . . , q
r−1. Segue de [28, Corola´rio III.3.8(c)]
que para cada i = 1, . . . , qr−1 existe um u´nico lugar Pi ∈ PGH tal que Pi|Pα e y − βi ∈ Pi e
deg(Pi) = 1, logo x(Pi) = α e y(Pi) = βi. 
2.2 Semigrupo de Weierstrass no Ponto Q∞
Por semigrupo entendemos um subconjunto S dos inteiros na˜o negativos N0 tal que para
todo a, b ∈ S tem-se que a+ b ∈ S, e o conjunto N0 \ {S} e´ finito. Chamamos os elementos
de N0 \{S} de lacunas e os elementos de S de na˜o lacunas. Denotamos o nu´mero de lacunas
por g = g(S). No contexto de curvas alge´bricas o semigrupo de um ponto racional da curva e´
chamado semigrupo de Weierstrass e o nu´mero g representa o geˆnero da curva. Enumeramos
as lacunas de S pela sequ¨eˆncia ℓ1 < · · · < ℓg. Assim, ℓg e´ a maior lacuna de S. Dizemos
que o semigrupo S e´ sime´trico se ℓg = 2g − 1, isto vem do fato de satisfazer a propriedade
de simetria que o par (s, t) de inteiros na˜o negativos deve satisfazer, isto e´, s + t = ℓg.
Consequ¨eˆntemente tem-se que um desses nu´meros e´ uma lacuna e o outro e´ uma na˜o lacuna.
O objetivo nesta sec¸a˜o e´ determinar uma base para o espac¸o L(sQ∞) para todo s,
importante para estudar os co´digos pontuais com suporte no ponto Q∞. Este problema esta´
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fortemente ligado com a obtenc¸a˜o de um conjunto de geradores do semigrupo de Weierstrass
no ponto Q∞.
Observac¸a˜o 2.4. Ao contra´rio de Bulygin, que considerou a curva (2.1) somente no caso
em que q = 2 em [3], aqu´ı consideramos todas as famı´lias de curvas com q = pt, onde p
e´ primo. Ale´m disso, veja que para todo q e r tal que qr e´ fixo e q uma poteˆncia de p, o
nu´mero ma´ximo N de pontos da curva vai ser obtido quando q = p. Isto segue do fato que
N = 1 + q2r−1 = 1 +
(qr)2
q
, logo, quando q cresce, N decresce.
Uma da razo˜es pelas quais e´ interessante o estudo da curva (2.1) para q uma poteˆncia de


















e´ o menor poss´ıvel quando q = 2, e cresce quando q tambe´m cresce.
No lema a seguir, encontraremos a ordem de algumas func¸o˜es no ponto Q∞, essenciais
para determinar o conjunto de geradores do semigrupo de Weierstrass de Q∞. A construc¸a˜o
da func¸a˜o z := xq+1− yq + xq−1y, foi o que permitiu generalizar todos os resultados obtidos
por Bulygin em [3].
Lema 2.5. Sejam as func¸o˜es w := xq+1−yq, z := w+xq−1y. Definimos ord(f) := −υQ∞(f),
onde υQ∞ e´ a valorizac¸a˜o no ponto Q∞. Enta˜o:
• ord(x) = qr−1;
• ord(y) = qr−2 + qr−1;
• ord(z) = qr + 1;
• ord(w) = ord(xq−1y) = qr−2 + qr.
Demonstrac¸a˜o: Como notado anteriormente, x e y tem ordens qr−1 e qr−2+ qr−1, respec-
tivamente. Observe que ord(xq+1) = ord(yq). Portanto, pela propriedade de valorizac¸o˜es
ord(w) ≤ ord(xq+1) = ord(yq). Elevando a` poteˆncia q a equac¸a˜o (2.1) temos que
yq
r
+ · · ·+ yq
2

















+ · · ·+ yq
2




+ · · ·+ xq
r−2+qr−1)
= −y + (x1+q + x1+q
2





+ · · ·+
xq
r−2+qr−1)
vemos que os termos da forma xq
i+qj , i, j > 0 do primeiro pareˆntesis, se anulam com os
termos da forma xq
i+qj , 1 ≤ j < i ≤ r − 1 do segundo pareˆntese. Assim,
wq
r−1
= −y + x1+q + x1+q
2





2+qr − · · · − xq
r−2+qr .
As ordens dos termos na igualdade acima sa˜o duas a duas distintas, assim (qr−1)ord(w)
= (qr−2 + qr)ord(x), e´ o maior. Logo,
ord(w) = qr−2 + qr .
Observe tambe´m que
ord(xq−1y) = (q − 1)ord(x) + ord(y) = qr − qr−1 + qr−2 + qr−1 = qr−2 + qr = ord(w) .













+ · · ·+ xq
r−1+qr−2 − yq
r−2
− · · · − yq − y)
= −y + x1+q + x1+q
2





2+qr − · · · − xq
r−2+qr
+xq
r−qr−1+q+1 + · · ·+ xq
r−qr−1+qr−2+1 + xq














= −y + x1+q + · · ·+ x1+q
r−1
+ xq




r−qr−1+q2+q + · · ·+ xq








− · · · − xq
r−qr−1yq − xq
r−qr−1y .
E´ necessa´rio que as maiores ordens dos termos na igualdade acima sejam diferentes, pois se
algumas das ordens menores sa˜o repetidas, enta˜o e´ suficiente agrupar todas as func¸o˜es com





, pois estas sa˜o as func¸o˜es de maior poteˆncia. Logo,
ord(xq
r+1) = (qr + 1)qr−1 ,





) = (qr − qr−1)qr−1 + qr−2(qr−1 + qr−2) = qr−1(qr − qr−1 + qr−2 + qr−3) .








) = (qr + 1)qr−1, implicando que ord(z) = qr + 1. 
Podemos observar que ord(z) = qr + 1 na˜o e´ combinac¸a˜o linear de qr−1 e qr−2 + qr−1. A




qr−1, qr−2 + qr−1, qr + 1
〉
.
Para demonstrar este teorema lembramos o conceito de semigrupos telesco´picos dado em
[16].
Definic¸a˜o 2.7. [16, Definic¸a˜o 6.1] Seja a1, . . . , ak uma sequ¨eˆncia de inteiros positivos com
ma´ximo divisor comum (mdc) igual a 1. Defina
di = mdc(a1, . . . , ai) e Ai = {a1/di, . . . , ai/di}
para i = 1, . . . , k. Seja d0 := 0. Seja Si o semigrupo gerado por Ai. Se ai/di ∈ Si−1
para i = 2, . . . , k, enta˜o a sequ¨eˆncia (a1, . . . , ak) e´ chamada de telesco´pica. Um semigrupo e´
chamado telesco´pico se este e´ gerado por uma sequ¨eˆncia telesco´pica.
Proposic¸a˜o 2.8. [16, Lema 6.5] Seja Sk o semigrupo gerado pela sequ¨eˆncia telesco´pica
(a1, . . . , ak). Enta˜o
ℓg(Sk) = dk−1(ℓg(Sk−1)− 1) + (dk−1 − 1)ak
=
∑k
i=1(di−1/di − 1)ai ,
g(Sk) = dk−1g(Sk−1) + (dk−1 − 1)(ak − 1)/2
= (ℓg(Sk) + 1)/2 .
Assim, da fo´rmula do geˆnero para um semigrupo telesco´pico tem-se que semigrupos
telesco´picos sa˜o sime´tricos.
Demonstrac¸a˜o: (Teorema 2.6) Seja
S(r) =
〈
qr−1, qr−2 + qr−1, qr + 1
〉
, r ≥ 3
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o semigrupo gerado por a1 := q
r−1, a2 := q
r−2 + qr−1 e a3 := q
r + 1 para r ≥ 3. Temos que
mdc(a1, a2, a3) = 1. A seguir checamos a definic¸a˜o de semigrupo telesco´pico.
d1 = mdc(a1) = q
r−1, A1 = {1}, S1 = N;
d2 = mdc(a1, a2) = q
r−2, A2 = {q, q + 1}, S2 = 〈q, q + 1〉 ;
d3 = mdc(a1, a2, a3) = 1, A3 = {a1, a2, a3} S3 = S(r) .
Observamos que A2 = {q, q+1} ⊆ N = S1 e q
r+1 = q(qr−1−1)+(q+1) ·1 ∈ S2 = 〈q, q + 1〉.
Isto significa que S(r) e´ um semigrupo telesco´pico. Assim, aplicando a Proposic¸a˜o 2.8 a S(r),
obtemos
ℓg(S(r)) = (d0/d1 − 1)a1 + (d1/d2 − 1)a2 + (d2/d3 − 1)a3 + 1 ,
logo,
ℓg(S(r)) = −a1 + (q − 1)a2 + (q
r−2 − 1)a3 + 1 = q
2r−2 − qr−1 = qr−1(qr−1 − 1) .








Note que g(S(r)) = g(H(Q∞)) = #(N \ H(Q∞)), e como S(r) ⊆ H(Q∞) conclu´ımos que
S(r) = H(Q∞). 
A seguir uma importante consequ¨eˆncia deste teorema.





onde z = xq+1 − yq + xq−1y e
i · qr−1 + j · (qr−2 + qr−1) + k · (qr + 1) ≤ s, tal que i ≥ 0, 0 ≤ j < q, 0 ≤ k < qr−2 .
Demonstrac¸a˜o: Podemos ver que
dim(L(sQ∞)) = |H(Q∞) ∩ {0, 1, . . . , s}| ,
e que as func¸o˜es da forma xiyjzk como no enunciado sa˜o linearmente independentes, pois
elas tem diferentes ordens em Q∞. Para ver isto, e´ suficiente mostrar que os nu´meros da
forma
i · qr−1 + j · (qr−2 + qr−1) + k · (qr + 1) ,
sa˜o diferentes para cada i ≥ 0, 0 ≤ j < q e 0 ≤ k < qr−2. Suponhamos que existem inteiros
positivos i0, i1, j0, j1, k0, k1 tais que:
i0q
r−1 + j0(q
r−2 + qr−1) + k0(q
r + 1) = i1q
r−1 + j1(q
r−2 + qr−1) + k1(q
r + 1) .
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Enta˜o,
(i0 − i1)q
r−1 + (j0 − j1)(q
r−2 + qr−1) + (k0 − k1)(q
r + 1) = 0 .
Logo, qr−2 divide k0 − k1, e do fato que k0, k1 < q
r−2 obte´m-se que k0 = k1. Assim,
(i0 − i1)q + (j0 − j1)(q + 1) = 0.
Como consequ¨eˆncia q divide j0 − j1, e como j0, j1 < q enta˜o j0 = j1 e, portanto i0 = i1.
Por u´ltimo, mostraremos que um elemento qualquer
aqr−1 + b(qr−2 + qr−1) + c(qr + 1) ∈ H(Q∞) ,
com a ≥ 0, b ≥ 0 e c ≥ 0 se escreve da forma iqr−1+ j(qr−2+ qr−1)+k(qr+1) com 0 ≤ j < q
e o ≤ k < qr−2. Sabemos existem c1, c2 ∈ N0, com 0 ≤ c2 < q
r−2 tais que c = c1q
r−2 + c2 e
disso temos que
aqr−1 + b(qr−2 + qr−1) + c(qr + 1) = aqr−1 + b(qr−2 + qr−1) + (c1q
r−2 + c2)(q
r + 1)






r−1 + (b+ c1)(q
r−2 + qr−1) + c2(q
r + 1) .
Sejam agora d1, d2 ∈ N0, com 0 ≤ d2 < q, tais que b+ c1 = d1q + d2. Enta˜o temos que
(a+ c1q
r−1 − c1)q
r−1 + (b+ c1)(q




r−1 + (d1q + d2)(q







r−2 + qr−1) + c2(q
r + 1)
= (a+ c1q
r−1 − c1 + d1q + d1)q
r−1 + d2(q
r−2 + qr−1) + c2(q
r + 1).
Isto completa a demonstrac¸a˜o de que as ordens de po´lo em Q∞ das func¸o˜es dadas de
fato sa˜o todos os elementos de H(Q∞). 
2.3 Co´digos sobre Corpos Hermitianos Generalizados
Co´digos Hermitianos sa˜o uma classe importante de exemplos em teoria dos co´digos de
Goppa. Assim, pela semelhanc¸a do corpo de func¸o˜es GH com o corpo de func¸o˜es Hermi-
tianas definimos os co´digos GHs de forma ana´loga a` Definic¸a˜o 1.6.
Definic¸a˜o 2.10. Para s ∈ N, seja
GHs := CL(D, sQ∞) ,









e´ a soma de todos os lugares de grau 1, exceto Q∞, do corpo de func¸o˜es GH/Fqr (ver
Teorema 2.1). Chamamos estes co´digos GHs de co´digos Hermitianos generalizados.
co´digos GHs sa˜o co´digos de comprimento n = q
2r−1 sobre Fqr . Para t ≤ s temos que
GHt ⊆ GHs. Agora discutimos um caso trivial. Se s > q
2r−1+2g−2 = q2r−1+q2r−2−qr−1−2,
enta˜o pelo Teorema de Riemann-Roch e do Teorema 1.2 segue que
dim(GHs) = dim(L(sQ∞))− dim(L(sQ∞ −D))
= (s+ 1− g)− (s+ 1− g − q2r−1)
= q2r−1 = n .
Assim, co´digos GHs sa˜o interessantes para
0 < s ≤ q2r−1 + q2r−2 − qr−1 − 2 .
A proposic¸a˜o a seguir sera´ de grande ajuda na hora de calcular a dimensa˜o e as distaˆncias
mı´nimas do co´digo.
Proposic¸a˜o 2.11. [3, Corola´rio 4.5] O co´digo dual de GHs e´
GH⊥s = GHq2r−1+2g−2−s = GHq2r−1+qr−1(qr−1−1)−2−s .
Assim, GHs e´ auto-ortogonal se 2s ≤ q
2r−1+ qr−1(qr−1− 1)− 2, e GHs e´ auto-dual (este
caso so´ pode ocorrer se q e´ uma poteˆncia de 2) se, e somente se, s = (q2r−1 + qr−1(qr−1 −
1)− 2)/2.
A seguir determinaremos os paraˆmetros para GHs. Considere o conjunto
I(s) := H(sQ∞) ∩ {0, 1, . . . , s} .
Tem-se para s ≥ 2g − 1 = qr−1(qr−1 − 1)− 1 que




Da sec¸a˜o anterior segue
I(s) = {ℓ ≤ s : ℓ = i · qr−1 + j · (qr−2 + qr−1) + k · (qr + 1); i ≥ 0, 0 ≤ j < q, 0 ≤ k < qr−2} .
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Proposic¸a˜o 2.12. Suponhamos que 0 ≤ s ≤ q2r−1 + q2r−2 − qr−1 − 2. Enta˜o
1. A dimensa˜o de GHs e´ dada por
dim(GHs) =
{
|I(s)|, para 0 ≤ s < q2r−1 ,
q2r−1 − |I(t)|, q2r−1 ≤ s ≤ q2r−1 + q2r−2 − qr−1 − 2 ,
onde t := q2r−1 + q2r−2 − qr−1 − 2− s. Para q2r−2 − qr−1 − 2 < s < q2r−1, tem-se que




2. A distaˆncia mı´nima d de GHs, satisfaz
d ≥ q2r−1 − s .
Demonstrac¸a˜o: 1) Para 0 ≤ s < q2r−1, segue do Corola´rio 1.3 que
dim(GHs) = dim(L(sQ∞)) = |I(s)| ,
e que




se q2r−2 − qr−1 − 2 < s < q2r−1.
Se q2r−1 ≤ s ≤ q2r−1 + q2r−2 − qr−1 − 2 e t = q2r−1 + q2r−2 − qr−1 − 2 − s tem-se que
0 ≤ t ≤ q2r−2 − qr−1 − 2 < q2r−1, logo da proposic¸a˜o (2.11) obtemos que
dim(GHs) = q
2r−1 − dim(GH⊥s )
= q2r−1 − dim(GHt)
= q2r−1 − |I(t)| .
2) A desigualdade segue do Teorema 1.2. 
No quadro da proposic¸a˜o a seguir apresentamos a distaˆncia mı´nima exata para uma
ampla quantidade de valores de s ∈ H(Q∞).
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Proposic¸a˜o 2.13.
s ∈ H(Q∞) = 〈q
r−1, qr−2 + qr−1, qr + 1〉 Distaˆncia Mı´nima
1) 0 ≤ s = iqr−1 < q2r−1 q2r−1 − s
r = 3, q = pt, p 6= 2
H(Q∞) = 〈q
2, q + q2, q3 + 1〉
2) 0 ≤ s < q5 − q4 − q3 q5 − s
s = iq2 + j(q + q2)
3) q5 − q4 − q3 < s < q5 − q2;
s = q5 − q4 − q3 + aq2 + bq, q5 − s
0 ≤ a ≤ q2 − 1 + b, 1 ≤ b ≤ q − 1
4) q5 − q4 − q3 < s < q5 − q2;
s = q5 − q4 − q3 + aq2 + bq, q5 − s+ bq
q2 + b ≤ a ≤ q2 + q − 2, 1 ≤ b ≤ q − 1
5) q2r−1 − qr−1 ≤ s ≤ q2r−1 qr−1
Demonstrac¸a˜o:
1. Seja s = iqr−1. Observe que para α ∈ Fqr o divisor de x−α tem exatamente q
r−1 zeros
distintos Pα,βt de grau 1 em PGH . Isto vem do fato que a aplicac¸a˜o trac¸o de Fqr em Fq





tem exatamente iqr−1 zeros distintos no suporte de D, o que implica que o peso da
palavra α(h) ∈ GHs e´ q
2r−1 − s.
2. Para 0 ≤ s < q5 − q4 − q3, com s = iq2 + j(q + q2) tem-se que i < q3 − q2 − q,
e fixe γ ∈ Fq \ {0}. Escolha γ 6∈ Σ3, onde Σ3 e´ um subconjunto de Fq tal que o




− γ tem ra´ızes mu´ltiplas em F¯q. Enta˜o de [9,
Observac¸a˜o 3.8] tem-se que #(Σ3) = (q+1)/2, e que no caso em que γ 6∈ Σ3 segue que
o polinoˆmio H(x) tem q2+ q ra´ızes simples em Fq3 . Portanto, obte´m-se que o conjunto





6= γ} tem |A| = q3 − q2 − q ≥ i elementos.
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Por construc¸a˜o obte´m-se que z1 tem iq
2 zeros distintos no suporte de D. Agora,




ν + βν = γ e para





onde rν = y − βν . Logo z2 tem j(q + q
2) zeros distintos no suporte de D, e todos










µ , para todo
ν = 1, . . . , j e µ = 1, . . . , i. Assim,
z := z1z2 ∈ L(sQ∞),
tem s zeros distintos Pα,β  D, portanto a palavra do co´digo α(z) ∈ GHs tem peso
q5 − s.
3. Seja q5 − q4 − q3 < s < q5 − q2, com s = q5 − q4 − q3 + aq2 + bq, 0 ≤ a ≤ q2 − 1 + b e
1 ≤ b ≤ q − 1. Para demonstrar esta parte, necessitamos do seguinte lema.
Lema 2.14. Suponha 0 ≤ s ≤ n = q5 e seja δ = n − s. Enta˜o, existe uma func¸a˜o
f ∈ L(sQ∞) com exatamente s zeros distintos no suporte de D se, e somente se, existe
h ∈ L(δQ∞) com exatamente δ zeros distintos no suporte de D.
Demonstrac¸a˜o: Seja u = xq
3
− x. Note que (u) = D − q5Q∞ e considere a func¸a˜o
u/f ou u/h para f e h satisfazendo a condic¸a˜o do lema. 
Note que δ = n−s = q5−s = (q2−1−a+b)q2+(q−b)(q+q2), tal que q2−1−a+b ≥ 0
e 0 < q − b ≤ q − 1, portanto δ ∈ H(Q∞). Como δ < q
5 − q4 − q3 para q ≥ 3, segue
do item (b) que existe uma func¸a˜o f ∈ L(δQ∞) com exatamente δ zeros distintos no
suporte de D. Assim, do Lema 2.14 existe uma func¸a˜o g ∈ L(sQ∞) com exatamente s
zeros distintos no suporte de D. Enta˜o conclu´ımos que a palavra do co´digo α(g) ∈ GHs
tem peso q5 − s.
4. Seja q5− q4− q3 < s < q5− q2 com s = q5− q4− q3+ aq2+ bq, q2+ b ≤ a ≤ q2+ q− 2
e 1 ≤ b ≤ q − 2. Do Lema 2.15 segue que δ = n− s + v, 0 ≤ v < bq e´ uma lacuna do
semigrupo de Weierstrass H(Q∞), pois δ = (q
2 + q − a − 1)q2 + (q − b)q + v tal que
q2+q−a−1 < q−b e q2−bq+v < q2. Logo, do item 1 obte´m-se que d(GHs) = n−s+bq.
5) Do item 1) tem-se que d(GHq2r−1−qr−1) = q
r−1. Por outro lado, note que a abundaˆn-
cia do co´digo GHq2r−1 e´ a = ℓ(q
2r−1Q∞−D) = 1 e portanto da Proposic¸a˜o 1.40 tem-se
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que d(GHs) ≥ q
2r−1. Ale´m disso, d(GHs1) ≥ d(GHs2) para s1 ≤ s2, enta˜o segue-se que
d(GHs) = q
r−1 para s no intervalo q2r−1 − qr−1 ≤ s ≤ q2r−1. 
Agora restringimos nossa atenc¸a˜o para q2r−1 ≤ s ≤ q2r−1 + q2r−2 − qr−1 − 2. Para
simplificar a notac¸a˜o definimos s⊥ = q2r−1 + q2r−2 − qr−1 − 2 − s. Assim, GH⊥s = GHs⊥ e
0 ≤ s⊥ ≤ 2g − 2 = q2r−2 − qr−1 − 2.
Lema 2.15. Seja m ∈ Z, com m ≥ 0. Enta˜o, s tem representac¸a˜o u´nica da forma
m = aqr−1 + bqr−2 + c, (2.2)
onde a ≥ 0, 0 ≤ b < q, e 0 ≤ c < qr−2. Ale´m disso, s ∈ H(Q∞) se, e somente se,
a ≥ b+ cq.




r−2+c2 para a1, a2 ≥ 0,
0 ≤ b1, b2 < q e 0 ≤ c1, c2 < q
r−2. Logo, (a1 − a2)q
r−1 + (b1 − b2)q
r−2 + (c1 − c2) = 0.
Portanto tem-se que qr−2|(c1 − c2) e como 0 ≤ c1, c2 < q
r−2 enta˜o segue que c1 = c2.
Assim, (a1 − a2)q + (b1 − b2) = 0. Analogamente obtemos que b1 = b2 e por consequ¨eˆncia
a1 = a2, portanto temos a unicidade. Agora, seja m da forma (2.2). Se a ≥ b + cq, enta˜o
u = xa−b−cqybzc ∈ L(sQ∞) e
ord(u) = (a− b− cq)qr−1 + b(qr−2 + qr−1) + c(qr + 1) = m,
o que mostra que m ∈ H(Q∞). Para mostrar o outro lado, suponha que a < b + cq e que
m ∈ H(Q∞). Podemos escrever m = iq
r−1+ j(qr−2+ qr−1) + k(qr +1) com i ≥ 0, 0 ≤ j < q
e 0 ≤ k < qr−2. Enta˜o j = b, k = c e a = i + b + cq, o que contradiz a suposic¸a˜o, que
a < b+ cq pois i ≥ 0. 
Desta demonstrac¸a˜o temos que o conjunto de lacunas do ponto Q∞ e´ dado por
{aqr−1 + bqr−2 + c : 0 ≤ a < b+ cq ≤ qr−1 − 1, 0 ≤ b < q, 0 ≤ c < qr−2} .
Do Lema 2.15, podemos escrever s⊥ na forma (2.2) com 0 ≤ b+ cq ≤ a ≤ qr−1 − 2, pois
0 ≤ s⊥ ≤ 2g − 2 = q2r−2 − qr−1 − 2. Provamos o resultado a seguir de forma similar a [17,
Teorema 5].
Proposic¸a˜o 2.16. Se s⊥ = aqr−1 + bqr−2 + c ∈ H(Q∞) onde 0 ≤ b + cq ≤ a = b
′ + c′q ≤




a+ 2, se a = b+ cq ;
a+ 2, se a > b+ cq e b′ < b ;
a+ 1, se a > b+ cq e b′ ≥ b .
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Demonstrac¸a˜o: Seja H uma matriz geradora para o co´digo GHs⊥ , isto e´, uma matriz
teste de paridade para GHs, obtida de uma base de L(s
⊥Q∞). Observe que cada linha de H
corresponde a uma func¸a˜o da base. O objetivo e´ encontrar colunas linearmente dependentes
de H sobre Fqr . Seja o conjunto {Pi : Pi = (0, βi), i = 1, . . . , q
r−1} ⊆ Sup(D), com βi 6= βj
para i 6= j e a+ 2 ≤ qr−1.
i) Se a = b + cq. Uma base para L(s⊥Q∞) = L((b(q
r−2 + qr−1) + c(qr + 1))Q∞) e´
{1, x, y, x2, xy, y2, . . . , xq−1, xq−2y, . . . , yq−1, xq, z, xq−1y, . . . , xyq−1, xq+1, xz, xqy, yz,
xq−1y2, . . . , xa, . . . , xa−byb, xa−b−qybz, . . . , xa+q−b−cqybzc−1, ybzc}. Lembrando que a fun-
c¸a˜o z = xq+1 −yq+xq−1y, observe que z(Pi) = −(βi)
q. Considere uma submatrizH1 de
H com colunas correspondentes a P1, P2, . . . , Pa+2 e usando propriedades de matrizes




1 1 1 · · · 1

















































0 0 0 0 0


Assim, o posto(H1) = a+ 1 e como H1 tem a+ 2 colunas, enta˜o segue que as colunas
de H1 sa˜o linearmente dependentes. Portanto, d(GHs) ≤ a+ 2.
ii) Se a > b+cq. Seja a = b′+c′q, enta˜o temos dois casos: (1) Se b′ < b. Assim tem-se que
b′q+ c′ < bq+ c, de fato, b′ ≤ b−1⇒ b′q ≤ bq−q ⇒ b′q+ c′ ≤ bq−q+ c′ < bq ≤ bq+ c,




∈ L(s⊥Q∞), pois b
′(qr−2 + qr−1) + c′(qr + 1) = aqr−1 +





b′(qr−2+ qr−1) + c′(qr +1) = aqr−1+ b′qr−2+ c′ > s⊥. Logo, para o caso (1) temos que
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H1 acima, obtemos uma matriz H2 com posto(H2) = a, desse modo, quaisquer a + 1
colunas de H2 sa˜o linearmente dependentes sobre Fqr . Portanto, d(GHs) ≤ a+ 1. 
Este teorema da´ uma cota superior para d(GHs) no intervalo em que q
2r−1 ≤ s ≤
q2r−1 + q2r−2 − qr−1 − 2. A seguir, encontraremos uma cota inferior para obter a distaˆncia
mı´nima exata. A prova do seguinte lema segue a mesma ide´ia de [17, Lema 3]. A seguir
introduzimos uma notac¸a˜o e um lema a ser usado na demonstrac¸a˜o.
Primeiro, para o caso em que s⊥ = aqr−1 + bqr−2 + c com a = b + cq, logo s⊥ =
b(qr−2 + qr−1) + c(qr + 1). Considere A uma submatriz de H obtida por escolha de a + 1
colunas distintas de H arbitrariamente. Cada coluna de H corresponde a um lugar Pα,β de
grau 1, podemos reordenar as colunas de A de acordo com α. Isto e´,
Pα1,β1,1 , Pα1,β1,2 , · · · Pα1,β1,b1





Pαl,βl,1 , Pαl,βl,2 , · · · Pαl,βl,bl
(2.3)
onde os αi sa˜o distintos dois a dois e b1 + b2 + · · · + bl = a + 1 com b1 ≥ b2 ≥ · · · ≥ bl ≥ 1.
Veja que se cumpre
xi−1ykizti ∈ L(s⊥Q∞), 0 ≤ ti + kiq ≤ bi − 1, 0 ≤ ki < q; 1 ≤ i ≤ l . (2.4)
Aplicando a func¸a˜o ordem tem-se que ord(xi−1ykizti) = (i−1)qr−1+ ti(q
r−2+qr−1)+ki(q
r+
1) = (i− 1 + ti + kiq)q
r−1 + tiq
r−2 + ki ≤ (bi + i− 2)q
r−1 + tiq
r−2 + ki. Por outro lado, pela
escolha dos bi’s, tem-se que bi+ i− 2 ≤ a− 1−
(i− 3)i
2
, o que implica a equac¸a˜o (2.4) para
cada i = 1, . . . , l. Reescrevemos esses elementos da base da seguinte forma.
1, y, y2, · · · yq−1, z, · · · yr1zs1 , r1 + s1q = b1 − 1
x, xy, xy2, · · · xyq−1, xz, · · · xyr2zs2 , r2 + s2q = b2 − 1










xl−1, xl−1y, xl−1y2, · · · xl−1yq−1, xℓ−1z, · · · xl−1yrlzsl , rl + slq = bl − 1
(2.5)
Enta˜o podemos escolher uma submatriz B de A de tamanho (a + 1) × (a + 1) como
segue: i) Cada linha corresponde a uma func¸a˜o em (2.5) na ordem dada; ii) Cada coluna
corresponde a um lugar de grau 1 de (2.3) na ordem dada; iii) Cada entrada de B e´ obtida
por avaliac¸a˜o. Isto e´,
B = [Bij] i, j = 1, . . . , l
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q−1
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1 1 1 · · · 1






































Usando o me´todo de eliminac¸a˜o de Gauss e por induc¸a˜o obtemos o seguinte lema.





























(αj − αi), j = 2, 3, . . . , l .
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Lema 2.18. Seja s⊥ = aqr−1+bqr−2+c, onde a = b+cq, 0 ≤ a ≤ qr−1−2. Enta˜o, quaisquer
a+ 1 colunas de H sa˜o linearmente independentes sobre Fqr .
Demonstrac¸a˜o: Considere quaisquer a+1 colunas distintas de H e, reordene essas colunas
de acordo com α para os pontos Pα,β. Enta˜o podemos construir matrizes A e B como acima.
Visto que os αi sa˜o distintos dois a dois para i = 1, 2, . . . , l, temos que τj 6= 0 para todo
j = 2, 3, . . . , l. Como os βi,j sa˜o distintos dois a dois para j = 1, 2, . . . , bi e para um i qualquer
tem-se que det(Di,i) = det(D¯i,i) 6= 0. Assim, det(B) 6= 0 pelo Lema (2.17). Isto significa que
a+ 1 = posto(B) ≤ posto(A) ≤ a+ 1, logo posto(A) = a+ 1. Portanto, as colunas de A sa˜o
linearmente independentes sobre Fqr . 
Proposic¸a˜o 2.19. Seja s⊥ = aqr−1 + bqr−2 + c ∈ H(Q∞) onde 0 ≤ b + cq ≤ a = b
′ + c′q ≤




a+ 2 a = b+ cq ;
a+ 2 a > b+ cq e b′ < b ;
a+ 1 a > b+ cq e b′ ≥ b .
Demonstrac¸a˜o: Se a = b + cq enta˜o da Proposic¸a˜o (2.16) e do Lema (2.18) segue a
afirmac¸a˜o. Suponha que a = b′ + c′q > b + cq ≥ 0 e b′ < b. Seja s′ = n + 2g − 2 −
b′(qr−2 + qr−1) − c′(qr + 1) = q2r−1 + q2r−2 − qr−1 − 2 − b′(qr−2 + qr−1) − c′(qr + 1). Enta˜o
s′⊥ = b′(qr−2 + qr−1) + c′(qr + 1) e assim s′⊥ < s⊥, logo s < s′ e, portanto,
d(GHs) ≥ d(GHs′) = a+ 2.
Da Proposic¸a˜o 2.16 temos que d(GHs) ≤ a+2. Agora suponha que a = b
′+c′q > b+cq ≥ 0 e
b′ ≥ b. Seja s¯ = n+2g−2− b¯(qr−2+qr−1)− c¯(qr+1) = q2r−1+q2r−2− b¯(qr−2+qr−1)− c¯(qr+1)
tal que b¯ + c¯q = a − 1. Enta˜o s¯⊥ = b¯(q + q2) + c¯(q3 + 1) e assim s¯⊥ < s⊥, logo s < s¯ e,
portanto,
d(GHs) ≥ d(GHs¯) = (a− 1) + 2 = a+ 1.
Da Proposic¸a˜o 2.16 temos que d(GHs) ≤ a+ 1. 
Exemplo 2.20. Para q = 2 e r = 3, temos que o geˆnero da curva definida por XF8 :
y4+y2+y = x3+x5+x6 e´ g = 6, e o nu´mero de pontos racionais e´ N = 33. Seja α uma raiz
do polinoˆmio irredut´ıvel F (x) = x3 + x + 1 ∈ F2[x]. Enta˜o F8 = {0, α, α
2, α3 = α + 1, α4 =
α2 + α, α5 = α2 + α+ 1, α6 = α2 + 1, α7 = 1} e assim,
X (F8) = {P1 = (0, 0), P2 = (0, α), P3 = (0, α
2), P4 = (0, α
4), P5 = (1, 1), P6 = (1, α
3),
P7 = (1, α
5), P8 = (1, α
6), P9 = (α, 1), P10 = (α, α
3), P11 = (α, α
5), P12 = (α, α
6), P13 =
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(α2, 1), P14 = (α
2, α3), P15 = (α
2, α5), P16 = (α
2, α6), P17 = (α
4, 1), P18 = (α
4, α3), P19 =
(α4, α5), P20 = (α
4, α6), P21 = (α
3, 0), P22 = (α
3, α), P23 = (α
3, α2), P24 = (α
3, α4), P25 =
(α5, 0), P26 = (α
5, α), P27 = (α
5, α2), P28 = (α
5, α4), P29 = (α
6, 0), P30 = (α
6, α), P31 =
(α6, α2), P32 = (α
6, α4), Q∞ = (0 : 1 : 0)}.
Ale´m disso, deg(D) = 32 e H(Q∞) = {0, 4, 6, 8, 9, 10, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21,
22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, . . .}.
Calculamos o divisor de algumas func¸o˜es que usaremos para calcular distaˆncias mı´nimas
exatas. Enta˜o,
(y) = 3P1 + P21 + P25 + P29 − 6Q∞ ,
(x) = P1 + P2 + P3 + P4 − 4Q∞ ,
(x− 1) = P5 + P6 + P7 + P8 − 4Q∞ ,
(x+ y + 1) = P10 + P16 + P19 + P22 + P28 + P31 − 6Q∞ ,
(z + y + 1) = P9 + P13 + P17 + P23 + P24 + P26 + P27 + P30 + P32 − 9Q∞ .
Os paraˆmetros dos co´digos GHs deste exemplo sa˜o listados na tabela (2.1).
Tabela 2.1: Paraˆmetros para o co´digo GHs = CL(D, sQ∞)
s [n,k,d]
4 [32, 2, 28]
6 [32, 3, 26]
8 [32, 4, 24]
9 [32, 5, 23]
10 [32, 6, 22]
12 [32, 7, 20]
13 [32, 8, 19]
14 [32, 9, 18]
15 [32, 10, 17]
16 [32, 11, 16]
17 [32, 12, 15]
18 [32, 13, 14]
s [n,k,d]
19 [32, 14, 13]
20 [32, 15, 12]
21 [32, 16, 12]
22 [32, 17, 10]
23 [32, 18, 9]
24 [32, 19, 8]
25 [32, 20, 8]
26 [32, 21, 6]
27 [32, 22, 6]
28 [32, 23, 4]
29 [32, 24, 4]
30 [32, 25, 4]
s [n,k,d]
31 [32, 26, 4]
32 [32, 26, 4]
33 [32, 27, 4]
34 [32, 28, 3]
35 [32, 29, 3]
36 [32, 29, 3]
37 [32, 30, 2]
38 [32, 30, 2]
39 [32, 31, 2]
40 [32, 31, 2]
41 [32, 31, 2]
42 [32, 31, 2]
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Observac¸a˜o 2.21. Na tabela (2.1), . Em [12], pode-se encontrar as melhores cotas conheci-
das para as distaˆncias mı´nimas dos co´digos lineares definidos sobre F8.
Agora especificamos a matriz geradora do co´digo GHs sobre Fqr . Fixando uma ordem
para o conjunto
T := {(α, β) ∈ Fqr × Fqr | β
qr−1 + · · ·+ βq + β = α1+q + α1+q
2
+ · · ·+ αq
r−2+qr−1} .
Para ℓ = i · qr−1 + j · (qr−2 + qr−1) + k · (qr + 1), i ≥ 0, 0 ≤ j < q, 0 ≤ k < qr−2 definimos o
vetor
uℓ := (α
iβj(αq+1 − βq + αq−1β)k)(α,β)∈T ∈ (Fqr)
q2r−1 .
Da Proposic¸a˜o 2.9 e do Corola´rio 1.3 tem-se a seguinte proposic¸a˜o.
Proposic¸a˜o 2.22. Suponhamos que 0 ≤ s < q2r−1 e seja m := |I(s)|. Enta˜o a matriz
m× q2r−1
GHMs := (uℓ)ℓ∈I(s) ,
e´ uma matriz geradora do co´digo GHs.
Em [16], Kirfel e Pellikaan estimaram a distaˆncia mı´nima de Feng-Rao δFR, ver subsec¸a˜o
1.2.1, para o caso em que o semigrupo de Weierstrass e´ telesco´pico. A seguir enunciamos
dois resultados de [16] que aplicamos para fazer estimativas da distaˆncia mı´nima exata.
Teorema 2.23. [16, Teorema 6.10] Seja o semigrupo de Weierstrass H(Q∞) = (ρi)i∈N,
gerado por uma sequ¨eˆncia telesco´pica (a1, . . . , ak). Suponha que ak = max(Ak) e dk−1 =
mdc(a1, . . . , ak−1) > 1. Para co´digos C(r) = CΩ(D, ρrQ∞) tem-se que
δFR(r) = min{ρt : ρt ≥ r + 1− g} ,
se 3g − 2− (dk−1 − 1)ak < r ≤ 3g − 2 e g ≤ r.
Teorema 2.24. [16, Teorema 6.11] Seja o semigrupo de Weierstrass H(Q∞) gerado pela
sequ¨eˆncia telesco´pica (a1, . . . , ak). Suponha que ak = max(Ak). Se
(j − 1)ak < ρr+1 ≤ jak ≤ (dk−1 − 1)ak ,
enta˜o
δFR(r) = j + 1 .
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Uma aplicac¸a˜o direta, destes resultados para o caso em considerac¸a˜o, obte´m-se o seguinte
resultado.
Proposic¸a˜o 2.25. Seja GH⊥ρs = CΩ(D, ρsQ∞). Enta˜o
δFR(s) = min{ρt| ρt ≥ s+ 1− g} ,
se 3g − 2− (qr−2 − 1)(qr + 1) < s ≤ 3g − 2 e g ≤ s, onde g = qr−1(qr−1 − 1)/2 e r ≥ 3.
Demonstrac¸a˜o: Ver na demonstrac¸a˜o do Teorema 2.6 que k = 3, dk−1 = d2 = q
r−2 > 1 e
a3 = q
r + 1. 
Proposic¸a˜o 2.26. Com a notac¸a˜o como acima, se
(j − 1)(qr + 1) < ρs+1 ≤ j(q
r + 1) ≤ (qr−2 − 1)(qr + 1) ,
enta˜o
δFR(s) = j + 1 .
Exemplo 2.27. [3, Exemplo 3.9] Para q = 2 e r = 3, temos que g = 6 e n = 32. Da
Proposic¸a˜o 2.25 temos que δFR(s) = min{ρt : ρt ≥ s− 5}, se 7 < s ≤ 16, H(Q∞) = 〈4, 6, 9〉
e ds = s − 5. Na tabela a seguir esta˜o listadas a distaˆncia de Feng-Rao e a distaˆncia de











Exemplo 2.28. Consideremos tambe´m o caso r = 3 e q = 3. Enta˜o g = 36, N = 244 e
portanto n = 243 = deg(D). Aplicando a Proposic¸a˜o 2.25 tem-se que δFR(s) = min{ρt| ρt ≥
s− 35}, se 50 < s ≤ 106.
H(Q∞) = {0, 9, 12, 18, 21, 24, 27, 28, 30, 33, 36, 37, 39, 40, 42, 45, 46, 48, 49, 51, 52,
54, 55, 56, 57, 58, 60, 61, 63, 64, 65, 66, 67, 68, 69, 70, 72, 73, 74, 75, . . .}
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A dimensa˜o do co´digo C(s) = GH⊥ρs = CΩ(D, ρsQ∞) e´ k = n+ g− 1− ρs. Apresentamos na
Tabela 2.2 alguns valores de s para os quais vemos que δFR(s) > ds, onde ds e´ a distaˆncia
mı´nima designada para o co´digo de Goppa CΩ(D, ρsQ∞).






















































99− 105 64− 70 64− 70
106 72 71
Exemplo 2.29. Para q = 4, temos que g = 120 e n = 1024. Enta˜o H(Q∞) = 〈16, 20, 65〉
e da Proposic¸a˜o 2.25 temos que δFR(s) = min{ρt : ρt ≥ s − 119} se 163 < s ≤ 358. Para
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paraˆmetros [1024, 860,≥ 48].
Para terminar esta sec¸a˜o, aplicamos as Proposic¸o˜es 2.13, 2.19 e o ca´lculo da distaˆncia
mı´nima de Feng-Rao para calcular as distaˆncias mı´nimas exatas dos co´digos constru´ıdos no
Exemplo 2.28. Apresentamos os ca´lculos na Tabela 2.3.
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2.4 Automorfismos de Co´digos Hermitianos
Generalizados
Agora, estudamos Automorfismos de co´digos Hermitianos generalizados. Seja ǫ ∈ Fq\{0},
δ ∈ Fqr e µ
qr−1 + · · ·+µq+µ = δ1+q+ δ1+q
2
+ · · ·+ δq
r−2+qr−1 . Enta˜o para µ ∈ Fqr , definimos
um automorfismo σ ∈ Aut(GH/Fqr) da seguinte forma
1:
σ(x) := ǫx+ δ e σ(y) := ǫ2y + (δq + δq
2
+ · · ·+ δq
r−1
)ǫx+ µ .
O conjunto de todos os automorfismos definidos como acima forma um grupo Σ ⊆
Aut(GH/Fqr) de ordem q
2r−1(q − 1). Isto vem do fato que ǫ 6= 0 e δ sa˜o arbitra´rios, e
para cada δ existem qr−1 poss´ıveis valores de µ. Claramente σ(Q∞) = Q∞ para todo σ ∈ Σ,
e σ permuta os lugares Pα,β de GH, pois sa˜o os u´nicos lugares em GH de grau 1 diferentes
de Q∞. Assim, mostramos a seguinte proposic¸a˜o.
Proposic¸a˜o 2.30. O grupo de Automorfismos Aut(GHs) conte´m o subgrupo Σ de ordem
q2r−1(q − 1).
Para δ, µ ∈ Fqr tal que µ
qr−1 + · · ·+ µq + µ = δ1+q + δ1+q
2
+ · · ·+ δq
r−2+qr−1 obte´m-se um
automorfismo τ definido por:
τ(x) = x+ δ, τ(y) = y + (δq + · · ·+ δq
r−1
)x+ µ ,
Esses automorfismos constituem um subgrupo Γ de ordem q2r−1 no grupo Aut(GHs).
Proposic¸a˜o 2.31. Seja s ≥ 0. Enta˜o
1.
Aut(GHs) ∼= Sq2r−1 ,
se 0 ≤ s ≤ qr−1 − 1 ou s > q2r−1 + q2r−2 − qr−1− 2, onde Sq2r−1 e´ o grupo sime´trico de
comprimento q2r−1.
2.




1A exiteˆncia do automorfismo σ, veˆm do fato que (σ(x), σ(y)) satisfaz a equac¸a˜o (2.1), o que e´ uma
consequ¨eˆncia da sua construc¸a˜o.
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se qr−1 ≤ s < qr−2+qr−1 ou q2r−1+q2r−2−2qr−1−qr−2−2 ≤ s ≤ q2r−1+q2r−2−2qr−1−2,




copias do grupo sime´trico Sqr−1 .
Demonstrac¸a˜o: i) Para 0 ≤ s ≤ qr−1 − 1 temos que GHs e´ gerado por
(1, . . . , 1) ∈ (Fqr)
q2r−1 .
Se s ≥ q2r−1+ q2r−2− qr−1− 2, enta˜o GHs = (Fqr)
q2r−1 , portanto a proposic¸a˜o segue do fato
que
Aut(GHq2r−1+q2r−2−qr−1−2−s) = Aut(GHs) .
ii) Se s = qr−1 enta˜o GHs e´ gerado pelos vetores
(1, . . . , 1) e (x1, . . . , x1, x2, . . . , x2, . . . , xqr , . . . , xqr) ,
portanto segue-se o resultado. 
2.5 Pesos Generalizados de Hamming sobre Co´digos
GHs
A motivac¸a˜o principal para o estudo de pesos generalizados de Hamming e o peso
hiera´rquico de um co´digo e´ sua aplicac¸a˜o em criptografia, ver [31]. Nesta sec¸a˜o consid-
eramos r = 3 e usando a mesma notac¸a˜o que na sec¸a˜o anterior temos que os co´digos










Definic¸a˜o 2.32. Dizemos que um inteiro s ≤ n = q5 satisfaz a propriedade fraca estrela, se
s = i · q2 + j · (q + q2) com i ≥ 0, 0 ≤ j ≤ q − 1, e i ≤ q3 − q − 1 ou j = 0.
Proposic¸a˜o 2.33. Se um inteiro s tem a propriedade fraca estrela, enta˜o existe um divisor
D′, 0  D′  D tal que D′ ∼ sQ∞.
Demonstrac¸a˜o: Para caracter´ıstica diferente de p = 2 a demonstrac¸a˜o segue da Proposi-
c¸a˜o 2.13. Para o caso particular q = 2 segue do Exemplo 2.20. 
O pro´ximo corola´rio e´ uma consequ¨eˆncia da Proposic¸a˜o 2.33.
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Corola´rio 2.34. Se s = iq2+j(q+q2) ∈ H(Q∞), e s ≤ q
5−q3 enta˜o s satisfaz a propriedade
fraca estrela.
Seja H(Q∞) = (ρi)i∈N o semigrupo de Weierstrass no ponto Q∞. A seguir enunciamos
alguns resultados importantes para obter informac¸a˜o sobre os pesos de Hamming generali-
zados nos co´digos GHs.
Proposic¸a˜o 2.35. Seja GHs = CL(D, sQ∞) o co´digo de dimensa˜o k e abundaˆncia a ≥ 0.
Para 1 ≤ r ≤ k, se s− ρr+a ou n− s+ ρr+a tem a propriedade fraca estrela, enta˜o
dr(GHs) ≤ n− s+ ρr+a .
Demonstrac¸a˜o: Se s − ρr+a e´ um nu´mero com a propriedade fraca estrela, enta˜o da
Proposic¸a˜o 2.33 existe um divisor 0  D′′  D tal que (s− ρr+a)Q∞ ∼ D
′′, assim ℓ(sQ∞ −
D′′) = ℓ(ρr+aQ∞) = r + a e do Corola´rio 1.38 segue a desigualdade. Da mesma maneira, se
n−s+ρr+a satisfaz a propriedade fraca estrela, enta˜o existe um divisor D¯ ∼ (n−s+ρr+a)Q∞,
0  D¯  D. Como D ∼ nQ∞ obte´m-se que D
′′ = D− D¯ ∼ (s− ρr+a)Q∞ com 0  D
′′  D,
e de forma semelhante obtemos o resultado. 
Proposic¸a˜o 2.36. Seja GHs = CL(D, sQ∞) um co´digo de abundaˆncia a > 0. Enta˜o para
todo r tal que 1 ≤ r ≤ g − a e ρr+1 = iq
2 + j(q + q2) temos que
dr(GHs) ≤ ρr+1 .
Demonstrac¸a˜o: Como r ≤ g − a tem-se que ρr+1 < q
4 − q2 < q5 − q3. Assim, segue-se
que ρr+1 satisfaz a propriedade fraca estrela, e da Proposic¸a˜o 2.33 existe um divisor efetivo
D′  D tal que D′ ∼ ρr+1Q∞. Logo, ℓ(D
′) = r + 1 e da Proposic¸a˜o 1.39 obte´m-se que
dr(GHs) ≤ deg(D
′) = ρr+1. 
A seguir enunciamos, para alguns valores de s, um resultado sobre o segundo peso gene-
ralizados de Hamming para os co´digos GHs.
Proposic¸a˜o 2.37. Seja s = iq2 + j(q + q2) tal que i ≥ 1, 0 ≤ j < q e q2 ≤ s < q5. Enta˜o
d2(GHs) = q
5 + q2 − s .
Demonstrac¸a˜o: Da Proposic¸a˜o 2.3 tem-se que a gonalidade da curva γ = γ2 = q
2.
Aplicando-se a Proposic¸a˜o 1.40 obtemos que d2(GHs) ≥ q
5 + q2 − s. Primeiro suponha
que q2 ≤ s ≤ q5 − q3 + q2. Como i ≥ 1 e s − q2 = (i − 1)q2 + j(q + q2) ≤ q5 − q3,
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dizemos que s − q2 satisfaz a propriedade fraca estrela, logo da Proposic¸a˜o 2.35 segue que
d2(GHs) ≤ q
5 + q2 − s. Agora, suponha que q5 − q3 + q2 ≤ s < q5. Analogamente,
n+q2−s = q5+q2− iq2− j(q+q2) = (q3−q− i)q2+(q− j)(q+q2) ≤ q3, e como i ≥ 1 enta˜o
segue que q5+ q2− s satisfaz a propriedade fraca estrela, logo da Proposic¸a˜o 2.35 segue que
d2(GHs) ≤ q
5 + q2 − s. 
Proposic¸a˜o 2.38. Seja s = j(q + q2) ∈ H(Q∞) com 1 ≤ j ≤ q − 1. Enta˜o,
q5 − (j − 1)(q + q2)− q ≤ d2(GHs) ≤ q
5 − (j − 1)(q + q2) .
Demonstrac¸a˜o: A primeira desigualdade segue da Proposic¸a˜o 1.40. A outra desigualdade
segue da Proposic¸a˜o 1.41. 
A seguinte proposic¸a˜o segue das Proposic¸o˜es 1.41 e 2.13.
Proposic¸a˜o 2.39. Seja GHs = CL(D, sQ∞) o co´digo de dimensa˜o k e abundaˆncia a ≥ 0.




n− s+ ρr+a + bq Se s− ρr+a = q
5 − q4 − q3 + aq2 + bq com
q2 + b ≤ a ≤ q2 − q − 2, 1 ≤ b ≤ q − 2 ;
n− ( ˜s− ρr+a) caso contra´rio ,
onde ˜s− ρr+a e´ o maior elemento no semigrupo H(Q∞) que e´ menor ou igual a s− ρr+a.




dr(GHs) ≤ dr(GHs−1) ≤ dr+1(GHs) .
Demonstrac¸a˜o: A primeira desigualdade segue do fato que GHs−1 ⊆ GHs, e a outra
desigualdade vem do Corola´rio 1.38. 
Observac¸a˜o 2.41. Dado GHs um co´digo de dimensa˜o k, temos que o u´nico subespac¸o
vetorial de GHs de dimensa˜o k e´ ele mesmo, e como a palavra (1, 1 . . . , 1) ∈ GHs, enta˜o
segue que
dk(GHs) = n .
Exemplo 2.42. Se s = n = q5 enta˜o o co´digo GHq5 = CL(D, q
5Q∞) tem abundaˆncia a = 1,
logo para todo r, 1 ≤ r ≤ g − 1 tal que q5 − ρr+1 satisfaz a propriedade fraca estrela, enta˜o
tem-se que
γr+1 ≤ dr(GHq5) ≤ ρr+1 .
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Exemplo 2.43. Continuamos com os mesmos dados do Exemplo 2.20. Aplicando a Pro-
posic¸a˜o 1.34 obte´m-se que γ1 = 0, γ2 = 4, γ3 =?, γ4 = 8, γ5 = 9, γ6 = 10. Para r > g = 6,
segue da Proposic¸a˜o 1.40 que dr(GHs) = 32 − k + r, onde k e´ a dimensa˜o do co´digo GHs.
Aplicando os resultados desta sec¸a˜o, e as propriedades de monotonicidade e dualidade dos
pesos generalizados de Hamming, obtemos na tabela a seguir uma lista de valores dos pesos
generalizados para os co´digos GHs = CL(D, sQ∞).
s 4 6 8 9 10 12 13 14 15
d1 28 26 24 23 22 20 19 18 17
d2 32 31 28 27− 28 26 24 23 22 21− 22
d3 − 32 31 30 27− 28 26 24− 26 23− 24 22− 23
d4 − − 32 31 30 28 27 26 25
d5 − − − 32 31 30 28 27 26
d6 − − − − 32 31 30 28 28
s 16 17 18 19 20 21
d1 16 15 14 13 12 12
d2 20 19 18 17 16 15− 16
d3 21− 22 22− 20 19− 20 18− 19 17− 18 16− 18
d4 24 23 22 21 20 19
d5 25 24 23 22 21 20
d6 26 26 24 23 22 22
Observac¸a˜o 2.44. No Exemplo 2.43 e´ suficiente calcular os pesos generalizados de Ha-
mming para todo s entre 4 ≤ s ≤ 21, pois, para os valores de s 22 ≤ s ≤ 42 podem ser
deduzidos facilmente pela propriedade de dualidade, Proposic¸a˜o 1.31, dos pesos calculados.
Agora, estudamos os pesos generalizados para s ≥ n.
Lema 2.45. Para 2 ≤ r ≤ q temos que:
1. dr(GHs) ≤ q + q
2 para s = n+ (r − 2)q2;
2. dr(GHs) ≤ q
2 para s = n+ (r − 2)q2 + (r − 1)q.
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Demonstrac¸a˜o: Se s = n+(r−2)q2. Seja a = ℓ((r−2)q2Q∞) a abundaˆncia do co´digo GHs,
logo ρa = (r − 2)q
2. Disso segue que ρr+a = (r − 1)q
2 + q e o nu´mero n− s+ ρr+a = q
2 + q
satisfaz a propriedade fraca estrela. Portanto, da Proposic¸a˜o 2.35 obte´m-se o resultado.
Da mesma forma, para s = n + (r − 2)q2 + (r − 1)q temos que a abundaˆncia do co´digo
GHs e´ a = ℓ((r − 2)q
2 + (r − 2)q), logo ρa = (r − 2)q
2 + (r − 2)q e assim obte´m-se que
ρr+a = (r − 1)q
2 + (r − 1)q. Como n − s + ρr+a = q
2 satisfaz a propriedade fraca estrela
segue-se o resultado. 
Proposic¸a˜o 2.46. Para s = n+(a−2)q2+(a−1)q com 2 ≤ a ≤ q e para todo r, 1 ≤ r ≤ a
temos que:
dr(GHs) = q
2 − a+ r .
Demonstrac¸a˜o: Do Lema 2.45 segue que da(GHs) ≤ q
2 para todo a, 2 ≤ a ≤ q. Como
s⊥ = (q2− a)q2+(q− a)q+(q− 2) e q2− a = (q− 1)q+(q− a), enta˜o da Proposic¸a˜o (2.19)
obte´m-se que d1(GHs) = q
2+1−a. Logo, pela propriedade de monotonicidade segue-se que
q2 = d1(GHs) + a− 1 ≤ da(GHs) ≤ q
2 ,
desta forma temos igualdade. 
A seguir expomos o desempenho dos co´digos no canal Wire-Tap do tipo II, isto e´, uma
aplicac¸a˜o do peso hiera´rquico de um co´digo sobre o canal de comunicac¸a˜o wire-tap (de fio
grampeado) do tipo II. Em [25], Ozarow e Wyner estudaram o canal wire-tap do tipo II; este
sistema de comunicac¸a˜o permite que a um usua´rio na˜o autorizado intercepte atrave´s do canal
parte da mensagem transmitida, e o objetivo neste processo de transmissa˜o de informac¸a˜o e´
maximar a incerteza do usua´rio na˜o autorizado com respeito a mensagem enviada pelo canal
sem o uso de uma chave privada para ocultar a mensagem.
O diagrama do sistema de comunicac¸a˜o esta dado na seguinte figura.
A seguir descrevemos a situac¸a˜o e os passos do algoritmo para estabelecer uma comu-
nicac¸a˜o via o canal wire-tap do tipo II.
1. O usua´rio A deseja transmitir uma palavra s com k letras do alfabeto Fq, s =
(s1, . . . , sk) ∈ F
k
q para o usua´rio B usando o canal wire-tap do tipo II;
2. Se fixa C um [n, n − k] co´digo linear com matriz teste de paridade Hk×n (este co´digo
e esta matriz sa˜o conhecidas por qualquer usua´rio);
3. O usua´rio A calcula x ∈ Fnq uma soluc¸a˜o do sistema Hx
t = st;
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Figura 2.1: Canal Wire-Tap do tipo II
4. O conjunto de soluc¸o˜es e´ a classe lateral de x segundo C,
x+ C = {x+ c : c ∈ C} ⊆ Fnq ;
5. O usua´rio A envia aleatoriamente um elemento do conjunto x+ C para o usua´rio B;
6. O Usua´rio na˜o autorizado (ou intruso) escuta µ letras da mensagem enviada pelo
usua´rio A;
7. O canal de comunicac¸a˜o e´ assumido sem barulho, assim que a correta decodificac¸a˜o da
mensagem enviada na˜o e´ o problema aqui. O foco do problema esta´ em prevenir que o
usua´rio na˜o autorizado na˜o obtenha informac¸a˜o suficiente com a qual possa conhecer
a mensagem original que foi enviada;
8. A incerteza do usua´rio na˜o autorizado e´ medida pelo peso hiera´rquico do co´digo C⊥.
Exemplo 2.47. Seja o co´digo C = GH30 com paraˆmetros [32, 25] sobre F8 e matriz teste
paridade H7×32. O usua´rio A deseja transmitir uma palavra s ∈ F
7
8, enta˜o o usua´rio A




hiera´rquico de GH12 e´ {20, 24, 26, 28, 30, 31, 32}. O seguinte gra´fico mostra a incerteza do
usua´rio na˜o autorizado ao escutar µ letras da mensagem enviada. Note que a equivocac¸a˜o
ou incerteza do usua´rio na˜o autorizado vai diminuindo em exatamente os pesos generalizados
de Hammnig do co´digo GH⊥30 = GH12. Isto foi mostrado por Wei [31, Corola´rio A].
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Figura 2.2: Curva de seguranc¸a do co´digo GH30
2.6 Subextenso˜es Galoisianas dos corpos GH
Nesta sec¸a˜o, constru´ımos expl´ıcitamente subextenso˜es Galoisianas dos corpos GH com
uma separac¸a˜o definida, isto e´, extenso˜es do corpo de func¸o˜es racionais Fqr(x), onde todos
os lugares racionais sa˜o completamente separa´veis e o lugar no infinito Q∞ e´ totalmente
separa´vel. Para maior informac¸a˜o de extenso˜es Galoisianas em corpos de func¸o˜es alge´bricas,
ver [28, Sec¸o˜es III.7 e III.8].
Em [5], Deolalikar com o propo´sito de mostrar que o quociente N/g era maior numa
subextensa˜o do corpo de func¸o˜es GH (no caso particular r = 3) construiu o seguinte exemplo:
Dado F = Fq3(x), b ∈ Fq3 tal que TrFq3 |Fq(b) = 0. Considerou o corpo de func¸o˜es
E1 = F (y1), onde y1 satisfaz







Esta e´ uma subcobertura do corpo de func¸o˜es E = F (y) onde y satisfaz
yq
2


















e´ interessante o estudo das subextenso˜es dos corpos GH. Este exemplo foi restrito ao caso
r = 3 da curva (2.1), e no´s generalizamos este tipo de construc¸a˜o para qualquer valor de r.
A seguir, lembramos algumas definic¸o˜es e uma relac¸a˜o entre o diferente e os grupos
de ramificac¸a˜o em extenso˜es de corpos de func¸o˜es e enunciamos um resultado de [5] para
calcular o nu´mero de lugares racionais e o geˆnero da construc¸a˜o de subcorpos que definiremos.
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Definic¸a˜o 2.48. Seja F ′/F uma extensa˜o finita e separa´vel de corpos de func¸o˜es. Enta˜o, o
diferente de F ′/F , denotado por Dif(F ′/F ), e´ um divisor em F ′ dado por
Dif(F ′/F ) =
∏
P ′∈F ′
d(P ′|P ) · P ′ ,
onde d(P ′|P ) e´ o expoente diferente do lugar P ′ sobre P ∈ PF . O grau de Dif(F
′/F ),
denotado por deg(Dif(F ′/F )), e´ o grau deste divisor.
Proposic¸a˜o 2.49 (Formula do geˆnero de Hurwitz). Seja F ′/F uma extensa˜o finita separa´vel
de corpo de func¸o˜es. Enta˜o,
2g(F ′)− 2 = [F ′ : F ](2g(F )− 2) + deg(Dif(F ′|F )) .
Definic¸a˜o 2.50 (Grupos de Ramificac¸a˜o). Seja F ′/F uma extensa˜o Galoisiana de corpo de
func¸o˜es. Seja P ⊆ P ′, onde P e P ′ sa˜o lugares em F e F ′, respectivamente. Para qualquer
i ≥ 1 definimos o i-e´simo grupo de ramificac¸a˜o de G = Gal(F ′/F ) relativo a P ′ e´
Gi := Gi(P
′|P ) = {σ ∈ G : υP ′(σ(z)− z) ≥ i+ 1 para todo z ∈ OP ′} .
Enta˜o, G−1 e´ o grupo de decomposic¸a˜o, G0 o grupo de inercia de P
′ sobre P e G−1/G0 e´
Gal(F ′P ′/FP ), onde FP e F
′
P ′ sa˜o o corpo residuo de P e P
′ respectivamente. Ale´m disso,
Gi e´ um subgrupo normal de G−1 como tambe´m de Gi−1, para i ≥ 0. G1 e´ um p-grupo e
G0/G1 e´ um grupo c´ıclico de ordem coprimo com p.
A proposic¸a˜o a seguir nos dara´ uma forma de calcular o diferente d(P ′|P ), usando os
grupos de ramificac¸a˜o.
Proposic¸a˜o 2.51 (Fo´rmula do diferente de Hilbert). Seja F ′/F uma extensa˜o de Galois de
corpo de func¸o˜es. Seja P ⊆ P ′, onde P e P ′ sa˜o lugares em F e F ′, respectivamente. Enta˜o
temos que
d(P ′|P ) =
∞∑
i=0
(|Gi| − 1) .
Seja f(x) ∈ Fqr [x], onde q = p
t. Na definic¸a˜o a seguir, um “termo” em f(x) significa um
monoˆmio com coeficiente na˜o nulo.
Definic¸a˜o 2.52. Um termo em f(x) e´ chamado de um termo coprimo se o seu grau e´ coprimo
com p.
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Definic¸a˜o 2.53. Um termo coprimo em f(x) de grau d e´ chamado totalmente coprimo se
f(x) na˜o tem termos de grau dpi para i > 0.
Definic¸a˜o 2.54. O grau coprimo de f(x) e´ definido como o grau maior dos termos totalmente
coprimos em f(x), se f(x) tem termos totalmente coprimos, e zero se f(x) na˜o tem termos
totalmente coprimos. O grau coprimo de f(x) e´ denotado por cop(f).
Lema 2.55. [5, Lema 5.4] Seja f(x) ∈ Fqr [x] um (r, q)-polinoˆmio quase sime´trico
2. Se o
grau coprimo de f(x) e´ positivo, enta˜o este e´ no ma´ximo qr−1 + 1.
Teorema 2.56. [5, Teorema 5.6] Seja K um subcorpo de F¯p, na˜o necessa´riamente proprio,
e seja f(x) ∈ K[x]. Suponha que V e´ um subgrupo finito do grupo aditivo de K e seja
aV (T ) :=
∏
v∈V (T − v). Seja E uma extensa˜o de K(x) obtida por adjuntar uma ra´ız y do
polinoˆmio irredut´ıvel aV (T )− f(x). Enta˜o se cumpre que
i) E/K(x) e´ Galois com grupo de Galois G = {y → y + v}v∈V .
ii) O u´nico lugar ramificado de K(x) e´ o lugar no infinito P∞, e este e´ totalmente ramifi-
cado em E.
iii) Se Q∞ e´ o u´nico lugar de E que esta´ acima de P∞, enta˜o os grupos de ramificac¸a˜o de
Q∞ conte´m a sequ¨eˆncia inicial
G = G0 = G1 = · · · = Gcop(f) .
Agora, definimos as subextenso˜es dos corpos GH.
Seja F = Fqr(x), b ∈ Fqr \ {0} tal que TrFqr |Fq(b) = 0. Considere o corpo de func¸o˜es



























yj = Sr(x) ,
tal que Sr(x) := x
1+q + x1+q
2
+ · · · + xq
r−2+qr−1 . O corpo de func¸o˜es sobre esta curva e´
coberto pelo corpo de func¸o˜es definido pela curva (2.1), atraveˆs da seguinte relac¸a˜o
yj = y
qr−j−1 + (bq
r−1−1 + · · ·+ bq
r−j−1 + 1)yq
r−j−2
+ · · ·+ (bq
r−1−1 + · · ·+ bq
3−1 + 1)yq
+(bq
r−1−1 + · · ·+ bq
2−1 + 1)y.
2Um polinoˆmio f(x) e´ chamado quase sime´trico se e´ fixado pelo ciclo ǫ = (1 2 . . . r) ∈ Γr, onde Γr e´ o
grupo de permutac¸o˜es de r elementos.
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Como consequ¨eˆncia do Teorema 2.56 e do Lema 2.55 na construc¸a˜o feita anteriormente,
obtemos a seguinte proposic¸a˜o.
Proposic¸a˜o 2.57. Para j = 1, . . . , r − 2 se cumpre que:
1. Para Qj∞ ∈ E
j e G = Gal(Ej/F ) o grupo de Galois de Ej/F , tem-se que
G = G0 = G1 = · · · = Gcop(Sr(x)) = Gqr−1+1 ,
e Gqr−1+2 = Gqr−1+2(Q∞|P∞) = {id}, onde id representa o automorfismo identidade.





3. O nu´mero de lugares racionais do subcorpo Ej e´
N = qr+j + 1 .
Agora, com o intuito de construir co´digos sobre estes subcorpos, calculamos o semigrupo
de Weierstrass no ponto Qj∞ ∈ E
j.




qj, qr−1 + 1
〉
.
Demonstrac¸a˜o: Da equac¸a˜o da curva base sobre a qual esta´ definida o subcorpo Ej
tem-se que (x)∞ = q
jQj∞. Por outro lado, define-se a func¸a˜o
z := x1+q + x1+q
2











, e pela equac¸a˜o da curva sobre a qual esta´
constru´ıdo o subcorpo Ej obte´m-se que (z)∞ = (q
r−1+1)Qj∞. Logo, 〈q
j, qr−1 + 1〉 ⊆ H(Qj∞).
Assim, pelo geˆnero do subcorpo Ej segue o lema. 
Do Lema acima obtemos o seguinte resultado, importante para determinar os paraˆmetros
dos co´digos a construir-se sobre os subcorpos Ej.




xizk : i · qj + k · (qr−1 + 1) ≤ s ; i ≥ 0, 0 ≤ k < qj
〉
,
onde z := x1+q + x1+q
2
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Demonstrac¸a˜o: E´ de forma ana´loga a` demonstrac¸a˜o da Proposic¸a˜o 2.9. 
O objetivo agora e´ construir co´digos sobre os subcorpos Ej e comparar-los entre si, e
tambe´m com os co´digos constru´ıdos sobre os corpos GH.
Definic¸a˜o 2.60. Para s ∈ N0, seja

































e´ a soma de todos os lugares racionais, exceto Qj∞, do corpo de func¸o˜es E
j/Fqr .
Os co´digos Ejs sa˜o co´digos de comprimento n = q
r+j sobre Fqr . Da mesma forma como
os co´digos GHs, tem-se que os co´digos E
j
s sa˜o interessantes para
0 < s ≤ qr+j + qr+j−1 − qr−1 − 2 .
































qr−1−qj + · · ·+ bq
j+1−qj + 1)yq
j−1
j + · · ·+ (b
qr−1−q + · · ·+ bq
2−q + 1)yj = Sr(x)
e portanto esta curva tem a forma
(f(yj))














j + · · ·+
(
bq





tal que c = 1
bq
r−2−1+···+bq−1+1





Desta observac¸a˜o e da construc¸a˜o da curva tem-se que os corpos de func¸o˜es Ej satisfazem
as condic¸o˜es do Teorema 4.2 em [3] e portanto para o dual dos co´digos Ejs obte´m-se a seguinte
proposic¸a˜o.
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Ana´logamente ao feito para o caso dos corpos GH, tem-se que a distaˆncia mı´nima dos
co´digos Xs para s um mu´ltiplo de q
j e´
d(Xs) = n− s ,
e para qr+j − qj ≤ s ≤ qr+j tem-se que
d(Xs) = q
j .
Exemplo 2.62. Em particular, quando r = 3 e q = 2 a subextensa˜o do corpo GH e´ uma
curva Hiperel´ıptica sobre F8, com geˆnero g = 2 e o nu´mero de lugares de grau 1 do corpo de
func¸o˜es racionais sobre esta curva e´ N = 17. Aplicando os resultados desta sec¸a˜o, calculamos
os paraˆmetros dos co´digos Xs, para alguns valores de s ∈ H(Q
1
∞).
Paraˆmetros dos co´digos Xs
s [n,k,d]
2 [16, 2, 14]
4 [16, 3, 12]
6 [16, 5, 10]
8 [16, 7, 8]
10 [16, 9, 6]
12 [16, 11, 4]
13 [16, 12, 4]
14 [16, 13, 2]
15 [16, 14, 2]
16 [16, 14, 2]
A distaˆncia mı´nima dos co´digos Xs que atinge as melhores cotas conhecidas usamos negrito.
Na tabela a seguir, apresentamos os paraˆmetros dos co´digos GHs e Xs no caso q = 2,
para alguns valores de s.
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Paraˆmetros dos co´digos GHs e Xs
s [n,k,d]
4 [32, 2, 28]
8 [32, 4, 24]
12 [32, 7, 20]
16 [32, 11, 16]
20 [32, 15, 12]
24 [32, 19, 8]
25 [32, 20, 8]
28 [32, 23, 4]
29 [32, 24, 4]
32 [32, 26, 4]
s [n,k,d]
2 [16, 2, 14]
4 [16, 3, 12]
6 [16, 5, 10]
8 [16, 7, 8]
10 [16, 9, 6]
12 [16, 11, 4]
13 [16, 12, 4]
14 [16, 13, 2]
15 [16, 14, 2]
16 [16, 14, 2]
Nas tabelas anteriores, podemos ver uma relac¸a˜o entre o co´digo constru´ıdo sobre a subex-
tensa˜o do corpo GH/F8, no caso r = 3. Note que o grau da subextensa˜o de corpos neste
caso e´ 2, enta˜o os co´digos constru´ıdos sobre esta subextensa˜o tem a metade do compri-
mento, e observamos tambe´m que no caso em que o valor de s na subextensa˜o e´ a metade do
valor de s no co´digo sobre o corpo GH, a distaˆncia mı´nima se reduz a metade. Enta˜o, em
primeira instaˆncia se esperaria que a dimensa˜o do co´digo tambe´m fosse reduzida a metade,
mas isto na˜o e´ o que acontece, pois como ja´ se tinha observado, o quociente N/g e´ maior na
subextensa˜o do corpo GH.
Ainda existem va´rios to´picos a ser estudados sobre as subestenso˜es dos corpos GH.
CAPI´TULO 3
Concluso˜es e Propostas Futuras de
Trabalho
A seguir apresentamos algumas concluso˜es dos resultados obtidos durante o trabalho de tese.
• Na sec¸a˜o 2.2, com a construc¸a˜o da func¸a˜o racinal z = xq+1 − yq + xq−1y do corpo de
func¸o˜es GH, conseguimos generalizar todos os resultados obtidos por Bulygin em [3].
• Na sec¸a˜o 2.3, calculamos distaˆncias mı´nimas exatas para os co´digos GHs com 0 ≤ s ≤
n+ 2g − 2, e desta forma melhoramos as distaˆncias mı´nimas obtidas por Bulygin. Na
proposic¸a˜o 2.13, podemos observar que existe um intervalo de s onde falta calcular
as distaˆncias mı´nimas exatas dos co´digos GHs, e em especial para os valores de s =
iqr−1 + j(qr−2 + qr−1) + k(qr + 1) com k > 0. Para o caso q = 3 e r = 3 calculamos os
paraˆmetros dos co´digos GHs sobre F27, e pela propriedade da curva neste caso especial
obtemos co´digos com bons paraˆmetros. Assim, podemos pensar que estes paraˆmetros
ser´ıam melhores em alguns casos, se na literatura existissem co´digos constru´ıdos sobre
o mesmo corpo e com o mesmo comprimento.
• Na sec¸a˜o 2.4, calculamos um subgrupo do grupo de automorfismos dos co´digos GHs.
Pela construc¸a˜o deste subgrupo, se pode pensar que este subgrupo seja o grupo de
todos automorfismos dos co´digos GHs, mas ainda na˜o faltaria mostrar.
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• Na sec¸a˜o 2.5, foram calculadas para alguns valores de s, cotas para os pesos genera-
lizados de Hamming e o valor exato do segundo peso generalizado de Hamming dos
co´digos GHs. Devido ao fato de na˜o conhecermos a sequ¨eˆncia de gonalidade do corpo
de func¸o˜es GH (que e´ um problema em aberto para corpos de func¸o˜es alge´bricas com
pelo menos um lugar singular), fica dif´ıcil encontrar todos os pesos generalizados de
Hamming.
• Na sec¸a˜o 2.6, calculamos as fo´rmulas expl´ıcitas das subextenso˜es dos corpos GH e
constru´ımos co´digos sobre estas subextenso˜es obtendo, em alguns casos, co´digos com
bons paraˆmetros comparados com os co´digos conhecidos ate´ o momento. Podemos
observar aqu´ı tambe´m uma estreita relac¸a˜o com respeito aos paraˆmetros entre os
co´digos constru´ıdos nos corpos GH com os co´digos constru´ıdos nas subextenso˜es destes
corpos.
Por u´ltimo, enunciamos algumas propostas futuras de pesquisa a continuar.
• Calcular pesos hiera´rquicos dos co´digos GHs e refinar as cotas encontradas usando a
generalizac¸a˜o da distaˆncia Feng-Rao [22], [1], e complexidade de trelic¸as [23].
• Implementar algoritmos de codificac¸a˜o e decodificac¸a˜o para os co´digos GHs, em forma
ana´loga ao feito para co´digos Hermitianos [24], [27]. Durante o trabalho de tese con-
seguimos calcular um semigrupo do grupo de automorfismos dos co´digos propostos
GHs, o qual pode-nos ajudar na implementac¸a˜o de algoritmos de decodificac¸a˜o.
• Continuar estudando os co´digos sobre as subextenso˜es dos corpos GH, com o propo´sito
de obter informac¸a˜o sobre os co´digos constru´ıdos nos corpos GH e, rec´ıprocamente.
Recentes pesquisas tem mostrado que o conceito de geˆnero passou a ser de grande
importaˆncia para o estudo de sistemas de comunicac¸a˜o digital [4]. Esta relac¸a˜o motiva
o estudo dos co´digos geome´tricos de Goppa com bons paraˆmetros e de geˆnero pequeno.
Desta relac¸a˜o, estudar os co´digos sobre as subextenso˜es dos corpos GH e´ tambe´m de
interesse para poss´ıveis aplicac¸o˜es nos sistemas de comunicac¸a˜o digital.
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