There has recently been a conscious push for cities in Europe to be smarter and more sustainable, leading to the need to benchmark these cities' efforts using robust assessment frameworks. This paper ranks 28 European capital cities based on how smart and sustainable they are. Using hierarchical clustering and principal component analysis (PCA), we synthesized 32 indicators into 4 components and computed rank scores. The ranking of European capital cities was based on this rank score. Our results show that Berlin and other Nordic capital cities lead the ranking, while Sofia and Bucharest obtained the lowest rank scores, and are thus not yet on the path of being smart and sustainable. While our city rank scores show little correlation with city size and city population, there is a significant positive correlation with the cities' GDP per inhabitant, which is an indicator for wealth. Lastly, we detect a geographical divide: 12 of the top 14 cities are Western European; 11 of the bottom 14 cities are Eastern European. These results will help cities understand where they stand vis-à-vis other cities, giving policy makers an opportunity to identify areas for improvement while leveraging areas of strength.
Introduction
Cities are the hubs of innovation that drive the economic development of the world (Currid, 2006) . Worldwide, the cities' population is growing, and it is projected that more than 60% of the population of the world will live in cities by 2030 (United Nations, 2014) . However, the uncontrolled growth of a city can have adverse effects on the environment and its citizens (Annez & Buckley, 2008 ; Organisation for Economic Co-Operation and Development and China Development Research Foundation, 2010) , and the anticipated growth of cities is expected to pose unprecedented sustainability challenges, both on infrastructures and the environment (David, 2017; Estevez, Lopes, & Janowski, 2016; Han et al., 2016 ). These in turn will affect the quality of life of citizens as well as the efficiency of a city's operations (Degbelo, Granell, et al., 2016) . Some of these challenges are already being addressed through the development of intelligent technologies (Castán, Martínez, Menchaca, & Berrones, 2016; Degbelo, Bhattacharya, Granell, & Trilles, 2016; Vinod Kumar & Dahiya, 2017) . However, many of these smart solutions are not aligned with sustainability targets, thereby generating the concept of smart sustainable cities (Ahvenniemi, Huovila, Pinto-Seppa, & Airaksinen, 2017) : A smart sustainable city is an innovative city that uses information and communication technologies (ICTs) and other means to improve quality of life, efficiency of urban operation and services, and competitiveness, while ensuring that it meets the needs of present and future generations with respect to economic, social, environmental as well as cultural aspects (UNECE, 2015) .
Given the various interventions to improve liveability in cities, there is no better time to take a holistic view of the urban space, studying its sustainability using various dimensions (McDonnell & MacGregor-Fors, 2016; Phillis, Kouikoglou, & Verdugo, 2017) . It is also important to be able to measure the performance of these interventions (Chourabi et al., 2011; Webb, Hawkey, & Tingey, 2016) .
The demand for city rankings and assessment studies that address sustainability issues have increased over the past decade because cities are now seen as a leverage point in the quest for global sustainability due to the agglomeration of population in them (Grant & Chuang, 2012) . Such studies serve as planning and evaluation tools for politicians, city administrators and urban planners to compare different project/policy alternatives. City rankings helps policy makers to understand how globalization and urbanization affect our urban spaces (Grant & Chuang, 2012) . It is an important tool to help cities understand how they performed in the different dimensions of urban sustainability compared to other cities within the same region and identify areas for improvement.
In the past decade, several studies use the indicator-based approach to access various dimensions of urban smartness and sustainability, aggregate these dimensions and benchmark global cities based on them (Phillis et al., 2017) . Some of these studies include the United Nation's (UN) City Prosperity Index (UN-HABITAT, 2015) , the Sustainable Cities Index (Batten, 2016) , the Cities in Motion Index (Berrone, Ricart, Carraso, & Ricart, 2016) , the Global Power City Index (Ichikawa, Yamato, & Dustan, 2017; Mori Memorial Foundation, 2016) , the Mercer Quality of Living (Mercer, 2018) , the Spatially Adjusted Liveability Index (The Economist Intelligence Unit, 2016), the CityCard Index (Grant & Chuang, 2012) , the Cities of Opportunity index (PwC, 2016) and the Sustainable Assessment by Fuzzy Evaluation (SAFE) index (Phillis et al., 2017) . These studies attempt to benchmark several global cities using indicators ranging from 17 to 77 in number with various weighting and aggregation methods.
Other studies have ranked more specific aspects of urban sustainability, such as urban mobility (Bojković, Petrović, & Parezanović, 2018) , urban water management (van Leeuwen, Frijns, van Wezel, & van de Ven, 2012) , urban air quality (Sheng & Tang, 2016) and urban economic development (Giffinger, Haindlmaier, & Kramar, 2010) .
The European Union (EU) supports the movement of its cities to being smart and sustainable. This is exemplified by its conscious efforts to drive this by investing in various smart city initiatives. On the Market Place of the European Innovation Partnership on Smart Cities and Communities website, there are 34 EU projects in different cities focused on the various sector components of smart cities 1 (European Commission, 2016c) . But beyond these smart city initiatives, the EU is also concerned with alleviating the various pressure that come along with urbanization as well as the sustainable development of its cities (European Commission, 2017) . In the past, multiple city rankings have been developed to benchmark European cities. These include the European Smart Cities ranking (Giffinger et al., 2007) , the European Green Capital Award (Gudmundsson, 2015) , the European Green City Index (Siemens, 2009) , the European Green Leaf Award (European Commission, 2016a), European Soot-free City Ranking (Reh, Fellermann, & Duprez, 2013) , Europe Quality of Life Index (Numbeo, 2016) and Urban Ecosystem Europe (Berrini & Bono, 2007) . Although these studies have contributed to the developing discourse on sustainable strategies of cities within the European Union, they are still plagued by some methodological gaps (McManus, 2012; Meijering, Kern, & Tobi, 2014) , which we aim to address with our research:
1. Lack of a proper definition of a ranking theme: In a bid to fuse several concepts and ideas into a single ranking study, the previous studies fail to provide a definition of their ranking theme (Meijering et al., 2014) . A proper definition of the ranking theme is important because it gives potential users of the study a clear understanding of the multidimensional phenomenon being measured. This in turn determines the design of the theoretical framework and methodological characteristics of the ranking which influences the final ranking outcome (OECD, 2008) . The ranking theme for this study is "smart sustainable cities" as defined by the United Nations Economic Council for Europe (UNECE, 2015) . 2. Selection of Cities: Benchmarking cities involves comparing urban areas with diverse history, geography, features, population, trajectory and governance. This makes objective comparison very complex, hence requiring the need for a city selection criterion (Meijering et al., 2014) . The urban benchmarking studies mentioned above have made use of either a geographic scope, population size or convenience sampling to select cities to build an index and rank. However, Aksoy et al. (2016) and KPMG (2010) recommend the use of a city typology to make benchmarking more meaningful. A city typology ensures that the cities being compared have a useful amount of homogeneity and is based on the city's population density, economic character, wealth, climate and history (KPMG, 2010) . In this research, we selected cities as defined by the territorial typologies for European cities and metropolitan areas (Eurostat, 2013) . Specifically, we made use of cities categorized as "capital metro regions" within the European Union. 3. Data sourcing: The source of data for benchmarking cities determines the credibility of the index created and ranking done (Meijering et al., 2014) . The urban benchmarking studies mentioned above have obtained data through various means including expertgroup interviews, questionnaires and publicly available databases from national statistical offices. This can bring to question the consistency and coherence of the used data, which will inadvertently affect the results obtained. We propose to use Eurostat, which is a single open database from a credible source (Feldmann, 2008) . This will ensure the consistency of the data being used and guarantee the reproducibility of our results. 4. Weighting: The creation of an index involves the appropriate weighting of variables used in its creation. While some of the urban benchmarking studies mentioned above are opaque about their weighting methodology, others make use of either an Equal Weighting (EW) approach or participatory methods. The Equal Weighting (EW) method is one where all variables are given equal weights (Debnath et al., 2014; Meijering et al., 2014) . This is however not interesting because it assumes all variables contribute equally (without any empirical basis) to the phenomenon under study (Kahn, 2006; OECD, 2008) . The participatory methods is one where various stakeholders are used to assign weights (Giffinger et al., 2010; Kahn, 2006; Mayer, 2008; Morse & Fraser, 2005; OECD, 2008) . Although subjective, this method works well when there is a well-defined basis for evaluating the phenomenon under study, which is difficult to obtain for international comparisons (Munda, 2004) . Both methods of weighting create a composite index without taking cognizance of the interrelationship between indicators. This leads to the creation of an index that is "indicator rich but information poor" which often confuses and misleads urban policy makers (OECD, 2008) . It will be interesting to statistically explore the suitability, underlying nature and structure of the data set and use that information for weighting. In our approach, we will be making use of variance-based statistical techniques to determine the appropriateness of the selected indicators to describe smart sustainable cities, determine how the different indicators change in relation to each other and across European cities, and use this information to weight and aggregate our data.
The aim of this research is to use a well-motivated weighting scheme to create a properly defined ranking for smart sustainable cities for a clearly defined selection of cities in Europe based on open and credible data source(s). To achieve this, we make use of indicators jointly proposed by the United Nations Economic Commission for Europe (UNECE) and the International Telecommunications Union (ITU), data from Eurostat's Urban Audit database and principal component analysis (PCA) to rank European capital cities based on how smart and sustainable they are.
The indicators used were developed by UNECE-ITU after consultations with member states and various stakeholders worldwide (UNECE, 2015) . The framework proposed by UNECE-ITU uses a tripartite approach under the broad areas of economy, environment, and society ( Fig. 1) . Each of these three broad areas are further broken down into six topics, with a number of indicators characterizing each topic. In a bid to operationalize the theoretical concept of "smart sustainable cities", we selected 32 indicators for which publicly available data could be found from the UNECE-ITU framework. These 32 indicators have been selected as a suitable balance between the depth and width of our research (Cruz-Jesus, Oliveira, Bacao, & Irani, 2017) and also to include all the thematic areas in the framework. These 32 indicators are also contained in similar frameworks such as the International Standards Organization Indicators for city services and quality of life (ISO, 2014) and the EU sustainable development strategy (European Commission, 2016b) .
Data on the selected indicators were obtained from Eurostat. Eurostat is the authority on statistics for the European Union, providing statistics to enable comparison between countries, regions and cities in the EU. The data used in this study are public and can be accessed and freely downloaded online 2 . Eurostat ensures that the quality and integrity of its data are not compromised by following an encompassing quality management approach and making its data suitable for research purposes (Angeloni, 2016; Eurostat, 2017; Jacinto & Soares, 2008) . The data obtained was analysed using a dimension reduction algorithm called the principal component analysis (PCA). PCA is a multivariate statistical procedure used to synthesize multiple variables by transforming the original variables into a new set of orthogonal variables in such a way that variation is emphasized and strong patterns become noticeable (Xiao, Lu, & Xu, 2017) . These new sets of variables are fewer than or equal to the number of original variables and have been transformed so that a small number of principal components will account for a large part of the original data variation (Vidal, Ma, & Sastry, 2016) . In doing this, PCA makes the exploration and visualization of high dimensional datasets easier.
PCA have been applied and found useful in many fields including archaeology (Jolliffe & Cadima, 2016) , atmospheric science (Hannachi, Jolliffe, Stephenson, & Trendafilov, 2006) , neuroscience (Hyvärinen, 2013) , data mining (Metsalu & Vilo, 2015; Witten, Frank, Hall, & Pal, 2016) , finance (Liao, Huang, & Wu, 2012) , taxonomy (Kucharczyk, Kucharczyk, Stanislawek, & Fedor, 2012) , medicine (Caprihan, Pearlson, & Calhoun, 2008; Omucheni, Kaduki, Bulimo, & Angeyo, 2014) etc. PCA has also been used in several aspects of urban studies such as local economic development (Wong, 2002) , urban economics (Chen, Ding, & Liu, 2008) , quality of residential environment (Tu & Lin, 2008) , life expectancy (Takano, Nakamura, & Watanabe, 2002) , urban heat island (Weng, Liu, Liang, & Lu, 2008) , and urban remote sensing (Li and Yeh, 1998) . PCA serves as an effective tool for synthesizing multidimensional data and creating new indices, which can be used for ranking (Marsal-Llacuna, Colomer-Llinàs, & Meléndez-Frigola, 2015; Wei, Huang, Li, & Xie, 2016) . However, none of the studies listed above sought to rank cities using PCA based on a standardized framework.
Specifically, the objectives of this study are to:
1. Systematically reduce the number of indicators required to characterize a smart and sustainable city using open data and multivariate statistics; 2. Develop a single quantitative index to measure and rank European capital cities, based on a synthesis of the reduced set of indicators obtained in objective 1; and 3. Find the possible association of the cities' rank score with GDP and other variables. 4. Identify specific indicators which cities can leverage to significantly improve how smart and sustainable they are in relation with other European cities.
Data and methods

Study area
Our focus in this research is on the capital cities of the 28 member nations of the EU shown in Fig. 2 , because of the unique role they play in the EU serving as hubs of innovation, growth, and diversity (European Commission, 2016; United Nations, 2014).
Data
Data for the indicators, used to define all topics under the three thematic areas of the UNECE-ITU smart sustainable cities indicators, were obtained for the EU-28 capital cities from Eurostat (European Comission, 2016) . Data from the Eurostat's general and Urban Audit database have been used for similar studies including European Cities' green performance evaluation (Serbanica & Constantin, 2017) , urban mobility indicator creation (Bojković et al., 2018) , EU sustainable development assessment (Szopik-Depczyńska et al., 2018) and European cities smart and sustainable urban regeneration modelling (García-Fuentes et al., 2017) .
As shown in Table 1 , the data used for this research are made up of 78% local data for individual cities under study, 16% regional data, and 6% national data. The list of 32 indicators for which data were obtained can be found in Appendix A. The inclusion of regional and national data was necessary because of the lack of local data for certain indicators needed to achieve full characterization of all topics under the three broad areas as outlined by UNECE-ITU. However, these data have been adequately denominated to make comparison across different sized cities adequate.
Methods
In order to rank European capital cities, it is necessary to obtain a single measure of their smartness and sustainability. Since we are working with 32 variables, we made use of a two-pronged approach of feature selection to obtain a smaller number of variables to represent the larger group of 32 variables, and then feature extraction to build a new set of variables while reducing noise and redundancy in the process.
Data processing
Various summary statistics including the mean, median, standard deviation, and correlation matrix of all 32 variables for the 28 selected European capital cities selected were calculated using the analysis ToolPak of Microsoft excel as one of the steps to understand the underlying structure of our data (Berk & Carey, 2009) .
City rank values are usually influenced by the presence of outliers in their variables, and these must therefore be taken care of. Variables containing outliers were identified as those having a distribution with absolute skewness greater or less than one (Aesaert, Voogt, Kuiper, & van Braak, 2017; Groeneveld & Meeden, 1984) . Boxplots and histograms were plotted for each variable to further understand outliers. Variables identified to be skewed were transformed using the powerTransform function in R. This uses the maximum likelihood approach of Box & Cox (1964) to select the appropriate transformation power, which was applied on the relevant variables.
Thereafter we normalized our data, scaling down values of the indicators. Normalization is crucial in PCA because it is a variance maximizing exercise and sensitive to the relative scaling of the original variables. This step prevents one variable from dominating all others, thus enabling the data analysis method to treat the data "fairly" (Kotsiantis, Kanellopoulos, & Pintelas, 2006) . To normalize our data we made use of the minimum and maximum value of each variable. In this way, we ensured that the values of each variable range between 0 and 1 (Bannerjee, Bone, & Finger, 2016) .
Feature selection
Clustering was used as a robust method to identify homogenous group of variables called "clusters" sharing similar characteristics across all cities under study such that these clusters have "maximum internal homogeneity (withing the cluster) and maximum external heterogeneity (between clusters)" (Cruz-Jesus et al., 2017) . We made use of the FactoMineR package in R to perform a hierarchical clustering on all 32 variables grouped according to the EU28 capital cities to obtain an optimal number of clusters (Husson, Lê, & Pagès, 2010) . The basic algorithm for the hierarchical clustering as applied to our study can be described as follows:
1. There are 32 objects (points) to classify. 2. We find the closest two points and merge them into a new point. 3. We compute the similarity (distance) between this new point and the reminaing points. 4. We repeat steps 2 and 3 until there is only one point remaining.
We then made use of the variance based feature reduction technique called "low variance filter" (Kouser, Lavanya, Rangarajan, & Acharya Kshitish, 2016) . Here, we calculated the variance of each variable in a cluster and removed those parameters with variance below a certain threshold. This is achieved by arranging the variance of all variables in a cluster in descending order and adding the variance of each variable (starting with the variable with the largest variance) until a specified threshold Z% is reached. Thereafter, the remaining variables are discarded. This step ensures that we retain only variables that hold sufficient information in each cluster.
Feature extraction
PCA was applied to selected variables to transform the data from a high-dimensional space to a low-dimensional space. To test the suitability of our data for reduction, we made use of the Bartlett's test of sphericity. The Bartlett's measure tests for our correlation matrix being an identity matrix, which indicates that there is some relationship between our variables (Bartlett, 1937; Doyle et al., 2017) . We also performed the Kaiser-Meyer-Olkin (KMO) test to measure the sampling adequacy of our data for PCA (Cruz-Jesus et al., 2017) . We thereafter did a PCA using the following steps:
1. We calculated the correlation matrix of all variables obtained from the low variance filter in the previous step. 2. Using the correlation matrix, we deduced the eigenvector and eigenvalue. The eigenvector indicates the direction of our new axis and the eigenvalue indicates the magnitude of variability in the new axis. A. Akande et al. Sustainable Cities and Society 44 (2019) 475-487 3. We multiplied our original data with the eigenvectors to rotate our data to align with the new axis (principal components).
The feature selection and feature extraction was implemented in R (Husson et al., 2010; Lê, Josse, & Husson, 2008) .
For this research the Kaiser's criterion was used to select appropriate principal components for further analysis (Friesen, Seliske, & Papadopoulos, 2016; Scariano, 2013) . Kaiser (1960) proposed selecting principal components with eigenvalues greater than one (1) and Humphreys & Montanelli (1975) recommended the Kaiser's criterion for large correlation matrices such as ours.
To determine contributing variables to each principal component under consideration, variable eigenvectors were investigated (Friesen et al., 2016) . We made use of the contribution of each variable to the inertia explained by axis (CTA) and the part of variance of each variable explained by each axis (CTR) (Isnard & Sautory, 1994; Koch, 2013) . We made use of CTA and CTR because they can be used in interpreting our results statistically and geometrically (Abdi & Williams, 2010) .
Each component selected was weighted based on its variance in proportion to the total variance of all selected components. Variable loadings were multiplied by each selected principal component's weight and summed up to obtain a factor score. From the normalized table, we then calculated the coordinate of each capital city in relation to this factor score, multiplying the coordinate of vectors representing these cities by their respective factor score and summing them together (Friesen et al., 2016) . This is more fully explained in Appendix B.
Results and discussion
Hierarchical clustering
As a first step in reducing the dimensionality of our data, hierarchical clustering was done to identify groups of similar variables in our dataset. We explored our hierarchical cluster solution using the dendogram shown in Fig. 3 . The dendogram lists all the variables represented as numbers, which are clustered along the x-axis and the distance at which the clusters are formed at each level on the y-axis. Five clusters were selected to characterize the structure of our data (indicated using coloured boxes on the x axis in Fig. 3) . Taking a closer look at variables in each cluster, it can be seen that, with the exception of a few variables, each cluster tends to contain variables that belong to the same topic and area in the UNECE-ITU smart sustainable cities framework.
The individual factor map in Fig. 4 is a plot of the principal component for variables on the first two principal components. It reveals the structural relationship between the variables, the cities, and the components. The first component accounts for 64.05% of the total variance while the second component accounts for an additional 15.63%. Together they account for a total variance of 79.68%. From it, we can see that variable 7, which is the length of dedicated bicycle lanes, has a high score on component one, while variable 23, which is the percentage of total deaths, has a low score. The five selected clusters can also be seen on the factor map ( Fig. 4 ; same colour codes used as in Fig. 3 ).
Principal component analysis
After reducing the number of variables using the low variance filter approach highlighted in our methodology above, 15 variables were selected as shown in Table 2 .
We performed the Bartlett's measure test and obtained a p-value of 2.54 * 10
, which is less than 0.05 and is statistically significant. Hence, we can perform a PCA on our dataset. Furthermore, the KaiserMeyer-Olkin (KMO) measure of sampling adequacy for our overall dataset yielded a value of 0.65 indicating a relative compactness of the patterns of the correlations in our dataset (Cruz-Jesus et al., 2017). Our principal component analysis should therefore yield distinct and reliable results.
Performing a PCA on the variables in Table 2 gives a total of 15 components. In Table 3 , the proportion of variance indicates how much of the total variance a principal component has. The first principal component explains the greatest amount of the total variance of our data. The total amount of variance explained by subsequent components decreases with their distance from PC1. However, only the first four principal components are of interest to us because their eigenvalues are greater than one (Kaiser, 1960) . 69.1% of variance can be explained by four principal components retained. All other components are ignored.
The first principal component represents 32.5% of the total variance, as shown in Table 3 . Variables with CTA values greater than the average in an axis, Table 4 , are considered to contribute significantly to that axis. These CTA values have been highlighted in grey in Table 4 . For the vector generating axis one, this includes the number of patent applications made to the European Patent Office per million of active population (V3), the percentage of e-commerce, customer relation management (CRM) and secure transactions in a city (V5), the length of bicycle network (V7), the number of days particulate matter (PM10) concentrations exceed 50 μg/m 3 (V8), the share of urban waste water load treated to applicable standards (V12), share of protected terrestrial area (V17), share of deaths (V23) and Gini coefficient of disposable income (V32). A further analysis of CTR values shows that the percentage of voter turnout in national and EU parliamentary elections (V31) is a variable to include in the explanation of the first axis because its CTA is quite close to the average CTA and the first axis explains the main part of the variance associated to this variable. The second principal component represents an additional 14.5% of the total variance with percentage of persons employed between the ages of 20 and 64 (V4), number of days of particulate matter concentration exceeding 50 μg/m (V8), number of theatres (V29), and gender pay gap (V30) contributing significantly to this component. PC3 represents 12.7% of the total variance of the greenhouse gas emissions from transport (V10), electricity generated from renewable energy (V19), and the percentage of voter turnout in national and EU parliamentary elections (V31) contribute significantly to the inertia associated with this component. PC4 represents 9.4% of the total variance and is highly influenced by the percentage of persons employed between the ages of 20 and 64 (V4), the amount of greenhouse gas emissions (V10), protected terrestrial areas (V17), and Gini coefficients of disposable income (V32). Overall, all variables contribute to the four selected components. The factor scores are a weighted summation of the four principal loadings (Table 4) .
Finally, we multiplied the factor scores of each variable by their respective normalized values of indicators for each city and summed in order to obtain a rank score. This was arranged in descending order to give a ranking of the capital cities as shown in Figs. 5 and 6.
Sensitivity analysis
Beyond ranking cities based on how smart and sustainable they are, this research aims to help decision makers by pinpointing those indicators that have a huge effect in determining the ranking. This was done by eliminating the factor score of each of the final variables and comparing the resulting ranking of cities with the original ranking (Saisana & Saltelli, 2011) . Table 5 shows the top three indicators that affects the ranking of each city. These indicators serve as leverage points which city councils and urban planners can use to either maintain or improve the overall sustainability of their city.
We discuss the ranking and its relation to cities' geographies and demographics in the following subsections.
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Rank score comparison with Gross Domestic Product (GDP)
A scatterplot of the rank score of each capital city and its Gross Domestic Product (GDP) obtained from Eurostat, shown in Fig. 7 , reveals a relationship between how smart and sustainable a city is, according to our calculated rank scores, and its wealth. Except for Berlin and Luxemburg, which are outliers, the strength of this relationship is measured using a correlation coefficient of 0.80, which is statistically significant at 5%. Wealthier cities primarily located in Western and Northern Europe tend to be ranked better than other cities. This is because initiatives and projects that drive the competitiveness of a city in terms of how smart and sustainable the city is are usually capital A. Akande et al. Sustainable Cities and Society 44 (2019) [475] [476] [477] [478] [479] [480] [481] [482] [483] [484] [485] [486] [487] intensive, giving wealthier governments an advantage (Siemens, 2009 ). In contrast, poorer governments are usually more focused on more basic developmental issues. A temporal analysis of GDP per capita shows that although cities in central and Eastern Europe have an average yearly growth of 3.7%, this growth rate is still less than 75% of the EU average. This deprives these cities of the much-needed funds needed for research and development (R&D) to foster innovation and pivot towards a more sustainable future. R&D is the heart of smart sustainable development and requires a lot of money (Serbanica & Constantin, 2017) .
Furthermore, being wealthier gives governments leverage in setting more ambitious policy goals for their cities compared to less wealthy governments. For example, Copenhagen has an ambitious climate plan to be the first carbon-neutral capital city by 2025 (Bodansky, 2010) . Stockholm also aims to have vehicle fleets completely rid of fossil fuel by 2030. Berlin, the only capital city in Europe with its GDP per inhabitant lower than the national average, benefits from well-crafted polices in air quality, energy, and environmental governance (European Commission, 2016) . The GDP of Luxemburg is extremely high because the country has an unusual financial and tax system and serves as a host to many international companies (Annaert, 2004; European Commission, 2014a) . Wealth and government policies can also be thought of in a feedback loop in which money (wealth) is needed to be able to set ambitious policy goals and craft carefully designed policies, which in turn help the government to save more money. For example, using policies to drive energy efficiency in buildings and vehicles can save money and cut emissions (Hughes, Chu, & Mason, 2018; Zhou et al., 2016) . Hence, there needs to be a balance of maximizing the performance of a city with as little money as possible.
Rank score comparison with geographical location
An important insight is gained from the spatial pattern of the ranking results. A visual inspection of Fig. 6 reveals that similar ranking values are clustered together in the map. A test of spatial autocorrelation using Global Moran I reveals that there is a positive spatial autocorrelation (0.31) among the city ranks. We can therefore infer that the performance of each city in our ranking is not randomly spatially distributed but each city influences its neighbours making cities with similar behaviours clustered together. This is responsible for a geographical divide between cities that are well ranked and those that are not. Twelve of the top 14 cities are in Western Europe while 11 of the bottom 14 cities are in Eastern Europe. This result corroborates findings by the European Union which identified a developmental gap between western and Eastern European cities (European Commission, 2014b) . It is interesting to note that Budapest, Prague, Bratislava, Warsaw, Ljubljana, Vilnius, Riga, Tallinn, Sofia and Bucharest all belonged to the former Communist Bloc until 1990 and went through several years of transitions (Roaf, Atoyan, Joshi, & Krogulski, 2014; Serbanica & Constantin, 2017) . Although, the communist laws did not entirely neglect the environment, industries were not adequately incentivised to adopt more efficient processes and adhere to the laws (Constantin, 1999; Hirt & Stanilov, 2009 ). The collapse of the communist bloc led to a change in the existing urban patterns with an increase in private car usage, a decrease in open and green spaces and a conversion of garages and ground floors of buildings into shops and offices (European Commission, 2016b; Hirt & Stanilov, 2009 ). We hypothesize that joining the European Union played a role in driving cities in central and Eastern Europe towards a smart and sustainable path. This is evidenced by the fact that Valletta, Riga, Budapest, Vilnius, Warsaw, Bratislava, Ljubljana are cities in countries that joined the EU in 2004 while the two least ranked cities (Sofia and Bucharest) are in countries joined the EU in 2007. Prague and Tallinn are exceptions because even though they were a part of the communist bloc, they are ranked in the top 14 cities. These two cities are located in countries categorised as "fast-track reforming states" because of their high exposure to globalization, Table 2 Variables used in ranking.
Patent applications to the EPO per million of active population V3 Persons employed between the ages of 20 and 64 (%) V4 E-commerce, Customer Relation Management (CRM), and secure transactions (%)
V5
Length of bicycle network (dedicated cycle paths and lanes) (km) V7 Number of days particulate matter PM10 concentrations exceed 50 μg/m 3 V8 Greenhouse gas emissions from transport (million tonnes) V10 Share of the urban waste water load (in population equivalents) treated according to the applicable standard (%)
V12
Proportion of population living in households considering that they suffer from noise (%)
V13
Protected terrestrial area (%) V17 Electricity generated from renewable sources (%) V19 Share of total deaths per year (%) V23 Number of theatres V29 Gender pay gap in unadjusted form (%) V30 Voter turnout in national and EU parliamentary elections (%) V31 Gini coefficient of equalized disposable income V32 Table 4 Indicator Variable Loadings*1000, CTA, CTR*1000 and factor score*1000. A. Akande et al. Sustainable Cities and Society 44 (2019) 475-487 extreme "EU-ization" influences and creative deployment of technology to foster a sustainable and inclusive society (Ian, Kaliopa, & Natasa, 2003; Nam & Pardo, 2011) . Furthermore, 3 of the top ranked 5 cities are cities from the Scandinavian region of Northern Europe. Stockholm, Helsinki, and Copenhagen have very strong environmental policies and are focused on improving the quality of life of their citizens (Lindström & Eriksson, 1993) .
Rank score comparison with size and population
City's size and population can be either an advantage or a drawback in determining how smart and sustainable it is (Siemens, 2009) . All other things being held constant, a city should be able to coordinate the activities of a million residents better than that of ten million residents (Mori & Christodoulou, 2012) . However, the city with ten million residents has a leverage resource-wise to pursue smart and sustainable A. Akande et al. Sustainable Cities and Society 44 (2019) 475-487 policies and infrastructure (Munda, 2006) . We found no statistically significant correlation between a city rank and its population and size. This is in line with findings by (Serbanica & Constantin, 2017) who concluded that green cities can be equally small, medium or large. In fact, contrary to expectations, the number of registered cars in smaller cities are usually more than the number of registered cars in larger cities. This can be attributed to a more developed public transport system in larger cities, reducing the need to own private vehicles (Serbanica & Constantin, 2017) .
Further discussion
In terms of social development, Sofia and Bucharest, the 2 least ranked cities, are in countries with very high level of poverty when compared with the European average. Other cities like Budapest, Zagreb, Athens, Nicosia, Ljubjana have a "lower then European average" quality of healthcare systems, employment rates and amount of disposable incomes and are ranked very low. This shows the importance of the social systems in a city in enabling an inclusive society.
The environment also plays a huge role in determining the sustainability of cities. Our sensitivity analysis shows that a reduction of PM10 concentration in Sofia will significantly improve its ranking. In Sofia, the population-weighted concentration of PM10 exceeds the annual EU limit value of 40 μg/m Citizen engagement is another relevant issue for a smart and Fig. 7 . Scatterplot of the rank score and GDP of EU-28 capital cities.
A. Akande et al. Sustainable Cities and Society 44 (2019) [475] [476] [477] [478] [479] [480] [481] [482] [483] [484] [485] [486] [487] sustainable city. Beyond government policies, the individual actions of citizens can collectively have more influence than policies in determining how smart and sustainable a city is (Berry & Portney, 2013) . Such actions include the cultivation of an energy saving culture in households, sorting of waste, the decision to commute using ridesharing rather than private vehicle, amongst others (Fellows & Pitfield, 2000; Poortinga, Steg, & Vlek, 2004; Sharholy, Ahmad, Mahmood, & Trivedi, 2008) . A research project by Siemens (2009) showed a high correlation between citizen engagement and the green rank score of cities. According to this report, "about three-quarters of the existing technological changes that would help London to meet its long-term carbon reduction targets depended on the decisions of citizens or companies, not of governments" (Denig, 2011; Siemens, 2009) . Citizens' actions and attitudes can be influenced through incentives and penalties that encourage a change in behaviour (Osbaldiston & Schott, 2012) . Education and public awareness also go a long way in arming the public with knowledge to make good and informed decisions that affect the ranking of a city (Tilbury, 1995) .
Validation
To validate our study, we compared the ranking for smart sustainable cities in Europe with other related European urban ranking systems in Table 6 . The smart sustainable cities (SSC) ranking has eight cities in common with the European Soot-free city ranking in the topten list, seven common cities with the European Green city index ranking, four common cities with the European Quality of Life Index ranking and no common cities with the European medium-sized cities ranking. Using a Kendall's τ rank correlation test, we see that our ranking is strongly correlated with the European Soot-free city ranking and the European Green City Index but moderately correlated with the European Quality of Life Index. Although, we had a Kendall τ correlation coefficient of one (1.00) between our ranking and the European medium-sized cities ranking, this is because the two ranking systems had only 2 cities in common with similar ranks in both ranking systems. These results show that although our ranking correlates with other ranking systems of related philosophy, it still sufficiently differs because of the unique ranking attribute and methodological characteristics of our study.
Finally, it should be noted that this ranking is influenced by the set of final variables selected to characterize how smart and sustainable a city is and the year of the data used. However, as demonstrated by our methodology, the selected variables can be appropriately used as a representative sample of the indicators in the UNECE smart sustainable framework.
Conclusions
Cities can be viewed as the source of and the solution to many of today's economic, social, and environmental challenges. Because of this, the EU is promoting various initiatives to drive cities to be more sustainable, resource-efficient, and inclusive. In this article, we ranked European capital cities based on how smart and sustainable they are, using a selection of indicators from a framework proposed by UNECE-ITU. We did this by obtaining publicly available data, from Eurostat, on the indicators in the framework and systematically reducing the number of indicators using multivariate statistics. Using hierarchical clustering, we created five (5) homogenous groups of indicators, selected representative indicators for each group using variance as the selection criterion and then applied PCA to the selected indicators to obtain a composite index. The ranking is based on a composite index which conceals multiple subjective assessment under a veil of objectivity. Furthermore, we carried out a sensitivity analysis and validation study of our results.
Relating our ranking of European capital cities with geographical and demographic parameters, we found that Nordic cities and cities in Western Europe perform better in our ranking than cities in Eastern Europe. Using GDP per inhabitant as an indicator for wealth, we determined that wealthier cities perform better in our ranking. Finally, we detected no correlation between a city's rank score and its population and size.
Our method is an effort to simplify and summarize a very complex concept into a manageable form. It should be noted that PCA is completely non-parametric: any data set can be plugged in and an answer comes out, requiring no parameters to tweak and no regard for how the data were recorded. From one perspective, the fact that PCA is nonparametric can be considered as a positive feature because the answer is unique and independent of the user. From another perspective, the fact that PCA ignores the source of the data is also a weakness. However, we have taken steps to ensure the quality of our data to mitigate this.
Overall, this research has contributed to knowledge by using a multivariate data analysis approach to rank capital metro regions within the European Union using data from a single open database based on how smart and sustainable they are. This approach ensures that the cities being compared have a useful amount of homogeneity and uses the underlying structure of the dataset to weight and aggregate our data while guaranteeing the consistence, coherence and reproducibility of our results.
This ranking is meant to attract attention and induce competition amongst cities. By utilizing the method and result of this research, cities and their stakeholders will not only be able to objectively assess the extent to which they may be perceived as being smart and sustainable, but also be able to identify leverage points to improve their sustainability.
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