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Convergence of Stopped Random Variables 
1. INTRODUCTION 
The main purpose of this note is to generalize (in Theorem 2) the 
result stated as Theorem 1, due to Chacon [2]. It is also connected with 
the work of Sudderth [3]. Let Ix,&} be a sequence of integrable functions 
on a finite measure space (Q, 9, p). Let r denote the collection of all 
bounded stopping times 7 with respect to (xII). Let x* = lim sup x, , 
X* = lim inf x,, . Ch acon has shown [2]: 
THEOREM 1. Suppose 
lim inf . / s, j < w. 
J (‘1 
Then for each N, 
Let Q denote the set of functions y which are measurable almost 
everywhere with respect to .F((x,,)), and such that y(w) is a limit point 
of [xIL(w)} for almost every w. It is straightforward matter to verify that Q 
is precisely the set of functions y such that there exists a sequence Q-(/Z) 
in r with 
T(k) ‘2 k and lim .Y~(~~.) = y  
k .r 
almost everywhere (cf. [1, Theorem I]). In this paper we will prove: 
THEOREM 2. Let (I) hold. Let y and 2 be integrable functions in Q. 
Then there exist T(K), o(k) in T with 7(k), o(k) > k and 
Theorem 2 is obviously a generalization of Theorem 1 when x* and x.+ 
are integrable. If x* or s.+ is not integrable, then Theorem 1 is easy since 
the right-hand side of (2) must be ~1. (cf. the appendix to [2].) 
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;Is noted in [2], ‘l’heorem 1 may be regarded as a form of Fatou’s 
lemma, but lvith lim inf and lim sup combined. X different analog of 
Fatou’s lemma is given by Sudderth [3], \vith lim sup- and lim inf 
separated, but using unbounded stopping times. Ixt r denote the 
collection of all finite (but possibly unbounded) stopping times 7 with 
respect to [,Y,,]. Sudderth shows [3]: 
for each CJ E F. As noted in [3] we may assumt’ j’s* c z. When 
J .Y* < ~1, the proof shows that a stronger result holds, namely, that s* 
can be approximated in Y1(Q, ..F, p) by functions x7 with T in F. ‘These 
result do got hold with r replaced by r. Howe\-er, in Lemma 2 below 
we give a fairly general sufficient condition under which an integrable JJ 
in Q can be approximated in Y1(Q, ,F, p) by x, with 7 in P. The preceding 
results using 7 in r also follow from Lemma 2 since a stopping time in r 
can be pieced together from members of r. 
2. PROOF OF 'I'HEOREM 2 
Our method of proof is different from that in [2]. We consider certain 
set functions defined on ur_, ~%(x, ,..., s,<) y- C/. For any N :> 0 and 
iz E 2, let 
We shall prove that G = 0, which is equivalent to proving Theorem 2. 
One sees easily that G, is additive on -F(.v, ,..., sz.) and hence G is 
additive on 9. 
DEFINITIOK I. L,et H be any bounded set function on 9. For any 
E 1~ 0 and any .4 in 9. let H,(,4) 7 sup(H(B) B E 9, B L A, p(B) < l :. 
Let M(A) == lim,,, H,(A). 
H(A) measures the extent to which 1Z fails to be absolutely continuous 
on A with respect to p. It is easy to see that g is additive if M is 
additive. 
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LEMMA I. Let H be a bounded, nonnegative, superadditive set function 
on 9. For any E > 0 there exists A in 3 with H(A) < E and p(.Q - A) < E. 
Proof. Choose B, E 9 such that p(Bi) < c/2 and H(B,) > H(Q) - 1. 
Having chosen B, ,..., B,, , choose B,&+, E 9, B,,+l C Q - (B, v *.. u B,), 
such that P(B,,+~) < ~/2”~l and H(B,,+,) > R(sZ ~ (B, u ... u B,,)) - 
l/(n+ I). Clearly Cz==, H(B,,)< UC). Thus lim,,,, i7(!J - (B,u ... u B,,)) = 
0. Choose A = J2 - (B, u ... u B,,) for some large n. This proves 
Lemma I. 
When H is a bounded, nonnegative, additive set function, Lemma 1 
implies that a(Q) = R(Q) and hence i7 = H. 
Let ~1 be integrable. For each A in 9, let 
(6) 
Let H(A) = K(0, A). K ,,, and K exist and are bounded, by (I). Clearly 
KN is additive on 3(x1 ,... , xN) and K is additive on ‘/. 
LEMMA 2. For any integrable y in ,O and au? A in ‘/ we have 
k’( y, A) < H(A). 
Proof. Let f(c) = sup(JB I y B E 9, /L(B) < ~1. Given A in 9, 
let E > 0, N > 0, E’ > 0 be chosen. Let T E r be such that T 3 N and 
p([l y - Y, 1 > l )) < E. Let A4 z: max 7. For any 0 E r, D 3 n/r, let 
T(O) = 7 on (1 xT ~ < V} and let ~(0) -= 0 on I s, >- J.)-. We note that 
p(( s, 1 > I.)) < 6 = 65 -i- (1 y lj,/(r - c). 
Hence 
Hence 
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Letting E -j 0, KN( y, A) :<,f(s) -+ kZq(A), where s 7 (11 ~1 ‘11 i 1)/r,. 
Letting N + CC and r --f a proves Lemma 2. 
We note that if {x,,] has a uniformly integrable subsequence, then 
H = 0. Thus K( ~1, .Q) ~ 0, so there exists T(A) E r with T(A) > k such 
that lim,,, 1: J - s,(,;) /i, z 0. Such a sequence 7(k) does not always 
exist when (s,,: IS not uniformly integrable, as Example 1 shows. 
EXAMPLE 1. DOUBLE OR NOTHIKG. Let (z’,$) be a sequence of 
independent random variables on a probability space (Q, 9, CL), such 
that p([~,~ = I]) = P([z.,( y= 0;) == i. Let x,, = 2”~~~~~ .*. v,, . One shows 
easily that iim ,,-,. x,, = 0 almost everywhere but j” X, = 1 for any 7 in r. 
Proof of Theorem 2. Let E > 0 be chosen. Let A be the set given by 
Lemma I, with Has in (6). From (5) and (6), G(A4) < K(y, -4) + K(z, A), 
SO G(A) < 2H(iZ) by Lemma 2. ‘l’hus G(A) < 2~ by Lemma 1. Clearly 
G(Q - A) < JQp,4 1 y - z i by (5). Thus G(Q) < 2~ + JneA ) 3’ - .Z 1. 
Since ,(JZJ ~ -4) < E it follows that G(Q) :- 0. This proves Theorem 2. 
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