ABSTRACT Zinc is an important trace element, and it can be used in combination with proteins to play an important biological function. In this paper, three types of prediction tools based on sequence were studied for the prediction of zinc-binding sites in proteins, and a novel integrated predictor termed meta-zincPrediction is presented. Multiple linear regressions were used in the proposed approach to integrate the results of the three prediction tools, and the parameters were estimated by the least square method until the optimal model was constructed. Using the Zhao_dataset data set, the area under recall-precision curve (AURPC) of our predictor reached nearly 0.9 and increased by 2%-9% compared with the other three predictors; the other performance indexes were also improved. To further demonstrate the robustness and accuracy of the integrated predictor, we tested it on a non-redundant independent test dataset (CollectedDataset). The AURPC increased by 2%-8%. The other three indexes, including the precision, specificity, and MCC, were increased by 5%-8%, 2%-8%, and 4%-12%, respectively, with a recall of 70%. The prediction ability of the meta-zincPrediction was better than the other three predictors, regardless of whether the zinc-binding sites contained four types of residues or a single residue. Our method can be applied to the recognition of zinc binding sites based on sequence information, but will also be useful for inferring protein function and more propitious for the treatment of some diseases.
I. INTRODUCTION
With the completion of human genome project (HGP) [1] , life science research has entered the post-genome era. The protein expressed by a gene has become one of the most important research projects in life science and natural science [2] . The function of proteins is often reflected in their interactions with other proteins or other biomolecules. In protein interactions, there are specific types of residues in the proteins that play a key role in their function. These residues are called protein functional sites [3] . There are many types of protein functional sites, such as the residues that interact with metal ions [4] , protein and protein interactions [5] , [6] , interaction between proteins and small molecules [7] , and the catalytic residues in an enzyme [8] . To date, many studies have focused on studying protein functional sites [9] , [10] ; protein residues that interact with metal ions are discussed in this paper.
Metalloproteins are proteins that bind to one or more metal ions. Their binding to metal ions plays important roles in their three-dimensional structure, biological function and stability [11] . Approximately 1/3 of proteins in nature contain metal ions [12] . Studying metal binding proteins has become a hot research topic in recent years because of the diversity and irreplaceable functions of metal binding proteins in vivo [13] , [14] . As an important cofactor, metal ions can greatly affect the structure and function of proteins, and the binding positions of metal ions have a significant influence on protein structure.
As the second most abundant ions in prokaryotes, behind only iron, zinc ions have important biological functions, such as catalysis, structural stability and coordination, among the metal ions binding to proteins. Zinc has important effects in aging, apoptosis, immune function and oxidative stress. The deficiency of zinc ions [15] can lead to some diseases, such as age-related degenerative disease, several malignancies, Wilson's disease and neuro system diseases [16] . Zinc ions binding to proteins in an organism promote their function; thus, studying zinc-binding proteins is significant.
Zinc-binding sites are defined as protein residues where the distance between a specific nitrogen, oxygen or sulfur atom is within 3.0 Å of a zinc ion. Common zinc-binding residues are cysteine (CYS), histidine (HIS), aspartic acid (ASP), and glutamic acid (GLU) (CHED for short) [17] , [18] . A zinc ion can bind to multiple amino acid residues. Usually, zinc ions that bind to an amino acid residue or two amino acid residues are not involved in chemical reactions, meaning that these zinc ions have no practical biological significance. Zinc ions that bind to three amino acid residues can act as enzyme cofactors and promote catalytic effects. Zinc ions that bind to four amino acid residues stabilize protein structure.
The traditional methods for determining zinc-binding sites are experimental methods. These methods are mainly mass spectrometry, including electrospray ionization mass spectrometry (ESI-MS) and inductively-coupled plasma mass spectrometry (ICP-MS) [19] , [20] , high-throughput X-ray absorption spectroscopy (HT-XAS) [21] , and isothermal titration calorimetry [22] . These experimental methods have many limitations; these methods have complex experimental designs, very long experimental cycles, higher costs, and cannot perform mass experiments on a large scale. Therefore, they cannot identify binding sites on the whole proteome level. Subsequently, some computational methods are used to predict zinc-binding sites [23] , [24] . Compared with the experimental methods, the computation methods have the advantages of shorter experimental periods, higher speeds, smaller inputs and larger scale data processing.
The rest of the paper is organized as follows. Section 2 surveys the related research. Section 3 introduces the materials, presents the integrative framework based on linear regression, and then explains the steps of the proposed method. Section 4 reports the experimental results on two different datasets. Section 5 shows the visual case study, and section 6 concludes the paper and presents future research.
II. RELATED WORK
To overcome the shortcomings of traditional experimental methods, computational methods have been developed by researchers to predict metal binding sites. At the moment, these methods use a number of machine learning methods, including neural networks [25] , support vector machines [26] , the hidden Markoff model [27] , [28] , linear regression [29] , random forests [30] , and Naïve Bayes [31] .
The prediction of metal binding sites is a classification problem [32] , [33] . The prediction process is broadly divided into the following sections. First, the source protein data are preprocessed and analyzed; some positive and negative samples are extracted from the experimental data. Second, feature attributes are selected and vectorized as the model input parameters. Then, the model is constructed and trained to continuously adjust the parameters to meet the requirements. Finally, the model is used to predict protein functional sites. The specific process is shown in Fig. 1 . As protein feature information is limited, how to choose suitable feature combinations for different algorithms is crucial. In fact, zinc binding sites can be effectively extracted with high prediction efficiency and accuracy. It is very important to select the appropriate protein features to construct the feature vector when using different algorithms to predict the binding sites. So far, the main features are the sequence, structure and other hybrid characteristics, which are used for the prediction [34] . The prediction methods for metal binding sites are based on the different feature classifications introduced below.
A. SEQUENCE-BASED METHODS
Protein sequence features can be obtained from the protein sequence. The sequence has a great influence on the prediction of protein binding sites and is used by many prediction methods. The commonly used sequence characteristics are spectral features including the residue conservative score. Spectral features are expressed in matrix form, which are produced using the PSI-BLAST program via multiple sequence alignment. The conservation score expresses the evolutionary conservation of each residue, which is calculated from the sequence spectrum. There are some other important biochemical features, such as the residue interface propensity or hydrophobicity. Based on the different sequence characteristics, many researchers have developed diverse algorithms to predict the metal binding sites in proteins.
Passerini et al. [35] proposed a two-stage machine-learning approach consisting of a support vector machine and a bidirectional recurrent neural network based on sequence information. The method predicted HIS and CYS residues in metal-binding sites with 73% Precision and 61% Recall. MetalDetector was proposed in the literature [36] to identify H. Li et al.: Integrative Method Based on Linear Regression for the Prediction of Zinc-Binding Sites in Proteins CYS and HIS residues involved in transition metal protein binding sites, starting from protein sequence alone. The major disadvantage of the two tools is that they predict only two specific residues, CYS and HIS. After that, a predictor for zinc-binding states named zincFinder [37] , based on support vector machines, was presented by the authors. The trained predictor was applied to the human proteome. Shu et al. [38] introduced a novel method named zincPred by combining a support vector machine and a homology-based method that could predict zinc-binding CYS, HIS, ASP and GLU residues with 75% Precision and 50% Recall. Chen [29] integrated three methods, including SVM-, cluster-and template-based predictors, into ZincExplorer, which predicted zinc-binding site CHEDs with 85.6% Precision and 70% Recall. The method could also identify the interdependent relationships between binding sites bound to the same zinc ion. The prediction methods mentioned above use some classical machinelearning algorithms or integrated some algorithms and are based on protein sequence.
B. STRUCTURE-BASED METHODS
Methods based on structure utilize structural conservation by computing its physical and chemical properties and taking a specific region as the center to predict binding sites. The structural characteristics are obtained from the protein three-dimensional structure information. Commonly used structural features include the solvent accessible surface area (SASA) and secondary protein structure. SASA is the area where residues are exposed to the solvent. Secondary protein structure includes α -helices, β -folds, β -corners and irregular curly structures.
Recently, due to the emergence of a lot of protein structural data, some tools have been developed. Liu et al. [18] developed a computational program called GRE4Zn to predict zinc-binding sites from protein structures. The experiments showed that the program achieved superior performance. Zhao et al. [39] introduced a structure-based method named TEMSP that improved sensitivity from 30%-60% and selectivity from 25%-80%. It can easily discover zinc-binding sites. A novel algorithm named mFASD [40] was presented to identify the different types of metal-binding sites from 3D structure data. It demonstrated high sensitivity and accuracy and improved the existing methods. Ebert and Altman [41] proposed a Bayesian classifier to predict the putative position of zinc ions in protein structures. The method achieved approximately 76% sensitivity at a positive predictive value of 74% and was proven to identify metal binding sites accurately. The researchers also presented a number of other good predictive tools [42] - [44] .
C. HYBRID FEATURE-BASED METHODS
To further improve the accuracy of protein binding site prediction, we should select appropriate feature attributes according to the characteristics of different proteins. Then, a variety of key structural and sequence features are integrated together to form the combined features.
Zheng et al. [30] presented a new integrative framework using random forests that performed a two-step feature selection from sequences, structures and graph-theoretic network features. It achieved more than 80% recall at a Precision of 75% for the four types of zinc-binding sites. Lu et al. [45] developed a novel method using templates based on sequence and structural information to predict the binding residues for six types of metal ions. The experiments achieved an overall accuracy of 94.6 % with a true positive rate of 60.5 % and a 5 % false positive rate; this method was improved compared to other methods.
D. CONNECTION TO OUR WORK
It is very important to select the appropriate protein features to construct the feature vector in the prediction of protein interaction sites. However, information in the protein database is limited. Some researchers have focused on the combinatorial optimization of features. However, improving accuracy is currently unable to meet the requirements of biologists. Thus, computational methods have become the focus of study.
To date, most of the classical machine-learning algorithms have been applied for the prediction of protein functional sites, which have demonstrated some feasibility and availability. However, with the rich protein structure information in the PDB database, it is important to improve the performance of existing algorithms and develop new prediction algorithms, both of which are necessary development trends. Meanwhile, the development of prediction tools faces a great challenge. Recently, researchers have examined the existing prediction tools. Due to the limitations associated with the current structural data, it is impossible to annotate the entire proteome. Given these conditions, three well-known sequence-based tools [29] , [37] , [38] are studied in this paper and consider the availability of protein sequence information. We integrate these tools using a linear regression method.
III. MATERIALS AND METHODS

A. DATA SETS
The data set from the Zhao et al. study [39] (Zhao_dataset) was used as the training set for our experiment. The protein chains in both the Passerini_dataset [35] and Zhao_dataset were removed from Zhao_dataset to avoid the overfitting phenomena, as the data set used by Passerini et al. (Passerini_dataset) was also selected as the training set by most of the researchers in our component method. In total, 392 protein chains were obtained, of which 2023 had zincbinding sites, and 14493 were non-zinc-binding sites.
Some protein chains containing metal zinc were selected as the test set; these were downloaded from chains submitted to the Protein Data Bank in the last five years (2010) (2011) (2012) (2013) (2014) (2015) .
To obtain high quality data, we utilized the following strict filtering conditions: (1) structures were determined by X-ray diffraction method, (2) structural resolution less than 2.5 Å, and (3) peptide chains with sequence identity higher than 70% were removed. With these conditions, we reduced the data set to 1132 protein complexes with 2929 protein chains. After checking the reliability of the data and eliminating the duplicate, short, erroneous and unreliable data, 1117 protein chains remained. Then, Blustclust [46] , [47] was used to delete the chains with a similarity threshold of 20%, which left us with 850 proteins. Finally, the test set was extracted as 213 randomly selected protein chains (CollectedDataset), among which there were 1017 zinc-binding sites and 10148 non-zinc-binding sites (Table 1) .
B. INTEGRATED LINEAR REGRESSION-BASED METHODS
Regression analysis [48] is a mathematical method to address the relationships among multiple variables. The simplest and most commonly used method of regression analysis is linear regression, which is simple and convenient for the analysis of a multi-factor model. Because predicting zinc-binding sites requires us to take into account a number of independent variables as well as variables unrelated to the independent variables, multiple linear regressions was used for the prediction in this paper.
The concerned indicator dependent variable y expresses whether there are binding sites are present or not, which is influenced by the independent variables x 1 , x 2 , and x 3 . The independent variables x 1 , x 2 , and x 3 are used to represent the numerical prediction results by the three predictors. The relation expression for the two variables is determined, and the possible value of y is then predicted. The multivariate linear equation is shown in formula (1) .
where, x i ∈ [0, 1], i = 1, 2, 3. b i ∈ [0, 1], and b1 + b2 + b3 = 1. Based on Formula 1, the square sum of the differences between the measured value and the predicted value is recorded as Q, and formula (2) is then obtained.
To establish the optimal model, the least squares estimation parameters b 0 and b3 allow Q to reach the minimum value. Computing the partial derivative of Q for b 0 . . . b 3 and making it 0 leads us to formula (3).
To transform formula (3), we write it in matrix form as shown in (4) .
, and x T is the transport matrix of x.
In this paper, a multiple linear regression method was used to integrate three different forecasting results. The prediction model was established, and a new integrated forecasting tool named meta-zincPrediction was proposed. The framework of the proposed method is shown in Fig. 2 . First, the data source is processed to get the experimental data set. Second, three types of predictors, ZincExplorer, zincFinder and zincPred, are used for the prediction, and the prediction scores are then obtained. The linear regression method is used to construct the regression model based on the scores. The model is trained until it reaches the optimal conditions. Finally, the model is used to predict the test set.
The procedure of our method is summarized as Alogrithm1.
Algorithm 1 The Procedure of Our Method
Input Step10. Judge whether it is a zinc binding site or not.
C. PERFORMANCE EVALUATION
To evaluate the performance of the predictor for zinc-binding sites in a protein, the following four evaluation indicators [49] - [51] , namely, Precision, Recall, Specificity, and MCC, are used in this paper.
Precision represents the probability that positive samples are predicted correctly among the samples predicted as positive. Recall represents the probability that positive samples are predicted correctly among the positive samples. Specificity represents the probability that negative samples are predicted correctly among the negative samples. MCC (Mathew correlation coefficient) is the correlation coefficient, which represents the classification relevance of some feature of the data. Its value ranges between [−1, 1], where 1 represents a completely correct prediction, 0 represents a random prediction, and -1 represents a completely contrary prediction. Moreover, to prove the robustness of the predictor, the RPC (Recall-Precision Curve) is used to measure the performance of the predictor by using the AURPC (Area under RPC curve).
IV. RESULTS AND DISCUSSION
A. PERFORMANCE ANALYSIS
To optimize the α, β, and γ parameters, we trained on the Zhao_dataset. After several rounds of testing, the final values of α, β, and γ were determined to be 0.6, 0.3 and 0.1, respectively. Here, the cutoff value was selected as 0.005. The RPC curves of several predictors are shown in Fig. 3 . The AURPC of the meta-zincPrediction reached 0.898; the Precision was 94.5%, the Specificity was 99.4%, and the MCC was 0.792 at a recall of 70%. The AURPC of our method increased by 2%, 5% and 9%, compared to ZincExplorer, zincFinder and zincPred predictor, respectively, at a recall of 70%. Moreover, the Precision increased by 3%-16%, the MCC increased by 2%-9%, and the Specificity increased by too much. Table 2 shows the performance of each predictor. To further compare the prediction abilities for zinc-binding sites with the integrated predictor, we tested the prediction results for zinc-binding sites with four types of residues using the four different predictors (Figures 4-7) . The AURPC for the CYS, HIS, GLU, and ASP residues with meta-zincPrediction were 0.969, 0.767, 0.346, and 0.349, respectively. For CYS, the AURPC of meta-zincPrediction increased by 1%-3% compared with ZincExplorer, zincFinder and zincPred; for HIS, the AURPC with meta-zincPrediction increased by 4%, 7% and 15%, respectively; for GLU, the AURPC increased by 1%, 22% and 25%, respectively; and for ASP, the AURPC increased by 5%, 13% and 20%, respectively (Table 3 ). In the TABLE 3. Performance of the four different predictors for predicting the zinc-binding CYS, HIS, GLU and ASP residues based on the Zhao_dataset. The Precision, Specificity, and MCC performance indexes were evaluated at 70% recall.
FIGURE 4.
Recall-precision curves of the four different predictors for predicting the zinc-binding CYS residues based on the Zhao_dataset. table, the star symbol * indicates that the Precision, Specificity and MCC values were generated at a recall of 50%.
As seen from the experimental data, CYS was best predicted among four residue types; it has the highest accuracy for the prediction of zinc-binding sites compared with the other three residue types, especially compared to GLU and ASP. This is mainly because CYS zinc-binding sites are the most represented in the sample, while the other three zincbinding sites, especially GLU and ASP, make up relatively smaller groups. In the test set (CollectedDataset) selected in the article, CYS zinc-binding sites are the most likely, up to three times more likely that GLU and ASP sites.
B. PERFORMANCE ON THE INDEPENDENT TEST DATASET
To further demonstrate the prediction robustness and accuracy of the integrated predictor, the protein data that included proteins added to the PDB in the past five years was collected in this paper. Through a series of conditional filters and removal of redundancies, a high quality and high reliability test data set (CollectedDataset) was constructed.
As shown in Fig. 8 , the RPC curve for meta-zincPrediction is above the curves for the three other methods. The AURPC value of the integrated method was nearly 0.7. The AURPC values of the other three predictors were 0.639, 0.571, and 0.577. The AURPC of meta-zincPrediction was higher than ZincExplorer, zincFinder, and zincPred by 2%, 8% and 7%, respectively. The Specificity of meta-zincPrediction was 90.2%, while the values with the other three predictors (ZincExplorer, zincFinder, and zincPred) were 88.3%, 84.6%, and 82.3%, respectively. The Specificity of our method increased by 2%, 6%, and 8%, respectively, compared to the other predictors. Other indexes were also improved, such as the Precision andMCC. The Precision of the presented method was increased by nearly 5%, 11%, and 14%, and the MCC was increased by 4%, 9%, and 12%, respectively. The Precision, Specificity, and MCC performance indexes were evaluated at a recall of 70%. From the above analysis, the prediction performance of the newly proposed method is better than other three predictors based on the collected dataset.
To determine the predictive ability of each type of residues, we examined the prediction results from four different predictors for the CYS, HIS, GLU, and ASP zinc-binding sites. The RPC curves are shown in Figures 9-12. Figures 9, 10, 11 , and 12 show the recall-precision curves of the four different predictors for predicting CYS, HIS, GLU, and ASP zinc-binding sites, respectively. For the CYS binding residue, the AURPCs of the four predictors were 0.862, 0.839, 0.837 and 0.849. The AURPC of meta-zincPrediction was improved by nearly 2% compared with the other three predictors. Other performance indexes were also improved. The Precision of our method was increased by nearly 2%-5% relative to the other three predictors. Moreover, both the Specificity and MCC were improved by 1%-3%. For other three binding sites at HIS, GLU, and ASP, the four performance indexes were also improved, though the increase was not too large. This is mainly because the number of these zinc-binding sites is much smaller in the original dataset. Therefore, from an overall perspective, the performance of our method is better than other three predictors. The performance indexes are shown in Table 4 . In the table, the star symbol * indicates that the Precision, Specificity and MCC values were generated at a recall of 50%, while an # indicates the values were generated at a recall of 35%.
C. CASE STUDY
In this paper, we selected two protein chains from two experimental data sets, the Zhao_dataset and the CollectedDataset, to visually display the structures to verify the effective- ness of the proposed method. The two protein chains are 1T4W and 3B1B.
1T4W was chosen as an example because it demonstrates the structural differences in the DNA binding domains of Human p53 and its C. elegans Ortholog Cep-1 (Structure of C. elegans Cep-1). There is one zinc atom and four binding residues at CYS/85, HIS/88, CYS/139, and CYS/143 that correspond to CYS/307, HIS/310, CYS/361, and CYS/365, respectively, in the pdb file (1t4w.pdb). Fig. 13 shows the visual predicted results with the four different tools. MetazincPrediction can correctly predict all four zinc-binding sites. In the case of ZincExplorer, it can correctly predict three zinc-binding sites at CYS/85, CYS/139, and CYS/143, but failed to detect HIS/88.
ZincFinder can correctly predict three zinc-binding sites at HIS/88, CYS/139, CYS/143, but failed to detect CYS/85; it also predicted one false positive binding site at GLU/92. In contrast, zincPred can correctly predict two zinc-binding sites at HIS/88 and CYS/139, but failed to detect CYS/85 and CYS/143. The result showing the comparison of the four predictors is shown in Table 5 . The peptide 3B1B shows the unique structure of wild type carbonic anhydrase alpha-CA1 from Chlamydomonas reinhardtii. It was used as an example to visualize the predicted results of the four different predictors based on the test data. 3B1B has two chains A and B and has a symmetrical structure. 3B1B (chain A), recorded as 3B1B_A, contains a zinc atom and has three zinc-binding sites at HIS/163, HIS/165, and HIS/182. The visual prediction results are shown in Fig. 14 . Our tool meta-zincPrediction can predict all the three zinc-binding sites successfully. In contrast, ZincExplorer can correctly predict two zinc-binding sites at HIS/163 and HIS/182; the HIS/165 zinc-binding site was not identified. Similarly, zincFinder can also correctly predict two zinc-binding sites at HIS/163 and HIS/165, but failed to detect HIS/182. In the case of zincPred, it can easily predict all the three zinc-binding sites; however, it also predicted a false positive binding site at HIS/39. Table 6 shows the comparison of the prediction results. 
V. CONCLUSION AND OUTLOOK
To further improve the accuracy and robustness of the prediction of zinc-binding sites, we developed prediction tools based on sequence and presented a novel integrated tool. Multiple linear regressions were utilized to model the prediction scores from three predictors ZincExplorer, zincFinder, and zincPred, and the least square method was used to optimize the model. Testing the Zhao_dataset showed that AURPC reached nearly 0.9, meaning that it increased by 2%-9% compared with the other three predictors. To further demonstrate the robustness and accuracy of the integrated predictor, we tested it on the non-redundant protein dataset (CollectedDataset). The AURPC increased by 2%-8%, and the other three indexes, Precision, Specificity, and MCC, were also improved. Regardless of the whether the zinc-binding sites consisted of four residues or a single residue, the prediction ability of meta-zincPrediction was better than the other three predictors. Our method can be applied for the recognition of zinc-binding sites based on sequence information. Moreover, it is useful for inferring protein function as well as in the treatment of some serious diseases. To further improve the accuracy of the prediction, we aim to use new machinelearning algorithms, such as the depth learning algorithm and Swarm intelligence, to construct the model in our next research study.
