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Ttulo del estudio:
Dise~no optimo de rutas para una empresa
que brinda servicios de paquetera,
mensajera y logstica
Numero de paginas: 58.
Objetivos y metodo de estudio: Este trabajo propone un modelo matematico
para el problema de ruteo de vehculos con ventanas de tiempo, entregas divididas
y ota heterogenea. Este problema tiene como objetivo el dise~no de un conjunto de
rutas que una ota de vehculos seguiran para servir a un conjunto de clientes con
requerimiento de demanda que podra dividirse en varios viajes. Esto, con el n de
encontrar el mejor dise~no del conjunto de rutas en cuanto al costo total de operacion.
Se presenta el estado del arte del problema, y la descripcion de algunos de
los metodos utilizados. Se presenta la metodologa de solucion, su correspondiente
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experimentacion, y las conclusiones obtenidas al implementar el metodo.
Como objetivo principal, se considera dar solucion al problema planteado para ofrecer
un algoritmo de solucion a la compa~na de la cual se basa el problema de estudio en
este proyecto de tesis. Ademas de estudiar el problema de ruteo de vehculos, tanto
en su version basica, como con las variantes que se toman en este trabajo.
Contribuciones y conlusiones: El problema de ruteo de vehculos con las va-
riantes mencionadas en el punto anterior, ha sido muy poco estudiado y solo se tiene,
bajo nuestro conocimiento, una metodologa que resuelve este tipo de problema. Es
por eso que una de las contribuciones mas importantes es la metodologa propuesta
para la resolucion del problema. Ademas, se tiene contemplado la implementacion
del algoritmo en un caso real para una empresa de logstica.
Firma del asesor:
Dra. Sara Veronica Rodrguez Sanchez
Captulo 1
Introduccion
El sistema de transporte es uno de los componentes mas importantes para
la mayora de las organizaciones, ademas que es uno de los puntos clave para la
satisfaccion de los clientes, sin embargo, es uno de los que genera los costos logsticos
mas elevados. Por tanto, una reduccion en los costos de transporte representa un gran
benecio para las organizaciones.
El tema que se estudia en la presente tesis se deriva de la problematica que se
presenta en una empresa que brinda servicios de mensajera, paquetera y logstica a
nivel nacional e internacional. La empresa tiene su CEDI (centro de distribucion) en
Monterrey, Nuevo Leon, Mexico; el cual opera para la zona noreste de la republica
mexicana. La empresa ofrece dos tipos de servicios: entrega y recolecciones. Siendo
de nuestro interes el servicio de entrega.
El servicio de entrega, como su nombre lo dice, consiste en entregar a los
clientes de la empresa sus respectivos paquetes o mensajera, teniendo en cuenta
ciertas caractersticas que presenta la operacion de dicho servicio. Al estudiar el
problema y las caractersticas que presenta, se puede clasicar como un problema
de ruteo de vehculos (VRP, por sus siglas en ingles, Vehicle Routing Problem), que
junto con algunas de sus variantes, describe la problematica de la compa~na.
1
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1.1 Descripcion del problema
El problema de ruteo de vehculos con ventanas de tiempo, ota heterogenea
y entregas divididas, consiste en dise~nar un conjunto de rutas optimas a usar por
un conjunto de vehculos disponibles en el deposito, en este caso con vehculos hete-
rogeneos, con el n de servir a un conjunto de clientes que estan esparcidos geogra-
camente. Con la caracterstica que un cliente podra ser visitado mas de una vez y
su demanda puede exceder la capacidad de los vehculos.
1.2 Justificacion
Primeramente, la relevancia de este proyecto se debe a que proviene de una
problematica real y su resolucion conllevo a un analisis por parte de la gerencia
de la empresa para continuar con un proyecto de implementacion. Otro punto no
menos importante, es que acorde con la revision bibliograca realizada, se tiene
conocimiento de solo un trabajo que aborda las 3 variantes del problema de ruteo
de vehculos que se presenta en este proyecto.
1.3 Hipotesis
Dadas las caractersticas del problema abordado, se pretende que la heurstica
propuesta de solucion a la problematica de la organizacion y mejore lo que han
utilizado hasta ahora.
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1.4 Objetivos
El objetivo principal de esta tesis es estudiar el problema de ruteo de vehculos
en un caso real, ademas de proponer una metodologa de solucion que sea capaz de
brindar soluciones atractivas para la empresa, de forma que se mejore el rendimien-
to de las rutas que han sido utilizadas durante los ultimos a~nos. Como objetivos
adicionales se tienen los siguientes:
Revision bibliograca de publicaciones relacionadas con el problema de estudio.
Propuesta de un modelo matematico que represente la problematica de estudio.
Experimentacion tanto del modelo propuesto como del algoritmo de solucion
para medir su desempe~no.
1.5 Estructura de la tesis
La estructura del presente trabajo es la siguiente: en el captulo dos se describe
el problema de ruteo de vehculos y sus principales variantes. Ademas, en cada una
de las variantes se detallan algunos ejemplos de la bibliografa encontrada, resaltando
la metodologa utilizada.
En el captulo tres se plantea el problema de estudio, se muestra el modelo ma-
tematico propuesto para la problematica y se presentan algunas conclusiones sobre
la experimentacion con el modelo matematico.
El captulo cuatro esta destinado a la descripcion de la metodologa imple-
mentada para dar solucion al problema de estudio. Se trata de un procedimiento
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constructivo multiarranque en el que cada iteracion se basa en la heurstica del ve-
cino mas cercano con aleatoriedad.
En el captulo cinco, se presenta la experimentacion llevada a cabo con el meto-
do descrito en el captulo cuatro, y ademas una comparativa entre el metodo descrito
en el captulo 4 y su version estandar.
Para terminar, en el captulo seis se muestran las conclusiones obtenidas tanto
del comportamiento de la heurstica as como del punto de vista del gerente de la
empresa paquetera en relacion al trabajo abordado.
Captulo 2
Antecedentes
El problema de ruteo de vehculos es uno de los problemas de optimizacion
combinatoria mas estudiados en la literatura. Esta presente en un gran numero de
aplicaciones tanto en situaciones de la industria como en el sector servicios. Este
problema nacio como una generalizacion del problema del agente viajero (TSP, por
sus siglas en ingles, Traveling Salesman Problem), en el TSP, un agente que parte
de una ciudad, desea visitar las n-1 ciudades restantes una sola vez y regresar a la
ciudad de partida, con el objetivo de minimizar la distancia (tiempo, costo, etc.)
total del viaje.[13]
En 1959, Dantzig y Ramser[14] se enfrentaron a la problematica de transportar
gasolina con una otilla de traileres entre una terminal de carga y un gran numero
de estaciones de servicio suministrados por la terminal, para el estudio del problema
los autores propusieron una formulacion de programacion lineal. Despues de esta pu-
blicacion se han presentado gran cantidad de aportaciones al problema, en los cuales
se estudia con una variedad de objetivos, tales como, la minimizacion del costo total
de operacion, longitud total de la ruta, longitud de la ruta mas larga, tiempo total
de ruta, numero de vehculos, tiempo de espera, entre otros.
Su impacto ha sido tan fuerte que se recurre a su aplicacion en grandes orga-
nizaciones. Una buena planicacion de la distribucion de productos puede signicar
considerables ahorros en la gestion de sistemas logsticos. Siendo las tecnicas en in-
5
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vestigacion de operaciones y programacion matematica la causa de estos ahorros que
oscilan entre el 5% y el 20% de los costos totales de transportacion [38].
2.1 El problema de ruteo de vehculos
El problema de ruteo de vehculos consiste en encontrar una coleccion de rutas
optimas, a usar por una otilla de vehculos, para servir (realizar la entrega) a un
conjunto de clientes con demanda y localizacion geograca conocidas, con el objetivo
de minimizar el costo de transportacion.
En la Figura 2.1 se puede ver la forma que presenta una solucion al problema de
ruteo de vehculos. Debido a que en la realidad los vehculos tienen cierta capacidad
de carga, se agrega esta caracterstica como limitante, dando paso al Problema de
Ruteo de Vehculos Capacitado (CVRP). Para realizar la entrega de la demanda de
los clientes, los vehculos deben partir y regresar al deposito. Si un vehculo visita a
un cliente, solo esa vez puede hacerlo. Ademas cada cliente debe ser servido por un
solo vehculo y la suma de las demandas de los clientes visitados por cierto vehculo
debe ser menor o igual a la capacidad de dicho vehculo.
Figura 2.1: Ejemplo del problema de ruteo de vehculos basico
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2.2 Variantes del problema de ruteo de
vehculos
Con el tiempo se han ido agregando restricciones al problema de ruteo de
vehculos capacitado y esto da lugar a variantes o extensiones del problema. A con-
tinuacion en la Figura 2.2 se presentan algunas de las variantes, de las cuales se
dara una breve descripcion.
Figura 2.2: Variantes del problema de ruteo de vehculos
MDVRP (Multi-Depot Vehicle Routing Problem), en esta variante a diferencia
del problema basico, los vehculos utilizados para brindar el servicio estan
distribuidos en mas de un deposito [28].
VRPSDP (Vehicle Routing Problem with Simultaneous Pick up and Delivery),
es aquel en el que el cliente ademas de recibir su demanda, este puede enviar
productos, en la misma visita realizada por el vehculo. Es decir, a cada cliente
se le brindan 2 servicios: entrega y recoleccion simultaneamente [1].
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SVRP (Stochastic Vehicle Routing Problem),es aquella variante del VRP don-
de uno o varios componentes del ruteo no son conocidos, ya sea la demanda
de los clientes, los clientes o el tiempo de traslado [21].
A continuacion se presenta una descripcion mas detallada de las variantes que
tienen mayor incidencia en la problematica abordada.
VRPTW (Vehicle Routing Problem with Time Windows):
Es una de las variantes mas importantes del problema de ruteo de vehculos.
Cada cliente i debe ser servido por el vehculo dentro de un intervalo de tiempo,
esto es, el intervalo indica un rango de tiempo en el cual debe de comenzar el
servicio al cliente, este intervalo se denota como [ai; bi] y es llamado ventana
de tiempo. Donde ai representa el inicio de la ventana de tiempo, el tiempo
en el cual se puede dar inicio al servicio del cliente i ; bi representa el n de la
ventana de tiempo, el tiempo lmite en el cual se puede iniciar el servicio al
cliente i. Para que el vehculo brinde el servicio al cliente, este debe llegar antes
del inicio de la ventana de tiempo o dentro de esta, pero no despues ya que no
se podra dar el servicio. Se pueden tener ventanas de tiempo suaves (soft) y
ventanas de tiempo duras (hard). Las ventanas de tiempo suaves son aquellas
en las que el servicio al cliente puede iniciar despues de bi, y las ventanas de
tiempo duras son en las que se debe de cumplir la ventana de tiempo, no se
puede dar servicio despues de bi.
En la literatura podemos encontrar trabajos recopilatorios como los de Gol-
den y Assad [24], en el cual se describen implementaciones exitosas, avances
en modelos derivados de casos reales y nuevas tecnicas para la solucion del
problema. Desrochers et al. [17], presentan algoritmos de optimizacion como
branch and bound, programacion dinamica y particion de conjuntos. Braysy y
Gendreau [10] y [11], en [10] presentan un resumen de los trabajos que han
sido resueltos bajo metodologas de heursticas constructivas (construccion de
rutas) y algoritmos de busqueda local. En [11], muestran un compendio de las
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metaheursticas que han sido implementadas para la resolucion del problema;
busqueda tabu, algoritmos geneticos y evolutivos por mencionar algunas, son
las metaheursticas que se presentan en dicho trabajo.
Desrochers et al. [16], Cordeau et al. [12] y Azi et al. [4], desarrollaron tecnicas
exactas para la solucion del problema de ruteo de vehculos con ventanas de
tiempo.
En cuanto a metodologas heursticas y metaheursticas, Solomon [34] y Tan et
al. [37] proponen diversas heursticas y metaheursticas, respectivamente. En
el caso de heursticas, describen heursticas basadas en ahorros, el vecino mas
cercano, heursticas de insercion; por el lado de las metaheursticas, recocido
simulado, busqueda tabu y algoritmos geneticos son las metodologas usadas
en estos dos trabajos.
Una extensa cantidad de trabajos en las metodologas antes mencionadas han
sido publicados, a continuacion se presentan algunos de los mas destacados.
Rochat y Taillard [31], Taillard et al. [36] y Cordeau et al.
FSMVRP (Fleet Size and Mix Vehicle Routing Problem):
Esta extension esta relacionado con las caractersticas de los vehculos. Los
vehculos son heterogeneos, es decir, la capacidad y/o costos de los vehculos
son diferentes. Esto es mas apegado a la realidad ya que en las organizaciones
utilizan diferentes tipos de vehculos para realizar la transportacion de sus
productos.
Esta variante fue introducida a la literatura por Golden et al [23], desarrollaron
varias heursticas ecientes, as como tecnicas para generar cotas inferiores y
una estimacion de la solucion optima. Con el objetivo de determinar el tama~no
optimo de la ota minimizando los costos totales.
Golden et al. [23] desarrolla heursticas basadas en ahorros para su solucion,
implementando algoritmos de busqueda tabu, Semet y Taillard [33], Rochat y
Semet [30] y Brand~ao y Mercer [9]. Gheysens et al. [22], presentan una formula-
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cion del problema usando variables binarias de 3 ndices, ademas realizan una
heurstica basada en heursticas ya existentes. Yaman [39] propone 6 diferentes
formulaciones para el problema de ruteo de vehculos con ota heterogenea.
SDVRP (Split Delivery Vehicle Routing Problem):
Aqu, se permite que el cliente sea servido por varios vehculos, esto es impor-
tante ya que se da los casos en los que la demanda de algunos clientes excede
la capacidad del vehculo y es imposible abastecerlo en un solo viaje.
Dror y Trudeau [18] y [19], fueron los primeros en tratar con esta extension y su
objetivo principal fue demostrar el ahorro sustancial al introducir las entregas
divididas.
En cuanto la literatura del SDVRP, Archetti y Speranza desarrollaron un al-
goritmo de busqueda tabu para la solucion del problema de ruteo de vehculos
con entregas divididas, ademas incluyeron de estudio sobre lo que ha sido
implementado para la solucion del problema por otros autores, [3] y [2] res-
pectivamente. En [6], Belenguer et al. proponen una cota inferior para este
problema.
Pasando a los trabajos en los que abordan mas de una de las variantes de nues-
tro caso de estudio, Dell' Amico et al. [15] y Repoussis y Tarantilis [29], resuelven el
problema de ruteo de vehculos con ventanas de tiempo y ota heterogenea. En [15]
se desarrollo una heurstica constructiva de insercion y un algoritmo metaheurstico
mientras que en [29] presentan un enfoque de solucion basado en programacion de
memoria adaptativa. Ho y Haugland [25] plantean un metodo de solucion basado
en una busqueda tabu para la resolucion del problema de ruteo de vehculos con
ventanas de tiempo y entregas divididas.
Por ultimo, se presenta la bibliografa que aborda el problema de ruteo con las 3
variantes: ventanas de tiempo, ota heterogenea y entregas divididas. Bajo nuestro
conocimiento solo ha sido abordado por Belore y Yoshida [7]. En este trabajo reali-
zan un algoritmo de busqueda dispersa para brindar solucion a un caso de estudio de
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una empresa brasile~na en el cual presentan los resultados con los datos de esta em-
presa. Para realizar comparacion con resultados de la literatura, toman las variantes
ventanas de tiempo y entregas divididas para comparar con los resultados del tra-
bajo de [25]. Ademas por los mismos autores, en [8] presentan la metodologa usada
en [7], comparando con metodologas que se encuentran en la literatura tomando
en cuenta una o dos de las variantes; concluyendo que la metodologa propuesta es
signicativamente mejor que las metodologas con las cuales se comparo su trabajo.
En seguida, la Tabla 2.1 recopila los artculos antes mencionados.
Artculo VRPTW FSMVRP SDVRP Metodologa(s) propuesta(s)
Archetti y Speranza X Busqueda tabu
Azi et al. X Algoritmo exacto
Belore y Yoshida X X X Busqueda dispersa
Berger et al. X Algoritmo genetico
Brandao y Mercer X Busqueda tabu
Cordeau et al. X Busqueda tabu
Cordeau et al. X Algoritmo exacto
Dell'Amico et al. X X "Ruin and Recreate"
Desrochers et al. X Algoritmo exacto
Golden et al. X Heursticas basadas en ahorros
Ho y Haugland X X Busqueda tabu
Jung y Moon X Algoritmo genetico
Potvin y Bengio X Algoritmo genetico
Repoussis y Tarantilis X X Busqueda tabu
Rochat y Semet X Busqueda tabu
Rochat y Taillard X Busqueda tabu
Semet y Taillard X Busqueda tabu
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Artculo VRPTW FSMVRP SDVRP Metodologa(s) propuesta(s)
Solomon X Heursticas basadas en ahorros,
el vecino mas cercano
Taillard et al. X Busqueda tabu
Tan et al X Recocido simulado,
busqueda tabu,
algoritmo genetico
Thangiah X Algoritmo genetico
Tabla 2.1: Recopilacion de artculos
Como se puede observar en la tabla anterior, distintas metodologas han sido
propuestas para dar solucion al problema de ruteo de vehculos y sus variantes. La
busqueda tabu es la metaheurstica mas recurrida para la resolucion del problema.
Esta metaheurstica fue desarrollada en el a~no de 1986 por Fred Glover; tiene como
caracterstica distintiva el uso de memoria adaptativa. Tiene como losofa derivar
y explotar una coleccion de estrategias inteligentes para la resolucion del problema
planteado basados en procedimientos implcitos y explcitos de aprendizaje. En [5],
Batista y Glover detallan la metaheurstica.
La busqueda dispersa es otro metaheurstico usado para resolver el VRP, este
algoritmo es un metodo basado en combinar las soluciones que estan almacenadas
en un conjunto llamado \conjunto de referencia". Es este conjunto se encuentran
las \buenas" soluciones que han sido encontradas durante el proceso de busqueda.
Mart y Laguna [27], explican a profundidad el algoritmo en su trabajo dedicado a
dicho procedimiento.
Otro metodo es el GRASP, es un procedimiento multiarranque o iterativo en
donde cada iteracion consta de una fase de construccion, en el se construye una
solucion factible, seguida de una busqueda local con el n de encontrar la solucion
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optima local. Se puede encontrar mas informacion en el trabajo de Feo y Resende [20].
Heursticas mas \simples" tambien han sido implementados tales como, heursti-
cas constructivas, heursticas basadas en ahorros, busquedas locales, por mencionar
algunas. Otorgandonos un amplio catalogo de metodologas implementadas a lo lar-
go de las decadas que han transcurrido desde que se estudio la primer variante del
problema.
Estos han sido unos pocos trabajos que representan la literatura del problema
de ruteo de vehculos, sus variantes, y las metodologas que se han abordado. Se puede
observar que la bibliografa referente a este problema esta en crecimiento, dado a
su importante aplicacion, numerables trabajos se proponen para la resolucion de
problemas reales.
Captulo 3
Formulacion matematica
En este captulo se presenta la descripcion del problema de estudio, ademas
del modelo matematico correspondiente y conclusiones sobre la experimentacion del
modelo.
3.1 Descripcion del problema
Debido a que la empresa esta en crecimiento, se da la necesidad de dise~nar un
conjunto de rutas optimas de costo mnimo para satisfacer la entrega de paquetes o
mensajera a su conjunto de clientes, teniendo en cuenta ciertas restricciones que la
empresa o los clientes presentan. Para llevar a cabo dicha tarea, la empresa cuenta
con una otilla de vehculos heterogeneos, esto es, los vehculos que prestan el servicio
son diferentes, esta diferencia radica en la capacidad de los vehculos y por ende en
el costo de estos. Los vehculos que manejan son:
Camionetas
Camiones de 3/2 tonelada
Para efectuar la operacion de carga y descarga el CEDI esta dividido en dos
secciones; la seccion de mensajera y la seccion de paquetera. En cada seccion existe
una clasicacion por regiones (si el producto debe ser enviado a otra region) o por
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sucursal (si el producto debe ser enviado a una zona asignada a una sucursal ubicada
dentro de la region noreste). As pues, en la descarga, la mensajera es concentra-
da en un contenedor que posteriormente es trasladado a la seccion de mensajera,
aqu la mensajera es colocada acorde a las distintas regiones/sucursales de destino.
Los paquetes son descargados y almacenados por region/sucursal de destino, y por
ultimo son asignados a un vehculo para su distribucion.
En la Figura 1.1 se puede apreciar de manera resumida el proceso que se
realiza. La zona de Monterrey cubre aproximadamente el 70% de carga que maneja
la region noreste y esta es atendida directamente por el CEDI. Dado el gran volumen
de paquetes que se mueve en la zona de Monterrey, es necesario re-clasicar los
paquetes por zonas haciendo uso del codigo postal de destino.
Figura 3.1: Proceso realizado en el deposito
Descrito el proceso de carga y descarga, a continuacion se presentan las carac-
tersticas del problema:
Como se menciono anteriormente, la empresa cuenta con 2 tipos de vehculos
diferentes.
Existe un horario para realizar el servicio de entrega, esto se debe a que la
mayora de los clientes requieren de sus paquetes a cierta hora. Por lo que la
empresa debio adoptar esta medida. Y es por esta razon que el problema de
estudio solo se enfoca en entregas, ya que los servicios de entrega y recoleccion
se hacen en horarios diferentes, pueden ser tomados como problemas diferentes.
Dado que por los clientes se adopta la caracterstica antes mencionada, otra
que se toma por las necesidades de los clientes es que estos proporcionan a la
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empresa un horario dentro del cual se les debe brindar el servicio de entrega.
Esta restriccion es fuerte, esto es, que se debe de respetar el horario y por
tanto, la entrega no se puede realizar antes o despues del horario asignado.
Por ultimo, el cliente es exible en cuanto a la entrega de su mercanca, permite
que se le sea entregada por partes.
Tomando en cuenta las caractersticas antes mencionadas, esta problematica
cae dentro del problema de ruteo de vehculos con las siguientes caractersticas:
Flotilla heterogenea.
Ventanas de tiempo.
Entregas divididas.
La formulacion del problema es la siguiente:
Sea G = (V;A) un grafo completo, donde V = f0; 1; 2:::; ng corresponde al
conjunto de vertices y A es el conjunto de arcos. El vertice 0 es el deposito, mientras
que el subconjuto de vertices C = f1; 2; :::; ng representa el conjunto de clientes.
Cada cliente i tiene asociado un tiempo de servicio si, una demanda denotada por
qi, y ademas una ventana de tiempo [ai; bi] en la cual se debe brindar el servicio al
cliente i. A su vez cada arista (i; j) 2 A, donde i; j 2 V e i 6= j, es asociada con
un tiempo de viaje tij y una distancia de viaje dij, para nes de este problema, los
tiempos y distancias de viajes seran simetricos, es decir, tij=tji y dij=dji.
En el caso del deposito, los parametros antes mencionados se consideran de
la siguiente forma: la ventana de tiempo asociada se denota como [a0; b0] donde a0
representa la salida mas temprana del deposito y b0 la llegada mas tarda a el. Dado
que al deposito no se le esta brindando servicio, entonces s0 = 0 y ademas no tiene
demanda a la cual satisfacer, por lo tanto q0 = 0.
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Cada cliente i es servido por una otilla de vehculos heterogenea, se tiene un
conjunto K = f1; 2; ::mg de diferentes tipos de vehculos. Cada vehculo k 2 K tiene
una capacidad Qk, un costo jo fk y un costo variable por unidad de distancia vk.
El costo de cada vehculo de tipo k 2 K por recorrer la arista (i; j) se denota por
cijk y esta dado al multiplicar la distancia dij y el costo variable vk.
Se tiene como objetivo minimizar el costo total de operacion, esto es, minimizar
la suma de los costos jos de los vehculos utilizados y el costo variable por unidad
de distancia. Ademas de determinar el tipo de vehculo que servira a los clientes, se
toma en cuenta lo siguiente:
Toda ruta debe iniciar y terminar en el deposito.
La demanda de los clientes puede ser satisfecha en uno o varios viajes.
Se debe brindar servicio a cada cliente dentro de su ventana de tiempo.
La suma de las demandas de los clientes en una ruta no debe exceder la capa-
cidad del vehculo asignado a esa ruta.
3.2 Parametros
Los parametros de la formulacion son:
n: numero de clientes.
V = f0; 1; 2:::; ng, donde el vertice 0 denota el deposito y el subconjunto C =
f1; 2; :::; ng  V , representa el conjunto de clientes que deben ser servidos.
si: tiempo de servicio del cliente i.
ai: lmite inferior de la ventana de tiempo para brindar el servicio al cliente i.
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bi: lmite superior de la ventana de tiempo para brindar el servicio al cliente i.
a0: lmite inferior de la ventana de tiempo del deposito.
b0: lmite superior de la ventana de tiempo del deposito.
qi: demanda del cliente i.
tij: tiempo de viaje para recorrer el arista (i; j).
dij: distancia de viaje del cliente i al cliente j.
Qk: capacidad del vehculo de tipo k.
fk: costo jo del vehculo de tipo k.
vk: costo variable por unidad de distancia.
nk: numero de vehculos de tipo k.
cijk: costo de atravesar el arista (i; j).
3.3 Variables de decision
Las variables de decision del modelo a presentar son las siguientes:
xkij =
8>><>>:
1 si el cliente j es servido inmediatamente despues del
cliente i por el vehculo de tipo k
0 de otro modo:
wki tiempo en el que inicia el servicio del cliente i por un vehculo de tipo k.
yki cantidad de demanda del cliente i entregada por el vehculo de tipo k.
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3.4 Modelo Matematico
El modelo matematico propuesto para la problematica esta basado en los mo-
delos presentados por Ho y Haugland [25], Dror y Trudeau [18], Golden et al. [23]
y Archetti y Speranza[2]. A continuacion se presenta el modelo propuesto con la
descripcion de cada una de las restricciones que lo componen.
La funcion objetivo consiste en la minimizacion del costo total de operacion.
min
mX
k=1
fk
nX
j=1
xk0j +
nX
i=0
nX
j=0
j 6=i
mX
k=1
ckijx
k
ij
Restricciones:
Cada cliente puede ser visitado al menos una vez, permitiendo as las entregas divi-
didas.
nX
i=0
i6=j
mX
k=1
xkij  1; j 2 V ; (3.1)
Restriccion de conservacion de ujo. El numero de rutas que salen del deposito debe
de ser igual al numero de rutas que llegan al deposito.
nX
i=0
i6=p
xkip  
nX
j=0
j 6=p
xkpj = 0; p 2 V ; k 2 K (3.2)
Impone el numero maximo de vehculos de tipo k que estan disponibles en el deposito.
nX
j=1
xk0j  nk; k 2 K (3.3)
Garantiza que la demanda de cada cliente sera satisfecha en su totalidad.
mX
k=1
yki = qi; i 2 V n f0g (3.4)
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Asegura que la capacidad del vehculo no sea excedida.
nX
i=1
yki  Qk; k 2 K (3.5)
Esta restriccion garantiza que la demanda de cada cliente es satisfecha solo si un
vehculo determinado pasa por el lugar.
yki  qi
nX
j=0
xkij; i 2 V n f0g; k 2 K (3.6)
Restriccion que establece un tiempo mnimo para el inicio del servicio al cliente j en
una ruta determinada y tambien garantiza que no habra subtours.
wki +si+ tij  (bi+ tij ai)(1 xkij)  wkj ; i 2 V nf0g; j 2 V nf0g; k 2 K (3.7)
Asegura que cada vehculo regrese al deposito antes del n de la ventana de tiempo
del deposito.
wki +si+ ti0  (bi+ ti0 a0)(1 xkij)  b0; i 2 V nf0g; j 2 V nf0g; k 2 K (3.8)
La siguiente restriccion garantiza que todos los clientes son servidos dentro de su
ventana de tiempo.
ai  wki  bi; i 2 V n f0g; k 2 K (3.9)
Naturaleza de las variables.
yki  0; i 2 V n f0g; k 2 K (3.10)
wki  0; i 2 V n f0g; k 2 K (3.11)
xkij 2 f0; 1g; i 2 V n f0g; k 2 K (3.12)
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El modelo queda de la siguiente manera:
Minimizar
mX
k=1
fk
nX
j=1
xk0j +
nX
i=0
nX
j=0
j 6=i
mX
k=1
ckijx
k
ij
Sujeto a:
nX
i=0
i6=j
mX
k=1
xkij  1 8 j 2 V
nX
i=0
i6=p
xkip  
nX
j=0
j 6=p
xkpj = 0 8 p 2 V ; k 2 K
nX
j=1
xk0j  nk 8 k 2 K
mX
k=1
yki = qi 8 i 2 V n f0g
nX
i=1
yki  Qk 8 k 2 K
yki  qi
nX
j=0
xkij 8 i 2 V n f0g; k 2 K
wki + si + tij   (bi + tij   ai)(1  xkij)  wkj 8 i 2 V n f0g; j 2 V n f0g; k 2 K
wki + si + ti0   (bi + ti0   a0)(1  xkij)  b0 8 i 2 V n f0g; j 2 V n f0g; k 2 K
ai  wki  bi 8 i 2 V n f0g; k 2 K
yki  0 8 i 2 V n f0g; k 2 K
bki  0 8 i 2 V n f0g; k 2 K
xkij 2 f0; 1g 8 i 2 V n f0g; k 2 K
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3.5 Experimentacion del modelo matematico y
conclusiones
En esta seccion se presentan algunas conclusiones con respecto a la experimen-
tacion del modelo, las cuales, justican el uso de heursticas como metodologa de
solucion para el problema de estudio.
Para realizar la experimentacion necesaria, se tomaron las instancias de Liu y
Shen [26] quienes trabajaron con un FSMVRPTW. Estas instancias estan basadas
en las instancias de Solomon [35]. Los cambios o agregados en las instancias de Liu
y Shen consisten en que a cada grupo de instancias se le agregan costos diferentes,
ademas se trabaja con diferentes tipos de vehculos, convirtiendo los vehculos de las
instancias de Salomon de homogeneos a heterogeneos, donde a cada tipo de vehculo
se le asocia una capacidad diferente.
Las instancias de Solomon consisten en 3 grupos llamados C, R y RC. En ca-
da grupo hay 2 subgrupos, siendo C1, C2, R1, R2, RC1 Y RC2, los conjuntos de
instancias totales. En el conjunto R1 y R2, los datos geogracos fueron generados
aleatoriamente, en C1 y C2, los datos fueron agrupados y en los conjuntos RC1 y
RC2 son una mezcla de datos aleatorios y agrupados. En las Figuras 3.1 - 3.6, se
muestran gracas de la ubicacion de los clientes en los grupos de instancias descritos.
Con respecto a las ventanas de tiempo, los grupos R1, C1 y RC1, tienen un
horizonte de programacion peque~no; mientras que R2, C2 y RC2, su horizonte de
programacion es largo. Las coordenadas de los clientes son identicas para todas las
instancias dentro de un tipo, dieren unicamente con respecto a la duracion de las
ventanas de tiempo de los clientes. Una ultima caracterstica es que el tiempo de
viaje se considera igual que su distancia correspondiente, siendo esta, la distancia
euclidiana.
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Figura 3.2: Ubicacion de clientes en C1
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Figura 3.3: Ubicacion de clientes en C2
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Figura 3.4: Ubicacion de clientes en R1
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Figura 3.5: Ubicacion de clientes en R2
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Figura 3.6: Ubicacion de clientes en RC1
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Figura 3.7: Ubicacion de clientes en RC2
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La experimentacion se llevo a cabo utilizando el software OPL Studio/CPLEX
12.5, en un procesador Intel Core i3 y sistema operativo Windows 7. Se establecieron
dos criterios de parada: memoria disponible (128 mb) y tiempo de ejecucion (60
minutos). Inicialmente se trabajo con un tama~no de instancia de 10 y 50 clientes. Se
obtuvieron resultados para las instancias de 10 clientes, los cuales se pueden apreciar
en la Tabla 3.1 la cual muestra el GAP y el tiempo de ejecucion de cada una de
las instancias que conforman los grupos. Note que en algunas instancias no aparece
dato, esto quiere decir que uno de los criterios de parada se activo al estar ejecutando
la instancia.
Para las instancias de 50 clientes en ninguna se obtuvo resultado dado que
la memoria requerida para la resolucion de estas instancias sobrepasa la memoria
disponible especicada en el criterio de parada. Posteriormente, dada la experiencia
con 50 clientes, se decidio probar instancias con 25 clientes. Como resultado se ob-
tuvo que son pocas las instancias en las que se tiene solucion, ya que en el tiempo
disponible de ejecucion no se obtuvo solucion.
Por tanto, se concluye que el alcance del modelo es menor de 25 clientes ya
que como se menciono anteriormente y como se mostrara en las gracas siguientes,
el numero de instancias con solucines encontradas es muy peque~no.
En la Figura 3.7, se muestra una graca con los porcentajes que representan a
las instancias de tama~no de 10 clientes de las cuales se encontro o no se encontro so-
lucion. As mismo, en la Figura 3.8, se presentan los porcentajes de las instancias de
25 clientes.
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Instancia GAP(%) Tiempo(seg) Instancia GAP(%) Tiempo(seg)
C101 0 0.17 R201 0 0.16
C102 . . R202 8.14 104.61
C103 . . R203 8.14 101.98
C104 . . R204 . .
C105 0 0.27 R205 0 0.52
C106 0 0.17 R206 . .
C107 0 0.30 R207 . .
C108 33.82 0.8 R208 . .
C109 2 4.62 R209 77.91 1.22
C201 0 0.14 R210 12.73 430.08
C202 8.99 24.95 R211 . .
C203 8.99 23.1 RC101 1.95 1.15
C204 7.54 666.89 RC102 . .
C205 11.74 0.45 RC103 . .
C206 1.16 0.86 RC104 . .
C207 0 0.41 RC105 1.88 1307.30
C208 1.56 0.42 RC106 8.44 21.51
R101 4.59 0.69 RC107 1.49 571.88
R102 8.23 9.91 RC108 . .
R103 8.23 10.56 RC201 8.55 0.73
R104 6.64 56.46 RC202 . .
R105 0 0.48 RC203 . .
R106 7.29 16.36 RC204 . .
R107 7.29 19.48 RC205 10.49 42.53
R108 6.74 32.26 RC206 5.33 7.89
R109 14.85 0.48 RC207 7.06 62.62
R110 8.55 2.15 RC208 . .
R111 10.6 3.00
R112 5.26 32.95
Tabla 3.1: GAP y Tiempo de ejecucion de las instancias de 10 clientes
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Figura 3.8: Porcentaje de instancias de 10 clientes con solucion optima o factible
encontrada y solucion no encontrada
Figura 3.9: Porcentaje de instancias de 25 clientes con solucion optima o factible
encontrada y solucion no encontrada
Los grupos de instancias RC1 y RC2 son los que presentan mayor numero de
instancias con solucion no encontrada en las instancias de 10 clientes, mientras que en
las instancias de 25 clientes en los 6 grupos se observa un gran numero de instancias
sin solucion. en la Figura 3.9 y en la Figura 3.10 puede apreciarse la diferencia entre
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el las instancias con solucion y las de no solucion encontrada dentro de los criterios
de parada.
Figura 3.10: Diferencias en numero de instancias con solucion y sin solucion para 10
clientes.
Figura 3.11: Diferencias en numero de instancias con solucion y sin solucion para 25
clientes.
En la Tabla 3.2, se describe el numero de restricciones y el numero de variables
asociadas a cada grupo de instancias, los valores cambian ya que para cada grupo
de instancia, el numero de tipos de vehculos vara entre 3 y 6 tipos. El aumento
de restricciones y de variables en cada uno de los grupos es de aproximadamente
500% en ambos casos, esto nos indica (como ya lo sabemos), que el numero de
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restricciones y variables en cada instancia crece exponencialmente al aumentar el
numero de clientes a servir.
10 clientes 25 clientes
Grupo Num. Restricciones Num. Variables Num. Restricciones Num. Variables
C1 449 424 2234 2179
C2 592 565 2962 2905
R1 735 706 3690 3631
R2 592 565 2962 2905
RC1 592 565 2962 2905
RC2 878 847 4418 4357
Tabla 3.2: Numero de restricciones y variables de cada grupo de instancias
Dado el tiempo y efuerzo computacional que el algoritmo exacto necesita pa-
ra la resolucion del modelo matematico presentado, ademas de tomar en cuenta la
complejidad del problema (NP-Hard [25]) lo que implica que a mayor tama~no de las
instancias el tiempo computacional necesario para obtener una solucion optima es
muy grande, o bien en muchos casos la memoria computacional se termina por lo
que no se encuentra solucion optima
Otro punto importante es la frecuencia con la que se tiene que resolver el pro-
blema, se tiene planeado ejecutarlo diariamiente para realizar el servicio de entregas,
por este motivo es necesario que las soluciones se obtengan rapidamente. Estas dos
razones son las que principalmente nos han llevado a hacer uso de metodos heursti-
cos. A continuacion se describe el metodo de solucion propuesto.
Captulo 4
Metodologa de solucion
En esta seccion de propone la metodologa para dar solucion a la problematica
de estudio. Se busca que la metodologa propuesta obtenga una solucion rapida y
eciente, misma que permita crear una ventaja competitiva para la organizacion
para generar las conclusiones de este trabajo de tesis.
El algoritmo propuesto es una heurstica constructiva basada en el vecino mas
cercano. El vecino mas cercano es uno de los heursticos mas sencillos, trata de
construir un ciclo Hamiltoniano de bajo costo basandose en el vertice cercano a uno
dado. Este algoritmo fue propuesto por Rosenkrantz, Stearns y Lewis en el a~no de
1977 [32].
El algoritmo del vecino mas cercano en su version estandar es el siguiente:
Algoritmo del Vecino mas cercano
Inicializacion
Seleccionar un vertice j al azar.
Hacer t = j y W = V n fjg.
Mientras (W 6= )
Tomar j  W jctj = minfcti / i  Wg
Conectar t a j
Hacer W = W n fjg y t = j.
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Una de las desventajas que presenta este algoritmo es que al nal del proceso
probablemente quedaran vertices cuya conexion obligara a introducir aristas de costo
elevado, a esto se le llama miopa del procedimiento, ya que al estar eligiendo en ca-
da iteracion a la mejor opcion disponible, hace que en iteraciones posteriores realice
malas elecciones. Es por esta razon que se ha modicado el algoritmo estandar con
el n de tratar de evitar o reducir la miopa del procedimiento.
Por ejemplo, si nuestro objetivo principal fuera la minimizacion de la distan-
cia, en la Figura 4.1 se muestra una solucion del problema usando la heurstica del
vecino mas cercano. En cambio, en la Figura 4.2 se presenta lo que pretendemos
hacer con nuestro algoritmo, tratar de evitar que la eleccion del cliente siempre sea
el mas cercano, permitiendo que pueda alejarse y as reducir (o tratar de reducir)
la miopa del procedimiento. Se tiene en cuenta que esta miopa no se erradicara al
100%.
Figura 4.1: Algoritmo el vecino mas cercano
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Figura 4.2: Pretencion de nuestro algoritmo
Para nuestro proposito, el heurstico constructivo se convierte en un modo
multiarranque, solo que se omite la fase de mejora. El cual, para referencias futuras
llamamos Constructivo Aleatorizado (CA). El algoritmo se repite un numero maxi-
mo de iteraciones que actua como criterio de parada del algoritmo, en cada una
de las cuales se construye una solucion factible, y al nal reporta la mejor solucion
encontrada.
Ya que el algoritmo esta basado en la heuristica del vecino mas cercano, toma-
mos este enfoque pero con respecto a la ventana de tiempo del cliente a agregar a
la ruta y la distancia entre este y el ultimo cliente en ruta. As pues, mientras haya
clientes que a~nadir a la ruta y la carga de la ruta no exceda la capacidad del vehculo
con mayor capacidad, se calcula para cada cliente candidato la siguiente funcion:
f(i; j) = (dij)(aj   li)2 (4.1)
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Donde:
* dij representa la distancia entre el ultimo cliente en la ruta y el cliente evaluado.
* aj es el inicio de la ventana de tiempo del cliente evaluado.
* li es la salida del ultimo cliente en la ruta.
Calculada la funcion en cada uno de los clientes, se procede a ordenar ascen-
dentemente los valores obtenidos con la funcion. La eleccion del cliente a a~nadir en
la ruta se hace aleatoriamente, para conservar el enfoque del vecino mas cercano, el
cliente con el valor de la funcion mas peque~no se le atribuye la probabilidad mas
alta de ser elegido para ser agregado. La probabilidad de los clientes restantes, entre
mas alto sea el valor de la funcion, menor es su probabilidad.
Teniendo el candidato a a~nadir en la ruta sigue vericar si es posible insertarlo,
es decir, hay que checar si su insercion es factible. Primero, se verica que el arribo
a la ubicacion del cliente sea dentro de su ventana de tiempo, si esto se cumple, se
pueden presentar dos casos, los cuales son:
Caso 1: La demanda del cliente puede ser satisfecha en su totalidad.
Caso 2: Solo se puede satisfacer una parte de la demanda del cliente.
Si se presenta el Caso 1, el cliente se incluye en la ruta. Si se presenta el Caso 2, el
cliente es a~nadido en la ruta pero sigue siendo candidato a ser a~nadido con la dife-
rencia que ahora su demanda sera la porcion de demanda que no pudo ser satisfecha.
Este procedimiento se realiza hasta que todos los clientes o toda la demanda de los
clientes esten asignados en una ruta. En el diagrama de la Figura 4.3 se puede ob-
servar el procedimiento descrito.
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Figura 4.3: Esquema de una iteracion del constructivo
Al crear la solucion con el procedimiento descrito, se procede a calcular la
distancia, tiempo total en ruta y el numero de vehculos usados en la solucion creada
dando el paso a hacer la comparacion con la mejor solucion actual, si la solucion
creada en la iteracion actual mejora a la solucion almacenada, esta pasa a ser la
nueva mejor solucion.
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Tal como se menciono anteriormente, el procedimiento antes descrito se reali-
za un numero de iteraciones establecidas, el cual es nuestro criterio de parada. Al
terminar estas iteraciones se procede a calcular el costo total de la mejor solucion en-
contrada por el algoritmo. A continuacion se presenta el pseudocodigo del algoritmo
propuesto.
Constructivo
Inicializacion
Maxiter := numero de iteraciones
Iteractual  0
Mejorsolucion  
while(Iteractual Maxiter)
Seleccionar al deposito como cliente de partida.
Hacer i = deposito y W = V n fdepositog.
while(W 6=  and carga  maxcarga)
for j in 0 to len(W)
f(i,j) = (distancia(i,j))(aj   li)2
funcion  f(i; j)
sorted(funcion)
t=random()
if(Traveltimet bt)
caprest = maxcarga-carga
demruta = min(caprest, demcliente)
if(demruta > 0)
Conectar t a j
if(demcliente > demruta)
demanda = demcliente - demruta
Hacer W = W n ftg y hacer j = t
if(demanda > 0)
demandj  demanda
else
Pasar a otro cliente
Iteractual +=1
Mejorsolucion  compararsoluciones()
Captulo 5
Experimentacion computacional
Para saber si la metodologa propuesta tiene buen desempe~no, es necesario rea-
lizar la experimentacion correspondiente. Cabe se~nalar que el metodo a implementar
al ser un algoritmo heurstico no garantiza la optimalidad en las soluciones encontra-
das, pero pueden ser de gran utilidad para el tomador de decisiones. Al igual que en
la experimentacion del modelo matematico, la implementacion del metodo descrito
anteriormente sera probado con las instancias de Liu y Shen.
La implementacion fue llevada a cabo en el lenguaje de programacion Python
2.7 en un procesador Intel Core i3 bajo el sistema operativo Windows 7.
5.1 Instancias
Se implementaron 3 tama~nos de instancias, chicas, medianas y grandes. Las
instancias chicas son de 25 clientes, las instancias medianas constan de 50 clientes,
mientras que las instancias grandes son de 100 clientes. Para cada uno de los 6 grupos
de instancias, el numero de tipo de vehculos fue variando entre 3 y 6 tipos, la Tabla
5.1 muestra el numero de tipo de vehculos, la capacidad y el costo jo para cada
grupo.
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Instancia Tipo vehculo Capacidad Costo jo
1 100 30
C1 2 200 80
3 300 135
1 400 100
C2 2 500 140
3 600 200
4 700 270
1 30 5
2 50 8
R1 3 80 14
4 120 25
5 200 50
1 300 450
R2 2 400 700
3 600 1200
4 1000 2500
1 40 6
RC1 2 80 15
3 150 300
4 200 45
1 100 15
2 200 35
RC2 3 300 55
4 400 80
6 500 110
6 1000 250
Tabla 5.1: Caractersticas de las instancias
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Ademas de las caractersticas presentadas en la tabla anterior, se agregaron
parametros utilizados en el programa computacional elaborado. Dado que la funcion
objetivo de costo total de operacion se compone de un costo jo y un costo variable
y las instancias de Liu y Shen solo proporcionan el costo jo, se denieron los costos
variables para cada tipo de vehculo, el cual fue constante en los 6 grupos de instan-
cias. Ademas se indica el numero de iteraciones a realizar por el algoritmo, en el caso
de las instancias chicas se establecio en 15,000 iteraciones, en las instancias medianas
fue de 10,000 iteraciones y en las instancias grandes fueron 5,000 iteraciones.
5.2 Experimentacion
Las 56 instancias de Solomon fueron probadas para cada uno de los tama~nos
de instancias, dando un total de 168 instancias. A continuacion se presentan gra-
cas del tiempo computacional recurrido por las instancias para con ellas analizar el
impacto en el tiempo con el aumento del numero de clientes.
En las Figuras 5.1 - 5.6, se puede observar el incremento del tiempo en segun-
dos, para los grupos C1, R1, R2 y RC2 el tiempo requerido para las instancias de
50 clientes es aproximadamente 3 veces el tiempo de las instancias de 25 clientes, en
el grupo C2 el tiempo de instancias incrementa en aproximadamente 2.5 veces, en
cuanto al grupo RC1 casi requiere 4 veces mas del tiempo computacional.
Tambien se puede observar que el tiempo en las instancias de 25 clientes tiende
a ser constante dentro del grupo correspondiente, al contrario de las instancias de 50
clientes en las que se puede observar que hay cambios que pueden considerarse brus-
cos. Para el aumento a 100 clientes, el tiempo aumenta considerablemente, dejando
una gran diferencia entre los tiempos de las instancias de 25 clientes.
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Figura 5.1: Tiempos de ejecucion de las instancias del grupo C1.
Figura 5.2: Tiempos de ejecucion de las instancias del grupo C2.
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Figura 5.3: Tiempos de ejecucion de las instancias del grupo R1.
Figura 5.4: Tiempos de ejecucion de las instancias del grupo R2.
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Figura 5.5: Tiempos de ejecucion de las instancias del grupo RC1.
Figura 5.6: Tiempos de ejecucion de las instancias del grupo RC2.
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Para evaluar la eciencia de un algoritmo, uno de los metodos es recurrir a la
comparacion de los valores obtenidos del algoritmo y los valores optimos encontra-
dos; pero en nuestro caso, como nuestro problema no ha sido estudiado ampliamente
en literatura no disponemos de dichos valores. Es por eso que se implemento el al-
goritmo realizado pero \desactivando" la aleatoriedad y as tener un algoritmo del
vecino mas cercano. El cual llamamos Constructivo sin Aleatorizacion (CSA).
Para realizar la comparacion se eligieron 36 instancias dentro de las 168 pro-
badas anteriormente las cuales se examinaron con el algoritmo sin aleatoriedad y se
establecio una diferencia entre los valores obtenidos con los dos algoritmos, mediante:
Dev = (Xcsa Xca
Xca
)(100%)
Donde:
* Xcsa : es el valor obtenido del algoritmo desactivando la aleatoriedad.
* Xca : es el valor obtenido mediante el algoritmo descrito en el captulo anterior.
En las siguientes tres tablas, Tablas 5.2 - 5.4, se muestran las soluciones obte-
nidas con la metodologa CA para los 3 tama~nos de instancias, la Tabla 5.2 muestra
las soluciones para las instancias chicas, la Tabla 5.3 presenta las soluciones de las
instancias medianas y en la Tabla 5.4 se muestran las soluciones para las instancias
grandes. Se presenta el valor objetivo, el numero de vehculos empleados, la distancia
total recorrida y el tiempo de ejecucion.
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Tabla 5.2: Soluciones encontradas para las instancias con 25 clientes
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En la Tabla 5.6 se presenta la comparacion entre los algoritmos. Se muestra
para cada instancia la comparacion tanto en el valor de costo total como tambien la
distancia total recorrida, agregando la columna con la diferencia entre ambos valores.
Para cada una de las instancias elegidas se probo para los 3 tama~nos de instancias.
Se puede observar que en algoritmo CA se obtiene la mayora de los mejores
resultados encontrados, los pocos casos en los que el algoritmo CSA tiene mejores
valores se presenta en el costo total, pero como se puede ver, en dichos casos tiene
mejor costo pero el valor de la distancia recorrida sigue siendo mayor. Esto se pre-
senta debido al uso de diferentes tipos de vehculos en los dos algoritmos, ya que se
puede observar en la Tabla 5.5 el numero de vehculos empleados en cada algoritmo,
en algunos casos, el numero de vehculos usados llega a ser el mismo en ambos meto-
dos, sin embargo, hay casos en los que en el algoritmo CSA se presenta un valor de
costo menor que en el algoritmo CA pero el numero de vehculos es mayor en CSA
que en CA.
CA CSA
Instancia 25 clientes 50 clientes 100 clientes 25 clientes 50 clientes 100 clientes
C101 3 6 12 4 6 13
C109 4 7 14 4 8 15
C201 2 2 4 2 3 5
C208 1 2 5 2 4 6
R101 8 12 20 8 13 23
R112 5 8 15 5 9 17
R201 2 3 5 2 3 6
R211 2 3 4 2 3 5
RC101 5 9 20 6 11 23
RC108 4 8 16 6 11 19
RC201 2 3 7 3 4 9
RC208 2 3 5 2 3 5
Tabla 5.5: Numero de vehculos usados en los 2 algoritmos
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2
2
9
2
.0
1
3
4
1
6
0
.2
8
5
2
8
0
1
.0
5
3
1
4
.1
0
2
2
.2
1
2
5
1
4
1
0
.5
4
6
5
6
3
4
.8
9
7
7
2
1
.7
7
5
6
5
8
.4
6
1
-4
8
.8
3
3
.7
1
2
5
1
1
4
4
.2
8
7
5
9
1
.5
2
5
1
5
5
6
.3
4
8
9
9
7
.4
1
6
3
6
.0
1
6
8
.6
2
R
1
0
1
5
0
1
8
8
8
.3
7
3
1
1
6
9
.4
0
3
1
8
5
9
.9
8
3
5
1
2
8
1
.4
5
-1
.5
0
9
.5
8
R
C
2
0
1
5
0
3
7
2
1
.1
3
1
8
9
5
.3
4
3
3
1
9
3
.5
4
3
2
1
6
1
.7
7
6
-1
4
.1
8
1
4
.0
6
1
0
0
3
7
0
5
.9
6
1
1
9
9
4
.7
9
4
3
6
1
6
.4
4
8
2
1
5
6
.2
4
5
-2
.4
2
8
.0
9
1
0
0
5
5
7
7
.1
7
1
5
3
4
7
7
.5
6
7
6
2
6
3
.7
5
4
4
1
8
4
.8
4
8
1
2
.3
1
2
0
.3
4
2
5
1
7
9
6
.5
9
7
5
5
8
7
.5
5
3
1
1
1
0
.2
1
8
7
3
2
.6
8
8
-3
8
.2
0
2
4
.7
0
2
5
9
2
0
.8
3
7
4
7
3
.5
0
9
1
2
0
5
.4
2
7
6
3
8
.8
5
8
3
0
.9
1
3
4
.9
2
R
1
1
2
5
0
2
3
1
3
.3
1
7
5
1
1
3
1
.7
3
2
3
7
2
.9
3
4
1
2
1
4
.1
3
5
2
.5
8
1
6
.1
2
R
C
2
0
8
5
0
2
8
9
2
1
5
1
1
0
7
3
.4
4
9
2
8
7
2
.6
5
7
1
2
5
2
.2
4
4
-0
.6
7
1
6
.6
6
1
0
0
4
1
8
1
.2
4
3
5
1
9
5
7
.8
6
7
4
4
6
3
.5
2
8
2
3
0
5
.1
6
8
6
.7
5
1
7
.7
4
1
0
0
5
5
4
3
.0
3
6
5
2
2
7
9
.4
1
3
6
3
9
6
.2
7
6
2
6
8
9
.7
4
9
1
5
.3
9
1
8
.0
Tabla 5.6: Comparacion entre heursticas
Captulo 5. Experimentacion computacional 49
En la Tabla 5.6 se puede observar que en algunas de las instancias en su dis-
tinto tama~no se obtine el porcentaje dev negativo. Esto se debe a la conguracion
de la ota de vehculos, es estos casos, el algoritmo CSA utiliza vehculos con costos
jos y costos variables mas peque~nos, y como se puede ver en la Tabla 5.5, en oca-
siones usa un numero mayor de vehculos, ya que al usar vehculos de menor costo,
su capacidad tambien es menor.
Por ejemplo, la solucion de la instancia C109 con 100 clientes, para el algo-
ritmo CA se utilizan 4 vehculos de tipo 1, 9 vehculos de tipo 2 y 1 vehculo de
tipo 3, dando un total de 14 vehculos con un costo jo de $975. Mientras que en el
algoritmo CSA la solucion obtenida consta de 15 vehculos, de los cuales, 6 vehculos
son de tipo 1 y 9 vehculos de tipo 2, con un costo jo de $900. El costo variable,
ya que el algoritmo CSA utiliza mas vehculos de menor costo jo, su costo variable
tambien es menor.
En cuanto al tiempo de ejecucion del algoritmo CSA, todas las instancias pro-
badas se resolvieron en un tiempo de menos de un segundo; siendo este algoritmo
mas eciente en cuanto a tiempo computacional se reere. Sin embargo, dado que
nuestro objetivo es la minimizacion del costo total, el algoritmo CA nos proporciona
mejores resultados.
En la Figura 5.7 y en la Figura 5.8, se muestra el diagrama de la solucion
para la instancia R211 de tama~na~no de 25 clientes, con el metodo CA y el metodo
CSA respectivamente. Consultando la Tabla 5.6, los valores de distancia para el
metodo CA reduce mas de 33 (%) el valor de la distancia del metodo CSA. Se
puede observar que la ruta de color verde en la Figura 5.8, los clientes visitados se
encuentran a mayor distancia uno de otro, mientras que en la ruta de la Figura 5.7,
los clientes se encuentran mas cercanos.
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Figura 5.7: Diagrama solucion algoritmo CA
Figura 5.8: Diagrama solucion algoritmo CSA
Los dos algoritmos pueden ser usados en la organizacion de la cual nos basamos
para crear este problema, les brinda dos opciones con las cuales podran tomar de-
cisiones y ademas aunada la experiencia de los distribuidores, las soluciones pueden
ser mejoradas a su propio criterio.
Captulo 6
Conclusiones y trabajo futuro
6.1 Conclusiones
En este trabajo se ha abordado con un problema basado en la problematica
presentada en una empresa de logstica ubicada en Monterrey, Nuevo Leon, Mexi-
co. La organizacion, desea encontrar la conguracion de rutas que debe seguir para
brindar el servicio de entrega a su conjunto de clientes; teniendo como objetivo la
minimizacion del costo total de operacion.
Para dar solucion a este problema en primera instancia se planteo el modelo
matematico asociado a la problematica, se realizo la experimentacion computacional
necesaria la cual nos dio soluciones para instancias con menos de 25 clientes. Para
instancias mayores a 25 clientes, dados los criterios de parada establecidos, no fue
posible encontrar soluciones de forma exacta. Por razones de la organizacion, deben
resolver el problema diariamente y en un tiempo razonable; se dise~naron algoritmos
de solucion alternas con las cuales se resuelva el problema en un tiempo computacio-
nal razonable.
Por ende, se elaboraro una heurstica constructiva como metodologa de solu-
cion. Este algoritmo constructivo esta basado en la heurstica del vecino mas cercano,
con la diferencia de que en nuestra metodologa se incluyo aleatoriedad y se tomo la
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losofa multiarranque con el n de ofrecer mejores soluciones que una heurstica
simple.
Para la evaluacion del algoritmo, se realizo la experimentacional computacional
la cual se comparo con el metodo elaborado pero quitando la parte aleatoria y
multiarranque. De acuerdo a la experimentacion presentada en el Captulo 5, se
puede concluir que la metodologa propuesta presenta mejores resultados que la
heurstica del vecino mas cercano en su version estandar.
6.2 Trabajo futuro
Como trabajo a futuro se tiene la implementacion de la metodologa en la
empresa que dio origen al presente proyecto de tesis. Otro punto es mejorar la me-
todologa presentada, creemos que este procedimiento puede ser mejorado, o bien,
usado como fase inicial de otra metodologa mas compleja.
Ademas se tiene pensado en abordar el problema en su version estocastica ya
que como se menciono en la descripcion del problema, la organizacion de enfrenta
con esta problematica a diario, ya que el factor demanda lo conocen con un da de
anticipacion. Es por ello, que se pretende tomar el parametro como estocastico y
as tener un horizonte de planeacion a largo plazo.
Finalmente, se desea presentar a la empresa una interfaz graca del procedi-
miento propuesto, para que sirva como soporte al tomador de decisiones.
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