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Abstract
In the past few years, there has been a burst of theoretical and experimental activity in
the field of topological insulators and topological superconductors. These materials represent
new states of matter which are classified by an integer invariant and exhibit topologically
protected conducting edge states which appear when the material is physically terminated.
One of the consequences of topological superconductivity that makes this field significant is
the possible existence of Majorana fermions as an elementary excitation. Despite extensive
research, however, these exotic particles remain elusive to this day.
In spite of the field of topological superconductivity being a hot topic in condensed matter
research, there has been a severe lack of microscopic mean-field studies. In this thesis,
we adopt a two-dimensional s-wave topological superconductivity model and perform self-
consistent mean-field studies in the Bogoliubov-de Gennes (BdG) formalism. As the BdG
equations for topological superconductivity have high numerical demand, we implement the
method of Chebyshev polynomial expansion, allowing self-consistent determination of the
mean fields with high parallel efficiency and without any diagonalization of the Hamiltonian.
Furthermore, we apply the recently developed Sakurai-Sugiura method to efficiently obtain
the eigenpairs of the converged mean-field Hamiltonian.
We first demonstrate the differences between Abelian, non-Abelian and trivial topological
order by computing the Thouless, Kohmoto, Nightingale, and den Nijs (TKNN) number and
investigating the bulk-boundary correspondence. We then shift our focus to self-consistent
studies, illustrating how the electron-phonon coupling strength should be chosen for several
different parameter sets. Adding boundaries in the system, we are then able to confirm the ap-
pearance of Majorana fermions in the non-Abelian topological phase and discuss under which
circumstances they appear. We also examine the dependence of the critical temperature of
the system on the TKNN number and compare results with a recent momentum-space study
on impurity effects in an s-wave topological superconductor [1]. The effects of depositing a
single non-magnetic impurity in the center of the sample are also investigated. In particular,
we find that in the case of odd TKNN number, the order parameter is extremely sensitive to
even weak non-magnetic impurities signifying unconventional p-wave-like behaviour.
ii
Finally, we investigate the possible interplay of charge density waves and topological
superconductivity. We show that within our model, topological superconductivity and topo-
logical charge density waves can coexist in the Abelian topological phase. Studying separately
the pure superconducting state, the pure density wave state and the mixed state, we find
that these three states are degenerate with the same ground-state energy just as in the con-
ventional s-wave case. Upon introducing open surfaces in the system, zero-energy bound
states are also found within all three states. Finally, single non-magnetic impurity effects are
examined in the context of charge density waves.
iii
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Chapter 1
Introduction
1.1 Topological Insulators and Topological Supercon-
ductors
Superconductivity (SC) is a phenomenon that was discovered completely by accident by Heike
Kamerlingh Onnes more than 100 years ago in 1911. While investigating the properties of
supercooled mercury, Onnes discovered that the resistance of the material abruptly dropped
to zero around a critical temperature of 4K and later coined this phenomenon “superconduc-
tivity”. Then, in 1933 Walther Meissner and Robert Ochsenfeld found that in addition to
exhibiting zero resistance, superconductors exhibit what is known as the Meissner effect—the
expulsion of any applied magnetic field from the material. In the present day, we know these
properties as the two key features of superconductivity. Despite the discovery in 1911, how-
ever, a microscopic theory of superconductivity was not developed until 1957 when Bardeen,
Cooper and Schrieffer (BCS) proposed the so-called BCS theory of superconductivity [2].
In this breakthrough theory, BCS proposed that electrons in the material pair up to form
Cooper pairs as a result of electron-phonon interactions which then condense altogether to
form a quantum-mechanically coherent state. One prediction of this theory was that super-
conductivity caused by electron-phonon interactions should only exist in any material for
temperatures up to around 30K. Thus the discovery of high-temperature superconductivity
in La-Ba-Cu-O by Bednorz and Mu¨ler [3] in 1986 came as a complete surprise. Today, re-
searchers strive to create superconductors with higher and higher critical temperatures in the
race to discover room temperature superconductivity. The highest critical temperature (Tc)
that has been recorded to date at ambient pressure is in the Hg-Ba-Ca-Cu-O system at 133K
1
[4] and recently, a Tc of 203K at 155GPa was recorded in sulfur hydride [5]. Although the
mechanism of high-temperature superconductivity is still not understood, high-Tc materials,
especially those with Tc greater than the temperature of liquid nitrogen, are indispensable in
a variety of technological applications.
Despite the notion of superconductivity existing for more than 100 years, it was not until
the early 2000s that the concept of “topological superconductivity” was introduced. The first
stepping stone towards this discovery was perhaps the seminal work by Thouless, Kohmoto,
Nightingale, and den Nijs (TKNN) on the quantum Hall system [6]—now considered histori-
cally the first example of a topological insulator. In 1982, TKNN were able to show that the
quantum Hall effect is not only quantum-mechanical but also topological, breaking ground
in the field of topological materials. The concept of an insulator or a superconductor being
“topological” means that fundamental properties of the material do not change when the
material parameters are varied smoothly. Moreover, each topological insulator and super-
conductor are classified based on the particular topology it possesses. For the quantum Hall
system, TKNN proposed that there exists a mapping from k-space onto a Hilbert space that
has a particular topology characterized by an integer, topological invariant ν. We say that
ν is a topological “invariant” in the sense that its value cannot change unless one closes the
energy gap of the system. This invariant is now known as the TKNN number and is deter-
mined by calculating the total Berry flux in the Brillouin zone. Using the Kubo formula [6],
TKNN showed that the filling factor n in the quantized Hall conductance, σxy = ne
2/h, is in
fact identical to the integer invariant ν, demonstrating the topological nature of the quantum
Hall system. The existence of a topological invariant is key in understanding what it means
for a material to be topological. Every topological insulator and superconductor is charac-
terized by some integer invariant in the bulk, which changes depending on the dimensionality
and any symmetries present in the system such as time reversal symmetry or particle-hole
symmetry. If the value of this invariant is nonzero, the system is in its topological phase and
if the invariant is zero, the system is in the trivial phase. Furthermore, the topological nature
of a system is encoded into its eigenstates. In a topological insulator or superconductor, the
eigenstates are twisted in Hilbert space in such a way that one cannot continuously deform
them into the eigenstates of a trivial system without making a “cut”, meaning one has to
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close the energy gap.
In addition to the existence of an integer invariant, topological systems are often charac-
terized by the presence of edge states that lie inside the energy gap [7]. To see that these
edge states must exist in topological systems, we consider the following thought experiment:
consider a topological insulator or superconductor in the topological phase surrounded by or
sharing a boundary with any trivial material. The material in the topological phase will be
characterized by a nonzero integer topological invariant, whereas the invariant will be zero
in the trivial material. Hence across the boundary, the invariant must change from nonzero
to zero and in order for this to occur, one must close the energy gap of the insulator or
superconductor [8]. Hence there must exist an edge mode that crosses the Fermi level. Such
edge modes are often referred to as gapless edge states. The existence of a bulk topological
invariant and the presence of gapless edge states when a boundary is created are the two
key features of any topological insulator or superconductor. In general, however, it is not
true that trivial insulators or superconductors cannot have in-gap edge states. In special
circumstances, a trivial insulator or superconductor may exhibit gapless edge states [9]: the
difference is that the edge states in the trivial system are not robust against disorder and
can be gapped out by perturbations. On the other hand, in the topological state the edge
states are protected by the topological nature of the system and also by any other symme-
tries present such as time-reversal symmetry. For example, in the quantum Hall system, the
edge states are chiral in the sense that on one edge, propagation occurs in only one direction
meaning that there are no states available for backscattering. Hence these edge states are
very robust to perturbations and are said to be topologically protected. The difference in
the edge states between a trivial insulator and a topological insulator is illustrated in Figure
1.1 [9].
Then in 2005, Kane and Mele realized that if time-reversal symmetry remains unbroken,
one can still obtain interesting topological insulators, albeit ones that are not characterized
by the TKNN number, but ones characterized by a new topological invariant which Kane
and Mele called the Z2 index [10]. The Z2 index gives a classification only modulo two and
so it takes on only two distinct values; zero if the system is in the trivial phase, and one if
the system is in the non-trivial topological phase. In terms of edge states, if there are an
3
Figure 1.1: The difference in the edge states between a trivial insulator and a topological insulator. In
a topological insulator or superconductor, the eigenstates rotate in Hilbert space and become twisted
in analogy with a Mo¨bius strip being a twisted version of an ordinary closed strip. Hence there is no
way to continuously deform the eigenstates of a topological insulator to that of an ordinary insulator
without making a “cut”, meaning that one must close and reopen the energy gap. Although trivial
insulators can have gapless edge states, these states are not robust to perturbations and can be easily
gapped out. On the other hand, the edge states in a topological insulator or superconductor are very
robust against disorder and perturbations that preserve the symmetries present in the system. Figure
from [9]. Illustration: Alan Stonebraker.
odd number of pairs of edge states, the Z2 index has a value of one, whereas if there are
an even number, it has a value of zero. The system that Kane and Mele were interested
in was the quantum spin Hall system—two copies of the quantum Hall system, one for spin
up and one for spin down, preserving the overall time-reversal symmetry. In this system,
the edge states are special in that they are helical, meaning that on a given edge, there
are two spin-polarized states. Due to Kramers’ theorem [11] which states that every energy
eigenstate must be doubly degenerate in a time-reversal-symmetric system with half-integer
spin, these helical edge states will come in Kramers’ doublets. These edge states are also
robust to perturbations and disorder just as the chiral edge states in the quantum Hall effect
except that the perturbations must respect time reversal symmetry, otherwise a gap could
open in the energy spectrum of the edge states. In this sense, we say that these helical edge
states are protected by time-reversal symmetry.
In addition to introducing the concept of this new topological insulating state, Kane
and Mele further proposed how to go about experimentally realizing this system using a
graphene model with the inclusion of spin-orbit coupling [12]. Kane and Mele argued that
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at sufficiently low temperatures, one could observe the quantum spin Hall effect in graphene
with an energy gap that is opened by the spin-orbit interaction. However, the spin-orbit
interaction in graphene is quite weak and so the energy gap opened is very small, around 10−3
meV [8]. Hence researchers began to look into materials which exhibit much stronger spin-
orbit interactions. This lead to the proposal of the first experimentally realizable topological
insulator: mercury telluride quantum wells. First proposed by Bernevig, Hughes and Zhang
(BHZ) in 2006 [13], this system was subsequently discovered experimentally by Ko¨nig et al.
only a year later in 2007 [14].
In the situation proposed by BHZ, the HgTe is sandwiched between two layers of the
semiconductor CdTe to create the well structure. While CdTe has a typical band structure
with the s-type conduction band-edge states lying above the p-type valence band-edge states,
in HgTe the band structure is inverted where the s-levels lie below the p-levels. As a result of
this inverted band structure, the electrons in the conduction band exhibit hole-like properties
causing a very large spin-orbit interaction. When the HgTe layer is very thin, the quantum-
well states will have normal band order; however, when the thickness of the HgTe layer exceeds
some critical thickness dc the bands will invert. BHZ demonstrated that at d = dc when the
s- and p-orbital bands cross each other and the energy gap closes, the system transitions
from the trivial insulator phase (d < dc) to the topological insulator (quantum spin Hall)
phase (d > dc). Ko¨nig et al. then confirmed the quantum spin Hall phase by experimentally
measuring the transport properties of HgTe/Hg0.3Cd0.7Te quantum wells and determining dc
to be approximately 6.3 nanometers. By tuning the chemical potential into the bulk gap, a
quantized σxx of 2e
2/h was observed. Hence the system has finite conductance even when the
Fermi level lies within the gap, signifying the presence of conducting edge states. Moreover,
it was determined that these edge states were very sensitive to the presence of an external
magnetic field and even a small magnetic field would destroy the conductance. These results
demonstrated extensive proof of the quantum spin Hall effect in HgTe quantum wells. Shortly
thereafter, the hunt for three-dimensional topological insulators began and Bi1−xSbx emerged
as the first candidate in 2008 [15]. Since then, many other three-dimensional topological
insulators have been discovered experimentally such as Bi2Se3 [16], Bi2Te3 [17, 18], Sb2Te3
[18, 19], Bi2Te2Se [20, 21], TlBiSe2 [22] and Pb(Bi1−xSbx)2Te4 [23].
5
As the field of topological insulators was being developed, topological band theory was
also applied in the context of superconductivity. As superconductors exhibit a supercon-
ducting gap at the Fermi energy, the idea of topological superconductivity was a natural
extension from the notion of a topological insulator. Like topological insulators, topological
superconductors also satisfy the two key properties of topological materials: classification
by an integer invariant such as the TKNN number or the Z2 index, and the presence of
gapless edge states when the material is physically terminated. However, unlike topological
insulators, topological superconductors have the extraordinary property of being able to host
Majorana fermions [24]. Majorana fermions are exotic charge-neutral particles which are
their own anti-particle and arise in topological superconductors due to the intrinsic particle-
hole symmetry these systems possess. As a consequence of particle-hole symmetry, for every
energy eigenvalue E of the Hamiltonian, there exists a partner eigenvalue at energy −E.
However, a Majorana fermion must be equal to its particle-hole conjugate at the same en-
ergy, meaning that Majorana fermions are only realized in topological superconductors at
zero energy [7]. Hence in topological superconducting systems, Majorana fermions are often
referred to as Majorana zero modes.
Although researchers have provided experimental evidence for the existence of Majorana
fermions in various systems [25, 26, 27, 28], to date nothing conclusive can be said. Conclusive
proof of the existence of Majorana fermions would not only be a breakthrough in fundamental
physics, but could also make possible the realization of topological quantum computation [29].
In two dimensions, particles called anyons emerge and can obey Abelian statistics whereby
the phase φ acquired under interchange of two particles ranges continuously between 0 and
pi
|ψ1ψ2〉 = eiφ|ψ2ψ1〉, φ ∈ (0, pi). (1.1)
However, anyons can also obey non-Abelian exchange statistics in which interchange between
particles is not commutative. This is the type of statistics obeyed by Majorana fermions.
Non-Abelian anyons are of great interest in the field of topological quantum computation,
where two well-separated anyons comprise one “qubit”—a bit in a quantum computer. When
such well-separated anyon pairs are created, one proceeds to “braid” anyons from different
pairs of qubits around one another to perform a computation. The resulting braid formed will
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then depend only on the topology of the overall braid and not on the intermediate details
on how the braid was formed. Hence this type of computation is very robust to error as
small disturbances in the paths of the anyons do not affect the computation [29]. Due to this
revolutionary property, the field of topological quantum computation is rapidly growing.
As for topological superconductivity, the simplest model is the 1D p-wave wire of spinless
fermions first proposed by Kitaev in 2000 [30] and now known as the Kitaev model. Since we
are dealing with spinless fermions, p-wave superconductivity is required to recover the overall
oddness of the pairing wavefunction in a fermionic system. In this simple toy model, Kitaev
found that upon imposing open boundary conditions, two Majorana fermions would appear
localized at each end of the wire. For a chain of infinite length, the interaction between
these Majorana fermions would be zero. However, even though the interaction would be
nonzero for a chain of finite length, Kitaev argued that the coupling would be exponentially
small and hence the Majorana fermions would remain at zero energy and not be destroyed.
Despite this system being proposed in 2000, it was not until 2014 when Nadj-Perge et al.
experimentally provided strong evidence for the realization of a one-dimensional topological
superconductor [26]. By placing a ferromagnetic iron chain on the surface of conventional
s-wave superconducting lead, Nadj-Perge et al. aimed to make use of the proximity effect
in addition to the strong spin-orbit interactions of the Rashba type at the lead surface.
In the presence of strong spin-orbit coupling, this proximity effect has been predicted to
induce topological superconductivity in the ferromagnetic iron chain through the tunneling
of Cooper pairs from the superconductor. Using spectroscopic mapping, Nadj-Perge et al.
were able to obtain the spatial structure of excitations at several energies as shown in Fig.
1.2 [26]. The middle panel at E = 0 clearly shows a zero-energy mode localized at the end of
the Fe chain, providing strong evidence for the presence of Majorana fermions and signifying
that the system is indeed in the topological phase.
In two dimensions, the simplest topological superconductor is the spinless p + ip super-
conductor which is called as such due to the superconducting order parameter having the
form ∆p ∝ eiφ∆(px + ipy). In contrast to a conventional s-wave superconductor in the
vortex state, a vortex in a p + ip superconductor can host Majorana zero-modes. While a
number of proposals have been put forth for realizing spinless p + ip superconductivity in
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Figure 1.2: Conductance maps of the Fe chain from the experiment performed by Nadj-Perge et al.
[26] at various energies. The middle panel at E = 0 indicates the presence of a zero-energy Majorana
fermion localized at the end of the chain. Reprinted with permission from AAAS.
various types of heterostructures, a promising candidate for the spinful p+ ip superconductor
is Sr2RuO4 with its strong spin-orbit interactions. Experiments performed on this material
including NMR Knight shift [31] and extreme sensitivity to non-magnetic impurities [32] pro-
vide strong evidence that this material exhibits spin-triplet superconductivity. In addition,
it has been proposed that Sr2RuO4 exhibits half-quantum vortices where the vortex carries
half of the magnetic flux quantum Φ0 = hc/2e [33]. Such peculiar vortices can arise in this
system due to the particular structure of the order parameter. In this case, single-valuedness
of the order parameter is actually achieved by a combination of the orbital part and the spin
part of the order parameter as one winds around a vortex. Moreover, these half-quantum
vortices bind Majorana fermions and obey non-Abelian exchange statistics, and so manipu-
lation of vortices in systems such as Sr2RuO4 would be a major breakthrough in the field of
quantum computation with the use of two vortices to comprise one qubit. Das Sarma, Nayak
and Tewari [33] investigated the topological nature of Sr2RuO4 and proposed experimental
techniques to stabilize the half-quantum vortices. In an experiment on a mesoscopic Sr2RuO4
ring, half-quantum vortices were indeed detected [34].
In addition to the 1D proximity effect model investigated by Nadj-Perge et al., the prox-
imity effect obtained by placing a conventional s-wave superconductor on the surface of a
3D topological insulator proposed by Fu and Kane [35] is a promising method for realizing
Majorana fermions. In this situation, Cooper pairs tunnel from the superconductor into
the topological insulator and induce a superconducting gap in the 2D surface states. These
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surface states resemble the p + ip superconductor in that creating a vortex traps a single
Majorana zero mode, however, time-reversal symmetry remains unbroken. A number of
experiments have been performed using this idea such as the detection of supercurrents in
Nb-Bi2Te3-Nb Josephson junctions by Veldhorst et al. [36] and scanning tunneling spec-
troscopy (STS) experiments performed on Bi2Te3 thin films grown on NbSe2 by Xu et al.
[37]. The latter was a significant step in the search for Majorana fermions as the authors
were able to create vortices on the Bi2Te3/NbSe2 interface and zero-bias conductance peaks
were observed at the vortex core. However, Xu et al. could not conclude in their study that
this was definitively a signature of Majorana fermions.
Lastly, the material that has attracted perhaps the most attention recently is the doped
3D topological insulator CuxBi2Se3. In this material, Cu atoms are intercalated into the
layers of the topological insulator Bi2Se3 at a concentration of around x = 0.1 − 0.5 and
superconductivity appears below a critical temperature of Tc = 3.2K [28]. While the exact
pairing symmetry in CuxBi2Se3 remains unknown, it was proposed that unconventional odd-
parity pairing symmetry could be realized due to the particular band structure and strong
spin-orbit coupling that this material exhibits. By point-symmetry group analysis, four pos-
sible pairing symmetries were proposed and subsequently narrowed down to one which was
spin triplet, odd parity and naturally gave rise to time-reversal-invariant topological super-
conductivity [38]. Furthermore, in recent point-contact spectroscopy experiments by Sasaki
et al. [28] and Ando et al. [25] with Cu concentrations of x = 0.3 and x = 0.31, respectively,
zero-bias conductance peaks (ZBCP) were observed at low temperatures. The conductance
spectra obtained by Ando et al. [25] is shown in Fig. 1.3. In both cases, the authors attribute
these ZBCP to surface Andreev bound states that are Majorana fermions, providing strong
experimental evidence that this material is indeed a topological superconductor. Despite
this evidence, however, it remains controversial as to whether or not CuxBi2Se3 is in fact a
topological superconductor. Follow-up low-temperature STS studies that were conducted by
Levi et al. [39] presented tunnelling spectra which showed no in-gap states, suggesting that
this material is simply a conventional s-wave superconductor. To resolve this controversy,
vast improvements to the sample qualities are needed. As it stands, CuxBi2Se3 samples show
substantial inhomogeneity and low superconducting volume fractions. However, a recent ex-
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periment by Schneeloch et al. [40] on Cu0.3Bi2Se3 found superconducting fractions of as high
as 56% synthesized using a melt-growth method, and electrochemical intercalation produced
superconducting fractions as high as 70% [41] showing promise for future synthesis of higher
quality samples.
Figure 1.3: Conductance spectra at various temperatures measured on a cleaved surface of
Cu0.31Bi2Se3. Below the critical temperature of Tc = 3.2K, the conductance at zero-bias becomes
enhanced with the peak growing as temperature decreases. Figure from [25].
1.2 Motivation for Research
Several candidates for topological superconductivity have been discussed above, most of
which, however, rely on unconventional p-wave superconductivity for the realization of the
topological state. While p + ip superconductivity seems to be the common theme amongst
current proposals for topological superconductivity, this type of superconductivity has several
downsides. First, p + ip superconducting systems are very delicate and difficult to achieve
experimentally as p-wave superconductivity is extremely sensitive to thermal fluctuations
and impurities. In fact, Bauer et al. investigated the effect of thermal fluctuations on p-
wave superconductivity and found that thermal fluctuations can have drastic effects on the
topological properties of the system [42]. Moreover, p-wave superconducting gaps are usually
very small and hence utilizing such systems for topological quantum computation could prove
to be extremely difficult. With this in mind, we turn towards the possibility of non-Abelian
topological order in an s-wave superconductor. Such a system has been proposed by Sato,
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Takahashi and Fujimoto [43] in the context of s-wave superfluids of ultracold fermionic atoms.
In the model proposed by Sato, Takahashi and Fujimoto, fermionic atoms are loaded in
a two-dimensional optical lattice, a Zeeman field is applied and a spin-orbit interaction of
the Rashba type is then generated using spatially varying laser fields [43]. As we will see in
subsequent chapters, the application of a Zeeman field and the presence of Rashba spin-orbit
coupling are two key ingredients for obtaining non-trivial topological superconductivity—the
Zeeman field will break time-reversal symmetry and the Rashba spin-orbit interaction will
essentially “freeze out” the spin degree of freedom. The authors of Ref. [43] also pointed out
that although larger p-wave BCS gaps could theoretically be produced via a phenomenon
known as Feshbach resonance in ultracold atoms, there has so far been no experimental
success in creating a p-wave gap, whereas large s-wave BCS gaps can be realized easily using
s-wave Feshbach resonance [44]. Hence realizing non-trivial topological phases in 2D s-wave
superfluids of ultracold fermionic atoms is quite promising experimentally for studying the
properties of Majorana fermions and developing topological quantum computation [43].
Adapting this 2D s-wave topological superconductor model, in this thesis we perform
microscopic mean-field studies of 2D topological superconductivity by self-consistently ob-
taining converged solutions for not only the superconducting order parameter, but also the
Hartree potential. To date, there have been very few self-consistent studies of topological
superconductivity and to the best of our knowledge, no self-consistent mean-field study in
real space has been made for the present 2D s-wave model. Using a Green-function formula-
tion in momentum space, a single self-consistent study of this s-wave model was performed
by Nagai, Ota and Machida [1] who examined the effects of non-magnetic impurities on
topological superconductivity by incorporating impurities in terms of the self-energy. A very
limited number of other self-consistent studies have been performed on different systems
such as the work of Zhou, Gao and Wang [45] on a 2D model and the work of Qu, Gong and
Zhang [46] on a 1D model. In this thesis, we present a full real-space, self-consistent study
of 2D s-wave topological superconductivity in terms of the Bogoliubov-de Gennes (BdG)
theory, confirming the existence of Majorana fermions in this model, studying how single
non-magnetic impurities affect the system, and examining how the Hartree potential alters
the topological phases. In order to accomplish this, we have implemented the Chebyshev
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polynomial expansion method [47, 48] which allows for efficient self-consistent determination
of the superconducting order parameter and Hartree potential without any diagonalization of
our large two-dimensional Hamiltonian. In addition, we have implemented a recent numeri-
cal technique proposed by Sakurai and Sugiura [49, 50] that enables us to effectively obtain
the eigenpairs of our Hamiltonian within a desired energy range, in particular, lowest-energy
eigenvalues.
Lastly, we self-consistently investigate the interplay between topological superconductiv-
ity and charge density waves—periodic modulations in the electron density of a material.
Since the 1970s, there has been significant debate as to whether or not charge density waves
cooperate or compete with superconductivity. To this day, the controversy still has no res-
olution, with many studies publishing conflicting results [51, 52, 53, 54]. Moreover, there
has been no experimental work nor has there been self-consistent studies which investigate
topological charge density waves, let alone the interplay between topological charge den-
sity waves and topological superconductivity. The Hamiltonian for the topological charge
density wave state was proposed by Sato, Takahashi and Fujimoto in 2010 [55] who demon-
strated that this Hamiltonian allowed the presence of zero-energy bound states although no
self-consistent studies were performed. Recently, Scheurer and Schmalian also theoretically
studied the possibility of charge density wave formation in the electron fluid formed at the
2D interface between the oxides LaAlO3 and SrTiO3, which is thought to exhibit signatures
of time-reversal-symmetric topological superconductivity [56]. Again however, the charge
density wave study was brief and no self-consistent calculations were performed. The lack of
self-consistent studies of two-dimensional topological superconductivity and the lack of un-
derstanding regarding how charge density waves behave in such systems provide the primary
motivation for the work presented in this thesis.
1.3 Layout of Thesis
The intent of this thesis is to provide an introduction to topological superconductivity and to
investigate how these systems behave when charge density modulations are present. As such,
in Chapter 2 we begin with the general theoretical background for conventional supercon-
12
ductivity and charge density waves. Chapter 3 then deals with recently developed numerical
methods that allow us to efficiently perform mean-field calculations and obtain low-energy
eigenvalues of our Hamiltonian. We then move into Chapter 4 which is meant to be an in-
troduction to topological superconductivity including a description of topological invariants,
edge states and Majorana fermions. In Chapter 5 we present our preliminary results with
the focus being on self-consistent studies of topological superconducting systems. The main
results of this thesis are found in Chapter 6 where we self-consistently study the interplay
of topological charge density waves and topological superconductivity. Lastly, Chapter 7
concludes the thesis and provides a discussion of the main results obtained.
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Chapter 2
Theoretical Background
2.1 The BCS Theory of Superconductivity
Prior to 1957, a comprehensive understanding of the mechanism behind superconductivity
(SC) was much sought after. At the time, all theories proposed were phenomenological the-
ories developed by London, Ginzburg and Landau and were only able to provide qualitative
descriptions creating a strong need for a microscopic theory. Finally in 1957, Bardeen, Cooper
and Schrieffer introduced the very first microscopic theory of conventional superconductivity
now known as the BCS theory of superconductivity [2]. Formulated in momentum space, the
BCS theory is very successful in describing conventional or low-temperature superconductiv-
ity which originates from electron-phonon interactions. However as translational invariance
is assumed, only bulk, homogeneous systems are applicable within the BCS theory.
The BCS theory is built upon the Landau theory of the Fermi liquid which states that
if one starts with a non-interacting ideal Fermi gas, the single-particle excitations of the
interacting system can then be constructed by adiabatically switching on interactions be-
tween particles such as the repulsive Coulomb interaction among the conduction electrons.
Essentially, adiabatically switching on these interactions creates a one-to-one correspondence
between an eigenstate in the ideal system and an eigenstate in the interacting one, and the key
result being the existence of the well-defined Fermi surface. In addition, Landau recognized
that the net effect of the interactions between electrons is to simply shift the effective mass
of the electron and hence the electrons are called “quasiparticles”. How one then obtains
superconductivity is to include the residual electron-phonon interactions that are neglected
within the Landau-Fermi liquid theory.
Working towards a microscopic theory, Cooper decided to examine the result of placing
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a pair of electrons which interact via a small attractive two-body potential above a nonin-
teracting Fermi sea—the one-pair problem [57]. To understand the origin of the attractive
potential, consider one electron moving through a lattice of positive ions. This electron will
polarize the lattice as it travels, causing a second electron to interact with the polarized
lattice. These two electrons then become correlated leading to an effective attractive in-
teraction. This effective attractive interaction occurs only near the Fermi surface, however,
roughly within ±~ωD around the Fermi energy, where ωD is the Debye frequency. The sur-
prising result Cooper discovered was that the electrons inevitably form a bound state, no
matter how small the interaction. The key is that the interaction is attractive and more
importantly, that we have a filled Fermi surface. Considering this pair of electrons, we are
interested only in the minimum energy of the pair which corresponds to no center-of-mass
motion. Thus in the ground state, kCM = 0 and we have a pair of electrons with opposite
momenta (k,−k). The spin wavefunction of the system can be, for example, spin singlet
(s-wave with ` = 0 or d-wave with ` = 2) or spin triplet (p-wave with ` = 1), however
the s-wave singlet pairing state is energetically most favourable. BCS expected this result,
namely that the lowest-energy state will occur when the pairs of electrons have opposite spin
and zero relative momentum. Hence, pairs of the form (k ↑,−k ↓) were considered forming
an s-wave bound state. Today, such bound states of electrons are known as Cooper pairs.
In fact the entire Fermi surface will become unstable towards the formation of Cooper pairs
which then condense altogether to form a macroscopic coherent state.
We now outline the essential equations within the BCS theory of superconductivity fol-
lowing the notation of Schrieffer [58]. First, upon discovering that an attractive interaction
will make the Fermi surface unstable to the creation of Cooper pairs, BCS became motivated
to solve the “reduced Hamiltonian”,
Hˆred = 2
∑
k
kbˆ
†
kbˆk +
∑
kk′
Vk′kbˆ
†
k′ bˆk , (2.1)
derived from the full Hamiltonian of the system,
H =
∑
kσ
kcˆ
†
kσ cˆkσ +HC +Hel-ph, (2.2)
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where the first term in (2.2) represents the kinetic energy with dispersion k, the Coulomb
interaction is HC, and the electron-phonon interactions are represented by Hel-ph. The re-
duced Hamiltonian then contains the kinetic energy plus a term representing the effective
electron-electron interactions via exchange of photons. Here bˆ†k and bˆk create and annihilate
a Cooper pair in state (k ↑,−k ↓), respectively, and Vk′k models the weak electron-phonon
interaction that scatters a Cooper pair from state k to state k′. In terms of electron annihi-
lation operations, the Cooper pair annihilation operator is given by bˆk = cˆ−k↓cˆk↑. While the
Cooper pair operators satisfy the following commutation relations,
[bˆk, bˆ
†
k′ ] = 0 ; k 6= k′, (2.3)
[bˆk, bˆk′ ] = 0 = [bˆ
†
k, bˆ
†
k′ ], (2.4)
they are not bosonic as we have
[bˆk, bˆ
†
k] = 1− (nˆk↑ + nˆ−k↓), (2.5)
where nˆkσ = cˆ
†
kσ cˆkσ is the number operator for the electron in state (k, σ). In an attempt to
solve the reduced Hamiltonian (2.1), Schrieffer then proposed that at zero temperature the
ground-state wavefunction could be written in the form
|Ψ0〉 = C
∏
k
(
1 + αkbˆ
†
k
)|0〉 (2.6)
where C is a normalization constant and the {αk} are the parameters for the variational
principle to minimize the ground-state energy. Upon normalization, we have
C =
1
1 + |αk|2 (2.7)
and the ground state can be written as
|Ψ0〉 =
∏
k
(
uk + vkbˆ
†
k
)|0〉, (2.8)
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where
uk =
1
1 + |αk|2 , (2.9)
vk =
αk
1 + |αk|2 . (2.10)
Lastly, the orthonormality requires that we have
|uk|2 + |vk|2 = 1. (2.11)
Physically, uk is the probability amplitude for the ground state not to contain a Cooper pair
in state k while vk is the probability for the ground state to contain a Cooper pair.
Using {uk} and {vk} as variational parameters, the ground state energy of the system
can be minimized with the normalization condition |uk|2 + |vk|2 = 1 and the requirement
that the total number of electrons is conserved on average. Using the method of Lagrange
multipliers, we have
δE = δ〈Ψ0|Hˆred − µNˆ |Ψ0〉 = 0, (2.12)
where the chemical potential µ enters as the Lagrange multiplier and Nˆ counts the number
of particles. By performing the minimization (2.12), we obtain two linear equations:
(k − µ)uk + ∆kvk = Ekuk, (2.13)
∆∗kuk − (k − µ)vk = Ekvk. (2.14)
Here we have introduced the order parameter ∆k, which must be determined self-consistently:
∆k = −
∑
k′
Vkk′uk′v
∗
k′ . (2.15)
Rewriting (2.13) and (2.14) in matrix form, we obtain
k − µ ∆k
∆∗k −(k − µ)
 uk
vk
 = Ek
 uk
vk
 . (2.16)
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The eigenvalues Ek are then given by
Ek =
√
(k − µ)2 + |∆k|2, (2.17)
and one also finds that
u2k =
1
2
(
1 +
k − µ
Ek
)
, (2.18)
v2k =
1
2
(
1− k − µ
Ek
)
, (2.19)
with
ukv
∗
k =
∆k
2Ek
. (2.20)
Substituting (2.20) into (2.15), we obtain the famous BCS gap equation
∆k = −
∑
k′
Vk′k
∆k′
2E ′k
. (2.21)
For s-wave superconductivity, BCS introduced a simplified form of the gap equation, neglect-
ing anisotropy thereby making the order parameter and the potential momentum-independent,
Vk′k = −V . In this case the order parameter can be assumed to be real and we obtain
∆ =
∑
k′
V
∆
2Ek′
. (2.22)
Canceling ∆ and converting the sum over k′ to an integral within an energy shell of |k−µ| <
~ωD for a bulk system, we obtain
1 ' V
2
D(F )
∫ ~ωD
−~ωD
d√
2 + ∆2
, (2.23)
where D(F ) is the density of states at the Fermi energy approximated to be a constant
within the energy shell. Performing the integral, one finds
∆ =
~ωD
sinh( 1
V D(F )
)
. (2.24)
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In the so-called weak-coupling limit where V D(F ) 1, (2.24) reduces to
∆ = 2~ωD e[−1/V D(F )]. (2.25)
This is the BCS value of the gap at zero temperature.
To find excited states, we seek a set of new operators which will diagonalize our re-
duced Hamiltionian. The required transformation is a canonical transformation known as
the Bogoliubov-Valatin transformation defined by
γˆ†k↑ = ukcˆ
†
k↑ − vkcˆ−k↓, (2.26)
γˆ−k↓ = ukcˆ−k↓ + vkcˆ
†
k↑. (2.27)
These operators γˆ†kσ and γˆkσ create and annihilate, respectively, a quasiparticle in state
(k, σ). Quasiparticles are single particle excitations in a superconductor and the previously
mentioned normal state quasiparticles are now simply referred to as electrons by convention.
We also see now that uk and vk are the particle- and hole-amplitudes, respectively, of a
single-particle excitation. From the operators γˆ†kσ, γˆkσ, we clearly see that a quasiparticle in
a superconductor is neither an electron nor a hole, but rather a superposition of an electron
and a hole. In terms of the statistics they obey, we find that the quasiparticle operators are
fermionic and obey the following commutation relations:
{γˆkσ, γˆ†k′σ′} = δkk′δσσ′ , (2.28)
{γˆ†kσ, γˆ†k′σ′} = 0 = {γˆkσ, γˆk′σ′}. (2.29)
In addition, if we allow these operators act on the BCS ground state, we find that the ground
state actually corresponds to the vacuum state for quasiparticles:
γˆk↑|Ψ0〉 = 0 (2.30)
γˆ−k↓|Ψ0〉 = 0, (2.31)
while γˆ†kσ will then create a quasiparticle in the superconducting state with momentum k
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and spin σ
γˆ†k↑|Ψ0〉 = |Ψk↑〉 (2.32)
γˆ†−k↓|Ψ0〉 = |Ψ−k↓〉. (2.33)
In a normal metal, we have ∆ = 0 and every state is either a particle state or a hole
state with the energy required to add or remove an electron at momentum k being k and
−k, respectively. However, in the superconducting state we add and remove not electrons,
but quasiparticles and the minimum energy required to create a quasiparticle is ∆. When
the number of particles in the system is conserved, the energy required for an excitation is
2∆—the energy gap of the superconductor.
2.2 BdG Theory and the Extended Hubbard Model
Ever since its formulation in 1957, the BCS theory has been very successful in describing bulk,
homogeneous superconductors. However, since the theory is formulated in momentum space,
it cannot describe superconductivity in the presence of a surface or any kind of impurities as in
these cases, momentum is not a good quantum number. Therefore we adopt a generalization
of the BCS theory formulated in real space known as Bogoliubov-de Gennes (BdG) theory
[59]. The BdG theory was formed through the work of P. de Gennes and N. Bogoliubov and
is significantly more powerful than the BCS theory as any kind of inhomogeneity or magnetic
field can be readily incorporated.
Applying the BdG theory to a minimal tight-binding model, we are able to describe su-
perconductivity within a model now known as the extended (attractive) Hubbard model.
The Hubbard model was initially proposed in 1963 by J. Hubbard [60] and is one of the
simplest models for describing the interaction between electrons in a solid. Despite its sim-
plicity, the Hubbard model is very effective in describing the behavior of many condensed
matter systems and continues to be used today. The model begins with a lattice of ions on
which electrons can move around, “hopping” from one lattice site to another. In the solid,
the electrons mutually interact via a screened Coulomb interaction and this interaction will
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be largest for two electrons occupying the same lattice site. No more than two electrons may
occupy the same site due to the Pauli exclusion principle if we are assuming the simplest case
in which the site is an ion with a single valence orbital. Interactions in the Hubbard model
are then modeled by a term which is zero if the site is empty or contains one electron, and
has a value of U if two electrons with opposite spin occupy the same site. The Hamiltonian
for the so-called repulsive Hubbard model can then be written in its simplest form as
HH =
∑
〈ij〉σ
tij cˆ
†
iσ cˆjσ +
∑
iσ
(i − µ)nˆiσ +
∑
i
Uiinˆi↑nˆi↓. (2.34)
Here electrons are modelled to have the kinetic energy to hop from site j to site i in the
lattice with probability amplitude tij. The hopping is represented by the destruction of
an electron at site j and the subsequent creation of an electron at site i. In addition, the
notation 〈ij〉 in the sum represents a sum over all sites i and j which the electron may hop
to from site i. The second term contains the chemical potential µ which controls the filling
and the impurity potential at site i is given by i. Finally, the last term is the interaction
energy with Uii = +U representing the screened Coulomb interaction of the band. Most
notably, the repulsive Hubbard model is used to describe Mott insulator behaviour of the
parent compounds for high-temperature superconductors.
This Hamiltonian can be extended to study superconductivity by changing the repulsive
potential Uii = +U to that of an attractive one, Uii = −U between electrons occupying the
same site in order to model the attractive electron-phonon interactions. In addition, one can
include longer-range attractive interactions between electrons occupying neighboring sites to
model, for example, d-wave coupling. Such an extended Hubbard Hamiltonian can then be
written as
H =
∑
〈ij〉σ
tij cˆ
†
iσ cˆjσ +
∑
iσ
(i − µ)nˆiσ +
∑
i
Uiinˆi↑nˆi↓ +
1
2
∑
〈ij〉
∑
σσ′
Uijnˆiσnˆjσ′ , (2.35)
where Uii is now attractive and represents s-wave coupling, while Uij represents longer-range
interactions.
While the extended Hubbard Hamiltonian gives us a starting point for our calculations,
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it is impossible to solve exactly due to the two-body interaction terms. In order to obtain
solutions, we must introduce an effective Hamiltonian where the two-body interactions are
approximated by a one-body interaction multiplied by a mean field which must be solved
self-consistently. Performing this approximation, one obtains the effective Hamiltonian
Heff = H0+
∑
iσ
V
(H)
ii nˆiσ+
1
2
∑
〈ij〉σ
V
(H)
ij nˆiσ−
1
2
∑
〈ij〉σ
V
(F )
ij cˆ
†
iσ cˆjσ+
∑
i
∆iicˆ
†
i↑cˆ
†
i↓+
1
2
∑
〈ij〉
∆ij cˆ
†
i↑cˆ
†
j↓+H.c.,
(2.36)
where H0 is the single-particle Hamiltonian,
H0 =
∑
〈ij〉σ
tij cˆ
†
iσ cˆjσ +
∑
iσ
(i − µ)nˆiσ, (2.37)
and H.c. stands for Hermitian conjugate. Here several mean fields have been introduced.
First, V
(H)
ii is the on-site Hartree potential which is the average attractive potential the
electron feels by being at a particular site i with another electron. In addition, V
(H)
ij is the
off-site Hartree potential which the electron feels from neighbouring electrons and V
(F )
ij is the
Fock potential due to exchange-correlation effects between electrons at neighbouring sites
both via the longer-range interaction Uij. Finally, ∆ii and ∆ij are the on- and off-site order
parameters. We determine these mean fields by minimizing the free energies
F = 〈H〉 − TS, (2.38)
F1 = 〈Heff〉 − TS, (2.39)
where T is temperature and S is entropy. Performing the minimizations and comparing terms
in (2.38) and (2.39), one finds that the mean fields are given by
V
(H)
ii = Uii〈cˆ†iσ cˆiσ〉, (2.40)
V
(H)
ij = Uij〈cˆ†jσ cˆjσ〉, (2.41)
V
(F )
ij =
1
2
Uij[〈cˆ†jσ cˆiσ〉+ 〈cˆ†iσ cˆjσ〉], (2.42)
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∆ii = Uii〈cˆi↓cˆi↑〉, (2.43)
∆ij =
1
2
Uij[〈cˆj↓cˆi↑〉+ 〈cˆi↓cˆj↑〉]. (2.44)
2.2.1 The BdG Equations
As the effective Hamiltonian (2.36) now contains only one-body interactions, we wish to
diagonalize it in order to obtain its eigenstates and corresponding eigenvalues. To accomplish
this, we perform the Bogoliubov-Valatin transformation introduced in Section 2.1,
cˆi↑ =
∑
n
(γˆn↑un(i)− γˆ†n↓v∗n(i)) (2.45)
cˆi↓ =
∑
n
(γˆn↓un(i) + γˆ
†
n↑v
∗
n(i)). (2.46)
As the quasiparticle operators are fermionic, their occupation probability is determined by
the Fermi-Dirac distribution function:
〈γˆ†nσγˆmσ′〉 = δmnδσσ′f(n) (2.47)
〈γˆnσγˆmσ′〉 = 0, (2.48)
where f(n) is the Fermi-Dirac distribution function at fundamental temperature τ and en-
ergy n,
f(n) =
1
en/τ + 1
. (2.49)
Applying the transformations (2.45) and (2.46) to our effective Hamiltonian (2.36), the Hamil-
tonian is diagonalized as
Heff = E0 +
∑
nσ
nγˆ
†
nσγˆnσ (2.50)
with E0 representing the ground state energy of the system and n being the energy of an
excitation in state n.
By evaluating the four commutators, [cˆi↑, Heff], [cˆi↓, Heff], [Heff, γˆn,σ], [Heff, γˆ†n,σ], one arrives
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at the Bogoliubov de-Gennes (BdG) equations [59]. These are a very powerful set of equations
which generalize the Hartree-Fock equations to the case of superconductivity. In matrix form,
the BdG equations are given by
HBdG
 un
vn
 = n
 un
vn
 , (2.51)
where
HBdG =
Tˆ + Vˆ (H) + Vˆ (F ) ∆ˆ
∆ˆ∗ −(Tˆ ∗ + Vˆ (H) + Vˆ (F ))
 . (2.52)
Here Tˆ is the kinetic energy or “hopping” matrix, Vˆ (H) and Vˆ (F ) are the Hartree and Fock
potentials and ∆ˆ is the order parameter. The BdG equations are Schroo¨dinger-like equations
for the particle- and hole-amplitudes of a quasiparticle, un and vn, respectively, forming a
2N×2N eigenvalue problem with energy eigenvalues {n} for a lattice withN sites. Moreover,
the BdG Hamiltonian has an intrinsic particle-hole symmetry expressed as
ΞHBdGΞ
−1 = −H∗BdG. (2.53)
where Ξ = τxK (Ξ
2 = +1), τ are the Pauli matrices in particle-hole space and K is the
complex conjugation operator. Particle-hole symmetry implies that there is a redundancy in
the system as for every eigenstate Ψ with eigenvalue E, its particle-hole conjugate Ξ Ψ will
also be an eigenstate with eigenvalue −E.
We are now in a position to express our mean fields, ∆, V (H) and V (F ) in terms of the
particle and hole amplitudes of a quasiparticle. If we use transformations (2.45) and (2.46)
to replace the electron operators with quasiparticle operators in equations (2.40) to (2.44)
and then use the relations (2.47) and (2.48), we obtain
∆ij = −1
2
Uij
∑
n
[un(i)v
∗
n(j) + un(j)v
∗
n(i) ](1− 2fn) , (2.54)
V
(H)
ij = Uij
∑
n
[ |un(j)|2fn + |vn(j)|2(1− fn) ] , (2.55)
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V
(F )
ij =
1
2
Uij
∑
n
[ {u∗n(i)un(j) + un(i)u∗n(j)}fn + {vn(i)v∗n(j) + v∗n(i)vn(j)}(1− fn) ] . (2.56)
Starting from an initial guess for the mean fields, traditionally one diagonalizes the BdG
Hamiltonian (2.52) in order to obtain the eigenvalues and eigenvectors {n, un, vn} which are
in turn used to recompute the mean fields using equations (2.54), (2.55) and (2.56). This
process is then repeated until a desired convergence has been achieved. After the mean fields
have converged, one can then calculate the average electron density at site i from the particle
and hole amplitudes,
〈ni〉 = 2
∑
n
[|un(i)|2fn + |vn(i)|2(1− fn)]. (2.57)
Lastly, the local density of states (LDOS) after convergence is given by
Ai(ω) =
∑
i
[|un(i)|2δ(ω − n) + |vn(i)|2δ(ω + n)]. (2.58)
As the LDOS can be directly measured via scanning tunneling spectroscopy (STS), it is a
particularity useful tool for comparison with experimental data.
2.3 Charge Density Waves
The popularization of the study of charge density waves (CDW)—periodic modulations in the
charge distribution in a material—began in 1974 with the discovery of CDW in transition
metal dichalcogenides (TMDs) [61]. TMDs are layered crystals with an X-M-X structure
where X are hexagonally packed chalcogen atoms and M is a transition metal. Some of these
materials are particularly interesting in the context of superconductivity as they exhibit
not only CDW, but also conventional low-temperature superconductivity and hence they
motivated much research in the study of the relation between CDW and superconductivity.
Another surprising property of TMDs is that some of these materials are actually known to
become better conductors in the CDW state. However, despite the fact that charge density
wave materials have been studied for almost four decades, the possible interplay of CDW
and SC is still under intense debate [51, 52]. Furthermore, surprisingly, the mechanism
behind what is causing these charge modulations in CDW prototype materials has not been
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understood.
One possible mechanism is a concept known as Fermi-surface nesting originally studied
by Peierls in the 1950s [62, 63]. Nesting occurs when the Fermi-surface topology is such that
certain sections of the Fermi surface are parallel to each other and hence coincide when shifted
rigidly [64]. To see how nesting leads to CDW, consider the following 1D problem studied
by Peierls: take a one-dimensional lattice of non-interacting particles with lattice spacing
a in a weak periodic potential V with energy dispersion E = k2 and assume the system is
at half-filling so that there is one electron per site on average. Then, displace every second
atom by a small amount δ thereby reducing the symmetry of the chain to that of one with
spacing 2a. Ordinarily for such a system, the weak periodic potential will introduce energy
gaps at k = ±pi/a. However, this doubling will cause the potential to acquire a component
with wavenumber pi/a = 2kF and will result in band gaps opening at k = ±pi/2a causing
the system to show insulating behaviour. All the states that are raised by the change will
be vacant and all the states that are lowered will be occupied meaning there is an overall
energy reduction in the system. Peierls also demonstrated that this energy reduction will be
proportional to V 2 log V for small V while the elastic energy is proportional to V 2. When
the displacement δ is small, V will then be proportional to δ and hence the ground state will
always correspond to a distortion in the lattice causing CDW. This became known as the
Peierls transition.
By looking at the the electronic susceptibility for a one-dimensional chain of length L,
χ(q, ω) = lim
α→0+
1
L
∑
k
f(k + q)− f(k)
(k + q)− (k)− ω − iα, (2.59)
we can see how nesting comes into play. Here f(k) is the Fermi-Dirac distribution function,
L is the length of the chain, q and ω are the space and time Fourier components of a time-
dependent external potential and α → 0+. First, note that we are interested in CDW that
are “frozen in” and so we consider only the static susceptibility at ω = 0. This implies that
only the real part of χ will be relevant as Imχ vanishes at ω = 0. The real part of the
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susceptibility is given by
Reχ(q, 0) = lim
α→0
1
L
∑
k
(
f(k + q)− f(k))((k + q)− (k))(
(k + q)− (k))2 + α2 . (2.60)
Hence the sum will diverge when (k + q)− (k) = 0 as α→ 0+, or in other words, constant
energy surfaces connected by a common wavevector q will cause a divergence. This will
occur when there is nesting within the Fermi surface and the vector q that connects the large
parallel portions of the Fermi surface is known as a nesting vector. For the 1D chain, the
Fermi surface consists only of the two points ±kF so the nesting is trivial. However, take
for example, a 3D crystal where conduction occurs along 1D chains such as NbSe3 and TaS3.
The Fermi surface will then consist of two parallel sheets k‖ = ±kF . These two sheets are
said to exhibit “perfect nesting” as the nesting vector q = 2kF will match them onto one
another identically and χ will diverge strongly. Note that dimensionality is very important
with nesting as the nesting will become weaker with increasing dimension since there will be
a large reduction of parallel portions in the Fermi surface.
Since CDW tends toward insulating behaviour, it would seem as though CDW and SC
would be competing orders. Despite this, however, whether CDW competes or cooperates
with superconductivity remains undetermined [51, 52, 53, 54]. In order to explain why some
materials such as 2H-NbSe2 and 2H-TaSe2 actually become better conductors in the CDW
state, in 1975 Rice and Scott [65] proposed that CDW could be caused by singularities in
the density of states called van Hove singularities (vHs). For a two-dimensional hexagonal
lattice as relevant for TMDs, Rice and Scott showed that a divergence in the susceptibility
χ(q, ω) would occur in q space localized around the value q = q0, where q0 is a wave vector
that connects two saddle points (van Hove singularities) on the Fermi surface. Then, when
the system transitions to the CDW state driven by vHs, a CDW energy gap opens up at
the locations of the vHs, effectively removing them from the Fermi surface. When there
are impurities in the system (as there are in any real material), the conduction electrons
on or very close to the Fermi surface are scattered by them. However, around the vHs the
electrons are slow moving and may experience inelastic scattering thereby becoming bound to
an impurity. The density of states is very high at a vHs and so there are many such electrons
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and hence the “removal” of the vHs from the Fermi surface can enhance the conductivity
and explain why superconductivity can actually be enhanced by CDW.
The concept of vHs causing CDW has been largely ignored for many decades and it is
only relatively recently through two contradictory ARPES experiments [51, 52] that this idea
was again brought to attention to the research community. While the results obtained by
Kiss et al. [51] are consistent with the theory of Rice and Scott, claiming that CDW boosts
SC, the results obtained by Borisenko et al. [52] are consistent with the conventional view
that CDW arises as a consequence of nesting and suppresses SC. Furthermore, it has been
shown by Sadowski, Tanaka and Nagai [66] that CDW can be caused by vHs that are well
below the Fermi surface and hence are not a result of a divergence in the susceptibility as
considered by Rice and Scott. As a result of the many conflicting viewpoints, there is still
no consensus as to the mechanism behind CDW. Whether the cause is nesting or vHs, in
addition to whether CDW and SC are competing or cooperating orders, remains a hot topic
in condensed matter research.
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Chapter 3
Numerical Methods
Traditionally in the study of superconducting systems, the Hamiltonian is directly diag-
onalized in order to obtain self-consistent solutions of the BdG equations. As system size
increases, however, this method quickly becomes impractical, requiring high computational
demand. As such, we implement a combination of two numerical techniques designed to
efficiently determine the Green function and eigenpairs in condensed matter systems. In
order to self-consistently determine the mean fields in our superconducting systems, the so-
called Chebyshev polynomial expansion method [47] has been implemented, and to obtain
the eigenpairs of the converged system, the recently developed Sakurai-Sugiura (SS) method
[49] has also been put into practice. The key feature of both of these algorithms is that
neither require any direct diagonalization of the Hamiltonian allowing for significant speedup
over the conventional method. Armed with this combination, an efficient, fully parallelized
mean-field scheme has been developed which will later be applied in the context of topological
superconductivity.
3.1 The Chebyshev Polynomial Expansion Method
Due to the size and complexity of the two-dimensional BdG Hamiltonian, we implement a
fast and manageable algorithm for calculating the mean fields of the system self-consistently
and without any matrix diagonalization. To this end, we have found success with the method
of Chebyshev polynomial expansion whose main idea is to expand the spectral density of the
Green function, Gˆ(z) = (z − Hˆ)−1, with a set of Chebyshev polynomials. Using the spectral
density which is given by the difference between the retarded and advanced Green functions
dˆ(ω) ≡ GˆR(ω) − GˆA(ω), an entire mean-field scheme can be developed as shown by Weiße
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et al. [47] and Nagai et al. [48]. Historically, the idea of expanding the Green function or
the spectral density of the Green function with a set of orthonormal polynomials has been
successfully used by a variety of groups studying condensed matter systems [67, 68] beginning
with Kunishima, Itoh and Tanaka [69].
Following the formulation of Ref. [50], we express the spectral density as
[dˆ(ω)]αβ = −2pii
2N∑
γ=1
UαγU
∗
βγδ(ω − γ), (3.1)
where U is a unitary matrix and {γ} are the eigenvalues of the BdG Hamiltonian. Expressing
the mean fields in terms of dˆ(ω), we obtain
〈c†icj〉 = −
1
2pii
∫ ∞
−∞
dωf(ω)e(j)T dˆ(ω)e(i), (3.2)
〈cicj〉 = − 1
2pii
∫ ∞
−∞
dωf(ω)e(j)T dˆ(ω)h(i), (3.3)
where e(i) and h(i) are unit vectors
[e(i)]γ = δi,γ, [h(i)]γ = δi+N,γ, (3.4)
and f is the Fermi-Dirac distribution function.
To obtain our mean-field scheme, we now expand the spectral density in terms of Cheby-
shev polynomials. In principle, various other orthonormal polynomials could also be used to
develop a mean-field scheme such as the Legendre polynomials. However, Chebyshev poly-
nomials are in general considered to be the optimal orthonormal set to expand a smooth
function [47]. In order to formulate the scheme used, first recall the following useful relations
for general orthonormal polynomials φn(x) which are real functions of x ∈ [−1, 1] and weights
W (x) and wn,
δ(x− x′) =
∞∑
n=0
W (x)
wn
φn(x)φn(x
′), (3.5)
wnδn,m =
∫ 1
−1
φn(x)φm(x)W (x)dx. (3.6)
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In general, orthogonal polynomials also satisfy the following recurrence relation,
φn+1(x) = (an + bnx)φn(x)− cnφn−1(x). (3.7)
As x ∈ [−1, 1], we normalize the eigenvalue spectrum by defining a new matrix Kˆ which is
simply Hˆ rescaled as
Kˆ = Hˆ − bI
a
ξγ =
γ − b
a
, (3.8)
where a = (Emax − Emin)/2 and b = (Emax + Emin)/2, and all eigenvalues γ of H are within
[Emin, Emax].
After rescaling our Hamiltonian, we can also define the components of the polynomial φn
as a function of the matrix Kˆ,
[φn(Kˆ)]αβ =
2N∑
γ=1
UαγU
∗
βγφn(ξγ), (3.9)
where φn(ξγ) is well defined in the scaled energy range [−1, 1]. Then we substitute (3.5) into
our expression for dˆ(ω) and use (3.9) to obtain
[dˆ(ω)]αβ = −2pii
2N∑
γ=1
UαγU
∗
βγ
∞∑
n=0
W (ω)
wn
φn(ω)φn(ξγ)
=
−2pii
a
∞∑
n=0
W (ω)
wn
φn(ω)φn(Kˆ),
(3.10)
and hence
pT dˆ(ω)q = −2pii
a
∞∑
n=0
W (ω)
wn
φn(ω)p
Tqn (3.11)
for arbitrary real vectors p, q and we have defined qn = φn(Kˆ)q. Since φn(ξγ) is well defined
in [−1, 1], the integrals in (3.2) and (3.3) become bound by the energy range [−1, 1] with
ω = ax+ b, x ∈ [−1, 1]. Hence our mean fields become
〈c†icj〉 =
∞∑
n=0
e(j)Ten(i)
Tn
wn
, (3.12)
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〈cicj〉 =
∞∑
n=0
e(j)Thn(i)
Tn
wn
, (3.13)
where the term Tn is an integral that must be determined numerically,
Tn =
∫ 1
−1
dx f(ax+ b)W (x)φn(x), (3.14)
and en(i), hn(i) are defined as
en(i) = φn(Kˆ)e(i), hn(i) = φn(Kˆ)h(i). (3.15)
For the Chebyshev polynomials, use
φn(x) = cos[n arccos(x)], (3.16)
with the weights,
W (x) =
1√
1− x2 , wn =
pi
2
(1 + δn,0). (3.17)
In order to determine the vectors en(i) and hn(i) we use the recurrence relation that generates
the Chebyshev polynomials. Namely, we use (3.7) with an = 0, bn = 2 and cn = 1,
qn+1 = 2Kˆqn − qn−1, (3.18)
with q0 = q and q1 = Kˆq. Lastly, in this formulation the local density of states at site i for
energy ω is given by
N(ω, i) = − 1
2pii
e(i)T dˆ(ω)e(i)
=
1
a
∑
n
W (ω)
wn
φn(ω)e(i)
Ten(i).
(3.19)
We have thus generated an entire mean-field scheme based on the expansion of dˆ(ω) with
Chebyshev polynomials. Inputting scaling values a and b and the number of terms in the
sums, n, we can use recurrence relation (3.18) to calculate the mean fields (3.12) and (3.13)
until self-consistency has been achieved. As we do not perform any diagonalization of the
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Hamiltonian H, the complexity is brought down to O(N2) as opposed to O(N3). Moreover,
while it is very challenging to effectively parallelize direct diagonalization of the Hamiltonian
(2.52), in the present method one can easily parallelize the calculation of (3.12) and (3.13)
to obtain excellent efficiency.
Let us obtain optimal values of the energy scaling value a and the number of terms in
the sums n for a 24 × 24 conventional s-wave system with b = 0, µ = 0, U = −1.5t, and
periodic boundary conditions (PBC). Setting n = 1200, Fig. 3.1 (a) demonstrates how the
value of the order parameter using direct diagonalization compares to values obtained by the
Chebyshev polynomial expansion, varying a. The results show that the selection of either
a = 8 or a = 10 will provide the best accuracy. Upon choosing a = 10, we converge the order
parameter beginning at n = 500 and then steadily increase the number of terms in the sum.
This is illustrated in Fig. 3.1 (b) showing that as the number of terms in the sums increase,
the results tend to approach the order parameter value obtained from direct diagonalization.
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Figure 3.1: (a) Comparison of the order parameter obtained via direct diagonalization with the order
parameter obtained varying a with polynomial expansion (n = 1200, b = 0). (b) Comparison of order
parameters varying the number of terms in the sum, n (a = 10, b = 0). The remaining parameters are
µ = 0 and U = −1.5t.
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3.2 The Sakurai-Sugiura (SS) Method
Now that we have an effective mean-field scheme and are able to perform self-consistent
calculations, we wish to have a fast and efficient means to determine the eigenpairs of the
system. The recently developed Sakurai-Sugiura method [49] provides us with this means by
allowing the determination of eigenvalues and eigenvectors of the BdG Hamiltonian within
a desired energy range without diagonalizing the entire matrix. The key to this method is
the idea of being able to specify an energy range and calculate only those eigenvalues which
lie in this range. Directly diagonalizing the Hamiltonian itself always provides us with the
entire energy spectrum; however, one does not always need such the entire band structure
and obtaining it every time can be a waste of computational resources. For example, in the
study of topological superconductivity the interest usually lies in the detection of Majorana
zero modes and the surrounding lowest-energy eigenvalues. For these reasons, the SS method
is an excellent tool in the study of superconductivity as demonstrated by Nagai et al. [50, 70]
and has proven to be extremely useful for the research presented in this thesis.
The SS method is a numerical solver for the generalized eigenvalue problem Ax = Bx
with A,B ∈ Cns×ns . The primary goal of this method is to reduce the size of the matrix A
×× ×× ×× ×× ××
Rez
Imz
Γ
Figure 3.2: Schematic diagram of
the contour on C with the eigenvalues
marked on the real axis.
as much as possible, reducing the eigenvalues to only those
within the energy range specified. In order to accomplish
this, we consider the k-th moment vector of the system
sk = A
kPΓ(A)v, (3.20)
where k = 0, 1, ...,M − 1, v ∈ Cns and PΓ(A) is the pro-
jection operator onto the eigenspace of A:
PΓ(A) =
∮
Γ
dz
2pii
1
zI − A. (3.21)
The method relies on the numerical evaluation of the contour integral representation of sk,
sk =
∮
Γ
dz
2pii
zk
zI − Av, (3.22)
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where the M moment vectors of the system for an arbitrary vector v span a Krylov subspace
of order M . Consider the contour Γ on C in Fig. 3.2. This contour represents our energy
range. Suppose that there are ms distinct eigenvalues inside this contour that we wish to
obtain. We will now outline the process of obtaining these ms eigenvalues for a general
Hamiltonian Hˆ. In our case, Hˆ will be the BdG Hamiltonian (2.52).
(i) Specify a subspace size M , an initial guess L ≡ L0 for the number of arbitrary vectors
v required, a desired energy range which determines the contour Γ (parameters α, γ
and ρ below), and the number of quadrature points Nq for the contour integration.
(ii) Solve the system of equations (zjI − Hˆ)Yˆj = Vˆ for Yˆj, j = 1, ..., Nq, where Vˆ =
{v1, ...,vL0} is called the source matrix and zj = γ+ρ(cosθj + i α sinθj), α ∈ (0, 1] with
θj = 2pi/Nq(j − 1/2).
(iii) Compute the moment matrix Sˆk =
1
Nq
∑Nq
j=1 ρωjz
k
j Yˆj, k = 0, 1, ...,M − 1, where ωj is
the quadrature weight ωj = α cos θj + i sin θj.
(iv) Using Sˆ0, we compute a “prior rank” m˜s, which is estimated by m˜s =
1
L0
∑L0
i=1(v
i)T si0.
Here si0 is the i-th column of S0. Using this prior rank, we obtain an improved value
for L.
(v) Obtain a new Vˆ = {v1, ...,vL} and recompute Sˆ = {Sˆ0, ..., SˆM−1}.
(vi) Perform singular-value decomposition (SVD) on UˆΣˆWˆ † = Sˆ and find ms such that
|σj|/|σ1| > δ for singular values σj, 1 ≤ j ≤ ms. Thus we have ms linearly independent
vectors and as such ms eigenvalues in the contour.
(vii) Use the first ms columns of Uˆ to define a matrix Q˜.
(viii) Compute eigenvalues i and eigenvectors wi of the much smaller matrix H˜ = Q˜
†HˆQ˜.
(ix) Set xi = Q˜wi and the desired eigenpairs (i,xi) have been obtained.
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Figure 3.3: (a) Eigenvalues of the BdG Hamiltonian (2.52) with µ = 0, U = −1.5t and PBC, varying
the number of quadrature points, Nq. The x-axis represents the index of the eigenvalues in ascending
order. (b) Relative residual for each eigenpair varying Nq.
The accuracy of the SS method depends greatly on the size of the source L and the
number of quadrature points Nq. The simplest way to improve accuracy is to increase the
number of quadrature points in the contour, although one has to be careful not to increase
the number so much as to accumulate numerical errors. As a measure of the accuracy of an
eigenpair (i,xi), we compute the residual of the pair as
resi =
||Hˆxi − ixi||
||Hˆxi||+ |i|||xi||
, (3.23)
and discard any eigenpair with residual greater than 0.1. Figure 3.3 shows a 32 × 32 s-
wave system with µ = 0, U = −1.5t and PBC using ρ = 0.25 which results in the contour
Γ(−0.25 < i < 0.25). The remaining parameters are α = 0.5, L0 = 10 and M = 16. While
setting Nq = 64 gives good precision of the numerical eigenvalues, Nq = 240 shows significant
improvement in the residuals.
Increasing the source size L can also greatly improve the accuracy of the calculated
eigenpairs. To demonstrate this, we compare the residuals of the 96 lowest energy eigenpairs
for a 24×24 converged s-wave system with open boundary conditions (OBC), µ = 0 and U =
−1.5t. The order parameter for this system is shown in Fig. 3.4 exhibiting Friedel oscillations
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along the diagonals due to quantum interference of the quasiparticle wavefunctions, and
suppression along the edges from the loss of kinetic energy at the boundaries. We compute
the eigenvalues of the system varying L with L0 = 10, M = 16 and Nq = 64. The initial
calculation with L = 9 produces eigenpairs with residuals that are quite large meaning the
eigenpairs obtained are inaccurate, as can be seen in Fig. 3.5 (a). With increasing source size
L, we see that the residuals of the lowest-energy eigenpairs become progressively smaller as
L increases. While increasing the source size is another simple way to obtain more accurate
eigenvalues, each Sˆk is of size ns×L and thus increasing L can potentially lead to very time
consuming computations. One way to overcome this is to refine the eigenpairs using a process
called iterative refinement. In iterative refinement, one sets the source matrix Vˆ to be the
zeroth-moment matrix,
Vˆ = Sˆ0, (3.24)
and r iterations of PΓ(H) on Vˆ are performed to obtain
Sˆr0 = PΓ(H)Sˆ(r−1)0 . (3.25)
The k-th-moment vector is then constructed as
Sˆ
(r)
k = HkPΓ(H)Sˆ(r−1)0 , (3.26)
which allows us to perform the singular value decomposition of Sˆ(r) = {Sˆr0 , ..., Sˆ(r)M−1} and
obtain refined eigenpairs. The results of such a computation are illustrated in Fig. 3.5 (b)
where we have refined the eigenpairs obtained in Fig. 3.5 (a) with L = 9. It was found that
using r = 2 in the refinement process resulted in a decrease of the residual average from
1.090 × 10−2 to 7.005 × 10−7, indicating that the refined eigenpairs are significantly more
accurate. The downside to iterative refinement is the fact that a large portion of the SS
method must be redone in order to obtain the refined eigenpairs. To avoid performing itera-
tive refinement, the contour must be carefully selected to obtain eigenpairs with sufficiently
small residuals yet not to generate an L that is so large that the computation becomes too
time-consuming.
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Figure 3.5: (a) Comparison of the residuals of the 96 lowest energy eigenpairs with increasing L for a
24× 24 s-wave system. (b) Comparison of the residuals obtained by the SS method with and without
iterative refinement for the system shown in (a) with L = 9.
As for efficiency, we remark that in the evaluation of Yˆj in step (ii), one can separately
solve each Yˆ for j = 1, .., Nq giving the SS method excellent parallel efficiency. In terms
of complexity, the method is O(m2sN) where N is the size of the BdG matrix. Writing
ms ≈ 1 + aN , we obtain a complexity of ∼ O(N + 2aN2 + a2N3). To demonstrate this
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complexity, we refer to Fig. 3.6 where we show a log-log plot of elapsed time vs. lattice size
Nx × Ny for a conventional s-wave superconductor again with µ = 0, U = −1.5t and PBC.
Using 32 cores of the Grex cluster on Westgrid, calculations were performed on five different
systems: 32 × 32, 48 × 48, 64 × 64, 80 × 80 and 96 × 96 for five different values of ρ which
determines the eigenvalue range. The remaining parameters are α = 0.5, γ = 0, L0 = 10,
M = 16, Nq = 64. For small values of ρ, the linear term dominates the complexity and we
have great parallel efficiency. As we increase the energy range (ρ = 0.25, 0.5), the N2 term
mostly dominates, however we have considerable mixing in the complexity. Finally, as the
energy range becomes relatively large (ρ = 1.0, 1.5), the N3 term greatly dominates bringing
the complexity near that of directly diagonalizing the Hamiltonain as direct diagonalization
is O(N3).
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Figure 3.6: Lattice size dependence of the elapsed time for the SS method with varying energy range
ρ for an s-wave superconductor with µ = 0 and U = −1.5t.
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Chapter 4
Topological States of Matter
The goal of this chapter is to provide sufficient theoretical background in the field of
topological insulators and primarily topological superconductors in order to understand the
results presented in later chapters. Every topological material can be characterized by two key
features, namely, the existence of a bulk topological invariant and the presence of gapless edge
states when the material is physically terminated. In this chapter, we discuss the concept
of the TKNN number and the Z2 index—the two most prominent topological invariants.
We also examine the relation between these invariants and the gapless edge states that
appear in topological systems. The chapter concludes with a discussion of the existence
of Majorana fermions in topological superconductors and their application to topological
quantum computation.
4.1 The Quantum Hall System
Discovered in 1980 by von Klitzing et al., the integer quantum Hall effect was historically
the first example of a system that displayed topological behaviour. The effect arose when
von Klitzing et al. measured the Hall resistance of a high-mobility two-dimensional electron
gas in a semiconductor heterostructure in a high magnetic field at helium temperatures [71].
The integer quantum Hall effect describes the Hall resistivity ρxy becoming quantized in
integer multiples of h/e2 and exhibiting plateaus as a function of the applied field strength
B. Alternately, the Hall conductivity σxy exhibits plateaus as a function of 1/B at quantized
values of
σxy =
e2
h
ν, (4.1)
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where ν is an integer that corresponds to a certain number of filled Landau levels. Further-
more, whenever the Hall resistivity has a plateau, the conventional resistivity ρxx is reduced
drastically and approaches zero at B within the plateau that corresponds to the number of
completely filled Landau levels. This indicates that at such filling factors, the two-dimensional
electron gas carries current with vanishing resistance.
One can historically consider the quantum Hall system to be the very first topological
insulator—a material that has a bulk band gap but topologically protected conducting states
at its surface or edge. Moreover, as was originally shown by Laughlin in 1981 [72], the integer
quantum Hall effect in a system with open boundaries is indeed always accompanied by the
presence of edge states which hinted at the topological nature of the system. The number
of these edge states on one edge of the material must equal the Hall conductance in units
of e2/h—a property that can be seen by using Laughlin’s gauge argument [72]. Consider a
two-dimensional electron gas in a magnetic field with periodic boundary conditions in the y
direction but with a finite width in the x direction, like a ribbon forming a closed loop. We
apply a magnetic field B normal to the surface of the loop and our aim is to relate the Hall
current Iy to the Hall voltage Vx. Through the loop, we adiabatically insert a small amount
of magnetic flux δΦ which creates a magnetic field δH = δΦ/A normal to the plane of the
loop, where A is the area enclosed by the loop. Hence the energy of the system increases by
δE = (IyA/c)δH since the Hall current produces a magnetic moment of IyA/c and we can
obtain the current as
Iy/c =
δE
δΦ
. (4.2)
We note that as Laughlin pointed out, the electrons in the Landau levels have extended
wavefunctions and will be affected by the flux. On one edge, the electrons will have a higher
electrostatic energy than those on the other edge due to the voltage applied across the loop.
As the flux is slowly increased, the energy will rise as the electrons transfer from one edge to
the other; however, the electrons only respond until the flux reaches exactly one flux quantum
hc/e. By gauge invariance, when the flux reaches one flux quantum the system maps back
into itself. If there are n bands crossing the Fermi level, then the energy required during the
flux insertion is given by the energy required to transfer n electrons from one edge to the
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other:
δE = neVx. (4.3)
Using δΦ = hc/e, we then obtain
σxy =
Iy
Vx
= n, (4.4)
in units of e2/h.
Then in 1982, Thouless, Kohmoto, Nightingale, and den Nijs (TKNN) showed that an-
other way to understand the integer quantum Hall effect is through the concept of topology
and topological invariants. The concept of a material being “topological” lies in the topol-
ogy of the system—fundamental properties of the material do not change when the material
parameters are varied smoothly. In their seminal work, TKNN were able to show that in
the quantum Hall system, k-space is mapped onto a Hilbert space that has some non-trivial
topology specified by an integer invariant [6] which is an invariant in the sense that its value
does not change under smooth variations in the Hamiltonian. Moreover, the value of this in-
teger or “topological” invariant ν is related to the Hall conductance σxy such that σxy equals
ν times e2/h. Using the Kubo formula [6],
σxy =
ie2
A~
∑
α<EF
∑
β>EF
(∂Hˆ/∂k1)αβ(∂Hˆ/∂k2)βα − (∂Hˆ/∂k2)αβ(∂Hˆ/∂k1)βα
(α − β)2 , (4.5)
where A is the area of the system and α, β are the eigenvalues of the Hamiltonian Hˆ, TKNN
directly showed this relation, breaking the first ground in the field of topological band theory.
We now know this invariant ν to be the first Chern number or the TKNN number which is
defined as the Berry phase of the Bloch wavefunction calculated around the boundary of the
Brillouin zone. Piecing together the work of TKNN with the work of Laughlin, we also find
that the TKNN number is equal to the number of conducting edge states that rise up on one
edge. We will discuss the TKNN number in more mathematical detail in the next section.
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4.2 The TKNN Number and Z2 Index
4.2.1 The Berry Phase
Perhaps the most important concept behind the field of topological band theory is the notion
of the Berry phase. The Berry phase comes out rather naturally when studying the adiabatic
theorem; however, it is interesting to note that this phase was overlooked by physicists
for nearly 60 years. It was only in 1983 when Berry carefully studied a system under the
adiabatic approximation that the Berry phase was discovered, earning its name. In the
adiabatic approximation, the time scale over which a Hamiltonian is varied changes very
slowly compared to other energy scales of the system. If the system starts at some initial
time ti in an instantaneous eigenstate |n(R(ti))〉, where R = (R1(t), R2(t), ...) is a set of time-
dependent parameters such as coordinates, then as time evolution takes place, the system
will remain in this same eigenstate up to a phase factor known as the dynamical phase factor
θD(t) = exp
(
− i
~
∫ tf
ti
dtEn(t)
)
. (4.6)
However, in circumstances where the system adiabatically evolves along a closed path C and
at t = tf , returns to its initial form at t = ti, Berry discovered that the system returns to its
initial state apart from a special phase factor that depends on the topology of the system,
θ(t) = exp
(
iγn
)
, (4.7)
where γn is Berry’s phase. We will now obtain a formula for γn following the notation of
Berry. The original derivation can be found in [73].
Consider a system with Hamiltonian H(R) which depends on a time-dependent vector of
parameters as above, R = (R1(t), R2(t), ...) and denote its n-th eigenstate as |n(R(t))〉. The
Schro¨dinger equation for this system is given by
H(R)|n(R)〉 = En(R)|n(R)〉. (4.8)
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We are considering adiabatic evolution of the system so that the parameters R(t) are varied
very slowly starting from R(0) and going along a path C in parameter space. We wish to
examine the phase of the system θ(t) as the system evolves in time from its initial eigenstate
|n(R(0))〉. We can write the time evolution of this system as
H(R(t))|ψ(t)〉 = i~ d
dt
|ψ(t)〉, (4.9)
where |ψ(t)〉 = e−iθ(t)|n(R)〉. Performing the time derivative, we obtain
En(R(t))|n(R(t))〉 = ~
(
d
dt
θ(t)
)
|n(R(t))〉+ i~ d
dt
|n(R(t))〉. (4.10)
Multiplying by 〈n(R(t))| and assuming the state is normalized, the differential equation
becomes
En(R(t))− i~〈n(R(t))| d
dt
|n(R(t))〉 = ~
(
d
dt
θ(t)
)
. (4.11)
Finally, we integrate and obtain for the phase θ(t),
θ(t) =
1
~
∫ t
0
En(R(t
′))dt′ − i
∫ t
0
〈n(R(t′))| d
dt′
|n(R(t′))〉dt′, (4.12)
and we have
|ψ(t)〉 = exp
(
− i
~
∫ t
0
dtEn(t)
)
exp (iγn) |n(R(t))〉. (4.13)
We recognize the first exponential in (4.13) as the dynamical phase factor, and the second
contains the Berry phase γn given by
γn = i
∫ t
0
dt′ 〈n(R(t′))| d
dt′
|n(R(t′))〉. (4.14)
Note that the γn is only defined up to a multiple of 2pi. Suppose that the path C is a closed
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curve in parameter space. Then we can write γn as
γn = i
∫ T
0
dt′
dR
dt′
〈n(R(t′))|∇R|n(R(t′))〉 (4.15)
= i
∮
C
dR 〈n(R)|∇R|n(R)〉 (4.16)
= −
∮
C
dR ·An(R), (4.17)
where An(R) is a vector potential known as the Berry vector potential or Berry connection,
An(R) = −i〈n(R)|∇R|n(R)〉. (4.18)
Naively when we examine (4.17), it seems as though the integral would always vanish as we
have R(T ) = R(0), where T is the time at which the closed path C has been completed.
However, this is not true as the integrand in (4.17) is not always an exact form, or in other
words, not necessarily a total derivative [74]. It is interesting to note that before the work
of Berry, it was thought that with an appropriate gauge transformation, one could simply
cancel out γn. To see that this is incorrect, let us try to remove the Berry phase with a gauge
transformation, |n(R)〉 → eiξ(R)|n(R)〉, where ξ(R) is a smooth function and require that
our eigenstates also be smooth and single-valued along C. The Berry vector potential then
transforms as
An(R)→ An(R)− ∂
∂R
ξ(R), (4.19)
and so the Berry phase becomes
γn → γn + ξ(R(T ))− ξ(R(0)). (4.20)
Then due to continuity, we must have eiξ(R(0))|n(R(0))〉 = eiξ(R(T ))|n(R(T ))〉 = eiξ(R(T ))|n(R(0))〉
and thus ξ(R(T ))− ξ(R(0)) = 2pim, m ∈ Z. And so we find that γn—which is only defined
modulo 2pi—is a gauge invariant quantity and cannot be removed.
Lastly we observe that the Berry phase is indeed a measurable quantity. In his original
paper [73], Berry proposed a simple experiment for measuring γn. Consider a beam of
particles in a magnetic field B in spin state n with energy En(B). Split this beam in two
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such that along the path of one beam, the magnetic field is constant. However along the
path of the second beam, only the magnitude of the field is kept constant and its direction is
allowed to vary slowly around a closed path C forming a solid angle Ω. The beams are then
recombined and a detector measures the count rate as a function of Ω. Because the energy
En depends only on the magnitude of the field, the dynamical phase of the two beams will
be the same; however, the second beam in which the direction of the field varied will pick
up a Berry phase. This simple experiment illustrates how the Berry phase is a geometrical
property of the system depending on the path C but not on the way the path is traversed.
As such the Berry phase is also often referred to as the geometrical phase.
4.2.2 The TKNN Number
Closely related to the concept of the Berry phase is the TKNN number or first Chern number.
As we saw in the previous section, the TKNN number is an integer that plays the role of
the topological invariant in the quantum Hall system. In fact, the TKNN number plays
the role of the topological invariant in all two-dimensional topological systems with time-
reversal symmetry (TRS) breaking, however the quantum Hall system is commonly used to
illustrate the concept. In such systems, the TKNN integer will provide us with insight into
the topology of the system by distinguishing between the trivial phase and the topological
phase. A topological superconductor or insulator in the trivial phase will have a TKNN
number of zero, while topological order in the system will be realized when the TKNN
number is nonzero. This topological order signified by a nonzero topological invariant is
encoded into the eigenstates of the system. In the topological phase, the eigenstates are
rotated in Hilbert space and become twisted, meaning that one cannot continuously deform
them into the eigenstates of a trivial insulator without making a “cut”. Here this cut refers to
closing the energy gap of the system. The TKNN number will not change under continuous
deformations of the Hamiltonian that do not close the energy gap. In other words, when
the system undergoes a transition from the trivial phase to the topological phase, the energy
gap must close and the TKNN number changes from zero to nonzero. We also note that a
system that preserves TRS cannot have a nonzero TKNN number since these systems cannot
exhibit Hall effects. Mathematically, the TKNN number ν is given by the total Berry flux in
46
the Brillouin zone
ν =
∑
n
1
2pi
∮
∂BZ
dk · an(k)
= − 1
2pi
∑
n
γn[∂BZ],
(4.21)
where an(k) = −i〈unk| ∂∂k |unk〉 is the Berry connection for the Bloch states |unk〉 and γn is the
Berry phase. A derivation of this result is presented in Appendix A. As we are constrained
by the single-valuedness of the wavefunction, the change in phase after we complete a full
path around the Brillouin zone boundary must be an integer multiple of 2pi. Hence
γn[∂BZ] = 2pim, m ∈ Z (4.22)
and thus ν is necessarily an integer, as expected. And as discussed in the context of the
quantum Hall effect, the TKNN number represents the quantized Hall conductivity for each
band and we can write σxy as
σxy = ν
e2
h
. (4.23)
In a periodic two-dimensional system, the topology of the Brillouin zone is that of a torus
and as such, performing the integral in (4.21) will result in a TKNN number of zero since
the torus has no boundary. Hence a nonzero TKNN number signifies the fact that the Berry
vector potential has singularities at certain points in the Brillouin zone.
4.2.3 The Z2 Invariant
In the late 1980s after TKNN’s famous paper became well known, Haldane began to theoreti-
cally study the possibility of obtaining the quantum Hall effect in a two-dimensional graphene
system in the paradoxical situation where the magnetic field is zero on average [75]. In his
thought experiment, Haldane applied a periodic magnetic flux density normal to the plane of
the lattice in order to break time-reversal symmetry, but kept the full translational symmetry
so that every cell in the honeycomb lattice will have zero net flux. The effect of the field is to
multiply the hopping elements by the Peierls phase factor exp[i(e/~)
∮
A · dr] [75] so that if
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we consider nearest-neighbour hopping only around a closed path, we obtain a phase factor
of exp[i(e/~)
∑
cells
∫ ∫
BdA)] = 1, since it is only possible to enclose an integer number of
cells and B = 0 within each of them. However, the key is that if we introduce next-nearest-
neighbour hopping and traverse a closed path, the phase accumulated can be nonzero as it is
now possible to enclose not only integer multiples of hexagons but also portions of hexagons.
Thus Haldane decided to introduce a next-nearest-neighbor hopping term of the form
t′
∑
〈〈i,j〉〉
eiαijφc†icj, (4.24)
where
∑
〈〈i,j〉〉 represents the sum over all sites i and j which are next-nearest neighbours
to i, t′ is the next-nearest-neighbour hopping amplitude, φ is the phase acquired as we hop
clockwise around the unit cell, and αij = ±1 depending on whether the electron moves left
(−1) or right (+1) going from its nearest neighbour to its second-nearest neighbour. He then
wrote the full Hamiltonian of the system as
HHaldane = t
∑
〈i,j〉
c†icj + t
′ ∑
〈〈i,j〉〉
eiαijφc†icj +M
∑
i
ic
†
ici, (4.25)
where i = ±1 depending on whether i is on the A or B sublattice of the graphene and M is an
on-site inversion symmetry breaking term. This system is now known as Haldane’s graphene
model and is considered the first example of a topological insulator. One can compute the
TKNN number which depends on the phase φ and M . Performing the computation, one
obtains a phase diagram such as Fig. 4.1, adapted from Haldane’s original work [75].
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Figure 4.1: The dependence of the phases of the Haldane model on the parameters M/t′ and φ. The
trivial phase is given by ν = 0 and the topological phase is given by ν = ±1. Adapted from [75].
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More than 15 years later, Kane and Mele proposed that if TRS remains intact, one can
still obtain very interesting topological phases, albeit phases that are characterized by a
different topological invariant [10]. The system that Kane and Mele examined was a time-
reversal-invariant quantum spin Hall state, obtained in the simplest way by doubling the
Haldane model—one copy of the Hamiltonian for spin up and one for spin down. In this
way we obtain two copies of the quantum Hall system which form a time-reversed pair that
preserves the overall TRS, with the TRS given as ΘH(k)Θ† = H(−k). Here Θ = TK is
the time-reversal operator and K is a complex conjugation operator. In matrix form, we can
write the Hamiltonian as
H =
H↑ 0
0 H↓
 =
HHaldane(φ = −pi/2) 0
0 H∗Haldane(φ = pi/2)
 . (4.26)
The spin-up Haldane model has a TKNN value of −1 and the spin-down model has a value
of +1 [75], resulting in a TKNN number of ν = ν↑ + ν↓ = 0, as expected for a system with
TRS. However, the difference νσ =
1
2
(ν↑−ν↓) is nonzero and defines a “spin TKNN number”.
This is the simplest case in which Sz is conserved; however more realistic systems can
contain Sz-non-conserving terms such as spin-orbit coupling or disorder. To this end, Kane
and Mele presented a more general quantum spin Hall system, namely a generalized version
of Haldane’s graphene model which included TR invariant spin-orbit coupling. Studying such
a system, Kane and Mele were able to show that two distinct phases are exhibited within
this model, a trivial insulator phase and a topological insulator phase characterized by an
invariant which gives a classification based on parity [10]. Kane and Mele coined this new
invariant the Z2 invariant after the quotient group Z/2Z. The discovery of the Z2 topology
was a significant step towards the understanding of topological phases, since previous to their
study, it was thought that TRS must be broken in order to obtain a topological phase. In
order to compute this invariant, Kane and Mele introduced a formula that counts the number
of pairs of zeros of the Pfaffian
P (k) = Pf
[〈ui(k)|Θ|uj(k))〉], (4.27)
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where |uj(k))〉, j = 1, 2 are the Bloch wavefunctions. As 〈ui(k)|Θ|uj(k))〉 is a 2× 2 antisym-
metric matrix for this 2D case, the Pfaffian will simply pick out the (1, 2) element. The Z2
index ν is then calculated by
ν =
1
2pii
∮
C
dk · ∇klog(P (k) + iδ) (mod 2), (4.28)
where δ → 0+ is a small convergence factor and C is a loop enclosing only half the Brillouin
zone. To understand this formula, it is conventional to introduce two subspaces: an even
subspace for which ΘH(k)Θ† = H(−k) = H(k) and an odd subspace for which the space
spanned by |uj(k))〉 is orthogonal to the space spanned by Θ|uj(k))〉. In the even subspace,
the Pfaffian has absolute value 1 and in the odd subspace the Pfaffian has a value of 0.
Moreover, in the odd subspace the zeros come in pairs since if there is a zero at k, there will
also be a zero at −k. So when there are two pairs of zeros, say at (k1,−k1) and (k2,−k2),
they can come together and annihilate when k1 = −k2. However if there is only one pair of
zeros at ±k, they cannot annihilate as that would only be possible at either the origin of the
hexagonal Brillouin zone Γ, or the center point of an edge in the hexagon M , both of which
belong to the even subspace. The number of pairs of zeros in the odd subspace (mod 2) is
a topological invariant known as the Z2 index and is computed using (4.28). We integrate
over only half the Brillouin zone so that k and −k are never both included so points instead
of pairs are counted. If there are an odd number of pairs of zeros, the Z2 index will be 1
and we have a topological insulator phase, and if there are an even number of pairs of zeros,
they annihilate and the system is in the trivial phase. Note however that the stability of
the topological phase depends critically on the presence of TRS. If TRS is broken, a pair of
zeros at ±k can in fact annihilate and hence we say that the topological phase is protected
by time reversal symmetry.
4.2.4 The Periodic Table of Topological Insulators and Supercon-
ductors
We discussed the Z2 index only in the context of topological insulators as Kane and Mele
formulated in their original paper. However, the Z2 index is the topological invariant for
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many topological superconductors as well. All topological materials are characterized by a
topological invariant (either the Z2 index, the TKNN number, or a general integer winding
number) which depends on the dimension of the system and the symmetries of the Hamil-
tonian. In total, there are four symmetry classes for topological superconductors and six for
topological insulators, totaling ten symmetry classes. These symmetry classes are classified
depending on the presence or absence of time-reversal symmetry (Θ), particle-hole symmetry
(Ξ) and chiral symmetry (Π) which is given by the product of TRS and PHS, Π = Θ Ξ = 0, 1.
Chiral symmetry is also sometimes referred to as sublattice symmetry as it is the symmetry
operation that flips the sign of the wavefunction on all sites of one of the two sublattices of
the bipartite lattice. These invariants can be arranged into a “periodic table” of topological
insulators and superconductors which was put together in the pioneering work of Schnyder
et al. for dimensions d = 1, 2, 3 in 2008 [76]. Today, topological materials are classified up to
dimension d = 8 and the invariants show a regular pattern that repeats when d→ d+ 8 [7].
Here we summarize the table up to dimension d = 3.
Θ Ξ Π d = 1 d = 2 d = 3
A 0 0 0 - Z -
AI +1 0 0 - - -
AII -1 0 0 - Z2 Z2
AIII 0 0 1 Z - Z
BDI +1 +1 1 Z - -
CII -1 -1 1 Z - Z2
D 0 +1 0 Z2 Z -
C 0 -1 0 - Z -
DIII -1 +1 1 Z2 Z2 Z
CI +1 -1 1 - - Z
Table 4.1: The ten symmetry classes of topological insulators and superconductors and their corre-
sponding invariant. Θ, Ξ and Π correspond to time-reversal symmetry, particle-hole symmetry and
chiral symmetry, respectively [76].
In Table 4.1, the absence of a particular symmetry is denoted by 0. The values of ±1 for
TRS and PHS are given by the square of the operator. In other words, if we have the presence
of TRS and PHS, the value in the table corresponds to Θ2 = ±1 and Ξ2 = ±1. The letters
representing the symmetry classes originate from Altland and Zirnbauer and their work on
classifying random matrices [77]. The classes {A, AI, AII} are the three “standard classes”
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where Hamiltonians of class A have no constraints other than being Hermitian, class AII
imposes TRS and then class AI further imposes SU(2) spin rotational symmetry. The classes
{AIII, BDI, CII} are known as the chiral classes where the Hamiltonians of class AIII have
only chiral symmetry, CII adds TRS and then BDI has both TRS and SU(2) symmetries.
Lastly {D, C, DIII, CI} are known as the BdG (superconductor) classes. Class D has only
PHS while class DIII has the addition of TRS but no SU(2) spin rotational symmetry. And
finally, class C has SU(2) symmetry but no TRS, while CI contains both TRS and SU(2)
spin rotational symmetry. An exhaustive description of each symmetry class can be found in
[76]. In the present work, we focus exclusively on 2D topological superconductors of class D
which has an integer classification given by the TKNN number.
4.3 Edge States and Majorana Fermions
In addition to being characterized by an integer topological invariant, the presence of gapless
edge states is yet another key aspect of topological insulators and superconductors. These
states appear when the topological insulator or superconductor is physically terminated and
faces a material with a topological invariant different from the original material. As the
topological invariant is always an integer, it is a discrete property of the system and cannot
change unless the bulk gap is closed. For example, in order for the topology to change
from nontrivial to trivial at the boundary between a topological superconductor and an
ordinary material, there must be a gap-closing point at the boundary. Hence we arrive at
the requirement for gapless edge states, called as such since they appear at the boundaries of
topological insulators and superconductors and connect the valence band to the conduction
band, crossing the Fermi level. For topological systems characterized by the TKNN number
ν, precisely ν edge states will appear on each edge when the boundary is shared with a
trivial material, and |ν − η| edge states will appear when the boundary is between two
topological materials with invariants ν and η. This principle is known as the bulk-boundary
correspondence [78, 7].
In the quantum Hall state, these edge states are chiral in the sense that along an edge,
there is propagation in only one direction. This property makes these edge states very robust
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to disorder as there can be no backscattering. By the bulk-boundary correspondence, the
number of chiral edge states on one edge of the material must equal the TKNN invariant in
the bulk. However, the situation is different in a system characterized by the Z2 invariant,
such as the quantum spin Hall system or a two-dimensional topological superconductor with
TRS. In such a system, the edge states are no longer chiral, but helical meaning that each
edge contains a pair of states that are time reversal conjugates of each other such that up-
spins propagate in one direction and down-spins propagate in the other as shown in Fig.
4.2.
Figure 4.2: The spin-filtered helical edge states in the quantum spin Hall insulator. Here red repre-
sents spin up while blue represents spin down.
Figure 4.3: Edge states for the QSH system in the topological (left) and trivial (right) phases. The
black blocks represent the bulk states whereas the red and blue lines represent the spin-up and spin-
down in-gap edge states, respectively. The circles and squares represent different edges of the material
and the dotted line marks the Fermi energy. In the topological phase, there is an odd number of edge
state pairs crossing the Fermi energy whereas in the trivial phase there are none. Note that while it is
possible for the edge states to cross the Fermi level in the trivial phase if the Fermi energy were higher
or lower, the difference is that the number of crossings would always be even.
In the topological phase, each edge will have at least one pair of such spin-filtered edge
states which traverse the energy gap. Moreover, due to Kramers’ theorem, the spin-up
(down) states on each edge will cross at a time-reversal invariant point and this crossing
will be protected by time-reversal symmetry [8, 10]. In the trivial phase, these states do not
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traverse the gap as seen in Fig. 4.3 and there is no way to deform the trivial phase into
the topological phase without closing the energy gap and making a “cut” in the eigenstates.
Another way of computing the Z2 index Kane and Mele showed, was to determine the number
of edge-state pairs on each edge crossing the Fermi energy. If there are an odd number of edge
state pairs on one edge, the system is in the topological phase and if there are an even number
of such pairs, the system is in the trivial phase. The Z2 index can then be summarized as
ν =
0, if an edge has an even number of edge-state pairs,1, if an edge has an odd number of edge-state pairs. (4.29)
The robustness of these helical edge states has been well studied and it has been shown
that only an odd number of pairs on an edge is robust against any time-reversal-symmetric
perturbation. This is demonstrated clearly by Xu and Moore [79] who examined one edge
of a 2-D fermionic system (a 1-D system) with n pairs of edge modes, n moving right and n
moving left with opposite spin under a perturbation H ′ that preserves TRS. At t = 0 under
a random potential, they questioned whether it was possible to scatter n right movers back
to n left movers in the system. Let |ψ〉 be the final state of the n left movers and assume that
this is the time-reversal conjugate of the initial state of the right movers, |φ〉. The matrix
element for the perturbation to connect these states is [79]
〈ψ|H ′|φ〉 = 〈Θφ|H ′|φ〉 = 〈ΘH ′φ|Θ2φ〉 = (−1)n〈ΘH ′φ|φ〉
= (−1)n〈H ′Θφ|φ〉 = (−1)n〈ψ|H ′|φ〉,
(4.30)
where we have used the relation 〈Θa|Θb〉 = 〈b|a〉. Hence, for n odd, this scattering process is
forbidden since the matrix element must be zero and so we conclude that an odd number of
pairs on an edge will be robust to perturbations whereas an even number will not. As a final
note, it is not true in general that trivial insulators or superconductors cannot have gapless
edge states. The difference is that the edge states in a trivial insulator or superconductor are
not robust to disorder and can be gapped out by perturbations.
In topological insulators, the electrons in these gapless edge states behave as massless
Dirac fermions and the bulk electrons behave as massive Dirac fermions. What sets topo-
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logical superconductors apart from topological insulators, is the fact that topological super-
conductors have the remarkable property of hosting not massless Dirac fermions at their
boundaries, but Majorana fermions. Majorana fermions were first proposed by Ettore Majo-
rana in 1937 who discovered that if all γ matrices are complex, one obtains a real solution to
the Dirac equation such that a charge-neutral particle would be identical to its anti-particle.
As a Majorana fermion is its own antiparticle, these particles satisfy the somewhat unusual
anti-commutation relations:
{a†j, aj′} = {aj, aj′} = {a†j, a†j′} = 2δjj′ , (4.31)
where a†j and aj create and annihilate a Majorana fermion at lattice site j, respectively. In
terms of these Majorana operators, the electron creation and annihilation operators c†j, cj
can be expressed as
cj =
1
2
(a2j−1 + ia2j) and c
†
j =
1
2
(a2j−1 − ia2j). (4.32)
We note that the electron creation and annihilation operators are comprised of two Majorana
fermion operators. This is another reflection of the Majorana fermion being its own anti-
particle—Majorana fermions have half the degrees of freedom than that of an electron [80].
Searching for Majorana fermions as quasiparticles in a superconductor is ideal as the
charge-neutral quasiparticle is a superposition of a particle and a hole—the hole being the
“antiparticle” of the electron. Due to the intrinsic particle-hole symmetry present in the
system, every eigenstate of the BdG Hamiltonian with energy E will have a particle-hole
conjugate at energy −E. However, a Majorana fermion must be equal to its particle-hole
conjugate at the same energy and hence in topological superconducting systems, Majorana
fermions can only be realized at zero energy [7]. This is why Majorana fermions are commonly
referred to as Majorana zero modes in the context of topological superconductivity. Majorana
zero modes can be found localized at the location where the topological invariant changes,
for example, at any boundaries present in the system. Hence in the bulk, we would observe
no Majorana fermions.
The simplest toy model of a topological superconductor is the 1D p-wave wire of spinless
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fermions of class D first proposed by Kitaev in 2000 [30]. As we are dealing with spinless
fermions, the orbital portion of the Cooper pair wavefunction is odd and hence a spin singlet-
pairing potential is not possible to recover the overall oddness of the two-body wavefunction.
Hence the only possibility for this model is p-wave superconductivity. As such, in the tight-
binding limit the Hamiltonian for this system can be written as [30, 8]
H1D wire =
∑
j
[−t(c†jcj+1 + c†j+1cj)− µc†jcj + |∆|(c†j+1c†j + cjcj+1)]. (4.33)
Or in terms of the Majorana creation and annihilation operators a†j, aj,
H1D wire =
i
2
∑
j
(−µa2j−1a2j + (t+ |∆|)a2ja2j+1 + (−t+ |∆|)a2j−1a2j+2). (4.34)
Using Hamiltonian (4.34), we present the two special cases found in [30, 8] that illustrate
the difference between the trivial phase and the topological phase. Recall that it takes two
Majorana fermions to comprise one electron, and hence two Majorana fermions will occupy
each physical site within the 1D lattice.
1. µ < 0, |∆| = t = 0
In this case, our Hamiltonian (4.34) reduces to
H1D wire = −µ i
2
∑
j
a2j−1a2j. (4.35)
With open boundary conditions, we see that Majorana operator a1 will be coupled to
a2, a3 will be coupled to a4, and so forth. Each pair of Majorana operators at each site
are coupled to one another in the chain. Thus this limit represents the trivial phase.
An illustration of this limit is shown in Fig. 4.4.
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2. µ = 0, |∆| = t > 0
Here, our Hamiltonian reduces to
H1D wire = it
∑
j
a2ja2j+1. (4.36)
Now, we see that with open boundary conditions, a2 will be coupled to a3, a4 coupled
to a5 and so on, with the operators a1 and aL not appearing in the Hamiltonian, where
L is the length of the chain. This leaves us with two dangling Majorana operators
appearing at zero energy, each localized at opposite ends of the chain. If the chain is of
infinite length, the coupling between these Majorana zero modes will be exactly zero.
However, even if the chain is of finite length, Kitaev showed that the coupling will be
exponentially small, vanishing as ∼ e−L. This implies that for a sufficiently long chain,
the Majorana fermions will not be destroyed and will remain at zero energy unless the
bulk gap closes. An illustration of this phase is also shown in Fig. 4.4.
Figure 4.4: Illustration of the trivial (top) and topological (bottom) phases of the 1D p-wave wire
with open boundary conditions. The small, dark blue spheres represent the Majorana operators making
up each physical site. In the topological phase, we observe two dangling zero-energy Majorana modes
localized at each end of the wire.
In two-dimensional topological superconducting systems, topological order can be further
broken down into Abelian and non-Abelian topological order whereby the zero-energy modes
will obey either Abelian or non-Abelian anyon statistics [55]. Anyons are exotic particles that
exist only in two dimensions, and Abelian anyons obey so-called anyon statistics whereby the
phase φ acquired under interchange of two particles ranges continuously between 0 and pi:
|ψ1ψ2〉 = eiφ|ψ2ψ1〉, φ ∈ (0, pi). (4.37)
If the system has non-Abelian topological order, the zero-energy modes that appear are
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Majorana fermions that obey non-Abelian anyon statistics in which interchange between
particles is not commutative. On the other hand, if the topological order is Abelian, the
zero-energy modes are not Majorana fermions and instead obey the Abelian statistics given
in (4.37).
Non-Abelian anyons are of particular interest due to their potential applications in the
field of topological quantum computation [81]. Information in quantum computers is repre-
sented by quantum bits or “qubits” as opposed to a classical bit in a conventional computer.
Whereas a classical bit takes on only two values, 0 or 1, a qubit is a linear superposition
of the states |0〉 and |1〉. This unique property gives qubits freedom that classical bits do
not have, showing great potential for massively powerful computations. In a topological
quantum computer, qubits are made up of non-Abelian anyons—two well-separated anyons
to be precise. It is key that the anyons are well-separated so that a delocalized fermionic
state is formed. In order to actually perform a computation, one gathers pairs of anyons and
swaps them around one another in a determined sequence. The anyon’s movement through
time and space is known as its “worldline” and can be thought of as a thread which then
braids around the worldlines of other anyons. The end result of the computation is then
encoded in the braid that results when all the interchanges are complete [82]. The braid
that is formed will then depend only on the topology of the overall braid and not on the
intermediate details on how the braid was formed. Combined with the fact that qubits are
nonlocal, braiding operations create a type of computation that is exceptionally robust to
error as small disturbances in the paths of the anyons will not affect the computation [29].
Lastly, we see that it is important that the system be in the non-Abelian phase so that we
obtain different results depending on the order in which the particles are swapped.
In this section we have discussed only Kitaev’s simple spinless model, but in reality, the
spin degree of freedom is a major obstacle for realizing Majorana fermions in topological
superconducting systems. Recall for s-wave superconductivity, the quasiparticle operators
from Chapter 2,
γˆ†k↑ = ukcˆ
†
k↑ − vkcˆ−k↓ (4.38)
γˆ−k↓ = ukcˆ−k↓ + vkcˆ
†
k↑, (4.39)
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where uk and vk are the particle and hole amplitudes of a quasiparticle, respectively. We
see that due to the spin degree of freedom, there is no way that Majorana fermions can be
realized within a conventional s-wave model as we cannot obtain γ = γ†. Hence in order to
utilize an s-wave superconductor as a topological superconductor, we must have a way to
“freeze out” the spin degree of freedom so that Cooper pairing can effectively occur between
spinless particles. One way to do this is to make use of Rashba spin-orbit coupling as we will
see in Chapter 5.
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Chapter 5
Two Dimensional Topological Superconduc-
tivity
5.1 Topological S-Wave Superconductivity in Two Di-
mensions
The model adopted in this thesis is a two-dimensional (2D) s-wave topological superconduc-
tivity model proposed by Sato, Takahashi and Fujimoto [43] in the context of s-wave super-
fluids of ultracold fermionic atoms. Within this model, we perform microscopic mean-field
calculations and self-consistently obtain converged solutions for both the superconducting or-
der parameter and the Hartree potential. The tight-binding Hamiltonian for such an s-wave
topological superconductor is given by [70]
H = HKE +HSO +Hs, (5.1)
where
HKE = −t
∑
〈j,j′〉
∑
σ
c†jσcj′σ +
∑
j
∑
σ
(−µ+ j + V (H)jjσ¯ )c†jσcjσ − h
∑
j
(c†j↓cj↓ − c†j↑cj↑),(5.2)
HSO = −α
2
[
∑
j
(c†j−ex↓cj↑ − c†j+ex↓cj↑) + i(c†j−ey↓cj↑ − c†j+ey↓cj↑) + H.c.], (5.3)
Hs =
∑
j
(∆iic
†
j↑c
†
j↓ + H.c.). (5.4)
Here
∑
〈j,j′〉 denotes a sum over nearest-neighbor sites, t(> 0) is the hopping matrix element,
µ is the chemical potential, j is a single-particle impurity potential at site j, α is the Rashba
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spin-orbit coupling constant, eˆx and eˆy are the unit vectors in the x- and y-directions, h is
the magnitude of the Zeeman magnetic field, ∆ is the superconducting order parameter, and
H.c. stands for Hermitian conjugate. The electron creation and annihilation operators are
denoted by c†jσ and cjσ at site j with spin σ. The s-wave superconducting order parameter
at site i is given by
∆ii = Uii〈ci↓ci↑〉, (5.5)
while the Hartree potential felt by the electrons with spin σ and created by the electrons
with opposite spin σ¯ at site i is given by
Viiσ¯ = Uii〈c†iσ¯ciσ¯〉. (5.6)
As a minimal tight-binding model for studying superconductivity, we apply this model to
a square lattice with nearest-neighbour hopping only. It is straightforward to extend the
model to describe different band structures by including next-nearest-neighbour hopping, or
by using different lattice structures such as a hexagonal lattice. Lastly, although Hamiltonian
(5.1) is written in the notation of [70], the authors did not consider the effects of the Hartree
potential within their study.
In order to examine the bulk spectrum of the system, we assume translational invariance
and obtain the Hamiltonian in momentum space by Fourier transforming the real-space
Hamiltonian (5.1) [55]:
H =
∑
k
∑
σ
(k)c†kσckσ − h
∑
k
∑
σσ′
(σz)σσ′c
†
kσckσ′
+ α
∑
k
∑
σ,σ′
L(k) · σσσ′c†kσckσ′
+
1
2
[∑
k
∑
σσ′
∆σσ′(k)c
†
kσc
†
−kσ′ + H.c.
]
,
(5.7)
where (k) = −2t(cos kx + cos ky)− µ is the energy dispersion, αL(k) = α(sin ky,− sin kx)
represents the Rashba spin-orbit coupling and σi (i = x, y, z) are the Pauli matrices. Further
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rewriting (5.7) in matrix form, we obtain
H = 1
2
∑
k
(
c†k↑ c
†
k↓ c−k↑ c−k↓
)
HBdG(k)

ck↑
ck↓
c†−k↑
c†−k↓
 , (5.8)
where HBdG(k) is the BdG Hamiltonian,
HBdG(k) =
(k)− hσz + αL(k) · σ i∆(k)σy
−i∆(k)∗σy −(k) + hσz + αL(k) · σ
 , (5.9)
with L(k) · σ = σx sin ky − σy sin kx. Upon diagonalizing the Hamiltonian (5.9), we then
obtain the bulk spectrum,
E±(k) =
√
(k)2 + α2|L(k)|2 + h2 + |∆(k)|2 ± 2ξ(k), (5.10)
where ξ(k) =
√
(k)2α2|L(k)|2 + ((k)2 + |∆(k)|2)h2. To see the effects of the spin-orbit cou-
pling and the Zeeman field, we plot the band energy ±(k) = (k)±
√
α2(sin2 kx + sin
2 ky) + h2
as a function of kx with ky = 0 in Fig. 5.1. When both h = 0 and α = 0, the two energy
bands are degenerate, as shown in Fig. 5.1 (a). The two energy bands are then split when we
when we introduce the Rashba term with h = 0 as shown in Fig. 5.1 (b), intersecting around
the original band minimum. Until this point, time-reversal symmetry is still preserved. In
order to break time-reversal symmetry we introduce a Zeeman magnetic field and for small
Zeeman fields as in Fig. 5.1 (c) with h = 0.2t, a small gap opens at kx = 0 and kx = ±pi.
The gap increases in size as the Zeeman field increases in magnitude as shown in Fig. 5.1
(d) with h = 1.0t. Each energy band contains both spin-up and spin-down components,
however as the Zeeman field continues to increase, the spin becomes increasingly aligned to
the direction of the field and tends to break up spin-singlet Cooper pairs in an effect known
as the Pauli depairing effect. Despite this effect, a large Zeeman field is desirable in order to
push the two Fermi surfaces far apart, creating a large region in which to place the chemical
potential so that one Fermi surface is eliminated. In this way, we have effectively created
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spinless superconductivity in that the spin direction is specified by k, effectively removing
the spin degree of freedom. It is through this type of superconductivity that we will observe
the appearance of Majorana fermions.
(a)
-3 -2 -1 1 2 3 kx
-7
-6
-5
-4
ϵ(kx) (b)
-3 -2 -1 1 2 3 kx
-7
-6
-5
-4
ϵ(kx)
(c)
-3 -2 -1 1 2 3 kx
-7
-6
-5
-4
-3ϵ(kx)
(d)
-3 -2 -1 1 2 3 kx
-8
-7
-6
-5
-4
-3
ϵ(kx)
Figure 5.1: Energy bands + (blue) and − (orange) as a function of momentum kx with µ = 3.5t
and ∆ = 0.5t. (a) The Zeeman field h = 0 and the Rashba spin-orbit coupling α = 0. The two
energy bands are degenerate. (b) h = 0 and α = 1.0t. The spin-orbit coupling splits the energy bands
depending on their spin polarization. (c) h = 0.2t and α = 1.0t. The weak Zeeman field breaks TRS
and opens a small gap at kx = 0. (d)h = 1.0t and α = 1.0t. The stronger Zeeman field opens a large
gap at kx = 0.
The topological order within our system can be categorized into Abelian and non-Abelian
topological order—the former being the case in which the zero-energy modes that appear
in the system are Dirac fermions, like the zero-energy modes in a topological insulator.
In the latter case, the zero-energy modes are Majorana fermions and obey non-Abelian
anyon statistics. The non-Abelian case is of special interest due to applications in quantum
computation and hence we will be distinguishing between the two phases in our studies.
Sato et al. [55] have studied and tabulated the different regions of Abelian and non-Abelian
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topological order in our present model of topological superconductivity. We summarize this
table below in Table 5.1. While the topological regions do not depend on the Rashba spin-
orbit coupling, we note that the stability of the superconducting states greatly depends
on the strength of the spin-orbit coupling. Even though the Pauli depairing effect becomes
increasingly prominent as the Zeeman field increases, strong spin-orbit coupling (and electron-
phonon coupling) will suppress this effect. Hence in order to obtain stable self-consistent
solutions within our model, it is important to have relatively strong spin-orbit coupling.
We also note that the inclusion of the Hartree potential effectively alters the regions of
topological superconductivity. To obtain the topological regions with the Hartree potential
included, in Table 5.1 one must replace h with the effective or “shifted” Zeeman field h˜ =
h + (V¯
(H)
↑ − V¯ (H)↓ )/2 and µ with the “shifted” chemical potential µ˜ = µ − (V¯ (H)↑ + V¯ (H)↓ )/2
where V¯
(H)
σ is the average spin-σ Hartree potential. We demonstrate this in Appendix B.
Figure 5.2 shows the lowest-energy eigenvalue as a function of the Zeeman field with
µ = 3.5t, α = 1t and ∆ = 0.35t. The blue curve represents the analytic bulk spectrum given
by (5.10) and the red points represent the eigenvalues obtained numerically for an 80 × 80
lattice using the SS method. The small oscillations in the spectrum for the 80 × 80 lattice
are a reflection of the finite system size and become smaller as the system size increases.
The close resemblance between the Zeeman-field dependence of the analytical eigenvalues
and the numerically determined eigenvalues demonstrates the accuracy and reliability of the
SS method. In addition, the large dip in the plot around h = 0.61t indicates a transition
from the trivial phase (h < 0.61t) to the non-Abelian topological phase (h > 0.61t). The
transition to the second non-Abelian topological phase in region (d) in Table 5.1 will occur
around h = 3.52t.
For each regime (a) through (d) in Table 5.1, we illustrate the energy spectra for a 50×50
topological superconducting system in the trivial phase, the Abelian topological phase and
the non-Abelian topological phase in Fig. 5.3, 5.5, 5.7 and 5.9. In order to determine the
phase of the system, we create edges at x = 0 and x = 49 and examine the number of
zero-energy bound states that appear. We find that if an even number of zero-energy states
appear, the system is in the Abelian topological phase, while if an odd number of bound
states appear, the system is in the non-Abelian phase [55]. If there are no zero-energy states,
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Figure 5.2: Dependence of the lowest absolute bulk eigenvalue on the Zeeman field h for the exact
bulk spectrum given by (5.10) (blue curve), and also for an 80×80 lattice (red points). In both curves,
the parameters µ = 3.5t, α = 1.0t, ∆ = 0.35t have been chosen.
the system is in the trivial phase. Note that due to the periodicity of the Brillouin zone,
the states at ky = pi and ky = −pi are equivalent. Hence one zero-energy bound state at
ky = pi and one at ky = −pi correspond to only a single zero-energy bound state. To further
justify our claims, we compute the TKNN invariant as a function of h for each regime using
Mathematica as shown in Fig. 5.4, 5.6, 5.8 and 5.10. A TKNN number of zero corresponds
to the trivial phase, while even and odd TKNN numbers correspond to the Abelian and
non-Abelian phases, respectively.
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(a) µ ≤ −2t
Region (−1)TKNN
0 < h2 < (4t+ µ)2 + ∆2 1
(4t+ µ)2 + ∆2 < h2 < µ2 + ∆2 −1
µ2 + ∆2 < h2 < (4t− µ)2 + ∆2 −1
(4t− µ)2 + ∆2 < h2 1
(b) −2t < µ ≤ 0
Region (−1)TKNN
0 < h2 < µ2 + ∆2 1
µ2 + ∆2 < h2 < (4t+ µ)2 + ∆2 1
(4t+ µ)2 + ∆2 < h2 < (4t− µ)2 + ∆2 −1
(4t− µ)2 + ∆2 < h2 1
(c) 0 < µ ≤ 2t
Region (−1)TKNN
0 < h2 < µ2 + ∆2 1
µ2 + ∆2 < h2 < (4t− µ)2 + ∆2 1
(4t− µ)2 + ∆2 < h2 < (4t+ µ)2 + ∆2 −1
(4t+ µ)2 + ∆2 < h2 1
(d) 2t < µ
Region (−1)TKNN
0 < h2 < (4t− µ)2 + ∆2 1
(4t− µ)2 + ∆2 < h2 < µ2 + ∆2 −1
µ2 + ∆2 < h2 < (4t+ µ)2 + ∆2 −1
(4t+ µ)2 + ∆2 < h2 1
Table 5.1: The regions of trivial, Abelian, and non-Abelian topological order as reported by Sato et
al. [55] for the 2-D topological superconductor described by the Hamiltonian in (5.7). (−1)TKNN = −1
corresponds to non-Abelian topological order.
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Figure 5.3: Energy spectra for a 50 × 50 lattice with edges at x = 0 and x = 49, µ = −2.0t, and
(a) h = 0 (trivial), (b) h = 3.0t (non-Abelian), (c) h = 7.0t (trivial). The remaining parameters are
∆ = 1.0t and α = 1.0t. Note that there is only one non-Abelian region for µ = −2.0t.
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Figure 5.4: TKNN invariant vs. h for µ = −2.0t, ∆ = 1.0t and α = 1.0t. The transition from the
trivial phase to the non-Abelian topological phase occurs at h ≈ 2.24t.
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Figure 5.5: Energy spectra for a 50 × 50 lattice with edges at x = 0 and x = 49, µ = −0.5t, and
(a) h = 0 (trivial), (b) h = 2.0t (Abelian), (c) h = 4.0t (non-Abelian), (d) h = 6.0t (trivial). The
remaining parameters are ∆ = 1.0t and α = 1.0t.
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Figure 5.6: TKNN invariant vs. h for µ = −0.5t, ∆ = 1.0t and α = 1.0t. The transition to the
Abelian phase occurs at h ≈ 1.12t while the transition to the non-Abelian phase occurs at h ≈ 3.64t.
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Figure 5.7: Energy spectra for a 50 × 50 lattice with edges at x = 0 and x = 49, µ = 1.5t, and
(a) h = 0 (trivial), (b) h = 2.0t (Abelian), (c) h = 4.0t (non-Abelian), (d) h = 6.0t (trivial). The
remaining parameters are ∆ = 1.0t and α = 1.0t.
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Figure 5.8: TKNN invariant vs. h for µ = 1.5t, ∆ = 1.0t and α = 1.0t. The transition to the Abelian
phase occurs at h ≈ 1.80t while the transition to the non-Abelian phase occurs at h ≈ 2.69t.
69
Figure 5.9: Energy spectra for a 50 × 50 lattice with edges at x = 0 and x = 49, µ = 3.5t, and (a)
h = 0 (trivial), (b) h = 2.0t (non-Abelian), (c) h = 5.0t (non-Abelian), (d) h = 8.0t (trivial). The
remaining parameters are ∆ = 1.0t and α = 1.0t.
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Figure 5.10: TKNN invariant vs. h for µ = 1.5t, ∆ = 1.0t and α = 1.0t. The transition to the first
non-Abelian phase occurs at h ≈ 1.12t, and the transition to the second occurs at h ≈ 3.64t.
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5.1.1 Self-consistent Studies of Topological Superconductivity
Using Table 5.1 as a guide, we provide further insight into Abelian and non-Abelian topo-
logical superconductivity by obtaining self-consistent solutions to the BdG equations for the
topological superconductor described by the Hamiltonian (5.1). Due to the high numerical re-
sources required, self-consistent calculations were performed on several Westgrid computing
clusters. Initially, we solve only the order parameter self-consistently and obtain a self-
consistent version of Fig. 5.2 for a 50× 50 lattice shown in Fig. 5.11. Using the Chebyshev
polynomial expansion method, the order parameter was self-consistently determined with
periodic boundary conditions (PBC) for µ = 3.5t, α = 1.0t, and uniform electron-phonon
coupling constant Uii ≡ U = −5.0t. Figure 5.11 (b) illustrates the lowest absolute eigenvalue
vs. the Zeeman field h for the converged system and shows the transition to the non-Abelian
topological phase occurring around h = 0.75t, where ∆ = 0.515t. Again we note that it is im-
portant to have sufficiently strong spin-orbit coupling in order to obtain stable self-consistent
superconducting states. Figure 5.11 (a) demonstrates this for Zeeman fields of h & 1.5t, the
Rashba spin-orbit coupling value of α = 1.0t is no longer sufficient for this parameter set and
both ∆ and the lowest absolute eigenvalue approach zero.
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Figure 5.11: (a) Dependence of the superconducting order parameter on the Zeeman field h for
a 50 × 50 lattice for µ = 3.5t, α = 1.0t and U = −5.0t. (b) Dependence of the lowest absolute
eigenvalue on the Zeeman field for the system described in (a). Transition from the trivial phase to
the non-Abelian topological phase occurs around h = 0.75t.
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To obtain further self-consistent solutions, we investigate possible parameter sets by de-
termining how the order parameter ∆ varies with the coupling constant |U | for certain regions
in Table 5.1. Figure 5.12 (a) through (c) demonstrates how the order parameter varies with
the absolute value of the coupling constant, first neglecting the Hartree potential for a 50×50
system with PBC. As the choice of coupling constant for these topological superconducting
systems is often unclear, these results provide us with a useful reference in selecting a cou-
pling constant that does not push the system out of the topological region and into the trivial
region. For example, in Fig. 5.12 (a) we have selected µ = −3.0t, h = 1.5t and α = 1.5t and
so the transition from the topological phase to the trivial phase will occur for ∆ > 1.12t.
Hence the selection of |U | > 6.2t will cause the system to transition into the trivial phase.
For Fig. 5.12 (b) with µ = 1.0t, h = 1.5t and α = 2.0t, the transition out of the Abelian
topological phase will also occur for ∆ > 1.12t and hence we should choose |U | < 5.8t. Lastly
for Fig. 5.12 (c), we have chosen µ = 3.5t, h = 1.0t and α = 1.0t and so the transition from
the non-Abelian topological phase to the trivial phase will occur for ∆ > 0.87t so we must
select |U | < 6.0t.
In order to illustrate how the topological regions change with the inclusion of the Hartree
potential, we repeat the calculations performed in Fig. 5.12, this time also self-consistently
solving for the Hartree potential. Figure 5.13 shows the result of these calculations, beginning
with Fig. 5.13 (a) in which we have chosen µ˜ = −3.0t, h = 1.5t, α = 1.5t. This system
transitions now from the non-Abelian topological region to the trivial region around |U | =
4.8t where we have found h˜ = 1.09755t. Figure 5.13 (b) shows µ˜ = 1.0t, h = 1.5t and
α = 2.0t which has a very narrow region of Abelian topological superconductivity. The
transition to the trivial phase will occur for |U | ≥ 3.2t, where at |U | = 3.2t we have found
h˜ = 1.02766t. Lastly when µ˜ = 3.5t, h = 1.0t and α = 1.0t as in Fig. 5.13 (c), we do
not leave the non-Abelian topological region until |U | ≥ 5.2t where at |U | = 5.2t we have
obtained h˜ = 0.78612t. Hence in general, due to the effective shifting of the Zeeman field,
we find that one must choose a lower electron-phonon coupling constant when the Hartree
potential is also solved self-consistently alongside the order parameter.
We next examine the behaviour of Majorana fermions in the system by introducing edges
in the x-direction within our square lattice. First, we neglect the Hartree potential and
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Figure 5.12: Value of the order parameter ∆ vs. the absolute value of the coupling constant |U | for
a 50 × 50 lattice with PBC and (a) µ = −3t, h = 1.5t, α = 1.5t, (b) µ = 1.0, h = 1.5t, α = 2.0t and
(c) µ = 3.5t, h = 1.0t, α = 1.0t.
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Figure 5.13: Value of the order parameter ∆ vs. the absolute value of the coupling constant |U |
with the inclusion of the Hartree potential for a 50× 50 lattice with PBC and (a) µ˜ = −3t, h = 1.5t,
α = 1.5t, (b) µ˜ = 1.0t, h = 1.5t, α = 2.0t and (c) µ˜ = 3.5t, h = 1.0t, α = 1.0t.
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self-consistently solve for the order parameter in an 80 × 80 system in the non-Abelian
topological phase with edges at x = 0 and x = 79, µ = 3.0t, h = 1.5t and α = 1.5t. Figure
5.12 (a) allows us to easily select an appropriate coupling constant for the system as both
µ = −3.0t and µ = 3.0t will produce the same order parameter. Thus, we select a coupling
constant of U = −5.5t. After convergence, the lowest-energy eigenvalues are obtained using
the SS method and are plotted as a function of index in Fig. 5.14 (a). In the presence
of edges in the x-direction, we clearly see the appearance of in-gap, Majorana bound states
represented by the lowest absolute eigenvalue of the system, E = 2.67936×10−6. Moreover, as
shown in Fig. 5.15 (a), plotting the magnitude squared of the wavefunction shows that these
zero-energy bound states are indeed localized at the edges of the system with one Majorana
fermion present at each edge. Including the Hartree potential, we must reduce the coupling
constant to U = −4.2t to account for the shifted h of the system. Using input parameters
of µ˜ = 3.0t, h = 1.5t and α = 1.5t to stay in the nontrivial region, we obtain a shifted h of
h˜ = 1.10933t after convergence. The lowest-energy eigenvalues are plotted in Fig. 5.14 (b),
again clearly showing zero-energy Majorana bound states represented by our lowest absolute
eigenvalue of E = 3.08687× 10−4. We note that it was not possible to use the same coupling
constant for both the case where the Hartree potential was included and the case where it was
not included. As Fig. 5.14 (c) demonstrates, using a coupling constant of U = −4.2t without
converging the Hartree potential results in no Majorana bound states despite the presence
of edges. This is because selecting U = −4.2t results in a converged superconducting order
parameter that is extremely small, and hence the spectral gap becomes negligible resulting
in a wavefunction that spreads throughout the entire system as shown in Fig. 5.15 (b).
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Figure 5.14: (a) Eigenvalues of the BdG Hamiltonian (5.9) for an 80 × 80 system neglecting the
Hartree potential with µ = 3t, h = 1.5t, α = 1.5t, U = −5.5t and surfaces at x = 0 and x = 79. (b)
Eigenvalues for the system including the Hartree potential with U = −4.2t. The remaining parameters
are the same as in (a). (c) Eigenvalues for the 80 × 80 system neglecting the Hartree potential with
U = −4.2t. Selecting U = −4.2t results in a spectral gap too small for the observation of Majorana
zero modes. The remaining parameters are the same as in (a).
76
(a)
0 10 20 30 40 50 60 70 800
0.5
1
1.5
2
2.5x 10
−3
x
|ψ
|2
Magnitude Squared of Zero-Energy Wavefunction
 
 
Spin up
Spin down
(b)
0 10 20 30 40 50 60 70 800
1
2
3
4
5
6
7
8x 10
−4
x
|ψ
|2
Magnitude Squared of Zero-Energy Wavefunction
 
 
Spin up
Spin down
Figure 5.15: (a) Magnitude squared of the zero-energy wavefunction corresponding to the lowest-
energy eigenvalue shown in Fig. 5.14 (a). One Majorana fermion is present on each edge of the system.
(b) Magnitude squared of the wavefunction corresponding to the lowest-energy eigenvalue shown in
Fig. 5.14 (c). The wavefunction is no longer localized at each edge of the system due to the exceedingly
small spectral gap.
5.1.2 The Effects of Temperature
In this section we are motivated by a momentum-space study of impurity effects in an s-wave
topological superconductor performed by Nagai, Ota and Machida [1]. First, we investigate
the Tc behaviour presented in Ref. [1] where two systems in the non-Abelian topological phase
with odd TKNN number were considered. The Hartree potential was not included in the
work of Ref. [1]. In the low magnetic field region, a system with µ = 3.5t, h = 1.0t, α = 1.0t
and U = −5.6t was considered, in addition to a system in a higher magnetic field region
with µ = 3.5t, h = 2.0t, α = 1.0t and U = −8.0t. The authors demonstrated that in the
lower Zeeman field region of h = 1.0t, superconductivity disappears at a critical temperature
of Tc = 0.16t, whereas in the higher Zeeman field region with h = 2.0t, superconductivity
disappears at a much lower value of Tc = 0.10t. For a 40×40 lattice, we have performed both
the low and high field region calculations as shown in Fig. 5.16. In contrast to the results
presented in Fig. 5 in Ref. [1], we obtain Tc values of Tc = 0.23t and Tc = 0.20t for the low and
high Zeeman field regions shown in Fig. 5.16 (a) and (b), respectively. This may be mainly
because the order parameter at zero temperature is larger for h = 2.0t (∼ 0.8t) than for
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h = 1.0t (∼ 0.57t) in our self-consistent results, while the zero-temperature order parameter
has the value of ∼ 0.4 for both h = 1.0t and h = 2.0t in the work presented in [1]. The
difference in the order parameter values between our BdG results and the results of [1] stems
from the fact that the Green function approach used in [1] depends on a cutoff Matsubara
frequency, while the BdG theory does not rely on such a cutoff parameter. Equating the
zero-temperature order parameters for both systems, we obtain Fig. 5.16 (c) and Fig. 5.16
(d) in which we have calculated critical temperatures of Tc = 0.15t and Tc = 0.11t in the low
and high Zeeman field regions, respectively. Hence we indeed find that a larger Zeeman field
causes an increased sensitivity to temperature due to the fact that the spins near the Fermi
level are well polarized. For completeness, we have calculated the critical temperature for
the low Zeeman field case, µ˜ = 3.5t, h = 1.0t, α = 1.0t and U = −4.8t, with the addition of
the Hartree potential and we find that the critical temperature increases slightly to a value of
Tc = 0.19t as shown in Fig. 5.16 (e). This is expected as the presence of the Hartree potential
effectively reduces the magnitude of the Zeeman field. Lastly, in 5.16 (f) we compute the
critical temperature for a system in the Abelian topological phase with even TKNN number
for parameters µ = 1.0t, h = 1.5t, α = 2.0t and U = −4.5t, neglecting the Hartree potential.
Despite the fact that h is larger than in the case of Fig. 5.16 (c), the strong spin-orbit
coupling suppresses the impact of temperature on the system and we obtain a slightly higher
critical temperature of Tc = 0.16t.
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Figure 5.16: Temperature dependence of the order parameter for a 40× 40 lattice with (a) µ = 3.5t,
h = 1.0t, α = 1.0t, U = −5.6t, (b) µ = 3.5t, h = 2.0t, α = 1.0t, U = −8.0t, (c) µ = 3.5t, h = 1.0t,
α = 1.0t, U = −5.25t, (d) µ = 3.5t, h = 2.0t, α = 1.0t, U = −7.38t, (e) µ˜ = 3.5t, h = 1.0t, α = 1.0t
and U = −4.8t with the Hartree potential included, and (f) µ = 1.0t, h = 1.5, α = 2.0t and U = −4.5t.
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5.1.3 The Effects of a Single Non-magnetic Impurity
We would now like to consider the effects of depositing a single non-magnetic impurity at
the center of a 64 × 64 lattice for a system with even TKNN number, and a system with
odd TKNN number in order to observe the difference in impurity effects between the case of
Abelian and non-Abelian TSC. To this end, neglecting the Hartree potential, we first study
a system with µ = 3.5t, h = 1.0t, α = 1.0t and coupling constant U = −5.2t with a single
attractive impurity potential Vimp = −2.0t deposited at site (32, 32). The clean system is
in the non-Abelian topological phase and upon computing the TKNN number, we find that
ν = 1. The converged order parameter for the system is illustrated in Fig. 5.17 showing
significant suppression at the impurity site despite the relatively weak impurity, reminiscent
of p-wave superconductivity as predicted by Sato et al. [55]. Figure 5.18 then illustrates the
Abelian topological phase with µ = 1.0t, h = 1.5t, α = 2.0t, U = −4.445t and Vimp = −2.0t
where a TKNN number of ν = −2 has been computed in the clean system. In this even
TKNN system, despite the larger Zeeman field the order parameter shows little suppression
at the impurity site, however a large area of the lattice becomes affected by the impurity,
showing oscillations around the impurity site in contrast to Fig. 5.17.
Lastly, we can observe the impurity effects in these two systems through the local density
of states (LDOS). Figure 5.19 illustrates the spin-up and spin-down LDOS in the odd TKNN
case with the same parameters as in Fig. 5.17. The clean system is represented by the blue
curve whereas the impurity system with Vimp = −2.0t is represented by the red curve. In
the case of non-Abelian TSC, there is one impurity bound state present corresponding to
the TKNN number ν = 1 which can be seen in the LDOS very near the gap edge. Figure
5.20 then shows the even TKNN case with the same parameters as in Fig. 5.18. Due to the
TKNN number taking on a value of ν = −2, two impurity bound states are present, with one
bound state being well within the gap, clearly visible in the LDOS, and the second bound
state appearing near the gap edge. In addition to both systems having an almost identical
bulk order parameter values as can be seen in Fig. 5.17 and Fig. 5.18, the impurity is non-
magnetic implying that the Zeeman field and Rashba spin-orbit coupling have no bearing
on the impurity effects observed. Therefore, we conclude that the impurity effects observed
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between the two systems must be a consequence of the underlying topology.
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Figure 5.17: Real part of the order parameter for a single non-magnetic attractive impurity potential
Vimp = −2.0t deposited at the center of a 64×64 lattice with µ = 3.5t, h = 1.0t, α = 1.0t and U = −5.2t
corresponding to ν = 1.
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Figure 5.18: Real part of the order parameter for the case of a 64×64 lattice with µ = 1.0t, h = 1.5t,
α = 2.0t and U = −4.445t corresponding to ν = −2 with the impurity potential Vimp = −2.0t.
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Figure 5.19: (a) Spin-up LDOS for the odd TKNN system ν = 1 with µ = 3.5t, h = 1.0t, α = 1.0t.
(b) Spin-down LDOS for the system described in (a).
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Figure 5.20: (a) Spin-up LDOS for the even TKNN system ν = −2 with µ = 1.0t, h = 1.5t, α = 2.0t.
(b) Spin-down LDOS for the system described in (a). In contrast to the odd TKNN case, the presence
of impurity bound states are clearly distinguishable in the LDOS.
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Chapter 6
Charge Density Modulations and Topologi-
cal Superconductivity
In this chapter, we show the existence of topological charge density waves (TCDW) and
investigate their interplay with topological superconductivity. Within our self-consistent
studies, we have found three degenerate ground states at half filling, a pure TSC state, a
pure TCDW state with wavevector Q = (±pi,±pi), and a state in which TSC and TCDW
coexist. We begin by studying the bulk system with PBC in both the x- and y-directions
and then move onto the case where open edges are present to confirm the appearance of zero-
energy bound states. Lastly, we study the local effects of depositing a single non-magnetic
impurity in the center of a sample which is at half-filling.
6.1 The Pure Density Wave State
We begin with a study of the pure topological charge density wave (TCDW) state which
is obtained by self-consistently solving for the Hartree potential with the superconducting
order parameter set to zero. In this way, the particle and hole amplitudes of a quasiparticle
are decoupled and we can obtain a pure TCDW state. For a uniform TCDW state with
wavevector Q, we can define the CDW order parameter as
∆C = 〈c†k↑ck+Q↑〉 = 〈c†k↓ck+Q↓〉. (6.1)
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In momentum space, the mean-field Hamiltonian for the pure TCDW state as shown by Sato
et al. [55] is given by
HCDW =
1
2
∑
k
(
c†k↑ c
†
k↓ − c†k+Q↓ c†k+Q↑
)
HBdG(k)

ck↑
ck↓
−ck+Q↓
ck+Q↑
 , (6.2)
where HBdG(k) is the BdG Hamiltonian of CDW:
HBdG(k) =
(k)− hσz + αL(k) · σ i∆Cσy
−i∆Cσy (k + Q) + hσz − αL(k + Q) · σ
 , (6.3)
with (k) = −2t(cos kx + cos ky) − µ for a square lattice, and αL(k) = α(sin ky,− sin kx).
We note that Eq. (67) of Sato et al. contains a typo in the (2, 2) element of the Hamiltonian
in which the the spin-orbit term αL(k + Q) is missing a minus sign. As shown in Appendix
C, once this typo is taken into account, the BdG Hamiltonian for TCDW (6.3) is equivalent
to the BdG Hamiltonian for TSC (5.9) if (k + Q) = −(k) and L(k + Q) = −L(k). These
conditions are satisfied if we take Q = (±pi,±pi) for the CDW states we have found at half-
filling (µ = 0) where there is one electron per site on average. Therefore, our CDW states
have the topological regions as classified by Table 5.1 [55] with µ replaced by µ˜ and h replaced
by h˜. Moreover, the third condition in region (b) of Table 5.1 disappears for µ = 0, implying
that there can only exist trivial and Abelian topological phases for the results presented in
this chapter.
First, we take a 50× 50 lattice with surfaces present at x = 0 and x = 49 and parameters
µ = 0, h = 1.5t, α = 2.5t and ∆C = 1.0t. The energy spectrum as a function of ky is
obtained and illustrated in Fig. 6.1. In agreement with the fact that the system is in the
Abelian topological phase, we observe gapless edge modes at ky = 0 and ky = pi (equivalent
to −pi). Since we are in the Abelian phase, the in-gap zero-energy states are not Majorana
fermions but are instead Dirac fermions and hence the edge states obtained will be analogous
to those in a topological insulator. Moreover, as the CDW effectively doubles the lattice
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Figure 6.1: Energy spectra for a 50× 50 system in the CDW state with edges at x = 0 and x = 49
with parameters µ = 0, h = 1.5t, α = 2.5t and ∆C = 1.0t.
constant from a to 2a in both the x- and y-directions, the Brillioun zone is folded in half,
meaning that the zero-energy mode at ky = pi is equivalent to the zero mode at ky = 0.
Therefore, although Fig. 6.1 shows three zero-energy modes, there is in fact only one distinct
zero-energy mode for such a system. Despite the odd number of zero modes, however, the
system remains in the Abelian topological phase.
As a self-consistent example, we present a 64× 64 system in the pure TCDW state with
µ˜ = 0, h = 1.5t, α = 1.0t, U = −4.0t and PBC. Recall that µ˜ is the chemical potential
measured from the average Hartree potential, µ˜ = µ − (V¯ (H)↑ + V¯ (H)↓ )/2. To obtain the
CDW order parameter, we solve each component of the Hartree potential self-consistently
and obtain a value of ∆C = 0.67504t. With the converged average Hartree potential values
for each spin, V¯
(H)
↑ and V¯
(H)
↓ , we also have a shifted Zeeman field of h˜ = 0.96135t. The
up- and down-spin electron densities are shown in Fig. 6.2, both clearly exhibiting periodic
density modulations. The checkerboard pattern reflects the fact that the TCDW state has
wavevector Q = (±pi,±pi). We also note that the total converged electron density for this
system is exactly ne = 1.0t. This numerical result confirms the fact that µ = 0 in the case of
TCDW/TSC in the presence of a Zeeman field and Rashba spin-orbit coupling corresponds to
exactly half filling, just as for conventional s-wave superconductivity. We have also calculated
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Figure 6.2: (a) Spin up and (b) spin down electron density distributions for an 64× 64 bulk system
in the CDW state at half-filling with h = 1.5t and α = t.
the ground-state energy of the system given by (B.22),
E0 = −1
2
∑
n
(En1 +En2)+
1
2
∑
iσ
(iσ− µ˜+V (H)iiσ¯ − V¯ (H)σ¯ )−
∑
i
1
Uii
[
V
(H)
ii↑ V
(H)
ii↓ + |∆↓↑ii |2
]
, (6.4)
where En1 and En2 are the spin-up and spin-down eigenvalues. Performing the computation,
we obtain a ground-state energy of E0 = −8432.72t for the pure CDW state. The spin-up
and spin-down local density of states (LDOS) was also computed for sites (0, 0), (0, 1), (1, 0)
and (1, 1) and is illustrated in Fig 6.3. The LDOS alternates spatially from one site to its
nearest-neighbour site across the lattice for both spin up and spin down following the charge
density wave pattern.
Zero-energy modes will appear in the system when we introduce open edges in the lattice.
To see the appearance of these modes, we increase the system size to 80×80 and in addition,
increase the spin-orbit coupling in order to make the system more stable. This leaves us with
parameters µ˜ = 0, h = 1.5t, α = 2.5t and coupling constant U = −4.0t in the pure CDW
state with edges at x = 0 and x = 79. Self-consistently solving for the Hartree potential,
we obtain a shifted Zeeman field of h˜ = 0.95521t. Figure 6.4 shows a cross section of the
electron density for y = 40 and y = 41 for both spin up and spin down. The center of the
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Figure 6.3: (a) Spin-up and (b) spin-down local density of states at sites (0, 0), (0, 1), (1, 0) and
(1, 1) for a 64 × 64 lattice in the CDW state with PBC, µ˜ = 0, h = 1.5t and α = 1.0t. The density
modulations in Fig. 6.2 are reflected in the LDOS causing the LDOS to spatially alternate from site
to site.
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Figure 6.4: (a) Spin-up and (b) spin-down cross section of the electron density distribution at y = 40
and y = 41 for an 80 × 80 system in the topological CDW state with µ˜ = 0, h = 1.5t, α = 2.5t and
coupling constant U = −4.0t.
lattice is largely unaffected by the presence of edges and we observe a perfect (±pi,±pi) CDW
in the bulk of the system, while the effects of the open surfaces can be seen in the CDW
amplitude for the sites very near x = 0 and x = 79. Furthermore, we find that the presence
of edges in the system results in the appearance of zero-energy bound states; two zero-energy
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modes on each edge in fact, as the system is in the Abelian topological phase with even
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Figure 6.5: Low-energy eigenvalues for Hamiltonian (6.3) for the system described in Fig. 6.4. The
presence of edges causes the appearance of in-gap states in the TCDW state just as in the TSC state.
TKNN number. A plot of the eigenvalues vs. index is shown in Fig. 6.5 with the absolute
lowest energy eigenvalue being E = 1.23074× 10−5.
6.2 The Superconducting State
The Abelian pure superconducting state is obtained just as in the previous chapter using the
BdG Hamiltonian (5.9) and including the superconducting order parameter. Starting with
the same bulk-system parameters as in the previous section, µ˜ = 0, h = 1.5t, α = 1.0t and
U = −4.0t, we take a 64×64 lattice and self-consistently solve for the superconducting order
parameter and the Hartree potential. Once self-consistency has been achieved, we obtain an
order parameter of ∆S = 0.67504t and uniform spin-up and spin-down electron densities of
nup = 0.63466t and ndown = 0.36534t, respectively, giving a total electron density of ne = 1.0t,
as expected. First, we notice that the SC order parameter obtained is identical to the CDW
order parameter obtained in the previous section. Furthermore, we obtain the ground-state
energy E0 = −8432.72t and a shifted Zeeman field of h˜ = 0.96135t—identical to the values
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obtained in the pure TCDW state. Hence we find that just as in the conventional s-wave case
[83], the superconducting state with uniform density distribution and the CDW state with
modulating electron density are degenerate at half-filling. The site-averaged density of states
for both spin up and spin down for this pure TSC state is presented in Fig. 6.6. Contrary
to the LDOS for the CDW state which alternates from site to site, the uniform spin-up and
spin-down charge density results in the local density of states at each site being identical to
the site-averaged density of states for each spin component.
When we introduce surfaces at x = 0 and x = 79 once again for parameters µ˜ = 0,
h = 1.5t, α = 2.5t and U = −4t, two Majorana zero modes appear on each edge. We
also obtain a lowest absolute eigenvalue of E = 1.23074 × 10−5 and shifted Zeeman field of
h˜ = 0.95521t resulting in the same values obtained in the pure CDW state. In this case,
we observe significant enhancement in the superconducting order parameter at x = 0 and
x = 79 caused by the presence of edges as can be seen in Fig. 6.7.
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Figure 6.6: Spin-up and spin-down site-averaged density of states for an 64×64 bulk superconducting
system with µ˜ = 0, h = 1.5t and α = 1.0t.
89
x0
10
20
30
40
50
60
70
80
y
0
10
20
30
40
50
60
70
80
∆
[t]
0.32
0.34
0.36
0.38
0.40
0.42
0.44
0.46
80× 80 Lattice, Superconducting State ∆
Figure 6.7: Superconducting order parameter for the pure TSC state with µ˜ = 0, h = 1.5t, α = 2.5t,
U = −4.0t and edges at x = 0 and x = 79.
6.3 The Mixed Superconducting Density Wave State
So far, we have found both a TCDW state with periodic density modulations and a TSC
state with uniform charge density, each with the same order parameter and ground-state
energy. Now we show that these states can in fact coexist with one another. Consider a
64 × 64 bulk system with µ˜ = 0, h = 1.5t, α = 1.0t and U = −4.0t. We begin our self-
consistent iterations with the system initially having both a constant superconducting order
parameter and periodic density modulations with wavevector Q = (±pi,±pi). In this way, we
are able to obtain converged, self-consistent solutions for the Abelian mixed TSC and TCDW
state. After convergence, order parameter values of ∆S = 0.42169t and ∆C = 0.52712t were
obtained. In this mixed state, the CDW order parameter is suppressed to 78% of its value
in the pure state, while the SC order parameter becomes suppressed to 62% of its pure state
value. A ground-state energy of E0 = −8432.72t and a shifted Zeeman field of h˜ = 0.96135t
were obtained for this state and hence we have found three degenerate ground states: a pure
TCDW state, a pure TSC state and a mixed TSC+TCDW state. A summary of the values
for all three of these Abelian topological states are presented in Table 6.1.
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Figure 6.8: (a) Spin-up and (b) spin-down electron density distributions for an 80× 80 lattice in the
topological SC+CDW state at half-filling with h = 1.5t and α = 2.5t. The presence of edges at x = 0
and x = 79 causes two zero-energy Majorana modes to appear at each edge.
State ∆S [t] ∆C [t] E0 [t]
SC 0.67504 0.00000 -8432.72
CDW 0.00000 0.67504 -8432.72
SC+CDW 0.42169 0.52712 -8432.72
Table 6.1: Results of the converged order parameters and ground-state energies for each of the three
TSC, TCDW and TSC+TCDW states. Just as in the case of conventional s-wave superconductivity,
each of the three states are degenerate with the same ground-state energy.
Lastly, for the mixed state with parameters µ˜ = 0, h = 1.5t, α = 2.5t, U = −4.0t and
edges at x = 0 and x = 79, we again find that the shifted Zeeman field is h˜ = 0.95521t and
the lowest absolute eigenvalue for the system is E = 1.23074×10−5, with two Majorana zero
modes being localized on each edge. A surface plot of the spin-up and spin-down electron
densities for the system is shown in Fig 6.8. Being able to observe the entire lattice allows
us to see how the surface effects are really confined to the very edge of the material and we
observe a perfect (±pi,±pi) CDW in the bulk. The SC order parameter for the system has a
structure identical to that of Fig. 6.7; however, the bulk value is reduced to ∆S,bulk ' 0.174t.
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6.3.1 Impurity Effects
Lastly, we study the effects of a single non-magnetic impurity at the center of a topological
superconductor at half-filling, this time also solving for the Hartree potential self consistently.
To this end, we first deposit a single attractive impurity potential of Vimp = −1.0t on a
51 × 51 lattice at site (25, 25) with parameters µ˜ = 0, h = 1.5t, α = 2.5t, U = −4.0t and
PBC. We illustrate the converged spin-up and spin-down electron densities in Fig. 6.9 as
well as the converged superconducting order parameter in Fig. 6.10. Although no charge
density wave has been inputted into the system, we see that upon depositing a single non-
magnetic impurity in the system, we obtain periodic modulations in the electron density
with periodicity (±pi,±pi). Just as in the conventional s-wave case, we see that an impurity
pins the phase of the charge density oscillations stabilizing a CDW [83]. In the clean system,
the TKNN number for a system with µ = 0, h = 1.5t, α = 2.5t, and U = −4.0t is even
as mentioned in the previous sections. Examining the order parameter presented in Fig.
6.10 with the impurity present, we observe that the impurity has quite a large effect on the
system, extending out to approximately 20 lattice sites away from the impurity site (25, 25).
This result is in agreement with the results presented in Section 5.1.3 where the effects of
a single non-magnetic impurity in the context of both Abelian and non-Abelian TSC were
examined.
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Figure 6.9: (a) Spin-up and (b) spin-down electron density distributions for a 51 × 51 lattice with
µ˜ = 0, h = 1.5t, α = 2.5t, U = −4.0t and PBC. In the center of the lattice, we have placed a single
impurity potential Vimp = −1.0t which results in the appearance of CDW.
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Figure 6.10: Superconducting order parameter for the 51 × 51 system presented in Fig. 6.9 with
Vimp = −1.0t at site (25, 25). We observe impurity effects in the order parameter quite far from the
impurity site consistent with the even TKNN number results presented in Section 5.1.3.
93
Chapter 7
Conclusion
In this thesis, we have performed microscopic mean-field calculations within a two-
dimensional (2D) model for topological superconductivity (TSC) and obtained converged
solutions for the order parameter and the Hartree potential. As the Bogoliuobov-de Gennes
(BdG) equations for topological superconductivity have extremely high numerical demand,
we have implemented the method of Chebyshev polynomial expansion, which allows for
self-consistent determination of the mean fields without any direct diagonalization of the
Hamiltonian by expanding the spectral density of the Green function with a set of Cheby-
shev polynomials [47]. To obtain eigenpairs of the converged systems, the recently developed
Sakurai-Sugiura method was also implemented which reduces the size of the Hamiltonian in
order to obtain eigenvalues within a desired energy range [49]. Calculations were performed
on a wide variety of Westgrid computing clusters.
In Chapter 5 the relation between Abelian, non-Abelian and trivial topological order was
examined in relation to gapless edge states and the TKNN number. We have illustrated
that if the TKNN number is zero, no gapless edge states appear and the system is in the
trivial phase. Abelian and non-Abelian topological order corresponds to even and odd TKNN
numbers and also to an even and odd number of gapless edge states, respectively. Performing
self-consistent calculations, we examined how the electron-phonon coupling constant should
be chosen so that the desired topological phase is obtained after self-consistency is achieved.
Furthermore, we illustrated how self-consistently solving for the Hartree potential alters the
topological regions found in Ref. [55]. Due to the effective reduction of the Zeeman field
that occurs when the Hartree potential is included, one must in general choose a much lower
coupling constant than in the case where only the order parameter is solved self-consistently.
When edges were present in the system, we have observed zero-energy Majorana fermions
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localized at these edges provided that the spectral gap is sufficiently large.
We have also analyzed the critical temperature of the system for both even and odd val-
ues of the TKNN number. In this work, we were motivated by a momentum-space study
of impurity effects in an s-wave topological superconductor performed by Nagai, Ota and
Machida [1]. First, we provided revised values of the low-temperature superconducting or-
der parameters demonstrating the power of the BdG theory. Equating the zero-temperature
order parameters, we then examined the non-Abelian system in both a low and high Zee-
man field region, finding that a large Zeeman field has detrimental effects on the critical
temperature of the system due to the spin being well polarized in agreement with [1]. We
also found that the even TKNN system was slightly more robust to temperature than its
odd TKNN counterpart, owing perhaps to the relatively large spin-orbit coupling. Future
work could perhaps examine the differences in impurity effects in the lower Rashba region for
both the Abelian and non-Abelian phases. We have then investigated the effects of a single
non-magnetic impurity potential placed at the center of the lattice for two of the systems
considered within our temperature study. Despite the relatively weak impurity potential, we
found a large suppression of the order parameter at the impurity site in the non-Abelian case
indicating unconventional superconducting behaviour. In the Abelian topological phase,
the behaviour is more reminiscent of conventional superconductivity than its non-Abelian
counterpart, however, we observed oscillations in the order parameter around the impurity,
extending out quite far from the impurity site. This lead to the observation of a pronounced
impurity bound state well within the gap, in addition to a second impurity bound state near
the gap edge. Hence we conclude that the non-Abelian topological phase in our s-wave model
shows signs of unconventional p-wave behaviour, as predicted by Sato et al. [55]. While the
Abelian topological phase did not exhibit the same features of unconventional superconduc-
tivity as its non-Abelian counterpart, the Abelian phase still presented its own interesting
behaviour owing to its topological nature.
In Chapter 6, by self-consistently solving for the Hartree potential as well as the super-
conducting order parameter, we have shown the existence of topological charge density waves
(TCDW) and have investigated the interplay between TCDW and TSC at half filling. Three
degenerate ground states have been found: a pure TCDW state, a pure TSC state and a
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mixed TCDW+TSC state, demonstrating that TCDW and TSC can in fact coexist together
at half filling, just as conventional s-wave SC and CDW can coexist [83]. Upon imposing open
surfaces, we then found zero-energy modes in each of the three states at the same eigenvalue.
As calculations were performed at a chemical potential of µ˜ = 0, all states were necessarily
in the Abelian topological phase with even TKNN number and hence two zero-energy modes
were localized on each edge. Lastly, by placing a single attractive impurity potential in a
system at half filling with no input charge density wave, we found that just as in the con-
ventional s-wave case, the impurity pins the phase of the charge density oscillations causing
a CDW to be stabilized [83]. It was also demonstrated that the impurity potential does not
cause significant suppression at the impurity site, in agreement with the Abelian results of
Chapter 5.
In this thesis, we have examined the topological nature of SC and CDW within the 2D
TSC model of Sato et al. [55] applied to a minimal tight-binding model. For this purpose, the
mean fields were solved self-consistently on a square lattice with nearest-neighbour hopping
only. Future work could extend this model to describe different band structures or more
complex crystal structures. Although it is straightforward to generalize our current model
in this regard, such extension would inevitably require more computational resources. Thus,
one must carefully consider what new insight can be gained as to the fundamental nature of
TSC and TCDW through such an extension. Future work could also study the possible origin
of TCDW in this system, whether it be Fermi-surface nesting, van Hove singularities, or yet
another mechanism. While we observed a mixed TSC+TCDW state obtained by placing a
single non-magnetic impurity for µ˜ = 0, finding mixed states with regular density oscillations
for nonzero µ˜ may be a possibility. In fact, it is known in the case of conventional s-wave
systems that CDW with the wavevector (±pi,±pi) can exist away from half filling [84]. With
nonzero µ˜, one could explore the existence of TCDW in the non-Abelian phase and the effects
of impurities in mixed states for odd TKNN number.
Even in the context of conventional s-wave SC, the interplay between SC and CDW
remains up for debate. Moreover, the mechanism behind charge density modulations in
a wide variety of superconducting materials remains unknown. The self-consistent studies
presented in this thesis of TCDW within a 2D TSC model is the first step in the process
96
towards understanding the origin of TCDW. It is hoped that the results presented in this
thesis provide motivation for further work in the area of TSC and TCDW.
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Appendix A
Derivation of the TKNN Number
In this Appendix we follow the notation of Ando [85] and derive the TKNN number
which represents the topological invariant in 2D topological insulators and superconductors
with TRS breaking. Consider a low-temperature (not necessarily zero temperature) two-
dimensional electron system of size L×L in a periodic potential where the magnetic field B
and electric field E are applied in the zˆ- and yˆ-directions, respectively. We wish to compute
the Hall conductivity of such a system. To accomplish this, we treat the effect of the electric
field as a perturbation potential V = −eEy and compute the perturbed eigenstate |n〉E as
follows [85]:
|n〉E = |n〉+
∑
m6=n
〈m| − eEy|n〉
(En − Em) |m〉. (A.1)
Using this perturbed eigenstate, we calculate the expectation value of the current density in
the xˆ-direction
〈jx〉E =
∑
n
Nn
N
〈n|E evx
L2
|n〉E
=
∑
n
f(En)〈n|E evx
L2
|n〉E,
(A.2)
where Nn is the number of electrons in state n, N is the total number of electrons, vx is
the electron velocity along the x-direction and f is the Fermi-Dirac distribution function.
Inserting (A.1) into our expectation value yields
〈jx〉E = 〈jx〉E=0 + 1
L2
∑
n
f(En)
∑
m 6=n
(〈n|evx|m〉〈m| − eEy|n〉
(En − Em) +
〈n| − eEy|m〉〈m|evx|n〉
(En − Em)
)
.
(A.3)
Here, 〈jx〉E=0 = 1L2
∑
n f(En)〈n|evx|n〉 and we have neglected the second order term in the
computation of (A.3).
Next, we make use of the Heisenberg equation of motion given by
dy
dt
= vy =
1
i~
[y,H], (A.4)
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which implies
〈m|vy|n〉 = 1
i~
(〈m|yH|n〉 − 〈m|Hy|n〉)
=
1
i~
(En − Em)〈m|y|n〉.
(A.5)
Using this result and dropping 〈jx〉E=0 as it is not linear in E, we can now evaluate the Hall
conductivity, σxy given by
σxy =
〈jx〉E
E
= − e
2
L2
∑
n
f(En)
∑
m6=n
i~
(〈n|vx|m〉〈m|vy|n〉
(En − Em)2 −
〈n|vy|m〉〈m|vx|n〉
(En − Em)2
)
.
(A.6)
Recall that the system is in a periodic potential, which allows the use of the Bloch states,
{|unk〉} as eigenstates where n is the band index. Using the Heisenberg equation of motion
once again, we now obtain the identity
〈umk|vµ|unk〉 = 1
i~
〈umk|
[
i
∂
∂kµ
, H
]|unk〉
=
1
~
(Enk − Emk)〈umk| ∂
∂kµ
|unk〉,
(A.7)
where k is a two-dimensional vector. Thus,
σxy =
−i~e2
L2
∑
k
∑
n
f(Enk)
∑
m 6=n
1
~2
(
−〈unk| ∂
∂kx
|umk〉〈umk| ∂
∂ky
|unk〉+〈unk| ∂
∂ky
|umk〉〈umk| ∂
∂kx
|unk〉
)
.
(A.8)
A simple integration by parts yields the identity
〈unk| ∂
∂kµ
|umk〉 = −〈 ∂
∂kµ
unk|umk〉, (A.9)
which implies
σxy =
−ie2
~L2
∑
k
∑
n
f(Enk)
∑
m 6=n
(
〈 ∂
∂kx
unk|umk〉〈umk| ∂
∂ky
|unk〉 − 〈 ∂
∂ky
unk|umk〉〈umk| ∂
∂kx
|unk〉
)
=
−ie2
~L2
∑
k
∑
n
f(Enk)
(
〈 ∂
∂kx
unk| ∂
∂ky
|unk〉 − 〈 ∂
∂ky
unk| ∂
∂kx
|unk〉
)
.
(A.10)
For Bloch states, the Berry connection is given by
an(k) = −i〈unk| ∂
∂k
|unk〉, (A.11)
105
allowing the Hall conductivity to be expressed in terms of the Berry connection,
σxy =
e2
~L2
∑
k
∑
n
f(Enk)
(
∂
∂kx
an,y − ∂
∂ky
an,x
)
=
e2
~L2
L2
(2pi)2
∫
BZ
d2k
∑
n
f(Enk)
(
∂
∂kx
an,y − ∂
∂ky
an,x
)
.
(A.12)
The Hall conductivity then reduces to
σxy = ν
e2
h
(A.13)
with
ν =
∑
n
∫
BZ
d2k
2pi
(
∂an,y
∂kx
− ∂an,x
∂ky
)
, (A.14)
where the sum over n is a sum over the occupied bands. As ν is a “filling factor”, we have
also used
f(Enk) =
{
1, ∀ k for occupied bands {n}
0, otherwise
. (A.15)
Now write ν as
∑
n νn with νn being the contribution from the nth band
νn =
∫
BZ
d2k
2pi
(
∂an,y
∂kx
− ∂an,x
∂ky
)
=
1
2pi
∮
∂BZ
dk · an(k)
= − 1
2pi
γn[∂BZ],
(A.16)
where γn is the Berry phase. The integer ν =
∑
n νn is a topological invariant known as the
TKNN number or the first Chern number.
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Appendix B
Generalization of BdG Theory for Topolog-
ical Superconductivity
In Chapter 2 we discussed spin-independent BdG theory for conventional superconductiv-
ity. As the goal of this thesis is to investigate the properties of topological superconductivity
with the inclusion of Rashba spin-orbit (SO) coupling and a Zeeman field, we outline the
process of generalizing the BdG theory to the spin-dependent case. First recall the spin-
independent mean-field Hamiltonian (2.36),
Heff =H0 +
∑
iσ
V
(H)
ii nˆiσ +
1
2
∑
〈ij〉σ
V
(H)
ij nˆiσ −
1
2
∑
〈ij〉σ
V
(F )
ij cˆ
†
iσ cˆjσ
+
∑
i
∆iicˆ
†
i↑cˆ
†
i↓ +
1
2
∑
〈ij〉
∆ij cˆ
†
i↑cˆ
†
j↓ + H.c.,
(B.1)
where H0 is the single-particle Hamiltonian,
H0 =
∑
〈ij〉σ
tij cˆ
†
iσ cˆjσ +
∑
iσ
(i − µ)nˆiσ, (B.2)
and H.c. stands for Hermitian conjugate. Here V
(H)
ii and V
(H)
ij are the on- and off-site Hartree
potentials, V
(F )
ij is the Fock potential, ∆ii and ∆ij are the on- and off-site order parameters,
tij the hopping amplitude, µ the chemical potential and lastly i is a single-particle impurity
potential at site i. As we will be considering only on-site s-wave interactions, from now on we
neglect the off-site Hartree potential and off-site order parameter as well as the Fock potential.
As a model for topological superconductivity, in the single-particle Hamiltonian H0 we
include both Rashba spin-orbit coupling terms and Zeeman coupling terms. Hence in general
〈nˆi↑〉 6= 〈nˆi↓〉 and the Hartree potential that the spin-up electron feels is different from that
felt by the spin-down electron. The Hartree potential created by the electron with spin
σ (=↑, ↓) and felt by the electron with opposite spin σ¯ 6= σ at site i is given by
V
(H)
iiσ = Uii〈nˆiσ〉 = Uii〈c†iσciσ〉. (B.3)
The s-wave superconducting order parameter is given (as usual) by
∆ii = Uii〈ci↓ci↑〉. (B.4)
Thus, in a topological superconductor with Rashba SO and Zeeman coupling, the diagonal
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terms in the spin-dependent BdG matrix are∑
iσ
(iσ − µ+ hσ + V (H)iiσ¯ )c†iσciσ, (B.5)
where iσ is the single-particle impurity potential at site i which can depend on spin σ,
and h↑ = −h and h↓ = h is the Zeeman energy. To simplify the notation in the following
equations, we first omit the Rashba SO terms allowing us to write the effective Hamiltonian
as
Heff =
∑
〈ij〉σ
tijc
†
iσcjσ +
∑
iσ
(iσ − µ+ hσ)c†iσciσ +
∑
iσ
V
(H)
iiσ¯ c
†
iσciσ
+
∑
i
[
∆iic
†
i↑c
†
i↓ + (∆ii)
∗ci↓ci↑
]−∑
i
1
Uii
[
V
(H)
ii↑ V
(H)
ii↓ + |∆↓↑ii |2
]
. (B.6)
In order to write this effective Hamiltonian in matrix form, we use the anticommutation
relations that the electron operators satisfy to rewrite (B.6) in the form
Heff = 1
2
∑
〈ij〉σ
tijc
†
iσcjσ −
1
2
∑
〈ij〉σ
t∗ijciσc
†
jσ +
1
2
∑
iσ
(iσ − µ+ hσ + V (H)iiσ¯ )c†iσciσ
− 1
2
∑
iσ
(iσ − µ+ hσ + V (H)iiσ¯ )ciσc†iσ +
1
2
∑
iσ
(iσ − µ+ hσ + V (H)iiσ¯ )
+
1
2
∑
i
[
∆iic
†
i↑c
†
i↓ + H.c.
]
+
1
2
∑
i
[−∆iic†i↓c†i↑ + H.c. ]−∑
i
1
Uii
[
V
(H)
ii↑ V
(H)
ii↓ + |∆ii|2
]
,(B.7)
We now add in the Rashba terms denoted as V SOij and write the Hamiltonian (B.7) in matrix
form as
Heff = 1
2
∑
ij
(c†i↑ c
†
i↓ ci↑ ci↓)

tij + V
diag
ii↑ (V
SO
ij )
† 0 ∆ii
V SOij tij + V
diag
ii↓ −∆ii 0
0 −∆∗ii −t∗ij − V diagii↑ −(V SOij )T
∆∗ii 0 −(V SOij )∗ −t∗ij − V diagii↓


cj↑
cj↓
c†j↑
c†j↓

+
1
2
∑
iσ
(iσ − µ+ hσ + V (H)iiσ¯ )−
∑
i
1
Uii
[
V
(H)
ii↑ V
(H)
ii↓ + |∆↓↑ii |2
]
, (B.8)
where V diagiiσ = iσ − µ + hσ + V (H)iiσ¯ and the Kronecker delta δij is implicit for V diagiiσ and ∆ii.
Next, define the average spin-up and spin-down Hartree potentials by
V¯
(H)
↑ =
1
N
∑
i
V
(H)
ii↑ , V¯
(H)
↓ =
1
N
∑
i
V
(H)
ii↓ , (B.9)
where N is the number of lattice sites. We measure the chemical potential from the average
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of these Hartree potentials and define µ˜ by
µ˜ = µ− V¯
(H)
↑ + V¯
(H)
↓
2
. (B.10)
To obtain a desired filling factor for the system, we specify the electron density ne and solve
for µ˜ as a root of
F (µ˜) =
1
N
∑
iσ
〈c†iσciσ〉 − ne . (B.11)
Then, by defining
δV¯ =
V¯
(H)
↑ − V¯ (H)↓
2
, (B.12)
we rewrite the diagonal elements for spin up and down as
V diagii↑ = i↑ − µ˜− δV¯ − h+ V (H)ii↓ − V¯ (H)↓ , (B.13)
V diagii↓ = i↓ − µ˜+ δV¯ + h+ V (H)ii↑ − V¯ (H)↑ , (B.14)
and the BdG matrix in (B.8) reduces to
Heff = 1
2
∑
ij
(c†i↑ c
†
i↓ ci↑ ci↓)

tij + V
diag
ii↑ (V
SO
ij )
† 0 ∆ii
V SOij tij + V
diag
ii↓ −∆ii 0
0 −∆∗ii −t∗ij − V diagii↑ −(V SOij )T
∆∗ii 0 −(V SOij )∗ −t∗ij − V diagii↓


cj↑
cj↓
c†j↑
c†j↓

+
1
2
∑
iσ
(iσ − µ˜+ δV¯σ + hσ + V (H)iiσ¯ − V¯ (H)σ¯ )−
∑
i
1
Uii
[
V
(H)
ii↑ V
(H)
ii↓ + |∆↓↑ii |2
]
, (B.15)
where δV¯σ = −δV¯ for σ =↑ and δV¯σ = δV¯ for σ =↓. Typically there are more spin-up
electrons than spin-down electrons, namely,
1
N
∑
i
〈c†i↑ci↑〉 >
1
N
∑
i
〈c†i↓ci↓〉 . (B.16)
From (B.9) this implies δV¯ < 0 which effectively reduces the Zeeman field. Intuitively, the
average energy gain by electron-phonon coupling with spin-up electrons makes the electron
to have its spin down less costly in terms of the Zeeman energy. Define the effective Zeeman
field,
h˜σ ≡ hσ + δV¯σ (B.17)
so that
V diagiiσ = iσ − µ˜− h˜σ + V (H)iiσ¯ − V¯ (H)σ¯ (B.18)
When the system has translational symmetry, with V¯
(H)
↓ = V
(H)
ii↓ , V¯
(H)
↑ = V
(H)
ii↑ ;∀i, the diag-
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onal elements of the effective Hamiltonian in Eq. (B.6) reduce to∑
σ
∑
i
(−µ+ hσ + V¯ (H)σ¯ )c†iσciσ =
∑
σ
∑
k
(−µ+ hσ + V¯ (H)σ¯ )c†kσckσ
=
∑
k
[
(−µ˜− h˜)c†k↑ck↑ + (−µ˜+ h˜)c†k↓ck↓
]
. (B.19)
This implies that when the Hartree potential is taken into account, the different topological
regions as classified in Table I of Sato et al. [55] must be altered by replacing µ by µ˜, and
µBHz by h˜. In the notation of Table 5.1, h is replaced by h˜.
Lastly, we diagonalize the BdG matrix (B.15) by means of a unitary transformation:
Heff = 1
2
∑
nm
(γ†n1 γ
†
n2 γn1 γn2)

En1δnm 0 0 0
0 En2δnm 0 0
0 0 −En1δnm 0
0 0 0 −En2δnm


γm1
γm2
γ†m1
γ†m2

+
1
2
∑
iσ
(iσ − µ˜+ h˜σ + V (H)iiσ¯ − V¯ (H)σ¯ )−
∑
i
1
Uii
[
V
(H)
ii↑ V
(H)
ii↓ + |∆↓↑ii |2
]
, (B.20)
The sum over n and m is
1
2
∑
n
(En1γ
†
n1γn1 + En2γ
†
n2γn2 − En1γn1γ†n1 − En2γn2γ†n2)
=
∑
n
(En1γ
†
n1γn1 + En2γ
†
n2γn2)−
1
2
∑
n
(En1 + En2) . (B.21)
At zero temperature, 〈γ†nαγnα〉 = 0. Hence the ground-state energy E = 〈Heff〉 is
E = −1
2
∑
n
(En1 +En2)+
1
2
∑
iσ
(iσ− µ˜+V (H)iiσ¯ − V¯ (H)σ¯ )−
∑
i
1
Uii
[
V
(H)
ii↑ V
(H)
ii↓ + |∆↓↑ii |2
]
. (B.22)
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Appendix C
Equivalence of the Hamiltonian of TSC and
the Hamiltonian of TCDW
In this Appendix, we aim to show that the Hamiltonian of TSC given by (5.9) is formally
equivalent to the Hamiltonian of TCDW given by (6.3). We begin with the normal-state
Hamiltonian
HN =
∑
k,σ
(k)c†kσckσ − h
∑
k,σ,σ′
(σz)σσ′c
†
kσckσ′ + α
∑
k,σ,σ′
L(k) · σσσ′c†kσckσ′ ,
= H0 +HZ +HSO,
(C.1)
where c†kσ (ckσ) is the creation (annihilation) operator for an electron with momentum k =
(kx, ky) and spin σ, (k) = −2t(cos kx + cos ky) − µ is the energy dispersion with hopping
parameter t and chemical potential µ, αL(k) = α(sin ky,− sin kx) represents the Rashba
spin-orbit coupling, h is the Zeeman field and lastly σi (i = x, y, z) are the Pauli matrices. To
obtain the Hamiltonian for TSC, we introduce the s-wave superconducting order parameter
∆S = 〈c−k↓ck↑〉 (C.2)
and define
∆ = i∆Sσy. (C.3)
Then we have
HSC = HN +HS, (C.4)
where
HS =
∑
k,σ,σ′
(∆c†kσc
†
−kσ′ + ∆
∗c−kσckσ′). (C.5)
In order to write the TSC Hamiltonian in matrix form, we rewrite each term as follows, using
the kinetic term as an example,
H0 = 1
2
∑
k,σ
[(k)c†kσckσ − (k)ckσc†kσ] +
1
2
∑
k
(k)
=
1
2
∑
k,σ
[(k)c†kσckσ − (−k)c−kσc†−kσ] +
1
2
∑
k
(k),
(C.6)
where in the first equality we have used {c†kσ, ck′σ′} = δσσ′δkk′ and in the second equality we
have relabeled k→ −k in the second term. Performing such an expansion on all remaining
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terms we obtain the Hamiltonian for topological superconductivity (5.9):
HSC = 1
2
∑
k
(
c†k↑ c
†
k↓ c−k↑ c−k↓
)
HBdG(k)

ck↑
ck↓
c†−k↑
c†−k↓
 , (C.7)
where
HBdG(k) =
(
(k)− hσz + αL(k) · σ i∆Sσy
i∆∗Sσy −(k) + hσz + αL(k) · σ
)
, (C.8)
with L(k) ·σ = σx sin ky−σy sin kx. We note also that (C.7) contains an additional constant
term that is dropped by convention. Upon diagonalizing the Hamiltonian (C.8), we then
obtain the bulk spectrum,
E±(k) =
√
(k)2 + α2|L(k)|2 + h2 + |∆S|2 ± 2ξ(k), (C.9)
where ξ(k) =
√
(k)2α2|L(k)|2 + ((k)2 + |∆S|2)h2.
To obtain the BdG Hamiltonian for TCDW, we begin with the normal-state Hamiltonian
HN and introduce the CDW order parameter,
∆C = 〈c†k↑ck+Q↑〉 = 〈c†k↓ck+Q↓〉, (C.10)
so that
HCDW = HN +HC , (C.11)
where
HC =
∑
k,σ
∆Cc
†
kσck+Qσ. (C.12)
This time, we first rewrite HCDW as follows, using the kinetic energy term as an example:
H0 = 1
2
∑
k,σ
[(k)c†kσckσ + (k + Q)c
†
k+Qσck+Qσ]
=
1
2
∑
k
[
(k)
(
c†k↑ c
†
k↓
)
σ0
(
ck↑
ck↓
)
+ (k + Q)
(
c†k+Q↑ c
†
k+Q↓
)
σ0
(
ck+Q↑
ck+Q↓
)]
,
(C.13)
where σ0 = 1, the identity matrix. Hence the remaining terms in HCDW become
HZ = −h
2
∑
k
[(
c†k↑ c
†
k↓
)
σz
(
ck↑
ck↓
)
+
(
c†k+Q↑ c
†
k+Q↓
)
σz
(
ck+Q↑
ck+Q↓
)]
(C.14)
HSO = α
2
∑
k
[(
c†k↑ c
†
k↓
)
L(k) · σ
(
ck↑
ck↓
)
+
(
c†k+Q↑ c
†
k+Q↓
)
L(k + Q) · σ
(
ck+Q↑
ck+Q↓
)]
(C.15)
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HC = ∆C
2
∑
k
[(
c†k↑ c
†
k↓
)
σ0
(
ck+Q↑
ck+Q↓
)
+
(
c†k+Q↑ c
†
k+Q↓
)
σ0
(
ck↑
ck↓
)]
. (C.16)
In order to exactly reproduce Hamiltonian (6.3), we must switch our basis to( −ck+Q↓
ck+Q↑
)
= −iσy
(
ck+Q↑
ck+Q↓
)
, (C.17)
(
ck+Q↑
ck+Q↓
)
= iσy
( −ck+Q↓
ck+Q↑
)
. (C.18)
Upon inserting (C.17) and (C.18) into (C.13-16), and performing the multiplication of the
Pauli matrices, we obtain our Hamiltonian HCDW which can be written in matrix form as
HCDW = 1
2
∑
k
(
c†k↑ c
†
k↓ − c†k+Q↓ c†k+Q↑
)
HBdG(k)

ck↑
ck↓
−ck+Q↓
ck+Q↑
 , (C.19)
where
HBdG(k) =
(
(k)− hσz + αL(k) · σ i∆Cσy
−i∆Cσy (k + Q) + hσz − αL(k + Q) · σ∗
)
. (C.20)
Then if we have (k + Q) = −(k) and L(k + Q) = −L(k), we find that the Hamiltonian
for topological charge density waves (C.20) is equivalent to the Hamiltonian of topological
superconductivity (C.8).
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