We consider the regression model with observation error in the design:
Introduction
We consider the model
where the random vector y ∈ R n and the random n × p matrix Z are observed, the n×p matrix X is unknown, Ξ is an n×p random noise matrix, ξ ∈ R n is a random noise vector, θ * = (θ * 1 , . . . , θ * p ) ∈ Θ is a vector of unknown parameters to be estimated, and Θ is a given subset of R p . We consider the problem of estimating an s-sparse vector θ * (i.e., a vector θ * having only s non zero components), with
where | · | p denotes the p -norm, 1 ≤ p ≤ ∞, Θ is a given subset of R p characterizing the prior knowledge about θ * , and the constants µ and τ depend on the level of the noises Ξ and ξ respectively. If the noise terms ξ and Ξ are deterministic, it is suggested in Rosenbaum and Tsybakov (2010) to choose τ such that 1 n Z T ξ ∞ ≤ τ, and to take µ = δ(1 + δ) with δ such that
where, for a matrix A, we denote by |A| ∞ its componentwise ∞ -norm. In this paper, we propose a modification of the MU selector for the model where Ξ is a random matrix with independent and zero mean entries Ξ ij such that the sums of expectations
are finite and admit data-driven estimators. Our main example where such estimators exist is the model with data missing at random (see below). The idea underlying the new estimator is the following. In the ideal setting where there is no noise Ξ, the estimation strategy for θ * is based on the matrix X. When there is noise this is impossible since X is not observed and so we have no other choice than using Z instead of X. However, it is not hard to see that under the above assumptions on Ξ, the matrix Z T Z/n appearing in (3) contains a bias induced by the diagonal entries of the matrix Ξ T Ξ/n whose expectations σ 2 j do not vanish. If σ 2 j can be estimated from the data, it is natural to make a bias correction. This leads to a new estimatorθ defined as a solution of the minimization problem min{|θ| 1 : θ ∈ Θ, 1 n Z T (y − Zθ) + Dθ
where D is the diagonal matrix with entriesσ 2 j , which are estimators of σ 2 j , and µ ≥ 0 and τ ≥ 0 are constants that will be specified later. This estimator θ will be called the Compensated MU selector. In this paper, we show both theoretically and numerically that the estimatorθ achieves better performance than the original MU selectorθ M U . In particular, under natural conditions given below, the bounds on the error of the Compensated MU selector decrease as O(n −1/2 ) up to logarithmic factors as n → ∞, whereas for the original MU selectorθ M U the corresponding bounds do not decrease with n and can be only small if the noise Ξ is small.
Remark 1. The problem (4) is equivalent to
where
with the same µ and τ as in (4) (see the proof in Section 7). This simplifies in some cases the computation of the solution.
An important example where the values σ 2 j can be estimated is given by the model with missing data. Assume that the elements X ij of the matrix X are unobservable, and we can only observẽ
where for each fixed j = 1, . . . , p, the factors η ij , i = 1, . . . , n, are i.i.d. Bernoulli random variables taking value 1 with probability 1−π j and 0 with probability π j , 0 < π j < 1. The data X ij is missing if η ij = 0, which happens with probability π j . We can rewrite (7) in the form
Thus, we can reduce the model with missing data (7) to the form (2) with a matrix Ξ whose elements Ξ ij have zero mean and variance
In Section 4 below, we show that when the π j are known, the σ 2 j admit good data-driven estimatorsσ 2 j . If the π j are unknown, they can be readily estimated by the empirical frequencies of 0 that we further denote byπ j . Then the Z ij = Z ij /(1 − π j ) appearing in (8) are not available and should be replaced by Z ij = Z ij /(1 −π j ). This slightly changes the model and implies a minor modification of the estimator (cf. Section 4).
Definitions and notation
Consider the following random matrices
where D is the diagonal matrix with diagonal elements σ 2 j , j = 1, . . . , p, and for a square matrix A, we denote by Diag{A} the matrix with the same dimensions as A, the same diagonal elements as A and all off-diagonal elements equal to zero.
Under conditions that will be specified below, the entries of the matrices M (k)
are small with probability close to 1. Bounds on the ∞ -norms of the matrices M (k) characterize the stochastic error of the estimation. The accuracy of the estimators is determined by these bounds and by the properties of the Gram matrix
For a vector θ, we denote by θ J the vector in R p that has the same coordinates as θ on the set of indices J ⊂ {1, . . . , p} and zero coordinates on its complement J c . We denote by |J| the cardinality of J.
To state our results in a general form, we follow Gautier and Tsybakov (2011) and introduce the sensitivity characteristics related to the action of the matrix Ψ on the cone
where J is a subset of {1, . . . , p}. For q ∈ [1, ∞] and an integer s ∈ [1, p], we define the q sensitivity as follows:
We will also consider the coordinate-wise sensitivities
where ∆ k is the kth coordinate of ∆, k = 1, . . . , p. To get meaningful bounds for various types of estimation errors, we will need the positivity of κ q (s) or κ than the usual assumptions related to the structure of the Gram matrix Ψ, such as the Restricted Eigenvalue assumption and the Coherence assumption. For completeness, we recall these two assumptions.
for all subsets J of {1, . . . , p} of cardinality |J| ≤ s.
Assumption C. All the diagonal elements of Ψ are equal to 1 and all its off-diagonal elements of Ψ ij satisfy the coherence condition: max i =j |Ψ ij | ≤ ρ for some ρ < 1.
Note that Assumption C with ρ < (3s) −1 implies Assumption RE(s) with (2011) we get that, under Assumption C with ρ < (2s)
which yields the control of the sensitivities κ q (s) for all 1 ≤ q ≤ ∞ since
by Proposition 4.1 of Gautier and Tsybakov (2011). Furthermore, Proposition 9.2 of Gautier and Tsybakov (2011) implies that, under Assumption RE(s),
and by Proposition 9.3 of that paper, under Assumption RE(2s) for any s ≤ p/2 and any 1 < q ≤ 2, we have
Main results
In this section, we give bounds on the estimation and prediction errors of the Compensated MU selector. For ε ≥ 0, we consider the thresholds b(ε) ≥ 0 and
and
Define
and A(ε) = A(µ(ε), τ (ε)), where
and Θ is a given subset of R p . For ε ≥ 0, the Compensated MU selector is defined as a solution of the minimization problem
We have the following result.
Theorem 1.
Assume that model (1)- (2) is valid with an s-sparse vector of parameters θ * ∈ Θ, where Θ is a given subset of R p . For ε ≥ 0, set
Then, with probability at least 1 − 6ε, the set A(ε) is not empty and for any solutionθ of (17) we have
The proof of this theorem is given in Section 7.
Note that (20) contains a bound on the prediction error under no assumption on X:
The other bounds in Theorem 1 depend on the sensitivities. Using (10) - (13) we obtain the following corollary of Theorem 1.
Theorem 2. Let the assumptions of Theorem 1 be satisfied. Then, with probability at least 1−6ε, for any solutionθ of (17) we have the following inequalities.
(i) Under Assumption RE(s):
(ii) Under Assumption RE(2s), s ≤ p/2:
(iii) Under Assumption C with ρ < 1 2s :
where we set 1/∞ = 0.
If the components of ξ and Ξ are subgaussian, the values δ i (ε) are of order O(n −1/2 ) up to logarithmic factors, and the value b(ε) is of the same order in the model with missing data (see Section 4). Then, the bounds for the Compensated MU selector in Theorem 2 are decreasing with rate n −1/2 as n → ∞. This is an advantage of the Compensated MU selector as compared to the original MU selectorθ M U , for which the corresponding bounds do not decrease with n and can be small only if the noise Ξ is small (cf. Rosenbaum and Tsybakov (2010)).
If the matrix X is observed without error ( 
Control of the stochastic error terms
Theorems 1 and 2 are stated with general thresholds δ i (ε) and b(ε), and can be used both for random or deterministic noises ξ, Ξ (in the latter case, ε = 0) and random or deterministic X. In this section, considering ε > 0 we first derive the values δ i (ε) for random ξ and Ξ with subgaussian entries, and then we specify b(ε) and the matrix D for the model with missing data. Note that, for random ξ and Ξ, the values δ i (ε) and b(ε) characterize the stochastic error of the estimator.
Thresholds δ i (ε) under subgaussian noise
Recall that a zero-mean random variable W is said to be γ-subgaussian
In particular, if W is a zero-mean gaussian or bounded random variable, it is subgaussian. A zero-mean random variable W will be called (γ, t 0 )-subexponential if there exist γ > 0 and t 0 > 0 such that
Let the noise terms ξ and Ξ satisfy the following assumption.
Assumption N. Let γ Ξ > 0, γ ξ > 0. The entries Ξ ij , i = 1, . . . , n, j = 1, . . . , p, of the matrix Ξ are zero-mean γ Ξ -subgaussian random variables, the n rows of Ξ are independent, and IE(Ξ ij Ξ ik ) = 0 for j = k, i = 1, . . . , n. The components ξ i of the vector ξ are independent zero-mean γ ξ -subgaussian random variables satisfying IE(Ξ ij ξ i ) = 0, i = 1, . . . , n, j = 1, . . . , p.
Assumption N implies that the random variables Ξ ij ξ i , Ξ ij Ξ ik are subexponential. Indeed, if two random variables ζ and η are subgaussian, then for some c > 0 we have IE exp(cζη) < ∞, which implies that (26) holds for W = ζη with some γ, t 0 whenever IE(ζη) = 0, cf., e.g., Petrov (1995) , page 56.
Next,
j is a zero-mean subexponential random variable with variance O(1/n). It is easy to check that (26) holds for W = ζ j with γ = O(1/ √ n) and t 0 = O(n). To simplify the notation, we will use a rougher evaluation valid under Assumption N, namely that all Ξ ij ξ i , Ξ ij Ξ ik are (γ 0 , t 0 )-subexponential with the same γ 0 > 0 and t 0 > 0, and all ζ j are (γ 0 / √ n, t 0 n)-subexponential. Here the constants γ 0 and t 0 depend only on γ Ξ and γ ξ . For 0 < ε < 1 and an integer N , setδ
Lemma 1. Let Assumption N be satisfied, and let X be a deterministic matrix with max 1≤j≤p
Then for any 0 < ε < 1 the bound (15) holds with
Proof. Use the union bound and the facts that P(W > δ) ≤ exp(−δ 2 /(2γ 2 )) for a γ-subgaussian W , and P(
Data-driven D and b(ε) for the model with missing data
Consider now the model with missing data (7) and assume that X is nonrandom. Then we haveZ 2 ij = X 2 ij η ij , which implies:
defined in (9) is naturally estimated bŷ
The matrix D is then defined as a diagonal matrix with diagonal entriesσ 2 j . It is not hard to prove thatσ 2 j approximates σ 2 j in probability with rate O(n −1/2 ) up to a logarithmic factor. For example, let the probability that the data is missing be the same for all j: π 1 = · · · = π p π * . Then
where we have used the fact that 0 ≤ Z 
If π * is unknown, we replace it by the estimatorπ = 1 np i,j 1 {Zij =0} , where 1 {·} denotes the indicator function. Another difference is that Z ij =Z ij /(1−π j ) appearing in (8) are not available when π j 's are unknown. Therefore, we slightly modify the estimator usingZ ij instead of Z ij ; we defineθ as a solution of min{|θ| 1 : θ ∈Ã(ε)} with
whereμ(ε) andτ (ε) are suitably chosen constants,Z is the n × p matrix with entriesZ ij , and D is a diagonal matrix with entriesσ
2 . This modification introduces in the bounds an additional term proportional tô π − π * , which is of the order O((np) −1/2 ) in probability and hence is negligible as compared to the error bound for the Compensated MU selector.
Remark 2. In this section, we have considered non-random X. Using the same argument, it is easy to derive analogous expressions for σ i (ε) and b(ε) when X is a random matrix with independent sub-gaussian entries, and ξ, Ξ are independent from X.
Confidence intervals
The bounds of Theorems 1 and 2 depend on the unknown matrix X via the sensitivities, and therefore cannot be used to provide confidence intervals. In this section, we show how to address the issue of confidence intervals by deriving other type of bounds based on the empirical sensitivities. Note first that the matrix Ψ = 
The valuesκ q (s) andκ * k (s) that we will call the empirical sensitivities can be efficiently computed for small s or, alternatively, one can compute data-driven lower bounds on them for any s using linear programming, cf. Gautier and Tsybakov (2011) .
The following theorem establishes confidence intervals for s-sparse vector θ * based on the empirical sensitivities.
Theorem 3. Assume that model (1)- (2) is valid with an s-sparse vector of parameters θ * ∈ Θ, where Θ is a given subset of R p . Then, with probability at least 1 − 6ε, for any solutionθ of (17) we have
where x + = max(0, x), and we set 1/0 ∞.
Proof. Set ∆ = θ * −θ, and write for brevity S(θ) = 1 n Z T (y − Zθ) +Dθ. Using Lemma 2 in Section 7, the fact that |∆ J c | 1 ≤ |∆ J | 1 where J is the set of nonzero components of θ * (cf. Lemma 1 in Rosenbaum and Tsybakov (2010)) and the definition of the empirical sensitivityκ 1 (s), we find
This and the definition ofκ q (s) yield (31). The proof of (32) is analogous, witĥ κ * k (s) used instead ofκ q (s). 2 Remark 3. Note that the bounds (31)-(32) remain valid for s ≥ s. Therefore, if one gets an estimatorŝ of s such thatŝ ≥ s with high probability, it can be plugged in into the bounds in order to get completely feasible confidence intervals.
Simulations
We consider here the model with missing data (7). Simulations in Rosenbaum and Tsybakov (2010) indicate that in this model the MU selector achieves better numerical performance than the Lasso or the Dantzig selector. Here we compare the MU selector with the Compensated MU selector. We design the numerical experiment the following way. − We take a matrix X of size 100 × 500 (n = 100, p = 500) which is the normalized version (centered and then normalized so that all the diagonal elements of the associated Gram matrix X T X/n are equal to 1) of a 100 × 500 matrix with i.i.d. standard Gaussian entries. − For a given integer s, we randomly (uniformly) choose s non-zero elements in a vector θ * of size 500. The associated coefficients θ * j are set to 0.5, and all other coefficients are set to 0. We take s = 1, 2, 3, 5, 10. − We set y = Xθ * + ξ, where ξ a vector with i.i.d. zero mean and variance ν 2 normal components, ν = 0.05/1.96. − We compute the values Z ij =Z ij /(1 − π * ) withZ ij as in (7) 1 , and π j = 0.1 π * for all j. (The value π * rather than its empirical counterpart, which is very close to π * , is used in the algorithm to simplify the computations). − We run a linear programming algorithm to compute the solutions of (3) and (17) where we optimize over Θ = R We also record the retrieved sparsity pattern, which is defined as the set of the non-zero coefficients ofθ. − For each value of s we run 100 Monte Carlo simulations. Tables 1-5 The results of the simulations are quite convincing. Indeed, the Compensated MU selector improves upon the MU selector with respect to all the considered criteria, in particular when θ * is very sparse (s = 1, 2, 3). The order of magnitude of the improvement is such that, for the best δ, the errors Err 1 and Err 2 are divided by 2. The improvement is not so significant for larger s, especially for s = 10 when the model starts to be not very sparse. For all the values of s, the non-zero coefficients of θ * are systematically in the sparsity pattern both of the MU selector and of the Compensated MU selector. The total number of non-zero coefficients is always smaller (i.e., closer to the correct one) for the Compensated MU selector. Finally, note that the best results for the error measures Err 1 and Err 2 are obtained with δ ≤ 0.075, while the sparsity pattern is better retrieved for δ = 0.1. This reflects a trade-off between estimation and selection.
Proofs
Proof of Remark 1. It is enough to show that A(µ, τ ) = B(µ, τ ) where B(µ, τ ) = {θ ∈ Θ : ∃ u ∈ R p such that (θ, u) ∈ W (µ, τ )}.
Let first (θ, u) ∈ W (µ, τ ). Using the triangle inequality, we easily get that θ ∈ A(µ, τ ). Now take θ ∈ A(µ, τ ). We set N = 1 n Z T (y − Zθ) + Dθ and consider u ∈ R p defined by u i = −N i 1 {|Ni|≤µ|θ|1} − sign(N i )µ|θ| 1 1 {|Ni|>µ|θ|1} , for i = 1, . . . , p, where u i and N i are the ith components of u and N respectively. It is easy to check that (θ, u) ∈ W µ, τ , which concludes the proof.
