Abstract-Synchronization in networked systems of diffusively coupled oscillators is a ubiquitous, well-studied phenomenon, and many techniques have been proposed to control all the network nodes toward a common reference trajectory. In this technical note, instead, we study the problem of synchronizing an arbitrary subset of the nodes of a network at a fixed coupling strength, disregarding the state of the remaining ones. This problem is inspired to what observed in many biological systems, where the functionality of the network is associated to the presence of clusters of synchronous nodes and, on the contrary, is lost when all the nodes synchronize. We propose a distributed control that introduces further interactions between the oscillators guaranteeing the onset and the stability of the desired synchronous manifold. The controllers are designed so that a proper set of symmetries is created in the network. In addition, we show that the stability of the synchronization pattern mainly depends on the degree of the nodes to synchronize and can be, therefore, controlled by increasing it. Finally, we provide numerical examples illustrating our results.
by the appearance of clusters of synchronized nodes [6] or coexistence of synchronized domains and incoherent ones have been predicted theoretically and observed experimentally [7] . The latter forms of synchronization are of practical relevance in biological systems (e.g., the phenomenon of unihemispheric sleep [8] ) and in man-made systems (e.g., islanding in power grids [9] ).
The characterization of the phenomenon of synchronization has prompted the definition of techniques for its control [10] , [11] . A particular relevant result in this field refers to the so-called pinning control, which demonstrates that global synchronization can be achieved by introducing feedback actions on a small portion of the network nodes [12] [13] [14] [15] [16] [17] . Other studies have focused on control techniques aimed at inducing different types of synchronization, as cluster [18] [19] [20] or chimera states [21] [22] [23] . The works on cluster synchronization are especially relevant for our study, and, hence, some more details are given ahead. The aim of controlling cluster synchronization is to induce a synchronization regime where the networked system splits in groups of nodes, also called clusters, such that all the nodes in a cluster are synchronized, whereas different clusters exhibit distinct dynamical behaviors. This goal is reached with techniques based on pinning control [18] , intermittent pinning control [24] , aperiodically intermittent pinning control [25] , or exploiting the network symmetries [26] , [27] .
In our technical note, we study a slightly different problem: The target is to control the synchronization of an arbitrary subset of the nodes of the networked system, independently of the state of the remaining units. Hence, our aim is not to control the synchronization of all nodes grouped into different clusters, as in most of the previously cited works, but of a single cluster of nodes. A similar problem, aiming at stabilizing a single cluster by setting proper interconnection weights and controller gains, has been considered in [26] . The main difference with respect to our work is that in [26] the control action targets at stabilizing a synchronization pattern that already exists, as it is determined by the network structure. In our case, we investigate networks of diffusively coupled oscillators (either identical or with heterogeneous dynamics), and propose a distributed control to address the problem; the cluster is created by the controllers that also guarantee its stability. In addition, we assume that the coupling coefficient is not a controllable parameter, but, on the contrary, is fixed.
Our results offer an interesting interpretation. Suppose to consider two identical chaotic systems. As they start from different initial conditions, they will follow distinct evolutions. However, it is well known [28] that they can be synchronized, inducing them to follow exactly the same trajectory, if their interactions are chosen appropriately. For instance, in many cases, one can establish a bidirectional coupling between the two systems and select the proper coupling coefficient so that synchronization is achieved. In this note, the perspective is different, as we assume that the two systems are embedded in a network and are not isolated. Quite counterintuitively, our findings show that inserting a link between the two units is not the most efficient solution to synchronize them, but, on the contrary, it is much more efficient to act on their first neighbors.
II. PRELIMINARIES
This section introduces notations and definitions of graph theory [29] , [30] , group symmetry [31] , and algebraic matrices [32] , which will be used in the rest of the work.
We indicate by I n the identity matrix with dimension n × n, with 0 m ×n a matrix of zeros of dimension m × n (whenever possible we omit the subscripts in this matrix, even if it is not a square matrix), and with 1 n the vector of dimension n with unitary elements. A diagonal matrix, say D, with diagonal terms λ 1 , . . . , λ n is indicated as D = diag{λ 1 , . . . , λ n }.
Graph G is defined by the set of nodes/vertices V(G) = {v 1 , . . . , v N }, and the set of edges/links E(G) ⊆ V x V, whose elements are ordered pairs of distinct vertices. If, for all (v i , v j ) ∈ E(G), the edge (v j , v i ) ∈ E(G), the graph is undirected, otherwise the graph is direct. In the rest of the work, we will consider undirected graphs. To indicate the nodes of G, we will equivalently use v i or, shortly, i.
The set of neighbors of node i is denoted by
Let N i and N j be the sets of neighbors of nodes i and j, respectively, the common part or intersection of N i and N j is defined as the set of those elements that belong simultaneously to N i and N j , and indicated as N i ∩ N j . Two sets are disjoint if their intersection is empty. More in general, the intersection of more than two sets, N i ∩ N j ∩ · · · ∩ N k is the set of nodes that belong simultaneously to N i , N j , . . . , and N k . We recall also that the union between two sets N i and N j is defined as
and, analogously, the difference between two sets N i and N j is defined as
We indicate the cardinality of a set N , i.e., the number of elements contained in it, as |N |.
Graphs are also represented through their adjacency and Laplacian matrices. The elements of the adjacency matrix A of undirected graphs are defined such that if there is a link between nodes i and j (i = j), i.e., if (v i , v j ) ∈ E(G), then a ij = a j i = 1, otherwise a ij = a j i = 0. We assume that there are no self-loops, i.e., a ii = 0 for all i = 1, . . . , N . We define the degree k i of node i as the number of connections incident on node i:
A path between v i ∈ V(G) and v j ∈ V(G) is a sequence of vertices such that each pair of consecutive vertices in the sequence is connected by an edge. An undirected graph is connected if for each pairs of vertices there exists a path connecting them. Laplacian L(G) of a connected, undirected graph is irreducible, symmetric, and semipositive definite, so 0 is an eigenvalue with multiplicity 1, and all other eigenvalues are strictly positive:
In the following, we will also use some tools from group theory, which are here briefly recalled. We say that an object has a symmetry if there exists a transformation/operation that, when applied to the object, leaves it unchanged. In particular, for graphs, symmetries are associated to automorphisms, i.e., permutations of the graph nodes that preserve the adjacency of nodes [30] . The symmetries of a graph (more in general of an object) form a mathematical group. Each element of the group is a symmetry of the graph and can be represented as a permutation matrix, R g , i.e., a square matrix containing exactly one nonzero entry for each row and column, with r ij = 1 if nodes i and j permute, and r ij = 0 otherwise. The adjacency and the Laplacian matrix are invariant to graph symmetries, which implies that R g A = AR g and R g L = LR g . Furthermore, for any permutation matrix, we have that
Graph symmetries can be difficult to detect and appropriate tools have been defined [33] . The following Lemma introduces a specific case where a trivial symmetry can be immediately identified. Proof: The proof immediately follows from the definition as exchanging any pair of nodes with the same neighborhood leaves the graph unchanged.
Finally, we recall some properties of the Kronecker product
with A, B, C, and D matrices of appropriate size.
III. PROBLEM FORMULATION
We consider a dynamical network formed by N diffusively coupled identical nodes, with each node being an n-dimensional dynamical systemẋ
where
n is the local dynamics, the constant σ > 0 represents the coupling strength, and H ∈ R n ×n is a constant matrix of 0-1 coefficients, representing how the coupled variables are linked. Equation (3) is commonly used to model the dynamics of various systems of interacting oscillators, from ecological, circadian, electronic, and neuronal networks to power grids [2] . Equivalently, the dynamical equations (3) of the network can be rewritten in terms of the graph Laplacian L asẋ
or, in compact formẋ
T is the stack vector of all node states, and
T describes the local dynamics of the network.
In the networked dynamical system (4), we introduce distributed controllers u i with i = 1, . . . , N as follows:
and we assume that they represent further proportional (diffusive) coupling that can be established from node i to the other nodes of the network, i.e.,
The controllers act on the dynamical network through the same state variables of the other nodes, and with the same type of coupling (matrix H) used for the other links. The coupling coefficient σ is fixed to be the same as that in (6) . In this way, (7) implements a communication protocol of the same nature as that already used by the networked system to be controlled. The controllers introduce an additional layer of links, modeled through the matrix L , whose elements L ij with i = j can be −1, 1, or 0. Namely L ij = −1 if a link between i and j is added, L ij = 1 if an existing link is removed, and
even if L is not a Laplacian as it may also contain positive off-diagonal terms, L is zero row-sum. We indicate as G the graph formed by the original links and those introduced by the controllers. Links are added or removed so that L = L + L is a Laplacian matrix (in this way G is unweighted and undirected). Correspondingly, the neighborhood of node i in graph G is indicated as N i .
In this note, we study the problem of controlling synchronization of a subset of the network nodes through distributed control. Given a set of n 2 < N nodes of the network, denoted as S n 2 , we consider the problem of finding a set of controllers u i as in (7) such that the nodes in S n 2 are synchronized with each other. We indicate with n 1 the number of remaining nodes, n 1 = N − n 2 , and relabel the network nodes so that the units to synchronize are indexed as i = n 1 + 1, . . . , N . The aim of our study is, thus, to determine a control such that a synchronous state of the type
as t → +∞ (8) exists and is exponentially stable. In compact form, we indicate the synchronous state as
Notice that, in the most general case, the first n 1 nodes follow different trajectories, that is s i (t) = s j (t) for i, j = 1, . . . , n 1 , but eventually some of them may coincide.
IV. MAIN RESULTS
Our main result is represented by the following theorem. Theorem 4.1: Consider the dynamical network (6), a set S n 2 of n 2 arbitrary nodes, and a fixed value of the coupling coefficient σ. If the controllers u i in (7) are such that L = L + L fulfills the following conditions:
e., the nodes of S n 2 have the same degree); 2) the n 2 nodes in S n 2 are not connected to each other; then a synchronous state
. . . , s(t)
T ] T exists. If, moreover, there exist a diagonal matrix C > 0 and two constants q > 0 and τ > 0, such that the linear matrix inequality (LMI)
is satisfied for all q ≥q and t > 0 (where Df (s(t)) is the Jacobian of f on s(t)), and if σ >q/n 1 and κ k n 1 +1 = · · · = k N is selected so that κ >q σ , then the synchronous state x s (t) is exponentially stable. Remark 4.2: As introduced earlier, the controllers in Theorem 4.1 establish additional links in the network; the resulting network, with Laplacian given by L , is such that the nodes to synchronize have the same sets of neighbors N i for i = n 1 + 1, . . . , N . Theorem 4.1 requires that the nodes in S n 2 have a degree greater thanq/σ, a critical value that is larger the smaller is the coupling in the network. If some nodes of S n 2 , e.g., nodesī andj, are connected in the original graph G, then condition 2) is satisfied by selecting L īj = 1. 
In the case that |N A ∪ N B | >q/σ, then V 2 = ∅, and the last term in the right-hand side of each (10) vanishes.
In addition, as the links are bidirectional, complementary control actions are set to the other end-nodes of the links.
Proof of Theorem 4.1. Existence of the synchronous solution: The application of the controllers (7) in the dynamical network (6) leads tȯ
or in compact formẋ
System (12) represents a dynamical network of units coupled through Laplacian L . L satisfies conditions 1) and 2), which guarantee for Lemma 2.1 that the n 2 nodes are symmetric. This means that the equations of motion of the dynamical network remain unchanged if any of the nodes of S n 2 is permuted with any other node of S n 2 . The nodes of S n 2 have, thus, the same equations of motions. If these nodes have the same initial conditions, they remain synchronized at any time. Hence, system (12) 
is exponentially stable, where ζ ∈ R n and κ is the degree that the nodes to synchronize have in G .
We consider the synchronous state x s and define
We proceed by linearizing (12) around
with t) ), ..., Df n 1 = Df (s n 1 (t)), and Df s = Df (s(t)). Note that the structure of this matrix with the first n 1 blocks being different and the other n 2 blocks being identical derives from the choice of the synchronous state x s as in (8) . We now aim at defining proper transformed variables leading to a system of equations that can be decoupled. To do this, we consider the following matrix R ∈ R n ×n
and note that this matrix is symmetric and, thus, for Schur's lemma, there exists an orthogonal matrix M such that M −1 RM = diag{λ 1 (R), . . . , λ N (R)}, where λ 1 (R), . . . , λ N (R), are the eigenvalues of R. These eigenvalues are known and can be ordered in the following way: λ 1 (R) = · · · = λ n 1 (R) = 1, λ n 1 +1 (R) = n 2 − 1, and λ n 1 + 2 (R) = · · · = λ N (R) = −1 [29] . For n 2 = 2, R is the permutation matrix associated to the symmetry in L of the two nodes to synchronize. In the more general case, n 2 > 2, R is no more a permutation matrix as R 2 = I N . It is known that any permutation matrix R g of a symmetry of a network with Laplacian L has the property that, given M such that [34] . In the following, we prove and use the fact that this property also applies with R as in (15) .
We use M, which diagonalizes R, to define the following transformed variables:
By substituting the new variables into (14) and applying the properties of the Kronecker product (1), we obtaiṅ
In what follows, we make explicit the two terms appearing in (17) . We first derive the term
To this aim, let us write M as 
with DF 11 ∈ R (n 1 ·n )×(n 1 ·n ) and DF 22 ∈ R (n 2 ·n )×(n 2 ·n ) . We get
where we have used that
Hence, we obtain that
We now compute the term (M −1 L M) appearing in (17) . To this aim, we write the Laplacian matrix L as
where the blocks L 11 and L 22 have size n 1 × n 1 and n 2 × n 2 , respectively. Furthermore, L 21 = L T 12 with size n 2 × n 1 .
We obtain
Since L is chosen so that the nodes n 1 + 1, . . . , N are disconnected (see condition 2) of Theorem 4.1),
The term L 12 also has a particular structure. This term, in fact, represents how the nodes n 1 + 1, . . . , N are connected to the rest of the network. Since, for condition 1) of Theorem 4.1, they have the same sets of neighbors, then each row i of L 12 contains either all ones (if node i is connected to the nodes n 1 + 1, . . . , n 2 ) or all zeros (if it is not connected), that is
Now, consider that V n 2 is formed by n 2 orthonormal eigenvectors of the matrix 1 n 2 · 1
T and, thus, 1
, and, since 1 T n 2 is orthogonal to V 2 , . . . , V n 2 , we have that 1
In conclusion, we get
Substituting (19) and (24) into (17), we obtaiṅ
The Laplacian matrix appearing in (25) is divided by the continuous lines in four submatrices of size n 1 × n 1 , n 1 × n 2 , n 2 × n 1 , and n 2 × n 2 . The zeros appearing in the two off-diagonal submatrices suggest another subdivision, emphasized by dashed lines, into blocks of size (n 1 + 1) × (n 1 + 1), (n 1 + 1) × (n 2 − 1), (n 2 − 1) × (n 1 + 1), and (n 2 − 1) × (n 2 − 1). Hence, (25) splits into a block of n 1 + 1 coupled n-dimensional linear time-varying systems and n 2 − 1 decoupled, identical blocks of n-dimensional linear time-varying systems of the form:ζ
The first block of (25) describes the dynamics within the synchronization manifold; variations within this manifold do not affect the stability of the synchronous state as the manifold is invariant [35] (for the equivalence between transverse exponential stability of an invariant manifold and exponential stability of the transverse linearized system, see also [36] ). The other n 2 − 1 blocks represent the modes transverse to this manifold. The synchronous state is, therefore, exponentially stable if (26) is exponentially stable.
To prove the exponentially stability of (26), consider that, since σ >q/n 1 , we can select L such that |N n 1 +1 | = . . . = |N n 2 | = κ is greater thanq/σ. This yields σκ >q. From condition 9, by using the Lyapunov function V = η T Cη, the exponential stability of (26) follows.
Remark 4.4:
We note that the conditions on L in Theorem 4.1 are mild. In particular, the results highlight that to synchronize the nodes in S n 2 , it is required that each of them has at least κ links with the other network nodes. The theorem states that it is not important to which nodes they are actually connected, but only their number.
Remark 4.5: To check the condition for the stability in Theorem 4.1, one can numerically simulate a trajectory of system (3) subjected to the constraints of the synchronous state, i.e., x n 1 +1 (t) = x n 1 + 2 (t) = · · · = x N (t), obtain s(t) = x n 1 +1 (t), and numerically check LMI (9) with this trajectory. If the trajectory is sufficiently long, then one can assume that the behavior is representative for the whole chaotic attractor. The condition expressed by this hypothesis essentially establishes that the units of the dynamical network are such that they can be fully synchronized for a large coupling coefficient, where the value of the threshold for synchronization is derived from the application of the LMI condition. This assumption is also used in [37] and [38] . For proper matrices H, many systems, e.g., Chua's circuit, Rössler system, Lorenz system, and many others, satisfy the property that synchronization is ensured for a coupling coefficient larger than a threshold. Note that the existence of a threshold for synchronization can be also established with other techniques [4] , and Theorem 4.1 also applies in these cases.
Finally, we present the extension of Theorem 4.1 to the case of dynamical networks of nodes with heterogeneous dynamics. Theorem 4.6: Consider the following dynamical network:
a set S n 2 of n 2 arbitrary nodes with identical dynamics, i.e., f i (x i ) = f (x i ) for all i ∈ S n 2 , and a fixed value of the coupling coefficient σ. If the controllers u i in (7) are such that L = L + L fulfills the following conditions:
. . . , s(t)
T ] T exists. If, moreover, there exist a diagonal matrix C > 0 and two constants q > 0 and τ > 0, such that the LMI
is satisfied for all q ≥q and t > 0 (where Df (s(t)) is the Jacobian of f on s(t)), and if σ >q/n 1 and κ k n 1 +1 = · · · = k N is selected such that κ >q σ , then the synchronous state x s (t) is exponentially stable. Proof: The proof is similar to that of Theorem 4.1 by replacing Df 1 = Df 1 (s 1 (t)), Df 2 = Df 2 (s 2 (t)), ..., Df n 1 = Df n 1 (s n 1 (t)), in the definition of DF .
V. EXAMPLES
We illustrate our control technique with two examples. Example 1: In the first example, we consider the case where the dynamical systems at the network nodes are identical Chua's oscillators [39] . The state of each node is then described by a three-dimensional vector (x 1 , x 2 , x 3 ) whose dynamics can be written (in a dimensionless form) asẋ
where g(x 1 ) is the piecewise linear function defined as g(x 1 ) = −bx 1 + 0.5(b − a)(|x 1 + 1| − |x 1 − 1|), with a = −1.27 and b = −0.68. The other parameters of Chua's oscillator are chosen so that the system is chaotic, i.e., α = 10, β = 15, and γ = 0.0385. We consider a dynamical network (6) of N = 20 Chua's oscillators coupled as in Fig. 1 , where the original links of the network are shown in solid lines. As for the functional form of the coupling, we assume that the interaction between two Chua's oscillators is realized through the first and the second state variables. This corresponds to adopting a coupling matrix H of the form H = diag{1, 1, 0}. We also fix the coupling coefficient to the value σ = 2, and we suppose that the nodes we want to synchronize are nodes 4 and 12, i.e., n 2 = 2 and S n 2 = {4, 12}.
To analyze the temporal evolution of the network, we evaluate the global synchronization error e(t) = 1 N 2 i,j 2 , which takes into account all the possible pairs of nodes of the network, and the synchronization error between the nodes in S n 2 = {4, 12} as e 4 , 12 (t) = x 4 (t) − x 12 (t) .
For σ = 2, the dynamical network is not synchronized as the trend of e(t), reported in Fig. 2(a) , clearly indicates. Correspondingly, also the two nodes in S n 2 are not synchronized as shown by e 4 , 12 (t) in Fig. 2(b) .
We now apply the control technique of Theorem 4.1. The dynamical network of Chua's oscillators satisfies LMI (9) withq = 4.5, hence, q σ = 2.25. By setting κ = 3, we have σκ >q, that is, the condition for the exponential stability of the synchronous state is satisfied.
It remains to select the links in L such that the neighborhoods of nodes 4 and 12 in L are equal and have cardinality 3. In the original network, node 4 is linked to nodes 3 and 14, i.e., N 4 = {3, 14}, whereas node 12 is linked to node 18, i.e., N 12 = {18}. We then select L by considering the following links: (4, 18), (12, 14) , and (12, 3). These are the links highlighted as dashed lines in Fig. 1 . This yields to the same set of neighbors for the two nodes 4 and 12 and to the same degree, equal to κ = 3. Accordingly, the controllers for the nodes 4 
In addition, as the links are bidirectional, complementary control actions are set to the other end-nodes of the links, i.e., nodes 3, 14, and 18. Fig. 3 shows that by applying the controllers specified earlier, nodes 4 and 12 are synchronized, while the rest of the network is not.
Although it is not the aim of this note to inspect the whole network behavior, we notice that the common neighbors of the two nodes 4 and 12 to be synchronized, i.e., nodes in N 4 = N 12 = {3, 14, 18}, display some correlation (data not shown), but they are not completely synchronized as, on the contrary, it occurs (in accordance to our theoretical results) to nodes 4 and 12. In the rest of the network, we have not noticed any special behavior.
Finally, we show, as a counterexample, that a strategy that only considers a controller consisting in a single link between the two nodes 4 and 12 is not effective for synchronization. This corresponds to a network formed by the links denoted as continuous lines in Fig. 1 and a further link (not shown) between nodes 4 and 12 (in this case, L would include a single link, i.e., (4, 12) , with a weight as in the rest of the network, σ = 2). Fig. 4 indicates that we do not observe synchronization between the two nodes. Therefore, directly connecting the two units with a link is an efficient synchronization strategy only if the two units are not embedded into a network. 
Example 2:
In this example, we illustrate the case of a dynamical network with heterogeneous dynamics. In particular, we study a network with the same topology as in Example 1, but we now introduce heterogeneity in the oscillators through parameter α, which is now made node-dependent, i.e., α i . In particular, we set α i = 8.4 for nodes 1, 3, 8, 10, 11, 19, and 20 , and α i = 10 for all the other units. In this way, the isolated dynamics is different for the nodes with α i = 8.4, displaying a single-scroll chaotic attractor, and for the others, displaying a double-scroll chaotic attractor. The other parameters and the goal of the control are the same as in Example 1. Note that the two nodes to synchronize have the same dynamics. Fig. 5 shows the results when the distributed control (30) is applied. Nodes 4 and 12 are synchronized, while the rest of the network is not.
We note that, in both examples, the dynamical network achieves a form of synchronization which is known as remote [40] [41] [42] . In fact, the nodes in S n 2 synchronize even if they are not directly connected.
VI. CONCLUSION
In this technical note, we have studied the problem of controlling synchronization of an arbitrary set of dynamical units embedded in a networked system, independently from the states of the remaining units. We have assumed that the coupling gain is not controllable, but fixed, and we have devised a distributed control method to solve the problem. The proposed control relies on the creation of appropriate network symmetries through an additional layer of links, which ensures the stability of the induced synchronization manifold if the overall degree of the nodes to synchronize is made larger than a critical value, which is inversely proportional to the coupling coefficient. Quite interestingly, we have found that it is not important to which nodes the units to synchronize are connected, but only their number, a finding that paves the way to further optimization of the control strategy. The results presented in this note are formulated as a sufficient condition for a system of diffusively coupled identical dynamical units, and are obtained by using state transformations determined by network symmetry considerations and by Lyapunov functions. The extension to the case of a heterogeneous system of dynamical units has been also considered, showing that the important condition is that only the units to synchronize must have the same dynamics.
