Abstract. We present an approach to foundations of logic programming in which the connection with algebraic semantics becomes apparent. The approach is based on omega-Herbrand models instead of conventional Herbrand models. We give a proof of Clark's theorem on completeness of SLD-resolution by methods of the algebraic semantics. We prove the existence property for de nite programs.
Introduction
A part of work of Professor Helena Rasiowa was devoted to the development of methods of algebraic semantics. The very possibility of applying algebraic methods to logics containing quanti ers is due to a fundamental result which is commonly called the Rasiowa-Sikorski lemma.
The Rasiowa-Sikorski lemma made it possible to investigate algebraic aspects of many fundamental problems in rst-order logics (classical and non-classical) and in the set theory. In the former domain they included G odel's completeness theorem, completeness theorems for various non-classical logics, Skolem-L owenheim theorem, Craig interpolation theorem, and existence and disjunction properties for intuitionistic logic, (cf. 15], 12] and references therein.) In the later domain the lemma can be used in the proofs of independence of axioms from a formal theory of sets. The lemma will be of a crucial importance for the considerations of this paper.
The algebraic semantics was the area of the most active research in 1950's and 1960's. Logic programming came into being in 1970's. Although in the theory of logic programming Work partially supported by NSF grant IRI 9308970. / 2 three valued models are sometimes considered, the two domains never met in a non-super cial way. This paper is an invitation for logicians familiar with the algebraic semantics to explore foundations of logic programming. It is also an invitation for those working on foundations of logic programming to consider possible uses of the methods of algebraic semantics.
We intend to make this paper possibly self-contained, so in Sections 2-4 we will recall basic de nitions of universal algebra, Boolean algebras and algebraic semantics. In Section 5 we will de ne omega-Herbrand interpretations and reformulate the foundations of logic programming to make use of this notion. In Section 6 we will give two auxiliary results whose proofs are very straightforward if one uses methods of algebraic semantics. These two results will lead in Section 7 to corollaries concerning logic programming. Among the corollaries there is Clark's completeness theorem as well as a number of new results. Assumption 1.1. Throughout the paper we consider only rst order languages with nite alphabets and without equality, unless explicitly assumed otherwise.
Universal Algebra
Universal algebra is concerned with analysis of properties which are common to all algebras independently of their type. Its de nitions apply equally well to groups, rings, or Boolean algebras. This last case will be of importance to this paper.
By an algebra one understands any tuple hA; op 1 ; : : :op n i where A is a nonempty set and op 1 ; : : :op n are arbitrary functions on A. The set is called a universe, the functions are called operations. Operations of arity 0 are allowed, and they are called constants. By the signature of the algebra above one understands the sequence harity(op 1 ); : : : ; arity(op n )i.
Given two algebras of hA; op 1 ; : : : op n i and hA 0 ; op 0 1 ; : : :op 0 n i of the same signature, one de nes a homomorphism as a function h : A ?! A 0 which preserves all the operations i.e. satis es the conditions h(op i (x 1 ; : : : ; x arity(op i ) )) = op 0 i (h(x 1 ); : : : ; h(x arity(op i ) )).
By a congruence one understands an equivalence relation on the universe which is compatible with all the operations: if x 1 x 0 1 ; : : :; x arity(op i ) x 0 arity(op i ) then op i (x 1 ; : : : ; x arity(op i ) ) op i (x 0 1 ; : : :; x 0 arity(op i ) ). The equivalence class determined by an element x will be denoted by kxk.
Given a congruence on an algebra A, by a quotient algebra A= one understands the algebra whose signature is the same as that of A, whose universe is the set of equivalence classes of , and whose operations are de ned in the natural way: op i (kx 1 k; : : :; kx arity(op i ) k) = kop i (x 1 ; : : :; x arity(op i ) )k. The function h which maps every element x to its equivalence class kxk is a homomorphism from A onto the quotient algebra A= and it is called a canonical quotient homomorphism.
Boolean Algebras
In this section we will sketch certain basic de nitions and results needed for the algebraic semantics for rst-order classical logic. For more details the reader is referred to 15].
Of all Boolean algebras, the 2-element one is most commonly used in computer science: 2 = hf0; 1g; ?; >; _;^; ?i (where ? is interpreted as 0 and > is interpreted as 1.) The ve operations are called respectively: zero, unit, join, meet and complement.
To de ne Boolean algebras in full generality, consider the set of all equalities which are satis ed in 2. By a Boolean algebra one understands any algebra of the same signature as 2 which satis es all these equalities. (A nite axiomatization could be given as well.) A partial order can be induced on any Boolean algebra: x y i x^y = x. The join operation _ corresponds in this order to the least upper bound of two elements. The meet operationĉ orresponds in this order to the greatest lower bound of two elements. Additional operations ! and $ can be de ned from basic operations of the Boolean Algebra: x ! y = ?x _ y and x $ y = (x ! y)^(y ! x). A Boolean algebra is called non-degenerate if > 6 = ?.
For example, the algebra P(X) of subsets of a set X is a Boolean algebra (with the ve operations interpreted respectively as ;; X; ; \ and ?). If the set X is non-empty then P(X) is non-degenerate. Also the algebra of all nite and co-nite subsets of an in nite set is a Boolean algebra. Another example: a Cartesian product of two Boolean algebras (with pointwise operations) is a Boolean algebra. A Boolean homomorphism is a function between two Boolean algebras which preserves the ve operations. Recall that in the domain of abstract algebra, ideals of rings are de ned to be kernels of homomorphisms. In the case of algebraic semantics a dual notion is especially useful: lters are co-kernels of homomorphisms, i.e. every lter r A is determined by a homomorphism h : A ?! A 0 in such a way that r it is the set of all the elements of A which are mapped to >. The following characterization is useful: r A is a lter i 1. r 6 = ;, 2. x 2 r and x y implies y 2 r, 3 . r is closed under^.
In Boolean algebras maximal lters are characterized by any of the following additional properties:
4. x _ y 2 r implies x 2 r or y 2 r, and ? 6 2 r, 4 '. for every x 2 A exactly one of x and ?x belongs to r.
According to the de nition above, Boolean algebra contains only binary operations of joins and meets. In some situations in nite joins or meets make sense. For instance in P(X) for every family of elements B P(X) we can de ne W B = lubB. Still, if P(X) is treated as a Boolean algebra it is not possible to express these in nite joins or meets in its language.
An in nite join can be coded as h W ; fa i j i 2 Ig; ai meaning that W fa i j i 2 Ig = a, and similarly for in nite meets. One can consider a Boolean algebra with an additional set Q of in nite joins and meets; such an algebra will be called a Q-Boolean algebra. By a Q-lter in A one understands a co-kernel of a Q-homomorphism from A onto 2.
By another characterization, a Q-ler is a maximal (!) lter which preserves the in nite joins and meets from the set Q:
1. if h W ; fa i j i 2 Ig; ai 2 Q and a 2 r then there exists i such that a i 2 r, 2. if h V ; fa i j i 2 Ig; ai 2 Q and a i 2 r for every i 2 I then a 2 r. Every lter determines a congruence relation: x x 0 i (x $ x 0 ) 2 r. Thus, one can de ne a quotient of a Boolean algebra by a lter as the quotient by the corresponding congruence: A=r = A= . This idea generalizes in a natural way to the case of algebras with in nite joins and meets: one can divide a Q-Boolean algebra by a Q-lter. A quotient of a Boolean algebra by a maximal lter results in the two-element Boolean algebra; as every Q-lter is maximal, the quotient of a Q-Boolean algebra by a Q-lter results in the two-element Boolean algebra. Now we are ready to state a fundamental result of this theory. 
Algebraic Semantics
Now, as an example representative of the algebraic semantics, we will sketch the de nitions and constructions leading to the proof of the model existence theorem: every consistent theory has a (two-valued) model. From this presentation the reader should be able to see the main ideas behind the algebraic semantics. It is however not in the scope of this paper to show how this ideas can be further developed and extended onto non-classical logics. For more details the reader is referred to 15].
As mentioned before, we will consider a rst order language without equality and assume that the alphabet contains nitely or countably many function symbols and predicate symbols and countably many individual variables x 0 ; x 1 ; ::: . (Let us mention that by using additional machinery, results mentioned in this section could be extended to arbitrary, possibly uncountable, rst order languages.) In the Tarski semantics, which is standard for the rst-order classical logic, one considers interpretations of languages in relational structures. A relational structure has a nonempty universe D, on which functions are de ned, which correspond to the function symbols of the language, and on which relations are de ned, which correspond to the predicate symbols. The relations have values in the two-element Boolean algebra and serve as interpretations of predicate symbols from the language. Given a predicate symbol p, with a corresponding relation p, and a tuple e of elements of the universe, p( e) has either value true or false, i.e. a value in the algebra 2. This interpretation of predicate symbols extends by using the operations of the algebra 2 to the interpretation of arbitrary formulas. For every formula B and a valuation : Var ?! D of variables, B I ] obtains a value in the algebra 2.
In order to obtain the de nition of algebraic interpretations, allow in the Tarski de nition arbitrary non-degenerate Q-Boolean algebra A, allow p( e) to have arbitrary value in A but require that for every formula B( x 1 ; x 2 ), and every tuple e 2 , the following in nite meets and joins are in Q:
(8 x 1 B( x 1 ; x 2 )) I e 2 = x 2 ] = V e 1 (B( x 1 ; x 2 )) I e 1 = x 1 ; e 2 = x 2 ] (9 x 1 B( x 1 ; x 2 )) I e 2 = x 2 ] = W e 1 (B( x 1 ; x 2 )) I e 1 = x 1 ; e 2 = x 2 ]
These in nite meets and joins are used to interpret 8 and 9. An algebraic interpretation is an algebraic model for a formula B if it gives the value > to the universal closure of this formula.
The set Form(L), of all formulas of a rst-order language L, can be considered to be an algebra with operations >; ?;^; _; ?, for instance, the operation^applied to two formulas B 1 and B 2 results in the formula B 1^B2 . This algebra is not a Boolean algebra; notice that the operation^is not commutative: applying^to B 1 and B 2 yields a result di erent than applying it to B 2 and B 1 ; the two results are logically equivalent, but they are di erent.
Given a theory T one can consider the following relation on formulas: B 1 B 2 i T`B 1 B 2 . This relation is a congruence in the algebra of formulas and the quotient algebra Form(L)= is a Boolean algebra. This algebra is denoted by A(T ) and is called a Lindenbaum algebra of L modulo T . The elements of A(T ) are classes of formulas which are equivalent in T , thus di erent elements of A(T ) can be intuitively understood as abstract ideas which do not coincide in the context of T . For instance formulas B 1^B2 and B 2^B1 represent the same element of A(T ) and we could say that they represent the same idea. If the theory T is consistent, the Lindenbaum algebra A(T ) is non-degenerate.
We will see that every consistent theory T has a natural algebraic interpretation I. The universe of this interpretation is the set of all terms in the language of T (the terms may contain variables.) The function symbols are interpreted on this universe in the natural way:
given a function symbol f, for any tuple t of elements of I, the interpretation is f( t) = f( t). The relations on the universe are interpreted in the Lindenbaum algebra A(T ): given a predicate symbol p, for any tuple t of elements of I, the interpretation is p( t) =k p( t) k.
This interpretation is a model for T and it is called the canonical algebraic model for T .
By the construction of the canonical model we see that the statement: \Every consistent theory has an algebraic model" is obvious; a more interesting question is whether consistent theory has a two valued model. Given the Rasiowa-Sikorski lemma, the construction of such a model is immediate. By point 2 of Theorem 3.1. there exists a Q-lter r in A(T ). Now consider the canonical algebraic model for T and divide the algebra A(T ) by r.
Foundations of Logic Programming using omegaHerbrand Interpretations
In this section we will sketch certain basic de nitions and results of the theory of logic programming. We will concentrate on the material relevant to the Clark's completeness theorem for the SLD-resolution. The reader is referred to 8] or 1] for more details, and to 2] for an overview of the new directions of research. Unlike other presentations of this topic, we will use omega-Herbrand interpretations in place of the conventional Herbrand interpretations. This change will allow us to make a connection with the algebraic semantics.
Following conventions of the set theory, the set of natural numbers f0; 1; 2; : : :g will be denoted by ! { the Greek letter omega; the formula i < ! means the same as i 2 !.
According to the standard convention for rst-order languages, individual constants are considered to be function symbols of arity 0. In logical formulas the symbol stands for the reversed implication A B is read A provided B, and means B ! A; the formula B means ? B which is equivalent to :B; the formula A means A > which is equivalent to A. According to the terminology of logic programming, a ground term is a term with no variables, a ground formula is a formula without variables.
By a de nite clause or a Horn clause one understands any formula A A 1^: : :^A n where A; A 1 ; : : : ; A n are atomic formulas (n = 0 is allowed, in which case the clause is equivalent to A and is called a fact.) By a de nite program one understands a nite set of de nite clauses. By a de nite goal one understands any formula A 1^: : :^A n where A 1 ; : : :; A n are atomic formulas.
With every de nite program P one associates a set of formulas P obtained in the following way. Transform every clause: p( t) B in P to p( x) 9 y (( x = t)^B), where all the variables in the sequence x are distinct, and where y is the sequence of all free variables that occur in ( x = t)^B but do not occur in p( x). tion for the variables of B. We will not quote the exact de nition, but we will mention these properties of SLD-resolution which are of importance to our considerations. The soundness theorem for the SLD-resolution of Clark 5] states that for every denite program and goal P; B, if is a substitution computed by the SLD-resolution then P`B . Clark proved also completeness of SLD-resolution i.e. a certain version of the converse of this implication. Later in this paper we will give a proof of Clark's completeness result using methods of algebraic semantics. The soundness and completeness together can be paraphrased in an informal way by saying that the procedural meaning of the program P, as determined by the SLD-resolution, is the same as the declarative meaning of the set of formulas P in classical logic. Herbrand universes and related notions are basic objects used in the theory of logic programming. One could argue however that many properties expected of Herbrand interpretations fail to hold, and that the proofs which use Herbrand universes are not always elegant and contain many seemingly unavoidable technical details. To change this situation we introduced in 9, 10] a notion of an omega-Herbrand universe.
De nition 5.1. omega-Herbrand universe] Let L be a rst-order language and let L K result by adding countable set K = fk i j i < !g of new individual constants to the alphabet of L. By the omega-Herbrand universe U ! L for L we understand the set of all ground terms of the language L K . We refer to members of U ! L as elements. Members of the set K will be called free elements.
Let L 0 be be the language obtained by removing from L all predicate symbols except equality; by U ! L we denote the (two-valued) interpretation for the language L 0 whose universe is U ! L and in which function symbols are interpreted in the natural way.
2 In algebraic terms, both the Herbrand universe U L and the omega-Herbrand universe U ! L are free algebras, but the di erence between them lies in the number of the free generators:
there are ! free generators in U ! L but only one or none in U L . This detail causes signi cant di erences in the properties of these notions. We will come back to this issue in Section 7. The rst-order theory which characterizes omega-Herbrand universes was considered in 9] and 16].
Equipped with the notion of omega-Herbrand universe we de ne notions analogous to those for conventional Herbrand universes. Consider the canonical algebraic model I 0 for P, whose universe is the set of all terms of L and whose truth values are in the Lindenbaum algebra A(P) of formulas of L modulo P. Consider any Q-lter r A(P). As I 0 =r can be identi ed with an omega-Herbrand model I for P, and as I j = A( t) k 1 =x 1 ; : : :; k n =x n ] we see that k A( t(x 1 ; : : :; x n )) k2 r.
Thus for every Q-lter r A(P) we have k A( t(x 1 ; : : : ; x n )) k2 r. By the RasiowaSikorski lemma 3.1. ( 2) the only element which belongs to every Q-lter is >. Thus k A( t(x 1 ; : : : ; x n )) k is the top element in A(P). Therefore P`A( t(x 1 ; : : :; x n )). 8A is true in all omega-Herbrand models for P i 8A is true in the intersection of all omega-Herbrand models for P i 8A is true in M ! P i M ! P j = A 2 Another property of M ! P , which does not have a counterpart with conventional Herbrand models is given in the next theorem. Theorem 7.2. Existence property] Let P be a de nite program and let A be an atomic formula in a rst-order language L without equality. Then the following conditions are equivalent.
1. M ! P j = 9 x A( x).
2. P`9 x A( x).
3. There exists a sequence t of terms of L such that P`A( t).
2
Proof: Notice that 3 ) 2 ) 1. It remains to prove that 1 ) 3. Assume M ! P j = 9 x A( x).
Then there exists a sequence t of terms and free elements k 1 ; : : :; k n such that M ! P j = A( x) t(k 1 ; : : : ; k n )= x]. By Lemma 6.1. we have P`A( t). 2
Problems resulting from the use of conventional Herbrand interpretations mentioned in the remarks in this section cause some complications in the standard proof of completeness of SLD-resolution. Below we give a proof which uses omega-Herbrand interpretations instead. Proof: Assume that P`A . Let = fk i =x i g be a substitution in an extended language. We have P`A . As A is ground, by Theorem 5.1., SLD-resolution given P; A returns answer YES. By the lifting lemma (cf. 8], 11]) we deduce that SLD given P; A can return an answer 0 which is more general than . As 0 is a substitution in the original language of P; A, it must be more general than . 2 
Conclusion
We have shown an approach to foundations of logic programming in which the connection with algebraic semantics becomes apparent. In this setting various results concerning logic programming become straightforward corollaries to the Rasiowa-Sikorski lemma. The approach is based on omega-Herbrand models instead of conventional Herbrand models. We compared certain aspects of the two approaches. We demonstrated how by using algebraic semantics certain annoying technicalities can be eliminated from the proof of Clark's completeness theorem of SLD-resolution. We formulated an proved the existence property for de nite programs.
Let us mention that omega-Herbrand interpretations, which are crucial for the presented approach, possess also the following desirable properties: the theory of equality determined by U ! L is decidable and the operators on lattices of omega-Herbrand interpretations associated with positive programs with (8; =, etc.) reach their least-x points after ! iterations, cf. 9, 10].
As algebraic semantics is a well established domain of mathematical logic, applying its methods to the much younger domain of logic programming can bring new interesting results { we hope that this direction is pursued by researchers specializing in algebraic semantics.
