Abstract. In marine science, it is usually assumed that there is a functional relationship between the parental population size and subsequent offsprings. The function is referred to as the Stock Recruitment Function (SRF). Determining the SRF translates to the optimization problem of estimating a set of parameters using past and sparse observation, which are usually of modest accuracy. The problem is challenging because several candidate functions exist in the literature, and the choice of best function is non-trivial, due to data sparsity and uncertainty.
Introduction
This paper is particularly concerned with the fisheries science problem of determining a functional relationship between the size of offsprings (referred to as recruits) and the size (usually biomass) of their parental population. The functional relationship, referred to as the stock recruitment function (SRF) is a characteristic of the population, irrespective of whether the population is being exploited. To estimate the functional relationship, one is usually given the following:
• a set of N ∈ N >0 observations of the parental population sizex ≡ {x t1−τ ,x t2−τ , . . . ,x t N −τ } and corresponding offspringsỹ ≡ {ỹ t1 ,ỹ t2 , . . . ,ỹ t N }, where 0 ≤ τ < t 1 < · · · < t N , and τ is usually assumed known, and derivable from the life history of the stock, and • a set of m ∈ N >0 , real-valued candidate functions f ≡ {f 1 , . . . , f m }, where for each f ∈ f , f : R ≥0 → R ≥0 :ỹ ≈ f (θ,x). θ ∈ R d is a set of unknown parameters, and d depends on the choice of f ∈ f .
The general SRF problem can then be formulated as the unconstrained optimization Problem 1.
Problem 1 (The general SRF problem).
Given observationsx ∈ R N andỹ ∈ R N , determine the function f (θ * p , x) ∈ C 2 , where
In general, f is expected to be nonlinear since it subsums several stochastic ecological processes [20] . In the literature, choosing an appropriate function form has been identified as perhaps the most challenging in the solution of Problem 1 [38] . This is partly because there are no robust statistical techniques for exploring the fundamental biological processes in the SRF. Furthermore, information theoretic measures such as the Akaike (AIC) and Bayesian (BIC) [5] information criteria may fail in providing unique guidelines to the choice of f , see e.g. [36] . Simulation studies have also shown that the AIC can lead to a choice different from that which generated the observation data [9] . According to [20] : the most important and generally most difficult problem in biological assessment of fisheries is the relationship between stock and recruitment. Problem 1 is thus central to quantifying fish population dynamics.
In the fisheries literature, the most common functional forms are the classical Beverton-Holt [2] and Ricker [31] functions, which are given respectively by (2) and (3). For α, β ∈ R >0 ,
Note that f 1 and f 2 are derived from different ecological assumptions (see [20] ). Given the sparsity of the data, it is usually difficult to determine which assumption underlie the observations. In practice, the choice of functional form can be very arbitrary.
Consistent with the notations introduced, we write
Using (4) and (5), this paper seeks to address issues related to (i) functional representation of the SRF, and (ii) parameter estimation, concentrating on the most common functions and using artificially generated data as proxy for real observations. The particular drawbacks with current approaches to these problems are discussed shortly, followed by a presentation of the alternative approach, which is the subject matter of this paper.
Limitations to Current Estimation Methodology

Choice of functional representation
In most practical cases, the choice of function (f 1 or f 2 ) is arbitrary since it is based on visual inspection of the (sparse) data. Furthermore, the use of analytical (parametric) functions with limited flexibility constrains the solution space of the problem. There is no guarantee therefore, that the derived function is an optimal representation of the observation data. A viable alternative is to represent the SRF by a non-parametric function. This approach has been reported by [4] , and [6] , who used the R-SCAM package [28, 29] to fit a nonparametric function to the observation data. Reparametrization using a flexible function (e.g., B-spline basis functions) has the attraction that the design points (spline knots) can be chosen independent of the observation. If too high number of basis functions are used, oscillatory (non-monotonic) and biologically implausible solutions result. In the R-SCAM package, regularization of the problem is addressed by adding a term in the objective function with a smoothing parameter, which penalizes divergence from smoothness. The smoothing parameter, which can be determined by e.g. generalized cross-validation (GCV), is usually data dependent [35] . More generally, the choice of penalizing term and how it is determined, will dictate the type of solution obtained.
For instance, methods such as GCV and unbiased risk (UBR) have been developed under the assumption that the data is from independent observations [36] . When the independent observation assumption is violated, the results obtained are underestimates of the optimal smoothing parameter.
Parameter estimation
In general, p estimators involve minimization of the p−Minkowsky metric (see [11, 12] ) d p (δ) for p ≥ 1, defined by (6) , where δ ∈ R n is a vector representing the difference between two points in R n .
Partly because of mathematical convenience and computational ease, and also because 2 -norm approaches (and generalizations) have well known Gaussian properties, this norm has enjoyed unparalleled popularity in statistics and fisheries science. It is therefore the standard solution norm for Problem 1. Unfortunately the 2 -norm poorly performs poorly when the data are derived from a heavy-tailed distribution or sparse, see e.g. [1] .
In particular, a single outlier or extreme value can have remarkable influence on the solution. Hence the 2 -norm solution is not guaranteed to be robust, given the nature of the observation data.
A New Computational Framework
The goal of the new computational approach is threefold -(i) to circumvent the problem of making an a priori choice of the SRF, (ii) avoid the use of smoothing parameters for regularization of the problem, and (iii) reduce bias in estimates of parameters, caused by the existence of few extreme values in the observation data.
The approach is to first examine the common characteristics (e.g., continuity, monotonicity, convexity,etc.) of the function set defined by f . In the next step, a non-parametric function is used to represent the members of f , where the common characteristics are imposed as constraints. The non-parametric function is then fitted to the observation data, and the optimization problem solved to obtain the 1 -and 2 -norm solutions. The
It is straightforward to prove that u(θ, x) satisfies (8) .
I introduce the following definition (see [14] ):
Definition 1. (Monotonicity and Convexity): Let g(x) be a continuous function on an arbitrary interval I and at least twice differentiable on its interior. Then g(x) is decreasing (monotone) if g (x) ≤ 0 and convex iff
The function u(θ, x) is thus positive, monotone and convex with respect to x. Table 1 summarizes components of θ for f 1 and f 2 defined in (2) and (3). Let u 1 and u 2 define the transformations corresponding to f 1 and f 2 , respectively. Table 1 summarizes revised expressions for the parameters α and β. 
An Approximation Problem
The approach is to select n basis functions v 1 , · · · , v n and approximate u byũ such that
where c r ∈ R are coefficients to be determined, and introduce a merit number to define the goodness of fit associated with a feasible vector c. Define the vector δ ∈ R N by setting
Thus δ i ∈ δ is the difference between the measured value U i and the predicted value given by the sum in (10) . Next, define an ordering among the N-dimensional vectors δ by selecting a convex, nonnegative function d which is defined on R N and such that
N and a merit number associated with δ, which in turn is defined by c via (10) . We arrive at the approximation task (where the strict inequalities are relaxed): Problem 2 (Constrained Optimization Problem). We seek a solution to the problem:
where
The constraints in (13) are consistent with (8) . The aim is to choose the basis functions v r such that the constraints may be represented as a finite set of linear conditions. Then Problem 2 takes the form of a linear program (LP) having finitely many variables and constraints. This may be done using finite elements and polynomial basis functions. This paper used normalized B-splines, as choices of v r .
Using B-Spline Basis Functions
By restricting the solution to quadratic splines v(x), a sufficient and necessary condition for monotonicity [34] is an ordering of the spline coefficients according to
Equation (14) could be written in a matrix form as
where G ∈ R (m+1)×m , and s, c ∈ R m×1 . Convexity condition requires that
However, since v r (x) is piecewise quadratic, v r (x) is independent of x, and depends only on the coefficient of the quadratic term in x. The convexity constraint then translates into a matrix inequality equation given by
where H ∈ R (m−2)×m , and w ∈ R (m−2)×1 is a zero vector. The elements of H are defined by
where l is an index of the inter-nodal interval for which the coefficient of the quadratic term, a l,j , applies to spline number j.
The 2 -norm Problem in Standard Form
We use the matrices G, and H, and the vectors s and w to express Problem 2 in a standard form.
Problem 3 ( 2 -norm Optimization Problem in Standard Form). We seek a solution to the problem:
where the elements of G, H, s, w and d(δ) are defined as previously.
For p = 2, Problem 2 can be solved with constrained optimization algorithms (see e.g. [37] ).
The 1 -norm Optimization Problem
In practice, the quality of the measured values is unknown. Furthermore, some observations could deviate considerably from the average. Hence a robust measure of the deviation between the measured values U i and the calculated ones,ũ(c, x i ), is required. This is achieved by using the 1 -norm, i.e. for p = 1.
Let (see [16] )
Problem 2 is then equivalent to the following task: Problem 4 (General 1 approximation with side constraints). Solve:
Here A ∈ R N ×n contains the coefficients of the approximation problem involving the basis function, and all other matrices and vectors are defined previously.
The formulation of the 1 -norm optimization problem is such that it can be solved with the same algorithm types as for the 2 -norm (see [16] ).
Design of Numerical Experiments
The numerical experiments are designed to test the ability of the framework to reconstruct the true (but unknown) function f , based on corrupted data (x,ỹ), and to compare 1 to 2 solutions.
In the first step, synthetic data of recruitment (f ) was generated at 20 uniformly distributed values of x ∈ [0.125 1.00]. Note that for real cases, this simply implies rescaling of the x-axis by the maximum observed x value. Proxy observation data,ũ, was generated by adding random noise to values of f , according to:
where N (0, σ) represents normally distributed pseudo-random numbers with zero mean and standard deviation σ. The sought function as approximated using quadratic splines with six uniformly spaced knots t = [0.0 0.25 0.50 0.75 1.0]. We derive the functional relationship between f and x based on the data (x,ỹ), for different error levels, represented by σ. The p-norm errors (see (6) Results and Discussion Figure 1 shows example plots of the original, f (x), rescaled, u(x), and derivative, u (x), for the Beverton-Holt and Ricker functions, while Fig. 2 shows example spline basis functions used in this manuscript. Figure 3 shows results for the Ricker function with σ = 0.25 ( Fig. 3a) and 0.5 ( Fig. 3b) and Table 2 summarizes the performance statistics. The results in Fig. 3a show identical performance for 1 and 2 (see Table 2 ), especially for d 2 . This is not surprising, given the low variability in the data nearer to the function maximum and the tail. In contrast, Fig. 3b shows large observation data variability, notably at the tail. Large data variability, especially at the maximum and tail, presents a special estimation (and inference) challenge to current methodologies. For this particular case, observe that the 2 solution is highly influenced by the extreme values at the tail whereas the 1 appears to be unaffected (see also the performance statistics in Table 2 ). Fig. 3a) and 0.5 ≤ x ≤ 0.8 (Fig. 3b) , α(x) ≤ 0. Thus for these particular intervals, it is impossible to reconcile the data with any of the biological assumptions underpinning either the Ricker or Beverton-Holt models. Observe (contrast Fig. 4c.-d.) to Fig. 3c.-d. ) that for these particular examples, α, β > 0, ∀x ∈ [0 1]. Another way to view the parameters α(x) and β(x) is that they serve to partition the f (x)−x plane, representing different recruitment regimes.
For the Beverton-Holt model, cases for σ < 0.5 are not of particular interest since simulation results show that the true recruitment functions are easily recovered with high precision. The results obtained with higher uncertainties (in this case, σ ≥ 0.5) are however variable and Fig. 4 shows example simulation results for σ = 0.5. Table 3 summarizes the performance statistics for the Beverton-Holt function.
This paper has presented a simple approach to fitting analytical models of the Ricker and Beverton-Holt types to observation data. In contrast to current methods, the computational approach adopted allows the data to dictate its own best functional representation. Though the emphasis has been on the classical Beverton-Holt and Ricker recruitment models, the computational framework is a generic solution to fitting analytic functions to recruitment data.
A signifcant contribution from this paper is the treatment of model parameters θ, as dynamics, rather than static, as is current practice. There are several arguments in the literature, in support of the approach in this paper. Fish populations can be considered as dynamic systems subject to diverse perturbations including natural mortality, predation and harvesting. Recruitment to a fish stock is often characterized by periodic very large values and very occasionally exceptionally low values [20] . In addition, the productivity of a system may shift either up or down resulting in a sustained change in the underlying stock and recruit relationship [32] . This is sometimes referred to as a regime shift [27] . It is therefore inconceivable that the stock parameters α and β will remain invariant even when the recruitment f changes (non-linearly or otherwise) with the spawning stock biomass x. Since these parameters have management relevance for many stocks, the approach presented permits inference on whether the recruitment dynamics remains invariant over the whole range of observed spawning stock biomasses. Further it is natural to expect that a precautionary management (see e.g. [15] ) will seek to dampen the influence of extreme value observations (or outliers) on management decisions. However, outlier identification and removal is not always possible in most practical cases. This is either because of the low number of observations (typical for stock recruitment data) or that in some cases, it is impossible or impractical to separate outliers from observations. For stock recruitment data, there is also a third possibility. Outliers may represent different states of the recruitment dynamics. The computational framework presented in this paper accommodates cases representing all three possible scenarios of extreme observations, and also lends interpretation to these scenarios through analysis of the parameters α and β, which characterize the recruitment dynamics. This is particularly simple in the computational framework presented since α and β are expressed as analytical functions of stock size.
A sequel manuscript (in preparation) will seek to apply the compuational framework in this paper to stock recruitment data across several fish stocks and ecosystems. This sequel manuscript will attempt to give more ecological interpretation to the dynamic parameters, α(x) and β(x). 
