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Abstract
Letm andM be symmetric means in two and three variables, respectively. We say thatM
is type 1 invariant with respect to m if M(m(a, c),m(a, b),m(b, c)) ≡M(a,b, c). If m is
strict and isotone, then we show that there exists a unique M which is type 1 invariant with
respect to m. In particular, we discuss the invariant logarithmic mean L3, which is type 1
invariant with respect toL(a,b)= (b−a)/(log b− log a). We say thatM is type 2 invariant
with respect to m if M(a,b,m(a, b)) ≡m(a,b). We also prove existence and uniqueness
results for type 2 invariance, given the mean M(a,b, c). The arithmetic, geometric, and
harmonic means in two and three variables satisfy both type 1 and type 2 invariance. There
are means m and M such that M is type 2 invariant with respect to m, but not type 1
invariant with respect to m (for example, the Lehmer means). L3 is type 1 invariant with
respect to L, but not type 2 invariant with respect to L.  2002 Elsevier Science (USA).
All rights reserved.
1. Introduction
Let Rn+ = {(a1, . . . , an) ∈ Rn: ai > 0 ∀i}. A mean m in n variables is a contin-
uous function on Rn+ with min(a1, . . . , an)  m(a1, . . . , an)  max(a1, . . . , an).
m is called symmetric if m(π(a1, . . . , an)) = m(a1, . . . , an) for any permuta-
tion π . m(a1, . . . , an) is called:
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• Strict if m(a1, . . . , an) = min(a1, . . . , an) or m(a1, . . . , an) = max(a1, . . . ,
an) only when a1 = · · · = an.
• Homogeneous if m(ka1, . . . , kan)= km(a1, . . . , an) for any k > 0.
• Isotone (strictly) if m(a1, . . . , an) is an increasing (strictly) function of each
of its variables.
While the ideas in this paper can also be discussed for non-symmetric means,
we restrict most of our results to symmetric means. At the end of the paper we
indicate how our ideas can be extended to means in n variables.
Definition 1. A mean M in three variables is said to be type 1 invariant with
respect to a mean m in two variables if
M
(
m(a, c),m(a, b),m(b, c)
)=M(a,b, c) for all (a, b, c) ∈R3+. (1)
We let T1 denote the set of all pairs of means (m,M) for which (1) holds.
Definition 2. A mean M in three variables is said to be type 2 invariant with
respect to a mean m in two variables if
M
(
a, b,m(a, b)
)=m(a,b) for all (a, b) ∈R2+. (2)
We let T2 denote the set of all pairs of means (m,M) for which (2) holds.
It is easy to see that the arithmetic, geometric, and harmonic means in two and
three variables satisfy both type 1 and type 2 invariance. More generally, let h(x)
be any continuous, monotonic function on (0,∞), and define the quasi arithmetic
means
A2(h, a, b)= h−1
(
h(a)+ h(b)
2
)
and
A3(h, a, b, c)= h−1
(
h(a)+ h(b)+ h(c)
3
)
.
It then follows easily that (A2,A3) ∈ T1 ∩ T2. The quasi arithmetic means are a
special case of the family of means
W2(h,w,a, b)= h−1
(
h(a)w(a)+ h(b)w(b)
w(a)+w(b)
)
and
W3(h,w,a, b, c)= h−1
(
h(a)w(a)+ h(b)w(b)+ h(c)w(c)
w(a)+w(b)+w(c)
)
,
where w(x) is a continuous, positive function on (0,∞). If h(x)= x and w(x)=
xs−1 then we obtain the Beckenbach means. If one uses the same h and w to
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define W2 and W3, then it is not hard to show that (W2,W3) ∈ T1 for the quasi
arithmetic means only. We are not sure if this would still hold when not using the
same h and w.
More generally, it seems plausible that the only analytic means m and M such
that (m,M) ∈ T1 ∩ T2 are the quasi arithmetic means.
Our interest in invariant means started with the problem of finding a mean
L3(a, b, c) which is type 1 invariant with respect to
L(a, b)= b− a
lnb− lna ,
the logarithmic mean in two variables. We call L3 the invariant logarithmic mean.
Various authors have extended the logarithmic mean to three or more variables
(see [1–3]), but none of those means are invariant. We shall compare the invariant
logarithmic mean to those means. In particular, it appears thatL3 is comparable to
two generalizations of L given by Stolarsky [3]. See the conjecture in Section 4.
Given a mean m in two variables, it is not obvious that a mean M in three vari-
ables even exists such that (m,M) ∈ T1 or (m,M) ∈ T2. We prove (Theorems 4
and 17) that such an M does exist if m is strict and isotone. In particular, there are
type 1 and type 2 invariant logarithmic means in three variables.
If one is instead given a mean M in three variables, then it is possible that
there is no mean m in two variables such that (m,M) ∈ T1. We show that that is
the case for
M(a,b, c)=
(
ab+ ac+ bc
3
)1/2
.
However, if M is isotone, then there is a mean m in two variables such that
(m,M) ∈ T2 (see Theorem 11).
It is natural to ask whether type 1 invariance is stronger than type 2 invariance;
i.e., does type 1 invariance imply type 2 invariance? The answer can be seen
by looking at the invariant logarithmic mean L3(a, b, c). L3(1,2,L(1,2)) ≈
1.442708 and L(1,2)≈ 1.442695. While L3(1,2,L(1,2)) and L(1,2) are close,
they are not equal. This can be proven more rigorously using a series expansion.
Since (L,L3) ∈ T1 but (L,L3) /∈ T2, type 1 invariance does not imply type 2
invariance.
2. Preliminary material
In this section we give some elementary results on means and symmetric
functions which will be useful in later sections. In particular, we use Theorems 2
and 3 to establish relations between the partial derivatives of m and M when
(m,M) ∈ T1 (see Section 5). One can also use Theorems 2 and 3 to give a series
expansion for M if m is analytic. We leave the details of that for a future paper.
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For functions of two or three variables, by differentiable we mean total dif-
ferentiability. f is n times differentiable if each of the partial derivatives through
order n− 1 is differentiable.
Lemma 1. (i) Let E ⊂ R2 be an open region and let f :E → R be an n
times differentiable, symmetric function. Assume that D = {(x, y) ∈ E: x = y}
is nonempty. Let i, j be nonnegative integers with i + j = n. Then
∂nf
∂xi∂yj
(a, a)= ∂
nf
∂xj ∂yi
(a, a)
for any (a, a) ∈D.
(ii) Let E ⊂ R3 be an open region and let f :E → R be an n times dif-
ferentiable, symmetric function. Assume that D = {(x, y, z) ∈ E: x = y = z} is
nonempty. Let i, j, k be nonnegative integers with i + j + k = n, and let (r, s, t)
be any permutation of (i, j, k). Then
∂nf
∂xi∂yj ∂zk
(a, a, a)= ∂
nf
∂xr∂ys∂zt
(a, a, a)
for any (a, a, a)∈D.
Remark 1. If Q = (a, a), then Lemma 1, part (ii) implies, for n = 2, that
Mxy(Q) = Mxz(Q) = Myz(Q) and Mxx(Q) = Myy(Q) = Mzz(Q). If Q =
(a, a, a), then for n = 3 we have Mxxy(Q) = Mxxz(Q) = Mxyy(Q) = · · · and
Mxxx(Q)=Myyy(Q)=Mzzz(Q).
Theorem 2. Let m be a three times differentiable, symmetric mean in two var-
iables, and let Q= (a, a), a > 0.
(i) Then mx(Q) = my(Q) = 1/2, mxy(Q) = −mxx(Q), and 3mxxy(Q) =
−mxxx(Q).
(ii) Suppose that m is also homogeneous, and let f (x)=m(a,x), a > 0. Then
f ′(a)= 1/2 and f ′′′(a)=−(3/2a)f ′′(a).
Proof. The proof of (i) follows by successively differentiating both sides of
m(x,x) = x . The details are similar to the proof of Theorem 3 below, and we
omit them. To prove (ii), f ′(a)= 1/2 follows immediately from (i). Since m is
homogeneous, xmx + ymy =m. Taking ∂/∂x of both sides yields
xmxx + ymyx = 0 (3)
⇒ xmxx(x, a)+ amyx(x, a)= 0
⇒ myx(x, a)=−x
a
mxx(x, a)=−x
a
f ′′(x)
⇒ myxx(x, a)=−1
a
(
xf ′′′(x)+ f ′′(x))
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⇒ myxx(a, a)=−1
a
(
af ′′′(a)+ f ′′(a)).
By (i) and Lemma 1, myxx(a, a) = −(1/3)f ′′′(a). Setting −(1/a)(af ′′′(a) +
f ′′(a))=−(1/3)f ′′′(a) proves that f ′′′(a)=−(3/2a)f ′′(a). ✷
Theorem 3. Let M be a four times differentiable, symmetric mean in three
variables, and let Q= (a, a, a), a > 0. Then
(i) Mx(Q)=My(Q)=Mz(Q)= 1/3;
(ii) Mxy(Q)=−(1/2)Mxx(Q);
(iii) Mxyz(Q)=−(1/2)(Mxxx(Q)+ 6Mxxy(Q));
(iv) Mxxxx(Q)+ 8Mxxxy(Q)+ 6Mxxyy(Q)+ 12Mxxyz(Q)= 0.
If M is also homogeneous, then
(v) Mxx(Q)=−a(Mxxx(Q)+ 2Mxxy(Q));
(vi) Mxxx(Q)=−(a/2)(Mxxxx(Q)+ 2Mxxxy(Q));
(vii) Mxxy(Q)=−(a/2)(Mxxyy(Q)+Mxxxy(Q)+Mxxyz(Q));
(viii) Mxyz(Q)=−(3a/2)Mxxyz(Q).
Proof. To prove that Mx(Q) = 1/3, take d/dx of both sides of the identity
M(x,x, x)= x . This gives
(Mx +My +Mz)(x, x, x)= 1. (4)
(i) now follows from Lemma 1. Taking d/dx of both sides of (4) and using
Clairut’s theorem gives
(Mxx +Myy +Mzz + 2Mxy + 2Mxz + 2Myz)(x, x, x)= 0. (5)
Lemma 1 yields 3Mxx(Q)+ 6Mxy(Q)= 0, which proves (ii). Taking d/dx of
both sides of (5) and using Clairut’s theorem again gives(
Mxxx +Myyy +Mzzz + 3(Mxxy +Mxyy +Mxxz+Mxzz +Myyz +Myzz)
+ 6Mxyz
)
(Q)= 0.
Lemma 1 then yields (iii). Finally, (iv) follows in a similar fashion.
Now if M is also homogeneous, then xMx + yMy + zMz =M . Taking ∂/∂x
of both sides yields
xMxx + yMyx + zMzx = 0. (6)
Taking ∂/∂x of both sides of (6) gives
xMxxx +Mxx + yMyxx + zMzxx = 0. (7)
Lemma 1 then implies Mxx(Q)=−a(Mxxx + 2Mxxy)(Q), which proves (v).
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Taking ∂/∂x or ∂/∂y of both sides of (7) and using Lemma 1 gives (vi)
and (vii). Finally, taking ∂/∂y of both sides of (6), and then taking ∂/∂z of both
sides yields xMxxyz + yMxyyz + zMxyzz + 2Mxyz = 0. Lemma 1 then implies
3aMxxyz+ 2Mxyz = 0, which is (viii). ✷
3. Type 1 invariance
Recall that T1 denotes the set of all pairs of means (m,M) for which
M
(
m(a, c),m(a, b),m(b, c)
)=M(a,b, c) for all (a, b, c) ∈R3+.
In this section, we are given a symmetric mean m in two variables, and we
assume throughout that m is also strict and isotone. The strictness and isotonicity
are necessary in general in order for our proofs to work.
Theorem 4. Let m be a two variable strict isotone symmetric mean. Then
(i) there exists a unique three variable mean M such that (m,M) ∈ T1;
(ii) the sequences {an}, {bn}, {cn} defined by
an+1 =m(an, cn), cn+1 =m(an, bn), bn+1 =m(cn, bn),
a0 = a, b0 = b, c0 = c (8)
are convergent to a common limit and M(a,b, c) is equal to this common
limit;
(iii) M is strict, isotone, and symmetric;
(iv) if m is homogeneous, then so is M;
(v) if m1(a, b)m(a,b)m2(a, b) for all (a, b)∈ R2+, and (mk,Mk) ∈ T1 for
k = 1,2, then M1(a, b, c)M(a,b, c)M2(a, b, c) for all (a, b, c)∈ R3+.
Proof. Assume, without loss of generality, that a0  c0  b0. We claim
ak  ck  bk ∀k. (9)
We prove (9) by induction. So assume that an  cn  bn for some n 0. Then
an+1 = m(an, cn)  m(an, bn) = cn+1 and bn+1 = m(cn, bn)  m(an, bn) =
cn+1. That proves (9).
Now for each n, an+1  an since an  cn, and bn+1  bn since cn  bn.
Using (9), this implies that an  bn  b0 and bn  an  a0. Since {an} is
increasing and bounded above, and {bn} is decreasing and bounded below, {an}
converges to L1  a0 and {bn} converges to L2  b0. Since cn+1 = m(an, bn),
{cn} converges tom(L1,L2)≡ L3. Now an+1 =m(an, cn)⇒ L1 =m(L1,L3)⇒
L1 = L3 since m is strict. Similarly, L2 = L3. Letting L equal the common value
ofL1, L2 and L3, each of the sequences {an}, {bn}, {cn} converges to L, with a0 
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L  b0. This defines a mean in three variables M(a,b, c) = L, where a0 = a,
b0 = b, c0 = c, except for the continuity of M . We shall prove that in Theorem 7
below. Now M(m(a, c),m(a, b),m(c, b)) = common limit of the sequences
defined by (8), with a0 =m(a, c), b0 =m(a,b), c0 =m(c, b). But this is the same
limit as that of the sequences defined by (8), with a0 = a, b0 = b, c0 = c since the
limit of a sequence is unique. Hence M(m(a, c),m(a, b),m(c, b))=M(a,b, c)
and (m,M) ∈ T1.
Now suppose that N(a,b, c) is any symmetric mean with (m,N) ∈ T1. Then
N(a0, b0, c0) = N(a1, b1, c1)= · · · = N(an, bn, cn). Taking the limit as n→∞
gives N(a0, b0, c0)=N(L,L,L)= L. Thus N ≡M . That proves (i) and (ii).
The isotonicity of M follows immediately from the isotonicity of m, as does
the homogeneity of M if m is homogeneous. To prove the symmetry of M we
use (8). If we have the permutation a0 ↔ b0, then by (8) and the symmetry of m,
an↔ bn for all n, and hence the common limit L of the three sequences remains
the same. Thus M(a,b, c) = M(b,a, c). If we have the permutation a0 ↔ c0,
then again by (8) and the symmetry of m, c1 ↔ b1, c2 ↔ a2, c3 ↔ b3, etc. Hence
the sequence {an} gets sent to the sequence c0, a1, c2, a3, c4, a5, . . . , which still
converges to L. Thus M(c,b, a)=M(a,b, c).
Similarly, one can show that M(a, c, b)=M(a,b, c). Hence M(π(a, b, c))=
M(a,b, c) for any permutation π .
Now we prove that M is strict. So suppose that a0 < c0  b0. Then a1 =
m(a0, c0) > a0 since m(a,b) is strict. This implies that L > a0 since {an} is
increasing by the proof of (ii) above. Now c1 =m(a0, b0)⇒ a0 < c1 < b0 since
m(a,b) is strict. Then b1 =m(c0, b0) b0 and b2 =m(c1, b1)m(c1, b0) < b0,
which implies that L < b0 since {bn} is decreasing, again by the proof of (ii).
Thus we have proven (iii) and (iv).
To prove (v), let {a(k)n }, {b(k)n }, {c(k)n } denote the sequences defined by (8), with
m=mk , k = 1,2, and starting with the same initial values a0 = a, b0 = b, c0 = c.
It is not hard to show, using induction, that a(1)n  an  a(2)n , b(1)n  bn  b(2)n ,
and c(1)n  cn  c(2)n for all n. It then follows immediately that M1(a, b, c) 
M(a,b, c)M2(a, b, c). ✷
In light of Theorem 4, we can now speak of the type 1 invariant mean for m.
Remark 2. Our approach above is similar in many ways to the well known
idea of compounding three given means M1, M2, M3 in three variables to ob-
tain another mean [M1,M2,M3] in three variables (see [4]). Indeed, the invari-
ant mean M can be obtained by compounding the means M1(a, b, c)=m(a, c),
M2(a, b, c) = m(a,b), and M3(a, b, c) = m(b, c). However, the standard theo-
rems on compound means do not appear to imply Theorem 4. For means in two
variables, the existence of the compound mean [M1,M2] is proved, for exam-
ple, in [4] with the assumption that M1 and M2 are comparable. A similar as-
sumption is left out of the theorem in [4] for the existence of [M1,M2,M3].
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However, the proof given also seems to require the assumption of comparabil-
ity. Note, however, that the means M1(a, b, c)=m(a, c), M2(a, b, c)=m(a,b),
and M3(a, b, c)=m(b, c) are not comparable in general.
Given a two variable mean m, we now define the map φ :
∑
3 →
∑
3, where∑
n denotes the set of means in n variables:
φ(N)(a, b, c)=N(m(a, c),m(a, b),m(c, b)), N ∈∑
3
.
It follows immediately that a mean M ∈∑3 is a fixed point of φ if and only if
M is type 1 invariant with respect to m. In addition, we now prove that the iterates
φ[n](N) converge to the invariant mean M .
Theorem 5. For any N ∈∑3, limn→∞ φ[n](N) exists and equals the type 1
invariant mean for m.
Proof. φ[n](N)(a, b, c)= N(an, bn, cn), where a0 = a, b0 = b, c0 = c, and the
sequences {an}, {bn}, {cn} are defined by (8). By Theorem 4,
limn→∞ φ[n](N)(a, b, c)= N(L,L,L) = L for each (a, b, c) ∈ R3+, where L is
the common limit of the three sequences. The theorem now follows from Theo-
rem 4, (i) and (ii). ✷
The following result shall prove useful when comparing invariant means to
other known means.
Theorem 6. Suppose that (m,M) ∈ T1 and let N ∈ ∑3. If
N(m(a, c),m(a, b),m(c, b))  ()N(a, b, c) for all (a, b, c) ∈ R3+, then
M(a,b, c) ()N(a, b, c) for all (a, b, c) ∈ R3+. Furthermore, the sequence of
means φ[n](N)(a, b, c) is decreasing (increasing).
Proof. We prove the  case. For any positive integer n, if φ(N)(a, b, c) =
N(m(a, c),m(a, b),m(c, b))N(a,b, c) for all (a, b, c)∈ R3+, then
φ[2](N)(a, b, c)
=N(m(m(a, c),m(a, b)),m(m(a, c),m(c, b)),m(m(a,b),m(c, b)))
N
(
m(a, c),m(a, b),m(c, b)
)= φ[1](N)(a, b, c).
It follows by successive iteration that φ[n](N)(a, b, c)  φ[n−1](N)(a, b, c) 
· · ·N(a,b, c) for any positive integer n. Hence φ[n](N)(a, b, c) is a decreasing
sequence of means. By Theorem 5, taking the limit as n approaches infinity gives
M(a,b, c)N(a,b, c). ✷
Now we can prove
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Theorem 7. M is continuous at each point of R3+.
Proof. Choose continuous means N1(a, b, c) and N2(a, b, c) with N1(m(a, c),
m(a, b),m(c, b)) N1(a, b, c) and N2(a, b, c)  N2(m(a, c),m(a, b),m(c, b))
for all (a, b, c) ∈ R3+ (e.g., N1(a, b, c)= min{a, b, c} and N2(a, b, c)= max{a,
b, c}). Let fn = φ[n](N1) and gn = φ[n](N2). Then by Theorem 6, fn is an
increasing sequence of means and gn is a decreasing sequence of means,
each converging pointwise to M . Given a, b, c > 0 and ( > 0, choose n so
that |gn(a, b, c) − fn(a, b, c)| < (/2. Choose δ > 0 so that |fn(a′, b′, c′) −
fn(a, b, c)| < (/2 and |gn(a′, b′, c′) − gn(a, b, c)| < (/2 whenever |a′ − a| <
δ, |b′ − b| < δ, and |c′ − c| < δ, with a′, b′, c′ > 0. Then M(a′, b′, c′) 
gn(a
′, b′, c′) gn(a, b, c)+ (/2< fn(a, b, c)+ ( M(a,b, c)+ ( and M(a′, b′,
c′) fn(a′, b′, c′) fn(a, b, c)− (/2 gn(a, b, c)− ( M(a,b, c)− (, which
implies that |M(a′, b′, c′)−M(a,b, c)|< ( whenever |a′ − a|< δ, |b′ − b|< δ,
and |c′ − c|< δ, with a′, b′, c′ > 0. ✷
4. The invariant logarithmic mean
Let L3 denote the type 1 invariant mean in three variables for the logarithmic
mean L(a, b) = (b − a)/(logb − loga). Note that L is strict and isotone (see,
for example, [5]), so that the results of Section 3 apply with m(a,b)= L(a, b).
The invariance property makes L3 in some ways a natural generalization of L. By
Theorem 4, L3 is a strict, isotone, homogeneous mean. Using the iteration (8), one
can fairly easily compute L3(a, b, c) for any (a, b, c) ∈ R3+. It is well known [5]
that G2(a, b) L(a, b) A2(a, b). By Theorem 4, it follows immediately that
G3(a, b, c) L3(a, b, c)A3(a, b, c). Without this inequality, L3 would not be
a reasonable generalization of L. However, we can obtain tighter upper bounds
by considering the means
Ap(a, b)=
(
ap + bp
2
)1/p
and Ap(a, b, c)=
(
ap + bp + cp
3
)1/p
.
It has been shown (see [6]) that L(a, b)  A1/3(a, b). Since, for any given p,
Ap(a, b, c) is type 1 invariant for Ap(a, b), by Theorem 4 again, it follows that
L3(a, b, c)A1/3(a, b, c)=
(
a1/3 + b1/3 + c1/3
3
)3
,
which is a much better bound than (a + b + c)/3. For example, A1/3(1,2,3)≈
1.87934, while L3(1,2,3)≈ 1.87917.
Stolarsky has defined two generalizations of L(a, b) using second-order
divided differences [3]
U0(a, b, c)=
(
1
2
(a − c)(−c+ b)(−b+ a)
a lnb− a ln c+ c ln a − c lnb− b lna + b ln c
)1/2
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and
U1(a, b, c)= 12
(b− c)(a − c)(a − b)
a(b− c) lna − b(a − c) lnb+ c(a − b) lnc .
U1 is also a special case of logarithmic means in n variables defined by Pit-
tenger [2], as well as a special case of a family of means defined by the author [1].
It is unlikely that U0 or U1 are type 1 invariant with respect to a mean in two
variables. However, there is strong evidence for
Conjecture 8. U0(a, b, c) L3(a, b, c) U1(a, b, c) for all (a, b, c) ∈ R3+, with
equality if and only if a = b = c.
To prove Conjecture 8, by Theorem 6, it suffices to prove
Conjecture 9. U0(L(a, c),L(a, b),L(c, b))  U0(a, b, c) and
U1(L(a, c),L(a, b),L(c, b))U1(a, b, c) for all (a, b, c)∈ R3+.
There is strong numerical evidence that Conjecture 9 is true, but our various
attempts at proving it have failed so far.
It is interesting to note that natural generalizations to three variables of certain
means m(a,b) are not always comparable to the corresponding invariant mean.
For example, consider the Lehmer means
lh(a, b)= a
1/3 + b1/3
a−2/3 + b−2/3 and LH(a, b, c)=
a1/3 + b1/3 + c1/3
a−2/3 + b−2/3 + c−2/3 .
Note that lh is isotone, so there exists a mean M(a,b, c) such that (lh,M) ∈ T1.
Since M(1,2,3)≈ 1.755930662155151 and LH(1,2,3)≈ 1.753992708934053,
LH is not type 1 invariant for lh. In addition, M and LH are not even compa-
rable, since M(1,2,3) > LH(1,2,3), but M(0.5,1,3)≈ 1.051248669624329<
LH(0.5,1,3)≈ 1.054690656537239. However, it is also interesting to note that
(lh,LH) ∈ T2 for any of the Lehmer means
lh(a, b)= a
p + bp
ap−1 + bp−1 and LH(a, b, c)=
ap + bp + cp
ap−1 + bp−1 + cp−1 .
5. Going in reverse
We proved in Section 3 that, given a two variable mean m, there exists a unique
three variable mean M with (m,M) ∈ T1. M also inherits many of the properties
of m, such as isotonicity and homogeneity. In this section we are given the three
variable mean M , and we want to discuss the uniqueness and properties of the
two variable mean m with (m,M) ∈ T1. We now prove that m is unique and also
inherits many of the properties of M , at least when m is analytic. However, as we
shall see, the existence of m does not hold in general.
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Theorem 10. (i) Let M be a three times differentiable, symmetric mean in
three variables, and let m1 and m2 be analytic means in two variables, with
(m1,M) ∈ T1 and (m2,M) ∈ T1. Then m1 =m2.
(ii) Let M be a symmetric mean in three variables, and let m be an analytic
mean in two variables, with (m,M) ∈ T1. If M is homogeneous, then so is m.
Proof. To prove (i), if (m,M) ∈ T1, then by letting c= a (or c→ a), we have the
relation
M
(
a,m(a, b),m(a, b)
)=M(a,a, b), (10)
which holds for all a, b > 0. For fixed a > 0, let f (b) = m(a,b), P1 = (a,
m(a, b),m(a, b)), P2 = (a, a, b), and Q= (a, a, a). By successively differentiat-
ing (10) k times, one gets an equation of the form (Mx(P1)+My(P1))f (k)(b)+
terms which involve lower order derivatives of f = (∂kM/∂zk)(P2).
For example, differentiating (10) twice1 with respect to b gives
(My +Mz)(P1)f ′′(b)+ (Myy + 2Myz +Mzz)(P1)
(
f ′(b)
)2
=Mzz(P2). (11)
Letting b → a and using Lemma 1, Theorems 2 and 3 yields (2/3)f ′′(a) +
(1/4)Mxx(Q)=Mxx(Q) and, hence,
f ′′(a)= 9
8
Mxx(Q). (12)
Differentiating (11) again with respect to b gives
(My +Mz)(P1)f ′′′(b)+ 3(Myy + 2Myz +Mzz)(P1)f ′(b)f ′′(b)
+ (Myyy + 3Myyz + 3Myzz+Mzzz)(P1)
(
f ′(b)
)3
=Mzzz(P2).
Again, letting b→ a and using Lemma 1, Theorems 2 and 3 yields
2
3
f ′′′(a)+ 3
2
Mxx(Q)f
′′(a)− 3
4
Mxxx(Q)+ 34Mxxy(Q)= 0. (13)
It is clear that we can do this for each k, since we get an equation which can be
solved uniquely for f (k)(a), k = 1,2,3, . . . . If m is analytic, then f (b)=m(a,b)
is analytic, and thus this defines m(a,b) uniquely for each fixed a.
To prove (ii), since M is homogeneous, M(ka, kb, kc) = kM(a, b, c) for
any constant k > 0. By the invariance property (1) and the homogeneity of M ,
M(m(ka, kc),m(ka, kb),m(kb, kc)) = kM(m(a, c),m(a, b),m(b, c)), which
implies, again by the homogeneity of M , that
1 One derivative gives no information.
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M
(
1
k
m(ka, kc),
1
k
m(ka, kb),
1
k
m(kb, kc)
)
=M(m(a, c),m(a, b),m(b, c)).
Thus M is type 1 invariant for the means m1(a, b) = m(a,b) and m2(a, b) =
(1/k)m(ka, kb). By part (i), m1 = m2, and thus m(ka, kb) = km(a, b), which
means that m is homogeneous. ✷
5.1. Example
It is natural to ask whether every mean in three variables is type 1 invariant
with respect to some mean in two variables. Consider the analytic mean
M(a,b, c)=
(
ab+ ac+ bc
3
)1/2
.
Assume that there is a mean m(a,b) such that (m,M) ∈ T1. Then M(m(a,b),
m(a, b), b)=M(a,b, b) for any b > 0, b = a. This implies that(
m2(a, b)+ 2bm(a, b)
3
)1/2
=
(
b2 + 2ab
3
)1/2
⇒ m2(a, b)+ 2bm(a, b)= b2 + 2ab
⇒ m(a,b)=−b+
√
2(b2 + ab)
⇒ M(m(1,2),m(1,3),m(2,3))
= 1
3
(
63− 30√3√2− 36√3+ 36√2− 15√3√2√5
+18√2√5+ 36√5 )1/2
≈ 1.9245,
while M(1,2,3)= (1/3)√11√3 ≈ 1.9149. Thus there is no mean m(a,b) such
that (m,M) ∈ T1. Note that we did not need to assume that m was analytic.
6. Type 2 invariance
Recall that T2 denotes the set of all pairs of means m and M for which
M
(
a, b,m(a, b)
)=m(a,b) for all (a, b) ∈R2+, (14)
and we say that M is type 2 invariant with respect to m if (m,M) ∈ T2.
Remark 3. Unlike type 1 invariance, (m,M) ∈ T2, along with m symmetric, does
not necessarily imply thatM is symmetric. We do prove that M is symmetric with
additional assumptions on M (see Theorem 16).
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Remark 4. As with type 1 invariance, one can attempt to view the invariant mean
M as a special case of compounding three means in three variables by letting
M1(a, b, c)= a, M2(a, b, c)= b, and M3(a, b, c)=m(a,b). However, the limit
in this case does not exist.
6.1. Given M(a,b, c)
We now prove an existence result for type 2 invariance, given a three variable
mean M .
Theorem 11. Let M be an isotone, symmetric mean in three variables. Then there
exists a symmetric mean m in two variables such that (m,M) ∈ T2.
Proof. Let n be any symmetric mean in two variables, and let a = b be given
positive numbers. Let g(z) =M(a,b, z), define the recursive sequence ck+1 =
g(ck), c0 = n(a, b). Since M is isotone, a simple inductive proof shows that {ck} is
decreasing if c1  c0, while {ck} is increasing if c1  c0. Since |ck|max{a, b},
in either case {ck} is bounded and monotonic, and, hence, converges to some real
number L, min{a, b}  L  max{a, b}. Note that if c1 = c0, then ck = c0 for
all k, and thus {ck} converges to L = c0. Define the mean m(a,b) = L. Since
M and n are symmetric, m(b,a) = m(a,b)⇒ m is symmetric. Of course, the
iteration ck+1 = g(ck) converges to a fixed point of g, and thus g(L) = L. This
implies that M(a,b,m(a, b)) = m(a,b), which proves that (m,M) ∈ T2. The
only thing left to prove is that m is continuous. So let {nk} be the sequence
of means defined by the recursion nk+1(a, b) = M(a,b,nk(a, b)), n0(a, b) =
n(a, b). Since M and n are continuous, each nk is also continuous. It is easy
to show that, for each fixed a and b, ck+1 = nk(a, b). Now let gk(a, b) and
hk(a, b) be the sequence of means corresponding to n(a, b) = min{a, b} and
n(a, b)=max{a, b}, respectively. If c0 =min{a, b}, then c1 > c0 and thus {ck} is
increasing. Hence gk is an increasing sequence of means converging to m(a,b).
Similarly, hk is a decreasing sequence of means converging to m(a,b). The rest
of the proof now follows in a similar fashion to the proof of Theorem 7. Given
a, b > 0 and ( > 0, choose k so that |gk(a, b)− fk(a, b)|< (/2. Choose δ > 0 so
that |gk(a′, b′)−gk(a, b)|< (/2 and |hk(a′, b′)−hk(a, b)|< (/2 whenever |a′ −
a|< δ and |b′ − b|< δ, with a′, b′ > 0. Then m(a′, b′) gk(a′, b′) gk(a, b)+
(/2 < hk(a, b)+ ( m(a,b)+ ( and m(a′, b′) hk(a′, b′) hk(a, b)− (/2 
gk(a, b)−( m(a,b)−(, which implies that |m(a′, b′)−m(a,b)|< ( whenever
|a′ − a|< δ and |b′ − b|< δ, with a′, b′ > 0. ✷
One may of course discuss type 2 invariance for functions M and m in two
and three variables, respectively, which are not necessarily means. Our next result
shows, however, that if M is a mean, then m must also be a mean.
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Lemma 12. Suppose thatM is a strict three variable mean, and that g is any sym-
metric continuous function in two variables satisfying M(a,b, g(a, b))= g(a, b)
for all (a, b)∈ R2+. Then g is a strict symmetric mean.
Proof. Suppose that a < b and that g(a, b) a. Since M is a strict mean, M(a,
b, g(a, b)) > g(a, b) = M(a,b, g(a, b)), a contradiction. Hence g(a, b) > a
whenever a < b. Similarly, g(a, b) < b whenever a < b, and thus g is a strict
mean. ✷
Lemma 13. Suppose that M is a strictly isotone three variable mean, and that m
is a two variable mean with (m,M) ∈ T2. Then m is a strictly isotone mean.
Proof. Let a > 0 and suppose that b1 < b2 with m(a,b1) = m(a,b2). Since
(m,M) ∈ T2, this implies that M(a,b1,m(a, b1)) =M(a,b2,m(a, b1)), which
contradicts the fact that M is strictly isotone. Hence m(a,b) is either increasing
or decreasing in b. Now for a  b, a = m(a,a) and a  m(a,b). Thus m(a,b)
must be increasing in b for any fixed a > 0. Similarly, m(a,b) must be increasing
in a for any fixed b > 0. ✷
Proposition 14. Let M be a symmetric, strictly isotone three variable mean which
is twice differentiable in R3+. Assume also that Mzz(x, y, z) is never 0 on R3+, and
let m be a symmetric two variable mean with (m,M) ∈ T2. Then f (b)=m(a,b)
is differentiable for each fixed a > 0, andMz(a, b,m(a, b))< 1 for each a, b > 0.
Proof. My(a, b,m(a, b))  0 and Mz(a, b,m(a, b))  0 since M is strictly
isotone. Note that Myy(a, b, c) = Mzz(a, c, b) since M is symmetric. Hence
Myy(a, b, c) is never 0 on R3+. This easily implies that My(a, b, c) > 0 for all
(a, b, c)∈R3+. Let f (b)=m(a,b) for each fixed a > 0. Since f is increasing by
Lemma 13, f ′(b) exists on a set S ⊂ (0,∞), where Sc , the complement of S, has
measure 0. Differentiating both sides of (14) with respect to b gives
My
(
a, b,m(a, b)
)+Mz(a, b,m(a, b))f ′(b)= f ′(b). (15)
Note that (15) implies that f ′(b) > 0 on S. For b ∈ S, My(a, b,f (b)) +
Mz(a, b,f (b))f
′(b) >Mz(a, b,f (b))f ′(b), which implies, by (15), that f ′(b) >
Mz(a, b,f (b))f
′(b). Hence we have Mz(a, b,f (b)) < 1 whenever b ∈ S. Solv-
ing (15) for f ′(b) yields
f ′(b)= My(a, b,f (b))
1−Mz(a, b,f (b)) .
This shows that f ′′(b) exists (indeed, f (k)(b) exists for any k). Hence, if b ∈ S,
we can differentiate both sides of (15) with respect to b to obtain
Myy(P )+ 2Myz(P )f ′(b)+Mz(P)f ′′(b)+Mzz(P )
(
f ′(b)
)2
= f ′′(b), (16)
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where P = (a, b, f (b)). Thus Myy(P ) + 2Myz(P )f ′(b) + Mzz(P )(f ′(b))2 =
(1−Mz(P))f ′′(b). Dividing by f ′(b) we have
Myy(P )
f ′(b)
+ 2Myz(P )+Mzz(P )f ′(b)=
(
1−Mz(P)
)f ′′(b)
f ′(b)
. (17)
Now suppose that {bn} is a sequence in S, with bn→ b, b /∈ S. If f ′(bn)→ r <
∞, then by (15), r = My(a, b,f (b)) + Mz(a, b,f (b))r > Mz(a, b,f (b))r ⇒
Mz(a, b,f (b)) < 1. We can now conclude that
If bn→ b /∈ S, {bn} ⊂ S and f ′(bn)∞, then Mz
(
a, b,f (b)
)
< 1.
The only thing we have to worry about is whether limx→b, x∈S f ′(x) =∞ for
some b /∈ S. We now prove that that cannot happen. So suppose that b /∈ S and
limx→b, x∈S f ′(x)=∞. That is, f ′(bn)→∞ for all sequences {bn} ⊂ S, bn→ b.
Assume first that Mzz(a, b, c) > 0 on R3+. Replacing b by x , x ∈ S, the left-
hand side of (17) approaches ∞ as x → b, x ∈ S. Thus the left-hand side of
(17) is positive for x sufficiently close to b. Since Mz(a, x,f (x)) < 1, the right-
hand side of (17) implies that f ′′(x) > 0 for x sufficiently close to b, x ∈ S.
If Mzz(a, b, c) < 0 on R3+, then a similar argument shows that f ′′(x) < 0 for
x sufficiently close to b, x ∈ S. If limx→b f ′(x) =∞, then f must be concave
to one side of b and convex on the other side of b. But we have just shown
that f ′′(x) is either positive or negative at points x on both sides of b. Thus
limx→b f ′(x) =∞, and we can now conclude that
Mz
(
a, b,m(a, b)
)
< 1 for all a, b > 0. (18)
Finally, let c = m(a,b), ∆c = m(a,b + ∆b) − m(a,b). By the Mean Value
Theorem, M(a,b+∆b,c+∆c)−M(a,b, c)=My(a, b+ t∆b, c+ t∆c)∆b+
Mz(a, b + t∆b, c + t∆c)∆c, 0 < t < 1. Also, since (m,M) ∈ T2, M(a,b +
∆b,c +∆c)−M(a,b, c)=M(a,b +∆b,m(a, b +∆b)−M(a,b,m(a, b))=
m(a,b+∆b)−m(a,b)=∆c. Hence
∆c
∆b
=My(a, b+ t∆b, c+ t∆c)+Mz(a, b+ t∆b, c+ t∆c)∆c
∆b
⇒ ∆c
∆b
= My(a, b+ t∆b, c+ t∆c)
1−Mz(a, b+ t∆b, c+ t∆c) .
Letting ∆b→ 0, f ′(b) exists and equals My(a, b, c)/(1 −Mz(a, b, c)) for all
b > 0 by (18). ✷
We have not been able to prove a general uniqueness result for type 2 invari-
ance. We can prove uniqueness with the additional assumption that Mzz does not
change sign.
Theorem 15. Let M be a symmetric, strictly isotone mean in three variables
which is twice differentiable in R3+. Assume that Mzz(x, y, z) is never 0 on R3+.
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If m1 and m2 are means in two variables with (m1,M) ∈ T2 and (m2,M) ∈ T2,
then m1 =m2.
Proof. Let g(z) = M(a,b, z) for fixed a, b > 0. We have g(L1) = L1 and
g(L2)= L2, where Lj =mj (a, b). If m1(a, b) =m2(a, b), assume without loss
of generality that L1 <L2. Then
g(L2)− g(L1)
L2 −L1 = 1 ⇒ g
′(t)= 1
for some t , L1 < t < L2. By Proposition 14, g′(L1) 1 and g′(L2) 1. Since g
cannot be constant, this implies that g′ must be increasing somewhere on (L1,L2)
and decreasing somewhere on (L1,L2). That contradicts the fact that g′′ is never
0 on (0,∞). Hence m1(a, b)=m2(a, b). ✷
Remark 5. The proofs given above show that Lemmas 12, 13 and Theorem 15
are all local results. That is, one need only assume that the hypotheses hold for all
(a, b) ∈ I1 × I2, where I1 and I2 are open subintervals of the positive reals. The
conclusions then also hold for all (a, b) ∈ I1 × I2.
We now prove the existence of an analytic m such that (m,M) ∈ T2.
Theorem 16. Let M be a symmetric, strictly isotone mean in three variables
which is analytic in R3+. Assume also that Mzz(x, y, z) is never 0 on R3+. Then
there exists a unique symmetric mean m in two variables which is analytic in R2+,
and such that (m,M) ∈ T2.
Proof. By Theorem 11, there is a symmetric mean m in two variables such that
(m,M) ∈ T2. Let T (z1, z2, z3) =M(z1, z2, z3) − z3, which is analytic in some
open set in C3 containing R3+. Then for all x, y > 0, T (x, y,m(x, y))= 0 and
Tz3(x, y,m(x, y)) = 0 by Proposition 14. By the Implicit Function Theorem
(see [7]), for any given a, b > 0, the equation T (z1, z2, z3) = 0 along with
T (a, b,m(a, b))= 0 has a unique solution z3 = g(z1, z2) analytic in some open
neighborhood O of (a, b) in C2, with g(a, b)=m(a,b). Restricting z1 and z2 to
be real, we have M(x,y, g(x, y)) = g(x, y) for all (x, y) ∈ I = O ∩ R2+. Note
that since M(z2, z1, z3) − z3 = M(z1, z2, z3) − z3 and m(b,a) = m(a,b), by
uniqueness g(z2, z1) = g(z1, z2). By Lemma 12 (see also Remark 5), g(x, y)
must be a symmetric mean, at least for (x, y) ∈ I . Since M(x,y,m(x, y)) =
m(x,y) for all (x, y) ∈ R2+, Theorem 15 (see also Remark 5) then implies that
m(x,y) = g(x, y) for all (x, y) ∈ I . Hence m extends to be analytic in an
open neighborhood of any (a, b) ∈ R2+. The uniqueness of m also follows from
Theorem 15. ✷
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Example. Let
M(a,b, c)=
(
ab+ ac+ bc
3
)1/2
,
which interpolates the arithmetic and geometric means in three variables. Then
Mzz =−14
(x + y)2
(xy + xz+ yz)√3xy + 3xz+ 3yz,
which is never 0 on R3+. Hence, by Theorem 16, there exists a unique symmetric
mean m(a,b) which is analytic in R2+, and such that (m,M) ∈ T2. Let
g(a, b)=
(
a1/2 + b1/2
2
)2
,
and let
h(a, b)=M(a, b, g(a, b))
= 1
6
√
18ab+ 3a2 + 6(√a )3√b+ 6(√b )3√a + 3b2.
Now
h(1, b)= 1
6
√
18b+ 3+ 6√b+ 6(√b )3 + 3b2,
g(1, b)= 1
4
(
1+√b )2,
and
h(1, b) > g(1, b) ⇔ 1
36
(
3u4 + 6u3 + 18u2 + 6u+ 3)> 1
16
(1+ u)4,
where u = √b. The latter inequality holds if and only if (u − 1)4 > 0, which
holds for any u = 1. Hence h(1, b) > g(1, b) for any b = 1. Since g and h
are each homogeneous of degree 1, h(a, b) > g(a, b) for all a, b > 0 with
a = b. This proves that M(a,b, g(a, b)) g(a, b), with equality if and only if
a = b. It follows that if {nk} is the sequence of means defined by nk+1(a, b)=
M(a,b,nk(a, b)), n0(a, b)= g(a, b), then {nk(a, b)} is increasing and converges
to m(a,b) for each a, b > 0 (see the proof of Theorem 11). Since n1(a, b) =
h(a, b) > g(a, b)= n0(a, b) for all a, b > 0 with a = b,
m(a,b) >
(
a1/2 + b1/2
2
)2
,
with equality if and only if a = b.
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6.2. Given m(a,b)
We now prove a result similar to Theorem 11, except here we are given the
mean m.
Theorem 17. Let m be a symmetric mean in two variables. Then there exists a
symmetric mean M in three variables such that (m,M) ∈ T2.
Proof. Let n be any mean in two variables (not necessarily symmetric), and let
M(a,b, c)= n(m(a, b), c), for c between a and b. Then extend M(a,b, c) to the
rest of R3+ so that M is symmetric. It follows that
M(a,b, c)=
{
n(m(a, b), c) if a  c b or b  c a,
n(m(a, c), b) if a  b c or c b a,
n(m(c, b), a) if b  a  c or c a  b.
(19)
Since m is symmetric, it is not hard to see that M must also be symmetric. It
also follows easily that M is continuous. For example, fix a = c, and let b→ c.
Using the definition of M above (first two rows), n(m(a, b), c) and n(m(a, c), b)
each approach n(m(a, c), c) by the continuity of m and of n, respectively.
Finally, since m is a mean, if c = m(a,b), then a  c  b or b  c  a. Hence
M(a,b,m(a, b))= n(m(a, b),m(a, b))=m(a,b). Thus (m,M) ∈ T2. ✷
Remark 6. If m is analytic, we have not been able to prove the existence of a
symmetric analytic mean M such that (m,M) ∈ T2. Theorem 17 above takes care
of the symmetric part, and letting M(a,b, c) = n(m(a, b), c) for all (a, b, c) ∈
R3+, with n analytic, forces M to be analytic. However, M is not symmetric in
general. In certain special cases it is clear how to choose n so that M is both
symmetric and analytic. However, these choices do not seem to generalize. For
example, if m(a,b)= (a+b)/2, then one can choose n(a, b)= (2/3)a+ (1/3)b,
which implies that n(m(a, b), c)= (1/3)a + (1/3)b + (1/3)c, which of course
is the arithmetic mean in three variables. Similarly, if m(a,b)=√ab, then one
can choose n(a, b) = a2/3b1/3, which implies that n(m(a, b), c) = 3√abc. The
appearance of the 2/3 and 1/3 in each case is not an accident. It is easy to
show that a necessary condition for the M from (19) above to be differentiable
is ny(a, a) = (1/2)nx(a, a). Also, note that in each of these cases, n(a, b) =
(m⊗a m)(b, a), where m⊗a n denotes the Archimedean compound of m with
n (see [4]). One might be tempted to try this approach in general, but it does
not work. For example, if m(a,b) = (a2 + b2)/(a + b) and n(a, b) = (m ⊗a
m)(b, a), then n(m(1,2),3) ≈ 2.307961 and n(m(1,3),2) ≈ 2.356566. Hence,
if M(a,b, c)= n(m(a, b), c) for all (a, b, c) ∈ R3+, then M is not symmetric. Of
course, if M(a,b, c)= (a2 + b2 + c2)/(a + b+ c), then (m,M) ∈ T2.
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7. Invariant means in n variables
Many of our earlier results can be extended to means in n variables. A mean
mn in n variables is said to be type 1 invariant with respect to the mean mn−1 in
n− 1 variables if
mn
(
mn−1(a2, . . . , an),mn−1(a1, a3, . . . , an), . . . ,mn−1(a1, . . . , an−1)
)
=mn(a1, . . . , an)
for all (a1, . . . , an) ∈ Rn+.
A mean mn in n variables is said to be type 2 invariant with respect to the mean
mn−1 in n− 1 variables if
mn
(
a1, . . . , an−1,mn−1(a1, . . . , an−1)
)=mn−1(a1, . . . , an−1)
for all (a1, . . . , an) ∈ Rn+.
Define the family of means
Wn(h,w,a1, . . . , an)= h−1
(∑n
k=1 w(ak)h(ak)∑n
k=1w(ak)
)
,
where w(x) is continuous and positive, and h(x) is continuous and monotone on
(0,∞). Then Wn is type 2 invariant with respect to Wn−1 for any h and w, while
Wn is also type 1 invariant with respect to Wn−1 only when w(x) is constant. The
latter give the quasi arithmetic means h−1(
∑n
k=1 h(ak)/n).
8. Open questions and future research
(1) For nonsymmetric means, one has to be careful with the definition of
invariance of types 1 and 2. For example, if m(a,b) = (2/3)a + (1/3)b and
M(a,b, c)= (4/7)a + (2/7)b+ (1/7)c, then
M
(
a, b,m(a, b)
)= 2
3
a + 1
3
b =m(a,b)
and
M
(
m(a,b),m(a, c),m(b, c)
)= 4
7
a + 2
7
b+ 1
7
c=M(a,b, c).
Hence (m,M) ∈ T1 and (m,M) ∈ T2. Note, however, that
M
(
m(a, c),m(a, b),m(b, c)
)= 4
7
a + 5
21
c+ 4
21
b =M(a,b, c).
(2) One might discuss invariance of types 1 and 2 for classes of functions other
than means. For example, polynomials or rational functions. One can explore
questions such as: What are the invariant polynomials or rational functions in
three variables?
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For type 1 invariance:
(3) If m is a two variable mean analytic in R2+ and (m,M) ∈ T1, then we can
prove that M(a,b, c) is analytic at any point (s ± (1, s ± (2, s ± (3) for (1, (2
and (3 sufficiently small and depending on s > 0. One can then enlarge the set of
points where M is analytic using the invariance. However, we have not been able
to prove that M is analytic at all points of R3+.
(4) As discussed earlier, show that U0(a, b, c) L3(a, b, c) U1(a, b, c) for
all (a, b, c) ∈ R3+, where L3 is the type 1 invariant logarithmic mean and U0 and
U1 are Stolarsky’s generalizations of the logarithmic mean L(a, b).
(5) Carlson has shown [5] that the logarithmic mean L(a, b) = (b − a)/
(lnb− lna) is given by the infinite product∏∞m=1(a2−m + b2−m)/2. Let
M(a,b, c)=
∞∏
m=1
a2
−m + b2−m + c2−m
3
.
It can be shown numerically that (L,M) /∈ T1 or T2. However, is M comparable
to the type 1 invariant logarithmic mean?
For type 2 invariance:
(6) As discussed earlier, given a symmetric analytic mean m in two vari-
ables, is there always a symmetric analytic mean M in three variables such that
(m,M) ∈ T2? In particular, is there an analytic three variable mean M which is
type 2 invariant with respect to the logarithmic mean L(a, b)?
(7) Given a symmetric isotone three variable mean M and two variable means
m1 and m2 with (m1,M) ∈ T2 and (m2,M) ∈ T2, must m1 =m2? We proved this
with additional assumptions on M and/or m1 and m2.
(8) Let m and n be two variable means with m symmetric, and let M be a three
variable mean. One can define a more generalized notion of type 2 invariance of
M with respect to m as M(n(a, b), n(b, a),m(a, b))≡ m(a,b). We considered
the case n(a, b)= a in this paper.
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