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Abstract – In this paper we discuss the implementation of an 
Afrikaans TTS system that is based on diphones. Using di-
phones makes the system flexible but presents other chal-
lenges. A previous effort to design an Afrikaans TTS system 
was done by SUN. They implemented a TTS system based on 
full words. A full word based TTS system produces more 
natural sounding speech than when the system is designed 
using other techniques. The disadvantage of using full words 
is that it lacks flexibility. The baseline system was build using 
the Festival Speech Synthesis System. Problems occurred in 
the baseline due to the mislabeling of diphones and the di-
phone index. The system was improved by manually labeling 
the diphones using Wavesurfer, and by changing the diphone 
index. Wavelength comparison tests were done on the diphone 
index to show how much of the diphones are recognized dur-
ing synthesis. For the diphones tested results show an average 
improvement of 38% in the recognition of diphones compared 
to the baseline. These improvements improve the overall qual-
ity of the system.  
Key words: Festival Speech Synthesis, diphones, labels, di-
one indexph
1. INTRODUCTION
Afrikaans is the first language to approximately six million 
people in South Africa. The language originates from seven-
teenth century Dutch and is influenced by English, Malay, 
German, Portuguese, French and other African Languages [2]. 
Together with English it first became the official language in 
1925 according to the Act of 1925. Previous work on an Afri-
kaans Synthesizer was made by SUN [1]. The system is em-
bedded within a system called AST (African Speech Technol-
ogy) which is a hotel reservation booking system that works 
for Afrkaans, Zulu, Xhosa and English.  
TTS (Text-to-speech) in the simplest words is the conversion 
of text to a speech output using a computerized system. It 
therefore allows for the communication between humans and 
machines through synthetic speech [5]. TTS consists of two 
phases. The first is called high level synthesis also known as 
the front-end [8]. This is where text analysis and the linguistic 
analysis are done on the input text. The second phase is called 
the low level phase, also known as the back-end. This is the 
phase where prosody is added to the phonetic information 
gained at the front and where the speech waveform is gener-
ated [4]. These two phases are shown in Figure 1. 
Front end Back end 
 
Figure 1: Two phases involved in TTS 
Section 2 discusses different techniques of achieving TTS. 
The most flexible and natural sounding TTS systems are 
achieved by concatenating short prerecorded speech samples 
such as phones and diphones to produce synthetic speech. The 
Festival Speech Synthesis System is a system based on this 
technique [3]. The system was designed at the Centre for 
Speech Technology Research (CSTR), at the University of 
Edinburgh, Scotland [3]. It is an open source system with the 
ability to be a workbench for the development of new TTS 
systems [8]. The labeling of diphones together with the di-
phone index gives the system crucial on the duration of the 
diphones. This is where problems occur in Festival. The prob-
lems are:  
(i) the automatic labeling technique label’s the di-
phones incorrectly
(ii) the diphone index is set up to only recognize
portions of the diphones.
The methods involved in solving these problems are discussed 
in Section 3. Section 4 discusses the results of the baseline 
system and the improvements made by the methods discussed 
in Section 3. Conclusions on the improved system are dis-
cussed in Section 5.  
2. TEXT TO SPEECH SYNTHESIS
The first speech synthesis system was build by Christian 
Kratzenburg in 1779 [5].  The system was able to produce five 
long vowel sounds using resonators activated by vibrating 
reads. This breakthrough has lead to the various synthesis 
techniques available today. The three main techniques are 
articualtory synthesis, formant synthesis and concatenative 
synthesis. 
The articulatory synthesis method models the human articula-
tors and vocal cords. The advantage of this method is that the 
vocal tract models allow for accurate models of the transients 
due to abrupt area changes [4]. The disadvantage is that it is 
incredibly difficult to implement and hence very rarely used in 
practice. 
Formant synthesis models the formant frequencies of human 
speech. The advantage is that it has an infinite number of 
sounds which makes its more flexible than other methods [4]. 







The disadvantage is the lack of natural sounding synthetic 
speech. This is due to the fact that usually up to five formants 
are required for good synthetic speech [4]. 
 
Concatenative synthesis connects prerecorded speech units 
derived from natural speech for synthesis [4]. The sizes of the 
units vary from phones to diphones to even full words. Using 
full words has the advantage that it produces very natural syn-
thetic speech. Such systems are however limited to a specific 
database and hence not flexible, as in the case of the AST sys-
tem [1]. Building full blown TTS systems based on this 
method is expensive and time consuming. Using diphones has 
the advantage that the system is very flexible. Instead of using 
long prerecorded speech units such as words this method uses 
diphones, which are the possible phone-to-phone transitions 
for the language. For example the word ‘hello’ would be made 
up of the diphones ‘h-e’ and ‘l-o’. By theory the amount of 
diphones present in a language is the square of the number of 
phones [8]. The disadvantage of this method is that there is no 
pronunciation variation in the diphones. This leads to unnatu-
ral sounding synthetic speech and information on segment 
duration and prosody must to be added to gain naturalness 
[10]. This includes information on stress levels and phone 
durations for the desired output. 
 
The aim of this paper is to present a full blown Afrikaans TTS 
system that is flexible and natural. Therefore we implemented 
the concatenative synthesis technique based on diphones to 
build the Afrikaans synthesizer.  
3. IMPLEMENTATION OF AFRIKAANS SYSTEM 
Building the Afrikaans synthesizer using the Festival Speech 
Synthesis System is faced with the problems of automatic la-
beling and an undesired diphone index. The baseline system 
was constructed using the methods provided by Festival and 
was improved by manually labeling the diphones and rebuild-
ing the diphone index. 
 
3.1 The baseline system 
 
The system is built using the Festival Speech Synthesis Sys-
tem which runs in a UNIX environment under Linux. The 






These packages are freely available for download from the 
CSTR website [3]. A diphone database and a lexicon database 
are required for building a new voice in Festival. Modules 
written in Scheme (a Festival specific language) are provided 
for these two requirements and are to be manipulated to suite 
the language.  
 
Constructing the diphone database 
 
The diphone database was constructed using Die Groot 
Woorde Boek, Afrikaans dictionary [9]. In total we found 64 
phones therefore the amount of diphones were 4096. The di-
phone database was generated automatically by the system 
using the phone-to-phone transition rules for Afrikaans. These 
are the consonant-consonant, consonant-vowel, vowel-vowel 
and vowel-consonant transition rules for Afrikaans. The gen-
erated diphones are placed within non-sense words. These 
words are used for the extraction of the speech units for con-
catenation. Table 1 shows a list of diphones located within 
non-sense words.  
 
Table 1: Examples of diphones located within non-sense 
words 
    Diphones  Non-sense word Diphones with-in 
non-sense word 
    ‘b-a’ ‘a-b’ tababa t a-b-a-b a 
    ‘sj-a’ ‘a-sj’ takasjata t a k a-sj-a t a  
    ‘kn-o’ ‘o-kn’ takoknota t a k o-kn-o t a 
    ‘tj-e’ ‘e-tj’ taketjeta t a k e-tj-e t a 
 
Recording the speaker 
 
The objective of recording is to get the uniform set of diphone 
pronunciations. For this research my own voice was used. 
Recording was done using na_record, part of the 
speech_tools-1.3 package. This recording system creates wave 
files of the recorded non-sense words and places them into a 
log file that stores them as * .wav files.  
 
Labeling the non-sense words 
 
The labeling of non-sense words is important because it labels 
the positions of the diphones within the non-sense words. At 
minimum the start of the preceding phone to the first phone in 
the diphone, the changeover and the end of the second phone 
should be labeled [8].  Festival provides an automatic labeler 
called make_labs to automatically label the diphones. 
 
Building the diphone index 
 
The diphone index is needed for the extraction of diphones 
from the acoustic non-sense words. During synthesis the sys-
tem looks at this index to see where in the recorded non-sense 
words the diphone should be extracted from. The index is 
built by taking the diphone list and finding the occurrence of 
each diphone in a label [8]. By default the diphone will be 
extracted from the middle the first phone to the middle of the 
second phone. This is done by using make_diph_index a mod-
ule provided by Festival.    
 
Extracting the pitchmarks 
 
Festival requires information on the pitch periods in an acous-
tic signal for synthesis and therefore the pitchmarks in each 
speech waveform must be extracted [8]. The technique used to 
get this information is called Residual Excited Linear-
Predictive Coding (LPC). Linear prediction works on the basis 
that a current speech sample x(n) can be predicted from a fi-
nite number of previous p amount of samples x(n-1) to x(n-k) 
by a linear combination with an error e(n) [4]. This error term 




x(n) = e(n) + ∑pk=1 a(k)x(n-k),           
 (1) 
and  
e(n) = x(n) - ∑pk=1 a(k)x(n-k) = x(n) - x (n)     (2) 
 
where x (n) is the predicted value, p is the linear predictor or-
der and a(k) are the linear prediction coefficients which are 
found by minimizing the sum of the squared errors over a 
speech frame [4].  
 
The best way to find the pitchmarks in a waveform is to ex-
tract them from an EGG (electroglottograph) recording of the 
signal [8].  The EGG records the electrical activity in the glot-
tis during speech, which means the pitch moments, can be 
found more easily and are more precise [8]. For this research 
no EGG was available so the pitchmarks were extracted auto-
matically from the waveforms using methods provided by 
Festival. 
 
Building the LPC parameters 
 
Due to the natural changes in the recording environment and 
because of human fatigue the ideal recordings could not be 
realized. These factors made it impossible for all recorded 
diphones to be at the same power level. These fluctuations in 
power levels produce bad synthesis [8]. To overcome this 
power normalization was done on all the recorded non-sense 
words using a method provided by Festival. The method used 
finds the mean power for each vowel in each of the non-sense 
words and then finds the power factor with respect to the 
overall mean vowel power [8]. Using the calculated power 
factors the LPC coefficients and residuals for LPC analysis 
were generated.  
 
Building lexicon support database and prosody 
 
The lexicon database consists of the letter-to-sound rules and 
pronunciation guides for the system. Unpronounceable words 
and abbreviations are also given definition here. 
Certain phones and diphones are not always as required when 
trying to pronounce certain words. Take the word “Francois” 
as an example. The first syllable of the word can be pro-
nounced just by using the information of the phones. The sec-
ond syllable is not pronounced correctly in the context of how 
the full word should be pronounced. For this reason the sys-
tem needs to be told how to pronounce this syllable. Below is 
an example taken from the lexicon database that shows how 
the syllable is pronounces.  
 
            (lex.add.entry 
     ‘(‘Francois’ nil (((f r a n) 0) ((s w a) 0)))) 
 
This now gives the system a definition to how the word 




Problems occur in the baseline system due to the mislabeling 
of diphones by the automatic labeler, and due to the basis on 
which the diphone index is built. The quality of a concatena-
tive TTS system is directly related to the accuracy with which 
the underlying acoustic inventory is labeled [13]. Therefore 
because the diphones are mislabeled the performance of the 
system is undesired. The problem with the diphone index is 
that it is set up to only recognize the portion of the phone-to-
phone transitions. This means that the entire transition is not 
used during synthesis which is also undesirable. 
 
3.2 Improving the baseline system 
 
By manually labeling the diphones and by changing the basis 
on which the diphone index is built the baseline system is im-
proved. 
 
The manual labeling the diphones fixes the errors made by 
Festival’s automatic labeler by placing the labels in the correct 
positions. Figure 1 shows an example where the non-sense 
word “a-c-i-c-a” is labeled incorrectly.  
 
 
Figure 1: "a-c-i-c-a" labeled incorrectly 
As seen from Figure 1, the diphone “ci” is labeled in such a 
way that it contains a portion of phone “a” and a portion of 
“ci”. When the system calls “ci” for synthesis, it will pro-
nounce the portion of “a” together with the portion of “ci”, 
which is not desired. To solve this problem we re-label all the 
the non-sense words using Wavesurfer [7]. Figure 2 shows the 





Figure 2: Correct labeling of  “a-c-i-c-a" 
Now the non-sense word is labeled such that it only contains 
the portion of “ci” that is needed and nothing else. When the 
system now calls on “ci” it will only pronounce what was la-
beled as “ci”. 
By default the diphone index is build in such a way that the 
portion from the middle of the first phone to the middle of the 
second phone is used for synthesis [8]. This is because di-
phone boundaries (DB) are positioned as shown in Figure 3. 
This is not desirable since full diphones are needed in order 




Festival’s make_diph_index program uses the equation   
                          
                  DB2 = (y+z)/2.0    (3)   
 
where y- the mid point in diphone 
    z- the end point of second phone, to calculate the di-
phone boundary of the second phone.  
 
To stretch the DB to the end of the diphone this line of code in 
make_diph_index was changed to:   
 
                               Let DB2 = z,       instead of (3) 
 
This changes the definition the DB by placing it at the end of 
the diphone. The code is mirrored so the same applies for the 
first phone. 
 
By applying these two methods to the baseline system, it will 
ensure that the full diphones are called at synthesis and not 
portions of it. This will increase the overall performance of 
the system. 
4. EXPERIMENTAL RESULTS 
The measures used for testing are based on how much of the 
diphones are recognized at synthesis. The system is tested by 
checking the periods of the diphones in Wavesurfer in com-
parison to the diphone index. For full diphone recognition 
these two periods should be the same. Table 2 shows the im-
provements made by the methods discussed in Section 3. It 
shows the true length of each diphone, the length recognized 

















      a-b    0.4432     0.3307    0.1125 34.01
      b-a     0.3005     0.198     0.1025 51.76
      a-c    0.5575     0.375    0.1825 48.66
      c-a    0.411     0.281    0.13 46.26
      a-d    0.482     0.392    0.09 22.95
      d-a    0.337     0.207    0.13 62.80
      a-f    0.4285     0.316    0.1125 35.60
      f-a     0.3605     0.248    0.1125 45.36
      a-g    0.638     0.54    0.098 18.14
      g-a     0.498     0.352    0.146 41.47
      a-h          0.5403     0.4303    0.11 25.56
      h-a    0.395     0.285    0.11 38.59
      a-j    0.6165     0.514    0.1025 19.94
      j-a    0.4955     0.378    0.1175 31.08
      a-k    0.414     0.294    0.12 40.81
      k-a    0.362     0.212    0.15 70.75
      a-l     0.5725     0.455    0.1175 25.82
      l-a    0.455     0.335    0.12 35.82
      a-m    0.5815     0.459    0.1225 26.68
      m-a     0.432     0.317    0.115 36.27
 
As seen from Table 2 the improvements made are up to almost 
50% in some cases. On average for these twenty diphones that 
were tested an improvent of 37.9% was made. Therefore more 
of the diphones are recognized during synthesis. This table 
also gives evidence to why the baseline system did not per-
form as desired. The majority of the portions recognized in the 
baseline were at the start of the diphone which means that the 
percentages lost at the end, held crucial information regarding 
the second phone in the diphone.   
5. CONCLUSIONS 
 
From the results shown is Section 4 it can be concluded that 
by manually labeling the diphones and changing the diphone 
index the overall quality of the TTS system will be improved.  
                         Diphone “ab” 







Future work is to be done on completing the re-labeling proc-
ess and changing the entire diphone index. This will ensure 
that all diphones are recognized correctly and hence should 
improve the overall quality of the system to such a point that it 
can synthesize full words and sentences accurately. 
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