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ABSTRAKT 
Tato bakalářská práce se zabývá open source pobočkovou ústřednou FreeSWITCH. 
V práci je popsán postup instalace a následná konfigurace ústředny na rozdílných 
distribucích platforem Windows a Linux. Důraz je kladen zejména na srovnání výkonu 
mezi těmito systémy. Konkrétně je testován výkon ústředny za použití protokolu SIP a 
také kvalita hovoru či funkce transkódování. Dále také práce obsahuje úvod 
k problematice a stručný popis architektury a funkcí FreeSWITCHe. 
 
KLÍČOVÁ SLOVA 








This bachelor’s thesis deals with the open source private branch exchange 
FreeSWITCH. The thesis describes the process of installation and consecutive 
configuration of the telephone system on various distributions of platforms Windows 
and Linux. Emphasis is placed on comparison of the performance between these 
systems and also the quality of calls as well as transcoding functionality. Specifically, 
the performance of the telephone system is tested while using the SIP protocol. Thesis 
also contains an introduction into the subject and a brief description of the 
FreeSWITCH architecture and its functions and capabilities. 
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Telefony jsou běžnou součástí mezilidské komunikace již od počátku 20. století. 
U firem ovšem velmi brzy po zavedení telefonu nastal problém s náklady na provoz. 
Pokud totiž firma chtěla vlastnit telefonů více, musela zvlášť platit za každou linku. Zde 
nastupuje elegantní a hlavně ekonomicky úsporné řešení ve formě pobočkové ústředny, 
jehož podstatou je sjednocení více telefonů do interní sítě, která je s veřejnou telefonní 
sítí ve styku v jednom přístupovém bodě. Tímto krokem došlo k obrovskému snížení 
nákladů, protože zaměstnanci firmy byli schopni mezi sebou komunikovat zdarma, 
nehledě na to, kolik hovorů bylo uskutečněno. Každá interní síť poskytuje jeho 
vlastníkovi možnost nastavit si pravidla komunikace pro každého účastníka a 
umožnit/znemožnit mu volání z interní sítě do veřejné.  
 Integrace s analogovými telefony je v dnešní době nahrazena technologií 
přepínání paketů používanou ve VoIP, což snížilo náklady ještě více. Princip ovšem 
zůstal stejný. V potaz musíme vzít výhodu licence open source. Kdokoliv si může 
naprogramovat individuální funkci, kterou zrovna potřebuje, což je v modulárním 
softwaru jako je FreeSWITCH obrovskou výhodou. 
 První kapitola mé práce slouží jako obecný úvod do teorie pobočkových 
ústředen. Dále následuje část o samotném systému FreeSWITCH, kde je popsána jeho 
architektura a hlavní prvky ovládání. V hlavní části práce je provedena instalace na tři 
Linuxové distribuce, tři distribuce typu Windows a jejich následné testování z hlediska 





1 TELEFONNÍ ÚSTŘEDNA 
Na úvod je třeba si definovat, co chápeme pod pojmem telefonní ústředna. Svoboda ji 
ve své knize [2] definuje jako zařízení, které mimo jiných funkcí, jako je účtování, 
zajišťuje spojování telefonních hovorů. K místním telefonním ústřednám, které jsou již 
v dnešní době nahrazeny vzdálenými jednotkami pro připojení (RSU), jsou připojeny 
telefonní přístroje účastníků a uzlové nebo tranzitní telefonní ústředny se starají o 
propojení na delší vzdálenost. 
1.1 Historie telefonních ústředen 
První telefonní ústředna byla zprovozněna v roce 1878 a jednalo se o ústřednu, která 
byla obsluhována spojovatelkou, která ručně přepojovala hovor od volajícího 
k volanému. Automatizace proběhla v roce 1892, kdy byla první automatická ústředna 
(PABX) testována v běžném provozu. Tato raná verze PBX fungovala na principu 
automatického sestavování přenosové cesty za pomocí signálu z rotačního krokového 
voliče. Další verze PBX již připomínala tu dnešní. Umožňovala totiž realizaci lokálních 
hovorů v malém areálu bez nutnosti volání přes externí linku a tedy bez poplatku.  PBX 
se následně staly nedílnou součástí téměř každého většího podniku nebo dokonce i 
domácností. 
1.2 Rozdělení telefonních ústředen dle generace 
Jak již bylo zmíněno, telefonní ústředny prošly během svého vývoje mnoha změnami. 
Proto obecně dělíme ústředny na analogové a digitální, a podrobněji dle [2] na ústředny 
1. – 5. generace.  
a) 1. generace – jednalo se o zařízení, jejichž spojovací pole bylo realizováno 
elektromechanickými krokovými voliči. Příkladem je ústředna TESLA P51, 
která se v československé síti používala až do poloviny 90. let. Dnes se s těmito 
ústřednami už nesetkáme. 
b) 2. generace – u těchto zařízení bylo spojovací pole provedeno pomocí 
elektromechanických křížových spínačů. Příkladem je ústředna TESLA PK 202 
používaná až do konce minulého století. 
c) 3. generace – spojovací pole bylo realizováno speciálními polovodičovými 
prvky. K řízení těchto ústředen se používaly procesory. Příkladem je ústředna 
AKE 13. 
d) 4. generace – jedná se již o digitální telefonní ústřednu. Nemá centralizované 
programové řízení, a spojování je realizováno elektromechanicky nebo 
elektronicky.  Jsou stále ve výrobě. 
e) 5. generace – původní myšlenkou byla realizace optického spojování. Zejména 
díky vysokým nákladům nebyla ovšem realizována, a tak se za 5. generaci 
začaly považovat ústředny na principu VoIP. 
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f) 5.1 generace – ústředna funguje na principu komutace paketů hovorového 
signálu. Spojovací pole je zde realizováno softwarově. 
1.3 Open source pobočková ústředna  
Pobočkové ústředny typu open-source přináší adaptabilní systém (software) 
s otevřeným kódem. Toto s sebou nicméně může nést určitá rizika.  
 Vývoj open-source může být chaotická záležitost. Různé části zdrojového kódu 
jsou totiž napsány různými vývojáři. Jedná se o vývoj, na kterém spolupracuje celá 
komunita. S tím přichází riziko toho, že některá část kódu nebude zdokumentována a 
bude tedy bez podpory pro obyčejné uživatele. Vyjmenujme si tedy výhody používání 
open-source systému oproti komerčním produktům. Hlavním elementem je samozřejmě 
cena. To je aspekt, který v dnešní době hraje hlavní roli a kvůli kterému je řada lidí 
ochotna opomenout chyby v kódu. Teoreticky by open-source systémy ale měly mít 
chyb méně, protože jelikož se na vývoji podílí více vývojářů, je statisticky větší 
pravděpodobnost odhalení chyb než u komerčních systémů. Více vývojářů také 
znamená více nápadu – tedy více plug-inů a funkcí. To ale není vždy pravda. Tab.  1: 
Výhody a nevýhody open-source systému 
 přináší shrnutí kladů a záporů při použití open-source systému oproti komerčním.[1] 
Open-source 
Výhody Nevýhody 
cena není zaručena funkčnost 
veřejný kód 
není garantováno 
pokračování ve vývoji 
více funkcí 
náchylnější proti útokům 
bez podpory 
Tab.  1: Výhody a nevýhody open-source systému 
Aby bylo porovnání kompletní, je třeba uvést i klady a zápory při použití 
komerčního systému, viz Tab.  2. 
Komerční 
Výhody Nevýhody 
funkčnost je zaručena cena 
bezpečnější limitovaná funkčnost 




Tab.  2: Výhody a nevýhody komerčního systému 
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2 OPEN-SOURCE PBX FREESWITCH 
2.1 Vznik 
Základním stavebním kamenem, z kterého vychází FreeSWITCH je pbx Asterisk. Trio 
vývojářů Anthony Minessalle, Brian West a Michael Jerris, původně ještě zaměstnanci 
Asterisku, nebylo spokojeno s politikou celého projektu a se směrem, kterým se tehdy 
Asterisk ubíral a tak se rozhodli založit společnost jménem ClueCon,  pod kterou vznikl 
projekt FreeSWITCH, což měla být alternativa systému Asterisk. Člověk, který chtěl 
pomoci při vývoji ústředny, si musel založit vývojářský účet na stránkách celého 
projektu, kde mohl komunikovat s ostatními developery a i samotnými autory.  První 
verze softwaru, která byla zaměřena na modularitu, stabilitu a multiplatformní podporu, 
nesla označení FreeSWITCH 1.0 Phoenix, jejíž název nesl jistou symboliku. 
2.2 Architektura 
Hlavní přednosti FreeSWITCHe byly zmíněny v minulém odstavci. Jednotlivé moduly 
jsou postaveny kolem stabilního jádra viz Obr. 1. Tyto moduly jsou na sobě nezávislé a 
ve většině případů nepotřebují vědět, jaké další moduly jsou zrovna v provozu nebo jak 
se chovají. FreeSWITCH má těchto hlavních modulů několik. 
 
Obr. 1: Architektura FreeSWITCHe 
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Jednotlivé hlavní moduly mají různé funkce. Seznam a význam těchto modulů 
podle [5] je vyobrazen v Tab.  3. 
Modul: Vysvětlení: 
Endpoint Telefonní protokoly jako jsou SIP/H.323 
Dialplan Rozhoduje o směrování hovoru 
Codec Překlad mezi dvěma audio formáty 
Application Programming 
Interface (API) 
Aplikační rozhraní, které přijme text na vstupu a 
zobrazí nějaký text na výstupu 
File Formats Podpora různých audio formátů 




Chat Podpora chatovacích protokolů 
Say Propojení různých audio souborů do celé věty 
Tab.  3: Seznam hlavních modulů 
Mimo hlavní moduly za zmínku stojí i ty vedlejší, například modul mod_skypopen, 
který slouží k integraci Skype do ústředny FreeSWITCH. 
2.3 Režimy ústředny 
Pobočková ústředna FreeSWITCH má k dispozici tři režimy, které určují, jak se 
ústředna chová poté, co je pomocí signalizace SIP zprostředkován hovor. Tyto režimy 
jsou následující: 
a) Výchozí režim 
b) Proxy Media 
c) Bypass Media 
Nastavení režimu se provádí upravením xml souboru internal.xml v adresáři 
conf/sip_profiles. 
2.3.1 Výchozí režim 
Tento režim je automaticky nastaven při dokončení instalace ústředny. V tomto režimu  
prochází RTP pakety, které jsou vysílány k uživatelům, přes ústřednu. Vyjednání 
společného kodeku má na starost FreeSWITCH, ale pokud se koncové body domluví na 
stejném kodeku, neprobíhá žádné transkódování. V tomto režimu jsou také povoleny 
všechny služby jako nahrávání hovorů, zachycení tónové volby a další. 
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Obr. 2: Výchozí režim 
2.3.2 Proxy Media režim 
Tento režim se od výchozího liší tím, že data sice prochází přes ústřednu, ale nejsou jí 
nijak zpracovány. FreeSWITCH nijak totiž nezpracovává parametry SDP. V tomto 
režimu musí být koncové body předem domluveny na stejném kodeku. Služby jako 
nahrávání hovorů jsou nedostupné. Režim se nastavuje vložením následujícího 
parametru do xml souboru internal. 
<param name="inbound-proxy-media" value="true"/> 
2.3.3 Bypass Media režim 
Hlavní charakteristikou toho režimu je to, že ústředna se stará pouze o signalizaci SIP, 
ale RTP pakety jsou posílány přímo od jednoho účastníka k druhému, aniž by byly 
ústřednou nějak modifikovány. To může být užitečné především ve dvou situacích: 
a) potřebujeme-li použít kodek, který není podporován ústřednou 
b) potřebujeme-li snížit zátěž ústředny za účelem realizace více hovorů. 
Stejně jako v případu Proxy Media, i zde se musí koncové body předem domluvit na 
použitém kodeku. Režim se nastavuje vložením následujícího parametru do xml 
souboru internal. 





Obr. 3: Bypass Media režim 
2.4 Práce se zvukovými soubory 
Ústředna FreeSWITCH umožňuje přehrávání audio souborů různých formátů. 
Příkladem může být automatické přehrávání námi určeného zvukového souboru po 
zavolání na určité číslo. Z kapitoly 2.2 popisující architekturu FreeSWITCHe je patrné, 
že o různé funkce ústředny se starají různé moduly. Stejně tak je tomu i u audio 
souborů. Konkrétně se jedná o moduly mod_sndfile a mod_shout. Podporované 
formáty lze vidět v Tab.  4. 
Název formátu Koncovka 
Audio Interchange File Format *.aiff 
AUdio file *.au 
Audio Visual Research *.avr 
Apple Core Audio File *.caf 
HMM Tool Kit *.htk 
Interchange File Format  *.iff 
MATLAB file *.mat 
Ensoniq PARIS audio format *.paf 
Portable Voice Format *.pvf 
RAW Audio format *.raw / *.r8 
Sound Designer II *.sd2 
Midi Sample Dump Standard *.sds 
IRCAM SoundFile *.sf 
Creative Labs Audio File *.voc 
SoundFoundry WAVE 64 *.w64 
Waveform Audio File Format *.wav 
Wave Format Extensible *.wav 
Fasttracker 2 Extended Instrument File *.xi 
MPEG-1 Audio Layer-3 *.mp3 
Tab.  4: Podporované formáty 
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Pokud bychom tedy například chtěli přehrát automaticky soubor, vložíme do patřičného 
číslovacího plánu následující příkaz. 
<action application="playback" data="http://priklad.cz/audio.wav"/> 
Pokud je námi zvolený audio soubor uložen na disku, je třeba místo URL adresy vložit 
cestu k souboru. 
2.5 Transkódování 
V IP telefonii existuje několik scénářů, dle kterých dochází k domluvení použitého 
kodeku. FreeSWITCH je v tomto ohledu všestranný. Aby bylo vyhověno všem těmto 
standardům, je u FreeSWITCHe k dispozici několik konfigurovatelných modulů, které 
tento proces popisují a nastavují. V praxi je cílem dosáhnout co nejmenšího možného 
transkódování popřípadě resamplování. Transkódování je třeba použít v případě, že 
každá strana hovoru používá jiný kodek, a datový tok tedy musí být kompletně 
dekódován a znovu zakódován tak, aby vyhovoval formátu kanálu protějšího konce. 
Proces resamplování je podobný. Je třeba jej použít tehdy, když jsou rozdílné 
vzorkovací frekvence audia obou stran a je tedy nutno zvuková data převzorkovat na 
správnou frekvenci[4]. Seznam podporovaných kodeků je uveden na oficiálních 
webových stránkách projektu [16] a lze také zobrazit přímo v konzoli FreeSWITCHe 
pomocí příkazu show codec.  
2.6 Session Initiation Protocol 
Session Initiation Protocol (dále jen SIP) je textově orientovaný signalizační protokol 
používaný nejen ve FreeSWITCHi k sestavení relace (session) mezi dvěma nebo více 
koncovými body. Kromě inicializace spojení zajišťuje také modifikaci a ukončení 
spojení. Je definován organizací IETF standardem RFC 3261. Již z názvu protokolu 
vyplývá, že se jedná o protokol pracující na vrstvě relační modelu ISO/OSI, v TCP/IP 
pak na vrstvě aplikační jelikož ten vrstvu relační nerozlišuje. 
2.6.1 Síťové prvky SIP 
SIP pracuje v základu s následujícími prvky[6]: 
a) User Agent Client – generuje SIP žádosti (request) a přijímá odpovědi (answer) 
SIP 
b) User Agent Server – přijímá SIP žádosti a posílá SIP odpovědi 
c) Redirect server – funguje v případě, kdy klient nezná IP adresu server, na kterém 
se volaný uživatel nachází. Adresu lokalizuje a předá UAC.[7] 
d) Proxy server – zařízení ležící mezi koncovými uživateli, které je zodpovědné za 
přeposílání SIP žádostí a odpovědí. Slouží ke směrování a případně k autentizaci 
uživatelů. 
e) Registrar server – přijímá  žádosti o registraci (SIP REGISTER) a následně 
aktualizuje databázi UAC v doméně. 
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2.6.2 Adresace v SIP 
Obecný formát adresace (URI) v SIP  je následovný : uživatel@doména, takže jako 
specifický příklad zde uvedu ucastnik1001@vutbr.cz, kde je ucastnik1001 telefon 
v doméně vutbr.cz. Další příklady jsou uvedeny v praktické části. 
2.6.3 Signalizace v SIP 
Existují dva druhy signalizačních zpráv – žádosti a odpovědi. Tab.  5 zobrazuje 
jednotlivé zprávy definované RFC 3261 a jejich účel dle Soumara [7]: 
Zpráva Účel 
INVITE žádost o zahájení spojení  nebo o modifikaci existujícího spojení 
CANCEL žádost o zrušení probíhající žádosti INVITE 
BYE žádost o ukončení spojení 
REGISTER žádost o registraci klienta na REGISTRAR servu 
OPTIONS žádost o zaslání serverem podporovaných funkcí 
ACK potvrzení od UAC o příjmu žádosti INVITE 
Tab.  5: Základní metody SIP 
Po odeslání žádosti musí příjemce odeslat potvrzení. Tato potvrzení se celkem dělí do 
šesti tříd, které jsou zobrazeny v Tab.  6. 
Třída Popis 
1xx dočasné zprávy o zpracování žádosti 
2xx úspěšné provedení žádosti 
3xx odpověď REDIRECT serveru o nutnosti přesměrování 
4xx chyba žádosti způsobená UAC  
5xx chyba žádosti způsobená serverem 
6xx globální chyba žádosti 
Tab.  6: Základní odpovědi SIP 
Samotné sestavení hovoru a celková komunikace mezi dvěma účastníky a SIP PROXY 















Obr. 4: Sestavení hovoru pomocí SIP 
2.7 Real-Time Transport Protocol 
Abychom mohli realizovat hovor v reálném čase, je zapotřebí výkonné komunikační 
sítě. Taková síť musí splňovat určité požadavky na QoS, přenosovou rychlost a 
zpoždění[9].  
Pokud ale potřebujeme přenášet data v reálném čase (např. stream audia), 
nemůžeme použít protokol TCP, protože ten při každém ztraceném paketu vysílání 
zastaví a přepošle onen paket znovu. Teprve potom může posílání pokračovat. 
Používání TCP by vedlo k obrovskému zpoždění, které je u služeb vysílajících 
v reálném čase, nežádoucí. RTP poskytuje end-to-end přenosové funkce vhodné pro 
přenos audia nebo videa právě v reálném čase. Protokol RTP využívá pro přenos dat 
nespolehlivou síťovou službu UDP. UDP protokol je na rozdíl od TCP služba bez 
spojení, což znamená, že paket může být poslán bez toho, aniž bychom zjišťovali, jestli 
adresát vůbec existuje nebo je připraven na příjem. Také se může stát, že pakety 
nebudou doručeny v pořadí, v jakém byly odeslány. UDP je ideálním protokolem pro 
použití tam, kde potřebujeme udržet datový tok v chodu, spíše než aby nás zajímalo, 
jestli každý paket dojde v pořádku. Pokud při UDP přenosu dat dojde ke ztrátě paketu, 
výsledek je v praxi takový, že u VoIP hovoru nastane odmlka v řádu milisekund, což je 
lepší než mít několika sekundovou odmlku v případě TCP. 
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2.7.1 Formát RTP paketu 
Hlavička RTP paketu je 32b dlouhá. Struktura celého paketu je pak zobrazena v Tab.  7. 
      
              




Zdroj užitečného obsahu 1 
 (CSRC_1) 
………. 
Zdroj užitečného obsahu n 
(CSRC_n) 
PAYLOAD 
Tab.  7: Struktura RTP paketu 
 Prvních 32b hlavičky obsahuje několik kontrolních bitů. Číslo verze RTP (V – 
Version) je aktuálně 2 a jeho délka jsou 2 bity. Pole nadbytečné výplně (P – Padding) 
indikuje, zda-li jsou na konec paketu vloženy nadbytečné pakety, jež mohou být 
vyžadovány  určitými aplikacemi, které pracují s fixní délkou paketů. Tímto polem tedy 
vlastně redukujeme velikost celého paketu a jeho délka je 1 bit. Pole rozšíření (X – 
Extension) značí, je-li  za pevným záhlavím další bit rozšíření, který je používán 
k vložení rozšiřujících informací do záhlaví RTP. Jeho délka je 1 bit. Počet zdrojů 
užitečného obsahu je obsažen v poli CC (CSRC Count) s délkou 4 bitů. Záložkový bit 
(M – Marker) je definován dle typu média s velikostí 1 bitu. Pole typu užitečného 
obsahu  (PT – Payload Type) obsahuje informace o typu obsahu, který určuje, jak si ho 
aplikace bude interpretovat. Jednotlivé typy (někdy tzv. profily) jsou definovány podle 
RFC 3551. Délka tohoto pole je 7 bitů. Sekvenční číslo nebo číslo pořadí s bitovou 
délkou 16 je unikátní číslo, který má každý paket jiné v závislosti na své pozici. 32-
bitové pole Timestamp vyjadřuje moment, ve kterém byl odebrán první byte užitečného 
obsahu (payloadu) [9]. Synchronizační zdroj (SSRC – Synchronization Source 
Identifier) je náhodně vygenerovaná hodnota, která identifikuje zdroj uvnitř relace. 
Ačkoliv je velmi nepravděpodobné, že dva zdroje vygenerují stejné SSRC číslo, každý 
systém implementující RTP musí mít mechanizmus, který tuhle situaci ošetřuje nebo 
s ní počítá. Pole SSRC je dlouhé 32b. Pole CSRC (Contributing Source Identifier) 
určuje zdroje, které přispívají do payloadu. Jak již bylo zmíněno, počet těchto zdrojů je 
určen v hlavičce hodnotou pole CC. Maximum těchto zdrojů je 16 a pole je dlouho 32b. 
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2.8 RTP Control Protocol 
Proces přenosu dat pomocí RTP je řízen kontrolním protokolem RTCP, který poskytuje 
účastníkům relace zpětnou vazbu o kvalitě přenosu dat. Mezi jeho hlavní funkce se řadí: 
 monitorování kvality služeb a kontrola zahlcení 
 řízení toku dat 
 stanovení očekávané délky relace a škálování 
RTCP pakety obsahují přímé informace pro monitoring kvality služeb. RTCP používá 
stejně jako RTP pro přenos dat protokol UDP, ovšem s rozdílným číslem portu. 
2.8.1 Typy RTCP zpráv 
a) Sender Report (SR) – stanice, které odesílají data, také posílají sdělení 
obsahující informace o právě probíhající komunikaci a přenášejí také přijímací 
statistiky pro všechny posílané RTP paketyChyba! Nenalezen zdroj odkazů.. 
b) Receiver Report (RR) – zpráva sloužící pro stanice, které zrovna nevysílají 
žádné RTP pakety. Obsahují informace o počtu ztracených paketů a 
jitteruChyba! Nenalezen zdroj odkazů.. 
c) Source Description Message (SDES) – zdroj zpráv o sobě vysílá informace, 
které mohou podle RFC 1889 být typu: END, CNAME, NAME, EMAIL, 
PHONE, LOC, TOOL, NOTE. 
d) Goodbye Message (BYE) – tato zpráva oznamuje stanicím, které přijímají, že 
zdroj ukončuje relaci a že konec vysílání nebude způsoben selháním sítě. 
e) Application-Specific Message (APP) – typ zpráv sloužící pro experimentální 
účely. 
2.9 Zabezpečení  
Jak již bylo zmíněno výše, ve VoIP se používají signalizační protokol SIP a transportní 
protokol RTP. Tyto protokoly nemají samy o sobě žádné bezpečnostní mechanizmy. 
S narůstajícím počtem uživatelů, kteří přechází k VoIP, bylo zapotřebí implementovat 
bezpečnostní opatření, která by zamezila potenciálním útokům. Zejména ve firemním 
sektoru, kde by útočník mohl získat citlivé obchodní informace, které by pak mohl 
využít, nebo je poskytnout konkurenci, existují typy útoků jako odposlech hovorů, 
monitorování hovorů, šíření malware, útoky DDOS aj. 
 Pro oba protokoly již nyní existují mechanizmy na šifrování užitečného obsahu. 
Zabezpečení SIP se provádí pomocí TLS, u RTP je to potom protokol SRTP. 
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2.9.1 TLS protokol 
Protokol TLS, jehož zkratka značí Transport Layer Security, byl vytvořen organizací 
IETF jako náhrada protokolu SSL v3. Jeho cílem je zajistit soukromí komunikace v IP 
sítích a umožňuje zabezpečit hovor proti odposlechu, falšování zpráv nebo jejich 
padělání[10].  
Algoritmus TLS je podobný SSL. V autentizačním procesu pošle klient zprávu TLS 
serveru s informací o nejvyšší podporované verzi TLS, načež server odpoví zprávou 
obsahující zvolenou verzi protokolu, a může mu poslat svůj certifikát a naopak od 
klienta si vyžádat certifikát jeho. Klient a server si potom v závislosti na zvolené šifře 
vymění relační klíče a autentizační dialog je u konce. Poté může začít zašifrovaná 
komunikace mezi klientem a serverem za použití symetrické šifry, jejíž klíče byly 
vygenerovány v autentizačním dialogu. Podrobněji tento protokol ve své práci 
popisovat nebudu. Více informací lze nalézt např. zde[12]. 
2.9.2 SRTP protokol 
Formát paketu SRTP je podobný paketu RTP, ale má navíc dvě pole.  Prvním polem je 
Master Key Identifier (MKI), které je nepovinné a definuje tzv. „master key“, který je 
využíván pro odvození tajných symetrických klíčů, které se vyměňují v autentizačním 
dialogu TLS. Druhým polem navíc je Authentication tag, což je pole obsahující 
kontrolní součet hlavičky a těla RTP paketu. Používání tohoto pole je doporučeno, 
protože chrání před neautorizovanými změnami užitečného obsahu.  
Při implementaci SRTP protokolu jsou použity metody a) Advanced Encryption 
Standard Counter Mode (AES-CM) a b) NULL.  
Metoda NULL je použita, když není zapotřebí šifrování, ale jen autentizace. Při 
použití této metody zůstane původní RTP payload (užitečný obsah) nezměněn. 
Hlavním důvodem pro zvolení AES-CM byl důvod, že také nemění velikost 
originálního RTP payloadu (již zašifrovaný obsah má stejnou bitovou délku jako 
nezašifrovaný). Další funkcí AES-CM je zpracování paketů ve špatném pořadí. Tento 
standart také specifikuje třetí, volitelnou šifrovací metodu používající AES v režimu f8 
(AES-f8). Tu používají UMTS 3G mobilní systémy. 
Autentizačním algoritmem v SRTP je HMAC-SHA1 definovaný v RFC 2104. 
Tento standard doporučuje, aby RTP tok dat byl chráněn 80-bitovou autentizační 
značkou. Běžný payload ve VoIP má velikost circa 20 bytů, což by dělalo z autentizační 
značky až 50 procent celé velikosti užitečného obsahu. Proto se ve VoIP praxi přešlo 
k používání autentizační značky s velikostí pouze 4 bytů. Více informací o SRTP 
protokolu lze dohledat v [13]. 
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3 VÝKONNOST PBX  
Výkonnost pobočkové ústředny může být charakterizována mnoha způsoby. V praxi je 
ale výkonnost PBX systému posuzována podle dvou hlavních vlastností – Calls per 
Second (CPS), a Concurrent Calls. 
a) Calls per Second (CPS) – tento parametr vyjadřuje počet hovorů, které je 
ústředna schopna realizovat za jednu vteřinu. Limitujícím faktorem je zde 
schopnost zpracování SIP zpráv. 
b) Concurrent Calls – parametr vyjadřující počet souběžných hovorů. Není 
limitován SIP ale spíše RTP protokolem resp. počtem přenášených paketů za 
sekundu. 
Na výkon systému mají vliv zejména dvě věci – hardwarové parametry a samotné 
odladění jádra PBX. 
3.1 Vliv hardwaru na výkon PBX 
V následující kapitole budou zmíněny hlavní parametry hardwaru, které mají nějakým 
způsobem vliv na funkci a výkonnost pobočkové ústředny. 
a) Frekvence a počet jader CPU – každý procesor má určitý počet jader, která běží 
na určité frekvenci. Čím větší frekvence, tím více procesor vykoná logických 
operací (měřených v jednotkách FLOPS a MIPS), a tím větší je tedy jeho 
výkon. Co se týče počtu jader CPU, platí zde to stejné ovšem s jistým 
odstupem. Jádra se totiž nesčítají, ale platí, že každé jádro může pracovat na 
jiné operaci a lze tedy rovnoměrně rozložit zatížení. Ne všude je ovšem toto 
využitelné. Některé aplikace tzv. multi-threading nepodporují, a tudíž nejsou 
při jejich používání využita všechna jádra. Pobočková ústředna FreeSWITCH 
ovšem multi-threading podporuje[14].  
b) Hyper-Threading – technologie procesorů Intel, která způsobuje, že jedno 
fyzické jádro se projeví jako dvě jádra logická. To znamená, že např. 
dvoujádrový procesor se bude projevovat jako čtyřjádrový. Ve skutečnosti se u 
operací, kde dochází k několika operacím najednou, jako je u PBX realizace 
více hovorů, jedná o mechanizmus efektivnějšího přísun dat ke zpracování 
procesorem[14]. 
c) Cache paměť CPU – paměť RAM umístěna přímo na čipu procesoru, kterou 
může procesor zpřístupnit rychleji než obyčejnou RAM. Hlavní jsou velikosti 
paměti L2 a L3. 
d) Technologie výroby CPU – nynější procesory jsou postaveny na 32 nebo 22 nm. 
Určují velikost tranzistorů na čipu. Obecně platí, že čím menší, tím lepší.  
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e) Velikost paměti RAM – určuje, jak dlouho procesor čeká na přísun dat. 
Minimální požadovaná velikost paměti RAM pro FreeSWITCH je 512 MB. 
 
f) Transkódovací karty – speciální akcelerační karty vykonávající proces 
transkódování, který je velmi výpočetně náročný, místo procesoru. 
3.2 Operační systém 
Stejně jako každý jiný software, FreeSWITCH potřebuje pro svoji funkčnost stabilní 
prostředí. Dle vývojářů FreeSWITCHe by teoreticky výkonnostní rozdíl mezi různými 
operačními systémy a jejich distribucemi neměl být až tak značný. Tento fakt je ověřen 
v praktické části práce. V technické dokumentaci projektu FreeSWITCH je doporučeno 
používat 64-bitový operační systém spolu s 64-bitovou verzí FreeSWITCHe, běžící na 
64-bitovém CPU. Toto prostředí by mělo zajistit konzistentní a předvídatelné 
chování PBX. Dále by mělo zajistit spolehlivý clock kernelu – jádra systému, který je u 
aplikací pracujícími s daty (v našem případě s RTP pakety) velmi důležitý. 
Doporučeným operačním systémem je podle vývojáře Johna Boetelera Debian, který je 
používán při vývoji FreeSWITCHe. U Linuxových distribucí je ale potřeba počítat 
s tím, že mají jako výchozí nastavení limitován počet otevřených souborů, což je třeba 
změnit. Postup je popsán v praktické části. 
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4 PRAKTICKÁ KONFIGURACE ÚSTŘEDNY 
V následující kapitole je popsán postup instalace a konfigurace na jednotlivých 
platformách. Instalace serverových distribucí proběhla za pomoci programu VirtualBox, 
a uživatelský operační systém byl vytvořen s pomocí programu VMware Player. 
Použité platformy a jejich jádra jsou uvedeny v Tab.  8.  
Systém Verze Kernel 
CentOS  7 3.10.0-229.el7.x86_64 
Debian  8 3.16.0-4 
Ubuntu  14.04.2003 3.19.0-25 
Windows Server 2012 R2 NT 6.2 
Windows  7 NT 6.1 
Windows 10 NT 10 
Tab.  8: Seznam použitých platforem a kernelů 
4.1 Hardwarové specifikace 
Z kapitoly 3 vyplývá, že použitý hardware má obrovský vliv na výkonnost ústředny. 
Zejména pak CPU. Použitá hardwarová konfigurace virtualizovaného serveru je 
vyobrazena v Tab.  9. 
 
Komponent Typ 
Procesor Intel Core i5-3570 @ 3.40 GHz 
RAM 2 GB 
Architektura 64-bit 
Operační systém Windows 7 Professional 
Tab.  9: Hardwarové parametry virtualizovaného serveru 
Podrobnější specifikace CPU jsou vidět v Tab.  10. 
 
Cache 6 MB 
Počet jader 4 
Počet vláken na jádro 1 
Frekvence  3.4 GHz 
Turbo frekvence 3.8 GHz 
Hyperthreading Ne 
Tab.  10: Specifikace CPU 
 17 
4.2 Instalace PBX FreeSWITCH 
V následující kapitole je popsán postup instalace pobočkové ústředny FreeSWITCH. 
Postup zde je uveden pro Ubuntu Server, nicméně instalace na ostatních platformách se 
až na pár balíčků neliší. 
Prvním krokem instalace je stažení potřebných balíčků. Balíčky obsahují jak 
samotné nástroje pro kompilaci, tak soubory potřebné pro správnou funkci protokolů, 
kodeků a audio souborů.  Instalaci je třeba provést jako uživatel root. 
 
apt-get install autoconf 
apt-get install automake 
apt-get install devscripts 
apt-get install gawk  
apt-get install g++  
apt-get install libjpeg-dev  
apt-get install libncurses5-dev  
apt-get install libtool  
apt-get install make  
apt-get install python-dev  
apt-get install gawk  
apt-get install pkg-config  
apt-get install libtiff-dev  
apt-get install libperl-dev  
apt-get install libgdbm-dev  
apt-get install libdb-dev  
apt-get install gettext  
apt-get install libssl-dev  
apt-get install libcurl4-openssl-dev  
apt-get install libpcre3-dev  
apt-get install libspeex-dev  
apt-get install libspeexdsp-dev  
apt-get install libsqlite3-dev  
apt-get install libedit-dev  
apt-get install libldns-dev  
apt-get install libpq-dev  
apt-get install memcached  
apt-get install libmemcached-dev 
 
Dalším krokem je stažení a rozbalení instalačních souborů FreeSWITCH do adresáře. 
cd /usr/src/ 
wget -c http://files.freeswitch.org/freeswitch-1.4.6.tar.gz 
#tar -zxvf freeswitch-1.4.6.tar.gz 
#cd freeswitch-1.4.6 
 
Poté provedeme konfiguraci souborů. 
./configure 
 







Pokud instalace proběhla v pořádku, objeví se potvrzující tabulka s dodatečnými 
informacemi a příkazy. 
+---------- FreeSWITCH install Complete ----------+ 
+ FreeSWITCH has been successfully installed.     + 
+                                                 + 
+       Install sounds:                           + 
+       (uhd-sounds includes hd-sounds, sounds)   + 
+       (hd-sounds includes sounds)               + 
+       ------------------------------------      + 
+                make cd-sounds-install           + 
+                make cd-moh-install              + 
+                                                 + 
+                make uhd-sounds-install          + 
+                make uhd-moh-install             + 
+                                                 + 
+                make hd-sounds-install           + 
+                make hd-moh-install              + 
+                                                 + 
+                make sounds-install              + 
+                make moh-install                 + 
+                                                 + 
+       Install non english sounds:               + 
+       replace XX with language                  + 
+       (ru : Russian)                            + 
+       ------------------------------------      + 
+                make cd-sounds-XX-install        + 
+                make uhd-sounds-XX-install       + 
+                make hd-sounds-XX-install        + 
+                make sounds-XX-install           + 
+                                                 + 
+       Upgrade to latest:                        + 
+       ----------------------------------        + 
+                make current                     + 
+                                                 + 
+       Rebuild all:                              + 
+       ----------------------------------        + 
+                make sure                        + 
+                                                 + 
+       Install/Re-install default config:        + 
+       ----------------------------------        + 
+                make samples                     + 
+                                                 + 
+                                                 + 
+       Additional resources:                     + 
+       ----------------------------------        + 
+       http://www.freeswitch.org                 + 
+       http://wiki.freeswitch.org                + 
+       http://jira.freeswitch.org                + 
+       http://lists.freeswitch.org               + 
+                                                 + 
+       irc.freenode.net / #freeswitch            + 
+                                                 + 
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V tuto chvíli je FreeSWITCH nainstalován v adresáři /usr/local/freeswitch/bin.V dalším 
kroku nainstalujeme zvuky. 
make cd-sounds-install            
make cd-moh-install               
 
Tento balíček zvuků obsahuje audio soubory s vzorkovací frekvencí 16 kHz a 48 kHz. 





FreeSWITCH lze spustit i v režimu na pozadí pomocí následujícího příkazu. 
./freeswitch –nc 
 
Aby byla ústředna připravena na zátěžové testování, je třeba v Linuxových systémech 
přenastavit počet maximálně otevřených souborů. Tohle a mnohá další nastavení, jako 
je třeba maximální velikost zásobníku, jsou provedena pomocí příkazu ulimit. Na 
oficiálních stránkách projektu FreeSWITCH jsou uvedeny doporučené hodnoty vhodné 
pro testování výkonu. 
 
ulimit -c unlimited 
ulimit -d unlimited  
ulimit -f unlimited  
ulimit -i unlimited  
ulimit -n 999999     
ulimit -q unlimited  
ulimit -u unlimited  
ulimit -v unlimited  
ulimit -x unlimited  
ulimit -s 240          
ulimit -l unlimited  
 
Úspěšné nastavení parametrů lze poté zobrazit pomocí následujícího příkazu. 
ulimit -a    
 
Instalace je tímto krokem završena a ústředna je připravena k použití pro účely interních 
hovorů. 
4.3 Číslovací plán 
Číslovací plán je nezbytná součást ústředny. Určuje pravidla, podle kterých ústředna 
zpracovává hovory. Zjednodušeně by se dalo říci, že se jedná o algoritmus. 
Konfigurační soubory jsou umístěny v adresáři conf/dialplan.  
 Public.xml – Stará se o hovory přicházející z externí sítě. Tyto hovory jsou 
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zpracovány dle pravidel v tomto souboru. 
 Default.xml – Hovory pocházející z ústředny FreeSWITCH analyzovány a 
zpracovány dle pravidel v tomto souboru. 
Jako příklad je uvedeno pravidlo pro zpracování lokálních hovorů tak, jak je 





<action application="export" data="dialed_extension=$1"/> 
<!-- bind_meta_app can have these args <key> [a|b|ab] [a|b|o|s] <app> 
--> 
<action application="bind_meta_app" data="1 b s execute_extension::dx 
XML features"/> 
<action application="bind_meta_app" data="2 b s 
record_session::$${recordings_dir}/${caller_id_number}.${strftime(%Y-
%m-%d-%H-%M-%S)}.wav"/> 
<action application="bind_meta_app" data="3 b s execute_extension::cf 
XML features"/> 
<action application="bind_meta_app" data="4 b s 
execute_extension::att_xfer XML features"/> 
<action application="set" data="ringback=${us-ring}"/> 
<action application="set" data="transfer_ringback=$${hold_music}"/> 
<action application="set" data="call_timeout=30"/> 
<!-- <action application="set" 
data="sip_exclude_contact=${network_addr}"/> --> 
























<action application="sleep" data="1000"/> 





4.4 Konfigurace lokálních účtů 
Pro správnou funkci ústředny musíme pro každý účet vytvořit uživatelský xml soubor, 
který definuje jeho vlastnosti. Struktura každého účtu se řídí dle následující šablony. 
<include> 
<user id="číslo uzivatele" mailbox="hlasová schránka"> 
<params> 
<param name="password" value="heslo"/> 




<variable name="accountcode" value="Číslo účtu"/> 
<variable name="user_context" value="default"/> 
<variable name="effective_caller_id_name" value="Jméno volajícího"/> 






Jako příklad je uvedena přípojka 1000, která je použita při testování. 
<include> 
<user id="1000" mailbox="1000"> 
<params> 
<param name="password" value="1234"/> 
<param name="vm-password" value="1000"/> 
</params> 
<variables> 
<variable name="accountcode" value="1000"/> 
<variable name="user_context" value="default"/> 
<variable name="effective_caller_id_name" value="extension 1000"/> 





Takto vytvořený xml soubor je třeba nakopírovat do adresáře conf/directory. Dalším 
krokem je registrace vytvořených účtů na ústředně.  
4.5 Registrace účtů a realizace hovoru 
Po spuštění ústředny lze pomocí příkazu sofia status profile internal reg zobrazit aktivní 
účty, které jsou právě registrovány na ústředně.  




Total items returned: 0 
============================================================== 
Lze vidět, že ústředna nyní nemá zaregistrovány žádné aktivní účty. Registraci je 
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provedena pomocí VoIP softphone X-Lite 4.9. Po instalaci programu a jeho následném 
spuštění je třeba v menu Softphone vybrat záložku Account Settings. Následně je třeba 
nakonfigurovat účet dle údajů uvedených v xml souboru patřičného účtu viz Obr. 5. 
 
 
Obr. 5: Nastavení účtu 1000 
To stejné musí být provedeno pro účet 1001 a úspěšnou registraci lze posléze ověřit buď 
v samotném softphone nebo přímo na ústředně opět pomocí příkazu sofia status profile 
internal reg. 
 





Call-ID:        78104MmMwMjgwZGFiODRiZTc0NzRjOGZhZjYxMjgxOTNiYjk 
User:           1001@192.168.20.199 
Contact:        "" 
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<sip:1001@192.168.20.79:58078;rinstance=83911f11cb16e565> 
Agent:          X-Lite release 4.9.0 stamp 78104 
Status:         Registered(UDP)(unknown) EXP(2015-11-20 19:19:07) 
EXPSECS(3100) 
Host:           ubuntu 
IP:             192.168.20.79 
Port:           58078 
Auth-User:      1001 
Auth-Realm:     192.168.20.199 
MWI-Account:    1001@192.168.20.199 
 
Call-ID:        78104YWE1NTFlMzk3MTYzZWRlMjZiNTBmYTYyY2I2NmE2MTM 
User:           1000@192.168.20.199 
Contact:        "" 
<sip:1000@192.168.20.120:53351;rinstance=4398c3f2d6deaa25> 
Agent:          X-Lite release 4.9.0 stamp 78104 
Status:         Registered(UDP)(unknown) EXP(2015-11-20 19:21:30) 
EXPSECS(3243) 
Host:           ubuntu 
IP:             192.168.20.120 
Port:           53351 
Auth-User:      1000 
Auth-Realm:     192.168.20.199 
MWI-Account:    1000@192.168.20.199 
 
Total items returned: 2 
============================================================== 
 
Z výpisu konzole jde vidět, že oba účty byly zaregistrovány úspěšně a lze nyní provést 
hovor mezi těmito dvěma účty. Průběh hovoru byl sledován v síťové utilitě Wireshark, 
pro demonstraci lze uvést SIP zprávu BYE zobrazenou na Obr. 6. 
 
Obr. 6: Odchycená zpráva BYE 




5 METODIKA TESTOVÁNÍ 
Obsahem této kapitoly je návrh postupu vhodného pro aplikování na všech použitých 
platformách. Na úvod bude stručně popsána funkce testovacího systému a budou 
uvedeny klíčové parametry, podle kterých je možno upravit test tak, aby vyhovoval 
typu měření, které se snažíme zrealizovat. Testování výkonu za pomoci testovacího 
systému Spirent Avalanche je rozděleno do dvou hlavních testů. Tyto testy jsou 
následně rozděleny do několika úseků. 
5.1 Testovací systém Spirent Avalanche 
Spirent Avalanche je testovací systém sloužící jako komplexní řešení  pro testování sítě 
na vrstvách OSI modelu 4-7. Tester dokáže generovat reálný síťový provoz, do kterého 
spadají až miliony uživatelů nebo velké množstvích různých aplikačních serverů.[19] 
Systém Spirent Avalanche přichází spolu se sadou softwaru, který slouží jako 
grafické uživatelské rozhraní pro tvorbu samotných testů, generování různých scénářů 
či pokročilý prohlížeč výsledků a logů. Výhodou systému je fakt, že na svých portech 
dokáže simulovat jak aplikační servery, tak uživatelský provoz. Ze zmíněného 
uživatelského prostředí je dle informací uvedených na stránkách [19] možno generovat 
mimo velké objemy VoIP dat i video (unicast, multicast, Video on demand) i 
jednoduché datové zátěže. Mezi podporovanými protokoly jsou: IPv4 a IPv6, HTTP, 
HTTPS, FTP, VoIP/SIP, RTSP/RTP, RTMP, SMTP/POP3/IMAP4, DNS, Telnet, 
PPPoX, 802.1Q VLAN tagging, Q-in-Q tagging, NAC, IPSEC, RADIUS a další [19]. 
Jsou zde k dispozici i nástroje pro vytvoření simulace útoku na síť jako je třeba útok 
typu Denial of Service (DoS).  
 
Pro přehlednost byla vytvořena informační tabulka klíčových parametrů testu, které 
je nutno modifikovat při testování ústředny. V závislosti na nastavení těchto parametrů 
je určen charakter testu. Zmiňované parametry, viditelné v Tab.  11, jsou doplněny 
stručným popisem. Samozřejmě je třeba zmínit, že samotné nastavení testovacího 
systému nezaručuje požadovaný výsledek. Druhou část nastavení hraje úprava 













Tab.  11: Tabulka klíčových parametrů testu 
 
Parametry při testování ústředny 
Parametr Funkce Záložka 
SimUser 
Jednotka zátěže firmy Spirent, která 
značí "simulated user" tzn. 




Modifikační parametr označující počet 
SimUsers v dané chvíli. 
Ramp Time 
Čas, který má tester na to, aby se 
dostal z určitého počtu SimUsers A na 
počet B. 
Steady Time 
Čas, po který tester udržuje aktuální 
zátěž. 
IP Address IPv4 adresa ústředny. 
Client/Actions/Phonebook 
Caller 
SIP URI adresa volajícího 
( uzivatel@ustredna ). 
Callee 
SIP URI adresa volaného  
( uzivatel@ustredna ). 
Transport type Volba protokolu UDP nebo TCP. 
Call Length Min Nejkratší doba hovoru. 
Call Length Max Nejdelší doba hovoru. 
Registrar IP Address IPv4 adresa registračního serveru. 
VQA Run-time Stats 
Zapnutí / vypnutí statistik Voice 
Quality Assurance. 
Media 
Audio soubor, který je při hovoru 
přenášen. 
Unregister After Call 




Volba přenášeného audio souboru a 
volba kodeku. Obdobná volba je na 
straně serveru. 
Enable Quality Analysis  
Analýza kvality hovoru, lze zvolit 
režimy voice only nebo voice and 




Zde se nastavují vlastnosti koncového 
uživatele včetně délky hovory ze 
strany serveru. Pokud je z klientovy 
strany čas delší, nebere na něj ohled. 
Server/Profiles 
Authentication Nastavení použitých SIP účtů a hesel. Server/Authentication 
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5.2 Zátěžový test 
 V první části budou porovnány režimy Bypass Media a Výchozí na každém 
z testovaných systémů. V druhé části budou porovnány jednotlivé výsledky v obou 
režimech mezi sebou ve formě závěrečného shrnutí. Porovnávacími faktory budou 
maximální počet hovorů a procento vytížení CPU. Hypotéza je tedy taková, že mezi 
těmito dvěma režimy by měl být vidět znatelný rozdíl maximálního počtu hovorů, což 
by se mělo projevit taktéž na větším počtu transakcí. 
 Jako externí nástroj pro monitorování aktuálního stavu ústředny byl pro 
Windows naprogramován powershell skript fsmonitorwin.ps1, který se ústředny každou 
sekundu dotáže na aktuální počet probíhajících hovorů, a zapíše jej do souboru. Jeho 






    #Pusť soubor calls.bat sloužící pro zjištění počtu hovorů a zápisu    
do souboru 
    Start-Process -FilePath "\freeswitch\calls.bat"  
 
    #zjisti aktuální vytížení a zapiš do souboru ( v procentech) 
    (Get-WmiObject Win32_Processor).LoadPercentage >> CPU_LOG.txt 
 
    #pauza 1 sekundu 
    Start-Sleep -Seconds 1 
} 
Soubor calls.bat použitý ve skriptu pomocí příkazové řádky pouze zjišťuje aktuální 
počet hovorů a zapíše jej do textového souboru. 
fs_cli.exe -x "show calls count" >> CALL_log.txt 
Na Linuxových distribucích je použita a upravena obdoba tohoto skriptu převzata 
z [15]. Výsledky z těchto logů jsou použity pro sestrojení grafů. Jako kontrola dat, které 
ústředna předává na výstup, budou složit vygenerované .csv soubory, obsahující 
kompletní výsledkovou sadu - data z konkrétního měření, díky kterým lze za pomocí 
programu Spirent Result Analyzer i zpětně grafy nejen zobrazit, ale i vytvořit. Pro 
každý systém bude vytvořen samostatný .csv soubor. Tyto soubory jsou přiloženy 
k práci na diskovém médiu. Výsledky udávané ústřednou budou porovnány výsledky 
testeru a následně vyneseny do porovnávacích grafů. 
Aby byl test důvěryhodný, byla pro všechny tyto systémy vyčleněna stejná hardwarová 
konfigurace 
5.2.1 Nastavení testovacího systému Spirent Avalanche pro zátěžový 
test 
Zátěž je generována za pomoci testovacího systému Spirent Avalanche, který bude 
simulovat jednotlivé účastníky a provádět hovory mezi nimi. Tester je nastaven tak, aby 
před započetím hovoru odeslal SIP zprávu o registraci účastníka a po každém skončení 




Obr. 7: Nastavení zátěže u zátěžového testu 
Z tohoto nastavení vyplývá, že tester bude postupně přes dobu 600 s generovat 
zátěž do maxima. V obdobné konfigurační tabulce se potom definuje tzv. steady time ;, 
po kterou tester bude generovat maximální uvedenou zátěž a poté ji postupně sníží až 
k nule. Použitá testovací zátěž lze vidět ve formě charakteristiky na Obr. 8. Délka testu 
je 15 minut a 25 sekund.  
 
 
Obr. 8: Grafické zobrazení zátěže u zátěžového testu 
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V následujícím kroku je třeba nastavit audio stopu, která se bude při hovoru přenášet, a 
kodek. Nový media objekt přidáme pomocí tlačítka New v části Media Properties viz 
Obr. 9. 
 
Obr. 9: Media properties 
 V okně Client Media Properties jej pojmenujeme a jako obsah (content) zvolíme 30-
 sekundový wav soubor viz Obr. 10.  
 
Obr. 10: Client Media Properties 
Kodek volíme pomocí tlačítka Edit. V testu je zvolen standardní kodek G.711a, který je 
používanou ústřednou podporován. Cílem testu je dosáhnout co nejvyššího počtu 
hovorů, proto nebude docházet k transkódování. 
 
Obr. 11: Volba kodeku 
Potvrdíme vše tlačítkem OK a následně ještě zaklikneme možnosti Unregister All 
Before Register a Unregister After Call.  
Dalším krokem je přiřazení patřičných SIP účtů vytvořených v ústředně do testeru. 
Konfigurační prostředí se nachází pod záložkou Client/Actions. Je třeba vybrat zvolený 
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profil a pomocí tlačítka New vytvořit nový telefonní seznam. Do políčka IP Address 
zadáme IP adresu ústředny, port necháme defaultně nastaven na 5060, což je výchozí 
port pro SIP u FreeSWITCHe. Políčko volajícího (Caller) je třeba vyplnit ve formátu 
číslo účtu@ip adresa ústředny, stejně tak je tomu u políčka volaného (Callee). Následně 
je třeba zvolit transportní protokol. V testu je zvolen protokol UDP. 
 
Interval délky hovoru je nastaven na 15-30 s. Tímto je tedy základní nastavení testeru 
pro testování výkonnosti hotovo. 
 
5.3 Test transkódování a kvality hovoru 
V následující kapitole bude na úvod stručně popsána problematika tohoto procesu a 
následně navržen testovací scénář, na kterém bude demonstrována schopnost ústředny 
provádět transkódování a vliv transkódování na výpočetní výkon. Dále bude zaměřena 
pozornost na kvalitu hovoru. Výsledky měření na jednotlivých systémech budou na 
závěr porovnány. 
Kvalita hovoru se ve VoIP hodnotí pomocí mechanizmů MOS a R-Factor, které se 
obecně řadí do skupiny QoE – Quality of Experience V závislosti na hodnotě těchto 
položek po skončení testu lze jednoznačně určit, zda-li byla dosažena požadovaná 
kvalita hovoru.  
 R-Factor – Tato hodnota je odvozena z několika kvalitativních parametrů 
hovoru, jako je třeba zpoždění (delay) nebo jiter (rozptyl latence). Výsledek 
může nabývat hodnot od 0 (velmi špatná kvalita) do 100 (nejlepší kvalita). 
Hodnota menší než 50 je ve VoIP nepřijatelná.  
 MOS (Mean Opinion Score) – Tato metoda zjišťování kvality hovoru bere 
v potaz nejen QoS parametry, ale také použitý kodek. MOS skóre je 
počítáno složitými algoritmy založenými na hodnocení velkého množství 
posluchačů. Dnes tyto posluchače nahrazuje složitý softwarový model. Toto 
skóre může být kladně ovlivněno použitím algoritmů proti ztrátě paketů 
PLC (Packet Loss Control). 
 
Kvalita hovoru R-Factor  MOS  
Výborná 90-100 4,3 + 
Dobrá 80-90 4,0 - 4,3 
Spíše přijatelná 70-80 3,6 - 4,0 
Spíše nepřijatelná 60-70 3,1 - 3,6 
Špatná 50-60 2,6 - 3,1 
Nevyhovující 0-50 1,0 - 2,6 
Tab.  12: Tabulka hodnot R-Factor a MOS 
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Tab.  12 klasifikuje třídy kvality hovoru v závislosti na hodnotách R-Factor a MOS. 
[20] Tyto hodnoty budou měřeny na jednotlivých systémech a poté srovnány mezi 
sebou. Mezi faktory ovlivňující kvalitu hovoru patří i použitý kodek. Obecně dělíme 
kodeky na čtyři kategorie podle přenášeného kmitočtového pásma analogového 
signálu[21], viz Tab.  13. 
 
Kategorie Zkratka Kmitočtové pásmo [Hz] fvz [kHz] Zástupce 
Úzkopásmové (Narrowband) NB 300-3400 8 G.711 
Širokopásmové (Wideband) WB 50-7000  16 G.722 
Super širokopásmové  SuperWB 50-14000 32 Speex 
Hi-Fi audio pásmo (Fullband) FB 20-20000 48 G.719 
Tab.  13: Dělení kodeků 
Testovanými kodeky jsou G.711a a G.726. G.726 poskytuje kvalitu podobnou 
G.711a ovšem pouze s poloviční šířkou pásma. To je způsobeno tím, že na rozdíl od 
G.711, která využívá PCM (Pulsně kódovou modulaci), je zde užito modulace ADPCM 
(Adaptivní diferenciální pulsně kódová modulace). Při převodu signálu z analogového 
na digitální funguje tak, že porovnává dva po sobě jdoucí vzorky hlasu, a výsledek je 
poté použit pro predikci dalšího vzorku. Oba testované kodeky spadají do skupiny 
úzkopásmových. Také je třeba poznamenat, že se jedná o nelicencované kodeky. Jak již 
bylo zmíněno v podkapitole 2.5, podporované kodeky jdou zobrazit přímo v konzoli 
FreeSWITCH (FS_CLI) pomocí příkazu show codec. Licencované kodeky jako jsou 
G.729 nebo G.723, jsou k dispozici pouze v tzv. režimu passthrough. Znamená to, že 
kodeky  lze přenášet bez možnosti transkódování. 
Před nastavením testovacího systému je třeba upravit konfigurační soubory 
ústředny tak, aby ústředna podporovala dané kodeky a proces transkódování vůbec. 
Tím, že je potřeba nějakým způsobem zpracovat audio data ústřednou, je jasné, že 
v tomto případě není možné použít jiného režimu než výchozího, protože ani u režimu 
Bypass Media, ani u režimu Proxy Media není možné data transkódovat. Prvním 
krokem je tedy zvolení vhodného režimu. Poté je třeba upravit konfigurační soubory 
vars.xml a internal.xml. V konfiguračním souboru internal.xml, který se nachází 
v adresáři /conf/sip_profiles je třeba udělat následující změny: 
 
<param name="inbound-zrtp-passthru" value="false"/> 
 
Tento parametr slouží k zakázání režimu passthrough.  Transkódování povolíme 
následovně. 
 
<param name="disable-transcoding" value="false"/> 
 
Poslední změnou v tomto souboru je volba zpožděného vyjednání kodeku. 
<param name="inbound-late-negotiation" value="false"/> 
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Pozdní vyjednání kodeku je použito tehdy, když chceme hovor nasměrovat na námi 
vytvořený skript, který přepisuje informace o kodeku v hlavičce SDP. Tato funkce 
v navrženém testu potřeba není, tudíž je nastavena hodnota parametru jako false. 
Druhým konfiguračním souborem, který je třeba upravit je zmiňovaný vars.xml, který 
se nachází /conf. Zde se nastavují kodeky, s kterými chceme pracovat. 
 
  <X-PRE-PROCESS cmd="set" data="global_codec_prefs=G726-16,PCMA"/> 
  <X-PRE-PROCESS cmd="set" data="outbound_codec_prefs=G726-16,PCMA"/> 
 
Tímto byly v ústředně povoleny pouze kodeky G.711 alaw (PCMA) spolu s G.726. Po 
skončení editací je třeba ústřednu restartovat. 
V testu transkódování je kromě zátěže CPU sledován také stav využití paměti 
RAM. Z tohoto důvodu bylo třeba modifikovat skripty, které jsou spuštěny před 
začátkem testu. Pro Linuxové distribuce přidáme do skriptu následující řádky: 
#RAM 
RAMUSAGE=`free -m | awk 'NR==2{printf "Memory 
Usage:(%.2f%%)\n",$3*100/$2 }'` 
 
Proměnnou RAMUSAGE poté pouze přidáme do proměnných, které chceme zapisovat 
do souboru. Pro Windowsové systémy upravíme powershell skript: 
 
Get-WmiObject win32_OperatingSystem |%{"Total Physical Memory: 
{0}KB`nFree Physical Memory : {1}KB`n" -f $_.totalvisiblememorysize, 
$_.freephysicalmemory} >> RAM_LOG.txt 
 
Záznam využití paměti bude zapsán do nově vytvořeného souboru RAM_LOG.txt. 
S pomocí těchto dat bude vytvořen graf. Pomocí testeru Spirent Avalanche bude 
sledována právě také zmíněná kvalita hovoru – konkrétně MOS a R-Factor hodnoty. 
Tyto hodnoty umožní klasifikaci jednotlivých systémů do kategorií uvedených v Tab.  














5.3.1 Nastavení testovacího systému Spirent Avalanche pro test 
transkódování a kvality hovoru 
Zátěž je u tohoto scénáře nižší, než-li je tomu u testu zátěže, protože je zde kladen důraz 
na kvalitu hovoru a na demonstraci schopnosti ústředny provést transkódování. 
 
 
Obr. 12: Grafické zobrazení zátěže u testu transkódování 
Na Obr. 12 je graficky vyobrazena nakonfigurovaná zátěž. Jelikož uživatelské rozhraní 
testeru Spirent Avalanche bylo popsáno a ilustrováno již v kapitole 5.2.1 a liší se pouze 
hodnoty samotných parametrů, bude zde pro přehlednost uvedena pouze tabulka (Tab.  
14) hodnot těchto parametrů s komentářem. 
 
Parametr Hodnota Jednotka 
Height 100 SimUsers 
Ramp Time (up) 90 sec. 
Steady Time 260 sec. 
Ramp Time (down) 40 sec. 
Caller 1000@192.168.20.199 - 
Callee 1001@192.168.20.199 - 
Call length min. 500000 ms. 
Call lenght max. 500000 ms. 
Media Codecs G.711 alaw <-> G.726 - 
VQA Voice Only - 
Statistics Mode Full - 
Local SIP port 5060 - 
VLAN 304 - 
Tab.  14: Parametry testu transkódování 
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Jak z grafického, tak z tabulkového zobrazení jde vidět, že oproti testu zátěžovému zde 
byla snížena zátěž (počet simulovaných účastníků) na čtvrtinu.  Změna je zde také 
v tom, že se jedná o scénář bez ukončování hovorů, což by mělo snížit zátěž a zlepšit 
kvalitu hovoru resp. sledované hodnoty RFactor:LQ a MOS. 
 
6  VÝSLEDKY TESTŮ        
6.1 Zátěžový test 
6.1.1 CentOS 
Jako první bylo testování provedeno na Linuxové distribuci centOS 7, jehož verze 
Kernelu je uvedena v Tab.  8. Jako první je uveden počet transakcí za sekundu pro 
ústřednu ve výchozím režimu. 
 
Obr. 13: centOS ve výchozím režimu – počet transakcí za sekundu 
Z výše uvedeného grafu vyplývá, že ústředna při největší zátěži měla již problém 
zpracovávat pakety. Výkonnost ústředny se v hlavní části testu pohybovala mezi 75 a 
200 zpracovanými transakcemi s občasnými výkyvy, které s sebou nesli většinou i 
určité procento neúspěšných transakcí. Souhrn počtu transakcí lze vidět na Obr. 14. 
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Obr. 14: centOS ve výchozím režimu – shrnutí 
Druhou částí měření výkonnosti ústředny na systému centOS bylo testování v režimu 
Bypass Media. Graf transakcí za sekundu pro tento režim lze vidět na Obr. 15. 
 
Obr. 15: centOS v režimu Bypass Media – počet transakcí za sekundu 
 
Obr. 16: centOS v režimu Bypass Media – shrnutí 
Z grafu lze vidět markantní nárůst počtu transakci v porovnání s režimem 
výchozím, a to více než trojnásobný. Lze to přisuzovat tomu, že ústředna zrealizovala 
větší počet hovorů viz srovnávací grafy níže. Na rozdíl od výchozího režimu navíc 
tester nezaznamenal žádné neúspěšné transakce. 
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Obr. 17: centOS – využití CPU v průběhu testu 
 
Obr. 18: centOS – srovnání počtu hovorů 
Při testování na systému centOS v obou režimech bylo dosaženo očekávaných 
výsledků. Z grafu na Obr. 17 lze vidět značný rozdíl ve využití CPU, kde ústředna 
v průběhu testu zatížila CPU až na 99,3%. V režimu Bypass Media byla maximální 
hodnota zatížení pouze 91,2%. Lze také pozorovat, že při režimu Bypass Media zatížení 
nekolísá v takové míře, jako u výchozího režimu. V grafu na Obr. 18 jde vidět i nárůst 
v počtu hovorů, které ústředna dokáže uskutečnit. Je to dáno tím, že RTP pakety po 
zahájení hovoru netečou přes ústřednu, ale přímo mezi koncovými body – účastníky. 
Rozdíl mezi signalizovaným počtem hovorů, který byl po dobu testu odečítán přímo 
z ústředny, a počtem opravdu zrealizovaných hovorů je značný. Důvod je ten, že 
ústředna od určitého procenta vytížení CPU nestíhá obsluhu RTP paketů. V praxi je to 
tedy tak, že hovor je po úspěšné signalizaci založen, kanál je vytvořen, ale ústředna 
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RTP data nestíhá odesílat, a tak hovor ukončí. Nicméně jelikož se kanál úspěšně 
otevřel, tak ze strany ústředny jde o uskutečněný hovor, který se tak promítne i v logu a 
ve statistikách ústředny.  
Výše zmíněný fakt lze vypozorovat z grafu na Obr. 19. V určitém čase ústředna 
přestane stíhat odbavovat RTP provoz a hovory začne ukončovat.  
 
Obr. 19: centOS v režimu Bypass Media - RTP provoz 
 
Obr. 20: centOS v režimu Bypass Media - graf retransmission 
S tímto faktem úzce souvisí situace na Obr. 20, kde lze vypozorovat, že se 
vzrůstajícím rozdílem mezi odeslanými a přijatými RTP daty roste také počet žádostí 
o retransmission, neboli o opětovné vysílání. Retransmission vzniká, když UAC 
volajícího do určitého časového intervalu nedostane odpověď na INVITE zprávou 200 
OK. Tímto paradoxně vzniká situace, kdy ústředna už tak při určité míře zátěže nestíhá 
po otevření kanálu odbavovat RTP pakety, a  nestíhá tedy ani odpovídat na některé 
žádosti INVITE. Tím zpětně dochází k rostoucímu generování dalších žádostí resp. 
retransmissionů, které ústřednu zatěžují ještě více. Díky těmto grafům, a grafu zátěže 
v průběhu testu, která byla navržena v kapitole navrhované metodiky, můžeme určit 
chvíli, kdy ústředna přestala stíhat odbavovat RTP data, a tento čas poté porovnat 
s křivkou aktivních hovorů, čímž dosáhneme opravdového počtu hovorů, u kterých 
proběhl příjem i odeslání RTP dat tak, jak měl. 
Tyto dodatečné grafy jsou součástí výsledkové sady obsažené na přiloženém CD. 
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6.1.2 Ubuntu Server 
Druhým testovaným Linuxovým systémem byl Ubuntu Server 14.04.2003. Graf počtu 
transakcí za sekundu lze vidět na Obr. 21. 
 
Obr. 21: Ubuntu Server ve výchozím režimu – počet transakcí za sekundu 
 
Obr. 22: Ubuntu Server ve výchozím režimu – shrnutí 
Z grafu vyplývá, že spolu s vzrůstající zátěží stoupá i počet transakcí, a v čase 
největšího zatížení roste i počet neúspěšných transakcí. Ve srovnání se systémem 
centOS zde proběhlo transakcí více, naopak neúspěšných bylo méně. V dalším kroku je 





Obr. 23: Ubuntu Server v režimu Bypass Media – počet transakcí za sekundu 
 
Obr. 24: Ubuntu Server  v režimu Bypass Media – shrnutí 
V grafu a následné tabulky shrnutí lze vidět, že počet transakcí stoupal až téměř 
k samotnému konci testu a nenastalo tu tedy období postupné snižování zátěže, jako 
tomu bylo u předchozích testů, nýbrž došlo k rapidnímu poklesu – během několika 
sekund z 1400 transakcí na nulu. Lze tedy říci, že v tomto režimu ústředna nereagovala 
na snížení zátěže nastavené na testeru.  
 
Obr. 25: Ubuntu Server – vytížení CPU v průběhu testu 
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Obr. 26: Ubuntu Server – srovnání počtu hovorů 
Z grafů lze vypozorovat zajímavý jev, kdy v režimu Bypass Media při stoupajícím 
počtu transakcí ke konci testu se zátěž CPU téměř nemění resp. mírně klesá. Maximální 
počet hovorů ve srovnání se systémem centOS je 51 vyšší, nicméně pouze špičkově, 
protože z grafu na Obr. 26 vyplývá, že průměrně je na tom Ubuntu hůře, než je tomu u 
centOSu. 
6.1.3 Debian 
Debian je systém, který je využíván k vývoji FreeSWITCHe a proto by teoreticky měl 
být nejlépe pro tuto ústřednu optimalizován. Testovaná je verze s přezdívkou „Jessie“ – 
tedy 8. 
 
Obr. 27: Debian ve výchozím režimu – počet transakcí za sekundu 
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Obr. 28: Debian ve výchozím režimu – shrnutí 
U tohoto systému docházelo k značnému kolísání transakcí, s čímž jsou opět 
spojeny transakce neúspěšné, kterých zde bylo zatím nejvíce. Následuje graf na 
zobrazující počet transakcí za sekundu v režimu Bypass Media. 
 
Obr. 29: Debian v režimu Bypass Media – Počet transakcí za sekundu 
 
Obr. 30: Debian v režimu Bypass  Media – shrnutí 
 
Z grafů transakcí lze vidět, že ústředna běžící na systému Debian, zvládla hovory 
obsloužit se značně menším počtem transakcí. To je způsobeno tím, že u předchozích 
testů ústředna nestíhala registrovat všechny účastníky, kteří o to zažádali. Toto jim 
ústředna sdělila pomocí SIP odpovědi 4xx, což tester již pokládal za platnou transakci a 
proto v grafech u kapitol 6.1.1 a 6.1.2 vidíme jejich vysoký počet. Lze tedy konstatovat, 




Obr. 31: Debian – vytížení CPU v průběhu testu 
Obr. 31 ukazuje, jak ústředna využívala CPU v průběhu celého testu. Oproti 
ostatním systémům v totožném režimu je zde vidět velký nárůst vytížení. Zatížení zde 
stoupá mírněji, nicméně dosahuje vyšších hodnot než u jiných systémů. 
 
Obr. 32: Debian – srovnání počtu hovorů 
V grafu na Obr. 32 lze vidět srovnání počtu hovorů. Průměrný počet hovorů oproti 
ostatním systémům vzrostl téměř o 100, nicméně rozdíl mezi dvěma režimy chodu 
ústředny je ve stejných mezích jako u jiných systémů. 
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6.1.4 Windows Server 
Čtvrtým testovaným systémem je Windows Server 2012. Jedná se o první z řady 
testovaných systému, který není založen na Linuxovém jádru. Veškeré nastavení a 
konfigurace ústředny jsou ovšem stejné. Graf počtu transakcí za sekundu ve výchozím 
režimu lze vidět na Obr. 33. 
 
Obr. 33: Windows Server ve výchozím režimu – počet transakcí za sekundu 
 
Obr. 34: Windows Server ve výchozím režimu - shrnutí 
U ústředny běžící na Windows Serveru ve výchozím režimu byl zaznamenán druhý 
největší počet neúspěšných transakcí ze všech celkově testovaných systémů. To lze 
přisuzovat přetížením ústředny, viz využití CPU na Obr. 37. 
Následuje graf transakcí pro režim Bypass Media viz Obr. 35. 
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Obr. 35: Windows Server v režimu Bypass Media – počet transakcí za sekundu 
Z grafu lze již od pohledu vyčíst, že se významně zvýšil počet transakcí za 
sekundu, které ústředna dokáže zpracovat. Tento fakt potvrzuje i Obr. 36 zobrazující 
shrnutí transakcí v průběhu zátěžového testu. 
 
 
Obr. 36: Windows Server v režimu Bypass Media - shrnutí 
 
 
Obr. 37: Windows Server – vytížení CPU v průběhu testu 
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U výchozího režimu ústředny je patrné maximální vytížení CPU po dobu téměř celého 
testu. Je nutno poznamenat, že na rozdíl od systémů Linuxových, ústředna 
nainstalovaná na tomto systému dokázala zatížit CPU na 100% i přes to, že u 
Linuxových systému byly limity zátěže odemčeny. Pravidlo, že zatížení je nižší při 
režimu Bypass Media zde také platí. Stoupání zátěže zde nebylo tak strmé, jako u 
výchozího režimu. 
 
Obr. 38: Windows Server – srovnání počtu hovorů 
Z grafu srovnání počtu hovorů na Obr. 38 vidíme, že mezi průměrným počtem 
hovorů v obou režimech je značný rozdíl a tudíž i tento systém potvrzuje premisu. To 
samé se však nedá říci o zatížení procesoru. S ohledem na vytížení CPU opět lépe 
vychází režim Bypass Media. Rozdíl mezi signalizovaným a opravdovým počtem 
hovorů je zde markantní. Vznikal zde velký počet retransmissionů. Lze to přisuzovat 
neúplné kompatibilitě jádra s ústřednou. 
6.1.5 Windows 7  
Dalším testovaným subjektem je operační systém Windows 7, jedná se tedy o 
uživatelský operační systém. Byla použita edice Professional. Dle představené metodiky 
bude ústředna jako první opět testována v režimu Výchozím a poté v režimu Bypass 
Media. Graf počtu transakcí za sekundu je zobrazen na Obr. 39. 
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Obr. 39: Windows 7 ve výchozím režimu - počet transakcí za sekundu 
Oproti systému Windows Server vidíme, že zde docházelo ke značnému kolísání. To 
ovšem ne vždy vyústilo v neúspěšné transakce, ale pouze k poklesu množství jejich 
zpracování za sekundu viz shrnutí transakcí na Obr. 40. 
 
Obr. 40: Windows 7 ve výchozím režimu – shrnutí 
Vidíme tedy, že i přes značné kolísání je počet neúspěšných transakcí velmi malý. 
Následují výsledku v režimu Bypass Media, konkrétně graf počtu transakcí za sekundu, 
viz Obr. 41. 
 
Obr. 41: Windows 7 v režimu Bypass Media - počet transakcí za sekundu 
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Obr. 42: Windows 7 v režimu Bypass Media - shrnutí 
Z grafu transakcí a následného shrnutí vidíme, že počet transakcí v režimu Bypass 
Media byl vyšší než v režimu výchozím, a také fakt, že ani jedna transakce nebyla 
neúspěšná.  
Na dalším grafu je zobrazena zátěž procesoru v průběhu testu v obou režimech. 
 
Obr. 43: Windows 7 - využití CPU v průběhu testu 
 
Obr. 44: Windows 7 - srovnání počtu hovorů 
Na grafu vytížení CPU vidíme opět jasný rozdíl mezi oba režimy. Ve výchozím režimu 
vidíme strmější nárůst zatížení procesoru a značné kolísání, které se projevilo na počtu 
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možných zpracovaných transakcí za vteřinu. Viditelný je i rozdíl mezi maximálním 
počtem hovorů, které dokázala ústředna zpracovat. Rozdíl mezi signalizovanými a 
opravdu proběhlými hovory je zde taktéž znatelný, ovšem není tak značný jako u 
systému Windows Server. 
6.1.6 Windows 10  
Posledním testovaným operačním systémem je Windows 10 ve verzi Education. Na 
úvod je třeba říci, že tento systém je jako jediný „mladší“  než-li verze Freeswitche, na 
kterém probíhá testování. 
Stejně jako u všech předchozích systémů, bylo provedeno testování obou režimů. 
Na Obr. 45 je uveden graf transakcí za sekundu spolu s celkovým souhrnem transakcí 
na Obr. 46. 
 
 
Obr. 45: Windows 10 ve výchozím režimu - počet transakcí za sekundu 
 
Obr. 46: Windows 10 ve výchozím režimu – shrnutí 
 Již od pohledu jde vidět, že při  testování nastal v něčem problém. V grafu 
transakcí za sekundu vidíme velmi malý počet právě zpracovávaných transakcí po celý 
průběh testu, až na občasné výkyvy, které ovšem doprovází vysoký počet transakcí 
neúspěšných. Test odhalil celkem 6710 neúspěšných transakcí, což je více než čtvrtina. 
 Další indicií naznačující problém je využití procesoru po dobu celého testu 




Obr. 47: Windows 10 - využití CPU v průběhu testu 
Z grafu je viditelné, že ústředna nepracovala správně, protože rozdíl mezi oba 
režimy na grafu využití CPU není téměř vůbec patrný. Bylo tedy třeba problém 
s ústřednou analyzovat a zjistit příčinu, neboť problémy přetrvával i v režimu Bypass 
Media. Grafy podrobného testování pro režim Bypass Media jsou z tohoto důvodu 
vynechány. 
Jako první bylo třeba zjistit, zda je problém v ústředně, nebo v nastavení systému či 
nastavení virtuálního stroje. Proběhla podrobná kontrola konfigurace ústředny v tom 
smyslu, jestli je všechno nakonfigurováno stejně tak, jako tomu bylo i u předchozích 
systémů. Dalším krokem bylo stažení softwarové benchmarkové utility za účelem 
provedení tzv. „stress“ testu CPU. Tento test prokázal, že CPU pracuje správně, a chyba 
tedy není v konfiguraci virtuálního stroje. Jedinou zbývající příčinou mohla být 
nekompatibilita ústředny s jádrem. Z informací získaných od jednoho z aktivních 
vývojářů ústředny Kena Riceho, jež se aktuálně podílí na vývoji, vyplývá, že mimo 
testovací účely by FreeSWITCH na systém Windows 10 ani Windows 8 (8.1) být 
instalován neměl. Je to jednoduše pro to, že ústředna není s těmito systémy ještě plně 
kompatibilní a nezachová si plnou funkčnost tak, jako u Linuxových systémů. Je to 
dáno tím, ústředna je vyvíjena na Debianu, a aby fungovala na Windows, je třeba vždy 
překompilovat zdrojový kód nové verze. Proces kompilace zde nebudu blíže rozebírat, 
více informací lze nalézt na oficiální stránce FreeSWITCH v sekci Windows [17]. 
Nekompatibilita mezi ústřednou a jádrem se samozřejmě projevila i na počtu 
hovorů realizovaných ústřednou viz Obr. 48. 
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Obr. 48: Windows 10 - srovnání počtu hovorů 
 
Tímto byl porovnán výkon jednotlivých ústředen pro každý systém v obou 
režimech dle stanovené metodiky. V následující podkapitole budou porovnány výsledky 
mezi jednotlivými systémy. 
6.2 Zátěžový test - shrnutí výsledků 
V grafu na Obr. 49 je vyobrazeno porovnání ve formě průměrného počtu hovorů na 
všech testovaných platformách, a to v obou testovaných režimech. Zdaleka nejhůře 
dopadl z testovaných systémů Windows 10 Edu, jehož jádro, jak se ukázalo, není 
s aktuální verzí FreeSWITCHe kompatibilní viz podrobnější popis problému v kapitole 
6.1.6. U Windowsových systémů si můžeme všimnout toho, že v průběhu testů ve 
výchozím režimu je procesor poměrně dlouhou dobu zatížen na plných 100%, čehož 
nebylo ani přes odemčené výkonnostní limity Linuxových systémů dosaženo. 
Z testovaných Linuxových systémů, vyšel výsledkově a tedy výkonnostně nejhůře 
systém Ubuntu Server 14,  pod kterým ústředna dokázala zrealizovat pouze 224 hovorů 
ve výchozím režimu a 413 v režimu Bypass Mode. Jeden z důvodů, proč tomu tak je, 
může být fakt, že balíčky obsažené v systému Ubuntu nejsou aktuální a tak funkčnost 
ústředny nenaplňuje svůj potenciál. Hlavní vývojář Anthony Minessale se na stránkách 
projektu FreeSWITCH vyjadřuje k tomuto tématu následovně: „Hlavním důvodem, proč 
všichni doporučují instalovat FreeSWITCH na Debian je proto, že jsme poslední rok 
strávili tím, že jsme se snažili synchronizovat všechny balíčky a konfigurační soubory 
právě s touto platformou,…“ [18].  O něco lépe než Ubuntu je na tom systém centOS 7, 
kde ústředna zvládla realizovat ve výchozím režimu průměrně 273 hovorů a v režimu 
Bypass Mode 433. Dodatečně bylo realizováno i měření na systému centOS 7 
s novějším kernelem 4.4.3-1.el7.elrepo.x86_64, který by měl zvýšit výkon systému. 
K systému centOS s novějším kernelem nebyly uvedeny podrobnější grafy, ovšem 
výsledky počtu hovorů jsou zobrazeny v závěrečném grafu. Vidíme, že došlo ke 
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znatelnému navýšení maximálního počtu hovorů a to 377 ve výchozím režimu a 588 
v režimu Bypass Media. Tímto byl demonstrován vliv kernelu na celkový výkon 
systému. Posledním z testovaných Linuxových systémů byl Debian 8 
„Jessie“, u kterého došlo k výraznému nárůstu hovorů v obou režimech. Z vybraných 
zástupců Windowsové platformy dopadl nejlépe systém Windows 7, který dosáhl ve 
výchozím režimu 359 hovorů a v režimu Bypass Media 519. 
 
Obr. 49: Porovnání průměrného počtu hovorů na testovaných systémech 
Pomyslným vítězen testu je systém Debian 8 „Jessie“. Výsledek není nijak 
překvapivý, protože se jedná o systém, na který je FreeSWITCH primárně vyvíjen. 
6.3 Test transkódování a kvality hovoru 
Testování proběhlo na všech stejných systémech i hardwarové konfiguraci, jako tomu 
bylo u testu zátěžového s výjimkou systému Windows 10, jehož jádro (kernel) není 
s ústřednou kompatibilní. Postup měření, tak, jak je vysvětlen a popsán v kap 5.3, je 
názorně  a podrobně předveden na jednom ze systémů, a výsledky ostatních testů jsou 
shrnuty do několika srovnávacích grafů. 
Prvním krokem je demonstrace schopnosti ústředny provádět transkódování. Toto 
je provedeno pomocí odchycení síťového provozu utilitou Wireshark a analýzou logu 
ústředny FreeSWITCH v době inicializace hovoru.  
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Obr. 50: Hlavička SDP účastník 1000 - test transkódování 
Na Obr. 50 je zobrazena hlavička SDP, která obsahuje informace o relaci. Vidíme zde 
adresu SIP User Agent a jméno relace SIP Call. V sekci informací o přenášeném mediu 
vidíme, že je použit kodek PCMA, neboli G.711a. Tato SIP zpráva typu INVITE je 
zaslána ústředně prvním účastníkem (1000). Nyní je třeba zanalyzovat stejnou situaci ze 
strany druhého účastníka (1001). 
 
 
Obr. 51: Hlavička SDP účastník 1001 - test transkódování 
 Obr. 51 ukazuje blíže nezkoumanou SIP zprávu INVITE, která byla zaslána 
ústřednou účastníkovi č.2 nabízející kodeky G.711a a G.726. Do podrobna je zde 
vyobrazena SIP zpráva (odpověď) OK, která obsahuje informaci o relaci v podobě SDP 
hlavičky, kde vidíme, že si UAC klienta 1001 z dvojice nabízených kodeků vybral ten, 
který podporuje, čili G.726. 
Tuto situaci lze vyčíst také z logu konzole ústředny při průběhu hovoru. Logy jsou 
standardně ukládány do adresáře /log v hlavní složce FreeSWITCHe. 
Local SDP: 
v=0 
o=FreeSWITCH 1462430906 1462430907 IN IP4 192.168.20.199 
s=FreeSWITCH 
c=IN IP4 192.168.20.199 
t=0 0 












o=SIP-UA 1548 3748 IN IP4 192.168.20.253 
s=SIP Call 
c=IN IP4 192.168.20.253 
t=0 0 
m=audio 10696 RTP/AVP 98 
a=rtpmap:98 G726-16/8000 
 
Tímto byla demonstrována schopnost ústředny provádět transkódování. Následují 
výsledky měření na jednotlivých systémech. 
Měření jednotlivých systémů probíhalo dle popsané metodiky. Nejprve budou podrobně 
předvedeny výsledky měření jednoho z pěti testovaných systémů – konkrétně Debian – 
a výsledky ostatních systémů budou již pouze shrnuty do porovnávacích grafů. 
 
 
Obr. 52: Debian - graf RTP toku 
Pro každý z testovaných systémů, byl z naměřených dat zkonstruován graf toku 
RTP bajtů odeslaných a přijatých. Na Obr. 52 jde vidět, že jednotlivé statistiky se 
překrývají, což znamená, že v průběhu testování nedocházelo ke ztrátě paketů. 
Monitorováno bylo také zatížení CPU a RAM v průběhu testu. Z důvodu dosažení co 
nejlepšího možného QoE, resp. RFactor a MOS hodnoty je zde oproti testu zátěžovému 






Obr. 53: Debian - Graf vytížení CPU a RAM v průběhu testu 
Graf na Obr. 53 vyobrazuje, z kolika procent byl vytížen procesor a kolik procent 
paměti RAM bylo v dané chvíli využito. Z grafu je patrné, že paměť RAM má jen 
nepatrný vliv na výkon ústředny, neboť před začátkem testu byla využita z 33 procent 
a v průběhu testu byla vytížena v nejvyšším bodě charakteristiky pouze ze 41 procent. 
Využití procesoru v době nečinnosti bylo velmi nízké, konkrétně mezi jedním až třemi 
procenty. Po začátku testu se však využití rapidně zvýšilo, ve špičce až na 33 procent. 
Grafy jako na Obr. 52 a Obr. 53 mohou být spolu s logy ústředny pomůckou při hledání 
chyb a problému v případě špatného výkonu ústředny. Dalším krokem je analýza QoE. 
 
 
Obr. 54: Debian - výsledek MOS hodnocení 
Výsledek měření kvality hodnoty MOS lze vidět na Obr. 54. Dle Tab.  12 
můžeme zařadit výsledek kvality hovoru do kategorie Dobrá s hodnocením 4,179 a 
4,195. Měří se jak tzv. „listening quality“ – MOS_LQ – tak i „conversational quality“ – 
MOS_CQ. Tyto dvě hodnoty jsou stejné, až na to, že MOS_CQ bere při kalkulaci skóre 
v potaz i ozvěnu, zpoždění a jitter[22], proto je tato hodnota o něco nižší. Následuje graf  
průměrné hodnoty RFactor v průběhu testu, viz Obr. 55. 
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Obr. 55: Debian - graf hodnoty RFactor:LQ v průběhu testu 
 
Stejně jako u hodnoty MOS má i RFactor hodnocení rozděleno do LQ a CQ. 
Tester bohužel podporuje graf pouze hodnot LQ, nicméně hodnota konverzačního 
režimu by se dala očekávat podobná. Podle Tab.  12 můžeme zařadit kvalitu hovoru dle 
hodnoty RFactor do skupiny Výborná s průměrnou hodnotou 93. Lze zde tedy 
pozorovat rozdíl hodnocení kvality hovoru pomocí MOS a RFactor. V praxi je tato 
hodnota dostačující.  
 
Výše uvedené hodnoty byly naměřeny také pro ostatní systémy, nicméně 
nebudou již pro každý systém vypsány dopodrobna, ale naopak shrnuty do přehledných 
závěrečných porovnávacích grafů. Veškeré dodatečné grafy jsou přiloženy k práci na 
CD, viz příloha A.3. 
6.4 Test transkódování a kvality hovoru – shrnutí výsledků 
Tento test byl proveden na celkem pěti operačních systémech. Systém Windows 10 Edu 
byl z testu vynechán z důvodu nekompatibility jádra. Z důvodu přehlednosti byly 
vytvořeny dva grafy, které srovnávají výsledky hodnocení kvality hovoru MOS a 
RFactor na jednotlivých systémech. 
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Obr. 56: Srovnání MOS výsledků jednotlivých systémů 
 
Obr. 57: Srovnání RFactor výsledků jednotlivých systémů 
 
Z grafů na Obr. 56 a Obr. 57 lze již na první pohled vidět, že rozdíly mezi CQ a LQ 
jsou minimální u obou těchto hodnotících algoritmů. Rozdíl mezi těmito dvěma 
hodnotami způsobuje ozvěna (echo), zpoždění (delay) a jitter. Jelikož jsou tyto rozdíly 
minimální, můžeme konstatovat, že kvalita hovoru v měřeném prostředí není těmito 
nežádoucími parametry nijak výrazně ovlivněna.  
Systémem s nejlepším MOS a RFactor hodnocením, tedy systémem s nejlepší 
kvalitou hovoru, je linuxová distribuce Debian 8 „Jessie“. Nedocházelo zde k žádné 
ztrátě paketů a nežádoucí vlivy byly minimální. Podobný výsledek byl také u systému 
centOS, který byl testován ve verzi s nejnovějším kernelem 4.4.3. Velmi dobrý 
výsledek byl dosažen také na systému Windows 7, který v RFactor hodnocení dosáhl 
jen o jednu jednotku méně než centOS. Hůře už dopadl systém Ubuntu, kterému na 
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Debian chybí už šest RFactor jednotek. Způsobeno je to tím, že balíčky, které využívá 
FreeSWITCH, jsou na Ubuntu staré a nevychází k nim už žádné aktualizace. Nejhůře 
dopadl systém Windows ve své serverové verzi 2012, u kterého je, jak uvádí vývojář 
Ken Rice v kapitole 6.1.6, vždy obtížné hledat příčinu, protože FreeSWITCH není na 
Windowsové systémy stavěn, a tak kterákoliv funkce může kdykoliv přestat pracovat 
tak, jak má. Konkrétně v tomto případě z analýzy síťového provozu Wiresharkem 
vyplývá, že ústředna měla problém s registrací účastníků, a na některé zprávy 
REGISTER odpovídala zprávou 401 Unauthorized, ačkoliv přihlašovací údaje byly 
správné. 
Výsledná klasifikace kvality hovoru do tříd podle odpovídající hodnoty MOS a 
RFactor uvedených v kapitole  5.3, Tab.  12, je z důvodu přehlednosti vyobrazena 
v Tab.  15. Každý z algoritmů hodnocení kvality hovorů přistupuje k výpočtu výsledné 
hodnoty jinak. MOS bylo v minulosti kalkulováno nejen z QoS parametrů a zvoleného 
kodeku, ale jedním z hodnotících faktorů byl také faktor lidský. Ten je nyní v moderní 
době eliminován a nahrazen softwarovým modelem posluchače. Právě zde vzniká 
možný rozdíl mezi hodnotou MOS a RFactor.  
Z výsledků je patrné, že všechny testované systémy, až na Windows Server 2012, 
dosahovali požadovaného standardu kvality pro VoIP služby – třída kvality alespoň 
dobrá nebo lepší.  
 
 
Klasifikace kvality hovoru jednotlivých systémů 
Systém MOS_CQ RFactor_CQ 
centOS Dobrá Výborná 
Ubuntu Dobrá Dobrá 
Debian Dobrá Výborná 







Tab.  15: Klasifikace kvality hovoru jednotlivých systémů 
 
Je samozřejmé, že se zvyšováním zátěže by se kvalita hovoru snižovala. Pokud bychom 
chtěli kvalitu udržet, museli bychom zvolit lepší procesor. Závěrečným grafem je graf 
nárůstu zátěže oproti stavu nečinnosti. 
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Obr. 58: Graf nárůstu zátěže oproti stavu nečinnosti 
Graf na Obr. 58 vyobrazuje, o kolik se zvýšilo využití procesoru a paměti RAM 
v průběhu testu oproti stavu nečinnosti. V souvislosti s výsledky kvality hovoru na 
jednotlivých systémech můžeme obecně říci, že čím více byl procesor v průběhu testu 
vytížen, tím horší bylo hodnocení MOS a RFactor. Zvýšená zátěž je způsobena hlavně 
odladěností jádra resp. jeho kompatibilitou s ústřednou. U systému Windows Server lze 
pozorovat značné zhoršení kvality hovoru a také značné navýšení zátěže. Po analýze 
logů bylo zjištěno, že ústředna měla značné problémy s transkódováním, a dokonce i při 
takto nízké zátěži docházelo k tomu, že ústředna nestíhala odbavovat RTP data viz Obr. 
59. Vznikaly tedy žádosti o retransmission resp. opětovné vyslání požadavku. Tester 
vyslal další SIP zprávu (žádost) a proces se opakoval. Tímto narostla zátěž procesoru. 
Vzrůst zátěže paměti RAM, jak již bylo zmíněno, nebyl tak významný, jako u CPU. 
 
Obr. 59: Windows Server - Graf přijatého a odeslaného síťového provozu 
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7 ZÁVĚR 
Cílem práce bylo porovnat výkonnost ústředny na různých platformách. V teoretické 
části práce byla vysvětlena architektura ústředny FreeSWITCH spolu s některými 
základními funkcemi, které nabízí. Dále byly popsány základní protokoly, které se 
v této oblasti využívají včetně zabezpečení. Poté byly zmíněny hlavní faktory, které 
ovlivňují výkonnost ústředny, čímž byla zakončena teoretická část práce. 
 Následující část se již věnovala praktické konfiguraci ústředny tak, jak byla 
použita při pozdějším testování. Byl zde popsán postup instalace ústředny, včetně 
instalace zvuků a tvorby účtů. Na závěr této části byla na jednotlivých systémech 
ověřena funkčnost pomocí programu X-Lite, sloužící jako softwarový telefon, a utility 
Wireshark, sloužící pro monitoring síťového provozu. V dalším kroku již přišlo na řadu 
samotné měření. To bylo provedeno na celkem třech systémech s Linuxovým jádrem a 
na třech systémech typu Windows. Byla navržena metodika pro měření tak, aby bylo 
možno ji aplikovat na všechny testované systémy a následně vyhodnotit. S pomocí 
testovacího systému Spirent Avalanche byly nakonfigurován profily vyhovující 
zvolenému postupu testování. Hlavní prvky uživatelského rozhraní testeru a jejich 
konfigurace jsou v práci stručně popsány a klíčové parametry a jejich význam jsou 
stručně okomentovány a vysvětleny v tabulce. Samotné testovací profily jsou přiloženy 
k práci. 
Prvním bodem měření bylo měření výkonu ústředny na jednotlivých systémech. 
Měření proběhlo nejprve v prvním z testovaných režimů, poté v druhém, a následně 
byly výsledky těchto měření porovnány. Byl potvrzen teoretický poznatek, že při 
režimu Bypass Media dochází k menšímu zatížení procesoru, jelikož ústředna slouží 
pouze jako zprostředkovatel hovoru, samotné RTP pakety již pak tečou mezi 
koncovými body. Nejoptimálnějších výsledků dosáhl systém Debian s průměrným 
počtem 332 probíhajících hovorů ve výchozím režimu, a 427 v režimu Bypass Media. 
Výsledkem měření na systému Windows 10 byly hodnoty velmi lišící se od ostatních. 
Počet realizovaných hovorů byl velmi nízký a navíc se ústředna chovala jako by 
nerozlišovala testované režimy. Je to způsobeno tím, že ústředna není kompatibilní 
s jádrem systému Windows 10. Z tohoto důvodu byl tento systém vynechán z druhé 
části testování. 
Druhým bodem měření bylo testování transkódování a kvality hovoru. Pro toto 
měření byl navržen samostatný měřící profil testeru Spirent Avalanche, který byl 
orientován spíše na menší zátěž a lepší kvalitu hovoru, jelikož statisticky z testu zátěže 
vyplývá, že ústředna FreeSWITCH nestíhá odbavovat všechny RTP pakety již v oblasti 
50 – 60% zatížení CPU. Hodnotícím faktorem zde dle navržené metodiky byly hodnoty 
RFactor a MOS, jejichž význam byl taktéž stručně v práci vysvětlen. Byla zde 
demonstrována schopnost ústředny provádět transkódování, konkrétně mezi kodeky 
G.711 a-law (PCMA) a G.726 (ADPCM). Síťový provoz byl odchycen pomocí utility 
Wireshark a byl také zkoumán log ústředny. Bylo pozorováno také vytížení 
hardwarových prostředků. Celkově z testu nejlépe vyšel „mateřský systém“ ústředny 
FreeSWITCH – Debian. V průběhu testu nedocházelo ke ztrátám paketů a kvalita 
hovoru nekolísala. Překvapivě dobrého hodnocení dosáhl i systém Windows 7  
s hodnotou MOS_CQ 4,055 a hodnotou RFactor_CQ 90, což je hraniční hodnota pro 
klasifikaci do třídy kvality hovoru Výborná. Celkově bylo provedeno 144 měření. 
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Hlavní výhodou pobočkové ústředny FreeSWITCH je modularita. Neustále roste 
počet uživatelů, kteří se aktivně zapojují do vývoje modulům k této ústředně. Zajímavé 
je, že i přes stáří celého projektu (8 let) prakticky neexistuje jiný zdroj informací a 
popisů jednotlivých modulů, než materiály napsány samotnými autory projektu. To 
stejné platí pro různá testování, ať už výkonu ústředny, nebo funkcí kterýchkoliv jejích 
modulů, z čehož vyplývá, že neexistují žádné referenční hodnoty, jako tomu je u 
známějších konkurenčních ústředen. Je nutno vyzdvihnout, že s rostoucím počtem 
uživatelů vývojářů, kteří se na vývoji ústředny podílejí, se neustále rozvíjí potenciál 
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK 
CPU Central Processing Unit 
CSRC Contributing Source Identifier 
DNS Domain Name System 
FS_CLI FreeSWITCH Command Line 
FTP File Transfer Protocol 
IETF Internet Engineering Task Force 
IMAP4 Internet Message Access Protocol 4 
IPSEC IP Security 
IPv4 Internet Protocol version 4 
IPv6 Internet Protocol version 6 
HTTP Hypertext Transfer Protocol 
HTTPS Hypertext Transfer Protocol Secure 
MKI Master Key Identifier 
NAC Network Access Control 
PABX Private Automatic Branch Exchange 
PBX Private Branch Exchange 
PPPoX Point-to-Point Protocol over X 
PT Payload Type 
QoE Quality of Experience 
QoS Quality of Service 
RADIUS Remote Authentication Dial In User Service 
RAM Random-Access Memory 
RFC Request For Comments 
RSU Remote Subscriber Unit 
RTMP Real Time Messaging Protocol 
RTP Real-time Transport Protocol 
RTSP Real-time Streaming Protocol 
SDP Session Description Protocol 
SIP Session Initiation Protocol 
SMTP  Simple Mail Transfer Protocol 
SRTP Secure Real-time Transport Protocol 
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SSL Secure Sockets Layer 
SSRC Synchronization Source Identifier 
TLS Transport Layer Security 
UAC User Agent Client 
UAS User Agent Server 
UDP User Datagram Protocol 
URI Uniform Resource Identifier 
URL Uniform Resource Locator 




A.1 Upravený skript fs.sh pro Linuxové distribuce 
  #stamp=`date "+%H:%M:%S"` 
  calls=`sudo /usr/local/freeswitch/bin/fs_cli -x "show calls count" | 
grep total | awk {'print $1'}` 
  channels=`sudo /usr/local/freeswitch/bin/fs_cli -x "show channels 
count" | grep total | awk {'print $1'}` 
 
 
  CPU=(`cat /proc/stat | grep '^cpu '`) # CELKOVE STATISTIKY CPU 
  unset CPU[0]                          # ODSTRANENI "cpu" PREFIXU 
  IDLE=${CPU[4]}                         
  
  # VYPOCET TOTAL CPU TIME. 
  TOTAL=0 
  for VALUE in "${CPU[@]}"; do 
    let "TOTAL=$TOTAL+$VALUE" 
  done 
  
  # VYPOCET VYUZITI CPU 
  let "DIFF_IDLE=$IDLE-$PREV_IDLE" 
  let "DIFF_TOTAL=$TOTAL-$PREV_TOTAL" 
  let "DIFF_USAGE=1000*($DIFF_TOTAL-$DIFF_IDLE)/$DIFF_TOTAL" 
  let "DIFF_USAGE_UNITS=$DIFF_USAGE/10" 
  let "DIFF_USAGE_DECIMAL=$DIFF_USAGE%10" 
  #echo -en "\rCPU: $DIFF_USAGE_UNITS.$DIFF_USAGE_DECIMAL%    
\b\b\b\b" 
 
  # ULOZENI TOTAL A IDLE TIME PRO DALSI VYPOCET 
  PREV_TOTAL="$TOTAL" 
  PREV_IDLE="$IDLE" 
 
  #MONITORING ETHERNET ROZHRANI 
  R1=`cat /sys/class/net/eth0/statistics/rx_bytes` 
  T1=`cat /sys/class/net/eth0/statistics/tx_bytes` 
  sleep 1 
  R2=`cat /sys/class/net/eth0/statistics/rx_bytes` 
  T2=`cat /sys/class/net/eth0/statistics/tx_bytes` 
  TBPS=`expr $T2 - $T1` 
  RBPS=`expr $R2 - $R1` 
  #TKBPS=`expr $TBPS / 1024` 
  #RKBPS=`expr $RBPS / 1024` 
  TKBPS=$(echo "scale=4; $TBPS/1024.0" | bc) 
  RKBPS=$(echo "scale=4; $RBPS/1024.0" | bc)  
  TMBPS=$(echo "scale=4; $TKBPS/1024.0" | bc) 
  RMBPS=$(echo "scale=4; $RKBPS/1024.0" | bc) 
  
  #echo "rx $1: $RKBPS kB/s tx $1: $TKBPS kB/s" 





  #POCET OTEVRENYCH SOUBORU 
  #OPEN_FILES=`lsof -w | wc -l` 
 
  #RAM 
  RAMUSAGE=`free -m | awk 'NR==2{printf "%.2f%%\n",$3*100/$2 }'` 
 
  #VYPIS DO KONZOLE A ZAPIS DO SOUBORU 
  echo "$DIFF_USAGE_UNITS.$DIFF_USAGE_DECIMAL | $calls | $channels | 
$OPEN_FILES | $RKBPS | $TKBPS | $RAMUSAGE" >> LOG.xls 
  echo "$DIFF_USAGE_UNITS.$DIFF_USAGE_DECIMAL% |$calls calls | 
$channels channels | $OPEN_FILES | rx: $RKBPS kB/s tx: $TKBPS kB/s" 
 
 #pauza 1 sekundu 
  sleep 1 
done 
 




    Start-Process -FilePath "C:\Program Files\freeswitch\calls.bat"  
#Monitoring vytížení CPU a zapsání do souboru ( v procentech) 
    (Get-WmiObject Win32_Processor).LoadPercentage >> CPU_LOG.txt 
 
#Monitoring vytížení RAM a následné zapsání do souboru 
     
Get-WmiObject win32_OperatingSystem |%{"Total Physical Memory:    
{0}KB`nFree Physical Memory : {1}KB`n" -f $_.totalvisiblememorysize, 
$_.freephysicalmemory} >> RAM_LOG.txt 
     
#pauza 1 sekundu 
 
    Start-Sleep -Seconds 1 
} 
 
A.3 CD/DVD  
 Elektronická verze práce 
 Exportované  testovací scénáře testeru Spirent Avalanche 
 Výsledkové sady zátěžového testu jednotlivých systémů (formát .csv) 
 Skripty pro monitoring ústředny 
 
