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Abstract
Thin-film flows are central to a number of industrial, biomedical and daily-life applications, which
include coating flow technology, enhanced oil recovery, microfluidics, and surfactant replacement
therapy. Though these systems have received a lot of attention in a variety of settings, the under-
standing of the dominant physics governing the flows is not completely thorough; this is especially
true in cases where the free surface of the film or, in two-layer flows, the fluid-fluid interface is sus-
ceptible to instabilities leading to the break-up of the film and the formation of fingering patterns.
The elucidation of the underlying mechanisms behind the onset of these instabilities is of utmost
importance to several industrial processes.
The work in this thesis focusses on modelling the dynamics of thin-film flows in the presence of
complexities; the latter arise from the presence of surface-active chemicals and spatial confinement.
The lubrication approximation, which is valid in the limit of small film aspect ratios, is used to
simplify the governing equations; this facilitates the derivation of an evolution equation for the
interfacial position. This methodology is employed extensively in the present thesis to examine co-
and counter-current two-layer flows in a closed, rectangular channel and the dynamics of a thin film
laden with surfactant, driven to climb up an inclined substrate.
In the two-fluid case, the dynamics of the flow are described by a single, two-dimensional, fourth-
order nonlinear partial differential equation. Analysis of the one-dimensional flow demonstrate the
existence of travelling-wave solutions which take the form of Lax shocks, undercompressive shocks,
and rarefaction waves. In unstably-stratified cases, a Rayleigh-Taylor mechanism spawns the for-
mation of large-amplitude capillary waves. A wide range of parameters is studied, which include
the density and viscosity ratios of the two fluids, the flow configuration (whether co- or counter-
current), the heights of the films at the channel ends and the channel inclination. The stability
of these structures to perturbations in the spanwise direction, is also examined through a linear
stability analysis and transient, two-dimensional numerical simulations. These analyses demonstrate
successfully that some of the structures observed in the one-dimensional flow are unstable to fin-
gering phenomena. In the case of the climbing film, two configurations are examined, namely,
constant flux and constant volume whereby the evolution equation for the interface is coupled to
convective-diffusive equations for the concentration of surfactant, present in the form of monomers
and micelles. The former are allowed to exist at the gas-liquid and liquid-solid interfaces, and in the
bulk; the latter can only be present in the bulk. For the constant flux case, the flow is simulated
ix
by a continuously-fed uncontaminated fluid and surfactant at the flow origin allowed to spread on
a solid substrate which has been prewetted by a thin, surfactant-free precursor layer. The constant
volume configuration simulates the deposition of a finite drop, laden with surfactant, spreading on a
thin, uncontaminated film. In the absence of spanwise disturbances, the one-dimensional solutions
demonstrate how the climbing rate and the structural deformation of the film are influenced by
gravity, and physico-chemical parameters such as surfactant concentration (whether above or below
the critical micelle concentration), and rates of adsorption of monomers at the two interfaces. The
stability of the flow is examined through linear theory and transient solutions of the full, nonlinear,
two-dimensional system of equations revealing the growth of spanwise perturbations into full-length
fingers.
A brief introduction to the experimental design of an apparatus, aimed at validating channel flow
results, is also described. The objective of the experiment was to investigate the physical features
associated with the counter-current, pressure-driven flow of a gas-liquid system. Preliminary ex-
perimental results revealed that upon perturbing the flow, an initially uniform liquid film becomes
unstable, resulting in the formation of fingers which elongated downstream as time progressed. Fi-
nally, we conclude with recommendations for future work, representing natural extensions to the
theoretical work described in the present thesis.
x
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CHAPTER 1
Introduction
The objective of this chapter is to provide a source of motivation for the work described in the
present thesis and to identify research areas which lack thorough understanding of the mechanisms
underlying physical phenomena observed in experiments. The structure of the thesis is outlined in
Section 1.2 wherein we detail the contents of each chapter.
1
2 Chapter 1. Introduction
1.1 Motivation
Thin-film flow is pertinent to a wide range of physical applications of interest to engineers, chemists
and physicists. In chemical engineering, thin films are employed to design efficient and cost-effective
process units such as thin-film evaporators, condensers, reactors, distillation columns and heat
exchangers. The great advantage associated with thin films is related to their small thickness which,
in turn, results in large heat- and mass-transfer areas per unit volume. Further, thin fluid films have
been implemented in situations where a layer of fluid flows over a solid substrate such as in various
coating processes [1] or the tear film coating the eye [2]. At the micron scale, thin-film flow is of
particular interest, indicated by a broad spectrum of microfluidic devices, as reviewed in the work
of Stone et al. [3] and Squires and Quake [4]. In biological, chemical and physical sciences thin
films have been used in microelectromechanical systems (MEMS) and micro-channel heat sinks to
provide cooling for nanotechnologies. On a much larger scale, in geophysical and environmental
engineering settings, the flow of a thin film has been associated with geological problems such as
mudslides, debris and lava flows [5,6]; in such situations the fluids are often not clear but laden with
particles which are being transported or sedimented [7, 8]. Thin films contaminated with surface
active agents (surfactants) have received significant attention in biomedical research; an example is
a process known as surfactant replacement therapy (SRT) which has been used in prematurely born
infants to reduce respiratory morbidity [9, 10].
The above-mentioned applications provide a source of immense motivation for experimental, theo-
retical and numerical studies in thin-film research. From a theoretical viewpoint alone, the subject
of thin films is especially intriguing as the thin-film surface has been shown to be prone to several
instabilities which give rise to a number of diverse, striking patterns and intricate phenomena. It
is not surprising therefore that, in addition to their industrial relevance, thin films have sparked
the mathematical interest of many researchers who focussed on the analysis of the dynamics of
the governing equations, represented by highly nonlinear partial differential equations (PDEs). The
stability of thin films has been explored in single- and two-layer flows accounting for a wide variety
of forces that act at the fluid interface. In what follows, we provide a general introduction to these
elucidating their relevance to the flow problems addressed in the current study.
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On account of the small thickness ascribed to thin films, surface tension represents an important
quantity; it is a result of the stronger interaction exhibited between like molecules (represented
by cohesive forces) at the fluid surface relative to the molecules found in the bulk of the liquid.
An analogous statement can be made about interfacial tension, defined as a material property
of a fluid-fluid interface in situations wherein the fluids are considered completely immiscible. In
our theoretical models derived in Chapters 3-7, capillary terms arising from the effects of surface
curvature (associated with mean surface tension) balance the normal stress acting at the free surface,
in single-layer flow or, at the interface in two-layer flow; the formulation of the above-mentioned
models is formally developed in Chapter 3. Pressure gradients due to capillarity exert stabilising
effects often resulting in the suppression of instabilities.
Thermocapillary effects (resulting from heating the fluid) or, the addition of surfactants act to lower
the surface tension thus inducing Marangoni stresses. The latter represent gradients in surface
tension which, in turn, cause the fluid to flow; this is known as the Marangoni effect. Marangoni
stresses also arise upon contamination of a thin film with surfactant, driving fluid transport which
is affected by the relative rates of convection and diffusion, and, if the surfactant is soluble, of
desorption (from interface to bulk) and adsorption (from bulk to interface). Further, body forces
represented by gravity, electromagnetism and centrifugation, may play an important role in the
interfacial dynamics resulting in a range of instabilities and pattern formation. In inclined substrates,
gravity can be the only (or dominant) driving mechanism; such systems have been extensively studied
within the context of flow instabilities and the formation of fingers. In this study, the flow systems
of interest represent situations wherein the fluid(s) flow down in the direction of gravity or climb
up against it. For very thin films, intermolecular forces may become significant thus contributing to
the overall shape of the free surface. In the theoretical modelling of such systems, these effects are
represented by van der Waals forces included in the pressure term; these define a disjoining pressure
which, if sufficiently negative, can lead to film rupture.
As will be reviewed in Chapter 2, thin films are susceptible to instabilities leading to finger formation
which in many cases, such as in coating flow processes, is undesirable; this problem is of technological
interest and considerable efforts have been made to guarantee stability. In other situations like,
for example, the manufacture of chemical sprays, instabilities are favoured. It follows that, be
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it favourable or unfavourable, understanding the mechanism underlying the break-up of films is
of paramount significance. It is not surprising that, despite the vast number of reported studies
pertinent to thin-film flow, there are still a number of unexplained phenomena that merit attention.
The present study aims to build on previous work carried out on single- and two-layer systems
wherein inertial contributions are negligible. We identify that, while the problem of gravity-driven,
single-layer flow down an incline has received ample attention, two-layer systems, though particularly
prevalent in industrial settings, have not been considered in detail (especially in two dimensions).
Moreover, motivated by the drastic impact the addition of surfactants exhibit on the flow dynamics,
we explore the combined effects of gravity and Marangoni stresses in two scenarios simulating the
flow of a continuously-fed, contaminated film and the spreading of a finite-volume, surfactant-laden
drop, up an inclined substrate. We also emphasise the importance of physical experiments in the
advancement of theoretical and numerical fluid dynamics, as experimental observations provide the
opportunity to validate the predictions of theoretical models. As will be discussed in Chapter 8, an
experiment aiming to validate the models developed for a superposed, two-layer flow was designed
to explore the complex dynamics associated with two-fluid systems.
An initially uniform structure that gradually deforms, becomes unstable and engenders intricate
fingering patterns, represents, as expected, a challenging problem to model. The fundamental
concepts of physics describing conservation of mass, momentum and energy are central to a manifold
of situations wherein thin films occur. Their manipulation and solution to fully describe physical
problems incorporating the above-mentioned interfacial characteristics can be rather complicated;
however, the natural disparities arising in the length scales of thin film systems offer a simplified
approach. In Chapter 3, we describe the merits of lubrication theory, used in formulating our models,
in order to explore the dynamics and assess the stability of the systems of interest.
1.2 Thesis organisation
The structure of the thesis is given as follows. Chapter 2 provides a comprehensive overview of
previously reported studies on the subject of thin-film flow and lays the foundation for the work
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undertaken as part of the current Ph.D study. In Chapter 3, we outline fundamental concepts
associated with lubrication theory, dimensional analysis and the sequence of steps followed in deriving
typical evolution equations.
The work carried out in Chapter 4, studies the one-dimensional (1-D) dynamics of two-layer flow
in a confined rectangular geometry through a single evolution equation for the interface. Following
this, in Chapter 5 the stability of the aforementioned flow to spanwise perturbations is assessed,
firstly through linear theory and, secondly, via numerical simulations of the two-dimensional (2-D),
fully nonlinear thin-film equation.
Chapter 6 involves the flow of a thin film laden with soluble surfactant at high concentrations. The
fluid is forced to climb up an inclined substrate as a result of Marangoni stresses, against the action
of gravity. A system of evolution equations is derived to describe the dynamics of the interface and
surfactant concentrations whereby, through consideration of the 1-D equations, the unperturbed
flow is studied extensively. Chapter 7 elaborates on the work introduced in Chapter 6 and presents
linear and nonlinear stability analyses to further enhance the understanding behind the underlying
physical mechanisms associated with contaminated flow.
An introduction to experimental studies is given in Chapter 8, which presents a preliminary experi-
ment of two superposed fluids designed to allow new insight into the onset of fingering instabilities in
two-fluid flows. A description of the experimental design and operation of the apparatus is outlined
and a set of preliminary results is discussed.
Chapter 9 concludes the work through a discussion on the contribution of the present study to per-
tinent research areas. Additionally, a brief discussion of natural extensions of the material presented
in this thesis details potential future work in the field. Particular attention is paid to the subject of
non-Newtonian fluids, whereby we present a lubrication model for the 2-D dynamics of a two-layer
flow in which one of the fluids is viscoplastic.
Finally, Appendix A provides some background knowledge on numerical methods that have been
implemented in the present study, to obtain 1-D and 2-D solutions of the above-mentioned flow
systems.
CHAPTER 2
Background
Thin-film flow has been investigated by many theoretical, numerical and experimental studies and has
been the subject of two major reviews [11,12]. In the present thesis, lubrication models are derived
to describe two-layer channel flows and single-layer climbing films, both of which have received far
less attention in the literature. This chapter aims to provide background knowledge on thin films and
their application and give an overview of relevant previous studies, summarising the main findings.
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2.1 Thin-film lubrication theory & applications
The current study concentrates on application of the lubrication approximation to explore single-
and two-layer fluid systems driven by either gravitational effects or surface-tension-gradients, or a
combination of the two, from a theoretical and numerical perspective. The flows of interest are
governed by mass and momentum conservation equations and, in the presence of surface active
agents (surfactants), convective-diffusive equations are implemented to describe the evolution of
the surfactant concentration fields. The above-mentioned governing equations represent a system
of partial differential equations (PDEs) whose nonlinearity renders their solution an exceedingly
difficult, computationally-intensive task. In a number of situations, the lubrication approximation
may be employed to simplify the flow system into a set of evolution equations which, although highly
nonlinear, may be solved numerically without the need for expensive, computational methods.
Lubrication theory assumes that there exist large disparities between the dimensions in the flow
geometry; for instance, in thin films, it is customary to consider the thickness of the film (H) to
be much smaller than the length (L) of, say, the substrate. The ratio of the aforementioned, or
homologous, length scales represents a small parameter, δ, defined as δ ≡ H/L. An expansion of
the governing equations in δ and the subsequent suppression of higher order terms yields the leading
order equations. The latter are used to determine the pressure distribution and hence the flow
velocity profiles; the ultimate objective is to determine the structure of the free surface (single-layer
flows) or the fluid-fluid interface (two-layer flows).
Depending on the flow system considered, the degree to which certain forces act on the fluids may be
promoted or demoted. As previously stated in Chapter 1, the current thesis concentrates on thin-film
flow whereby gravitational (accelerational and hydrostatic) effects are considered significant (in the
absence of surfactant, gravity constitutes the main driving mechanism) while intermolecular forces
are neglected; the latter become dominant as the films become exceedingly small, representing
a limit outside the scope of the present work. Surface tension is an important quantity in our
study, especially in surfactant-laden flows as surface tension gradients induce fluid flow. Mean
surface tension, or capillary effects, are also included in our study despite being relatively weak
except in narrow, boundary-layer-like regions. From an experimental standpoint, capillarity has a
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significant impact on the interfacial structure thus indicating their physical importance and from
a numerical perspective, capillary effects multiply the highest order terms in the PDEs of interest,
whose retention is essential for the well posedness of the solution; their suppression would render
the problem a singular-perturbation one.
2.2 Single-layer flows
The aim of this section is to give a review of studies that have focussed on single-layer thin-film flows.
Here, the overview provided is organised by the physical mechanism driving the flows and includes
studies from experimental, analytical and numerical research. It is noted that this section does not
deal with surfactant-driven flows as the latter is thoroughly discussed in Section 2.4. Further, a
more detailed summary of experimental work in settings wherein the flow of slow, thin, viscous films
is considered, is outlined in Chapter 8.
2.2.1 Gravitational effects
The flow of a film down an inclined plane has been widely examined in both theoretical and exper-
imental research studies. The flows considered here are further categorised into situations wherein
inertial contributions are significant, like, for example, falling film flows, and others wherein these
may be neglected. The latter category exists in direct correlation with the subject of the current
thesis whereas the subject of falling films, albeit extremely significant, is merely briefly reviewed for
completeness.
We begin this subsection with a discussion on flows where inertial forces dominate over viscous
forces such that the range of Reynolds numbers, Re, considered, is rather broad, 1 < Re < 5000;
with the lower limits (up to Re ∼ 300) corresponding to long interfacial waves due to capillary and
gravitational effects and the upper limits (Re > 1000) being typical of laminar-turbulent transition
wherein external perturbations are transformed into internal disturbances characterised by the so-
called ‘Tollmien-Schlichting’ waves [13]. Within the intermediate region 300 < Re < 1000, the
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instability takes the form of long interfacial waves brought about by gravity-capillary instabilities
[14]. The pioneering work on falling films has been carried out by Kapitza [15] and Kapitza and
Kapitza [16] who investigated the flow of a viscous fluid experimentally. It was found that such
flows are associated with the formation of waves at the surface (refer to Fig. 2.1), and may be
grouped into two classes on account of their properties: one class includes short-wavelength waves
with sinusoidal shapes and the other, includes a series of small-amplitude, capillary waves preceded
by pulse-like, solitary structures.
(a) (b)
Figure 2.1: Wave formation on a falling film (water-ethanol mixture) down an inclined plane for (a)
Re = 16 and (b) Re = 45 (reproduced from Alekseenko et al. [18]).
Several experimental studies followed [17–24] that investigated the stability of liquid films falling
freely under the action of gravity. In the work carried out by Alekseenko et al. [25], it was shown that
in periodically forced experiments, the amplitude of the forcing played a significant role in the wave
solution downstream. Large forcing amplitudes give rise to the formation of large-amplitude waves
at the onset, whose wavelength corresponds to the frequency imposed leading to wave solutions
which differ from those naturally selected upon introduction of infinitesimal disturbances. Liu et
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al. [20] studied the transition due to an increased Reynolds number, between the two-dimensional
(2-D) structures discussed thus far to three-dimensional (3-D) patterns, in an experimental study
involving falling films on an inclined plane. The authors showed that 2-D wave structures form first,
as instabilities due to 2-D effects grow faster than 3-D, while for sufficiently high Reynolds numbers,
3-D patterns emerge. The effect of Re on the rate at which 3-D instabilities become important has
been studied by Park and Nosoko [22] who attribute the formation of 3-D structures to capillary
effects. The effect of inlet forcing on the spatio-temporal evolution of waves on a vertically falling
film of water has also been studied [22, 23]. The results suggest that depending on the magnitude
of the frequency imposed, distinct dynamics can be observed, as depicted in Fig. 2.2.
Figure 2.2: Shadow images for a flow down a vertical plane at Re = 51.5 showing (a) no inlet
forcing and forcings at frequencies of 25, 37.5, 40.1, 46.6, 67.1 and 100.2 Hz in panels (b)-(g),
respectively. The bar in panel (a) is 30 mm long (reproduced from Nosoko and Miyara [23]).
From a mathematical standpoint, the subject of single-layer flows has been extensively studied over
the past few decades. Linear stability analyses are often used to predict the behaviour of the system
to infinitesimal perturbations to the primary or base-state flow. This is conventionally carried out
by introducing a 2-D (or sometimes 3-D) disturbance, whose growth is considered to be temporal in
the primary flow. The components of the perturbed velocity are conveniently presented in the form
of a streamfunction which satisfies the continuity equation. The former is substituted in the Navier-
Stokes equations, which govern the dynamics of the specified system. Subsequent linearisation of
the momentum equations leads to the Orr-Sommerfeld (OS) equation which, together with the
appropriate boundary conditions, describe an eigenvalue problem for the complex wave velocity
whose imaginary part represents the disturbance growth or decay rate depending on its sign. The
objective is to determine the growth rate in terms of the system parameters which, for single-phase
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flow are solely represented by the Reynolds number and the wavenumber. In two-phase flows,
the following dimensionless parameters are added to the characterisation of the problem: viscosity,
density, layer thickness ratio and the various dimensionless groups given by the Reynolds, Weber
and Froude numbers.
The problem of instability of liquid films flowing down an inclined plane under gravity, has been the
focus of the work conducted by Yih [26,27] and Benjamin [28] who carried out a stability analysis of
the waveless solution of the Navier-Stokes equations for a laminar viscous liquid layer. Yih and Ben-
jamin studied the stability of surface waves on liquid films and found that the perturbed base state
(obtained from the waveless solution) admits flow instability in the long-wave limit (small wavenum-
bers). Their analysis also showed that there exists a Reynolds number above which disturbances to
the flow are amplified, given by Re = (5/6) cot θ where θ is the angle of inclination to the horizon-
tal. Yiantsios and Higgins [29] extended the analysis done by Yih [30] to larger wavenumbers and
discussed the effects of the layer thickness and density ratio on the stability of the flow. Following
the work described in [29], Tilley et al. [31] considered a two-layer Poiseuille flow in horizontal and
slightly inclined channels to identify the range of mean interfacial heights and channel thicknesses
over which long-wave instabilities occur. The authors reported that the primary source of instability,
for the specific cases they considered, was found to be due to interfacial disturbances occurring at
the long-wave limit.
Experimental work on single-layer flows suggests that distinct and complex structures develop upon
perturbations in thin-film flows. A full mathematical description of these intricate phenomena
remains a challenge to treat efficiently which renders the implementation of approximate models,
exceedingly appealing. As we shall see in more detail in Chapter 3, in order to simplify the set of
governing equations in an attempt to study the dynamics of thin films, we focus on the analysis
of long-wave phenomena only. Use of the above-mentioned, small parameter δ, results in the
simplification of the governing equations and boundary conditions to a reduced system of ‘evolution
equations’. We choose to present this section on long-wave modelling by looking at the different sets
of evolution equations derived to study the dynamics of single-layer thin-film flows within the broad
Reynolds number region mentioned above. In what follows, we shall make references to equations
of the Benney [32], Kuramoto-Sivashinsky [33–37] and Shkadov [38–41] type.
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Benney [32] considered the leading order governing equations in δ for a 2-D rectangular coordinate
system, to describe the dynamics of thin film flows over an inclined plane. The appropriate boundary
conditions (also in the order of δ) necessary for the solution of the equations correspond to no-slip and
no-penetration at the wall and the kinematic, tangential and normal stress conditions at the interface.
We note that, through the normal stress balance at the interface, capillary effects, parameterised
by Ca, enter the equation in the order of δ2 and it follows that this term would be omitted from
the leading order equations implying that mean surface tension effects are small. However, as is
often not the case, it is essential to re-scale the capillary number such that it can be retained in the
O(δ) equations; the aforementioned boundary conditions and appropriate re-scalings are discussed
in further detail in Chapter 3. Benney derived a single nonlinear PDE for the film thickness, h given
as follows
ht +
(
2
3
h3 + δ
[
16Re
15
h6hx −
2
3
cot θh3hx +
h3hxxx
3Ĉa
])
x
= 0, (2.1)
where Ĉa = Ca/δ2 and the subscripts t, x and z denote partial differentiation with respect to the
corresponding variable. Equation (2.1) takes into account inertial, hydrostatic, capillary and viscous
effects.
Following the work carried out by Benney [32], the long-wave approach applied to systems with inertia
has been followed by several researchers. Roskes [42] extended the system considered by Benney to
three dimensions. The author compared the 2-D and 3-D systems with linear and nonlinear theories
and came to the interesting conclusion that, according to linear theory the 2-D wave is unstable
while the 3-D is stable, whereas nonlinear theory predicts the opposite. This was verified by similar
studies conducted by Joo and Davis [43]. Gjevik [44] investigated the formation of surface waves
on a vertically falling liquid film in which surface tension effects were included. He showed that for
strong surface tension effects a steady finite-amplitude wave will develop on the surface of the liquid
films. Pumir et al. [45] investigated numerically the stability of the film thickness evolution equation
derived by Benney [32], given by Eq. (2.1), and showed that integration of the latter led to finite-
time ‘blow-up’ of the solution and wave rupture. Based on physical observations, however, such
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behaviour is not seen to occur which implies that, through the long-wave approach, mechanisms
which mitigate disturbance growth were not taken into account. It was concluded that the single
evolution equation for the film thickness violates the long-wave assumption and renders the model
invalid. These results were later confirmed by Joo et al. [46]; we shall turn below to models that do
not suffer from these limitations when we discuss the Shkadov equations.
Nepomnyashcy [47] investigated the interfacial dynamics of the film in the limiting case of large
surface tension effects. This was done by carrying out an expansion of the film thickness, substituting
H = 1+δh into Eq. (2.1), and by introducing re-scaled variables corresponding to a moving frame of
reference. The above-mentioned simplifications yield the well-known Kuramoto-Sivashinksy equation
(KSE)
Ht +HHx +Hxx +Hxxxx = 0, (2.2)
where (here) H denotes the re-scaled film thickness variable. Equation (2.2) has also been derived
in other contexts [33,48] and has received considerable attention in the literature since it is capable
of giving rise to chaotic solutions; this property of Eq. (2.2) and associated solutions lie well beyond
the scope of this thesis.
We notice that although Eq. (2.1) accounts for inertia, the role of the latter is only valid in the first
approximation to δ. In systems wherein inertia is significant, evolution equations of the Benney-
type and simplifications of the latter, including the KSE given by Eq. (2.2), are not valid since
Re  1. An appropriate approximation of the Navier-Stokes equations in such cases can be given
by the boundary-layer (BL) equation as studied by Shkadov et al. [38]. A similarity parameter δs,
defined below, was introduced in the reduced equations on the basis that in thin films, viscous,
capillary and gravity forces are of the same order [40], leading to a system of equations dependent
on a single parameter. This formulation proves to be convenient as the stability of the resulting
model for the falling film can be investigated through only one parameter. The similarity or Shkadov
parameter is directly proportional to the Reynolds number implying that the former vanishes in the
limit Re→ 0 reducing the BL problem to Eq. (2.1) [13]. Chang et al. [49] compared the results of
a stability analysis between the BL formulation and the full OS equation and found good agreement
for Re < 300.
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In a follow-up study, Shkadov [39] reduced the BL problem by assuming a parabolic velocity profile
in the film and obtained a set of coupled evolution equations for the film thickness and volumetric
flowrate which, by employing the similarity parameter δs, are given by Eqs. (2.3) and (2.4)
ht + qx = 0, (2.3)
qt +
6
5
(
q2
h
)
x
−
1
5δs
(
hhxxx + h−
q
h2
)
= 0, (2.4)
where δs ≡ (ρh
11
N g
4/σ)1/3/(45ν2), hN denotes an equilibrium (or ‘Nusselt’) film thickness and the
volumetric flowrate is defined as q =
∫ h
0
u(z) dz; here, z represents the wall-normal coordinate.
Equations (2.3) and (2.4) are the result of a combination of boundary-layer and integral theories
coupled to a closure relation. The latter utilises a Ka´rma´n-Pohlhausen averaging method in which
a z-dependent velocity profile, u(z), is assumed.
The numerical stability of the simplified boundary-layer problem was investigated by Shkadov [38]
and subsequently by Shkadov and Sisoev [50, 51]. It was found that, unlike the nonlinear equation
given by Eq. (2.1), the coupled set of evolution equations do not exhibit ‘blow-up’ behaviour. The
latter is not present in the BL problem due to the existence of higher order terms, according to
Chang et al. [49]. However, solution ‘multiplicity’ was found to be associated with the BL problem,
as it was seen in the context of falling films [38,50–52]. This phenomenon was identified by Sisoev
and Shkadov [50, 51], where the authors showed, through numerical simulations, the existence of
the so-called ‘dominating waves’; the latter represent waves of maximal velocity and amplitude. In
his review, Chang [13] concludes that the model equations with characteristics similar to Eqs. (2.1)
and (2.2) are, to some extent, valid for low δs (i.e. low Re) and for wave disturbances of small
amplitudes. Moreover, with regard to the simplified BL equation, Chang reports that the inclusion
of the higher order terms proves to predict correctly the wave evolution of the film for Re < 300
and can therefore be considered a good approximation to the solution of the full Navier-Stokes
equations. This is also supported by experimental studies in which physical observations agree with
the dominating waves predicted by long-wave models at moderate Reynolds numbers [38, 40].
Numerical simulations of the 2-D Shkadov equations describing the flow down an incline, have been
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carried out by Scheid et al. [53]. The authors examine the transition of 2-D to 3-D structures by
performing numerical experiments corresponding to experimental studies carried out by Alekseenko et
al. [18], Liu et al. [20] and Park and Nosoko [22]; a comparison between theory [53] and experiments
[22] is shown in Fig. 2.3 depicting horseshoe-like structures. Complexities arising from chemical
(a)
t = 47
t = 77
t = 107
t = 137
(b)
Figure 2.3: A comparison of experimental observations (left) and numerical simulations (right) of
falling film flows (reproduced from Scheid et al. [53]).
reactions [54, 55] and thermal effects [46, 56] have also been taken into account.
We continue with a discussion on settings wherein viscous effects are dominant, generally observed
in slowly-propagating flows whereby the effect of Re on the flow dynamics may be considered
negligible. It is evident that for Re 1, the governing mass and momentum conservation equations
may be significantly simplified and the resulting system is described by the Stokes equations. Early
experimental work on viscous flow down an inclined plane showed that the fluid is susceptible to
spanwise instabilities which grow into fingers or rivulets [57]. The latter become more prominent
as the plane approaches verticality, a result which has been shown in theoretical work [58–61]
and has been verified by physical experiments [62, 63]; see also Section 8.1 in Chapter 8 for a
more detailed review of experimental studies. Slow or creeping flows are relevant in a number of
industrial settings; from a practical point of view, the break-up of continuous films into fingers or
strips, represents an undesirable situation in industrial applications such as coating flow technology.
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Further understanding of the front dynamics as well as the mechanism(s) leading to perturbation
growth can result in the reduction or elimination of instabilities. The subject of gravity-driven flows
down an inclined plane is discussed next, which serves as background for the work presented in
Chapters 4 and 5. We shall omit from the review given below, studies involving flows driven by
other body forces, such as centrifugal [64,65] and electrostatic forces [66,67]. We shall also restrict
the review to situations involving smooth substrates; the effect of wall topography on thin film flows,
which has been studied in the Stokes flow [68–71] and lubrication limits [72,73], is outside the scope
of the present work.
The reduction of the governing system of equations as applied to slowly-moving flows, via application
of the lubrication approximation has become a very attractive problem, tackled by several researchers
both theoretically and numerically [11, 12]. In what follows, we discuss a number of studies which
have dealt with the flow of a single-layer fluid down an incline that has been prewetted by a thin film
of the same fluid; this alleviates the need of modelling the motion of the fluid front represented by
the contact line. Starting from the 3-D continuity and Navier-Stokes equations (these correspond to
momentum conservation for incompressible, Newtonian fluids), a 2-D evolution equation is derived
in the lubrication limit for the free surface, h(x, y, t), whose analysis has been the focus of the work
presented in [61, 74, 75]
ht = −∇ ·
[
h3∇∇2h
]
+D∇ ·
[
h3∇h
]
− (h3)x, (2.5)
where ∇ = (∂xeˆx + ∂yeˆy + ∂z eˆz) and the subscripts ‘x’ and ‘t’ denote differentiation with respect
to the spatial and temporal coordinates, respectively, and D = (3Ca)1/3 cotα is the only system
parameter; it is dependent on the capillary number, Ca and the substrate angle of inclination, α.
The 1-D version of Eq. (2.5) represents the base-state flow, solutions of which do not exhibit any
structure in the spanwise direction. The 1-D results show that the flow develops to form a capillary
ridge, representing a travelling-wave solution which moves with a constant velocity (refer to Fig.
2.4). The D parameter gives a measure of the significance of hydrostatic effects; the amplitude of
the capillary ridge is dependent upon D, as shown in Fig. 2.4, whereby the ridge is more pronounced
in the absence of hydrostatics, i.e. in vertical channels, where D = 0 [refer to panel (a)]. Troian et
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al. [58] and Bertozzi and Brenner [61] showed that upon a decrease in the thickness of the precursor
layer downstream of the ridge, the amplitude of the ridge increases. Spaid and Homsy [74] compared
two approaches for modelling the fluid front: 1) assuming prewetting precursor (as above) and 2)
allowing the contact line to slip (thus relieving the no-slip condition at the boundary) by adopting a
slip model; the authors concluded that comparable results are obtained from the two methods when
the precursor layer is made sufficiently thin.
(a) (b)
Figure 2.4: Spatio-temporal evolution of the interface at time intervals of 2 dimensionless units
showing the effect of D with (a) D = 0 and (b) D = 1 on the capillary ridge (reproduced from
Kondic and Diez [75]).
The stability of the 2-D evolution of the flow to spanwise perturbations was explored through a linear
stability analysis (LSA) in a number of studies [58,61,62] which concluded that the capillary ridge is
unstable to finger formation. The LSA typifies a useful, computationally inexpensive [relative to full,
nonlinear solutions of Eq. (2.5)] method which provides insight into the stability of the flow to small
disturbances. Considering the flow of a fluid down an incline, at early times, the fluid propagates
down the plane uniformly without exhibiting any evident patterns in the spanwise direction, while
at longer times, spanwise perturbations present on the surface, develop into fingers. It is therefore
assumed that the 1-D version of Eq. (2.5) can adequately describe the early-time dynamics of the
flow by introducing an infinitesimally small disturbance to the base-state flow equation as follows
h(x, y, t) = h0(x, t) + h1(x, t) exp(iky), (2.6)
where h0 and h1 represent the base-state and perturbation variables with h1  h0 and k denotes
the spanwise wavenumber; the latter is related to the wavelength, λ, of a spatial mode in y by
k = 2pi/λ. Dispersion curves (exhibiting the relationship of the perturbation growth rate, ω, and
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k) showed that the flow is unstable over a range of wavenumbers and there exists a single value
of k at which perturbations are most amplified (the ‘most dangerous mode’) corresponding to a
finger wavelength which showed good agreement with physical experiments [61, 76]. Kondic and
Diez [75] showed that hydrostatic effects stabilise the flow indicated by growth rates of smaller
magnitude and a shift of the most dangerous mode to smaller wavenumbers, leading to fingers
of longer wavelength (see Fig. 2.5). The mechanism behind the instability was investigated by
Spaid and Homsy [74] who, through a perturbation ‘energy’ decomposition analysis showed that
finger formation is associated with gravitational effects which act to accelerate the flow of thickened
spanwise regions of the capillary ridge in relation to the thinned ones; they also showed that the
contribution of the gravity term to an overall positive perturbation ‘energy’ was enhanced as the
amplitude of the ridge increased.
The nonlinear stability of the flow was examined through the full, nonlinear 2-D equation, given
by Eq. (2.5), in studies conducted by Schwartz et al. [77, 78], Kondic and Diez [75] and Diez and
Kondic [60]. Figure 2.5 depicts contour plots showing the evolution of a single, spanwise mode into
a finger, elongating as time progresses for a vertical substrate [panel (a)] and an inclined plane with
D = 1 [panel (b)]. Further, simulations run on longer domains were carried out in [75] in order to
directly compare numerical results to a physical experiment carried out by Johnson et al. [63]. The
authors found good qualitative and quantitative agreement with experimental results indicating that
the lubrication model employed, captures the dominant physics of the flow. The work of Bertozzi
and Brenner [61] demonstrated the possibility of a strong nonlinear response arising from transient
growth of perturbations in the precursor layer, which can act as a disturbance amplifier; this was
used as a possible explanation for the experimental observations made by De Bruyn [79] which
indicated that flow settings that had been theoretically predicted to be linearly stable, exhibited
fingering instabilities.
More recently, Lin and Kondic [80] studied the problem of a thin film flowing down inverted substrates
using a lubrication model neglecting spanwise effects. The authors showed that, depending on the
angle of inclination of the substrate, the base-state flow may be described by travelling and solitary
waves or, for nearly horizontal flows, ‘mixed waves’ may be formed at the interface; the latter
are attributed to instabilities due to unstably-stratified situations and are typically accompanied by
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(a) (b)
Figure 2.5: Contour plots showing the evolution of a small, single-mode spanwise perturbation into
fully developed fingers for (a) D = 0 and (b) D = 1 (reproduced from Kondic and Diez [75]).
large-amplitude capillary waves. We explore the flow dynamics of two, superposed fluids on inverted
substrates in Chapters 4 and 5, motivated by applications relevant to the oil-and-gas industry like,
for example, oil recovery from porous and fractured media.
In engineering applications, the fluids of interest often exhibit complex thermophysical properties,
better described by the rheology of non-Newtonian fluids. The spreading of fluids under gravity
and internal stresses is relevant to many geophysical and engineering contexts [81], notably the
flow of lava, ice and mud, while, in coating flow technology applications, the chosen fluid can, in
many instances, exhibit shear-thickening, shear-thinning or (visco)plastic behaviour. It is important
to examine these flows in detail, identify any unyielded regions (leading to the apparent solid-like
behaviour of the fluid) and investigate their susceptibility to the formation of fingers or rivulets.
Fingering patterns associated with the flow of viscoplastic fluids exhibit stabilising effects with
increasing yield strength [82] as shown by experiments conducted by Balmforth et al. [83] (refer to
Fig. 2.6) and their lubrication theory-based linear stability analysis. Spaid and Homsy [74] studied
the effect of weak viscoelasticity on the fingering instability. Their linear stability analysis, carried
out in the limit of small Weissenberg numbers showed that viscoelasticity acts to stabilise the flow.
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Figure 2.6: Fingering patterns exhibiting the stabilising effects associated with increasing yield
strength; the topmost image shows fingering formation on a film of silicon oil (a Newtonian fluid),
while the fluid shown in the remaining images is a mixture of kaolin and silicon oil. The lower three
images show increasing concentration of kaolin, moving from top to bottom (reproduced from [83]).
2.2.2 Thermal effects
Here, we consider thermally-induced effects on thin-film fluid flow, which enter the problem through
the influence of temperature on the surface tension giving rise to thermocapillary stresses; surface
tension may also vary in the presence of other external factors such as, for instance, electric fields and
fluid contamination [84]. Consequently, the effect of a temperature field, creates a surface tension
gradient, inducing Marangoni flow [85, 86] and hence fluid motion along the interface; in Section
2.4 we discuss another example of Marangoni flow whereby surfactants act to lower the surface
tension of the fluid. These effects are incorporated into the flow dynamics through the interfacial
boundary conditions where the jump in the normal and tangential stresses is balanced by surface
tension and surface tension gradients, respectively (refer to Chapters 3, 6 and 7). Note that effects
of Marangoni convection [87,88], such as those that might occur in a relatively thick fluid layer, are
not discussed in the review presented below. Further, thin films undergoing evaporation [89–92] and
thermocapillary-driven rupture on horizontal substrates [93–96] will also not be discussed; for an
extensive review of these studies, the reader is referred to the work of Oron et al. [12] and Craster
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and Matar [11]. Below, we consider situations wherein a competition arises between thermocapillary
stresses and other driving forces, such as gravity in the case of inclined substrates, for instance,
responsible for the formation of waves.
In the early experimental work conducted by Ludviksson and Lightfoot [97], a fluid was forced to
flow out of a reservoir and climb up a plane along surface tension gradients and against the direction
of gravity. This was achieved by an imposed temperature gradient along the interface as a result of
heating the base of the plane; the latter was partially immersed in a bath of nonvolatile liquid. The
experimental results demonstrated the evolution of a capillary ridge at the leading edge of the fluid
which has been shown [58, 98–101] to be unstable to finger formation.
Motivated by experimental studies [97, 100], Bertozzi et al. [102] considered the climbing flow
of a thin film driven by thermally created surface tension gradients acting against gravitational
effects. The authors derived a single evolution equation for the film height, using the lubrication
approximation, to investigate the base-state flow, shown below in dimensionless form
ht + (h
2 − h3)x = −(h
3hxxx)x +D(h
3hx)x , (2.7)
and, through nondimensionalisation of the film height by H = 3τ/(2 sinαρg), the D parameter was
defined as follows
D =
(
9τ 2
4σρg
)1/3
cotα
(sinα)1/3
, (2.8)
where τ is a (constant) surface tension gradient, α represents the plane angle of inclination, g is
the gravitational constant while ρ and σ denote the fluid density and surface tension, respectively.
Their work focussed on vertical planes such that D = 0, neglecting hydrostatic effects. The
authors concluded that a number of travelling-wave solutions can exist; with increasingly thicker
films, the interfacial solution was found to change from a unique capillary ridge or Lax shock to
a double-shock solution composed of a Lax and an undercompressive shock wave. Moreover, a
further increase in the film thickness was found to mark the absence of compressive travelling-wave
solutions while a rarefaction-undercompressive forms at the interface. It was also shown that, while
the Lax shock travels with the characteristic speed, given by the Rankine-Hugoniot jump condition
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(refer to Chapters 4 and 5 for details), the two waves comprising the double-shock undercompressive
solution travel at different speeds.
Follow-up studies [103,104] examined the stability of the flow to spanwise perturbations whereby it
was verified that the Lax shock is unstable to finger formation (see also the work of Kataoka and
Troian [105] who showed that increasing the thickness of the precursor ahead of the shock stabilises
the flow) while the leading undercompressive was found to be stable. Such observations were also
made in the work carried out by Bowen et al. [106] wherein the authors compared 2-D simulations of
the fully nonlinear problem, to linear theory and experiments. It was observed that in a double-shock
solution, fingers develop at the trailing Lax shock; these fingers, however, were found to be of longer
wavelength than those formed due to amplified perturbations at a unique capillary ridge.
2.3 Two-layer flows
The larger part of published studies in the context of thin-film flow focusses on single layers while
two-layer flows have received far less attention. Gas-liquid or liquid-liquid systems are of utmost im-
portance in several chemical engineering and oil-and-gas applications; they occur in gas condensates
wells [107] as liquid drops out of the gas phase due to a decrease in pressure below the dew point, in
reaction engineering applications, distillation columns and heat exchanger units [12,108]. Thin films
are highly efficient in heat exchangers since they provide high heat transfer rates achieved at low
flowrates and small temperature differences. Further, their employment is favourable in industrial
applications as they are associated with low pressure operation, rendering the process cost-effective.
Many of the aforementioned scenarios, where liquid films are present, can be associated with co-
or counter-current gas flow. Two-phase flow plays an important role in the operation of boilers,
heat exchangers and oil-and-gas pipelines where the accurate modelling of the gas interaction on
the liquid flow is significant in predicting the onset of ‘flooding’. The latter describes a phenomenon
in which the flow becomes unstable at sufficiently large flow rates of the up-flowing gas and liquid
flowrates [109], and is associated with an increase in the adverse pressure gradient past a critical
point leading to the transition from counter-current to co-current flow. The prediction of ‘flooding’
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is especially important in a number of situations such as in vertical tube condensers, loss of coolant
accidents in nuclear reactors as well as in the transition from slug to churn to annular flows in
pipes [110]. While some of the aforementioned phenomena involve high Reynolds number flows, the
rest of this section refers to reported two-layer studies of essentially thin films wherein the maximum
contribution of inertial effects is of leading order; this is consistent with assumptions associated with
the lubrication approximation which is widely employed in the current thesis.
The mechanism driving the flow of two viscous, incompressible fluids down an inclined channel
is a result of gravitational effects and an imposed pressure gradient, either through prescribed
fluid flowrates or a constant pressure difference along the channel. Such systems are vulnerable
to instabilities due to viscosity stratification, previously studied by Yih [30], density stratification,
inertia and two-layer shear-flow [31]. The stability of initially flat multilayer systems has also been
examined [111]. The understanding of the onset of flooding motivated several studies such as the
work carried out by Segin et al. [112,113] where, via a perturbation expansion in powers of the ratio
of the channel height to the disturbance wavelength, the authors derive evolution equations for the
interface and pressure. The aforementioned studies focus on gas-liquid flows and, through inclusion
of inertial and gas compressibility effects, the authors discuss the relative importance of the respective
terms. The authors consider two ways to drive the flow: by prescribing a constant volumetric flowrate
for the gas phase or by applying a constant pressure drop across the channel length. In both flow
configurations, the results reveal the existence of Lax, undercompressive and rarefaction waves
and conclude that the undercompressive waves which develop in the down-flowing liquid mark the
inception of ‘flooding’. As mentioned in Subsection 2.2.2, these waves were previously encountered
within the context of thermally-driven thin climbing films. In that case, undercompressive waves
resulted from a competition between thermally-induced Marangoni stresses and gravitational forces.
In the case of Segin et al., these waves were brought about by the gas, which flowed counter to the
direction of the liquid film.
In the present thesis, Chapters 4 and 5 will be devoted to two-layer co- and counter-current channel
flows, and our work will be complementary to that of Segin et al. [112,113] since it accounts for the
explicit presence of two viscous phases; moreover, we will generalise the work of Lin and Kondic [80]
to examine unstably-stratified two-layer channel flows. This work also complements other two-layer
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work in the literature in which pressure-driven and/or gravitationally-driven components of the flow
are absent; such flows include thin film deformation, rupture and dewetting by electrostatic and
intermolecular forces, and surface heterogeneities [66,114–118]. Finally, the emphasis in Chapters 4
and 5 will be on displacement-type flows, rather than the stability and dynamics of a flat interface
[111], focussing on the formation of shock-like structures at the leading edge of the lower fluid
film and the dependence of their characteristics on system parameters. This is of relevance to
flow in microfluidic devices where inertia is negligible [4] and coating flow applications featuring
bilayers [118].
2.4 Surfactant-driven flows
2.4.1 General considerations
Perhaps the most important application of surface active agents in chemical engineering contexts,
is that of surfactant-driven-spreading critical in a multitude of applications including coating flow
technologies, the production and processing of foods, agrochemicals, lubricants, adhesives and phar-
maceuticals. Surfactants are organic compounds whose structure is amphiphilic in nature: they
consist of a hydrophobic tail and a hydrophilic head; the former is insoluble and is considered to
be adsorbed at the interface while the latter is soluble and typically remains in the fluid bulk. Ad-
dition of surfactant to a fluid leads to the adsorption of the hydrophobic tails at the free surface
(in single-layer flows) or fluid-fluid interface (in two-layer flows), which acts to reduce the surface
tension promoting spreading from regions of low surface tension (high surfactant concentration) to
high surface tension (low surfactant concentration). This creates a surface tension gradient which,
as mentioned in Subsection 2.2.2, typifies flows driven by the Marangoni effect. Surfactants can be
further categorised according to their solubility; the latter varies greatly among the various classes
of organic compounds ranging from nearly insoluble, where the surfactant monomers can only be
found at the interface (Subsection 2.4.2), to a relative degree of solubility which allows surfactant
monomers to exist both in the bulk and at the free surface (Subsection 2.4.3). At high concen-
trations, the hydrophobic tails of surfactant monomers can spontaneously clump together to form
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structures of spherical shape known as ‘micelles’ (Subsection 2.4.4); the concentration at which this
phenomenon occurs is referred to as the ‘critical micelle concentration’ (CMC).
Though there exist numerous applications which consider the consequences upon surfactant addition
favourable, surfactant-driven flows have been shown to exhibit fingering patterns [76, 119–125], as
depicted in Fig. 2.7, which may be undesirable such as in the case of coating flow technologies or
biomedical applications. An example of the latter is surfactant replacement therapy, employed to
remedy respiratory difficulties in prematurely born infants. In what follows, we discuss surfactant-
driven spreading considering both soluble and insoluble surfactants which can ultimately lead to
fingering instabilities; this section aims to give a background on the subject of Chapters 6 and 7.
(a) (b)
(c) (d)
Figure 2.7: Fingering patterns developing at the contact line of surfactant drops as spreading
on a solid substrate (prewetted with an uncontaminated film) occurs. The effect of the solvent
(ethyleneglycol) film thickness at surfactant (C12E10) concentrations of 0.5 cmc is demonstrated
with (a) 60 nm and (b) 120 nm. Fingers observed with an increased surfactant concentration are
shown in (c) with 1.5 cmc on a 60 nm solvent film thickness and on (d) with 5 cmc on a 120 nm
solvent film thickness, scaled × 3 times (reproduced from [119]).
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2.4.2 Insoluble surfactants
A number of theoretical studies [126–130] focussed on the problem of surfactant-induced fingering
through a linear stability analysis and/or numerical simulations of the fully nonlinear problem as an
attempt to assess the flow stability to spanwise perturbations. The governing equations describing
the spreading process represent mass and momentum conservation equations and an additional
equation for the surfactant concentration at the interface. It is possible to reduce the above-
mentioned set of equations to a 2-D lubrication model comprising a coupled system of evolution
equations for the film height, h(x, y, t), and surface surfactant concentration, Γ(x, y, t), as follows
ht = −∇ ·
(
Ca
3
h3∇∇2h+
1
2
h2∇σ
)
,
Γt =
∇2Γ
Pes
−∇ ·
(
Ca
2
h2Γ∇∇2h+ hΓ∇σ
)
, (2.9)
where, here, Ca ≡ δ2σm/Π and Pes ≡ UL/Ds denote the capillary and Pe´cle´t numbers; the
latter gives a relative measure between advective and diffusive effects. The quantities σm, Ds and
Π denote the initial surface tension of surfactant deposition, surface diffusivity, and the spreading
pressure (this gives a measure of the maximum surface tension difference), respectively, while, U
and L represent characteristic velocity and length scales of the system; the subscript ‘s’ denotes
quantities evaluated at the interface.
Some of the earlier theoretical studies (refer to [131] and references therein) considered the spreading
of a monolayer of insoluble surfactant on a substrate which has been prewetted with a surfactant-free
fluid of constant thickness. The coupled system given by Eqs. (2.9) has been studied by Jensen and
Grotberg [132] and, more recently, by Warner et al. [133] where the authors implemented a linear
equation of state for the dependence of the surface tension, σ, on Γ, given in dimensionless form
as σ = 1 − Γ. In the former study, numerical simulations of the 1-D version of Eq. (2.9), i.e. the
base-state flow, were initialised by a flat film and a uniform surfactant concentration. This work
showed that the spreading process is accompanied by the development of a thickened capillary ridge
at the surfactant leading edge and a severely thinned region upstream. Jensen and Grotberg [132]
also showed that regions dominated by Marangoni effects, such as the ridge(s) spreading under a
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surface tension gradient on the substrate, may be described through self-similarity solutions which,
for a finite drop considered in planar geometry, are given by
h(x, t) = H(ξ) = 2ξ, Γ(x, t) =
ξ2s
6
(1− ξ)t−1/3, ξ < 0 < 1, (2.10)
where ξ = (x/ξs)t
−1/3 and ξs = 12
1/3. Comparison between numerical predictions and similarity
solutions showed excellent agreement; the authors extended their analysis to axisymmetric geometries
which showed that an axisymmetric drop spreads like t1/4.
The linear stability of the 1-D base state was then investigated. Matar and Troian [134] demonstrated
that Eqs. (2.10) are linearly stable to disturbances of all wavenumbers. A transient growth analysis
of the numerically generated base-state flow profiles, which exhibited ridge formation and severe
thinning, was carried out by Troian et al. [129, 130, 135]. This analysis showed that large transient
amplification of disturbances of initially small amplitudes was possible but not asymptotic growth;
perturbations of all wavenumbers decayed at long times. Jensen and Grotberg [132] demonstrated
that the presence of van der Waals forces can lead to finite-time rupture of this region. Warner et
al. [136] also examined the limit of extremely thin films by accounting for the importance of van
der Waals forces. These authors linearised Eqs. (2.9) about a rupturing base-state solution and
concluded that the rupturing region is linearly unstable to spanwise perturbations.
Situations involving a surfactant-laden drop, rather than a monolayer, spreading on a much thinner,
uncontaminated film were then considered by Warner et al. [133]; a schematic representation of the
flow is shown in Fig. 2.8. The base-state flow solutions revealed that a surface tension gradient
established between the surfactant-rich droplet edge and the uncontaminated film ahead of it, drives
the fluid to spread on the prewetted solid substrate forming a pronounced ridge [see Fig. 2.9(a)]; this
is similar to the findings of Jensen and Grotberg [132]. Consequently, due to mass conservation, the
interface undergoes severe thinning immediately upstream of the leading front as shown by Warner
et al. [133]. Through a linear stability analysis, Warner et al. [133] showed that upon introduction of
small-amplitude disturbances in the spanwise direction, the thinned region behind the leading front
becomes unstable. The results showed good qualitative agreement with experimental observations
and, furthermore, they demonstrated the importance of height disparity between the thickness of
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Figure 2.8: Schematic representation of the base-state structure for the film thickness of a surfactant-
laden drop located on top of a surfactant-free precursor (reproduced from [133]).
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Figure 2.9: (a) The formation of a pronounced ridge characteristic of Marangoni flows showing the
effect of an increase in the thickness of the prewetting film on the base-state flow and (b) surface
plots depicting the evolution of the film thickness and the development of fingering instabilities at
t = 50 (left) and t = 100 (right). This is reproduced from Warner et al. [133].
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the surfactant-rich drop and the surfactant-free film in the amplification of spanwise disturbances;
decreasing the level of disparity rendered the flow linearly stable (with possible transient perturbation
growth followed by decay [129, 130, 135]). The authors also carried out numerical simulations of
the full, nonlinear problem; Fig. 2.9(b) depicts the evolution of spanwise instabilities into fingering
patterns of small wavelength as suggested by the high value of the most dangerous mode predicted
by linear theory.
2.4.3 Soluble surfactants
In most experimental studies on surfactant-driven spreading, the interest lies in examining the effect
of increasing surfactant concentrations on the characteristic features exhibited by the fingering
patterns; this motivated the inclusion of surfactant solubility effects in theoretical work [131, 137,
138]. This subsection deals with studies wherein the surfactant concentration is assumed to be
below the CMC and, consequently, surfactants do not exist in the form of micelles.
The coupled system of evolution equations given by Eqs. (2.9) is extended to include an equation
for the surfactant concentration in the bulk, denoted by c, and a sorptive flux relation describing the
exchange of monomers between the interface and the bulk. The modified set of evolution equations
for h(x, y, t), Γ(x, y, t) and c(x, y, t) is given as follows
ht = −∇ ·
(
Ca
3
h3∇∇2h +
1
2
h2∇σ
)
,
Γt =
∇2Γ
Pes
−∇ ·
(
Ca
2
h2Γ∇∇2h+ hΓ∇σ
)
+ J, (2.11)
ct =
1
hPeb
∇ · (h∇c)−
(
Ca
3
h2∇∇2h−
h
2
∇σ
)
· ∇c−
βsJ
h
,
where βs is a dimensionless measure of surfactant solubility, Peb represents a Pe´cle´t number for the
bulk phase, J = Ks(c− Γ) is the sorptive flux and Ks is a sorption kinetics parameter. Equations
(2.11) describe a parametrically rich problem though a number of interesting limits can be identified;
as βs →∞ the surfactant may be considered insoluble and Eqs. (2.9) can be used to describe the
flow dynamics. Further, the limit of Ks →∞ is associated with a rapid rate of surfactant adsorption
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to the free surface such that equilibrium between surface and bulk concentrations is reached within
time-scales of the order 1/Ks; consequently J = 0 and Eq. (2.11)(c) may be decoupled from the h
and Γ equations. Similarly, in the absence of any limiting cases and at long times, bulk concentration
effects may be regarded negligible, assuming equilibrium has been reached and, once again, Eqs.
(2.9) capture the physics of the flow.
The studies outlined thus far have considered the spreading of fluids and surfactant in the absence
of gravitational effects; in general, very little research has been conducted on the subject of gravity-
driven flow in the presence of fluid contamination [139] albeit corresponding to a realistic, physical
situation. The motivation lies within coating flow applications wherein gravitational effects may
be significant and the understanding behind the intensification or suppression of surfactant-induced
fingering structures, is critical. Edmonstone et al. [140–142] investigated the flow of constant-
flux of surfactant-laden fluid and of a surfactant-rich droplet spreading down an incline which has
been prewetted with a thin, uncontaminated film using the model given by Eqs. (2.11). As previ-
ously mentioned, in gravity-driven flows down an inclined or vertical plane the base-state solution
is characterised by the formation of a capillary ridge which becomes unstable to spanwise distur-
bances [60, 75, 104]; similar interfacial features are observed in the presence of surfactant where at
the contact line a small ridge forms, characteristic of Marangoni flows [141]. Through linear and
nonlinear stability analyses it was shown [140, 141] that spanwise perturbations become amplified
at the region immediately ahead of the ridge. Further, the authors showed through a perturbation
‘energy’ decomposition analysis that the predominant mechanism leading to the amplification of
disturbances is the gravitational force.
2.4.4 High-concentration spreading
The studies mentioned so far provided insight into the fundamental concepts associated with the
surfactant-laden flows and their stability; in order to derive a theoretical model capturing the physical
effects observed in experiments, it is of interest to examine surfactant concentrations above the CMC,
allowing for the spontaneous clustering of micelles to occur. The mathematical understanding of
the more complicated model [refer to Eq. (2.12) below] wherein the evolution of all species is
2.4. Surfactant-driven flows 31
accounted for, is of tremendous interest, representing a situation more closely related to a physical
scenario, as exhibited by experimental research [76,119,120,122,143], thus rendering such systems
more industrially relevant.
Edmonstone et al. [142] extended previous work carried out on insoluble surfactants [133] to account
for dilute concentrations above the CMC. In order to do so, the three-equation model given by Eqs.
(2.11) is augmented to include a micellar concentration field, denoted bym and define a flux relation
corresponding to the surfactant monomer exchange in the bulk; the resulting model comprises four
evolution equations for h(x, y, t), Γ(x, y, t), c(x, y, t) and m(x, y, t)
ht = −∇ ·
(
Ca
3
h3∇∇2h+
1
2
h2∇σ
)
,
Γt =
∇2Γ
Pes
−∇ ·
(
Ca
2
h2Γ∇∇2h + hΓ∇σ
)
+ JΓc, (2.12)
ct =
1
hPeb
∇ · (h∇c)−
(
Ca
3
h2∇∇2h−
h
2
∇σ
)
· ∇c−
βsJΓc
h
− Jcm,
mt =
1
hPem
∇ · (h∇m)−
(
Ca
3
h2∇∇2h−
h
2
∇σ
)
· ∇c+ Jcm,
where JΓc and Jcm are sorptive fluxes; the former corresponds to monomer surfactant exchange
between the bulk and interface and the latter within the bulk; Pem denotes the Pe´cle´t number for
the micellar phase. Further, at high surfactant concentrations, it is customary to use a nonlinear
equation of state for the surface tension dependence on Γ [132, 144–147]. Edmonstone et al. [142]
carried out a parametric study on the base-state flow of Eqs. (2.12) and demonstrated a number
of interesting phenomena upon an increase in the surfactant mass (M); the results showed the
formation of a secondary protuberance for intermediate surfactant concentrations which spreads
behind the leading front. The flow stability to spanwise perturbations was also assessed whereby
the thinning region (also observed by [147]) was found to be susceptible to spanwise instabilities.
The authors also investigated the effect of an increase in M on the linear stability of the flow and
concluded that the structures are most unstable at intermediate values of M ; this result was verified
through numerical simulations as shown in Fig. 2.10. In the work presented in Chapters 6 and 7, we
extend the work conducted by Edmonstone et al. [142] to climbing film flows wherein gravitational
effects are important and may act both to promote and demote Marangoni effects, depending on the
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(a) (b) (c)
Figure 2.10: Surface plots showing the evolution of the film height through numerical solutions of
Eqs. (2.12) with varying surfactant mass with (a) M = 1, (b) M = 3 and M = 5. The simulations
were initialised from a pseudo-random perturbation in the spanwise direction and the solutions shown
here correspond to a dimensionless time of t = 100 (reproduced from [142]).
flow configuration. We examine the base-state flow through an extensive parametric study, followed
by an assessment of the linear and nonlinear stability to small-amplitude disturbances introduced in
the spanwise direction.
CHAPTER 3
Formulation
This study involves the mathematical modelling of single- and two-layer flows driven by body or
surface forces, the latter brought about via the addition of a surface active agent (surfactant).
In this chapter, we aim to give an overview of the governing equations and boundary conditions
which describe the dynamics of the aforementioned flow configurations while explaining their physical
significance. In subsequent chapters, we shall refer to the equations outlined in the following sections
and identify distinct, physical features as applied to each of the various flows of interest. Further,
the objectives of the lubrication approximation in thin-film modelling followed by the choice of
nondimensionalisation and associated assumptions are discussed.
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3.1 Governing equations
In Chapters 4 and 5, we consider the dynamics of a two-layer flow in a closed channel while in
Chapters 6 and 7 we are interested in a thin, surfactant-laden film climbing up an inclined substrate.
In this chapter, we derive the leading order governing equations and boundary conditions for a two-
layer, channel flow wherein the fluids are taken to be incompressible, Newtonian and immiscible. The
above-mentioned flow configuration is the subject of Chapter 4 and it is chosen here to introduce
fundamental concepts of theoretical modelling, as it models a relatively simple, yet general, case.
The channel is taken to be rigid, rectangular and inclined at an angle θ to the horizontal. The
upper (lower) layer has constant viscosity µ1 (µ2) and density ρ1 (ρ2). We consider the problem in
a three-dimensional (3-D) coordinate system, (x, y, z), as shown in Fig. 3.1; x, y and z denote the
streamwise, spanwise and normal directions to the flow, respectively. The lower and upper fluids
are located in 0 ≤ z ≤ h(x, y, t) and h(x, y, t) ≤ z ≤ H , respectively, where H is the height of
the channel. The two layers are separated by an interface, located at z = h(x, y, t), and its surface
tension is denoted by σ. Unless otherwise stated, the subscripts ‘1’ and ‘2’ designate quantities
associated with the upper and lower layers, respectively.
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Figure 3.1: Schematic representation of two-layer flow in an inclined rectangular channel.
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In each layer, the equations governing the flow dynamics correspond to the 3-D continuity and
momentum equations; the latter reduce to the well-known Navier-Stokes equations for this case of
incompressible and Newtonian flow
∇ · ui = 0, (3.1)
ρi
(
∂ui
∂t
+ ui · ∇ui
)
= −∇pi + µi∇
2ui + ρig, i = 1, 2, (3.2)
where u = (ui, vi, wi) and ui, vi and wi denote the x-, y- and z-components of the velocity field,
respectively, pi is the pressure in fluid i, and g is the gravity vector. Solutions to Eqs. (3.1) and
(3.2) involve tracking the interface in space and time, and are subject to appropriate initial and
boundary conditions. The choice of initial condition depends predominantly on the interfacial profile
set initially and will be discussed later in this chapter.
Boundary conditions constitute a determining factor in the solution of the problem and deal with the
fluid-solid interaction at the walls as well as the fluid-fluid interaction at the interface. It is noted
that, in the present work, the term ‘single-layer flows’ refers to cases in which the dynamics of the
upper layer are ignored such that there exist no stresses at the free surface. The pressure of the top
layer is included to prescribe the stress at the interface (appearing in the normal stress balance),
but this is somewhat arbitrary since it does not affect the dynamics of the single-layer flow. In the
two-layer flow example illustrated in Fig. 3.1, there exist two fluid-solid interactions: one with the
bottom fluid and the lower wall, located at z = 0, the other with the top fluid and the upper wall,
located at z = H . Each one of these has a tangential and normal component commonly giving rise
to the so-called ‘no-slip’ and ‘no-penetration’ boundary conditions, respectively, which specify that
the tangential (in the x- and y-directions) and normal (in the z-direction) components of the fluid
velocity relative to the solid boundary, are zero
u1 = 0, u2 = 0. (3.3)
At the interface, z = h(x, y, t), we demand continuity of the velocity
u1 = u2, (3.4)
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and that the components of the total stress, balance. The latter is made up of tangential and normal
components and state that, unless the interface is flat, there exists a jump in the stress across the
interface whose magnitude is proportional to surface tension. The unit tangents and normal to the
interface are given by Eqs. (3.5) and (3.6), respectively
t(x) =
(eˆx + eˆz hx)(
1 + h2x
)1/2 , t(y) = (eˆy + eˆz hy)(
1 + h2y
)1/2 , (3.5)
n =
(−eˆx hx − eˆy hy + eˆz)(
1 + h2x + h
2
y
)1/2 , (3.6)
where eˆx, eˆy and eˆz denote unit vectors aligned in the x-, y- and z-direction, respectively. The
stress balance equation is given as
n ·T1 − n ·T2 = σκn−∇s σ, (3.7)
where Ti = −piI + µi(∇ui + ∇u
T
i ) is the total stress tensor in which I represents the identity
tensor, κ = ∇s · n is the curvature with ∇s = (I− nn) · ∇; here, the subscript ‘s’ denotes surface
quantities. The first and second terms on the left-hand-side of Eq. (3.7) represent the tractions
exerted on the interface by the upper and lower fluids, respectively. The ‘dot product’ of Eqs. (3.5)
and (3.7) yields the tangential stress balances while the inner product of Eqs. (3.6) and (3.7) yields
the normal stress balance given by Eqs. (3.8) and (3.9), respectively
n · T1 · t
(x) − n · T2 · t
(x) = −t(x) · ∇s σ,
(3.8)
n · T1 · t
(y) − n ·T2 · t
(y) = −t(y) · ∇s σ,
n ·T1 · n− n · T2 · n = σκ. (3.9)
For the two-layer flow example presented in this chapter, the surface tension is assumed to be
constant hence ∇s σ = 0; we shall relax this assumption in Chapters 6 and 7, which deal with
surfactant-laden flows, wherein the addition of a surfactant to the liquid film acts to lower the surface
tension. From Eq. (3.8) we deduce that, since the tangential stress contribution is independent of
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pressure, a nonzero ∇s σ term represents the dominant mechanism responsible for driving the flow.
This constitutes an important factor in choosing the characteristic velocity scaling which, in turn,
is implemented in the nondimensionalisation of the system of equations (see Section 3.2).
Finally, at the interface, we make use of the kinematic boundary condition, which relates the motion
of the interface to the fluid velocity at the interfacial boundary. As previously mentioned, the position
of the interface is located at z = h(x, y, t) which may be expressed as F (x, y, z, t) = z−h(x, y, t) =
0. For fluid particles moving with the interface
D
Dt
[
z − h(x, y, t)
]
= 0, (3.10)
where D/Dt represents a material derivative. Equation (3.10) represents the kinematic boundary
condition which will be utilised in subsequent chapters to derive a single evolution equation for the
film thickness.
3.2 Nondimensionalisation
The choice of scaling is an essential step in the approximation of the solutions to the aforementioned
governing equations. Dimensional analysis has long been considered an effective tool in identifying
the independent parameters governing the flow. These parameters are often grouped into com-
binations of physical quantities with an overall dimensionality of zero; we shall refer to these as
dimensionless groups. The latter constitute an interpretation of physical forces like, for instance,
the Reynolds number given by Re = ρUD/µ, defined as the ratio of inertial to viscous forces.
More importantly, dimensional analysis allows the simplification of the system of equations based
on the various orders of magnitude arising through scaling. For example, the flows of interest in
this study are in the low Reynolds number regime implying that the inertial forces are negligible
compared to the viscous forces. This feature alone simplifies the linear momentum conservation
equations significantly as we shall see in this section. Further, this study focuses on applications of
lubrication theory which provides a method of exploiting the different length scales that appear in
the system; this allows for long-wave phenomena to be investigated while aiming to retain the key
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terms describing the physics of the flow.
The centre of interest lies within two-layer flows composed of thin liquid films whose thickness is
taken to be smaller than the characteristic wavelength of an interfacial disturbance. In the problems
considered in this work, the channel thickness is considered to be small compared to the length
of the channel whence, a disparity between the length scales H and L arises and introduces a
small parameter δ, defined as δ ≡ H/L which, following an order-of-magnitude analysis, leads to
simplifications to the flow equations. It is noted that the magnitude of the width of the channel,
W , is comparable to its length such that H/W ' δ. In the single-layer flows presented in Chapters
6 and 7 of this work, the small length-scale H is taken to be equal to the unperturbed film thickness
rather than the height of the channel. The resulting leading-order governing equations (and boundary
conditions) are the simplest set of equations that may be solved but, if the dominant physics are
not completely captured, higher order terms need to be included.
The following scalings are used to render the system of equations dimensionless and are common to
all the flow problems investigated in this study
(x, y) = L(x˜, y˜), (z, h) = H(z˜, h˜),
(u, v) = U(u˜, v˜), w = (δU)w˜, t = (L/U)t˜, p = P p˜, (3.11)
where the quantities shown with a tilde are dimensionless. In order to take into account the disparity
in length scales, we have taken (x, y) ∼ L while z ∼ H . A characteristic velocity scale U , defined
later in this section, is chosen to nondimensionalise the velocity field components; it is noted that
the in-plane, (u, v), velocity components scale differently to w since continuity demands that each
one of ux, vy and wz be of the same order; here, the subscripts denote partial differentiation.
Next, we specify the velocity scale and address the appropriate scaling for pressure. The right-
hand-side of the Navier-Stokes equations (3.2), represents terms associated with the acceleration
of the flow due to pressure differences, deviatoric stress differences and gravity. For the two-layer
flows investigated in this study, the mechanism driving the flow is attributed to gravity; a balance
between gravity and the deviatoric stress terms yields the characteristic scaling for the velocity as
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U = ρ2gH
2 sin θ/µ2, based on physical properties of the lower fluid. Finally, a balance between
the pressure and stress terms in (3.2) yields P = µ2UL/H
2 which is appropriate for flows wherein
inertia can be ignored [11]. In contrast, the dominant mechanism driving the flow in surfactant-laden
film flows is associated with surface tension gradients leading to the definition of a characteristic
Marangoni velocity scale discussed in Chapter 6. Substitution of Eqs. (3.11) into Eqs. (3.3)-(3.10)
and suppression of the tildes, yield the following set of leading order equations in the limit of δ → 0
u1x + v1y + w1z = 0, (3.12)
p1x = n+mu1zz, p1y = mv1zz, p1z = −nS, (3.13)
u2x + v2y + w2z = 0, (3.14)
p2x = 1 + u2zz, p2y = v2zz, p2z = −S, (3.15)
where S = δ cot θ, m = µ1/µ2 and n = ρ1/ρ2. The degree to which hydrostatic effects are taken
into account depends on the angle of channel inclination. For θ ∼ δ, piz = S = O(1), and for angles
approaching pi/2, nearly vertical, piz = O(δ). Note that for θ ∼ δ
2, S = O(δ−1)  1 and the
scalings adopted above are no longer appropriate for this, nearly horizontal case. The dimensionless
boundary conditions are given as follows
u1 = v1 = w1 = 0 at z = 1, u2 = v2 = w2 = 0 at z = 0, (3.16)
and at the interface z = h(x, y, t)
u1 = u2, v1 = v2, w1 = w2, (3.17)
ht + u2 hx + v2 hy = w2, (3.18)
p1 − p2 =
δ3(hxx + hyy)
Ca
, (3.19)
mu1z = u2z, mv1z = v2z, (3.20)
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where Ca = ρ2gH
2 sin θ/σ is the capillary number.
Next, we identify some important steps followed in deriving the set of equations given by Eqs.
(3.12)-(3.20). Firstly, since the work carried out is in the low Reynolds number regime, Re  1,
hence the inertial terms i.e. the transient and convection terms in the momentum conservation
equations, can be ignored. Secondly, upon introduction of the scalings, some terms in the viscous
dissipation contribution to Eq. (3.2) (the second term on the right-hand-side of this equation) are
retained to leading order while others are not. In Eq. (3.21) we show that there exist different orders
of magnitude between the second-order derivatives of the x velocity component of fluid i,
U
L2
∂2u˜i
∂x˜2
'
U
L2
∂2u˜i
∂y˜2

U
H2
∂2u˜i
∂z˜2
. (3.21)
It follows that the lowest order term in Eq. (3.21) is the second derivative of the velocity in the
normal direction. The latter and the analogous term in the y-component of the viscous dissipation
are retained in the leading order equations, while in the normal direction all terms are of higher order
and thus ignored. Thirdly, in the normal stress balance in Eq. (3.19), capillary forces are retained
in the leading order equations despite being of higher order. This is because physical experiments
suggest that surface tension effects are not small thus rendering it necessary to rescale the capillary
number appropriately (see Section 3.3) such that capillary forces enter the problem at leading order.
Finally, a note on the limitations of the lubrication approximation in the set of equations presented
in this section is in order. It is obvious that if Re is of O(1), inertial effects will become significant
and their contribution must be taken into account. In addition, implementation of the lubrication
approximation resulted in the significant simplification of the tangential and normal stress balances
whereby first and second order spatial derivatives of the interface were deemed to be of higher
order and therefore ignored. In order for this approximation to be valid however, lubrication theory
demands that no steep slopes can exist at the interface.
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3.3 Evolution equations
The scalings introduced in the previous section led to the simplification of the set of equations
describing the two-layer flow dynamics. The objective here is to derive evolution equations, seeking
solutions to the leading order problem, subject to the wall and interfacial boundary conditions
outlined in this chapter. We take the two-layer, channel flow example to elucidate the approach we
follow in theoretical modelling. Before proceeding, we rescale the capillary number as Ca = δ3Ĉa
where Ĉa = O(1). We obtain expressions for the pressure in fluids ‘1’ and ‘2’ by integration of Eqs.
(3.13)c and (3.15)c with respect to z, followed by the application of the normal stress balance at
the interface
p1(x, y, z) = p1 |z=h +nS(h− z), (3.22)
p2(x, y, z) = p1 |z=h +S (h− z)−
(hxx + hyy)
Ĉa
. (3.23)
Next, upon integrating Eqs. (3.13)a,b and (3.15)a,b twice with respect to z, application of the
no-slip condition at z = (0, 1) and continuity of velocity and tangential stress at z = h(x, y, t), we
obtain relations for the x- and y-components of the velocity profiles for both fluids
u1 =
1
2m
[
(p1x − n)(z
2 − 1)
]
+ c1(z − 1)), (3.24)
v1 =
1
2m
[
p1y(z
2 − 1)
]
+ c2(z − 1), (3.25)
u2 =
1
2
[
(p2x − 1) z
2
]
+ c3 z, (3.26)
v2 =
1
2
p2y z
2 + c4 z. (3.27)
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Here, c1-c4 are functions of space and time, given as follows
c1(x, y, t) =
1
2m
[
1 + h
(
m− 1
)]
{(
n− p1x
)
+ h2
[(
n− p1x
)(
2m− 1
)
−m
(
1− p2x
)]}
, (3.28)
c2(x, y, t) =
1
2m
[
1 + h
(
m− 1
)]
{
h2
[(
1− 2m
)
p1y +mp2y
]
− p1y
}
, (3.29)
c3(x, y, t) =
1
2
[
1 + h
(
m− 1
)]
{(
n− p1x
)(
1 + h2
)
+ h2
(
m− 2
)(
1− p2x
)
+ 2 h
(
1− n
)(
p1x − p2x
)}
,
(3.30)
c4(x, y, t) =
1
2
[
1 + h
(
m− 1
)]
{
− h2
[
p1y +
(
m− 2
)
p2y
]
− 2 h
(
p2y − p1y
)
− p1y
}
, (3.31)
Integrating the continuity equation (3.14) in fluid ‘2’ over its thickness, application of the kinematic
boundary condition and making use of the Leibniz integral rule, yields an equation for the film
thickness
ht +
(
q
(x)
2
)
x
+
(
q
(y)
2
)
y
= 0, (3.32)
where q
(x)
2 and q
(y)
2 are defined below. In order to fully resolve Eq. (3.32), it remains to derive an
expression for the interfacial pressure gradient, p1 |z=h. To do this, we utilise an additional condition
emerging from demanding continuity of the normal velocity component at the interface
(
q
(x)
1 + q
(x)
2
)
x
+
(
q
(y)
1 + q
(y)
2
)
y
= 0, (3.33)
where q
(x)
1 =
∫ 1
h
u1 dz , q
(y)
1 =
∫ 1
h
v1 dz and q
(x)
2 =
∫ h
0
u2 dz, q
(y)
2 =
∫ h
0
v2 dz represent the
volumetric flow rates of fluids ‘1’ and ‘2’ and the superscripts ‘x’ and ‘y’ denote the streamwise and
spanwise components, respectively. The expressions for q
(x)
1 , q
(y)
1 , q
(x)
2 and q
(y)
2 are given by Eqs.
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(3.34)-(3.37), respectively
q
(x)
1 =
(1− h)2
12m
[
1 + h (m− 1)
] (− (1− h) [1 + h (4m− 1)] p1x − 3 h2mp2x + (3.34)[
(m (3− 4n) + n) h2 + 2n (2m− 1) h+ n
])
,
q
(y)
1 =
(1− h)2
12m
[
1 + h (m− 1)
] (− (1− h) [1 + h (4m− 1)] p1y − 3 h2mp2y), (3.35)
q
(x)
2 =
h2
12
[
1 + h (m− 1)
] (− 3 p1x (1− h)2 − (3.36)
p2x h
[
4 + h (m− 4)
]
+
[
(m+ 3n− 4) h2 − 2 (3n− 2) h+ 3n
])
,
q
(y)
2 =
h2
12
[
1 + h (m− 1)
] (− 3 p1y (1− h)2 − p2y h [4 + h (m− 4)]), (3.37)
where p1 and p2 are given by Eqs. (3.22) and (3.23), respectively. Equations (3.33) -(3.37) together
with the normal stress balance condition at the interface, yield a partial differential equation for the
pressure gradient which together with Eq. (3.32), describe the spatio-temporal behaviour of the
interface. In Chapters 4 and 5, we show that upon application of appropriate boundary conditions,
which are consistent with physical experiments, a single evolution equation is derived to investigate
1-D and 2-D dynamics, respectively, for a two-layer flow down an inclined channel. The highest order
term in the resulting film thickness equation is a fourth-order diffusion term associated with surface
tension. Notwithstanding the nonlinear nature of the resulting equation, addressing the thin film
equation becomes a far easier task than seeking numerical solutions of the Navier-Stokes equations.
As previously mentioned, the initial condition implemented for the film thickness in order to solve
the governing problem, requires describing the shape of the film in all spatial locations. Part of
the present thesis is concerned with flow down an incline, for which we employ a step-like structure
wherein the upstream film thickness (h−) is always taken to be higher than the downstream (h+).
The so-called precursor film downstream of the initial step function is assumed to be completely
wetting of the channel wall; this alleviates the need to include contact angle models to describe the
behaviour of the moving front at the contact line. In fact, the majority of the simulations are carried
out with a thick precursor film, though no bigger than a tenth of the channel height. Although the
‘contact line paradox’ problem is yet to be resolved, it is beyond the scope of the current research.
CHAPTER 4
Two-layer channel flow I: One-dimensional flows
This chapter deals with the dynamics of a two-layer flow in a rectangular channel; a sketch of the
two-dimensional (2-D) configuration is shown in Fig. 3.1. The fluids are assumed to be Newtonian,
incompressible and immiscible. Lubrication theory is applied to derive a single evolution equation for
the interface which models a two-dimensional flow in both co- and counter-current configurations.
The flow is parameterised by density and viscosity ratios, the total inlet flowrate of both fluids, the
channel inclination and the inlet and outlet heights of the interface. The focus of this chapter is on
one-dimensional (1-D) flows and in Chapter 5, the stability of the flow to spanwise perturbations
is investigated. An ‘entropy-flux’ analysis is employed to classify the various shocklike solutions,
which include Lax shocks, pairs of Lax-undercompressive and rarefaction-undercompressive waves.
Further, in inverted substrates, propagating, large-amplitude waves are observed at the interface,
associated with a density stratification instability. The work presented in this chapter has appeared
in Physics of Fluids (refer to [148]).
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4.1 Base-state flow
In Chapter 3, we exploit the disparity of scales arising from the length of the channel, L, being
several orders of magnitude greater than its height, H ; we make use of a small aspect ratio defined
as δ ≡ H/L  1 in order to derive a reduced set of equations. Here, we take the evolution
equations derived in Chapter 3 and, by ignoring any effects in the transverse direction, we formulate
the one-dimensional (1-D) model. The latter represents the ‘base-state’ flow whose stability to
spanwise perturbations is examined in Chapter 5.
The objectives include the derivation of a theoretical model which may be used to simulate physical
experiments. To do this, we choose to set a constant flowrate at the channel inlet, q, a quantity
representing the total flowrate of fluids ‘1’ and ‘2’. Further, we choose to add to the complexity of
the current flow system, gradually: a film thickness evolution equation applied to a general two-fluid
case is derived, followed by its reduction to an ‘air-water’ type flow wherein the disparity between
the density and viscosity ratios of the fluids act to simplify the equation further. Both of these
systems are considered in detail, separately, in order to isolate the mechanisms responsible for the
transitions in the solution structure, and to determine whether or not the simplified version of the
dynamics, governed by Eq. (4.6), can capture the salient qualitative features of the flow.
The constant flowrate assumption is employed through the following relation
q
(x)
1 + q
(x)
2 = q, (4.1)
which follows from integrating the 1-D version of Eq. (3.33) and setting the constant of integration
to q. It is noted that the constant flowrate imposed at the inlet is a time-independent quantity. Both
the magnitude and sign of q are important in this study; in subsequent sections we shall refer to flow
configurations characterised by q > 0 and q < 0 as net ‘co-’ and ‘counter-current’, respectively. In
co-current flow, both fluids flow from the inlet towards the outlet while in counter-current, part of
the upper layer is directed towards the inlet; this is considered in a stationary frame of reference. The
flow configuration is merely set through the sign of q whereas its magnitude dictates the amount of
fluid in the channel.
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The expressions for the pressure in fluids ‘1’ and ‘2’ in 1-D are given by Eqs. (4.2) and (4.3),
respectively
p1(x, z) = p1 |z=h +nS(h− z), (4.2)
p2(x, z) = p1 |z=h +S (h− z)−
hxx
Ĉa
, (4.3)
where S and Ĉa give a measure of gravitational and capillary forces, respectively, defined in Chapter
3. The constant flowrate constraint imposed through Eq. (4.1) gives an expression for the interfacial
pressure gradient p1 |z=h which, together with Eqs. (4.2) and (4.3) and the h evolution equation in
1-D [given by the 1-D version of Eq. (3.32)], yields
ht +
(
1
F1
{
h3
(
1− h
)3[
1 + h (m− 1)
][
(1− n)(1−D hx) + hxxx
]
+3 h2mq
[
(m− 1) h2 − 2 h+ 3
]})
x
= 0, (4.4)
where D = (Ĉa)1/3S and F1 is given by
F1 = 3
[
m2h4 − (2m− 1) h4 + 2 (m− 1)
(
2 h2 − 3 h+ 2
)
h + 1
]
. (4.5)
Here, the rescaling (x, t) = (Ĉa)−1/3(xˆ, tˆ) has been employed and the caret decoration has been
suppressed. The resulting parameter D governs both capillary and gravitational effects. Equation
(4.4) represents the most general formulation for a two-layer flow, in the lubrication limit, used to
carry out a rigorous study on the base flow dynamics before proceeding to spanwise effects.
Next, we present two interesting limiting cases; one applies to ‘air-water’ systems and the other to
flows wherein the dynamics of the upper layer are completely neglected. In both cases, we identify
that there exist large disparities between the physical properties between the two fluids, namely their
density and viscosity. It follows that the density and viscosity ratios between the two fluids may be
represented by small parameters which simplify the evolution equation. In the case of ‘air-water’
systems, it is natural to assume that m ∼  and n ∼ 2, where  is a parameter chosen such that
 1 (but  δ). Following an order-by-order analysis, the evolution equation may be simplified by
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assuming large disparities between the density and viscosity ratios. The following scalings: m = mˆ
and n = nˆ2, where mˆ and nˆ are of O(1), are introduced in Eq. (4.4) and, by keeping terms up to
O(), the model simplifies to
ht +
(
h3
3
(
1−D hx + hxxx
)
(4.6)
−
 h2 mˆ
3 (1− h)3
[
(1−D hx + hxxx)
(
h4 + 3 h2
)
− 3 q
(
h+ 3
)])
x
= 0.
In the limit (m,n)→ 0, the flow is represented by a thin film bounded by an inviscid gas; a situation
wherein the upper layer dynamics are negligible and thus not considered. The leading order terms
in Eq. (4.6) recover the aforementioned limiting case expressed as
ht +
(
h3
3
(
1−D hx + hxxx
))
x
= 0. (4.7)
It is noted that Eq. (4.7) has been used previously to describe the evolution of a liquid film down
an incline [11, 12, 61]; our result only differs through the definition of D, due to a numerical factor
in the characteristic velocity scale chosen. For reasons that become clear in the next section, Eq.
(4.4) is re-written in the following way:
ht + fx +
(
C h3 hxxx
)
x
−
(
H h3 hx
)
x
= 0, (4.8)
where the second term represents the flux-function with f = f(h,m, n, q), while the third and fourth
terms represent effects due to capillarity and hydrostatics, with C = C(h,m) andH = H(h,m, n,D),
respectively. The exact form of f , C and H is discussed later.
Following previous work [11, 12, 58, 61], numerical simulations to evolution equations of the type of
Eq. (4.8) have been shown to exhibit travelling-wave solutions of the form h(x, t) = h¯(ξ) where
ξ = x− ct and c is the travelling-wave velocity, defined later in Section 4.2. In order to investigate
such solutions, the film thickness evolution equation can therefore be expressed as an ordinary
48 Chapter 4. Two-layer channel flow I: One-dimensional flows
differential equation (ODE) for h¯(ξ)
−ch¯ξ + fξ +
(
C h¯3 h¯ξξξ
)
ξ
−
(
H h¯3 h¯ξ
)
ξ
= 0, (4.9)
with C and H, defined in Section 4.2 and F1 is defined in Eq. (4.5) as before, but with the following
substitution h(x, t) = h¯(ξ). Furthermore, in both Sections 4.2 and 4.3, the results associated with
the ‘air-water’ case are presented first followed by those for the general two-layer case.
4.2 Travelling-wave solutions
4.2.1 Preliminaries
As mentioned in Chapter 2, single-layer, thin-film flows have received great attention both in
numerical- and experimental-related research. It is often the case, that the flow dynamics are a
result of a single dominant physical mechanism like, for instance, in gravity-dominated or Marangoni-
stress-dominated flows [149]. For such cases, the interfacial profile is described by a single capillary
ridge whose velocity is constant in a travelling frame of reference. Bertozzi et al. [102] look at situ-
ations wherein the flow dynamics are induced by opposing forces, namely due to gravity and surface
tension gradients, the latter caused by an inclined heated surface. In such cases, and for significant
gravitational forces, it has been shown that the capillary ridge which forms, continues to broaden as
it advances up the heated incline [103]. Solutions of this type will be referred to as double-shock
undercompressive waves. In the work carried out by Segin et al. [112,150] the counter-current flow
of two immiscible fluids in an inclined channel is investigated, wherein undercompressive waves are
observed for counter-current configurations. Thus, in both the single- and two-layer flow scenarios
discussed above, the existence of compressive or Lax shocks, and undercompressive shocks has been
observed. With regard to the work presented here, the interest lies in the effect on the dynamics due
to gravity and additional stresses at the interface due to the presence of a second viscous fluid layer,
confined within a closed channel. Mathematically, the possibility of the partial differential equation
(PDE) at hand to exhibit undercompressive solutions has been attributed to the nonconvexity of the
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flux-function, f [149]. Before proceeding with the analysis, we provide a definition for convex and
concave functions and outline their properties.
Consider a function g(Ω), where Ω is a convex set in a target set R. A convex set is one for which
any points along a straight line segment joined between two points, x1 and x2 where (x1, x2) ∈ Ω
and x1 6= x2, are also within Ω. For instance, a point P which lies on the straight line between
points x1 and x2, is given by
P = λx1 + (1− λ)x2, (4.10)
where λ ∈ (0, 1). The function g (not to be confused with the gravitational constant) is said to be
convex if it satisfies the following inequality
g
(
λx1 + (1− λ)x2
)
≤ λ g
(
x1
)
+ (1− λ) g
(
x2
)
, (4.11)
and strictly concave if
g
(
λx1 + (1− λ)x2
)
> λ g
(
x1
)
+ (1− λ) g
(
x2
)
. (4.12)
Finally, we complete this section by outlining some properties convex functions acquire; concave
functions exhibit analogous features since, from the definitions of (4.11) and (4.12), it follows that
if g is convex then, −g is concave:
1. The first derivative of a convex function g denoted by g
′
is convex if and only if g
′
is strictly
increasing;
2. Suppose the second derivative of a function g exists, the former denoted by g
′′
, then g is
convex if and only if g
′′
> 0;
3. A local minimum of a convex function is also a global minimum.
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4.2.2 ‘Entropy-flux’ pairs
We use the concept of ‘entropy-flux’ pairs to derive a priori bounds for permissible travelling-wave
solutions for a range of connecting states between the upstream film height which, due to the
imposed constant flowrate constraint, we fix at h−, and an interface height downstream given by
h+, where h− > h+; we shall refer to h+ as the ‘precursor’ interchangeably throughout this thesis.
Following Bertozzi et al. [102], we note that, any scalar conservation equation of the form
ht +
(
f(h)
)
x
= 0, (4.13)
may be expressed as
G(h)t + F (h)x = 0, (4.14)
where G and F represent an entropy-flux pair. Equation (4.14) is a consequence of (4.13) if and
only if, the following relation is satisfied
F
′
(h) = G
′
(h)f
′
(h). (4.15)
In Eq. (4.8), the functions f , C and H are defined as follows
f(h,m, n, q) =
1
F1
{
h3(1− h)3
[
1 + h (m− 1)
](
1− n
)
+3 h2mq
[
(m− 1) h2 − 2 h+ 3
]}
, (4.16)
C(h,m) =
1
F1
(
1− h
)3[
1 + h (m− 1)
]
, (4.17)
H(h,m, n,D) =
D
F1
(
1− h
)3 (
1− n
)[
1 + h (m− 1)
]
, (4.18)
where F1 is given by Eq. (4.5). We introduce the idea of entropy-flux pairs to ODE (4.9). Using
the relation given by Eq. (4.15), we express Eq. (4.9) as follows
−c hξ +
F
′
G′
hξ = −
(
C h3 hξξξ
)
ξ
+
(
H h3 hξ
)
ξ
, (4.19)
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where it is noted that the bar notation has been suppressed. Multiplication of Eq. (4.19) by G
′
and
integrating the resulting equation by parts between −∞ < ξ <∞, yields
−c[G] + [F ] =
∫ ∞
−∞
G
′′
{
C h3 hξξξhξ −H h
3 h2ξ
}
dξ, (4.20)
where [F ] = F |∞−∞ and [G] = G|
∞
−∞.
At this point, we need to choose an expression for the convex function G(h). The objective is to
derive bounds, within which travelling-wave solutions can exist, connecting the states h− and h+.
The results from this analysis are then compared against numerical simulations in Section 4.3. We
choose to employ G(h) = − ln h whose second derivative with respect to h is positive for all h
values. We show that, by taking, for illustrative purposes, C and H to be positive constants and
given that G
′′
= 1/h2, the right-hand-side of Eq. (4.20) is negative and thus representative of a
dissipative term, allowing us to write down the following inequality
−c[G] + [F ] ≤ 0. (4.21)
The particular choice of the function G(h) yields the sharpest constraint in deriving the bounds
within which admissible travelling-waves occur [102]. We note that it is possible to obtain an
expression for the shock-wave speed for which travelling-wave solutions are found to be steady by
taking G
′
= 1. By using Eq. (4.15) we obtain the travelling-wave velocity, which satisfies the
Rankine-Hugoniot condition, as follows
c =
f(h−)− f(h+)
h− − h+
. (4.22)
We first consider a vertical flow case (θ = pi/2), where the term associated with hydrostatic effects
in Eq. (4.20) (i.e. the second term on the right-hand-side of this equation) may be disregarded,
and where C is assumed to be a constant
−c[G] + [F ] =
∫ ∞
−∞
G
′′
C h3 hξξξhξ dξ, (4.23)
52 Chapter 4. Two-layer channel flow I: One-dimensional flows
which can be shown to be dissipative for 0 < h < 1 (see below). We are left to show that if the
hydrostatic effects become important then, the second term on the right-hand-side of Eq. (4.20)
given by −
∫∞
−∞
G
′′
H h3 h2ξ dξ represents a dissipative quantity; a proof is shown below. We split the
integral up into two terms; one associated with capillarity and one with hydrostatic effects given by
Eqs. (4.24) and (4.25), respectively:
Icap = C
∫ ∞
−∞
G
′′
h3 hξξξ hξ dξ, (4.24)
Ihyd = −H
∫ ∞
−∞
G
′′
h3 h2ξ dξ, (4.25)
where G(h) = − ln h, whence Ihyd = −H
∫∞
−∞
h h2ξ dξ. Integrating Icap by parts between ξ = ±∞,
yields
Icap = −C
∫ ∞
−∞
h h2ξξ dξ. (4.26)
It can be seen that Icap and Ihyd are both negative and therefore dissipative quantities for all time.
We have verified, a posteriori, that, for the h-dependent functions C and H, the inequality given by
(4.21) holds true for all the parameters investigated in the present work.
It is obvious, from Eq. (4.7) that, the flux-function corresponding to the limit of negligible upper
layer dynamics, is represented by f = h3, and given the definition in Eq. (4.11), it is said to be
convex for h ∈ (0, 1). In this limit therefore, undercompressive solutions to Eq. (4.7) are absent. In
the present context of ‘air-water’ and general two-fluid systems, we investigate the effects associated
with the nonconvex nature of f gradually by first looking at ‘simple’ configurations represented by
‘air-water’ systems followed by a general case in which no assumptions are made on the physical
properties of the two fluids.
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‘Air-water’ limiting case
We formulate the ‘air-water’ case using Eq. (4.8) and expressing the flux-function given by Eq.
(4.16) in the form f(h, mˆ, q, )
f(h, mˆ, q, ) =
h3
3
−
h4 mˆ (h2 + 3)
3(1− h)3
+
h2 mˆ q(h+ 3)
(1− h)3
. (4.27)
Having defined f , the jump in entropy given by [G(h)] and, using the entropy-flux pairs relation
given by Eq. (4.15), we obtain an expression for F (h, mˆ, q, ):
F (h, mˆ, q, ) = −
h2
2
+ 
{
−mˆ q
(
1 + 3 h
)(
1− h
)3 − 3 ln | C (1− h) | (4.28)
+
mˆ
6
[
3 h5 + 3 h4 − 27 h3 + 51 h2 − 24 h+ 2(
1− h
)3 ]
}
,
where C is the constant of integration. From Eq. (4.21), we obtain the final inequality for admissible
travelling-wave solutions
c ≥
F (h−, mˆ, q, )− F (h+, mˆ, q, )
ln(h−)− ln(h+)
= s, (4.29)
where c is given by Eq. (4.22).
We plot c and s in Fig. 4.1 for a range of h− values, a given precursor film thickness h+ and fixed
system parameters, mˆ and q; the small parameter  is fixed at 0.01. Fig. 4.1(a) shows that there
exist travelling-wave solutions between 0.01 ≤ h− ≤ 0.672. In Fig. 4.1(b), we show that for a
lower q value [and keeping all other system parameters as in Fig. 4.1(a)], there are no admissible
travelling-wave solutions indicated by the absence of an intersection point between the c and s
curves except, of course, for the trivial h− = h+ case. In the limit h+ → 0, which corresponds to
that of an advancing contact line, the corresponding value of h−, for which the entropy inequality
is satisfied, is dependent on the system parameters and is determined from the following equation
−h2−
3
+  mˆ
{
h3−
(
h2− + 3
)
3
(
1− h−
)3 − h−
(
h− + 3
)(
1− h−
)3
}
= 0. (4.30)
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In Fig. 4.2(a), we plot the regions within which travelling-wave solutions exist for a range of h− and
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Figure 4.1: Plots of the shock wave speed, c, and the right-hand side of inequality (4.29), s, for
the ‘air-water’ case with mˆ = 1,  = 0.01 and h+ = 0.01 showing (a) the existence of admissible
travelling-wave solutions for q = −0.05, and (b) the absence of admissible travelling-wave solutions
for q = −3.
h+, for various values of q. We note that the lower bound dictating the existence of travelling-wave
solutions is given by the limit of Eq. (4.22) as h+ → h− and the point at which the upper and lower
bound curves intersect is given by the point of inflection of the flux-function, f
′′
(h, mˆ, q, ) = 0.
From Fig. 4.2(a), it is observed that, for decreasing values of q, the size of the regions within which
travelling-shock solutions exist, become smaller.
General two-fluid case
Here, an ‘entropy-flux’ pairs analysis is presented as applied to a general two-fluid system, which
allows an investigation of the effect of inlet flowrate, and density and viscosity ratios on the regions
of existence of travelling-wave solutions. For this case, the expression for the flux, f(h,m, n, q),
is given by Eq. (4.16). Using inequality (4.21) and through the choice of the G(h) function, we
determine expressions for the shock-wave speed, c, and the upper bound of the inequality, denoted
by s, given by the right-hand-side of (4.29), as before. Figures 4.2(b)-(d) depict the regions within
which travelling shock-wave solutions of Eq. (4.9) exist. Each subfigure shows the effect of varying
one parameter such as the viscosity and density ratios and the total inlet flowrate, while keeping all
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other system parameters constant. It is notable that, as the viscosity and density of the upper (lower)
layer increases (decreases), the region of admissible travelling-waves becomes smaller. Similar results
were observed for a decreasing (more negative) inlet flowrate. We note, however, that the effect
of the density ratio n becomes evident as the latter approaches unity, representative of a two-fluid
system with matching density; see, for example, Fig. 4.2(c), which shows that results computed for
n = 0.01 and n = 0.1, almost overlap.
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Figure 4.2: Regions for travelling-shock solutions for (a) the ‘air-water’ case with mˆ = 1 and
 = 0.01 for various q values. The effect of m, n and q for the full two-layer case is shown in panels
(b)-(d), respectively. In all panels, the travelling-shock regions are indicated by the lower bound
given by the h− = h+ line and the upper bounds computed through Eqs. (4.22) and (4.29). For
the panels (b)-(d), unless stated otherwise in the legend, m = 0.3, n = 0.9 and q = −0.002. We
note that in panel (c), the curves corresponding to n = 0.01 and n = 0.1 overlap almost perfectly.
A discussion of the symbols in panel (b) is provided in Section 4.3.
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4.2.3 Classification of travelling-wave solutions
We now turn our attention to the role of the flux-function f and the relationship between the
connecting upstream and downstream film heights on the resulting class of travelling waves obtained.
As previously mentioned, these include Lax shocks, double-shock undercompressive and rarefaction-
undercompressive waves. In what follows, we employ a simple heuristic approach to predict the
nature of the interfacial characteristics and, in Section 4.3, we verify the results obtained from this
approach with those obtained from numerical simulations.
Figure 4.3(a) shows a plot of the flux-function, f(h,m, n, q) given by Eq. (4.16) against the film
thickness h generated for the following system parameters: m = 0.3, n = 0.9 and q = −0.002. A
Lax shock [an example of which is given in Fig. 4.6(a)] travelling with speed c, the latter given by
Eq. (4.22), is obtained for a fixed value of h+ and varying h−, where h− > h+ up to h− = hLax.
From the results of our numerical simulations (presented in Section 4.3), and previous work [102],
the value of hLax is found to be in the close vicinity of the point of inflection for a given flux-function
curve, evaluated at f
′′
(h,m, n, q) = 0, for which h = hinf . In our heuristic approach, described
below, we shall assume that hLax = hinf . For h > hinf , we note that the solution is represented by
an undercompressive double-shock structure [an example of which is given in Fig. 4.6(b)], where the
leading wave is undercompressive in nature and travels with speed cFW given by Eq. (4.32) and, the
trailing wave is a Lax shock which travels with speed cSW given by Eq. (4.33) where, cFW > cSW .
The subscripts ‘FW’ and ‘SW’ here denote ‘fast wave’ and ‘slow wave’, respectively. We find that
when h− > hLax, the resulting jump and the speed of the leading wave are independent of a further
increase in the upstream film height, h−; a result which also agrees with the findings of Bertozzi et
al. [102]. Below, we exploit these observations in order to construct estimates of cFW and cSW .
We first re-write the ODE given by Eq. (4.9) by neglecting the hydrostatic and capillarity effects
−c hξ + fξ = 0. (4.31)
Considering the double-shock structure, integrating across the jump represented by the leading
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Figure 4.3: Classification of travelling-waves; (a) connection between upstream and downstream
heights for m = 0.3, n = 0.9 and q = −0.002; (b) shock wave speed as a function of h− with
h+ = 0.1. The circle and triangle markers in (b) indicate regions for which our heuristic approach
predicts Lax and double-shocks, respectively. The square marker in (a) represents the transition
point given by the point of inflection of the flux-function f(h,m, n, q).
undercompressive wave, gives
cFW =
f(hˆ, m, n, q)− f(h+, m, n, q)
hˆ− h+
, (4.32)
where hˆ denotes the height of the undercompressive shock wave. Similarly, integrating across the
trailing Lax shock, we obtain an expression for the trailing shock wave speed as follows
cSW =
f(hˆ, m, n, q)− f(h−, m, n, q)
hˆ− h−
. (4.33)
As mentioned earlier, the leading shock wave speed, cFW , and the height of the leading wave,
hˆ, locks onto a certain value at the transition between a unique Lax shock and a double-shock
solution [102, 151]. Application of the Rankine-Hugoniot jump condition at h− = hLax = hinf
between h− and h+, yields
c =
f(hLax, m, n, q)− f(h+, m, n, q)
hLax − h+
, (4.34)
where c is given by (4.22), a known value for given h− and h+. Equating Eqs. (4.32) and (4.34)
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allows us to determine hˆ. Use of Eq. (4.32) then provides an estimate of cFW , which, according
to our heuristic approach, no longer varies with h− since hˆ becomes h−-independent beyond the
inflection point. When the upstream film height reaches the height of the undercompressive shock
wave, i.e. at h− = hˆ, then, we expect to obtain a third class of waves characterised by a combination
of rarefaction-undercompressive shock wave structures [an example of which is given in Fig. 4.6(c)].
In Fig. 4.3(a), we show straight lines connecting the points h− and h+, the slope of which represents
the travelling-wave speed, given by Eq. (4.22). We choose to fix the precursor film thickness at
h+ = 0.1 while varying the upstream film height, h− from 0.25 to 0.35 to 0.45, corresponding to,
as predicted by the heuristic approach outlined above, a Lax, an undercompressive double-shock
structure and a rarefaction-undercompressive wave, respectively. We also show in Fig. 4.3(a) the
point of inflection of f(h,m, n, q) which we take, as a first approximation, to represent the point
of transition between a unique Lax shock and the double-shock structure. The relationship between
the predictions of the leading wave speed and the associated wave structure solution is presented in
Fig. 4.3(b) wherein we also plot the shock-wave speed c, as given by a jump between h− and h+.
In this figure, we also indicate the range of h− values, for given h+, for which the aforementioned
heuristic approach predicts Lax or undercompressive shocks. It is clearly seen that c over-predicts
the value of the leading undercompressive shock speed, as expected. In the following section, we
compare the predictions of our approach to our numerical results, in order to assess the validity of
the assumptions made above.
4.3 Numerical simulations
4.3.1 Numerical procedure
The film thickness equation given by Eq. (4.4) is solved numerically starting from the following
initial condition
h(x, 0) = 0.5(h− − h+)
[
1 + tanh(x0 − x)
]
+ h+, (4.35)
4.3. Numerical simulations 59
where x0 is the initial location of the jump. Equation (4.35) describes a step-like profile for the
interfacial height, which as previously mentioned in Chapter 3, is consistent with physical experiments
aimed at investigating slow flows down inclined planes. Next, we define boundary conditions at both
the inlet (x = 0) and outlet (x = L) for the film thickness and its spatial derivatives, as follows
h(0, t) = h−, hxxx(0, t) = 0, (4.36)
h(L, t) = h+, hxxx(L, t) = 0, (4.37)
where L is the length of the computational domain. The film heights at the inlet and outlet are time-
independent quantities that remain fixed, thus satisfying the constant flowrate constraint imposed.
Further, it is assumed that both far behind and in front of the jump, the interface is flat; this is
reflected in the conditions on the x-derivatives of h where any gradients in x are set to vanish at
both boundaries.
Numerical solutions are sought using PDECOL (refer to Appendix A and [152, 153]), a numerical
scheme which uses finite element collocation in space on a uniform grid while Gear’s method is
implemented for time integration. A series of simulations are carried out both in travelling and
stationary frames of reference. In a travelling frame of reference, results are obtained for short
computational domains of length L = 40 dimensionless units while in a stationary frame of reference,
long domains of up to 300 units are chosen; in both cases, 20 grid points are used per unit length.
Prior to presenting results from the numerical simulations, we carry out a convergence test with
3000, 6000 and 9000 grid points. The results (refer to Fig. 4.4) suggest that with 6000 points,
convergence has been reached.
Following the results presented in the previous section, we investigate the effect of the difference in
magnitude between h− and h+ on the wave solutions obtained through the numerical simulations.
We look at solutions for a two-phase system, representative of an ‘air-water’ flow, followed by
simulations for a general two-fluid case. We investigate the effects of D and q on the ‘air-water’
case and, examine the effect of the density and viscosity ratios on the most general two-fluid evolution
equation. As mentioned earlier, positive and negative values of q describe situations involving a net
co- and counter-current flow in the channel, respectively.
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Figure 4.4: Convergence test carried out using PDECOL with 3000, 6000 and 9000 points showing
that convergence has been reached with 6000 grid points. The system parameters are as follows:
mˆ = 1,  = 0.01, q = −0.05, D = 0, h− = 0.35 and h+ = 0.1. The solutions are shown at t = 200.
4.3.2 ‘Air-water’ limiting case
Results from numerical simulations of the ‘air-water’ limiting case are now compared with predic-
tions, given by the entropy conditions inequality Eq. (4.29), of the regions within which admissible
travelling-shock solutions can exist. From the analysis presented in Section 4.2, we predict that, by
varying h− while fixing the remaining system parameters, including the precursor film thickness h+,
it is possible to obtain solutions which exhibit different interfacial characteristics; the predictions are
summarised in Fig. 4.5 where we have fixed the precursor at h+ = 0.1 to examine the effect of
h−. Numerical results at various time intervals are shown in Fig. 4.6 for the system parameters:
q = −0.05, D = 0, mˆ = 1 and  = 0.01. Here, we show that numerical solutions with h− fixed at
0.35, 0.50 and 0.65 give a Lax, a double-shock undercompressive and a rarefaction-undercompressive
structure, respectively. The upstream film height remains fixed at the value set initially to agree with
the constant flowrate constraint imposed. The capillary ridge of the Lax shock reaches a maximum
height, hmax, and travels downstream with a constant speed. Observation of Figs. 4.6(b) and 4.6(c)
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also suggest that the speed of the leading undercompressive wave and the height of the jump, which
in Section 4.2 we refer to as hˆ, are unaffected by a further increase in h−. We analyse our numerical
results next, where we extract information related to the wave speeds, the amplitude of the capillary
ridge and the height of the jump and compare these with the predictions of the heuristic approach
presented in the previous section.
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Figure 4.5: Connecting states between the upstream (h−) and downstream (h+) film heights for the
‘air-water’ case with q = −0.05, D = 0, mˆ = 1 and  = 0.01. From the theory of Section 4.2, we
predict Lax (L), double-shock undercompressive (UC) and rarefaction (R) solutions for h− = 0.35,
0.50 and 0.65, respectively. The square marker represents the point of inflection, hinf , for which
f
′′
(h, mˆ, q, ) = 0.
Numerical simulations for a range of h− values within 0.15 < h− < 0.70 were also carried out for
mˆ = 1,  = 0.01 and q = −0.05 with h+ = 0.1. It was found that the solutions for 0.15 ≤ h− ≤ 0.44
were represented by a Lax shock [see Fig. 4.6(a)] with the speed of the shock varying within the range
0.0150 ≤ c ≤ 0.0704. The transition point from the Lax shock to the double-shock structure was
found to be at hLax ≈ 0.45 at which point the capillary ridge reaches its largest possible amplitude
(hmax = 0.6373) and then forms the double-shock undercompressive wave. The speed and height
of the leading undercompressive were computed as cFW = 0.0682 and hˆ = 0.6224, respectively,
and these quantities are independent of h− ≥ hLax. This structure was observed within the range
hLax ≤ h− < hˆ and is shown in Fig. 4.6(b). The speed of the trailing Lax shock was found to
vary within 0.0594 ≤ cSW ≤ −0.1995, where a negative velocity implies that the shock travels in a
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Figure 4.6: Film thickness evolution generated for the ‘air-water’ case with q = −0.05, D = 0,
mˆ = 1,  = 0.01 and h+ = 0.1. (a) Lax shock at h− = 0.35; (b) double-shock undercompressive at
h− = 0.50; (c) rarefaction-undercompressive wave at h− = 0.65. The interfacial profiles are plotted
at t = 0 (dotted line), using Eq. (4.35) with x0 = 175 and L = 300, t = 100 (dot-dashed line),
t = 150 (dashed line) and at t = 200 (solid line). The horizontal dotted line in (a) represents the
maximum height of the capillary ridge computed at longer times (t = 500), and, in (b) and (c), the
height of the undercompressive wave, hˆ.
direction opposite to that of the flow at the inlet. Finally, when the upstream film thickness exceeds
the value of hˆ, represented by a large enough difference between the two connecting states, h−
and h+ at the inlet and outlet, respectively, the interfacial profile is characterised by a rarefaction-
undercompressive wave as shown in Fig. 4.6(c).
Next, we compare the results obtained from the numerical predictions with analytical results deter-
mined from the heuristic approach, as outlined in the previous section. We summarise our results
as follows. In Fig. 4.7(a), we plot the maximum jump of the wave, (hmax − h−), as a function of
the upstream film height and, in Fig. 4.7(b), we show a comparison of analytical and numerical
results of the wave speeds. From Fig. 4.7(a), we can see that there exists a discontinuity in the
jump, associated with a transition from the Lax to the double-shock structure solutions, at the point
h− = hLax. With further increase in the upstream film height, i.e. for h− > hLax, we observe that
there is an almost linear decrease in the jump. A plot of the travelling-wave velocity as a function
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of h−, given by Eq. (4.22), is shown in 4.7(b) together with the analytical and numerical results. In
Fig. 4.7(b), we observe that, the point of transition from the Lax to the double-shock undercom-
pressive structure, is over-predicted and, in turn, our heuristic approach suggests that the leading
and trailing waves in the double-shock structures, move at a higher speed than the one computed
numerically.
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Figure 4.7: (a) Maximum jump as a function of h− for the ‘air-water’ case showing numerical results
for Lax and double-shock structures; (b) shock-wave speed as a function of upstream film thickness
h−. Here, the circle markers indicate regions for which the heuristic approach predicts Lax shocks
and the upward- and right-pointing triangle markers represent the leading undercompressive fast
waves (FW) and trailing Lax slow waves (SW), respectively. Filled markers show results from the
heuristic approach and hollow markers from numerical simulations. The dotted line in panel (a)
corresponds to a discontinuity in the jump, associated with a transition from Lax to double-shock
structures. The rest of the parameter values are as follows: mˆ = 1,  = 0.01, q = −0.05, h+ = 0.1
and D = 0.
The effect of varying q and D on the interfacial profiles was also investigated. We firstly examine the
effect of a decrease in the inlet flowrate in Fig. 4.8. In Fig. 4.8(a), the upstream and downstream
film heights are fixed at 0.35 and 0.1, respectively. It is observed that, as the flow becomes more
counter-current in nature, which is brought about by increasingly negative q, the wave speed also
decreases while the maximum height of the capillary ridge increases. We repeat the aforementioned
simulations with an increased film height at the inlet, fixed at h− = 0.45 in order to investigate
whether the solutions exhibit different interfacial characteristics with varying q. The solutions in Fig.
4.8(b) show that Lax shocks are formed for zero-net (q = 0) and net co-current flows (q = 0.5).
For a net counter-current flow, characteristed by q = −0.25, however, the solution is represented by
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a double-shock undercompressive structure. The results shown in Fig. 4.8 indicate that for q < 0,
increasing h− promotes the formation of undercompressive waves.
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Figure 4.8: The effect of q on the interfacial profiles for the ‘air-water’ case at time t = 250,
generated for the fixed system parameters: mˆ = 1, h+ = 0.1, D = 0,  = 0.01 with (a) h− = 0.35
and (b) h− = 0.45.
Next, we show the effect of the parameter D, where in particular, we are interested in investigating
the dynamics of flows in vertical channels (D = 0) and, in channels inclined at > pi/2 to the
horizontal (D < 0); this parameter provides a dimensionless measure of the relative importance of
hydrostatics. In the configuration characterised by D < 0, the two-layer fluid is over-hanging; such
situations arise in flow of oil and water in porous media wherein the denser, water phase overlies
the lighter oil. Figure 4.9 shows the effect of varying D on the interface for q = −0.05, h− = 0.35
and the rest of the parameters remaining unaltered from Fig. 4.8. The final solutions are plotted
at t = 500 and we can clearly see that a decrease in D from 0 to -1, leads to an increase in the
amplitude of the capillary ridge. With a further reduction of D to -2.5, however, the shape of the
interface is no longer described by travelling-waves we have seen thus far, but rather, an interfacial
instability manifests itself in the form of ‘mixed’ waves. As shown in Fig. 4.10, which illustrates
the spatio-temporal evolution of the interface for the D = −2.5 case, a capillary ridge develops
at relatively early times and provides the ‘precursor’ for the formation of interfacial waves, which
also grow in amplitude and propagate towards the channel inlet; this is illustrated in Figs 4.10(a)-
(c). The structure of the leading capillary ridge resembles an undercompressive-like wave at later
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times, as shown in Fig. 4.10(d), which remains stable to wave-formation for the remainder of the
simulation.
The interfacial waves propagating towards the inlet are due to a Rayleigh-Taylor-like instability,
which arises due to the unstable density stratification associated with D = −2.5; the mechanism
of this instability is, therefore, unrelated to that which gives rise to the shock-waves observed thus
far. Linearisation of Eq. (4.6) about h− ≡ h0, a constant, using normal modes of the form
h(x, t) = h0 + h1e
ikxeωt with h1  h0, yields
<(ω) =
h30 k
2
(
D + k2
)[
h0 mˆ
(
h20 + 3
)
− (1− h0)
3
]
3 (1− h0)3
, (4.38)
where <(ω) and k denote the real part of the growth rate and the wavenumber of a small-amplitude
disturbance, respectively. In Eq. (4.38), the second term in the square bracket is larger than the
first so that <(ω) > 0 if D < 0, indicating the presence of a linear instability. In Fig. 4.11, we show
the development of interfacial waves starting from a layer of fluid ‘2’ of uniform thickness
h(x, 0) = 0.01 exp
[
− 20
(
L − x0
)2]
+ h0, (4.39)
where we fix x0 = 175 and L = 300. For h0 = 0.35, it is clearly seen that, starting from the initially
small disturbance to the interface provided by the first term on the right-hand-side of Eq. (4.39), a
wave-packet forms, which then develops into large-amplitude interfacial waves that propagate in the
direction of the channel outlet. At later times, the wave profiles resemble those in Fig. 4.10(d), which
are characterised by an undercompressive-like structure connected to lower-amplitude capillary-like
waves, as shown in the range 180 ≤ x ≤ 220 in Fig. 4.11(d). This provides evidence for the claim
made above regarding the nature of the mechanism underlying the formation of these waves. We
also show in Fig. 4.12 that the maximal linear growth and the range of unstable wavenumbers
increase with D for D < 0, as does the interfacial waviness.
Thus, the foregoing results presented in this subsection demonstrate that the effect of confinement on
the flow, brought about by increasing h−, can lead to transitions in the structure of the shocks. We
have also shown that high-amplitude, nonlinear waves can also form in unstably-stratified situations.
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We turn our attention now to the general, two-fluid case.
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Figure 4.9: The effect of D on the interfacial profiles for the ‘air-water’ case at time t = 500,
generated for the following fixed system parameters: mˆ = 1, h− = 0.35, h+ = 0.1, q = −0.05,
 = 0.01 with (a) D = 0, (b) D = −1 and (c) D = −2.5.
4.3.3 General two-fluid case
In this section, we investigate the effect of h− on the spatio-temporal solutions for the interfacial
profile of a liquid-liquid system with a viscosity and density ratio ofm = 0.3 and n = 0.9, respectively,
and q = 0.002, representative of a net co-current flow, in the direction of gravity. We also show the
effect of the viscosity and density ratios on the interfacial profiles. In Fig. 4.13, we show the evolution
of the interface atm = 0.3 and n = 0.9 for a Lax, double-shock and rarefaction wave generated with
a fixed upstream film height of 0.30, 0.50 and 0.60, respectively. Our results show that, compared to
the ‘air-water’ case, the height of the ridge associated with the Lax and double-shock structures is
of a smaller amplitude and the transition from a Lax to a double-shock structure occurs for thinner
fluid ‘2’ layers. In Fig. 4.13(b) at h− = 0.50, the double-shock structure is not as pronounced as in
the ‘air-water’ simulations [see, for example Fig. 4.6(b)] as the maximum height of the trailing Lax
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Figure 4.10: Evolution of the interface at D = −2.5 for the ‘air-water’ case with h− = 0.35 at (a)
t = 250 , (b) t = 500, (c) t = 750 and (d) t = 1125. The rest of the parameters are the same as
in Fig. 4.9. In all panels, the dotted line represents the initial condition at t = 0.
shock was computed as hmax = 0.5618 while the height of the leading undercompressive was found
to be hˆ = 0.5555; as h− → hˆ, the solution approaches a purely undercompressive wave.
Figure 4.14(a) shows the effect of viscosity ratio, m, on the interfacial profiles where it is seen that
with an increase in m, the speed of the wave decreases. Keeping the lower fluid fixed, a higher
viscosity ratio implies an increase in the viscosity of the upper fluid thus increasing the resistance
to flow of the lower fluid. From Fig. 4.2(c), we deduce that, for a vertical channel, the effect of
the density ratio is minimal. We thus demonstrate the effect of a change in n for D = 2 which
represents a channel inclined at a very small angle to the horizontal. We examine the solutions
obtained for a viscosity ratio and total inlet flowrate fixed at m = 0.3 and q = 0.002, respectively.
The solutions for the interface for the aforementioned cases are shown at t = 10000 in Fig. 4.14(b).
Figure 4.7 is reproduced for a general two-fluid case and shows that the point of transition from the
Lax to the double-shock solution as well as a comparison between the predictions of the heuristic
approach (outlined in Section 4.2) and numerical simulations (refer to Fig. 4.15). The point of
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Figure 4.11: Evolution of the interface at D = −2.5 using (4.39), for the ‘air-water’ case with
h− = 0.35 at (a) t = 150 , (b) t = 250, (c) t = 350 and (d) t = 500. The rest of the parameters
are the same as in Fig. 4.9. In all panels, the dotted line presents the initial condition at t = 0.
transition was under-predicted and as a result, the region within which double-shock structures
were expected to occur, was predicted to be larger. It follows that the point of transition to the
rarefaction-undercompressive solutions, was over-predicted. We now refer back to Section 4.2 to
examine how the numerical results compare to the travelling-wave regions predicted by the entropy-
flux pairs theory. We carry out numerical simulations where h− is fixed at a value of 0.4 and seek
solutions for h+ = 0.01 and h+ = 0.1. These are shown in Figs 4.16(a) and (b) at t = 30000, where
in both cases, the viscosity ratio m was varied from 0.01 to 0.1 to 0.3. We refer back to Fig. 4.2(b),
showing the effect of m where we have included two symbols corresponding to (h+, h−) of (0.1,0.4)
and (0.01,0.4), indicated by the circle and square markers, respectively. From Fig. 4.16(a), we can
see that the solution for m = 0.01, m = 0.1 and m = 0.3 is represented by a Lax, double-shock
undercompressive and a rarefaction-undercompressive wave, respectively. Comparing these with Fig.
4.2(b), the circle marker is located very close to the upper bound associated with the m = 0.3 curve,
explaining the transition to the rarefaction wave shown in Fig. 4.16(a) for m = 0.3. Referring to
Fig. 4.2(b), now for a smaller precursor film thickness, the square marker is located considerably
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Figure 4.12: The effect of D on the interfacial profiles for the ‘air-water’ case at time t = 500
with (a) D = 0, (b) D = −1 and (c) D = −2.5. (d) The effect of D on the growth rate of the
disturbance generated using Eq. (4.38) shown at D = 0 (solid line), D = −1 (dashed line) and
D = −2.5 (dot-dashed line). The horizontal, dotted line represents <(ω) = 0. The rest of the
parameters are the same as in Fig. 4.9.
away from the upper bounds of all m curves, representative of the Lax and double-shock structure
solutions only, lacking a transition to the rarefaction wave.
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Figure 4.13: Film thickness evolution generated for q = 0.002, D = 0, m = 0.3, n = 0.9 and
h+ = 0.1 at (a) h− = 0.30, (b) h− = 0.50 and (c) h− = 0.60. The interfacial profiles are plotted
at t = 0 (dotted line) using Eq. (4.35) with x0 = 175 and L = 300, t = 4000 (dot-dashed line),
t = 12000 (dashed line) and at t = 20000 (solid line). The horizontal dotted line in (a) represents
the maximum height of the capillary ridge (hmax = 0.3443) while in (b) and (c), it represents the
height of the undercompressive wave (hˆ = 0.5555).
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Figure 4.14: Interfacial profiles for varying (a) m with n = 0.9, D = 0 at t = 20000, and x0 = 175
in Eq. (4.35) and (b) n with m = 0.3, D = 2 at t = 10000 while the location of the jump in (4.35)
was set at x0 = 50. The remaining system parameters were fixed at h+ = 0.1, q = 0.002.
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Figure 4.15: (a) Plot of the maximum jump given by hmax − h− as a function of h− for m = 0.3,
n = 0.9, D = 0 and q = 0.002 and (b) shock-wave speed as a function of upstream film thickness
h− with h+ = 0.1 using Eq. (4.22). The circle and triangle markers indicate regions for which
the theory predicts Lax and double shocks, respectively, while the dotted line in (a) represents a
discontinuity in the jump associated with a transition between the Lax and undercompressive double-
shock solutions. The subscripts ‘FW’ and ‘SW’ represent the leading undercompressive fast wave
and the trailing Lax slow wave, respectively.
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Figure 4.16: The effect of m on the interfacial profiles using (4.35) with x0 = 50, shown at
t = 30000 for h− = 0.40, D = 0 with (a) h+ = 0.1 and (b) h+ = 0.01. The rest of the parameters
are the same as in Fig. 4.2(b).
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4.3.4 Flow configuration
Here, we relate the various types of wave solutions depicted in Fig. 4.13 to the structure of the
velocity field in both layers. The streamfunction, ψ, is defined by Eq. (4.40) and is calculated to
plot streamlines and velocity vectors at a fixed point in time.
ψ =
1
2
c1 (z − 2) z +
z
6m
(
z2 − 3
)(
p1x − n
)
, (4.40)
where p1 and c1 are given in Chapter 3 by Eqs. (3.22) and (3.28), respectively, but with h = h(x, t).
The definition of ψ satisfies the continuity equation identically such that,
u = ψz and w = −ψx.
We plot in Figs. 4.17-4.19, streamlines and the vector field for the solitary Lax shock, Lax-
undercompressive and rarefaction-undercompressive solutions shown in Figs. 4.13(a), 4.13(b) and
4.13(c), respectively, at t = 4000 and t = 20000. The ridge is observed in all wave solutions
but becomes less pronounced in the transition from a solitary Lax to the Lax-undercompressive to
the rarefaction-undercompressive wave. We observe that for the Lax shock solution, the flow is
co-current: both fluid layers flow in the positive x-direction, towards the channel outlet. For the
undercompressive and rarefaction solutions, however, the flow is counter-current with recirculation
regions clearly discernible above the interface connecting the trailing Lax and leading undercompres-
sive shock, and the rarefaction wave, respectively. It is the onset of these vortices that heralds the
formation of the double-shock structure and the rarefaction waves. Further, Figs. 4.20-4.22 show
the interfacial profile and streamwise velocity profiles ui(z) corresponding to the solutions depicted
in Figs. 4.17-4.19. The vertical, dotted line shown in panel (a) of Figs. 4.20-4.22 indicates the
position in x at which the velocity profiles are plotted [refer to panel (b) in Figs.4.20-4.22]. It is ob-
served that the profiles in both fluids are parabolic and, while a single Lax shock solution represents
a co-current flow, in Lax-undercompressive and rarefaction-undercompressive wave solutions part of
the upper fluid flows towards the inlet in the opposite direction of that of the lower fluid.
It is also of interest to examine the flow configuration in unstably stratified cases wherein the heavier
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fluid overhangs the lighter. Figure 4.23 shows streamline and velocity vectors corresponding to the
‘air-water’ case depicted in Fig. 4.10. It is noted that the hydrostatic parameter, D is set to -2.5
which corresponds to an angle of inclination equivalent to 175◦; this implies that the channel is
tilted such that the fluid appearing to be at the bottom (heavier phase) in Fig. 4.23 is at the top
and overhangs the lighter fluid. It is evident from Figs. 4.23 and 4.24 that the heavier fluid flows in
the direction of gravity while the majority of the lighter fluid flows in the opposite direction, towards
the inlet.
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Figure 4.17: Streamlines and velocity vectors for the case shown in Fig. 4.13(a) at (a) t = 4000
and (b) t = 20000. The black, solid line represents the solution for h(x, t) at the respective times.
The number of contour lines used in the top and bottom layers are 50 and 10, respectively.
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Figure 4.18: Streamlines and velocity vectors for the case shown in Fig. 4.13(b) at (a) t = 4000
and (b) t = 20000. All other parameters as in Fig.4.17.
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Figure 4.19: Streamlines and velocity vectors for the case shown in Fig. 4.13(c) at (a) t = 4000
and (b) t = 20000. All other parameters as in Fig. 4.17.
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Figure 4.20: (a) Interfacial profile for the Lax shock shown in Fig. 4.17 at t = 20000 indicating the
position in x (dotted line) at which the streamwise velocity profiles are plotted. (b) Velocity profiles
for fluids 1 and 2 as a function of z.
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Figure 4.21: (a) Interfacial profile for the Lax-undercompressive wave shown in Fig. 4.18 at t =
20000 indicating the position in x (dotted line) at which the streamwise velocity profiles are plotted.
(b) Velocity profiles for fluids 1 and 2 as a function of z.
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Figure 4.22: (a) Interfacial profile for the rarefaction-undercompressive wave shown in Fig. 4.19 at
t = 20000 indicating the position in x (dotted line) at which the streamwise velocity profiles are
plotted. (b) Velocity profiles for fluids 1 and 2 as a function of z.
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Figure 4.23: Streamline and velocity vectors for the unstably-stratified case shown in Fig. 4.10 at (a)
t = 500 and (b) t = 1000. The black, solid line represents the solution for h(x, t) at the respective
times. The number of contour lines used in the top and bottom layers are 30 and 10, respectively.
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Figure 4.24: (a) Interfacial profile for the ‘mixed waves’ shown in Fig. 4.23(a) at t = 500 indicating
the position in x (dotted line) at which the streamwise velocity profiles are plotted. (b) Velocity
profiles for fluids 1 and 2 as a function of z.
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4.4 Concluding remarks
We have carried out a numerical study of two-layer flows in inclined channels. The lubrication
approximation is used to derive an evolution equation for the two-dimensional interface separating
the two immiscible layers. Our study extends previous research on gravity- or thermocapillary-
driven flow of a single layer on an incline, as well as previous work on counter-current gas-liquid
flows, to two-layer systems by accounting for the dynamics of another viscous phase. The one-
dimensional dynamics provide the focus of the present work; the stability of the interface to spanwise
perturbations forms the subject of Chapter 5.
We have separated the work into ‘air-water’ systems, wherein there exists a significant contrast
between the viscosities and densities of the two fluids, and general two-fluid systems allowing the
investigation of a range of physical properties. Further, the flow was parameterised by a total flowrate
of the fluids entering the channel, and the interfacial heights at the channel inlet and outlet, with
the latter chosen to be smaller than the former; both co- and counter-current configurations are
studied, which correspond to conditions that may be reproduced in experiments, aiming to verify the
numerical predictions presented in this work. Indeed, the limiting ‘air-water’ case may be a useful
starting point for experimental work which involves the co- or counter-current flow of two viscous
fluids.
Our results demonstrate the formation of a range of shock-like solutions that include Lax, under-
compressive and rarefaction waves. A careful examination of the velocity field in each layer shows
that the mechanism giving rise to pairs of Lax-undercompressive and rarefaction-undercompressive
waves is due to the inception of counter-current flow. We note that as the disparity between the
viscosities and densities of the two fluids is decreased, the region within which Lax and under-
compressive shocks exist, becomes smaller. The amplitude of the capillary ridge, present in the Lax
and the double-shock waves, is also smaller, as expected for a denser and more viscous upper layer.
This change in structure is expected to influence the stability of these one-dimensional solutions to
spanwise perturbations; this is explored in Chapter 5. In situations characterised by unstable density
stratification, these solutions give way to propagating interfacial waves driven by a Rayleigh-Taylor
mechanism.
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We have also outlined a method, based on a heuristic approach to delineate the range of parameters
over which the various solutions exist. This approach allows the approximate prediction of the shock-
wave speeds for the class of waves investigated. It simply requires knowledge of the point of inflection
of the flux-function, i.e., f
′′
= 0, and circumvents the need for detailed bifurcation analysis of the
system of ordinary differential equations resulting from the thin film evolution equation [102, 151];
the latter may be potentially costly for the complex, two-layer case. The predictions of the heuristic
approach are in good agreement with those of our transient numerical simulations.
CHAPTER 5
Two-layer channel flow II: Linear and nonlinear analysis
This chapter focusses on the linear and nonlinear stability of the two-fluid system presented in
Chapter 4. The two-dimensional (2-D) evolution equation governing the interfacial dynamics derived
in Chapter 4, is linearised to study the effect of system parameters on the stability of the flow
to transverse perturbations. The linear stability analysis (LSA) indicates that the capillary ridge
present both in single Lax shock solutions and in the trailing wave in Lax-undercompressive solutions,
is unstable to spanwise perturbations leading to fingering formation while undercompressive and
rarefaction waves are stable. Further, situations wherein the substrate is inverted such that a
heavier fluid overhangs a lighter one are also found to be unstable. The results from the LSA are
used to guide transient numerical simulations to examine nonlinear fingering phenomena.
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5.1 Two-dimensional equations
In Chapter 4, lubrication theory is employed to reduce the continuity and Navier-Stokes equations,
governing the dynamics of a two-layer channel flow, to the thin-film equations. We reproduce these
here, for convenience, prior to presenting a single, two-dimensional evolution equation to describe
the film height, h(x, y, t). The kinematic boundary condition at the interface may be expressed as
ht +
(
q
(x)
2
)
x
+
(
q
(y)
2
)
y
= 0, (5.1)
and continuity of the normal component of the velocity yields
(
q
(x)
1 + q
(x)
2
)
x
+
(
q
(y)
1 + q
(y)
2
)
y
= 0, (5.2)
where q
(x)
1 , q
(y)
1 and q
(x)
2 , q
(y)
2 represent the volumetric flow rates of fluids ‘1’ and ‘2’; refer to Eqs.
(3.34)-(3.37) in Chapter 3 for their respective definitions. Unless otherwise stated, the superscripts
‘x’ and ‘y’ refer to the streamwise and spanwise components, respectively. We impose a constant
flow rate, q, in the flow direction at the inlet [see Eq. (5.3)] and, by assuming zero-flux conditions
at the boundaries in the spanwise direction, we obtain Eq. (5.4)
q
(x)
1 + q
(x)
2 = q, (5.3)
q
(y)
1 + q
(y)
2 = 0. (5.4)
Equations (5.3) and (5.4) yield an equation for the interfacial pressure gradient, p1|h, which, in
conjunction with the kinematic boundary condition at the interface, given by Eq. (5.1), and Eqs.
(3.34)-(3.37), gives a single evolution equation for the film thickness
ht + fx +
(
δ1 hx + δ2(hxxx + hyyx)
)
x
+
(
δ1 hy + δ2(hxxy + hyyy)
)
y
= 0, (5.5)
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where f is a flux-function given by (5.6)
f(h,m, n, q) =
1
F1
{
h3(1− h)3
[
1 + h (m− 1)
](
1− n
)
+ 3 h2mq
[
(m− 1) h2 − 2 h+ 3
]}
,
(5.6)
with F1 defined as
F1 = 3
[
m2h4 − (2m− 1) h4 + 2 (m− 1)
(
2 h2 − 3 h+ 2
)
h + 1
]
. (5.7)
The functions f and F1 are given in Chapter 4 by Eqs. (4.16) and (4.5), respectively, reproduced
here for convenience; δ1,2 are functions of h and system parameters, details of which are given below.
Following the work presented in Chapter 4, we are interested in solutions for a general two-fluid flow,
parameterised by viscosity and density ratios, and a limiting case applicable to an ‘air-water’ system.
In both cases, the channel inclination, the respective fluid film thickness, and flow rates may be
varied. The functions δ1 and δ2 are defined by Eqs. (5.8) and (5.9), respectively, for a general
two-fluid system
δ1(h,m, n,D) =
−D
F1
{
h3(1− h)3
[
1 + h (m− 1)
](
1− n
)}
, (5.8)
δ2(h,m, n) =
−1
F1
{
h3(1− h)3
[
1 + h (m− 1)
]}
. (5.9)
As mentioned in Chapter 4, the parameter D gives a dimensionless measure of the degree to which
the hydrostatic effects are significant: D = 0 represents a vertical channel (the hydrostatic effect
is negligible), positive and negative values represent angle inclinations within 0 < θ < pi/2 and
pi/2 < θ < pi, respectively. Introduction of m = mˆ and n = nˆ2, where   1 and quantities
shown with a hat are of O(1), into Eq. (5.6) and keeping terms up to O(), returns f , δ1 and δ2
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for an ‘air-water’ limiting case
f(h, mˆ, , q) =
h3
3
−
h4 mˆ (h2 + 3)
3(1− h)3
+
h2 mˆ q(h+ 3)
(1− h)3
, (5.10)
δ1(h, mˆ, ,D) =
−D h3
3
{
1−
h (3 + h2)mˆ
(1− h)3
}
, (5.11)
δ2(h, mˆ, ) =
h3
3
{
1−
h (3 + h2)mˆ
(1− h)3
}
. (5.12)
In the limit → 0, the remaining terms in Eqs. (5.10)-(5.12) describe a limiting case, wherein the
dynamics of the top layer are neglected completely, such that it represents a thin film layer bounded
by an inviscid gas.
In Chapter 4, the one-dimensional (1-D) version of Eq. (5.5) has been shown to admit travelling-
wave solutions of the form h(x, t) = H(ξ) where ξ = x − ct and c is the travelling-wave speed.
Instead of solving an ordinary differential equation for H(ξ), we assume h(x, t) = H(ξ, τ) and
obtain 1-D base state by seeking long-time solutions of the 1-D evolution equation in a travelling
frame of reference; here, τ = t. We examine the linear stability of the solutions represented by
Lax, Lax-undercompressive and rarefaction-undercompressive waves, to spanwise perturbations by
linearising Eq. (5.5) about the 1-D solution for H(ξ, τ)
h(x, y, t) = H(ξ, τ) + φ(ξ, τ) exp(iky), (5.13)
where φ  1 and it denotes the amplitude of the disturbance in the film thickness while k is the
wavenumber. The linearised evolution equation describing φ is given by
φτ = cφξ −
(
φ f
H
+ δ1φξ + δ2
(
φ
ξξξ
− k2φ
ξ
)
+ φ
[(
δ1
)
H
Hξ +
(
δ2
)
H
Hξξξ
])
ξ
+ k2
[
δ1φ− δ2
(
k2φ− φ
ξξ
)]
, (5.14)
where f and δ1,2 are functions of the base-state, H(ξ) and the subscript ‘H ’ represents the partial
derivative with respect to the base state.
We are interested in carrying out a transient growth analysis where, at long times, the amplitude
of the disturbance will grow (or decay) exponentially with time, i.e. φ ∼ exp(ωτ). Following [154],
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we compute the growth or decay rate using the following relationship
ω = lim
τ→∞
1
2τ
ln
E(τ)
E(τ = 0)
, (5.15)
where E denotes the perturbation ‘energy’ evaluated using
E =
∫ L
0
φ2 dξ∫ L
0
H2 dξ
. (5.16)
The linear stability results are presented next.
5.2 Linear stability analysis
5.2.1 Long-wave limit
Prior to presenting the results from the LSA, we seek asymptotic solutions of Eq. (5.14) in the
long-wave limit as a means of validating our numerical solver. We expand ω and φ in powers of k
as follows
ω = ω0 + kω1 + k
2ω2 + ..., (5.17)
φ = φ0 + kφ1 + k
2φ2 + ...,
and substitute the expansions above in Eq. (5.14). Collecting terms of zeroth, first and second
order in k, yields expressions for ω0, ω1 and ω2, respectively
ω0 =
1
φ0
{
−
[
φ0(fH − c) + δ2φ0ξξξ + φ0
[
(δ1)H Hξ + (δ2)H Hξξξ
]
+ δ1 φ0ξ
]
ξ
}
,
(5.18)
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ω1 =
1
φ0
{
−
[
φ1(fH − c) + δ2φ1ξξξ + φ0
[
(δ1)H Hξ + (δ2)H Hξξξ
]
+ δ1 φ1ξ
]
ξ
−ω0 φ1
}
, (5.19)
ω2 =
1
φ0
{
−
[
φ2(fH − c) + δ2(φ2ξξξ − φ0ξ) + φ2
[
(δ1)H Hξ + (δ2)H Hξξξ
]
+ δ1 φ2ξ
]
ξ
+δ1φ0 + δ2 φ0ξξ − ω1 φ1 − ω0 φ2
}
. (5.20)
Integration across ξ and application of the following boundary conditions at ξ = 0 and ξ = L:
φi = 0 (here, i = 0, 1, 2, ... denotes the order of the expansion) and vanishing spatial derivatives of
H and φi, yields ω0 = ω1 = 0. It then follows that the expression for ω2 reduces to
ω2 =
1∫ L
0
φ0 dξ
{∫ L
0
[
δ1φ0 + δ2 φ0xx
]
dξ
}
. (5.21)
Next, we take φ0 ∼ Hξ [58], where Hξ is the marginal translation mode, and show that ω0 is indeed
zero. Substitution of φ0 = Hξ in Eq. (5.18) gives
ω0Hξ = −
[
Hξ(fH − c) + δ2Hξξξξ +Hξ
[
(δ1)H Hξ + (δ2)H Hξξξ
]
+Hξξδ1
]
ξ
, (5.22)
which, upon integration with respect to ξ and, after some algebra, gives
ω0H =
(
cH − f − δ1Hξ − δ2Hξξξ
)
ξ
. (5.23)
We note that Eq. (5.5) may be modified to solve for 1-D travelling-wave solutions
(
cH − f − δ1Hξ − δ2Hξξξ
)
ξ
= 0, (5.24)
and, inspection of Eqs. (5.23) and (5.24) suggests that ω0 = 0 for H 6= 0, which confirms
that φ0 = Hξ. Integration of Eq. (5.24) across ξ and application of the boundary conditions at
ξ = L: H = h+, where h+ is the undisturbed interface height downstream from the inlet, and
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Hξ = Hξξξ = 0, yields
δ1Hξ + δ2Hξξξ = c (H − h+) + f(h+)− f(H), (5.25)
which, upon substitution in Eq. (5.21) and using φ0 = Hξ returns an expression for ω2 in terms of
the base state and system parameters
ω2 =
1
(h+ − h−)
{∫ L
0
c (H − h+) + f(h+)− f(H) dξ
}
, (5.26)
where f is given by Eq. (5.6) and h− denotes the film thickness at the channel inlet; ω2 will be
compared below to the numerical solutions of Eq. (5.14).
We seek long-time solutions of Eqs. (5.5) and (5.14) using PDECOL (see Appendix A and [152,153]
for details) with the following initial conditions for H and φ
H(ξ, 0) = 0.5(h− − h+)
[
1 + tanh(ξ0 − ξ)
]
+ h+, (5.27)
φ(ξ, 0) = exp(−5(ξ0 − ξ)
2), (5.28)
where ξ0 is the initial location of the jump. In the case of Lax shocks, we choose to carry out
the aforementioned simulations in a moving frame of reference using a computational domain of
L = 40 dimensionless units with up to 1200 grid points to ensure convergence has been achieved.
The travelling-wave speed, c, is given by the Rankine-Hugoniot defined by Eq. (4.22) in Chapter 4.
We extract solutions of the base state and the perturbation amplitude to compute the growth rate
using Eq. (5.15). Figure 5.1 shows that the small-amplitude disturbance introduced, targets the
capillary ridge in Lax shocks and continues to grow. Dispersion curves are generated depicting the
growth rate magnitude for a range of k values which we compare with the eigenvalue obtained
through the long-wave expansion, ω = ω2 k
2, as outlined above. This is shown in Fig. 5.2(a) for
an ‘air-water’ limiting case with mˆ = 1, q = 0.5, D = 0,  = 0.01, and in Fig. 5.2(b) for a general
two-fluid case with m = 0.1, n = 0.1, q = 0.005 and D = 0; in both cases, the upstream and
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Figure 5.1: The evolution of the interface, h for a Lax shock and the perturbation, φ, for an ‘air-
water’ case at (a) τ = 300 and (b) τ = 1500. The system parameters are as follows: mˆ = 1,
 = 0.01, D = 0, q = −0.05, h− = 0.35 and h+ = 0.10, computed for k = 0.25. The perturbation
was multiplied by a small factor, set at 0.5, for clarity of presentation.
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Figure 5.2: Dispersion curves generated numerically for (a) an ‘air-water’ limiting case with mˆ = 1,
q = 0.5, D = 0 and  = 0.01, and (b) a general two-fluid case with m = 0.1, n = 0.1, q = 0.005
and D = 0, showing a comparison with asymptotic theory in the long-wave limit. In both cases, the
upstream and downstream film heights were fixed at h− = 0.35 and h+ = 0.10, respectively and
the 1-D, base-state solution was represented by a Lax shock.
downstream film heights were fixed at 0.35 and 0.10, respectively. It is noted that the base-state
solution is represented by a Lax shock. Figure 5.2 shows that the system is linearly unstable to
spanwise perturbations over a range of wavenumbers within 0 < k < kc, where kc denotes the
cut-off wavenumber which, in this case, was computed to be approximately equal to 1.02 [refer to
Fig. 5.2(a)] and 0.63 [refer to Fig. 5.2(b)]. Further, it can be clearly observed that the numerical
O(k2) eigenvalue, obtained through a long-wave expansion, compares well with the dispersion curve
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in the lower wavenumber range, i.e. in the long-wave limit, thus validating the predictions of our
numerical solver.
5.2.2 Parametric study
The results of a parametric study which detail the dependence of the interface stability on system
parameters are presented next. We begin by considering parameter values leading to Lax shocks
and, through dispersion curves, we investigate the effect on the growth rate for a change in q and
D for an ‘air-water’ case, and in m and n for a general two-fluid case; these results are shown in
Fig. 5.3. It is observed that all dispersion curves are paraboloidal with well-defined ‘most dangerous’
and ‘cut-off’ modes; for all the system parameters shown in Fig. 5.3 the solution was represented
by Lax shocks whose travelling-wave speed is given by Eq. (4.22). From the analysis carried out
in Chapter 4, a decrease in q [refer to Fig. 5.3(a)] or an increase in m and n [refer to Fig. 5.3(c)
and Fig. 5.3(d), respectively] results in an increase in the jump observed in the interface height,
the latter being the difference between the maximum interface height and the inlet thickness, h−.
For a given set of parameters, the interface attains a maximum height before the solution changes
from a Lax shock to a double-shock undercompressive wave. The linear stability analysis illustrated
in Fig. 5.3(a) shows that as the total flow rate becomes more negative, the growth rate of the
spanwise perturbations decreases, and both the cut-off and most dangerous modes shift towards
smaller wavenumbers. The same effect is observed with increasing m and n in Figs. 5.3(c) and
5.3(d), respectively. Finally, in Fig. 5.3(b) we show that, by tilting the channel such that the denser
fluid is overhanging the lighter one, and for parameter values chosen such that the solution remains
represented by a travelling Lax shock, the growth rate increases for all wavenumbers as the channel
moves from the vertical to the horizontal position. In Subsection 5.2.3 below, we perform a detailed
examination of the perturbation ‘energy’ budget [74] in order to isolate the physical mechanisms
responsible for the trends shown in Fig. 5.3.
For double-shock undercompressive structures, the situation is complicated by the transient nature
of the base state; this is due to the presence of two travelling waves. We now linearise about the
evolving base-state solution and solve for h and φ in a stationary frame of reference; this is done
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Figure 5.3: Dispersion curves showing the effect of varying (a) q using the ‘air-water’ limiting case
with D = 0, (b) D using the ‘air-water’ limiting case with q = 0, (c) m using a general two-fluid
case with n = 0.9 and (d) n using a general two-fluid case with m = 0.1. The remaining parameters
used in panels (a) and (b) are: mˆ = 1 and  = 0.01; in panels (c) and (d), these are: q = 0.002
and D = 0. The upstream and downstream film heights were fixed at h− = 0.35 and h+ = 0.10,
respectively, in all panels. The horizontal dotted line shown in all panels represents zero growth rate.
in order to examine the stability of both the advancing undercompressive wave and trailing Lax
shock, which travel at different speeds. We start from Eqs. (5.27) and (5.28) for h and φ (with
ξ = x and ξ0 = x0), respectively, using a computational domain of L = 300 and 6000 grid points.
Unless otherwise stated in the figure captions, the location of the jump, x0, in both Eqs. (5.27)
and (5.28) is set to x0 = 50. As the 1-D solution forms and splits into the slow Lax and the
faster undercompressive wave, the initial peak associated with the perturbation also splits up into
two waves as observed in Fig. 5.4, corresponding to the trailing and leading shocks. In Fig. 5.4,
panels (a) and (b) show results for an ‘air-water’ case at t = 500 and t = 1000, respectively, while
in panels (c) and (d), results are for a general two-fluid case shown at t = 2000 and t = 4000,
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respectively. In both systems, the perturbation wavenumber was set to an illustrative value of
k = 0.25 representative of instability. Within the times shown in Fig. 5.4, the leading wave appears
to be stable to spanwise perturbations as the disturbance decays while the perturbation associated
with the trailing Lax becomes amplified with increasing time [see Fig. 5.4, panels (b) and (d)].
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Figure 5.4: The evolution of the interface for a double-shock undercompressive wave and the per-
turbation, φ, for an ‘air-water’ case at (a) t = 500 and (b) t = 1000 and a general two-fluid case at
(c) t = 2000 and (d) t = 4000. In panels (a) and (b), mˆ = 1,  = 0.01, h− = 0.50, q = −0.05 and,
in (c) and (d) m = 0.1, n = 0.3, h− = 0.45 and q = 0.002. The remaining parameters are common
to panels (a)-(d) and are as follows: D = 0, h+ = 0.10 and k = 0.25; (e) perturbation ‘energy’ as
a function of time shown for various wavenumbers for the double-shock base-state solution depicted
in panels (a) and (b).
We examine the evolution of the perturbation at longer times in Fig. 5.4(e) by plotting the pertur-
bation ‘energy’ [evaluated using Eq. (5.16)] as a function of time for k = 0.10, 0.15 and 0.25 for
the ‘air-water’ case presented in Figs. 5.4(a), (b). It can be observed that for all the wavenumbers
investigated, there is an initial increase in the perturbation ‘energy’, associated with the initial am-
plification of the perturbation at the trailing Lax shock subsequent to the formation of the two waves
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which move at different speeds. The total ‘energy’ is then seen to decrease, possibly due to the
decay rate of the perturbation related to the leading wave being faster than the growth rate of the
trailing Lax. For the smaller wavenumbers shown in Fig. 5.4(e), at later times, once the perturbation
is localised on the trailing Lax, its ‘energy’ begins to grow while for wavenumbers beyond a certain
cut-off value, it continues to decay; inspection of Fig. 5.4(e) suggests that the cut-off wavenumber
lies within the range 0.15 < kc < 0.25. As shown previously by Bowen et al. [106] for a single,
thermally-climbing layer, a simple analysis of the characteristics of Lax and undercompressive waves
reveals that perturbations are attracted towards the former, undergoing growth to drive instability;
perturbations simply pass through the latter leaving behind a stable structure.
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Figure 5.5: The evolution of the interface, h and the perturbation, φ, for a rarefaction-
undercompressive wave for an ‘air-water’ case at (a) t = 300 and (b) t = 600 and a general
two-fluid case at (c) t = 700 and (d) t = 1600. In panels (a) and (b), mˆ = 1,  = 0.01, h− = 0.70,
q = −0.05 and, in (c) and (d) m = 0.1, n = 0.3, h− = 0.65 and q = 0.002. The remaining
parameters are common to panels (a)-(d) and are as follows: D = 0, h+ = 0.10 and k = 0.25 with
the location of the jump set to x0 = 175; (e) perturbation ‘energy’ as a function of time shown for
various wavenumbers for the rarefaction-undercompressive wave shown in panels (a) and (b).
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In Fig. 5.5, we show rarefaction-undercompressive waves for the ‘air-water’ [see Figs. 5.5(a),(b)],
and for the general two-fluid case [see Figs. 5.5(c),(d)]; here, the only change in parameters from
those used in Fig. 5.4 is an increased value of the upstream film height. As in the double-shock-
undercompressive case, the single peak in the perturbation splits into two: one associated with the
backward-moving wave, travelling in a direction opposing gravity, and the other associated with the
forward undercompressive wave moving in the flow direction. Both waves appear to be stable as the
perturbations are not amplified and the ‘energy’ associated with the spanwise perturbation continues
to decay with time [see Fig. 5.5(e)].
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Figure 5.6: The evolution of the interface, h (dotted line) and the perturbation, φ (solid line), for
an ‘air-water’ case at (a) t = 125, (c) t = 750, (e) t = 1200 and for a general two-fluid case at
(b) t = 250, (d) t = 1500 and (f) t = 2250; (g) perturbation ‘energy’ as a function of time shown
for k = 0.25 (solid line), k = 0.50 (dashed line) and k = 1.50 (dotted line) for the large-amplitude
waves for an ‘air-water’ case. In panels (a), (c), (e) and (g) mˆ = 1,  = 0.01, D = −2.5, h− = 0.35,
q = −0.05 and in (b), (d) and (f), m = 0.1, n = 0.3, D = −3, h− = 0.30 and q = 0.002. In
panels (a)-(e), the wavenumber was set to k = 0.25 and in all panels, the precursor film height was
fixed at h+ = 0.10. It is noted that the data shown for φ has been shifted upwards by 60 units, for
clarity of presentation.
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In Chapter 4, we have shown that for channels inclined at an angle > pi/2 (i.e. D < 0), the flow is
characterised by unstable density stratification which gives rise to large-amplitude interfacial waves,
which are different structurally from the travelling-wave solutions observed for D ≥ 0. A similar
flow was investigated recently by Lin and Kondic [80] who studied the dynamics of a film flowing
down an inverted substrate. As in the double-shock solutions, we examine the stability of the flow
to spanwise perturbations by linearising about the evolving base state and the results of this analysis
are presented in Fig. 5.6. The system parameters, m, n, q, h−, h+, are chosen such that, for
a vertical channel, the solution would be represented by a Lax shock. Fig. 5.6 consists of seven
panels: on the left-hand-side, moving from top to bottom [i.e. from (a) to (c) to (e)], we show the
evolution of the film thickness and perturbation profiles for an ‘air-water’ case at t = 125, 750, 1200
and on the right-hand-side [i.e. from (b) to (d) to (f)], we present results for a general, two-fluid
case at t = 250, 1500, 2250.
Inspection of Fig. 5.6(a)-(f) reveals that disturbances are localised at the leading base-state wave,
in the region where the film transitions to h+; the trailing part of the disturbance wave exhibits
ripple-formation in response to the base-state capillary waves. The range of wavenumbers within
which the flow is unstable was also found to be much broader than for the travelling-wave solutions
previously discussed. This is observed in Fig. 5.6(g) where we plot the ‘energy’ term against
time for a number of wavenumbers on a semi-log plot, shown for an ‘air-water’ case for which the
results suggest that the cut-off wavenumber is kc ∼ 1.5. The oscillations exhibited by the temporal
evolution of the disturbance energy can also be correlated with the base-state wave formation which
leads to disturbance growth.
In Section 5.3, we present results from numerical simulations of the fully nonlinear governing evo-
lution equation for which the parameters chosen were guided by the results from the LSA. Prior
to discussing the nonlinear analysis, we project the solution in three-dimensional (3-D) space in
order to compare the predictions of the linear stability analysis to the onset of instability in the
nonlinear regime, to be determined from the numerical simulations. We form the 3-D structures
of the travelling-wave solutions previously discussed (Lax, Lax-undercompressive and rarefaction-
undercompressive waves) as well as the large-amplitude waves associated with the unstable density
stratification by adding to the base-state the periodic disturbance (suitably-scaled for clarity of il-
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Figure 5.7: Three-dimensional structures for (a) a Lax shock using m = 0.1, n = 0.3, D = 0,
q = 0.002, h− = 0.35 and h+ = 0.10 at t = 1500, (b) a double-shock undercompressive wave for
the same parameters as in Figs. 5.4(c),(d) at t = 3500, (c) a rarefaction-undercompressive wave
for the same parameters as in Figs. 5.5(c),(d) shown at t = 1200 and (d) capillary waves with the
system parameters as in Figs. 5.6(b),(d),(f), shown at t = 1500. The perturbation in each panel
was multiplied by a small factor for clarity of presentation chosen as 0.25, 0.5, 0.3 and 0.02 in panels
(a)-(d), respectively.
lustration) associated with the most dangerous mode for each case. As shown in Fig. 5.7, the 3-D
structures assume the form of fingers that are localised at the advancing and trailing Lax shocks
shown in panels (a) and (b), respectively, and the leading capillary wave in (d).
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5.2.3 ‘Energy’ decomposition
It is essential to identify the physical mechanisms underlying the dynamics discussed in the previous
section. To do this, we follow Spaid and Homsy [74] who studied the flow of a single layer down
an inclined plane, and form the inner product of Eq. (5.14) with φ; by integrating across the ξ
domain, we obtain an expression for the time derivative of the ‘energy’ given by dEφ/dt, where Eφ =∫∞
0
φ2 dξ. Table 5.1 shows the various terms contributing to the instability whose sum comprises the
dEφ/dt quantity; the latter can be positive (perturbation grows) or negative (perturbation decays).
Each of the terms is evaluated numerically to identify whether they are stabilising or destabilising.
Table 5.1: Terms comprising the ‘energy’ budget equation and their physical significance.
Contributing terms Physical significance
Flow in the ξ-direction due
Term 1 c
∫∞
0
φ φξ dξ
to the reference velocity
Flow in the ξ-direction due
Term 2 −
∫∞
0
φ
(
δ2φξξξ + δ1φξ
)
ξ
dξ
to the ξ pressure gradient
Flow in the ξ-direction due
Term 3 k2
∫∞
0
φ
(
δ2φξ
)
ξ
dξ
to the y pressure gradient
Flow in the ξ-direction due
Term 4 −
∫∞
0
φ
(
φ fH
)
ξ
dξ
to gravity
Flow in the ξ-direction due
Term 5 −
∫∞
0
φ
(
φ
[
(δ1)HHξ + (δ2)HHξξξ
])
ξ
dξ
to the base-state pressure gradient
Flow in the y-direction due
Term 6 k2
∫∞
0
δ2 φ φξξ dξ
to the ξ pressure gradient
Flow in the y-direction due
Term 7 k2
∫∞
0
φ2
(
δ1 − k
2 δ2
)
dξ
to the y pressure gradient
In Fig. 5.8(a), we plot the perturbation ‘energy’ breakdown as a function of time for a Lax shock
and we note that the only mechanism responsible for the fingering instability is the term associated
with the body force, gravity (term 4 in Table 5.1). A decrease in q is associated with an increasing
measure of the counter-current flow configuration and the latter is responsible for the transition of
the Lax shock to the double-shock structures. Similar observations were made for the case of a
single layer flowing down an incline [74]. Figure 5.8(c) shows the perturbation ‘energy’ breakdown
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Figure 5.8: ‘Energy’ budget results showing the temporal variation of the time-derivative of Eφ.
The system parameters in panels (a) and (b) are the same as the case shown in Fig. 5.3(d) with
n = 0.1 evaluated at (a) the most dangerous mode, k ∼ 0.45, for which perturbations are amplified
and (b) the cut-off wavenumber k ∼ 0.65 for which perturbations decay. In panels (c) and (d) we
show results from the two-fluid case shown in Fig. 5.6(b),(d),(f) with the wavenumber chosen as
(c) k = 0.50 and (d) k = 1.50. Panels (e) and (f) show a case wherein the initial condition for h is
taken to be a flat interface at h− = 0.30. The remaining parameters are the same as in panels (c)
and (d).
for a general two-fluid case for the same parameters as in Fig. 5.6(b),(d),(f) with k = 0.50 and
indicate that in addition to term 4, which represents the main contributor to the energy growth,
terms 2 and 7, associated with flow in the x- and y-direction due to the x and y pressure gradients,
respectively, also contribute to flow instability. In the case of Lax shocks in a vertical channel, we
attribute the instability to term 4 only; the magnitude of this term increases with the difference in
the thickness of the Lax shock and h+ [58,74,75]. However, in the unstably-stratified case examined
in Fig. 5.8(c), the positive contribution of terms 2 and 7 is associated with inverting the channel,
since the aforementioned terms are stabilising in simulations carried out in vertical channels [refer
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to Fig. 5.8(a)].
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Figure 5.9: Semi-log plots of the ‘energy’ budget results depicting the evolution of term 4 in Table
5.1. The effect of q, D, m and n on the temporal evolution of the perturbation ‘energy’ time-
derivative is shown in panels (a)-(d), respectively. The system parameters used to generate the
results in panels (a)-(d) are the same as in Figs. 2(a)-(d), respectively. Here, results are shown for
a wavenumber corresponding to the most dangerous mode for each dispersion curve shown in Fig.
5.3.
In order to verify that the instability is not solely attributed to the difference in thickness between
the Lax shock and h+, which becomes accentuated for a thin h+, in Figs. 5.8(e) and (f) we repeat
the simulations on an inverted channel with the interface initially described by a flat film fixed at
h− = 0.30 with k set to 0.50 and 1.50, respectively. In Fig. 5.8(e), terms 2 and 7 are the only
contributing factors to a net positive ‘energy’ value while the gravitational term is neither stabilising
nor destabilising. Inspection of terms 2 and 7 in Table 5.1 indicates that these depend on the
functions δ1 and δ2, the former being a function of the D parameter. Inverting the channel while
keeping n < 1 constant, leads to a change in the sign of D and, consequently, of δ1 while δ2 remains
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unaffected. It follows that, upon inverting the channel and for a sufficiently negative value of D, δ1
becomes the determining factor in the overall sign of terms 2 and 7, leading to their positive ‘energy’
contribution. Similar observations can be made for n > 1 and a sufficiently positive D, suggesting
that unstable stratification provides a large contribution to instability in the cases presented in Figs.
5.2(b), 5.6 and 5.7(d). In Fig. 5.8, panels (b), (d) and (f) we show that the respective perturbation
in panels (a), (c) and (e), decays for wavenumbers in the vicinity of the cut-off value, as there is no
overall positive ‘energy’ contribution at later times.
In Fig. 5.9, we track the ‘energy’ from term 4 (in Table 5.1) with time, for the cases shown in Fig.
5.3 wherein it is observed that the magnitude of the contribution of term 4 is reduced with decreasing
q and increasing m and n. The effect of D [see Fig. 5.9(b)] on the perturbation ‘energy’ breakdown
has been discussed earlier in this section. The dominance of term 4 suggests that the same physical
interpretation as in [74] applies: locally thicker (thinner) regions of fluid have lower (higher) viscous
drag and are more (less) mobile allowing those thicker regions to preferentially advance and thereby
allowing fingers to form. The wavelength of the fingers is set by the interaction between this driving
mechanism and the stabilising terms and ultimately nonlinear effects come into play. To ascertain
the influence of nonlinearity we turn to full nonlinear simulations.
5.3 Nonlinear simulations
5.3.1 Initialisation
Numerical solutions of the 2-D evolution equation given by Eq. (5.5) are obtained using a numerical
scheme based on alternating-direction-implicit (ADI) methods previously used by [133,147,155,156]
to obtain numerical solutions to 2-D simulations (see Appendix A for details). We seek solutions for
the film thickness starting from a spanwise perturbation, given by
h(x, y, 0) = h+ + 0.5(h− − h+)
[
1 + tanh(x0 − x)
]
+
N∑
i=1
Ai cos(ki y) exp[−5(x0 − x)
2], (5.29)
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where N is the number of modes imposed, Ai and ki denote the amplitude and wavenumber of
mode i, respectively, for a given set of system parameters, guided by the linear stability analysis
discussed in Section 5.2. For i = 1, the initial condition (5.29), is represented by a single-mode
in which case the wavenumber is approximately chosen to correspond to the value for which the
perturbation growth rate is maximum. For i > 1, we ensure that one of the modes corresponds to
the most dangerous one. The numerical simulations are performed on a rectangular grid of length
Lx and width Ly with mesh sizes of ∆x < 0.1 and ∆y < 0.06, respectively.
We begin by investigating system parameters which led to the formation of Lax shocks in 1-D,
followed by unstably-stratified cases in more detail as the latter has not been previously studied in
the literature. Our results for the linear stability of Lax-undercompressive double-shocks indicate
that the trailing Lax shock undergoes finger formation leaving the undercompressive wave stable; the
stability of the double shocks will not be explored further in the nonlinear regime since an extensive
discussion of fingering Lax shocks will be provided. In all cases, the simulations are carried out
in a stationary frame of reference with the length of the domain initially set to Lx = 100; it is
noted that in order to investigate the dynamics of Lax shocks at long times, we extend the domain
length ensuring that the latter is always fixed at 100 units. This involves reducing the length of the
inlet region wherein h = h−, which will have no effect on the dynamics, and establishes a fixed,
high resolution domain length in x without increasing the computational cost. The majority of the
simulations are computed on a narrow domain width set to, unless stated otherwise in the text or
figure captions, twice the value of the wavelength, i.e. Ly = 4pi/k; the value of k is, to a certain
extent, guided by the results of the linear stability analysis. The greater part of the simulations are
performed with a precursor fixed at h+ = 0.10; it has been shown, for the case of Lax shocks, that
as h+ becomes smaller, the instability becomes larger [58, 74] and the speed of the tips and the
roots of the fingers increases and decrease, respectively [75]. Kondic and Diez [75] have also shown
that at a fixed point in time, a decrease in the precursor film thickness is associated with an increase
in the length of the finger.
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5.3.2 Pattern formation in travelling-wave solutions
Here, we present results from the numerical simulations starting from a set of parameters for which
the 1-D solution is given by a Lax shock. Simulations are carried out for an ‘air-water’ system and
the effects of a change in the number of modes included in Eq. (5.29) and in the initial thickness of
the precursor film on the properties of the fingers, are investigated. Further, information is extracted
on the wavelength of the developed fingers and their speed.
Figures 5.10 and 5.11 depict the evolution of the interface with surface and contour plots, respec-
tively, for an ‘air-water’ system in a vertical channel with q = 0.5, h− = 0.35 and h+ = 0.10,
starting from Eq. (5.29) with x0 = 20 and a three-mode perturbation in y with A = 0.033 and
k = 0.35, 0.70, 0.93. Here, k = 0.70 corresponds to the most dangerous mode [refer to the q = 0.5
curve in Fig. 5.3(a)] and the width of the domain was set to Ly = 4pi/0.70. It is clear from Fig.
5.12(a) that, initially, there exist three different wavelengths which, at later times, merge into two,
λ1 and λ2, [refer to Fig. 5.12(b)] associated with each finger formed. The wavelength of the fastest
growing finger was extracted as λ2 = 8.80, corresponding to a wavenumber of 0.71, which is in
good agreement with the results from linear theory. The analogue of Figs. 5.10 and 5.11 for the
same system parameters but simulated on a wider domain (Ly = 8pi/k with k = 0.70) is shown
in Figs. 5.13 and 5.14, respectively. Snapshots of the solution, corresponding to Figs. 5.13 and
5.14, at various times are shown in Fig. 5.15(a). The final snapshot from Fig. 5.15(a), at time
t = 691.5, is shown in Fig. 5.15(b) wherein the circle marker highlights the position of the tip of
the fastest moving finger and the square and triangle markers indicate the location of the two roots
on the right- and left-hand-side of the front of the finger, respectively.
We track the three aforementioned locations with time and plot the location in x of the front and
the roots in Fig. 5.15(c) while in Fig. 5.15(d), we plot the distance between the tip of the finger
and each root, both as a function of time. In Fig. 5.15(c), it can be seen that despite the absence
of periodic boundary conditions in y, the structures remain essentially symmetric about the y = 0
plane: the curves tracking the location of the right- and left-hand-side roots almost overlap. Finally,
from Fig. 5.15(d), we observe that initially the front of the finger accelerates and at later times the
finger moves at a constant speed indicated by the curves levelling off to a constant value. Compared
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Figure 5.10: Surface plots for an ‘air-water’ system showing a Lax shock at (a) t = 22.7, (b)
t = 223.9, (c) t = 432.3 and (d) t = 1567.2. The results are shown for a vertical channel with the
upstream and downstream film heights fixed at h− = 0.35 and h+ = 0.10, respectively, while the
inlet flow rate was set to q = 0.5. The simulation was initialised using Eq. (5.29) with a three-mode
perturbation of equal amplitude, A = 0.033 and wavenumbers k = 0.35, 0.70 and 0.93.
to previous work carried out on 2-D simulations in single-layer flows, the fingers observed in the
current study, do not appear to elongate or grow significantly in amplitude; they resemble those
determined for single-layers but with relatively thick precursors [75]. In the present case, however,
this is attributed to the presence of another viscous phase which provides additional stresses at the
interface that act to retard the formation of fingers and their evolution.
The effect of a thinner precursor is investigated in Fig. 5.16 where we compare the results from an
‘air-water’ case with a precursor film height set as 0.1 and 0.05. The remaining system parameters
as well as the initial perturbation mode imposed, remain unchanged from Figs. 5.10-5.12. Panels
(a) and (b) show snapshots of the evolving interface within 43.2 < t < 822.5 in time intervals of
approximately 30 dimensionless time units where it can be seen that a greater separation between
the roots and tip of the finger is associated with a reduction in the precursor height, causing the
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Figure 5.11: Contour plots for the Lax case depicted in Fig. 5.10 showing 10 equaly spaced contour
lines from 0.1 to 0.45. Panels (a)-(d) correspond to the times shown in Fig. 5.10.
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Figure 5.12: Snapshot of the interface at (a) t = 0 and (b) t = 2004.6. In panel (a), information
on the dimensionless wavelengths λ1−3 was extracted as 4.86, 8.13 and 4.91 and correspond to
wavenumbers 1.29, 0.77 and 1.28, respectively. In panel (b), λ1 = 4.60 and λ2 = 8.80 corresponding
to k1 = 1.37 and k2 = 0.71, respectively.
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Figure 5.13: Surface plots for an ‘air-water’ system showing a Lax shock at (a) t = 15.6, (b)
t = 158.8, (c) t = 312.4 and (d) t = 615.6. The results are shown for the same parameters and
initial condition as in Fig. 5.10 but, here, we use a wider domain in the y−direction set to 8pi/k
with k = 0.70.
finger to appear more elongated as shown in the contour plots [refer to panels (c) and (d)]. Contrary
to the single-layer flow results shown by Kondic and Diez [75], with the addition of a second viscous
fluid, the tip of the finger decreases with a thinner precursor. With a decrease in h+ while keeping
h− constant, the volume of the upper fluid increases, which, in turn, increases the level of drag on
the lower fluid, retarding finger propagation. Inspection of the colour-map scale corresponding to
the contour plots depicted in Fig.5.16(c), (d) also shows that the maximum thickness of the fingers
formed, increases for a thinner precursor.
5.3.3 Unstably-stratified cases
Next, we move on to investigating wave solutions whose formation has been associated with unstable
density stratification in the 1-D flows presented in Chapter 4. In Fig. 5.17, we show height profiles
from an ‘air-water’ case with the same parameters as in Figs. 5.6(a), (c), (e) and (g). The initial
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Figure 5.14: Contour plots for the Lax case depicted in Fig. 5.13 showing 12 equaly spaced contour
lines. Panels (a)-(d) correspond to the times shown in Fig. 5.13.
condition is given by Eq. (5.29) with the location of the jump fixed at x0 = 50 and a single-
mode spanwise perturbation of amplitude, A = 0.1 with k = 0.40; a domain width of magnitude
Ly = 4pi/k was used. From the contour plots in Fig. 5.18, it can be observed that fingers form
which grow in amplitude to a height more than twice the value of the film thickness at the inlet,
as expected from the 1-D solution. Further, it is observed that as the height of the fingers grows,
the latter approach the upper channel wall causing the top of the structures to flatten. Except for
a certain time separation, all the structures formed are seen to behave in a similar manner.
We take a closer look at the middle protrusion, which is the fastest growing [refer to Fig. 5.19(a)],
depicting the flattened area of the peak of the finger at different times, indicating that the front
and back of the flat structure move in opposite directions causing the finger to elongate. In Fig.
5.19(b), we track the x location of the front and back tips of the flat region with increasing time;
5.3. Nonlinear simulations 105
−18
−12
−6
0
6
12
18
15 25 35 45 55 65 75
y
x
(a)
−18
−12
−6
0
6
12
18
68 68.5 69 69.5 70 70.5 71 71.5 72
y
x
(b)
0 100 200 300 400 500 600 700
15
25
35
45
55
65
75
t
lo
ca
tio
n 
in
 x
 o
f f
ro
nt
s 
an
d 
ro
ot
s
 
 
front
right root
left root
(c)
0 100 200 300 400 500 600 700
0.8
1
1.2
1.4
1.6
1.8
2
2.2
t
se
pa
ra
tio
n 
be
tw
ee
n 
fro
nt
s 
an
d 
ro
ot
s
 
 
(dx)R
(dx)L
(d)
Figure 5.15: (a) Snapshots of the interface at t = 0, 15.6, 31.6, 79.2, 158.8, 236.3 and subsequently,
at intervals of δt = 76 with the final snapshot shown at t = 691.5; (b) single snapshot of the
solution at t = 691.5 where the circle marker indicates the location of the tip of the fastest finger
while the square and triangle markers show the location of the roots on the right- and left-hand-side
of the finger tip, respectively; (c) the location of the tip of the fastest finger and the roots on its
right- and left-hand-side as function of time; (d) the distance in x separating the tip of the fastest
finger and the right- and left-hand-side roots with increasing time. The system parameters are the
same as in Fig. 5.13.
it is observed that once the top of the finger flattens completely, at t ∼ 300, the speed of the two
tips remains approximately constant as suggested by the slope of the curves. Finally, in Fig. 5.19(c)
information on the width of the flat region at the front and back is extracted and its magnitude is
shown as a function of time. Once the ‘bell’-shaped structure is formed, the downstream section
appears to retain an almost fixed width while the width of the upstream end continues to grow with
time.
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Figure 5.16: The effect of h+ on the formation of fingering patterns. Panels (a), (c) and (b), (d)
represent simulations for h+ = 0.1 (also shown in Figs. 5.10-5.12) and h+ = 0.05, respectively,
for an ‘air-water’ system with the remaining system parameters, common in all patterns, as in
Figs. 5.10-5.12. Panels (a) and (b) show snapshots of the patterns in time intervals of δt ≈ 30
within 43.2 < t < 822.5 while (c) and (d) depict contour plots (shown here with 10 equally spaced
contour lines) at t = 822.5. Both simulations were initialised with a three-mode perturbation using
k = 0.35, 0.70, 0.93 and an equal amplitude of 0.33.
In Fig. 5.20, we show results from a general two-fluid case with m = 0.1, n = 0.3, q = 0.002,
D = −3 and the heights at the inlet and outlet are fixed at 0.30 and 0.10, respectively. In the initial
condition, Eq. (5.29), we impose a four-mode perturbation of equal amplitude set to 0.033 with the
following wavenumbers: 0.25, 0.50, 0.75 and 1.50, while the width of the channel was set to 2pi/k
with k = 0.25. We show plan-view snapshots of the evolution of the structure at different times in
Fig. 5.21. The fingers form, moving in the flow direction while the frontmost structures are also seen
to reach a large amplitude; see for example Figs. 5.20(c) and (d). Similarly to ‘air-water’ systems, in
Fig. 5.20(d), we show that the peak of the tallest finger appears to flatten as it approaches the top
of the channel; see also Figs. 5.21(d) and (e). We track the middle and rightmost protrusions in the
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Figure 5.17: The evolution of the film thickness for an ‘air-water’ case using the same parameters as
in Fig. 5.6, in panels (a), (c), (e) and (g) shown, here, at (a) t = 84.8, (b) t = 329.9, (c) t = 467.2
and (d) t = 603.4. The simulation was initialised from Eq. (5.29) with a single-mode perturbation
using k = 0.40 and A = 0.1.
z-x plane in Fig. 5.22(a) where the wave splits up into two as it approaches the upper wall of the
channel; the trailing wave appears to remain stationary while the leading wave moves downstream
causing the finger to elongate. Finally, in Fig. 5.22(b) we track the locations in x of the tips of
the middle and rightmost structures, shown with solid and dashed lines, respectively. It is noted
that the leftmost protrusion appears to behave almost completely symmetrically to the rightmost
one and therefore not shown here. The middle structure, which has the largest amplitude, moves
slightly ahead of the rightmost finger up until around t = 750 when the former reaches the upper
wall and flattens, allowing for the front of the rightmost finger to overtake it. Further, we observe
that the speeds of the two structures remain approximately constant until the structures reach a
certain height at which the effect of the upper channel wall becomes significant, causing the peaks
of the fingers to flatten and their fronts to decelerate. This is evident from Fig. 5.22(a) where at
t = 1038.4 the rightmost finger (shown with a thin, dashed line) is about to reach the upper wall,
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Figure 5.18: Contour plots for the case shown in Fig. 5.17 showing 10 contour lines. Panels (a)-(d)
correspond to the times shown in Fig. 5.17.
corresponding to a change in the gradient in 5.22(b) at t = 1038.4. It is possible that some of the
terms neglected in the development of the governing evolution equation, may become significant
in the gap separating the finger peak and the upper channel wall. Future work will compare the
predictions of lubrication theory with the solutions of the Stokes equations, and will also examine
the asymptotic structure of the draining upper fluid trapped between the upper channel wall and
the rising finger.
In Fig. 5.23, we show results from a general two-fluid case with matching viscosity depicting the
evolution of the interface with increasing time. The remaining parameters as well as the initial
condition are unchanged from the case shown in Fig. 5.20. Plan-view snapshots of the solution
are shown in Fig. 5.24. It can be seen that, the initial five-mode perturbation distributes itself
into wavelengths which promote finger formation, as observed in previous simulations. The middle
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Figure 5.19: (a) Plan-view of the evolution of the middle protrusion in Figs. 5.17(d) and 5.18(d);
(b) the x locations of the front and back tips of the middle protrusion as a function of time; (c) the
width of the flat region at the front and the back with time.
structure behaves similarly to the m = 0.1 case shown in Fig. 5.20 while the separation between
the roots and tips of the fingers, which start to form [refer to Fig. 5.23(c)], remains small until
eventually [refer to Fig. 5.23(d)] the two (shorter) fingers on the right- and left-hand-side of the
middle protrusion begin to separate, propagating downstream. The resulting structure has five peaks
of different amplitude with some of the fingers moving faster than others.
Finally, we compare the 3-D structure obtained for the unstably-stratified cases shown individually
in Figs. 5.20 and 5.23 with m = 0.1 and m = 1, respectively. Assuming that the viscosity of
fluid ‘2’ remains fixed, increasing m corresponds to fluid ‘1’ becoming more viscous thus increasing
the effect of tangential stresses at the interface. Surface and contour plots are used to elucidate
the differences between the two structures in Fig. 5.25. Inspection of the dimensionless times
corresponding to the plots in Figs. 5.25(a) and (b), implies that with an increase in m, the fingering
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Figure 5.20: Surface plots for a two-fluid system for the same parameters as in Fig. 5.6, panels
(b), (d) and (f) shown, here, at (a) t = 142.2, (b) t = 350.9, (c) t = 753.1 and (d) t = 1038.4.
The simulation was initialised from Eq. (5.29) with a four-mode perturbation using k = 0.25, 0.50,
0.75, 1.50 and a fixed amplitude of A = 0.033.
Figure 5.21: Plan-view snapshots (in the x-y plane) for the case shown in Fig. 5.20 at (a) t = 350.9,
(b) t = 685.2, (c) t = 906.2, (d) t = 1038.4 and (e) t = 1186.1.
formation is delayed; here, we have chosen to plot the two structures for a dimensionless time at
which the evolution of the interfacial dynamics are comparable. Perhaps the most prominent feature
of a decrease in m is the absence of the two distinct fingers on the left- and right-hand-side of the
middle protrusion. These observations suggest that an increase in m from 0.1 to 1, is stabilising.
From the results presented on the linear stability of the flow in Section 5.2, an increase in m is
5.3. Nonlinear simulations 111
0 400 800 1200
50
55
60
65
70
75
t
(b)
lo
ca
tio
n 
of
 fr
on
ts
50 60 70 80
0
0.2
0.4
0.6
0.8
1
x
h
(a)
Figure 5.22: (a) Height profiles at t = 1038.4 (thin lines) and t = 1186.1 (thick lines) showing the
middle protrusion (solid lines) and the rightmost protrusion (dashed lines) in Fig. 5.20; (b) locations
of the tips of the middle (solid line) and rightmost (dashed line) protrusion as a function of time.
The insert in panel (a) shows an enlarged version of the region separating the finger peak from the
upper channel wall. The system parameters in both panels are the same as Fig. 5.20.
Figure 5.23: Surface plots for a two-fluid system for the same parameters as in Fig. 5.6 in panels
(b), (d) and (f), with m = 1, shown, here, at (a) t = 167.6, (b) t = 1117.6, (c) t = 1745.4 and (d)
t = 2410.4. The same initial condition as in Fig. 5.20 has been used to generate the results shown
here.
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Figure 5.24: Plan-view snapshots for the case shown in Fig. 5.23 at (a) t = 914.3, (b) t = 1641.6,
(c) t = 2057.8, (d) t = 2410.4 and (e) t = 2978.7.
associated with increasing stability due to an increase in the viscous retardation of the interface;
this acts to mitigate against the destabilising, streamwise gravitational effects. Furthermore, from
the perturbation ‘energy’ decomposition analysis discussed above, we showed that there exist two
additional terms contributing to the growth of perturbations, both of which depend on the functions
δ1 and δ2. The former is associated with hydrostatic effects while the latter is associated with
capillarity and, upon increasing m, the magnitude of both δ1 and δ2 decreases.
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Figure 5.25: The effect of m on a general two-fluid case. Panels (a) and (c) show surface and
contour plots for m = 0.1 at t = 1038.4 and, in (b) and (d), m = 1 at t = 1872.8. The remaining
parameters in (a) and (c) are the same as in Fig. 5.20 and, in (b) and (d), as in Fig. 5.23.
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5.4 Concluding remarks
The linear and nonlinear stability of two-layer flows in inclined channels has been investigated in
the present numerical study. We have considered the problem formulated in Chapter 4 where we
first examine the linear stability of the two-dimensional interface to spanwise perturbations through
transient growth analysis and, subsequently, carry out a series of numerical simulations to examine
nonlinear effects. Following the organisation of Chapter 4, we show results from an ‘air-water’ and a
general two-fluid system where the former allows for some simplification in the system of equations
due to a significant disparity between the densities and viscosities of the two fluids.
We have carried out a parametric study using transient growth analysis where through numerically
generated dispersion curves we show that an increase in the viscosity and density ratios results in
smaller perturbation growth while an increase in the total inlet flow rate is found to be destabilising.
The effect of the channel inclination was also investigated for cases wherein the channel is inverted
such that the denser fluid overhangs the lighter one; we find that while the 1-D solution is still
represented by a travelling Lax shock, as the channel moves from the vertical to the horizontal
position, the perturbation growth increases. With an increase in the upstream film thickness, the
1-D solution changes from the unique Lax shock to double-shocks characterised by pairs of either
Lax and undercompressive waves or, rarefaction and undercompressive waves. For the former,
the results suggest that while perturbations become amplified at the Lax shock, they decay at
the undercompressive wave; a result that agrees well with previous findings [106]. Further, the
rarefaction-undercompressive wave appears to be stable for all wavelengths for all the parameter
values investigated.
A perturbation ‘energy’ decomposition suggests that the only mechanism responsible for the fingering
instability observed in Lax shocks, present both in single Lax and double-shock Lax-undercompressive
waves, is due to gravitational effects in the streamwise direction. This is also true for flows char-
acterised by unstably-stratified layers, however, additional terms contribute to perturbation growth;
these are associated with the x- and y-pressure gradient (resulting from hydrostatic and capillary
effects) in both the streamwise and spanwise directions, respectively.
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In the last section of this chapter we show the markedly different features between the fingering
formation resulting from a travelling Lax shock and the large-amplitude waves upon inverting the
channel. In situations described by Lax shocks, the fingers form, propagate downstream and, past
a certain point in time, the roots and tips of the fingers progress at constant speed; thereafter, the
shape of the fingers does not change significantly. Calculation of the wavelength of the advancing
fingers shows good agreement with the results obtained from the linear analysis. In inverted channels,
we find that the spanwise instability associated with the large-amplitude capillary waves observed in
1-D simulations, results in the formation of fingers which continue to grow in amplitude and reach
the top of the channel. As the peaks of the fingers approach the upper channel wall, they begin to
flatten and, depending on the flow configuration (whether net co- or counter-current), they move
towards or away from the outlet. Apart from a separation in time, all the fingers evolve to form
similar structures. The effect of an increase in viscosity ratio, m, is also investigated where the
latter is increased from 0.1 to 1 while keeping all other parameters constant. We observe that for
m = 1, contrary to the m = 0.1 case, the separation of the fingers does not occur at the onset
of the fingering; instead, the fingers grow in height and separate at a later point in time. From a
physical point of view, an increase in m leads to the retardation of the flow as the dynamics of the
second phase become increasingly dominant.
CHAPTER 6
Dynamics of a climbing surfactant-laden film I: Base-state flow
The dynamics of a surfactant-laden film climbing up an inclined plane is investigated through a two-
dimensional (2-D), nonlinear evolution equation for the interface coupled to convective-diffusion
equations for the surfactant, derived using lubrication theory. One-dimensional (1-D) solutions, rep-
resenting the base-state flow, are investigated for constant flux and constant volume configurations;
these flows are parameterised by capillarity, gravity, convection-diffusion ratios (represented by Pe´cle´t
numbers at the surface and bulk), a solubility parameter, sorption kinetics constants, the number of
surfactant monomers in a micelle, and the nonlinearity of the surfactant equation of state. In both
configurations studied, a front develops spreading up the substrate against the direction of gravity
whereby the leading edge of the front follows a power-law as a function of time. The effect of
system parameters on the base-state flow is explored through an extensive parametric study, while
the stability of the above-mentioned system to spanwise perturbations is the focus of Chapter 7.
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6.1 Formulation
6.1.1 Governing equations
Consider a case wherein a constant flux or a drop of a surfactant-laden fluid climbs up an inclined
substrate which has been prewetted by a thin, uncontaminated fluid of uniform thickness. As in
Chapters 4 and 5, we shall refer to this thin film as the ‘precursor’ of height h+ whose effect on the
flow dynamics are to be explored in Section 6.2. The equations governing the flow dynamics of an
incompressible, Newtonian film laden with soluble surfactant correspond to the three-dimensional
continuity and Navier-Stokes equations given in Chapter 3 by Eqs. (3.1) and (3.2) where here, the
subscript ‘i’ is suppressed as the dynamics of a second, bounding fluid are considered negligible.
The flows of interest describe high concentration surfactant spreading where the critical micelle
concentration (CMC) is assumed to be exceeded. Above the CMC, surfactant monomers can
aggregate to form micelles spontaneously while the amount of micelles continues to increase upon
further addition of surfactant. We therefore consider the surfactant to be present in the form of
monomers (both at the interface and in the bulk) and as micelles (only found in the bulk).
Equations describing the evolution of the surfactant concentration in each of the aforementioned
forms are defined as follows
Γt +∇s · (usΓ) + Γ(u · n)κ = Ds∇
2Γ + JΓc, (6.1)
ct + u · ∇c = Db∇
2c− nJcm, (6.2)
mt + u · ∇m = Dm∇
2m+ Jcm, (6.3)
where u = (u, v, w), Γ and c denote the concentration of surfactant monomers at the surface and
in the bulk, respectively, while m denotes the concentration of surfactant micelles. The unit normal
to the interface, n, is defined in Chapter 3 by Eq. (3.6). Equations (6.1)-(6.3) are related through
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sorptive flux relations, JΓc and Jcm
JΓc = k1cs
(
1−
Γ
Γ∞
)
− k2Γ, (6.4)
Jcm = k3c
n − k4m, (6.5)
where the rate constants, k1 and k2 represent adsorption and desorption of monomers to and from
the interface, respectively, while k3 and k4 are associated with the formation and break-up of micelles
in the bulk. The flux JΓc describes the exchange of surfactant monomers between the bulk and the
interface while Jcm denotes the formation (break-up) of micelles from (into) monomers present in
the bulk; here, n is the number of monomers in a micelle. The above convective-diffusion equations
[Eqs. (6.1) - (6.3)] are further parameterised by Di (i = s, b,m) which represents the constant
diffusion coefficient of the monomers at the surface, bulk and the micelles in the bulk, respectively.
Further, following [144,146,156], we employ a nonlinear surfactant equation of state for the surface
tension, applicable for high-surfactant concentrations
σ
Π
= (α + 1)
(
1 +
Γ
Γ∞
[(α+ 1
α
)1/3
− 1
])−3
, (6.6)
where α ≡ σm/Π, and Π is defined below.
6.1.2 Scalings
A set of scalings implemented for the nondimensionalisation of the spatial and temporal coordinates
as well as the velocity and pressure fields are given in Chapter 3 by Eq. (3.11). The variables
associated with the surfactant concentration fields, surface tension and sorptive fluxes are nondi-
mensionalised using the scalings given in Eq. (6.7)
σ = Πσ˜ + σm, Γ = Γ∞Γ˜, c = ccmcc˜, m =
(
ccmc
n
)
m˜,
JΓc =
(
UΓ∞
L
)
J˜Γc, Jcm =
(
Uccmc
L
)
˜Jcm, (6.7)
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where Π = σc − σm defines the spreading pressure with σc and σm denoting the surface tension
of the uncontaminated fluid and the initial surfactant deposition, respectively, while the quantities
shown with a tilde are dimensionless. The pressure and velocity scales in Eq. (3.11), are defined
as P = Π/H and U = ΠH/(µL), respectively; the latter represents a typical Marangoni scale
appropriate for surfactant-driven flows. The concentration of surfactant monomers at the interface
is rendered dimensionless by Γ∞, a critical surfactant concentration, while the monomer and micelle
concentration in the bulk is nondimensionalised using the CMC concentration, defined as ccmc =
(k4/nk3)
1/(n−1). Substitution of Eqs. (3.11) and (6.7) into the mass and momentum conservation
equations [refer to Eqs. (3.1), (3.2) in Chapter 3] and Eqs. (6.1)-(6.6), yield the leading order
equations as follows
ux + vy + wz = 0, (6.8)
px = uzz −Bo, py = vzz, pz = −SBo, (6.9)
where S ≡ δ cotφ with φ being the angle of inclination to the horizontal (refer to Figs. 6.1 and
6.13 for a schematic representation of the systems of interest), δ ≡ H/L is the long-wave parameter
and Bo denotes the Bond number, a gravitational parameter, defined as Bo ≡ ρgHL sinφ/Π.
Solutions to the above-mentioned equations are subject to boundary conditions applied at the wall,
i.e. at z = 0 and at the interface, at z = h(x, y, t). These correspond to the no-slip and no-
penetration boundary conditions at the wall, the tangential and normal stress balances and the
kinematic boundary condition at the interface; their dimensional form was discussed in Chapter 3
for a two-layer flow system [refer to Eqs. (3.3) and (3.8)-(3.10)]. The leading order boundary
conditions are given by Eqs. (6.10)-(6.13), as follows
u = v = w = 0 at z = 0, (6.10)
and at the interface z = h(x, y, t)
uz = σx, vz = σy, (6.11)
p = −Ca(hxx + hyy), (6.12)
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ht + uhx + vhy = w, (6.13)
where Ca = δ2σm/Π is a capillary parameter [132, 133, 156]. Two additional boundary conditions
are imposed on the variables c and m at the interface given by Eqs. (6.14) and (6.15), respectively,
−Db
[
n · ∇c
]
s
= JΓc, (6.14)
Dm
[
n · ∇m
]
s
= 0; (6.15)
these indicate that monomers found in the bulk may adsorb at the interface while surfactant in
the form of micelles cannot. Finally, we impose zero-flux conditions on both c and m at z = 0:
cz = mz = 0. Nondimensionalisation of Eqs. (6.1)-(6.3) yields the dimensionless form of the
surfactant concentration fields as follows
Γt +
(
usΓ
)
x
+
(
vsΓ
)
y
=
1
Pes
(
Γxx + Γyy
)
+ JΓc, (6.16)
ct + ucx + vcy =
1
Peb
(
cxx + cyy +
1
δ2
czz
)
− nJcm, (6.17)
mt + umx + vmy =
1
Pem
(
mxx +myy +
1
δ2
mzz
)
+ nJcm, (6.18)
where Pei ≡ UL/Di is the Pe´cle´t number of phase i, with i = Γ, c,m, which represents a di-
mensionless group defined as the ratio of the rates of advection and diffusion of surfactant. It is
noted that the leading order terms in Eqs. (6.17) and (6.18) are of O
(
1/δ2
)
; nevertheless, lower
order terms are kept as we explore the limit of rapid vertical diffusion across the film layer, when
δ2Pei  1 [138], discussed in Subsection 6.1.3. Finally, the dimensionless form of the sorptive
fluxes is given by the following equations
JΓc = Ks
[
R c(1− Γ)− Γ
]
, (6.19)
Jcm =
Kb
n
(
cn −m
)
, (6.20)
where (Ks, Kb) ≡ L/U(k2, k4) and R ≡ ccmck1/(k2Γ∞), the latter parameter representing resis-
tance to micelle formation.
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6.1.3 Evolution equations
In this section, following the approach outlined in Chapter 3 (Section 3.3), we develop a set of
evolution equations for the film thickness and the concentrations of the various surfactant phases.
Integration of Eq. (6.9)(c) with respect to z and application of Eq. (6.12) at the interface yield an
expression for the pressure,
p = SBo(h− z)− Ca(hxx + hyy). (6.21)
Following integration of Eqs. (6.9)(a),(b) and application of the tangential stress balance at z =
h(x, y, t), we obtain the velocity profiles in the streamwise and spanwise directions
u = (px +Bo)
(z
2
− h
)
z + σxz, (6.22)
v = py
(z
2
− h
)
z + σyz, (6.23)
where σ is given by Eq. (6.24) upon introduction of the aforementioned set of scalings into Eq.
(6.6)
σ = (α + 1)
[
1 + Γ θ(α)
]−3
− α, (6.24)
where θ(α) =
[
(α + 1)/α
]1/3
− 1. Integration of the continuity equations with respect to z and
application of the kinematic boundary condition at the interface yields an evolution equation for the
film thickness
ht+
(
h2
[
−
h
3
(
−Caκx+Bo (Shx + 1)
)
+
σx
2
])
x
+
(
h2
[
−
h
3
(
−Caκy+SBohy
)
+
σy
2
])
y
= 0,
(6.25)
where κ = (hxx + hyy). Following the work presented in [138, 156], we consider a case in which
rapid vertical diffusion occurs in the bulk, such that the c and m fields may be decomposed into the
sum of a component independent of z (denoted by c0, m0), and a small fluctuation (denoted by
c1, m1), as shown in Eq. (6.26)
(c,m)(x, y, z, t) = (c0, m0)(x, y, t) + δ
2(Peb, P em)(c1, m1)(x, y, z, t), (6.26)
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where the cross-sectional average of the fluctuations, c1, m1 is assumed to be zero-valued,
(c1, m1) =
1
h
∫ h
0
(c1, m1)(x, y, z, t) dz = 0. (6.27)
Substitution of Eq. (6.26) into Eqs. (6.17) and (6.18) and application of Eq. (6.27) yields an
evolution equation for the surfactant concentration of monomers in the bulk and of the micelles,
respectively, given as
c0t + uc0x + vc0y =
1
Peb
(
c0xx + c0yy
)
+
1
h
c1z |h −nJcm, (6.28)
m0t + um0x + vm0y =
1
Pem
(
m0xx +m0yy
)
+
1
h
m1z |h +nJcm, (6.29)
where (u¯, v¯) = 1/h
∫ h
0
(u, v) dz, (us, vs) = (u |h, v |h) and c1z |h, m1z |h are given by
c1z |h =
1
Peb
(
hxc0x + hyc0y
)
− βJΓc, (6.30)
m1z |h =
1
Pem
(
hxm0x + hym0y
)
, (6.31)
and β ≡ Γ∞/(Hccmc). It is noted that the ‘0’ subscripts in Eqs. (6.28) -(6.31), referring to the
z-independent variables, are subsequently suppressed.
Initially, we assume that the surfactant phases are in equilibrium such that JΓc = Jcm = 0, yielding
Γ0 =
Rm
1/n
0
1 +Rm
1/n
0
, c0 = m
1/n
0 , (6.32)
where, here, the subscript ‘0’ denotes equilibrium conditions; we note that throughout the rest of
this chapter, reference to the subscript ‘0’ will be associated with the above-mentioned equilibrium
state. We choose to define m0, the initial concentration of micelles in the bulk, as an independent
parameter in our system while, consequently, Γ0 and c0 depend on the initial value of m0 through
Eq. (6.32).
The set of equations derived represent a parametrically rich problem; in the current work we aim to
show the effect of surfactant solubility, diffusion, gravity, initial micellar concentration, resistance to
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micelle formation in the bulk and the thickness of the precursor film through variation of β, Pei,
Bo, m0, R and h+, respectively. Table 6.1 gives a range of typical values which the various system
parameters may take in a physical situation whereby the objective is to identify and collect any
dimensionless groups that exhibit similar effects on the evolution of the interface.
Table 6.1: Definitions of the dimensionless groups and typical range of values [132, 133, 138, 156].
Parameter Definition Range
Parameter in equation of state [see Eq. (6.6)] α ≡ σm/Π 0.1 - ∞
Surfactant solubility β ≡ Γ∞/(Hccmc) 0.01 - ∞
Bond number Bo ≡ ρgHL sinφ/Π 0.01 - 10
Capillary number Ca ≡ δ2σm/Π 0.0001 - 0.1
Precursor film height h+ 0-1
Bulk kinetics parameter Kb ≡ (L/U)k4 0.1 - 100
Surface kinetics parameter Ks ≡ (L/U)k2 0.1 - 100
Initial micelle concentration m0 0.01 - 10
Number of surfactant monomers in a micelle n 5 - 100
Pe´cle´t number (surface) Pes ≡ UL/Ds 100 - 10
4
Pe´cle´t number (monomers in bulk) Peb ≡ UL/Db 10 - 10
3
Pe´cle´t number (micelles in bulk) Pem ≡ UL/Dm 10 - 10
3
A measure of the resistance to micelle formation R ≡ ccmck1/(k2Γ∞) 0.01 - 100
Hydrostatic parameter S ≡ δ cotφ -1 - 1
We have derived a system of equations, subject to a number of assumptions, to describe the evolution
of a thin film laden with high concentrations of a surfactant; the 2-D form of these equations are
given by Eqs. (6.16), (6.25), (6.28) and (6.29). The rest of this chapter focusses on the base-state
flow wherein effects in the spanwise direction are ignored.
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6.2 Base-state flow
We consider the 1-D climbing dynamics of a surfactant-laden film in two configurations, namely,
constant flux and constant volume. The former represents a case wherein a constant flux of uncon-
taminated fluid and surfactant are provided at the flow inlet while the latter involves the spreading
of a drop of fluid and surfactant, of finite volume; these are separately investigated in Subsections
6.2.1 and 6.2.2, respectively. In each section, a parametric study is presented showing the effect
of a selection of system parameters in vertical planes; the effect of hydrostatics, characterised by
the parameter S, is ignored in this chapter though we briefly investigate the nonlinear stability of
the flow in inverted substrates in Chapter 7 through transient numerical simulations, where the film
or drop is overhanging, to perturbations in the spanwise direction. The 1-D form of Eqs. (6.16),
(6.25), (6.28) and (6.29) is given by the following equations
ht = −
(
h2
[
−
h
3
(
− Caκx +Bo (Shx + 1)
)
+
σx
2
])
x
, (6.33)
Γt = −
(
usΓ
)
x
+
1
Pes
Γxx + JΓc, (6.34)
ct = −ucx +
1
Peb
cxx +
1
hPeb
hxcx −
βJΓc
h
− nJcm, (6.35)
mt = −umx +
1
Pem
mxx +
1
hPem
hxmx + nJcm, (6.36)
where κx = hxxx.
In what follows we look at the different interfacial characteristics exhibited by the two scenarios
using a ‘reference’ base-state; the system parameters corresponding to each configuration are given
in Table 6.2.
6.2. Base-state flow 125
Table 6.2: System parameters for the ‘reference’ cases in constant flux (Subsection 6.2.1) and
constant volume (Subsection 6.2.2) configurations.
System parameter constant flux constant volume
α 1 1
β 1 1
Bo 0.01 0.5
Ca 0.001 0.01
h+ 0.1 0.1
Kb 1 1
Ks 1 1
m0 1 1
n 10 10
Pes 10
3 103
Peb 100 100
Pem 100 100
R 10 10
S 0 0
6.2.1 Constant flux configuration
Initialisation
In a physical scenario, the constant flux configuration would be implemented by introducing a
constant flowrate of fluid and surfactant, drawn from a reservoir which is thought to have an infinite
supply of both the uncontaminated fluid and surfactant. A schematic representation of the constant
flux configuration is shown in Fig. 6.1. Numerical solutions to Eqs. (6.33)-(6.36) are subject to the
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Figure 6.1: Schematic representation of the constant flux configuration showing a surfactant-laden
film, climbing up an inclined substrate.
following initial conditions
h(x, 0) = 0.5
(
h− − h+
){
1 + tanh[20(x0 − x)]
}
+ h+,
(
Γ, c, m
)
(x, 0) = 0.5
(
Γ0, c0, m0
){
1 + tanh[20(x0 − x)]
}
, (6.37)
where x0 represents the location of the jump between h− and h+ as well as the location in x at
which the mass of surfactant deposited, diminishes. The boundary conditions given at the inlet
(x = 0) and outlet (x = L) are as follows
h(0, t) = h−, hxxx(0, t) = 0,
h(L, t) = h+, hxxx(L, t) = 0, (6.38)
(
Γ, c, m
)
(0, t) =
(
Γ0, c0, m0
)
,
(
Γx, cx, mx
)
(L, t) = 0;
the conditions on h are consistent with the constant flux assumption at the inlet and the estab-
lishment of a precursor film of thickness h+ at the outlet. The boundary conditions on Γ, c and m
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assume that at the inlet, these variables are fixed at their respective equilibrium positions and that
there is no flux of surfactant at the outlet.
Figure 6.2 shows the profiles of the film height and surfactant concentrations employed initially in
PDECOL (refer to Appendix A for a brief description and [152, 153] for details of this numerical
procedure). A domain length of L = 40 is set and numerical simulations are carried out using up
to 3000 gridpoints, ensuring that convergence has been achieved; this is shown in Fig. 6.3. The
results of the numerical simulations from a constant flux configuration are presented next.
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Figure 6.2: Initial profiles for the (a) film thickness, (b) surface surfactant concentration, (c) bulk
surfactant concentration, (d) micelle surfactant concentration (at t = 0). The dotted horizontal
line in panel (a) shows the upstream value of the film height h−, which is kept fixed to simulate
a constant flux scenario while in panels (b), (c) and (d) the former indicates the initial monomer
surfactant concentration at the surface and bulk and micelle concentration in the bulk, represented
by the equilibrium values, Γ0, c0 and m0, respectively. The system parameters for this constant flux
‘reference’ case are shown in Table 6.2.
Vertical substrates
We begin this section by showing typical profiles of the evolution of the interface, monomer surfactant
concentration at the surface and in the bulk as well as the concentration profile of micelles, in
Fig. 6.4. The location of the jump was set at x0 = 10 and the simulations were run to a final
dimensionless time of t = 300; the values of the remaining system parameters are shown in Table 6.2
under ‘constant flux’. As time progresses, the surfactant micelles break up into monomers, exhibited
in Fig. 6.4(d) by a monotonic reduction of the micellar concentration as x → 0, which attach to
the surface thus reducing the surface tension; this allows the fluid to spread up the substrate due
to Marangoni stresses that drive flow towards regions of higher tension. Figure 6.4(a) shows the
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Figure 6.3: Convergence test on the interfacial height using 1500, 3000 and 6000 gridpoints in
PDECOL. The figure inserts show enlarged versions of the thinning region [refer to (i)] and of the
spreading front [refer to (ii)], indicating that convergence has been reached with 3000 grid points.
The solutions are shown at t = 100.
spatio-temporal evolution of the interface in which we observe two distinct features: a thinning
region upstream of the initial jump, and the development of a front which forms rapidly and spreads
up the substrate against the direction of gravity. The thickness of the spreading front appears to
remain unchanged once the latter forms, at a value of approximately twice that of the precursor
height. The development of the leading front shares similarities with previous work carried out on
the spreading of a finite volume of surfactant-laden film, at low [132,138] and high [156] surfactant
concentrations, both in the absence of gravitational effects. In particular, the interface thickness at
the front being almost twice h+ has been observed previously in numerical and similarity solutions
for the spreading of insoluble surfactant on thin films [132]; this indicates that the dominant balance
is between Marangoni stresses and viscous dissipation [132].
Inspection of the monomer surfactant concentration, both at the surface and in the bulk, shown in
Figs. 6.4(b) and 6.4(c), respectively, also indicates that there exist two regions of approximately
constant gradient, the latter coinciding with the region wherein the film thickens to form the ad-
6.2. Base-state flow 129
vancing front. The two constant gradient regions in Γ and c are bridged by another of very high
slope, which corresponds to the thinning region in h. This is as expected since large Γ gradients give
rise to high stress levels in the film which cause severe deformation and thinning. In previous studies,
these thinning regions have been shown to undergo rupture in finite time driven by intermolecular
forces, which have been neglected in the present work [132,136,157]. Finally, it can be clearly seen
in Fig. 6.4(d) that the micelles remain essentially ‘locked’ in the region 0 ≤ x ≤ x0; this is because,
beyond this region, cn goes to zero rapidly since c < 1 and n 1.
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Figure 6.4: Evolution of the (a) interface, (b) surfactant surface concentration, (c) surfactant
monomer concentration in the bulk and (d) micelle concentration at t = 75, 100, 300. The system
parameters for this constant flux ‘reference’ case are shown in Table 6.2.
Next, we investigate the effect of system parameters as discussed in Section 6.1. We firstly examine
the effect of the gravitational parameter, Bo, whereby the degree of spreading up the substrate is
expected to be retarded with an increasing measure of the gravitational forces. From Fig. 6.5(a) we
observe that an increase in the Bond number (a change up to one order magnitude was examined)
exhibits a slight retardation of the leading edge of the front [refer to the magnified region in the
insert included in panel (a)]; this effect, however, is more significantly felt by the micellar front, as
shown in Fig. 6.5(d). At the inlet, the film thickness shows an almost flat profile, a region which
appears to subside with an increase in Bo. We also note that the thickness of the thinnest region
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and of the spreading front is almost unaffected by a change in Bo.
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Figure 6.5: The effect of the Bond number on the (a) film height, (b) surfactant surface concentra-
tion, (c) surfactant monomer concentration in the bulk and (d) micelle concentration at t = 100.
Refer to the constant flux ‘reference’ case in Table 6.2 for a list of the parameter values employed.
As previously mentioned, the initial concentration of the micelles is an independent parameter,
which, in turn, governs the magnitude of the initial concentration of the surfactant monomers at
the surface and in the bulk. We note that, through the scaling chosen in the nondimensionalisation
of the micellar concentration, we may identify limits of m relative to the CMC. In this study, we
consider a single micelle to be made up of 10 surfactant monomers; therefore, an initial micellar
concentration of m0 > 10 represents concentrations above the CMC.
In Fig. 6.6, we show the effect of an increase in m0 covering concentrations at 0.1 CMC, 0.5
CMC and 1.5 CMC. The film height profile exhibits a number of interesting features as the CMC is
approached and exceeded. Firstly, for the largerm0 values studied, the film profile remains essentially
unchanged from its initial shape over the range 0 ≤ x ≤ x0; this is because it is difficult to support
surface tension gradients, and hence Maragoni stresses, over all but the very edge of the initial
thickness profile at such high concentrations. This is in contrast to the height profile associated
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with m0 = 1 which exhibits severe deformation, as shown in Fig. 6.6(a). In the thinning region,
however, the film is observed to decrease substantially with increasing m0, approaching the solid
substrate while its location moves closer to the inlet. The severe thinning in this region is due to the
variation of the larger concentrations associated with higher m0 values over the distance spanned by
the region. For m0 = 5, representing concentrations of 0.5 CMC, the region immediately upstream
of the spreading front also undergoes rapid thinning. In this case, however, the thinning is not so
severe as to drive the film towards touchdown; instead, a secondary front is formed, which precedes
the wider, leading front. For the highest concentrations examined, this secondary front becomes
increasingly less prominent due to further thinning [refer to the insert in 6.6(a) for a magnified
view of the thinning region]. These features are also clearly seen in Fig. 6.7, which depicts the
spatio-temporal evolution of the thinning region for different m0 values.
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Figure 6.6: The effect of m0 on the h, Γ, c and m profiles at t = 100. The remaining parameters
are as in Fig. 6.5 with Bo = 0.01.
The increase in m0 does not lead to a substantial increase in Γ, as shown in Fig. 6.6(b) since n 1
so m
1/n
0 ≈ 1, hence Γ0 = Rm
1/n
0 /(1 + Rm
1/n
0 ) ≈ R/(1 + R); thus, Γ0 is essentially set by the
value of R, the resistance of the surfactant to form micelles: increasing the value of R leads to the
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Figure 6.7: Evolution of the film thickness for (a) m0 = 1, (b) m0 = 5 and (c) m0 = 15 showing
the increasing rates of thinning present upstream of the spreading front and the development of a
secondary ridge in (b). The system parameters are the same as in Fig. 6.6.
break-up of micelles, which fuel the interfacial surfactant phase. The increase in m0, however, leads
to a substantial increase in c since the rise in m0 drives Γ0 closer to unity and c0 ∼ 1/(1− Γ0). As
mentioned above, the relative abundance of micelles associated with the high m0 values gives rise
to severely thinned strips that act as ‘bottlenecks’ to the flow, leading to a decrease in surfactant
concentration downstream of these regions. This, in turn, results in smaller gradients exhibited
by the monomer surfactant concentrations at the interface and in the bulk near the surfactant
leading edge, and therefore weaker Marangoni stresses, as demonstrated in Figs. 6.6(b) and 6.6(c);
consequently, the spreading rate decreases with increasing m0, as shown in Fig. 6.6(a) and Fig. 6.7.
Next, we show the effect of β, which gives a measure of the solubility of the surfactant. Two limiting
cases are represented by β → 0 and β →∞, corresponding to a high and low degree of surfactant
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Figure 6.8: The effect of β on the h, Γ, c and m profiles at t = 75 with the remaining parameters
as indicated in the constant flux ‘reference’ base-state in Table 6.2. In panel (c) the red, dotted
curve corresponds to c = Γ/R(1− Γ).
solubility, respectively. In the former limit, the evolution equations for c and m, Eqs. (6.35) and
(6.36), decouple from those for h and Γ, Eqs. (6.33) and (6.34), and describe the transport of a
passive scalar by surface tension gradient-driven flow [131]; in the latter, the surfactant is regarded
as insoluble, in which case the monomers remain at the interface and never desorb into the bulk. As
can be seen upon inspection of Figs. 6.8(c) and (d), an increase in β leads to a decrease in the total
mass of the bulk phases in relation to the interfacial one. In fact, for β  1, Eq. (6.35) reduces
to JΓc ≈ 0 whence c ≈ Γ/R(1 − Γ); this is clearly indicated in Fig. 6.8(c) where we superimpose
the approximated solution for c (red, dotted curve) on the numerical solution obtained for β = 10
and R = 10. This provides a greater impetus for the formation of Marangoni gradients that deform
the interfacial profile as far upstream as the flow origin. In the case of relatively small β, these
deformations become prominent further downstream. Interestingly, comparison between the curves
corresponding to β = 5 and β = 10 show no discernible effect either on the shape of the advancing
front or on the spreading rate of the surfactant leading edge.
In Fig. 6.9, we explore the flow dynamics due to thinner precursors; the gradients present in the
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concentration fields in the bulk [refer to panels (b) and (c)] exhibit similar characteristics while
inspection of the film height profile [panel (a)] shows that the degree of spreading becomes slower,
indicated by a retarded leading front and a higher degree of film thinning. In Fig. 6.10, we
superimpose the film height profile and the gradients of the surface surfactant for h+ = 0.05, 0.1
where it is observed that the gradients in Γ act over a shorter distance in x for h+ = 0.05 (red,
dashed line) compared to h+ = 0.1 (blue, dashed line), resulting in the retardation of the spreading
front. Thinner films experience greater drag from the solid substrate explaining the shorter distance
travelled by the front for h+ = 0.05 compared to h+ = 0.1 over the same time span.
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Figure 6.9: The effect of the precursor, h+, on the h, Γ, c andm profiles at t = 100. The parameters
chosen correspond to the ‘reference’ base state for a constant flux configuration included in Table
6.2.
The ease with which micellar species are formed in the bulk is dependent upon R, a parameter
present in the surface sorptive flux equation, the latter given by Eq. (6.19). Inspection of Eqs.
(6.32) suggests that for R 1, Γ0 ∼ R, and c0 ∼ 1; while for R 1, (c0,Γ0) ∼ 1− (1/Rm
1/n
0 ).
These asymptotic results indicate that an increase in R promotes a commensurate increase in
the concentration of the interfacial phase. In Fig. 6.11, we show the effect of varying R within
1 ≤ R ≤ 100, thus covering both the lower and upper bounds of R, as indicated in Table 6.1. It is
observed that for R = 1, the spreading rate is significantly slower, due to a decrease in the gradients
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Figure 6.10: The evolution of the h profiles (solid lines) and the gradients of Γ in x (dashed lines)
for h+ = 0.05 (red) and h+ = 0.1 (blue). The system parameters are the same as in Fig. 6.9 and
the profiles are shown at t = 100.
of the interfacial surfactant concentration that drive the formation of Marangoni stresses. Small
variations of the thinning region and the spreading front are observed for R = 10, 100, suggesting
that the degree of spreading becomes weakly dependent on R as the latter exceeds a critical value
(which is a function of the remaining parameters). For the largest R value investigated, however,
i.e. at R = 100, the increase in Γ leads to the development of large Marangoni stresses and greater
interfacial deformation; the latter is characterised by the formation of a capillary ridge and a saddle
region between the inlet and the thinning regions, which is absent at the lower values of R [refer to
Fig. 6.11(a)].
We conclude the parametric study by examining the effect of diffusion in all concentration fields,
through variation of the Pe´cle´t numbers in each species. We note at this point that we choose
to employ a large Pes value, ∼ O(10
4), in the ‘reference’ base-state thus demoting the diffusive
contribution to the spreading of the fluid up the incline. The rapid vertical diffusion assumption,
employed to effectively render the surfactant concentrations in the bulk independent of the wall-
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Figure 6.11: The effect of R on the h, Γ, c and m profiles at t = 100. The system parameters are
given in Table 6.2.
normal coordinate, z, suggest that exceedingly low diffusivities in the bulk, i.e. high Peb,m values
may lead to the break-down of the aforementioned assumption. For this reason, the upper limit
of Peb,m examined, is restricted to 100. Investigation of the effect of Pei for i = s, b,m on the
film thickness profiles is shown in Fig. 6.12. In all panels of Fig. 6.12, we observe that a decrease
in Pei leads to faster spreading films indicated by the advanced location of the leading edge in
x; this appears to be more evident in panels (b) and (c), depicting a change in Pem and Peb,
respectively, possibly due to the higher diffusion rates explored. Further, for Peb,m = 1, representing
the lower bounds examined, a capillary ridge begins to form upstream of the thinning region, similar
to cases wherein R is large [refer to Fig. 6.11(a)]. Large R and small Peb,m may result in similar
interfacial characteristics due to the increasing amount of surfactant monomers attached to the
surface, resulting in the formation of a capillary ridge between the inlet and the thinning regions,
present in both of the above-mentioned cases.
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Figure 6.12: The effect of diffusion on the interfacial profiles showing a change in the Pe´cle´t numbers
corresponding to the surfactant (a) monomers at the surface, (b) micelles in the bulk, (c) monomers
in the bulk. The rest of the parameters are the same as in the ‘reference’ case for constant flux
shown in Table 6.2 and the solutions are shown at t = 100.
6.2.2 Constant volume configuration
Initialisation
We now move on to discuss the dynamics associated with a constant volume configuration through
the spreading of a drop driven up an inclined substrate, due to Marangoni stresses, against the
direction of gravity. A schematic representation of the flow is included in Fig. 6.13. Similarly to the
constant flux configuration, solutions for the film height and surfactant concentrations are sought
in PDECOL starting from the following initial conditions
h(x, 0) =
(
1 + h+ − x
2
)[
F (1− x)− F (−1− x)
]
+ h+
[
F (x− 1) + F (−1− x)
]
,
(
Γ, c, m
)
(x, 0) =
(
Γ0, c0, m0
)[
F (1− x)− F (−1− x)
]
, (6.39)
and the following boundary conditions given at the inlet (x = x−) and outlet (x = x+),
h(x−, t) = h(x+, t) = h+, hxxx(x−, t) = hxxx(x+, t) = 0,
(
Γ, c, m
)
(x−, t) =
(
Γ, c, m
)
(x+, t) = 0, (6.40)
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Figure 6.13: Schematic representation of the constant volume configuration showing a finite volume
of a surfactant-laden drop, spreading on an inclined substrate.
where F (x) = 0.5
[
1 + tanh(100x)
]
.
In contrast to the constant flux case, for constant volume, the mass of surfactant is conserved.
Assuming that the surfactant phases within the droplet are initially at equilibrium, then, by setting
JΓc = Jcm = 0, the initial concentrations of c and Γ, corresponding to c0 and Γ0, respectively, are
given by Eq. (6.32). The total nondimensionalised mass of surfactant, M , is given by
M =
∫ x+
x−
h(c+m)dx+ β
∫ x+
x−
Γdx. (6.41)
Substitution of Eqs. (6.32) into Eq. (6.41) yields
M =
4
3
(
m
1/n
0 +m0
)
+ 2
βRm
1/n
0
1 +Rm
1/n
0
. (6.42)
By treating the value of M as a parameter, one can solve this equation for m0 for given values of
β and R; alternatively, one can set the value of m0 and then determine M from this relation. We
also note from Eq. (6.42) that M depends on both β and R. When the effect of these parameters
is discussed below, we fix the value of M and solve for m0; we then determine c0 and Γ0 from Eqs.
6.2. Base-state flow 139
(6.32). In Fig. 6.14, we show the dependence of m0 on β and R. As can be seen, m0 increases
with decreasing β and R; this indicates that a rise in the level of surfactant solubility and fall in the
resistance to micelle formation, leads to an increase in m0.
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Figure 6.14: Variation of m0 with (a) β and (b) R. The values of M and n were fixed at 4.48 and
10, respectively.
The above-mentioned initial and boundary conditions assume that the substrate is prewetted with
a thin precursor of thickness h+ of the uncontaminated fluid while the surfactant is only localised
at the drop; refer to Fig. 6.15 for the initial profile distribution. Prior to presenting the results from
a parametric study, we carry out a convergence test, shown in Fig. 6.16 for the film height profile;
it can be observed that convergence has been achieved with 4000 grid points (the full length of the
domain used was fixed at L = 50). The majority of the numerical results presented in this section
were simulated on a domain length of L = 50 with a grid spacing of dx = 0.0125 implemented in
all simulations.
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Figure 6.15: Initial profiles for the (a) film thickness, (b) surface surfactant concentration, (c) bulk
surfactant concentration, (d) micelle concentration (at t = 0). The dotted horizontal lines in panels
(b), (c) and (d) show the initial value of surfactant concentration represented by the equilibrium
positions, Γ0, c0 and m0, respectively. The system parameters for this constant volume ‘reference’
case are shown in Table 6.2.
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Figure 6.16: Convergence test on the interfacial height using 2000, 4000 and 8000 gridpoints in
PDECOL. The figure inserts show enlarged regions of the capillary ridge [refer to (i)] and thinning
region upstream of the spreading front [refer to (ii)], indicating that convergence has been reached
with 4000 grid points. The solutions are shown at t = 100.
Vertical substrates
In what follows, continuous reference to a benchmark case is made as an attempt to elucidate the
effect on system parameters on the dynamics of the flow. The set of parameters corresponding to
the ‘reference’ case are given in Table 6.2 while the choice of parameters investigated is analogous
to Subsection 6.2.1. Unless stated otherwise in the figure captions, the mass of surfactant is fixed
at M = 4.48. We first show profiles describing the evolution of the film height and concentration
fields for the constant volume ‘reference’ case in Fig. 6.17. From Fig. 6.17(a) it can be observed
that the droplet evolves to form a ridge moving in the direction of gravity, referred to below as a
‘protuberance’, and, as time progresses, two smaller ridges appear to form on the sides of the drop due
to surface-tension-gradient-induced Marangoni stresses; these are referred to below as ‘Marangoni
ridges’. The ridge forming on the main body of the droplet is associated with gravitational effects and
its formation has been observed both in surfactant-laden drops spreading down inclined planes [140]
as well as in surfactant-free, thin-film flow down an incline (refer to Chapter 4 and references therein).
6.2. Base-state flow 141
−20 −10 0 10
0
0.2
0.4
0.6
h
(a)
 
 
−20 −10 0 10
0
0.2
0.4
0.6
0.8
Γ
(b)
−20 −10 0 10
0
0.05
0.1
0.15
0.2
c
x
(c)
−20 −10 0 10
0
0.5
1
1.5
2
x 10−8
m
x
(d)
t=75
t=150
t=300
−10 0
0
0.5
1
1.5
x 10
−10
Figure 6.17: Evolution of the film height [panel (a)] and of the Γ, c and m fields shown in panels
(b), (c) and (d), respectively, at t = 75, 100, 300. The system parameters for this constant volume
‘reference’ case are shown in Table 6.2
Downstream of the drop the front developed spreads up the substrate, against gravity, retaining a
constant thickness while, the ridge forming upstream of the drop grows in amplitude as it moves down
the substrate in the same direction as the droplet. The monomer surfactant concentration profiles
[panels (b) and (c)] exhibit three regions of almost uniform gradients corresponding to the structures
observed at the fluid interface; the Γ gradient in the region straddling the two constant-gradient
regions downstream of the main drop is large, giving rise to severe film thinning. The location of the
surfactant leading edge spreads along the substrate in both directions, with, as expected, a greater
degree of spreading observed in the direction of gravity. The maximum surfactant concentration
at any time coincides with the protuberance forming on the droplet as the latter evolves. Finally,
the micelle concentration in the bulk [panel (d)] decreases rapidly as can be seen by the solution at
t = 300, where m approaches a zero-valued concentration.
Gravitational effects are explored through the Bond number in Fig. 6.18. Inspection of panel (a)
shows that, for small Bo, the time scales within which the Marangoni ridges form are much faster
than the formation of the protuberance on the drop. At longer times, it is expected that the drop
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Figure 6.18: The effect of Bo on the profiles of the interface [panel (a)] and surfactant concentrations
Γ, c and m shown in panels (b), (c) and (d), respectively. The remaining system parameters
correspond to the ‘reference’ case (see Table 6.2) and the solutions are shown at t = 100.
will form a slight ridge as it moves in the direction of gravity for Bo = 0.01. With increasing Bo, the
evolution of the droplet interface is accelerated while the spreading of the Marangoni ridges present
downstream and upstream of the drop is demoted and promoted, respectively. As the gravitational
effects become more significant, the concentration profiles in panels (b) and (c) are shifted towards
the leftmost end of the substrate while a sharper peak is present in both Γ and c profiles coinciding
with the droplet protuberance. The micellar concentration field shown in Fig. 6.18(d) also shows
that the magnitude of m becomes exceedingly small as time progresses, reflecting the fact that the
supply of micelles within the drop has been exhausted.
Next, we explore the effect of an increase in m0 within 1 ≤ m0 ≤ 15, corresponding to micellar
concentrations below and above the CMC, respectively. Note also that, for fixed β and R, increasing
m0 leads to an increase in the total surfactant mass, M , as suggested by Eq. (6.42); thus, in
examining the effect of m0 on the flow profiles, we are effectively studying that of increasing M .
Increasing the concentration of micelles initially, leads to a faster moving drop while the Marangoni
ridges appear to spread a greater distance along the substrate; these observations are opposite to the
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Figure 6.19: The effect ofm0 on the profiles of the interface [panel (a)] and surfactant concentrations
Γ, c and m shown in panels (b), (c) and (d), respectively. The remaining system parameters
correspond to the ‘reference’ case (see Table 6.2) and the solutions are shown at t = 100. The insert
in panel (a) show the formation of a secondary droplet ridge, while the insert in (d) demonstrates
the exceedingly low m concentration as a result of a low m0.
constant flux situation observed in Fig. 6.6(a). In addition, the protuberance on the droplet becomes
more pronounced as m0 approaches and exceeds the CMC. Further, for m0 = 5, 15, a secondary,
smaller ridge begins to form downstream of the droplet protuberance; a result also observed, albeit
for an intermediate value of m0 only, in the spreading film case [see Fig. 6.6(a)]. Inspection of
the profiles in Γ and c, depicted in Figs. 6.19(b) and 6.19(c), respectively, shows a decrease in
the gradients of the respective concentrations coinciding with the location of the secondary droplet
ridge with an increase in m0. It is observed that as the gradients become smaller, the secondary
ridge becomes more pronounced [refer to the insert in panel (a)].
The results shown in Fig. 6.20, in which we illustrate the effect of R on the flow profiles for fixed
M , demonstrate that high and low degree of droplet spreading is associated with large and small
R values, respectively. The droplet profiles [panel (a)] for R = 10, 100 appear to almost overlap
indicating that the effects of R are negligible beyond a critical value (which is a function of the
remaining parameters); similar findings were observed in the constant flux configuration. Upon an
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Figure 6.20: The effect of R on the profiles of the interface [panel (a)] and surfactant concentrations
Γ, c and m shown in panels (b), (c) and (d), respectively. The values ofm0 corresponding to R = 1,
10, and 100 are determined using Eq. (6.42) for M = 4.48 as 1.55, 1, and 0.89, respectively. The
remaining system parameters correspond to the ‘reference’ case (see Table 6.2) and the solutions
are shown at t = 100. It is noted that for R = 100, the micellar concentration becomes zero-valued
along the substrate.
increase in R, the concentration increases at the surface [panel (b)] and decreases rapidly in the bulk
[panels (c) and (d)], as expected for a faster spreading process. The effect of a thinner precursor is
also shown in Fig. 6.21; as h+ increases, spreading is promoted both in and against the direction of
gravity; this can be explained by decreasing drag effects experienced by thicker films.
The effect of surfactant solubility, β, is investigated in Fig. 6.22 for fixed M in which it is seen
that a decrease in β, reflecting an increase in surfactant solubility, leads to faster spreading of the
Marangoni ridges. A comparison of Figs. 6.19 and 6.22 reveals that similar trends can be discerned
upon variation of m0. This is as expected since a decrease in β for fixed M and R results in an
increase in m0 as indicated by Eq. (6.42) and shown in Fig. 6.14; this increase also leads to a rise
in Γ0 and c0 as shown by Eq. (6.32), in agreement with the results depicted in Figs. 6.22(b) and
6.22(c). Marangoni gradients at the ridges are promoted by the increase in Γ which, in turn, drive
rapid spreading. For β = 0.1, within the spatial interval spanning the protuberance and the severely
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Figure 6.21: The effect of the precursor, h+ on the profiles of the interface [panel (a)] and surfactant
concentrations Γ, c and m shown in panels (b), (c) and (d), respectively. The remaining system
parameters correspond to the ‘reference’ case (see Table 6.2) and the solutions are shown at t = 100.
thinned region downstream, Γ is approximately uniform highlighting the weakness of surface tension
gradients. In this interval, therefore, one would expect the interface to behave as an essentially
stress-free one and for capillary effects to become dominant; this is reflected by the pronounced
secondary ridge downstream of the droplet protuberance.
Variation of the Pe´cle´t numbers on the film thickness profile is also examined in Fig. 6.23. The
ridge present downstream of the droplet exhibits very similar features to the front present in constant
flux configurations (refer to Fig. 6.12); as Pes,m decrease, the surfactant rate of diffusion at the
interface increases and a smaller degree of deformation is observed at the free surface. In Fig.
6.23(c), for Peb = 1, the Marangoni ridges are not as pronounced while a noticeable secondary
ridge forms on the droplet. We show the spatio-temporal evolution of the film thickness and surface
surfactant concentration profiles in Fig. 6.24 to examine the mechanism behind the formation of the
secondary ridge. As time progresses, the gradient in Γ decreases resulting in the formation of the
extra hump; these observations agree with the secondary droplet ridge associated with an increase
in m0, as shown in Fig. 6.19(a).
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Figure 6.22: The effect of β on the profiles of the interface [panel (a)] and surfactant concentrations
Γ, c andm shown in panels (b), (c) and (d), respectively. The values ofm0 corresponding to β = 0.1,
1, and 2 were calculated through Eq. (6.42) for M = 4.48 as m0 = 2.15, 1, and 0.03, respectively,
while the remaining system parameters correspond to the ‘reference’ case (see Table 6.2) and the
solutions are shown at t = 100.
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Figure 6.23: The effect of diffusion on the film thickness profiles showing a change in the Pe´cle´t
numbers corresponding to a change in Pei with i = Γ, c, m, shown in panels (a), (b) and (c),
respectively. The rest of the parameters are the same as in the ‘reference’ case for constant volume
shown in Table 6.2 and the solutions are shown at t = 100.
Finally, we extract information on the rate of spreading of the film and the drop up the substrate,
in the constant flux and constant volume cases, respectively. We track the position of the leading
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Figure 6.24: The spatio-temporal evolution of the film thickness (solid lines) and surface surfactant
profiles (dotted lines) shown at (a) t = 10, (b) t = 50 and (c) t = 100. The system parameters are
as in Fig. 6.23(c) for Peb = 1.
front, denoted by xs, with increasing time as shown by the red, vertical, dashed line in Figs. 6.25(a)
and 6.25(b) for the spreading film and drop, respectively; the arrows indicate the direction of the
flow as time progresses. In Fig. 6.25, panels (c) and (d), we show that the leading edge exhibits
a temporal evolution represented by a power-law, given by xs ∼ t
p. At relatively long times, we
observe that the exponent, p, asymptotes towards the value of 1/2 and 1/3 for the constant flux
and constant volume configurations, respectively.
An explanation for the values attained by the exponent p in the constant flux and constant volume
cases may be furnished by appealing to a simplified scaling argument for an insoluble surfactant
present in dilute concentrations [132]. If we consider the interfacial tangential stress condition as a
starting point, uz = σx, then this leads to the scaling
Uf
Hf
∼
∆σ
Lf
, (6.43)
where Uf is the speed of the surfactant leading edge, whose extent is given by Lf ; Hf denotes the
film thickness at the leading edge. In the constant flux case, we assume that ∆σ is maintained due
to the infinite supply of surfactant provided from the flow origin; we also assume that Hf remains
essentially constant. Then by setting Uf = dLf/dt, we arrive at Lf ∼ t
1/2.
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Figure 6.25: Profiles of the film height at t = 50, 100, 250 are shown in panels (a) and (b) for the
constant flux and constant volume configurations, respectively; the direction of the arrows represents
increasing time. The red, vertical, dashed line indicates the location of the leading front, xs at the
respective times. The variation of the exponent, p, in xs ∼ t
p as a function of time is shown
in panels (c) and (d) corresponding to the solutions given in panels (a) and (b), respectively; the
horizontal, dashed line represents p = 1/2 [panel (a)] and p = 1/3 [panel (b)].
For constant volume and an insoluble surfactant, the total mass of surfactant is given by
∫ Lf
0
Γdx
which leads to Γ ∼ 1/Lf . Also, for dilute concentrations, ∆σ ∼ Γ ∼ 1/Lf . Substitution of these
scalings, along with Uf = dLf/dt into Eq. (6.43) leads to Lf ∼ t
1/3.
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6.3 Concluding remarks
We have considered the dynamics of a film and a drop climbing up an incline in the presence
of a soluble surfactant. The surfactant exists in the form of monomers and micelles where the
former are present in the surface and bulk while the latter can only exist in the bulk. Evolution
equations are derived to investigate the characteristics of the free surface and the development
of the concentration fields. This chapter deals with the base-state flow represented by the 1-D
version of the aforementioned equations. Two configurations are considered, namely, constant
flux and constant volume, in order to examine the spreading of a film drawn from an infinite
‘reservoir’ and of a drop, respectively, both laden with surfactant. A parametric study is conducted
on vertical substrates wherein the effect of the surfactant solubility, diffusion, gravity, initial micellar
concentration, resistance to micelle formation in the bulk and the thickness of the precursor film on
the free surface and concentration profiles, is elucidated.
In both configurations, the degree of spreading of the free surface on the solid substrate is a result of
the competition between Marangoni forces (induced by surface tension gradients) and gravitational
effects. In the constant flux case, a spreading front forms on the fluid interface, preceded by a
thinning region. In the constant volume case, the drop moves in the direction of gravity while
upstream and downstream of the drop, two ridges form due to the presence of surfactant, spreading
in and against the direction of gravity, respectively.
The effect of selected system parameters on the film height and concentration profiles were examined
in both flow configurations, allowing a comparison between the two flow settings investigated. In
both situations, an initially smaller h+ value demonstrated slower spreading rates of the Marangoni
ridges, as a result of the increased drag experienced by the thinner precursor. The effect of an
increase in the Pe´cle´t numbers (i.e. decreasing diffusion rates) in all concentration fields led to a
greater deformation of the interface, indicated by a growth in the amplitude of the Marangoni ridges
or fronts. In the case of a spreading drop, a secondary ridge develops on the droplet associated
with decreasing gradients in the concentration fields and, in particular, Γ and c. An increase in
Bo, a parameter indicating the increasing significance of gravitational effects, resulted in a decrease
in the distance travelled by the leading front in the constant flux case. In the constant volume
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configuration, increasing Bo promoted and demoted the spreading of the Marangoni ridge located
upstream and downstream of the droplet protuberance, respectively.
The initial micellar concentration, m0 is defined as an independent parameter in our system which
dictates the amount of micelles present in the bulk, relative to the CMC. It was found that, for
intermediate values of m0, a smaller ridge appears upstream of the leading front in the case of a
spreading film. In the constant volume case, however, where mass is conserved, an increase in m0
essentially implies an increase in the total mass of surfactant; the latter showed the development of
a secondary ridge on the drop whose amplitude became more prominent with increasing m0. For the
constant flux, a change in the surfactant solubility parameter β, resulted in the deformation of the
interfacial profiles upstream of the thinned region while this showed little variation on the spreading
of the leading front; it was shown that beyond a certain value of β (which depends on the remaining
parameters), the effect of solubility has little effect on the solutions thus approaching the limit of
surfactant insolubility whereby the monomers remain at the interface.
In the constant volume case, as mass is conserved, the effect of parameters β and R, the latter
gives a measure of the ease with which micelles break up into monomers, were investigated upon
fixing the total mass of surfactant deposited initially. An increase in the surfactant solubility led
to faster spreading, a result which is ascribed to the associated increase in the concentration of
micelles, which then fuelled the interface with monomers. In both configurations, the degree of
spreading was found to be higher upon increasing R indicating also that there exists a critical value
of R beyond which the effect of the latter on the fluid spreading, is minimal.
Finally, we show that the leading front, spreading against the action of gravity due to Marangoni
stresses, exhibits a temporal, power-law relationship. At long times, it was found that the power-law
exponent asymptotes towards the value of 1/2 and 1/3 for the constant flux and constant volume
situations, respectively.
CHAPTER 7
Dynamics of a climbing surfactant-laden film II: Stability
The linear and nonlinear stability of a spreading film of constant flux and a drop of finite volume,
discussed in Chapter 6, are examined in the present chapter. A linear stability analysis (LSA) is carried
out to investigate the stability to spanwise perturbations, by linearisation of the two-dimensional
(2-D) evolution equations derived in Chapter 6, for the film thickness and surfactant concentration
fields. The latter correspond to convective-diffusion equations for the surfactant, existing in the form
of monomers (present at the free surface and in the bulk) and micelles (present in the bulk). The
results of the LSA indicate that the thinning region, present upstream of the leading front (constant
flux), and the droplet ridge (constant volume) are unstable to spanwise perturbations. Numerical
simulations of the 2-D system of equations demonstrate that the above-mentioned regions exhibit
finger formation; the effect of selected system parameters on the fingering patterns is discussed.
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7.1 Linear stability analysis
In this section, we examine the spanwise stability of the base-state flow, the latter discussed in detail
in Chapter 6, through consideration of the linear effects, present at short time scales i.e. before
nonlinearities become significant. To do so, we linearise Eqs. (6.33)-(6.36) about the base-state
solutions by assuming that the 2-D solution takes the following form
(h,Γ, c,m)(x, y, t) = (h0,Γ0, c0, m0)(x, t) + (h1,Γ1, c1, m1)(x, t) exp(iky), (7.1)
where the subscripts ‘0’ and ‘1’ represent base-state and disturbance quantities, respectively, k is the
disturbance wavenumber and (h1,Γ1, c1, m1) 1. Substitution of Eq. (7.1) into Eqs. (6.33)-(6.36)
and keeping terms up to O(1) yields the linearised equations for the film height and the surfactant
concentrations as follows
h1t = −
Ca
3
[(
h30κ1x + 3h
2
0h1k0x
)
x
− k2h30κ1
]
+Bo
(
h20h1
)
x
−
1
2
[(
σ1xh
2
0 + 2h0h1σ0x
)
x
− k2h20σ1
]
+
SBo
3
[(
h30h1x + 3h
2
0h1h0x
)
x
− k2h30h1
]
, (7.2)
Γ1t = −
Ca
2
[(
h20Γ0κ1x + h
2
0Γ1κ0x + 2h0h1Γ0κ0x
)
x
− k2h20κ1Γ0
]
+
Bo
2
(
h20Γ1 + 2h0h1Γ0
)
x
−
[(
h0σ1xΓ0 + σ)xΓ1h0 + σ0xΓ0h1
)
x
− k2σ1Γ0h0
]
+
1
Pes
(
Γ1xx − k
2Γ1
)
(7.3)
+
SBo
2
[(
Γ1h
2
0h0x + 2h0h1h0xΓ0 + h
2
0h1xΓ0
)
x
− k2h20h1Γ0
]
+Ks
{
R
[
c1(1− Γ0)− c0Γ1
]
− Γ1
}
,
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c1t = −
Ca
3
(
h20κ1xc0x + h
2
0κ0xc1x + 2h0h1κ0xc0x
)
+
Bo
3
(
h20c1x + 2h0h1c0x
)
−
1
2
(
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)
(7.4)
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1
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)
−
βKs
h0
{
R
[
c1(1− Γ0)− c0Γ1
]
− Γ1
}
+
βKsh1
h20
[
Rc0(1− Γ0)− Γ0
]
−Kb
(
nc1c
n−1
0 −m1
)
,
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Ca
3
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h20κ1xm0x + h
2
0κ0xm1x + 2h0h1κ0xm0x
)
+
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3
(
h20m1x + 2h0h1m0x
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1
2
(
h0m0xσ1x + h0m1xσ0x + h1m0xσ0x
)
(7.5)
+
1
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[ 1
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(
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,
where the dimensionless groups that appear in Eqs. (7.2)-(7.5) are defined in Table 6.1 of Chapter
6. The expressions for the linearised curvature and surface tension are, respectively, given by
κ = κ0 + κ1 exp(iky), (7.6)
σ = σ0 + σ1 exp(iky), (7.7)
where κ0, κ1, σ0 and σ1 are defined as
κ0 = h0xx, (7.8)
κ1 = h1xx − k
2h1, (7.9)
σ0 =
(
1 + α
)[
1 + Γ0θ(α)
]−3
− α, (7.10)
σ1 = −3 θ(α)
(
1 + α
)[
1 + Γ0 θ(α)
]−4
Γ1, (7.11)
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and θ(α) =
[
(α+1)/α
]1/3
−1. Following the work presented in Chapter 5, we define a quantity Ef
[refer to Eq. (7.12)] where f = h, Γ, c, m to measure the ‘energy’ associated with the evolution of
the perturbation whereby Ef > 0 indicates disturbance growth and, conversely, Ef < 0 represents
disturbance decay, as follows
Ef =
∫ x+
x−
f 2
1
dx∫ x+
x−
f 2
0
dx
; (7.12)
here, x−, x+ denote the leftmost and rightmost domain boundaries and Ef quantifies the disturbance
‘energy’, normalised by the base-state ‘energy’, for system variable f . The disturbance growth rate,
ωf , is determined from the following relation at long times
ωf = lim
t→∞
1
2t
ln
Ef (t)
Ef (t = 0)
. (7.13)
We present the results of the LSA, as applied to constant flux and constant volume configurations.
The effect of the following system parameters, Bo, β, m0 and R, where, here, m0 denotes the initial
micellar concentration, is investigated through dispersion curves constructed numerically, using Eq.
(7.13) for f = h. It was verified that growth rates corresponding to the surfactant variables generated
similar results. Solutions to the base-state and linearised equations corresponding to h, Γ, c and m
are sought in PDECOL starting from a set of initial and boundary conditions, specific to each flow
configuration, and presented in the next two subsections.
7.1.1 Constant flux configuration
Numerical solutions of the disturbed flow are obtained through linearisation about the evolving
base-state; it follows that initial and boundary conditions applied to the base-state flow [refer to
Eqs. (6.33)-(6.36)] and the linearised equations [refer to Eqs. (7.2)-(7.5)] must be defined in the
numerical solver employed. With regard to the base-state flow, the initial and boundary conditions
are given by Eqs. (6.37) and (6.38), as discussed in Chapter 6 (Subsection 6.2.1). The initialisation
of the linearised equations correspond to small perturbations introduced at the location of the jump,
x0, which marks the boundary between contaminated and uncontaminated fluid regions, while a
zero perturbation is imposed away from the jump; these correspond to Eqs. (7.14) and (7.15) given
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by (
h1, Γ1, c1, m1
)
(x, 0) = A exp[−5(x0 − x)
2], (7.14)
h1x(x
∗, t) =
(
h1xxx
)
(x∗, t) = 0 at x∗ = (x−, x+),
(
Γ1x, c1x, m1x
)
(x∗, t) = 0 at x∗ = (x−, x+). (7.15)
Here, x− = 0 and x+ = L, where L is the domain length and A denotes a small amplitude; the
initial distribution of the base-state and perturbation variables is shown in Fig. 7.1 [refer to panels
(a), (c), (e), (g)]. The dimensionless length of the computational domain was set at 40 units using
up to 3000 gridpoints. The base-state and perturbation profiles were investigated at times of up
to 300 dimensionless units, while disturbance growth rate estimates were obtained at long times,
t ∼ 103.
The evolution of the base-state and perturbation profiles is depicted in Fig. 7.1 [panels (b), (d), (f),
(h)] at t = 300, showing that the initial disturbance introduced on h, localises at the thinned region,
as shown in panel (b) and subsequently grows with increasing time. It follows that the edge of the
leading front is stable to spanwise disturbances as the latter only become amplified at the thinnest
location in h; these observations agree with previous results [156]. The surfactant perturbations
are targeted at locations in x coinciding with the thinning region observed in h; it is noted that
the perturbations in h were normalised by the maximum value of all the perturbation variables,
given by h1. It is observed that perturbations are more pronounced in h and less in the surfactant
concentrations.
In Chapter 6, typical profiles in h exhibit a number of characteristic features, namely the formation
of a leading front spreading against gravity, which is preceded by a thinned region. It was observed
that, upon an increase in the initial micellar concentration, a secondary ridge forms on the interface
behind the leading front while for increasing R and decreasing Peb,m, a small-amplitude, capillary
ridge appears towards the left boundary. The evolution of the perturbation variables associated with
the aforementioned features is investigated in what follows. Figure 7.2 shows the base-state and
perturbation profiles for all variables for m0 = 5 at which a secondary ridge appears behind the
leading front; inspection of panels (a), (b) [and less so in (c)] shows that perturbations localise and
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Figure 7.1: Profiles for the base-state and perturbation for the film height and surfactant concen-
trations showing the initial condition at t = 0 [panels (a), (c), (e), (g)] and the solution at t = 300
[panels (b), (d), (f), (h)]. The system parameters are for the constant flux ‘reference’ case (refer to
Table 6.2) and the wavenumber was chosen as k = 10. It is noted that, for presentation purposes,
as the perturbation introduced at t = 0 is of small amplitude, all disturbances were multiplied by
a factor of 20 [panels (a), (c), (e), (g)] while at t = 300, the disturbances were normalised by the
maximum value of h1 [panels (b), (d), (f), (h)].
grow at the thinned region. The figure insert in panel (d) indicates that the perturbation in m is
nonzero at a location in x coinciding with the minimum in h, though relative to the magnitude of
h1, the rate of growth of m1 is small. Further, in Fig. 7.2(e) we plot the perturbation ‘energy’,
Eh, with increasing time on a semi-log plot for various spanwise wavenumbers; it is observed that
while perturbation growth is amplified for all values of k shown, it is clear that k = 10 is associated
with maximum amplification, representing the ‘most dangerous’ mode, which outpaces the other
modes. Figure 7.3 depicts the evolution of the perturbations for a case wherein R is large, a limit
corresponding to a surfactant-rich interface, leading to the formation of a small-amplitude ridge
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preceding the thinned region. Inspection of Fig. 7.3(a) shows that instabilities develop at the
thinned region between the leading and secondary front indicating that perturbation characteristics
propagate along the the interface and become amplified only at the thinnest region in h.
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Figure 7.2: The evolution of the base-state (solid lines) and perturbation (dashed lines) profiles for
h, Γ, c and m is shown in panels (a)-(d), respectively, for k = 10 at t = 250. The disturbances in all
panels were divided by a factor equal to the maximum value of h1; the latter being the fastest growing
perturbation. (e) Perturbation ‘energy’ as a function of time shown for various wavenumbers. The
system parameters in all panels are listed in Table 6.2 (Chapter 6) with m0 = 5.
A parametric study is carried out using a transient growth analysis where we construct dispersion
curves, i.e. plots of ωh against a spanwise wavenumber, to identify the mechanism behind the
amplification of infinitesimal, spanwise perturbations. The results are shown in Fig. 7.4 wherein
we observe that all dispersion curves are paraboloidal exhibiting a maximum growth rate at the
most dangerous mode, k∗, and a zero-valued growth rate corresponding to the cut-off wavenumber,
kc, where kc > k
∗. Further, the most dangerous mode is generally found to be equal to k∗ ∼ 10
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Figure 7.3: The analogue of Fig. 7.2 for the constant flux ‘reference’ case (refer to Table 6.2 in
Chapter 6 for a list of the system parameters) but with R = 100. In panels (a)-(d) the solutions
are shown at t = 250.
corresponding to a wavelength, λ, of approximately 0.6; these results guide the numerical simulations
presented in Section 7.2. We observe that perturbation growth is amplified with decreasing Bo and
increasing R as shown in Figs. 7.4(a) and 7.4(d), respectively. In Fig. 7.4(b), the effect of m0
is investigated where the magnitude of the most dangerous mode increases with decreasing m0,
however, a nonmonotonic dependence on m0 is exhibited with regards to the range of unstable
wavenumbers; the latter is broadest for an intermediate value of m0. Finally, Fig. 7.4(c) shows that
an increase in β is associated with disturbance amplification while, beyond β = 5, an increase in
surfactant solubility has negligible effect on the stability of the flow, indicated by overlapping of the
curves corresponding to β = 5 and β = 10. A wider range of unstable wavenumbers exists for β = 1
for which the value of the growth rate corresponding to the most dangerous mode is lowest; similar
observations were made in Fig. 7.4(b). Thus, the results shown in Fig. 7.4 indicate that an increase
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in the propensity of the surfactant to break up its micelles, thereby increasing the concentration of
the interfacial species and promoting Marangoni stresses, is destabilising; the instability is mitigated
by gravitational forces and an over-abundance of micelles.
0 10 20 30 40
−0.01
0
0.01
0.02
0.03
0.04
0.05
ω
h
(a)
 
 
0 10 20 30 40
−0.01
0
0.01
0.02
0.03
0.04
0.05
ω
h
(b)
 
 
0 10 20 30 40
−0.01
0
0.01
0.02
0.03
0.04
0.05
k
ω
h
(c)
 
 
0 10 20 30 40
−0.01
0
0.01
0.02
0.03
0.04
0.05
k
ω
h
(d)
 
 
Bo=0.01
Bo=0.05
Bo=0.1
m0=0.01
m0=1
m0=5
β=1
β=5
β=10
R=1
R=10
R=100
Figure 7.4: Dispersion curves showing the effect of (a) Bo , (b) m0, (c) β and (d) R on the growth
rate, ωh as a function of wavenumber, k. The horizontal, dotted line in all panels represents ωh = 0.
Refer to Table 6.2 for a list of system parameters employed for a constant flux configuration.
7.1.2 Constant volume configuration
Prior to presenting numerical results generated for the constant volume configuration, we discuss
the initial and boundary conditions chosen to solve Eqs. (6.33)-(6.36) and the respective linearised
equations given by Eqs. (7.2)-(7.5). The base-state flow is solved starting from Eq. (6.39) subject
to boundary conditions given by Eq. (6.40), as discussed in Chapter 6 (Subsection 6.2.2). The
linearised set of equations is initialised by Eqs. (7.14) and (7.15); the initial profiles for the base-
state and perturbation variables is shown in Fig. 7.5 [refer to panels (a), (c), (e) and (g)]. Numerical
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simulations are carried out using up to 4000 gridpoints and a computational domain length of 50
with the ends of the left and right boundaries fixed at x− = −37.5 and x+ = 12.5, respectively.
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Figure 7.5: Profiles for the base-state and perturbation for the film height and surfactant concen-
trations showing the initial condition at t = 0 [panels (a), (c), (e), (g)] and the solution at t = 300
[panels (b), (d), (f), (h)]. The system parameters are for the constant volume ‘reference’ case (refer
to Table 6.2) and the wavenumber was chosen as k = 1. It is noted that, for presentation purposes,
as the perturbation introduced at t = 0 is of small amplitude, all disturbances were multiplied by
a factor of 20 [panels (a), (c), (e), (g)] while at t = 300, the disturbances were normalised by the
maximum value of h1 [panels (b), (d), (f), (h)].
The results for the base-state and perturbation profiles are superimposed in Fig. 7.5 for h, Γ,
c and m in panels (b), (d), (f) and (h), respectively. Inspection of Fig. 7.5(b) shows that the
droplet protuberance is most susceptible to instabilities while amplified disturbances in the surfactant
concentrations target their respective peaks; these coincide with the protuberance observed in h.
The ‘Marangoni’ ridges, located upstream and downstream of the droplet appear to be stable. The
stability results are expected to be qualitatively similar to previous work carried out for a drop down
an inclined plane [140] wherein more pronounced droplet ridges are associated with destabilising
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effects. In what follows, we present the base-state and perturbation profiles for all variables together
with the perturbation growth ‘energy’ over a range of spanwise wavenumbers, for small Peb values.
In Chapter 6, we showed that for an increased rate of diffusion in the bulk, i.e. for small Peb, the
Marangoni ridges, present on each side of the droplet, underwent a smaller degree of deformation
while a smaller, secondary protuberance developed downstream of the droplet ridge [refer to Fig.
6.23(c)]. The base-state and perturbation profiles corresponding to a reduced Peb are shown in
panels (a)-(d) in Fig. 7.6; it is observed that disturbances target the more pronounced ridge located
on the droplet and become amplified. We plot the perturbation ‘energy’ growth on a semi-log plot
with increasing time in panel (e); it is observed that perturbations grow for k = 0.5, 1 while for k = 5,
perturbations decay. The cut-off wavenumber therefore is found to be within 1 < kc < 5 suggesting
that the range of unstable wavenumbers is much narrower than for the constant flux configuration;
consequently, we expect fingers of longer wavelength to develop in the constant volume case. We
turn to fully nonlinear simulations to examine the patterns developed due to perturbation growth in
the next section.
7.2 Nonlinear simulations
We seek 2-D solutions of Eqs. (6.16), (6.25), (6.28) and (6.29), derived in Chapter 6, for the film
height and surfactant concentrations starting from initial conditions employed in the base-state flow,
projected in a direction spanwise to the flow while a small-amplitude disturbance is introduced in
h, which takes the form of several cosine modes; refer to Eq. (7.16) for the constant flux and Eq.
(7.17) for the constant volume configuration
h(x, y, 0) = h+ + 0.5(h− − h+)
[
1 + tanh(x0 − x)
]
+
N∑
i=1
Ai cos(ki y) exp[−5(x0 − x)
2],
(
Γ, c, m
)
(x, y, 0) = 0.5
(
Γ0, c0, m0
)
(h− − h+)
[
1 + tanh(x0 − x)
]
, (7.16)
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Figure 7.6: The evolution of the base-state (solid lines) and perturbation (dashed lines) profiles for
h, Γ, c and m is shown in panels (a)-(d), respectively, for k = 1 at t = 300. The disturbances in
all panels were divided by a factor equal to the maximum value of h1; the latter being the fastest
growing perturbation. (e) Perturbation ‘energy’ as a function of time shown for k = 0.5, 1 5. The
system parameters in all panels are listed in Table 6.2 (Chapter 6) with Peb = 1.
h(x, y, 0) =
(
1 + h+ − x
2
)[
F (1− x)− F (−1− x)
]
+ h+
[
F (x− 1) + F (−1− x)
]
+
N∑
i=1
Ai cos(ki y) exp[−5(x+ 1)
2],
(
Γ, c, m
)
(x, y, 0) =
(
Γ0, c0, m0
)[
F (1− x)− F (−1− x)
]
, (7.17)
where F (x) = 0.5
[
1 + tanh(100x)
]
, N is the number of modes imposed, Ai and ki denote the
amplitude and wavenumber of mode i, respectively, for a given set of system parameters, guided by
the linear stability analysis presented in the previous section. It is noted that compared to LSA, the
magnitude of the amplitude introduced for nonlinear simulations was larger, typically, by one order-
of-magnitude. Finally, numerical simulations initialised by a uniform, pseudo-random perturbation
7.2. Nonlinear simulations 163
in the y direction were carried out to investigate the stability of the flow subject to random noise;
a situation more closely associated with a real-case scenario. In both the multi-cosine and random
noise perturbations, the disturbance is localised at the edge of surfactant deposition.
The numerical procedure employed is based on an alternating-direction-implicit (ADI) scheme (also
used in Chapter 5), details of which can be found in Appendix A. The majority of the simulations are
carried out on a domain of 15 units in length while the width, W , varied within pi/5 < W < 4pi/5
using a grid spacing of up to 0.03 and 0.02 in the x- and y-direction, respectively. The results
simulating the spreading of a thin film followed by that of a finite-volume drop are presented next,
elucidating the nonlinear stability of the flow for changes in m0 and Bo for both flow configurations
while the effect of h+ and the initial condition employed is examined through the spreading of a
fluid film in the constant flux scenario.
Figure 7.7 shows surface plots of the system variables at t = 90 for the ‘reference’ case (details
of system parameters are given in Table 6.2 using a domain of 15 units in length and 2pi/5 units
wide). The perturbation introduced appears to grow into a finger [panel (a)] while panels (b), (c)
and (d) show three-dimensional (3-D) surface plots of the surfactant concentrations where slight
deformation is observed at the location in x coinciding with the formation of the finger; the former
is most pronounced in the interfacial surfactant concentration. We examine the mechanism leading
to fingering formation in Fig. 7.8; panel (a) shows a plan-view snapshot of the interface at t = 150
indicating the position in x at the base (blue, dotted line) and tip of the finger (green, solid line).
Panels (b) and (c) show 2-D plots corresponding to sections in y in the aforementioned locations in
x for h and Γ, respectively. Inspection of panel (c) shows that the surfactant concentration at the
finger base is high at the sides and low in the middle while the opposite effect is observed at the
finger tip; these observations suggest that surfactant moves from high to low concentrated regions,
promoting finger growth along the streamwise direction.
Figure 7.9 depicts the evolution of the interface demonstrating the effect of the precursor thickness;
it can be observed that for a thinner precursor fixed at h+ = 0.05 (bottom row panels), the finger
exhibits a greater degree of elongation compared to a case whereby the substrate is prewetted with
a film of thickness h+ = 0.1 (top row panels). Figure 7.10 shows the solution of h in x-y space at
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Figure 7.7: Surface plots showing the 2-D evolution of the interface [panel (a)] and surfactant
concentrations [panels (b)-(d)] at time t = 90. The system parameters represent the ‘reference’
case for the constant flux configuration shown in Table 6.2 and the simulations were initialised from
Eq. (7.16) with a multi-mode cosine perturbation with k = 0.5, 1, 5, 10, 15, 25, 30. The length and
width of the domain were set to 15 and 4pi/k∗, respectively, with k∗ = 10.
Figure 7.8: (a) Plan-view snapshot of the formation of the finger, indicating the locations x = 6.9
(blue, dotted line) and x = 8.2 (green, solid line) corresponding to the base and tip of the finger,
respectively. Panels (b) and (c) show z − y plots, at the aforementioned locations in x for the h
and Γ fields, respectively. In all panels, the system parameters are as in Fig. 7.7 and the solutions
are shown at t = 150.
t = 1 and t = 300 (final time) for h+ = 0.05 [panel (a)] and h+ = 0.1 [panel (c)]; in both panels, the
multi-cosine mode perturbation introduced initially, redistributes itself into a single finger. Inspection
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of the final-time solution in panel (c) shows that the finger wavelength, λ, is approximately equal
to 0.6 corresponding to a wavenumber of ∼ 10, a result that agrees well with the most dangerous
mode observed in linear theory [refer to Fig. 7.4(a) for Bo = 0.01]. The early-time development of
the fingers [refer to Figs. 7.10(b), (d)] show that, while a decrease in h+ is associated with greater
separation between the roots and tip of the finger, the base of the protrusion, corresponding to the
thinned region observed in one-dimensional (1-D) simulations, appears to be retarded in x.
Figure 7.9: Plan-view snapshots showing the effect of the precursor film thickness on the formation
of the fingers with h+ = 0.1 (top row) and h+ = 0.05 (bottom row). The dimensionless times in
(a) & (d), (b) & (e) and (c) & (f) correspond to 1, 150 and 300, respectively. The length and
width of the domain were set at L = 15 and W = 4pi/k, respectively, with k = 10. The remaining
system parameters are listed in Table 6.2 for the constant flux case.
The effect of the initial micellar concentration, m0, on the film height is explored in Fig. 7.11. A
decrease in m0, exhibits a stabilising effect as indicated by the less pronounced fingering phenomena
as observed by the top (m0 = 0.1), middle (m0 = 1) and bottom (m0 = 5) row panels; these
observations agree with the results of the LSA shown in Fig. 7.4(b). The effect of an increase in
the gravitational parameter, Bo, on the film thickness, is shown in Fig. 7.12 through contour plots.
Compared to previous work on horizontal substrates [156] whereby gravitational effects are ignored,
it is suggested that gravity acts to stabilise the flow, as indicated by fingers of longer wavelength
observed in the current work. As Bo increases (moving from top to bottom row), gravitational effects
act to retard the spreading of the finger up the substrate. Observation of the isolines indicates that
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Figure 7.10: Early (t=1) and final (t=300) solutions for (a) h+ = 0.05 and (c) h+ = 0.1. Panels
(b) and (d) show contour lines for h+ = 0.05 and h+ = 0.1, respectively, depicting the early
development of the fingering instability within 0 < t < 20 in equal time intervals of dt = 1. The
length and width of the domain were set at L = 15 and W = 4pi/k, respectively, with k = 10.
the fingers formed become thinner with increasing Bo, thus stabilising the flow. It is noted that
the colour-bars present in all panels are scaled on a range of heights covering the minimum and
maximum values of h from all simulations shown in Fig. 7.12.
Finally, in Fig. 7.13, we compare the evolution of the film thickness from simulations perturbed with
a spanwise, multi-cosine mode (top row) and a pseudo-random distribution (bottom row), on a wide
domain (W = 4pi/5). Starting from a seven-mode cosine perurbation (refer to the figure caption
for details on the spanwise wavenumbers used), the initial disturbance develops into three discrete
fingers in the middle of the substrate and two, partially complete fingers at the two ends. The
fastest moving finger travels in the middle, growing in amplitude with increasing time. The smaller
fingers present on the left- and right-hand-side of the middle protrusion, appear to propagate up the
substrate while remaining attached to the middle structure. Simulations initialised with perturbation
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Figure 7.11: Plan-view snapshots showing the effect of m0 with m0 = 0.1 (top row), m0 = 1
(middle row) and m0 = 5 (bottom row). The dimensionless times corresponding to each panel in
every row from left to right are, t = 1, 150 and 300, respectively. The length and width of the
domain were set at L = 15 and W = 4pi/k, respectively, with k = 10.
modes of infinitesimally small wavelength, such as those represented by random noise distribution
[refer to Fig. 7.13(d)], show that the fluid spreads uniformly on the substrate before nonlinearities
come into effect. The formation of fingering structures and fully-developed solutions, are therefore
delayed, as clearly depicted by a comparison of panels (b), (c) and (e), (f), respectively.
We consider fully nonlinear simulations to discuss the evolution of the constant volume flow system
next. The results from the LSA demonstrate that only the droplet protuberance can become unstable.
The mechanism behind the formation of this capillary hump is associated with gravitational effects;
in this way the nonlinear evolution of the film thickness exhibits similarities with fingering instabilities
studied in Chapter 5. Figure 7.14 depicts surface plots for the system variables, initialised with a
multi-mode cosine perturbation on a domain of 15 units long and 2pi/3 units wide. As the droplet
and Marangoni ridges develop on the interface, the capillary ridge becomes unstable in the spanwise
direction leading to the formation of a finger, moving in the direction of gravity, while the Marangoni
ridges on both sides of the droplet, spread along the substrate uniformly, indicating a lack of amplified
perturbations; these observations agree with the LSA results presented in Subsection 7.1.2. The
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Figure 7.12: Contour plots depicting the effect of Bo with Bo = 0.01 (top row), Bo = 0.05 (middle
row) and Bo = 0.1 (bottom row), shown here with 15 contour lines. The dimensionless times
corresponding to each row from left to right are, t = 100 and 300, respectively. The length and
width of the domain were set at L = 15 and W = 4pi/k, respectively, with k = 10.
concentration profiles in Γ and c flatten across the spanwise direction coinciding with the region in
the streamwise direction at which the finger forms. The analogue of Fig. 7.8 is shown in Fig. 7.15
for the constant volume configuration, depicting sections in the spanwise direction of all system
variables in panels (b)-(d) corresponding to locations in x near the base and tip of the finger,
indicated by a blue, dashed line and a green, solid line, respectively, in panel (a). Similar remarks to
the constant flux case can be made here for the intensification of fingering phenomena; the surfactant
concentrations near the base of the finger are higher outside the finger area reinforcing spreading and
growth of the protrusion while moving towards the finger tip, the surfactant distribution becomes
flatter thus resulting in decreasing gradients which hinder development of further growth.
The effect of an increase in the gravitational effects and the initial amount of micelles has been
explored using fully nonlinear simulations through varying Bo (refer to Fig. 7.16) and m0 (refer to
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Figure 7.13: Plan-view snapshots showing the effect of the initial condition imposed. The initial
condition for h in the panels shown in the top row is represented by Eq. (7.16) with a seven-
mode perturbation of equal amplitude of 0.01 and wavenumbers 1, 2, 5, 10, 12, 15 and 20 and
in the bottom row panels, h is initialised with random perturbations. The dimensionless times
corresponding to each panel in every row from left to right are, t = 1, 20 and 200, respectively. The
length and width of the domain were set at L = 20 and W = 8pi/k, respectively, with k = 10.
Fig. 7.17), respectively. The solutions are sought on a rectangular domain of 15 units long and
2pi/3 units wide, starting from Eq. (7.17) (details of the spanwise modes used are given in the figure
captions). Contrary to the constant flux configuration, increasing Bo promotes the formation of
fingering patterns as, the structure most susceptible to spanwise instabilities in the constant volume
case, propagates in the direction of gravity. This is observed in Fig. 7.16 depicting contour plots of
h for Bo = 0.5 (top row) and Bo = 1 (bottom row); comparison of panels (a) and (c) show that at
t = 10 the evolution of the finger is more advanced for a higher Bond number. Inspection of panels
(b) and (d) demonstrate that spanwise instabilities are enhanced for Bo = 1 indicated by a more
elongated protrusion. Further, as elucidated by the isoline levels, the amplitude of the capillary ridge
present on the finger tip is larger for Bo = 0.5 [see panels (c) and (d)] at a given time, as expected
from the base-state flow results presented in Chapter 6 [refer to Fig. 6.18(a)].
We also examine the nonlinear stability of the flow for an initial micellar concentration above and
below the CMC; this is shown through surface plots of the interfacial variables i.e. h and Γ, in Fig.
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Figure 7.14: Surface plots showing the 2-D evolution of the interface [panel (a)] and surfactant
concentrations [panels (b)-(d)] at time t = 50. The system parameters represent the ‘reference’
case for the constant volume configuration shown in Table 6.2 and the simulations were initialised
from Eq. (7.17) with a multi-mode cosine perturbation with k = 0.5, 1− 6. The length and width
of the domain were set to 15 and 2pi/k∗, respectively, with k∗ = 3.
Figure 7.15: (a) Plan-view snapshot of the formation of the finger, indicating the locations x = 6.9
(blue, dotted line) and x = 8.2 (green, solid line) corresponding to the base and tip of the finger,
respectively. Panels (b) and (c) show z − y plots, at the aforementioned locations in x for the h
and Γ fields, respectively. In all panels, the system parameters are as in Fig. 7.7 and the solutions
are shown at t = 150.
7.17 for m0 = 1 (top row) and m0 = 15 (bottom row). Inspection of panels (a) and (c) show that
an increase inm0 from 1 to 15 is found to be stabilising indicated by less pronounced protrusions and
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fingers of longer wavelength. Comparison of panels (b) and (d) suggest that the surface surfactant
concentration profile for lower m0 values, exhibits a greater degree of deformation, leading to steeper
gradients thus enhancing spanwise instabilities.
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Figure 7.16: Contour plots (shown here with 10 lines) showing the effect of an increase in the
Bond number with Bo = 0.5 (top row) and Bo = 1 (bottom row). Panels (a), (c) and (b),
(d) correspond to t = 10 and t = 50, respectively. All other parameters are the same as the
constant volume ‘reference’ case (details shown in Table 6.2). Both simulations were initialised with
a spanwise perturbation represented by several cosines with k = 0.5, 1 − 6. The length and width
of the domain were set to 15 and 2pi/k∗, respectively, with k∗ = 3.
Finally, we briefly consider hydrostatic effects through a case of constant flux configuration in Fig.
7.18. The spreading of a surfactant-laden film is examined through nonlinear simulations on an
inverted substrate such that the film is hanging over an inviscid gas phase whose dynamics on the
flow are ignored. As shown in Fig. 7.18, in addition to fingering instabilities observed at the thinned
region, large-amplitude waves form at the interface which propagate towards the inlet. At later
times [refer to panels (b) and (d)] the above-mentioned interfacial waves evolve to form fingers
which grow in amplitude as they move in the direction of gravity. Instabilities of this type are
associated with an unstable density stratification exhibited by an overhanging denser fluid; similar
results were observed in Chapter 5 for a two-layer flow in an inverted closed channel. Inspection of
Fig. 7.18(d) depicts that the fingering patterns closest to the inlet, grow in amplitude much faster,
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Figure 7.17: Surface plots for the interfacial profiles h and Γ showing the effect of m0 with m0 = 1
(top row) and m0 = 15 (bottom row) at t = 40. The remaining system parameters are listed
in Table 6.2 under the constant volume ‘reference’ case. A multi-mode cosine perturbation was
introduced in the spanwise direction with the following wavenumbers: 0.5, 1 − 6 while the length
and width of the domain were set to 15 and 2pi/k, respectively, with k = 3.
relative to the surfactant-driven fingering which develops further downstream.
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Figure 7.18: The evolution of the film height corresponding to the spreading of a film (constant flux)
on an inverted substrate. Panels (a) and (b) show surface plots at t = 5 and t = 8.5, respectively,
while panels (c) and (d) depict contour plots showing 15 contour lines at the aforementioned times.
The hydrostatic parameter was set as S = −2 while the remaining parameters are given in Table 6.2
for the constant flux case. The domain length and width were fixed at 10 and 2pi/5, respectively,
and the simulations were initiated with Eq. (7.14) with k = 0.5, 1, 5, 10, 15, 25, 30.
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7.3 Concluding remarks
This chapter dealt with the linear and nonlinear stability of the two configurations formulated in
Chapter 6, representing the spreading of a film of constant flowrate and a drop of finite volume,
both laden with surfactant, on a solid substrate. We employ a linear stability analysis to identify any
instabilities exhibited due to spanwise perturbations by introducing a small-amplitude disturbance in
the linearised 1-D equations comprising the base-state flow. The results show that, in the constant
flux configuration, perturbations target the thinnest region in h and subsequently become amplified
while in the constant volume case, the capillary ridge which develops on the droplet represents the
only unstable structure on the interface. Through dispersion curves employed for the constant flux
case, destabilising effects result from a decrease in Bo and m0 and an increase in R and β. The
results from linear theory demonstrate that the range of unstable spanwise wavenumbers is broader
for a constant flux configuration.
Numerical solutions of the fully, nonlinear, coupled problem are sought in order to investigate the
nonlinear stability of the flow to small-amplitude perturbations introduced in the spanwise direction.
The results suggest that structures associated with the spreading of a film (constant flux) are
susceptible to fingering formation at the thinning region observed in the base-state solutions. A
decrease in Bo and m0 leads to the enhancement of fingering instabilities, represented by more
pronounced and faster-moving protrusions. An initially thinner precursor also leads to destabilising
effects as suggested by a greater degree of separation between the roots and the tip of the fingers.
The above-mentioned observations agree well with linear theory. Numerical simulations on a constant
volume case show that as the droplet protuberance evolves, fingers form in the spanwise direction,
while the Marangoni ridges, present upstream and downstream of the droplet, were found to be
stable. The mechanism behind fingering instabilities in the constant volume configuration is due to
gravitational effects and, as the latter become more significant, spanwise instabilities are intensified;
these are further reinforced by the presence of surfactant that drive flow from the sides of the finger
towards its tip. The effect of an initially higher micellar concentration on the nonlinear stability was
also studied and it was demonstrated that increasing m0 leads to protrusions of longer wavelength
and a retardation in their formation. Finally, we considered hydrostatic effects for the constant flux
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case on an inverted substrate such that the film is overhanging a less dense fluid. In addition to the
fingering patterns observed at the thinning region, interfacial waves form upstream of the leading
front due to Rayleigh-Taylor-type instabilities, which evolve into large-amplitude protrusions.
CHAPTER 8
Introduction to experimental design
While the focus of the present work is a theoretical one, it is, nevertheless, instructive to design a
series of experiments aimed at representing a two-layer flow system in a counter-current configuration
in order to validate the modelling work discussed in Chapters 4 and 5. This chapter outlines the
design of the apparatus, the experimental setup, and provides a brief presentation of preliminary
results. Recommendations for future modifications of the experimental setup are also made in order
to improve the comparison between the theoretical predictions and experimental observations. Some
of the results presented in this chapter form part of a Final Year Research Project undertaken by
undergraduate students in the Department of Chemical Engineering at Imperial College1.
1I am grateful to James Broughton, Linda Chang and James Juillard-Maniece for their enthusiasm and commitment
to this project as well as to Dr. Christos Markides for interesting discussions and his help with the design and operation
of this experiment.
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8.1 Background
A number of studies have investigated experimentally the flow of a viscous, single-layer flow down
an inclined plane [62,63,74,158] or of a thermally-climbing film [106]. A brief review of the relevant
literature is outlined here prior to presenting the experimental setup used in the present study. It
is noted that attention is paid to the experimental side of these studies, highlighting the choice of
materials and the methodology followed.
Instabilities associated with flow down an inclined substrate, which manifest themselves via finger-
ing development as a result of small perturbations in the spanwise direction, have received much
attention in the literature. One of the earliest studies to investigate these fingering phenomena was
carried out by Huppert [57]. Figure 8.1 shows the flow of silicone oil and the gradual formation
of fingers as the fluid propagates down the inclined plane. The author examined the effect of fluid
viscosity, surface tension and initial volume released, on the finger wavelength; it was found that
the latter is independent of viscosity but not of surface tension. Further, it was concluded that the
wavelength was only weakly dependent on the initial amount of fluid released; this was tested on
fluid volumes differing by up to a single order of magnitude.
(a) (b) (c)
Figure 8.1: Flow of silicone oil down a pentagonal Perspex plane, whose sides are of lengths 101.7,
82 and 60 cm, inclined at 12◦ at (a) 80, (b) 187 and (c) 347 seconds after release. The horizontal
lines marked on the plane surface are 5 cm apart (reproduced from [57]).
Veretennikov et al. [158] explored the differences between gravity-driven flow of Castor oil, an almost
completely wetting fluid on the Plexiglas material, on both dry and prewetted surfaces. The results
are summarised in Fig. 8.2: a volume of 150 mL of Castor oil is released on a dry surface [refer to
Fig. 8.2(a)] and on a surface which has been prewetted with Castor oil [refer to Fig. 8.2(b)] forming
a thin precursor by allowing the film to drain for 20 hours. In both cases, the channel inclination is
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set to 8◦ and it can be observed that, while there is a clear separation between the roots and tips
of the fingers in Fig. 8.2(a), these observations are absent in Fig. 8.2(b) wherein the protrusions
are barely visible. Coloured drops of the fluid were placed on the surface initially to allow flow field
visualisations, which highlighted the rolling motion near the contact line region in Fig. 8.2(a).
The effect of channel inclination was studied in the work of Kondic [62], where a fixed volume
of silicone oil is released and allowed to flow under the action of gravity. The experimental setup
included a rectangular glass plane 100 cm long and 50 cm wide, supported on a wooden frame
which was allowed to be elevated from 0 to 90◦. Examination of the effect of channel inclination
showed that the wavelength of the fingers decreased as the plane approached the vertical position,
thus indicating the destabilising effect of channel inclination.
(a) (b)
Figure 8.2: A comparison of the fingering phenomena demonstrated by the flow of Castor oil on
a (a) dry surface and (b) prewetted plane, after allowing a film of Castor oil to drain for 20 hous.
In the left and right panels, the images are respectively shown at the following times from top to
bottom: 0, 15, 37.5, 52.5, 100 seconds, and 0, 18, 78, 108, 132 seconds. This is reproduced from
Veretennikov et al. [158]
.
The above-mentioned experimental studies focus on constant volume configurations. Johnson et
al. [63] demonstrated fingering phenomena in a constant flux configuration experimentally using a
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Figure 8.3: Fingering patterns emerging from a fixed volume of silicone oil flowing under the action
of gravity on a rectangular glass plane; the photographs are taken at the following times: 0.5, 4, 8
and 84 seconds, corresponding to the panels from top left to bottom right, respectively (reproduced
from [62]).
water-glycerine mixture, which was allowed to flow down a 76.8 × 94.6 cm glass surface. With
the addition of fluorescein in the fluid, the authors were successful in employing an imaging method
which recorded the intensity of the fluorescence emitted by the fluid. The latter was proportional to
the fluid thickness, allowing accurate representations of the three-dimensional shape of the interface.
The fluid flowed out of a ‘reservoir’ onto the glass surface forming a continuous film. In order to
set up reproducible initial conditions, a rubber squeegee was used to remove part of the film thus
creating a two-dimensional fluid front [refer to Fig. 8.4(a)]. The start of the experiment was assumed
to correspond to the instant the squeegee was removed, after which, the subsequent development
of rivulets was observed [see Fig. 8.4(b) and 8.4(c)]. The authors concluded that the shape of the
rivulets is a function of the angle inclination, the physical properties of the fluid and the volumetric
flowrate set.
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(a) (b) (c)
Figure 8.4: The fluid front created initially [panel (a)] and the subsequent formation of rivulets
[panels (b) and (c)] from a constant flow of a water-glycerine mixture (80% glyerine) down an
inclined plate. The images are taken at (a) t = 0, (b) t = 4 and (c) t = 8 seconds (reproduced
from [63]).
Evidence of undercompressive shocks has been shown experimentally in the work carried out by
Bowen et al. [106]. As outlined in earlier chapters, undercompressive shocks form when there exist
opposing forces, within a particular set of system parameters, in the mechanism driving the flow. In
the experiments described in [106], a thin film of silicone oil is forced to flow out of a ‘reservoir’ on
a flat, polished silicon wafer against the direction of gravity through Marangoni forces; the latter are
induced by applying a uniform thermal gradient across an underlying brass plate. Flow visualisations
are achieved interferometrically through the emission of He-Ne laser light, which passes through the
film and is reflected back from the substrate. This method furnishes digital images, recorded by a
frame grabber, with light and dark fringes allowing the visualisation of the evolution of the contact
line. The top row of Fig. 8.5 depicts a compressive, Lax-type shock, and, as the fluid propagates up
the wafer, surface perturbations generate instabilities, which ultimately lead to fingering phenomena.
The leading undercompressive shock in the Lax-undercompressive wave shown in the bottom row
of Fig. 8.5 with a thick dark line was found to be stable to surface perturbations, as indicated
by a relatively flat leading edge and the absence of fingering formation with increasing time. The
increasing distance between the leading undercompressive and trailing Lax shocks, due to their
different speeds, is also discernible.
We have outlined a brief review of the relevant literature on experimental studies wherein inertial
contributions are regarded as negligilble; an assumption which lies in direct connection to the two-
layer flow experiments described here as well as the theoretical work presented in earlier chapters.
We note that, to our knowledge, no experimental studies have been conducted on two-layer flows.
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Figure 8.5: Temporal evolution of the nonlinear structures represented by Lax (top) and Lax-
undercompressive (bottom) shocks; in both rows, time increases from left to right. The top row
shows the development of fingers in the Lax shock as the silicone oil flows up the inclined plane due
to a thermally-imposed surface tension gradient, while the leading undercompressive edge, depicted
in the bottom row by a thick dark line, appears to be stable to spanwise perturbations (reproduced
from [106]).
Numerical simulations reported in Chapter 5 suggest that the shape of the fingers arising from
spanwise disturbances may be affected by additional stresses acting on the fluid-fluid interface due to
a secondary viscous phase. Further, it would be interesting to examine whether Lax-undercompressive
solutions can physically exist in a counter-current flow configuration of two fluids and investigate
their spanwise stability experimentally.
The rest of this chapter is organised as follows: a description of the experimental apparatus is given
in Section 8.2, followed by a brief investigation of the selection of fluids and imaging techniques
employed. A number of issues associated with the setup of the experiment are outlined and a set of
results from a brief parametric study are reported in Section 8.3. Finally, recommendations are made
for future work in Section 8.4 and conclusions are drawn in Section 8.5. It should be noted that the
experimental results presented here are preliminary. These results, however, encourage extending the
investigation further to allow a direct comparison between experimental observations and theoretical
predictions.
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8.2 Experimental setup
8.2.1 Apparatus
The experimental apparatus consists of a closed channel made up of Polymethyl-methacrylate
(PMMA) set up for the counter-current flow of two fluids. A schematic of the experimental appa-
ratus as designed by the manufacturer (Merc Engineering UK Ltd) is depicted in Fig. 8.6 indicating
the fluid inlets and outlets, and a photograph of the setup is shown in Fig. 8.7. The channel is 1.50
m long in the streamwise direction, 380 mm wide and 35 mm thick; it is noted that the allowable
depth for flow is 10 mm (see Table 8.1 for information on the dimensions of all the parts constituting
the apparatus). The setup is supported on two laboratory scissor jacks of adjustable height, and on
a wooden block located at the liquid outlet end, allowing a maximum channel inclination, θ, of 20◦
to the horizontal. It was decided that two fluids of disparate density and viscosity ratios were to be
used in the present series of experiments; these were chosen due to the ease with which gas-liquid
flows (referred to in Chapters 4 and 5 as ‘air-water’ flows) can be accessed experimentally compared
to two liquid, viscous phases. The experimental apparatus is completed with connecting tubes to
the gas and liquid flow supply; the latter comprised a liquid ‘reservoir’, represented by a tank, and
a fish-tank pump was employed to force the fluid into the channel.
Fluid ‘2’ inlet
Fluid ‘2’ outlet
Fluid ‘1’ outlet
Fluid ‘1’ inlet
Figure 8.6: Design of the experimental apparatus produced by Merc Engineering UK Ltd, indicating
the fluid inlets and outlets. It is noted that there are two additional fluid outlets located at opposite
ends of outlets ‘1’ and ‘2’ (not shown).
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Figure 8.7: Side-view photograph of the setup with silicon tubing connections, supported on two
scissor jacks, of adjustable height, and a wooden block.
In order to make direct comparisons between the numerical simulations, presented in Chapter 5,
and the experimental work, we designed an inlet structure [see item 5 in Fig. 8.8 and the picture
in Fig. 8.9(a)] aimed to reproduce the initial condition implemented in the theoretical work. The
above-mentioned inlet configuration is connected to an L-shaped stainless steel metal plate (item
6 in Fig. 8.8) which is lowered completely, touching the base of the channel prior to the start
of the experiment; this ensures that the liquid accumulates in the top part of the channel. Two
micrometer screw gauges are attached to the inlet cover [see Fig. 8.9(a)] calibrated to give accurate
measurements up to a resolution of 1 micron. The purpose of these gauges is twofold: to act as a
barrier when the metal plate is instantaneously lifted up, and to set the initial upstream thickness
of the liquid film; the latter was referred to as ‘h−’ in the theoretical work presented in previous
chapters.
Finally, the setup was prepared before the experiments were initiated. In order to rectify leakage
problems, the various PMMA parts comprising the base of the channel (i.e. items 2, 3 and 4 in
Fig. 8.8) were glued together using epoxy adhesives while the remaining parts were sealed with
silicone sealant. Silicon-type tubes were connected to the channel inlets and outlets whose ends
were tightened with metal rings to minimise leaks through the channel openings. The liquid outlet
stream was collected in a small storage tank and, at the end of each experimental run, this liquid was
poured back into a ‘reservoir’. The air outlet stream was released into the atmosphere in accordance
with laboratory safety regulations.
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1
2
3
5
6
4
Figure 8.8: Separated parts comprising the experimental apparatus. The numbered labels correspond
to each part whose dimensions and construction material are given in Table 8.1.
Table 8.1: Dimensions and construction material of the various parts comprising the experimental
apparatus.
Part Length [mm] Width [mm] Thickness [mm] Material
1. Top 1220 340 12 PMMA
2. Base 1470 340 13 PMMA
3. Side frames 1470 15 10 PMMA
4. Top/bottom frames 340 15 10 PMMA
5. Inlet configuration 300 340 12 PMMA
6. L-shaped metal plate 90 330 1 Stainless steel
8.2.2 Choice of fluids
The experimental fluids used were paraffin oil and air. The latter was chosen as the top fluid while
the former represented the bottom fluid; these were referred to as fluid ‘1’ and ‘2’, respectively, in
previous chapters (see Fig. 3.1). The choice of air as the gas phase was the simplest one as the
laboratory was equipped with a constant-pressure air supply and it was possible to adjust the flowrate
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(a) (b)
Figure 8.9: (a) A photograph of the inlet configuration showing the micrometer screw gauges and
the L-shaped stainless steel plate designed to set the initial, upstream liquid film height. (b) The
curvature of the stainless steel plate, responsible for the formation of a continuous film at the sides
of the channel thus reducing the region available for the film to exhibit fingering instabilities.
into the channel through the use of calibrated rotameters. Further, the compatibility of air with
the PMMA was considered excellent: the fluids were regarded as being ‘incompatible’ and therefore
unsatisfactory if any corrosion, swelling, staining or crazing was recorded; a list of compatible fluids
is shown in Table 8.2. The decision on the liquid phase was a more complicated one; firstly, in
order to demonstrate fingering phenomena, it was important for the selected fluid to exhibit a high
degree of wettability of the PMMA surface and secondly, to show good compatibility between the
fluid and the channel constituents [PMMA, polytetrafluoroethylene or ‘PTFE’ (a synthetic polymer
used to collect the liquid) and stainless steel]. The compatibility of the fluids was investigated by
placing a piece of each of the above-mentioned materials in a small volume (typically 100 mL) of
the selected fluids overnight. Further, the various liquids shown in Table 8.2 were short-listed based
on their physical properties; a low Reynolds number (Re) was required to match the assumptions
associated with the theoretical work presented in Chapters 3-7. It was regarded that gas or liquid
flowrates leading to 0 ≤ Re ≤ 1 conformed to the theoretical assumptions while results obtained
using flowrates outside this range, had to be considered cautiously. The Reynolds number was
determined using the following expression
Rei =
(ρUH
µ
)
i
, (8.1)
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where i = G, L denotes the gas and liquid phase, respectively, while ρi represents the density and
µi the dynamic viscosity of phase i. The velocity of the fluids, Ui is determined through the inlet
volumetric flowrate while H represents the mean thickness of the film of phase i. A low Reynolds
number is achieved as viscous effects become increasingly more important than inertia, which is
directly proportional to the volumetric flowrate. For the liquid phase, however, it proved difficult to
maintain a constant flux with very small flowrates. For this reason, the maximum flowrate, subject
to the liquid pump potential, was used; this was a constant quantity in our system. From Eq. (8.1),
a fluid of low density or high viscosity may reduce the Reynolds number, however, in practical terms,
as low densities are typically associated with gaseous phases, the Reynolds numbers of the flow were
kept low by choosing highly viscous fluids.
Table 8.2: Physical properties of the short-listed fluids.
Fluid Density [kg m−3] Dynamic viscosity [Pa s]
Air 1.29 1.98× 10−5
Water 1000 1.00× 10−3
Glycerol 1126 9.33
Ethylene glycol 1132 4.86× 10−3
Sodium hydroxide (10% by vol.) 1107 0.186
Acetic acid (10% by vol.) 1049 0.123
Silicone oil 960 4.80
Paraffin oil 856 1.46
Next, the degree of wettability of the fluids on the PMMA surface was tested; the test involved
placing a few droplets on this surface to examine the extent to which the droplets spread on the
substrate. Droplets of glycerol, ethylene glycol, sodium hydroxide, acetic acid, silicone oil and
paraffin oil were lined up and photographed in order to make a qualitative comparison between
the degree of wetting of the solid by the various liquids; this is shown in Fig. 8.10. The contact
angle subtended by the free surface of a sessile droplet at the underlying solid substrate provides a
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measure of the wettability of the substrate by the liquid [159]. This angle is a function of the surface
tensions of the gas-solid, gas-liquid and liquid-solid interfaces; ‘partial wetting’ and ‘perfect wetting’
are associated with finite and zero contact angles, respectively. In the present work, the contact
angles associated with the various candidate fluids were not measured directly; instead, the fluid
with the smallest contact angle determined via visual inspection was chosen as the experimental
fluid of choice for the lower phase.
Figure 8.10: The wettability of the PMMA surface by various candidate fluids. From left to right,
the fluids shown are: glycerol, ethylene glycol, sodium hydroxide, acetic acid, silicone oil and paraffin
oil. The high wettability of silicone and paraffin oil induces rapid spreading of their droplets on the
substrate, leading to a deterioration of the quality of their images in relation to those of the other
fluids.
Based on the arguments outlined in this section, air was chosen as the lighter and less viscous
phase, a convenient fluid for small-scale laboratory research, and paraffin oil was selected as the
liquid phase due to its good compatibility with the materials comprising the two-layer flow setup
and physical properties favouring low Reynolds numbers thus consistent with the assumption of
negligible inertial effects employed in the theoretical work presented in the current thesis. The
selected two-fluid combination gave a density and viscosity ratio of approximately 1.5 × 10−3 and
1.3× 10−5, respectively. In comparison with the modelling work, density and viscosity ratios of the
above-mentioned order, are found to be more closely related to the dynamics of a gas-liquid system;
this represented a limiting case as discussed in Chapters 4 and 5 [see also Eq. (4.7)].
8.2.3 Imaging techniques
The primary objective of the experimental work was to design the apparatus and successfully set
up counter-current, gas-liquid flow; a great deal of time was therefore not invested in advanced,
high-quality imaging methods. The evolution of the spreading film and fingering formation was
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photographed at 5-second intervals, using a digital single-lens reflex (DSLR) camera (Canon EOS
450D) with a specialised lens (EF-S 17-55mm F:2.8 IS USM) ensuring high image quality. Video
clips were also recorded using a digital camera (Sony DSC-T700) with a 10.1 Megapixel image
sensor; snapshots at regular intervals were subsequently captured.
Several limitations were associated with the visualisation of a thin, clear film of paraffin oil and
air flow on the transparent PMMA material. A number of suggestions aimed at improving flow
visualisation are given in Section 8.4. For the work presented here, it was found that illumination of
the PMMA channel using a UV light source, ensured that the fingering patterns became more clearly
visible. In addition, a light-coloured, square grid paper was attached to the back of the channel in
order to extract information on the evolving dimensions of the emerging fingers.
8.3 Experimental results
8.3.1 Methodology & experimental design complications
A start-up procedure was designed in order to ensure that a safe and consistent approach was
followed prior to each run. The L-shaped metal at the channel inlet was lifted up allowing a flux
of liquid to pass through, prewetting the surface of the channel and creating a thin precursor film.
Subsequently, the metal plate was pushed down obstructing flow out of the top of the channel thus
accumulating a sufficient volume of liquid, upstream of the metal plate. The air flow supply was
switched on and set to the desired flowrate through the calibrated flowmeter. Immediately after,
the precursor was perturbed by lifting the metal plate to a preset height, marking the start of the
experiment. Counter-current, gas-liquid flow was set up and plan-view photographs of the advancing
fluid and subsequent finger formation were taken at regular intervals. At the end of every run, a
period of approximately half an hour was allowed for the channel to drain under the action of gravity.
Each run was repeated three times to verify the fingering patterns observed.
Prior to presenting the results, we outline a number of issues encountered with the experimental
design of the two-flow apparatus. It was observed that during the period of liquid accumulation at
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the channel inlet, some fluid would escape and flow down the sides of the channel; this led to a
continuous film forming at the sides prompting fingering patterns to form, upon the introduction of
the perturbation, in the middle of the channel only. Inspection of the metal plate and, in particular
the segment parallel to the channel base, showed that the former was not completely flat; this is
indicated in Fig. 8.9(b). Further, the original design of the apparatus included a second stainless
steel plate at the liquid outlet whose primary purpose was to control the downstream film thickness.
However, this created a narrow vertical space between the metal plate and the PMMA base which
reduced the liquid outlet flowrate, resulting in the accumulation of paraffin oil in the channel.
8.3.2 Results
Within the time available for the completion of these experimental runs, it was decided to investigate
the effect of an increase in the air flowrate, upstream film thickness and channel inclination on the
two-fluid flow dynamics. Due to limitations of the liquid pump used, a range of liquid flowrates was
not possible and therefore the maximum flowrate corresponding to a Reynolds number of Re = 1
was fixed for all the runs. Further, as previously mentioned, the support offered by the scissor jacks
was limited, resulting in the maximum angle that ensured a stable substructure, to be restricted to
20◦. Finally, due to time constraints, investigation of the effect of density and viscosity ratios using
several fluid combinations, was not possible. Table 8.3 shows an experimental matrix summarising
the system parameters implemented in each run.
Figure 8.11 shows typical profiles of the spreading of the paraffin oil subject to the counter-current
air flow, obtained from the experimental runs. The majority of the experiments resulted in the
formation of three fingers generated upon lifting the stainless steel plate thus creating a jump in the
thickness ahead and behind of the plate; the protrusions elongated as they propagated downstream.
Merging of fingers was observed with a greater channel angle inclination and the time taken for the
fingers to reach the channel liquid outlet was generally found to decrease with an increase in θ.
Figure 8.12 shows snapshots captured at 2-second intervals from a movie clip recorded for Run 6,
details of which are given in Table 8.3. As the thin film is perturbed at the inlet, three fingers of
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Table 8.3: Experimental matrix showing the parameter values corresponding to each run.
Run Air flowrate [L min−1] Channel angle inclination [ ◦ ] Upstream film thickness [mm]
1 1 6.9 2.00
2 2.5 6.9 2.00
3 5 6.9 2.00
4 1 16.9 2.00
5 2.5 16.9 2.00
6 5 16.9 2.00
7 1 6.9 8.00
(a) (b)
Figure 8.11: Typical profiles of fingering instabilities observed. Panels (a) and (b) correspond to
15 and 20 seconds, respectively, following the introduction of the perturbation. Refer to Run 4 in
Table 8.3 for details of the experimental conditions.
approximately equal wavelength (∼ 2 cm) form and elongate with increasing time. It is envisaged
that as the channel width, available for patterns to develop, increases, the number of fingers observed
also increases although we expect the channel walls to have an effect on the speed and wavelength
of the protrusions closest to the sides. At the lower angle of 6.9◦, a single finger forms at the inlet
which then propagates downstream, as shown in Fig. 8.13, in intervals of 5 seconds. Comparison
of Figs. 8.12 and 8.13, representing flow down the channel inclined at 16.9◦ and 6.9◦, respectively,
shows that a decrease in θ exhibits stabilising effects, indicated by a decrease in the speed of the
flow and the number of fingers observed.
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(a) (b)
(c) (d)
(e) (f)
Figure 8.12: Finger formation emerging from the counter-current flow of (approximately) 0.30 L
min−1 paraffin oil and 5 L min−1 of air. The experimental conditions are detailed in Table 8.3 under
Run 6. The snapshots shown in panels (a)-(f) correspond to a time of 4-14 seconds, respectively,
after release, with an interval of 2 seconds between each image. The red mark on the square grid
shown in panel (a) represents a length of 1 cm.
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(a) (b)
(c) (d)
Figure 8.13: The evolution of fingering patterns on a plane inclined at 6.9◦. Panels (a)-(d) corre-
spond to 5-20 seconds, respectively, after release, shown here at time intervals of 5 seconds. The
experimental conditions are as in Run 1, refer to Table 8.3 for details.
The square grid paper attached to the back of the channel allowed for information on the location
of the fingers to be extracted as time progressed. Figure 8.14 shows the effect of an increase in the
air flowrate [refer to panel (a)] and an increase in the channel angle of inclination [refer to panel (b)]
on the location of the tips and roots of fingers as a function of time. An increase in the air flowrate
and θ appears to increase the finger propagation speed while inspection of Fig. 8.14(b) shows that
for a lower angle, the fingers begin to form further downstream. Although the former trend is rather
counter-intuitive since an increase in the air flow rate leads to a concomitant rise in the level of
drag experienced by the fingers, we believe that the larger air flow rate increases the central region
from which fingers emanate by pushing the continuous film regions closer to the side walls of the
channel. Further experimental work would ascertain the accuracy of the above-mentioned proposed
explanation. It is then possible that the initial width of this region, which sets the wavelength of the
emerging fingers may be closer to the most dangerous linear mode associated with the experimental
conditions; this mode is associated with the fastest propagating fingers.
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Figure 8.14: The effect of air flow rate and channel inclination on the location of the tip and the
right-hand-side root (relative to the tip) of the fastest finger observed as a function of the time
elapsed after the initial perturbation is imposed. (a) Air flowrates of 1 L min−1 (blue data, Run 4)
and 5 L min−1 (red data, Run 6) at θ = 16.9◦; (b) channel inclinations of 6.9◦ (blue data, Run
1) and 16.9◦ (red data, Run 4) for a fixed air flowrate of 1 L min−1. In both panels, the round
and square markers correspond to the root and tip of the finger, respectively, while the error bars
indicate an uncertainty of 1 cm. Details of the experimental conditions can be found in Table 8.3.
8.4 Recommendations for future work
We begin this section by outlining some modifications to the experimental apparatus aimed at
improving the operation of the setup and, ultimately, providing both qualitative and quantitative
comparisons between experiments and theory. Perhaps the most consequential issue was the cur-
vature of the L-shaped plate. The part of the stainless steel plate parallel to the surface of the
channel base was not completely straight. This allowed some of the fluid, prior to the start of each
experimental run, to flow out of the top conduit and down the sides of the channel; it is noted that
the degree of curvature was greater on the rightmost side admitting more fluid on one side. It is
suggested that the inlet configuration and, in particular, the metal plate should be redesigned. A
completely straight plate would rectify any leakage into the channel before the initial perturbation
is introduced. Further, the length of the plate protruding into the channel needs to be extended to
ensure that the initial upstream film height is kept at the preset value, covering a greater fraction
of the channel length. Alternatively, the location of the stainless steel plate may be moved further
downstream allowing a larger volume of fluid to accumulate upstream the perturbation introduced
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at the start of the experiment. It is believed that the above-mentioned modifications would allow a
better match with the initial conditions implemented in the modelling work.
The design of a rigid frame would also offer better support than the current laboratory-scale scissor
jacks and ensure that the channel is kept at the same elevation across the spanwise direction.
Furthermore, it would be interesting to investigate fingering phenomena in vertical channels which
was not possible with the current setup. An investigation into more robust sealants, as appropriate
for the various channel materials, would rectify the minor leakage problems currently present. This
would be essential for accurate measurements of the fluid flowrates into and out of the channel.
It is recommended that the list of compatible fluids be extended to investigate the dynamics of
two-fluid flows of various density and viscosity ratios. The theoretical work outlined in Chapter 5
suggests that a decrease in the disparity of the density and viscosity ratios between the two fluids
is found to be stabilising; this is related to the number of fingers forming as well as their degree of
elongation. In previous chapters, we elucidate that Lax solutions, either in solitary Lax shocks or in
a Lax-undercompressive pair, are unstable to fingering formation; it would be interesting to show
experimentally, in the present counter-current flow configuration, whether fingering development
occurs in Lax-undercompressive double-shocks. As the formation of double-shock solutions occurs
on a narrow range of system parameters, an extensive parametric study on channel inclination, fluid
flowrates and physical properties, may be required in order to investigate such scenarios. We have
also shown that unstably-stratified cases are vulnerable to the formation of large-amplitude waves,
which, in turn, can undergo finger formation. It would be interesting to demonstrate the existence
of such structures experimentally.
Finally, in the case of clear fluids, better flow visualisation could be achieved through the addition
of dyes to colour the fluid or through dye tracking visualisation as used in previous work [158,160].
Photo-chromic dye-tracing, for instance, could be used in which the top fluid is chosen such that its
refractive index matches that of the channel construction material. A laser is then shone through
the top channel wall allowing the interfacial dynamics to be imaged and quantitative measurements
of its deformation across the channel to be made, as well as of the length and width of the fingers.
Particle-image velocimetry can also be used, in which changes in the instantaneous locations of
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micron-sized particles suspended in one of the fluids are tracked, furnishing information on the flow
field. Information on the speed of the roots and tips of the fingers could be compared to theoretical
predictions and correlated to the degree of fingering instabilities. It would also be interesting to
determine the wavelength of the fingers observed and compare that with numerical simulations
of the two-dimensional problem. In addition, advanced imaging techniques would permit accurate
measurement of the thickness of the precursor downstream of the initial perturbation, establishing
consistent initial conditions for each experimental run, allowing for repetition and verification of the
physical features observed.
8.5 Concluding remarks
We have designed an experimental setup to investigate the physical features exhibited by the dy-
namic, counter-current flow of two immsicible fluids. To our knowledge, a confined two-layer flow
set up to examine fingering phenomena on a prewetted surface has not been previously reported in
the literature. This chapter dealt with the setting up of the apparatus, the rectification of major
leakage and dewetting problems, the latter being a consequence of the degree of wettability of the
PMMA surface with the liquids tested. A brief investigation of the compatibility of several fluids with
the channel constituents as well as the degree of wettability of the channel construction material,
PMMA, was carried out, resulting in the selection of air and paraffin oil as the experimental fluids.
A number of issues associated with the experimental design of the setup were identified and, while
the majority of these was dealt with, it was not possible to rectify all issues in the interest of
time. A number of suggestions aimed at resolving these are outlined in Section 8.4 together with
recommendations for future research in this field. Despite these issues, the attempt at setting up
counter-current flow of air and oil was deemed successful and it was possible to exhibit fingering
phenomena albeit on a small section across the width of the channel.
A brief parametric study was conducted whereby the effect of air flowrate, channel inclination and
the film thickness at the inlet was examined. It was found that an increase in the air flowrate was
associated with an increase in the speed of the fingers. It is believed, however, that a higher air
196 Chapter 8. Introduction to experimental design
flowrate pushed the continuous film flowing down the channel sides outwards, thus extending the
region within which fingering patterns developed; it is also possible that the resulting modulation
of the finger wavelength may have had an effect on their speed, as discussed in section 8.3.2.
Further, with an increase in the channel inclination, the number of fingers emerging increase from
one to three while information on the location of the roots and tips of the fingers suggests that
the protrusions travel faster at higher θ values. The aforementioned observations agree well with
theoretical predictions outlined in Chapter 5. An increase in the upstream film thickness set initially,
resulted in the development of a single finger propagating downstream; it was observed that the
wavelength of the finger formed increased with an initially thicker film at the inlet. Similar results
were observed in theoretical work carried out previously by Segin et al. [112, 150] which proved an
increase in the upstream thickness of the film to be stabilising; this result was also verified in Chapter
5.
CHAPTER 9
Conclusions & future work
The present thesis concentrates on the study of thin-film flow where we explore systems described
by single- and two-layer flows. The theme of the thesis is predominantly theoretical though part of
the work outlined deals with the design and operation of an experiment in two-layer flow; the main
conclusions drawn from this Ph.D study are given in Section 9.1. We derive a lubrication model to
describe the dynamics of two superposed fluids wherein one of the fluids is non-Newtonian in Section
9.2; the objective is to, ultimately, assess the stability of the flow to spanwise perturbations; this will
provide some insight into stabilising or destabilising effects exhibited by fluids of complex rheology.
Finally, we conclude with a brief description of a number of interesting problems, motivated by the
work presented in Chapters 4-7, in Section 9.3; these problems may act as departure points for new
research avenues.
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9.1 Summary of thesis achievements
9.1.1 Applications
The present thesis focusses on the theoretical modelling of single- and two-layer flows. The study
is highly motivated by the myriad of applications in industrial, biological, biomedical and geophys-
ical settings, wherein thin-film flow is relevant. This is attributed to the excellent heat and mass
transfer properties of thin films making them ideal for the efficient and effective operation of process
engineering units such as thin-film reactors, heat exchangers, distillation columns and condensers.
In the oil-and-gas industry two-layer flow is very common; these may occur in gas-condensate wells
wherein due to excessively high gas flowrates, the liquid volume fraction is exceedingly small and,
as a consequence, the liquid phase flows in the form of a thin film down the well. As gas-liquid
interaction in such scenarios leads to the erroneous interpretation of well-test analysis tests, a great
deal of research in petroleum engineering is devoted to the accurate modelling of these flows through
numerical experiments.
The work conducted as part of this Ph.D study involved flows dominated by viscous effects such that
the Reynolds numbers (Re) associated with the flow are low, Re 1, thus rendering inertial effects
negligible. These flows are typically described by slowly propagating or extremely viscous fluids. Our
work is motivated by the relevance of the former limit in diverse settings such as flow in porous media,
microfluidics, coating flows, and surfactant replacement therapy. Chapters 4 and 5 deal with the
flow of two viscous fluids in co- and counter-current configurations down inclined planes; such flows
may be relevant to the oil-and-gas industry for the recovery of oil from porous media. The two-layer
flow of interest is typified by comparable densities and viscosities between the two fluids, leading
to the increasing significance of the effects of the bounding fluid; these have often been considered
to have negligible or little effect on the interfacial dynamics in the literature. A major application
of negligible inertial flows also lies within coating flow technologies; a long-standing problem has
been the formation of fingering patterns on gravity-driven flows or surfactant-driven spreading which
create undesirable dry spots on the surface of the solid substrates. Surfactant-induced instabilities in
the absence of gravitational effects have been considered in detail while fewer studies have examined
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the aforementioned flow setting down an inclined plane. Motivated by the great number of diverse
settings wherein surfactants are involved, in Chapters 6 and 7, we considered the flow of a climbing
film in the presence of surfactants in two distinct configurations: constant flux and constant volume
of fluid and surfactant.
9.1.2 Conclusions
Through extensive use of the lubrication approximation, we derived in Chapter 3 two-dimensional
(2-D) evolution equations that govern the interfacial dynamics associated with a two layer-flow,
driven by an imposed pressure gradient and gravitational forces, in a closed channel, and the flow
of a climbing single, surfactant-laden film. Of particular interest was the spanwise stability of the
aforementioned flows which we assessed though linear and nonlinear stability analyses; the latter
involves numerical simulations of the full 2-D equations. The study is completed with introductory
chapters which aim to give an overview of relevant studies reported in the literature and provide a
background to the theoretical approach followed in order to model the chosen flow systems. Finally,
we carried out a preliminary experimental study to model two-layer gas-liquid flow in a closed channel
which, to our knowledge, has not been considered thus far.
Chapter 4 involves the numerical study of two incompressible, immiscible and Newtonian fluids,
superposed in a closed channel. We derived a single evolution equation for the film thickness which
takes into account the effects of the spanwise direction. The focus in Chapter 4, however, was
on the base-state flow, described by the one-dimensional (1-D) version of the evolution equation,
where the addition of a second fluid results in the dependence of the interfacial structure on a
number of system parameters. The latter are represented by density and viscosity ratios, a total
(potentially time-dependent) volumetric flowrate, the angle of channel inclination and the heights
of the film at the channel inlet and outlet. Through the values of the total volumetric flowrate,
the flow configuration, i.e. co- or counter-current, may be controlled (e.g. a negative total flowrate
represents a counter-current configuration). We considered two limits: one wherein the density and
viscosity ratios employed correspond to ‘air-water’ systems and one which corresponds to liquid-liquid
cases. The reasoning behind this is that while the latter case accounts for the effects of both fluids
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(which is often the case in physical scenarios), the decreasing complexity of the former presents an
attractive problem to be studied experimentally.
The results presented in Chapter 4 indicate that the 1-D base-state is represented by the formation of
shock-like solutions at the leading edge of the lower fluid, whose structure is dependent on the system
parameters. For a particular set of viscosity and density ratios, volumetric flowrate and channel
inclination, and upon increasing the upstream film thickness, these solutions vary from compressive or
Lax shocks (steady in a travelling frame-of-reference) to double-shock Lax-undercompressive waves,
and then to rarefaction-undercompressive waves. We have also shown that, in the case of inverted
substrates, an instability of the Rayleigh-Taylor-type occurs, due to unstable density stratification
leading to large-amplitude interfacial waves. Velocity distributions in both fluids, showed that the
double-shock solutions are associated with the onset of counter-current flow. It was found that
the region within which travelling-wave solutions (Lax and Lax-undercompressive) exist, becomes
smaller as the dynamics of the upper phase become increasingly more important. Moreover, a
decrease in the amplitude of the capillary ridge was observed in both Lax and Lax-undercompressive
solutions with an increase in the viscosity and density of the upper fluid; this was attributed to
the additional stresses acting on the interface by the more dense and viscous upper fluid. It is
conjectured that there exists a critical set of parameters for which travelling wave solutions are not
observed theoretically. Further, it was found that the structures observed in ‘air-water’ systems form
faster than liquid-liquid systems from which it follows that the development of flow instabilities can
be retarded by fluids of homogeneous physical properties; this notion was examined in Chapter 5.
The stability of the above-mentioned two-layer flow to spanwise perturbations was examined via
linear and nonlinear analyses in Chapter 5. Through a parametric study we identified the retarding
effects of liquid-liquid-type systems on the formation and evolution of fingering patterns compared
to ‘air-water’ systems; this has not been considered in the literature previously. A linear stability
analysis (LSA) showed that, in Lax shocks, upon introduction of a small spanwise perturbation, the
latter targets the capillary ridge and grows thereafter; in the case of double-shocks, on the other
hand, the perturbation splits into two waves coinciding with each shock, the trailing Lax and leading
undercompressive, with disturbances growing at the former and decaying at the latter. The formation
of undercompressive waves, therefore, would resist fingering formation thus representing a preferred
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solution with regards to coating flow technologies. The stability of the interfacial waves associated
with inverted channels was also assessed and it was shown that the aforementioned structures were
inherently unstable though, while the denser fluid overhung the lighter one, the degree of instability
increased as the channel was tilted due to unstable stratification. A parametric study showed that
stabilising effects are exhibited by an increase in the viscosity and density ratios, a decrease in total
volumetric flowrate; the latter indicates an increasing measure of the counter-current nature of
the flow. The mechanism behind the instability was examined through an ‘energy’ decomposition
analysis whereby it was determined that gravitational effects led to positive perturbation ‘energies’
and hence, disturbance growth. In inverted substrates, while the predominant positive contribution
was due to the body force, hydrostatic and capillary effects are also destabilising.
Numerical simulations of the 2-D problem were considered to analyse the effects of the spanwise
direction when nonlinearities come into effect; the results showed that upon introduction of a small-
amplitude disturbance, protrusions develop across the spanwise direction at the regions which have
been shown to be linearly unstable; these protrusions develop into fingers and propagate down-
stream. We have demonstrated that in fluid-fluid systems of small disparity in viscosity and density,
flow instabilities are less pronounced and, as a consequence, the development of fingering patterns
on the interface is delayed. In the case of inverted channels, numerical simulations yielded large
protrusions which developed on a much faster time-scale (compared to vertical channels) whose
thickness increased as time progressed, reaching the upper channel wall. Thereafter, the simulations
showed that due to the increased significance of the stresses resulting from the effects of the upper
wall, the fingers flattened at their peaks. Validation of these numerical predictions against direct
experimental observations would be interesting.
Having carried out a thorough investigation on the dynamics of a two-layer channel flow theoretically
and numerically, an inviting question is to assess whether the theoretical models (derived in the
lubrication limit) can capture the dominant physics governing the flow dynamics. We therefore turn
our attention to the design of a physical experiment which aimed to mimic the above-mentioned
flow system. In the interest of time, the main focus was on the design of a preliminary setup and its
successful operation. The experiment involved the counter-current flow of air and paraffin oil where
a pressure-gradient was established through prescribed gas and liquid flowrates into the channel.
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Upon prewetting the channel base with paraffin oil, a small perturbation was introduced near the
liquid inlet which resulted in a jump between the liquid film thickness upstream and downstream of
the imposed perturbation. The latter gave rise to fingering structures which propagated down the
inclined channel as time progressed. The flow patterns obtained were photographed and compared
against a change of channel angle inclination, air flowrate and upstream film height; the observed
fingering structures indicated a trend of stabilising/destabilising effects broadly in-line with that
predicted by theoretical work.
The work we have carried out on two-layer flows exhibited the manifestation of an array of interfacial
structures due to a competition between the driving and retarding forces present. Similar interfacial
characteristics were reported in the literature [102–104,106,149] for a single-layer thin film induced
to spread along a differentially heated wall due to the Marangoni effect against the action of gravity.
In the present study we examined the effect of competing forces on interfacial patterns in a single-
layer flow, forced to spread against gravity up a solid substrate, by the addition of surfactant. The
main difference between the thermally-driven and surfactant-driven climbing is that, in the former
case, the surface tension gradient established is constant; in the latter, this gradient is spatially- and
temporally-varying. Our work considered the dynamics of a thin-film laden with high-concentrations
[above the critical micelle concentration (CMC)] of soluble surfactant, in the presence of gravitational
effects.
In Chapter 6, we provided a rigorous study of the base-state flow in two flow configurations, namely,
constant flux and constant volume, while Chapter 7 dealt with the stability of the flow to spanwise
perturbations. The base-state flow comprised the 1-D version of a set of evolution equations for
the film thickness and surfactant concentration fields, derived through use of the lubrication ap-
proximation; the model included the spontaneous formation of micelles, relevant for high surfactant
concentrations. The resulting model is parameterised by dimensionless groups that measure the
relative significance of capillarity, gravity, advection-diffusion ratios, surfactant solubility, sorption
kinetics constants, the number of surfactant monomers clustered in a micelle, and the nonlinearity
of the surfactant equation of state. Numerical results corresponding to the base-state flow exhibited
markedly different interfacial features for the two flow configurations. In the constant flux configu-
ration, we considered the constant ‘feeding’ of uncontaminated fluid and surfactant on a substrate
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which was prewetted by a precursor film (surfactant-free) of small thickness; the model used in the
constant volume configuration, on the other hand, simulated the deposition of a finite drop, laden
with surfactant, on a solid substrate covered with a thin film of uncontaminated fluid. In the con-
stant flux case, the continuous addition of surfactant at the flow origin, led to severe thinning of the
film behind a thickened film front, spreading from regions of high to low surfactant concentration.
Gravitational effects compete with Marangoni flow and their increasing significance acts to retard
the spreading. The base-state flow in the constant flux configuration was found to share similarities
with previous work simulating the spreading of a finite drop on horizontal substrates, in the ab-
sence of hydrostatic effects [156]. The flow dynamics associated with the constant volume scenario
demonstrated the formation of a capillary ridge on the evolved droplet, accelerated by increasing
gravitational effects, while two smaller ridges formed on either side of the droplet, a characteristic
feature of Marangoni-driven thin film flows [132]; the ridge upstream of the drop was promoted by
gravitational effects while the leading front was retarded.
The spanwise effects on the surfactant dynamics were examined via a LSA and nonlinear simulations
of the full 2-D system of evolution equations. The LSA demonstrated that spanwise instabilities
are amplified at the thinned region (constant flux) and the droplet ridge (constant volume). The
formation of the latter is instigated by gravitational effects while the former is a consequence of
Marangoni stresses acting in the direction of increasing surface tension. Considering the constant
volume case and comparing to previously reported results [156], we have shown, through the sta-
bility analyses that, the addition of gravitational effects act to stabilise the flow as indicated by
the formation of fingers of longer wavelength; this verified the small-valued spanwise wavenumber
corresponding to the most dangerous mode predicted by linear theory with increasing gravitational
effects. The dynamics of the constant volume case were found to be closely related to the uncon-
taminated case while, conversely, in the constant flux case, the interface lacked the formation of
pronounced, gravity-induced ridges, present in the uncontaminated case for flow down an incline;
the nonlinear simulations yielded the development of fingering patterns at the thinned region. Our
results concluded that gravitational effects promote fingering patterns in spreading drops on inclined
substrates, and act to stabilise the flow in constant flux situations. We turn our attention now to
extending the formulation of the two-layer problem to account for non-Newtonian effects.
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9.2 Non-Newtonian fluid flow
The two-layer channel flows discussed above can be extended to cover situations wherein one of the
two layers corresponds to a non-Newtonian fluid. The film thickness evolution equation describing
the interfacial dynamics can be extended to allow the bottom layer to be a Herschel-Bulkley (HB)
material, which possesses a finite yield-stress and, when the latter has been exceeded, a power-law
behaviour. This equation extends the work of Balmforth et al. [83], who studied a single HB layer
down an inclined plane. These authors demonstrated the development of plug-flow regions and
their influence on the fingering instability that accompanies such flows. In the single-layer case, the
plug-flow regions arise near the interface, which, in this case, is stress-free.
In the two-layer case, there exists the possibility that the plug can be sandwiched between the
interface and the bottom wall; this is because the interfacial shear stress is finite in the two-layer
case and may exceed the yield-stress. Investigating the influence of this plug on the 1-D and 2-D
dynamics would be of interest. Following on from the work undertaken in the two-layer flow of
Newtonian fluids (Chapters 4 and 5), an inviting question would be whether the presence of this
plug can exhibit an effect on the transition from Lax to undercompressive to rarefaction waves.
Balfmorth et al. [83] showed that this plug is stabilising though the stability of these structures to
spanwise perturbations in the two-layer flow case may reveal even more interesting features. Further,
the effect of the HB rheology and plug-formation on the Rayleigh-Taylor-type instabilities present
in unstably-stratified cases could affect the evolution of ‘mixed’ waves formed at the interface.
In what follows, we formulate the above-mentioned flow in the lubrication limit, presenting a coupled
system of equations governing the evolution of the film thickness which, in certain limits, is shown
to reduce to a single evolution equation. This work was prepared as part of the present thesis
though numerical solutions of the resulting partial differential equations were not obtained due to
time constraints.
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9.2.1 Formulation
We consider the flow of two incompressible, immiscible fluids driven by gravity in a rectangular
channel of height H and length L. The bottom layer consists of a non-Newtonian fluid while the
upper fluid is Newtonian; the subscripts ‘1’ and ‘2’ are associated with the upper and lower layers,
respectively. We use a three-dimensional (3-D), rectangular coordinate system (x, y, z) wherein x,
y and z denote the streamwise, spanwise and normal directions to the flow. The upper layer is
located within 0 ≤ z ≤ h(x, y, t) and the lower one within h(x, y, t) ≤ z ≤ H ; the upstream and
downstream film heights are fixed at h− and h+, respectively, as illustrated in the schematic shown
in Fig. 9.1. The interface between the two fluids is located at z = h(x, y, t) whose surface tension,
denoted by σ, is taken to be constant.
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Figure 9.1: Schematic representation of two-layer flow in a rectangular channel, inclined at an angle
θ to the horizontal. The upper layer (fluid 1) is Newtonian while the bottom layer (fluid 2) is
non-Newtonian.
Governing equations
The dynamics of the flow are governed by the mass and momentum conservation equations
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∇ · ui = 0, (9.1)
ρi
(
∂ui
∂t
+ ui · ∇ui
)
= −∇pi +∇ · τi + ρig, i = 1, 2, (9.2)
where u = (ui, vi, wi) and ui, vi and wi represent the streamwise, spanwise and wall-normal velocity
components, ρi and pi denote the density and pressure in fluid i, while g denotes the gravity vector.
The deviatoric stress tensor in fluid i, denoted by τi, is related to the rate of strain tensor through
a constitutive relation, the former defined as ei = (∇ui + ∇u
T
i )/2. The constitutive equation for
the Newtonian upper layer is merely represented by its viscosity, µ1, which is kept constant. The
conservation of momentum in the upper layer therefore takes the form of the 3-D Navier-Stokes
equations [refer to Eq. (3.2)]. The lower fluid is modelled as a viscoplastic fluid for which we use
the HB model [83]
µ2 = Kγ˙
ν−1 +
τ0
γ˙
, (9.3)
where γ˙ is the second invariant of e2 and represents the rate of deformation caused by the applied
stress. The first term on the right-hand-side of Eq. (9.3) represents a nonlinear viscosity, where K
and ν denote the consistency and the flow index, respectively, and τ0 is the yield stress; K, ν and τ0
are constant quantities. The appropriate boundary conditions are given by Eqs. (3.3)-(3.10), given
in Chapter 3 with ∇σ = 0.
Scalings
The governing equations and boundary conditions are rendered dimensionless using the scalings
given in Chapter 3 by Eq. (3.11), with the characteristic velocity and pressure scaled defined as
U = ρ2g sin θ/µ
′
2 and Π = µ
′
2UL/H
2, respectively, and µ
′
2 = K(U/H)
ν−1 is the chosen viscosity
scale; the quantity γ˙ is nondimensionalised on (U/H). These scalings are substituted into the
governing equations and boundary conditions and, by keeping only terms of leading order, the
system of equations is reduced to
u1x + v1y + w1z = 0, (9.4)
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p1x = n+mu1zz, p1y = mv1zz, p1z = −nS, (9.5)
u2x + v2y + w2z = 0, (9.6)
p2x = 1 + (τxz)z, p2y = (τyz)z, p2z = −S, (9.7)
where S ≡ δ cot θ, m = µ1/µ
′
2, n = ρ1/ρ2, and δ ≡ H/L. The parameter S gives a measure of the
hydrostatic effects which can either be of leading order, as θ → 0 or, of higher order, as θ → pi/2.
The components of the deviatoric stress tensor, τxz and τyz , are given as follows
τxz
τyz
 = (γ˙ν−1 + Bn
γ˙
)uz
vz
 , (9.8)
where Bn = τ0H
ν/K Uν is the Bingham number and γ˙ ≡
√
u2z + v
2
z . The no-slip and no-
penetration conditions at the walls are given as
u1 = v1 = w1 = 0 at z = 1, u2 = v2 = w2 = 0 at z = 0, (9.9)
and the leading order interfacial boundary conditions are
u1 = u2, v1 = v2, w1 = w2, (9.10)
ht + u2 hx + v2 hy = w2, (9.11)
p1 − p2 =
(hxx + hyy)
Ĉa
, (9.12)
mu1z = τxz, mv1z = τyz , (9.13)
where Ĉa = Ca/δ3 and Ca = ρ2g H
2 sin θ/σ is the capillary number. In Eq. (9.12), we have
introduced Ĉa which is of O(1), in order to retain capillary effects in the leading order equations,
which are essential in capturing the dominant physics of the flow.
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9.2.2 Evolution equations
In this section, we aim to derive a set of evolution equations to describe a co- or counter-current
two-fluid flow down an incline. We start by determining the pressure and the velocity profiles in
the lower and upper fluids before deriving an equation to describe the evolution of the interface.
Integration of Eqs. (9.5)c and (9.7)c, and application of the normal stress boundary condition at
the interface, yields expressions for the pressure in fluids ‘1’ and ‘2’, respectively
p1(x, y, z, t) = p1|z=h + nS(h− z), (9.14)
p2(x, y, z, t) = p1|z=h + S (h− z)−
(hxx + hyy)
Ĉa
. (9.15)
The streamwise and spanwise components of the velocity profiles in the upper layer are obtained
upon integrating twice Eqs. (9.5)a and (9.5)b, respectively, with respect to z. Application of the
no-slip and no-penetration conditions at z = 1 gives
u1 =
1
2m
[
(p1x − n)(z
2 − 1)
]
+ c1(z − 1)), (9.16)
v1 =
1
2m
[
p1y(z
2 − 1)
]
+ c2(z − 1), (9.17)
where c1 and c2 are functions of space and time. Equations (9.7)a,b are integrated once with respect
to z
τxz = (p2x − 1) z + c3, (9.18)
τyz = p2y z + c4, (9.19)
which can be shown to yield expressions for the velocity gradients, u2z and v2z, as follows
u2z =
γ˙
[
(p2x − 1) z + c3
]
Γ
, (9.20)
v2z =
γ˙
(
p2y z + c4
)
Γ
, (9.21)
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where c3 and c4 are also functions of space and time and may be expressed in terms of functions c1
and c2, respectively by applying the tangential stress balances at the interface while Γ is defined by
Eq. (9.23) below. Functions c1 − c4 are rather cumbersome and are not reproduced here.
Next, we define the second invariant of the stress tensor (in the lubrication limit) as
τ =
√
τ 2xz + τ
2
yz , (9.22)
which, using Eqs. (9.8), (9.18) and (9.19), may be expressed as follows
τ = γ˙ν +Bn =
√(
(p2x − 1) z + c3
)2
+
(
p2y z + c4
)2
= Γ, (9.23)
where Γ = Γ(x, y, z, t). So far, we have assumed that the stress applied on the non-Newtonian,
viscoplastic fluid is great enough to cause the fluid to flow. There could exist however, regions
within the fluid wherein the yield stress is small, causing the viscoplastic fluid to behave as a solid.
We therefore define a ‘yield surface’ at z = Y (x, y, t) (refer to the flow schematic in Fig. 9.1) to
distinguish between the so-called yielded (yield stress is exceeded) and unyielded (stress is below
the yield stress) regions,
Y = max
{
Γ−Bn, 0
}
. (9.24)
Within 0 ≤ z ≤ Y the flow is considered to be fully yielded and u2z and v2z are given by Eqs.
(9.20) and (9.21), respectively and within Y ≤ z ≤ h, the unyielded region, u2z = v2z = 0. The
yield stress is exceeded when Γ > Bn which, together with Eq. (9.23), allows us to express γ˙ as
γ˙ =
(√(
(p2x − 1) z + c3
)2
+
(
p2y z + c4
)2
−
√(
(p2x − 1) Y + c3
)2
+
(
p2y Y + c4
)2)1/ν
.
(9.25)
The x- and y-components of the velocity field in the bottom layer are obtained upon integration of
Eqs. (9.20) and (9.21) with respect to z and, any z-independent functions resulting upon integrating,
are determined through application of the no-slip and no-penetration conditions at z = 0. Further,
the functions c1 and c2 are determined by demanding continuity of the velocity profiles of both fluids
at the interface.
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Finally, we conclude this section by deriving the film thickness evolution equation. Continuity of the
normal velocity component at the interface yields
(
q
(x)
1 + q
(x)
2
)
x
+
(
q
(y)
1 + q
(y)
2
)
y
= 0, (9.26)
where q
(x)
1 =
∫ 1
h
u1 dz , q
(y)
1 =
∫ 1
h
v1 dz and q
(x)
2 =
∫ h
0
u2 dz, q
(y)
2 =
∫ h
0
v2 dz represent the flux in
fluids ‘1’ and ‘2’ and the superscripts ‘x’ and ‘y’ denote the streamwise and spanwise components
of the flux, respectively. Integration of the continuity equation in z and application of the kinematic
boundary condition at z = h(x, y, t), yields the interface equation
ht +
(
q
(x)
2
)
x
+
(
q
(y)
2
)
y
= 0. (9.27)
In what follows, we examine certain limiting cases of interest. We take the limit of small viscosity and
density ratios, i.e. as (m,n) → 0, which are associated with a thin non-Newtonian fluid bounded
by an essentially inviscid upper layer. The thin-film evolution equation becomes
ht +
(
(1− p2x)
[
(p2x − 1)
2 + p2
2
y
] 1−ν2ν
Y
1+ν
ν (h+ 2ν h− ν Y )
(1 + ν)(1 + 2ν)
)
x
(9.28)
+
(
−p2y
[
(p2x − 1)
2 + p2
2
y
] 1−ν2ν
Y
1+ν
ν (h+ 2ν h− ν Y )
(1 + ν)(1 + 2ν)
)
y
= 0,
as shown in the work of Balmforth et al. [83]. For a Newtonian fluid, Eq. (9.28) reduces to
ht +
1
3
(
h3(1− p2x)
)
x
+
1
3
(
− h3 p2y
)
y
= 0, (9.29)
previously used to study the dynamics of a thin film flowing down an incline [11]. In the next section,
we derive a single evolution equation for the 1-D base-state flow.
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9.2.3 One-dimensional flow
Here, we derive a single evolution equation for the film thickness to describe the base-state flow
(thereby ignoring any effects in the spanwise direction). We look at a configuration in which a
constant flux is set at the inlet. Equation (9.26) in 1-D is integrated with respect to x and the
constant of integration is set equal to q, which represents a constant total inlet flux (sum of the
flux of both fluids), such that
q1
(x) + q2
(x) = q. (9.30)
Equation (9.30) defines the interfacial pressure gradient, p1|z=h which is used to determine the
pressures in the upper and lower fluids given by the 1-D form of Eqs. (9.14) and (9.15), respectively.
Using the 1-D version of Eq. (9.20), integrating in z and applying the no-slip condition at z = 0,
allows us to write an equation for the velocity profile in the bottom layer, u2, as follows
u2 =
ν
1 + ν
(
(1− p2x)
1
ν
[
Y
1+ν
ν − (Y − z)
1+ν
ν
])
. (9.31)
The velocity profile in the upper fluid is given by Eq. (9.16) but with the following substitutions:
p1x(x, y, z, t) → p1x(x, z, t) and c1(x, y, t)→ c1(x, t). Continuity of the velocity of the upper and
lower fluids at the interface determines c1. Finally, integration of Eq. (9.31) between 0 and h(x, t)
and, using the 1-D version of Eq. (9.27), yields
ht +
(
ν
(1 + ν)(1 + 2ν)
[
Y
1+ν
ν (1− p2x)
1
ν (h+ 2ν h− ν Y )
])
x
= 0. (9.32)
9.3 Future work
Following the investigation carried out in this thesis, we discuss natural extensions to this work that
would help expand and enhance the understanding behind the onset of instabilities and how these
can be controlled. In this section, we recommend a number of problems that can be taken up as
follow-up studies of the work presented as part of the present Ph.D thesis. It is noted that the focus
is on theoretical studies which conforms to the theme of the thesis while for recommendations on
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future experimental work, the reader is referred to Chapter 8 (Section 8.4).
9.3.1 Two-layer flows
Low Reynolds number flows
It would be of interest to validate the predictions of our lubrication theory models against those
generated via solution of the Stokes equations; this is particularly important in regions where cap-
illary ridges are formed and the interfacial gradients are large. We anticipate, however, that the
lubrication- and Stokes flow-based predictions will be largely similar qualitatively (and perhaps even
quantitatively), as shown by Goodwin and Homsy [161] for the flow of a single layer down an incline.
For non-Newtonian flows, the fluids exhibit complex rheology (see Section 9.2) which, in slow-
propagating flows, can be more closely related to microfluidic and oil-and-gas applications. The
latter may describe settings involving displacement flows or the flow of one fluid past another in
confined geometries; elucidating the nature of the flow in these situations is important so as to assess
the efficiency of oil recovery. In order to relate to such scenarios more closely, it will be interesting
to explore the flow dynamics in cylindrical geometries so that the influence of channel curvature on
the flow dynamics may be examined.
In the above-mentioned studies, it was assumed that the channel or substrate was prewetted by a
thin film precursor. There exist a number of applications wherein flow occurs on a dry substrate [11],
displacement flows being an example. An extension of the two-layer flows investigated could involve
a study of a sessile droplet of one fluid driven by an external flow of another where the contact-line
singularity may be relieved in different ways. One approach would be to postulate the presence of
an ultra-thin precursor layer ahead of the droplet [159,162]; another would involve the incorporation
of a slip-length into the equations in conjunction with a Cox-Voinov-type contact line model [163]
wherein the contact line speed depends on the difference between the dynamic and equilibrium
advancing contact angles.
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High Reynolds number flows
Though substantial motivation exists behind the investigation of thin-film flows wherein inertial
effects are negligible, in some of the engineering applications listed in Section 9.1.1, inertia cannot
be completely neglected. The two-layer model derived in the lubrication approximation may be
extended to include inertial effects at leading order; the relative importance of these effects in each
fluid can then be examined and compared to flows where viscous effects were assumed to represent
the dominant forces.
The limits associated with exceedingly high gas flowrates are relevant in many industrial contexts,
especially in the oil-and-gas industry. A detrimental consequence of stratified gas-liquid flows is
that of ‘slug-formation’ causing damage to pipelines; the increasing significance associated with the
accurate prediction of such instabilities is evident. Accounting for turbulence in the gas phase can
lead to a model which is closely related to the flows occurring in real-life situations. The Navier-
Stokes equations may be used to describe the laminar liquid phase while the Reynolds-averaged-
Navier-Stokes equations (RANS) may be implemented to represent the gas phase. A complete system
of equations will require the use of closure relations to describe the Reynolds stresses that result
from the formal ensemble-averaging procedure while mixing-length eddy viscosity models may be
used to derive a turbulent base state [164]. Further, through a modified Orr-Sommerfeld eigenvalue
problem, one can assess the linear stability characteristics of the system.
9.3.2 Contaminated flow
Surfactant-laden flow
The models used to study surfactant-laden flows in Chapters 6 and 7 were based on the assumption
of rapid vertical diffusion. It would be of interest to validate the predictions of these models
against those which involve the solution of two-dimensional convective-diffusion equations (or three-
dimensional if one explores the stability in the spanwise direction) for the bulk monomer and micelle
concentrations. At large bulk Pe´cle´t numbers, one would expect the formation of boundary-layers in
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the vertical direction in concentration fields, which are likely to influence the spreading process. It
would also be of interest to extend the single-layer surfactant-driven flow studies to account for the
presence of another viscous phase; this is motivated by our results for the surfactant-free two-layer
system in which we demonstrated that the occurrence of fingering may be influenced strongly by
surfactant-induced Marangoni stresses.
Theoretical studies that focussed on surfactant-laden flow have considered limits corresponding
to insoluble surfactants and investigated the solubility of the latter above and below the CMC;
this represents a critical value above which, surfactant monomers can spontaneously cluster into
micelles. In the work presented in this thesis, micelles were assumed to exist only in the bulk due
to the hydrophilic nature of their outer structure and were not permitted to adsorb at the interface.
Recent experimental work [165], however, performed in the limit in which the initial concentration
of micelles is small so that the rate of their breakup far exceeds that of their diffusion towards the
interface, has demonstrated the existence of a micelle-free zone beneath the interface. Following
their diffusion towards this zone, micelles disaggregate into monomers rapidly; the latter then diffuse
through the zone towards the interface. This scenario, is clearly more complex than the one that
underpins the model formulated in Chapter 6; it would be interesting to assess how this scenario,
which gives rise to a large flux of monomers to the interface, can alter the dynamics and finger
formation.
Particle-laden flow
An exciting recent development in thin-film flows involves studying the dynamics of single layers
laden with particles flowing down an inclined plane [7,8,139,166,167]. Achieving understanding of
these flows is of importance to a number of industrial applications such as the manufacturing of
foods and pharmaceuticals, and coating flow technologies, which require efficient handling of solids
in slurries and uniform particle distributions; these systems are also a central feature in geophysical
settings, exemplified by mud and debris flows. The current models available in the literature are
based on lubrication theory and account for effects of hindered settling and shear-induced migration.
These models have been used successfully to describe the evolution of the particle-laden film into
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shocks and their vulnerability to fingering in the spanwise direction [168]. Extensions of these
models to two-layer systems would be of interest. The models describing these systems would
be complicated by the fact that particles would attach at the interface separating the two fluids,
requiring energy to dislodge them; this feature has been exploited previously to stabilise so-called
‘Pickering’ emulsions [169], and it would be of interest to examine its effect on the formation of
shocks and their spanwise stability.
APPENDIX A
Numerical procedures
In this appendix, we provide a brief description of the numerical schemes used to carry out the
computations involved in the solutions of the one-dimensional (1-D) and two-dimensional (2-D)
equations discussed in Chapters 3-7.
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A.1 PDECOL R©
In order to obtain solutions of the 1-D evolution equations, we have made extensive use of the
numerical procedure PDECOL [152, 153]. This routine has been utilised previously to solve similar
coupled, highly nonlinear, fourth-order partial differential equations (PDEs) accurately, reliably and
efficiently [133,136,147,156]. PDECOL employs the so-called ‘Method of Lines’, in which discretisa-
tion of the spatial derivatives reduces the partial differential equations to a set of Npde×N ordinary
differential equations (ODEs) where Npde and N are the number of PDEs and number of grid or
break-points used to discretise the 1-D spatial domain, respectively. The ODEs are advanced in time
using a suitable ODE solver and the calculations associated with this involve the inversion of poten-
tially large matrices; thus an important component of the overall routine involves the exploitation
of any special structure of these matrices, such as, for instance, sparsity or bandedness. PDECOL
uses finite-element collocation to discretise the spatial-derivatives by projecting the solution onto
a basis set of polynomials, corresponding to cubic splines. Continuity of the function and its first
derivative is imposed at the edges of the elements. The resulting ODE system for the weights of the
polynomial approximants is advanced in time using Gear’s method, which is an implicit procedure
appropriate for highly stiff ODEs. For more information, the reader is referred to [152,153]. As will
be discussed below, the results obtained from PDECOL have been validated against those calculated
using another numerical procedure.
A.2 Alternating Direction Implicit scheme
A.2.1 Motivation
In order to solve the 2-D, coupled, highly nonlinear, fourth-order, partial differential equations that
describe the interfacial dynamics discussed in the main text, appropriate numerical methods are
needed. The so-called ‘alternating-direction-implicit’ (ADI) method, which belongs to the operator-
splitting class of schemes [170], is an efficient and reliable numerical technique, ideally suited for
the task; similar schemes have been widely used in the literature [11, 78, 106, 133, 155, 156, 162] to
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integrate thin film equations, which share many of the characteristics of the equations studied in
the present thesis.
The main motivation for using the ADI scheme is to be able to deal with the streamwise and spanwise
directions independently rather than simultaneously; this, then, allows us to treat a 2-D problem via
1-D computations. The ADI scheme is, therefore, considerably less computationally expensive than
an alternative, naive scheme in which the inversion of large matrices would have been necessary. We
show below how the ADI scheme is constructed, and the approach adopted in dealing with terms
that must be treated implicitly in order to ensure numerical stability while maximising accuracy and
minimising the time-step.
A.2.2 Scheme development
We start with the 2-D evolution equations that describe the dynamics of h, Γ, c and m, which are
reproduced here from Chapter 6
ht +
Ca
3
[
h3 (hxxx + hyyx)
]
x
+
Ca
3
[
h3 (hxxy + hyyy)
]
y
−
1
3
[
h3Bo (1 + Shx)
]
x
−
SBo
3
(
h3hy
)
y
−
(
h2σx
2
)
x
−
(
h2σy
2
)
y
= 0, (A.1)
Γt + (usΓ)x + (vsΓ)y =
1
Pes
(Γxx + Γyy) + JΓc, (A.2)
ct + u¯cx + v¯cy =
1
Peb
(cxx + cyy) +
1
Peb
hxcx + hycy
h
−
βJΓc
h
− nJcm, (A.3)
mt + u¯mx + v¯my =
1
Pem
(mxx +myy) +
1
Pem
hxmx + hymy
h
+ nJcm. (A.4)
The definitions of us, vs, u¯ and v¯ are found in Chapter 6. The terms in Eqs. (A.1)–(A.4) that are
treated implicitly for numerical stability are
Ca
3
(h3hxxx)x,
Ca
3
(h3hyyy)y,
Γxx
Pes
,
Γyy
Pes
,
cxx
Peb
,
cyy
Peb
,
mxx
Pem
,
myy
Pem
; (A.5)
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these terms correspond to streamwise and spanwise capillarity and diffusion. The remaining terms
are treated explicitly.
The reason why the terms indicated above must be treated implicitly can be understood by consid-
ering a simpler equation, which contains similar terms: the diffusion (or heat) equation
ut = αuxx. (A.6)
Using first-order accurate forward differences for the time derivative and second-order accurate
centred differences for the spatial one, we get
ut ≈
uj+1i − u
j
i
∆t
+O(∆t),
uxx ≈
uji+1 − 2u
j
i + u
j
i−1
(∆x)2
+O(∆x)2; (A.7)
here, the subscript j denotes the jth time-step, ∆t = tj+1 − tj, and ∆x = xi+1 − xi is the spatial
mesh size. Substitution of these discrete analogues into Eq. (A.6) yields
uj+1i = λu
j
i+1 + (1− 2λ)u
j
i + λu
j
i−1, (A.8)
where λ = α∆t/(∆x)2 (sometimes referred to as the ‘Courant-Friedrichs-Lewy’ or ‘CFL’ number).
The scheme represented by Eq. (A.8) is an example of an ‘explicit’ procedure, since the entire
right-hand-side of this equation involves quantities at time tj .
In order to investigate the stability of this numerical scheme, we substitute uji = e
ia(∆x)iφj into Eq.
(A.8); this yields
φj+1 = λe
iaφj + (1− 2λ)φj + λe
−iaφj, (A.9)
which, using the identities cos a = (eia+e−ia)/2 and sin2(a/2) = (1−cos a)/2, can be re-expressed
as
φj+1
φj
= 1− 4λ sin2
a
2
. (A.10)
In order for |φj+1/φj| ≤ 1 i.e. for the scheme to remain numerically stable, λ ≤ 1/2. If this
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inequality is not satisfied, then the numerical scheme represented by Eq. (A.8) becomes numerically
unstable, yielding spurious results. This type of scheme is therefore termed ‘conditionally stable’: in
order to obtain accurate solutions by reducing ∆x, one must reduce ∆t sufficiently to ensure that
λ remains less than or equal to 1/2 in this case.
Contrast the above with the scheme in which the diffusive term is treated ‘implicitly’ by replacing
it with a discrete analogue in which the variables are evaluated at time tj+1 instead of tj . One can
easily show that the resulting, implicit scheme has the following form
uj+1i = u
j
i + λ
(
uj+1i+1 − 2u
j+1
i + u
j+1
i−1
)
. (A.11)
A similar stability analysis (and subsequent manipulations) to that carried out for the explicit scheme
yields
φj+1
φj
=
1
1 + 4λ sin2 a/2
. (A.12)
Since λ ≥ 0, |φj+1/φj| ≤ 1 for all λ. This implicit procedure is an example of an ‘unconditionally
stable’ scheme. So-called ‘Crank-Nicholson’ schemes correspond to combinations of the explicit
and implicit schemes, whereby diffusive terms, which would have given rise to numerically unstable
explicit schemes, are split into a fraction evaluated at tj (i.e. explicitly) and the remainder at tj+1
(i.e. implicitly); a similar procedure will be adopted below. Following this short digression, we now
return to the development of the ADI scheme.
The time derivatives in the evolution equations are discretised as follows
qt ≈
qj+1 − qj
∆t
+O(∆t), (A.13)
where q = h,Γ, c,m. A Crank-Nicholson-type scheme is used to treat the terms to be handled
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implicitly
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. (A.14)
We now introduce the following operators
(DHx ,D
H
y ) =
Ca
6
[
(h3∂xxx)x, (h
3∂yyy)y
]
,
(DΓx ,D
c
x,D
m
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(DΓy ,D
c
y,D
m
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1
2
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,
∂yy
Pem
). (A.15)
Introduction of these operators into the evolution equations, Eqs. (A.1)–(A.4), yields
(
I +∆t[DHx +D
H
y ]
)
hj+1 − hj +∆t
(
DHx +D
H
y
)
hj +
∆t
Ca
3
[(
h3hyyx
)
x
+
(
h3hxxy
)
y
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−
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3
[
h3Bo (1 + Shx)
]j
x
−
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3
SBo
(
h3hy
)j
y
−
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2
[(
h2σx
)
x
+
(
h2σy
)
y
]j
≈ 0, (A.16)
(
I −∆t[DΓx +D
Γ
y ]
)
Γj+1 − Γj −∆t[DΓx +D
Γ
y ]Γ
j +∆t [(usΓ)x + (vsΓ)y]
j ≈ ∆tJ jΓc, (A.17)
(
I −∆t[Dcx +D
c
y]
)
cj+1 − cj −∆t[Dcx +D
c
y]c
j +∆t (u¯cx + v¯cy)
j ≈
∆t
P eb
(
hxcx + hycy
h
)j
−∆t
(
βJΓc
h
+ nJcm
)j
, (A.18)
(
I −∆t[Dmx +D
m
y ]
)
mj+1 −mj −∆t[Dmx +D
m
y ]m
j +∆t (u¯mx + v¯my)
j ≈
∆t
P em
(
hxmx + hymy
h
)j
+∆tnJ jcm. (A.19)
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We then add and subtract ∆t[DHx ,D
H
y ]
j , ∆t[DΓx ,D
Γ
y ]
j, ∆t[Dcx,D
c
y]
j , and ∆t[Dmx ,D
m
y ]
j , to Eqs.
(A.16)–(A.19) respectively. This, then, leads to
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≈ 0, (A.20)
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Γ
y ]
)
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∆t
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(Γxx + Γyy)
j +∆t [(usΓ)x + (vsΓ)y]
j ≈ ∆tJ jΓc, (A.21)
(I −∆t[Dcx +D
c
y])(c
j+1 − cj) ≈ −∆t(u¯cx + v¯cy)
j +
∆t
P eb
(cxx + cyy)
j +
∆t
P eb
(
hxcx + hycy
h
)j
−∆t
(
βJΓc
h
+ nJcm
)j
, (A.22)
(I −∆t[Dmx +D
m
y ])(m
j+1 −mj) ≈ −∆t(u¯mx + v¯my)
j +
∆t
P em
(mxx +myy)
j +
∆t
P em
(
hxmx + hymy
h
)j
+∆tnJ jcm. (A.23)
Next, we note that, generally, in order to devise an ADI scheme, which allows the conversion of a
2-D problem into a sequence of 1-D ones, the following relation can be used
(I +∆tDqx)(I +∆tD
q
y) = I +∆t(D
q
x +D
q
y) + (∆t)
2DqxD
q
y, (A.24)
whence
I +∆t(Dqx +D
q
y) = (I +∆tD
q
x)(I +∆tD
q
y) +O(∆t)
2, (A.25)
where q = H,Γ, c,m. This implies that one can convert the terms in Eqs. (A.20)–(A.23), which
contain the terms to be treated implicitly, into a product of 1-D operators, each with either x or y
derivatives only; this comes at a cost of an extra term, which, however, is of O(∆t)2. As a result
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of Eq. (A.25), Eqs. (A.20)–(A.23) respectively become
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It is possible to write Eqs. (A.26)–(A.29) in compact form by introducing the following operators
(LHx ,L
H
y ) = (I +∆tD
H
x , I +∆tD
H
y ),
(LΓx ,L
Γ
y ) = (I −∆tD
Γ
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Γ
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c
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c
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c
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m
y ) = (I −∆tD
m
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m
y ), (A.30)
which then lead to
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Lmx L
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h
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A.2.3 Spatial-discretisation and matrix inversion
Here, we provide details regarding spatial discretisation and how the solution is updated with in-
creasing time. Discretisation of the spatial derivatives is carried out using centred, second-order
accurate finite-difference approximations, which, due to the third and fourth order derivatives, give
rise to sparse, banded, penta-diagonal matrices.
In order to solve Eqs. (A.31)–(A.34), we solve a 1-D problem in x followed by another in y. In the
case of Eq. (A.31), for instance, if the right-hand-side of this equation is represented by Rj and
qH ≡ LHy (h
j+1 − hj), (A.35)
then
LHx q
H = Rj . (A.36)
The update, hj+1, is obtained via the following operations. The first is represented by
qH =
(
LHx
)−1
Rj . (A.37)
This is effected by first utilising a LINPACK routine, TOBAND, to ensure that LHx is stored as a
banded matrix. A LAPACK routine, DGBSV, which solves linear systems of the form A ∗X = B,
is then used to solve Eq. (A.36) for qH ; the sparseness of the banded matrix LHx is exploited in
solving the linear problem efficiently. A similar procedure is employed in the second step
hj+1 − hj =
(
LHy
)−1
qH . (A.38)
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Once again, TOBAND is used to ensure that LHy is stored as a banded matrix, and DGBSV is
utilised to solve Eq. (A.35) for hj+1−hj , whence the update hj+1 is obtained. In situations wherein
periodic boundary conditions are used in the y-direction, the matrices are cyclic and banded; in these
cases, the routine PENTASOL is used to invert these matrices in order to solve Eq. (A.35). The
steps outlined above are employed in updating Γ, c, and m.
A.2.4 Variable time-stepping
Time is advanced through time steps whose size is adjusted according to an accuracy condition
[75]. We estimate the local relative error, eκ, incurred in calculating the solution h
j+1
κ , wherein
κ = l + (p − 1)Nx and j = t
j/∆tj in which ∆tj is the jth variable time step; here, l = 1, ..., Nx
and p = 1, ..., Ny. Expanding around the solution hj+1κ using Taylor series gives
hj+1κ = h
j
κ +
dhjκ
dt
∆tj +
d2hjκ
dt2
(∆tj)2
2!
+O(∆tj)3. (A.39)
Thus, truncating to first order, a measure of the relative local error is provided by eκ, defined as
eκ =
2(d2hjκ/dt
2)(∆tj)2
hjκ
. (A.40)
A similar expansion, this time around hj−1κ , yields
hj−1κ = h
j
κ −
dhjκ
dt
∆tj−1 +
d2hjκ
dt2
(∆tj−1)2
2!
+O(∆tj−1)3. (A.41)
Elimination of d2hjκ/dt
2 from Eqs. (A.39) and (A.41) and substitution into Eq. (A.40) gives
eκ ≈
2∆tj
∆tj−1
∆tj−1hj+1κ +∆t
jhj−1κ − (∆t
j−1 +∆tj)hjκ
(∆tj−1 +∆tj)hjκ
. (A.42)
If max(|eκ|) ≤ eκm ∀ l, p, where eκm is typically 10
−4 − 10−3, then ∆tj is accepted; if not, then
∆tj is reduced and the calculation repeated until this criterion has been satisfied.
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A.2.5 Convergence tests and validation
Prior to presenting the results from the full, nonlinear simulations, the numerical schemes used to
generate 1-D and 2-D solutions, PDECOL [152, 153] and ADI, respectively, are compared. Two
tests are performed: on the 1-D solution at a given, common time upon turning off the spanwise
perturbation in ADI and on transient ‘energy’ and growth rate results. The system parameters
chosen for the first test are for an ‘air-water’ case with q = 0.5, D = 0, h− = 0.35 and h+ = 0.10,
representative of a Lax shock. The simulations are performed in a stationary frame of reference
on a domain of length Lx = 100 using 2000 grid points (see Fig. A.1). Secondly, we verify that
on introduction of a small-amplitude disturbance [∼ O(0.01)], the ADI scheme can reproduce the
results obtained from the 1-D code employed for the linear stability analysis. We compare transient
‘energy’ and growth rate results from the two numerical schemes in Fig. A.2, shown here for two
cases, both represented by a Lax shock. The two numerical schemes exhibit excellent agreement,
as shown in Figs. A.1 and A.2.
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Figure A.1: Comparison between PDECOL and ADI numerical schemes for an ‘air-water’ case
showing a Lax shock at t = 125. The following system parameters are used:  = 0.01, mˆ = 1,
q = 0.5, D = 0, h− = 0.35 and h+ = 0.10.
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Figure A.2: ‘Energy’ and growth rate plots as a function of time. Panels (a) and (b) depict results
generated for the ‘air-water’ case for k = 0.70. The rest of the parameters are the same as in Fig.
A.1 and, (c) and (d) show a general two-fluid case with k = 0.435 and the remaining parameters
as m = 0.1, n = 0.1, q = 0.005 and D = 0. It is noted that the wavenumber used in each case
corresponds to the most dangerous, linear mode.
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