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VANISHING IDEALS OF PROJECTIVE SPACES OVER FINITE
FIELDS AND A PROJECTIVE FOOTPRINT BOUND
PETER BEELEN, MRINMOY DATTA, AND SUDHIR R. GHORPADE
Abstract. We consider the vanishing ideal of a projective space over a finite
field. An explicit set of generators for this ideal has been given by Mercier
and Rolland. We show that these generators form a universal Gro¨bner basis
of the ideal. Further we give a projective analogue of the footprint bound,
and a version of it that is suitable for estimating the number of rational points
of projective algebraic varieties over finite fields. An application to Serre’s
inequality for the number of rational points of projective hypersurfaces over
finite fields is included.
1. Introduction
Let Fq be the finite field with q elements and let Fq denote an algebraic closure
of Fq. We are primarily interested in the problem of determining or estimating the
number of Fq-rational points of an affine or projective variety X defined over Fq.
When X is known to be irreducible (over Fq) and better still, nonsingular, then
there are good estimates that arise from deeper methods in algebraic geometry,
including the known validity of the Weil conjectures and related results such as the
Grothendieck-Lefschetz trace formula. These estimates typically involve topological
data such as the genus (when X is a smooth projective curve) or more generally, the
ℓ-adic Betti numbers. The estimates are particularly good when X is a complete
intersection. Simplest among such general estimates is the Lang-Weil inequality,
which still requires X to be (absolutely) irreducible with a given embedding in a
projective space, and the knowledge of the dimension and degree of X . One may
refer to [15] for a brief survey of these aspects.
What if X is not necessarily irreducible? A reducible d-dimensional algebraic
variety can have many more Fq-rational points than any irreducible d-dimensional
algebraic variety, and the geometric estimates such as those mentioned above are
not immediately applicable. A recent result of Couvreur [8] does provide a way out,
but still it requires the knowledge of dimensions as well as degrees of the irreducible
components. A more elementary approach that relies on simpler attributes of vari-
eties such as the number of defining equations and their degrees may be desirable
for practical applications. The simplest among such results is the bound due to
Ore (1933) for the number of Fq-rational points of affine hypersurfaces of degree d
defined over Fq. It states that if Z = Z(f) is the zero-set in A
m(Fq) of a nonzero
polynomial f ∈ Fq[x1, . . . , xm] of degree ≤ d, then
|Z (Fq)| ≤ dqm−1.
The bound dqm−1 is a good bound in the sense that it is attained when d ≤ q.
An analogous good bound for projective hypersurfaces was conjectured by Ts-
fasman and proved by Serre [22] and, independently, Sørensen [23] in 1991. It
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states that if X = V (F ) is the zero-set in Pm(Fq) of a homogeneous polynomial
F ∈ Fq[x0, x1, . . . , xm] of degree d, then
(1) |X (Fq)| ≤ dqm−1 + pm−2,
where for j ∈ Z, by pj we denote |Pj(Fq)|, i.e., pj := qj + qj−1+ · · ·+ q+1 if j ≥ 0,
while we set pj := 0 if j < 0.
In the case of affine algebraic varieties, say Z = Z(f1, . . . , fr) in A
m(Fq),
where f1, . . . , fr ∈ Fq[x1, . . . , xm], there is an attractive alternative for determin-
ing or estimating the number of Fq-rational points of Z . Namely, instead of
the high dimensional variety Z , we consider the zero-dimensional variety Zq =
Z(f1, . . . , fr, x
q
1−x1, . . . , xqm−xm) in Am(Fq) and observe that |Z (Fq)| = |Zq|. In
algebraic terms (and using the superscript ‘a’ to indicate the affine setting), instead
of the ideal Ia = 〈f1, . . . , fr〉 of the polynomial ring Fq[x1, . . . , xm], we consider the
larger ideal Iaq := I
a+Γaq , where Γ
a
q := 〈xq1−x1, . . . , xqm−xm〉 is the vanishing ideal
of Am(Fq). Now it is a general fact that if k is an arbitrary algebraically closed field
and Ja is an ideal of k[x1, . . . , xm] whose zero-set Z(J
a) in Am(k) is finite, then
(2) |Z(Ja)| ≤ |∆(Ja)| with equality if Ja is a radical ideal,
where ∆(Ja) is the footprint of Ja, defined (with respect to a fixed monomial order
on the set Ma of all monomials in x1, . . . , xm) by
∆(Ja) := {µ ∈Ma : µ 6= lm(f) for any f ∈ Ja with f 6= 0},
where for any nonzero polynomial f ∈ k[x1, . . . , xm], by lm(f) we denote the leading
monomial of f (with respect to the fixed monomial order). It is customary to refer
to (2) as the footprint bound. A proof of (2), can be found, e.g., in [1, Thm. 8.32].
In case a Gro¨bner basis of Ja, say {f1, . . . , fs}, can be found, then clearly,
∆(Ja) = {µ ∈ Ma : lm(fi) ∤ µ for i = 1, . . . , s}. What makes the case of k = Fq and
Ja = Iaq = I
a+Γaq particularly nice is that the usual generators x
q
1−x1, . . . , xqm−xm
form a Gro¨bner basis of Γaq (since their leading monomials are pairwise coprime;
see, e.g., [7, Ch. 2, §9]), and regardless of what the ideal Ia is, Iaq is always a radical
ideal, (and, in fact, the vanishing ideal of Z(Ia)(Fq)), thanks to a classical result
of Terjanian [24]. Thus, in this case (2) specializes to the Fq-footprint formula:
(3) |Z (Fq)| = |∆(Iaq )|, where Z := Z(Ia).
In practice, it is more convenient to consider the well-known notion of the reduction
f of a nonzero polynomial f ∈ Fq[x1, . . . , xm] (see, e.g., [20, Ch. 2] or [2, § II]) and
observe that ∆(Iaq ) = ∆(I
a), where for any subset T a of Fq[x1, . . . , xm], we define
∆(T a) :=
{
µ ∈Ma : µ = µ and lm(f) ∤ µ for all f ∈ T a with f 6= 0} .
In particular, if {f1, . . . , fr} is any set of generators of Ia, then
(4) |Z (Fq)| ≤ |∆(f1, . . . , fr)|, where Z := Z(Ia) = Z(f1, . . . , fr).
We shall refer to (4) as the affine Fq-footprint bound. Some early references for
footprint bounds such as these, and especially their applications to coding theory,
are the works of Høholdt [19], Fitzgerald and Lax [11], and Geil and Høholdt [12].
One of the most general estimates known for the number of Fq-rational points
of affine algebraic varieties defined over Fq is a result of Heijnen and Pellikaan [18]
that gives, in fact, the maximum possible value eAr (d,m) of |Z (Fq)|, where Z =
Z(f1, . . . , fr) and {f1, . . . , fr} vary over sets of r linearly independent polynomials of
degree ≤ d in Fq[x1, . . . , xm]. Recent works such as [13] and [3] have shown that it is
possible to derive results like these, and even more general results, by a careful study
of footprints and shadows1, together with some nontrivial combinatorial results
1The notion of shadow is complementary to that of footprint.
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such as the Kruskal-Katona theorem and its variants. On the other hand, the
corresponding projective problem of the determination of the maximum number
er(d,m) of |X (Fq)|, where X = V (F1, . . . , Fr) and {F1, . . . , Fr} vary over sets of
r linearly independent homogeneous polynomials of degree d in Fq[x0, x1, . . . , xm]
is still open, in general, although there has been some recent progress (see, e.g.,
[9, 10, 4]).
Motivated by the above considerations, we begin in this paper the investigation
of the Fq-rational points of projective varieties X = V (I) by associating to X
a zero-dimensional variety Xq and developing suitable analogues of the footprint
bound. The first question to be asked is an explicit determination of the ideal
Γq = I(P
m(Fq)) and its Gro¨bner basis. The first part is answered by Mercier and
Rolland [21], where it is shown that the homogeneous polynomials xqixj − xixqj ,
for 0 ≤ i < j ≤ m, generate Γq. We supplement this by showing that the above
generators themselves form a universal Gro¨bner basis of Γq. More importantly, we
systematically develop a useful notion of projective reduction (for monomials, and
more generally, polynomials), that provides canonical representatives for the cosets
in Fq[x0, . . . , xm]/Γq. A projective analogue of the footprint bound (2) is easily
obtained using the theory of Hilbert functions. However, unlike in the affine case,
the ideal Iq := I + Γq of Fq[x0, x1, . . . , xm] need not be a radical ideal even if I
is a radical ideal. Nonetheless, we prove a projective analogue of the Fq-footprint
formula (3) using a classical result of Macaulay. This is then used to derive a
projective Fq-footprint bound analogous to (4), and, as an application, we deduce
Serre’s inequality (1) from it. In a forthcoming work [5], it will be shown how
the basic results in this paper can be combined with techniques from extremal
combinatorics to obtain newer results concerning the determination of er(d,m).
After this work was completed, we became aware of the works of Carvalho,
Neumann and Lopez [6] and of Gonza´lez-Sarabia, Mart´ınez-Bernal, Villarreal and
Vivares [16]. In [6], the so-called projective nested cartesian codes are studied,
and they obtain a Gro¨bner basis for the vanishing ideal of the set X of points in
Pm(Fq) having homogeneous coordinates in A0 × · · · × Am, where A0, . . . , Am are
subsets of Fq satisfying a certain “nested condition”. The case A0 = · · · = Am = Fq
corresponds to X = Pm(Fq) that we consider here. Moreover, they determine the
minimum distance of the corresponding codes, which amounts to a generalization
of Serre’s inequality shown here as an illustration of projective Fq-footprint bound.
However, they restrict to graded lexicographic order, and the methods are different.
In [16], the so-called generalized minimum distance functions are studied and their
Lemma 3.4 is related to our projective Fq-footprint formula (Theorem 3.7 of this
paper). Again, the formulation and methods of proof are quite different.
2. Projective Reduction and Fermat Polynomials
Let q be a prime power and let m be a positive integer (which are kept fixed
throughout the paper). It is well-known that an algebraic closure Fq of the finite
field Fq with q elements is explicitly given by ∪j≥1Fqj and thus we will assume
that algebraic field extensions of Fq are subfields of this algebraic closure. Let
x0, x1, . . . , xm be independent indeterminates over Fq, and let
M := the set of all monomials in x0, x1, . . . , xm.
Moreover, for any nonnegative integer e, let
Me := {µ ∈M : degµ = e}.
For a monomial µ = xa00 · · ·xamm inM, we let supp(µ) := {i ∈ {0, 1, . . . ,m} : ai > 0}.
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2.1. Projective Reduction. The projective analogue of the classical notion of
reduction of a polynomial that was alluded to in the introduction is the following.
Definition 2.1. Let µ ∈ M. If µ = 1, then we define µ := 1. If µ 6= 1, then there
is a unique ℓ ∈ Z with 0 ≤ ℓ ≤ m such that µ = xa00 · · ·xaℓℓ for some nonnegative
integers a0, . . . , aℓ with aℓ > 0. For 0 ≤ i ≤ ℓ − 1, let ai ∈ {0, 1, . . . , q − 1} be the
unique integer such that ai = ai if 0 ≤ ai ≤ q − 1, while ai ≡ ai (mod q − 1) and
1 ≤ ai ≤ q − 1 if ai ≥ q. We then define
µ := xa00 · · ·xaℓ−1ℓ−1 x
aℓ+
∑ℓ−1
i=0
ai−ai
ℓ .
It is clear that the monomial µ is uniquely determined by µ. We let
M := {µ ∈M : µ = µ} and for any e ≥ 0, Me := {µ ∈M : degµ = e},
The map µ 7→ µ of M→M extends by linearity to polynomials. More precisely, if
k is an algebraic field extension of Fq and f ∈ k[x0, . . . , xm], then there are unique
nonzero scalars c1, . . . , cN ∈ k and distinct monomials µ1, . . . , µN ∈ M such that
f = c1µ1 + · · ·+ cNµN and we define f := c1µ1 + · · ·+ cNµN .
Note that f is uniquely determined by f . Moreover, using the empty sum conven-
tion, if f is the zero polynomial, then so is f . We call f the projective reduction of f .
We say that f is projectively reduced if f = f . Two polynomials in k[x0, x1, . . . , xm]
are said to be projectively equivalent if they have the same projective reduction.
Some elementary properties of projective reduction are summarized below.
Proposition 2.2. Let k be an algebraic field extension of Fq.
(i) The map f 7→ f of k[x0, . . . , xm] → k[x0, . . . , xm] is a k-linear homomor-
phism (of vector spaces) and it maps homogeneous polynomials of degree e
to homogeneous polynomials of degree e, where e is any nonnegative integer.
(ii) The map in (i) is idempotent, i.e., f = f for all f ∈ k[x0, . . . , xm].
(iii) fg = fg for all f, g ∈ k[x0, . . . , xm].
Proof. Both (i) and (ii) are obvious from the definition once we note that degµ =
degµ and µ = µ for all µ ∈ M. Moreover, (iii) follows from k-linearity once we
verify directly that µν = µ ν for any µ, ν ∈M. 
Let us define M
(0)
:= {xa0 : a ≥ 0} and for 1 ≤ ℓ ≤ m,
M
(ℓ)
:= {xa00 · · ·xaℓℓ : 0 ≤ ai < q for 0 ≤ i < ℓ and aℓ > 0}.
Then for any nonnegative integer e, we have the disjoint union decompositions:
(5) M =
m∐
ℓ=0
M
(ℓ)
and Me =
m∐
ℓ=0
M
(ℓ)
e where M
(ℓ)
e :=M
(ℓ) ∩Me.
It is not difficult to obtain a general formula for the cardinality of Me for any
e ≥ 0, but this will not concern us here. For now, we note that if e ≥ m(q− 1)+ 1,
then for 0 ≤ ℓ ≤ m, the elements of M(ℓ)e are precisely the monomials of the form
xa00 · · ·xaℓ−1ℓ−1 xe−a0−···−aℓ−1ℓ , where a0, . . . , aℓ−1 vary arbitrarily in {0, 1, . . . , q − 1}
and the exponent of xℓ is > 0 due to the condition on e. Hence
|M(ℓ)e | = qℓ and consequently, |Me| =
m∑
ℓ=0
qℓ = pm for all e ≥ m(q − 1) + 1.
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2.2. Fermat Polynomials and the Division Algorithm. Define
Φij := x
q
ixj − xixqj for 0 ≤ i < j ≤ m.
Following [10], we call these the Fermat polynomials. We shall denote by Φ the or-
dered
(
m+1
2
)
-tuple (Φ00,Φ01, . . . ,Φ0m,Φ12, . . . ,Φm−1,m). Suppose k is an algebraic
field extension of Fq. The ideal of k[x0, . . . , xm] generated by {Φij : 0 ≤ i < j ≤ m}
will be denoted by Γq(k). Let us fix a monomial order 4 on the set M of all
monomials in x0, . . . , xm in such a way that
x0 ≻ x1 ≻ · · · ≻ xm.
For 0 6= f ∈ Fq[x0, . . . , xm], we denote by lm(f) the leading monomial of f , i.e., the
largest monomial (with respect to 4) appearing in f with a nonzero coefficient. For
example, lm(Φij) = x
q
ixj for 0 ≤ i < j ≤ m. Given any I ⊆ k[x0, . . . , xm], we will
denote by LT(I) the ideal of k[x0, . . . , xm] generated by {lm(f) : f ∈ I with f 6= 0}.
This may be referred to as the leading term ideal of I (with respect to 4). Let
us recall that if φ = (φ1, . . . , φs) is an ordered s-tuple of nonzero polynomials in
k[x0, . . . , xm], then any f ∈ k[x0, . . . , xm] can be written as f = f1φ1+ · · · fsφs + g
for some f1, . . . , fs, g ∈ k[x0, . . . , xm] such that no monomial appearing in g with
a nonzero coefficient is divisible by any of lm(φ1), . . . , lm(φs). Here g is uniquely
determined by f and the ordered tuple φ. We call g the remainder of f upon
division by φ, and we write f →φ g to indicate this. Note that one arrives at g and
f1, . . . , fs by a specific division algorithm that is guaranteed to terminate in a finite
number of steps, and thus we can and will speak of the first step of this algorithm
for division of f by φ. (cf. [7, Ch. 2].)
Here is a connection between Fermat polynomials and projective reduction.
Proposition 2.3. Let µ ∈M. Then µ→Φ µ. Two monomials in M have the same
remainder upon division by Φ if and only if they are projectively equivalent.
Proof. If µ = 1, then µ = 1 and clearly µ→Φ µ. Suppose µ = xa00 · · ·xaℓℓ for some
nonnegative integers a0, . . . , aℓ with aℓ > 0. We define the weight of µ as follows.
wt(µ) =
ℓ−1∑
i=0
(ai − ai)qm−i, where ai are as in Definition 2.1.
Note that wt(µ) ≥ 0. Moreover, wt(µ) = 0 if and only if µ is projectively reduced.
Claim 1: µ→Φ ν for some projectively reduced monomial ν ∈M.
We prove the claim by induction on wt(µ). First, suppose wt(µ) = 0, i.e., µ = µ.
Then 0 ≤ ai ≤ q − 1 for all i = 0, . . . ℓ − 1. Since lm(Φi j) = xqixj with i < j, it
follows that none of the leading monomials of Φi j divides µ. Hence µ→Φ µ = µ.
Now suppose wt(µ) > 0, and the claim holds for monomials of weight smaller
than wt(µ). Then µ is not projectively reduced. Let i be the smallest index such
that ai > q − 1. Note that i < ℓ, since µ is not projectively reduced. Further let
j be the smallest index such that i < j ≤ ℓ and aj > 0. Then the first step of the
division algorithm for the division of µ by Φ will be the reduction
(6) µ→ µ− µ
xqixj
Φi j = µ
′ where µ′ := xai−q+1i x
aj+q−1
j
∏
0≤s≤ℓ
s6=i, s6=j
xass .
However,
wt (µ′) = wt(µ) − (q − 1)(qm−i − qm−j) < wt(µ).
Thus Claim 1 follows from the induction hypothesis.
Claim 2: If µ→Φ ν for some ν ∈M, then ν = µ.
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To prove this claim, note that if µ is transformed to µ′ by the first step of the
division algorithm, then from (6), we see that supp(µ) = supp(µ′) and moreover, if
µ′ = xa
′
0
0 · · ·xa
′
ℓ
ℓ for some nonnegative integers a
′
0, . . . , a
′
ℓ, then
(7) ai ≡ a′i(mod q − 1) and ai = 0⇐⇒ a′i = 0 for 0 ≤ i ≤ ℓ.
Likewise if in the next step of the division algorithm, µ′ is transformed to some
µ′′ in M, then supp(µ′) = supp(µ′′) and the exponents of µ′′ will satisfy conditions
similar to that in (7). It follows that if µ →Φ ν, then ν = xb00 · · ·xbℓℓ for some
nonnegative integers b0, . . . , bℓ that satisfy (7) with a
′
i replaced by bi. Since ν is
projectively reduced, this implies that ν = µ, is desired.
The proposition now follows directly from the above two claims. 
Corollary 2.4. Let k be an algebraic extension of Fq and let f ∈ k[x0, . . . , xm].
Then f →Φ f. Moreover f = 0 if and only if f ∈ Γq(k).
Proof. Let us first prove that f →Φ f . Write f = c1µ1+· · ·+cNµN , with µ1, . . . , µN
distinct monomials in M and c1, . . . , cN nonzero elements of k. We define
wt(f) := wt(µ1) + · · ·+wt(µN ),
where for µ ∈M, wt(µ) is as in the proof of Proposition 2.3. Then f is projectively
reduced if and only if wt(f) = 0. Hence if wt(f) = 0, there is nothing to prove.
Now suppose that wt(f) > 0. Equation (6) implies that a single step in the
division algorithm will replace a monomial occurring in f by a projectively equiv-
alent monomial of lower weight. Hence if wt(f) > 0, the first step of the division
algorithm will replace f by a polynomial g satisfying g = f and wt(g) < wt(f). By
induction, the first assertion in the corollary follows.
We now prove the second assertion. To this end, note that since f →Φ f , in
case f = 0, it follows from the division algorithm that f is in the ideal generated
by {Φij : 0 ≤ i < j ≤ m}, i.e., f ∈ Γq(k). Conversely if f ∈ Γq(k), then we can
write f =
∑
i<j fi jΦi j for some fi j ∈ k[x0, . . . , xm]. Using parts (i) and (iii) of
Proposition 2.2, we see that
f =
∑
i<j
fi jΦi j =
∑
i<j
fi j Φi j = 0,
where the last equality follows since Φi j = xix
q
j −xqjxi = 0 for 0 ≤ i < j ≤ m. This
completes the proof. 
2.3. Vanishing Ideal of Pm(Fq). Let k be a field. Recall that the vanishing ideal
over k of a subset X of Pm(k) is the ideal I(X ) of k[x0, x1, . . . , xm] generated by
the homogeneous polynomials in k[x0, x1, . . . , xm] that vanish at every point of X .
The following result was proved by Mercier and Rolland [21, Thm. 2.1].
Theorem 2.5. The vanishing ideal over Fq of P
m(Fq) is Γq(Fq), i.e., it is the ideal
of Fq[x0, . . . , xm] generated by the Fermat polynomials x
q
ixj−xixqj (0 ≤ i < j ≤ m).
We observe that this can be used to deduce a more general result.
Corollary 2.6. Let k be an algebraic extension of Fq. Then the vanishing ideal
over k of the set Pm(Fq) of all Fq-rational points of P
m(k) is Γq(k).
Proof. Let I denote the vanishing ideal of Pm(Fq) over k. Clearly, Γq(k) ⊆ I. To
prove the other inclusion, suppose f ∈ I. Then f is a finite sum of the form
f =
∑
ci0i1...imx
i0
0 x
i1
1 · · ·ximm where the coefficients ci0i1...im are in k.
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Since this is a finite sum, there is a positive integer e such that Fqe ⊆ k and all the
coefficients are in Fqe . Now let {α1, . . . , αe} be a Fq-basis of Fqe . Then
ci0i1...im =
e∑
j=1
c
(j)
i0i1...im
αj for some c
(j)
i0i1...im
∈ Fq.
Consequently, f =
∑e
j=1 fjαj for some fj ∈ Fq[x0, x1, . . . , xm]. Since f(P ) = 0 for
all P ∈ Pm(Fq), we see that fj(P ) = 0 for all P ∈ Pm(Fq) and j = 1, . . . , e. Hence
fj is in the vanishing ideal of P
m(Fq) over Fq, and so by Theorem 2.5, fj ∈ Γq(Fq)
for each j = 1, . . . , e. Consequently, f ∈ Γq(k). 
Remark 2.7. An argument similar to the proof of Corollary 2.6 will show that
Γq(Fq) = Γq(k)∩Fq[x0, . . . , xm]. In other words, the vanishing ideal of Pm(Fq) over
Fq is the contraction of the vanishing ideal of P
m(Fq) over k to Fq[x0, . . . , xm]. An
alternative proof of Corollary 2.6 that is independent of Theorem 2.5, can be found
in §3.3 of the expository article [14].
Recall that a universal Gro¨bner basis of an ideal I in a polynomial ring over a
field is a subset of I that is a Gro¨bner basis of I with respect to any term order.
Theorem 2.8. Let k be an algebraic extension of Fq and let I be the vanishing
ideal of Pm(Fq) over k. Then the set {Φij : 0 ≤ i < j ≤ m} of Fermat polynomials
is a reduced Gro¨bner basis of I, and also a universal Gro¨bner basis of I.
Proof. We know from Corollary 2.6 that the Fermat polynomials generate I. More-
over, for any i, j, r, s ∈ Z with 0 ≤ i < j ≤ m and 0 ≤ r < s ≤ m, it is clear
that the S-polynomial S(Φij ,Φrs) is in the ideal Γq(k). Hence by Corollary 2.4,
S(Φij ,Φrs) →Φ 0. So it follows from Buchberger’s criterion [7, Ch. 2, §6] that
{Φij : 0 ≤ i < j ≤ m} forms a Gro¨bner basis of I. Further, lm(Φij) = xqixj is
clearly not divisible by any of the monomials appearing in Φrs whenever i, j, r, s ∈ Z
are such that 0 ≤ i < j ≤ m, 0 ≤ r < s ≤ m, and (i, j) 6= (r, s). Thus, we see that
{Φij : 0 ≤ i < j ≤ m} is a reduced Gro¨bner basis of I. To see that this set is also a
universal Gro¨bner basis, it suffices to note that thus far, we had put no condition
on the term order 4, except that the variables are ordered as x0 ≻ x1 ≻ · · · ≻ xm.
Changing the order on the variables amounts to considering the Fermat polynomi-
als Φij with the variables permuted. But any such permutation of variables will
leave the set {Φij : 0 ≤ i < j ≤ m} invariant, except for a sign change in some of
the Φij ’s. Thus we see that {Φij : 0 ≤ i < j ≤ m} is a Gro¨bner basis of I with
respect to any term order. 
Corollary 2.9. Let k be an algebraic extension of Fq and let I be the vanishing
ideal of Pm(Fq) over k. Then {xqixj : 0 ≤ i < j ≤ m} is a Gro¨bner basis of LT(I).
Proof. By Theorem 2.8, {Φij : 0 ≤ i < j ≤ m} is a Gro¨bner basis of I. Also,
lm(Φij) = x
q
ixj for 0 ≤ i < j ≤ m. So {xqixj : 0 ≤ i < j ≤ m} generates
LT(I). Moreover, it is easily seen that S(xqixj , x
q
rxs) = 0 for any i, j, r, s ∈ Z with
0 ≤ i < j ≤ m and 0 ≤ r < s ≤ m. Thus, from Buchberger’s criterion, it follows
that {xqixj : 0 ≤ i < j ≤ m} is a Gro¨bner basis of LT(I). 
We end this section with the following useful consequences of the determination
of Gro¨bner bases of the vanishing ideals of projective spaces over finite fields.
Corollary 2.10. Let k be an algebraic extension of Fq and let I be the vanishing
ideal of Pm(Fq) over k. Then every element of k[x0, . . . , xm]/I can be uniquely
written as f + I, where f is a projectively reduced polynomial. Moreover, every
element of k[x0, . . . , xm]/LT(I) can also be uniquely written as f +LT(I), where f
is a projectively reduced polynomial.
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Proof. Let f ∈ k[x0, . . . , xm]. By Corollary 2.4 and Corollary 2.6, f − f ∈ Γq(k) =
I. Hence f + I(Pm(Fq)) = f + I(P
m(Fq)). Moreover, if f, g are two projectively
reduced polynomials such that f − g ∈ I, then Corollary 2.6, Corollary 2.4 and
Proposition 2.2 imply that f − g = f − g = 0, This proves the first assertion.
For the second assertion, note that if µ ∈ M is not projectively reduced, then µ
is divisible by xqixj for some i, j ∈ Z with 0 ≤ i < j ≤ m, and thus µ ∈ LT(I). This
shows that every coset in k[x0, . . . , xm]/LT(I) can be written as f +LT(I) for some
projectively reduced polynomial f . Moreover, if f, g are two distinct projectively
reduced polynomials such that f − g ∈ LT(I), then by Corollary 2.9, lm(f − g) is
divisible by an element of {xqixj | 0 ≤ i < j ≤ m}. But this is impossible, since
f − g 6= 0 and f − g is a linear combination of projectively reduced monomials. 
3. Projective Footprint Bound
We let N denote the set of all nonnegative integers. For a parameter e varying
in the set N, we shall write “for all e ≫ 0” to mean “for all large enough e”, that
is to say for all e ∈ N that are larger than or equal to some fixed e0 ∈ N.
3.1. Hilbert Functions and Projective Footprints. Let k be a field. Note
that the polynomial ring k[x0, . . . , xm] is a graded k-algebra. For any e ∈ N,
its eth graded component k[x0, . . . , xm]e consists of homogeneous polynomials of
degree e (including the zero polynomial), and it is a vector space over k of dimension(
m+e
e
)
. If J is a homogeneous ideal of k[x0, . . . , xm], then J = ⊕e≥0Je, where
Je := J ∩ k[x0, . . . , xm]e for e ∈ N. The Hilbert function of k[x0, . . . , xm]/J is the
map
hJ : N→ N defined by hJ (e) := dimk k[x0, . . . , xm]e/Je for e ∈ N.
It is well-known that there is a polynomial χJ ∈ Q[t] such that
hJ (e) = χJ (e) for all e≫ 0.
Clearly χJ is uniquely determined by J and it is called the Hilbert polynomial of
J . Note that if I is a homogeneous ideal of k[x0, . . . , xm] such that J ⊆ I, then
(8) hI(e) ≤ hJ (e) for all e ∈ N and hence χI(e) ≤ χJ (e) for all e≫ 0.
The following result is classical. A proof can be gleaned, for instance, from [7, §3
of Ch. 8 and 9] and [17, §7 of Ch. 1].
Theorem 3.1. Let k be an algebraically closed field and let J be a homogeneous
ideal of k[x0, . . . , xm], and X = V (J ) be the corresponding projective variety con-
sisting of all P ∈ Pm(k) such that F (P ) = 0 for all homogeneous F ∈ J . Then:
(i) (Projective Nullstellensatz) If V (J ) is empty, then √J ⊇ 〈x0, x1, . . . , xm〉,
whereas if X = V (J ) is nonempty, then I(X ) = √J .
(ii) Suppose X is nonempty and I = I(X ). Then degχI = degχJ = dimX ,
where dimX denotes the dimension of X as a projective algebraic variety.
Moreover if d = dimX and we write χI(t) = a0td+ · · ·+ad, then degX =
d!a0, where degX denotes the degree of X , and this is a positive integer
with the property that if I = 〈F 〉 for some homogeneous F ∈ k[x0, . . . , xm],
then degX = degF , whereas if X is a finite set, then degX = |X |.
The next theorem is also classical and is sometimes ascribed to Macaulay. See,
e.g., [7, §3 of Ch. 9] for a proof. Henceforth we fix a monomial order 4 on the set
M of all monomials in k[x0, . . . , xm] in such a way that x0 ≻ · · · ≻ xm. The leading
monomial lm(F ) of a nonzero F ∈ k[x0, . . . , xm] and the leading term ideal LT(J)
of an ideal J of k[x0, . . . , xm] will be understood to be with respect to this fixed
monomial order.
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Theorem 3.2. Let k be a field and let J be a homogeneous ideal of k[x0, . . . , xm].
Then hJ (e) = hLT(J )(e) and therefore χJ (e) = χLT(J )(e) for all e ∈ N.
We define the notion of a projective footprint over an arbitrary field as follows.
Definition 3.3. Let k be a field and let J be a homogeneous ideal of k[x0, . . . , xm].
Then for any e ∈ N, the set
∆e(J ) := {µ ∈Me : µ 6= lm(F ) for all homogeneous F ∈ J with F 6= 0}.
is called the projective footprint of J in degree e.
Theorem 3.4 (Projective Footprint Bound). Let k be an algebraically closed field
and let J be a homogeneous ideal of k[x0, . . . , xm], such that the corresponding
projective variety X = V (J ) is a finite subset of Pm(k). Then for all e≫ 0,
(9) |V (J )| ≤ |∆e(J )| with equality if J is a radical ideal.
Proof. If X is empty, then the inequality in (9) holds trivially for all e ∈ N;
if, in addition, J is a radical ideal, then by part (i) of Theorem 3.1, ∆e(J ) is
empty for all e ≥ 1 and so the equality holds in this case. Now suppose X is
nonempty. Let I = I(X ) be the vanishing ideal of X = V (J ) over k. Since X is
finite, dimX = 0 and by part (ii) of Theorem 3.1, both χI and χJ are constant
polynomials and χI = |X |. On the other hand, since J is a homogeneous ideal
of k[x0, . . . , xm], it is easily seen that ∆e(J ) = {µ ∈ Me : µ 6∈ LT(J )}. Now
LT(J ) is a monomial ideal and it is well-known (and easily deduced, e.g., from
the division algorithm) that {µ + LT(J) : µ ∈ Me, µ 6∈ LT(J )} is a k-basis of
(k[x0, . . . , xm]/LT(J ))e, which implies:
hLT(J )(e) = |∆e(J )| for all e ∈ N and so χLT(J )(e) = |∆e(J )| for all e≫ 0.
Thus in view of (8) and Theorem 3.2, we obtain
|V (J )| = χI(e) ≤ χJ (e) = χLT(J )(e) = |∆e(J )| for all e≫ 0,
and the equality clearly holds if I = J , i.e., if J is a radical ideal. 
Remark 3.5. The above proof of Theorem 3.4 together with Projective Nullstellen-
satz shows that if k is algebraically closed and J a homogeneous ideal of k[x0, . . . , xm]
such that V (J ) is finite, then χJ and χ√J are constant polynomials and
χ√J = |V (J )| and χJ = |∆e(J )| for all e≫ 0.
3.2. Projective Fq-Footprint Formula. Let k be an algebraic closure of Fq. By
Corollary 2.6, the vanishing ideal over k of Pm(Fq) is given by
I (Pm(Fq)) = Γq(k) := 〈xqi xj − xixqj : 0 ≤ i < j ≤ m〉 ⊆ k[x0, . . . , xm].
If J is a homogeneous ideal of k[x0, . . . , xm] and if X = V (J ) is the corresponding
projective algebraic variety in Pm(k), then we let
Jq := J + Γq(k) and Xq := V (Jq).
Clearly, Jq is a homogeneous ideal of k[x0, . . . , xm] and Xq(k) = V (Jq) = X (Fq).
Example 3.6. Suppose m = 1 and F (x0, x1) := x
q
0x1−x0xq1+xq+10 . Consider the
homogeneous ideal J := 〈F (x0, x1)〉 of k[x0, x1]. Observe that J =
√J . To see
this, note that k[x0, x1] is a UFD and F does not have a multiple root in P
1(k).
Indeed, F (x0, x1) = x0G(x0, x1) where G(x0, x1) := x
q−1
0 x1−xq1+xq0 does not have
[0 : 1] as a root and also no multiple root of the form [1 : a] since the derivative with
respect to x1 of G(1, x1) is never zero. On the other hand, Jq = J + 〈xq0x1−x0xq1〉
contains xq+10 , but does not contain x0 (since every nonzero element of Jq has
degree ≥ q + 1). Thus Jq is not a radical ideal even though J is a radical ideal.
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In light of this example, the following result seems noteworthy.
Theorem 3.7 (Projective Fq-Footprint Formula). Let k be an algebraic closure
of Fq. Also, let J be a homogeneous ideal of k[x0, . . . , xm] and X = V (J ) the
corresponding projective algebraic variety in Pm(k). Then
|X (Fq)| = |∆e(Jq)| for all e≫ 0.
Proof. We have noted that X (Fq) = Xq = V (Jq). Let I := I(Xq) =
√Jq. In
view of Remark 3.5, both χJq and χI are constant polynomials and
χI = |X (Fq)| and χJq = |∆e(Jq)| for all e≫ 0.
Thus it suffices to show that χI = χJq . To this end, let {G1, . . . , Gr} be a Gro¨bner
basis of I such that each Gi is a homogeneous polynomial in k[x0, . . . , xm]. Let
di := degGi for i = 1, . . . , r. Choose a large enough positive integer s such that
Gi has all its coefficients in Fqs and G
qs
i ∈ Jq for each i = 1, . . . , r.
Then Gq
s
i (x0, . . . , xm) = Gi
(
xq
s
0 , . . . , x
qs
m
)
for 1 ≤ i ≤ r. Hence if we let
Hij := xj
(
Gq
s
i − xdi(q
s−1)
j Gi
)
for i = 1, . . . , r and j = 0, 1, . . . ,m,
then we see thatHij(P ) = 0 for all P ∈ Pm(Fq). Indeed, if P = [a0 : · · · : am], where
a0, . . . , am ∈ Fq, then clearly Hij(P ) = 0 when aj = 0, whereas in case aj = 1,
Hij(P ) = G
qs
i (a0, . . . , am)−Gi(a0, . . . , am) = Gi(aq
s
0 , . . . , a
qs
m)−Gi(a0, . . . , am) = 0
as well. Thus by Corollary 2.6,
Hij ∈ Γq(k) and so xdi(q
s−1)+1
j Gi ∈ Jq for i = 1, . . . , r and j = 0, 1, . . . ,m,
where the last assertion follows since Γq(k) ⊆ Jq and Gq
s
i ∈ Jq for 1 ≤ i ≤ r. It
follows that xdjGi ∈ Jq and xdj lm(Gi) ∈ LT(Jq) for 1 ≤ i ≤ r and 0 ≤ j ≤ m, where
d := max{di(qs − 1) + 1 : i = 1, . . . , r}.
Hence the monomial ideal Mq := 〈xdj lm(Gi) : 1 ≤ i ≤ r, 0 ≤ j ≤ m〉 satisfies
(10) Mq ⊆ LT(Jq) ⊆ LT(I) = 〈lm(Gi) : 1 ≤ i ≤ r〉,
where the last equality holds since {G1, . . . , Gr} is a Gro¨bner basis of I. Now
suppose e ≥ d(m + 1) + max{d1, . . . , dr}. We claim that LT(I)e ⊆ (Mq)e. To
see this, let µ ∈ Me be such that µ ∈ LT (I) = 〈lm(Gi) : 1 ≤ i ≤ r〉. Then
µ = νlm(Gi) for some i ∈ {1, . . . , r} and ν ∈ Me−di . Now e − di ≥ d(m + 1),
by our choice of e, and so xdj | ν for some j ∈ {0, 1, . . .m}. Thus ν = xdjν′ for
some ν′ ∈ M, and hence µ = ν′xdj lm(Gi). This shows that µ ∈ Mq. So the
claim is proved. Consequently, hMq (e) ≤ hLT(I)(e) for all e ≫ 0. This implies
that χMq is a constant polynomial (because χI is a constant polynomial and by
Theorem 3.2, χI = χLT(I)), and moreover, χMq ≤ χLT(I). On the other hand, by
(8) and (10), χLT(I) ≤ χLT(Jq) ≤ χMq . Thus, we obtain χLT(I) = χLT(Jq) and so
by Theorem 3.2, χI = χJq , as desired. 
Although very simple, it may be instructive to work out the Hilbert functions in
Example 3.6 so as to illustrate Theorem 3.7.
Example 3.8. Suppose m = 1 and F (x0, x1) as well as J and Jq are as in Ex-
ample 3.6. Let X := V (J ). Evidently, X (Fq) = {[0 : 1]} and so |X (Fq)| = 1.
Also, I :=√Jq = 〈x0〉 and thus {xe1+ I} is a basis of (k[x0, x1]/I)e; in particular,
hI(e) = 1 for all e ∈ N. On the other hand,
Jq = 〈F1, F2〉 where F1 := xq0x1 − x0xq1 and F2 := xq+10 .
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A Gro¨bner basis for Jq is given by {F1, F2, F3, F4}, where F1, F2 are as above, while
F3 := x
2
0x
q
1 and F4 := x0x
2q−1
1 . Indeed, F3 and F4 are in Jq, and since F2, F3, F4
are monomials, the S-polynomial S(Fi, Fj) is 0 for 2 ≤ i < j ≤ 4, whereas
S(F1, F2) = −F3, S(F1, F3) = −F4, and S(F1, F4) = −x0x3q−21 ∈ 〈F4〉.
The Hilbert function of Jq or equivalently, the cardinality of the footprint of Jq in
each degree, is not difficult to determine by a direct computation, and is given by
hJq (e) =


e+ 1 if 0 ≤ e ≤ q,
2q + 1− e if q + 1 ≤ e ≤ 2q − 1,
1 if e ≥ 2q.
So the Hilbert function stabilizes after e = 2q and χJq = 1 = |∆e(Jq)| for e ≥ 2q.
3.3. Projective Fq-Footprint Bound. We shall now derive a version of Theo-
rems 3.4 and 3.7 that is useful for estimating the number of Fq-rational points of
projective algebraic varieties over an algebraic extension k of Fq. We first note
some elementary properties of the fixed monomial order 4 on M and projective
reduction.
Lemma 3.9. Let 4 be a monomial order on M for which x0 ≻ · · · ≻ xm. Then:
(i) ν 4 ν for all ν ∈ M.
(ii) If F ∈ k[x0, . . . , xm] is such that F 6= 0 and lm(F ) is reduced, then F 6= 0
and lm(F ) = lm(F ).
Proof. (i) The case ν = 1 is trivial. Suppose ν ∈M with ν 6= 1. Then ν = xa00 · · ·xaℓℓ
for some a0, . . . , aℓ ∈ N with aℓ > 0. Let a0, . . . , aℓ−1 be as in Definition 2.1. Now
xj ≻ xℓ =⇒ xajj < xajj xaj−ajℓ for 0 ≤ j < ℓ and hence ν 4 ν.
(ii) Let 0 6= F ∈ k[x0, . . . , xm] be such that lm(F ) is reduced. Let c1, . . . , cN be
nonzero elements of k and ν1, . . . , νN be monomials in M such that
F = c1ν1 + · · ·+ cNνN and ν1 ≻ · · · ≻ νN .
Then lm(F ) = ν1 and by hypothesis, ν1 = ν1. Thus, in view of (i) above,
F = c1ν1 + · · ·+ cNνN and ν1 = ν1 ≻ νj < νj for 2 ≤ j ≤ N.
It follows that F 6= 0 and lm(F ) = ν1 = ν1 = lm(F ). 
We now define a variant of the projective footprint that is specific to the base
field Fq and uses projectively reduced monomials.
Definition 3.10. Let k be an algebraic extension of Fq and let S be a subset of
k[x0, . . . , xm]. Then for any e ∈ N, the set
∆e(S) := {µ ∈ Me : lm(F ) ∤ µ for all homogeneous F ∈ S with F 6= 0}
is called the projective Fq-footprint of S in degree e. Moreover, its complement
∇e(S) := {µ ∈Me : lm(F ) | µ for some homogeneous F ∈ S with F 6= 0}
is called the projective Fq-shadow of S in degree e. If S = {F1, . . . , Fr}, we often
write ∆e(F1, . . . , Fr) and ∇e(F1, . . . , Fr) for ∆e(S) and ∇e(S), respectively. Note
that if S contains no homogeneous polynomial F with F 6= 0, then ∆e(S) = Me
and ∇e(S) = ∅. Also, for any S′ ⊆ k[x0, . . . , xm],
(11) S ⊆ S′ =⇒ ∆e(S) ⊇ ∆e(S′) and ∇e(S) ⊆ ∇e(S′).
A relation between projective footprints and projective Fq-footprints is as follows.
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Lemma 3.11. Let k be an algebraic extension of Fq and let J be a homogeneous
ideal of k[x0, . . . , xm]. As before, let Jq := J + Γq(k). Then
∆e(J ) = ∆e(Jq) for all e ∈ N.
Proof. Let e ∈ N and µ ∈ ∆e(J ). Suppose, if possible, µ = lm(F ) for some
homogeneous F ∈ Jq. Write F = G + γ, where G ∈ J and γ ∈ Γq(k). Since J
and Γq(k) are homogeneous ideals, we may assume without loss of generality that
both G and γ are homogeneous. By Corollary 2.4, F = G. Also since µ = lm(F ) is
reduced, by part (ii) of Lemma 3.9, G 6= 0 and lm(G) = µ, which contradicts the
assumption that µ ∈ ∆e(J ). Thus ∆e(J ) ⊆ ∆e(Jq).
To prove the other inclusion, first note that 1 ∈ J ⇔ 1 ∈ Jq, and that both
∆0(Jq) and ∆0(J ) are equal to {1} or the empty set according as 1 6∈ J or 1 ∈ J .
Thus ∆0(Jq) = ∆0(J ). Now let e ∈ N with e > 0 and µ ∈ ∆e(Jq). Then there are
a0, . . . , aℓ ∈ N with aℓ > 0 such that µ = xa00 · · ·xaℓℓ . In case aj ≥ q − 1 for some
j ∈ N with j < ℓ, then
lm(Φjℓ) = x
q
jxℓ | µ and hence µ = lm(φ) for some φ ∈ Jq.
This shows that µ is reduced, i.e., µ ∈ Me. Further, if lm(F ) | µ for some homoge-
neous F ∈ J with F 6= 0, then µ = νlm(F ) = lm(νF ) for some ν ∈ M. But since
F ∈ J and F − F ∈ Γq(k), we find F ∈ Jq. Thus we obtain a contradiction to the
assumption that µ ∈ ∆e(Jq). This proves that ∆e(Jq) ⊆ ∆e(J ). 
The result that was alluded to at the beginning of this subsection is now an easy
consequence of the above lemma and the projective Fq-footprint formula.
Theorem 3.12 (Projective Fq-Footprint Bound). Let k be an algebraic closure of
Fq and let F1, . . . , Fr be any homogeneous polynomials in k[x0, . . . , xm]. Also, let
X = V (F1, . . . , Fr) be the corresponding projective variety in P
m(k). Then
(12) |X (Fq)| ≤
∣∣∆e(F1, . . . , Fr)
∣∣ for all e≫ 0.
Proof. Let J be the ideal of k[x0, . . . , xm] generated by F1, . . . , Fr, and let Jq :=
J +Γq(k). Then X = V (J ). So by Theorem 3.7, Lemma 3.11 and (11), we obtain
|X (Fq)| = |∆e(Jq)| = |∆e(J )| ≤
∣∣∆e(F1, . . . , Fr)
∣∣ for all e≫ 0,
as desired. 
Remark 3.13. The efficacy of the bound in (12) and the ease of computing the
projective Fq-footprint often depends on the choice of the homogeneous polynomials
F1, . . . , Fr whose common zeros determine the Fq-rational points of the projective
variety X . We remark that it is always possible to choose F1, . . . , Fr such that:
• Fi is projectively reduced for each i = 1, . . . , r.
• degFi ≤ (m+ 1)(q − 1) for all i = 1, . . . , r.
• F1, . . . , Fr are linearly independent (over k).
• lm(F1), . . . , lm(Fr) are distinct.
To see this, first note that since Fi−F i ∈ Γq(k) for each i = 1, . . . , r, the Fq-rational
points of V (F1, . . . , Fr) and V (F 1, . . . , F r) coincide. Thus, replacing Fi by F i, we
may assume that each of F1, . . . , Fr is projectively reduced. Next, if some Fi is
homogeneous of degree ≥ (m+1)(q − 1) + 1, then every monomial µ = xa00 · · ·xamm
appearing in Fi, we must have aj ≥ q for some j (depending on µ) with 0 ≤ j ≤ m.
Replacing the exponent aj by aj − (q − 1) will result in a homogeneous polyno-
mial Gi of degree degFi − q + 1 that has exactly the same Fq-rational zeros as
Fi. Again if degGi ≥ (m + 1)(q − 1) + 1, then this process can be continued.
Thus, we can assume, without loss of generality, that degFi ≤ (m + 1)(q − 1) for
i = 1, . . . , r. Further, if F1, . . . , Fr are linearly dependent, then one of them, say
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Fr is a k-linear combination of others, and hence V (F1, . . . , Fr) = V (F1, . . . , Fr−1).
Thus it is clear that we may assume F1, . . . , Fr to be linearly independent. Finally,
if two or more of the polynomials have the same leading monomials, then we can
use the division algorithm to replace F1, . . . , Fr by G1, . . . , Gr obtained by suit-
able linear combinations of F1, . . . , Fr such that V (F1, . . . , Fr) = V (G1, . . . , Gr)
and lm(G1), . . . , lm(Gr) are distinct. Note that G1, . . . , Gr continue to possess the
properties previously arranged for F1, . . . , Fr, i.e., they are projectively reduced,
linearly independent homogeneous polynomials of degree ≤ (m+ 1)(q − 1).
Remark 3.14. We remark that the projective Fq-footprint bound for the number
of Fq-rational points of a projective variety X = V (F1, . . . , Fr) in P
m(k) is usually
superior to the bound obtained from regarding X as an affine cone, say Z , in
Am+1(k) and using the affine Fq-footprint bound. For example, if q = 5, and
F1, F2 ∈ F5[x0, x1, x2] are homogeneous polynomials of degree 5 such that lm(F1) =
x40x1 and lm(F2) = x
2
0x
3
1, then for the cone Z = Z(F1, F2) in A
3, the affine F5-
footprint bound |∆(F1, F2)| works out to be 85, which implies that the number
of F5-rational points of the projective variety X = V (F1, F2) in P
2 is bounded
above by (85−1)/(5−1), which is 21. On the other hand, for e≫ 0, the projective
footprint bound |∆e(F1, F2)| is 20. The details of calculations are left to the reader.
4. Serre’s Inequality
In this section we will show that Serre’s inequality, as stated in equation (1), is
an easy consequence of the projective Fq-footprint bound. To this end, we will first
compute the cardinality of projective Fq-shadows of all possible leading monomials
of nonzero homogeneous polynomial of degree d ≤ q. Note that since d ≤ q any
such polynomial is necessarily projectively reduced.
Lemma 4.1. Let d ∈ N with 1 ≤ d ≤ q and let ν = xb00 · · ·xbℓℓ ∈ Md, where
0 ≤ ℓ ≤ m and b0, . . . , bℓ ∈ N with bℓ > 0. Then
|∇qe(ν)| = (q − b0) · · · (q − bℓ−1)
(
1 + (q − bℓ)pm−ℓ−1
)
for all e≫ 0.
Proof. Note that ν = ν and thus ∇e(ν) = {µ ∈ Me : ν | µ} for any e ∈ N. We will
use the decomposition (5). First, note that if 0 ≤ j < ℓ, then the variable xℓ does
not occur with positive exponent in any of the monomials in M
(j)
. Hence
∇e(ν) ∩M(j)e = ∅ and so |∇e(ν) ∩M
(j)
e | = 0, for 0 ≤ j < ℓ and any e ∈ N.
Next, we observe that for e ≫ 0, a monomial µ = xa00 · · ·xaℓℓ ∈ M
(ℓ)
e is in ∇e(ν) if
and only if bi ≤ ai ≤ q − 1 for i = 0, . . . , ℓ − 1 because bℓ ≤ aℓ is automatically
satisfied for sufficiently large e. Hence
|∇e(ν) ∩M(ℓ)e | = (q − b0) · · · (q − bℓ−1) for all e≫ 0.
Finally, if ℓ < j ≤ m, then µ = xa00 · · ·xajj ∈ M
(j)
e is in ∇e(ν) if and only if
bi ≤ ai ≤ q − 1 for i = 0, . . . , ℓ and 0 ≤ ai ≤ q − 1 for i = ℓ+ 1, . . . , j − 1. Hence
|∇e(ν) ∩M(j)e | = (q − b0) · · · (q − bℓ)qj−ℓ−1, for ℓ < j ≤ m and any e ∈ N.
Since Me is the disjoint union of M
(0)
e , . . .M
(m)
e , we conclude that
|∇e(ν)| = (q − b0) · · · (q − bℓ−1) + (q − b0) · · · (q − bℓ)(1 + q + · · ·+ qm−ℓ−1)
and the lemma follows. 
Proposition 4.2 (Serre’s inequality). Let F ∈ Fq[x0, . . . , xm] be a nonzero homo-
geneous polynomial of degree d ≤ q and let X = V (F ). Then
|X (Fq)| ≤ dqm−1 + pm−2.
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Proof. If X is contained in a hyperplane, then |X (Fq)| ≤ pm−1 ≤ dqm−1 + pm−2,
which proves Serre’s inequality. In particular, this settles the case d ≤ 1. Therefore
we now assume that 2 ≤ d ≤ q and that X contains m + 1 points in general
position. After a projective linear transformation, we may moreover assume that
X contains the m+1 points ej (0 ≤ j ≤ m) whose homogeneous coordinates have
1 in the jth position and 0 elsewhere. This implies that the monomials of the form
xdj (0 ≤ j ≤ m) do not occur in F . Hence there are s, ℓ, bs, . . . , bℓ ∈ N such that
ν := lm(F ) = xbss · · ·xbℓℓ , 0 ≤ s < ℓ ≤ m, 0 < bs < d, 0 < bℓ < d and
ℓ∑
j=s
bj = d.
If ℓ > s+ 1, then consider ν1 := x
bs
s · · ·xbℓ−2ℓ−2 xbℓ−1+bℓℓ−1 and note that by Lemma 4.1,
|∇e(ν)| − |∇e(ν1)| = N
(
(q − bℓ−1)(1 + (q − bℓ)pm−ℓ−1)− 1− (q − bℓ−1 − bℓ)pm−ℓ
)
= N (bℓ−1bℓpm−ℓ−1 + bℓ − 1) ≥ 0 for all e≫ 0,
whereN := (q−b0) · · · (q−bℓ−2) and we have used the fact that pm−ℓ = qpm−ℓ−1+1.
If ℓ > s + 2, then we consider ν2 := x
bs
s · · ·xbℓ−2+bℓ−1+bℓℓ−2 , and in a similar way, we
obtain |∇e(ν1)| − |∇e(ν2)| ≥ 0 for all e≫ 0. Continuing in this way, we see that
(13) |∇e(ν)| − |∇e(xbss xd−bss+1 )| ≥ 0 for all e≫ 0.
Moreover, applying Lemma 4.1 once again, we obtain
(14) |∇e(xbss xd−bss+1 )| = qs(q − bs)
(
1 + (q − d+ bs)pm−s−2
)
for all e≫ 0.
Now by the projective Fq-footprint bound (Theorem 3.12) and the observation in
§ 2.1 that |Me| = pm for e≫ 0, Serre’s inequality (1) is proved if we show that
(15) |∇e(ν)| ≥ pm −
(
dqm−1 + pm−2
)
= (q − d+ 1)qm−1 for all e≫ 0,
Thus, by (13), (14), and (15), it suffices to show that the difference
qs(q − bs)
(
1 + (q − d+ bs)pm−s−2
)− (q − d+ 1)qm−1
is nonnegative. But an easy calculation shows that this difference is equal to
qm−s−1(as − 1)(d− as − 1) + (q − as)(d− as − 1),
which is clearly nonnegative, since 0 < as < d ≤ q. 
Since example of homogeneous polynomials of degree d ≤ q attaining the Serre
bound (1) are easy to construct (e.g., F (x0, . . . , xm) := (x1 − a1x0) · · · (x1 − adx0),
where a1, . . . , ad are distinct elements of Fq), the above proposition shows that
e1(d,m) = dq
m−1+pm−2 for d ≤ q. It would be interesting if one can also determine
er(d,m) explicitly for every r > 1 and d ≤ q. While this is open, in general, we
refer to [5] and the references therein for some recent results in this direction.
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