This paper presents a method for assessing the quality of progressive design processes that seek to maximize the profitability of the product that is being designed. The proposed approach uses separations, a type of problem decomposition, to model progressive design processes. The subproblems in the separations correspond roughly to phases in the progressive design processes. We simulate the choices of a bounded rational designer for each subproblem using different search algorithms. We consider different types and versions of these search processes in order to determine if the results are robust to the decision-making model. We use a simple twovariable problem to help describe the approach and then apply the approach to assess motor design processes. Methods for assessing the quality of engineering design processes can be used to guide improvements to engineering design processes and generate more valuable products.
INTRODUCTION
In general, design optimization determines values for design variables such that an objective function is optimized while performance and other constraints are satisfied [1, 2, 3] . The study of design optimization has yielded many useful techniques for solving optimization problems. Design engineers may use these techniques during a design process whenever appropriate mathematical models are available to represent the objective function and constraints in terms of the design variables [2] .
Decomposition-based design optimization methods divide a large optimization problem into a set of smaller subproblems but require multiple iterations to converge to a feasible, optimal solution. Model coordination and goal coordination are two common methods for the decomposition of large scale design optimization problems [4, 5] . Multidisciplinary optimization (MDO) problems have been the focus of decomposition approaches such as the bi-level integrated system synthesis (BLISS) approach [6] , analytical target cascading [7] [8] [9] , collaborative optimization [10] , and coupled subspace optimization (CSSO) [11, 12] .
Yoshimura et al. [13] decompose a multi-objective optimization problem into a hierarchy of problems that have two objectives.
One can assess the quality of a decomposition-based design optimization method by evaluating the solution that is generated by the method using the objective function of the original design optimization problem and comparing that to the optimal value. For instance, if a decomposition-based design optimization method is used to solve an aircraft design optimization problem in which the objective function is to minimize the aircraft's gross takeoff weight, then one can assess the quality of that method by comparing the gross takeoff weight of the method's solution to the optimal gross takeoff weight (found by solving the original design optimization problem).
Decomposition-based design optimization methods are a form of problem decomposition, which is one type of decomposition in engineering design [14] . A second type is product decomposition, which divides the physical elements of a product (or system) into subassemblies and components. A third type is process decomposition, which divides the entire design task (from gathering requirements to detailed design) into the various activities that form engineering design processes.
In this paper, we will consider a certain class of engineering design processes that we call progressive design. A progressive design process is an engineering design process that creates a product or system design through a series of distinct phases. (Thus, this term would not cover prototypebased design processes that iterate through generate-build-test cycles.) Each phase generates intermediate results by making decisions about different aspects of the design and generates increasingly detailed information. (The name reflects the similarity to a progressive die, which makes an increasingly complex part through a series of punches.) Pahl and Beitz [15] , 
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Asimow [16] , Ullman [17] , and Ulrich and Eppinger [18] are among those presenting progressive design processes, and such processes are commonly found in industry [19, 20] .
Previous work on decision-making in engineering design has shown that design occurs via a series of decisions and that engineering design organizations are decision-making systems [21, 22] . Some decisions may be done sequentially while others occur concurrently, and different types of decisionmaking processes (such as designers who cooperate fully, designers who make isolated decisions, and sequential decision-making processes) can occur [23] . Research on this topic has focused primarily on the decision-making that sets parametric design variables within one phase of a system design project (e.g., the conceptual design of an aircraft or sizing a pressure vessel or electric motor).
Researchers have developed models of design processes that focus on the activities that need to be done, as in Gantt charts, the PERT and critical path methods, IDEF, the design structure matrix, Petri nets, and signposting [24] . Such models have been used to estimate the cost and duration of design processes [25] [26] [27] [28] [29] .
Some research has focused instead on assessing the quality of the design processes by evaluating the quality of the product designs that are generated, just as those studying decomposition-based design optimization methods assess the quality of those methods by evaluating the solutions that the methods find.
Chang and Ward [30] propose a method for simultaneous decision-making of an engineering design team that focuses attention on the cost of waiting for information to make better decisions and the cost of making a wrong decision based on incomplete information. The simultaneous decision-making considered in their approach is not necessarily a good model of a progressive design process, however.
Krishnan et al. [31] consider the quality loss of engineering design processes, which they model as sequences of decisions made by different members of the engineering design team (see also [32] ). The quality loss measures the distance of the resulting design from the optimal design (determined by making all of the decisions at the same time). They calculate the quality loss for different sequences of decisions in a DC motor design process. The quality loss of a sequence is determined by comparing each member's decision, which is constrained by the decisions make earlier in the sequence, to that member's optimal. Each member makes his decision once and has a different "optimal design" because they have different objectives. There is no bottom-line objective that all of the members seek to optimize.
Lewis and Mistree [23] consider the design of a pressure vessel and the design of a passenger aircraft. For both problems, they compared the quality of the solutions from different decision-making processes, which were modeled as two-player games. The objectives of the pressure vessel designers are to minimize weight and to maximize volume; the objectives of the passenger aircraft designers are to minimize deviations from aerodynamic and weight goals. In neither case is a more fundamental objective like profitability considered.
An important development in recent years is the emergence of design for market systems approaches [33] and other work motivated by the decision-based design (DBD) framework [34] , which includes enterprise models that add variables from the marketing and manufacturing domains to models with conceptual design variables and adapt existing decomposition techniques to solve them [35] [36] [37] . This perspective suggests that the profitability of a product (a measure of its performance in the marketplace) should be used to choose between different design options. This builds on the earlier suggestions of writers such as Smith and Reinertsen [38] , who developed product profit models and used them to derive tradeoff rules to guide design decision-making. An important implication of this perspective is that it provides a single enterprise-level objective for evaluating the quality of product designs, which, as discussed above, is a way to assess the quality of an engineering design process.
If organizations had a method for assessing the quality of engineering design processes, they could use this to guide improvements to their engineering design processes and generate more valuable products. In addition, one could assess the quality of design decision-making tools by considering how well they improve the entire engineering design process, not just one step. The purpose of the study described here is to develop such a method.
In order to do this, we assume that the objective of an engineering design process is to maximize the profitability of a new product. We then model different progressive design processes using separations, a special class of problem decompositions that are significantly different from typical decomposition-based design optimization methods [39] .
Because humans are bounded rational decision-makers, we do not use optimization to solve the subproblems in the separation (as done in [39] ). Instead, like Gurnani and Lewis [40] , we model the designer's bounded rational design choices as a random process. In [40] , the values chosen by the designer were determined by a random error term. In this work, however, the values are chosen by random search processes. We consider different types and versions of these search processes in order to determine if the results are robust to our decision-making model. We use a simple two-variable problem to help describe the approach and apply the approach to assess motor design processes.
MODELING DESIGN PROCESSES
In this study, we use separations to model progressive design processes.
A separation is a type of problem decomposition that divides a design optimization problem into a set of subproblems, solves each subproblem once, and produces a feasible solution without iterative cycles [39] . The ideal separation produces an optimal solution to the original problem.
Unfortunately, not all separations do. Both separations and decomposition-based design optimization methods replace a large design optimization problem with a set of subproblems. Separations are distinct because they do not solve a second-level problem to coordinate the subproblem solutions in an iterative manner.
In their work on sequential decision-making, Krishnan et al. [31] use the term decision order to describe a decision process in which each member of a cross-functional team makes his decision exactly once, in a predetermined. Such a sequence is one type of separation.
A leader-follower (or Stackelberg) game is also a simple separation. In this scenario, one player makes his decision, and then the other player makes his decision. Lewis and Mistree [23] studied this as one model of collaborative decision making.
Previous work evaluated the quality of different separations by using optimization to solve each subproblem [39] .
If the subproblems are correctly formulated, the separation yields an optimal solution.
The quality of approximate separations depends upon the constraints and objectives used in the subproblems.
In this paper, we follow up on the idea suggested in [39] that separation could be used to model an engineering design process. We will study separations corresponding to different types of progressive design processes. If decision-makers always optimized, then separation should, except under certain conditions, lead to a quality loss [31, 39] . Because real-world decision makers do not optimize, we will evaluate these separations by using a model of a bounded rational designer to find solutions to each subproblem.
MODELING BOUNDED RATIONALITY
Most studies of engineering decision-making processes assume that each engineer optimizes his objective function. For example, to design a pressure vessel, Lewis and Mistree [23] formulated the problem as a two player game in which the first player, who wishes to maximize the volume, controls the diameter and length and the second player, who wishes to minimize the weight, controls the thickness. Chen and Li [41] modeled the interactions of teams in concurrent parametric design under the assumption that each team optimized their aspect of the complete design. In the decision orders of Krishnan et al. [31] , each team member selects values for their design variables in order to optimize their individual objective function.
It is well-known that real-world decision-makers do not optimize because of limits on their problem-solving capacity. This concept is known as bounded rationality. Bounded rationality reflects the observation that, in most real-world cases, decision-makers have limited information and limited computational capabilities for finding and evaluating alternatives and choosing among them [42] [43] [44] . A decisionmaker cannot perfectly evaluate the consequences of the available choices.
This prevents complete and perfect optimization. The study of procedures besides optimization to choose between alternatives has been defended by appealing to bounded rationality, as in the case of pairwise comparisons of a finite set of alternatives [45] .
Satisficing and fast and frugal heuristics are two models of bounded rationality [43] . Bounded rational decision-makers may search until they find something that meets their requirements (satisficing), or they may use fast and frugal heuristics that search a limited set of objects and information and make choices using rules that are easy to compute (and therefore quick). We consider this second type of bounded rationality in this work but will study satisficing in future studies.
Gurnani and Lewis [40] studied collaborative, decentralized design processes in which the models of the individual decision-makers (the designers) were based on the ideas of bounded rationality. In their model, the value chosen by each designer was determined by randomly sampling from a distribution around the (locally) "optimal" solution. This model is meant to represent the mistakes that designers make due to bounded rationality.
Their results show that incorporating bounded rationality leads to more desirable solutions in a collaborative, decentralized design process in which the designers had different objectives and no way to coordinate their activities.
In this paper we will take a different approach to modeling bounded rationality. To begin, we will first consider models of organizational decision-making and problem solving and then consider cognitive models of human problem solving.
In each phase of a progressive design process, some aspect of the design needs to be determined. That is, the designer must make a decision. In practice, the designer does not have complete information about the available alternatives and their performance on the relevant attributes. Thus, the decisionmaker must employ some process for generating and evaluating alternatives. (Note that we are studying situations that involve searching for alternatives and the information needed to evaluate them, not simple choices or perfect information games and puzzles like chess and Sudoku.)
The incremental decision process model describes the activities that occur during decision-making processes in product development, facility design, procurement, and policy setting [46] . This decision-making process (also known as the strategic decision-making process) is not a simple sequence of tasks but involves iterating between the following types of activities: recognition, diagnosis, search, screen, design, judgment, analysis, bargaining, and authorization.
March and Simon [44] describe the general characteristics of human problem-solving in organizational decision-making. The first characteristic is that making a complex decision involves making a large number of small decisions. The second characteristic is that problem-solving has a hierarchical structure in which solving any problem goes through phases that, in turn, require solving more detailed subproblems. The general concept of separation is related to these two characteristics. The third characteristic is that problem-solving consists of searching for possible solutions [47] . The fourth characteristic is that problem-solving includes screening processes that evaluate the solutions that are found. The fifth characteristic is that problem-solving has not only random components (such as finding and evaluating solutions) but also a procedural structure that allows it to yield good solutions. The proposed model of a bounded rational designer is motivated by these last three characteristics.
Wang and Chiew [48] describe human problem solving as a higher-layer cognitive process that can be considered as a search process, though it requires other cognitive processes such as abstraction, analysis, synthesis, and decision-making. Their model of a generic problem solving process is a search that iteratively generates and evaluates potential solutions.
Thus, we see that decision-making in the context of product development is equivalent to problem solving by organizations and individual humans and, furthermore, that such problem solving is essentially a search.
An important aspect of bounded rationality is that the resources and time available for problem-solving are limited. Consequently, our model of a bounded rational designer incorporates limits that will constrain the amount of time available for the search and the accuracy of the evaluation of a solution.
Therefore, we will use a class of search algorithms that identify and evaluate solutions to model the choices of a bounded rational designer.
Each search has random components (either randomly selecting a solution or randomly moving to a point near the existing solution), and the evaluation of a solution has a random error that represents inaccuracies due to limited time and knowledge. The procedural structure of the model attempts to compensate for this randomness by keeping track of the "best" solution found so far. (The "best" requires quotes because the evaluation of the solution may be inaccurate.) Finally, the search is limited to a fixed number of solutions.
This study considers two types of searches: random sampling and local search. Within each type, the search is characterized by two parameters: N, the search effort, and E, the maximum relative error. Let X be the vector of design variables with lower and upper bounds L and U. In addition, the search may need to satisfy one or more constraints C in addition to the lower and upper bounds. Let f(X) be the objective function.
The random sampling search works as follows: Do the following step N times: Randomly select X between L and U. If X is not feasible with respect to C, then "repair" X by projecting it into the feasible space and replacing X with the repaired solution. Select the relative error ε from a uniformly distributed random variable with the range
is the best function evaluation found so far, keep X as the best solution found so far.
The local search works as follows: Randomly select X between L and U. If X is not feasible with respect to C, then "repair" X by projecting it into the feasible space and replacing X with the repaired solution. 
Both searches return X, the "best" solution found so far. After the search ends, we will, for evaluation purposes, calculate f(X), the true value of the objective function at this point.
It is important to note that these searches are meant to represent a bounded rational designer. These algorithms should not be compared to state-of-the-art techniques for solving design optimization problems. Like [40] , we are modeling the designer's bounded rational design choices as a random process. In [40] , the values chosen by the designer were determined by a random error term. In our approach, on the other hand, the values are chosen by a random search process. To model a bounded rational designer who is using a type of fast and frugal heuristic, these searches have simple rules to stop the search (when the number of solutions evaluated equals N) and to choose a solution (whether it is better than the best found so far).
For instance, consider a simple two-variable problem. There are two design variables, 1 x and 2 x , with the bounds Figure  1 .
First, we consider a search for points ( 1 x , 2 x ). For the purposes of this example, we generated 20 points by sampling from uniform distributions for both 1 x and 2 x (both on the interval [1, 10] ). This yielded the points in Table 1 , and they are also marked by diamonds in Figure 1 . The values of ( )
, f x x are given as well, and the best point is (8.8046, 5.2671), with f(8.8046, 5.2671) = 0.6018. This point is marked with a square in Figure 1 .
Next we consider a process that employs two concurrent searches: one for 1 x and one for 2 x . The search for 1 x seeks to minimize 1/ 1
x , and the search for 2 x seeks to minimize ( )
. For each variable, we used the same 20 samples that were generated before. The best 1 x = 9.3261, and the best 2 x = 5.2671. This point is marked with a grey triangle in Figure 1 , and f(9.3261, 5.2671) = 0.5192. 
FIGURE 1. SAMPLE POINTS AND SOLUTIONS FOR TWO-VARIABLE EXAMPLE.
Finally, we consider a process that is a sequence of two searches: the first for 1 x and the second for 2 x . The search for 1 x seeks to minimize 1/ 1 x , and the search for 2 x seeks to minimize ( )
, f x x . For each variable, we used the same 20 samples that were generated before. The best 1 x = 9.3261. Given this value for 1 x , the best 2 x = 4.2774. This point is marked with a black triangle in Figure 1 , and f(9.3261, 4.2774) = 0.4848.
Note that, for a bounded rational decision-maker, the decision-making processes (separations) that divided the original optimization problem into two subproblems found better solutions than the process that considered both variables at the same time. The solution of the concurrent decisionmaking process was not as good because the search for 2 x considered only half of the objective function (because there was no value of 1 x present). The solution of the sequential decision-making process was closer to the optimal solution.
EXAMPLE: MOTOR DESIGN OPTIMIZATION
A universal electric motor example originally developed by Simpson [49] will be used to demonstrate the separations and our model of a bounded rational designer. Simpson used this example to demonstrate new techniques in product family design. The following example (which is the same as the one in [39] ) ignores the product family aspect and deals with only a single motor design that should meet given power and torque requirements.
The optimization model for the universal electric motor problem includes nine design variables, four customer attributes, twenty-three intermediate engineering attribute calculations, six constraints, and seven fixed engineering parameters. The derivations of the equations and other background information on universal electric motors can be found in [49] . The nomenclature and equations for the design variables, fixed model parameters, customer attributes, and constraints are listed below. Annex A lists the intermediate engineering attributes. Table 2 lists the product design variables and their bounds. The price p also must be determined.
The four customer attributes are the torque T (in Nm), the power P (in watts), the efficiency η, and the mass M (in kg). They are calculated from the design variables and the engineering attributes as follows: 
The product's power should equal 300 watts, and its torque should equal 0.05 Nm.
To predict demand, we used a logit model with independent and identically distributed error terms. (For more about this type of model in particular and discrete choice analysis in general, see [50] .) In this aggregate model, demand depends upon the additive utility function ν, which is calculated from the utility functions for the mass, efficiency, and price attributes [51] . The total demand (d) is the population size (s) multiplied by the probability that a consumer will select this design. We set s = 1,000,000.
( ) To model the product cost, we modified the cost equations that were originally derived in Wassenaar and Chen [52] . The design cost C D is assumed to be fixed at $500,000 while the total material cost C M , labor cost C L , and capacity cost C K vary with demand and engineering attributes.
( )
50 500, 000 /1000
The profit Π of a motor design is a function of the demand (d), price (p), and the costs discussed above.
The motor design problem has eight design variables, but we wish to find motor designs that satisfy given constraints on the power and torque. Given values for the first six design variables, it is possible to find values for I and L so that product satisfies the power and torque requirements. (Annex B derives the required equations.) Thus, we need to find values for only six of the eight design variables (and the price). These we call the independent design variables.
We will consider five different separations (formulations) of the motor design optimization problem as models for three different progressive design processes (see also Table 3 ). The first progressive design process has only one phase that determines the design and the price simultaneously in order to maximize profitability (this corresponds to the enterprise models and design for market systems approaches inspired by the DBD framework). The second is a simplified version of a traditional design process with two phases: the first phase determines targets for the key product attributes, and the second phase attempts to design a product to meet those attributes. The price is set to maximize the profitability assuming that the attributes will be met. The third is a performance-centered process that has two phases: the first phase designs the product in order to optimize its performance (or cost), and the second phase sets an appropriate price. The first separation (A) is an all-at-once formulation in which the designer must determine values for the six independent design variables and the price simultaneously in order to maximize profitability.
In the second separation (B), the designer solves three subproblems. First, the designer determines target values for mass and efficiency in order to maximize the utility In the second subproblem in separation B, given the target values for mass and efficiency, the designer sets the price in order to maximize (estimated) profitability. Estimating the profitability requires estimating the total material cost as dMC*, where C* = $2 per kg is an average material cost.
In the third subproblem in separation B, the designer determine values for the six independent design variables in order to minimize the deviation from the mass and efficiency targets 
The third, fourth, and fifth separations each have two subproblems. In separation C, the designer first determines values for the six independent design variables in order to minimize the mass of the motor. Then, the designer sets the price in order to maximize profitability.
In separation D, the designer first determines values for the six independent design variables in order to maximize the efficiency of the motor. Then, the designer sets the price in order to maximize profitability.
In separation E, the designer first determines values for the six independent design variables in order to minimize the material cost per motor, determined as
Then, the designer sets the price in order to maximize profitability.
To evaluate these separations, we model the designer using both types of search (sampling and local search), two levels of search effort (500 and 1000 solutions per search), and three values for maximum error (0, 1%, and 10%). We assume that the maximum error and search effort are the same across all of the subproblems in a given separation. The levels of search effort were chosen after preliminary results showed that the profitability of the solutions continued to increase significantly until about 500 samples; after that the profitability increased more slowly. We will consider other stopping rules in future work.
For each combination of separation, search type, search effort, and maximum error, we ran 25 replications. The results are described in Section 5. We also used optimization to search for the most profitable solution, which will provide a benchmark for the results. The best solution found had a profit of $3,998,500.
RESULTS
The results show that some progressive design processes yield much better solutions than others, as shown in Tables 4  to 9 . The quality of the solutions found depends upon the type search and the inaccuracy. Inaccurate evaluations in a local search may lead it in the wrong direction or prevent it from leaving poor solutions. The very large confidence intervals reflect the fact that roughly half of the replications yielded extremely unprofitable solutions.
The other replications yielded high-quality solutions. When the evaluations are perfectly accurate, the search effort during each local search made a significant difference only in separations A, C, and E. The worst results were found using separation D, which maximizes efficiency. The results with local search in separation B are significantly better than those with local search in any other separation. When the search effort equals 1000 and the maximum error is 0, the 95% confidence interval on the difference between separations B and A is [19, 019, 186, 155] .
The results from separations with random sampling show a different pattern with regard to accuracy level (see Tables 7  to 9 ). In most cases, increasing inaccuracy (changing the maximum error from 0 to 1% to 10%) made only small changes to the quality of the solution generated. The largest changes occurred when using separation D, but this separation generally gave poor solutions in all cases. The changes, though small, were sometimes statistically significant. For instance, for separation B, the changes from 0 to 1% were not statistically significant, but the changes from 1% to 10% were. Overall, the results with random sampling in separation B are significantly better than those with random sampling in any other separation. The results from separations C and E were close to those from separation A, and the results from separation D were much worse. When the search effort equals 1000 and the maximum error is 0, the 95% confidence interval on the difference between separations B and A is [155, 878, 344, 256] , and the 95% confidence interval on the difference between separations B and D is [726, 639, 1, 026, 610] .
When random sampling is used, the impact of increasing the search effort was largest in separation A. This was the only separation in which the difference was statistically significant as well. In the other separations, increasing the search effort from 500 to 1000 did not make a statistically significant difference in the results of the random sampling. This may be because the subproblems in the other separations have fewer variables and a smaller search space than the one in separation A (which has six independent design variables and the price).
If there are inaccuracies in evaluating the function, then random sampling finds better solutions than local search. If there are no inaccuracies, then, in separation B, which is the best separation under both types of search, local search finds more profitable solutions that are near optimal. When the search effort equals 1000 and the maximum error is 0, the 95% confidence interval on the difference between local search and sampling for separation B is [56, 620, 120, 866] .
Two other general observations: the results of separation E were quite similar to those of separation C, because the mass and the material cost per motor are highly correlated. Finally, separation D, as noted before, yielded quite poor results. Maximizing efficiency is not a good objective.
SUMMARY AND CONCLUSIONS
This paper presented a method for assessing the quality of progressive design processes. The proposed approach uses separations, a type of problem decomposition, to model progressive design processes.
The subproblems in the separations correspond roughly to phases in the progressive design processes. We modeled the choices of a bounded rational designer for each subproblem using different search algorithms.
We considered two types of searches: a sampling search that randomly selects feasible solutions and keeps the best found so far and a local search that randomly selects a solution near the current solution and moves to the new solution if it is better than the current solution.
The results show that, for our motor design example, a design process that sets the attribute values first and then searches for a design that meets those targets is a superior approach and generates better solutions than a process that attempts to solve the profit maximization problem all-at-once. Other design processes perform poorly.
The relative performance is robust and holds across a range of different variations of the model of the bounded rational designer. In addition, the results show that the quality of different types of searches depends upon the presence of error in the evaluation of a solution.
Note that these results are not meant to imply that designers should use any of these algorithms explicitly to solve design optimization problems. They are models of how a bounded rational designer makes choices, and their purpose is to help assess the quality of different design processes.
We began by considering how an organization could assess the quality of engineering design processes and discussed how the emergence of the design for market systems approach suggests that profitability is an appropriate objective function for evaluating design process quality. The approach presented here uses this objective, unlike previous approaches that focused on less-fundamental objectives. Moreover, instead of assuming that designers optimize, we take a more realistic position that designers are bounded rational decision-makers. We use a random process to model their design choices as part of the assessment procedure. The results show that some (but not all) progressive design processes lead to designs that are more profitable than those generated by attempts to maximize profitability by considering all of the design variables simultaneously.
These results therefore provide some insight into the benefits of progressive design processes. Namely, because human decision-makers cannot optimize, well-designed progressive design processes are the best way to generate profitable product designs. Moreover, the objectives and constraints of the decision-making activities in a progressive design process are influential factors. Therefore, modifying these can significantly improve or degrade the quality of a progressive design process.
This research, unlike previous work, is ultimately concerned with the overall engineering design process, not with decision-making within a phase of the process. Although progressive design processes for complex products are extremely complicated, it is hoped that models like the ones presented here could be used to help organizations improve their design processes. Models that include the key decisionmaking activities and most important design variables may provide useful insights.
The separations studied in [39] were used to solve design optimization problems, and optimization was used to solve each subproblem. Separations reduced the computational effort, and some separations generated solutions that were nearly as profitable as those found by solving the all-at-once formulation.
In this paper, separations are used as models of progressive design processes, and random searches (rather than optimization) are used to find solutions to the subproblems. The results in this paper show that a bounded rational designer will generate more profitable designs by using a sequential decision-making process.
This paper builds on two important branches of the study of design decision-making. The first branch has developed the methods for profit maximization in design, and the second branch has studied the process of how decisions are made. The approach presented here is an attempt to connect these two different branches.
This paper contributes to our knowledge about design decision-making by proposing specific random search algorithms as models for the choices of a bounded rational designer (unlike [40] , who used a random error term). This idea agrees with (and comes from) the importance of search in design (cf. [53] ). More work is needed to consider other models based on satisficing or other types of fast and frugal heuristics.
Previous work on assessing the quality of design processes did not have an overarching objective for discussing the quality of different decision-making processes. The emerging area of design for market systems (building on the DBD framework) provides such an objective (profitability) and motivates recovering and reassessing these ideas within this new context.
A second contribution of this paper is to show that, when a bounded rational designer seeks profitable designs, separating the profit maximization problem into a set of subproblems yields a better solution than attempting to solve the profit maximization problem directly. Thus, using an appropriate progressive design process is a reasonable design for market systems strategy.
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ANNEX A ENGINEERING PARAMETERS AND ATTRIBUTES
Engineering Parameters
