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Preface
This study shows the result of a research done within the scope of a so-called ‘industrial PhD
thesis’, which in Germany is a common type of a PhD research directly relating to an industrial
problem. The topic of this thesis was defined together with the University of Siegen and Leiden
University and the companies Mercedes-AMG GmbH and Daimler AG. The research as such and
the required resources, varying from test facilities up to graphical material used in this report,
have been provided by the company, hence the term industrial thesis.
Testing methodologies specialised for engine development gained a lot of attention in the last
decades, since they support more efficient development cycles. The analysis in this research
focuses on describing the boundaries for the input variables, which together give the design
space. This thesis looks at the problem mainly from a mathematical point of view, with the
emphasis on the derivation of the least-squares support vector machines as well as a statistical
derivation of the prediction of the error variance. Although the field of application focuses on
combustion engine calibration, the results presented can be widely applied.
Looking back at the last challenging three-and-a-half years, I realise the variety of the field that
contributes to my personal development. Not only did I gain a thorough understanding in the
field of modelling techniques but also a general scientific understanding and I learned a lot about
myself. Not being part of a team and not being understood by most people around me, was
difficult for me. On the other hand I was very moved by all the patience and help I received.
I heartily thank everybody who supported me getting through this chapter in life. I am looking
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De grenzen die van toepassing zijn op verbrandingsmotoren uit de auto-industrie, zullen een grote
diversiteit aan uitdagingen voor de applicatie ingenieur van de 21e eeuw met zich mee brengen.
Gedreven door de klant en de regelgevingen zullen er voortdurend nieuwe doelstellingen en vereis-
ten zijn waaraan moet worden voldaan. Het gebruik en de ontwikkeling van nieuwe technologieën,
die er voor zorgen dat aan al deze eisen wordt voldaan, hebben ook een aanzienlijke toename
van noodzakelijke applicatie tests tot gevolg. In tegenstelling tot deze toename van het aan-
tal essentiële experimenten, wordt het aantal testobjecten en het ontwikkelingsbudget continu
gereduceerd. Nieuwe methodische benaderingen, bijvoorbeeld het toepassen van experimentele
ontwerpen (ook vaak met het Engelse begrip ‘Design of Experiments (DoE)’ aangeduid), hel-
pen bij het verwerken van het aanhoudend stijgende aantal variabelen die geoptimalisierd moeten
worden.
Ten tijde van het schrijven van dit proefschrift ligt het maximale aantal variabelen die tegelijkertijd
geoptimaliseerd worden tussen vier en zeven. In de meeste van deze gevallen zijn de optimalise-
ringsproblemen ‘lokale optimaliseringen’, waar het motortoerental en het motormoment constant
worden gehouden en alleen de geselecteerde variabelen worden gevarieerd. In de toekomst zal
er steeds meer vraag zijn naar ‘globale test schema’s’, waarbij het motortoerental en het mo-
tormoment beide ook variabelen zijn. Globale tests zullen nodig zijn om motoren dynamisch te
kunnen optimaliseren bijvoorbeeld voor emissiereductie voor cyclus tests (certificatie) of voor het
verbeteren van het rijcomfort tijdens het schakelen.
De afgelopen 20 jaar is veel energie gestoken in het ontwikkelen en verbeteren van modelleer-
methoden, die worden gebruikt door de DoE toepassingen in de motorapplicatie. Verschillende
methoden, variërend van polynoommodellen tot kunstmatige neurale netwerken en Gauss-proces
modellen, zijn door de jaren heen verfijnd en geïmplementeerd in verscheidene DoE software
pakketten, die speciaal zijn toegespitst op gebruik in de auto-industrie. Een vereiste voor het op-
timaal benutten van een experimenteel ontwerp is het hebben van de kennis van de experimentele
grenzen ofwel de experimentele ruimte. Zijn deze grenzen van te voren bekend, dan kunnen deze
in de software voor het experimentele ontwerpen worden geladen. Dit brengt het voordeel met
zich mee, dat de testpunten zo kunnen worden gepland dat deze binnen het operationele gebied
van de motor liggen. Deze procedure verhoogt de veiligheid, bijvoorbeeld bij geautomatiseerde
tests, en resulteert tevens in een tijdsbesparing en leidt daarmee tot een economisch voordeel.
Ondanks deze duidelijke voordelen, die het gebruik van de kennis van de experimentele ruimte
kan bieden, zijn er slechts weinig theoretische en praktische concepten beschikbaar, die de expe-
XI
Samenvatting
rimentele grenzen kunnen beschrijven. In de enkele keer dat er een experimentele ruimte bekend
is, is deze meestal met behulp van een convexe omhulsel methode bepaald. Deze methode heeft
echter zeer beperkte toepassingsmogelijkheden voor niet-convexe vormen. Ook als het op de
berekeningstijd aankomt, is de methode ongeschikt bij de toepassing voor problemen van zeven
dimensies en hoger.
Het doel van dit proefschrift is het vinden van een methode die een willekeurige grensvorm kan bes-
chrijven. Verder moet deze methode bruikbaar zijn voor actuele motorapplicatie tests. Hiervoor
zullen data sets tot en met zeven dimensies worden gebruikt. De vier wiskundige benaderingen
(ook methoden genoemd) die zullen worden geanalyseerd en vergeleken, zijn:
• Convexe omhulsel methode (Convex hull method - CH)
• Variantie van de modelschatting (Prediction error variance - PEV)
• Support vector machine (SVM)
• Support vector machine met een leave-one-out optimisatie (SVM-LOO)
De eerste methode is gebaseerd op het convexe omhulsel en behoort tot het gebied van de com-
putationele geometrie. Deze methodiek wordt het meest gebuikt om een omhulsel, en daarmee
de grens, te vinden en kent ook al eerste toepassingen in de auto-industrie. Deze methode wordt
daarom ook als referentie methode gebruikt, waarmee de andere methoden worden vergeleken.
De beperking van de convexe omhulsel methode, wat de naam al aanduidt, is dat deze alleen
convexe vormen goed kan beschrijven. Bij niet-convexe vormen zijn er twee mogelijk foutieve re-
sultaten. Wordt het omhulsel te klein bepaald, dan zijn alle testpunten binnen de grens weliswaar
correct gekenmerkt, maar gaat een groot deel van de beschikbare informatie verloren. Wordt
het omhulsel daarentegen te groot gekozen, dan kunnen er grotere gebieden ontstaan waar de
testpunten een verkeerd kenmerk krijgen en helemaal niet binnen het operationele gebied van de
motor vallen. Hierbij ontstaat het risico, dat de motor gedwongen wordt, buiten zijn operationele
zone te werken, wat kan leiden tot motorschade.
De tweede methode is gebaseerd op de schatting van de modelvariantie. Deze methode behandelt
het probleem van de grensbepaling vanuit een statistisch oogpunt en bepaalt de variantie van de
modelschatting uitgaand van de verdeling van de trainingspunten. De gebruiker legt van tevoren
de grenzen van het toegestane betrouwbaarheidsinterval van de modelfout vast en kan daarmee
de experimentele ruimte bepalen.
De derde methode maakt gebruik van Support Vector Machines als grensruimte beschrijving.
Deze methode komt uit het onderzoeksveld machinaal leren en classificatie. Voor het zoge-
noemde trainen van een SVM zijn zowel trainingspunten binnen als buiten de grens noodzakelijk.
Het resultaat van de berekening van het beste scheidingshypervlak tussen deze twee klassen van
punten dient ook als de experimentele grens. Voor niet-lineaire SVM probleemstellingen kunnen
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de trainingspunten door middel van de zogenoemde ‘kernel trick’ naar een andere functieruimte
(feature space) worden getransformeerd, waar het probleem kan worden opgelost. Het oplossen
van een SVM probleem is mogelijk door middel van het gebruik van kwadratisch programmeren
of door middel van de kleinste-kwadratenmethode. In dit proefschrift wordt de laatste methode
gebruikt. Deze methode en ook het gebruik van de kernel trick hebben beide een extra parameter
die parallel geoptimaliseerd moet worden om het beste scheidingshypervlak te kunnen vinden.
Deze parameters hebben echter geen fysische betekenis en worden meestal op basis van ervaring
geschat.
De laatste methode die in deze dissertatie wordt geanalyseerd is de SVM methode met een leave-
one-out optimalisatie, waarbij de waardes van de SVM parameters kunnen worden bepaald. De
originele SVM probleemstelling, met randvoorwaarden, kunnen zodanig worden omgeschreven,
dat een directe schatting van de uitkomst kan worden gemaakt. In dat geval kunnen door middel
van een leave-one-out kruisvalidatie de optimale waardes voor de twee extra parameters worden
gevonden.
De hoofdvraag van het onderzoek is welke methode een grensruimte het beste kan beschrijven en
wat de prestaties van die methoden zijn ten opzichte van de convexe omhulsel methode. Deze
vraag is als volgt in de probleemstelling van dit proefschrift geformuleerd:
Probleemstelling:
Welke grensruimte beschrijvingsmethode is het meest geschikt voor toepassingen bij
applicatie tests van verbrandingsmotoren?
Alle methoden zijn getest met hypothetische data en gemeten motordata. De dimensies van
de test data sets variëren van twee tot zeven, vergelijkbaar met de complexiteit van de actuele
applicatie tests. De resultaten worden geanalyseerd en vergeleken op basis van een set van
beoordelingscriteria, welke zijn beschreven in drie onderzoeksvragen (Research Questions of RQs),
die later worden gepresenteerd. De onderzoeksvragen zelf zijn ook onderverdeeld in deelvragen,
gebaseerd op de volgende criteria:
• De invloed van het aantal variabelen (dimensie van het probleem)
• De invloed van het aantal trainingspunten
• De invloed van de te beschrijven vorm van de grens (convex of niet-convex)
De resultaten zijn geanalyseerd naar aanleiding van de onderzoeksvragen en de daarbij behorende
deelvragen. Een samenvatting per onderzoeksvraag is hieronder te vinden. Als laatste wordt de
probleemstelling behandeld.
RQ1 Welke grensruimte beschrijvingsmethode levert de beste grenskwaliteit?
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Samenvatting
De kwaliteit van deze grens, die door middel van een SVM methode wordt beschreven is onafhan-
kelijk van de grensvorm. Ook in hogere dimensies leveren de SVM methoden de beste resultaten.
Vooral omdat de grensvorm in hogere dimensies onbekend is, zijn de SVM-gebaseerde methoden
erg geschikt om de experimentele ruimte te bepalen. Het aantal fout-negatieve beoordelingen
is voor de SVM-gebasserde methoden bij niet-convexe vormen het kleinst en daarmee zijn deze
methoden zeer geschikt voor het gebruik bij motortests. Verder resulteren de SVM-gebaseerde
methoden in een groter gebied binnen de experimentele grenzen, dan de PEV of de CH methode.
De SVM methode met de geoptimaliseerde parameter bepaling geeft nog betere resultaten. Dit
is vooral duidelijk in hogere dimensies, waar het aantal van fout-negatieve beoordelingen kleiner
is door de optimaliseringslus.
RQ2 Welke grensruimte beschrijvingsmethode traint de grens het snelst?
Dezelfde optimaliseringslus, die noodzakelijk is voor de SVM-LOO methode, zorgt voor een
aanzienlijk langere rekentijd voor het trainen van de experimentele ruimte. De PEV methode traint
de grenzen het snelst. In de eerste fasen van de toepassing van de bepaling van de experimentele
ruimte zal het trainen van de grenzen offline zijn. Voor deze toepassing is de langere rekentijd
acceptabel, omdat de berekening bijvoorbeeld ’s nachts uitgevoerd kan worden. Voor de toekomst
is het echter te verwachten dat er meer vraag zal zijn naar het online bepalen van de experimentele
grenzen. Voor deze toepassing is het noodzakelijk dat de SVM-LOO methode met betrekking
tot zijn rekentijd verder wordt ontwikkeld.
RQ3 Welke grensruimte beschrijvingsmethode kenmerkt nieuwe testpunten het snelst?
Tot en met vier dimensies hebben de SVM en de SVM-LOO methoden het langst nodig om
nieuwe testpunten te kenmerken. In zeven dimensies heeft de CH methode het langst nodig, en
naar mate het aantal trainingspunten toeneemt, neemt ook de benodigde tijd om nieuwe test
punten te kenmerken sterk toe. De PEV methode heeft, in vergelijking met de andere methoden,
voor alle dimensies slechts een geringe tijd nodig om nieuwe punten te classificeren.
Probleemstelling:
Welke grensruimte beschrijvingsmethode is het meest geschikt voor toepassingen bij
applicatie tests van verbrandingsmotoren?
Met betrekking tot de probleemstelling laten resultaten zien, dat de twee SVM-gebaseerde me-
thoden het meest geschikt zijn om een grens te beschrijven. De kwaliteit van de beoordelingen
zal het hoofdcriterium voor de selectie van een methode zijn en hier heeft de SVM-LOO methode
het meeste potentieel. Aangezien de eerste toepassingen van de grensruimte beschrijvingsme-
thode offline zullen zijn, zijn een langere trainingstijd en een langere tijd om nieuwe testpunten
te kenmerken, welke kunnen resulteren uit het gebruik van de SVM en de SVM-LOO methoden,
acceptabel bij de huidige applicatie tests. Voor de nabije toekomst ligt het echter in de ver-
wachting dat ook online toepassingen gevraagd zullen worden en een verbetering van de train-
en kenmerktijd zullen hiervoor nooodzakelijk zijn.
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Summary
Boundaries that apply to automotive combustion engines will cause the 21st century calibra-
tion engineer to cope with very diverse challenges. There are many objectives and requirements
to comply with, driven by customer expectations and emission regulations. Implementing new
technologies that can achieve these expectations and regulations will also result in additional
calibration testing. In contrast to the increase of the required testing, the time available for the
development processes and the number of test objects are decreasing continually. New metho-
dologies, like design of experiments (DoE), are of great help to smartly deal with the increased
number of variables that need to be optimised.
At the time of writing the number of variables that need to be optimised simultaneously are
usually not more than seven. Furthermore, the most occurring optimisation problems are still
mainly tested in so-called ‘local test plans’, where for one constant engine speed and one constant
load setting the selected variables are tuned. It is expected that in the near future ‘global test
plans’ will be required, where also the engine speed and engine load are considered as variables.
These kinds of test are necessary for the optimisation of dynamic processes, like e.g., emission re-
duction for a certification drive cycle or improving driving comfort during a gear shifting sequence.
Over the last 20 years large efforts have been made in developing and optimising modelling
techniques for DoE usage in engine calibration. Different approaches from polynomial models
to artificial neural networks and Gaussian process models have been refined and implemented in
different DoE software solutions, specialised for the automotive industry. A prerequisite for ap-
plying DoE test designs optimally is the detailed knowledge of the engine’s operating boundaries
enclosing the ‘design space’. If these boundaries are known in advance they can be implemented
in the DoE test plan such that no test points are planned in a region where the engine cannot
or should not be operated. The knowledge yields both an increase of operation safety as well
as a time-saving factor and thus an economic benefit. Despite the advantages of knowledge
about the design space for engine calibration testing, the field reveals large knowledge gaps in
its theoretical understanding as well as its systematic application. The boundary restrictions for
the design space that have been used so far for DoE test planning, stem from convex hull based
methods. The convex hull approach is of limited use for non-convex shapes and for problems of
seven dimensions and higher.
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Summary
The main goal of this thesis is to find the best approach to describe a design space for an
arbitrary boundary shape. Furthermore, the boundary description method should also suit current
and future engine calibration problems, therefore test cases up to seven dimensions have been
used. For this purpose four mathematical approaches (also called ‘methods’ in the remainder of
the text) have been analysed and compared:
• Convex hull method (CH)
• Prediction error variance (PEV)
• Support vector machine (SVM)
• Support vector machine with a leave-one-out optimisation (SVM-LOO)
The first method, the convex hull method, belongs to the field of computational geometry. The
approach is the most common method to find a boundary, and already had first applications in
the automotive industry. Therefore the method is referred to as the state-of-the-art method to
which the other approaches are compared. The downside of the convex hull method, as the name
implies, is that only convex shapes can be properly described with the method. For non-convex
boundary shapes the approach results in either a large loss of information if the convex hull is
too small. For a convex hull that is too large, the result describes a rather large area with wrong
information that for calibration testing can result in engine damage.
The second approach is based on the prediction of the error variance. The method looks at
the problem from a statistical point of view and determines the variance of the model prediction
based on the distribution of the measurement points. A confidence interval for a user-defined
confidence level limits the variance and thereby defines the boundary around the points.
The third method uses support vector machines to describe a boundary. The SVM belongs to the
field of machine learning and classification. The SVM is trained by means of the points inside and
outside the design space. The best separating hyperplane between these points can be calculated,
which serves as the boundary. For non-linear cases the problem can be mapped to a different
feature space and finding a solution is simplified by means of the so-called ‘kernel trick’. The
SVM problem can be solved by quadratic programming but more common, and used in this thesis,
is the least-squares approach. Both the least-squares and the kernel trick adaptations introduce
an additional parameter for which optimal values need to be found. These two parameters do
not have any physical meaning and have to be provided by the user, usually based on experience.
The last method for the research includes an optimisation technique for the SVM tuning parame-
ters. Rewriting the original SVM problem and constraints results in an equation from which the
predicted outcome can directly be derived. By means of a leave-one-out (LOO) cross-validation
the tuning parameters for the SVM problem can be optimised.
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The main question of the thesis is to analyse which approach can describe a design space and
its boundaries best and how the methods perform compared to the convex hull-based method. It
has been reformulated in the thesis problem statement:
Problem statement:
Which design space description method is most suitable for combustion engine cali-
bration test applications?
All methods are tested on specifically generated hypothetical data sets as well as on engine data
obtained from engine calibration tests. The dimensions of test cases for the analysis vary from
two to seven, complying with the current engine calibration test complexity. The results are
analysed and compared to a set of evaluation criteria, which have been formulated into three
main research questions (RQs), presented below. The research questions themselves have been
divided into subquestions including the following criteria:
• Effect of the number of variables (problem dimension)
• Effect of the number of measured/training points required
• Effect of the shape (convex or non-convex) to be described
The results have been evaluated using the research questions and the subquestions. A summary
per research question is given below. In the last section the discussion on the problem statement
can be found.
RQ1 Which design space description method provides the best boundary quality?
The quality of the boundary found by the SVM is independent of the boundary shape. Also for
the higher dimensions the SVM method gives the best results. Since the shape of the boundary
is not known in higher dimensions, the use of an SVM-based method will give a more detailed
design space and the result is safer to use for engine testing shown by the lower number of false
negative assessments. Furthermore a larger available area ‘inside the boundary’ is given by the
SVM than by the PEV or CH method. The SVM-LOO produces even better results in the higher
dimensional cases. The number of the critical false negative assessments is even further reduced
due to the optimisation loops.
RQ2 Which design space description method is fastest to train the boundary?
The optimisation loops, required for the SVM-LOO method, also cause the training of the design
space to be very time consuming. The PEV approach is the fastest method to train the design
space. In the first stages of the design space application, the determination of the boundary will
be offline. In an offline case a longer training time can be acceptable, since the calculation can,
e.g., be run overnight. In the future it is expected that the determination will be online, in which
case the optimisation method for the SVM-LOO needs to be improved in terms of speed.
XVII
Summary
RQ3 Which design space description method is fastest to assess new test points?
Up to four dimensions the SVM and the SVM-LOO need most time to assess new points. In
seven dimensions the CH method takes longer, and even more time is needed with an increase
of the number of training points. In both high and low dimensions the PEV method needs very
little time to assess new points, compared to the other methods.
Problem statement:
Which design space description method is most suitable for combustion engine cali-
bration test applications?
Considering the problem statement it can be concluded that the two SVM-based methods are
the most suitable methods to describe a boundary. The quality of the assessment will be the
primary selection criterion and therefore the SVM-LOO shows the most potential. Since the
initial application of a design space description method will be offline, a longer boundary training
time and new test point allocation time, e.g., required for the SVM and SVM-LOO methods,
are acceptable for the current calibration problems. It should be noted though that an online
application will be expected in the near future and an improvement of the training and assessment
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1. Introduction
There is much pressure on the automotive industry to contribute to the environmental protection
by means of low fuel consumption and low emissions. For the traditional passenger cars with
an internal combustion engine its fuel and emissions can be reduced by means of, e.g., the
use of lightweight materials, improved aerodynamics, or optimised engine operation. Although
alternative fuels and propulsion systems experience an increased implementation, still the internal
combustion engine sees a continues development to further improve its efficiency.
Many new engine technologies, e.g., cylinder cut-off in low-power demanding situations, adjus-
table valve timing or multiple injection, have been implemented. The calibration engineer performs
many test series to achieve a combination of better performance and compliance with the strict
emission regulations. The number of tests required for the engineers to optimise the engine
performance increase with an increasing number of implemented technologies. Optimisation and
modelling methods are new techniques finding its way into the engine development cycle to cope
with the additional amount of work. Defining a design space for different engine operation modes
will support to define tests only within the limits of the engine and can thereby further reduce
the required resources.
First Section 1.1 explains the current engine calibration challenges in more detail and gives the
motivation for need of the design space knowledge. The explicit problem statement of the study,
to look for a way to describe the design space, and the related research questions are presented
in Section 1.2. Section 1.3 gives an overview of the design space description methods considered
in the study. Finally Section 1.4 presents the structure of the complete thesis.
1.1. Engine calibration for passenger cars
There are many new technical possibilities to reduce fuel consumption and emissions for passenger
cars. The main task of the engine calibration engineer is to find the best setting of all input
variables of the engine to achieve the desired engine output. The input variables of a modern
gasoline engine are increasing with the introduction of new technologies, of which examples are
given in the introduction of the chapter. Varying the inputs can result, e.g., in a different fuel
consumption, other emissions levels or a change in engine imbalance. The relation between the
inputs and outputs is traditionally found by means of measurements. Nowadays models are more
often used to describe the desired relations for calibration problems. The relations, together with
some examples of engine in- and outputs, is graphically shown in Figure 1.1.
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Figure 1.1.: Possible ways to establish the relation between input and output variables
1.1.1. Modelling in the field of engine calibration
Models in engine calibration that slowly gain more acceptance, stem from the so-called design of
experiments (DoE) approach. The term as such is not correctly used, since it actually only refers
to a design for a test plan. But since the results of the pre-designed test are modelled afterwards,
usually with the same software, in engine calibration the term DoE generally applies to both. Still
DoE is not popular but is slowly finding its justification since the calibration problems become
more complex with the increase of the number of variables. The expectation of the customer
and the legislation become demanding where fuel consumption and emissions are concerned and
are stimulating more advanced combustion techniques.
1.1.2. Definition of the design space
The design space as used in the presented thesis is defined as the feasible settings of the input
variables that are restricted by the selected outputs. To make the definition clearer, some mea-
surement results are shown in Figure 1.2a. In the example two input variables have been varied;
the camshaft position for the air inlet valve timing and the camshaft position controlling the
exhaust valve timing. The chosen output for the test is the engine imbalance or the Standard
deviation (σ) of the Mean Indicated (cylinder-) Pressure (SPMI). If there is too little fresh air
in the cylinder the combustion is rather poor. The driver of the car actually feel the engine
‘jump around’, which is obviously not suitable for commercial use. Furthermore the combustion
process is not efficient either. Still, also the less comfortable settings of the camshafts can be
measured, since no immediate harm is done to the engine in this operation mode. There is
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always a certain engine imbalance for a combustion engine, which varies by the design of the
engine. A four-cylinder engine has a different imbalance compared to a twelve-cylinder engine.
The allowed engine imbalance is defined by the engineer and the project design targets. In the
example shown in Figure 1.2b the SPMI is not allowed to exceed 0.8 units, to be able to show
the effect on the design space boundary. The limiting value of SPMI defines the design space of
the two-dimensional valve timing problem. It can be seen that both camshafts can be rotated





























(a) Measurement results of the engine imbalance
(SPMI) while varying the camshaft position
(b) Design space for the camshaft positions
Figure 1.2.: Measurement output versus design space
1.1.3. Development of modelling techniques for engine calibration
As previously explained, modelling in engine calibration is now more common in development
processes. Besides the increasing need for models the level of model quality as well as the
possibility of implementing restrictions have improved also in the last years. Different types of
modelling techniques are implemented in all off-the-shelf DoE software solutions. Polynomial
models are included in almost all software packages as a basic reference, though ‘(artificial)
neural networks’ and ‘Gaussian process models’ produce better results [15]. A historical overview
of the development for the different modelling techniques specifically for engine applications is
shown in the upper part of Figure 1.3 [3, 12, 14, 15, 33, 36, 43].
In the lower part of the same figure the development progress for design space techniques can
be found. It can be seen that the development started much later and that so far the available
techniques are restricted to convex shapes.
The easiest way to explain the difference between a convex shape and non-convex shape is
probably by means of graphical examples. The rather simple round or square shapes in Figure
1.4 might have some cut-off corners, but are all convex shapes. The more complex shapes as
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Figure 1.3.: Development of modelling and design space techniques
Figure 1.4.: Examples of convex shapes
presented in Figure 1.5, that might even have ‘dents’, are non-convex shapes.
It will be shown in the thesis that the method to find a boundary based on the convex hull-based
method is not suited for non-convex shapes.
Figure 1.5.: Examples of non-convex shapes
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1.1.4. Global test problems
The example in Figure 1.2b explains why it is useful to know the design space for the input
variables. It will be useless to try to reach points outside the design space and any attempts
might even damage the engine. It would be more efficient to plan all test points within the
required design space, or even to reduce the number of test points.
So far most DoE test plans have been used for local tests. The term ‘local’ refers to a fixed
setting of both the engine speed and the engine load. For a specific speed and load several other
variables, such as the valve or injection timing, have been varied and afterwards optimised. It
turns out that most of the design spaces for the local problems are either not restrictive or happen
to have convex shapes. Therefore online convex boundary shape determination algorithms (see
also Section 2.2) still produced useful results for the local test cases.
In the near future the need for implementing ‘global’ test plans will increase. The calibration
engineer does not only need to optimise the engine emissions for a single engine speed and load
setting, but over the complete engine speed and load range. One example can be to reduce the
soot over the complete drive cycle that is driven for emission certification. It means that now the
engine speed and engine load also become a variable. One example of such a global problem is
shown in Figure 1.6. The optimisation problem is required for a Diesel engine. A portion of the
exhaust gas is recirculated back to the inlet air circuit (called exhaust gas recirculation or EGR),
where it is mixed with fresh air. The process reduces the amount of oxygen and the combustion
temperatures, which results in lower NOx emissions. Figure 1.6 shows different EGR ratios for
different engine speeds and loads. The graph shows two planes, the upper one representing the
maximum possible engine map and the lower one the minimum engine map for the EGR rate. It
can clearly be seen that it is a non-convex example shape of a global engine calibration problem.
Figure 1.6.: A min and max engine map example for a global design problem
From Figure 1.6 it can also be derived that the available design space for the three input variables
is rather small, e.g, compared to the two-dimensional valve timing example. It is easy to imagine
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that if one would add one or more other variables to the three-dimensional problem the boundaries
become complex. And even worse, it becomes impossible to know whether or not the design space
shape is convex. In the thesis it is also shown that for a seven-dimensional test case the convex
hull-based method can no longer be efficiently run. It is generally known that the convex hull-
based method is limited by its calculation efforts in higher dimensions. It is another reason why
the method will not be suitable for global engine test cases.
1.2. Problem statement and research questions
From Section 1.1 it will be clear that the knowledge of the design space will support the calibration
engineer to plan their tests more efficiently. This will result in shorter test times and thus
cost reduction in the development process. Most algorithms available for defining a design
space make use of a convex hull-based method. The main question of the thesis is if other
mathematical approaches can describe a design space and its boundaries and how the methods
perform compared to the convex hull-based method. The problem statement of the thesis will
be defined as:
Problem statement:
Which design space description method is most suitable for combustion engine cali-
bration test applications?
The four methods analysed are shortly described in Section 1.3. Three of the methods are known
mathematical approaches that are used in other different fields. The last method is an extension
of one of the methods as proposed by [9]. Since no application of this extension is currently
known, its abilities and limitations are shown in the thesis.
To be able to define an answer that can be used for future applications the problem state-
ment will be split in three main research questions (RQs). The research questions encompass
different evaluation criteria that are of importance when considering the application chances.
Many engine tests are restricted by recourses that mostly concern time and money. A faster
design space description method has better chances to be implemented. But the quality of the
calculated design space will be the most important factor for implementing such a method in the
first place.
The first and most fundamental research question (RQ1) is defined as follows.
RQ1 Which design space description method provides the best boundary quality?
The boundary quality will be evaluated by means of the percentage correctly and incorrectly la-
belled test points. The test point labelling is done according to the confusion matrix, explained
in more detail in Section 2.3.2.
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The second research question (RQ2) concerns the time needed to describe or train the boundary.
The term ‘train the boundary’ is used since the boundary as such is unknown and will be only
estimated based on known training points. Every time a training point is added to the set of
training points the definition of the boundary will be more accurate, hence the term training.
RQ2 Which design space description method is fastest to train the boundary?
The third and last research question (RQ3) considers further use of the knowledge of the design
space. Once the design space boundary is known, it will be implemented on new test point sets.
Usually the new test points will come from a DoE test plan. It needs to be determined if a new
planned test point is within the design space boundary or not. If it is not, it will be of no use to
try to reach the point and it can be deleted from the test plan. The term used for the procedure
is ‘assessing the new test points’. Assuming the quality of the boundary is sufficient, an other
interesting criterion is how long it takes to assess new test points.
RQ3 Which design space description method is fastest to assess new test points?
The question indirectly implies that is it necessary for the design space description method to
store the results of the found boundary as well as to be able to recall the boundary information
and compare it with unknown test points.
1.3. Overview of the four methods used for design space
description
The examples in Section 1.1 indicate that it is useful to know the boundaries of the design space,
especially where calibration problems become global and thus more complex. If the boundaries of
a calibration assignment are known in advance they can be implemented in the design of experi-
ments software in such a way that no test points are planned in an area where an engine cannot
be operated. It adds to safer engine testing operations as well as to cost reduction, since getting
into a limiting zone and getting out of it again also costs time.
Since the convex hull-based method will not produce sufficient results for non-convex design
spaces or in high dimensions, also other approaches are considered. In the thesis four mathema-
tical approaches that can describe a design space will be analysed and compared.
• Convex hull-based method (CH)
• Prediction error variance (PEV)
• Support vector machines (SVM)
• Support vector machines with a leave-one-out estimator
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It will be shown in Section 2.2 that the convex hull-based method is currently the most common
method used to find a design space and thereby its boundaries. Therefore the method serves
as the reference method. The convex hull-based method belongs to the field of computational
geometry. The second approach is based on the prediction error variance. The method looks at
the problem from a statistical point of view and, based on the distribution of the measurement
points, a confidence interval with a user-defined confidence level can determine the boundary
around the points. The support vector machines have been developed in the field of machine
learning and classification (e.g., [10] and [38]). By means of a training process the support
vector machine can find the best separating hyperplane between the ‘inside’ and ‘outside’ points,
which serves as a boundary. For the research an optimisation technique for the SVM tuning
parameters (the SVM-LOO method) originally proposed by [9] has been included. Applications
of this proposition are unknown and therefore proposed in this thesis.
1.4. Thesis outline
The structure of the thesis is as follows. In Chapter 1 the background and motivation related
to the topic of boundary description in engine calibration is described. The chapter also presents
the problem statement and the three research questions (RQs) derived from the motivation.
Details on engine calibration testing and the state of the art approaches for design space des-
cription and determination can be found in Chapter 2. Furthermore an explanation of the used
assessment criteria and the used data sets for the analysis are explained in the chapter.
Each approach to describe a boundary is considered as a possible ‘design space description me-
thod’ or in short ‘method’. The four selected design space description methods are explained in
detail in Chapter 3.
The results in Chapter 4 are related to RQ1 and show the performance of the four methods in
assessing new test points according to the confusion matrix. The results in Chapter 5 are related
to RQ2 and show the time it takes each of the four methods to train the boundary with a known
data set. The results in Chapter 6 are related to RQ3 and time the four methods need to assess
new test points.
The results of the research questions are summarised for each method in Chapter 7. Furthermore
the chapter treats the problem statement as well as an outlook for further research.
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The study on design space description methods has been executed with the focus on applicability
for automotive combustion engine calibration tasks. Even though design of experiments (DoE)
software is widely applicable for engine calibration purposes, the concept of modelling boundaries
is still in its infancy in the area. ‘Boundaries’ in this work refer to the boundaries of the available
design space or in other words restrictions on the input variables. The restrictions themselves
come from limited output parameters. The definition of the terms ‘input variable’ and ‘output
parameter’ with respect to engine calibration applications are given in the following sections
together with a general description of engine calibration tasks.
The benefits of having well known boundaries on the input variables mainly come with automated
execution of test plans on engine test benches. If a certain combination of input variables results
in non-operational conditions or might even damage the engine, it would be preferred that these
test points do not show up in the test plan at all. The engine test bench is normally equipped
with monitoring systems to prevent damaging conditions. Nevertheless it is always better to filter
the information in advance. Aside from the safety perspective also the testing time is a factor to
be taken into account. Imagine a test point that cannot be reached or driven by the engine. The
system does not have the knowledge in advance and tries to approach the test point regardlessly.
Only after several attempts the monitoring system interferes and the test point is aborted and
skipped.
The basics of engine calibration testing, which is the application field of the study, are explained
in Section 2.1. An overview of the known boundary description and determination approaches
in the automotive industry can be found in Section 2.2. Before the methods themselves are
described in detail in the next chapter, the process of how the methods are tested and evaluated
is given in Section 2.3. For the evaluation process known data sets are used. For reference
purposes hypothetical data sets have been generated. Engine DoE test results have been used
to represent real test cases. The different data sets used for the hypothetical cases as well as for
the engine cases are described in Section 2.4. A chapter summary can be found in Section 2.5.
2.1. Combustion engine calibration
The main focus of the thesis is to find the most suitable design space description method that
can be applied for engine calibration testing. The section presents a short explanation of how
the calibration tasks are executed. The development processes described here are derived from
9
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(a) AMG M152 engine project (b) Programmable ECU with Ethernet
connection cable
(c) Programmable ECU concept [32]
Figure 2.1.: Engine calibration necessities
the experience made both at Mercedes-AMG GmbH and Daimler AG (hereafter called AMG and
Daimler, respectively). The different process steps of other companies might deviate but the
overall process will be similar. The general idea of design space description can be extended to
other applications. The inputs and outputs can be defined arbitrarily. It should be noted that the
vocabulary and definitions for the thesis will mostly apply in the field of engine development.
2.1.1. Engine calibrations tasks
Engine calibration can be described as the task of adjusting the available input variables such
that the engine performs best under the given targets. The targets are project goals defined by
the company for power output, torque availability, fuel consumption and emissions. Prerequisites
for calibration optimisation are a running engine and a programmable engine control unit (ECU),
as depicted in Figure 2.1a. Every engine needs an ECU in order to control the engine in all
operating conditions. A production engine ECU normally has a fixed-encoded ROM unit, which
is not accessible from the outside. The main goal during the calibration process is to optimise the
complete set of different engine maps for the future production engine and therefore the ECU
for test engines need to be programmable. During the complete development process the engine
performance and all the internal ECU functions are monitored and adjusted where necessary.
The concept of a programmable ECU is shown in Figure 2.1b and 2.1c. Compared to a standard
production ECU, a programmable ECU contains an additional printed circuit board (PCB) that
copies and simulates the standard ROM unit. The RAM memory unit is accessible through an
ETK interface (‘EmulatorTastKopf’) and can be programmed by means of an Ethernet connec-
tion to a computer with calibration software [32].
Calibration of the engine functions is for a large part performed on engine test benches. In
the beginning of a new engine project the ECU needs to be programmed in such a way that
the engine can run steadily before any optimisation can be started. During the subsequent
development stages all engine functions on the ECU are analysed and modified. As an example
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(a) Map for inlet valve timing (b) Map for exhaust valve timing
Figure 2.2.: Inlet and exhaust valve timing - engine characteristic maps [Screenshot from INCA]
of an engine function one might think of the engine start, air-fuel mass control, ignition timing
or exhaust gas temperature management. At the time of writing the ECU consists of about 80
main functions, 900 sub-functions, 35,000 readable labels and 45,000 variable labels [37].
In a function the variable labels are the input variables. The values of the input variables can be
changed and their adjustments affect the engine output. As noted before output parameters are,
e.g., the engine power delivery, torque output, and emissions, but also fuel consumption, engine
imbalance, component pressures, and temperatures can be seen as output parameters. The
output parameters can be measured but not adjusted. However, by means of the input variables
the output can be controlled. Plots that are used regularly for calibration tasks are characteristic
curves (2D) or characteristic maps (3D) (Figures 2.2a and 2.2b). A set of values of the variable
that can be adjusted is given for the complete operating range. The most common operating
range is given in terms of engine speed and engine load (or equivalently for the engine load the
mean effective pressure or relative air mass is often used). The characteristic maps differ from
the design space since they represent a value distribution over the operating range (compare
Figures 2.2a and 2.2b with 2.3). The design space only consists of input variables, and may be
bounded by one or more output variables. In Figure 2.3 the boundaries of the design space for
the inlet and exhaust valve settings are based on measurements with the output variable engine
imbalance. In the cut-off corner the engine imbalance reaches limiting values in which the engine
according to the allowed targets is not allowed to run.
2.1.2. Engine test bench
A large part of the engine calibration work is executed at engine test benches. For calibration
purposes the test engines are equipped with a high number of sensors to be able to monitor the
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Inlet valve camshaft angle [-]
Normed design space inlet and outlet valve
Output variable: engine imbalance
Figure 2.3.: Inlet and exhaust valve timing - engine characteristic maps and design space
(a) AMG engine test bench (b) Test bench schematics [40]
Figure 2.4.: AMG Engine test bench, control and automation system
complete engine. Sensors can be used to measure, e.g., the induction in the cylinders or the
temperature and pressure in different parts of the intake and exhaust systems and turbochargers.
The test bench itself consists of a dynamometer that can load and control the engine in both
coasted and fired mode. Additional equipment for an engine test bench can be an automation,
health monitoring, environmental and engine fluids conditioning systems and a wide range of
measurement systems like torque, engine power, temperature and pressure, emissions, knock,
etc. A picture of an installed engine on a test bench is shown in Figure 2.4a. Next to the picture
test bench schematics are shown, including the engine, dynamometer, conditioning and analysing
systems in Figure 2.4b. The test bench automation system and the calibration interface are
shown in Figure 2.5.
The calibration interface is placed between the engine and the test bench automation system and
communicates with the test bench automation system called (STARS) as well as the calibration
system itself. It is required for accurate engine control as well as health monitoring and automated
test sequences. Through the calibration software the engine characteristic maps, curves and labels
can be changed. Both AMG and Daimler work with INCA, a calibration software provided by
ETAS GmbH.
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Figure 2.5.: Test bench automation schematics [32]
2.1.3. Design of experiments for engine calibration
The internal combustion engine (ICE here refers to the Otto-cycle (spark ignition) or Diesel-cycle
(compression ignition) based engines) is the most commonly used power generator for automotive
applications. To comply with the strict emission regulations and the general trend for lower fuel
economy a continuous development for the ICE is still ongoing and many sophisticated techniques
are implemented. New technologies vary from the three-way catalytic converter to electronic
camshaft control, from twin scroll turbochargers to multiple injection systems, from start-stop
to cylinder cut-off strategies.
The new systems together result in an enormous increase of calibration variables. To cope with
the increase of workload smart testing methodologies need to be implemented to save testing
time. A possible method to plan the required measurement points efficiently is known as ‘design
of experiments’. In the automotive engine calibration field, and in the thesis, DoE is a term
that covers both planning and modelling measured points. The idea behind DoE is that if some
modelling or correlations are known in advance it can be implemented in the test planning.
Furthermore, experiments are created that contain as little measurement points as possible but
at the same time assure enough points to determine possible interdependencies between the
input variables. Three different test plan types for the calibration task of optimising the inlet and
outlet valve timing are presented in Figure 2.6 for the same number of test points. The boundary
found in Figure 2.3 has been implemented in the planning as well. The full factorial test plan
(Figure 2.6a) is the traditional way of testing variables. The space filling test plan (Figure 2.6b)
distributes the test points over the complete space randomly, but tries to maximise the distance
between the points. The last picture, Figure 2.6c, shows the results of an online adaptive test,
where the output model was continuously recalculated and in the areas with the largest gradients
new test points were planned and measured to obtain a better model quality.
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(c) Online adaptive test plan
Figure 2.6.: Different test plans for the valve timing available design space
At the time of writing AMG uses an in-house DoE software as well as the software ASCMO from
ETAS. Most Daimler passenger car engines are calibrated with the CAMEO software developed
by AVL List GmbH.
2.1.4. Boundaries for engine maps
Nowadays modelling of combustion engine dependencies is widely applied and even online mo-
delling and adaption is possible. With its wide range of possibilities DoE is becoming a standard
method in engine calibration. Though it sounds promising the testing and modelling is usually
restricted to ‘local’ optimisation. ‘Local’ in current perspective refers to one operating condition,
that is for a fixed engine speed and load. The next challenge lies in establishing the system’s
complete operation boundaries, including variation of engine speed and load. It is called a ‘global’
optimisation. The knowledge of the boundaries can be used to determine whether a planned test
point is actually within the operating range. Current possibilities to describe a boundary are the
use of convex hull-based methods (see Figure 2.7a) or boundary maps (minimum and maximum
values for each map, see also Figure 2.7b).
(a) Convex rectangle placed inside a 3D local design
space
(b) Global min-max engine map
Figure 2.7.: Ways of defining engine operation limits [29]
The transfer of the found convex shape for a specific operating point to a characteristic boundary
map is presented in Figure 2.8). As can be seen the global engine maps have a tendency to have a
14
2.2. State of the art methods for design space description and determination
non-convex shape and can therefore not accurately be described by a convex hull-based method.
Furthermore one may notice the large loss of information by only making use of the result of
the convex hull-based method. Opportunities, with respect to engine calibration efficiency and
finding the true optimal point, lie in the field of describing high dimensional non-convex shapes.
Figure 2.8.: The found local convex shape converted to the global engine map [29]
2.2. State of the art methods for design space description
and determination
In this section an overview is presented of other implementations and studies of design space
description or (online) determination methods. In Section 2.2.1 the currently known software
tools that are used for engine calibration are described. The section focuses if and how constraints
on the design space are implemented. Section 2.2.2 gives the known publications on the topic
of design space description and determination.
2.2.1. Software applications
The known software applications are explained below. Some applications are in-house developed
tools by car manufacturers themselves. Other tools are developed by research companies that
explicitly focus on the development of software and methods to support engineering tasks. The
tools are listed alphabetically by the name of the application.
ASCMO by ETAS GmbH
ASCMO is a tool developed by the company ETAS GmbH and can model and optimise relations
between in- and output variables of an unknown systems, making use of DoE. It can imple-
ment constraints on the measurement range of one of the input variables, depending on one or
two other input variables. These constraints can be selected ‘visually’ in the graphical user in-
terface or by means of loading known or engine project related characteristic maps or curves. [12]
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CAMEO by AVL List GmbH
CAMEO from the company AVL List GmbH is a tool designed to run ‘intelligent engine calibration
procedures’ (iProcedures) in a testing environment [3]. It has been created in cooperation with
automotive manufacturers for combining DoE methods with automated test sequences. The DoE
package of the tool can implement constraints from engine maps and curves and line constraints
in the design space, though the number of variables is for the design space calculation is limited
by eight. According to [3], the design space is a multi-dimensional convex hull calculated by
means of all measured variation points that did not encounter any limit violations. Furthermore
the online range detection in the package ‘CAMEO ONLINE PACKAGE FOR TESTBED USE’
can also determine the design space online during engine operation. The result of the range
detection can also be implemented in the ‘ONLINE ADAPTIVE DOE’ package [2].
EasyDoE by IAV GmbH
EasyDoE is tool developed by the company IAV GmbH also to implement the DoE methodology
[15]. It builds data-driven simulation models which can be used for the optimisation of engine
maps. The tool allows for the integration of complex constraints, such as multidimensional
convex hulls. The so-called Boundary Finder can determine the engine constraints online and
also makes use of a convex-hull based method. According to the company the BF can cope with
large design spaces and with non-convex design spaces, as proposed in [22].
mbminimize by the University of Tübingen and the BMW Group
The mbminimize algorithm was developed by a cooperation of the University of Tübingen and
the BMW Group for meeting the increasing demands of the calibration of modern combustion
engines. The tool contains an automatic online optimisation algorithm for complex nonlinear sys-
tems with nontrivial search space dimension [24, 34, 49]. The design space is implemented in the
so-called tool ‘limit handling’. The algorithm implemented limit models using regression models,
classification models, and geometric models. A special technique based on confidence terms is
implemented for controlling restrictiveness of the models with arbitrary precision [23, 24, 49].
Model-Based Calibration by The Mathworks
The Model-Based Calibration toolbox by The Mathworks is a design tool developed especially
for calibrating complex powertrain systems also making use of statistical modeling and numerical
optimisation. The tool can also implement constraints on the set of input variables [45, 46]. Ac-
cording to [46] the boundaries implemented can be an ellipsoid, a hyperplane or linear constraint,
a 1D lookup table, or a 2D lookup table. The documentation in [45] explicitly states that the
tool can implement boundaries making use of a convex hull that contains the minimal convex
set of the data points, an ellipsoid describing the minimum volume ellipsoid for all data points,
a star-shaped interpolation of all data points on boundary and a normal data range for each input.
16
2.2. State of the art methods for design space description and determination
Rapid Hull Determination by Daimler AG
the Rapid Hull Determination (in German ‘Grensraumvermessung’) is a Daimler internally deve-
loped algorithm by Peter Renninger [36]. The tool uses a convex hull-based algorithm and is
designed for an online determination of the design space. Starting in a pre-defined safe starting
point, stepwise increments along the variable axes are taken and measured until the boundaries
have been reached. For more details see also Section 3.1.2.
2.2.2. Publications
Below the remaining known publications on the problem of design space description and determi-
nation are listed, that do not belong to any of the tools described in Section 2.2.1. The first three
publications make use of a convex hull-based method and propose an extension to the Rapid Hull
Determination method proposed by Renninger. The last section shows the publications that are
proposing to use support vector machines for describing the design space boundary.
Adjusted Rapid Hull Determination - Transformation to spherical coordinates
A collaborated research project was started at the ‘Research Association for Combustion Engines
e.V.’ (Forschungsvereinigung Verbrennungskraftmaschinen e. V.) in 2010, having both industrial
and academic partners discuss the challenges and possible solutions on the topic optimised fast
online measurements covering static and dynamic engine models [25]. The project report also
proposes an online implementation of the design space, extending the Rapid Hull Determination
of [36]. For non-convex boundaries a polar Delaunay-triangulation with a known inner central
point can be calculated. A transformation of the points from the normal Cartesian coordinates
to spherical coordinates is for the calculation required.
Adjusted convex hull Rapid Hull Determination - Changing the start points
Also the method described by [22] is extends the Rapid Hull Determination of [36]. The first
iteration of the method is the same, but the starting points for the next iterations are the known
safe points and not the centers of gravity of the calculated hyperplanes. A safe starting point
is defined as the nearest point to the intersection between the previous ‘setting vectors’ and the
calculated normal vector that is crossing the center of gravity of the hyperplanes. The last step
allows for non-convex boundaries as well.
Adjusted Rapid Hull Determination - Continuous limit approach
The continuous limit approach, as proposed by [30, 39], determines the design space making use
of a so-called ‘slow dynamic slope method’, where the variables are, instead of discrete steps that
are separately measured, continuously adjusted. The measurements required to find the boundary
do take place under stationary conditions. The results is described by means of a convex hull.
According to the author [39], using a convex hull-based method enables a fast modelling and
analysis of the described hull.
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Support vector machines
Using support vector machines as a design space determination tool has been introduced by [5].
Nevertheless the thesis does not provide a solid solution to the parameter selection. It suggests
to use heuristics related to the field of application. The paper presents an online design space
determination. It uses part of a known data set to train the SVM, adding new points to improve
the result. A different part of the data set is used to validate the results to define a stopping
criteria.
The presented thesis continues on the topic topic of SVMs as proposed by [18, 19]. Intermediate
results on the use of SVMs related to the other proposed methods of convex hull-based and
confidence intervals, as well as a method for determining optimised values for the SVM parameters
have been presented in [20].
2.3. Method evaluation
In order to have an objective comparison and to take into account the applicability of each of
the four design space description methods for engine calibration purposes, the evaluation pro-
cess and criteria are considered below.// The initial evaluation of each tool is performed on a
two-dimensional problem for the purpose of understanding the benefits and pitfalls. After the
methods have been implemented successfully for the two-dimensional test cases the transition is
made to higher-dimensional and real engine data.
2.3.1. Method evaluation process
The different methods are compared with each other based on the same criteria and evaluation
process. The five main steps of the evaluation process are presented below and in Figure 2.9:
1. Select a measurement that contains the required input variables, enough measured points
and one or more output parameters that define a constraint (e.g., fuel consumption or
engine balance). It is called the training data set.
2. Calculate the design space based on the known set of points including its limiting values by
means of one of the methods.
3. Load a new test plan with the same input variables, e.g., a DoE plan. It is the test data
set.
4. Assess which of the test points are in- and outside the design space with the selected
method.
5. Evaluate if the assessment was correct. Here the training data set with known output
parameters also serves as the validation data set.
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(a) Known set of measure-
ments
(b) Calculated hull (c) New measurement points
(d) Assessment (e) Evaluation
Figure 2.9.: Evaluation process
The methods are all evaluated for the same data sets. In Figure 2.9 an exemplary data set is
shown. A set of hypothetical or real engine data with an additional limiting output parameter is
selected. The limiting parameter can for example be a maximum on the measured fuel consump-
tion, soot or engine imbalance. The limiting output parameter might set a bound on the input
variables. If that is not the case the predefined minimum and maximum values of the variable are
the bounds. The space spanned by the complete set of bounded input variables is called ‘design
space’. For the hypothetical data the limiting parameter is some artificial limit of the function
that relates the inputs to the output. More details on the hypothetical data used can be found
in Section 2.4.1.
The measured or hypothetical points inside or outside the design space are labelled accordingly.
For real engine data there are usually no measured points outside the design space. In some
cases they can be altered by lowering the bound on the output parameter e.g., for engine balance
or fuel consumption. If that is not possible for the studied case, e.g., since temperature limits
cannot be changed, the original measurement list can be compared with the measured points and
the planned points that have not been measured, can be labelled as outside.
In step 2 each method calculates a the boundary of the design space based on the measured
and labelled data set. The boundaries can be different for each method, since each approach
is different. The convex hull-based method and the prediction error variance method only need
points inside the hull. The support vector machine-based methods need both inside and outside
labelled points.
Once the calculated hull is known a new measurement data set can be loaded. The data set can
for example be a DoE test plan that does not implement any boundaries, except for the minimum
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and maximum values of the variable. For such plans it is likely that it will contain points that are
not in the engine operational range. Filtering these points by means of the found design space
can save time and resources on the test bench.
Step 4 combines the calculated boundary with the new measurement points and assesses whether
or not a new point is inside the design space boundary. Each point is given a label, shown in
Figure 2.9 as ‘inside’ (normal stars) or ‘outside’ (thick-edged stars).
Since it is not known whether all methods perform satisfactory on the first four steps the most
important step for the thesis is the evaluation of the assessed points. In Figure 2.9 the wrongly
assessed points are the completely black coloured stars. The white coloured stars are assessed
correctly, inside as well as outside the boundary. For this specific step, data sets with known
boundaries are required to compare the assessed to the real label. The last step gives a crucial
evaluation criterion based on which the performance of each method will be established. The
evaluation criteria are explained in the next section.
If for any method the performance is adequate the method and the initial four steps can be
combined to a software routine in order to extend the DoE test chain. The routines used for the
evaluation are described in Appendix A.2.
2.3.2. Evaluation criteria
The four methods are evaluated for their individual performances and drawbacks based on the
evaluation criteria defined as follows.
• Percentage of correctly labelled test points (reliability)
• Calculation time for training the boundary
• Calculation time for assessing a new test point
• Effect of the number of variables (problem dimension, scalability)
• Effect of the number of measured (training) points required (efficiency)
• Effect of the shape (convex or non-convex) to be described
• Effect of the training point distribution
The first three criteria have been the base for the three research questions in the introduction
chapter, Section 1.2. Except for the effect of the training point distribution, the other criteria will
be evaluated for each research question separately. The effect of the training point distribution
for hypothetical data sets is considered in Appendix D.
The calculation times presented in the study serve only as a reference. The true computational
effort depends on the hardware used, on the available calculating capacity and other running
processes. Nevertheless, provided that all nontrivial processes are shut down, the calculations
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are performed on the same computer and can therefore be used for comparison purposes. For a
large number of points as well as for a high dimensional problem calculation times might increase
rapidly and might even become a problematic when running the routines on ordinary computers
as done for the thesis. The computer specifications can be found in Appendix A.1.
The number of training points as well as the shape complexity all influence how well the method
can describe the boundary around them. If only few points are available or the distance between
inside and outside labelled point is rather large, it is more complicated to determine an accurate
boundary. Also for complex shapes, e.g., with sharp corners or non-convex forms, it is more
difficult to find the precise boundary contour.
The correctness of the test point assessment is the most important criterion. For the practical
implications consider the following reasoning of the effect of the wrongly assessed points. For a
test point that is actually known to be inside the boundary but was assessed ‘out’ (false positive
assessment), that means that the point would not be tested and therefore results in missing
information. But for a test point that is actually known to be outside the boundary but was
assessed ‘in’ (false negative assessment), attempts would be made to test the point, which can
result in damaging the engine. The description above is summarised in the confusion matrix in
Table 2.1.
ACTUAL vs ACTUAL value ACTUAL value
Assessed value INSIDE the boundary OUTSIDE the boundary
Assessed value True positive False negative
inside the boundary (correct) (Possible engine damage)
Assessed value False positive True negative
outside the boundary (Information missing) (correct)
Table 2.1.: Confusion matrix for new measurement point evaluation
2.4. Definition of the reference design spaces
Each method is compared based on a reference data set. For the hypothetical cases the data
are generated by means of an algorithm. The method has been chosen since the exact boundary
can be defined by the user and is hence known in advance. The other test cases are performed
with real engine data, in order to assure applicability for future use. For the research the cases
considered are two-, three-, four- and seven-dimensional test cases for both hypothetical and
engine problems.
It has been chosen to start with two dimensions since the results can easily be plotted and inter-
preted. Increasing the complexity one step at the time up to four dimensions should provide an
inside in the changes due to the increase of complexity. The validation for seven dimensions is
mainly to show the applicability and restrictions for the current most complex case used in special
calibration tasks.
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Figure 2.10.: Two-dimensional reference shapes
The reference design spaces are used for training the methods for the initial boundary description
but also the final evaluation of the methods. The points that are generated or taken from a
reference design space are the training data for each method. The new data, coming from a
newly design test plan, is the test data for the method. A separate evaluation data set is not
required, since the output for the training data is known and the training data set can therefore
also be used for evaluation.
2.4.1. Hypothetical data sets
The initial comparison of the applicability of all methods has been performed on two-dimensional
test cases. For the two-dimensional problem an in-house ‘shape and data generator’ algorithm
was used. The tool generates a relation between the number of inputs and an output by means
of a polynomial model. The input variables influencing the model output (e.g., the problem of
the inlet and outlet valve timing) result in the problem dimension (initially two dimensions), the
polynomial order, and the selection of the maximum interaction level for the polynomial (only
the first level of interaction is used) are the tuning parameters of the tool. The number of
required model coefficients of the problem is determined based on the variables described above.
The coefficients themselves are assigned a value at random. Through the randomly generated
coefficients, e.g., the value of each coefficient changes for each new run, the correlation and
therefore shapes can be varied. The limit defined for the model output creates contours and,
projected on the two-dimensional input graphs, the contours have been used as the boundaries
for the design space.
Two hypothetical test reference shapes have been selected to be able to analyse the effects of
different boundary contours. They are shown in Figure 2.10. The polynomial parameters of the
two two-dimensional hypothetical data sets can be found in Section A.3.
To analyse the criteria presented in Section 2.3.2 the number of training points and the training
point distribution have been varied for each boundary shape and each dimensions. It can affect
the quality of the boundary description as well as the calculation time for training the boundary
and testing a new set of points. The shapes themselves will also show effects on the performance
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of the different methods. All tests, for each combination of dimension, boundary shape, training
point distribution and number of training points, have been repeated 25 times and the average
values have been used. This number of repetitions is chosen to have a balance between statistical
reliable results and calculation efforts.
2.4.2. Engine data sets
The used engine data have been selected from two different calibration tasks. One calibration
task was to vary the valve timing for both inlet and outlet valves, by means of a variable camshaft
control, over a range of engine speed and load. The test is therefore a four-dimensional test
and since the engine speed and load are varied it is also called a global test. The test results
have been reduced to a three- and two-dimensional case by using fixed values for one or two
of the variables, respectively. The measured outputs used are the fuel consumption (BEFF)
and the engine imbalance (SPMI). A limiting value for the outputs induces a restriction on the
variation limits of the input variables. By means of a modelling software, ASCMO by ETAS, a
model between the in- and output has been established. The model is based on Gaussian process
models. It could be exported to a Matlab file and thus be used to determine corresponding output
values to randomly generated data sets.
The seven-dimensional case with engine data comes from a calibration task where engine speed,
engine load, exhaust gas recirculation (EGR) rate, 50 percent of mass fraction burned, amount
of fuel for the first injection, amount of fuel for the second injection and the rail pressure have
been varied. For the calibration task detailed measurements have been executed so that an
engine min-max map for the five latter variables, spanned over engine speed and load, could be
established. The engine maps are depicted in Figure 2.11.
The engine maps have been used as the models that define the true boundary. As might be seen
from the min-max engine maps is that the overall design space that is within all engine maps
is rather small. To assure that enough points will be inside for training the boundary in seven
dimensions, the engine speed and load range considered has been reduced to about one third.
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Figure 2.11.: Engine min-max maps
2.5. Chapter summary
In this chapter it has been explained that the optimisation process of the complete set of engine
variables is called engine calibration and for a large part of the development cycle the calibration
tests are performed on engine test benches. Due to the increase of implemented technologies in
an automotive combustion engine many new variables are introduced that can be adjusted and
need to be optimised. Design of experiments (DoE) is a modelling approach that is introduced in
the engine development cycle and can help to establish a better correlation between the variables,
especially where more than three variables are calibrated for a test series. Using the engine speed
and engine load as variables as well result in small and also non-convex design spaces.
The evaluation procedure to evaluate the design space description methods is split into different
steps. Each method will define a boundary of the design space around a known data set with
training points. A different number of training points will be used to establish possible effects.
Than a set of test points is generated and subsequently the method needs to assign the test
points to be ‘inside’ or ‘inside’ the available design space in the assessment process. Since for
the thesis the true boundary for each shape is known an evaluation of the results is performed
according to the confusion matrix.
The data sets used for the analysis in the thesis are generated hypothetical data sets. Up to
four dimensions it is known if the selected boundaries are convex or not. The seven-dimensional
case is comparable to a more complex calibration problem, that currently have little occurrence
but are expected in the future. Next to the hypothetical data sets, data from engine test have
been used. Relations between the measured inputs and outputs could be defined using models,
enabling the use of randomly generated test data for evaluation.
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In the present chapter the four methods that are used to describe the design space and the
corresponding mathematical theory are explained in detail. As mentioned in the introduction
the methods come from three different fields of mathematics. The convex hull-based method
(CH) belongs to the field of computational geometry and is described in Section 3.1. The
prediction error variance-based method (PEV), explained in Section 3.2 looks at the problem
from a statistical point of view. The support vector machines-based method (SVM) comes from
the field of machine learning and classification and is discussed in Section 3.3. The adjusted SVM
with a leave-one-out optimisation (SVM-LOO) includes a previously unused but simple method
for the determination of the tuning parameters and is presented in Section 3.4. In Section 3.5
the chapter summary can be found.
The following notations are used. The normal small letter x represents a scalar, a bold x is a
vector and a bold x i is a component or a data point. A capital bold symbol A represents a matrix.
The same applies for Greek symbols.
3.1. Convex Hull
The convex hull is one of the fundamental structures in computational geometry and thereby was
one of the first study fields in this area [6]. It is a mathematical approach that can be used to
find the ‘outer points’ of a known set and therefore is a commonly used method to lay a boundary
around a known set of points.
3.1.1. Definition convex hull
A definition of the convex hull can be given as the smallest convex set that contains all points of
the given set. This definition holds for any number of dimensions, but it is easier to to provide
an intuition about the concept of a convex hull in two dimensions. An easy way to imagine a
convex hull is a board with a set of hammered nails into it, which represent the set of points.
If a rubber band is spanned around the complete set of nails, the area enclosed by the snapped
band represents the convex hull of the nails. In case of a convex hull also the length of the band,
or more general its perimeter, is the smallest possible around the set. As an example of such a
hypothetical nail board, see Figure 3.1. The nails, that are directly in connection with the elastic
band, are the set of points that describe the convex hull, and they are the points that lie on the
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Figure 3.1.: The convex hull around a set of points
boundary of the hull. All other points are inside the convex hull and do not contribute to the
shape of the hull [4, 6, 31].
A convex hull can be calculated by using half-planes. A half-plane is a plane that is split into
two parts by some strict or non-strict inequality, usually described by a linear constraint. A strict
inequality results in an open half-plane:
Ax > b (3.1)
A non-strict inequality gives a so-called closed half space:
Ax ≥ b (3.2)
The equality would give the boundary of the half-plane on the plane that is considered. The
half-plane lies on either side of the boundary, depending how the inequality is defined. A half-
plane itself is a convex set and the intersection of convex sets results in a convex set as well.
Therefore a set of intersecting half-planes results in a convex region, for which each intersection
line can at most be one of the boundaries of the convex region. The points on the boundary of
the intersection also lie on the boundary of the half-plane. Thus by means of many intersecting
half-planes a convex hull can be determined [6].
Making use of divide-and-conquer algorithms the intersections of a set of half-planes can be
determined. A divide-and-conquer algorithm divides the original problem into smaller but similar
sub-problems that are easier to solve and then combines the solutions to form the final solution
to the original problem. This type of algorithm is based on recursion, that is an iterative process
in which a function recalls itself until some stopping criterion is met, see [31] and [48].
A set of points that satisfies the complete set of constraints is called the feasible region. The
points within the region are called feasible points and the points outside are infeasible points. In
the study the feasible points will be noted as points ‘inside’ the boundary and the infeasible points
as points ‘outside’ the boundary.
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3.1.2. Rapid Hull Determination: online design space exploration
One known tool that uses a convex hull-based algorithm to determine the design space for engine
application purposes is the Rapid Hull Determination algorithm by Renninger [36]. The tool is
especially designed for an online determination of the design space during variations of engine
parameters. Starting in a pre-defined safe starting point, stepwise increments along the variable
axes are taken and measured after a stabilisation time. If one of the also pre-defined boundaries
(e.g., temperature, fuel consumption, soot etc.) is encountered, the steps are taken in the other
direction along the axis, or if both the minimum and maximum values have been determined
the next variable is varied. The process is repeated towards the corner points of the initially
found hull and can be optimised by changing the starting point as well. The determined corner
points, or vertices, can be stored and used for later calculations of the convex hull. The Rapid
Hull Determination algorithm uses the MATLAB algorithms ‘convhull’ up to four dimensions and
‘convhulln’ for higher dimensions [44, 47].
Since the thesis is not about online methods, but rather on the mathematical approaches them-
selves, the focus for this section is only on the convex hull part of the algorithm and details of
the online rapid hull determination are omitted here but can be found in [36].
3.1.3. The adjusted convex hull
It is generally acknowledged that the convex hull algorithms have been optimised throughout
the years and have become much faster. Nevertheless further application of the found convex
hull is not straightforward, since the result is stored in terms of vertices. For the thesis a large
calculation effort would come from assessing new points. The most robust way to determine
whether new points are inside or outside the boundary, is to add one point of the set of new
points separately to the training set and recalculate the convex hull. If the vertices or the hull
(hyper)volume have changed it can be concluded that the new point lies outside the boundary,
otherwise it is within. Due to the large calculation effort an optimisation to reduce the calculation
time was considered useful.
The optimisation found was much in line with the original idea of the convex hull. Instead of
storing the vertices of the convex hull it is possible to store the set of inequalities describing the
hull. The main step to achieve this is to map the ‘center of gravity’ of the problem from its
original location to the origin of a Cartesian coordinate system. Making use of normalised vectors
the set of inequalities can be found and stored. Using the set of inequalities new points can be
directly allocated. The algorithm used in the study to determine the convex hull is the ‘vert2con’
code provided by [21]. The code makes use of the ‘convhulln’ provided by MATLAB to determine
the initial convex hull, but with the inequalities stored, it is much faster to assess new points.
The performance of the ‘vert2con’ algorithm, which is used for the results in Chapters 4, 5 and
6 can be compared to that of the iterative use of the ‘convhulln’ algorithm in Appendix D.
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3.2. Prediction Error Variance
As the name of the method indicates, the prediction error variance (PEV) concerns itself with
‘prediction’, ‘variance’ and ‘errors’. To understand the PEV method and its application some
basic topics from the field of statistics and probability are described in this section and serve as
an introduction into the method. First the subjects ‘models’, as a representation and prediction
of reality, and ‘errors’ are shortly explained in association with measurements. Measurements in
the presented study mainly refer to engine calibration tests, usually on engine test benches. The
assumptions on models and errors for the research are summarised in this section. To understand
the difference between models and measurements the basics of probability theory are important.
Since measurements have noise and maybe errors, the analysis of the raw data is important in
order to know if the data are suitable for further use. Next to the glance of an expert, there
exist methods to support the data analysis. Important functions for a set of measurements are
the ones that determine the mean value, the variance, the standard deviation, correlation and
the expectation and distribution of the measurement results. The calculations bring a certain
measure of confidence on the expected values and can be used to evaluate the outcome of a
prediction.
3.2.1. Linear regression basics: least-squares
Regression analysis is a process used to determine the relationship between a response variable
and one or more independent variables. It is a method that can be used for prediction, once the
relation between the variables has been established [13]. Linear regression is a form of regression
analysis where a linear regressor or a linear prediction function (meaning the function is linear in
its coefficients) is used to model the relation between the independent and response variables. It
is often said that a model is ‘fitted’ to the available data. The general goal of regression analysis
is to find the best ‘fit’ or best model to represent the relation between the variables [27]. One
approach for achieving that is to use linear least-squares regression, or simply least-squares.
The most simple form to model the relation between an input (independent) variable x and
output (response) variable y is a linear equation of the form [26]:
y = β0 + β1x (3.3)
where the coefficients β0 and β1 are unknown, and need to be determined to solve the problem.
For measured data the relation of a linear model, or a polynomial of the first order, is usually
written as [13]:
y = β0 + β1x + ε (3.4)
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where ε represents the unknown measurement error.
An extension to a second order linear model can be written as:
y = β0 + β1x + β2x
2 + ε (3.5)
Although from a calculus point of view it is a quadratic relation, the function can be called a
linear model because it is linear in its coefficients [26]. For the extension to multiple independent
variables, also-called multiple regression, and vector notation see Appendix B.2.1. From now on
the vector notation will be used and the true model will be given by:
y = X β + ε (3.6)
So far the models spoken of are the ones that describe the true relation between the independent
and response variable. A linear model that predicts an outcome is given as [28]:
ŷ = X b (3.7)
The difference between the actual output value y and the predicted output value ŷ is called the
residual or error. In equation form the residuals can be defined as:
e = y − ŷ (3.8)
Here e = [e1, e2, ..., en ]
′ represents the vector of residuals. Note that the residuals differs from
the error. The latter is defined by Equation (3.6) as ε and refers to the measurement errors.
As pointed out before the goal of least-squares is to fit the best model, which is equivalent to
minimising the residuals. The approach of least-squares adds the squares of the residuals and
tries to minimise the outcome. The set of coefficients β0 and β1 that describe the relation are
called the linear regression coefficients, where the coefficients are linear [26]. Figures 3.2a and
3.2b show the idea of the least-squares approach. Since the absolute value of the deviation from
the real data is required, the residuals are squared to equally treat positive and negative residual
values. The residuals are then summed to achieve the best overall fit.
Following the approach of least-squares, e.g., minimising the sum of the squared residuals, will
give the best estimation for the coefficients b . Combining equations (3.7) and (3.8) the sum of
the squared errors is written as:
e 2 = eTe (3.9)
= (y − X b)T (y − X b) (3.10)
Minimising the result with respect to b can be obtained by taking the first derivative with respect
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Figure 3.2.: Example graph of a linear model and its confidence interval fitted to a data set
to b and setting this equal to 0:
d
db
eTe = −2X Ty + 2X TX b
−2X Ty + 2X TX b = 0
X TX b = X Ty
b = (X TX )−1X Ty (3.11)
where X TX is called the Fisher’s information matrix [28] and has the same rank as the design
matrix X [13]. It is assumed that X TX is nonsingular, that is that its columns are linearly
independent, that is the determinant of the matrix is nonzero and has only one unique solution
[26]. For the least-squares solution to be unique, there need to be at least as many observations
(or measurements, n) as unknown coefficients (k + 1). Usually more measurement data (n) are
available than the required model coefficients (k), thus n >> (k+1). Therefore the assumption,
that the least-squares solution will be unique, can be applied. Since X TX needs to be non-
singular, all columns of X need to be linearly independent. Graphically that would mean that no
regressor can be found that is a perfect linear function of the other functions and therefore there
is no perfect fit. For a measured data set the assumption seems to be justified as well.
If one substitutes the result of Equation (3.11) into Equation (3.7) it can be written as:
ŷ = X (X TX )−1X T︸ ︷︷ ︸
H
y
= H y (3.12)
Here H is called the ‘hat matrix’ since it directly relates the predicted outcome ŷ (spoken: y-hat)
to the measured outcome y . The diagonal entries of the hat matrix give important information
on the influence of the measured response on the predicted response. The information can also
be called leverage [35]. The hat matrix has special properties that will be used in the next section.
It is symmetric, i.e., H T = H , and idempotent, i.e., H 2 = H (Appendix B.4).
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3.2.2. Expectation and variance for the regression results
The measurement error is defined by Equation (3.6). The errors can come from varying environ-
mental conditions, measurement device inaccuracies, system inaccuracies, etc. The errors are
known to be there, though their values are unknown and they cannot be controlled. It is assumed
that the distribution of the measurement errors can be given by a normal distribution, with a
mean value of zero and a standard deviation (σ) equal to that of the response variable. In short
the assumption of the distribution can be noted as ε ∼ Nn(0, σ2ε I n), where I n is the identity
matrix with the same number of terms n as the number of measurements [13]. For more details
on the normal distribution and a definition of the expectation or variance see also Appendix B.1.
It can be argued that if one has a lot of measurements of the same independent variable xi , on
average the outcome will be yi . Thus for a large number of measurements the expected value
of the measurement error is zero and therefore the assumption that the expectation of the error
is zero seems valid for the purpose of the study. Furthermore, the variance of the measurement
error is independent of the value of xi and there is no correlation between the errors εi . For a
data set it means that each single measurement does not influence the result of the next mea-
surement. The expectation of the covariance matrix for the measurement errors E (εi .εj ) will be
zero where i = j and thus will only have values on its diagonal, i.e., E (εi .εj ) = 0 for all i = j
and E (εi .εj ) = σ
2
ε for all i = j .
The expectation and variance are by definition:
E(ε) = 0 (3.13)
Var(ε) = I σ2ε (3.14)
The expectation of the response variable y , using y = X β + ε, is given by:
E(y ) = E(X β + ε)
= X β (3.15)
Substituting the result of Equation (3.15) one can express the variance as:
Var(y ) = E((y − E(y ))2)
= E((y − X β)2) (3.16)
= E((ε)2) (3.17)
= I σ2ε (3.18)
The expectation and variance of the expected value ŷ can be given as (for a complete set of
derivations see Appendix B.3):
E(ŷ ) = X β (3.19)
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Var(ŷ ) = H σ2ε (3.20)
The result is used to define the prediction error variance, or PEV. For new measurements ŷ new =
X newb it can be assumed that b = (X
TX )−1X Ty is the best possible estimation of b (Equation
(3.11)). It gives:
ŷ new = X new(X
TX )−1X Ty (3.21)
The expectation of ŷ new can be derived following the derivation of the expectation of the true
response variable:
E(ŷ new) = X newβ (3.22)
Using the assumption above and the definition of the new measurement the variance can be
written as:
Var(ŷ ) = X Tnew(X
TX )−1X newσ2ε (3.23)
With the following substitution X new = f (xi) the variance for any predicted value ŷi at some
point xi is called the prediction error variance and is given by [35]:
Var(ŷ i) = f (xi)
T (X TX )−1f (xi)︸ ︷︷ ︸
PEV
σ2ε (3.24)
The result shows that the variance of a predicted outcome is only dependent on the value of the
input variable and the variance of the original response variable having a (general, still undefined)
value of σ2ε . Usually the density of the measurements will be larger in the middle section of the
measurement range than on its boundaries. It can accordingly be expected that the variance
increases, like the confidence interval, towards its boundaries. It is expressed in Equation (3.24).
3.2.3. Confidence intervals and quantiles
Confidence interval
In some cases a single estimate for a data set does not provide enough information. Here it
might be more useful to have a range of plausible values that describe an unknown parameter.
Confidence intervals together with a predetermined (or predefined) confidence level can tell with
which certainty the true value lies within the selected interval. A confidence interval can be defi-
ned by assuming a lower and an upper bound on the outcome of the measurements, e.g., Ln and
Un . Then for every value between the bounds there exists a probability P(Ln < X < Un) = γ.
Ln and Un are called a 100γ% confidence interval for X and γ is called the confidence level [11].
There is no guarantee that the individual confidence interval is correct. Actually there is only a
probability of γ of covering X for each confidence interval that is calculated.
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Quantiles
Quantiles can be used to determine what output value is required to assure a certain probability.
Therefore assume X to be a continuous random variable and let p be any number between 0
and 1. The pthquantile (or 100pthpercentile) of the distribution of X is defined as the smallest
number qp for which the distribution function F (qp) = P(X ≤ qp) = p holds. If F is strictly
increasing from 0 to 1 and the random variables are continuous then qp = F
−1(p) [11]. Another
interpretation of the pth- and q-quantile is the variable value where the (cumulative) distribution
function crosses p/q . The value qn(0.1) represents the value of the sample xn for which the
cumulative distribution function is 10%. A value for qn(0.9) represents the value of the sample
xn for which the cumulative distribution function is 90%.
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3.3. Support Vector Machines
The theory of the support vector machines (SVMs) comes from the field of supervised machine
learning and can be used as a classification method that can separate points into different classes.
A common use of the SVM is to separate the data into two classes by a linear separating
hyperplane [8, 18, 38, 42]. The two-class case is also the case used for this thesis.
3.3.1. Two-class SVM for linearly separable data
To understand how an SVM can be used for data classification, consider a data set x i =
[xi1 xi2 ... xiq ], where the index i refers to a single point of the data set with q the number
of input variables. Part of the data set has an outcome yi = 1 (for this research it can be
interpreted as the points inside a boundary) and the other part of the data set has the outcome
yi = −1 (points outside that same boundary) and it is therefore called a two-class problem.
An example of a distribution of such points with two inputs is presented in Figure 3.3, where
x i = [xi1 xi2] are black dots for class ‘+1’and grey diamonds for class ‘−1’. The data set in
the example can completely be separated by means of a linear line (or in more dimensions by a
(hyper-)plane) and in that case the data are called linearly separable. The optimal positioning of
the hyperplane is such, that the distance between the points closest to the hyperplane and the
hyperplane itself is maximal (Appendix C.2.1). See also Figures 3.4a, 3.4b and 3.4c for examples
with different positioning of the hyperplanes. The middle figure, Figure 3.4b, shows the optimal
position. An optimal separating plane is required if e.g., one wants to assign a new unknown
point to a class, when only the coordinates x are known. The hyperplane that provides the best
possible class separation increases the chance that a new point is indeed classified correctly. The
optimal hyperplane, that can also serve as a so-called ‘decision function’, can be found as follows.
First define a hyperplane [8], [18]:










Figure 3.3.: A data set that is linearly separable
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(c) Hyperplane position example 2
Figure 3.4.: Separating hyperplanes for data set (x 1, x 2)
where x are the (known) coordinates of the data points, yi the function output for data point i ,
w is the normal vector to the hyperplane and b some constant for which b‖w‖ is the perpendicular
distance between the hyperplane and the origin. Since the derivation is valid for a two-class
problem, the outcome yi will always have the value +1 or −1, defining the class of the data point
i . The SVM method finds the optimal separation hyperplane by maximising the distance from
the hyperplane to all points and thereby finding expressions for both w and b.
Still under the assumption that the data can be linearly separated, the decision function that
defines if a point lies in one class or the other can be written as:
w · x i + b ≥ +1 for yi = +1 (3.26)
w · x i + b ≤ −1 for yi = −1 (3.27)
or combined as:
yi(w · x i + b)− 1 ≥ 0 for i = 1, 2, ..., n (3.28)
The points for which the equality of Equation (3.28) holds lie exactly on the hyperplane H+
and H−1 and have a distance to the separating hyperplane of 1− b/‖w ‖ and −1− b/‖w ‖,




The vectors x i for which yi(w · x i + b) = 1 are called the support vectors (SVs). The optimal
hyperplane can be written as:
w 0 · x + b0 = 0 (3.30)






w 0 · w 0 (3.31)
Maximising the margin, which is required for finding the best hyperplane, is equivalent to minimi-
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sing ‖w ‖ under the constraint of Equation (3.28). Since finding the minimum of a square root
problem is again equivalent to minimising the squared function the problem can be rewritten as
1
2
‖w ‖2 for calculation convenience. It is a quadratic optimisation problem (see Appendix C.1.1,
C.1.4 and C.1.3) and can be solved by means of introducing Lagrange multipliers αi (Appendix
C.1.5). The Lagrange multiplier applied to the primal form of the problem results, after deriva-
tion and substitution, in an equivalent dual form, see also Appendix C.1.7.
Primal form
A Lagrangian for the constrained problem can be constructed with Lagrange multipliers as descri-
bed below [8], [10], [18]. Let the function to be optimised be f (x i), and substitute the problem
of maximising the margin (Equation (3.31)). For calculation convenience the expression 1
2
‖w ‖2
is used and thus the following functions needs to be minimised:
f (x i) =
1
2
‖w ‖2 . (3.32)
The constraint applied to the problem, is that the margin can be described by the hyperplane at
exactly +1 (or −1) removed from the optimal hyperplane and that no points can lie within the
margin, thus combining equations (3.26) and (3.27) gives:
g(x i) = yi(w · x i + b)− 1 ≥ 0 (3.33)






w · w (3.34)
subject to yi(w · x + b) ≥ 1 for i = 1, 2, ..., n




w · w −
n∑
i=1
αi(yi(w · x i + b)− 1) (3.35)
The Lagrange multipliers are [α1, α2, ..., αn ]
T , where αi ≥ 0. The expression can be minimised
with respect to w and b or maximised to α. Taking the derivatives to w and b one gets:
∂LP
∂w









αiyi = 0 (3.37)
As can be seen from Equation (3.37), the solution for the optimal hyperplane is only the set of
the SVs, since only vectors x i for which αi > 0 have a contribution. The formulation is called
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the primal form of the quadratic programming problem. Solving the primal Lagrangian is done by
minimising LP with respect to w and b and at the same time the derivatives of LP with respect
to all αi have to disappear according to its constraint [8].
Dual Form
One can also write the problem in a so-called dual quadratic programming problem if the results











w · w −
n∑
i=1










w · w −
n∑
i=1












































αiyiαjyj x i · x j (3.38)
The results shows that it conveniently only depends on α and no longer on the initial three
variables w , b, and α. In order to solve the dual Lagrangian, in contrast to the primal form,
LD has to be maximised with respect to α and the derivatives of LP with respect to w and b
have to disappear (that is satisfying condition (3.37)) [8]. Now the equation only depends on






αiyiyj x i · x j = 0 (3.39)

















and 0 ≤ αi for i = 1, 2, ..., n
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The problem can be solved either in dual or primal form by means of a quadratic programming
solver, see Appendix C.1.3. Once α is known the optimal hyperplane, w 0 and b0, can be calculated






The unknown optimal b0 can be derived from the constraint (3.33) yiSV (w 0 · x iSV + b)− 1 = 0.
It is common that the constant b0 is calculated for all SVs separately and then the mean value








− w 0 · x i (3.42)
Now the SVM is trained and new points can be classified according to the decision function:




αiyix i · x new + b0] (3.44)
Equation (3.44) is the equation that will be used for the remainder of the section.
With the substitution of the result of the primal Lagrangian, w 0 =
∑n
i=1 αiyix i , and the rewriting
of the constraint condition, yi(w 0 · x i + b0) = 1 as yix i · w 0 = 1 − yib0, the expression for the
optimal hyperplane w 0 · w 0 also can be rewritten as:
w 0 · w 0 =
n∑
i=1



















Then the dual form of the Lagrangian for the optimal hyperplane can therefore also be written
as:
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3.3.2. Two-Class SVM for quasi-linearly separable data: slack variables
Usually a data set will not be (completely) linearly separable. Depending on the data distribution
there are still two options to find a SVM solution for non-linearly separable data. If the data
distribution looks like Figure 3.5, which is considered in this work as ‘quasi-linearly separable
data’, one can decide to accept a certain misclassification and find the best linear separating
hyperplane that minimises the error. In this section the effect of misclassification and the basic
concept of slack variables are explained. Slack variables can also be used in a similar fashion for










Figure 3.5.: Data not linearly separable - slack variables possible
To find the best separating hyperplane and allow for misclassifications one has to adapt the
original inequality constraints (3.28) to:
yi(w · x i + b) ≥ 1− ξi for i = 1, 2, ..., n (3.47)
where ξi ≥ 0 are the so-called slack variables.
The upper limit of training errors can be given as
∑n
i=1 ξi . Introducing a linear cost function
based on the upper limit with a penalty factor c > 0, one can rewrite the objective function and
the constraint for the optimisation problem as follows [8]:
f (x i) =
1
2




g(x i) = yi(w · x i + b)− 1 + ξi = 0 (3.49)
where c is a tuning parameter that needs to be defined by the user, where a higher value of c
will result in a higher penalty for misclassifications.
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The primal form of the optimisation problem can be given as [42]:
min
w ,b,ξ
JP(w , ξ) =
1
2




subject to yi(x · w + b) ≥ 1− ξi
and ξi ≥ 0 for i = 1, 2, ..., n
And the Lagrangian including the slack variable, with a second Lagrange multiplier υi for the
second constraint, is:
LP(w , b, ξ,α,υ) =
1
2










The Karush–Kuhn–Tucker conditions for the problem can be formulated as (for a formal definition












αiyi = 0 (3.53)
∂LP
∂ξ
= c − αi − υi = 0 (3.54)
yi(w 0 · x i + b0)− 1 + ξi ≥ 0 (3.55)
ξi ≥ 0 (3.56)
αi ≥ 0 (3.57)
υi ≥ 0 (3.58)
α(yi(w 0 · x i + b0)− 1 + ξi) = 0 (3.59)
n∑
i=1
υiξi = 0 (3.60)
















αiyi = 0 (3.62)
∂LP
∂ξ
= 0 → 0 ≤ αi ≤ c (3.63)
For the last equation, where c − αi − υi = 0, one can write αi = c − υi . Since υi ≥ 0 it can be
seen that αi has an upper bound of c.
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and 0 ≤ αi ≤ c for i = 1, 2, ..., n
The slack variable is only used for training purposes to find the best separating hyperplane. New
points can be classified with the originally derived decision function for linearly separable data:




αiyix i · x new + b0]
Again the optimal hyperplane can be given by w0 and b0. w0 can be derived using the KKT





b0 can be determined for any support factor by the relation yiSV (w 0 · x iSV + b) − 1 = 0 and to








− w 0 · x i (3.67)
Interpretation of slack variables
The slack variables allow for misclassification but how can this be explained? If one would consi-
der only one point that is stepwise shifting to become misclassified one might wonder why the
constraint is defined as ξi ≥ 0 and not as ξi ≥ 1. If ξi = 0, the data set is still linearly separable.
If ξi = 1 the point is exactly on the separation boundary. But if ξi = 0.5 it would fall within
the margin and the data are still linearly separable, the margin would just become smaller. One
might expect, that therefore the correct constraint for ξi would be ξi ≥ 1. Nevertheless it is
required that ξi ≥ 0, otherwise one could not allow for misclassifications. Consider several data
points that are misclassified. The separation hyperplane cannot make a perfect separation and
is now shifted according to the penalty weight c. It also results in a different position of the
hyperplane as well as a different margin width. Now it might happen that certain data points lie
within the margin and some points are misclassified, depending on the weight of c. For a proper
representation of the points that now slide into the margin, the slack variables need to be ξi = 1
but still ξi ≥ 0.
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(c) c = 20
Figure 3.6.: Separating hyperplanes and SV (circled points) for different penalty factors
Interpretation of the penalty value
To the effect of the weight of the penalty the following can be argumented. The larger the pe-
nalty, the more important become the slack variables. In order to minimise the complete function,
ξ will have to become smaller in value, since multiplied with the penalty it has a larger share to
the objective function. There smaller values of ξ, or equivalently a larger penalty factor c, can
be visualised as a smaller margin around the separating hyperplane. Therefore fewer points are
misclassified. See also Figure 3.6 for a clear shift of the SVs around the separating hyperplane.
The effect of such a narrow margin is good for the training data set, since the boundary is
trained to follow the data precisely. For a new set of test data result might be an increase of
misclassifications, since the original training was data specific/related, with the risk of overfitting.
An outlier in the data set will have a large influence on the position of the boundary.
If the penalty is small with relation to the first term, that is 1
2
w ·w of the objective function has
a ‘penalty’ that weights 1, more misclassifications are allowed. The margin becomes larger and
the training problem becomes more general but also more robust. If there is an outlier in the
data set, it will not have a large effect of the position of the separation hyperplane.
3.3.3. Two-Class SVM for non-separable data: the kernel trick
As explained in the previous section, some data sets might not be linearly separable. Some data
sets do not seem to be linearly separable at all, even with the use of slack variables. An example
distribution can be found in Figure 3.7. A common way to find the solution is to make use of
the so-called ‘kernel trick’ where the data is initially mapped into a different ‘feature space’ but
the mapping function itself does not need to be defined [10, 38, 41].
The kernel trick may only be applied if Mercer’s condition is fulfilled (Appendix C.2.2 and C.1.8).
It depends on the function to be analysed and the chosen kernel. More details on kernels and
kernel functions that are often used are given in Appendix C.1.9. The kernel used in this thesis
is the Gaussian kernel. In order to execute the kernel trick, replace x by an (unknown) mapping
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Figure 3.7.: Data not linearly separable - kernel trick required
function ϕ(x ) and rewrite the equation for the optimal hyperplane:
yi(w · ϕ(x i) + b) ≥ 1 for i = 1, .., n (3.68)
The primal form of the optimisation including slack variables becomes [42]:
min
w ,b,ξ
JP(w , ξ) =
1
2




subject to yi(w · ϕ(x i) + b) ≥ 1− ξi
and ξi ≥ 0 for i = 1, 2, ..., n
Along the same procedure as described in Section 3.3.2 to derive the dual form of the problem, it
turns out that ϕ(x ) always appears in a dot product in this dual form. The kernel trick replaces
the dot product with a user-defined kernel to perform the remaining calculations:
k(x i , x j ) = ϕ(x i) · ϕ(x j ) (3.70)
Following the procedure from Section 3.3.2 and substituting the kernel from Equation (3.70),

















and 0 ≤ αi ≤ c for i = 1, 2, ..., n
The dot product in the dual optimisation problem is replaced with a (non-linear) kernel that is
also a dot product, k(x i , x j ) = ϕ(x i) · ϕ(x j ). It is important to use the dual form for solving
the problem, since the dot product only appears here. See also Equation (3.40) for a linearly
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separable case or Equation (3.64) for the case with slack variables. The data is mapped from
the original input space to a feature space by means of the undefined mapping function ϕ(x ).
The mapping may be non-linear and the new feature space can be of (largely) higher dimensions
as the original problem and the optimal hyperplane is found in the feature space. Nevertheless it
is not necessary to explicitly define or calculate the mapping ϕ(x ).
The support vector machine problem is therefore solved in the dual space of Lagrange multipliers
after applying the kernel trick. It means that one works only implicitly in the feature space.
Especially for the support vector machine, it is a commonly used method. The decision function
is determined in the new feature space and contains special properties that result in a good
generalisation of the SVM [10].
An optimal hyperplane in a feature space can therefore be defined as:
w 0 · ϕ(x i) + b0 = yi (3.72)





The equation cannot be solved explicitly since the mapping function ϕ(x i) is not defined. But

































αiyik(x i , x j )) (3.74)
The linear decision function in the feature space can thus be given as [10]:








αiyik(x i , x new) + b0] (3.75)
The most commonly used kernel is the Gaussian kernel [18], which is also used for this research:
k(x i , x j ) = exp
(
−





3.4. SVM with a leave-one-out estimator
3.4. SVM with a leave-one-out estimator
The SVM problem converts into a quadratic programming scheme and can be solved as such. A
specific modification of the SVM formulation results into a set of linear equations, which is easier
to solve and is called LSSVM [38, 41]. A modification of this LSSVM enables a direct prediction
of the outcome to be optimised, resulting in the proposed SVM-LOO method.
3.4.1. Least-squares SVM
The modification for the LSSVM is assuming the primal form constraint to be an equality instead
of an inequality. Instead of a threshold from 1 to −1 that is taken into account, the value now
becomes the objective value of 1. To allow for misclassifications an error value is added to the
right-hand side, analog to the slack variable introduced previously. Furthermore, the error value
is added to the objective function of the optimisation problem as a square loss function, instead




JP(w , e) =
1
2






subject to yi(x · ϕ(x i) + b) = 1− ei for i = 1, 2, ..., n
Here γ has the same function as the penalty parameter c for the case with slack variables. The
parameter γ is also known as the ridge regression parameter and serves as a tuning parameter
to increase the performance of the classifier.
If one would solve the non-linear case directly in the primal form the transformation by ϕ(x i)
might cause w to become infinite dimensional. To avoid that, the problem can be rewritten in
the dual form making use of the method of Lagrange multipliers [41]:
LP(w , b, e ,α) =
1
2








αj (yj (w · ϕ(x j ) + b)− 1 + ej ) (3.78)
Since equality constraints are considered α can now be both positive and negative [42]. For the
optimal condition one can derive:
∂LP
∂w












= 0 → αj = γei
∂LP
∂α
= 0 → yj (w · ϕ(x j ) + b)− 1 + ej = 0
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, derived from the third partial derivative above, the Lagrange in dual form can now
be written as:
LP(w , b, e ,α) =
1
2














αiαj yiϕ(x i)︸ ︷︷ ︸
Z


































































The result now can be given as a set of linear system of equations and since it is no longer a
quadratic program the problem can be solved directly since the number of unknowns equals the















To determine α and b the matrix on the left-hand side needs to be inverted and multiplied with
the right-hand side term.
As before the kernel trick can still be used, but not to calculate Ω, since Ω is defined as:
Ωi ,j = yiϕ(x i) · yjϕ(x j )
= yiyjϕ(x i) · ϕ(x j )
= yiyj k(x i , x j ) (3.81)
The main disadvantage of implementing least-squares is the loss of sparseness since αi = γek . It
is unlikely now for α to become exactly equal to zero and therefore all points will become SV. As
all points belong to the training model now, the points both far and close to the boundary have
a larger influence on the model than the points in the middle. Accordingly the points also have
larger values of α [42].
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αiyik(x i , x j )) (3.83)
The linear decision function can again be given as:
ynew(x) = sign [
ntrain∑
i=1
αiyik(x i , x new) + b0] (3.84)
The kernel also used for the least-squares approach is the Gaussian kernel, the same as in Equation
(3.76):
k(x i , x j ) = exp
(
−
∥∥x i − x j∥∥2
2σ2
)
The choice of the kernel and the least-squares approach result in two tuning parameters that are
not found by solving the problem and need to be defined by the user. The parameters have no
physical interpretation and are therefore difficult to estimate. Nevertheless they do influence the
outcome of the optimisation problem and the shape of the boundary. If no experience in choosing
the values is available an additional optimisation can be run after w 0 and b0 are found to optimise
the tuning parameters. There exists a method proposed in [9] that can reduce the calculation
cost in finding optimal values for σ and γ. It is explained in the next section.
3.4.2. Least-squares leave-one-out estimator
The leave-one-out LOO cross-validation estimator can be used for finding the model or regulari-
sation parameters of the SVM classifier according to [9]. The LOO estimator is known to have
a small bias and therefore on average the estimator gives a parameter set that minimises the
optimisation problem. The resulting parameter values are close to the values of parameters that
truly minimise the error. But the variance of the estimator tends to be higher than the results
obtained by other cross validation methods. It means that the estimator is sensitive to the quality
of the training data and can tend towards overfitting.
The least-squares approach introduces an additional regularisation parameter, γ, that weights the
bias-variance trade-off of the optimisation problem. The kernel used in this thesis is the Gaussian
kernel that has a regularisation parameter σ defining the width of the Gaussian. The parameters
do not have a physical interpretation of the model but influence the performance of the classifier
and are problem dependent. Determining the best values for the regularisation parameters is a
process called model selection [9].
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In order to apply the leave-one-out cross validation for finding the optimal values for the regula-
risation parameters for the LSSVM the derivation for the complete LSSVM needs to be slightly
adjusted as presented below. The main difference is the different definition of the constraint
which will make it possible to make explicit predictions for yi as will be shown at the end of this
section.
The optimisation function for non-linearly separable data with slack variables is again given similar
as in (3.48), but with the adaptions of equations (3.77):
f (x i) =
1
2






The constraint applied to the problem is written in a different way in order to be able to apply
the leave-one-out approach later on:
g(x i) = w · ϕ(x i) + b + ei − yi = 0 (3.85)
The primal form of the optimisation including slack variables becomes:
min
w ,b,e
JP(w , e) =
1
2






subject to w · ϕ(x i) + b + ei − yi = 0
(3.87)
The Lagrangian can be given as:
LP(w , b, e ,α) =
1
2








αj (w · ϕ(x j ) + b + ej − yj ) (3.88)
For the optimal condition it can be derived now that:
∂LP
∂w
= 0 → w =
n∑
i=1






αj = 0 (3.90)
∂LP
∂e
= 0 → αj = γei (3.91)
∂LP
∂α
= 0 → w · ϕ(x j ) + b + ej = yj (3.92)
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Similar to all previous cases, with ei =
αj
γ

















































































Note that for the decision function now the result of Equation (3.89) has to be substituted:








αik(x i · x new) + b0] (3.96)
To solve for α and b the matrix on the left-hand side needs to be inverted. For parameter
optimisation, that is for finding the best σ and γ the inversion needs to be done for every new
set of parameters. In [9] a trick is presented that the matrix only needs to be inverted once and















where c11 is the first diagonal term of the original matrix, c
T
1 is the first row of the matrix except
for the first index, c1 is the first column except for the first index and C 1 includes all remaining
terms of the matrix and is thus a matrix itself. Now let [α(−i)b(−i)]T be the vector of α and b
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= [y2 y3 ... yi 0]
T (3.99)
With the result for [α(−i) b(−i)]T a prediction of y−11 for the first training point and the first
leave-one-out iteration can be given as:



























((n + 1)× n) (1× (n + 1)) (1× n)
which results in an expression for y (−i) and the prediction for the first training point in the first
iteration can be given as:










or explicitly expressing the first index:
































Since the first data point for y1 can be given as:









3.4. SVM with a leave-one-out estimator
The two equations above can be combined as:
y1 − ŷ (−1)1 = α1(c11 − cT1 C −11 c1) (3.105)
The result as such does not give too much information since the term c11− cT1 C −11 c1 still needs
to be calculated. But the following shows a nice result that can help overcome the problem.






(A − BD−1C )−1 −(A − BD−1C )−1BD−1
−D−1C (A − BD−1C )−1 D−1 + D−1C (A − BD−1C )−1BD−1
]
(3.106)
where A and D need to be square matrices and D and A − BD−1C need to be nonsingular.
Since for the matrix considered for the problem has A = c11 and D = C 1 the rule can also be








κ−1 −κ−1cT1 C −11
−C −11 c1κ−1 C −11 + C −11 c1κ−1cT1 C −11
]
(3.107)
where κ = [c11 − cT1 C −11 c1] and is necessarily a scalar and thus the first diagonal term of the
inverted matrix C11. It is also the same term as found in Equation (3.105).
The measurement set used for training the SVM can be given in any order and does not influence
the final result of the SVM problem. Therefore, also in the matrix the rows can be exchanged in
any chosen order. It means that the derivation above for the first index can also be applied for
any row index. Together with the fact that κ is a scalar the result is a convenient formula:




where it can be clear that if the matrix is inverted once its diagonal entries are the required indices
that can be used directly for the leave-one-out cross-validation for the regularisation parameter.
Further note that the error function is a continuous function and is easy to optimise while varying
σ and γ. For the actual optimisation of the tuning parameters the constrained minimisation
function for continuous functions of Matlab is used (fmincon). For further calculation details see
also Appendix A.2.6
In Appendix C.4 the variation of σ and γ and their effect on the predicted error is presented. It
can be concluded from the graph that indeed an optimum of σ and γ can be found and that
therefore an optimisation process should be included for a better result of the SVM method.
The tuning parameter optimisation adds additional calculation time since for each single training
point the method tries to determine the best values of the tuning parameters by means of the
leave-one-out sequence. An indication of the efforts can be found in Chapter 5 for the tests
performed for this study.
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3.5. Chapter summary
The convex hull-based method used for the study comes from the field of computational geo-
metry. The method uses divide-and-conquer algorithms to determine the intersections of a set
of half-planes and combines the solutions to form the final solution to the original problem using
[48]. The found hull is stored making use of the set of inequalities describing the convex hull,
using ‘vert2con’ by [21]. Due to the set of inequalities assessing a set of new test points is
straightforward and does not require any calculation loops.
The prediction error variance-based method is derived from the field of statistics and probability.
The method analyses the distribution of the training points from a statistical point of view and
determines the variance of the model prediction based on the distribution. A confidence interval
for a user-defined confidence level limits the variance and thereby defines the boundary around
the points.
The support vector machines-based method belongs to the field of machine learning and clas-
sification. The set of training points is divided into two classes, one class representing the set
of points inside the design space and the other class the set of points outside the design space.
The SVM is trained by means of points of both classes. The best separating hyperplane between
the two classes of points can be calculated and serves as the boundary. For non-linear cases the
problem can be mapped to a different feature space and finding a solution is simplified by means
of the so-called ‘kernel trick’.
The adjusted SVM with a leave-one-out optimisation uses a least-squares approach to solve the
SVM problem. Both the least-squares and the kernel trick adaptations introduce an additional
parameter for which optimal values need to be found. The two parameters do not have any
physical meaning and have to be provided by the user, usually based on experience. For this
research an optimisation technique for the tuning parameters has been analysed. Rewriting the
original SVM problem and constraints results in a equation from which the predicted outcome
can directly be derived. By means of a leave-one-out (LOO) cross-validation the values of the
tuning parameters for the SVM problem can be optimised.
The theory explained in this chapter is derived from the sources mentioned in the text. The
dissertation concentrates on how the theoretical results can be applied for the best possible
description of the boundaries of a design space.
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evaluation
In this chapter the results of the test points assessment, in order to investigate the first research
question, are analysed and compared for each method. The original research question 1, as
presented in the introduction in Section 1.2, is repeated below.
RQ1: Which design space description method provides the best boundary quality?
The question is split into three subquestions derived from the evaluation criteria presented in
Section 2.3.2.
RQ1a: What is the influence of the problem dimension on the quality of the boundary?
RQ1b: What is the influence of the number of training points on the quality of the boundary?
RQ1c: What is the influence of the true boundary shape on the quality of the boundary?
The influence of the problem dimensions in RQ1a is analysed by using test cases of two, three,
four and seven dimensions for both hypothetical and engine data sets. Engine data sets from
real calibration tasks and representative models have been used to analyse the applicability of the
methods in real engine testing.
To analyse RQ1b the number of training points required to train the design space are varied to
be able to determine the influence on the accuracy of the boundary. Up to four dimensions the
number of training points is varied from 50 to 500 in steps of 50. It can be derived from the
minimum and maximum engine maps in the seven-dimensional engine case (Section 2.4.2), there
is only a small design space available and a minimum of 250 training points was required to be able
to train the boundary. For the purpose of comparing the engine results to the seven-dimensional
hypothetical data set an additional case with a set of training points varying from 250 to 2500 in
steps of 250 is shown in the hypothetical case as well as a case with the same number of training
points as for the lower-dimensional cases.
With respect to RQ1c, up to the four-dimensional test cases, two different data sets are used for
obtaining a better insight into the performance of each method. In case of the hypothetical data
sets one convex and one non-convex boundary shape have been used and for the engine data the
fuel consumption (BEFF) and engine imbalance (SPMI) have been compared.
The test points are evaluated according to the confusion matrix presented in Chapter 2.3.2. The
number of test points are generated according to the formula Nptstest = 200 · 2ndim and are ran-
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domly distributed. The test points can only be classified (inside or outside the boundary) after
the boundary of the design space, has been trained. The sequence is explained in Chapter 2.3.1.
The correctness of the classification, the actual assessment, is evaluated as well.
Each calculation, with different boundary shapes and training data sets, is repeated 25 times
and the average of each assessment class is presented. The main focus is on the distribution
of false negative and false positive assessments, since they are the incorrect assessments. The
distribution between the true positive and true negative assessments depends on the size of the
shape within the boundary, which is not the same for the different test cases. But the true
positive assessments are an indication of the remaining available design space for further use and
are therefore important as well.
In the plots all four methods are presented by their abbreviation. For the SVM it should be
noted that it stands for the Least-Squares SVM solving method with fixed values for the tuning
parameters (σ = 0.3, γ = 0.001). The separate result bars per method represent an increasing
number of training points from left to right.
In Section 4.1 the hypothetical data sets are analysed. The sections themselves are split into
subsections, each showing the results for a different problem dimensions. For the hypothetical
results, the left part of the graphs in this and in the following two chapters represents the convex
boundary shape and the right-hand side shows the results for the non-convex boundary shape, up
to four dimensions. A detailed analyses of the performance of the SVM-LOO method compared
to the regular SVM method, where the focus lies on the false negative assessments, is added at
the end of the section for each dimension.
The engine data sets are analysed in Section 4.2, which is also split into subsection for each
dimension analysed. In case of the engine data sets, up to four dimensions, the left part of the
graphs presents the results for the output ‘BEFF’ and the right part shows the output ‘SPMI’.
Also an analyses of the performance of the SVM-LOO method with respect to the SVM method,
with the focus on the false negative assessments, is added at the end of the section for each
dimension.
The last section, Section 4.3, will provide the answers and conclusions to the research question
RQ1 and its subquestions. It looks at the combined results for the hypothetical and the engine
data to discuss RQ1.
4.1. Classification evaluation of the hypothetical data sets
Since the test data in this section is only hypothetical, several influences could be analysed and
the following three cases have been considered.
The influence of a space filling training data set and a random data set have been analysed
and the results for a random data set can be found in Appendix D.1.1 for a two-dimensional
hypothetical test case. Comparing them with the results below in Figure 4.1 a slightly different
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assessment result can be seen. It has been decided to use the space filling distribution, since it
is the distribution most likely to be used for DoE applications.
Also the influence of a non-separable data set has been tested. It is assumed that some noise
on the measurement results exists and that due to the noise not all results can be split into
‘inside’ and ‘outside’ the boundary correctly. The results for a two-dimensional case can be found
in Appendix D.1.2. It can be seen that the influence is rather large. Nevertheless, once the
boundary description method will be applied on engine test cases, reliable measurement results
have to be assured for a proper design space calculation. The general rule that a model can only
be as good as the measurement results also applies for boundary description applications. It has
therefore been decided to assume separable data sets for further analysis.
The last comparison test has been performed on the original convex hull-based method. The
results can be found in Appendix D.1.3 in Figures D.3 and D.4 and it can be seen the results
did not influence the results of the assessment. The main influence can be found in terms of
calculation time (see Appendix D.2), which is the main reason to use an adjusted version.
4.1.1. 2D - hypothetical data
The separable training data set is the ideal case that indeed all the measurements can be divided
correctly into an inside and outside ‘class’. The results for a two-dimensional case with space
filling distribution training data can be seen in Figure 4.1. For a convex boundary shape both

























Figure 4.1.: Test point classification evaluation for a 2D separable training data set
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the (adjusted) CH and PEV methods show only the less critical false positive assessments, which
amount is decreasing with an increasing number of training points. However, for a non-convex
shape the two methods do have the critical false negative assessment, which percentage actually
increases with an increasing number of training points. The SVM (least-squares SVM) and SVM-
LOO (least-squares SVM with a leave-one-out optimisation) show both types of false assessments
of which the sum of both is smaller than the total number of false assessments of the CH and
PEV, independent of the boundary shape or number of training points. Furthermore for both
types of false assessments the amount is decreasing with an increasing number of training points,
also for a non-convex boundary shape.
4.1.2. 3D - hypothetical data
In Figure 4.2 the assessment results for a three-dimensional data set with a convex and a non-
convex boundary shape are shown. A similar false assessment distribution can be found as for the

























Figure 4.2.: Test point classification evaluation for a 3D separable training data set
two-dimensional case, with a few differences. The PEV method now shows a small number of
false negative assessments also for a convex boundary shape. For all methods the total number
of false classifications is larger for the three-dimensional case. Also, the distribution for the
correctly classified points is different but it is only depending on the area within the shape. The
three-dimensional volumes are not equal for the convex and non-convex shapes.
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4.1.3. 4D - hypothetical data
Figure 4.3 shows the assessment results for the four-dimensional data sets. The results show

























Figure 4.3.: Test point classification evaluation for a 4D separable training data set
little variation to the two cases before, except that the number of false negative assessments is
even larger than in the three-dimensional case.
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4.1.4. 7D - hypothetical data
The last hypothetical data sets shown are in seven dimensions. Since it is not easily determined
if a boundary shape in seven dimensions is convex or not, it has been decided to only use one
boundary shape. On the left in Figure 4.4 the results are shown where the boundary has been
determined with the same number of training points as used in the lower dimensional cases.
Though a similar distribution can be seen as for the other hypothetical test cases, it should be

























Figure 4.4.: Test point classification evaluation for a 7D separable training data set (up to 500,
2500 points)
noted that, despite a minor number of critical false negative assessments, the number of false
positive assessments increase extremely for the CH method, leaving only a small volume inside
the boundary. Also PEV shows only a small volume within the boundary, although significantly
larger than for the CH method. The two SVM-based methods show only a slight increase of
both false assessments, although the major contribution comes from the critical false negative
assessments.
In the right part of Figure 4.4 the same boundary has been trained, but with a number of training
points varying from 250 to 2500. It can be seen that more training points indeed show fewer
false assessments. Nevertheless, the available volume inside the boundary when applying the CH
method is still rather small and the number of false negative assessments increases. PEV shows
a decrease of false positive assessments but an increase of false negative assessments. The other
two methods do show an improvement in both types of false assessments.
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4.1.5. False negative assessments SVM versus SVM-LOO
A more detailed analysis of the false negative assessment is presented here, specifically to analyse
the improvement brought by the SVM-LOO. The results are derived from the previously presented
assessment bars. All graphs have the same y-axis scaling, except for the two-dimensional engine
BEFF case. The ratio of false negative (FN ) assessments in the results below show the rate of
change of the FN from the SVM-LOO method to the normal SVM method and are calculated




Below the results for the hypothetical data sets are shown. As before the left-hand side of
the graph shows the results for a convex boundary shape and the right-hand side of the graph
present the results for a non-convex boundary shape, except for the seven-dimensional results.
For the seven-dimensional case the results are split into a training set up to 500 and up to 2500
training points.
In Figure 4.5 the results for the two-dimensional cases are shown. The ratio of false negative
assessments for the convex form decreases with the number of training points and actually be-
comes negative. It means that the number of false negative assessments for the LSSVM was
smaller than the amount for the LSSVM-LOO. The effect is stronger for an increase in training
points. No clear dependency can be seen for the non-convex boundary shape.
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Figure 4.5.: False negative assessment for a 2D separable training data set
In the three-dimensional case, in Figure 4.6, the ratio for both boundary shapes also decreases
in a more or less linear fashion with an increasing number of training points. The gradients are
smaller compared to the two-dimensional convex shape.
A change of performance can be seen for the four-dimensional case in Figure 4.7. Coming from
a negative ratio for few training points, there is an increase of the false-negative ratio with an
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Figure 4.6.: False negative assessment for a 3D separable training data set
increasing number of training points. The two different boundary shapes clearly converge, but
both to different ratio values.
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Figure 4.7.: False negative assessment for a 4D separable training data set
For the seven-dimensional case the results can be found in Figure 4.8 and as in the previous two
sections for two different sets of training data instead of boundary shapes. Though there are two
series of plots the right-hand side plot is actually an extension of the left part of the graph in
different steps of training sets. After an initial increase, the rate of change converges to a value
of about 0.2.
Looking at all the results for the hypothetical cases it can be seen that the dimension has an
influence on the behaviour ratio of false negative assessments between the normal LSSVM and
the LSSVM-LOO. Also the number of training points has a clear influence, but it is the same for
different test cases.
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Figure 4.8.: False negative assessment for a 7D separable training data set
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4.2. Classification evaluation of the engine data sets
The section focuses on the same procedure of boundary training, or finding the design space,
but now based on engine calibration data. The same dimensions, or in engine calibration terms
the ‘number of variables’ are used as for the hypothetical test cases. Instead of a convex and
non-convex boundary shape two different outputs have been used to provide more insight into
the general applicability of the method. One of the outputs is the fuel efficiency or BEFF, which
is shown in the left part of the figures. The other one is the engine imbalance or SPMI, which
is shown in the right-hand part in the figures. Further details on the engine test cases can be
found in Chapter 2.4.2.
4.2.1. 2D - engine data
The results for the two-dimensional engine test case are shown in Figure 4.9. It can be seen that

























Figure 4.9.: Test point classification evaluation for a 2D engine training data set
for both test cases (BEFF and SPMI) the methods show similar trends as for the hypothetical
data cases. The CH and PEV methods only have decreasing false positive assessments for the
BEFF case and show only a small and slightly increasing false negative assessment for SPMI.
Both SVM-based methods contain the critical false negative assessments but the overall number
of false assessments is much smaller than for the other two methods.
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4.2.2. 3D - engine data
In Figure 4.10 the results for the three-dimensional engine test cases are presented. The results

























Figure 4.10.: Test point classification evaluation for a 3D engine training data set
are similar to the three-dimensional hypothetical test cases, where BEFF is comparable to a
convex boundary shape and SPMI to a non-convex boundary shape. The main difference to the
two-dimensional engine case is the increased number of false assessments.
4.2.3. 4D - engine data
The four-dimensional engine test case results can be found in Figure 4.11. Compared to the
three-dimensional BEFF case, an increase in both types of false assessments can be seen. For
the SPMI case the CH method shows only minor false negative assessments but the false positive
assessments are clearly increased. PEV shows fewer false negative, but more false positive as-
sessments. For the SVM-based methods the number of false positive assessments has decreased.
4.2.4. 7D - engine data
In the seven-dimensional engine case the methods required more training points to find the design
space than in the previous cases. Like in the ‘second’ seven-dimensional hypothetical test case,
the number of training points has been varied from 250 up to 2500 points. The results are shown
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Figure 4.11.: Test point classification evaluation for a 4D engine training data set
in Figure 4.12. It can be seen that the CH method does not show any false negative assessments,
but at the same time the true-positive area, that is the area within the boundary, is rather small.
PEV does show a false negative assessment that is increasing with the number of training points.
Surprisingly, the number of false negative assessments for the SVM method increases with the
number of training points as well. It should be taken into account, that the tuning parameters for
the SVM have a fixed value for all the test cases. The SVM-LOO method has a rather constant
false negative assessment rate, but also a small area within its found boundary.
4.2.5. False negative assessments SVM versus SVM-LOO
In comparison to the hypothetical cases the results are notably different. In Figure 4.13 it can be
seen that the two-dimensional ratio for BEFF is irregular. The scaling of the y-axis is different
from the other results in this section to be able to show the low ratios. In case of SPMI the
ratio is initially negative, but gets positive with an increase of training points and shows a positive
gradient. The three-dimensional BEFF case in Figure 4.14 seems to oscillate around a decreasing
linear line. The SPMI case seems is decreasing and converging to 0. Figure 4.15 shows the four-
dimensional engine data case, showing a similar behaviour to its corresponding hypothetical case.
Both cases show an inverse quadratic relation between the FN-ratio and the number of training
points. The BEFF case converges to about 0.4 and the SPMI case to about 0. The most
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Figure 4.12.: Test point classification evaluation for a 7D engine training data set (up to 2500
points)
interesting result might be found in the seven-dimensional case. In Figure 4.16 it can be seen
that the ratio is more or less independent of the number of training points and rather high. As
has been shown in Figure 4.12 the number of false negative for the normal LSSVM is increasing
with the number of training points, which obviously affects the result below.
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Figure 4.13.: False negative assessment for a 2D engine training data set
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Figure 4.14.: False negative assessment for a 3D engine training data set
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Figure 4.15.: False negative assessment for a 4D engine training data set
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In order to answer the research question RQ1 related to the presented results first the subques-
tions, RQ1a, RQ1b and RQ1c, need to be discussed. It will be done in the same order as the
questions have been presented. In the last section a final answer will be given to the first research
question of the study.
RQ1a What is the influence of the problem dimension on the quality of the boundary?
The number of correctly labelled points decrease with increasing problem dimensions. The largest
effect can be seen for the CH method followed by the PEV method. The number of false positive
assessments increases largely by an increase in dimension. But also for the SVM-based methods
mainly the number of false negative assessments increases.
Since the number of training points have been varied from 50 to 500 points for the 2D, 3D and
4D cases, it is clear that for a higher dimension the relative amount of training points available
for the training process is not comparable. A comparable amount of training points (NumPts)
between the dimensions (n) would be NumPts = pn , where (p) stands for the amount of points
for one dimension. The equal selection of the number of training points has been chosen on pur-
pose, to see the effect on the quality in higher dimensions. For future applications the calibration
engineer has an indication of the amount of training points required to obtain a certain boundary
quality.
RQ1b What is the influence of the number of training points on the quality of the boundary?
It can be seen that the total number of falsely assessed points, false positive and false nega-
tive, are reduced by the number of training points for all boundary shapes for the SVM and the
SVM-LOO methods. That is also true for the convex shapes for the CH and the PEV methods.
The result can be expected since the methods now has more precise information how to train
the boundary. The CH and the PEV method show an increase of false negative assessments for
non-convex shapes, which will be further discussed below.
An increase of number of training points causes an increase of true positive assessments, that
is the total area inside the boundary. The SVM-LOO shows the effect throughout all results
and dimensions for both type of false assessments. Up to the four-dimensional engine case also
the regular SVM shows the effect, but for the seven-dimensional engine case the fixed tuning
parameters seemed to have been selected incorrectly. The optimised SVM-LOO shows the better
results, especially in higher dimensions.
RQ1c What is the influence of the true boundary shape on the quality of the boundary?
Considering the assessment evaluation it can be derived that the shape has a clear influence
on the results. For a convex shape the CH method does not show the critical false negative
error in two dimensions and in higher dimensions, if the type of error occurs, it is only a minor
contribution. The PEV method did not show any false negative assessment for a convex shape
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in the two-dimensional case, but the errors do occur for convex shapes in higher dimensions. For
both methods, especially for non-convex shapes the false negative assessments increase with an
increasing number of training points.
The SVM-based methods shows the false negative assessment for all boundary shapes, but the
amount is decreasing with the number of training points. Independent of the boundary shape the
CH and PEV methods have a larger total number of false assessments than the SVM methods.
At the time of writing no fast method is known that can determine whether a boundary shape
is convex or not. Since it is not known in advance if the boundary shape for the engine data is
convex, and it cannot easily be determined, the better assessment results come from the SVM.
Only if it is known in advance that the boundary shape is convex, then one could decide to make
use of the CH or PEV method, with the drawback that still a relatively large part of the possible
testing information is lost.
It is shown in Appendix D that the influence of measurement noise (or non-separable data) is
especially large for non-convex shapes since it adds an additional complexity on top of the more
complex boundary to be described. The effect of the training point distribution is also shown in
Appendix D. A random training distribution did not affect the results, leaving it a straightforward
choice to use a space-filling distribution since it is more likely to be expected for future DoE ap-
plications. Nevertheless it will have to be considered for future purposes, especially in the higher
dimensional engine applications for which the hyper-area within the boundary becomes small, if
a strategy to place the points more effectively within the boundary might be beneficial.
From the three sections above the first research questions can now be evaluated.
RQ1 Which design space description method provides the best boundary quality?
The assessments results differ a lot for each method. Both SVM-based methods produce clearly
more correct assessments and they are not affected by the shape of the boundary. A non-convex
shape cannot be described as well as a convex shape by the CH and PEV methods, which can
be expected since both methods produce convex result shapes due to their design. For a convex-
based method and a non-convex shape that has to be described, the number of false negative
assessments actually increase with the number of training points. It can be understood by consi-
dering that the area which cannot be correctly described by the methods is also filled with more
points if the number of training points is increased. So, the percentage of false negative assess-
ments will converge to the integral of the non-convex area for an increased amount of training
points.
In seven dimensions the CH does not show any false negative assessments, but instead the me-
thod defines its boundary so small, that the useful area inside the boundary is also decreases
drastically, which is not for realistic future use.
The SVM-LOO shows less false negative assessments than the SVM, and the improvement is
even larger for higher-dimensional cases. Apparently the choice of the tuning parameters for
68
4.3. Chapter conclusions
the SVM was sufficient for the lower dimensions where it did not have a large influence on the
results. For higher dimensions, since the relative number of training points is less, the choice of
the tuning parameters becomes more important.
The answer to the first research question depends on the situation. For an unknown boun-
dary shape the SVM-based methods provide the best boundary quality. For problem dimensions
of seven and higher the SVM-LOO method provides an even better quality than the SVM me-
thod, as it can find the best tuning parameters for the problem. In case the user has a problem
up to four variables and knows for sure that the boundary is convex, the CH method will give
the best results, with no false negative assessments. Only in this case the results will describe
a design space within the true operating boundaries. In all other cases a small region at an
unknown location outside the true operating boundaries will be present. The number of training
points need to be selected by the user. Except for the convex boundary case combined with a
convex-based method, a larger number of training points will improve the boundary quality.
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Next to the evaluation of the classification correctness also the time required to train the boundary
and to test new points are evaluation criteria. For each calculation performed to obtain the
assessment results the training and testing times have been measured simultaneously. In this
chapter research question two is discussed. Therefore the amount of time needed to train the
design space is analysed for the different methods. For clarity the question is repeated below and
again split into three subquestions derived from the evaluation criteria.
RQ2 Which design space description method is fastest to train the boundary?
The subquestions are similar as before, but are now focused on the training time.
RQ2a What is the influence of the problem dimension on the time to train the boundary?
RQ2b What is the influence of the number of training points on the time to train the boundary?
RQ2c What is the influence of the true boundary shape on the time to train the boundary?
As in the previous chapter, the test cases are the two, three four and seven-dimensional cases.
Also the number of training points are varied from 50 to 500 in steps of 50 in a space filling
distribution, except for the seven-dimensional cases. The same convex and non-convex shapes
for the hypothetical cases that have been used to analyse the assessment performance of each
method are now analysed for their effects on training time. Likewise for the engine test cases as
in Chapter 4 both BEFF and SPMI are analysed.
The different methods show different training times of such order that it has been decided
necessary to provide a zoomed-in version in addition to the original plots, directly underneath it.
The results come from the same test as in the previous chapter. The number of test points are
generated according to the formula Nptstest = 200 ·2ndim and are randomly distributed. The tests
are repeated 25 times and the average of the training time is presented.
The training time results are split up into two sections. Section 5.1 is focusing on the hypothetical
data and Section 5.2 on the results in the engine test cases. The research question RQ2 and the
subquestions will be discussed in Section 5.3 combining both the results of the hypothetical and
engine test cases.
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5.1. Training time for the hypothetical data sets
As for the assessment results also the different influences on boundary training time have been
considered. The influence of a random training data set can be found in Figure D.5 for a two-
dimensional hypothetical test case. The effect of measurement noise on the training time for a
two-dimensional case can be found in Figure D.6. The results for training time for the original CH
method can be found in Appendix D.7 for two dimensions and in Figure D.8 for a four-dimensional
case. All results vary slightly, but show no significant differences. It has therefore been decided to
be irrelevant for the presented results. Based on the results for the assessment and the influence
of the testing times (see Chapter 6) the selection on which data to be used has been based. The
following results are from the hypothetical data sets with separable training data.
5.1.1. 2D - hypothetical data
Figure 5.1 shows the time each method needs to train the boundary for the two-dimensional
hypothetical case. In the upper figure the training times for the CH and PEV methods cannot
be analysed in detail, but as can be seen in lower figure the two methods are much faster than
the other two methods. It is clear that the slowest method is the optimised LSSVM method
followed by regular LSSVM method. The training time for PEV seems to increase a little with an
increasing number of training points where the CH method does not seem to be much affected by
it. The shape of the boundary (convex or non-convex) does not appear to have much influence.
The SVM-LOO needs longer training for the non-convex shape presented here.
5.1.2. 3D - hypothetical case
The results presented in the upper part of Figure 5.2 are similar to the results in two dimensions,
except for what is assumed to be an outlier in the SVM-LOO results. If one looks at the close-up
it can be seen that now also the training time for CH increases with the number of training
points. Here the CH method needs longer than the PEV method for training data sets. The
time to train the boundary for the SVM and SVM-LOO methods are in the same range as for
the two-dimensional case. The boundary shape again does not influence the training time much.
The CH Method needs slightly more time for a convex shape. In contrast to the previous case
the SVM-LOO method is now faster for the non-convex boundary shape.
5.1.3. 4D - hypothetical case
Considering the four-dimensional case in Figure 5.3 it can be seen that the training time for the
SVM and SVM-LOO are again in the same range as for the two lower-dimensional cases. PEV
only requires slightly more time. The CH method shows a significant increase in training time.
Both SVM methods need more time to train the boundary for the non-convex shape, where the
CH method takes longer for the convex boundary shape.
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(b) Training time zoom
Figure 5.1.: Boundary training time for a 2D separable training data set
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(b) Training time zoom
Figure 5.2.: Boundary training time for a 3D separable training data set
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(b) Training time zoom
Figure 5.3.: Boundary training time for a 4D separable training data set
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5.1.4. 7D - hypothetical data
In the seven-dimensional hypothetical data case it was no longer possible to create distinguishable
convex and non-convex shapes. The comparison shown in Figure 5.4 is from the same data set
trained with different training data sets sizes. The y-axis therefore also required a different scaling
compared to the previous results for both the upper and lower plot. The left part of the figures
present the data up to 500 training points, as has been used in the previous cases. The right
side of the plots show training data varying from 250 up to 2500 points. The latter training data
numbers have also been used in the seven-dimensional engine test case. In the upper plot, on the
left-hand side it can be seen that the CH method needs most time to train the boundary, followed
by the SVM-LOO. On the right-hand side of the two plots it can be seen that the SVM-LOO
requires a long time to train the boundary, which seems to increase exponentially with the number
of training points. The CH method also needs a fair bit of time, but increases with the number
of training points. The PEV method is the fastest method for in both test cases with a linear
increase of training time over the number of test points.
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(b) Training time zoom
Figure 5.4.: Boundary training time for a 7D separable training data set (up to 500, 2500 points)
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5.2. Training time for the engine data sets
The following results show the training time for the engine test cases. The main comparison is
the one to its corresponding hypothetical case in the same dimension.
5.2.1. 2D - engine data
In Figure 5.5 the training time results for a two-dimensional engine case are shown. Compared
to its equivalent-dimensional hypothetical case the results are similar. The PEV method takes a
bit longer and the regular LSSVM needs less time to calculate the boundary in the engine case.
The training times for the CH method only increase slightly with the number of training points.
The training times for the PEV increase approximately linear. The training times for the two
SVM methods seem to increase quadratically with the number of training points.
5.2.2. 3D - engine data
The three-dimensional training times for the engine data look again similar as the two-dimensional
case, as can be seen in Figure 5.6. If one looks closely to the zoomed-in plot it can be derived
that the PEV method is faster, but the CH method is slower. The SVM-LOO method needs less
time for the SPMI case than for the BEFF case, which is a difference to the two-dimensional
engine case as well.
5.2.3. 4D - engine data
In case of the four-dimensional engine data set it can clearly be seen in Figure 5.7 that the SVM-
LOO method needs not only more time than in the other two engines cases, but also compared
to the four-dimensional hypothetical data case. Considering the other methods it is shown that
the CH method needs much longer than in the three-dimensional case, especially for a lower
number of training points which indicated an inverse quadratic dependency. The PEV method
needs a bit more time to train the boundary, but still shows a linear growth with the number of
training points. The SVM method behaves similarly as in the hypothetical test cases as well as
in the previous engine cases.
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(b) Training time zoom
Figure 5.5.: Boundary training time for a 2D engine training data set
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(b) Training time zoom
Figure 5.6.: Boundary training time for a 3D engine training data set
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(b) Training time zoom
Figure 5.7.: Boundary training time for a 4D engine training data set
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5.2.4. 7D - engine data
Taking into account the change of the y-axis scaling, Figure 5.8 shows the longest training times.
The SVM-LOO clearly needs the longest of all methods followed with some distance by the CH
method. The CH method needs clearly less time to train the engine case boundary, compared
to the hypothetical seven-dimensional case with a training data set up to 2500 points, like the
PEV method needs with the same number of training points. The SVM-LOO method also needs
less time than in the hypothetical case, though the difference is in comparison to the other two
methods not so large. Only the SVM method seems to require the same amount of training
time, compared to the hypothetical case, but much more time than the previous engine cases.







































(b) Training time zoom




The research question related to the presented results is initially discussed by the corresponding
subquestions, following the same order as the questions have been presented in the introduction
of the chapter. In the last section a final answer will be given to the second research question of
the study.
RQ2a What is the influence of the problem dimension on the time to train the boundary?
The training time for the PEV method is not strongly affected by the problem dimension. It is
due to the fact that the largest calculation effort only comes from the matrix X , defined by the
number of training points and the dimension. Its product, X TX , needs to be inverted. Since
the dimensionality does not strongly increase the matrix size it does not have a large influence
on the total training time.
The time for the CH method is more influenced by the dimension than by the number of trai-
ning points. It is due to the design of the algorithm. It needs up to three dimensions a time
of O(n log r), with n being the problem dimension and r the number of processed points. For
higher dimensions the algorithm requires O(n ∗ fr/r) time, where fr being the maximum number
of facets that are required for r vertices [4].
The SVM methods are not so strongly influenced by the problem dimension than by the number
of training points. Also for the SVM method the kernel matrix needs to be inverted, but the
inverted matrix needs to be explicit, since it is used in a different way. The matrix is also a square
matrix defined only by the number of training points. The training by means of the SVM me-
thod therefore takes much longer in the lower dimensions in comparison to the higher dimensions.
RQ2b What is the influence of the number of training points on the time to train the boundary?
Analysing the results with respect to duration it can be seen that the training time is affected by
the number of training points. The PEV method shows the least increase of calculation time over
the number of training points. In two dimensions, the CH method seems to be little influenced by
the number of training points but it is different in higher dimensions. The SVM-based methods
show an increased boundary description time with an increasing number of training points, but
are each more or less constant up to four dimensions. The regular SVM method is much faster
than the SVM-LOO method. It has been expected that the LSSVM-LOO method needs most
time to train the boundary. For each single training point the method tries to determine the best
values of the tuning parameters by means of the leave-one-out sequence. The optimisation loop
requires a lot of time and even more time for more training points.
No logical explanation has been found why the methods are faster in the seven-dimensional engine
case than for the seven-dimensional hypothetical case with the same number of training points.
RQ2c What is the influence of the true boundary shape on the time to train the boundary?
The shape of the boundary does not influence the time to train the boundary.
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RQ2 Which design space description method is fastest to train the boundary?
Considering the previous discussions the PEV method is the fastest method to train the boundary,
except in the two-dimensional case, where the CH method is slightly faster for an increased
number of training points. The SVM-LOO method is the slowest method in all cases. The
CH method is most strongly affected by the problem dimension and becomes slow in the seven-
dimensional case, but is still faster than the SVM-LOO method.
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The amount of time to test new points, or research questions three, is analysed in this chapter.
The test times have been measured while performing the test point assessment step during the
calculation. The question is again repeated below and again split into three subquestions derived
from the evaluation criteria.
RQ3 Which design space description method is fastest to assess new test points?
The subquestions are similar as before, but are now focused on the assessment time.
RQ3a What is the influence of the problem dimension on the time to assess new test points?
RQ3b What is the influence of the number of training points on the time to assess new test
points?
RQ3c What is the influence of the true boundary shape on the time to assess new test points?
The same dimensional cases are used as in the previous two chapters. The number of training
points are varied from 50 to 500 in steps of 50 in a space filling distribution, except for the two
seven-dimensional cases. The same convex and non-convex shapes for the hypothetical cases
that have been used to analyse the assessment performance and training time of each method
are now analysed for their effects on the duration to assess new points. As for the engine test
cases as in Chapter 4 and Chapter 5 both BEFF and SPMI are analysed.
The number of test points are generated according to the formula Nptstest = 200 · 2ndim and are
randomly distributed. The tests are repeated 25 times and the average of the assessment time
is used.
Section 6.1 is focusing on the hypothetical data and Section 6.2 on the results in the engine test
cases. The research question and the subquestions will be discussed in Section 6.3 regarding all
hypothetical and engine test cases.
6.1. Time to assess new points for hypothetical data sets
The results of the assessment time for new points for the three previously described cases:
randomly generated training data, non-separable training data and the original convex hull-based
method are also presented in Appendix D in Figures D.9, D.10, D.11 and D.12, respectively.
It can be seen that except for the non-separable training data the other two test cases need
longer assessment times. The reason for the use of separable training data has been explained in
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chapter 4. Therefore the results in the next subsections are the hypothetical data cases trained
with space-filling, separable training data sets and with the adjusted CH method.
6.1.1. 2D - hypothetical data
The time required to assess new points for the two-dimensional hypothetical separable data case
can be found in Figure 6.1. The CH method is the fastest to assess new points followed by
the PEV method and their test times do not increase with the number of training points. The
SVM-LOO is slightly faster than the regular SVM and both methods have a linear increase in
assessment time with an increasing number of training points. The methods also take longer
than the CH and PEV methods. There is no difference between a convex and non-convex shape.















Figure 6.1.: Time to test new points for a 2D separable training data set
6.1.2. 3D - hypothetical case
In Figure 6.2 the times to assess new points for the three-dimensional case are shown. All methods
need more time than before, but a similar pattern of assessment time between the methods can
be seen as in the two-dimensional case, independent of the shape of the boundary.
6.1.3. 4D - hypothetical case
Figure 6.3 shows the assess time results for the four-dimensional case. Again there is a clear
increase of time to be seen for each method. The CH and PEV methods are still faster than
the two SVM methods but now in the four-dimensional case it becomes clear that the CH and
PEV methods also show a linear increase in assessment time for an increasing number of training
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Figure 6.2.: Time to test new points for a 3D separable training data set
points, though the gradient is rather small. Again there is almost no difference for the two
different boundary shapes considered.















Figure 6.3.: Time to test new points for a 4D separable training data set
6.1.4. 7D - hypothetical data
In seven dimensions it takes clearly longer to assess new points. Again the left part of Figure 6.4
shows the results up to 500 training points and the right part of the figure the results up to 2500
training points. The CH method takes clearly longest to assess new points, and even longer for
a larger training data set. In the zoomed-in version of the same results it can be seen that the
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SVM-LOO method needs slightly less time than the regular SVM up to 500 training points, but
more time up to 2500 training points. In contrast to the three other methods the assessment
time with the PEV method does not seem to be changing with the number of training data.














































(b) Assessment time zoom
Figure 6.4.: Time to test new points for a 7D separable training data set (up to 500, 2500 points)
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6.2. Time to assess new points for engine data sets
Like in the previous two chapters the results related to the engine data sets are presented in a
separate section. In the remains of this chapter the assessment time for the different engine test
cases can be found.
6.2.1. 2D - engine data
The time required to assess new test points in the two-dimensional hypothetical data case shows
similar results to the engine data case, as can be seen in Figure 6.5. Even the individual amount
of assessment time is almost the same in both cases and are independent of the selected output.
The main difference between the two result plots is that the PEV method does seem to need a
little more time to assess new points with an increase in number of training data.















Figure 6.5.: Time to test new points for a 2D engine training data set
6.2.2. 3D - engine data
In Figure 6.6 the results for the three-dimensional engine data set can be found. It again is similar
to the same-dimensional hypothetical case. Compared to the two-dimensional engine case the
assessment time about doubles for all methods and number of training points. The results do
not significantly differ for the BEFF and the SPMI case.
6.2.3. 4D - engine data
As for the four-dimensional hypothetical case, the time to assess new points in the engine case
takes about double of that of the three-dimensional case, shown in Figure 6.7. All methods show
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Figure 6.6.: Time to test new points for a 3D engine training data set
an increase in assess time for a larger number of training points, where the gradient of PEV is
slowest. No obvious difference due to the test case or boundary shape can be detected.















Figure 6.7.: Time to test new points for a 4D engine training data set (up to 2500 points)
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6.2.4. 7D - engine data
The seven-dimensional results can be found in Figure 6.8. The results are shown for training data
sets up to 2500 points. The CH method clearly needs the most time to assess new points, but
it is significantly less time than for the similar hypothetical case up to 2500 training points. The
PEV and both SVM methods need approximately the same amount of time as in the hypothetical
case. PEV is again the fastest method and does not seem to be affected by the number of training
points. The SVM and SVM-LOO method show an increased assessment time with an increasing
number of training points, where the SVM-LOO has a steeper gradient.





































(b) Assessment time zoom
Figure 6.8.: Time to test new points for a 7D engine training data set (up to 2500 points)
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6.3. Chapter conclusions
As in the previous two chapters the research question is initially discussed by the corresponding
subquestions, following the same order as before. In the last section a final answer will be given
to the third and last research question of the study.
RQ3a What is the influence of the problem dimension on the time to assess new test points?
The problem dimension has an effect on the time required to allocate new test points for all
methods. Higher dimensions cause the time to assign new points to increase, but up to four
dimensions the calculations are still quite fast and within 0.2 seconds. The CH method is the
fastest method up to four dimensions, but for the seven-dimensional case it needs most time.
The PEV methods follows the CH method closely up to four dimensions where assessment time
is concerned. In seven dimensions the PEV method is the fastest and the only method that can
do all its calculations with in 1 second.
RQ3b What is the influence of the number of training points on the time to assess new test
points?
The number of training points have an influence on the time of assessing new points. The more
training points are used the longer the allocation time. But the effect is not so strong as for the
time required to train the boundary.
As expected the number of training points do not largely affect the assessment time for the CH
and PEV methods. The two methods train the boundary with the required data, store the results
describing the boundary and assessing new points can be achieved by easy matrix calculations.
For the SVM-based methods it is expected that the number of training data influences the as-
sessment timing, since the kernel matrix, used for the kernel trick, needs to be recalculated for
every single test point.
RQ3c What is the influence of the true boundary shape on the time to assess new test points?
The shape of the boundary does not influence the assessment time of new points.
RQ3 Which design space description method is fastest to assess new test points?
Analysing the three previous questions it can be said that up to four dimensions the CH-method
is fastest, followed closely by the PEV method. For the seven-dimensional cases the PEV method
is much faster than all other methods.
Comparing only the two SVM-based methods it can be seen that up to four dimensions the
SVM-LOO method was faster, but in seven dimensions the SVM method was faster.
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Since the test planning and modelling methodology, or design of experiments (DoE), is now wi-
dely used in engine calibration tests, the need for finding design spaces and using them becomes
more important. With detailed information on the design space boundary, the DoE tests can
be planned such that they lie exactly within the available design space. This will contribute to
a more efficient use of the test bench, and thereby saving time and money in the development
process.
Many of the design space description and determination methods, so far implemented in en-
gine calibration and DoE software solutions, use a convex hull-based method. It turns out that
a convex hull-based method is unsuitable to describe non-convex boundaries, which becomes
even more evident in higher-dimensional cases. Furthermore the calculation effort to determine
a convex hull for seven and more dimensions is large and will be a limiting factor for future ap-
plications.
The need for four- and higher-dimensional optimisation problems comes from the increase of
the number of variables resulting from the implementation of new technologies that are requi-
red to cope with the higher demands on fuel consumption and emission regulations. For global
optimisation problems, for which also the engine speed and load are variables, the shape of the
available design space is likely to be non-convex. Furthermore, with an increase of variables it is
not possible to know if the boundaries have a convex or non-convex shape.
The previous three chapters have shown the results, with respect to the research questions
and the related subquestions. The analysis related to the research questions is summarised in
Section 7.1. The evaluation concerning the overall problem statement based on the answers to
the research question is presented in Section 7.2. Finally Section 7.3 focuses on future application
possibilities and possible steps how the goals might be achieved.
7.1. Answering the research questions
The results have been discussed in detail with respect to the correctness of the classification of
new test points, the time needed to train the boundary as well as the time required to allocate
new test points as to be within or outside the boundary. For all the results the number of training
points, the problem dimension as well as the type of boundary shape have been varied, where it
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was considered possible. The research questions have been discussed accordingly and the results
are repeated below.
RQ1 Which design space description method provides the best boundary quality?
The answer to the first research question is depending on the situation. For an unknown boundary
shape the two SVM-based methods provide the best boundary quality. For problem dimensions of
seven and higher the SVM-LOO method provides an even better quality than the SVM method,
as it can find the best tuning parameters for the problem. In case the user has a problem
up to four variables and knows for sure that the boundary is convex, the CH method will give
the best results, with no false negative assessments. Only in this case the results will describe
a design space within the true operating boundaries. In all other cases a small region at an
unknown location outside the true operating boundaries will be present. The number of training
points need to be selected by the user. Except for the convex boundary case combined with a
convex-based method, a larger number of training points will improve the boundary quality.
RQ2 Which design space description method is fastest to train the boundary?
Considering the related discussions the PEV method is the fastest method to train the boundary,
except in the two-dimensional case, where the CH method is slightly faster for an increased
number of training points. The SVM-LOO method is the slowest method in all cases. The
CH method is most strongly affected by the problem dimension and becomes slow in the seven-
dimensional case, but is still faster than the SVM-LOO method.
RQ3 Which design space description method is fastest to assess new test points?
Analysing the subquestions it can be said that up to four dimensions the CH-method is fastest,
followed closely by the PEV method. For the seven-dimensional cases the PEV method is much
fastest than all other methods.
Comparing only the two SVM-based methods is can be seen that up to four dimensions the
SVM-LOO method was faster, but in seven dimensions the SVM method was faster.
7.2. Answering the problem statement
Theoretical data have been used to learn about different influences on the boundary quality and
calculation efforts. In addition engine calibration test data have been used to analyse application
possibilities and restrictions for engine calibration purposes. Looking at the benefits for engine
calibration purposes it may be concluded that similar effects have been seen for the engine cases
as for the theoretical cases.
The aim of the study presented in this report was to find the best technique to determine and
implement design spaces for arbitrary boundary shapes and at least up to seven dimensions.
The problem statement has thus been defined as follows.
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Problem statement:
Which design space description method is most suitable for combustion engine cali-
bration test applications?
The two SVM-based methods showed the best results in term of boundary quality, independent
of the boundary shape. Also for higher dimensions the results of the two SVM-based methods
proved best of the methods shown. The SVM-LOO with a leave-one-out optimisation even
improved the quality slightly. The quality of the assessment will be the primary selection criterion
and therefore the SVM-LOO shows the most potential. In terms of calculation time the two
SVM-based methods are rather slow. Since the initial application of a design space description
method will be offline, a longer boundary training time and new test point allocation time required
for the SVM and SVM-LOO methods, are acceptable for the current calibration problems.
Therefore, for offline applications, the most suitable method is the SVM-LOO method.
7.3. Recommendations for future application
It may be concluded that the two SVM-based methods will be the most suitable method to
describe a boundary, since they produce good results independent of the boundary shape and the
best results in the higher dimensions shown. The shape of the boundary is not known in higher
dimensions, thus the use of an SVM-based method will be less risky in terms of the number
of false negative assessments and will give a larger available area ‘inside the boundary’ than the
PEV or CH method. The SVM-LOO also produces better results in the higher dimensional cases,
where the number of the critical false negative assessments is even further reduced due to the
optimisation loops. For further use and successful implementation three recommendations are
presented below.
The training of the SVM with a LOO optimisation is time consuming. In the first stages of the
application of the design space the determination will be offline, in which case the training time
can be acceptable, since offline calculations can, e.g., be run over night. For future purposes the
SVM-LOO might be used for online design space determination. In that case an optimisation of
the training time will be required, since the optimisation will need to be calculated while running
the engine test.
Another important issue for performing an online boundary description will be the implementation
of an appropriate control strategy. The main focuses will be how to reach a new point as fast
as possible, without damaging the engine and taking into account the response time of, e.g., the
critical temperatures, pressures or knock-occurrence.
Furthermore it will have to be considered, especially in the higher-dimensional applications, where
the available area within the boundary becomes small, what strategy to place the points more
effectively within the boundary is most applicable.
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A. Calculation hardware and routine
specifications
A.1. Computer specifications
All calculations have been performed on a laptop computer, provided by AMG, with the following
specifications:
Laptop type: Lenovo Thinkpad T510, 4484Y11
Processor: Intel(R) Core(TM) i5 CPU M 540 @ 2.53GHz (dual core)
Memory (RAM): 4 GB Operating system: Windows 7, 64 Bit
Matlab version: Matlab 2011b
A.2. Calculations overview
The calculations have been performed in Matlab. The general layout of the script is given below,
where each subroutine is presented in the following sections. The classes referred to are inside
(+1) or outside (-1). The boundary as such is defined by the limit on the output.
A.2.1. Routines to generate training points
Create a sobolset.
Scramble the sobolset according to the Matousek-Affine-Owen type.
Select the training points according to the required number.
Scale the data to the original variable minima and maxima.
A.2.2. Routines to generate test points
Define the number of steps per axis.
Generate a set of grid points within the variable minima and maxima.
Select the training points according to the required number.
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A.2.3. Routine to train and test the CH
Scale the training points.
Select the inside class.
Start calculation measurement.
Train the convex hull with the inside class with ‘convhulln’.
Store the boundary defining data.
(‘A’ and ‘b’ of inequality constraints with ‘vert2con’)
Stop calculation measurement.
Scale the test points.
Start calculation measurement.
Determine for each test point (i):
if A * x_test(i) <= b.
Assign a class.
Stop calculation measurement.
A.2.4. Routine to train and test the PEV
Assign a value for the percentile.
Scale the training points.
Select the inside class.
Start calculation measurement.
Train the PEV with the inside class.
Store the boundary defining data.
(‘quantile’ of the variance based on the defined percentile)
Stop calculation measurement.
Scale the test points.
Start calculation measurement.
Calculate the variance of the test data.






A.2.5. Routine to train and test the LS-SVM
Assign a value for sigma and gamma.
Scale the training points.
Start calculation measurement.
Train the LS-SVM with all the training points and classes.
Store the boundary defining data.
(‘alphas’ and ‘b’)
Stop calculation measurement.
Scale the test points.
Start calculation measurement.
Determine for each test point (i):
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A.2.6. Routine to train and test the LS-SVM-LOO
Scale the training points.
Start calculation measurement.
Minimise the tuning parameter sigma and gamma by ’fmincon’.
Invert the LS-matrix.
Train the LS-SVM with all the training points and classes.
Store of the boundary defining data.
(‘alphas’ and ‘b’)
Calculate the residual.
Store the optimal values for sigma and gamma.
Train the LS-SVM with all the training points, classes, sigma and gamma.
Store the boundary defining data.
(‘alphas’ and ‘b’)
Store of the boundary defining data.
Stop calculation measurement.
Scale the test points.
Start calculation measurement.
Determine for each test point (i):
if alpha * kernel(x,x_test(i)) + b <= 0.
Assign a class.
Stop calculation measurement.
A.2.7. Routine to compare output
Compare the test point assigned class to the true class:
test class +1 == true class +1 --> label ‘true positive’.
test class -1 == true class -1 --> label ‘true negative’.
test class -1 == true class +1 --> label ‘false positive’.




Define the problem dimension (number of variables).
Define the minima and maxima for each variable.
Load the problem model.
Define the number of training points.
Repeat the following 25 times:
Generate a space-filling set of training points.
Generate output data for the training points by means of the model.
Define the output limiting value.
Based on the limit value assign the training points to their class.
Define the number of test points.
Generate a random set of test points.
Generate output data for the test points by means of the model.
Based on the limit value assign the training points to their class.
Define the solving method.
Start calculation measurement.
Train the solver by means of the training data and class.
Store of the boundary defining data.
Stop calculation measurement.
Start calculation measurement.
Based on the boundary assign the test points to their class.
Stop calculation measurement.
Compare the test point assigned class to the true class.
Assign assessment values according to the confusion matrix.
Calculate the average assessment values and calculations times
for the 25 repetitions.
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A.3. Data for the 2D reference shapes
In the table A.1 the polynomial data for the 2D reference shapes can be found. The grid used
for generation points was spanned from −2 to 2 for both variables. The data for the 3D, 4D and
7D are not explicitly presented in this report, but can be made available at request.
2D Convex shape 2D Non-convex shape
Dimension 2D 2D
Polynomial order 4 False negative
Overlap 1 1
Number of coefficients 10 14
1st coefficient 0 0
2nd coefficient 0,5186 0,2653
3rd coefficient 0,9730 0,8244
4th coefficient 0,6490 0,9827
5th coefficient 0,8003 0,7302
6th coefficient 0,4538 0,3439
7th coefficient 0,4324 0,5841
8th coefficient 0,8253 0,1078
9th coefficient 0,0835 0,9063
10th coefficient 0,1332 0,8797
11th coefficient - 0,8178
12th coefficient - 0,2607
13th coefficient - 0,5944
14th coefficient - 0,0225
Threshold 3 0.3
Table A.1.: Values of the polynomial parameters for the 2D hypothetical data set
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This appendix summarises the used mathematical and statistical relations. More detailed infor-
mation and derivation can be found in [1, 11, 13, 26, 27, 28, 35].
B.1. Probability
The probability of an event can be defined as a real number between 0 and 1 that expresses how
likely an event is to occur for a large number of trials. The number 1 means that the event will
certainly occur. If it is absolutely not possible for the event to occur, its probability is 0.
A discrete random variable has a ‘probability mass function’ [26]:
p(x) = P(X = x) (B.1)
A continuous random variable has a the ‘probability density function’. For a continuous random
variable X ∈ B the ‘probability density function’ P(x) is a function satisfying:
P(X ∈ B) =
∫
B
f (x)dx . (B.2)
Where f satisfies the following two conditions [1]:
1 f (x) ≥ 0 on [xmin , xmax ],
2 P(−∞ < x <∞) =
∫ ∞
−∞
f (x)dx = 1
For both types of variables the cumulative distribution function F (x) = P(X ≤ x) can be given.











B. Supporting mathematics for PEV
B.1.1. Normal distribution
A common way to depict a normal distribution is by means of the distribution density function
as in Figure B.1 and the cumulative density plot in Figure B.2 for different values of μ and σ2.



















Figure B.1.: Normal distribution density plot
B.1.2. Expected or mean value




xipi for x in ascending order (B.5)






The mean is also called the expected value E(X ) of the random variable X :
























Figure B.2.: Cumulative density distribution
B.1.3. Variance





(xi − μ)2pi (B.8)




(x − μ)2f (x)dx (B.9)
In terms of expected values the equation can be rewritten as:
σ2 = Var(X )
= E((X − μ)2)
= E(X 2)− μ2
= E(X 2)− (E(X ))2 (B.10)
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B.2. Regression analysis
By means of regression analysis one tries to find the distribution of a response (or random or
dependent) variable or some characteristics of the distribution (e.g. its mean) as a function of
one or more deterministic (or independent or controlled) variables. Or with other words one
tries to establish the relation between variables and how to describe the relation. For more
information on regression analysis, linear regression and least-squares see also [13, 26]. In the
following section the complete derivation is given to determine the expression for the ‘Prediction
Error Variance’ used for the PEV method. Part of the derivations are repeated from Chapter 3
to give the complete derivation.
B.2.1. Simple regression model
A linear model of the first order that describes the (measured) relation of the independent x and
dependent variable y can be written as:
y = β0 + β1x + ε (B.11)
Where ε represents the unknown measurement error. An extension to a second order linear model
can be written as:
y = β0 + β1x + β2x
2 + ε (B.12)
It is also possible that one has several measurements or observation of the same system, that
is one has several, let it be n observations, of the independent variables (x(1), x(2), ..., x(n)) and
accordingly n responses (y(1), y(2), ..., y(n)). So a second order model can be written as the
following set of equations:
y(1) = β0 + β1x(1) + β2x
2
(1) + ε(1)





y(n) = β0 + β1x(n) + β2x
2
(n) + ε(n)
If one has more independent variables (e.g. x1 and x2) a second order linear model can be written
as:
y = β0 + β1x1 + β2x
2
1 + β3x2 + β4x
2
2 + β5x1x2 + ε (B.13)
It is called multiple regression, where the results lead to a linear model, since the systems is linear
in its unknown coefficients β0, ..., βk . In vector notation a second (or higher) order linear model
that describes the (measured) relation between the independent (X i) and dependent variables
(y ) can be written as:
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(n × 1) (n × (k + 1)) ((k + 1)× 1) (n × 1)
where X is also called the model or regression matrix. A linear model that can be used to predict
an outcome is given as:
ŷ = X b (B.15)
In general the goal of regression analysis is to find the fitted coefficient vector b that minimises
the residuals. An approach to accomplish this is given in the next section.
B.2.2. Minimising the residuals by means of least-squares
The Gauss-Markov theorem defines that for a linear regression model, with uncorrelated errors,
a zero expectation of the errors and a constant variance of the errors, the best linear unbiased
estimator (BLUE) is found by the least-squares approach [13]. The approach tries to minimise
the residuals and is explained in this section.
The residuals can be written as:
e = y − ŷ (B.16)
where e = [e1, e2, ..., en ] represents the vector of residuals.
The method of least-squares minimises the sum of the squared residuals, which can be written
as:
e 2 = eTe
= (y − ŷ )T (y − ŷ )
= (y − X b)T (y − X b)
= (yT − bTX T )(y − X b)
= yTy − yTX b − bTX Ty + bTX TX b
= yTy − 2yTX b + bTX TX b (B.17)
The last simplification is possible since the result is a scalar and in that case yTX b = bTX Ty
holds.
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Minimising the result with respect to the unknown b can be obtained by taking the first de-
rivative to b and to setting it equal to 0. Hence the best estimate for to b will be:
d
db




−2X Ty + 2X TX b = 0
X TX b = X Ty
b = (X TX )−1X Ty (B.18)
The result is unbiased and has a minimum variance. The equation ŷ = X b accordingly can be
written as:
ŷ = X (X TX )−1X T︸ ︷︷ ︸
H
y
= H y (B.19)
Where H is called the hat matrix and has the special properties of being symmetric, H T = H ,
and idempotent, H 2 = H . Some applications and use of the hat matrix are given in Section B.4.
B.2.3. Ridge regression
Although optimized, the coefficients b can result in bad estimates if X TX is not close to the unit
matrix I [16, 17]. Regularisation of ill-posed problems can be achieved by the biased estimation
approach of ridge regression [13]. Ridge regression is the term used in statistic application, for
other applications also the term ‘Tikhonov regularization’ is used [7]. The basic idea behind ridge
regression is to have a large reduction in the coefficient variance at the cost of a small bias on
the coefficient estimates [13]. It can be expressed as:
b = (X TX − γI )−1X Ty (B.20)
Here I presents the unit matrix and γ is the ridge regression parameter. The choice of the ridge
regression parameter γ generally requires knowledge about the estimator. Often optimisation
algorithms have to be implemented. For the effect of the ridge parameter it can be said that the
larger the value of the ridge regression parameter, the bias on the least-squares estimator will be
larger but the variance of the least-squares estimator will be smaller.
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B.3. Expectation and variance for the regression results
B.3.1. Expectation and variance for the measurement error - Assumptions
The measurement error is defined as ε. It is assumed that the distribution of the measurement
errors each can be given by a normal distribution, with a mean value of zero and a standard
deviation of that of the response variable or ε Nn(0, σ
2
ε I n) [13]. Furthermore the expectation of
the covariance matrix for the measurement errors εij will be zero where i = j and thus will only
have values on its diagonal (E(εi .εj ) = 0 for all i = j and E(εi .εj ) = σ2ε for all i = j ). Therefore:
E(ε) = 0 (B.21)
Var(ε) = I σ2ε (B.22)
B.3.2. Expectation and variance for the response variable
Since y = X β + ε the expectation of y can be written as:
E(y ) = E(X β + ε)
= E(X β) + E(ε)
= X β + E(ε)︸ ︷︷ ︸
0
= X β (B.23)
Substituting the result of Equation (3.15) and rewriting y = X β + ε, the variance can be given
as:
Var(y ) = E((y − μ)2)
= E((y − E(y ))2)
= E((y − E(y ))T (y − E(y )))
= E((y − X β)T (y − X β))
= E(εTε)
= I σ2ε (B.24)
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B.3.3. Expectation and variance for the residual
Since the following relation holds (see Equation (3.12)):
e = y − ŷ
= y − H y
= (I − H )y
(B.25)
The expectation of e , while using the result of Equation (3.15), can be written as:
E(e) = E((I − H )y )
= (I − H )E(y )
= (I − H )X β (B.26)
The variance of e can be derived as:
Var(e) = E((e − E(e))2)
= E((e − E(e))T (e − E(e)))
= E(((I − H )y − (I − H )X β)T ((I − H )y − (I − H )X β))
= E(((I − H )(y − X β︸ ︷︷ ︸
ε
))T ((I − H )(y − X β︸ ︷︷ ︸
ε
)))
= E(εT (I − H )T (I − H )ε)
= (I − H )T (I − H )E(εTε)︸ ︷︷ ︸
I σ2ε
= (I − H )σ2ε (B.27)
The last step can be explained since (I − H ) is idempotent and symmetric as well, which can
easily be proved analogue to the proof of the properties for the hat matrix H in B.4.
B.3.4. Expectation and variance for the predicted response variable
The predicted output variable is defined by Equation (3.7) as ŷ = X b . But using the result of
Equation (3.12) ŷ = H y and or Equations (3.15) one can also write the expectation of ŷ as:
E(ŷ ) = E(H y )
= HE (y )
= HX β (B.28)
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In a similar way the variance of ŷ can be derived as:
Var(ŷ ) = E((ŷ − E(ŷ ))2)
= E((H y − E(H y ))T (H y − E(H y )))
= E((H (y − E(y )))T (H (y − E(y ))))
= E((y − E(y ))TH TH (y − E(y )))
= H TH E((y − E(y ))((y − E(y ))T ))︸ ︷︷ ︸
Var(y )
= H σ2ε (B.29)
B.3.5. Expectation and variance of the coefficients
The model coefficients can be estimated with b = (X TX )−1X Ty . Therefore the expectation of
b can be written as:
E(b) = E((X TX )−1X Ty )
= (X TX )−1X TE(y )




With that result, the estimation of b and the definition of y the variance Var(b) can be derived:
Var(b) = E((b − E(b))2)
= E((b − β)2)
= E(((X TX )−1X Ty − β)2)
= E(((X TX )−1X T (X β + ε)− β)2)
= E(((X TX )−1X TX︸ ︷︷ ︸
I
β + (X TX )−1X Tε− β)2)
= E((β + (X TX )−1X Tε− β)2)
= E(((X TX )−1X Tε)2)
= E(((X TX )−1X Tε)T ((X TX )−1X T ε))
= E(εTX ((X TX )−1)T (X TX )−1X Tε)
= XX −1︸ ︷︷ ︸
I




= (X TX )−1σ2ε (B.31)
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B.3.6. Expectation and variance for a new measurement
The expectation and variance of the outcome of a new measurement is analog to the derivation
for the predicted response variable making use of the previous result. Let ŷ new = X newb and
insert the best possible estimation for b , that is b = (X TX )−1X Ty , see (3.11). It gives:
ŷ new = X new(X
TX )−1X Ty (B.32)
The expectation of ŷ new can assumed by the expectation of the true response variable:
E(ŷ new) = X newβ (B.33)
Since ŷ new = X newb the variance can be written as:
Var(ŷ ) = E((ŷ new − E(ŷ new))2)
= E((X newb − X newβ)2)
= E((X new(b − β))2)
= E((X new(b − β))T (X new(b − β)))
= E(X Tnew(b − β)T (b − β)X new)






TX )−1X newσ2ε (B.34)
Let there exist a function X new = f (xi) then for any predicted value ŷi the variance of ŷi at some
point xi is called the prediction error variance and is given by [35]:
Var(ŷ i) = f (xi)
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B.4. The hat matrix and leverage
B.4.1. Matrix idempotence
A matrix is called idempotent if H 2 = H . The hat matrix H is idempotent since:
H = X (X TX )−1X T
H 2 = (X (X TX )−1X T )(X (X TX )−1X T )
= X (X TX )−1(X TX )︸ ︷︷ ︸
I
(X TX )−1X T
= X (X TX )−1X T
= H
B.4.2. Matrix symmetry
A matrix is called symmetric if H T = H . The hat matrix H is symmetric since:
H = X (X TX )−1X T
H T = (X (X TX )−1X T )T
= (X T )T ((X TX )−1)T (X )T
= X (X −1(X T )−1)TX T
= X ((X T )−1)T (X −1)TX T
= X ((X −1)T )T (X T )−1X T
= X (X −1(X −1)TX T
= X (X TX )−1X T
= H
The derivation above makes use of the following general matrix rules
(AB )T = BTAT (B.36)
(AB )−1 = B−1A−1 (B.37)
(A−1)T = (AT )−1 (B.38)
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C.1. Optimisation
C.1.1. Basic constrained optimisation problem
The basic constrained optimisation problem can be given by [7, 42]:
Minimise f (x ) x ∈ Rn
Subject to gi(x ) = 0 for i = 1, 2, ...,m
hj (x ) ≤ 0 for j = 1, 2, ..., p
Here x is the optimisation variables vector, f (x ) is the objective or cost function, gi(x ) are the
equality constraints and hi(x ) are the inequality constraints.
The definition of an optimisation problem is to minimise a function. It requires to find the value
of the variable(s) of the function that achieve the minimisation.If the optimisation problem is
to maximise a function, the procedure remains the same, the optimisation criterion has to be
negated [50].
It means that max [f (x )] = min[−f (x )] but also that for a given hi(x ) ≥ 0 one can rewrite the
constraint as −hi(x ) ≤ 0.
Furthermore if gi(x ) = c, where c is some positive constant, one can rewrite it as g̃i(x ) =
gi(x )− c.
C.1.2. Linear program
A linear program or linear optimisation is finding the extreme of a linear objective function sub-
jected to a set of linear (in)equalities:
Minimise x for f (x ) = cTx (C.1)
Subject to Aineqx ≤ b ineq
and/or Aeqx = b eq
Where A is some matrix and c and b are vectors.
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C.1.3. Quadratic program
A convex optimisation problem is a quadratic program (QP) if the objective function is quadratic
convex, but where the constraint functions are still affine [7]. A quadratic programming problem is
an optimisation problem, where the objective function is quadratic and convex and the constraints
are linear. The constraints can be given by both equality and inequality constraints. In general
the problem can be written as:
Minimise x for f (x ) = 1/2x TH x + hTx (C.2)
Subject to Aineqx ≤ b ineq
and/or Aeqx = b eq
Where H is a symmetric matrix, A some matrix and h and b are vectors.
If only equality constraints exists, the problem can be easily be solved by making use of Lagrange
multipliers and finding the extreme values for the converted problem. If in equality constraints are
present a relaxation of the problem is achieved by rewriting the inequality as equality constraints.
C.1.4. Convex set and functions
A set S of points in Rn is convex if for all x1, x2 ∈ S and θ ∈ [0, 1] it holds that:
(1− θ)x1 + θx2 ∈ S (C.3)
And in general for all x1, x2, ..., xn ∈ S and
∑n
i=1 θi = 1:
n∑
i=1
θixi ∈ S (C.4)
An intersection of two convex sets is also a convex set. The convex hull of a set of points is the
smallest convex set that contains all points of the original set [7, 42].
A function f is convex on a set S if:
f ((1− θ)x1 + θx2) ≤ (1− θ)f (x1) + θf (x2) for all x1, x2 ∈ S and θ ∈ [0, 1] (C.5)
The epigraph is the set of points that lie on or above the graph of f (x ) and is also convex [7, 42].
A graphical understanding of convex problems in two dimensions is given by Figures C.1-C.5.




The matrix H can be split into five different categories according to the properties of the eigen-
values.
• H is positive definite for x TH x > 0, which means all eigenvalues are positive (see Figure
C.1). In this case the problem is convex.
• H is semi-positive definite for x TH x ≥ 0, which means the eigenvalues are positive or
equal to zero (see Figure C.2). Also in this case the problem is convex.
• H is negative definite for x TH x < 0, which means all eigenvalues are negative (see Figure
C.3) and the problem is as such not convex.
• H is semi-negative definite for x TH x ≤ 0, which means all eigenvalues are negative or
equal to zero (see Figure C.4). Also by definition this problem is not convex.
• H is indefinite if x TH x can have both positive and negative values. This also means that
the eigenvalues have both positive and negative values (see Figure C.5). In this case it is















Figure C.1.: Positive definite matrix
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Figure C.5.: Indefinite matrix
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C.1.5. The method of Lagrange multipliers
Let there be a function f (x , y) that is continuous and has continuous (partial) derivatives. Now
apply a constraint to the problem: g(x , y) = c that is also continuous and continuously differen-
tiable, where c is some positive constant. A possible way to find the extreme values of f (x , y)
for the constrained optimisation problem is by means of applying Lagrange multipliers, α. The
Lagrangian is then defined as [1]:
L(x , y , α) = f (x , y) + α(g(x , y)− c) (C.6)















= g(x , y)− c = 0 (C.9)
Here the last equation is zero, because it is exactly the constraint. The found point(s) is(are)
called the critical point(s) of the Lagrangian, but it(they) might not be the extreme point(s) of the
function f (x , y) itself. More compactly and for any number of variables, where x = (x1, x2, ..., xn),
one can also write:
∇f (x ) = α∇g(x ) (C.10)
The Lagrange multipliers might also be introduced for multiple constraints, as introduced in the
section of the basic constrained optimisation formulation C.1.1. Let α = (α1, α2, ..., αn) be the
Lagrange multipliers for the first set of equality constraints and υ = (υ1, υ2, ..., υp) the Lagrange
multipliers for the second set of equality constraints. One can write the Lagrangian with two
different constraints as:






υjhj (x ) (C.11)
C.1.6. Karush–Kuhn–Tucker conditions
The Method of Lagrange multipliers can be given in a more general form and can at the same time
be extended to inequality constraints by means of the Karush–Kuhn–Tucker (KKT) conditions
[42].
Let x̃ be the solution (the minimum) of the above convex constrained optimisation problem.
Naturally x̃ also minimises L(x ,α). There exist KKT multipliers (α, υ) such that the gradient
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of L(x ,α) vanishes:






υj∇hj (x̃ ) = 0 (C.12)
With the last equation the Karush–Kuhn–Tucker conditions can be summarised:
gi(x̃) ≤ 0 i = 1, ...,m
hj (x̃) ≤ 0 j = 1, ..., p
αi ≥ 0 i = 1, ...,m
αigi(x̃) = 0 i = 1, ...,m
υj ≥ 0 j = 1, ..., p
υjhj (x̃) = 0 j = 1, ..., p
∇L(x̃ ,α,υ) = 0
C.1.7. Primal and dual forms
Assume a convex optimisation problem of the same form as given in Section C.1.1:
Minimise f (x ) x ∈ Rn
Subject to gi(x ) = 0 for i = 1, 2, ...,m
hj (x ) ≤ 0 for j = 1, 2, ..., p
As explained in Section C.1.5 the primal form of the Lagrangian for the optimisation can be given
as:






υjhj (x ) (C.13)




LP(x ,α,υ) = inf
x







The solution of the dual problem therefore defines the lower bound to the solution of the primal
problem that is as a standard form defined as a minimisation problem. Furthermore the dual
formulation is always convex [7].
If the solution can be solved for x than it can be proved that:
f (x ) ≥ l(α,υ) (C.15)
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Since υ ≥ 0 and hj (x ) ≤ 0 it can be written that:

















As an example how to implement the result consider the following linear problem.
Minimise cTx
Subject to Ax − b ≤ 0
The Lagrangian with α ≥ 0 can be written as:
LP(x ,α) = c
Tx + αT (Ax − b)
= −αTb + (αTA + cT )x
Thus the minimum of the Lagrangian is given by:
L(α) =
⎧⎨⎩−αTb if αTA + cT = 0−∞ otherwise
It can be seen that the function is convex.
In dual form the constrained problem can be written as
Maximise −αTb
Subject to αTA + cT = 0
and α ≥ 0
An example on implementation of the primal and dual form for a quadratic problem consider the
following.
Minimise x TH x
Subject to Ax ≤ b
Where H is positive definite.
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The Lagrangian with α ≥ 0 can be written as:
LP(x ,α) = x
TH x + αT (Ax − b)
= x TH x + αTAx − αTb
= −αTb + (αTA + x TH )x
Thus the minimum of the Lagrangian is given by:
∂LD
∂x
= 0 → αTA + 1
2
x TH = 0
→ x T = −1
2
αTAH −1
→ x = −1
2
(αTAH −1)T
→ x = −1
2
(H −1)TATα





(H −1)TATα = 0
−∞ otherwise
It can be seen that the function is convex.




(H −1)TATα = 0
and α ≥ 0
Step 2: Substitute the result of x in the primal form of the Lagrangian:
Maximise −1
2
((H −1)TATα)TH − 1
2
















Subject to α ≥ 0
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C.1.8. Mercer’s condition
A real-valued function k(x , x ′) satisfies Mercer’s condition for all square integrable functions g(x )
if [42]: ∫
k(x , x ′)g(x )g(x ′)dxdx ′ ≥ 0 (C.16)
Only kernels that satisfy Mercer’s condition can be used as a mapping for solving the learning
problem. That is, in addition to the above condition, there exists a mapping ϕ(x ) and k(x , x ′) =∑




g(x )2dx should be finite.
C.1.9. Kernels
The extension of solving SVM’s for non-linear separable data is made possible by applying the
kernel trick. Since the data in the (training) problem only appears as a dot product one can
consider transforming (or mapping) the data into a different (high dimensional) feature space
H [8]. A possibility to do the transformation is to simply replace x with ϕ(x ) and apply the
kernel trick. It should be noted that ϕ(x ) might actually be infinite dimensional. It restricts
the possible solving methodologies. Where for linear separable data the finding of the optimal
hyperplane could be done by solving both the primal or dual problem, it is no longer possible
if one applies the kernel trick. After using the transformation ϕ(x ), as w is transformed into
a different, possibly infinite, space. Therefore also the solution is then found in that different
space. To obtain the solution is the original space once has to apply an inverse transformation
to the solution, which is usually complicated [42].
There are three advantages of mapping the data into a feature space [38]:
1. Similarities can be defined from the dot product in H : k(x i − x j ) := x i · x j = ϕ(x i) ·ϕ(x j )
2. The data and learning algorithms can be analysed geometrically in the feature space, be-
cause it has a richer mathematical structure. The use of linear algebra and analytic geometry
is therefore possible.
3. Since the choice of the non-linear mapping ϕ(x ) is open, one can choose a representation
that is most suitable for each problem. Also the similarity measures as well as the learning
algorithms can be widely varied.
Some suitable choices of kernels, depending on the problem at hand, may be [8, 38, 42]:
• for a linear support vector machine: k(x i − x j ) = x i · x j
• the polynomial kernel: k(x i − x j ) = (x i · x j )d




• the sigmoid kernel: k(x i − x j ) = tanh(κ1(x i · x j ) + κ2)*




C.2.1. Distance of a point to a plane
Let there be a plane Π : ax + by + cz = d and a point P0 = (x0, y0, z0). The distance between
the plane and the point can be determined as follows.
The normal of the plane Π can be written as n = ai + bj + ck . The positioning vector from the
origin to point P0 is r 0.
There is a point P1 = (x1, y1, z1) on the plane Π that is closest to point P0 and the vector
→
P1P0
is perpendicular to the plane Π and therefore parallel to its normal vector.
The distance
→
P1P0 can be defined as s1 =
∥∥∥ →P1P0∥∥∥. For some other point P = (x , y , z) on the
plane Π, the distance vector is defined as r and the distance between the arbitrary point P to
P0 is s =









‖(r 0 − r ) · n‖
‖n‖
s =
‖(r 0 · n)− (r · n)‖
‖n‖ (C.17)
Since P = (x , y , z) lies on plane Π: r · n = ax + by + cz = d .
Substituting the result and P0 = (x0, y0, z0) in Equation (C.17) one gets [1]:
s =
‖ax0 + by0 + cz0 − d‖√
a2 + b2 + c2
(C.18)
C.2.2. Vector space
A function Q : H ×H → R like (x , x ′)→ Q(x , x ′) is a bilinear form on a vector space H . It has
the following properties for all x , x ′, x ′′ ∈ H and for all λ, λ′ ∈ R [38]:
Q((λx + λ′x ′), x ′′) = λQ(x , x ′′) + λ′Q(x ′, x ′′) (C.19)
Q(x ′′, (λx + λ′x ′)) = λQ(x ′′, x) + λ′Q(x ′′, x ′) (C.20)
A symmetric bilinear form is defined by the additional requirement that for all x , x ′ ∈ H the
following holds [38]:
Q(x , x ′) = Q(x ′, x) (C.21)
For an n-dimensional vector space H over a field of real numbers, a symmetric bilinear functional
Q might exist that can be an inner product or dot product on the vector space H . It is only
possible if Q is symmetric, as defined in Equation (C.21), and if Q is strictly positive for all x ∈ H
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[38, 42]:
x · x ≥ 0 (C.22)
Where x · x = 0 is only valid for x = 0.
A Euclidean space can be defined by a real finite dimensional vector space H , for which the inner
product is defined [42].
A real (or complex) space H for which the inner product is defined is called a real (or complex )
inner product space [42].
A Hilbert space in turn is defined as a complete inner product space [42].
C.2.3. Block matrix inversion
A matrix M can be decomposed following M = LDU in its lower (L) and upper (U ) unit
triangular matrix for some diagonal matrix D .






























d22 = D − CA−1B
















where A and D need to be square matrices, and A and D −CA−1B need to be nonsingular and
D −CA−1B is called the Schur complement of A [26]. Inverting a block upper triangular matrix






















Making use of (ABC )−1 = (C )−1(B )−1(A)−1 a block matrix inversion for a matrix given in

















A−1 + A−1B (D − CA−1B )−1CA−1 −A−1B (D − CA−1B )−1
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C.3. Summary formulas SVM
The decision function always depends on the solution of w 0 and b0 and can be given as:
ynew = sign [w 0 · x new + b0] for linear data
or
ynew = sign [w 0 · ϕ(x new) + b0] for non-linear data
the latter form is the form used for data for which the assumption that the data is linearly
separable is not known.


























and 0 ≤ αi for i = 1, 2, ..., n












− w 0 · x i
ynew = sign [
ntrain∑
i=1
αiyix i · x new + b0]
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JP(w , ξ) =
1
2




under the constraint of yi(x · w + b) ≥ 1− ξi for i = 1, 2, ..., n


















and 0 ≤ αi ≤ c for i = 1, 2, ..., n












− w 0 · x i
ynew = sign [
ntrain∑
i=1
αiyix i · x new + b0]
C.3.3. Non-linearly separable data
Primal form (including slack variables)
min
w ,b,ξ
JP(w , ξ) =
1
2




where yi(w · ϕ(x i) + b) ≥ 1− ξi for i = 1, 2, ..., n
and ξi ≥ 0 for i = 1, 2, ..., n
129


















and 0 ≤ αi ≤ c for i = 1, 2, ..., n
















αiyik(x i , x j ))
ynew = sign [
ntrain∑
i=1
αiyik(x i , x new) + b0]
C.3.4. LS-SVM
Primal form (including slack variables, assuming non-linear data)
min
w ,b,e
JP(w , e) =
1
2






















Ωi ,j = yiyj k(x i , x j )





ynew = sign [
ntrain∑
i=1
αiyik(x i , x new) + b0]
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C.3.5. LS-SVM LOO
Primal form (including slack variables, assuming non-linear data)
min
w ,b,e
JP(w , e) =
1
2






















K = k(x i , x j )





ynew = sign [αik(x i , x new) + b0]
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C.4. Tuning parameter variation
In the graph C.6 the effect of the variation of σ and γ on the squared and normalised predicted
error can be seen. The error is presented in the legend on the right-hand side of the figure.















Figure C.6.: The predicted failure while varying σ and γ
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In this appendix the results are shown for a randomly generated training data set, a non-separable
data set (e.g., representing measurement noise) and the results of the calculations with the
original ‘convhulln’ algorithm. The results follow the structure of the report and are therefore
split into three sections: the assessment evaluation, the training time and allocation time.
D.1. Additional results test point assessment evaluation
D.1.1. Separable randomly generated training data
To be able to analyse the effect of the training data distribution both a random and space-filling
distribution are tested. In this appendix the random distribution is shown for a two-dimensional
data set. For a comparison to the space-filling generated data set see Figure 4.1 in Chapter 4.
It can be seen that there is no relevant effect on the assessment distribution.
D.1.2. Non-separable training data
In Figure D.2 the results for a non-separable two-dimensional data set are shown. That type of
training data has a clear effect on the results. Considering the convex boundary shape it can
be seen that PEV now shows a small number of false-negative assessments. The CH method
shows an increasing number of false-negative assessments, like for a separable data set but with a
non-convex boundary. Both SVM-based methods show an increase in false-positive assessments.
D.1.3. Separable training data with the convhulln algorithm
The original convex hull algorithm has been considered for both a two- and a four-dimensional
case in order to have a better base of comparison. The results are found in Figures D.3 and D.4.
In this case only the results of the CH method need to be compared, since the other methods
are obviously not influenced by it. There is no clear effect on the assessment results, the slight
variation comes from the individual test cases. It means that both convex hull approaches produce
the same quality of boundary description.
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Figure D.1.: Assessment test points for a 2D randomly generated separable training data set

























Figure D.2.: Assessment test points for a 2D non-separable training data set
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Figure D.3.: Assessment test points for a 2D separable training data set with the original convhull

























Figure D.4.: Assessment test points for a 4D separable training data set with the original convhull
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D.2. Additional results training time
D.2.1. Separable randomly generated training data
Though the assessment might not have significantly changed by the random distribution, there
might still be an effect found in training or allocation time. Comparing Figure D.5 with Figure
5.1 in Chapter 5 it can be seen that for both assessments, there is no effect on the training time.
D.2.2. Non-separable training data
As to be expected the non-separable training data does not influence the time to train the
boundary in the presented two-dimensional case in Figure D.6.
D.2.3. Separable training data with the convhulln algorithm
The two-dimensional case trained with the original convex hull algorithm, Figure D.7, is a little
faster than the modified algorithm in Figure 5.1. The original is a lot faster in four dimensions,
even faster than the PEV method.
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(b) Training time zoom
Figure D.5.: Training time with a 2D randomly generated separable training data set
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(b) Training time zoom
Figure D.6.: Training time with a 2D non-separable training data set
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(b) Training time zoom
Figure D.7.: Training time with a 2D separable training data set with the original convhull
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(b) Training time zoom
Figure D.8.: Training time with a 4D separable training data set with the original convhull
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D.3. Additional results time to assess new points
D.3.1. Separable randomly generated training data
The time to allocate new test points is, as expected, not influenced by the training data distri-
bution. The space-filling results can be found in Figure 6.1 and the randomly distributed data in
Figure D.9.
D.3.2. Non-separable training data
Like for the randomly distributed data, it is not expected that a non-separable training data set
will influence the allocation of any new points. It is confirmed in Figure D.10.
D.3.3. Separable training data with the convhulln algorithm
It is expected that the original convex hull algorithm will affect the time to allocate new points,
due to the recalculation of the hull for every new point. And indeed Figure D.11 shows a large
increase in allocation time for the CH method in comparison to Figure 6.1. The effect is even
more present for the four-dimensional case, considering the different scaling of the y-axis.
D.4. Summary
For future purposes the space-filling distribution will be used, since it is a more comparable type
of distribution that can be assumed for engine calibration purposes when DoE test plans are
applied.
Furthermore it is assumed that the measurement data is of such good quality that the noise is
not significant and will not influence the outcome of the calculated position of the boundary.
Though the original convex hull method shows the same quality of results as the adjusted method
in both two- and four-dimensional cases and is faster in training the boundary, it takes so much
longer in assessing new points, that the latter method will be used for the future calculations.
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Figure D.9.: Time to test new points with a 2D randomly generated separable training data set























Figure D.10.: Time to test new points with a 2D non-separable training data set
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Figure D.11.: Time to test new points with a 2D separable training data set with the original
convhull
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