Digital analysis of cine film provides numerous options for altering images by flame averaging or filtering algorithms that either smooth or enhance edges. While these may subjectively enhance image quality, there is no uniformity in their use among laboratories and effects on quantitative coronary analysis may not be ideal. To determine which processing algorithms might help or hinder quantitative coronary arteriography, cine film images of precision drilled stenotic cylinders (0.83 to ].83 mm diameter) implanted in dog coronary arteries were analyzed with and without such algorithms. Video flame averaging of I to 49 frames had no effect on measures of accuracy (mean differences) but precision (standard deviation of mean differences) was improved from 0.23 to 0.17 mm (p < 0.05) with video averaging of -> 25 frames. Edge enhancement filtering algorithms resulted in slight deterioration of accuracy and precision and smoothing filtering algorithms caused modest improvements in these parameters; however, these changes were not significantly different from unprocessed images. Using edge enhancement filtering algorithms, accuracy was significantly worse ( -0.27 mm) compared to a smoothing filter enhancement algorithm ( -0.08 mm, p < 0.001). The combination of video averaging and smoothing algorithms had no additional beneficial effects. Thus, precision of quantitative coronary analysis of cine film can be optimized by appropriate video averaging. Edge enhancement filtering algorithms should be avoided whereas smoothing filter enhancement algorithms may improve accuracy.
Introduction
Quantitative coronary arteriography is useful in reliably assessing the extent of coronary disease [1] [2] [3] . Video noise can be reduced by multiple digitizations of video frames and then averaging the output. Edge enhancement and smoothing algorithms have been shown to improve the qualitative appearances of a variety of digitized images [4] . Reiber and others have argued for greater uniformity in quantitative arterial analyses, yet these processing techniques are used erratically or differently in many laboratories. Moreover, effects of image manipulation on the results of in vivo quantitative coronary' analysis have not been previously reported. The purpose of this study was to determine the optimal number of video frame averages to reduce video noise and to test available smoothing and edge enhancement algorithms to determine if their implementation improves or deteriorates automatic lesion quantitation. This study was undertaken with images from an in vivo experiment so that results could be interpreted with respect to true accuracy and precision in a model that is relevant to clinical use of quantitative arteriography.
Methods
Seven mongrel dogs had a total of nine precision drilled, radiolucent nylon stenosing cylinders (Poly C Co., Ann Arbor, MI) implanted in their proximal coronary arteries (left anterior descending and/or left circumflex) as previously described [1] . The distal 2 mm of the cylinders were drilled to produce lumen diameters ranging from 0.71 to 1.83 ram. Biplane cineangiograms were then obtained with a standard system (Philips Optimus M200, Eindhoven, The Netherlands) in projections that optimized separation of the stenotic cylinders from surrounding vessels. The radiographic input signal was kept constant (fixed kVp, MA, and pulse width x-ray exposure). Care was taken to position both the stenotic area and the angiographic catheter within the central portion of the radiographic field to minimize pincushion distortion. A 12.5 cm field of view and a small focal spot size (0.6mm, nominal) were used. Images were acquired at 30 frames/sec. Images that optimally showed the lesions were projected on a Vanguard viewer (Model XRP 15, Melville, NY), which was optically coupled to a video camera. With 2 . 4 : 1 optical magnification, the video signal correponding to a subregion of the 35 mm frame was digitized at 512 x 512 x 8 bit resolution. The optimal light intensity for digitization at the 2.4 : 1 magnification was determined for the region of the image containing the catheter segment and the stenotic area. Video frame averaging or application of filters (see below) was performed after this step. The optical densities of interest were on the linear portion of the sensitometric curve of the film (Kodak CFR) ensured by routinely analyzing a density stepwedge.
Film images were preprocessed before quantitative analysis. All images were subjected to gray scale expansion to fill the full 8 bit dynamic range of the digital radiographic system. This preprocessing step is fully automatic. Digitized film images were then magnified by a factor of 2 achieved by bilinear pixel interpolation using the system's array processor. Although this digital magnification does not improve spatial sampling density of the electronic imaging methods, it does provide additional precision in the analysis techniques of the quantitative program. The final overall magnification of the digitized film images was x 4.8, with an effective pixel resolution of 2458 × 2458. This magnification was determined experimentally to optimize the quantitative analysis of film images [5] .
Each image of the 9 intracoronary stenosing cylinders were averaged 1, 4, 9, 16, 25, 36 and 49 times prior to storage and analysis. This process was undertaken 6 times for all the images to increase the number of observations so as to increase the statistical power of the analysis.
During a separate digitization of cineangiograms, each of 9 smoothing and edge enhancement algorithms, or none, were applied to the images prior to analysis. All 9 filters used are 3 x 3 convolutions with the coefficient matrix:
This coefficient matrix is then applied to the pixel matrix:
These matrices are used to produce the new pixel Q5 corresponding to P5 using the formula:
The unity gain formula is:
The actual coefficients are shown in Table 1 . Essentially, edge enhancement options increase intensity differences between P5 and its neighbors while the smoothing options decrease these differences. Thus, edge enhancements tend to make the edges stand out whereas the smoothing options tend to blur them. These algorithms were those that are available on the commercial system used in this project. An attempt to develop different filters or optimal filters was not undertaken in this study.
Images were analyzed with a previously described automatic coronary quantitation program [5] . Briefly, the operator chooses a circular region for analysis by first positioning a lightpen cursor over the arterial lesion and then adjusting the size of the circular region to encompass the desired segment of artery to be analyzed. The software then proceeds without further operator intervention. The centerline of the arterial segment within the analysis region is determined by analyzing circular pixel density profiles of decreasing radii, with use of simple signal processing techniques to locate the angular positions of the proximal and distal portions of the arterial segment at each radius. When the radius approaches zero, the entire arterial centerline has been calculated. Linear density profiles perpendicular to the arterial centerline are extracted over the entire length of the arterial segment. Edge points are found by analyzing the linear density profiles in 2 passes. Initial edge points are found by noting the density of points at the first and second derivatives of each perpendicular density profile and then determining the location of the points that fall at a value of 75% of the difference between the densities at these derivative extrema (i.e., weighted toward the first derivative extrema). This method was found to give optimal accuracy and precision of measurement of radiographic phantoms in the 0.5 to 5 mm diameter range [5] . These initial gradient-determined edge points are then examined for spatial continuity and outliers are discarded. That is, because of radiographic or film noise and adjacent structures common in in vivo imaging, the initial gradient-determined edge points sometimes fail to form a continuous edge 235 contour. Rather than smoothing the resulting noisy edge contours, spurious edge points are discarded with application of a spatial continuity criterion. Should a given initial edge point lie more than an empirically determined (four-pixel) distance from its neighbors, it is marked as not lying on the true arterial edge and discarded. During the second pass, the gray scale densities of initial edge points on either side of the discarded points are then used to determine the final edge points by linear interpolation from the densities at neighboring, valid edge points.
The geometric diameter at any point along the centerline is the distance along each perpendicular profile between edge points on opposite sides of the artery. Calibration is achieved by measuring a magnification factor based on the known size of the angiographic catheter. In this study, calibrations ranged from 0.0560 to 0.0991 mm/pixel. The final computer output consists of the arterial image with edges and centerline and plots of geometric diameter (calibrated with reference to the known diameter of the angiographic catheter) and maximal percent diameter stenosis. The minimum diameter was recorded and studied in this project.
Output from the quantitative coronary analysis of the stenosis were then compared to known diameters for each respective cylinder. The mean difference (accuracy) and the standard deviation of the mean difference (precision) along with the mean absolute difference were calculated for each experimental condition. Statistical analysis of values for mean difference and mean absolute difference was carried out by analysis of variance. The Table 1 . analysis for video frame averaging was a 2 factor mixed effects non-additive model [6] , the filtering algorithm analysis used a repeated measures model [6] . If overall significant differences were found, Newman Keuls simultaneous pairwise comparisons were used [7] . Measures of variability are represented as the standard deviation of the mean difference and statistically significant differences were assessed by use of a Pitman test for correlated variances while using the Bonferroni technique to control for repeated observations [8] . Due to the small range of diameters of the phantoms, analyses were not stratified according to diameter sizes.
Results
Video averaging did not significantly improve the accuracy of the quantitative analysis as assessed by examination of the mean difference. However, precision (standard deviation of the mean difference) was significantly enhanced at 25 video frame averages (VFA) when compared to 9 VFA (p < 0.05). At 25 VFA, the precision was 0.17 mm compared to 0.23 mm with no averaging. Mean absolute difference was also enhanced with 25 VFA when compared to i or 9 VFA (p < 0.05). Averaging with 36 or 49 digitizations resulted in no further improvement in precision or absolute mean difference (Fig. 1) . The effects of nine filtering algorithms on image analysis were compared to the quantitative results obtained from images that were not subjected to video frame averaging or any form of filtration. The edge enhancement algorithms caused slight deterioration of accuracy and precision, though these were not statistically significant. Smoothing filtering algorithms caused a slight improvement in accuracy and mean absolute differences when compared to the unprocessed images. Again, however, the improvements were not statistically significant. When the smoothing algorithms were compared directly with the edge enhancement algorithms, a significant improvement in accuracy was found ( -0.08 vs -0.27 mm, respectively, p < 0.001, Fig. 2 ).
Discussion
Use of quantitative coronary analysis offers advantages over visual estimations of coronary artery lesion severity. There is large inter-and intra-observer variability with visual evaluation of coronary cineangiograms [%13] which can be minimized by computerized methods [1, 5, 14, [15] [16] [17] [18] . Clinical studies evaluating various treatment regimens have mandated a more reproducible method for evaluating coronary disease and, thus, quantitative coronary analysis has gained widespread implementation. Methods designed to enhance the diagnostic accuracy of automated quantitative coronary analysis such as video frame averaging and filtering algorithms are commercially available and are frequently implemented. Such manipulations on quantitative coronary analysis have not been rigorously evaluated, however, and their use is not uniform.
The present study investigated the effects of video frame averaging and filtering algorithms on the accuracy and precision of automated quantitative coronary analysis. These image processing utilities are available on most quantitative coronary analysis systems, however, to date there is no information on the effects these processes have on in vivo lesion measurement. By comparing results of automated lesion measurements with known stenosis diameters, we draw the following conclusions: 1) The precision of the automated quantitative coronary analysis used in this study is optimized by appropriate video frame averaging. 2) Edge filter enhancement algorithms resulted in no improvement and perhaps some deterioration in the performance of quantitative coronary analysis and thus should be avoided. 3) Smoothing algorithms resulted in some enhanced accuracy when compared with the edge filtering algorithms and may have some benefit for quantitative coronary analysis.
The signal-to-noise ratio of an image produced by averaging multiple images is greater than the signal-to-noise ratio of the individual images averaged to produce it. The theoretical signal-to-noise ratio of an image produced by averaging N images NUMBER OF DIGITIZATIONS AVERAGED Fig. 1 . Effects of video flame averaging on accuracy (mean difference), precision (standard deviation of mean difference) and mean absolute differences are shown. The x-axis designates the number of frames averaged to produce a single image subjected to quanfitafion. Although accuracy was not affected, optimal results for precision and mean absolute differences were obtained by averaging 25 frames.
is approximately the square root of N times that of each of the individual images [19] . The present study revealed that 25 digitizations resulted in a significant improvement in the precision of the measurement and that further averaging was of no additional benefit. While the results in this study are based upon relatively high quality images and the results are modest, Fig. 3 shows an example of the effects of video averaging when initial image quality is poor. While this theoretically reflects predominantly the reduction of video noise, it is clear from Fig. 3 that the effects of this process are also modulated by the intrinsic initial quality of the film to be analyzed. Without video averaging, this image could not be analyzed by the automated technique without excessive editing. Excessive ed- . The designation '0' refers to untiltered results. Although precision was unaffected, accuracy and mean absolute difference measures were better using smoothing algorithms compared to edge enhancement algorithms.
iting essentially nullifies the attractiveness of automatic edge detection programs. The pre-processing substantially minimizes the need for editing the automatically determined edges and thereby substantially decreases the work involved in high volume laboratories committed to quantitation of cineangiograms. It should also enhance reproducibility since observer interaction is minimized. Such video frame pre-processing also allows greater applicability of the automated analysis when quantitating films that are not of excellent quality. That is, fewer films are deamed unsuitable for quantitation. These are practical and important issues with implications for performance of studies involving many centers and many patients. Ac- cordingly, our policy, designed to maintain uniformity and enhance robustness of edge tracking, is to routinely use 25 frames of video averaging when analyzing film. The use of digital filtering algorithms has been implemented as a means of improving signal-tonoise ratios and enhancing the qualitative appearance of the image. Such filtering of digitally acquired images has been suggested to improve the diagnostic, qualitative content of radiographic studies. Kimme-Smith et al. [4] reported the use of digital filters as having some improvement on the spatial or contrast resolution of digitally subtracted renal angiograms. However, diagnostic accuracy was not improved with the use of these filters. The qualitative appearance of digitized images subjected to these filtering algorithms is sometimes dramatic; what effect there is on the actual quantitative coronary analysis measurements is not known. Moreover, since such filters are available on commercial systems that also provide options for automatic edge detection, the temptation exists to combine the two. We set out to determine the effects on quantitation when such filters, which are of subjective value, are used in quantitative analyses. Our results suggest that edge enhancement filters offer no improvement in quantitative analyses and they may be deleterious. Smoothing enhancement filters may improve the accuracy to some degree and may be helpful in some images.
It should be recognized that these experiments should not be extrapolated literally to the performance of other systems of quantitative arteriography. The results do suggest that potential effects should be scrutinized in each laboratory so that the process of analysis can be standardized and optimized.
