On Sliding Window Approximation of Gilbert-Elliott Channel for Delay
  Constrained Setting by Vajha, Myna et al.
1On Sliding Window Approximation of Gilbert-
Elliott Channel for Delay Constrained Setting
Myna Vajha, Vinayak Ramkumar, Mayank Jhamtani, P. Vijay Kumar
Department of Electrical Communication Engineering, Indian Institute of Science, Bangalore.
email: {mynaramana, vinram93, mayankjhamtani26, pvk1729}@gmail.com
Abstract
In this paper, we first provide analytical expressions for the block erasure probability (BEP) of block codes that
can recover erasures that are (1) random with weight atmost a or (2) burst with atmost b consecutive erasures when
used over Gilbert-Elliott (GE) channel. The same approach is then used to come up with tractable upper and lower
bounds for the BEP over the GE channel, of codes designed for the delay constrained sliding window (DCSW)
channel model introduced by Badr et al. This channel model permits either a single burst of b erasures or else a
random erasures within a sliding window of specified length and requires recovery within a strict decoding delay
constraint. Using the upper bound for BEP, we show that the family of streaming codes developed for the DCSW
channel offer better rates in comparison with MDS codes operating under the same conditions of delay and BEP.
Index Terms
Gilbert-Elliott channel, burst and random erasure correction, streaming codes, low-latency communication.
I. INTRODUCTION
The Gilbert-Elliott (GE) channel [1] [2] is a simple 2-state Markov channel widely used to model packet erasures
over networks [3]–[5]. The GE channel model is defined by parameters (α, β, 0, 1) where, the channel has two
states, namely good and bad, indexed as 0, 1 respectively, 0 is the probability of erasure in good state, 1 is the
probability of erasure in bad state, α is the transition probability from good to bad state and β is the transition
probability from bad to good state (see Fig. 1).
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Fig. 1: GE(α, β, 0, 1) channel
Most of the literature on GE channel focuses on the error version of the channel in which, instead of erasures,
errors occur with probability 0 and 1 in good and bad state respectively. The authors of [6] presented an analytical
expression for the probability that k out of n symbols are in error, when transmitted across GE error channel,
denoted by P (n, k). In [7], the performance of burst error correcting codes over GE error channel is studied and
recursive expressions are derived for codeword error probability. A generating series based method for analytically
calculating P (n, k) is presented in [8] along with expressions for various burst error statistics of GE channel. In
[9], a performance comparison between random error correcting codes and burst error correcting codes over GE
error channel is done, by coming up with recursive expressions for probability of error for both cases.
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2With various delay sensitive applications such as multi-player gaming and interactive streaming becoming popular,
low latency high reliability communication techniques are of great importance. Since GE channel is a commonly
used model for packet erasures, designing erasure codes for GE channel under delay constraint setting becomes
relevant. However, constructing decoding delay constrained codes which can give probability of erasure guarantees
over GE channel is a challenging problem. An approach followed in the literature to handle this problem is to
come up with deterministic channel model approximations to GE channel and then codes are constructed for these
approximate channels. The delay constrained sliding window (DCSW) channel model introduced in [10] is one
such model. In DCSW channel an erasure pattern is admissible iff in any sliding window of length w there are
either atmost a random erasures or a burst erasure of size atmost b. It is also necessary that any erased packet be
recovered within a decoding delay constraint of τ , which means that i-th packet should be recoverable, in presence
of admissible erasures, by accessing only until (i+ τ)-th packet. It was later argued in [10], [11] that without loss
of any generality w can be equated to τ + 1 and hence this channel model can be described as (a, b, τ) DCSW
channel. The (a, b, τ) DCSW channel is a generalization of the burst only channel model in [12], [13], which is
equivalent to (a = 1, b, τ) DCSW channel.
An (a, b, τ) streaming code is a packet level erasure code than can recover from all the admissible patterns
allowed by an (a, b, τ) DCSW channel. In [10], it was shown that the rate R achievable by an (a, b, τ) streaming
code is bounded by, R ≤ τ+1−aτ+1−a+b , Ropt. In [14], [15], this bound was proved to be achievable, by constructing
(a, b, τ) streaming codes with rate Ropt for all possible {a, b, τ}. Although DCSW channel was proposed as an
approximation for GE channel, the relation between GE channel parameters and streaming code parameters which
perform well over that GE channel has not been formally explored in the literature. The main motivation for the
present work is to analytically characterize the performance of streaming codes over GE channel and then to be
able to come up with maximum rate streaming code parameters that have guarantees on erasure probability.
1) Packet Expansion Approach: The streaming code constructions in the literature have been through packet
expansion approach where the packet is composed of ` = n symbols of which k of them are message symbols and
n − k are parity symbols. A packet with index t is represented as x(t)T = [ u(t)T p(t)T ] where u(t) ∈ Fkq is
message part of the packet and p(t) ∈ Fn−kq is parity part of the packet. The design of streaming codes is achieved
by diagonal embedding of [n, k] scalar code C where for any packet index t:
(x1(t), x2(t+ 1), · · · , xn(t+ n− 1)) ∈ C
where x(t)T = (x1(t), x2(t), · · · , xn(t)). The packet level code formed through diagonal embedding is an (a, b, τ)
streaming code, if and only if the scalar block code C satisfies following property given any c = (c1, c2, · · · , cn) ∈ C:
• For any i ∈ [1, n], the code symbol ci should be recoverable from {cj | j ∈ [1, i− 1]} ∪ {cj | j ∈ [i,min{i+
τ, n}] \ E} for any E ⊆ [i, n] such that i ∈ E and either |E| ≤ a or max(E)−min(E) ≤ b− 1.
We will refer to this property as streaming property. Note that any [n = τ + 1, k = τ + 1− a] MDS code satisfies
this property with a = b and hence it’s diagonal embedding results in rate-optimal (a, b = a, τ) streaming code. In
[14], [15], [11], [16], [n = τ + 1− a+ b, k = τ + 1− a] scalar codes satisfying streaming property is presented
for all valid {a, b, τ}, giving rate-optimal streaming codes.
2) Redundant Packet Approach: Another way to construct streaming codes is to have separate parity packets. In
this method, for every k message packets there will be (n−k) parity packets. Here the idea is to horizontally embed
` codewords of an [n, k] scalar code to form n packets each containing ` symbols. We will repeat this process
for every k message packets. Formally, consider a collection of k message packets x(1), x(2), · · · , x(k) ∈ F`q and
corresponding n− k parity packets x(k + 1), x(k + 2), · · · , x(n) ∈ F`q. The horizontal embedding of [n, k] scalar
code C implies that:
(xj(1), xj(2), · · · , xj(n)) ∈ C, for all j ∈ [`],
where xj(i) is the j-th component of x(i). It can be seen that for the packet level code obtained by horizontal
embedding of scalar block code C is an (a, b, τ) streaming code if and only if C satisfies streaming property. Thus,
the scalar block codes used in diagonal embedding method to obtain streaming codes can be used here as well.
For instance, horizontal embedding any [n = τ + 1, k = τ + 1 − a] MDS code gives rate-optimal (a, b = a, τ)
3streaming code. We will refer to these rate-optimal [n = τ+1, k = τ+1−a] streaming codes formed by horizontal
embedding of [n = τ+1, k = τ+1−a] MDS code as MDS streaming code. The [n = τ+1−a+b, k = τ+1−a]
codes in [14], [15], [11], [16], on horizontal embedding gives rate-optimal streaming codes for all valid {a, b, τ}.
In this paper, we restrict our focus only to streaming codes constructed through horizontal embedding. From
now on when we say streaming code we mean streaming code obtained by horizontal embedding of scalar code
satisfying streaming property. The stream of packets obtained via horizontal embedding can be divided into blocks
each containing n packets, such that that no two blocks share symbols from same codeword. In order to analyze
the erasure recoverability of such a streaming code it is sufficient to look at a single block.
The performance metric we use throughout this paper is block erasure probability (BEP). For a block code, we
say that a block erasure has occurred if at least one erased symbol is not recoverable from non-erased code symbols.
In the context of streaming code, block erasure means that at least one symbol in the block is not recovered within
the delay constraint. In our channel model, erasures occur only at packet level. Hence, for any erased packet either
all the symbols are recoverable or no symbol is recoverable. Thus, an erased packet is recoverable if and only if
the corresponding code symbol of scalar block code is recoverable. We note that a streaming code might correct
some erasures outside the admissible patterns of DCSW channel, but this depends on the exact structure of the
scalar code and is not tractable in general. Hence, throughout the paper we assume that an (a, b, τ) streaming code
recovers only the admissible erasure patterns of (a, b, τ) DCSW channel, within delay constraint τ .
A. Contributions
In the present paper, we provide:
(a) exact analytical expressions for the BEP of block codes that can recover from either a random erasures or
burst erasure of size at most b,
(b) simple upper and lower bounds for BEP of (a, b, τ) streaming codes of block length n ≤ τ + b by using BEP
of block codes,
(c) improved upper and lower bounds for BEP of (a, b, τ) streaming codes of blocklength n by using properties of
correctable erasure patterns. We observe that these bounds approximate BEP very closely for various (a, b, τ)
values, GE channel parameters (see an example in Fig.4 and Fig.7) and
(d) finally we show how to use the upper bounds to choose the parameters a, b for a given a GE channel, decoding
delay constraint τ and a threshold on BEP. In conclusion, we show that the family of streaming codes offer
better rates compared to family of MDS streaming codes and family of burst correcting streaming codes (see
Fig. 10, Fig. 11) for the delay constraint setting.
B. Notation
We will use the notation [a, b] = {a, a + 1, · · · , b}, [b] = [1, b], x+ = max{0, x}, x¯ = 1 − x, Eji =
(Ei, Ei+1, · · · , Ej), w(Eji ) = |{i′ ∈ [i, j] | Ei′ = 1}| and span(Eji ) = imax − imin + 1 where imax = max{i′ ∈
[i, j] | Ei′ 6= 0} and imin = min{i′ ∈ [i, j] | Ei′ 6= 0}. Throughout the paper, 1T = [1 1]. We use 0 to denote
all-zero vector.
II. COMPUTING PROBABILITIES IN GE CHANNEL
In this section, we show computation of probability of seeing k erasures in an n length window given the start
state of GE channel, using the method introduced in [8]. We will then introduce a window based method to calculate
probability of a set of erasure patterns that are characterised by their weights in smaller windows.
Let St ∈ {0, 1} be the random variable denoting the state of GE channel at time t and let Et ∈ {0, 1} be the
random variable indicating the presence of erasure at time t, where Et = 1 indicates an erasure at time t. It is clear
to see that P (Et = 1|St = 0) = 0, P (Et = 1|St = 1) = 1. Let pig = βα+β denote the steady state probability in
good state. For any set T ⊆ {0, 1}n, we use the notation P (T ) = P (En1 ∈ T ) throughout the paper.
41) Probability of seeing k erasures in n instances: Let pi = P (St = 0). We first provide a closed form
expression for the probability of seeing k erasures in an n length window [t+ 1, t+ n] such that (t+ n)-th state
is 0, 1, given by g(n, k, pi), b(n, k, pi) respectively. More formally, g(n, k, pi) = P (w(Et+nt+1 ) = k, St+n = 0) and
b(n, k, pi) = P (w(Et+nt+1 ) = k, St+n = 1). This is clearly independent of t given pi. This probability can be computed
very easily given the probability of being in bad state for r out of n instances and ending in good, bad states, given
by gB(n, r, pi), bB(n, r, pi) respectively for all r ∈ [0, n] as shown in (1).[
g(n, k, pi)
b(n, k, pi)
]
=
n∑
r=0
min{r,k}∑
b=(k+r−n)+
(
r
b
)(
n− r
k − b
)
(¯0)
n+b−k−rk−b0 (¯1)
r−bb1
[
gB(n, r, pi)
bB(n, r, pi)
]
(1)
Here, gB(n, r, pi) = P (w(St+nt+1 ) = r, St+n = 0) and bB(n, r, pi) = P (w(S
t+n
t+1 ) = r, St+n = 1). We find the
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Fig. 2: State diagram illustrating the recursion of generating functions GB(L,Z) and BB(L,Z).
generating functions corresponding to gB(n, r, pi), bB(n, r, pi) given by:
GB(L,Z) =
∞∑
n=0
∞∑
r=0
gB(n, r, pi)L
nZr, BB(L,Z) =
∞∑
n=0
∞∑
r=0
bB(n, r, pi)L
nZr.
By the state diagram shown in Fig. 2, the generating function satisfies following recursion:[
GB(L,Z)
BB(L,Z)
]
=
[
α¯L βL
αLZ β¯LZ
] [
GB(L,Z)
BB(L,Z)
]
+
[
pi
p¯i
]
= M(L,Z)
[
1− β¯LZ βL
αLZ 1− α¯L
] [
pi
p¯i
]
(2)
where M(L,Z) = (1− α¯L− β¯LZ + (1− α− β)ZL2)−1
=
∞∑
n=0
∞∑
r=0
m(n, r)LnZr
From (2), gB and bB can be determined as shown below:[
gB(n, r, pi)
bB(n, r, pi)
]
=
[
pi βp¯i −β¯pi
p¯i −α¯p¯i αpi
] m(n, r)m(n− 1, r)
m(n− 1, r − 1)
 . (3)
We will now show a closed form expression for m(n, r). By the power series expansion of M(L,Z) we have:
M(L,Z) =
∞∑
a=0
(α¯+ β¯Z − (1− α− β)LZ)aLa
=
∞∑
a=0
a∑
z=0
z∑
b=0
(
a
z
)(
z
b
)
La+bZz(α− β¯)bβ¯z−bα¯a−z
In order to obtain m(n, r), we set z = r, b = n− a to get:
m(n, r) =
n∑
a=max{r,n−r}
(
a
r
)(
r
n− a
)
(α− β¯)n−aβ¯a−n+rα¯a−r (4)
5From (4), (1) and (3) we have an analytical expression for computation of g(n, k, pi), b(n, k, pi). We will now use
this to come up with analytical expressions for BEP of random erasure correcting codes, burst erasure correcting
codes and either random or burst erasure correcting codes in the next section.
2) Window based method to calculate probability of erasure patterns: In the following Lemma we will show a
method to compute the probability of set of erasure patterns defined by their weight in smaller windows.
Lemma II.1. Let the window [1, n] be partitioned into ` smaller windows defined by 0 = n0 < n1 < n2 < · · · <
n` = n. Let (i1, i2, · · · , i`) be such that ij ≤ nj − nj−1 for all j ∈ [`]. Then the probability of seeing ij erasures
in window [nj−1 + 1, nj ] for all j ∈ [`] is given by:
Pe = 1
TQ`Q`−1 · · ·Q1Π
where Qj =
[
g(nj − nj−1, ij , 1) g(nj − nj−1, ij , 0)
b(nj − nj−1, ij , 1) b(nj − nj−1, ij , 0)
]
and Π =
[
pig p¯ig
]T .
Proof: We prove this by induction. For ` = 1 it is clear that:[
P (w(En11 ) = i1, Sn1 = 0)
P (w(En11 ) = i1, Sn1 = 1)
]
=
[
g(n1, i1, 1) g(n1, i1, 0)
b(n1, i1, 1) b(n1, i1, 0)
]
Π,
by the definition of functions g, b. Now let us assume that for ` = j:[
P (w(E
nj′
nj′−1+1
) = ij′ , Snj = 0, ∀j′ ∈ [j])
P (w(E
nj′
nj′−1+1
) = ij′ , Snj = 1, ∀j′ ∈ [j])
]
= QjQj−1 · · ·Q1Π.
Therefore: [
P (w(E
nj′
nj′−1+1
) = ij′ , Snj+1 = 0, ∀j′ ∈ [j + 1])
P (w(E
nj′
nj′−1+1
) = ij′ , Snj+1 = 1, ∀j′ ∈ [j + 1])
]
=
∑
snj
[
P (w(E
nj′
nj′−1+1
) = ij′ , Snj = snj , Snj+1 = 0, ∀j′ ∈ [j + 1])
P (w(E
nj′
nj′−1+1
) = ij′ , Snj = snj , Snj+1 = 1, ∀j′ ∈ [j + 1])
]
= Qj+1
[
P (w(E
nj′
nj′−1+1
) = ij′ , Snj = 0, ∀j′ ∈ [j])
P (w(E
nj′
nj′−1+1
) = ij′ , Snj = 1, ∀j′ ∈ [j])
]
(5)
= Qj+1Qj · · ·Q1Π.
Equation (5) follows as Qj+1(snj+1 , snj ) = P (w(E
nj+1
nj+1
) = ij+1, Snj+1 = snj+1 |Snj = snj ). 
III. PERFORMANCE OF BLOCK CODES OVER GE CHANNEL
Let en1 = (e1, e2, · · · , en) ∈ {0, 1}n be a vector indicating erasures in the window [1, n], where ei = 1 indicates
erasure at position i. The probability of observing an erasure pattern en1 shown below can be obtained by setting
` = n, nj = j for all j ∈ [0, n] and (i1, · · · , in) = (e1, · · · , en) in Lemma II.1.
P (en1 ) = 1
TP (en)P (en−1) · · ·P (e1)Π
where Π = [pig, p¯ig]
T , P (0) = (I − Γ)P and P (1) = ΓP given
P =
[
1− α β
α 1− β
]
, Γ =
[
0
1
]
.
Let E ⊆ {0, 1}n be the set of erasure patterns that can be recovered by an [n, k] block erasure code C, then the
BEP of C is defined as:
BEP (C) =
∑
en1∈{0,1}n\E
P (en1 ).
The ease of BEP computation for a block code depends on the ease of characterizing the set E of correctable
erasure patterns and the ease of computing the probability of the set E. Characterizing a subset of correctable
erasures E results in an upper bound on BEP whereas characterizing a superset of E results in a lower bound.
6A. Random erasure correcting code
The probability of observing erasure patterns with weight larger than a in window of length n over GE(α, β, 0, 1)
channel is given by:
Prand(n, a) = P ({en1 | w(en1 ) > a}) =
n∑
i=a+1
g (n, i, pig) + b (n, i, pig) . (6)
Suppose an [n, k = n − a] MDS code is used over GE channel. Then, the BEP of the MDS code is given by
probability of observing erasure patterns of weight larger than a. Therefore, BEP of an [n, k = n− a] MDS code
is given by Prand(n, a).
B. Burst Erasure Correcting code
Here we calculate the probability of erasure patterns whose span is greater than b in a window of length n given
by Pburst(n, b). It is clear to see that BEP of any b burst correcting code with block length n is upper bounded by
Pburst(n, b).
Let B = {en1 ∈ {0, 1}n | span(en1 ) ≤ b} be the set of erasures whose span is atmost b. The set B can be
partitioned by the index where the erasure starts, i ∈ [n].
B = {0} ∪ni=1 {en1 | ei−11 = 0, ei = 1, span(en1 ) ≤ b}
Given a i ∈ [n], the span of the erasure pattern can be atmost b′ = min(b, n− i+ 1). The sum of probability of
the erasure patterns where the first erasure is at index i is given by:
Pi = P ({en1 | ei−11 = 0, ei = 1, span(en1 ) ≤ b}) = P ({en1 | ei−11 = 0, ei = 1, eni+b′ = 0})
= 1T
1∑
ei+b′−1=0
· · ·
1∑
ei+2=0
1∑
ei+1=0
P (0)n+1−i−b
′
P (ei+b′−1) · · ·P (ei+1)P (1)P (0)i−1Π
= 1TP (0)n+1−i−b
′
P b
′−1P (1)P (0)i−1Π (7)
= 1TQn+1−i−b′P b
′−1P (1)Qi−1Π , (8)
where Qj =
[
g(j, 0, 1) g(j, 0, 0)
b(j, 0, 1) b(j, 0, 0)
]
. (9)
Here (7) follows as P (0) + P (1) = P . Therefore:
Pburst(n, b) = 1− P (B)
= 1− g(n, 0, pig)− b(n, 0, pig)−
n∑
i=1
Pi. (10)
Remark III.1. In the computation of Pburst(n, b) the matrix P i can be computed easily by writing it in the
following form:
P i =
[
1− µ(1− ρi) (1− µ)(1− ρi)
µ(1− ρi) 1− (1− µ)(1− ρi)
]
where ρ = 1 − α − β and µ = αα+β . This computation technique was introduced in [6] to analyze the effect of
interleaving.
C. Burst or Random Erasure Correcting Code
Consider an [n, k] block code C that can recover only from erasure patterns given by E = A ∪ B where A is
the set of erasure patterns that have weight atmost a and B is the set of erasure patterns that have span atmost B.
The BEP of this code when used over GE is given by:
Prand,burst(n, a, b) = 1− P (A ∪B)
= 1− P (A)− P (B) + P (A ∩B)
= Prand(n, a) + Pburst(n, b)− 1 + P (A ∩B) (11)
7where the last equation follow from equations (6) and (10). The P (A ∩ B) can be counted in a way similar to
Pburst(n, b). The erasure patterns in the set A∩B can be partitioned into subsets indexed by i, where i ∈ [n] is the
index where first erasure is observed. The weight of erasure patterns are limited to be ≤ a here. For a given i, the
span of erasure can be atmost b′ = min(b, n− i+ 1). For a fixed i, the probability of these erasure patterns can be
determined by dividing the n-length window into ` = 4 small windows such that n0 = 0, n1 = i− 1, n2 = i, n3 =
i+b′−1, n4 = n with weights of erasures in each of these windows being (i1, i2, i3, i4) = (0, 1, <= a−1, 0). Then
the probability of erasure patterns in the set indexed by i can be determined from Lemma II.1 as shown below:
Pi = 1
TQn−i−b′+1MP (1)Qi−1Π
where M =
min{a−1,b′−1}∑
i3=0
[
g(b′ − 1, i3, 1) g(b′ − 1, i3, 0)
b(b′ − 1, i3, 1) b(b′ − 1, i3, 0)
]
,
and Qj is defined as shown in (9). Now, by also adding the probability of not seeing any erasure in the n length
window we get:
P (A ∩B) = g(n, 0, pig) + b(n, 0, pig) +
n∑
i=1
Pi. (12)
By substituting (12) in (11) we get the analytical expression for BEP of a code that can only correct from either
a random erasures or a burst of size atmost b.
It can be noted that Prand,burst(n, a = 1, b) = Pburst(n, b), Prand,burst(n, a = b, b) = Prand(n, b) and
Prand(n, b) ≤ Prand,burst(n, a, b) ≤ Pburst(n, b) for all a ∈ [b]. (13)
Remark III.2. Prand,burst(n, a, b) is an upper bound for the BEP of cyclic codes with parameters [n, k = n −
b, dmin = a+ 1]. This follows as the cyclic code can correct either random erasures of size a or a burst of size b.
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Fig. 3: BEP of [n = 10, k = 5] code that is b = 5 burst correcting and a random erasure correcting over
GE(α = 0.01, β = 0.5, 0, 1 = 1)
Remark III.3. When an [n, k] block code is used, any lost symbol can be recovered (if recoverable) within a
decoding delay of τ = n− 1. If we compare [n = τ + 1, k = n− b] block codes {C1, C2, · · · , Cb} where the code
Ca can recover from erasure patterns that have weight atmost a or span atmost b, then it is clear that to see that
block code with a = b (MDS code) gives the smallest BEP from equation (13) and Figure 3.
However streaming codes offer a family of codes that encompass MDS family of codes and can offer better
BEPs in comparison to MDS family under same rate and same delay constraint by picking n ≥ τ + 1.
8IV. PERFORMANCE OF STREAMING CODES OVER GE CHANNEL
Now consider the setting where a streaming code that is designed for DCSW channel is used over a GE channel.
Since the aim here is to estimate the approximation of an (a, b, τ) DCSW channel to the GE channel, we define
the BEP corresponding to an (a, b, τ) streaming code as the probability of occurrence of erasure patterns that are
not admissible under the (a, b, τ) DCSW channel. This definition of BEP includes the delay requirement as the
erasure patterns that are admissible are the ones that are correctable with the latency requirement. This way the BEP
can computed by enumerating all the non admissible erasure patterns and then summing over their probabilities.
However this has computational complexity exponential in block length. We therefore propose tractable upper
bounds and lower bounds for BEP in this section. We first focus on streaming codes for DCSW channel restricted
to burst erasures only i.e., (a = 1, b, τ) DCSW channel.
A. Burst only Streaming Codes
Lemma IV.1. Let PSW (n, b, τ) be the BEP of an (a = 1, b, τ) streaming code of block length n ≥ τ + 1. Then,
Pburst(τ + 1, b) ≤ PSW (n, b, τ) ≤ Pburst(n, b).
Proof: Let Bj be the set of erasure patterns such that the span of the erasure pattern when restricted to window
[j, τ + j] is bounded by b i.e.,
Bj = {en1 | span(eτ+jj ) ≤ b}. (14)
Then we have,
PSW (n, b, τ) = 1− P (∩n−τj=1Bj).
By definition of Pburst(τ + 1, b) in (10), Pburst(τ + 1, b) = 1−P (B1). Therefore it is clear that Pburst(τ + 1, b) ≤
PSW (n, b, τ). By the definition Pburst(n, b) = 1− P (B), where:
B = {en1 | span(en1 ) ≤ b}. (15)
If span(en1 ) ≤ b, then span(eτ+jj ) ≤ b for all j ∈ [1, n− τ ]. Therefore the proof follows. 
Note that the upper and lower bounds on PSW (n, b, τ) in Lemma IV.1 can be easily computed as shown in
equation (10). We also note that optimal rate (a = 1, b, τ) streaming code known in literature (see [13]) has
n = τ + b. Now we present an improved upper and lower bound for PSW (n, b, τ), where τ + 1 ≤ n ≤ τ + b. We
first define a set of erasure patterns U and then prove in Lemma IV.2 that every erasure pattern in U is correctable
by an (a = 1, b, τ) streaming code.
U , {0} ∪
(
∪ni=1 ∪min{b,n−i+1}b′=1 Ui,b′
)
(16)
where Ui,b′ = {en1 | ei = ei+b′−1 = 1, w(ei−11 ) = w(emin{i+b
′−1+τ,n}
i+b′ ) = 0}.
Here, Ui,b′ is the set of erasure patterns such that the first erasure appears at index i and has span b′ in window
[i, τ + i] followed by τ non-erasures after the erasure at index i+ b′−1. Therefore the sets Ui1,b1 , Ui2,b2 are disjoint
when either i1 6= i2 or b1 6= b2.
Lemma IV.2 (Improved Upper Bound). Let PSW (n, b, τ) be the BEP of an (a = 1, b, τ) streaming code of block
length τ + 1 ≤ n ≤ τ + b. Then:
PSW (n, b, τ) ≤ PSW,U (n, b, τ) ≤ Pburst(n, b). (17)
where PSW,U (n, b, τ) = 1− P (U), with U as defined in (16).
Proof: It is clear that 0 ∈ ∩n−τj=1Bj where Bj is defined as shown in equation (14). Let en1 ∈ Ui,b′ for some
i ∈ [n], b′ ∈ [1,min{b, n− i+ 1}]. Then by the definition of Ui,b′ it follows that ei = ei+b′−1 = 1 and w(ei−11 ) =
w(e
min{i+b′−1+τ,n}
i+b′ ) = 0. It can be verified that span(e
τ+j
j ) ≤ b for all j ∈ [1, n− τ ]. Therefore, U ⊆ ∩n−τj=1Bj and
PSW (n, b, τ) = 1− P (∩n−τj=1Bj) ≤ 1− P (U) = PSW,U (n, b, τ).
Let en1 ∈ B \ {0}, where B is defined as shown in equation (15). Let i be the first index in en1 where there is an
erasure and let span(en1 ) = b
′, then en1 ∈ Ui,b′ . Hence B ⊆ U and the proof follows. 
9Computing the Improved Upper Bound: The improved upper bound PSW,U (n, b, τ) = 1− P (U) where U is as
defined in (16).
P (U) = g(n, 0, pig) + b(n, 0, pig) +
n∑
i=1
min{b,n−i+1}∑
b′=1
P (Ui,b′)
P (Ui,b′) =
{
1TP (0)`P (1)P b
′−2P (1)P (0)i−1Π b′ > 1
1TP (0)`P (1)P (0)i−1Π b′ = 1
=
{
1TQ`P (1)P
b′−2P (1)Qi−1Π b′ > 1
1TQ`P (1)Qi−1Π b′ = 1
where ` = min(i+ b′ + τ − 1, n)− i− b′ + 1, Qj is defined as shown in equation (9) and P b′−2 can be computed
as specified in Remark III.1.
Now in order to improve the lower bound we define a set L of erasure patterns and show that any erasure pattern
correctable by an (a = 1, b, τ) streaming code belongs to it.
L , L0 ∪
(
∪τ+1i=1 ∪min{b,τ+2−i}b′=1 Li,b′
)
, (18)
where L0 = {en1 | w(eτ+11 ) = 0},
Li,b′ =
{
{en1 | w(ei+b
′−1
i ) = b
′, ei+b′ = w(ei−11 ) = w(e
i+b+`−1
i+b ) = 0}; b′ < min(b, τ + 2− i),
{en1 | w(ei+b
′−1
i ) = b
′, w(ei−11 ) = w(e
i+b+`−1
i+b ) = 0}; b′ = min(b, τ + 2− i),
where ` = min(i + τ + b′ − 1, n) − (i + b) + 1. The erasures in Li,b′ are such that the first erasure in [1, τ + 1]
window happens at i and there are exactly b′ consecutive erasures starting from i within [1, τ + 1]. This implies
the sets Li1,b1 , Li2,b2 are disjoint given that either i1 6= i2 or b1 6= b2.
Lemma IV.3 (Improved Lower Bound). Let PSW (n, b, τ) be the BEP of an (a = 1, b, τ) streaming code of block
length τ + 1 ≤ n ≤ τ + b. Then:
Pburst(τ + 1, b) ≤ PSW,L(n, b, τ) ≤ PSW (n, b, τ) (19)
where PSW,L(n, b, τ) = 1− P (L), with L as defined in (18).
Proof: We will first show that ∩n−τj=1Bj ⊆ L. Let en1 ∈ ∩n−τj=1Bj . If w(eτ+11 ) = 0, then en1 ∈ L0. Otherwise, let i
be the first index where erasure appears and b′ be length of consecutive erasures seen in window [1, τ+1]. It can be
verified that en1 ∈ Li,b′ as en1 satisfies the condition that w(ei+b+`−1i+b ) = 0 where ` = min(i+τ+b′−1, n)−(i+b)+1.
Otherwise for some j′ ∈ [b′], span(emin{n,τ+i+j′−1}i+j′−1 ) > b contradicting the condition that en1 ∈ ∩nj=1Bj . Hence,
1− P (L) = PSW,L(n, b, τ) ≤ 1− P (∩n−τj=1Bj) = PSW (n, b, τ). Now suppose en1 ∈ Li,b′ , then en1 ∈ B1 and clearly
L0 ⊆ B1. Therefore L ⊆ B1 and the proof follows. 
Computing the Improved Lower Bound: PSW,L can be computed as shown below:
PSW,L(τ, b, n) = 1− P (L0)−
τ+1∑
i=1
min{b,τ+2−i}∑
b′=1
P (Li,b′).
P (L0) = g(τ + 1, 0, pig) + b(τ + 1, 0, pig),
P (Li,b′) =
{
1TP (0)`P b−b′−1P (0)P (1)b′P (0)i−1Π; b′ < min{b, t+ 2− i},
1TP (0)`P b−b′P (1)b′P (0)i−1Π; b′ = min(b, t+ 2− i),
where ` = min(i+ b′ + τ − 1, n)− (i+ b) + 1.
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Fig. 4: BEP on using (a = 1, b = 8, τ = 10) streaming code over GE(α = 10−4, β = 0.5, 0 = , 1 = 1).
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Fig. 5: BEP on using (a = 1, b = 8, τ = 10) streaming code over GE(α = 0.1, β = 0.5, 0 = , 1 = 0.5).
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Fig. 6: BEP on using (a = 1, b = 8, τ = 10) streaming code over GE(α = 0.01, β = 0.5, 0 = , 1 = 0.8).
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B. Burst and Random erasure correcting streaming codes
Now we look at the general case of (a, b, τ) streaming code. In the following Lemma we show an upper and
lower bound for BEP of (a, b, τ) streaming codes over GE channel using expression for BEP of random or burst
erasure correcting block codes. We then improve these bounds in the Lemmas that follow.
Lemma IV.4. Let PSW (n, a, b, τ) be the BEP of an (a, b, τ) streaming code of block length n ≥ τ + 1. Then,
Prand,burst(τ + 1, a, b) ≤ PSW (n, a, b, τ) ≤ Prand,burst(n, a, b).
Proof: The proof follows in a similar way to proof of Lemma IV.1. Let Aj and Bj be defined as below:
Aj = {en1 | w(eτ+jj ) ≤ a}, Bj = {en1 | span(eτ+jj ) ≤ b}
The erasure patterns that are admissible by (a, b, τ) DCSW channel are given by ∩n−τj=1 (Aj ∪Bj). Therefore:
PSW (n, a, b, τ) = 1− P
(
∩n−τj=1 (Aj ∪Bj)
)
By definition Prand,burst(n, a, b) = 1− P (RA ∪RB) where,
RA = {en1 | w(en1 ) ≤ a}, RB = {en1 | span(en1 ) ≤ b}. (20)
Clearly RA ∪ RB is a subset of admissible erasure patterns. Therefore the upper bound follows. By definition in
equation (11), Prand,burst(τ + 1, a, b) = 1− P (A1 ∪ B1). Clearly this is a superset of admissible erasure patterns
resulting in the lower bound. 
The optimal rate (a, b, τ) streaming codes given in [11], [14]–[16] have n = τ + 1 + b − a. Here, we present
improved bounds for PSW (n, a, b, τ), for τ + 1 ≤ n ≤ τ + b. In order to obtain improved upper bound, we first
define Uˆ and then show that Uˆ is a subset of correctable erasure patterns.
Uˆ , UA ∪ UB, (21)
where UB = ∪ni=1 ∪min{n−i+1,b}b′=a+1 UB,i,b′ (22)
UA = {en1 | w(en1 ) ≤ a} ∪ (∪n−τ−1i=1 ∪ab′=0 UA,i,b′),
UB,i,b′ = {en1 | w(ei−11 ) = 0, ei = ei+b′−1 = 1, w(emin{i+b
′+τ−a,n}
i+b′ ) = 0, w(e
i+b′−1
i ) > a},
UA,i,b′ = {en1 | w(ei−11 ) = 0, w(ei+b
′−1
i ) = b
′, ei+b′ = 0, w(eτ+ii+b′+1) = x ≤ a− b′, a− x− b′ < w(enτ+i+1) ≤ b′}.
It can be verified that UA is disjoint from UB , any two sets UB,i1,b1 , UB,i2,b2 are disjoint given that either i1 6= i2
or b1 6= b2 and any two sets UA,i1,b1 , UA,i2,b2 are disjoint given that either i1 6= i2 or b1 6= b2.
Lemma IV.5 (Improved Upper Bound). Let PSW (n, a, b, τ) be the BEP of an (a, b, τ) streaming code of block
length τ + 1 ≤ n ≤ τ + b. Then:
PSW (n, a, b, τ) ≤ PSW,Uˆ (n, a, b, τ) ≤ Prand,burst(n, a, b) (23)
where PSW,Uˆ (n, a, b, τ) = 1− P (Uˆ), with Uˆ as defined in (21).
Proof: Let en1 ∈ UA. If w(en1 ) ≤ a, then en1 is an admissible erasure pattern. Let en1 ∈ UA,i,b′ for some i ≤ n− τ ,
then w(eτ+ii ) ≤ a and it is also true that w(eτ+i1 ) ≤ a. This implies en1 ∈ ∩ij=1Aj . Now looking at window
[i+ i0 − 1, i+ i0 − 1 + τ ] for i0 ∈ [b′]:
w(ei+i0−1+τi+i0−1 ) = w(e
i+b′−1
i+i0−1) + w(e
i+τ
i+b′) + w(e
i+i0−1+τ
i+τ+1 )
≤ (b′ − i0 + 1) + x+ (i0 − 1) ≤ a
For window [j, τ + j] such that j ≥ i+ b′:
w(eτ+jj ) ≤ w(enj ) = w(eτ+ij ) + w(enτ+1+i)
≤ x+ b′ ≤ a
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Therefore it is clear that if en1 ∈ UA,i,b′ then en1 ∈ ∩n−τj=1Aj . Therefore en1 ∈ ∩n−τj=1 (Aj ∪Bj). Now let en1 ∈ UB,i,b′ ,
then when i > n− τ − b′ + a, it implies that span(en1 ) = b′ ≤ b. Therefore it is an acceptable erasure pattern. For
the case when i ≤ n − τ − b′ + a in the window [j, τ + j] for j ∈ [i, i + b′ − a]: span(eτ+jj ) ≤ b′ ≤ b. Therefore
en1 ∈ ∩i+b
′−a
j=1 Bj . For j ∈ [i+ b′ − a+ 1, i+ b′ − 1]:
w(eτ+jj ) = w(e
i+b′−1
j ) + w(e
τ+j
i+b′+τ−a+1)
≤ (i+ b′ − j) + (j − i− b′ + a) = a
Therefore en1 ∈ ∩i+b
′−a
j=1 Bj ∩ ∩i+b
′−1
j=i+b′−a+1Aj . For j ∈ [i+ b′, n− τ ] we have:
span(eτ+jj ) ≤ τ + j − (i+ b′ + τ − a)
≤ j − i− b′ + a
≤ (n− τ)− b′ + a ≤ b.
Therefore en1 ∈ ∩n−τj=1 (Aj ∪Bj). Hence Uˆ ⊆ ∩n−τj=1 (Aj ∪Bj) and
PSW (n, a, b, τ) = 1− P (∩n−τj=1 (Aj ∪Bj)) ≤ 1− P (Uˆ) = PSW,Uˆ (n, a, b, τ)
Similarly from equation (20), it can be verified that RA ⊆ UA and RB \ RA ⊆ UB and therefore RA ∪ RB ⊆ Uˆ .
The improvement from the upper bound seen in Lemma IV.4 therefore follows. 
0 0.002 0.004 0.006 0.008 0.01
0.5
1
1.5
2
2.5
3
3.5
4
4.5
BE
P
10 -5
Upper Bound
Improved Upper Bound
Block Erasure Probability
Improved Lower Bound
Lower Bound
Fig. 7: BEP on using (a = 3, b = 6, τ = 10) streaming code over GE(α = 10−4, β = 0.5, 0 = , 1 = 1).
For obtaining an improved lower bound we come up with a super set of correctable erasure patterns given by,
Lˆ , L0 ∪ LA ∪ LB (24)
L0 = {en1 | w(eτ+11 ) = 0}, LA = ∪τ+1i=1 LA,i, LB = ∪τ+1i=1 LB,i,
LA,i = {en1 | w(ei−11 ) = 0, ei = 1, w(eτ+1i+1 ∪ emin{i+τ,n}i+b ) ≤ a− 1},
LB,i = {en1 | w(ei+bm−1i ) > a,w(ei−11 ) = w(eτ+1i+bm) = w(ei+b+`−1i+b ) = 0}
where bm = min{b, τ + 2− i}, ` = min{i+ τ, n} − (i+ b) + 1.
It can be verified that L0, LA, LB are mutually disjoint, any two sets LB,i1 , LB,i2 are disjoint given that i1 6= i2
and any two sets LA,i1 , LA,i2 are disjoint given that i1 6= i2.
Lemma IV.6 (Improved Lower Bound). Let PSW (n, a, b, τ) be the BEP of an (a, b, τ) streaming code of block
length τ + 1 ≤ n ≤ τ + b. Then:
Prand,burst(τ + 1, a, b) ≤ PSW,Lˆ(n, a, b, τ) ≤ PSW (n, a, b, τ) (25)
where PSW,Lˆ(n, a, b, τ) = 1− P (Lˆ), with Lˆ as defined in (24).
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Fig. 8: BEP on using (a = 3, b = 6, τ = 10) streaming code over GE(α = 0.1, β = 0.5, 0 = , 1 = 0.5).
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Fig. 9: BEP on using (a = 3, b = 6, τ = 10) streaming code over GE(α = 0.01, β = 0.5, 0 = , 1 = 0.8).
Proof: We will now show that the set Lˆ is a super set of the admissible erasure patterns given by the set
∩n−τj=1 (Aj ∪Bj). Let en1 ∈ ∩n−τj=1 (Aj ∪Bj), suppose w(eτ+11 ) = 0 then clearly en1 ∈ L0. Otherwise, let i be the first
index in [1, τ + 1] where an erasure is seen. Then w(ei−11 ) = 0, ei = 1. But we know that e
n
1 is admissible and
therefore en1 ∈ A1 ∪B1. Hence it satisfies one of the following conditions:
1) w(eτ+1i ) ≤ a,
2) span(eτ+1i ) ≤ bm, w(eτ+1i ) > a.
We first look at case 1, where w(eτ+1i ) ≤ a. For the case when i > n− b, en1 clearly belongs to the set LA,i. For
the case when i ≤ n− b, it is necessary that w(eτ+1i ∪ emin{τ+i,n}i+b ) ≤ a. Otherwise in the window [j, τ + j] where
j = min{i, n− τ}:
w(eτ+jj ) > a, span (e
τ+j
j ) > b
This contradicts the condition that en1 ∈ Aj ∪Bj . Therefore when en1 satisfies case 1, it belongs to LA,i.
In case 2, w(eτ+1i ) > a and span(e
τ+1
i ) ≤ bm. Therefore w(eτ+1i+bm) = 0, w(ei+bm−1i ) > a. It is also necessary
that w(emin{τ+i,n}i+b ) = 0, otherwise the window [j, j + τ ] where j = min{i, n− τ}, will have span(ej+τj ) > b and
w(ej+τj ) > a contradicting that e
n
1 ∈ Aj ∪Bj . Therefore it follows that ∩n−τj=1 (Aj ∪Bj) ⊆ Lˆ and:
PSW,Lˆ(n, a, b, τ) = 1− P (Lˆ) ≤ 1− P (∩n−τj=1 (Aj ∪Bj)) = PSW (n, a, b, τ)
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It is clear to see that L0 ∪ LA ⊆ A1 and LB ⊆ B1 \A1. Therefore Lˆ ⊆ A1 ∪B1 and it follows that:
Prand,burst(τ + 1, a, b) = 1− P (A1 ∪B1) ≤ 1− P (Lˆ) = PSW,Lˆ(n, a, b, τ)

Remark IV.1. We note here that the analytical expression for the improved bounds can be obtained by using the
techniques developed in Section III and these expressions are computable in polynomial time.
C. Choosing an a, b for a given delay and GE channel
The upper bound proved in Lemma IV.5 PSW,Uˆ (n, a, b, τ) can be used to provide guarantees on the BEP
performance of an (a, b, τ) streaming code over GE channel. Given a threshold on BEP and decoding delay
constraint τ , one can choose parameters a, b such that they result in best rate possible. The figures 10, 11, shows
rate gain of streaming codes over MDS streaming codes for two different GE channels.
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Fig. 10: The figure depicts rate achievable by MDS streaming code (b = a), burst only streaming code (a = 1) and
streaming code when used over GE(α = 10−4, β = 0.5, 0 = , 1 = 1). Here, decoding delay constraint τ = 10,
BEP≤ PTh and n = τ + 1 + b− a. The figure also shows code parameters which give the rates shown.
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Fig. 11: The figure depicts rate achievable by various codes when used over GE(α = 0.1, β = 0.5, 0 = , 1 = 0.5).
Here also, decoding delay constraint τ = 10, BEP≤ PTh and n = τ + 1 + b− a.
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