Abstract-The purpose of this paper is to present a comparison of different techniques for making statistical inference about a measurement system model. This comparison involves results when two main assumptions are made: 1) the unknowable behavior of the probability density function (pdf) ℘(e) of errors since the real measurement systems are always exposed to continuous perturbations of an unknown nature and 2) the assumption that, after some experimentation, one can obtain sufficient information that can be incorporated into the modeling as prior information. 
I. INTRODUCTION
T HE UNCERTAINTY characterization of a model is a whole complex problem that depends, among other characteristics, on the degrees of freedom of such a model, its behavior, and its structure. The case of nonlinear modeling is a special case treated by the Department of Measurement (recently renamed Department of Signal Processing and Electronics), École Supérieure d'Électricité (SUPÉLEC) [18] , to deal with some problems in an indirect measurement framework (e.g., instrumentation). Tackling inverse problems according to a statistical point of view permits the proposed methods to take advantage of the diversity and different characteristics of the collected data and all information about the collection procedure. According to previous conditions, one will have more or less information about the whole measurement system, and then, different considerations can be taken according to the model structure.
Minimum of information:
In cases where limited information is available, the most natural proposition is to take a small number of hypotheses and take advantage of all the information contained in the data itself using methods such as the bootstrap (parametric or nonparametric) [15] - [17] , [19] - [22] , [38] , [39] , the kernel methods or nonparametric estimation [6] - [9] , and all the related methods [1] , [11] - [14] , [27] , [28] , [36] (see also some of the work of Parzen-Rosenblatt dating back to 1968).
Well-known information:
In other cases, one may dispose of sufficient but well-known information, and if the complexity of the modeling problem can be bounded, the modeling problem can be summarized using classical parametric methods, which could lead to analytical models [2] - [4] , even if, for practical problems, the models are more complex than they seem.
Maximum of information:
This last case describes ideal conditions that any researcher would like to reach, even if these conditions can be attained only after some experience with the modeling considerations and with the treated data. In recent years, this way of tackling problems points toward the use of Bayesian methods or even ideas about data fusion. When modeling deals with complex problems but there is a maximum of information, and the problem is studied in a Bayesian framework, then Monte Carlo procedures known as Monte Carlo Markov chains (MCMCs) [32] provide a set of tools to obtain practical solutions of the proposed models [9] , [10] .
The purpose of using Monte Carlo simulations such as bootstrap or MCMC is to obtain the empirical probability density function (pdf) [31] , which, in general, will lead to establishing different statistics about the treated data and, more specifically, about the measurements of interest. The measurement modeling has been considered in various works [2] - [10] . The principal contribution of this paper is presented in the following, where a comparison of the different schemes for estimation and uncertainty characterization proposed here is presented.
Measurement systems are formalized by two equations [4] , [5] , [10] : 1) Observation equation, which is described by the classical nonlinear regression model 
In the preceding equations, y represents the response (observed data, acquired data, or explained variables); x is the vector of explicative variables or experimental protocol (for example, the measurement instants in an instrument, the sensor position, the frequencies used in the Eddy currents [5] , etc.) of dimension p (or matrix n × p), which is associated with data y i (y i , x i ); and
is the vector of functional parameters of dimension p, which will be estimated by an identification procedure. The errors model the system as a random process, and they are given by e. The set Θ L ⊂ R p represents the admissible subset of parameters θ, and X L ⊂ R n represents the admissible domain for the explicative variables. The measurement depends on nonlinear mapping m = G (f ), and given the pdf of parameters, one may assume that the pdf of the measurement will directly be obtained by the nonlinear mapping of the pdf of parameters.
II. ESTIMATION OF GROOVE DIMENSIONS BY RFEC
The final objective of this paper is to present a practical evaluation perspective when using some different approaches to making statistical inferences in a general context of measurement modeling or measurement estimation. The remote field Eddy current (RFEC) inspection technique 1 is used to dimension grooves that may occur in ferromagnetic conductive pipes (this is a practical measurement estimation problem). This task involves depth d and length l estimation of corrosion grooves from measurements of a picked-up coil signal phase y i at different positions x i closest to the defect (the measurement estimation problem presented in [4] , [5] , and [10] ). The dimensions of the groove to be estimated are linked to the parametric model through a polynomial function. Previous knowledge of the relationship between the groove parameters (length and depth) and the observed data (detector phase) is needed.
To make statistical inferences about the parameters and groove estimators, the order of result presentation, according to the methodologies used, is given as follows: 1) statistical characterization using mainly bootstrap methods; 2) statistical characterization using MCMC methods; 3) statistical characterization using kernel methods, together with bootstrap methods and Monte Carlo. The use of bootstrap techniques to obtain statistical information about parameters and measurement estimates is made with the aim of quantifying the performance of some different proposed estimators; additionally, such techniques can be used to implement a complete scheme of model selection [35] (this is not the aim of this paper, see [3] and [4] ). In such a case, a modeling error vector (e.g., errors between the observed data and the nonlinear model), whose distribution is unknown, is used.
In the second proposition, the obtained MCMC results are compared with those obtained by using a primitive Monte Carlo (PMC) scheme. In this last scheme, the hypothesis of error normality is taken into account (e i ∼ N (0, σ 2 ML )), where σ
ML
is an unbiased variance estimate (the distribution is assumed to be known). The PMC scheme builds a likelihood empirical population by using the nonlinear least-squares (NLS) estimator. In such a case, the modeling errors plus acquisition errors (e.g., errors between the observed data and the nonlinear model) are assumed to belong to a Gaussian distribution with unknown variance. 2 The final proposition is based on the use of bootstrap techniques [7] and the maximum-entropy estimation (MEE) strategy (based on the kernel methods) to obtain statistical information about parameters and measurement estimates. As the modeling and acquisition error distribution is unknown, we use bootstrap to resample the errors' vector (i.e., sampling from the empirical distribution). We compare the hypothesis of error normality (e i ∼ N (0, σ 2 ML )) with that previously obtained by bootstrapping errors. Additionally, we use another recent Monte Carlo strategy known as Monte Carlo by Latin Hypercube Sampling (MCLHS) [23] .
Figs. 1 and 2 illustrate the physical problem of groove estimation and a schematic simple device, which is used with the aim to collect the observed data y, respectively. The sensor is introduced into the pipe and moved along the x-axis with the range of 156 mm of longitudinal distance. The differential of tension phase y i between the excitation coil and the receiver coil is measured according to position x i of the sensor (at uniform distances of 1.33 mm). The distance between both coils (2L) is selected such that it satisfies the condition of far field (2L >, which is two times the diameter of the pipe).
The analytical function used to model the observed data y [3] , [4] is (3), and it takes into account the asymptotic behavior of data and its symmetry (see Fig. 3 )
where p = 3, and L represents the half distance between both coils (constant L = 17.5 mm). The length of vectors x and y is n = 118. The measurement goal is to estimate the size of the defect (i.e., groove) from knowledge of the detector phase. The measurand quantity is expressed as a function of the optimal parameters of the model, as shown in [4] . Once the parameter estimate has been obtained, the final process is to estimate the dimensions d and l of the defect. Thus, the bilinear polynomial function g previously selected and optimally adapted for the requested problem is [5] 
These polynomial relations were proposed during the simulation of some different grooves (i.e., different defect dimensions). Coefficients (c The first objective in the comparison is to quantify the degree of accuracy of each method, taking into account the final modeling goal. Such a comparison also touches other related methods, which give more exhaustive information. A measurement distance for making comparisons between the different results given by the compared methods is the mean square error (MSE) function, which is given as follows: 1) MSE θ obtained according to the fitting function sense
2) MSE m obtained using the estimated measurands and the measurands of reference (known)
All calculations were dedicated to only one reference groove (a pair of measurements), where the depth is d = 1.66 mm, and the length is l = 4 mm. Then, the measurand vector is assigned as m r = [1.66, 4.0] . Additionally, the results obtained can be compared in the same manner for different groove dimensions.
III. ALREADY PROPOSED SOLUTIONS
In most cases of multidimensional measurement estimation, the methods of Monte Carlo are effective tools that can be used. However, in such cases, some errors' hypotheses must be made, and sometimes, such hypotheses are subject to verification (as in the case of the PMC method). To make statistical inferences about the groove estimators when using RFEC, Brahim-Belhouari [4] has already proposed to use MCLHS [24] , [25] . MCLHS is a procedure that uses a variance reduction technique (VRT). For such a technique, the number of simulations N could be significantly reduced. Keramat [23] has developed some ideas about VRTs, which are used in the statistical analysis and performance optimization framework of electronic circuit manufacturing. He has studied the asymptotic behavior of MCLHS methods. A modified version of this method has also been proposed to perform over the time of computation: This is the MCMLHS method. However, in the thesis of Keramat [23] , the effective manner to obtain N , such that the statistical characterization would be precise with respect to that obtained with the PMC method, is not well specified.
On the other hand, it has been specified that, if N is sufficiently small, the MCLHS and MCMLHS methods will not meet the condition of efficiency. This means that the variance is weak, but the mean value could be very precise. Then, if the mean estimate is the only parameter of interest, the time of simulation price will be reduced. However, in the cases where the whole pdf characterization is needed, MCLHS and MCMLHS could be used if proposition 3.1, which was made by Keramat in [23] , is respected. In the last case, it is important to establish some relationship between N and the efficiency in function of a lower bound, which is also called "the worst-case bound"
and in a more general manner, this lower bound satisfies the following equation:
In this case, efficiency condition γ LB → 1 for the largest N , and then, Theorem 3.5 proposed by Keramat [23] , i.e., Var PMC ≥ Var LHS , is well respected. Then, at this stage, the next question remains without answer: What is the adequate value for N to obtain sufficient (asymptotically) precision for the pdf that will be characterized? Obviously, in this paper, such a question is given only for reflection, and future efforts could be made, trying to respond to it. Indeed, in terms of comparison, the value N = 5000 was heuristically chosen to achieve a report with respect to the bootstrap, in which case the number of proposed simulations is B = 5000 (will be detailed in the next section), and with respect to the PMC method with superior number of simulations N = 50 000. The hypotheses assumed for both methods MCLHS and PMC deal with Gaussian behavior, where the variance is assumed to be constant and unknown. Thus, the unbiased maximum likelihood (ML) estimator is used to obtain σ 2 , i.e.,
Under Gaussian hypotheses, the NLS 1 estimator (e i ∼ N (0, σ 2 ML ), where σ ML = 0.0139, see the preceding equation) is a good choice; thus, it has been used. The results of the sim- A modification in the number of iterations into the Levenberg-Marquardt algorithm leads to the NLS 2 estimator, the same computational equipment has been used, and the platform of simulation was changed to Matlab version 6. Table I illustrates the comparison between some obtained statistics using the PMC and MCLHS schemas. When the number of iterations is increased, the schema PMC-NLS 2 leads to the most concentrated empirical density (pdf), and the statistics about measurements are the best approximated with respect to the reference (however, the time of simulation could be prohibitive).
Brahim-Belhouari [4] proposes to use a second approach, which has been developed in a deterministic framework [26] . In this case, some procedures based on the bounded errors are analyzed, together with the set of observed data y. The uncertainty characterization about the measurement system is no longer made according to a probabilistic point of view; such uncertainty is made according to some ensemble or set of manipulations and an analysis of complex intervals. These two tasks are driven by using types of algorithms called Set Inversion Via Interval Analysis and Image Sub-Paving (ImageSP evaluation). This last approach has been used, taking advantage of the collaboration with the Signals and Systems Laboratory, SUPÉLEC [4] . 
IV. NEW PROPOSED SOLUTION

A. Mainly Bootstrap Approach
This section deals with the use of bootstrap methods for statistical characterization of parameters according to model (3) and for measurements m ( d and l) by using relation (4) . The hypotheses about the errors in this case are limited to a few assumptions, taking into account that the modeling and acquisition errors [i.e., the errors between the observed data y and function model f (·)] have an unknown distribution ℘(e). All the proposed bootstrap procedures were simulated B = 5000 times. B will design the total number of bootstrap simulations. Table II shows some statistics obtained for θ and for m when using the methods described in [8] . This is the weighted bootstrap compared with the NLS estimator. Similarly, Table III also illustrates some statistics obtained using the weighted bootstrap method, but in this case, the robust or biased bootstrap estimators (biased bootstrap with quadratic criterion, BBQ) and (biased bootstrap with quasi-Huber criterion, BBH) are used.
In the use of robust estimators (BBQ and BBH), it is important to permit good adjustment of data, which could be contaminated by a non-Gaussian noise or outliers. In [8, Fig. 5 ], some fittings of data using model (3) are illustrated; in such a case, the mean values of parameters were used after the simulation procedure of the BBH estimator, where the weighted bootstrap resampling was also used. In the same figure, the circles represent the observed data under analysis (such data were generated by using a finite-element code for a groove with d = 1.66 mm and l = 4 mm). On the other hand, Tables II and III show some statistics when using, in both estimators, the weighted bootstrap techniques with noncentered and centered residual bootstrap-NLS 1 (i.e., the mean value r is eliminated from [8, eq. (11)]). The statistical behaviors obtained when using the NLS and BBQ estimators are very similar. In the case of the weighted bootstrap with centered residual bootstrap-NLS 2 , the obtained statistics from d and l for both estimators NLS and BBQ are also similar but, in this case, more precise (see Tables II and III) . The visualized dispersion is small (the   TABLE III  SEVERAL STATISTICS OBTAINED WITH THE DIFFERENT BOOTSTRAP  SCHEMES (STATISTICAL CHARACTERIZATION AND BIASED ESTIMATORS) bias between the reference values and the mean values and the variance reduction are remarkable). The centering factor permits robustness within the optimization procedure.
The BBH estimator gives more precision about the measurement estimation, and the obtained populations are less dispersed; thus, the obtained statistics have smaller values than the statistics obtained when using the NLS and BBQ estimators (see also Tables II and III) .
It is important to remark that the analyzed data do not appear to be contaminated by outliers. Thus, the great likelihood remarked about the statistical behaviors obtained when using the BBH and NLS estimators is not surprising (see Table III ). On the worst case of outlier presence, the robust estimators can be used as the best alternative illustrated in [7] (in the efficiency sense). However, if time is a constraint, then classical estimators are the best option. For example, the time of convergence needed by the bootstrap-BBH schema after 5000 simulations was on an order of 58.21 min, whereas the bootstrap-NLS and bootstrap-BBQ time of simulation remains in the range of 6.67-12.07 min for the same number of simulations. The precision level of d and l estimates depends not only on function model f (·) but also on an adequate choice of polynomial functions g (·), = 1, . . . , r. All times of simulation presented along this paper were obtained using the same computational equipment (SUN Sparc 5 station (330 MHz, 256 MB of RAM) and Matlab 5.2 version).
B. Characterization Using MCMC
Another proposed approach is constructed on the basis of a Bayesian framework. In such an approach, the MCMC tools are necessary to obtain the full statistical characterization. Some additional hypotheses about the error distribution are taken into account by regarding the error sample distribution (which is nonasymptotical). For such considerations, the obvious estimator is the NLS since the sample distribution seems to be centered (with a mean value of almost zero). In fact, the classical hypotheses about Gaussian behavior of errors, with variance σ 2 unknown but constant, are reconsidered. In practice, the error distribution, of course, is unknown, but sometimes, it is asymptotically Gaussian. In this case, it is important to verify if the hypotheses made are justified or valid (see Section V; in this sense, the formulated hypotheses to deal with the PMC and MCLHS procedures will be tested).
For simplicity of assumptions, the prior probability of parameters is considered to be unknown; this means that the most adequate prior probability function is the noninformative or uniform (i.e., it could also be a normal prior probability, as illustrated by Sandu [33] and Sandu et. al. [34] ). The probabilistic model function used for the variance hyperparameter is thus the inverse gamma pdf, i.e., σ 2 ∼ IG(α, β). The schemes detailed in [10] are used; these are the Gibbs simulation procedure and the hybrid Gibbs MetropolisHastings (M-H) procedure. If the assumed hypotheses about the errors are valid, the performance comparison could be made in a similar framework as the bootstrap proposed methods but, in this case, using auxiliary tools such as MCMC as well as the equivalent framework with respect to PMC and MCLHS (see Section III). In this case, the Bayesian framework is therefore equivalent to the ML principle and, thus, the least-squares estimator basis.
1) Gibbs Approach:
In the most simple case of Gibbs adaptation, the results depend on the prior modeling of pdf functions about the parameters and hyperparameters of interest; thus, the posterior densities are obtained under the basis of ℘(θ|y) ∝ L(y|θ). In such a case, the prior distribution of parameters has a uniform behavior over the interval [0, 1] . When the MCMC is used, it is necessary to consider a "burn in time" (e.g., some initial simulations to be discarded) of simulation. For this reason, the total number of simulations made is 6000 simulations for a single Gibbs chain, improving the time of convergence by using a weighted bootstrap technique. This simulation scheme will be labeled with (MCMC 1 ). The first 1000 simulations are wasted (the burn), and the remaining 5000 simulations were used to obtain the whole statistical populations figured out in Table IV. On the other hand, a modification of the previous scheme is suggested. In this new proposition, the convergence improvement of the Gibbs sampling is led by recent algorithms of perfect simulation (see [29] and [30] ) (MCMC 2 uses the coupling concept of two chains). This schema has been simulated 4500 times (the first 500 simulations have been discarded, even if, theoretically, there is no problem of burn). Generally and intuitively, after comparison with PMC, it seems that the MCMC 1 and MCMC 2 approximated statistics are weak on precision, even if these statistics could be identified within the neighborhood of the obtained statistics by the PMC-NLS 1 approach. However, the simulation time has considerably decreased. 
2) Hybrid Gibbs M-H Approach:
A second class of MCMC approaches was also considered, including two approaches based on a hybrid conjunction of MCMC. In the sampling procedure, likelihood function L(y|θ), which was previously used according to the Gibbs sampling, is substituted with a new function that has been proposed by Pázman. This last likelihood function takes into account the nonlinearities of parameters and the nonlinearities mapped to measurements d and l. The proposed matrix Δ has the assignment Δ = λK(θ), with a heuristic value for λ = 3.2 and K(θ) obtained according to the Cholesky decomposition of F (θ) −1 , which is the inverse of the Fisher information matrix [10] . The number of realized simulations of the Gibbs M-H scheme was 6000 for a single chain (G-M-H 1 ) (the first 1000 were discarded, and the remaining 5000 were used to construct the statistical populations).
In the case of the scheme that uses a double chain to improve convergence or Gibbs M-H by perfect simulation (MCMC 4 ), as in the case of Gibbs perfect sampling, 4500 simulations were calculated. Fig. 3 shows some data fitting when using the mean value of parameters (trimmed line) and according to the MCMC 4 sampling scheme. In the same figure, a comparison with the fitting given when using the PMC-NLS 2 scheme is also illustrated. There are also some differences between the MCMC 2 and MCMC 4 schemes. It is clearly argued that the Gibbs M-H scheme better captures the nonlinearity of the first modeling function (3) according to Pázman's work.
The final acceptation percent obtained using the MCMC Fig. 4 . Full line representing the data fitted by the model using the mean parameter estimates from PMC-NLS 1 . The other lines represent data fitted when using the MEE estimators (tree kernels) versus the analyzed data (circles: y against x).
mean simulation times for the MCMC 3 and MCMC 4 schemes vary from 46 to 72 min. Obviously, the precision level of the estimates d and l can be compared with that obtained using PMC-NLS. Moreover, precision is also related to the adequate choice of f (·) and g (·), where = 1, . . . , r (Table V) .
C. Characterization Using Kernel and Bootstrap Methods
This section illustrates another proposed approach that is based on the minimum-entropy estimation (MEE) concepts and the simultaneous use of the bootstrap [6] , [7] simulation methods (as shown in Section IV-A). The final objective is the same: to obtain a complete statistical characterization of the MEE parameter estimators and d and l estimators. As in the case of only bootstrap, here, we also have limited assumptions. To smoothen the empirical distribution of errors, the use of bootstrap methods is appropriate, the model and the acquisition errors are stochastic variable independent and identically distributed, and its distribution is also assumed to be unknown. Another additional consideration is that such variables are centered in some sense. As it has previously been seen, the empirical distribution sampling of residuals can mainly be led by the weighted bootstrap methods. Indeed, the assumed hypotheses could be more specific, and for simplicity, the classical Gaussian assumption may be considered (e i ∼ N (0, σ 2 ML )), as in the PMC-NLS schemes in Section III (PMC-NLS 1 and PMC-NLS 2 ). In fact, Fig. 4 illustrates a visual comparison between modeling data and fitting when using the three different MEE The statistics with the poorest precision are those obtained with the MEE 1 (Gaussian kernel) estimator, where it is perceived to be the largest bias. In the case of three estimators, the statistical population of parameters and measurements is generally more concentrated than that of PMC-NLS, so the variance has a lower bound, which is weaker than the Cramer-Rao bound.
According to results obtained when simulating the MEE 2 estimator (with cosine weighted functions as kernel), Table VI depicts the statistics that are included in the neighborhood of the three estimators. The remaining estimator is MEE 3 (which uses a Hilbet kernel). This last estimator performs better than the other two that have been proposed. Comparing all estimator statistical populations, it is evident that the most precise are those obtained when simulating the MEE 3 estimator. The different proposed MEE schemes generally lead to good statistical characterizations, and estimates are relatively precise, as has been seen in the examples presented in [7] . In the estimation case of the defects, by using the RFEC technique, once again, it is confirmed that the results offered by estimator MEE Finally, according to the calculation time, the MEE estimators do not offer the best performance. For example, the first parameter estimates and measurement estimates when using the three proposed MEE estimators need the following times: 69.9540 s with MEE 1 , 19.7344 s with MEE 2 , and 21.6249 s with MEE 3 . The best performance offered is given by estimator MEE 2 . (For simulation purposes, the use of MEX files was avoided. However, its inclusion could improve the calculation time performance.) On the other hand, when comparing the aforementioned times with the times offered by the NLS estimator (0.0812 s), it is clear that the efficiency of the leastsquares method is very good, and its only disadvantage is its limited robustness.
V. NORMALITY ANALYSIS AND RESULT JUSTIFICATION FOR THE MSE DISTORTION
In the first analysis, the estimates of the parameters and measurements ( θ, d, and l) are compared. This is done with the 1) the approximation quality between f (x, θ) and y [see (5)] (see Fig. 5 ); 2) the approximation quality between m r and m [see (6) ].
In the second analysis stage, the distortion measures of the MSE are also obtained, but in this case, the parameter and measurement estimated mean values are used. Tables VII  and VIII show the calculations of the MSE obtained for both distortion measures and for the estimate and mean estimated values of parameters and measurements, respectively (see also Table IX) .
The final analysis stage consists of the hypothesis evaluation about the Gaussian behavior of errors. The first two empirical statistical moments of errors are calculated as and if the following constraint with respect to the mean value is not satisfied:
then the hypothesis or assumption of zero mean will be retained (see Figs. 6 and 7) . On the other hand, the normality hypotheses about the errors can also be verified in different ways [37] . For simplicity, the property of a normal law will be retained by using notions about the skewness and kurtosis coefficients. The skewness coefficient is defined by the following expression: and for the case of symmetric distributions, γ 1 = 0. One approximation to such a coefficient is given by the following estimator:
The kurtosis coefficient is defined by the following expression: 
By definition, kurtosis coefficient γ 2 = 0 when the distribution is Gaussian; then, equality γ 1 = γ 2 = 0 is expected in general. According to the normality hypothesis, γ 1 and γ 2 have the following mean equations:
and their respective variances are
Then, the normality hypothesis will be rejected if the following conditions are satisfied (see Figs. 8 and 9):
and
Other types of analysis can also be made: those for stationarity and independence. The respective tests are also presented by Walter and Pronzato [37] . The results obtained for the different tests are presented in Table X Tables VII and VIII) . According to MSE θ , the aforementioned estimators are optimal in the groove-dimensioning problem. On the other hand, according to MSE m , it is well minimized when the MEE estimators are used, and particularly, the performance of MEE 2 and MEE 3 is excellent. The results, when the empirical mean is estimated by using the MEE 3 estimator, confirm its great performance (see Table VIII ).
VI. CONCLUSION AND FUTURE WORK
The uncertainty characterization techniques of measurement systems proposed in this paper depend on the following: If one disposes of limited knowledge about distribution errors and with a limited (small) size of data, it is recommended to use the following:
• bootstrap techniques for their simplicity and ease of use;
• kernel based on cosine weighted functions (robust MEE estimator) and bootstrap. If one disposes of prior knowledge, it is recommended to use the interaction between conditional probabilities according to the Bayesian framework and to find the posterior probability density, as follows:
• using sampling MCMC techniques;
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