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Abstract
Information-theoretic quantities like entropy and mutual information have found
numerous uses in machine learning. It is well known that there is a strong connection
between these entropic quantities and submodularity since entropy over a set of random
variables is submodular. In this paper, we study combinatorial information measures that
generalize independence, (conditional) entropy, (conditional) mutual information, and
total correlation defined over sets of (not necessarily random) variables. These measures
strictly generalize the corresponding entropic measures since they are all parameterized
via submodular functions that themselves strictly generalize entropy. Critically, we show
that, unlike entropic mutual information in general, the submodular mutual information
is actually submodular in one argument, holding the other fixed, for a large class
of submodular functions whose third-order partial derivatives satisfy a non-negativity
property. This turns out to include a number of practically useful cases such as the facility
location and set-cover functions. We study specific instantiations of the submodular
information measures on these, as well as the probabilistic coverage, graph-cut, and
saturated coverage functions and see that they all have mathematically intuitive and
practically useful expressions. Regarding applications, we connect the maximization of
submodular (conditional) mutual information to problems such as mutual-information-
based, query-based, and privacy preserving summarization — and we connect optimizing
the multi-set submodular mutual information to clustering and robust partitioning.
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1 Introduction
Submodular functions generalize a number of combinatorial and information theoretic
functions such as entropy, set cover, facility location, graph cut, and provide a general class of
expressive models. They model aspects like diversity, coverage, information [35, 47], attractive
potentials [19] and cooperation [27]. They are closely related to convexity and concavity [38,
18, 20] and enable efficient optimization algorithms with guarantees both in the minimization
[11, 22] and maximization settings [31, 34, 6]. Submodular Functions also occur naturally in
several machine learning applications such as sensor placement [33, 32, 14], structured learning
of graphical models [41], social networks [30], summarization [35, 47, 52, 2, 16, 29], and data
subset selection [50, 36, 28], to name only a few. Denote Ω as a ground-set of n data points Ω =
{x1, x2, x3, ..., xn} and a set function f : 2Ω −→ R. We say that f is normalized if f(∅) = 0 and
f is subadditive if f(S)+f(T ) ≥ f(S∪T ), holds for all S, T ⊆ Ω. Define the first-order partial
derivative (equivalently, gain) of an element j /∈ S in the context S as f(j|S) = f(S∪j)−f(S).
The function f is submodular [11] if for all S, T ⊆ Ω, it holds that f(S) + f(T ) ≥ f(S ∪ T ) +
f(S ∩ T ). An identical characterization of submodularity is the diminishing marginal returns
property, namely f(j|S) ≥ f(j|T ) for all S ⊆ T, j /∈ T . Also, define the second-order partial
derivatives in the context of S as f (2)(j, k;S) = f(j|S ∪ k) − f(j|S). Another equivalent
definition of submodularity is that the second-order partial derivatives in the context of any
set S are always non-positive: f (2)(j, k;S) ≤ 0. Also, f is supermodular if −f is submodular,
and f is said to be monotone if f(X) ≤ f(Y ), ∀X ⊆ Y ⊆ Ω (equivalently, f(j|S) ≥ 0 for
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all j /∈ S and S ⊆ Ω). Throughout the paper we assume that f is a normalized, monotone
and submodular function, also known as polymatroid functions, unless specified otherwise.
Information theoretic concepts [8, 53, 43] such as entropy, mutual information, conditional
mutual information and independence have also been extensively analyzed and used in machine
learning settings. The connection between submodular optimization and information theory
is even more evident when seen from the perspective of information measures over a set of
random variables. Given a set of random variables {X1, . . . , Xn}, we denote XA as the set
of random variables indexed by the set A ⊆ Ω. Then the entropy [8] function H(XA), and
the mutual information between a set of variables and the complement set I(XA;XΩ\A),
are both submodular functions [11]. These have been widely used in applications such as
sensor placement [14, 33], feature selection [32, 3, 17, 37], observation selection, and causal
modeling [56, 45].
In this paper, we generalize concepts like conditional gain, (conditional) mutual informa-
tion, (conditional) independence, total correlation, and the variation-of-information metric to
general submodular functions. Many of the properties, results, and inequalities that hold for
entropy, (conditional) mutual information etc. are closely associated with the so called shan-
non inequalities [53], something which a broader class of polymatroid functions satisfy. Note
that while we draw inspiration from the information theoretic quantities, there is however
one fundamental difference. Entropic quantities such as entropy and mutual information are
defined on sets of random variables and hence have well-defined statistical interpretations.
The generalizations discussed in this paper, however, assume that the submodular functions
are defined on subsets of a not-necessarily stochastic set of elements {x1, . . . , xn} and hence
the generalizations do not necessarily have immediate stochastic implications, although they
do always have combinatorial implications. We use the constructs defined in this paper in
a number of optimization problems and applications related to data summarization, data
selection, clustering and partitioning.
The submodular information measures we study in this work have been investigated
before in special cases. [45] generalizes an information measure to elements of any ground set,
primarily in order to introduce a causal Markov condition not over random variables. Also, in
[15], an objective that corresponds to our submodular mutual information was used to show
error bounds and hardness for general batch active semi-supervised learning. [9] introduce
the symmetric submodular mutual information (what they call the connectivity function)
and use it in studying the decomposition of submodular functions. [40, 44] were the first to
show the submodular inequalities (also called shannon inequalities) of the entropy function,
and [54] showed that the class of polymatroid functions (i.e., those that are normalized,
monotone, non-negative, and submodular) are strictly more general than entropy (since
entropy must satisfy certain inequalities not required by a polymatroid function), thereby
ensuring that the combinatorial information measures studied herein are also strictly more
general. Finally, [4] uses the concept of the multi-set total correlation [49] to study properties
of families of deep submodular functions.
This paper provides a complete picture of the combinatorial information measures defined
via general submodular functions, by studying various properties, examples, optimization
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problems, and applications. A road-map of this paper is as follows. Section 2 introduces the
information measures. Section 3 takes a closer look at their properties. Section 4 then instan-
tiates the submodular information measures on a number of submodular functions. We look
at a number of optimization problems around optimizing the submodular mutual information,
its conditional variant, and its multi-set extension. We then connect them to applications in
summarization and data selection. Finally, in Section 6, we experimentally validate the perfor-
mance of our information measures on synthetic and real world image summarization datasets.
2 Submodular Information Theoretic Quantities
We begin by introducing the combinatorial information measures parametrized by submodular
functions. Since monotone non-decreasing submodular functions generalize entropy [54], the
measures below generalize the corresponding purely entropic measures.
2.1 Submodular Information Functions
Monotone non-negative non-decreasing submodular (or “polymatroid” [9]) functions can be
viewed as information functions If (A) = f(A) since they satisfy all of the requisite Shannon
inequalities [53, 40, 44] that make them natural for such a purpose. For completeness, we list
down the Shannon inequalities. The Entropy Function f(A) = H(XA) over sets A,B ⊆ V
of random variables satisfies the following three properties:
1. f(A) is normalized: f(∅) = 0
2. f(A) is Monotone: f(B) ≥ f(A) if A ⊆ B ⊆ Ω
3. f(A) satisfies the property of two alternative (i.e. Submodularity): f(A) + f(B) ≥
f(A ∪B) + f(A ∩B),∀A,B ⊆ Ω
While Entropy satisfies the three properties above, the class of functions which exactly
satisfies these three properties is the class of normalized, monotone submodular functions,
also called polymatroid functions. The following result by [54, 55] shows that the class of
polymatroid functions is strictly more general compared to the class of entropy functions.
Using the notation from [54, 55], denote ΓSn as the class of all functions with ground-set
|Ω| = n which satisfy the Shannon-inequality. This class of functions includes the Entropy
function. Furthermore, denote ΓHn as the class of constructable functions with ground-set
|Ω| = n. We say that a function is constructable [54] if and only if there exists a set of
n jointly distributed random variables such that the entropy of these variables equals the
function on all subsets of Ω. In other words, ΓHn corresponds to the space of all Entropy
functions over subsets of random variables. Finally, denote the closure of ΓHn as cl(ΓHn ).
While the set ΓHn is not a closed set for n ≥ 3 [54], cl(ΓHn ) is a convex cone and hence easier
to characterize.
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Theorem 2.1. [54, 55] The class of polymatroid functions is strictly more general compared
to the class of entropy functions, i.e. ΓSn ⊃ cl(ΓHn ) and ΓSn ⊃ ΓHn for n ≥ 4. Furthermore,
the following relationships hold: ΓH2 = Γ
S
2 , Γ
H 6= Γs3 and cl(ΓH3 ) = ΓS3 .
The sets ΓHn and cl(ΓHn ) are both closed under sums [39]. However, ΓHn is not closed under
multiplication by a constant. In other words, if D ∈ ΓHn , it does not imply that cH ∈ ΓHn
(for some constant c > 0). This follows from the example in [54] for the n = 3. However,
cl(ΓH3 ) is closed under multiplication by a constant, and is in fact a convex cone [54].
2.2 Conditional gain
Given a set function f : 2V → R, we define the conditional gain f(A|B) as the gain in
function value by adding B to A:
f(A|B) , f(A ∪B)− f(B). (1)
When f(A) = H(XA), f(A|B) corresponds to the conditional entropy: H(XA|XB).
2.3 Submodular (Conditional) Mutual Information
We define the submodular mutual information between two sets A,B denoted by If (A;B)
as:
If (A;B) , f(A) + f(B)− f(A ∪B). (2)
It is again easy to see that If (A;B) is equal to the mutual information between two random
variables when f is the entropy function. Note that If (A;B) = f(A)− f(A|B). Also, define
the submodular conditional mutual information of sets A,B given set C as
If (A;B|C) , f(A|C) + f(B|C)− f(A ∪B|C) (3)
= f(A ∪ C) + f(B ∪ C)− f(A ∪B ∪ C)− f(C). (4)
2.4 Submodular Multi-Set Mutual Information and Total Correlation
Define the k way submodular multi-set mutual information If (A1;A2; . . . ;Ak), with
A1, A2, . . . , Ak ⊆ Ω as
If (A1;A2; . . . ;Ak) , −
∑
T⊆[k]
(−1)|T |f(∪i∈TAi). (5)
The multi-set submodular mutual information is defined via the principle of inclusion-
exclusion. We also define the submodular conditional k-set mutual information as:
If (A1;A2; . . . ;Ak|C) , −
∑
T⊆[k]
(−1)|T |f(∪i∈TAi|C) (6)
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We can also define the submodular total correlation as
Cf (A1, A2, . . . , Ak) , (
k∑
i=1
f(Ai))− f(∪ki=1Ai) (7)
and its conditional version:
Cf (A1, A2, . . . , Ak|C) , (
k∑
i=1
f(Ai|C))− f(∪ki=1Ai|C) (8)
When k = 2, the (conditional) multi-set mutual information and total correlation both yield
the 2-set (conditional) submodular mutual information, but they are different when k > 2.
When k = 1, the multi-set mutual information gives the submodular information functions.
2.5 Submodular Information Metric
To encode the notion of a distance between sets A and B we define the submodular variation
of information distance measure and denote it as
Df (A;B) , f(A ∪B)− If (A;B) (9)
As we shall see in the next section, this quantity is actually pseudo-metric for a monotone
submodular function f . The submodular information metric also has the intuitive form:
Df (A;B) = f(A|B) + f(B|A) (10)
2.6 Submodular (Conditional) Independence
Two random variables X and Y are statistically independent iff the mutual information
I(X;Y ) = 0. Since we are studying at sets of variables (rather than two random variables),
the notion of independence becomes a little more intricate. Consequently, we define six types
of combinatorial (or submodular) independence relations between two sets A,B ⊆ Ω with
respect to a submodular function f . These relations also hold in the entropic case and is the
statistical independence between two sets of random variables. Before going into defining
the different independence types, we provide some definitions.
A function f is said to satisfy the conditionM(S1, S2) (for any S1, S2 ⊆ Ω), if f({j}|X) =
f({j}), ∀j ∈ S1\X and X ⊆ S2. This condition implies that the function f is modular
with respect to the addition of any element from S1 to any subset of S2 not containing the
specific element. This notation is introduced to draw attention towards implications of the
difference in definitions for some of the independence types. Below, we define the six types
of independence conditions.
• Joint Independence (JI): We say set A is jointly independent of another set B, or A ⊥J B
with respect to f if If (A;B) = 0 or equivalently: f(A|B) = f(A) (or f(B|A) = f(B)).
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• Marginal Independence (MI): We say set A is marginally independent with another set B,
or A ⊥M B with respect to f if f({a}|B) = f({a}) ∀a ∈ A and f({b}|A) = f({b}) ∀b ∈ B.
In other words, A ⊥M B if a ⊥J B, ∀a ∈ A and b ⊥J A,∀b ∈ B
• Pairwise Independence (PI): Set A is pairwise independent of another set B, or A ⊥P B
with respect to f if ∀a ∈ A, b ∈ B, f({a}|{b}) = f({a}) and f({b}|{a}) = f({b}). In
other words, A ⊥P B if a ⊥J b,∀a ∈ A, b ∈ B.
• Subset Marginal Independence (SMI): We say set A holds subset marginal independence
with another set B, or A ⊥SM B with respect to f if f({a}|X) = f({a}), ∀a ∈ A,X ⊆ B
and f({b}|X) = f({b}), ∀b ∈ B,X ⊆ A. In other words, A ⊥SM B if a ⊥J X,∀a ∈
A,X ⊆ B and b ⊥J X,∀b ∈ B,X ⊆ A. Observe that SMI generalizes MI and PI.
• Modular Independence (ModI): Set A holds modular independence with another set B,
or A ⊥Mod B with respect to f if f({j}|X) = f({j}) ∀j ∈ A ∪B \X where X ⊆ A ∪B.
Thus, f satisfies the conditionM(A ∪B,A ∪B).
• Subset Modular Independence (SModI): Set A is said to be subset modular independent
of B or A ⊥S−Mod B with respect to f if f({j}|X) = f({j}) ∀j ∈ A∪B \X where X ⊆ A
or X ⊆ B. Thus, f satisfies both the conditionsM(A,A ∪B) andM(B,A ∪B)
Unless specified, we will use joint independence as the default notion of independence. We
also assume that A and B are disjoint without a loss of generality – since joint independence
implies f(A ∩B) = 0 and since f is assumed to be monotone, this essentially means that we
can remove the elements in A ∩ B from the ground set Ω without letting them affect the
functional values.
In Section 3.6, we see that the independence types are closely related but not identical.
Similar to independence, we also define conditional combinatorial independence between
two sets A and C given a third set B. We say that A,C are conditionally independent of
each other given B, in the context of f , and denoted by A ⊥f C | B iff If (A;C|B) = 0. An
equivalent way of viewing this is in terms of the submodular mutual information: A ⊥f C | B
if If (A;B ∪ C) = If (A;B) and If (C;A ∪B) = If (C;B). In terms of the conditional gains,
it implies that f(C|B) = f(C|A ∪B) and f(A|B) = f(A|B ∪ C). Similar to independence,
we can also define the six types of conditional independence. The definitions are very
similar with added conditioning. For example, A ⊥J B | C iff If (A;B | C) = 0. Similarly,
A ⊥M B | C iff a ⊥J B | C,∀a ∈ A and b ⊥J A | C,∀b ∈ B. Similarly, A ⊥P B | C iff
a ⊥J b | C,∀a ∈ A, b ∈ B. Similarly, the types SMI,ModI and SModI hold in the case of
conditional independence among sets.
Finally, we introduce two more concepts of independences among k sets.
• Sets A1, · · · , Ak are mutually independent iff f(∪iAi) =
∑
i f(Ai) or in other words,
Cf (A1; · · · ;Ak) = 0.
• Sets A1, · · · , Ak are pairwise independent iff Ai ⊥J Aj ,∀i, j.
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We will study the relationships between the six independence types among 2 sets and the
above multi-set independence among k sets in Section 3.6. Finally, we also note that another
independence condition for k sets A1, · · · , Ak is If (A1; · · · ;Ak) = 0. In Section 3.6, we show
that this condition is different from mutual independence above and is not as interesting.
3 Properties of the Submodular Information Theoretic Gen-
eralizations
The properties of the submodular information measures introduced in this section, hold for
polymatroid functions. In certain cases, interestingly and as we point out below, they hold
even for relaxed versions (i.e., just submodular, or just subadditive, or just monotone). The
proofs of the results from this section are in Appendix A
3.1 Submodular Information Functions
We first list a few basic properties of the submodular information function If (A). First, if
f1 and f2 are polymatroid functions, λ1f1 + λ2f2 is a polymatroid function. Since 0 is a
polymatroid function, it follows that ΓSn is a convex cone. Note that the function f(A) = c
where c > 0 is not a polymatroid function since it is not normalized.
We then provide the independence bound for submodular information functions. The
proof of the two results below are in Appendix A.1.
Lemma 3.1. Given a polymatroid f , it holds that f(∪iAi) = If (∪iAi) ≤
∑
i f(Ai) =∑
i If (Ai). It holds with equality iff all the sets Ai are independent of each other.
As seen in Section 2.6, this is called mutual independence (similar to the mutual inde-
pendence of random variables). Next, we study the condition when If (A) = 0.
Lemma 3.2. Given a set A and a polymatroid function f , If (A) = 0 iff f(j) = 0,∀j ∈ A.
In other words, the elements j are dummy variables with no information.
We contrast this with the result of entropy where H(X) = 0 iff X is a deterministic
variable. In the case of combinatorial information functions, it means the variables j ∈ A
have no information. Also note that the proof (in Appendix A.1) only uses monotonicity
and non-negativity of the information functions.
3.2 Submodular Conditional Gain
Below, we study three properties of the submodular conditional gain. The first and second are
well known. The second property can be also viewed as the “conditioning reduces valuation”
counterpart of the conditional entropy. The proof of the results below are in Appendix A.2.
Lemma 3.3. The conditional gain is non-negative, i.e., f(A|B) ≥ 0 if f is a monotone
function. We also have the upper bound f(A|B) ≤ f(A) if f is monotone and subadditive.
Finally, f(A|B) is submodular in A for a given set B (but not vice-versa) if f is submodular.
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Similar to the submodular information functions, we study the case when the conditional
f(A|B) = 0.
Lemma 3.4. Given a monotone, non-negative submodular function f , it holds that f(A|B) =
0 iff f(j|B) = 0,∀j ∈ A. In other words, given B, every element j ∈ A has no additional
information.
Again, contrasting with random variables, note that H(Y |X) = 0 iff Y is a deterministic
function of X, or in other words, Y has no extra information on top of the information that X
has. In the case of combinatorial information functions, this means that the elements j ∈ A
have no extra information over and above the information contained in set B. Also note that
the proof (in Appendix A.2) has only used monotonicity of the information functions.
Finally, we study properties of the conditional gain that follow directly from definition.
Lemma 3.5. Given a submodular function g(A) = f1(A) + f2(A), g(A|B) = f1(A|B) +
f2(A|B). Furthermore, if f(A) = c (a constant), then f(A|B) = 0, for all sets A,B ⊆ Ω.
FInally, if g(A) = λf(A), g(A|B) = λf(A|B).
3.3 Submodular (Conditional) Mutual Information
3.3.1 Basic Properties
We first look at the basic properties of the submodular mutual information. All the properties
shown below also hold for the mutual information I(XA;XB) as a function over sets of
random variables A and B. The proofs of the results from this section are in Appendix A.3.
We begin this section by showing one very interesting connection between the submodular
mutual information and the submodular conditional mutual information.
Lemma 3.6. Given a monotone, non-negative and normalized submodular function f , the
conditional submodular mutual information If (A;B | C) = Ig(A;B) where g(A) = f(A|C)
is also a normalized, monotone and non-negative submodular function. In other words, the
conditional submodular mutual information is equal to the submodular mutual information
of the conditional function.
While this is a very simple result, the take-away is very interesting. This means that what-
ever results hold for the submodular mutual information, will also hold with the conditional
mutual information since it is in fact the submodular mutual information parameterized with
a different submodular function.
We list down a few properties of If (A;B) that easily follow from definitions.
• (Symmetry) If (A;B) = If (B;A)
• (Self-Information) If (A;A) = f(A)
• (Closed under Sums) If g(A) = f1(A) + f2(A), Ig(A;B) = If1(A;B) + If2(A;B).
• (Closed under Scalar Products) If g(A) = λf(A), it holds that Ig(A;B) = λIf (A;B).
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• (Submodular Mutual Information of a constant function) If g(A) = c (a constant),
If (A;B) = c.
• (Submodular Mutual Information with emptyset and groundset) If (A; ∅) = 0 and
If (A;V ) = f(A).
Similar properties can also be shown for the conditional version. The next Lemma shows
the non-negativity of (conditional) submodular mutual information and provides upper and
lower bounds.
Lemma 3.7. When f is submodular, If (A;B) ≥ 0 and If (A;B|C) ≥ 0. Also, it holds
that min(f(A), f(B)) ≥ If (A;B) ≥ f(A ∩ B) and min(f(A|C), f(B|C)) ≥ If (A;B|C) ≥
f(A ∩B|C).
3.3.2 Monotonicity and Submodularity
We now study monotonicity and submodularity of If (A;B) (and If (A;B|C) for a fixed set
B (and C). We can then view If (A;B) (or If (A;B|C)) as a function of A.
Theorem 3.8. For a given sets B and C, If (A;B) and If (A;B|C) are monotone functions
in A, though in general, they are neither submodular nor supermodular. They are submodular,
however, iff the second-order partial derivatives, f (2)(j, k;A) are monotone increasing or
equivalently the third-order partial derivatives f (3)(i, j, k;A) = f (2)(j, k;A ∪ i)− f (2)(j, k;A)
are always non-negative.
Recall that for monotone functions, the first-order partial derivatives f(j|X) ≥ 0, while
for submodularity, we require the second-order partial derivatives f (2)(j, k;A) ≤ 0. A subclass
of submodular functions which additionally have non-negative third-order partial derivatives
satisfy the property that the submodular (conditional) mutual information function is
submodular. In the next few subsections, we study these functions in more detail.
Examples of when If (A;B) is submodular Next, we study subclasses of submodular
functions which satisfy the condition f (2)(j, k;A) = f(A∪ j ∪ k)− f(A∪ i)− f(A∪ j) + f(A)
is monotonically increasing in A, or in other words, If (A;B) is submodular in A for a fixed
B. We first show that the Facility Location satisfies this condition.
Lemma 3.9. If f(A) is the Facility Location Function, then f (2)(j, k;A) is a monotonically
increasing function in A ⊆ Ω\{j, k} for a given j, k.
We then show that the Set Cover and Concave over Modular functions with Power
Functions satisfy this.
Lemma 3.10. If f(A) = w(γ(A)) or f(A) = [w(A)]a, a ∈ [0, 1], then f (2)(j, k;A) is a
monotonically increasing function in A ⊆ Ω\{j, k} for a given j, k.
This means that the submodular mutual information is submodular when f is the facility
location, set cover or concave over modular with power functions.
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Examples of when If (A;B) is not submodular We show, somewhat surprisingly, that
a simple uniform matroid rank function does not satisfy this property (and hence not all
concave over modular functions satisfy this). Also, the standard mutual information is not
necessarily submodular in one set given the other.
Lemma 3.11. If f(A) = min(|A|, k), then f (2)(j, k;A) is not necessarily a monotonically
increasing function in A ⊆ Ω\{j, k} for a given j, k.
A direct corollary of this is that the submodular mutual information is not submodular
when f is the Uniform Matroid Rank Function.
Corollary 3.12. If f(A) = min(|A|, k), then If (A;B) neither submodular nor supermodular
in A for a fixed B.
Since f (2)(j; k,A) is neither increasing nor decreasing, If (A;B) is neither submodular
nor supermodular when f is the Matroid Rank Function.
We now provide simple submodular upper and lower bounds for the submodular mutual
information.
Lemma 3.13. For a given set B, If (A;B) can be upper/ lower bounded by two submodular
functions: f(A)−∑j∈A\B f(j|B) ≤ If (A;B) = f(A)−f(A|B) ≤ f(A)−∑j∈A\B f(j|Ω\j) ≤
f(A).
3.4 Submodular Multi-Set Mutual Information and Total Correlation
In this section, we shall take a closer look at few of the properties of the submodular
total correlation and submodular multi-set mutual information. We first observe that the
submodular multi-set total correlation and multi-set mutual information are closed under
sums and convex combinations. See Appendix A.4 for the detailed result as well as the proofs
of the results in this section. In the next few subsections we shall investigate properties
of the multiset mutual information functions related to non-negativity, monotonicity and
upper/lower bounds.
3.4.1 Properties of Submodular Total Correlation
We begin this section by studying the positivity and monotonicity of the k-way total
correlation.
Lemma 3.14. Given a monotone submodular function, it holds that Cf (A1, · · · , Ak) ≥ 0.
Furthermore, the k-way total correlation Cf (A1; · · · ;Ak) is monotone in any one of the
variables fixing the others. Correspondingly, it is also monotone in all the variables.
3.4.2 Submodular Multi-Set Mutual Information: Negativity
While If (A;B) and the total correlation are always non-negative, the k-way mutual infor-
mation might be negative even for If (A;B;C) when k = 3 (similar to what [53] showed in
the entropic case).
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Lemma 3.15. The 3-way submodular mutual information If (A;B;C), can be both positive
or negative. If (A;B;C) ≥ 0 if If (A;B) is submodular in A for a fixed set B (equivalently
A,B,C are redundant with respect to each other). Similarly, If (A;B;C) ≤ 0 if If (A;B) is
supermodular in A for a fixed set B (i.e. sets A,B,C are synergistic with respect to each
other). Finally, there exists a submodular function f such that If (A;B;C) < 0.
Since the three-way mutual information is not necessarily non-negative, we do not expect
the k-way mutual information to be non-negative in general.
3.4.3 Submodular Multi-Set Mutual Information: Monotonicity
The next result discusses the monotonicity of the three-way mutual information.
Lemma 3.16. For a given set D and a function f , we have If (A ∪ D;B ∪ D;C ∪ D) ≥
If (A;B;C) for any three subsets A,B,C. On the other hand with fixed sets B,C we do not
always have monotonicity in If (A;B;C) as function of A.
Again, contrasting this with the two-set case, If (A;B) is monotone in A for a given B
and vice versa. However, this does not hold for the three-way mutual information. Moreover,
the four-way multi-set submodular mutual information is not necessarily monotone even in
all its arguments, i.e. If (A ∪E;B ∪E;C ∪E;D ∪E) may be smaller or larger compared to
If (A;B;C;D), and hence we do not expect the k-way submodular mutual information to be
monotone (in either one of its arguments or all its arguments).
Lemma 3.17. The Given sets A,B,C,D,E, the four way Mutual Information does not
necessarily satisfy If (A ∪ E;B ∪ E;C ∪ E;D ∪ E) ≥ If (A;B;C;D).
3.4.4 Connecting Submodular Multi-Set Mutual Information and its Condi-
tional Version
For the general k-way Multi-Set Mutual Information and its conditional counterpart, we now
show an alternate inductive definition for the mutual information and using it show a simple
connection between the two.
Lemma 3.18. The following inductive relationship connects the k + 1 way multi-set mutual
information to the the k way multi-set mutual information and its conditional counterpart.
If (A1; . . . ;Ak+1) = If (A1; . . . ;Ak)− If (A1; . . . ;Ak|Ak+1)
Notice that this expression is very similar to the result for multi-variate mutual information.
Next, we show that the submodular conditional mutual information has a very intuitive form:
Lemma 3.19. The k way Conditional Mutual Information between sets A1, . . . , Ak given
another set Ak+1 is equivalent to the Multi-Set Mutual Information between related sets plus
a constant i.e If (A1; . . . ;Ak|Ak+1) = If (S1; . . . ;Sk)− f(Ak+1) where Si = Ai ∪ Ak+1 ∀i =
1, 2, . . . , k.
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3.4.5 Submodular Multi-Set Mutual Information: Bounds
Finally, we provide an upper bound on the mutual Information:
Lemma 3.20. Given a monotone submodular function, the following upper bounds hold:
If (A1;A2; · · · ;Ak) ≤ min(f(A1), · · · , f(Ak)) holds for k = 3 and 4. However, it does not
hold for k = 5, and hence does not necessarily hold for k ≥ 5.
We now show that the upper bound does hold for the facility location and set cover
functions.
Lemma 3.21. When f belongs to the class of facility location and set cover functions (or
their sums), the k-way multiset mutual information is upper bounded by the minimum of the
functional values among the k sets: If (A1, . . . , Ak) ≤ mini=1,...,k f(Ai).
3.5 Submodular Information Metric
We next show that the submodular information distance measure is a pseudo metric for any
general submodular function f and then we state the condition on f for Df (A;B) to be a
metric between subsets of Ω. See Appendix A.5 for proofs.
Lemma 3.22. Given a monotone submodular function f , the submodular information metric:
Df (A,B) = f(A∪B)−If (A;B) is a pseudo metric i.e Df (A;B) = 0 6=⇒ A = B. Moreover,
it is a metric if the submodular function has a curvature κf > 0 where κf = 1−minj∈Ω f(j|Ω\j)f(j|∅)
Curvature defined above is a widely used notion in quantifying approximation bounds for
submodular optimization [7, 25, 48]. Next, we provide upper and lower bounds to this metric
in terms of the submodular Hamming metric and its additive version [12]. The submodular
Hamming metric is defined as
DSHf (A,B) = f(A∆B) = f(A\B ∪B\A) (11)
and its additive version as:
DSHAf (A,B) = f(A\B) + f(B\A) (12)
We define the curvature at a set A as κf (A) = 1 −minj∈A f(j|A\j)f(j|∅ . Note that κf defined
previously corresponds to this definition via κf = κf (Ω).
Lemma 3.23. Given a monotone submodular function f and two sets A,B, it holds that:
(1 − κf (A ∪ B))DSH(A,B) ≤ (1 − κf (A ∪ B))DSHA(A,B) ≤ Df (A,B) ≤ DSH(A,B) ≤
DSHA(A,B).
3.6 Submodular (conditional) Independence
In this section, we first study the connections between the six types of (conditional) indepen-
dence defined in Section 2.6, followed by the relationship between the multi-set independence
relations. We end this section by connecting combinatorial independence with independence
in log-submodular distributions.
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3.6.1 Connection between the Independence Types
We start this section by providing a relationship between the different types of (conditional)
independences. Figure 1 illustrates the containment relationship between the different types
of (conditional) independence. The detailed proofs are in Appendix A.6.
Figure 1: An illustration of the independence relation classes
Theorem 3.24. The following relations hold between the different types of independence
defined in the previous section. We use JI,MI, . . . , SModI to denote the different types
compactly.
ModI =⇒ JI =⇒ MI ⇐⇒ SMI =⇒ PI andModI =⇒ SModI =⇒ MI (13)
Moreover, there exists submodular conditions where JI 6=⇒ ModI, SModI 6=⇒ ModI, JI 6=⇒
SModI, SModI 6=⇒ JI, MI 6=⇒ SModI, MI 6=⇒ JI, PI 6=⇒ MI.
For the special case when f is a modular function, all the six independence types are
equivalent i.e reverse implications also hold and in fact, this follows from the very definition
of a modular function. Next we show that for the Set Cover function the first four types are
indeed equivalent.
Lemma 3.25. When f is a Set Cover function the relation shown in Theorem 3.24 is not
tight. In fact we have that the reverse implications also hold among the first four types, which
makes them equivalent to one another: ModI =⇒ JI ⇐⇒ MI ⇐⇒ SMI ⇐⇒ PI.
However, JI 6=⇒ ModI.
Now, consider the entropy function. We are given a set of random variables Ω =
{X1, X2, · · · , Xk} with the corresponding joint probability distribution PΩ on the random
variables. Thus for A ⊆ Ω we have well defined submodular function, entropy H(A) =
H(XA), where XA = {Xa, a ∈ A}. The usual celebrated notion of independence is that
of H(A|B) = H(A) ⇐⇒ PXA,XB = PXAPXB , or the set of random variables XA are
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independent of the set of random variables XB . This is the JI notion of independence as per
our exposition on the different types of independence. However with the above definitions of
six types of independences in the context of generalized submodular information, we have a
richer set of notions of independence and hierarchies thereof for the entropy function. The
lemma below further elaborates on the relations of different types of independence for the
entropy function.
Lemma 3.26. For the entropy function:
ModI =⇒ JI =⇒ MI ⇐⇒ SMI =⇒ PI andModI =⇒ SModI =⇒ MI (14)
Moreover, there exists tuple, (Ω,PΩ) where JI 6=⇒ ModI, SModI 6=⇒ ModI, JI 6=⇒
SModI, SModI 6=⇒ JI, MI 6=⇒ SModI, MI 6=⇒ JI, PI 6=⇒ MI,
Next, we provide sufficient but not necessary conditions for submodular (conditional)
independence to hold.
Lemma 3.27. For a submodular f , A ⊥f ∅. Also, A ⊥f C | B if A ⊆ B (and C is any set)
or C ⊆ B (and A is any set). Moreover, A ⊥f C | B =⇒ If (A;C) ≤ If (A;B), If (A;C) ≤
If (C;B).
In Appendix A.6, we study the data processing inequality, when the sets A→ B → C
forms a Markov chain.
3.6.2 Multi-Set Submodular Independence
In this section, we study the connection between mutual and pairwise independence of sets
A1, · · · , Ak introduced in Section 2.6. Recall that mutual submodular independence between
sets A1, · · · , Ak means that Cf (A1; · · · ;Ak) = 0 or f(∪iAi) =
∑
i f(Ai). On the other hand,
pairwise independendence implies that for all pairs, Ai ⊥J Aj . Both types of independence
are again, w.l.o.g. defined on disjoint sets of items. The following result connects the two
types of independences.
Lemma 3.28. Given a monotone, non-negative and normalized submodular function f ,
mutual independence implies pairwise independence. However, pairwise independence does
not imply mutual independence.
Finally, we consider an alternative to mutual independence, which is If (A1; · · · ;Ak) = 0
instead of Cf (A1; · · · ;Ak) = 0. Note that If and Cf are different quantities and this will
in general, be different from mutual independence between sets A1, · · · , Ak. However, the
condition that the multi-set submodular mutual information is zero is unfortunately not very
interesting. To understand this, we look at it via the example of the set cover function.
Example 3.1. If f(A) = γ(A), the multi-set submodular mutual information being zero
is equivalent to ∩ki=1γ(Ai) = ∅ (See Section 4.3 for the instantiation of multi-set mutual
information with set cover). This is, however, not very interesting since even if any two sets
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A1 and A2 are jointly independent, they will satisfy γ(A1)∩ γ(A2) = ∅ and hence it will hold
that ∩ki=1γ(Ai) = ∅. This means that even if onely two sets are mutually independent, but
the rest of the sets are completely dependent (or even identical), the multi-set submodular
mutual information will still be zero.
3.6.3 Connections between Combinatorial Conditional Independence and Inde-
pendence in Log-Submodular Distributions
Before investigating the connections between the two kinds of independences, we first define
log-submodular distributions [10]. Given a non-negative submodular function f , define a
probability distribution:
pf (A) ∝ exp(f(A)),∀A ⊆ Ω (15)
Hence, we have that:
pf (A) = pf (X = A) =
exp(f(A))∑
X⊆V exp(f(X))
(16)
As defined above, pf is a joint distribution over subsets. Define the partition function
PΩf =
∑
X⊆V exp(f(X)).
Also, define the conditional distribution as pf (A|C) = pf (X = A ∪ C|C ⊆ A). Then,
pf (A|C) = pf (X = A ∪ C | C ⊆ A) = exp(f(A ∪ C))∑
C⊆X⊆V exp(f(X))
(17)
Given the (conditional) probability distribution defined above, we can say that sets A
and B are statistically independent of each other (lets denote it by A ⊥S B) iff pf (A ∪B) =
pf (A)pf (B) for disjoint sets A and B. The following Lemma connects the statistical
independence with submodular mutual information and joint independence.
Lemma 3.29. For a submodular function f , A ⊥S B iff If (A;B) = logPΩf . Moreover, if
f is already a valid probability distribution (i.e. the partition function PΩf = 1), statistical
independence is equivalent to joint independence (i.e. If (A;B) = 0).
Finally, we provide a similar result for conditional combinatorial independence with
conditional independence on the log-submodular distribution. In particular, we say that
A ⊥S B|C) iff pf (A ∪B | C) = pf (A|C)pf (B|C)
Lemma 3.30. For a submodular function f , A ⊥S B | C if and only if If (A;B | C) =
log[
∑
C⊆X⊆V exp(f(X))]− f(C).
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Function f(A) f(A|B) Df (A,B)
Modular
∑
i∈A w(i) = w(A) w(A \B) w(A∆B)
Facility Location
∑
i∈Ω maxa∈A
sia
∑
i∈Ω max(0,maxa∈A
sia −max
b∈B
sib)
∑
i∈Ω |maxa∈A sia −maxb∈B sib|
Set Cover w(γ(A)) w(γ(A) \ γ(B)) w(γ(A)∆γ(B))
Prob. Set Cov.
∑
i∈U wiP
{
i (A)
∑
i∈U wiP
{
i (A)Pi(B)
∑
i∈U wi[P
{
i (A)Pi(B) + P
{
i (B)Pi(A)]
Table 1: Submodular Conditional Gain and Information Metric formulations for some class
of functions
Function If (A;B) If (A1; . . . ;Ak)
Modular w(A ∩B) w(∩ki=1Ai)
Facility Location
∑
i∈Ω min(max
a∈A
s(i, a),max
b∈B
s(i, b))
∑
i∈Ω min( max
a1∈A1
s(i, a1); . . . ; max
ak∈Ak
s(i, ak))
Set Cover w(γ(A) ∩ γ(B)) w(∩ki=1γ(Ai))
Prob. Set Cov.
∑
i∈U wiP
{
i (A)P
{
i (B)
∑
i∈U wiΠ
k
j=1P
{
i (Aj)
Table 2: Formulation for the Submodular Mutual Information with multi-set counterpart for
some class of functions
4 Examples of Submodular Information Measures
We instantiate the submodular information measures with a number of submodular function
(other than entropy, which is already known) like modular functions, set-cover, facility
location function, probabilistic set cover, saturated coverage, generalized graph cuts and also
log-determinants.
Before going into the details of the examples, we summarize the expressions of a few
submodular functions in Tables 1 and 2. The proofs of the results from this Section are in
Appendix B.
4.1 Entropy
We start with the Entropy function for completeness, though many of the results are
known [14, 53, 8]. Let Ω = {X1, X2, · · · , Xk} denote the ground-set of random variables
with the corresponding joint probability distribution PΩ on the random variables. Then, the
function f is the discrete joint entropy over subsets of random variables in Ω i.e f(A) = H(XA)
where XA = {Xa, a ∈ A}. Given this, we can define the rest of the quantities. The Mutual
Information between two sets of random variables XA and XB is:
If (XA;XB) = f(XA) + f(XB)− f(XA ∪XB) (18)
Similarly, the variation of information metric between the sets of variables XA, XB is:
Df (XA;XB) = 2H(XA, XB)−H(XA)−H(XB) = H(XA, XB)− I(XA;XB) (19)
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We can also define the multi-set mutual information and total correlation between a set of
random variables XA1 , · · · , XAk . Finally, lets take a look at the independence conditions for
sets of random variables. Two sets of (disjoint) random variables are jointly independent, i.e.
A ⊥J B iff pA∪B = pApB which is equivalent to I(XA;XB) = 0. Similarly, we have A ⊥M B
iff pA∪b = pApb,∀b ∈ B and pB∪a = pBpa, ∀a ∈ A.
4.2 Modular Function
In this case the function f is modular i.e f(A) = w(A) =
∑
a∈Aw(a), for some weight
vector w over the elements in the ground set Ω. Also, note that the Modular function is a
special case of Entropy when the random variables are mutually independent. In this case,
w(a) = H(xa) (i.e. the entropy of a singleton)
Lemma 4.1. If f(A) = w(A) is a modular function, then If (A;B) = w(A ∩B), f(A|B) =
w(A \ B), and Df (A,B) = w(A∆B). Similarly, If (A1; . . . ;Ak) = w(∩ki=1Ai). Finally,
A ⊥f B iff A and B are disjoint, and A ⊥f C | B iff A ∩ C ⊆ B
Some interesting observations are that the submodular information metric is the weighed
hamming distance. Similarly, If (A;B) = w(A ∩B) is a modular function in one argument
given the other.
4.3 Weighted Set Cover
Here f is a weighted set cover function, f(A) = w(∪a∈Aγ(a)) = w(γ(A)) where w is a weight
vector in Rγ(Ω). Intuitively, each element in Ω covers a set of elements from the concept
set U and hence w(γ(A)) is total weight of concepts covered by elements in A. Note that
γ(A∪B) = γ(A)∪γ(B) and hence f(A∪B) = w(γ(A∪B)) = w(γ(A)∪γ(B)). Alternatively
we can also view the function as follows. With U being the set of all concepts (namely
U = γ(Ω)) and cu(i) denoting whether the concept u ∈ U is covered by the element i ∈ Ω
i.e cu(i) = 1 if u ∈ γ({i}) and is zero otherwise. We then define cu(A) =
∑
a∈A cu(a) as the
count of concept u in set A, and the weighted set cover is f(A) =
∑
u∈U wu min(cu(A), 1).
Lemma 4.2. When f(A) = w(γ(A)) is the set cover function, If (A;B) = w(γ(A)∩γ(B)) =∑
u∈U wu min(cu(A), cu(B), 1) and f(A|B) = w(γ(A)\γ(B)) =
∑
u∈U wu(1−min(cu(B), 1))∗
min(cu(A), 1). Similarly, Df (A,B) = w(γ(A) \ γ(B)) + w(γ(B) \ γ(A)) = w(γ(A)∆γ(B)).
Finally, the multi-set mutual information is If (A1; . . . ;Ak) = w(∩ki=1γ(Ai)) =∑
u∈U wu min(cu(A1), cu(A2), . . . , cu(Ak), 1). Furthermore sets A ⊥f B iff γ(A) ∩ γ(B) = ∅
and A ⊥f C|B iff γ(A) ∩ γ(C) ⊆ γ(B).
Observe that with the set cover, If (A;B) will be large if A and B cover similar concepts.
A similar form is seen with the k way mutual information. Also, the submodular information
metric between A and B is the weighted hamming distance between the respective covered
sets γ(A)∆γ(B). Moreover, the independence conditions are also very intuitive.
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4.4 Probabilistic Set Cover Function
Here f is the Probabilistic Set Cover function, f(A) =
∑
i∈U wi(1 − Πa∈A(1 − pia)). pia
represents the probability that the element a ∈ A covers the concept i ∈ U , where U is the
set of all concepts. The probabilistic set cover is a soft generalization of Set Cover function
and in the case where the probabilities are fixed to be only either 0 or 1, we recover the
formulation for the non-probabilistic counterpart. We denote by Pi(A) = Πa∈A(1− pia), the
probability that none of the elements in A cover the concept i. Hence, 1− Pi(A) denotes
that at least one element in A covers the concept i. With the above notation, we have the
following result:
Lemma 4.3. With f(A) =
∑
i∈U wi(1− Pi(A)) as the Probabilistic Set Cover function, we
have that If (A;B) =
∑
i∈U wi(1− (Pi(A)+Pi(B)−Pi(A∪B))). When A and B are disjoint,
If (A;B) =
∑
i∈U wi(1−Pi(A))(1−Pi(B)). Similarly, f(A|B) =
∑
i∈U wiPi(B)(1−Pi(A\B))
and Df (A,B) =
∑
i∈U wi[Pi(B)(1−Pi(A\B))+Pi(A)(1−Pi(B\A))]. Furthermore, A ⊥f B
iff ∀i ∈ U , Pi(A) and Pi(B) are not both 0 (i.e. the probability that concept i is covered by
both sets A,B is not 1). Similarly, A ⊥f B|C iff Pi(A) and Pi(B) are not both 0 whenever
Pi(C) > 0
Note that when A and B are disjoint, If (A;B) =
∑
i∈U wi(1 − Pi(A))(1 − Pi(B))
which essentially is the probability that sets A and B both cover i ∈ U . Similarly with
A1, . . . , Ak being pairwise disjoint we have the multi set mutual information If (A1, . . . , Ak) =∑
i∈U wiΠ
k
j=1(1− Pi(Aj). With f(A|B) we have that for a concept i, its term adds to the
value only if A \B covers i and at the same time B does not, both with non-zero probability.
Consequently the distance metric looks like the symmetric version of the previous observation
by the virtue of its definition: Df (A;B) = f(A|B)+f(B|A). Another interesting observation
is that when A and B are disjoint, If (A;B) is submodular in A for a given B can be thought
of another instance of the Probabilistic Set Cover function with the weight for each concept
i being wi(1− Pi(B)) instead of just wi.
4.5 Facility Location
Here f is a facility location function, f(A) =
∑
i∈Ω maxa∈A s(i, a) where s is similarity kernel
between the items in Ω such that the similarity between identical points is highest and equal
to 1. In essence the value f(A) models how representative the set A is for the ground set Ω.
Lemma 4.4. With f(A) =
∑
i∈Ω maxa∈A sia, If (A;B) =
∑
i∈Ω min(maxa∈A sia,maxb∈B sib).
Also, f(A|B) = ∑i∈Ω max(0,maxa∈A sia−maxb∈B sib) and Df (A,B) = ∑i∈Ω |maxa∈A sia−
maxb∈B sib|. Finally, If (A1; . . . ;Ak) =
∑
i∈Ω min(maxa1∈A1 sia1 , . . . ,maxak∈Ak siak). Simi-
larly, A ⊥f B if ∀i ∈ Ω, either sij = 0,∀j ∈ A or sij = 0, ∀j ∈ B. Also, A ⊥f C | B, if
∀i ∈ Ω,maxj∈B sij ≥ maxj∈A sij or maxj∈B sij ≥ maxj∈C sij.
The mutual information, conditional gain and variation of information metric all have
intuitive expressions. In particular, the mutual information is a truncated facility location
function (where the truncation depends on how much B represents the items i ∈ Ω, and
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hence is submodular), and the distance metric is an absolute difference between the how well
sets A and B represent each item i. For the joint independence relation between A and B
with Facility Location, we require that for an an element i ∈ Ω, whenever it’s similarity with
set A is non-zero, it’s similarity with set B should be zero (and vice versa). For conditional
independence, we require that for every i ∈ Ω, at least one of sets A and C should have a
lower similarity with i than B.
4.6 Generalized Graph Cut
Here f is the generalized graph cut function, f(A) = λ
∑
i∈Ω
∑
a∈A sia−
∑
a1,a2∈A sa1a2 with
λ ≥ 2 and s as a similarity kernel. Note that the condition on λ is to ensure that f remains
a monotone submodular function.
Lemma 4.5. With f(A) = λ
∑
i∈Ω
∑
a∈A sia −
∑
a1,a2∈A sa1a2 as the generalized graph cut
function, we have If (A;B) = f(A∩B) + 2
∑
a∈A,b∈B sab − 2
∑
c∈A∪B,d∈A∩B scd. When A,B
are disjoint, it follows that If (A;B) = 2
∑
a∈A
∑
b∈B sab which is the cross-similarity measure
for sets A,B. We also have f(A|B) = f(A \B)− 2∑a′∈A\B∑b∈B sa′b. Finally, sets A,B
are jointly independent if ∀a ∈ A, b ∈ B, sab = 0.
The submodular mutual information (in the case of disjoint sets A are B) is intuitive
since higher the pairwise similarity sum, higher the mutual information. The conditional
gain also reduces as follows: f(A|B) = f(A)− 2∑a∈A∑b∈B sab and it looks like the gain of
adding A to B is quantified by the difference between functional value of A and the cross
similarity of A with B. Finally, note that If (A;V \A) = 2
∑
a∈A
∑
b∈V \A sab which is exactly
the graph cut function.
4.7 Saturated Cover
Here f(A) =
∑
i∈Ω min(αi,
∑
a∈A s(i, a)) where s is a similarity kernel as seen in facility
location and Ω = [n]. We denote mi(A) =
∑
a∈A s(i, a)) which looks like a modular function
for a specific i ∈ Ω and can be thought of as the score of A for element i. Note that
mi(A ∪B) = mi(A) +mi(B)−mi(A ∩B) by modularity.
We then have If (A;B) =
∑
i∈Ω min(αi,mi(A))+min(αi,mi(B))−min(αi,mi(A∪B)) =∑
i∈Ω min(αi,mi(A)) + min(αi,mi(B))−min(αi,mi(A) +mi(B)−mi(A ∩B)).
For a specific i we can break down different cases for the term inside the summation over
i ∈ Ω.
1. If mi(A) ≥ αi,mi(B) ≤ αi, we get: mi(B)
2. If mi(B) ≥ αi,mi(A) ≤ αi, we get: mi(A)
3. If mi(A),mi(B) ≥ αi, we get: αi
4. If mi(A ∪B) ≤ αi, we get: mi(A ∩B)
5. If mi(A),mi(B) ≤ αi,mi(A ∪B) ≥ αi, we get: mi(A) +mi(B)− αi
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We now write it as a difference between two submodular functions as follows:
If (A;B) =
∑
i∈Ω
min(αi,mi(A),mi(B),mi(A) +mi(B)− αi)−min(0,mi(A ∪B)− αi).
(20)
The conditional gain is: f(A|B) = ∑i∈Ω min(αi,mi(A ∪ B)) −min(αi,mi(B)). Since the
conditional gain represents the gain of adding set A to B, if B already covers an element i
sufficiently (i.e mi(B) ≥ αi), then there is no gain to be had by including A. Otherwise the
gain will just be the difference between the saturation achieved by A ∪B and the current
saturation of B. Also with a fixed set B, If (A;B) tends to show a somewhat similar pattern,
if already B covers element i sufficiently, then the mutual information term only depends on
whether A does so too i.e min(αi,mi(A). On the other end, if A and B are such that A ∪B
is insufficient to cover i, then the information term refers to the similarity of elements in
their intersection i.e mi(A ∩B). We summarize the above into a simple Lemma.
Lemma 4.6. Given f(A) =
∑
i∈Ω min(αi,mi(A)), it holds that If (A;B) =
∑
i∈Ω min(αi,
mi(A),mi(B),mi(A) +mi(B)− αi)−min(0,mi(A ∪B)− αi). Similarly, f(A|B) =∑
i∈Ω min(αi,mi(A ∪B))−min(αi,mi(B)).
4.8 Log-Determinants
Another important class of submodular functions is Log-Determinants. Given a positive
semi-definite matrix S, the Log-Determinant Function is f(A) = log det(SA) where SA is a
sub-matrix comprising of the rows and columns indexed by A. Thr following expressions
follow directly from the definitions.
• Conditional Gain: f(A|B) = log det(SA∪B)det(SB) .
• Mutual Information: If (A;B) = log det(SA) det(SB)det(SA∪B) .
• Conditional Mutual Information: If (A;B|C) = log det(SA∪C) det(SB∪C)det(SA∪B∪C) det(SC)
Next, note that using the Schur’s complement, det(SA∪B) = det(SA) det(SA∪B\SA) where,
SA∪B\SA = SB − STABS−1A SAB (21)
where SAB is a |A| × |B| Matrix and includes the cross similarities between the items in sets
A and B. Similarly,
SA∪B\SB = SA − SABS−1B STAB (22)
As a result, it follows that the conditional gain f(A|B) for the Log-Determinant Function is:
f(A|B) = log det(SA − SABS−1B STAB) (23)
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Similarly, the Mutual Information is:
If (A;B) = − log det(SA − SABS−1B STAB) det(S−1A ) (24)
= − log det(I − SABS−1B STABS−1A ) (25)
= − log det(I − S−1A SABS−1B STAB) (26)
Finally, note that A ⊥f B iff S−1A STABS−1B SAB = 0 or in other words, SAB = 0. This
means that if the cross-similarities between sets A and B are zero, the combinatorial mutual
information is 0 based on the Log-Determinant function. This implies the following result:
Lemma 4.7. When f is the log-Determinant function, f(A|B) = log det(SA−SABS−1B STAB).
Similarly, when If (A;B) = log det[(I−SABS−1B STABS−1A )−1] = − log det(I−SABS−1B STABS−1A ) =
− log det(I − S−1A SABS−1B STAB). Finally, A ⊥f B iff SAB = 0.
Next, we study the conditional submodular mutual information and conditional indepen-
dence.
Lemma 4.8. The conditional mutual information satisfies:
If (A;B|C) = log
det(I − S−1C SC,BS−1B STC,B)
det(I − S−1A∪CSA∪C,BS−1B STA∪C,B)
. (27)
Moreover, A ⊥f B|C iff SA,B = SA,CS−1C SC,B.
Before ending this session, we would like to point out that the Log-Determinant function
is also the Entropy for a Guassian Distribution. In fact, the expression for conditional mutual
information and conditional independence was studied for vector valued random guassian
variables [1]. The expressions are very similar to the above, except that they are for vectors
of random variables instead of sets of items.
5 Optimization Problems and Applications
In this section we study a number of applications of the information theoretic quantities
introduced in Section 2, along with a few different optimization problems.
5.1 Submodular Mutual Information Based Selection
The first problem we consider is the maximization of the submodular information between a
subset and its complement under a cardinality constraint, i.e. maximizing If (A; Ω\A) in A un-
der cardinality constraints. This generalizes the symmetric mutual information maximization
for sensor placement [14] and maximum graph cut under cardinality constraints. We argue that
compared to just optimizing the information f(A), solving maxA⊆Ω,|A|≤k If (A; Ω\A) is less
sensitive to outliers since we are also enforcing that the subset A be similar to Ω\A. For a con-
crete example, consider the set cover function where we have If (A; Ω\A) = w(γ(A)∩γ(Ω\A)).
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Consider the case when there are outlier concepts present in the data. Trying to maximize
f directly will result in a subset that is likely to also cover the outlier concepts since that
will increase the functional value of set f(A) = w(γ(A)). However with If (A; Ω \A) if the
subset A covers outliers, it is likely that Ω \ A will not cover the same, leading to a lower
functional value due to the intersection between the two and hence, in the process, it will
discourage choosing such a subset. Note that If (A; Ω \ A) is not a monotone submodular
function (but it is still submodular) and hence the (1− 1e ) approximation guarantee by the
greedy algorithm [42] is not applicable due to non-monotonicity. It is however an instance
of cardinality constrained non-monotone submodular maximization and we can achieve a
1/e approximation using the randomized greedy algorithm from [5].
Lemma 5.1. If we assume that f(j) ≤ 1 ∀j ∈ Ω, then g(A) = If (A; Ω \A) is approximately
monotone for a subset A with the factor κf (A), i.e. g(j|A) ≥ −κf (A) ∀j ∈ Ω, A ⊆ Ω, where
κf (A) = maxj∈Ω\A
f(j|V \(A∪j)
f(j) . The greedy algorithm is guaranteed to give us a subset Aˆ with
k elements such that If (Aˆ; Ω \ Aˆ) ≥ (1− 1e )(OPT − kκf (A∗)) where A∗ is the optimal set.
5.2 Query Based and Privacy Preserving Summarization
Next, we consider the problem of maximizing the mutual information with respect to a query
set Q and/or a private set P .
5.2.1 Query Based Summarization
We start with only the query set (i.e. P = ∅). We consider two formulations here, one a
direct optimization problem and second a constrained formulation.
Direct Optimization by Maximizing Submodular Mutual Information): We can
formulate the direct optimization problem as maximizing the mutual information between a
set A and the query set Q plus another term:
max
A⊆Ω,|A|≤k
If (A;Q) + λg(A) (28)
where g(A) is another submodular function modeling diversity/representation. This optimiza-
tion problem (which we call submodular mutual information maximization or SMIMax) tries
to tradeoff representation/diversity (through g(A)) and query relevance (through If (A;Q)).
λ is the tradeoff parameter. Recall from the properties discussed in Section 2 (specifically,
Theorem 3.8), that though If (A;B) is monotone function in A for a given B it is not
necessary submodular.
Lemma 5.2. If f satisfies the condition that the third-order partial derivatives are non-
negative, i.e. f (3)(i, j, k;A) ≥ 0 and g is monotone submodular, the greedy algorithm [42]
achieves a 1 − 1/e approximation for SMIMax. In the worst case though, SMIMax is
inapproximable.
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Several useful submodular functions like facility location and set cover satisfy this. Finally,
we mention that no query is similar to setting Q = Ω, in which case If (A;Q) = f(A), which
is the original objective for summarization in the absence of a query. Next, we consider an
alternate formulation for query based summarization.
Constrained Formulation using Conditional Gain: Here we consider a problem that
involves the use of the conditional gain function as a constraint in a submodular maximization
problem. Below is the constrained formulation of this problem:
max
A⊆Ω
g(A) s.t f(A|Q) ≤ , |A| ≤ k (29)
Note that this problem is related to maximizing the mutual information If (A;Q) + λg(A)
since If (A;Q) = f(A)−f(A|Q). Hence maximizing If (A;Q) is related to minimizing f(A|Q).
We can therefore decouple the objective and the constraint, and have f(A|Q) which models
the query similarity in the constraint. Since both f(A|B) and g(A) are submodular functions
in A, the problem is an instance of submodular maximization with multiple submodular
knapsack constraints.
Lemma 5.3. [23] Equation (29) admits a worst case approximation guarantee of[
1− 1/e, n1+(n−1)(1−κf )
]
Here κf = 1−minj∈V f(j|Ω\j)f(j) is the curvature of the submodular function. Note that this
is a bicriteria approximation guarantee of the form (α, β) which means that the approximation
factor on g(A) is α but the constraints are only approximately satisfied (i.e. f(A|Q) ≤ β
and |A| ≤ βk for β > 1. Finally, the most scalable famlity of algorithms for solving SCSK is
the majorization-minimization framework based on the discrete semi-gradients [21, 24, 22].
Comparing Direct Optimization with the Constrained Formulation The first com-
parison is on the approximation factors. Note that the constrained formulation always admits
a bounded approximation guarantee as long as f and g are monotone submodular. The
direct optimization version (SMIMax) on the other hand, requires additional assumptions
for the problem to admit bounded approximation guarantees. Secondly, note that when
the additional assumption is true, the guarantee of SMIMax is a constant factor, while the
constrained objective has a polynomial factor bound. Next, we point out the similarity
between the direct and the constrained formulation. In particular, the parameter  is similar
to the trade-off parameter λ, except that via the constraint, we have explicit control over
the query similarity, rather than a somewhat indirect effect via the trade-off term λ. This is
mainly because, thanks to the constraint, we are able to decouple the main objective (to have
that only dependent on A) and the query term (which is only in the constraint). Finally,
note that when Q = Ω, the constraint f(A|Q) ≤  disappears (since f(A|Ω) = 0) and we get
cardinality constrained submodular maximization.
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5.2.2 Privacy Preserving Summarization
Unlike query based summarization, privacy preserving summarization’s goal is to select
a summary A that has low submodular mutual information to a set P which is private
information the summary should not represent. We shall look at three formulations for this.
Direct Optimization by Minimizing Submodular Mutual Information: Following
the approach to the query based summarization, we can view the problem as minimizing the
submodular mutual information between A and P , We can pose the resulting problem as:
max
A⊆Ω,|A|≤k
λg(A)− If (A;P ) = max
A⊆Ω,|A|≤k
λg(A) + f(P |A) (30)
We call this NSMIMax, since it involves maximizing the negative of submodular mutual
information plus a submodular function. Unfortunately, NSMIMax is not tractable in most
cases, as we show below.
Lemma 5.4. NSMIMax is an instance of (non-monotone) submodular maximization if the
third-order partial derivatives are not positive, i.e., f (3)(i, j, k;A) ≤ 0. In the worst case,
there exists submodular function f such that NSMIMax is inapproximable.
NSMIMax has a number of issues though. For many subclasses of functions, the third-
order partial derivatives are non-negative instead of non-positive and hence NSMIMax is
typically a non-monotone difference of submodular functions, and hence a much harder
problem. Secondly, when there is no privacy constraint, If (A;P ) = If (A; ∅) = 0 and hence
we do not get back the problem of just maximizing the function f .
Direct Optimization by Maximizing Conditional Gain: Since NSMIMax is not
tractable, we modify the objective to maximize the conditional gain f(A|P ) instead of
maximizing f(P |A). Note that this is a different optimization problem, but it tries to achieve
a similar goal, i.e., obtain a set A as different as possible from P . The optimization problem
is (we call it CGMax):
max
A⊆Ω,|A|≤k
λg(A) + f(A|P ). (31)
The following Lemma shows the bound for CGMax (this follows directly from the fact that
CGMax is a cardinality constrained monotone submodular maximization problem). This
makes CGMax the preferred approach for privacy preserving summarization.
Lemma 5.5. CGMax is an instance of monotone submodular maximization if f and g are
monotone, and correspondingly the greedy algorithm [42] admits a 1− 1/e approximation.
CGMax not only fixes the issue of bounded approximation guarantee, but it also seamlessly
generalizes extractive summarization (i.e. with no privacy constraint), since when P = ∅,
f(A|P ) = f(A).
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Constrained Formulation using the Submodular Mutual Information: For com-
pleteness, we also discuss a constrained formulation for this problem. Again, the goal of this
formulation is to decouple privacy as a constraint and thereby have explicit control on the
amount of privacy we would like to enforce.
max
A⊆Ω
g(A) s.t If (A;P ) ≤ , |A| ≤ k (32)
This problem is related to NSMIMax above, where instead of minimizing If (A;P ), we
add it to the constraint. Moreover, this problem is an instance of SCSK as long as the
function If (A;P ) is submodular. Recall that If (A;P ) is submodular if the third-order partial
derivative of f is non-negative, which is true for many submodular functions like facility
location and set cover. As a result, equation (32) is more tractable compared to NSMIMax.
Similar to the constrained formulation in the query based case, we have explicit control over
the privacy via the parameter  in the constraint. Also, note that when P = ∅, the constraint
If (A;P ) ≤  disappears (since If (A;P ) = 0) and we get cardinality constrained submodular
maximization. Finally, the constrained formulation (equation (32)) may not have a bounded
approximation factor (when f does not have third-order partial derivatives negative) and in
that case, CGMax is a preferred approach.
5.2.3 Joint Privacy Preserving and Query Based Summarization
Finally, we consider the scenario of simultaneous query based and privacy preserving summa-
rization. In this case, we want to obtain a summary A of a fixed size which is simultaneously
close to a query set and yet different from a private set. We consider a few different
formulations of this problem.
Direct Optimization Using Submodular Mutual Information: The first approach
for this problem is:
max
A⊆Ω,|A|≤k
If (A;Q)− If (A;P ) + λg(A) (33)
When P = ∅, we get back SMIMax. However, whenQ = Ω, we obtain f(A)+λg(A)−If (A;P ),
which is similar to NSMIMax. Furthermore, when Q = ∅, we have λg(A)− If (A;P ) which
is exactly NSMIMax. From the previous section, we know that NSMIMax is inapproximable,
this implies that this problem will also be in-approximable in the worst case. This is true
even when the third-order partial derivatives are non-negative which is true for a rich subclass
of submodular functions. Furthermore, this not yield the desirable f(A|P ) in the privacy
preserving case.
Direct Optimization by Combining the Query and Privacy terms: Another
direct way is to combine the SMIMax and CGMax formulations of query based and privacy
preserving summarization
max
A⊆Ω,|A|≤k
λ1If (A;Q) + λ2f(A|P ) + g(A) (34)
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Instead of one hyperparameter, we now have two hyper-parameters. A straightforward
corollary of Lemma 5.2 and Lemma 5.5 will yield a 1− 1/e approximation. Also note that
when P = ∅, we get back query based summarization and similarly when Q = V , we get
privacy preserving summarization.
Constrained Formulation by Combining the Query and Privacy Constraints:
Finally, similar to both privacy preserving and query based summarization, we study con-
strained formulations for joint privacy preserving and query based summarization. Recall
that for query based summarization, we had a constraint f(A|Q) ≤  while in the pri-
vacy preserving summarization, the constraint was If (A;P ). We can add both of these as
constraints:
max
A⊆Ω
g(A) s.t f(A|Q) ≤ 1, If (A;P ) ≤ 2, |A| ≤ k (35)
The thresholds 1, 2 allows direct control over the query similarity and privacy. However,
similar to the privacy preserving summarization, this requires If (A;P ) to be submodular,
which in turn requires f to have non-negative third-order partial derivatives. When f does not
satisfy this condition, we can modify the optimization problem slightly to make it tractable.
In particular:
max
A⊆Ω
g(A) + λ2f(A|P ) s.t f(A|Q) ≤ 1, |A| ≤ k (36)
Note that since both the objective and the constraint are monotone submodular, this problem
is an instance of SCSK [23].
Direct Optimization via a Combined Objective: Finally, we consider a formulation
which combined the query and privacy into a unified objective, thereby not requiring two
hyper-parameters as in Equation 34. The formulation is:
max
A⊆Ω,|A|≤k
If (A;Q|P ) + λg(A) (37)
The goal is to maximize the conditional submodular mutual information. We call this
problem: CSMIMax. Let us look at some special cases. When Q = Ω, we get back CGMax:
f(A|P ) + λg(A). Similarly, when P = ∅, we obtain If (A;Q) + λg(A) which is SMIMax.
Finally, when P = ∅, Q = Ω, we obtain f(A) + λg(A). Moreover, as we show in the following
Lemma, this problem is 1− 1/e approximable by the greedy algorithm for a rich subclass of
submodular functions.
Lemma 5.6. CSMIMax is an instance of monotone submodular maximization if the third-
order partial derivatives are not negative, i.e. f (3)(i, j, k;A) = f (2)(j, k;A∪i)−f (2)(j, k;A) ≥
0. As a result, the greedy algorithm [42] achievea a 1− 1/e approximation .
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Finally, we provide some intuition into maximizing If (A;Q|P ), in addition to the
fact that in special cases, it yields both CGMax and SMIMax. Note that If (A;Q|P ) =
If (A;Q) − If (A;Q;P ). This implies that we are trying to maximize If (A;Q) while min-
imizing If (A;Q;P ). Maximizing If (A;Q) will try to obtain a set A which is similar to
the query set Q. On the other hand, minimizing If (A;Q;P ) will try to have set A as
independent as possible from P (since A needs to be close to Q to maximize the first term).
Another way to look at this is by noting that If (A;Q|P ) = f(A ∪ P )− f(A ∪ P ∪Q) plus
some terms which are independent of A. As a result, maximizing If (A;Q|P ) is equivalent
to maximizing f(A ∪ P ) − f(A ∪ P ∪ Q), or in other words, maximizing f(A ∪ P ) while
minimizing f(A ∪ P ∪Q). Maximizing f(A ∪ P ) means the set A should be as independent
of P as possible, while minimizing f(A ∪ P ∪Q) means that A should be as similar to Q as
possible.
5.3 Clustering and Partitioning using the Multi-Set Submodular Mutual
Information
In this section, we build upon the discussion of section 5 for the clustering and partitioning
applications using the multi-set mutual information functions.
5.3.1 Clustering or Minimizing Multi-Set Mutual Information
First we show that with the total correlation, we get a known submodular partitioning
problem.
min
A1,...,Ak s.t ∪ki=1Ai=Ω , Ai∩Aj=∅ ∀i,j
Cf (A1, . . . , Ak) (38)
This problem is equivalent to minimizing
∑k
i=1 f(Ai)− f(∪ki=1Ai). Since, ∪ki=1Ai = Ω, the
observation below follows.
Observation. The problem stated in equation 38 is equivalent to the submodular multiway
partition problem with the only difference being in the values of the respective objective
functions, which always differ from each other by the same constant value and which is equal
to f(Ω) = f(∪ki=1Ai).
Next, let us look at minimizing the k-way submodular mutual information Unfortunately,
this is not very interesting and we explain this with an example. With the Set Cover function,
If (A1, . . . , Ak) = w(∩ki=1γ(Ai)), and the objective can be minimized with a trivial partition
where sets A1, · · · , Ak−1 cover almost similar items but one set Ak covers very different
concept(s). This is not a very desirable clustering.
5.3.2 Diverse Partitioning or Maximizing Multi-Set Mutual Information
Again, we start with the total correlation.
max
A1,...,Ak s.t ∪ki=1Ai=Ω , Ai∩Aj=∅ ∀i,j
Cf (A1, . . . , Ak) (39)
30
Equation 39 is equivalent to maximizing
∑k
i=1 f(Ai)− f(∪ki=1Ai). Since, ∪ki=1Ai = Ω, the
observation below follows.
Observation. The problem stated in equation 39 is equivalent to the submodular welfare
problem with the only difference being in the values of the respective objective functions,
which always differ from each other by the same constant value equal to f(Ω) = f(∪ki=1Ai).
Next, look at the problem of maximizing the multi-set mutual information.
max
A1,...,Ak s.t ∪ki=1Ai=Ω , Ai∩Aj=∅ ∀i,j
If (A1, . . . , Ak) (40)
This problem is interesting since it is related to robust (i.e., worst case) partitioning [51]. To
understand this better, we see the facility location function. Recall that
If (A1; · · · ;Ak) =
∑
i∈Ω
min( max
a1∈A1
s(i, a1), · · · , max
ak∈Ak
s(i, ak)) (41)
The expression is similar in the case of set-cover. We see that maximizing If is related to
maximizing the minimum among the functions and hence is a robust partitioning approach.
The worst case (robust) partitioning tries to solve:
max
A1,...,Ak s.t ∪ki=1Ai=Ω , Ai∩Aj=∅ ∀i,j
min(f(A1), . . . , f(Ak)). (42)
This objective is similar to the multi-set mutual information for the set cover and facility
location, except that we have the sum of the minimums instead of the minimum of the sums
in both cases. Moreover, we can also view the multi-set mutual information as maximizing a
lower bound of the robust objective [51].
5.4 Minimization of Submodular Information Metric
Finally we take a look at the centroid finding problem in the context of the submodular
information metric in an unconstrained setting. We want to find a subset A over all subsets
of Ω such that it is as similar as possible to a collection S1, S2, . . . , Sm with respect to the
submodular information metric:
min
A⊆Ω
m∑
i=1
Df (A,Si) (43)
This problem is related to problem of minimizing the submodular hamming metric (and the
additive submodular hamming metric) as shown in Lemma 3.23. We use this to show the
following approximation guarantee for Equation (43).
Lemma 5.7. We can approximately solve the problem in equation 43 with the approximation
guarantee of 1− κf , where κf is the worst case curvature of f .
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Figure 2: Leftmost figure shows the results for mutual information based data selection on
synthetic data, while the second from left is on image data. The third and fourth plots show
results for query based and privacy preserving summarization on image data (third is query
representation score and fourth is VROUGE)
6 Experiments
To demonstrate the utility of submodular information measures introduced in this paper, we
demonstrate a few experiments on a) submodular mutual information based data selection,
b) query based summarization and c) privacy preserving summarization. We demonstrate
results both in the synthetic and real world image summarization settings.
6.1 Synthetic Data
Data Preperation: A Gaussian Mixture Model was used to generate the synthetic data
comprising of several clusters spread out in two dimensions. For the submodular mutual
information based selection experiments, we created a synthetic data set of 2000 data points
(treated as inliers) across eight clusters and added additional outlier data points to it. We
varied the number of outliers by adding a) 50 and b) 200 outlier points and used different
budgets for selection (as a fraction of a total number of points).
The direct approaches for Query and Privacy Summarization: The synthetic
data set used for the mutual information based selection setting consists of eight clusters of
data points in two dimensions with additional points added as outliers. The Facility Location
function was used as our underlying submodular function f to encourage representative
subsets. As a simple evaluation metric we counted the number of outliers present in the
subsets selected by maximizing 1) f(A), and 2) If (A; Ω \ A) and the results are shown
in Fig 2 (left-most plot). As expected, we see that If (A; Ω\A) is less sensitive to outliers
compared to f .
Comparing the Constrained Versions for query and privacy preserving summa-
rization: Additionally we also consider the query based setting on synthetic data under
the constrained formulation to demonstrate how we can control the query similarity (or
privacy preservation) via constraints. For this experiment, we picked a single cluster as
the query data set Q. This experiment setting involved using f(A|Q) ≤  as a constraint
while maximizing f(A) where  is a threshold that enforces similarity of A with query Q.
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Note that f(A|B) is a submodular function in A which makes this problem is an instance
of Submodular Cost Submodular Knapsack (SCSK) [24]. The ground set Ω consists of
points from 5 clusters. Finally, we considered the following values for the threshold to the
optimization problem:  ∈ {0.0001, 0.1, 1000}. We notice that as we increase the threshold
on the constraints for the subsets, the submodular information function first picks points
from the query cluster, and only for higher thresholds, tries to pick points from other clusters.
As the threshold is very large, the constraint becomes ineffective and all the data points are
selected. We can see this trend illustrated in Figures 3.
Figure 3: In all figures, query points are sampled from a single cluster. Top Left: Entire
Data Plot (green points are query points). Top Right: Green points are the selected subset
with  = 0.0001, Bottom Left: Green points are the selected subset with  = 0.1, Bottom
Right: Green points are selected subset with  = 1000.
6.2 Image Summarization
Here we consider the task of automatically generating a summary for a given set of images.
We use the image summarization data set introduced in [47] which has 14 real world image
collections, each with a set of human generated summaries. Each collection has 100 images and
a set of associated human generated reference summaries. The human generated summaries
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are used in the evaluation metric of VROUGE [47] which essentially gives a score for a
generated summary by comparing it with the reference human summaries. The VROUGE or
visual ROUGE score is defined below. W is a set of visual words over the data and cw(A)
represents the count of word w in summary.
rS(A) =
∑
w∈W
∑
s∈S min(cw(A), cw(S))∑
w∈W
∑
s∈S cw(S)
For all experiments in this paper, we pick dataset number 7, though similar results hold
for others as well. For a given image collection, the task of generating a summary is posed as
a submodular maximization problem under cardinality constraints, where the underlying sub-
modular function models the representation for a good summary. In the mutual information
based selection setting, we add 10 noisy images to the collections. We then use the Facility
Location function as the underlying submodular function f with the similarity kernel being
computed over the feature vectors extracted for each image. We generate summaries across
different budgets for both the image sets using f(A) and If (A; Ω \A) and then compare the
VROUGE score for the generated summaries from either method. The results are presented
in Fig 2 (second from left figure) and we can see that across the different budgets, If (A; Ω\A)
outperforms just using f .
For the query based and privacy preserving summarization setting, we randomly pick five
images out of an image set to create a fixed query set Q (or private set P ). The hope is that
the resulting set A will be similar to Q in the query based case, and will be dis-similar to P
in the privacy preserving case. For both settings, we use the same random set as the query or
private set. For query based (QB) summarization, we use hQ(A) = If (A;Q)+λf(A) while in
the privacy preserving (PP) case, we define hP (A) = f(A|P ) + λf(A) The function f used is
the Facility Location function. Note that both hQ and hP are submodular functions (for the
choice of f) and we use the greedy algorithm [42]. We compare these algorithms to a simple
baseline which only optimizes f . As an evaluation metric, we use the query representation
measure: rQ(A) = 1|Q|
∑
q∈Q maxa∈A saq, and VROUGE for capturing representation (i.e.
comparing to human ground truth summaries). The results are shown in the two rightmost
plots in Figure 2. On the query representation score, we see that maximizing If (QB case)
has the highest score while maximizing the conditional gain (PP case) has the lowest (since
it tries to avoid information from P ). Furthermore, as we increase λ, we see the trade-off
between query representation and VROUGE. In particular, with λ = 1, we see that QB
(and respectively PP) have a much larger (respectively lower) query representation score
compared to just maximizing f without significant drop in the VROUGE. In future work, we
would like to study this as a learning problem and learn the parameter λ along with others.
7 Conclusion
In conclusion, we study a number of submodular information measures, their properties and
instantiations on a number of common submodular functions. We also investigate a number
of optimization problems related to these information measures on data summarization
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and the preliminary results are promising. In future work, we would like to study learning
problems with these information measures and also apply them to other problems such as
data subset selection and feature selection.
8 Broader Impacts
This work is mainly theoretical and studies a new class of submodular information functions
inspired from Information theory. In this light, we feel that there is potential for more
such interesting and relevant theoretical underpinnings at the intersection of these two well-
studied areas. In one way, one can say that the introduced framework is a departure from the
standard notion of information in random variables of information theory to accommodate
the notions of information in sets, which is particular relevant and of significant bearing
understanding the ubiquity of large datasets in the widely research areas of our times such
as natural language processing, computer vision, to name a few. Beyond theory, however,
some of the applications considered also have a potential for broader impact. In particular,
given the widespread use of AI and machine learning in our every day lives, privacy is a very
important need. In this work, we provide some directions in addressing privacy preserving
data summarization and selection. This has a lot of applications including privacy preserving
image collection summarization, email summarization, personal video summarization etc. On
the other hand, if personal data becomes available to undesirable entities, summarization can
also have negative impact. As a result, complementing the approaches here with the right
approaches for security and data encryption is important, which we would like to address in
future work.
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A Proofs of the Results from Section 3
In this section, we prove the Lemmas introduced in Section 3 and also some results we did
not cover in Section 3 due to space limitations.
A.1 Submodular Information Functions
A.1.1 Proof of Lemma 3.1 and Lemma 3.2
Proof. We first prove Lemma 3.1. Note that the inequality f(∪iAi) = If (∪iAi) ≤
∑
i f(Ai) =∑
i If (Ai) holds directly by definition of sub-additivity and the condition of equality is exactly
mutual independence.
Next, we prove Lemma 3.2.. This follows from the very simple observation that If (A) ≥
f(j),∀j ∈ A and since f(j) ≥ 0 (because of non-negativity) and If (A) = 0, this implies that
f(j) = 0,∀j ∈ A.
We contrast this with the result of entropy where H(X) = 0 iff X is a deterministic
variable. In the case of combinatorial information functions, it means the variables j ∈ A
have no information. Also note that the proof has only used monotonicity and non-negativity
of the information functions.
A.2 Conditional Gain
A.2.1 Proof of Lemma 3.3 and Lemma 3.4
First, we prove Lemma 3.3 (Properties of Conditional Gain)
Proof. If f is monotone, we have:
f(A ∪B) ≥ f(B) ∀A,B ⊆ Ω =⇒ f(A|B) ≥ 0. (44)
If f is subadditive then,
f(A) + f(B) ≥ f(A ∪B) =⇒ f(A) ≥ f(A ∪B)− f(B) = f(A|B) ∀A,B ⊆ Ω. (45)
Finally, if f is submodular, f(A|B) = f(A ∪B)− f(B) will be a submodular function in A
as f(A ∪ B) is submodular in A for a fixed set B and f(B) is just a constant. Note that
however, f(A|B) = f(A ∪B)− f(B) is not submodular in B for a given A.
Next, we prove Lemma 3.4.
Proof. Again, invoking monotonicity, we have f(B) = f(A ∪B) ≥ f(j ∪B),∀j ∈ A. Also,
because of monotonicity, we have that f(j ∪ B) ≥ f(B) which implies that f(B ∪ j) =
f(B),∀j ∈ A which implies that f(j|B) = 0, ∀j ∈ A.
A.3 Submodular Mutual Information
In this section, we prove the Lemmas on submodular mutual information from section 3.
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A.3.1 Proof of Lemma 3.6 and Lemma 3.7
We start with Lemma 3.6.
Proof. This result follows by definition since If (A;B | C) = f(A|C)+f(B|C)−f(A∪B|C) =
g(A) + g(B)− g(A ∪B) = Ig(A;B).
Next, we prove Lemma 3.7 showing the non-negativity and bounds of If (A;B). These
follow directly from the Shannon inequalities but for completeness, we prove them here.
Proof. The non-negativity of If (A;B) follows from the definition of a subadditive function
since If (A;B) = f(A) + f(B)− f(A ∪B) and for a subadditive function we have
f(A) + f(B)− f(A ∪B) =⇒ If (A;B) ≥ 0. (46)
Similarly, for the conditional mutual information note that
If (A;B|C) = f(A|C) + f(B|C)− f(A ∪B|C)
= f(A ∪ C) + f(B ∪ C)− f(A ∪B ∪ C)− f(C) (47)
Note that thanks to the submodularity of f , we have that:
f(A ∪ C) + f(B ∪ C) ≥ f(A ∪B ∪ C) + f([A ∪ C] ∩ [B ∪ C])
= f(A ∪B ∪ C) + f([A ∩B] ∪ C)
≥ f(A ∪B ∪ C) + f(C) (48)
The last inequality follows from the monotonicity of f . Hence when f is monotone submodular,
the conditional mutual information is non-negative.
For the lower bound, we use the submodularity of f : f(A) + f(B) ≥ f(A ∪B) + f(A ∩
B) =⇒ If (A;B) = f(A) + f(B)− f(A ∪B) ≥ f(A ∩B). For the upper bound, we rewrite
the definition as If (A;B) = f(A)− f(A|B) = f(B)− f(B|A) and since f(A|B), f(B|A) ≥
0 ∀A,B ⊆ Ω for a monotone submodular function (from Lemma 3.3) this gives us If (A;B) ≤
f(A) and If (A;B) ≤ f(B) =⇒ If (A;B) ≤ min(f(A), f(B)).
The upper and lower bounds for conditional mutual information similarly hold, just
replacing f(A) and f(B) by f(A|C) and f(B|C) and using Lemma 3.6.
A.3.2 Proof of Theorem 3.8
Next, we prove Theorem 3.8 which studies the monotonicity and submodularity of If (A;B).
Proof. Consider g(A) = If (A;B) as a function of A with a fixed set B. Now we consider
the gain of adding an element j /∈ A∪B to A i.e g(j|A) = f(j|A)− f(j|A∪B). Since f is a
submodular function we will have f(j|A) ≥ f(j|A ∪B) =⇒ g(j|A) ≥ 0 and hence we have
monotonicity. We can also see that If (A;B) = f(A)− f(A ∪ B) + f(B) is a difference of
submodular functions since both f(A) and f(A ∪B) are submodular functions in A when B
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is fixed. A similar argument for the other case when set A is fixed and we view If (A;B) as
a function of B.
Next, we study the submodularity of g(A). First, we show that non-negativity of the
third order partial derivatives f (3)(i, j, k;A) = f (2)(j, k;A ∪ i)− f (2)(j, k;A) is the same as
monotonicity of the second-order partial derivatives. Note that
f (3)(i, j, k;A) ≥ 0 =⇒ f (2)(j, k;A ∪ i) ≥ f (2)(j, k;A), (49)
which by induction, means
f (2)(j, k;A ∪B) ≥ f (2)(j, k;A),∀A,B ⊆ B (50)
Next, recall that g(j|A) = f(j|A) − f(j|A ∪ B). Now since f additionally satisfies the
monotonicity property for the second-order partial derivatives, we have:
f (2)(j, k;A) ≤ f (2)(j, k;A ∪B)
=⇒ f(j|A ∪ k)− f(j|A) ≤ f(j|A ∪B ∪ k)− f(j|A ∪B)
=⇒ f(j|A ∪ k)− f(j|A ∪B ∪ k) ≤ f(j|A)− f(j|A ∪B)
=⇒ g(j|A ∪ k) ≤ g(j|A), ∀j, k /∈ A. (51)
This means that if C ⊇ A, it holds that g(j|C) ≤ g(j|A) since we can inductively build upon
g(j|A ∪ k) ≤ g(j|A),∀j, k /∈ A. This implies that g is submodular. To prove the converse,
assume that If (A;B) is submodular, but f (2)(j, k;A) is not necessarily monotone. In other
words, there exists sets A,C, with A ∩ C = ∅ such that f (2)(j, k;A) ≥ f (2)(j, k;A ∪ C).
Define g(A) = If (A;C). Following the chain of inequalities like above, this implies that
g(j|A ∪ k) ≥ g(j|A) which contradicts the submodularity of If (A;C) for any fixed set C.
Finally, we note that the submodularity of If (A;B|C) for fixed sets B,C holds from
Lemma 3.6. In particular, define g(A) = f(A|C) and observe that Ig(A;B) is submodular in
A for given B,C if g(3)(i, j, k;A) ≥ 0. Now since f (3)(i, j, k;A) ≥ 0,∀A ⊆ Ω, it holds that
f (3)(i, j, k;A ∪ C) ≥ 0,∀A ⊆ Ω and hence g(3)(i, j, k;A) ≥ 0.
A.3.3 Proof of Lemma 3.9
Next, we prove Lemma 3.9. Before proving this though, we start with the max-function.
Lemma A.1. If f(A) = maxi∈Awi, then f (2)(j, k;A) is a monotonically increasing function
in A ⊆ Ω\{j, k} for a given j, k.
Proof. DefineWA = maxi∈X wi. Notice that f (2)(j, k;A) = max(WA, wj , wk)−max(WA, wj)−
max(WA, wk)− wA. We try to analyze if this function is monotone in A. Lets assume first
that wA is smaller than both wi, wj . In this case, f (2)(j, k;A) is either wA − wj ≤ 0 or
wA − wk ≤ 0 depending on whether wj ≤ wk or wj ≥ wk. Furthermore, if wA is larger than
either wj or wk, notice that f (2)(j, k;A) = 0. Hence f (2)(j, k;A) is an increasing function
and hence proved.
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A simple observation is that if f1 and f2 both satisfy the property of the non-negativity
of the third-order partial derivatives, any convex combination of f1 and f2 will also satisfy
this. Hence, this implies that the Facility Location satisfies this property as well.
Corollary A.2. If f(A) is the Facility Location Function, then f (2)(j, k;A) is a monotoni-
cally increasing function in A ⊆ Ω\{j, k} for a given j, k.
A.3.4 Proof of Lemma 3.10
Next, we provide the proof of Lemma 3.10.
Proof. Lets start with the Set Cover Function. Note that the set-cover function satisfies
γ(A ∪ B) = γ(A) ∪ γ(B). Plugging this into the definition of the second-order partial
derivatives, we get f (2)(j, k;A) = w(γ(A)∪ γ(i)∪ γ(j))−w(γ(A)∪ γ(i))−w(γ(A)∪ γ(j)) +
w(γ(A)) = w(γ(A) ∩ γ(i) ∩ γ(j)) which is monotonically increasing since the set cover is
monotonically increasing.
Next, we look at concave over modular functions: f(A) = [w(A)]a. Then, f (2)(j, k;A) =
[w(A) + w(j) + w(k)]a − [w(A) + w(j)]a − [w(A) + w(k)]a + [w(A)]a. To show that this is
monotone, we look at its continious extension: g(x) = [x+ w(j) + w(k)]a − [x+ w(j)]a −
[x + w(k)]a + [x]a at x = w(A). Note that g′(x) = a/[x + w(j) + w(k)]1−a − a/[x +
w(j)]1−a−a/[x+w(k)]1−a+a/x1−a. Finally, we can see that g′(w(A)) ≥ 0 since the function
h(A) = a/w(A)1−a is a supermodular function in A.
A corollary of the above is that sums of power concave over modular functions satisfy
the monotone double gain property.
A.3.5 Proof of Lemma 3.11
We now show that the simple uniform matroid rank does not satisfy the property of non-
negative third order partial derivatives by proving Lemma 3.11.
Proof. Lets start with A = ∅. Its easy to see that f (2)(j; k,A) = 0. Next, set A to be a set of
size k−1. Now, f (2)(j; k,A) = k−k−k+(k−1) = −1. Hence f (2)(j; k,A) is not monotonically
increasing in A. Similarly, if A is a set of size k, again, the value of f (2)(j; k,A) = 0 and as a
result, in this case f (2)(j; k,A) is neither increasing nor decreasing.
Finally, we show that the Submodular Mutual Information is not submodular when f is
the Uniform Matroid Rank Function.
Corollary A.3. If f(A) = min(|A|, k), then If (A;B) neither submodular nor supermodular
in A for a fixed B.
Since f (2)(j; k,A) is neither increasing nor decreasing, If (A;B) is neither submodular
nor supermodular when f is the Matroid Rank Function.
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A.3.6 Proof of Lemma 3.13
We end this Appendix section by proving Lemma 3.13 which provides the modular upper/lower
bounds of If (A : B))
Proof. For the modular lower bound we need to show that f(A|B) ≤∑j∈A\B f(j|B). Let
the set A \ B contain k elements: {a1, . . . , ak} and then we construct a chain of sets
X0, X1, X2, ..., Xk s.t Xi = Xi−1 ∪{ai} with X0 = B (and therefore Xk = A∪B). Note that
f(A|B) = f(A ∪B)− f(B)
= f(Xk)− f(X0)
=
k∑
i=1
f(Xi)− f(Xi−1)
=
k∑
i=1
f(Xi−1 ∪ {ai})− f(Xi−1)
=
k∑
i=1
f({ai}|Xi−1) (52)
Also note that in the above construction we have B ⊆ Xi ∀i = 0, 1, . . . , k Hence by
submodularity of f we will have
f({ai}|Xi−1) ≤ f({ai}|B) ∀i
=⇒ f(A|B) =
k∑
i=1
f({ai}|Xi−1) ≤
k∑
i=1
f({ai}|B) =
∑
j∈A\B
f(j|B) (53)
For the modular upper bound, we need to show that f(A|B) ≥∑j∈A\B f(j|Ω \ j). Using
the construction we created in the previous case, we make a note that Xi−1 ⊆ Ω \ {ai}
since {ai} does not lie in either of the sets by definition. Thus by the submodularity of
f we will have f({ai}|Xi−1) ≥ f({ai}|Ω \ {ai}) ∀i =⇒ f(A|B) =
∑k
i=1 f({ai}|Xi−1) ≥∑k
i=1 f({ai}|Ω \ {ai}) =
∑
j∈A\B f(j|Ω \ j)
We note we can similarly achieve upper and lower bounds for the submodular conditional
mutual information.
A.4 Multi-Set Total Correlation and Mutual Information
We begin this section by listing some simple properties of If (A1; · · · ;Ak) and Cf (A1; · · · ;Ak).
Lemma A.4. The following results hold:
• If g(A) = f1(A) + f2(A), Ig(A1; · · · ;Ak) = If1(A1; · · · ;Ak) + If2(A1; · · · ;Ak) and
Cg(A1; · · · ;Ak) = Cf1(A1; · · · ;Ak) + Cf2(A1; · · · ;Ak).
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• If g(A) = λf(A), it holds that Ig(A1; · · · ;Ak) = λIf (A1; · · · ;Ak) and Cg(A1; · · · ;Ak) =
λCf (A1; · · · ;Ak).
• If g(A) = c (a constant), then If (A1; · · · ;Ak) = c and Cf (A1; · · · ;Ak) = (k − 1)c.
Proof. The first two results follow from the definition of If and Cf . For the third part,
observe that Ig(A1; · · · ;Ak) = −
∑
T⊆[k](−1)|T |f(∪ki=1Ai) = −
∑
T⊆[k](−1)|T |c = c since
1 +
∑
T⊆[k](−1)|T | = 0. The expression for Cf directly follows from definition.
A.4.1 Proof of Lemma 3.14
Proof. The proof follows from the assumption that f is a monotone submodular function. This
means that f is also sub-additive and hence f(A∪B) ≤ f(A)+f(B) for all A,B ⊆ Ω. We can
inductively prove this as:
∑k
i=1 f(Ai) ≥
∑k−2
i=1 f(Ai)+f(Ak−1∪Ak) ≥
∑k−3
i=1 f(Ai)+f(Ak−2∪
Ak−1 ∪Ak) · · · ≥ f(A1) + f(∪ki=2Ai) ≥ f(∪ki=iAi) which implies that Cf (A1, . . . , Ak) ≥ 0.
We have monotonicity in any one argument from submodularity of f since Cf (A1 ∪
j, A2, . . . Ak)− Cf (A1, . . . , Ak) = f(j|A1)− f(j| ∪ki=1 Ai) ≥ 0 since A1 ⊆ ∪ki=1Ai and hence
the gain for just A1 will always be larger giving us the required monotonicity. Finally,
monotonicity in all arguments follows as a consequence of monotonicity in each argument
through a simple inductive argument.
A.4.2 Proof of Lemma 3.15
Proof. We can re-write the expression for If (A;B;C) in terms of the two-way mutual
information as follows:If (A;B;C) = If (A;B) + If (C;B)− If (A∪C;B). Thus if If (A;B) is
submodular for a fixed B we will have non-negativity and similarly if it is super modular, the
three-way mutual information will be non-positive. Next, we provide a simple example of a
submodular function where the three-way submodular mutual information is negative. This
this also holds for Entropic multi-variate mutual information [53] (and hence the entropic
multi-set mutual information), give give an example of a non-entropic function.
This proof is very similar (and also is connected) to the non-submodularity of the two
way mutual information from Lemma 3.11. Similar to the construction in Lemma 3.11,
define f(A) = min(|A|, k) with k = 10. Let A,B,C be three disjoint sets with |A| = k2 − 1,
|B| = |C| = k2 . Then If (A;B;C) = f(A) + f(B) + f(C) − f(A ∪ B) − f(A ∪ C) − f(B ∪
C) + f(A ∪B ∪ C) = 3k2 − 1− 3k + 2 + k = 1− k2 = −4.
Since the the 3-set submodular mutual information is negative, the k-set submodular
mutual information is not necessarily non-negative.
A.4.3 Proof of Lemmata 3.16 and 3.17
We first prove Lemma 3.16.
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Proof. We begin by writing out the difference If (A ∪D;B ∪D;C ∪D)− If (A;B;C) and
show that it is non-negative using submodularity and monotonicity of f . We have If (A ∪
D;B ∪D;C ∪D)− If (A;B;C) = f(A∪D) + f(B ∪D) + f(C ∪D)− f(A∪B ∪D)− f(B ∪
C ∪D)− f(A∪C ∪D) + f(A∪B ∪C ∪D)− f(A)− f(B)− f(C) + f(A∪B) + f(B ∪C) +
f(A∪C)−f(A∪B∪C). On rearranging and grouping certain terms note that the difference
is: (f(A∪D)+f(A∪B)−f(A)−f(A∪B∪D))+(f(B∪D)+f(B∪C)−f(B)−f(B∪C ∪
D)) + (f(C ∪D) + f(A∪C)− f(C)− f(A∪C ∪D)) + (f(A∪B ∪C ∪D)− f(A∪B ∪C)).
Now observe that each of the four terms is non-negative, the first three due to submodularity
and the last one by monotonicity.
For the case when B,C are fixed, we do not necessarily have monotonicity in If (A;B;C)
as a function of A. This can be shown with a counter example where the function f is a
uniform matroid function, f(A) = min(|A|, k) and the sets A,B,C are pairwise disjoint and
such that |A| = k2 − 1, |B| = |C| = k2 . In this case, notice that If (A;B;C) = 1 − k2 and
If (A ∪ j;B;C) = −k2 and in fact If (A ∪ j;B;C) ≤ If (A;B;C).
Next, We prove Lemma 3.17.
Proof. Again, to prove this, we rely on the Matroid rank function f(A) = min(|A|, k). In
this case, let A,B,C,D be disjoint sets satisfying |A| = |B| = |C| = |D| = k2 − 1. Now note
that If (A;B) has 4 terms with singletons f(A) (positive sign), 6 terms with pairs f(A ∪B)
(negative sign), 4 terms with triples f(A∩B∩C) (positive sign) and one term f(A∪B∪C∪D)
(negative sign). Hence it is easy to see that If (A;B;C;D) = 2k−4−6k+12+4k−k = 8−k.
Next, consider (for j /∈ A,B,C,D), If (A∪ j, B ∪ j, C ∪ j,D ∪ j). Again, notice that since all
sets share the elements j, the singleton values are k/2, the values of the pairs is k− 1, triples
is k and f(A∪B ∪C ∪D) = k. Hence If (A∪ j, B ∪ j, C ∪ j,D∪ j) = 2k− 6k+ 6 + 4k− k =
6 − k < 8 − k = If (A;B;C;D). Hence If (A;B;C;D) is not monotone even in all its
arguments.
This proves that unlike the total correlation, If (A1;A2; · · · ;Ak) is not necessarily mono-
tone in any or all its variables for k ≥ 4.
A.4.4 Proof of Lemmata 3.18 and 3.19
Proof. We start with the definition:
If (A1; . . . ;Ak+1) = −[
∑
T⊆[k+1]
(−1)|T |f(∪i∈TAi)] (54)
Next, we break down the sum into terms involving Ak+1 and those not involving Ak+1 into
the following negative difference.
If (A1; . . . ;Ak+1) = −
∑
T⊆[k]
(−1)|T |f(∪i∈TAi)−
∑
T⊆[k]
(−1)|T |f(Ak+1 ∪ ∪i∈TAi)
 (55)
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Next, note that
∑
T⊆[k](−1)|T | = 0 since this is the binomial series expansion of (1 + x)k
with x = −1. Hence, we add −∑T⊆[k](−1)|T |f(Ak+1) to the right hand side (since it is zero)
and obtain:
If (A1; . . . ;Ak+1) = −
∑
T⊆[k]
(−1)|T |f(∪i∈TAi)−
∑
T⊆[k]
(−1)|T |[f(Ak+1 ∪ ∪i∈TAi)− f(Ak+1)]

(56)
which implies:
If (A1; . . . ;Ak+1) = If (A1; · · · ;Ak)− If (A1; · · · ;Ak|Ak+1), (57)
thus proving the result.
Proof of Lemma 3.19
Proof. Again, we start with the definition:
If (A1; . . . ;Ak|Ak+1) = −[
∑
T⊆[k],T 6=∅
(−1)|T |f(∪i∈TAi|Ak+1)]
= −[
∑
T⊆[k],T 6=∅
(−1)|T |[f(∪i∈TAi ∪Ak+1)− f(AK+1]]
= If (S1;S2; · · · ;Sk) +
∑
T⊆[k],T 6=∅
(−1)|T |f(Ak+1) (58)
Note that the term
∑
T⊆[k],T 6=∅(−1)|T |f(Ak+1) = −f(Ak+1 since 1 +
∑
T⊆[k],T 6=∅(−1)|T | =
0.
A.4.5 Proof of Lemmata 3.20 and 3.21
Proof. We first prove the result for k = 3. Begin with the definition of If (A;B;C) =
f(A) + f(B) + f(C)− f(A∪B)− f(B ∪C)− f(A∪C) + f(A∪B ∪C). We will show that
If (A;B;C) ≤ f(A) and using similar arguments we will also have If (A;B;C) ≤ f(B) and
If (A;B;C) ≤ f(C). We begin with separating out f(A) from other terms in the definition
of If (A;B;C) as follows: If (A;B;C) = f(A)− (−f(B)− f(C) + f(A ∪ B) + f(B ∪ C) +
f(A ∪ C) − f(A ∪ B ∪ C)) = f(A) − (f(A|C) + f(C|B) − f(C|A ∪ B)). Now note that
f(A|C) +f(C|B)−f(C|A∪B) ≥ 0 since the conditional gain f(A|C) is always non-negative
and also f(C|B)−f(C|A∪B) ≥ 0 by submodularity of f . Hence we then have If (A;B;C) ≤
f(A) and using similar arguments for B,C we get that If (A;B;C) ≤ min(f(A), f(B), f(C)).
Next, we show that the upper bound also holds for the 4-set submodular mutual informa-
tion. To prove the result for the 4-way case, we use the fact that the 3-way submodular mutual
information is monotone in all its arguments, i.e. If (A;B;C) ≤ If (A∪D;B∪D;C∪D). Now
using Lemma 3.19, note that If (A;B;C;D) = f(D)+If (A;B;C)−If (A∪D;B∪D;C∪D) ≤
f(D). By symmetry, we get this for the other sets as well.
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This same proof technique does not carry over to the k-set case, since in general, it
is not necessary monotone in all its variables (cf. Lemma 3.17). Unfortunately, it does
not hold for k = 5 and hence is not guaranteed to hold for k ≥ 5. We prove this by
showing an example. Define f(A) = min(|A|, 3k) and let A,B,C,D,E be disjoint sets with
|A| = |B| = |C| = |D| = k, |E| = 1. Note that the value of the RHS is 1. Now, in the
expansion of If (A;B;C;D;E), note that there 5 terms involving singletons: f(A), 10 terms
like f(A ∪ B) (pairs of sets), 10 terms like f(A ∪ B ∪ C) (triplets of sets), 5 terms like
f(A ∪B ∪ C ∪D) and one term f(A ∪B ∪ C ∪D ∪ E). Note that by definition, the terms
f(A ∪ B ∪ C ∪ D) = 3k and similarly, f(A ∪ B ∪ C ∪ D ∪ E) = 3k. Moreover, in the
expansion of If , the singletons have a positive sign, the pairs negative sign, triplets again
positive, quadruplets have negative and finally f(A ∪B ∪ C ∪D ∪E) is positive. Moreover,
the contribution of the singletons is 4k + 1, the pairs is 16k + 4, triplets is 24k + 6 (since
they are all not saturated). Furthermore, the contribution of the quadruplets is 15k (since
it is saturated) and the last with all five sets is 3k. This means, that If (A;B;C;D;E) =
4k + 1− 16k − 4 + 24k + 6− 15k + 3k = 3 > min(f(A), f(B), f(C), f(D), f(E)) = 1.
Note that since If (A1;A2; . . . , Ak+1) = If (A1; . . . ;Ak) − If (A1; . . . , Ak|Ak+1), we do
have an upper bound whenever the submodular conditional multi-set information is non-
negative since, w.l.o.g. assuming f(A1) ≤ f(A2) ≤ · · · ≤ f(Ak+1), we have by induction that
If (A1; . . . , Ak) ≤ f(A1)− If (A1; . . . ;Ak|Ak+1) ≤ mini f(Ai). For example, it does hold for
special cases of facility location and set cover.
Proof of Lemma 3.21
Proof. This holds by definition of the multi-set facility location and set cover mutual infor-
mation from Section 4. In particular, recall that with the facility location function:
If (A1; · · · ;Ak) =
∑
i∈Ω
min( max
a1∈A1
s(i, a1); . . . ; max
ak∈Ak
s(i, ak))
≤ min(
∑
i∈Ω
max
a1∈A1
s(i, a1); . . . ;
∑
i∈Ω
max
ak∈Ak
s(i, ak)) (59)
since the LHS is the sum of mins while the RHS is the min of sums. The same holds for set
cover if we look at it as a truncation.
A.5 Submodular Variation of Information
A.5.1 Proof of Lemma 3.22
Proof. We have non-negativity of Df (A,B) by the monotonic nature of f . f(A ∪B) ≥ f(A)
and f(A ∪ B) ≥ f(B) =⇒ Df (A,B) = 2f(A ∪ B) − f(A) + f(B) ≥ 0 and we also have
symmetry for Df (A,B) by definition. Next we show that triangle inequality also holds i.e:
Df (A,C) ≤ Df (A,B) +Df (B,C).
f(A ∪B) + f(B ∪ C) ≥ f(A ∪B ∪ C) + f((A ∪B) ∩ (B ∩ C)) by submodularity
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= f(B ∪ (A ∪ C)) + f(B ∪ (A ∩ C)) by distributive properties
=⇒ f(A ∪B) + f(B ∪ C) ≥ f(A ∪ C) + f(B) by monotonicity
=⇒ 2f(A ∪B) + 2f(B ∪ C) ≥ 2f(A ∪ C) + 2f(B)
=⇒ 2f(A ∪B) + 2f(B ∪ C)− 2f(B)− f(A)− f(C) ≥ 2f(A ∪ C)− f(A)− f(C)
=⇒ Df (A,B) +Df (B,C) ≥ Df (A,C)
This metric only fails to satisfy the identity of indiscernibles i.e Df (A,B) = 0 6⇐⇒ A = B.
To show this, let f(A) = min(|A|, k) and let A and B be two disjoint sets of size k. Note
that Df (A,B) = 2f(A ∪ B) − f(A) − f(B) = 2k − k − k = 0 even though A and B are
disjoint! However we still have Df (A,B) = 0 if A = B and hence it is a pseudo-metric.
Now the second part is if κf > 0, then Df (A,B) = 0 =⇒ A = B. Let us assume
that A 6= B. Recall that Df (A;B) = f(A|B) + f(B|A). We will show that when A 6= B,
f(A|B) > 0 (with a similar argument for f(B|A) > 0) when κ > 0 giving us an contradiction
that Df (A;B) > 0. When κ > 0 we have 1− κ = minj∈Ω f(j|Ω\j)f(j|∅) < 1. We use the following
lower bound for f(A|B) as follows: f(A|B) ≥∑j∈A\B f(j|Ω \ j). Also from κ > 0 we have,∑
j∈A\B f(j|Ω \ j) > (1 − κ)
∑
j∈A\B f(j|∅) and f(j|∅) > 0 w.l.o.g. when f is monotone1.
Therefore
∑
j∈A\B f(j|Ω \ j) > 0 =⇒ f(A|B) > 0. Using a similar argument to show
f(B|A) > 0, which implies that Df (A;B) > 0 when A 6= B.
A.5.2 Proof of Lemma 3.23
Proof. For the upper bounds we have:Df (A,B) = f(A ∪B)− f(A) + f(A ∪B)− f(B) and
also f(A ∪ B) ≤ f(B \ A) + f(A) and f(A ∪ B) ≤ f(A \ B) + f(B) =⇒ Df (A,B) ≤
f(B \A) + f(A\B) = DSHA(A,B). Now we also show a tighter upper bound by noting that
f(A ∪ B) ≤ f(A ∩ B) + f(A∆B) (by submodularity of f) and that If (A,B) ≥ f(A ∩ B).
Hence, Df (A,B) = f(A∪B)− If (A,B) ≤ f(A∪B)− f(A∩B) =⇒ Df (A,B) ≤ f(A∆B).
Next, we show the lower bound. note that Df (A,B) = f(A|B) + f(B|A). Next, we
show that f(A|B) = f(A ∪ B) − f(B) ≥ (1 − κ(A ∪ B))f(A\B). To show this, note that
f(A|B) ≥∑j∈A\B f(j|A ∪B\j) ≥ (1− κ(A ∪B))∑j∈A\B f(j|∅) ≥ (1− κ(A ∪B))f(A\B).
We can similarly show that f(B|A) =≥ (1 − κ(A ∪ B))f(B\A). Hence we have that
Df (A,B) ≥ (1− κ(A ∪B))[f(A\B) + f(B\A)] ≥ (1− κ(A ∪B))f(A∆B).
A.6 Submodular (Conditional) Independence
A.6.1 Proof of Theorem 3.24
In this section, we prove Theorem 3.24. Also, note that we prove the relationships only for
the independence case and note that since conditional independence If (A;B‖ C) with f is
1we can assume w.l.o.g since if f(j|∅) = 0, f(j|X) = 0, ∀X ⊆ V by submodularity. Hence this j is a
dummy element which can without loss of generality be removed from the ground set.
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equivalent to independence with g(A) = f(A|C), the conditions below also hold the six types
of conditional independence.
Proof. We have MI =⇒ SMI by submodularity. From MI we have, f({a}|B) =
f({a}) ∀a ∈ A and f({b}|A) = f({b}) ∀b ∈ B. Also with submodularity we have:
f({a}|B) ≤ f({a}|X) ≤ f({a}) ∀X ⊆ B, a ∈ A. But f({a}|B) = f({a}) =⇒ f({a}|X) =
f({a}). Similar proof works for showing the other case with B. For SMI =⇒ MI, we can
just use X = B (since we trivially have B ⊆ B). Similarly for the other case, use X = A.
We have SMI =⇒ PI by just substituting in the singleton set as: X = {b}, (b ∈ B) in
PI and it follows through trivially since {b} ⊆ B ∀b ∈ B. Similarly we can also substitute
X = {a}, (a ∈ A) for showing the other case.
For ModI =⇒ JI, recall that ModI implies that f(j|X) = f(j), ∀X ⊆ A ∪ B andj /∈
A ∪ B\X. Let A = {a1, a2, ..., ak} and B = {b1, b2, ..., bk}. Furthermore, define Al =
{a1, · · · , al}, l ≤ k and Bl = {b1, · · · , bl}, l ≤ k. Then, f(A) =
∑k
i=1 f(ai|Ai−1) =∑k
i=1 f(ai) =
∑
j∈A f(A). Similarly we obtain f(B) =
∑
j∈B f(j), f(A ∪B) =
∑
j∈A∪B f(i)
and clearly, this satisfies f(A) + f(B) = f(A ∪B) when A and B are disjoint. This shows
that ModI =⇒ JI =⇒ MI ⇐⇒ SMI =⇒ PI.
We then show SModI =⇒ MI. SModI implies f(j|X) = f(j),∀j ∈ A ∪ B\X and
X ⊆ A or X ⊆ B. Setting X = A and X = B, we get T2. Also, ModI =⇒ SModI since
SModI only requires X ⊆ A and X ⊆ B while ModI requires X ⊆ A ∪B.
Finally, we show the reverse implications do not hold with examples. We start with
JI 6=⇒ ModI. Let f(A) = |γ(A)| and A,B be sets such that γ(A) ∩ γ(B) = ∅. Concretely,
let Ω = {1, 2, 3}, γ(1) = {c1, c2}, γ(2) = {c1}, γ(3) = {c3}, and A = {1, 2}, B = {3}. Note
that sets A and B are JI independent since f(A ∪ B) = 3 = f(A) + f(B). However, it is
not ModI independent since let X = {1}, then f({2}|X) = 0 6= f({2}) = 1.
Next, we show that SModI 6=⇒ ModI. Let f(A) = min(|A|, k) with A and B being
disjoint sets of size k − 1. Then, A and B are SModI-independent since for all X ⊆ A or
B, f(j|X) = f(j) (the function is modular if we only add a single element). However, they
are not ModI independent since we can set X = A ∪ {b1} for a specific {b1} ∈ B, and then
selecting a j 6= b1 ∈ B, we have that f(j|X) = 0 6= f(j).
We then show that JI 6=⇒ SModI and SModI 6=⇒ JI. To show JI 6=⇒ SModI,
we use the set-cover function used earlier. The specific sets A and B are JI independent
however they are not SModI independent since let X = {1} ⊆ A and j = {2}. Then
f({2}|{1}) = 0 6= f({2} = 1. To show that SModI 6=⇒ JI, again use the matroid rank
function f(A) = min(|A|, k) with A and B being disjoint sets of size k − 1. Notice that A
and B are SModI independent. However, f(A ∪ B) = k 6= f(A) + f(B) = 2(k − 2) and
hence they are JI independent.
Next, we show that MI 6=⇒ SModI and MI 6=⇒ JI. MI 6=⇒ SModI follows
since JI =⇒ MI and JI 6=⇒ SModI. Hence there exists a f , and sets A,B which
are JI independent (and hence MI independent) but not SModI independent. Similarly,
MI 6=⇒ JI follows since SModI =⇒ MI and SModI 6=⇒ JI.
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Finally, we show that PI 6=⇒ MI. Again, let f(A) = min{|A|, 2} with |A| = |B| = 4 and
A∩B = ∅. Note that every pair of elements i ∈ A, j ∈ B satisfy f({1, j}) = 2 = f({i}+f({j}).
However, f(j|A) = 0 6= f(j) = 1,∀j ∈ B. Hence A and B are not MI independent.
Thus we can see that there is a certain hierarchy attached to the independence types in
general which is illustrated in Fig. 1.
A.6.2 Proof of Lemma 3.25
Proof. To prove this, we show that JI ⇐⇒ PI. We know that A ⊥f B (when f(A) =
w(γ(A))) iff γ(A) ∩ γ(B) = ∅. Similarly, A ⊥f B with PI if for every a ∈ A, b ∈ B, γ(a) ∩
γ(b) = ∅. Note that this condition then also implies γ(A) ∩ γ(B) = ∅ and hence PI =⇒ JI
which proves the equivalence. Since JI ⇐⇒ PI, this means that all the four types are
equivalent. Finally, JI 6=⇒ ModI since the proof of Theorem 3.24 uses an instance of set
cover to show that JI 6=⇒ ModI.
A.6.3 Proof of Lemma 3.26
Proof. Since entropy is a submodular function, the following holds from the proof of Theorem
3.24.
ModI =⇒ JI =⇒ MI ⇐⇒ SMI =⇒ PI andModI =⇒ SModI =⇒ MI (60)
Next, we show that reverse implications do not hold. We start with JI 6=⇒ ModI.
Consider Ω = X1, X2, X3 with the joint distribution satisfying PX1,X2,X3 = PX1,X2PX3 .
For an example, let X1, X2, X3 be three binary random variables (taking values in {0, 1})
such that X1, X2 are jointly distributed as PX1,X2(1, 0) = PX1,X2(0, 1) =
1
8 , PX1,X2(0, 0) =
1
4 , PX1,X2(1, 1) =
1
2 , and we have X3 ∼ Bern(12). Take A = {1, 2}, B = {3}, X =
{2}, j = {1}. Since the pair X1, X2 are independent of X3, we have H(A|B) = H(A) and
H(B|A) = H(A), i.e., they are JI independent but we have H(j|X) 6= H(j), implying A
and B are not ModI independent.
For showing JI 6=⇒ SModI we consider the same example as above with PX1,X2,X3 =
PX1,X2PX3 and let A = {1, 2}, B = {3}, X = {2}, j = {1}. A and B are JI independent as
shown above. However, this would not imply necessarily SModI independence criterion which
needs here pairwise independence between all the variables and that H(X3|X1, X2) = H(X2).
Next, we show SModI 6=⇒ ModI and SModI 6=⇒ JI. To prove them both,
we consider the example with Ω = {1, 2, 3, 4} with Xi ∈ {0, 1}, ∀ i = 1, 2, 3, 4 and
PX1,X2,X3,X4(x1, x2, x3, x4) =
1
8 for (x1, x2, x3, x4) ∈ {(0, 0, 0, 0), (0, 0, 1, 1), (0, 1, 0, 1),
(0, 1, 1, 0), (1, 0, 0, 1), (1, 0, 1, 0), (1, 1, 0, 0), (1, 1, 1, 1)}. Note here we have X4 = X1 ⊕X2 ⊕
X3 ⊕X4. Let us have A = {1, 2} and B = {3, 4}. Thus, with the chosen joint distribution
we have SModI to be true which needs pairwise independence and the mutual independence
between any set of three random variables. Since H(X4|X1, X2, X3) = 0 6= H(X4) = 12 ,
ModI is not true. Also as PX1,X2,X3,X4(0, 0, 0, 0) =
1
8 6= PX1,X2(0, 0)PX3,X4(0, 0) = 116 ,ModI
is not true. Therefore, SModI 6=⇒ ModI and SModI 6=⇒ JI.
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MI 6=⇒ SModI follows since JI =⇒ MI and JI 6=⇒ SModI. Similarly, MI 6=⇒
JI follows since SModI =⇒ MI and SModI 6=⇒ JI.
In the end, we show PI 6=⇒ MI. Here consider an example, where the assumed proba-
bility distribution on X1, X2, X3 which take values in {0, 1}, is as follows: PX1,X2,X3(0, 0, 0) =
PX1,X2,X3(0, 1, 1) = PX1,X2,X3(1, 0, 1) = PX1,X2,X3(1, 1, 0) =
1
4 . It is easy to check here that
there is pairwise independence, as, Xi ∼ Bern(12) and that PXi,Xj (0, 0) = PXi,Xj (1, 0) =
PXi,Xj (0, 1) = PXi,Xj (1, 1) =
1
4 , ∀i 6= j ∈ {1, 2, 3}. Thus there is pairwise independence
which implies PI independence for sets A = {1, 2} and B = {3}. However there is no mutual
independence here as we can see that PX1,X2,X3(0, 0, 0) =
1
4 6= 18 = PX1(0)PX2(0)PX3(0). In
fact, by the way of construction of the example, knowing X1 and X2 one knows X3 with
certainty, which implies H(X3|X1, X2) = 0 6= H(X3) = 1. This implies MI independence
does not hold for the sets as it requires at least H(X3|X1, X2) = H(X3), which is not true
in this example.
A.6.4 Proof of Lemma 3.27 and a few more results
Proof. We first prove that A ⊥f ∅. This follows from definition since If (A; ∅) = f(A)+f(∅)−
f(A) = 0 if f is normalized. Next, if A ⊆ B, A ∪B = B and hence f(C|B) = f(C|A ∪B).
Similarly, f(A|B) = F (A|B ∪ C) = 0 and hence If (A;B|C) = 0. The same proof holds for
thye case if C ⊆ B.
Finally, we show that If (A;C) ≤ If (A;B) (the case of If (A;C) ≤ If (C;B) follows from
a symmetric argument). Recall that If (A;C|B) = 0 implies that If (A;B ∪ C) = If (A;B).
This implies that If (A;C) ≤ If (A;B ∪ C) = If (A;B). The first inequality follows from the
monotonicity of If in one argument given the other. Hence proved.
The last result in Lemma 3.27 is the data processing inequality. Given that the sets
A → B → C form a Markov chain, it implies that the conditional mutual information
If (A;C|B) = 0. Furthermore, let C = P (B) be a processing operator (P : 2Ω → 2Ω).
If the processing involves taking subsets C ⊆ B, this implies that If (A;C|B) = 0 (from
Lemma 3.27). For specific sub-classes of functions, the processing can be more interesting.
For example, in the case of set cover, let γ−1 be the inverse operator such that given a concept
u ∈ U, γ−1(u) ⊆ Ω gives the subset of Ω such that ∀c ∈ γ−1(u), u ∈ γ(c). Similarly, given a
subset CU ⊆ U , we can define γ−1(CU ). Then given sets A,B ⊆ Ω, let BU ⊆ γ(B) ⊆ U be
any subset. Then the sets A→ B → γ−1(BU ) form a Markov chain with the property that
If (A; γ
−1(BU )|B) = 0.
Finally, we give some examples of properties which do not hold for combinatorial inde-
pendence.
Lemma A.5. Suppose A,B,C are subsets such that A ⊥f B and A ⊥f C. This does not
however, imply that A ⊥f B ∪ C.
Proof. To see this, again, define f(A) = min(|A|, k) and let |A| = |B| = |C| = k/2 with
A,B,C being mutually disjoint. Note that A ⊥f B and A ⊥f C. Lets study If (A;B ∪C) =
f(A) + f(B ∪ C) − f(A ∪ B ∪ C) = 3k/2 − k = k/2 > 0. This means that A is not
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jointly independent of B ∪ C. This is a good segway to the next subsection, which studies
independence among k-sets.
A.6.5 Proof of Lemma 3.28
Proof. Lets prove that mutual independence implies pairwise independence. To prove this,
lets assume that sets A1, · · · , Ak are mutually independent, but not pairwise independent.
That is, there exist two sets which are not joint independent. W.l.o.g, lets assume they
are A1, A2. In other words, f(A1 ∪ A2) < f(A1) + f(A2). This implies (following from
submodularity):
f(∪iAi) ≤ f(A1 ∪A2) +
k∑
i=3
f(∪iAi) (61)
Now invoking the assumption that f(A1 ∪A2) < f(A1) + f(A2), this means that:
f(∪iAi) < f(A1) + f(A2) +
k∑
i=3
f(∪iAi) (62)
which means that f(∪iAi) <
∑k
i=1 f(∪iAi) which contradicts mutual independence. Hence,
given mutual independence, this must imply pairwise independence. However, pairwise
independence does not imply mutual independence. We prove this with an example. Again,
define f(A) = min(|A|, c) and let |A1 = · · · = |Ak| = c/2 be mutually disjoint sets. Note
that all pairs Ai, Aj are pairwise independent. However, they are not mutually independent
since f(∪iAi) = c <
∑
i f(Ai) = kc/2 for k > 2.
A.6.6 Proof of Lemmata 3.29 and 3.30
Proof of Lemma 3.29.
Proof. Note that A ⊥S B iff pf (A ∪ B) = pf (A)pf (B). Taking the log on both sides and
plugging in the definition of pf , we get the condition that If (A;B) = logPΩf . Finally, if f is
already a valid probability distribution, PΩf = 1, which implies that If (A;B) = 0. Hence in
this case, statistical independence is equivalent to joint independence.
Proof of Lemma 3.30
Proof. This result follows from the definition of conditional independence. In particular,
recall that A ⊥S B | C) iff pf (A∪B | C) = pf (A | C)pf (B | C). Plugging in the definitions
and taking logarithms on both sides, we get: f(A ∪ C) + f(B ∪ C) = f(A ∪ B ∪ C) +
log[
∑
C⊆X⊆V exp(f(X))] and rearranging the terms, we get the required expression.
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B Proofs of the Results in Section 4
B.1 Proof of Lemma 4.1
Proof. Here the function f is modular i.e f(A) = w(A) =
∑
a∈Aw(a). Now, f(A ∪ B) =∑
i∈A∪B w(i) =
∑
i∈Aw(i) +
∑
i∈B w(i) −
∑
i∈A∩B w(i) = w(A) + w(B) − w(A ∩ B) =
f(A) + f(B) − f(A ∩ B). Hence If (A;B) = w(A ∩ B). For the conditional gain, we
have f(A|B) = f(A ∪ B) − f(B) = w(A) − w(A ∩ B) = w(A \ B) and Df (A,B) =
f(A|B) + f(B|A) = w(A \B) + w(B \A) = w(A∆B) since (A \B) ∩ (B \A) = ∅.
Next, we study the multi-set mutual information. Recall that the expression is a simple
inclusion-exclusion principle expression and when f is modular, the term If (A1; · · · ;Ak) =
−∑T⊆[k](−1)|T |f(∪i∈TAi) = −∑T⊆[k](−1)|T |∑j∈∪i∈TAi wj = w(∩ki=1Ai).
Finally, for independence, note that If (A;B) = w(A ∩ B) = 0 iff A ∩ B = ∅ and
If (A;B|C) = 0 iff w(A ∩B) = w(A ∩B ∩ C) or iff C ⊆ A ∩B
B.2 Proof of Lemma 4.2
Proof. Here f is a set cover function, f(A) = w(∪a∈Aγ(a)). Now, f(A∪B) = w(∪c∈A ∪Bγ(c))
and we also have γ(A ∪B) = γ(A) ∪ γ(B) where γ(A) = ∪a∈Aγ(A). We have the following
result by the inclusion exclusion principle.
If (A;B) = f(A) + f(B)− f(A ∪B)
= w(γ(A)) + w(γ(B))− w(γ(A) ∪ γ(B))
= w(γ(A) ∩ γ(B)) (63)
For the Conditional Gain, we have:
f(A|B) = f(A ∪B)− f(B)
= w(γ(A) ∪ γ(B))− w(γ(B)) = w(γ(A) \ γ(B)) (64)
The pseudo metric also follows in a similar fashion,
Df (A,B) = f(A ∪B)− If (A;B)
= w(γ(A) ∪ γ(B))− w(γ(A) ∩ γ(B))
= w(γ(A) \ γ(B)) + w(γ(B) \ γ(A)) (65)
Next, consider the multi-set mutual information. Recall that If (A1; · · · ;Ak) = −
∑
T⊆[k](−1)|T |f(∪i∈TAi).
When f(A) = w(γ(A)) is the set cover function, observe that γ(∪i∈TAi) = ∪i∈Tγ(Ai) and
hence
If (A1; · · · ;Ak) = −
∑
T⊆[k]
(−1)|T |w(∪i∈Tγ(Ai)) (66)
From the expression of the modular function (or essentially, the inclusion-exclusion property),
observe that If (A1; · · · ;Ak) = w(∩ki=1γ(Ai)).
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Finally, we give the conditions for independence and conditional independence. A ⊥f B
with the f being the set cover (joint independence) iff γ(A)∩ γ(B) = ∅. Similarly, A ⊥f B|C
iff w(γ(A) ∩ γ(B)) = w(γ(A) ∩ γ(B) ∩ γ(C)) ⇐⇒ γ(C) ⊆ γ(A) ∩ γ(B).
B.3 Proof of Lemma 4.3
Proof. Here f(A) is the probabilistic set cover function: f(A) =
∑
i∈U wi(1−Πa∈A(1− pia)).
Here pia is the probability that the element a ∈ A covers the concept i and U is the set
of all concepts. We use Pi(A) = Πa∈A(1− pia) which denotes the probability that none of
the elements in A cover the concept i. Therefore 1 − Pi(A) will denote that at least one
element in A covers i. If (A;B) = f(A) + f(B) − f(A ∪ B) ==
∑
i∈U wi(1 − Pi(A) + 1 −
Pi(B)− 1−Pi(A∪B)) =
∑
i∈U wi(1− (Pi(A) +Pi(B)−Pi(A∪B))). With disjoint A,B we
will have: Pi(A ∪B)) = Pi(A)Pi(B) and hence: If (A;B) =
∑
i∈U wi(1− (Pi(A) + Pi(B)−
Pi(A)Pi(B))) =
∑
i∈U wi(1− Pi(A))(1− Pi(B)).
For the conditional gain, we have f(A|B) = f(A ∪ B) − f(B) = ∑i∈U wi[Pi(B) −
Pi(A∪B)] =
∑
i∈U wi[Πb∈B(1−pib)−Πc∈A∪B(1−pic)] =
∑
i∈U wi[Πb∈B(1−pib)−Πb∈B(1−
pib)Πa′∈A\B(1−pia′)] =
∑
i∈U wi[Πb∈B(1−pib)(1−Πa′∈A\B(1−pia′))] =
∑
i∈U wi Pi(B) (1−
Pi(A \B)) Use a similar strategy for the pseudo metric Df (A,B) = f(A ∪B)− If (A;B) =
2f(A ∪B)− f(A)− f(B) = f(A ∪B)− f(A) + f(A ∪B)− f(B) we will have Df (A,B) =∑
i∈U wi[Pi(B)(1− Pi(A \B)) + Pi(A)(1− Pi(B \A))].
It is easy to see that when A and B are disjoint, If (A;B) =
∑
i∈U wi(1−Pi(A))(1−Pi(B)).
As a result, note that A ⊥f B iff ∀i ∈ U , Pi(A) and Pi(B) are not both 0 (i.e. the
probability that concept i is covered by both sets A,B is not 1). Before getting to the
expression of conditional independence, we first write down the expression for conditional
mutual information with the probabilistic set cover. Note that If (A;B|C) = If (A;B) −
If (A;B;C) and hence with the prob. set cover function, If (A;B|C) =
∑
i∈U wi(1−Pi(A))(1−
Pi(B))Pi(C). Hence, If (A;B|C) = 0 iff Pi(A) and Pi(B) are not both 0 whenever Pi(C) >
0.
B.4 Proof of Lemma 4.4
Proof. Here we have the facility location set function, f(A) =
∑
i∈[n] maxa∈A s(i, a) where s
is similarity kernel and Ω = [n]. If (A;B) = f(A)+f(B)−f(A∪B) =
∑
i∈[n] maxa∈A s(i, a)+
maxb∈B s(i, b)−maxc∈A∪B s(i, c) =
∑
i∈[n] maxa∈A s(i, a) + maxb∈B s(i, b)−
max(maxa∈A s(i, a),maxb∈B s(i, b)) =
∑
i∈Ω min(maxa∈A s(i, a),maxb∈B s(i, b)) Assuming
s(i, i) = 1 is the maximum similarity score in the kernel, we can then break down the sum
over elements in ground set Ω as follows. For any i ∈ A,maxa∈A s(i, a) = 1 and hence the
minimum (over sets A and B) will just be the term corresponding to B (and a similar argu-
ment follows for terms in B). If (A;B) =
∑
i∈Ω\(A∪B) min(maxa∈A s(i, a),maxb∈B s(i, b)) +∑
i∈A\B maxb∈B s(i, b) +
∑
i∈B\A maxa∈a s(i, a) +
∑
i∈A∩B 1. A special case arises when B =
Ω \A as the first and last sums disappear thereby making it look like a symmetric version of
the facility location function: If (A; Ω \A) =
∑
i∈A maxb∈Ω\A s(i, b) +
∑
i∈Ω\A maxa∈A s(i, a).
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For the Conditional Gain we have f(A|B) == ∑i∈Ω max(maxa∈A s(i, a),maxb∈B s(i, b))−
maxb∈B s(i, b) =
∑
i∈Ω max(0,maxa∈A s(i, a)−maxb∈B s(i, b)). Thus for an i ∈ Ω, the notion
of "gain" makes sense wrt sets A,B if A has a higher similarity element than the highest
one from B.
Similarly for the pseudo metric we get Df (A,B) = f(A ∪B)− If (A;B) =∑
i∈Ω max(maxa∈A s(i, a),maxb∈B s(i, b))−min(maxa∈A s(i, a),maxb∈B s(i, b)) =∑
i∈Ω |maxa∈A s(i, a)−maxb∈B s(i, b)|.
Next, lets get to the multi-set mutual information. Recall, that the multi-set mutual
information is defined as: If (A1; · · · ;Ak) = −
∑
T⊆[k](−1)|T |f(∪i∈TAi). We then combine
Lemma 3.19 and Lemma 3.18 and obtain the following relationship:
If (A1; · · · ;Ak+1) = If (A1; · · · ;Ak)− If (A1 ∪Ak+1; · · · ;Ak ∪Ak+1) + f(Ak+1) (67)
We then prove the multi-set relation for the max function, and since the Facility Location
is a sum of max functions, the result will extend there as well. Define M(X) = maxi∈X wi.
Let us assume, by induction, that the result holds for k. In other words, let f (A1; · · · ;Ak) =
mini=1:kM(Ai). Using the above inductive relationship, we obtain:
If (A1; · · · ;Ak+1) = min
i=1:k
M(Ai)− min
i=1:k
max{M(Ai),M(Ak+1)}+M(Ak+1) (68)
Now, assume thatM(Ak+1) ≤ mini=1:kM(Ai). In this case, observe that If (A1; · · · ;Ak+1) =
mini=1:kM(Ai) − mini=1:kM(Ai) + M(Ak+1) = M(Ak+1). Hence, If (A1; · · · ;Ak+1) =
mini=1:k+1M(Ai). For the second case, we assume that M(Ak+1) > mini=1:kM(Ai). In
this case, it is easy to see that mini=1:k max{M(Ai),M(Ak+1)} = M(Ak+1) since for all
i’s such that M(Ai) < M(Ak+1),max{M(Ai),M(Ak+1)} = M(Ak+1). Hence, in this case,
If (A1; · · · ;Ak+1) = mini=1:kM(Ai) = mini=1:k+1M(Ai). Hence in both cases, the result
is the minimum among the M(Ai) values. Since the Facility Location is the sum of the
respective Max functions, the multi-set mutual information is the sum of the minimums (this
follows from the repeated application of the first part of Lemma A.4).
Finally, the expressions for independence and conditional independence similarly fol-
low from the definitions of the submodular mutual independence and conditional mutual
independence and setting them to zero.
B.5 Proof of Lemma 4.5
Proof. Here we have the generalized graph cut set function, f(A) = λ
∑
i∈Ω
∑
a∈A sia −∑
a1,a2∈A sa1a2 with λ ≥ 2. If (A;B) = f(A) + f(B) − f(A ∪ B) = λ
∑
i∈Ω
∑
a∈A sia −∑
a1,a2∈A sa1a2 + λ
∑
i∈Ω
∑
b∈B sib −
∑
b1,b2∈B sb1b2 − λ
∑
i∈Ω
∑
c∈A∪B sic +
∑
c1,c2∈A∪B sc1c2 .
A special case arises with disjoint A,B, since
∑
c∈A∪B can be broken down as
∑
c∈A +
∑
c∈B
and hence f(A)+f(B) part gets eliminated leaving behind a sort of "cross-similarity" between
A,B as follows. If (A;B) = 2
∑
a∈A
∑
b∈B sab and hence If (A; Ω\A) = 2
∑
a∈A
∑
a∈Ω\A saa′ .
For the Conditional Gain we break down
∑
c∈A∪B as
∑
c∈A−B +
∑
c∈B and hence ob-
tain f(A|B) = f(A ∪ B) − f(B) as follows: Firstly, f(A ∪ B) = λ∑i∈Ω∑c∈A\B sia +
λ
∑
i∈Ω
∑
b∈B sib −
∑
b1,b2∈B sb1b2 −
∑
c1,c2∈A\B sc1c2 − 2
∑
a′∈A\B
∑
b∈B sa′b. This implies
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that f(A|B) = f(A\B)−2∑a′∈A\B∑b∈B sa′b. For the special case of disjoint A,B we then
obtain: f(A|B) = f(A) − 2∑a′∈A∑b∈B sab (for disjoint A,B). Finally, note that A ⊥f B
iff If (A;B) = 0 iff sab = 0, ∀a ∈ A, b ∈ B.
B.6 Proof of Lemma 4.8
Proof. The proof of the first part (i.e. the conditional mutual information) follows from the
simple observation that:
If (A;B|C) = If (A ∪ C;B)− If (C;B) (69)
Plugging in the definitions of the mutual information from Lemma 4.7, we get the desired
result.
Next, we consider the condition for conditional independence. If (A;B|C) = 0 implies
If (A∪C;B) = If (C;B). The following result provides an alternate expression for the terms
If (A ∪ C;B) and If (C;B).
Lemma B.1. When f(A) = log det(SA), the following expressions hold for If (C;B) and
If (A ∪ C;B):
If (C;B) = − log det
IA 0 00 IC S−1C SC,BS−1B
0 SB,C IB
 (70)
where IA, IB, IC are Indicator Matrices of size |A| × |A|, |B| × |B| and |C| × |C| respectively.
Similarly, we have:
If (A ∪ C;B) = − log det
 IA 0 M10 IC M2
SB,A SB,C IB
 (71)
where [
M1
M2
]
= S−1A∪CSA∪C,BS
−1
B (72)
Before proving the Lemma B.1, we use the Lemma to prove Theorem 4.8. Expanding
out the determinant, notice that if M1 = 0 and M2 = S−1C SC,BS
−1
B , both determinants will
be equal. This requires: [
0
S−1C SC,BS
−1
B
]
= S−1A∪CSA∪C,BS
−1
B (73)
which implies:
SA∪C,BS−1B = SA∪C
[
0
S−1C SC,BS
−1
B
]
=
[
SA SA,C
SC,A SC
] [
0
S−1C SC,BS
−1
B
]
=
[
SACS
−1
C SC,BS
−1
B
SC,BS
−1
B
]
(74)
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This implies that: [
SA,B
SC,B
]
=
[
SA,CS
−1
C SC,B
SC,B
]
(75)
which requires SA,B = SA,CS−1C SC,B.
Next, we prove Lemma B.1. Expanding the determinants of the block matrices, first
observe that If (C;B) = − log det(I − S−1C SC,BS−1B STC,B) by expanding the block matrix
determinant. Next, we rewrite (71) to:
If (A ∪ C;B) = − log det
[
IA∪C S−1A∪CSA∪C,BS
−1
B
SB,A∪C IB
]
(76)
Expanding the Block Determinant, we get the expression for If (A ∪ C;B) and hence
proved.
C Proofs of the Results from Section 5
C.1 Proof of Lemma 5.1
Below is the proof of Lemma 5.1 that If (A; Ω \A) is approximately monotone.
Proof. We have g(A) = If (A; Ω \ A) = f(A) + f(Ω \ A) − f(Ω). In order to investigate
the monotonicity of g(A), we consider the gain of adding an element j /∈ A to A, g(j|A) =
g(A ∪ {j}) − g(A) = f(A ∪ {j}) − f(A) + f(Ω \ (A ∪ {j})) − f(Ω \ A). Thus we can
write the gain as g(j|A) = f(j|A) − f(j|Ω \ (A ∪ {j})). Now this difference can be both
positive and negative in general and hence we require the notion of approximate monotonicity.
Define κf (A) = maxj∈Ω\A
f(j|Ω\(A∪{j}))
f(j) as the curvature for a set A. Then we have that
g(j|A) ≥ f(j|A)− κf (A)f(j) and since f(j|A) ≥ 0 (f is still a monotone function), we will
have that g(j|A) ≥ −κf (A)f(j). If we make the assumption that f(j) ≤ 1 ∀j ∈ Ω, then we
will have g(j|A) ≥ −κf (A).
We will follow a similar proof strategy as seen in [14, 42] to show the guarantee. Let the
greedy algorithm select the elements a1, a2, . . . , ak at every iteration and let Ai = {a1, . . . , ai}.
As defined in the lemma, A∗ represents with optimal subset with elements {o1, o2, . . . , ok}
(in any order) and g(A) = If (A; Ω \A) is the submodular function we are maximizing. Now
from the result of Lemma 5.1, we have:
g(Ai ∪A∗) ≥ g(A∗)− kκf (A∗) ≤ g(Ai ∪A∗)
≤ g(Ai ∪A∗) = g(Ai) +
k∑
j=1
g(oj |Ai ∪ {o1, o2, . . . , oi})
≤ g(Ai) +
k∑
j=1
g(oj |Ai) by submodularity since Ai ⊆ Ai ∪ {o1, o2, . . . , oi}
58
≤ g(Ai) + kg(ai+1|Ai)
We have the last inequality as a consequence of the greedy algorithm procedure where by
definition ai+1 = arg maxj∈Ω g(j|Ai). Note that g(ai+1|Ai) = g(Ai+1)− g(Ai) and then on
some rearrangements we will have (g(A∗)−kκf (A∗))−g(Ai+1) ≤ (1− 1k )(g(A∗)−kκf (A∗))−
g(Ai) =⇒ (g(A∗) − kκf (A∗)) − g(Ak) ≤ (1 − 1k )k(g(A∗) − kκf (A∗)) since A0 = ∅ with
functional value of zero and Aˆ = Ak. Using the bound 1 − x ≤ exp−x we will have the
required bound g(Aˆ) ≥ (1− 1e )(g(A∗)− kκf (A∗)).
C.2 Proof of Lemma 5.2
In this section, we study Problem SMIMax:
max
A⊆Ω,|A|≤k
If (A;Q) + λg(A) (77)
Here f and g are monotone and non-negative submodular functions and λ ≥ 0. Below is the
proof of Lemma 5.2.
Proof. The proof of the first part is a direct corollary of Theorem 3.8. In particular, if
f (3)(i, j, k;A) ≥ 0, we have that If (A;Q) is submodular in A for a given Q. Also note
that, If (A;Q) is always monotone, and hence if g is monotone submodular, it implies that
If (A;Q) + λg(A) is monotone submodular and hence the 1 − 1/e approximation holds
from [42]. For the second part, i.e. the in-approximability, we refer to the result below.
Theorem C.1. There exists no polynomial time approximation algorithm for the problem:
maxA⊆Ω,|A|≤k If (A;Q) + g(A). Specifically, with n being the size of the problem instance
and α(n) > 0 to be a positive poly-time computable function of n, there cannot exist a
polynomial time algorithm which is guaranteed to find a subset Aˆ (|Aˆ| ≤ k) such that
If (Aˆ;B) ≥ α(n)OPT with OPT = maxA⊆Ω,|A|≤k If (A;B).
Proof. The proof of the hardness follows the construction from [46, 13] where we construct
two submodular functions f(A) and fR(A) which are indistinguishable from each other with
high probability. Define f as the uniform rank α matroid, f(A) = min{|A|, λ}. Furthermore
R be a subset of Ω with |R| = λ and define g as fR(A) = min{|A|, β + |S ∩Rc|, λ}. Assume
that λ ≈ √n and β = Ω(log n) and Rc denotes the complement of R. It can be shown using
the Chernoff bound analysis seen in [46, 13] that f and fR can only be distinguished from
each other using a polynomial number of queries with probability no more than nω(1).
Now consider the problem instance under the context of f as : maxA⊆Ω,|A|≤λ−1 If (A;Q)+
g(A) where g(A) = |A|(λ−1)α(n) . Also consider the similar problem under the context of fR as:
maxA⊆Ω,|A|≤λ−1 IfR(A;Q) + g(A). Here we also define the fixed set Q to be a singleton set
{q} such that q ∈ R.
Note that under the constraint |A| ≤ λ−1, we will have If (A;Q) = 0 for any A satisfying
|A| ≤ λ − 1. This holds because f is actually modular in that range. Furthermore, the
maximum value of of g(A) = 1α(n) when |A| = λ − 1 and hence the maximum achievable
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value of If (A;Q) + g(A) under the constraints is 1α(n) . Moreover, any algorithm which
tries to maximize the two problems (with If and IfR cannot distinguish between them in
polynomial number of queries and hence will not be able to obtain a better solution than
1
α(n) . However noting the construction of fR, we know maximum solution attainable is
1 + 1α(n) when A = R \ q. In particular, note that IfR(A;Q) = fR(A) + fR(Q)− fR(A∪Q) =
fR(R \ q) + fR(q)− fR(R) = fR(q) = 1. Furthermore, g(R \ q) = 1α(n) and hence the worst
case approximation factor is at least
1+ 1
α(n)
α(n) = 1 + α(n) > α(n). This means that any
polynomial time algorithm which gives us a better factor should also be able to distinguish
between f and g reliably giving us a contradiction.
C.3 Proof of Lemma 5.4
Proof. First observe that NSMIMax is non-monotone because g(A) is a monotone submodular
function and If (A;P ) is also monotone, and hence NSMIMax is a difference of monotone
functions. Since, g is monotone submodular, NSMIMax can potentially be approximable,
if If (A;P ) is supermodular in A for fixed P . Again, following Theorem 3.8, we know that
If (A;P ) is supermodular in A if the third-order partial derivatives are not positive, i.e.
f (3)(i, j, k;A) = f (2)(j, k;A ∪ i) − f (2)(j, k;A) ≤ 0. Next, we will show that NSMIMax
is inapproximable. For this, let P = Ω. Then If (A;P ) = f(A) and NSMIMax becomes
maximizing g(A) − f(A) which is a difference of submodular functions. We then invoke
Theorem 5.6 from [26] which shows that the problem of maximizing the difference of
submodular functions cannot be approximated upto any polynomial factor.
C.4 Proof of Lemma 5.6
Proof. The proof of the first part is a direct corollary of Theorem 3.8 (the submodularity of
submodular conditional mutual information). In particular, if f (3)(i, j, k;A) ≥ 0, we have
that If (A;Q|P ) is submodular in A for a given Q. Also note that, If (A;Q|P ) is always
monotone, and hence if g is monotone submodular, it implies that If (A;Q|P ) + λg(A) is
monotone submodular and hence the 1− 1/e approximation holds from [42].
C.5 Proof of Lemma 5.7
Proof. We can obtain an approximation to above problem by taking a look at the bounds
show in Lemma 3.23 and leveraging the additive version of the submodular hamming metric
DSHA(A,B) = f(A \B) + f(B \A). Note that for a fixed Si, DSHA(A,Si) is a submodular
function in A and hence it can exactly minimized in polynomial time [11]. Moreover,
since DSHA(A,Si) approximates Df (A,Si) upto a factor of 1 − κf , we get the resulting
approximation guarantee.
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