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Let E be a topological vector space and let us consider a property
P . We say that the subset M of E formed by the vectors in E which
satisfy P is μ-lineable (for certain cardinal μ, finite or infinite) if
M ∪ {0} contains an infinite dimensional linear space of dimension
μ. In this notewe prove that there exist uncountably infinite dimen-
sional linear spaces of functions enjoying the following properties:
(1) Being continuous on [0, 1], a.e. differentiable, with a.e. bounded
derivative, and not Lipschitz. (2) Differentiable in (R2)R and not
enjoying the Mean Value Theorem. (3) Real valued differentiable
on an open, connected, and non-convex set, having bounded gra-
dient, non-Lipschitz, and (therefore) not verifying the Mean Value
Theorem.
© 2012 Elsevier Inc. All rights reserved.
1. Preliminaries
As it has become a standard notion inmany fields of Mathematics, given a subsetM of a topological
vector space E, we say that M is μ-lineable (for certain cardinal μ, finite or infinite) if there exists
a linear space V ⊂ M ∪ {0} of dimension μ. This concept first appeared in the early 2000s (see
[3,21]) and since then a lot of effort has been invested in developing this notion and in constructing
many examples of infinite dimensional linear spaces of functions with “special” properties. Before the
appearance of this terminology some authors already found results related to this concept, although
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they did not employ this terminology of “lineable”, one of the first results in this direction was due to
Gurariy [15]:
Theorem. There exist infinite-dimensional linear spaces of C[0, 1] all of whose members are nowhere
differentiable.
Recently, authors such as Aron, Enflo, Godefroy, Fonf, Gurariy, or Kadets (amongmany others) have
been working on this topic in the last decade and several different frameworks (see, e.g. [1,4–20] for
a wider range of examples).
In this note we contribute to this topic by means of constructing infinite dimensional linear sub-
spaces of differentiable functions enjoying additional “pathological” properties. In particular, we prove
the following results:
• The set of continuous functions on [0, 1] which are a.e. differentiable, with a.e. bounded
derivative and not Lipschitz is c-lineable (Theorem 2.1).
• The set of differentiable functions f : R −→ R2 that do not enjoy the classical Mean Value
Theorem is c-lineable (Theorem 3.1).
• The set of differentiable functions f : D → R with bounded gradient, non-Lipschitz, and
therefore not verifying the classical Mean Value Theorem is c-lineable (Theorem 3.2), where
D = {(x, y) ∈ R2 : x2 + y2 < 1}\{(x, y) ∈ R2 : x = 0 and y > 0}
is a path connected, non-convex set.
Since cdenotes the continuum, all the previous results are the best possible in terms of dimension,
that is, the linear spaces mentioned above are maximal.
2. Non-Lipschitz functions
It is a trivial exercise to prove that, for any interval I, a differentiable function f : I −→ R is
Lipschitz if and only if it has bounded derivative. One could think if the result still holds true with
weaker conditions. In [22, Example 2.25] there is an example of a continuous non-Lipschitz function,
which isdifferentiable almost everywhereandhasboundedderivativealmost everywhere.After seeing
an example of such a function, one could think that there cannot be too many functions of that kind.
As a matter of fact this is what has happened. In the following result we prove that there are plenty of
those functions. In particular, we prove the existence of a c-dimensional linear space of such functions.
Theorem 2.1. The set of continuous functions on [0, 1] which are a.e. differentiable, with a.e. bounded
derivative and not Lipschitz is c-lineable.
Proof. Let us start by defining cCantor-like sets. For every 0 < r < 1
6
let us consider a Cantor-like set
Cr as follows:
(1) For n ∈ N and 1  j  2n−1, let Ijn denote the jth open interval (ordered from left to right)
that is removed during the nth step of the construction of the original Cantor set. Let x
j
n be
the middle point of I
j
n and define I
r,j
n =
(
x
j
n − r3n−1 , xjn + r3n−1
)
.
(2) For every n ∈ N, let Drn =
⋃
1j2n−1 I
j,r
n and C
r
n = [0, 1]\Drn.
(3) Define the Cantor-like set which we associate to r as Cr = ⋂n∈N Crn.
Notice that the original Cantor set is obtained when r = 1/6. Along with the sets we have defined in
each step, we shall consider an associated continuous function f rn : [0, 1] −→ [0, 1] as follows (see
Fig. 1):
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(1) f rn (0) = 0 and f rn (1) = 1 ∀n ∈ N.
(2) f r1 (x) =
⎧⎨
⎩
1
2
if x ∈ Ir,11
linear elsewhere.
(3) f rn (x) =
⎧⎨
⎩ f
r
n−1(x
j
k) if x ∈ Ir,jk , 1  j  2n−1, 1  k  n
linear elsewhere.
As in the original Cantor–Lebesgue function (see, e.g. [22]), {f rn }n is a sequence of non-decreasing
continuous functions that converges uniformly on [0, 1] to a non-decreasing continuous function,
which shall be denoted f r . Let H = {f r such that 0 < r < 1
6
}. We shall see that H is a linearly
independent set and that span(H) contains (except for the zero function) only elements which are
a.e. differentiable, with a.e. bounded derivative and not Lipschitz on [0, 1]. In order to do that, let
α1, α2, . . . , αk ∈ R, 0 < rk < rk−1 < · · · < r1 < 16 (up to reordering of indexes), assume αk = 0
and that
∑k
j=1 αjf rj = 0.
It is easy to see that f rj(x1n) = x
1
n
(1−2rj)n−1 (e.g., by induction, once we realize that x
1
n = 12·3n−1 . For
the case n = 1, x11 = 12 and f rj(x11) = 12 = x
1
1
(1−2rj)0 . Assuming the induction hypothesis, the equation
of the first straight line obtained in the nth step is y = x
(1−2rj)n and hence f
rj(x1n+1) = x
1
n+1
(1−2rj)n , as
desired).
Hence, 0 = ∑kj=1 αjf rj(x1n) = ∑kj=1 αj x1n(1−2rj)n−1 ∀n ∈ N. Writing it as a matrix, we obtain
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 · · · 1 1
1
1−2r1
1
1−2r2 · · · 11−2rk−1 11−2rk
1
(1−2r1)2
1
(1−2r2)2 · · · 1(1−2rk−1)2 1(1−2rk)2
...
...
...
...
1
(1−2r1)k−1
1
(1−2r2)k−1 · · ·
1
(1−2rk−1)k−1
1
(1−2rk)k−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
·
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1
α2
α3
...
αk
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
...
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Thematrix of this previous system is of Vandermonde type and, thus, non-singular, since ri = rj for
i = j. Then, theonly solutionof theabove linear system isα1 = α2 = · · · = αk = 0,which leads to the
linear independency of the f r ’s. Let now α1, α2, . . . , αk ∈ R\{0} and 0 < rk < rk−1 < · · · < r1 < 16
and define g(x) = ∑kj=1 αjf rj(x). It is clear that g is continuous in [0, 1], differentiable a.e. and with
bounded derivative a.e. Let us now see that g is not Lipschitz, for which we shall again use the identity
f rj(x1n) = x
1
n
(1−2rj)n−1 . Then,
g(x1n)
x1n
=
k∑
j=1
αj
(1 − 2rj)n−1 =
1
(1 − 2r1)n−1
k∑
j=1
αj
(
1 − 2r1
1 − 2rj
)n−1
−−−→
n→∞ sign(α1) · ∞,
since 0 < 1−2r1
1−2rj < 1 ∀j = 1 and, so,
(
1−2r1
1−2rj
)n−1 −−−→
n→∞ 0 for every j = 1. 
Remark 2.2. Let us recall that, since the space of continuous functions has dimension c (the contin-
uum), the linear space obtained above is maximal.
Remark 2.3. Notice that the previous results also shows that the set of uniformly continuous and
non-Lipschitz functions on [0, 1] is c-lineable.
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Fig. 1. f rn : [0, 1] → [0, 1] for n = 1, 2, 3.
Remark 2.4. Also, by means of [2, Theorem 2.2] and using the set of real valued polynomials on
[0, 1], it follows that the set of uniformly continuous and non-Lipschitz functions on [0, 1] is actually
dense-lineable.
3. Differentiable functions not verifying the Mean Value Theorem
The Mean Value Theorem asserts that given any open interval I and f : I −→ R differentiable on I
and continuous on I¯, then, for any a, b ∈ I, there exists ζ ∈ (a, b) such that f (b)− f (a) = f ′(ζ )(b−a).
We can extend this theorem to functions f : U ⊆ Rn −→ R, where U is a convex open set. Actually,
given x, y ∈ U, there is ζ ∈ [x, y] := {λx + (1 − λ)y : λ ∈ (0, 1)} such that f (y) − f (x) =
Df (ζ ) · (y − x).
On the other hand, there is not an analogous of this result for functions fromRn toRm in general.
Indeed, the mapping f : R → R2 given by f (t) = (1 − cos t, sin t) does not satisfy the Mean Value
Theorem in [0, 2π ].
Here we shall construct a c-dimensional vector space of functions for which the Mean Value Theo-
rem fails, even though they fulfill the hypotheses for the classical 1-dimensional version of this result.
We shall also show that, for functions f : U ⊆ Rn −→ R, the hypothesis of U being convex cannot
be replaced with a weaker one such as (for instance) U being path-connected. We shall construct a
c-dimensional vector space of differentiable functions over a path-connected open set, with bounded
derivative and for which the Mean Value Theorem does not hold.
Theorem 3.1. The set M of differentiable functions f : R −→ R2 that do not enjoy the Mean Value
Theorem is c-lineable.
Proof. Given λ > 0, let f λ(x) = eλx(x2 − x, x3 − 2x2 + x), which is a differentiable function. We
consider H = {f λ : λ > 0}. Let us see that H is linearly independent and that span(H) ⊆ M ∪ {0}.
Indeed, let α1, . . . , αk ∈ R, λ1, . . . , λk > 0 and let
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g =
k∑
i=1
αif
λi =
⎛
⎝ k∑
i=1
αie
λix
⎞
⎠ (x2 − x, x3 − 2x2 + x)
and let us assume that g = 0. Then there is an open interval J in which
(∑k
i=1 αieλix
)
= 0, and this
implies αi = 0 for all 1  i  k. This proves the linear independency of H.
Now, assume αi = 0 for every 1  i  k and that g fulfills theMean Value Theorem. It is clear that
there exists an interval (a, b) ⊂ [0, 1] with g(x) = 0 on (a, b).
If there is x ∈ (b, 1)with
(∑k
i=1 αieλix
)
= 0, thenwe define η2 = min{y > b : ∑ki=1 αieλiy = 0}.
Otherwise, we define η2 = 1. If x ∈ (0, a) with∑ki=1 αieλix = 0, then we define η1 = max{y < a :∑k
i=1 αieλiy = 0}. Otherwise, we define η1 = 0.
Then, (a, b) ⊆ (η1, η2) ⊂ [0, 1]. Also, g(η1) = g(η2) = (0, 0) and g(x) = 0 ∀x ∈ (η1, η2). Now,
and by assumption, there exists x ∈ (η1, η2) with
(η2 − η1)Dg(x) = (η2 − η1)
k∑
i=1
αi(e
λix(λix
2 − (λi − 2)x − 1) and
eλix(λix
3 + (3 − 2λi)x2 + (λi − 4)x + 1)) = g(η2) − g(η1) = (0, 0).
Hence,⎛
⎝ k∑
i=1
αiλie
λix
⎞
⎠ x2 +
⎛
⎝ k∑
i=1
αi(2 − λi)eλix
⎞
⎠ x − k∑
i=1
αie
λix = 0 (3.1)
and ⎛
⎝ k∑
i=1
αiλie
λix
⎞
⎠ x3 +
⎛
⎝ k∑
i=1
αi(3 − 2λi)eλix
⎞
⎠ x2 +
⎛
⎝ k∑
i=1
αi(λi − 4)eλix
⎞
⎠ x + k∑
i=1
αie
λix = 0.
Adding both equations we obtain⎛
⎝ k∑
i=1
αiλie
λix
⎞
⎠ x3 +
⎛
⎝ k∑
i=1
αi(3 − λi)eλix
⎞
⎠ x2 − 2
⎛
⎝ k∑
i=1
αie
λix
⎞
⎠ x = 0,
leading to⎛
⎝ k∑
i=1
αiλie
λix
⎞
⎠ x2 +
⎛
⎝ k∑
i=1
αi(3 − λi)eλix
⎞
⎠ x − 2
⎛
⎝ k∑
i=1
αie
λix
⎞
⎠ = 0.
Next, combining it with Eq. (3.1), we obtain⎛
⎝ k∑
i=1
αie
λix
⎞
⎠ x − k∑
i=1
αie
λix = 0.
Now, since
∑k
i=1 αieλix = 0 for x ∈ (η1, η2), we can conclude that x = 1, which is a contradiction
with the fact that x < η2  1. 
A function with bounded gradient on a convex set satisfies the Mean Value Theorem and, thus, it
is Lipschitz. However, if the set is not convex the latter does not hold. Actually, we can even obtain
lineability in this situation as we show below.
Theorem 3.2. Let D = {(x, y) ∈ R2 : x2 + y2 < 1}\{(x, y) ∈ R2 : x = 0 and y > 0}. The set of
differentiable functions f : D → R with bounded gradient that are not Lipschitz (and, thus, not verifying
the Mean Value Theorem) is c-lineable.
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Fig. 2. f2 : D −→ R.
Proof. We define, for every λ > 1, fλ : D −→ R as
fλ(x, y) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
yλ arctan
(
λy
x
)
if x < 0,
yλ
[
arctan
(
λy
x
)
+ π
]
if x > 0,
π
2
yλ if x = 0.
We shall prove that the set H = {fλ : λ > 1} is linearly independent and that span(H) is in the
set we are studying (see Fig. 2).
Assume first g(x, y) = ∑ki=1 αifλi(x, y) = 0 for λ1, . . . , λk > 1 and α1, . . . , αk ∈ R. Then, for
every −1 < y < 0 we obtain 0 = g(0, y) = π
2
∑k
i=1 αiyλi which allows us to conclude αi = 0 for
every 1  i  k, since {yλ : λ > 1} is a linearly independent set over (−1, 0). To check now that
g (assumed αi = 0 ∀1  i  k) is in our set we shall work with the functions fλ alone, since the
arguments we are going to use can be easily extended to finite linear combinations. Let us obtain first
∂ fλ
∂x
(x0, y0). If x0 = 0 we can simply differentiate fλ to get ∂ fλ∂x (x0, y0) = −λ y
λ+1
0
x20+(λy0)2 .
For x0 = 0,
lim
t→0+
fλ(t, y0) − fλ(0, y0)
t
= lim
t→0+
yλ0
[
π
2
+ arctan
(
λy0
t
)]
t
= lim
t→0+
yλ0(−y0λ)
t2 + (λy0)2 = −
y
λ−1
0
λ
,
and identical calculations lead to the same value for limt→0− fλ(t,y0)−fλ(0,y0)t .
Hence, we obtain
∂ fλ
∂x
(x0, y0) =
⎧⎪⎨
⎪⎩
−λ yλ+10
x20+(λy0)2 if x = 0,
− yλ−10
λ
if x0 = 0.
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Analogously one can obtain
∂ fλ
∂y
(x0, y0) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
λyλ−10
(
arctan
(
λy0
x0
)
+ x0y0
x20 + (λy0)2
)
if x < 0,
λyλ−10
(
arctan
(
λy0
x0
)
+ x0y0
x20 + (λy0)2
+ π
)
if x > 0,
π
2
λyλ−10 if x = 0.
Thus, the partial derivatives exist. Let us now see that they are continuous (which would prove
fλ ∈ C1(R2;R)), for which we shall only have to focus on the points of the form (0, y0). Indeed,
lim
(x,y)→(0,y0)
∣∣∣∣∣∂ fλ∂x (x, y) −
∂ fλ
∂x
(0, y0)
∣∣∣∣∣ = lim(x,y)→(0,y0)
∣∣∣∣∣y
λ−1
0
λ
− λy
λ+1
x20 + (λy0)2
∣∣∣∣∣ = 0.
Analogously,
lim
(x,y)→(0,y0)
∣∣∣∣∣∂ fλ∂y (x, y) −
∂ fλ
∂y
(0, y0)
∣∣∣∣∣ = 0,
from which it follows that the partial derivatives are continuous.
Assume now x0 = 0. Then
∣∣∣ ∂ fλ
∂x
(x0, y0)
∣∣∣  λ|y0|λ−1  λ. Similarly ∣∣∣ ∂ fλ∂x (0, y0)
∣∣∣  1
λ
< 1 <
λ, which gives us
∣∣∣ ∂ fλ
∂x
(x0, y0)
∣∣∣ ≤ λ for every (x0, y0) ∈ D. In an analogous way, ∣∣∣ ∂ fλ∂y (x0, y0)
∣∣∣ 
λ 1+3π
2
, ∀(x0, y0) ∈ D and hence we deduce that Dfλ is bounded on D.
Finally, suppose that fλ is Lipschitz with constant K > 0. Thus, given (x, y), (xˆ, yˆ) ∈ Dwe have
|fλ(xˆ, yˆ) − fλ(x, y)|  K‖(xˆ − x, yˆ − y)‖2.
Now, if we fix yˆ = y > 0 and force x > 0 and xˆ < 0 we obtain
|fλ(xˆ, y) − fλ(x, y)| =
∣∣∣∣∣yλ
[
arctan
(
λy
xˆ
)
− arctan
(
λy
x
)
− π
]∣∣∣∣∣  K‖(xˆ − x, 0)‖2
but |fλ(xˆ, y) − fλ(x, y)| −−−−−→
xˆ→0,x→0
2π |y|λ = 0 for y = 0 and K‖(xˆ − x, 0)‖2 −−−−−→
xˆ→0,x→0
0, which
makes it impossible for fλ to be Lipschitz. 
Remark 3.3. As we mentioned in Remark 2.2, notice that the linear spaces obtained in Theorems 3.1
and 3.2 are also maximal.
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