In the last two decades, number of Higher Education Institutions (HEI) grows rapidly in India. This causes a cut throat competition among these institutions while attracting the student to get admission in these institutions. Most of the institutions are opened in self finance mode, so all time they feel short hand in expenditure. Therefore, institutions focused on the strength of students not on the quality of education. Indian education sector has a lot of data that can produce valuable information. Knowledge Discovery and Data Mining (KDD) is a multidisciplinary area focusing upon methodologies for extracting useful knowledge from data and there are several useful KDD tools to extract the knowledge. This knowledge can be used to increase the quality of education. But educational institution does not use any knowledge discovery process approach on these data.
INTRODUCTION
Quality education is one of the most promising responsibilities of any University/ Institutions to his students. Quality education does not mean high level of knowledge produced. But it means that education is produced to students in efficient manner so that they learn without any problem. For this purpose quality education includes features like: methodology of teaching, continuous evaluation, categorization of student into similar type, so that students have similar objectives, demographic, educational background etc. Advent of computer opens a new era in the field of information because of high storage capability and complex study. Huge number of data can be organized in any order with the help of computer. Now we can explore a new knowledge on these data which was either impossible or a very time consuming process for a person [1] , [2] , [3] .
Education sector has a lot of data in the form of student"s information. Application of computer in the education can extract valuable information to provide quality education. Due to this combination of education and computer (data mining) a new research community is growing i.e. educational data mining [13] .
Data mining, which is the science of filtering data for information and knowledge retrieval, has recently developed new album of applications and engendered an emerging discipline, called Educational Data Mining (EDM). EDM carries out tasks such as prediction (classification and regression), clustering, relationship mining (association, correlation, sequential mining, and causal data mining), distillation of data for human judgment, and discovery with models [4] . Moreover, EDM can solve many problems based on educational domain. Data mining is non-trivial extraction of implicit, previously unknown and potentially useful information from large amounts of data. It is used to predict the future trends from the knowledge pattern. Remarkable amount of EDM endeavors have been conducted and published in many journals and conference proceedings related to, but not limited to, Artificial Intelligence, Learning Systems, Education, and others.
The main objective of this paper is to use data mining methodologies to select student for enrollment in a particular course (MCA). Data mining provides many tasks that could be used to select good student for a particular course. In this research, the classification task is used to evaluate previous student"s performance and as there are many approaches that are used for data classification, the decision tree method is used here. Information like stream, marks in graduation, students performance etc. were collected from the student"s management system, to predict the suitable student for enrollment in a particular course.
DECISION TREE
A decision tree is a flow-chart-like tree structure, where each internal node is denoted by rectangles, and leaf nodes are denoted by ovals. All internal nodes have two or more child nodes. All internal nodes contain splits, which test the value of an expression of the attributes. Arcs from an internal node to its children are labeled with distinct outcomes of the test. Each leaf node has a class label associated with it.
Decision tree are commonly used for gaining information for the purpose of decision -making. Decision tree starts with a root node on which it is for users to take actions. From this node, users split each node recursively according to decision tree learning algorithm. The final result is a decision tree in which each branch represents a possible scenario of decision and its outcome.
The four widely used decision tree learning algorithms are: ID3, CART, CHAID and C4.5.
ID3 algorithm introduced by J. R. Quinlan [5] is a greedy algorithm that selects the next attributes based on the information gain associated with the attributes. The attribute with the highest information gain or greatest entropy reduction is chosen as the test attribute for the current node. C4.5 is an algorithm used to generate a decision tree developed by Ross Quinlan. C4.5 is a successor of ID3. C4.5 made a number of improvements to ID3. C4.5 uses Gain ratio [6] as an attribute selection measure. Also C4.5 can handle both discrete and continuous attribute.
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CART (Classification And Regression Tree) algorithm, which was proposed by Breiman, is conceptually is same as that of ID3. The impurity measure used in selecting the variable in CART is Gini index [6] . If the target variable is nominal it generates classification tree and for continuousvalued numerical target variable it generates regression tree.
CHAID (CHi-squared Automatic Interaction Detector) uses Chi square contingency test for tree construction in two ways [7] . First, it determines whether levels in the predictor can be merged together. Once all predictor level is compressed to their smallest significant form, it determines most significant predictor in distinguishing among the dependent variable levels.
THE ID3 DECISION TREE
ID3 is a simple decision tree learning algorithm developed by Ross Quinlan [5] . The basic idea of ID3 algorithm is to construct the decision tree by employing a top-down, greedy search through the given sets to test each attribute at every tree node. In order to select the attribute that is most useful for classifying a given sets, we introduce a metric -information gain.
To find an optimal way to classify a learning set, what we need to do is to minimize the questions asked (i.e. minimizing the depth of the tree). Thus, we need some function which can measure which questions provide the most balanced splitting. The information gain metric is such a function.
Measuring Impurity
Given a data Gini index of a pure table consist of single class is zero because the probability is 1 and 1-12 = 0. Similar to Entropy, Gini index also reaches maximum value when all classes in the table have equal probability.
Similar to Entropy and Gini Index, Classification error index of a pure table (consist of single class) is zero because the probability is 1 and 1-max (1) = 0. The value of classification error index is always between 0 and 1. In fact the maximum Gini index for a given number of classes is always equal to the maximum of classification error index because for a number of classes n, we set probability is equal to n p 1  and maximum Gini index happens at
maximum classification error index also happens at n n
Splitting Criteria
To determine the best attribute for a particular node in the tree we use the measure called Information Gain. The information gain, Gain (S, A) of an attribute A, relative to a collection of examples S, is defined as 
A S Gain
The process of selecting a new attribute and partitioning the training examples is now repeated for each non terminal descendant node. Attributes that have been incorporated higher in the tree are excluded, so that any given attribute can appear at most once along any path through the tree. This process continues for each new leaf node until either of two conditions is met:
1. Every attribute has already been included along this path through the tree, or 2. The training examples associated with this leaf node all have the same target attribute value (i.e., their entropy is zero). 
The ID3Algoritm

RELATED WORK
Data Mining can be used in educational field to enhance our understanding of learning process to focus on identifying, extracting and evaluating variables related to the learning process of students as described by Alaa el-Halees [7] .
Oladipupo and oyelade [8] made their study using association rule data mining technique to identify student"s failure patterns. They take a total number of 30 courses for 100 level and 200 level. Their study focuses on constructive recommendation, curriculum structure and modification in order to improve student"s academic performance and trim down failure rate.
Bharadwaj and Pal [6] obtained the university students data like attendance, class test, seminar and assignment marks from the students" previous database, to predict the performance at the end of the semester.
Hijazi and Naqvi [9] conducted as study on the student performance by selecting a sample of 300 students (225 males, 75 females) from a group of colleges affiliated to Punjab university of Pakistan. The hypothesis that was stated as "Student's attitude towards attendance in class, hours spent in study on daily basis after college, students family income, students mother's age and mother's education are significantly related with student performance" was framed. By means of simple linear regression analysis, it was found that the factors like mother"s education and student"s family income were highly correlated with the student academic performance.
Khan [10] conducted a performance study on 400 students comprising 200 boys and 200 girls selected from the senior secondary school of Aligarh Muslim University, Aligarh, India with a main objective to establish the prognostic value of different measures of cognition, personality and demographic variables for success at higher secondary level in science stream. The selection was based on cluster sampling technique in which the entire population of interest was divided into groups, or clusters, and a random sample of these clusters was selected for further analyses. It was found that girls with high socio-economic status had relatively higher academic achievement in science stream and boys with low socio-economic status had relatively higher academic achievement in general.
Al-Radaideh, et al [11] applied a decision tree model to predict the final grade of students who studied the C++ course in Yarmouk University, Jordan in the year 2005. Three different classification methods namely ID3, C4.5, and the NaïveBayes were used. The outcome of their results indicated that Decision Tree model had better prediction than other models.
Pandey and Pal [12] conducted study on the student performance based by selecting 60 students from a degree college of Dr. R. M. L. Awadh University, Faizabad, India. By means of association rule they find the interestingness of student in opting class teaching language.
Bray [13] , in his study on private tutoring and its implications, observed that the percentage of students receiving private tutoring in India was relatively higher than in Malaysia, Singapore, Japan, China and Sri Lanka. It was also observed that there was an enhancement of academic performance with the intensity of private tutoring and this variation of intensity of private tutoring depends on the collective factor namely socio-economic conditions. Z. J. Kovacic [14] presented a case study on educational data mining to identify up to what extent the enrolment data can be used to predict student"s success. The algorithms CHAID and CART were applied on student enrolment data of information system students of open polytechnic of New Zealand to get two decision trees classifying successful and unsuccessful students. The accuracy obtained with CHAID and CART was 59.4 and 60.5 respectively.
Bharadwaj and Pal [15] conducted study on the student performance based by selecting 300 students from 5 different degree college conducting BCA (Bachelor of Computer Application) course of Dr. R. M. L. Awadh University, Faizabad, India. By means of Bayesian classification method on 17 attributes, it was found that the factors like students" grade in senior secondary exam, living location, medium of teaching, mother"s qualification, students other habit, family annual income and student"s family status were highly correlated with the student academic performance.
Yadav, Bharadwaj and Pal [17] obtained the university students data like attendance, class test, seminar and assignment marks from the students" database, to predict the performance at the end of the semester using three algorithms ID3, C4.5 and CART and shows that CART is the best algorithm for classification of data.
DATA MINING PROCESS
India is a vast country whose engineering and professional student population outnumbers every other country, except possibly China. India has one of the largest higher education systems in the world. University"s success highly depends upon students" success in that University. Knowing the reasons of failure of student can help the teachers and administrators to take necessary actions so that the success percentage can be improved. The data is collected from Department of MCA of V. B. S. Purvanchal University, Jaunpur, India. The MCA department has been started in the year 1997 and 12 batches have completed their study. It is very important to improve the student"s success rate every year to attract more and better students. Table 1 . Most of the attributes reveal the performance of the students. The domain values for some of the variables were defined for the present investigations are as follows:
Data Selection and Preprocessing
• Cat -From ancient time Indians are divided in many categories. These factors play a direct and indirect role in the daily lives including the education of young people. Admission process in India also includes different percentage of seats reserved for different categories. In terms of social status, the Indian population is grouped into four categories: General, Other Backward Class (OBC), Scheduled Castes (SC) and Scheduled Tribes (ST). Possible values are General, OBC, SC and ST.
• GSS -Students grade in Senior Secondary education. Students who are in state board appear for five subjects each carry 100 marks. Grade are assigned to all students using following mapping O -90% to 100%, A -80% -89%, B -70% -79%, C -60% -69%, D -50% -59%, E -40% -49%, and F -< 40%.
• GMSS -Student Grade in Mathematics at Senior Secondary education. Grade in mathematics at 10+2 level are assigned to all students using following mapping O -90% to 100%, A -80% -89%, B -70% -79%, C -60% -69%, D -50% -59%, E -40% -49%, and F -< 40%. If student has not the mathematics at 10 + 2 level then assign Not-Applicable.
• • GOG -Grade Obtained in Graduation. Marks/Grade obtained in graduation. It is also split into four class values: First -≥60%, Second -≥45% and <60%, Third -≥36% and < 45%.
• Med -This paper study covers only the degree colleges and institutions of Uttar Pradesh state of India. Here, medium of instructions are Hindi or English or Regional.
• ATYPE -The admission type which may be through Uttar Pradesh State Entrance Examination (UPSEE) or direct admission through University procedure.
• GOM -Grade Obtained in MCA. Marks/Grade obtained in Master of Computer Applications. It is also split into five class values: First -≥60% , Second -≥45% and <60%, Third -≥6% and < 45% and Fail < 36%.
Model Construction
The Weka Knowledge Explorer is an easy to use graphical user interface that harnesses the power of the Weka software. The major Weka packages are Filters, Classifiers, Clusters, Associations, and Attribute Selection is represented in the Explorer along with a Visualization tool, which allows datasets and the predictions of Classifiers and Clusters to be visualized in two dimensions. The workbench contains a collection of visualization tools and algorithms for data analysis and predictive modeling together with graphical user interfaces for easy access to this functionality. It was primarily designed as a tool for analyzing data from agricultural domains. Now it is used in many different application areas, in particular for educational purposes and research. The main strengths is freely available under the GNU General Public License, very portable because it is fully implemented in the Java programming language and runs on any modern computing platform, contains a comprehensive collection of data preprocessing and modeling techniques. Weka supports several standard data mining tasks like data clustering, classification, regression, preprocessing, visualization and feature selection. These techniques are predicated on the assumption that the data is available as a single flat file or relation. Each data point is described by a fixed number of attributes and an important area is currently not covered by the algorithms included in the Weka distribution is sequence modeling. From the above data, mca.arff file was created. This file was loaded into WEKA explorer. The classify panel enables the user to apply classification and regression algorithms to the resulting dataset, to estimate the accuracy of the resulting predictive model, and to visualize erroneous predictions, or the model itself. There are 16 decision tree algorithms like ID3, J48, Simple CART etc. implemented in WEKA. The algorithm used for classification is ID3. Under the "Test options", the 10-fold cross-validation is selected as our evaluation approach. Since there is no separate evaluation data set, this is necessary to get a reasonable idea of accuracy of the generated model. The model is generated in the form of decision tree.
Results Obtained
The ID3 decision tree generated from mca.arff. The accuracy of the model is 60.46 %. That is out of 430 instances 260 instances are correctly classified. The most important attribute in predicting student"s enrollment is found to be GS. The social attributes like category, Medium, College Location and Admission Type are not appearing in the decision tree indicating less relevance of the prediction with such attributes. The knowledge represented by decision tree can be extracted and represented in the form of IF-THEN rules in Table 2 . Rules for GOM= 'First' IF GS= 'B.Sc. with math' and Sex = "Male" THEN GOM = "First" IF GS = 'BCA' and GSS = "A" and GMSS= 'A' or 'B' THEN GOM = "First" IF GS = 'BCA' and GSS = "A" and GMSS= "C' and GOG = "Second" THEN GOM = "First" Rules for GOM= 'Second' IF GS= 'B.A. without math' and GMSS = "A" THEN GOM = "Second" IF GS= 'B.A. without math' and GMSS = "A" and GMSS = "B" and Sex = "Male" THEN GOM = "Second" IF GS= "BCA' and GSS = "A" and GMSS = "Not Applicable" THEN GOM = "Second" IF GS= "BCA' and GSS = "A" and GMSS = "D" THEN GOM = "Second" Rules for GOM= 'Third' IF GS= 'B.A. without math' and GMSS = "C" and GSS = "B" and CL = Urban" THEN GOM = "Third" IF GS= 'B.A. without math' and GMSS = "C" and GSS = "C" THEN GOM = "Third" IF GS= 'B.A. without math' and GMSS = "D" and GSS = "D" THEN GOM = "Third" IF GS= 'B.A. without math' and GMSS = "E" or "F" and GSS = "B" or "C" THEN GOM = "Third" Rules for GOM= 'Fail' IF GS= 'B.A. without math' and GMSS = "B" and Sex = "Female" THEN GOM = "Fail" IF GS= 'B.A. without math' and GMSS = "C" and GSS = "D" THEN GOM = "Fail" IF GS= 'B.A. without math' and GMSS = "D" and GSS = "B" or "C" THEN GOM = "Fail" IF GS= 'B.A. without math' and GMSS = "E" and GSS = "E" or "F" THEN GOM = "Fail" IF GS= 'BCA' and GMSS = "F" and GSS = "B" or "C" THEN GOM = "Fail"
The classification matrix has been presented in Table 3 , which compared the actual and predicted classifications. In addition, the classification accuracy for the four-class outcome categories was presented. The class wise accuracy is shown in Table 4 
CONCLUSION
This study shows that students past academic performance can be used to create the model using ID3 decision tree algorithm that can be used for prediction of student"s enrollment in MCA course. From the classification matrix it is clear that the true positive rate for obtaining the Third Class and Fail Class is 33.33% and 50% respectively. The students going to take admission in MCA course can be considered for proper counseling so as to improve their result or choose any other course like MBA. This study concludes that B.Sc. students with mathematics and BCA students are performed better in MCA course but the student of B.A. without mathematics did not perform well in MCA course.
