Abstract. Soft Computing is an interdisciplinary area that encompasses a variety of computing paradigms. Examples of some popular soft computing paradigms include fuzzy computing, neural computing, evolutionary computing, and probabilistic computing. Soft computing paradigms, in general, aim to produce computing systems/machines that exhibit some useful properties, e.g. making inference with vague and/or ambiguous information, learning from noisy and/or incomplete data, adapting to changing environments, and reasoning with uncertainties. These properties are important for the systems/machines to be useful in assisting humans in our daily activities. Indeed, soft computing paradigms have been demonstrated to be capable of tackling a wide range of problems, e.g. optimization, decision making, information processing, pattern recognition, and intelligent data analysis. A number of papers pertaining to some recent advances in theoretical development and practical application of different soft computing paradigms are highlighted in this special issue.
Introduction
The aim of this special issue is to showcase a small fraction of recent advances in terms of theory and application of soft computing paradigms. A total of six papers are included in this special issue. It is by no mean exhaustive as this is a fast-moving area in which new principles and applications of soft computing paradigms emerge almost daily. A summary of each paper is as follows.
An attempt to determine the optimal number of clusters for a data set is described in the first paper [5] . Two independent sample sets, one is drawn from the original data set and another from a noisy version of the data set, are formed. The partitions built from these two sample sets are compared using the Binomial k-nearest neighbor model. The quality of a cluster partition is characterized using indexes based on the p-values. A series of experimental studies demonstrate the effectiveness of the proposed method as compared with those from several other cluster validation methods.
A method that uses observations from the analysis of attributes for optimizing rule-based and neural networkbased classifiers is described in the second paper [3] . The frequencies of the attributes in decision rules with varying lengths are analyzed, and useful relevance measures are computed and are used for attribute/feature reduction. Experimental results show the effectiveness of the proposed method in estimating relevant attributes for constructing rule-based and neural network-based classifiers.
In the third paper [6] , the properties of linguistic truth-valued intuitionistic fuzzy lattice are discussed. In particular, the relationship between linguistic truthvalued intuitionistic fuzzy lattice and other logical algebras are analyzed. It is shown that the linguistic
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truth-valued intuitionistic fuzzy lattice is able to deal with positive and negative evidences, as well as to better express and handle both comparable and incomparable information.
A rule-based method to assess the situation awareness of a pilot, i.e., the ability to perceive information from an environment and to detect if any problem exists in the environment, is presented in the fourth paper [1] . Eye movements of a pilot are monitored continuously. Based on the attentional distribution patterns of eye movements, the behaviors of expert and novice pilots in controlling an aircraft are analyzed and differentiated. From the analysis, potential loss of situation awareness by novice pilots could be detected, and a warning signal could be issued to avoid human errors in flight operations.
In the fifth paper [2] , modeling of a six-legged robot and prediction of two outputs, i.e., the specific energy consumption and normalized energy stability margin, with respect to crab walking of the robot are described. A number of adaptive neuro-fuzzy inference systems tuned by back-propagation and genetic algorithms are deployed, with the performances compared and analyzed. The results indicate that the genetic algorithm-tuned multiple adaptive neuro-fuzzy inference system is able to produce the best predictions in terms of the two output indicators.
A modified micro genetic algorithm to tackle multiobjective optimization problems is proposed in the last paper [4] . Strategies for elitism selection and population initialization are incorporated into the conventional micro genetic algorithm, with the aim to accelerate convergence of the solutions towards the pareto optimal front. Experimental results using benchmark problems demonstrate the usefulness of the proposed method in producing solutions with improved generational distance for undertaking multi-objective optimization problems.
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