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EXTREMES OF NONSTATIONARY GAUSSIAN FLUID QUEUES
KRZYSZTOF DE¸BICKI AND PENG LIU
Abstract: This contribution investigates asymptotic properties of transient queue length process
Q(t) = max
(
Q(0) +X(t)− ct, sup
0≤s≤t
(X(t)−X(s)− c(t− s))
)
, t ≥ 0
in Gaussian fluid queueing model, where input process X is modeled by a centered Gaussian process with stationary
increments and c > 0 is the output rate. More specifically, under some mild conditions on X and Q(0) = x ≥ 0, the
exact asymptotics of
πx,Tu(u) = P (Q(Tu) > u) ,
as u→∞, is derived. The play between u and Tu leads to two qualitatively different regimes: (A) short-time horizon
when Tu is relatively small with respect to u; (B) moderate- or long-time horizon when Tu is asymptotically much
larger than u. As a by-product, some implications for the speed of convergence to stationarity of the considered model
are discussed.
Key Words: nonstationary queue; overflow probability; exact asymptotics; Gaussian process; generalized Pickands
constant; generalized Piterbarg constant.
AMS Classification: Primary 60G15; secondary 60G70, 60K25
1. Introduction
The analysis of queueing systems with Gaussian input attracted substantial interest in last years. The importance of
modelling input stream by a Gaussian process stems both from theory-oriented arguments, mainly based on central
limit theorem-type results applied to multiplexed input streams (see, e.g., [3, 24, 32, 33]) and applied-oriented approach
taking advantage of richness and flexibility of the class of Gaussian processes, allowing to model such phenomena as
long range dependence or self-similarity.
Consider queue fed by a Gaussian process with stationary increments X(t) and emptied at rate c > E {X(1)}. Having
the interpretation that, for s < t, X(t)−X(s) is the amount of traffic having entered to the system in time interval
[s, t), we define the buffer content process {Q(t), t ≥ 0} by
Q(t) = max
(
Q(0) +X(t)− ct, sup
0≤s≤t
(X(t)−X(s)− c(t− s))
)
, t ≥ 0.(1)
Vast majority of literature on properties of Q(t) deals with the steady-state solution of (1), which takes form
Q∗(t) = sup
−∞≤s≤t
(X(t)−X(s)− c(t− s)), t ≥ 0,(2)
with particular focus on the asymptotics of probability that the steady state buffer content exceeds high level u, that
is
π̂(u) := P (Q∗(0) > u) , u→∞,(3)
see [25, 19, 6, 20, 12] and references therein. We refer also to counterparts of (3) under many-source regime (e.g. [10]
or monograph [21]) and related recent results on asymptotics for extremes of γ−reflected Gaussian processes [4, 18].
Substantially less is known on nonstationary characteristics of the queue content process (1), in particular if Q(0) > 0.
In this case the system additionally depends on the initial queue content at time t = 0 and on time at which it is
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analyzed, leading to more complicated structure of the queue process, which makes the analysis of the distribution of
(1) much more difficult. More specifically, suppose that Q(0) = x ≥ 0 and rewrite (1) as
Q(t) = max
(
x+X(t)− ct, sup
0≤s≤t
(X(t)−X(s)− c(t− s))
)
, t ≥ 0.(4)
This contribution is devoted to the analysis of the exact asymptotics of the tail distribution of the nonstationary
workload Q(t) defined by (4) at time Tu, i.e.
πx,Tu(u) := P (Q(Tu) > u) , as u→∞.(5)
It appears that the play between x, Tu and X leads to several scenarios which can be grouped according to the relation
between Tu and u on: short-time and moderate- or long-time case. Then, within each of the above time-horizons, one
faces several types of the asymptotics. The results derived in this contribution complement findings obtained for the
stationary systems, see [25, 19, 20, 6, 12, 9] and extend results of [11], where (5) was considered for much simpler case
x = 0 and Tu = T > 0. The complexity of the derivations of main results of this contribution is substantially higher
than that of the corresponding proofs in the above papers. More specifically, with Ψ(·) being the tail distribution
function of a standard Gaussian random variable, using that
πx,Tu(u) = π0,Tu(u) + Ψ
(
u− x+ cTu
σ(Tu)
)
(6)
−P
(
X(Tu)− cTu > u− x, sup
0≤s≤Tu
(X(Tu)−X(s)− c(Tu − s)) > u
)
,
one can distinguish two scenarios. First, if π0,Tu(u) or Ψ
(
u−x+cTu
σ(Tu)
)
is asymptotically dominating, then by (6) it
determines the asymptotics of πx,Tu(u) as u → ∞. Utilizing that π0,Tu(u) = P
(
supt∈[0,Tu]X(t)− ct > u
)
, the main
idea of the proofs in this case is based on an extension of the double sum method, a technique which was originally
developed for the study of asymptotics of suprema of centered Gaussian processes; see e.g. [26, 27, 30] and monographs
[28, 29]. Second, when π0,Tu(u) is asymptotically of the same order as Ψ
(
u−x+cTu
σ(Tu)
)
, as u → ∞, then one needs an
independent approach that goes beyond the double sum method and leads to new types of asymptotics that are not
present in the literature on Gaussian extremes (see Section 3).
The model analyzed in this paper covers wide class of Gaussian inputs, including the celebrated fractional Brownian
motions and Gaussian integrated processes.
The derived results shed some light on important issues related to the speed of convergence to stationarity of the
queueing system in time; see [22] for works with fractional Brownian motion input. In particular, by comparing our
findings with their counterparts for the stationary model, we arrive at a finding that the system which starts off with
empty queue asymptotically (for large u) reaches the steady state asymptotics faster than the nonempty one.
A related problem that addresses transient properties of the buffer content process is the analysis of Q(T ) conditioned
by its initial content Q(0). We refer to [7], where the logarithmic asymptotics of P (Q∗(T ) > pu,Q∗(0) > qu) as u→∞,
for p, q > 0 was derived, giving some insight into the asymptotics of P (Q∗(T ) > pu|Q∗(0) > qu) for the stationary
buffer content process Q∗.
Organisation of the paper: Section 2 contains introduction of the model and the notation. The main results of the
paper are presented in Section 3. Section 4 is devoted to relation between (5) and (3). Some technical results that are
useful in the proofs are given in Section 5. Section 6 contains detailed proofs of the main results.
2. Model description and preliminary results
Let {X(t), t ≥ 0} be a Gaussian process with stationary increments, X(0) = 0 a.s. and variance function σ2(t). With
no loss of generality we assume that X(t) is centered, i.e. E {X(t)} ≡ 0, t ≥ 0. We suppose that
AI: σ2(t) ∼ A∞t2α∞ as t → ∞ with A∞ > 0, α∞ ∈ (0, 1). Further, σ2(t) is twice continuously differentiable on
(0,∞) with its first derivative σ˙2 and second derivative σ¨2 being ultimately monotone at ∞.
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AII σ2(t) ∼ A0t2α0 as t→ 0 with A0 > 0, α0 ∈ (0, 1].
We note that assumptions AI-AII cover all classical Gaussian input models considered in the literature, including
fractional Brownian motion X(t) = BH(t) (i.e. V ar(X(t)) = t
2H , with H ∈ (0, 1)), see [25, 19], and integrated
Gaussian inputs, where X(t) =
∫ t
0 Z(s)ds, with Z(t) being a centered stationary Gaussian process with covariance
function satisfying some standard conditions; see e.g. [6, 20, 12].
Following the introduction, we consider a queue fed by input process X(t) and emptied at a constant rate c > 0. The
queue content process Q(t), with x = Q(0) ≥ 0, is defined as in (4).
Due to (6), for the analysis of (5) it is convenient to start with detailed asymptotic analysis of π0,Tu(u) as u→∞.
Having that
π0,Tu(u) = P
(
sup
t∈[0,Tu]
X(t)− ct > u
)
= P
(
sup
t∈[0,Tu]
X(t)
u+ ct
> 1
)
,
function
m(u, t) := V ar−1/2
(
X(t)
u+ ct
)
=
u+ ct
σ(t)
(7)
will play crucial role in further analysis. Let
tu := argmin
t≥0
m(u, t)(8)
and observe that under AI-AII, as shown in Lemma 5.3, we have
t∗ := lim
u→∞
tu
u
=
α∞
c(1− α∞) .(9)
Next, we introduce
∆(u, s) =←−σ
(√
2σ2(s)
u+ cs
)
(10)
with ←−σ the asymptotic inverse function of σ. Moreover, we denote
A =
(
α∞
c(1− α∞)
)−α∞ 1
1− α∞ , B =
(
α∞
c(1− α∞)
)−α∞−2
α∞.(11)
Finally, we introduce constants that appear in the derived asymptotics. Let
HX [0, S] = E
{
esupt∈[0,S](
√
2X(t)−σ2(t))
}
, PfX [0, S] = E
{
esupt∈[0,S](
√
2X(t)−σ2(t)−f(t))
}
,
where X is a centered Gaussian process with stationary increments that satisfies AI-AII, f is a nonnegative function
over [0,∞) and S > 0. The generalized Pickands and Piterbarg constants are defined by
HX := lim
S→∞
HX [0, S]
S
, PfX := limS→∞P
f
X [0, S]
respectively. We refer to, e.g., [2, 4, 6, 16, 13, 14, 8, 15, 17, 23, 31] for the proof of existence and properties of (gener-
alized) Pickands and Piterbarg constants, simulation issues and their relations to max-stable processes. Additionally,
for a given nonnegative function f and a ≥ 0, let
Pf,aX [0, S] = E
{
emax(a,supt∈[0,S](
√
2X(t)−σ2X (t)−f(t)))
}
,
and
Pf,aX := limS→∞P
f,a
X [0, S].
These constants appear in the asymptotics of (5) for some scenarios considered in the next section. Note that, for any
S > 0,
Pf,aX [0, S] ≤ eaPfX [0, S].
This implies that if PfX <∞, then
Pf,aX ≤ eaPfX <∞.
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Let Φ(·) be the distribution function of a standard Gaussian random variable and we write f(u) ∼ g(u) to denote
the asymptotic equivalence limu→∞
f(u)
g(u) = 1. Before proceeding to main results of this paper that deal with the case
where Tu →∞, as u→∞, we provide a preliminary one that covers the easier case Tu = T > 0.
Proposition 2.1. Suppose that σ˙2(t) > 0 for t ∈ (0, T ] and AII holds. Then for T ∈ (0,∞) and x > 0, as u→∞,
πx,T (u) ∼ Ψ
(
u− x+ cT
σ(T )
)
.
The proof of Proposition 2.1 is deferred to Section 6. In next section we tacitly assume that Tu →∞, as u→∞.
3. Main results
The asymptotics of πx,Tu(u), as u→∞, strongly depends on the relation between Tu and u, leading to two separate
scenarios: i) short-time horizon and ii) moderate- or long-time horizon, which we analyze separately.
3.1. Short-time horizon. In this section we consider the case where Tu is relatively small with comparison to u.
More precisely, we suppose that Tu →∞, as u→∞, and
T1 limu→∞ Tuu = γ ∈ [0, t∗).
Let
ϕ := lim
u→∞
Tu
u1/(2α∞)
∈ [0,∞](12)
and define a family of Gaussian random processes {µϕ(t), t ∈ R}, where
µϕ(t) =

Bα0(t), if ϕ = 0
1+cγ√
2A∞ϕ2α∞
X
(←−σ (√2A∞ϕ2α∞1+cγ ) t) , if ϕ ∈ (0,∞)
Bα∞(t), if ϕ =∞.
(13)
Due to equation (6) it is convenient first to analyze the system that starts off with empty queue.
⋄ Case Q(0) = 0. In this scenario the asymptotic behaviour of Ω(u, Tu) as u→∞, where
Ω(u, t) :=
m2(u, t)∆(u, t)
t
, t > 0,(14)
leads to three qualitatively different cases.
Theorem 3.1. Suppose that Tu satisfies T1.
i) If limu→∞Ω(u, Tu) = 0, then
π0,Tu(u) ∼ HBα0
(
α∞ − cγ
1 + cγ
)−1
Ω−1(u, Tu)Ψ(m(u, Tu)).
ii) If limu→∞ Ω(u, Tu) = Ω∞ ∈ (0,∞), then
π0,Tu(u) ∼ P
Ω∞(α∞− cγ1+cγ )t
µϕ Ψ(m(u, Tu))
with ϕ ∈ [0,∞).
iii) If limu→∞Ω(u, Tu) =∞, then
π0,Tu(u) ∼ Ψ(m(u, Tu)).
⋄ Case Q(0) > 0. Now we analyze asymptotic properties of the system that starts off with nonempty queue; up to
the end of this subsection we tacitly suppose that x = Qx(0) > 0. In order to make the results of this case more
transparent, we present the derived asymptotics in the language of π0,Tu(u) and Ψ
(
u−x+cTu
σ(Tu)
)
respectively, which was
derived in previous section.
We begin with derivation of the asymptotics of πx,Tu(u), as u → ∞. Following observation (6), if one of terms
Ψ
(
u−x+cTu
σ(Tu)
)
or π0,Tu(u) is asymptotically dominant, then it rules the asymptotic behavior of πx,Tu(u). The situation
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when Ψ
(
u−x+cTu
σ(Tu)
)
= O(π0,Tu (u)) is particularly delicate. Its proof needs a case-specific analysis and leads to a
separate form of the asymptotics; see case ϕ ∈ (0,∞) in theorem below. We note that assumption T1 together with
ϕ ∈ (0,∞) implies that α∞ ≥ 1/2.
Theorem 3.2. Suppose that Tu satisfies T1.
i) If ϕ = 0, then
πx,Tu(u) ∼ Ψ
(
u− x+ cTu
σ(Tu)
)
.
ii)If ϕ ∈ (0,∞), then
πx,Tu(u) ∼
 Ψ
(
u−x+cTu
σ(Tu)
)
, if α∞ > 1/2
Pa2t,
√
2a1x
a1X
Ψ(m(u, Tu)), if α∞ = 1/2,
where
a1 =
1 + cϕ√
2A∞ϕ
, a2 =
(1 + cϕ)2
A∞ϕ2
(
α∞ − cϕ
1 + cϕ
)
.(15)
iii) If ϕ =∞, then
πx,Tu(u) ∼ π0,Tu(u).
We observe that, under T1 combined with ϕ =∞, by Theorem 3.2, the asymptotics of πx,Tu(u), as u → ∞, doesn’t
depend on the initial buffer content x.
3.2. Moderate- and long-time horizon. Now, let us proceed to the case that Tu is ”moderate” or ”large” with
comparison to u. To be more precise, in this section we suppose that
T2 limu→∞ Tu−tuuα∞ = ω ∈ (−∞,∞].
Recall that tu ∼ t∗u = α∞c(1−α∞)u, as u → ∞. We note that, if ω ∈ (−∞,∞), then Tu is asymptotically close to
tu (moderate-time horizon), while ω = ∞ deals with the case where Tu is relatively large with comparison to tu
(long-time horizon).
Let
ηα∞(t) =

Bα0(t), if α∞ < 1/2
1+ct∗√
2A∞t∗
X
(←−σ (√2A∞t∗1+ct∗ ) t) , if α∞ = 1/2
Bα∞(t), if α∞ > 1/2.
(16)
Analogously to the short-time horizon scenario investigated in Section 3.1, we separately consider the case of empty
and nonempty system at t = 0.
⋄ Case Q(0) = 0. We begin with the asymptotic analysis of π0,Tu(u) under T2.
Theorem 3.3. Suppose that Tu satisfies T2. Then
π0,Tu(u) ∼ Hηα∞
√
2Aπ
B
u
m(u, tu)∆(u, tu)
Φ
(√
B
AA∞
(1 + ct∗)ω
(t∗)α∞
)
Ψ(m(u, tu)).
⋄ Case Q(0) > 0. Up to the end of this section we suppose that the queue is nonempty at time t = 0, i.e. x = Qx(0) > 0.
It appears that, under T2, this scenario delivers qualitatively different types of the asymptotics than the case Q(0) = 0.
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Theorem 3.4. Suppose that Tu satisfies T2.
i) If α∞ < 1/2 and limu→∞ Tu−tu√u = ϑ ∈ [0,∞], then
πx,Tu(u) ∼

Ψ
(
u−x+cTu
σ(Tu)
)
, if ϑ <
√
2A
B (1− α∞)x,
Ψ
(
u−x+cTu
σ(Tu)
)
+ π0,Tu(u), if ϑ =
√
2A
B (1− α∞)x,
π0,Tu(u), if ϑ >
√
2A
B (1− α∞)x.
ii) If α∞ ≥ 1/2, then
πx,Tu(u) ∼ π0,Tu(u).
4. Speed of convergence to stationarity
This section is devoted to some remarks on the speed of convergence of the distribution of Q(Tu) with Q(0) = x ≥ 0 to
its stationary counterpart Q∗(0). Comparison of the results derived in Section 3 with asymptotics for the stationary
system given in [12] and [9] allows us to give some insight into this issues. Let π̂(u) := P (Q∗(0) > u) . Straightforward
combination of results in [12] with Theorem 3.3 and Theorem 3.4 leads to the following proposition.
Proposition 4.1. Suppose that Tu satisfies T2.
i) If Q(0) = 0, then
π0,Tu(u) ∼ Φ
(√
B
AA∞
(1 + ct∗)ω
(t∗)α∞
)
π̂(u).
ii) If Q(0) = x > 0, α∞ < 1/2 and lim supu→∞
Tu−tu√
u
<
√
2A
B (1− α∞)x, then
π̂(u) = o(πx,Tu(u)).
iii) If Q(0) = x > 0, α∞ < 1/2 and lim infu→∞ Tu−tu√u >
√
2A
B (1 − α∞)x, then
πx,Tu(u) ∼ π̂(u).
iv) If Q(0) = x > 0 and α∞ ≥ 1/2, then
πx,Tu(u) ∼ Φ
(√
B
AA∞
(1 + ct∗)ω
(t∗)α∞
)
π̂(u).
From the above proposition we see that for α∞ < 1/2, which corresponds to short-range dependent structure of the
input process X in the sense that
∑∞
k=1 Cov(X(k)−X(k− 1), X(1)) <∞, the system reaches stationary asymptotics
faster if it starts off with empty queue (i.e. Q(0) = 0) in comparison to nonempty system at time t = 0. For α∞ ≥ 1/2,
the initial content of the queue doesn’t influence the speed of convergence to the stationary asymptotics.
Remark 4.2. The case Q(0) = x > 0, α∞ < 1/2 and limu→∞ Tu−tu√u =
√
2A
B (1− α∞)x is sensitive to higher order
asymptotic expansion of Tu and tu, which needs additional knowledge on the asymptotics of σ
2(t). This leads to tedious
calculations which go beyond the setup of this contribution.
5. Auxiliary lemmas
In this section we display technical lemmas that will be helpful in the forthcoming proofs. In order to improve the
readability of proofs of the main results, we list the glossary of notation that we use in the proofs. We recall that
σ(t) =
√
V ar(X(t)), c is given in (4), and A0, A∞ and α0, α∞ are defined in AI-AII.
• ϕ = limu→∞ Tuu1/(2α∞)
• a1 = 1+cϕ√2A∞ϕ
• a2 = (1+cϕ)
2
A∞ϕ2
(
α∞ − cϕ1+cϕ
)
• A =
(
α∞
c(1−α∞)
)−α∞
1
1−α∞
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• B =
(
α∞
c(1−α∞)
)−α∞−2
α∞
• m(u, t) = V ar−1/2
(
X(t)
u+ct
)
= u+ctσ(t)
• tu = argmint≥0m(u, t)
• t∗ = α∞c(1−α∞)
• γ = limu→∞ Tuu
• ∆(u, s) =←−σ
(√
2σ2(s)
u+cs
)
• Ω(u, t) = m2(u,t)∆(u,t)t
• µϕ(t) =

Bα0(t), if ϕ = 0
1+cγ√
2A∞ϕ2α∞
X
(←−σ (√2A∞ϕ2α∞1+cγ ) t) , if ϕ ∈ (0,∞)
Bα∞(t), if ϕ =∞
• ηα∞(t) =

Bα0(t), if α∞ < 1/2
1+ct∗√
2A∞t∗
X
(←−σ (√2A∞t∗1+ct∗ ) t) , if α∞ = 1/2
Bα∞(t), if α∞ > 1/2
In the following lemma we give a version of Theorem 3.5 in [5].
Lemma 5.1. Let Xu(t), t ∈ [a(u), b(u)] with 0 ∈ [a(u), b(u)] be a family of centered continuous Gaussian processes
with variance function σ2u(t) satisfying, as u→∞,
σu(0) = 1, 1− σu(t) ∼ |t|
β
g(u)
, t ∈ [a(u), b(u)],(17)
with β > 0, limu→∞ g(u) =∞, limu→∞ |a(u)|
β+|b(u)|β
g(u) = 0, and correlation function satisfying
lim
u→∞
sup
s,t∈[a(u),b(u)],s6=t
∣∣∣∣∣∣n2(u)1− Corr(Xu(s), Xu(t))V ar(η(∆(u)|s−t|))V ar(η(∆(u))) − 1
∣∣∣∣∣∣ = 0,(18)
with limu→∞ n(u) = ∞ and limu→∞∆(u) = θ ∈ [0,∞], where η is a centered continuous Gaussian process with
stationary increments, η(0) = 0 and variance function satisfying AI-AII. Let
Vθ(t) =

Bα0(t), θ = 0
1√
V ar(η(θ))
η(θt), θ ∈ (0,∞)
Bα∞(t), θ =∞.
Suppose that limu→∞
n2(u)
g(u) = ν ∈ [0,∞].
i)If ν = 0 and limu→∞
(n(u))2/βa(u)
(g(u))1/β
= y1, limu→∞
(n(u))2/βb(u)
(g(u))1/β
= y2, limu→∞
(n(u))2/β(a2(u)+b2(u))
(g(u))2/β
= 0, with −∞ ≤
y1 < y2 ≤ ∞, then
P
(
sup
t∈[a(u),b(u)]
Xu(t) > n(u)
)
∼ HVθ
∫ y2
y1
e−|s|
β
ds
(
g(u)
n2(u)
)1/β
Ψ(n(u)).
ii) If ν ∈ (0,∞) and limu→∞ a(u) = a ∈ [−∞, 0], limu→∞ b(u) = b ∈ [0,∞], then
P
(
sup
t∈[a(u),b(u)]
Xu(t) > n(u)
)
∼ PhVθ [a, b]Ψ(n(u)),
where h(t) = ν|t|β.
iii) If ν =∞, then
P
(
sup
t∈[a(u),b(u)]
Xu(t) > n(u)
)
∼ Ψ(n(u)).
We next focus on the analysis of the behavior of variance and correlation functions of the related Gaussian processes
and Gaussian fields. Hereafter, let X := X√
V ar(X)
and denote by h˙ and h¨ the first and second derivative of twice
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continuously differentiable function h respectively. Furthermore, for X being a Gaussian processes with stationary
increments satisfying AI-AII, set
ru(s, t) = E
{
X(ut)
σ(ut)
X(us)
σ(us)
}
, s 6= t.(19)
Suppose for a while that T1 holds. Then
π0,Tu(u) = P
(
sup
t∈[0,Tu]
X(t)− ct > u
)
= P
(
sup
t∈[0,1]
X(Tut)− cTut > u
)
= P
(
sup
t∈[0,1]
X(Tut)
u+ cTut
> 1
)
= P
(
sup
t∈[0,1]
X(Tut)
u+ cTut
m(u, Tu) > m(u, Tu)
)
.(20)
Analogously, if T2 is satisfied, then
π0,Tu(u) = P
(
sup
t∈[0,Tu/u]
X(ut)
u(1 + ct)
m(u, tu) > m(u, tu)
)
.
Recall that t∗ = α∞c(1−α∞) and tu = argmint≥0m(u, t).
Lemma 5.2. i) Suppose that T1 and AI are satisfied. Then for u sufficiently large, the unique minimizer of m(u, ·)
over [0, Tu] is Tu. Moreover, for each u sufficiently large,
m(u, Tu)
m(u, Tut)
= 1− au(1− t)(1 + o(1)), t→ 1,
where au → α∞ − cγ1+cγ .
ii) Suppose that AI is satisfied. For u large enough tu is unique, and tu/u→ t∗, as u→∞, and m(u, ·) is increasing
over [tu,∞). Moreover, for each u sufficiently large,
m(u, tu)
m(u, ut)
= 1− bu(t− tu/u)2(1 + o(1)), t→ tu/u,
where bu → B2A with A,B defined in (11).
Proof of Lemma 5.2 Since the proofs of case i) and ii) are similar, we focus on detailed derivations only for case
i)(see also Lemma 3.3 in [9] for the proof of case ii)).
We first note that for u sufficiently large, the minimizer of m(u, ·) over [0, Tu] is larger than any positive constant T .
Thus we focus on the the interval [T, Tu]. Theorem 1.7.2 in [1] yields that
(σ˙(t))2 − σ¨(t)σ(t)
(σ˙(t))2
− 1 = − σ¨(t)
σ˙(t)
σ(t)
σ˙(t)
= −2σ
2(t)
tσ˙2(t)
(
tσ¨2(t)
σ˙2(t)
− tσ˙
2(t)
2σ2(t)
)
→ 1− α∞
α∞
> 0, t→∞,
which implies that σ(t)σ˙(t) − t is increasing on interval [T,∞] for T large enough. Further, Theorem 1.7.2 in [1] leads to,
for T sufficiently large and u→∞,
σ(t)
σ˙(t)
− t− u
c
≤ σ(Tu)
σ˙(Tu)
− Tu − u
c
=
u
c
(
σ(Tu)
Tuσ˙(Tu)
c
Tu
u
− cTu
u
− 1
)
∼ u
c
(
c(1 − α∞)
α∞
γ − 1
)
< 0, t ∈ [T, Tu],
and as t→∞,
σ˙(t) =
(
σ(t)
t
)(
tσ˙(t)
σ(t)
)
∼ α∞σ(t)
t
> 0.
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Therefore,
m˙(u, t) =
cσ(t) − σ˙(t)(u + ct)
σ2(t)
=
cσ˙(t)
σ2(t)
(
σ(t)
σ˙(t)
− t− u
c
)
< 0, t ∈ [T, Tu],
which implies that the minimum point is unique and equal to Tu. Moreover, by Theorem 1.7.2 and uniform convergence
theorem in [1] we have
1− m(u, Tu)
m(u, Tut)
= 1− σ(Tut)
σ(Tu)
u+ cTu
u+ cTut
∼ Tuσ˙(Tuθ)
σ(Tu)
(1− t) + 1− 1
1− cTu/u1+cTu/u (1 − t)
∼
(
α∞ − cγ
1 + cγ
)
(1 − t), t→ 1,
with θ ∈ (t, 1). This completes the proof. 
In the following lemma we derive asymptotic behaviour of ru(s, t) and rTu(s, t), needed while applying Lemma 5.1.
Lemma 5.3. Suppose that AI, AII hold. Then for any Tu →∞, δu → 0, as u→∞,
lim
u→∞
sup
s6=t,|t−tu/u|,|s−tu/u|<δu
∣∣∣∣∣∣1− ru(s, t)σ2(u|s−t|)2σ2(ut∗) − 1
∣∣∣∣∣∣ = 0,
and
lim
u→∞
sup
s6=t,s,t∈[1−δu,1]
∣∣∣∣∣∣1− rTu (s, t)σ2(Tu|s−t|)2σ2(Tu) − 1
∣∣∣∣∣∣ = 0.
In the next lemma we collect some asymptotics which will be helpful in the proofs.
Lemma 5.4. Let Qi > 0, i = 1, ..., 5 be some constants.
i) If T1 is satisfied then, as u→∞,
Ω(u, Tu) ∼

Q1
u
Tu
(
Tu
u1/(2α∞)
) 2(1−α0)α∞
α0 , ϕ = 0
Q2u
1−1/(2α∞), ϕ ∈ (0,∞)
Q3
u
Tu
(
Tu
u1/(2α∞)
)2(1−α∞)
, ϕ =∞.
ii) m(u,tu)∆(u,tu)u ∼ Q4
←−σ (u−1σ2(u))
σ(u) ∼ Q5uβ, as u→∞, with β < 0 defined by
β =

2α∞−1
α0
− α∞, if α∞ < 1/2
−α∞, if α∞ = 1/2
2α∞−1
α∞
− α∞, if α∞ > 1/2.
(21)
We conclude this section with the study of the limit of Ω(u, Tu), which determines the asymptotics for the short-time
horizon case.
Lemma 5.5. Assume that T1 is satisfied and ϕ ∈ [0,∞]. Then limu→∞Ω(u, Tu) exists and
i) if ϕ = 0, then limu→∞Ω(u, Tu) ∈ [0,∞];
ii) if ϕ ∈ (0,∞), then limu→∞ Ω(u, Tu) ∈ (0,∞];
iii) if ϕ =∞, then limu→∞ Ω(u, Tu) =∞.
The proofs of Lemmas 5.3-5.5 are standard but need some tedious calculations; thus we skip the proofs referring to
related derivations in, e.g., [9].
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6. Proofs of main results
In the rest of the paper, by Q,Qi, i = 1, 2, 3, . . . we denote some positive constants that may differ from line to line.
If multiple limits appear, we shall write fu(S, S1, ǫ) ∼ f∗(u), u→∞, S →∞, S1 →∞, ǫ→ 0 to mean that
lim
ǫ→0
lim
S1→∞
lim
S→∞
lim
u→∞
fu(S, S1, ǫ)
f∗(u)
= 1.
Let fλ(t) =
σ2(t)
tλ
, t > 0 with λ ∈ (0,min(2α0, 2α∞)). Following AI-AII, fλ is a regularly varying function at 0 and
∞ with index 2α0 − λ and 2α∞ − λ respectively. For any T > 0, by uniform convergence theorem, e.g. [1], we have
that
lim
u→∞
sup
t∈(0,T ]
∣∣∣∣fλ(ut)fλ(u) − t2α∞−λ
∣∣∣∣ = 0,
implying that for λ ∈ (0,min(2α0, 2α∞)) and u sufficiently large,
σ2(ut)
σ2(u)
=
fλ(ut)
fλ(u)
tλ ≤ 2T 2α∞−λtλ, t ∈ (0, T ].(22)
6.1. Proof of Proposition 2.1. Observe that
π0,T (u) = P
(
sup
0≤t≤T
X(t)
u+ ct
u+ cT
σ(T )
>
u+ cT
σ(T )
)
.
One can easily check that sup0≤t≤T V ar
(
X(t)
u+ct
u+cT
σ(T )
)
= 1. Moreover, by AII, there exists C > 0 such that for all
0 ≤ s ≤ t ≤ T and u > 1
(u + cT )2
σ2(T )
E
{(
X(t)
u+ ct
− X(s)
u+ cs
)2}
=
(u+ cT )2
σ2(T )
E
{(
X(t)−X(s)
u+ ct
+
c(s− t)X(s)
(u+ ct)(u+ cs)
)2}
≤ 2(u+ cT )
2
σ2(T )
(
σ2(|t− s|)
(u + ct)2
+
c2σ2(s)(t− s)2
(u + ct)2(u+ cs)2
)
≤ C|t− s|α0 .
Hence by Piterbarg inequality ( Theorem 8.1 in [28]), we have for u sufficiently large,
π0,T (u) ≤ Q
(
u+ cT
σ(T )
)2/α0
Ψ
(
u+ cT
σ(T )
)
,(23)
implying that, as u→∞,
π0,T (u) = o
(
Ψ
(
u− x+ cT
σ(T )
))
.
Thus in view of (6)
πx,T (u) ∼ Ψ
(
u− x+ cT
σ(T )
)
, u→∞.
This completes the proof. 
6.2. Proof of Theorem 3.1. The idea of the proof is based on the observation, by (20), that
Π1(u) ≤ π0,Tu(u) ≤ Π1(u) + Π2(u),(24)
where
Π1(u) = P
(
sup
t∈E(u)
X(Tut)
u+ cTut
m(u, Tu) > m(u, Tu)
)
, E(u) = [1− ((lnm(u, Tu))/m(u, Tu))2 , 1],
Π2(u) = P
(
sup
t∈[0,1]\E(u)
X(Tut)
u+ cTut
m(u, Tu) > m(u, Tu)
)
.
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In what follows, we shall derive the exact asymptotics of Π1(u) by applying Lemma 5.1 and then show that Π2(u) is
asymptotically negligible compared with Π1(u) as u→∞.
Analysis of Π1(u). In order to apply Lemma 5.1 , we rewrite
Π1(u) = P
(
sup
t∈[0,b(u)]
Xu(t) > m(u, Tu)
)
,
where
Xu(t) :=
X(Tu −∆(u, Tu)t)
u+ cTu − c∆(u, Tu)tm(u, Tu), t ∈ [0, b(u)], with b(u) = ((lnm(u, Tu))/m(u, Tu))
2 Tu
∆(u, Tu)
.
Let σu(t) =
√
V ar(Xu(t)), g(u) =
Tu
au∆(u,Tu)
, with au defined in Lemma 5.2.
In light of Lemma 5.2 combined with Lemma 5.3, we have
σu(0) = 1, 1− σu(t) ∼ t
g(u)
, t ∈ [0, b(u)], lim
u→∞ sups,t∈[0,b(u)],s6=t
∣∣∣∣∣∣m
2(u, Tu)(1 − Corr(Xu(s), Xu(t)))
σ2(∆(u,Tu)|s−t|)
σ2(∆(u,Tu))
− 1
∣∣∣∣∣∣ = 0.
Moreover,
ν = lim
u→∞
m2(u, Tu)
g(u)
=
(
α∞ − cγ
1 + cγ
)
lim
u→∞
Ω(u, Tu), lim
u→∞
g(u) = lim
u→∞
m(u, Tu) =∞, lim
u→∞
b(u)
g(u)
= 0.
Hence, if limu→∞Ω(u, Tu) = 0, then using that
y1 = 0, y2 = lim
u→∞
b(u)m2(u, Tu)
g(u)
=∞, lim
u→∞
(
b(u)
g(u)
)2
m2(u, Tu) = 0,
i) of Lemma 5.1 leads to, as u→∞,
Π1(u) ∼ HBα0
∫ y2
y1
e−tdt
(
α∞ − cγ
1 + cγ
)−1
Ω−1(u, Tu)Ψ(m(u, Tu))
∼ HBα0
∫ ∞
0
e−tdt
(
α∞ − cγ
1 + cγ
)−1
Ω−1(u, Tu)Ψ(m(u, Tu))
∼ HBα0
(
α∞ − cγ
1 + cγ
)−1
Ω−1(u, Tu)Ψ(m(u, Tu)).
If limu→∞ Ω(u, Tu) = limu→∞Ω∞ ∈ (0,∞), then ν =
(
α∞ − cγ1+cγ
)
Ω∞ and
lim
u→∞
∆(u, Tu) = lim
u→∞
←−σ
(√
2σ2(Tu)
u+ cTu
)
=
{
0, if ϕ = 0
←−σ (
√
2A∞ϕ
2α∞
1+cγ ), if ϕ ∈ (0,∞).
Note that due to Lemma 5.5, we can exclude case ϕ =∞. Thus, by case ii) in Lemma 5.1, we have
Π1(u) ∼ PΩ∞(α∞−
cγ
1+cγ )t
µϕ Ψ(m(u, Tu)).
If limu→∞Ω(u, Tu) =∞, in light of case iii) in Lemma 5.1, we have
Π1(u) ∼ Ψ(m(u, Tu)).
Analysis of Π2(u). Due to Lemma 5.2, we have
sup
t∈[0,1]\E(u)
V ar
(
X(Tut)
u+ cTut
m(u, Tu)
)
≤ 1−Q(m(u, Tu))−2(lnm(u, Tu))2.
Moreover, by (22) we have
E
{(
X(Tut)
u+ cTut
m(u, Tu)− X(Tus)
u+ cTus
m(u, Tu)
)2}
≤ Q
(
σ2(Tu|t− s|)
σ2(Tu)
+ |t− s|2
)
≤ Q|t− s|λ,
with 0 < λ < min(2α0, 2α∞). Thus, by Piterbarg inequality (Theorem 8.1 in [28]), we have
Π2(u) ≤ Q(m(u, Tu))2/λΨ
(
m(u, Tu)√
1−Q(m(u, Tu))−2(lnm(u, Tu))2
)
≤ Q(m(u, Tu))2/λe−Q(lnm(u,Tu))2Ψ(m(u, Tu)))
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= o (Π1(u)) , u→∞.
Hence, π0,Tu(u) ∼ Π1(u), as u→∞, which completes the proof. 
6.3. Proof of Theorem 3.2. Recall that
πx,Tu(u) = π0,Tu(u) + Ψ
(
u− x+ cTu
σ(Tu)
)
−P
(
X(Tu)− cTu > u− x, sup
0≤s≤Tu
(X(Tu)−X(s)− c(Tu − s)) > u
)
.(25)
Hence, if π0,Tu(u) or Ψ
(
u−x+cTu
σ(Tu)
)
is asymptotically dominating, then it determines the asymptotics of πx,Tu(u) as
u→∞. By Theorem 3.1, we have
π0,Tu(u)
Ψ
(
u−x+cTu
σ(Tu)
) ∼

HBα0
(
α∞ − cγ1+cγ
)−1
Ω−1(u, Tu)e
− u+cTu
σ2(Tu)
x
, if limu→∞Ω(u, Tu) = 0
PΩ∞(α∞−
cγ
1+cγ )t
µϕ e
− u+cTu
σ2(Tu)
x
, if limu→∞Ω(u, Tu) = Ω∞ ∈ (0,∞)
e
− u+cTu
σ2(Tu)
x
, if limu→∞ Ω(u, Tu) =∞.
(26)
We shall distinguish three cases related to the value of ϕ.
⋄ Case ϕ = 0. Observe that, for u sufficiently large,
u+ cTu
σ2(Tu)
≥ Q
(
Tu
u1/(2α∞)
)−2α∞
.
Moreover, for u sufficiently large, i) of Lemma 5.4 leads to
Ω−1(u, Tu) ≤ Q1Tu
u
(
Tu
u1/(2α∞)
)− 2(1−α0)α∞α0 ≤ Q1( Tu
u1/(2α∞)
)− 2(1−α0)α∞α0
.
The above implies that
e
− u+cTu
σ2(Tu)
x ≤ e−Q
(
Tu
u1/(2α∞)
)−2α∞
→ 0, u→∞,
and
Ω−1(u, Tu)e
− u+cTu
σ2(Tu)
x ≤ Q1
(
Tu
u1/(2α∞)
)− 2(1−α0)α∞α0
e
−Q
(
Tu
u1/(2α∞)
)−2α∞
→ 0, u→∞.
Hence, by (26), we have that
π0,Tu(u) = o
(
Ψ
(
u− x+ cTu
σ(Tu)
))
, u→∞,
which implies that πx,Tu ∼ Ψ
(
u−x+cTu
σ(Tu)
)
.
⋄ Case ϕ ∈ (0,∞). Note that
lim
u→∞
u+ cTu
σ2(Tu)
=
1 + cγ
A∞ϕ2α∞
∈ (0,∞)
and
lim
u→∞
Ω(u, Tu) ∈ (0,∞],
by Lemma 5.5. Thus (26) leads to
π0,Tu(u) = O
(
Ψ
(
u− x+ cTu
σ(Tu)
))
, u→∞.
Hence, this case needs another approach than applied in scenario ϕ = 0. We have Tu ∼ ϕu1/(2α∞) and limu→∞ Tuu < t∗,
so α∞ ≥ 1/2. Moreover, i) of Lemma 5.4 gives that
Ω(u, Tu) ∼ Q1u1−1/(2α∞), u→∞.
⋄ Subcase ϕ ∈ (0,∞), α∞ = 1/2. If α∞ = 1/2, then limu→∞Ω(u, Tu) = Ω∞ ∈ (0,∞). Recall that
πx,Tu = P
(
X(Tu)− cTu > u− x or sup
0≤s≤Tu
(X(Tu)−X(s)− c(Tu − s)) > u
)
,
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and observe that for any S > 0,
Π(1)x (u) ≤ πx,Tu(u) ≤ Π(1)x (u) + Π(2)(u),(27)
where
Π(1)x (u) = P
(
X(Tu)− cTu > u− x or sup
0≤s≤S
(X(Tu)−X(s)− c(Tu − s)) > u
)
,
Π(2)(u) = P
(
sup
S≤s≤Tu
(X(Tu)−X(s)− c(Tu − s)) > u
)
.
Next we shall first derive the exact asymptotics of Π
(1)
x (u) and then show that Π(2)(u) = o
(
Π
(1)
x (u)
)
as u→∞, S →∞.
Analysis of Π
(1)
x (u). The same transformation as given in (20) leads to
Π(1)x (u) = P
(
X(Tu) > u− x+ cTu or sup
t∈I0(u)
(
X(Tu)−X(Tut)
u+ cTu(1 − t)
)
m(u, Tu) > m(u, Tu)
)
, I0(u) =
[
0,
S
Tu
]
.
Using Lemma 5.2, we have for 0 < ǫ < α∞ − cγ1+cγ and u large enough,
Π1,+ǫx (u) ≤ Π(1)x (u) ≤ Π1,−ǫx (u)
with
Π1,±ǫx (u) = P
(
X(Tu) >
u− x+ cTu
σ(Tu)
or sup
t∈I0(u)
X(Tu)−X(Tut)
1 + (α∞ − cγ1+cγ ± ǫ)t
> m(u, Tu)
)
.
We first focus on Π1,−ǫx (u). Let
gu(w) := P
(
X(Tu) >
u− x+ cTu
σ(Tu)
or sup
t∈I0(u)
X(Tu)−X(Tut)
1 + (α∞ − cγ1+cγ − ǫ)t
> m(u, Tu)
∣∣∣X(Tu) = m(u, Tu)− w
m(u, Tu)
)
.
Then
Π1,−ǫx (u) =
1√
2πm(u, Tu)
e−
m2(u,Tu)
2
∫ ∞
−∞
e
w− w
m2(u,Tu) gu(w)dw.(28)
Notice that if w <
√
2a1x− ν with ν > 0 and a1 = 1+cϕ√2A∞ϕ , then for u sufficiently large,
m(u, Tu)− w
m(u, Tu)
>
u− x+ cTu
σ(Tu)
,
implying that gu(w) = 1. Analogously, if w >
√
2a1x+ ν with ν > 0, for u sufficiently large, then
m(u, Tu)− w
m(u, Tu)
<
u− x+ cTu
σ(Tu)
,
which means that gu(w) = P
(
supt∈I0(u)
X(Tu)−X(Tut)
1+(α∞− cγ1+cγ−ǫ)t > m(u, Tu)
∣∣∣X(Tu) = m(u, Tu)− wm(u,Tu)) .
In order to analyze the conditional process, let
Ru(s, t) = E
{
X(Tu)−X(s)
σ(Tu − s)
X(Tu)−X(t)
σ(Tu − t)
}
, s, t ∈ [0, S].
Then by Taylor formula we have
1−Ru(s, t) = σ
2(|t− s|)− (σ(Tu − t)− σ(Tu − s))2
2σ(Tu − t)σ(Tu − s)
=
σ2(|t− s|)− (σ˙(Tu − θ))2(t− s)2
2σ(Tu − t)σ(Tu − s) ,
where θ ∈ (s, t). Moreover, Theorem 1.7.2 in [1] yields that
σ˙(Tu − θ) ∼ α∞σ(Tu)
Tu
∼ α∞
√
A∞Tα∞−1u , u→∞,
and AII leads to
σ2(|t− s|) ≥ Q|t− s|2α0 , s 6= t, s, t ∈ [0, S].
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Hence
sup
s6=t,s,t∈[0,S]
(σ˙(Tu − θ))2(t− s)2
σ2(|t− s|) ≤ Q sups6=t,s,t∈[0,S]
T 2(α∞−1)u |t− s|2(1−α0) → 0, u→∞.
The above analysis implies that
1−Ru(s, t) ∼ σ
2(|t− s|)
2σ2(Tu)
, s, t ∈ [0, S], u→∞.(29)
Notice that
X(Tu)−X(t) =
(
X(Tu)−X(t)−Ru(0, t)X(Tu)
)
+Ru(0, t)X(Tu),
where X(Tu)−X(t)−Ru(0, t)X(Tu), t ∈ [0, S] is independent of X(Tu). Thus{
m(u, Tu)
X(Tu)−X(t)
1 + (α∞ − cγ1+cγ − ǫ)t/Tu
−m2(u, Tu) + w, t ∈ [0, S]
∣∣∣X(Tu) = m(u, Tu)− w
m(u, Tu)
}
d
=
{
Zu(t) + hu(w, t)
1 + (α∞ − cγ1+cγ − ǫ)t/Tu
, t ∈ [0, S]
}
,
where
Zu(t) = m(u, Tu)
(
X(Tu)−X(t)−Ru(0, t)X(Tu)
)
, t ∈ [0, S],
and
hu(w, t) = −m2(u, Tu)(1 −Ru(0, t))− m
2(u, Tu)
Tu
(
α∞ − cγ
1 + cγ
− ǫ
)
t
+w
(
1−Ru(0, t) +
α∞ − cγ1+cγ − ǫ
Tu
t
)
.(30)
It follows that
Cov(Zu(t), Zu(s)) = m
2(u, Tu)(Ru(s, t)−Ru(0, s)Ru(0, t))
= m2(u, Tu) ((1−Ru(0, s)) + (1−Ru(0, t))− (1−Ru(s, t)))
−m2(u, Tu)(1 −Ru(0, s))(1 −Ru(0, t)), s, t ∈ [0, S].
Using (29), we have that
lim
u→∞
m2(u, Tu)(1 −Ru(s, t)) = lim
u→∞
m2(u, Tu)
2σ2(Tu)
σ2(|t− s|) = a21σ2(|t− s|),
where a1 is defined in (15). Consequently,
lim
u→∞Cov(Zu(t), Zu(s)) = Cov(
√
2a1X(t),
√
2a1X(s)), s, t ∈ [0, S],(31)
and for each w ∈ R,
hu(w, t) → −a21σ2(t)− a2(ǫ)t,
uniformly with respect to t ∈ [0, S] with a2(ǫ) = (1+cϕ)
2
A∞ϕ2
(
α∞ − cϕ1+cϕ − ǫ
)
. Moreover, for u sufficiently large
E
{
(Zu(t)− Zu(s))2
}
≤ m2(u, Tu)
(
E
{(
X(Tu)−X(t)−X(Tu)−X(s)
)2}
+ (Ru(0, t)−Ru(0, s))2
)
≤ 4m2(u, Tu)(1 −Ru(s, t))
≤ Qσ2(|t− s|) ≤ Q|t− s|α0/2, s, t ∈ [0, S].(32)
Thus {Zu(t)+hu(w, t), t ∈ [0, S]} weakly converges to {
√
2a1X(t)−a21σ2(t)−a2(ǫ)t, t ∈ [0, S]}. Since 1+(α∞− cγ1+cγ −
ǫ)t/Tu uniformly converges to 1 with respect to t ∈ [0, S], then
{
Zu(t)+hu(w,t)
1+(α∞− cγ1+cγ−ǫ)t/Tu , t ∈ [0, S]
}
weakly converges to{√
2a1X(t)− a21σ2(t)− a2(ǫ)t, t ∈ [0, S]
}
, implying that, as u→∞,
gu(w)→ P
(
sup
t∈[0,S]
(√
2a1X(t)− a21σ2(t)− a2(ǫ)t
)
> w
)
:= g∞(w), w >
√
2a1x+ ν.
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Noting that for u large enough and w > 0
sup
t∈[0,S]
hu(w, t) ≤ w sup
t∈[0,S]
(
1−Ru(0, t) +
α∞ − cγ1+cγ − ǫ
Tu
t
)
≤ w/4,
it follows that for u large enough and w > 0
gu(w) = P
(
sup
t∈[0,S]
Zu(t) + hu(w, t)
1 + (α∞ − cγ1+cγ − ǫ)t/Tu
> w
)
≤ P
(
sup
t∈[0,S]
Zu(t) > w/2− sup
t∈[0,S]
hu(w, t)
)
≤ P
(
sup
t∈[0,S]
Zu(t) > w/4
)
.
Thus, in view of (31) and (32), by Piterbarg inequality (Theorem 8.1 in [28]) we have for w and u sufficiently large,
P
(
sup
t∈[0,S]
Zu(t) > w/4
)
≤ Qw4/α0Ψ
(
w
8a1σ(S)
)
.
Thus by Mills’ ratio we have that, for u sufficiently large and w >
√
2a1x+ ν,
gu(w) ≤ Qw4/α0Ψ
(
w
8a1σ(S)
)
≤ Q1w4/α0−1e
− w2
128a21σ
2(S) .(33)
Therefore the dominated convergence theorem leads to, as u→∞,∫ ∞
√
2a1x+ν
e
w− w
m2(u,Tu) gu(w)dw →
∫ ∞
√
2a1x+ν
ewg∞(w)dw.
Moreover, ∫ √2a1x−ν
−∞
e
w− w
m2(u,Tu) gu(w)dw →
∫ √2a1x−ν
−∞
ewdw, u→∞,
and for u sufficiently large, ∫ √2a1x+ν
√
2a1x−ν
e
w− w
m2(u,Tu) gu(w)dw ≤ 2νe
√
2a1x+ν .
Hence, due to (28),
lim
ν→0
lim sup
u→∞
Π1,−ǫx (u)
Ψ(m(u, Tu))
=
∫ √2a1x
−∞
ewdw +
∫ ∞
√
2a1x
ewg∞(w)dw = Pa2(ǫ)t,
√
2a1x
a1X
[0, S].
Similarly,
lim inf
u→∞
Π1,+ǫx (u)
Ψ(m(u, Tu))
= Pa2(−ǫ)t,
√
2a1x
a1X
[0, S].
Thus, letting ǫ→ 0,
lim
u→∞
Π
(1)
x (u)
Ψ(m(u, Tu))
= Pa2t,
√
2a1x
a1X
[0, S],(34)
with a2 =
(1+cϕ)2
A∞ϕ2
(
α∞ − cϕ1+cϕ
)
.
Analysis of Π(2)(u). It follows from ii) of Theorem 3.1 that
Π(2)(u) = P
(
sup
t∈[0,Tu−S]
X(t)− ct > u
)
∼ PΩ∞(α∞−
cϕ
1+cϕ )t
µϕ Ψ(m(u, Tu − S)).
By i) of Lemma 5.2 we have that
m(u, Tu − S)
m(u, Tu)
= 1 + au
S
Tu
(1 + o(1)).(35)
Then
Π(2)(u) ∼ PΩ∞(α∞−
cϕ
1+cϕ )t
µϕ Ψ(m(u, Tu))e
−m2(u,Tu)2
(
m2(u,Tu−S)
m2(u,Tu)
−1
)
∼ PΩ∞(α∞−
cϕ
1+cϕ )t
µϕ Ψ(m(u, Tu))e
−a2S , u→∞.(36)
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In order to complete the proof of this subcase, we note that combination of (27), (34) and (36) leads to
Pa2t,
√
2a1x
a1X
[0, S] ≤ lim inf
u→∞
πx,Tu(u)
Ψ(m(u, Tu))
≤ lim sup
u→∞
πx,Tu(u)
Ψ(m(u, Tu))
≤ Pa2t,
√
2a1x
a1X
[0, S] + PΩ∞(α∞−
cϕ
1+cϕ )t
µϕ e
−a2S .
Since
lim
S→∞
Pa2t,
√
2a1x
a1X
[0, S] ≤ lim
S→∞
Pa2ta1X [0, S] + e
√
2a1x <∞,
which gives the finiteness of the constant, then letting S →∞ in the above inequalities, we derive
πx,Tu(u) ∼ Pa2t,
√
2a1x
a1X
Ψ(m(u, Tu)), u→∞.
⋄ Subcase ϕ ∈ (0,∞), α∞ > 1/2. Observe that
P
(
X(Tu)− cTu > u− x, sup
0≤s≤Tu
(X(Tu)−X(s)− c(Tu − s)) > u
)
≥ P (X(Tu)− cTu > u− x,X(Tu)− cTu > u) = Ψ(m(u, Tu)).(37)
Therefore, in view of (25),
Ψ
(
u− x+ cTu
σ(Tu)
)
≤ πx,Tu(u) ≤ π0,Tu(u) + Ψ
(
u− x+ cTu
σ(Tu)
)
−Ψ(m(u, Tu)).(38)
By (26) and the fact limu→∞ Ω(u, Tu) =∞, in this subcase we have
π0,Tu(u) ∼ Ψ(m(u, Tu)) ∼ e−
x
A∞ϕ
2α∞ Ψ
(
u− x+ cTu
σ(Tu)
)
, u→∞.
which together with (38) gives that
πx,Tu(u) ∼ Ψ
(
u− x+ cTu
σ(Tu)
)
.
⋄ Case ϕ =∞. By the fact that limu→∞ Ω(u, Tu) =∞ and (26), we have
π0,Tu(u) ∼ Ψ(m(u, Tu)) ∼ Ψ
(
u+ cTu − x
σ(Tu)
)
u→∞.
Using the same arguments as given in (37)-(38), we derive
πx,Tu(u) ∼ Ψ
(
u− x+ cTu
σ(Tu)
)
.
This completes the proof. 
6.4. Proof of Theorem 3.3. Let
Yu(t) =
X(ut)
u(1 + ct)
m(u, tu), E2(u) = [tu/u− lnm(u, tu)/m(u, tu), tu/u+ lnm(u, tu)/m(u, tu)] ∩ [0, Tu/u].
Then
Π3(u) ≤ π0,Tu(u) ≤ Π3(u) + Π4(u),(39)
where
Π3(u) = P
(
sup
t∈E2(u)
Yu(t) > m(u, tu)
)
, Π4(u) = P
(
sup
t∈[0,Tu/u]\E2(u)
Yu(t) > m(u, tu)
)
.(40)
In the rest of the proof we shall derive the exact asymptotics of Π3(u).Then we show that Π4(u) = o(Π3(u)) as u→∞.
We distinguish two cases: w ∈ (−∞,∞) and w =∞.
⋄ Case w ∈ (−∞,∞) .
Analysis of Π3(u). In order to derive the asymptotics of Π3(u), it suffices to check the assumptions of Lemma 5.1.
For this, we observe that
Π3(u) = P
(
sup
t∈[a(u),b(u)]
Yu
(
tu
u
+
∆(u, tu)t
u
)
> m(u, tu)
)
, t ∈ [a(u), b(u)],
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with a(u) = − u lnm(u,tu)∆(u,tu)m(u,tu) , b(u) = min
(
−a(u), Tu−tu∆(u,tu)
)
. Moreover, let σu(t) =
√
V ar
(
Yu
(
tu
u +
∆(u,tu)t
u
))
and
g(u) = u
2
bu(∆(u,tu))2
with bu defined in Lemma 5.2.
In light of Lemma 5.2 and Lemma 5.3, we have σu(0) = 1, 1− σu(t) ∼ t2g(u) , t ∈ [a(u), b(u)], and
lim
u→∞ sups,t∈[a(u),b(u)],s6=t
∣∣∣∣∣∣
m2(u, tu)
(
1− Corr
(
Yu
(
tu
u +
∆(u,tu)t
u
)
, Yu
(
tu
u +
∆(u,tu)t
u
)))
σ2(∆(u,tu)|s−t|)
σ2(∆(u,tu))
− 1
∣∣∣∣∣∣ = 0.
By ii) of Lemma 5.4, we have
lim
u→∞
m2(u, tu)
g(u)
= lim
u→∞
Q
(
m(u, tu)∆(u, tu)
u
)2
= 0.
Moreover,
lim
u→∞
g(u) =∞, lim
u→∞
a2(u) + b2(u)
g(u)
= 0, lim
u→∞
a2(u) + b2(u)
g(u)
m(u, tu) = 0,
y1 = lim
u→∞
a(u)m(u, tu)√
g(u)
= −∞, y2 = lim
u→∞
b(u)m(u, tu)√
g(u)
= lim
u→∞
Tu − tu√
b−1u A∞tα∞u
u+ ctu
u
=
√
B
2AA∞
(1 + ct∗)w
(t∗)α∞
.
Therefore by i) of Lemma 5.1 we have
Π3(u) ∼ Hηα∞
∫ y2
y1
e−s
2
ds
√
g(u)
m(u, tu)
Ψ(m(u, tu))
∼ Hηα∞
∫ √ B
2AA∞
(1+ct∗)w
(t∗)α∞
−∞
e−s
2
ds
√
g(u)
m(u, tu)
Ψ(m(u, tu))
∼ Hηα∞Φ
(√
B
AA∞
(1 + ct∗)w
(t∗)α∞
)√
2Aπ
B
u
m(u, tu)∆(u, tu)
Ψ(m(u, tu)).
Analysis of Π4(u). It follows from ii) of Lemma 5.2 that, for u sufficiently large,
sup
t∈[0,Tu/u]\E2(u)
V ar (Yu(t)) ≤ 1− B
4A
m−2(u, tu) (lnm(u, tu))
2
.
Moreover, by (22)
E
{
(Yu(t)− Yu(s))2
}
≤ Q
(
σ2(u|t− s|)
σ2(u)
+ |t− s|2
)
≤ Q|t− s|λ, s, t ∈ [0, Tu/u]
with 0 < λ < min(2α0, 2α∞). Applying Piterbarg inequality (Theorem 8.1 in [28]), we have, as u→∞,
Π4(u) ≤ Q(m(u, tu))2/λΨ
(
m(u, tu)√
1−Qm−2(u, tu)(lnm(u, tu))2
)
= o(Π3(u)).(41)
Hence
π0,Tu(u) ∼ Π3(u), u→∞.
⋄ Case w =∞.
Analysis of Π3(u). Following the same arguments as given for the case w ∈ (−∞,∞), we have that
Π3(u) ∼ Hηα∞
√
2Aπ
B
u
m(u, tu)∆(u, tu)
Ψ(m(u, tu)), u→∞.
Analysis of Π4(u). Observe that
Π4(u) ≤ P
(
sup
t∈[0,M ]\E0(u)
Yu(t) > m(u, tu)
)
+ P
(
sup
t∈[M,∞)
Yu(t) > m(u, tu)
)
=: p1(u) + p2(u)
with E0(u) = [tu − lnm(u, tu)/m(u, tu), tu + lnm(u, tu)/m(u, tu)], M ∈ N and M sufficiently large. By the same
arguments as given in (41), we have that p1(u) = o(Π3(u)), u→∞. Moreover,
p2(u) ≤
∞∑
k=M
P
(
sup
t∈[k,k+1]
Yu(t) > m(u, tu)
)
.
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In order to bound the above sum, we shall apply Piterbarg inequality in [28] for which we observe that by Potter’s
theorem (see, e.g., [1]), we have
sup
t∈[k,k+1]
√
V ar (Yu(t))
2
= sup
t∈[k,k+1]
σ(ut)
σ(tu)
1 + ctu
1 + ct
≤ sup
t∈[k,k+1]
Q
(
t
t∗
)α∞+ǫ 1 + ctu
1 + ct
≤ Qkα∞−1+ǫ
with 0 < ǫ < 1− α∞. Additionally, by (22), we have for s, t ∈ [k, k + 1] with k ≥M ,
E
{
(Yu(t)− Yu(s))2
}
≤ Q
(
σ2(u|t− s|)
σ2(u)
+ |t− s|2
)
≤ Q|t− s|λ
with 0 < λ < min(2α0, 2α∞). Thus in light of Piterbarg inequality in [28], we have, for M sufficiently large,
p2(u) ≤
∞∑
k=M
Q (m(u, tu))
2/λ
Ψ
(
m(u, tu)
Qkα∞−1+ǫ
)
≤ Q (m(u, tu))2/λΨ
(
m(u, tu)
Q1Mα∞−1+ǫ
)
= o(Π3(u)), u→∞.
Consequently, for M sufficiently large, Π4(u) = o(Π3(u)), u→∞. Thus, by (39),
π0,Tu(u) ∼ Hηα∞
√
2Aπ
B
u
m(u, tu)∆(u, tu)
Ψ(m(u, tu)), u→∞.
This completes the proof. 
6.5. Proof of Theorem 3.4. Recall that
πx,Tu(u) = π0,Tu(u) + Ψ
(
u− x+ cTu
σ(Tu)
)
−P
(
X(Tu)− cTu > u− x, sup
0≤s≤Tu
(X(Tu)−X(s)− c(Tu − s)) > u
)
.(42)
The strategy of the proof is the same as used in the proof of Theorem 3.2, i.e., if π0,Tu(u) or Ψ
(
u−x+cTu
σ(Tu)
)
is
asymptotically dominating, then it determines the asymptotics of πx,Tu(u) as u → ∞. Thus we mostly focus on
scenario when this reduction doesn’t hold. We next provide separate proofs for α∞ < 1/2 and α∞ ≥ 1/2.
⋄ Case α∞ < 1/2. For this case, we distinguish three scenarios.
⋄ Subcase α∞ < 1/2, lim supu→∞ Tu−tu√u <
√
2A
B (1− α∞)x. We shall prove that π0,Tu(u) = o
(
Ψ
(
u−x+cTu
σ(Tu)
))
as u→
∞. By Theorem 3.3 and ii) of Lemma 5.4, we have
π0,Tu(u)
Ψ
(
u−x+cTu
σ(Tu)
) ∼ Qu−βe 12 (m2(u,Tu)−m2(u,tu))− u+cTuσ2(Tu)x
∼ Qe
u+cTu
σ2(Tu)
(
σ2(Tu)
2(u+cTu)
(m2(u,Tu)−m2(u,tu))−β σ
2(Tu)
u+cTu
lnu−x
)
,(43)
with β defined in (21). ii) of Lemma 5.2 yields that there exists a sufficiently small ǫ > 0 such that
σ2(Tu)
2(u+ cTu)
(
m2(u, Tu)−m2(u, tu)
)
=
σ2(Tu)
2(u+ cTu)
m2(u, Tu)
(
1− m
2(u, tu)
m2(u, Tu)
)
∼ u
2(1− α∞)
(
1− m
2(u, tu)
m2(u, Tu)
)
∼ B
2A(1− α∞)
(
Tu − tu√
u
)2
< x− ǫ, u→∞.(44)
Moreover,
σ2(Tu)
u+ cTu
lnu ∼ Qu2α∞−1 lnu→ 0,(45)
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and
u+ cTu
σ2(Tu)
∼ Qu1−2α∞ →∞.(46)
Consequently,
π0,Tu(u)
Ψ
(
u−x+cTu
σ(Tu)
) ≤ Qe−ǫ u+cTuσ2(Tu) → 0, u→∞,
which establishes the claim.
⋄ Subcase α∞ < 1/2, limu→∞ Tu−tu√u =
√
2A
B (1− α∞)x. Since for this case the above proof doesn’t work we shall prove
that
P
(
X(Tu)− cTu > u− x, sup
0≤s≤Tu
(X(Tu)−X(s)− c(Tu − s)) > u
)
is negligible compared with π0,Tu(u) + Ψ
(
u−x+cTu
σ(Tu)
)
, which by (42) gives that πx,Tu(u) ∼ π0,Tu(u) + Ψ
(
u−x+cTu
σ(Tu)
)
as
u→∞. We begin with observation that for each y > 0,
P
(
X(Tu)− cTu > u− x, sup
0≤s≤Tu
(X(Tu)−X(s)− c(Tu − s)) > u
)
= P
(
X(Tu) > m(u − x, Tu), sup
0≤s≤Tu
(X(s)− cs) > u
)
≤ Π5(u, y) + Π6(u, y),
where
Π5(u, y) = P
(
sup
s∈[0,Tu/u]\[tu/u−y/m(u,tu),tu/u+y/m(u,tu)]
(X(us)− cus) > u
)
,
and
Π6(u, y) = P
(
X(Tu) > m(u− x, Tu), sup
|s−tu/u|≤y/m(u,tu)
X(us) > m(u, tu)
)
.
Analysis of Π5(u, y). Observe that
Π5(u, y) ≤ P
(
sup
s∈[tu+yu/m(u,tu),Tu]
(X(s)− cs) > u
)
+ P
(
sup
s∈[0,tu−yu/m(u,tu)]
(X(s)− cs) > u
)
.
Due to the fact that limu→∞ uym(u,tu)uα∞ =
y
√
A∞(t
∗)α∞
1+ct∗ , by Theorem 3.3, we have
P
(
sup
s∈[0,tu−yu/m(u,tu)]
(X(s)− cs) > u
)
∼ Φ(−
√
BA−1y)π0,Tu(u), u→∞.
Following the same arguments as given in the proof of Theorem 3.3 for w =∞, we derive that
P
(
sup
s∈[tu+yu/m(u,tu),Tu]
(X(s)− cs) > u
)
∼
(
1− Φ(
√
BA−1y)
)
π0,Tu(u), u→∞.
Thus
lim sup
u→∞
Π5(u, y)
π0,Tu(u)
≤ 2
(
1− Φ(
√
BA−1y)
)
.
Analysis of Π6(u, y). We have
Π6(u, y) ≤ P
(
sup
|s−tu/u|≤y/m(u,tu)
(
X(us) +X(Tu)
)
> m(u, tu) +m(u− x, Tu)
)
.
By the fact that limu→∞ Tu−tu√u =
√
2A
B (1 − α∞)x, we have for u sufficiently large,
inf
s∈[tu/u−y/m(u,tu),tu/u+y/m(u,tu)]
|Tu − us| ≥ Tu − tu − yu/m(u, tu) ≥
√
A
B
(1− α∞)xu,
which together with Lemma 5.3 implies that
2 ≤ V ar (X(us) +X(Tu)) = 4− 2(1− ru(s, Tu/u))
≤ 4−Qσ
2(|Tu − us|)
σ2(tu)
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≤ 4−Q σ
2(|Tu − us|)
σ2(∆(u, tu))m2(u, tu)
≤ 4−Q σ
2(
√
u)
σ2(∆(u, tu))m2(u, tu)
for all s ∈ [tu/u − y/m(u, tu), tu/u + y/m(u, tu)]. Moreover, for s, t ∈ [tu/u − y/m(u, tu), tu/u + y/m(u, tu)] and u
large enough
1− Corr(X(us) +X(Tu), X(ut) +X(Tu)) ≤ V ar(X(us)−X(ut))
2
√
V ar
(
X(us) +X(Tu)
)
V ar
(
X(ut) +X(Tu)
)
≤ 1− ru(s, t)
2
≤ Cσ
2(u|s− t|)
σ2(ut∗)
,
with C > 0 a fixed constant. By AII, there exists a constant C1 > 0 such that for u sufficiently large,
σ2(u|s− t|)
σ2(ut∗)
=
σ2(∆(u, tu)|u(s− t)/∆(u, tu)|)
σ2(∆(u, tu))
σ2(∆(u, tu))
σ2(ut∗)
≤ C1
∣∣∣ u∆(u,tu) (s− t)∣∣∣α0/2
m2(u, tu)
for s, t ∈ Jk(u) := [tu/u + k∆(u, tu)/u, tu/u + (k + 1)∆(u, tu)/u] with k ∈ K := {k : Jk(u) ∩ [tu/u− y/m(u, tu), tu +
y/m(u, tu)] 6= ∅}. Let Zu(t) be a family of stationary Gaussian processes with continuous trajectories, unit variances
and correlations satisfying
Corr(Zu(t), Zu(s)) = e
−2CC1( u∆(u,tu))
α0/2 |t−s|
α0/2
m2(u,tu) .
Thus by Slepian’s inequality and Lemma 6.1 in [28] we have
Π6(u, y) ≤
∑
k∈K
P
 sup
s∈Jk(u)
X(us) +X(Tu) >
m(u, tu) +m(u− x, Tu)√
4−Q σ2(
√
u)
σ2(∆(u,tu))m2(u,tu)

≤
∑
k∈K
P
 sup
s∈Jk(u)
Zu(s) >
m(u, tu) +m(u− x, Tu)√
4−Q σ2(
√
u)
σ2(∆(u,tu))m2(u,tu)

≤ Q u
m(u, tu)∆(u, tu)
P
 sup
s∈J0(u)
Zu(s) >
m(u, tu) +m(u− x, Tu)√
4−Q σ2(
√
u)
σ2(∆(u,tu))m2(u,tu)

≤ Q u
m(u, tu)∆(u, tu)
Ψ
 m(u, tu) +m(u− x, Tu)√
4−Q σ2(
√
u)
σ2(∆(u,tu))m2(u,tu)
 (1 + o(1)), u→∞,
which implies that for u large enough,
Π6(u, y)
π0,Tu(u)
≤ Q1 exp
− (m(u, tu) +m(u− x, Tu))2
8− 2Q σ2(
√
u)
σ2(∆(u,tu))m2(u,tu)
+
m2(u, tu)
2

≤ Q1 exp
(
− (m(u, tu) +m(u− x, Tu))
2
8
−Q2 σ
2(
√
u)
σ2(∆(u, tu))
+
m2(u, tu)
2
)
≤ Q1 exp
(
m2(u, tu)
2
(
1− 1
4
(
1 +
m(u− x, Tu)
m(u, tu)
)2
− 2Q2 σ
2(
√
u)
σ2(∆(u, tu))m2(u, tu)
))
.
By ii) in Lemma 5.2, we have
1− 1
4
(
1 +
m(u− x, Tu)
m(u, tu)
)2
∼ 1− m(u− x, Tu)
m(u, tu)
= 1− m(u, Tu)
m(u, tu)
+
x
m(u, tu)σ(Tu)
∼ − B
2A
(
Tu − tu
u
)2
(1 + o(1)) +
x
u(1 + ct∗)
(1 + o(1)) = O(u−1), u→∞.
Moreover,
σ2(
√
u)
σ2(∆(u, tu))m2(u, tu)
∼ Q3u−α∞ .
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Hence, as u→∞,
Π6(u, y)
π0,Tu(u)
≤ Q4e−Q5m2(u,tu)u−α∞ ∼ Q4e−Q5u2−3α∞ → 0.
Consequently,
lim
y→∞
lim sup
u→∞
Π5(u, y) + Π6(u, y)
π0,Tu(u)
= 0,
implying that
P
(
X(Tu) > m(u− x, Tu), sup
0≤s≤Tu
(X(s)− cs) > u
)
= o(π0,Tu(u)).
Thus in view of (42), we have
πx,Tu(u) ∼ π0,Tu(u) + Ψ
(
u− x+ cTu
σ(Tu)
)
, u→∞.
⋄ Subcase α∞ < 1/2, lim infu→∞ Tu−tu√u >
√
2A
B (1 − α∞)x. First we consider special Tu with
T ∗u (y) = tu +
√
2A
B
(1 − α∞)uy, with y > x
to prove that Ψ
(
u−x+cT∗u (y)
σ(T∗u (y))
)
= o
(
π0,T∗u (y)(u)
)
as u → ∞ and then by using the monotonicity of Ψ
(
u−x+cTu
σ(Tu)
)
with
respect to Tu we extend this result to all Tu considered.
Let us first consider the case for Tu = T
∗
u (y). From (44), there exists ǫ > 0 such that for u sufficiently large,
σ2(T ∗u (y))
2(u+ cT ∗u (y))
(
m2(u, Tu)−m2(u, tu)
) ∼ B
2A(1− α∞)u
−1(T ∗u (y)− tu)2 > x+ ǫ
which combined with (43), (45) and (46) leads to, for any y > x,
Ψ
(
u− x+ cT ∗u (y)
σ(T ∗u (y))
)
= o
(
π0,T∗u (y)(u)
)
, u→∞.(47)
Next we show the monotonicity of Ψ
(
u−x+cTu
σ(Tu)
)
with respect to Tu sufficiently large. Let tu−x denote the maximizer
of m(u−x, ·) over (0,∞). Then by ii) in Lemma 5.2, m(u−x, ·) is increasing over [tu−x,∞). Moreover, one can check
that tu − tu−x → t∗x as u→∞. Therefore, m(u− x, ·) is increasing over [tu +
√
b−1(1 − α∞)uy,∞) with y ∈ (x,∞).
Note that for each Tu satisfying lim infu→∞ Tu−tu√u >
√
2A
B (1− α∞)x, there exists y ∈ (x,∞) such that for u large
enough Tu ≥ T ∗u (y). Thus by the monotonicity of m(u− x, ·), we have that
Ψ (m(u− x, Tu)) ≤ Ψ(m(u− x, σ(T ∗u (y)))) .(48)
By (47)-(48) and the fact for any y > 0
π0,T∗u (y)(u) ∼ π0,Tu(u), u→∞,
we have
Ψ (m(u− x, Tu)) = o (π0,Tu(u)) , u→∞.
Hence, πx,Tu(u) ∼ π0,Tu(u), as u→∞.
⋄ Case α∞ ≥ 1/2.
We have
Ψ
(
u− x+ cTu
σ(Tu)
)
∼ Ψ
(
u+ cTu
σ(Tu)
)
e
(u+cTu)x
σ2(Tu) ∼ QΨ
(
u+ cTu
σ(Tu)
)
, u→∞.
Hence by Theorem 3.3 we have that
π0,Tu(u)
Ψ(m(u− x, Tu)) ∼ Q1
Ψ(m(u, tu))
Ψ (m(u, Tu))
u
m(u, tu)∆(u, tu)
, u→∞.
By definition of tu, we have m(u, tu) ≤ m(u, Tu), which implies that for any u > 0
Ψ(m(u, tu))
Ψ (m(u, Tu))
≥ 1.
Moreover, by ii) of Lemma 5.4,
u
m(u, tu)∆(u, tu)
∼ Q2u−β →∞, u→∞,
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where β < 0. The above implies that
Ψ(m(u− x, Tu)) = o (π0,Tu(u)) , u→∞.
Hence, πx,Tu(u) ∼ π0,Tu(u), as u→∞, which completes the proof. 
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