It is widely accepted that tagging text with semantic information would improve the quality of lexical learning in corpus-based NLP methods. However available on-line taxonomies are rather entangled and introduce an unnecessary level of ambiguity. The noise produced by the redundant number of tags often overrides the advantage of semantic tagging. In this paper we propose an automatic method to select from WordNet a subset of domain-appropriate categories that effectively reduce the overambiguity of WordNet, and help at identifying and categorise relevant language patterns in a more compact way. The method is evaluated against a manually tagged corpus, SEMCOR.
Introduction
It is well known that statistically-based approaches to lexical knowledge acquisition are faced with the problem of low counts. Many language patterns (from simple cooccurrences to more complex syntactic associations among words) occur very rarely, or are never encountered, in the learning corpus. Since rare patterns are the majority, the quality and coverage of lexical learning may result severely affected. The obvious strategy to reduce this problem is to generalise word patterns according to some clustering techniques. In the literature, two generalisation strategies have been adopted:
Distributional approaches: Several papers adopt distributional techniques to identify clusters of words according to some defined measure of similarity. Among these, in (Grishman and Sterling, 1994) a method is proposed to cluster syntactic triples, while in (Pereira and Tishby 1992, 1993) , (Dagan et al., 1994) pure bigrams are analysed. The most intuitive evaluation of the effectiveness of distributional approaches to the problem of word generalization is presented in (Grishman and Sterling, 1994) . In this paper it is argued that distributional (called also smoothing) techniques introduce a certain degree of additional error, because co-occurrences may be erroneously conflated in a cluster, and some of the co-occurrences being generalized are themselves incorrect. In general the effect is a higher recall at the price of a lower precision. Another drawback of these methods is that, since clusters have only a numeric description, they are often hard to evaluate on a linguistic ground.
Semantic tagging: Another adopted solution is to gener-alise the observed word patterns by grouping patterns in which words have the same semantic tag. Semantic tags are assigned from on-line thesaura like WordNet (Basili et al, 1996) (Resnik, 1995) , Roget's categories (Yarowsky 1992) (Chen and Chen, 1996) , the Japanese BGH (Utsuro et al, 1993) , or assigned manually (Basili et al, 1992) 1. The obvious advantage of semantic tags is that words are clustered according to an intuitive principle (they belong to the same concept) rather than to some probabilistic measure. Semantic tagging has been proven useful for learning and categorising interesting relations among words, and for systematic lexical learning in sublanguages, as shown in (Basili et al, 1996) and (Basili et al, 1996b) . On the other hand, semantic tagging has a serious drawback, which is not solely due to the limited availability of on-line resources, but rather to the entangled structure of thesaura. Wordnet and Roget's thesaura have not been conceived, despite their success among researchers in lexical statistics, as tools for automatic language processing. The purpose was rather to provide the linguists with a very refined, general purpose, linguistically motivated source of taxonomic knowledge. As a consequence, in most on-line thesaura words are extremely ambiguous, with very subtle distinctions among senses. (Dolan, 1994) and (Krovetz and Croft, 1992) claim that fine-grained semantic distinctions are unlikely to be of practical value for many applications. Our experience supports this claim: often, what matters is to be able to distinguish among contrastive (Pustejowsky, 1995) ambiguities of the bank_river bank__organisation flavour.
High ambiguity, entangled nodes, and asymmetry have already been emphasised in (Hearst and Shutze, 1993) as being an obstacle to the effective use of on-line thesaura in corpus linguistics. In most cases, the noise introduced by overambiguity almost overrides the positive effect of semantic clustering. For example, in (Brill and Resnik, 1994) clustering PP heads according to WordNet synsets produced only a 1% improvement in a PP disambiguation task, with respect to the non-clustered method. There are reported cases in which the use of WordNet worsened the performance of an automatic indexing method. Even context-based sense disambiguation becomes a prohibitive task on a wide-scale basis, because when words in the context of an ambiguous word are replaced by 1 Manually assigning semantic tags if of course rather time-consuming, however on-line thesaura are not available in many languages, like Italian. their synsets, there is a multiplication of possible contexts, rather than a generalization. In (Agirre and Rigau, 1996) a method called Conceptual Distance is proposed to reduce this problem, but the reported performance in disambiguation still do not reach 50%.
A possible alternative is to manually select a set of highlevel tags from the thesaurus. This approach is adopted in (Chen and Chen, 1996) and in (Basili et al, 1996) where only a dozen categories are used. As discussed in the latter paper, high-level tags reduce the problem of overambiguity and allow the detection of more regular behaviours in the analysis of lexical patterns. On the other hand, high-level tags may be overgeneral, and the acquired lexical rules, while usually perform well in the task of selecting the correct word associations (for example in PP disambiguation, or sense interpretation), are less capable of filtering out the noise. Overgeneral categories may even fail to capture contrastive ambiguities of words. So far the manual selection of an appropriate set of semantic tags has been a matter of personal intuitions, but we believe that this task should be performed in a more principled, and automatic, way. In this paper, we present a method for the selection of the "best-set" of WordNet categories for an effective, domaintailored, semantic tagging of a corpus. The purpose of the method is to automatically select:
• A domain-appropriate set of categories, that well represent the semantics of the domain.
• A "right" level of abstraction, so as to mediate at best between overambiguity and overgenerality. • A balanced (for the domain) set of categories, i.e.
words should be evenly distributed among categories. The second feature is the most important, since as we remarked so far, assigning semantic characteristics to words is very useful in lexical learning tasks, but overambiguity is the major obstacle to an effective use of thesaura in semantic tagging.
In the following sections, we define a method for the automatic selection of the '"oest-set" of WordNet categories, for nouns given an application corpus. First, an iterative method is used to create alternative sets of balanced categories. Sets have an increasing level of generality. Second, a scoring function is applied to alternative sets to identify the "best" set. The best set is modelled as the linear function of four performance factors: generality, coverage of the domain, average ambiguity, and discrimination power. An interpolation method is adopted to estimate the parameters of the model against a reference, correctly tagged, corpus (SEMCOR). The performance of the selected set of categories is evaluated in terms of effective reduction of overambiguity.
The described method only requires a medium-range (stemmed) application corpus and a thesaurus. The model parameters are tuned against a reference correctly tagged corpus, but this is not strictly necessary if correctly tagged corpora are not available.
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Selection of Alternative Sets of Semantic Categories from WordNet
The first step of the method is generating alternative sets of WordNet categories. Alternative sets are selected according to the following principles:
• Balanced categories: words must be uniformly distribut~z~d among categories of a set; • Increasing level of generality: alternative sets are selected by uniformly increasing the level of generality of the categories belonging to a set; • Domain-appropriateness: selected categories in a set are those pointed by (an increasingly large number of) words of the application domain, weighted by their frequency in the corpus. The set-generation algorithm is an iterative application of the algorithm proposed in (Hearst and Shutze, 1993) for creating WordNet categories of a fixed average size. In its modified version, the algorithm is as follows2:
Let S be a set of WordNet synsets s, W the set of different words (nouns) in the corpus, P(s) the number of words in W that are instances of s, weighted by their frequency, LIB and LB the upper and lower bound for P(s), N, h and k constant values. 
} }
2The procedure new_cat(S) is almost the same as in (Hears-t and Shutze, 1993) . For sake of brevity, the algorithm is not further explained here. N, h and k are the initial parameters of the algorithm. We experimentally observed that only h (the ratio between lower and upper bound) significantly modifies the resulting sets of categories (Ci): we established that a good compromise is h=0.4. SCT(C i) is the set of "smaller" WordNet categories with P(s)<LB that do not belong to the Ci set (see next section).
Scoring Alternative Sets of Categories
The algorithm of section 2 creates alternative sets of balanced and increasingly general categories C i. We now need a scoring function to evaluate these alternatives.
The following performance factors have been selected to express the scoring function:
Generality: In principle, we would like to represent the semantics of the domain using the highest possible level of generalisation. We can express the generality G'(Ci) as 1/DM(Ci), being DM(C i) the average distance between the categories of C i and the WordNet topmost synsets. Due to the graph structure of WordNet, different paths may connect each element cij of Ci with different topmosts, therefore we compute DM(Ci) as:
where dm(cij) is the average distance of each cij from the topmosts. Figure I illustrates a possible sysnsets hierarchical in which, for Ci=[cil ci2}, being dm(Cil)=(4+3)/2 =3.5 and dm(ci2)=3, DM(Ci)=(3+3.5)/2=3.25
Cil
Ci2
• Topmost Synset • General Synset As defined, G'(C i) is a linear function (low values for low generality, high value for high generality), whilst our goal is to mediate at best between overspecificity and overgenerality. Therefore, we model the generality as G(Ci)=G'(Ci)*Gauss(G'(Ci)), where Gauss(G'(Ci)) is a Gauss distribution function computed by using the average and the variancy of G'(C i) values over the set of all categories Ci, selected by the algorithm in section 2, normalised in the [0,1] interval.
Coverage: the algorithm of section 2, for any set C i , does not allow a full coverage of the nouns in the domain. Given a selected pair <UB, LB>, it may well be the case 382 that several words are not assigned to any category, because when branching from an overpopulated category to its descendants, some of the descendants may be underpopulated. Each iterative step that creates a C i also creates a set of underpopulated categories SCT(Ci). To ensure full coverage, these categories may be added to Ci, or alternatively, they can be replaced by their direct ancestors, but clearly a "good" selection of C i is one that minimizes this problem. The coverage CO(Ci) is therefore defined as the ratio Nc(Ci)/W, where Nc(Ci) is the number of words that reach at least one category of C i
Discrimination Power: a certain selection of categories may not allow a full discrimination of the lowest-level senses for a word (leaves-synsets hereafter). Figure 2 illustrates an example. If C i = {Cil ci2 ci3 ci4}, w2 cannot be fully disambiguated by any sense selection algorithm, because two of its leaves-synsets belong to the same category ci2-With respect to w2, ci2 is overgeneral (though nothing can be said about the actual importance of discriminating between such two synsets). We measure the discrimination power DP(C i) as the ratio (Nc(Ci)-Npc(Ci))/Nc(Ci), where Nc(Ci) is the number of words that reach at least one category of C i, and Npc(Ci) is the number of words that have at least two leavessynsets that reach the same category cij of C i. For the example of figure 2 DP1, DP(C i) =(3-1 ) / 3=0.66. 
where Nc(C i) is the number of words that reach at least one category of Ci and, for each word wj in this set, Cwj(C i) is the number of categories of C i reached.
In figure 2 , the average ambiguity is 2 for the set C i = {cil ci2 ci3 ci4}, and is 5/3=1.66 for C i = |Cil ci2 ci3}. The scoring function for a set of categories C i is defined as the linear combination of the performance parameters described above:
(
1) Score (C i ) = ~G(C i )+ 13CO(C i )+ xDP(C i )+ 8(1/A(C i ))
Notice that we assigned a positive effect on the score (modelled by l/A) to the ability of eliminating certain leaves-synsets and a negative effect (modelled by DP) to the inability of discriminating among certain other leaves-synsets. This is reasonable in general, because our aim is to control overgenerality while reducing overambiguity. However, nothing can be said on the appropriateness of a specific sense aggregation and/or sense elimination for a word. It may well be the case that merging two senses in a single category is a reasonable thing to do, if the senses do not draw interesting (for the domain) distinctions. Therefore eliminating a priori a sense of a word may be inappropriate in the domain.
The (1) is computed for all the generated sets of categories C i, and then normalised in the [0,1] interval. The effectiveness of this model is estimated in the following section.
Evaluation Experiments and Discussion of the Dafa
The algorithm was applied to the 10,235 different nouns of the Wall Street Journal (hereafter WSJ) corpus that are classified in WordNet. Categories are generated with h= 0.4 and k=l,000. The cardinality of each set varies, but not uniformly, from 456 categories for UB--2000 (remember that words are frequency-weighted), to I category (i.e. the topmost entity) for UB=264,000. Mediumhigh level categories (those between 50,000 and 100,000 maximum words) range between 10-20 members for each Figure 3 plots the values of G, CO, DP and 1/A for the different sets of categories generated by the algorithm of Section 2. Alternative sets of categories are identified by their upperbound 3. The figure shows that DP(Ci) has a regular decreasing behaviour, while 1/A(Ci) is less regular. The coverage CO(C i) has a rather unstable behaviour due to the entangled structure of WordNet. We attempted slight changes in the definitions and computation of CO, DP and 1/A (for example, weighting words with their frequency), but globally, the behaviour remain as those in figure 3 . To compute the score of each set Ci. , the parameters (x,13,;¢ and 8 in (1) must be estimated. To perform this task, we adopted a linear interpolation method, using SEMCOR (the semantically tagged Brown Corpus) as a reference corpus. In SEMCOR every word is unambiguously tagged with its leaf-synset.
To build a reference scoring function against which to evaluate our model parameters, we proceeded as follows:
• Since our categories are generated for an economic domain (WSJ) while SEMCOR is a tagged balanced corpus (the Brown Corpus), we extracted only the fragment of the corpus dealing with economic and financial texts. We obtained a reference corpus including 475 of the 1,235 nouns of the WSJ corpus.
• For each set of categories C i generated by the algorithm in section 2, we computed on the reference corpus the following two l:~rformance figures:
Precision: For each Ci, let W(C i) be the set of words in the reference corpus covered by the met C i. For each w k in 3Remember that words are weighted by their frequency in the corpus. This seems reasonable, but in any case we observed that our results do not vary when counting each word only once.
W(Ci), let S(w k) be the total set of leaves-synsets of w k in WordNet, SR(w k) the subset of leaves-synsets of w k found in the reference corpus, SC(w k) the subset of leaves-synsets that reach some of the categories of C i. Let WR(Ci) ~ W(C i) be the set of w k having SC(w k) c S(Wk). Following the algorithm:
for any w k in WR(C i)
{
for any s i in SR(w k)
where freq(w k) is the number of occurrences of w k in the reference corpus, the precision Precision(C i) is then defined as N+/N -t°t. The precision measures the ability of each set C i at correctly pruning out some of the senses of W(Ci). Global reduction of ambiguity: For each C i, let S(W i) be the total number of WordNet leaves-synsets reached by the words in WR(Ci), and SCON i) ~ S(W i) the set of these synsets that reach some category in C i. By tagging the corpus with C i, we obtain a reduction of ambiguity measured by:
where card (X) is the number of elements in the set X Starting from these two performance figures, the global performance function Perf(C i ) is measured by:
The (2) is computed for all the generated sets of categories Ci, and then normalised in the [0,1] interval. The obtained plot is the reference against which we apply a standard linear interpolation method to estimate the values of the model parameters c¢,~,X and 8 that minimize the difference between the values of the two functions for each C i.
In figure 4a the (not normalised) Precision and GRAmb are plotted for the test corpus. In figure 4b the normalised reference performance function and the "best fitting" scoring function are shown, with the estimated values of a,~,X and 8. While the reference function has a peak on the class set Cj with UB--55,000 and the score function assigns the maximum value to the class set C k with UB=62,000, the performance of the sets in the range j-k is very similar. [55, 000] In evaluating the method, few aspects are worth un- 
Figure 4b -Reference function and best-fitting Score function, with estimated parameters.
derlining
• The test corpus includes only 475 words of the over 10,000 in our learning corpus. This may well cause a shift of the reference scoring function, as compared with the "real" scoring function.
• In any case, figure 4a shows that the sets C~ have peak performances in the range 50,000-100,d00. In this range, the precision is around 73-76%, and the reduction of ambiguity is around 35%, which are both valuable results. We also experimented that, by changing slightly the model parameters and/or the definitions of the four performance figures in the (1), in any case the peak performance of the obtained scoring function falls in the 50,000-100,000 interval, and the function stays high around the peak, with local maxima.
• In other domains (see a brief summary in the concluding remarks) for which we did not have a reference tagged corpus, we used (a=l ~--0,5 z=l 5=1) as model parameters in the (1), and still observed a scoring function similar in shape to that of figure 4b. Selected categories vary according to the domains, but the size of the best set stays around the 10-20 categories. Evaluation is of course more problematic due to the absence of a tagged reference corpus.
Therefore, we may conclude that the method is "robust", in the sense that it correctly identifies a range of reasonable choices for the set of categories to be used, eventually leaving the final choice to a linguist.
As for the WSJ corpus, a short analysis of the linguistic data may be useful. In figure 5 the 14 '"oest" selected categories for nouns are listed. Figure 6 shows four very frequent and very ambiguous words in the domain: bank, business, market and stock, with attached list of synsets as generated by WordNet, ordered from left to right by the increasing level of generality (leaf-sysnset leftmost). The senses marked with '*' are those that reach some of the categories (marked in bold in the figure) of the bestperforming set, selected by the scoring function (1 
Concluding Remarks
It has already been demonstrated in (Basili et al, 1996) that tagging a corpus with semantic categories triggers a more effective lexical learning. However, overambiguity of on-line thesaura is known as the major obstacle to automatic semantic tagging of corpora. The method presented in this paper allows an efficient and simple selection of a fiat set of domain-tuned categories, that dramatically reduce the initial overambiguity of the thesaurus. We measured a 73% precision in reducing the initial ambiguity, and a 37% global reduction of ambiguity. Significantly, our method selects a limited number of categories (10-20, depending upon the learning corpus and the model parameters), out of the initial 47,110 leafsynsets of WordNet 4.
We remark that our experiment is on large, meaning that we automatically evaluated the performance of the model on a large set of nouns taken from the Wall Street Journal. Most sense disambiguation or semantic tagging methods evaluate their performances manually, against few very ambiguous cases, with clear distinctions among senses. Instead, WordNet draws very subtle and finegrained distinctions among words. We believe that our results are very encouraging. The model parameters for category selection has been tuned on SEMCOR, but a correctly tagged corpus is not strictly necessary. In our experiments, we applied a scoring function similar to that obtained for the Wall Street Journal to two other domains, a corpus of Airline reservations and the Unix handbook. We do not discuss the data here for the sake of space. The method constantly selects a set of categories at the medium-high level of generality, different for each domain. The selection "seems" good according to our linguistic intuition of the domains, but the absence of a correctly tagged corpus does not allow a large-scale evaluation.
In the future, we plan to demonstrate that the method proposed in this paper, besides reducing the overambiguity of on-line thesaura, improves the performance of lexical learning methods that are based on semantic tagging, such as PP disambiguation, case frame acquisition and and sense selection, with respect to a non-optimal choice of semantic categories.
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