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ABSTRACT
Eigenvalues and eigenfunctions for the linearized (resting
state) balance equations over a sphere are obtained and compared with
the solutions of Laplace's tidal equations obtained by Longuet-Higgins.
The results show a good agreement between the two sets of equations for
the Hough's second class waves (small values of the parameter e = 4Q2a2/
c2). But at large values of the parameter E there are some apparent
discrepancies. For negative values of c there are high frequency solu-
tions, which are unrealistic in the light of the balance approximation.
The equatorial Rossby symmetric (v=0 at the equator) modes differ from
the limiting type 2 solutions described by Longuet-Higgins. However,
for the antisymmetric modes the agreement is good. The linearized ver-
sion of the motions analyzed by Burger is a solution of the balance
equations and it agrees with Longuet-Higgins' type 6 motions.
An integral theorem is derived and shows that the equatorial
Kelvin wave solution of the Laplace's tidal equations is not a solution
of the balance equations. It also shows that only westward propagating
waves are solutions for positive values of e. The westward propagating
part of the mixed Rossby-gravity mode is a solution of the balance
equations, but with slightly higher frequency when compared to Longuet-
Higgins' results. This mode has the divergent part of the meridional
velocity greater than its rotational part.
All the equatorial Rossby modes are shown to be well describ-
ed by the "modified balance" equations derived by Charney. These equa-
tions also describe the equatorial Kelvin wave at large values of C.
But, unfortunately, they also allow for high frequency eastward propa-
gating waves as free mode solutions. A brief discussion of their use
for practical purposes in numerical prediction is presented and a
possible method for their numerical integration is suggested.
A baroclinic stability study is performed for a simple family
of zonal shear profiles over a sphere, hy means of a two-layer model.
It is shown that curvature effects play a major role in locating some
important features of the baroclinic stability problem, such as the
maximum meridional heat transport, maximum flux convergence of angular
momentum. The locations of these quantities are shown to be very well
correlated with the location of maximum excess of shear over the local
criterion for instability. It is also shown that curvature affects the
local and mean meridional scales of the most unstable baroclinic waves.
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1. INTRODUCTION
The balance equations are a simplified set of meteorological
equations in which the divergence equation is replaced by a diagnostic
relationship between the horizontal non-divergent velocity and the
horizontal variations in the pressure field. This is on the assump-
tion that, for large scale motions, the horizontal divergence is
much smaller than the vertical component of the vorticity. They
are suitable for treating motions without gravity waves, but are
able to treat more general type of motions than the quasi-geostrophic
relation.
These equations appear in the works of Charney (1955) and
Bolin (1955) and have been used in global models of the atmosphere
where the mid-latitude s-plane gives unacceptable results (Brian,
1959; Peng, 1965; Clark, 1970; Cunnold et al, 1974). They are ob-
tained as a second order approximation in the expansion of the primi-
tive equations in terms of the Rossby number (Charney, 1962, 1973;
Monin, 1952, 1958). Charney's (1962, 1973) derivation is a more
rigorous one, and shows that the expansion holds even for R0 = 0 (1)
if the Richardson number (R.) is large enough that (R R )-1 remains
small.
Lorenz (1960) has shown that the equations form an ener-
getically consistent set in a very enlightening manner. He is able
to derive the balance equations by means of a systematic and consis-
tent omission of certain terms in the primitive equations. The
equation of balance has been used in the context of obtaining the
initial set of data required to solve a well posed initial-boundary
15
value problem for the equations describing the large scale motions
in dynamic meteorology (Charney, 1955; Phillips, 1960).
Because the equations do not treat gravity waves, they may
be integrated through a numerical scheme with larger time steps, which
is a highly desirable feature when lengthy integrations have to be
performed (e.g., in a general circulation model).
The equations, however, form a highly implicit set, which
makes their study difficult. Charney (1962) has numerically integrated
them through an iterative process, the convergence of which requires
the potential vorticity to be positive throughout the region of inte-
gration. He argues that this criterion for convergence holds even
when the ellipticity condition for the Monge-Ampere equation (Bolin,
1955; Miyakoda, 1960; Houghton, 1968) is not satisfied.
We want to consider the following question: how accurate
is the balance system for describing slow, large scale motions in
the atmosphere?
To partly answer this question, we look at linear solutions
of the balance system, on a sphere, and compare them with the more
fundamental linear solutions for the Laplace tidal equation (referred
to henceforth as LTE) obtained by Longuet-Higgins (1968). In general
we will make use of numerical methods for the solution of this prob-
lem, accompanied with analytical solutions to some asymptotic cases.
The balance system is briefly described in chapter 2, where
we also treat the linearization of the equations, with respect to a
resting basic state. The latter allows for the separation of hori-
zontal and vertical structures of the equations. A summary of the
solutions to the LTE is presented in chapter 3, with special attention
to the asymptotic solutions. Here we have attempted to illustrate
compactly the eigenvalues of the LTE in one figure (fig. 1).
In chapter 4, the eigenvalue-eigenfunction problem is formu-
lated for the balance equations and an integral theorem is derived.
The latter shows that the equatorial Kelvin wave of the LTE is not
a solution of the balance equations. Numerical solutions and some
asymptotic studies of the'eigenvalue problem are compared with the
LTE results. Eigenfunctions for some selected modes are shown in
chapter 5 to describe their variation with latitude and the parameters
involved.
In chapter 6 we present a study of baroclinic stability
using a simple family of zonal wind profiles (U = aa(p)cos(lat.)(l+
6sin2 (lat.))).in a two-layer model. Here our main concern is to
study the effects of curvature on some important aspects of the baro-
clinic problem, such as the latitudinal structure of the eigenfunctions,
the transports by baroclinic eddies, and the meridional scale of the
most unstable disturbance.
In an attempt to find a better description for the equatorial
Rossby modes as described by the balance equations, we consider in
chapter 7 the inclusion of the " - " term in the equation of bal-
ance. The resulting set of equations is denominated "modified
balance equations" and also forms an energetically consistent set.
These equations are found in the work of Charney (1962) but are even
more difficult to solve numerically than the balance equations.
2. FORCED LINEAR PROBLEM
Since we intend to verify how well the slow motions are
described by the balance system, a comparative parallel study of the
primitive and balance equations seems to be the appropriate approach
to the problem.
We now formulate the equations using indices ( a, a' ) and
brackets ([ }) to identify simplifications to be made in order to
get the balance system.
The hydrostatic forms of the vorticity, divergence,
thermodynamic, and continuity equations using Z = -ln(--) are
P0
(Phillips; 1973):
AA
v'l = 3x Vy-fV(C±f) - V-(g+f)V'x - ±-iy
+ k- x V ) -kx F) (2.1)V-( v3'xv )J - 1)
&Tv2 I V (0 + -vy-v7y) + V- (2V+f) V-xvvf]
-(V VX-VX + vy-vx) + V-(2V ) + k xV'X-v -
A & ( 2 .2 )
(X xVY + VX ) (# )-S Z + P(2.3)
2 X(2.4)
)z
&B~ = RT no, 4o7N 2 (2.5)
is the static stability and y is the horizontal "del operator" in
spherical coordinates.
The lower boundary condition is obtained by applying
- + X L (7 V ) -7 [- r (2.6)
at the ground. Z is - - and the equations
r at
without simplification have the indices ( a, a' ) all equal to one.
2.1 The Balance System of Equations
The simplification which leads to the so-called balance
equations is obtained by omitting the bracketed (( }) terms and
letting a ' = 0 with a = 0 or 1 in (2.1) and (2.2). This forms an
energy preserving system (Lorenz, 1960; Charney, 1962) if F=q=O and
W= 0 at p=O and p=p , and is correct up to two orders in the Rossby
number expansion of the quasi-geostrophic system on a mid-latitude
s -plane (Monin, 1958; Charney, 1962). [Charney retains the =i
term.. This is energetically consistent but it is a small term in
the quasi-geostrophic expansion.]
For future reference let us specialize now to the balance
equations:
V +VVV~f f) S(+) 2 - v.( v.A )-
- a(x Z (2.7)
- (X F)
v2 = 7.fV V + V-
- o [ V. ( f ^ x V X)] (2.8)
C)- VA 77 +R 4 -L --1 = -(x / az C (2.9)
- -) (2.10)
+T kt.XvV )V'X -V - (2.11)
at the ground. The cases ca=0 or 1 will be referred to respectively
as the "balance" or "modified balance" system. The non-linear under-
lined terms in (2.7) and (2.8) can be omitted without violating
conservation of energy. This option is examined in chapter 6.
2.2 Forced Linear Problem
Before one attempts to solve the full non-linear equations,
it is highly desirable first to become familiar with the physical
processes that can be described' by the linearized forms of the equa-
tions. The particular choice of basic state depends on the physical
phenomena under consideration, and should lead to a mathematical
formulation of the perturbation equations with accessible solutions.
A method of solving the linear forced problem is to first solve the
homogeneous equations (with F=0 and q=0) and then to expand the
forcings in the eigensolutions of the homogeneous problem. Under
special choices of the basic state it is possible to separate out the
vertical and horizontal dependence of the equations.
Later (chapter 6) we shall consider a somewhat realistic
basic state bearing some resemblance to the atmosphere, but now we
will analyze the equations describing hydrostatic perturbations in a
resting, stratified atmosphere without heating and friction over a
spherical rotating earth. What we have in mind is to compare, when-
ever possible, the eigensolutions of the balance system with those of
the hydrostatic equations resulting from the thorough study by
Longuet-Higgins (1968). In this linearized homogeneous problem,
equations (2.1) - (2.6) become
22, 2f. X
DWI- 
--- -1 2 _ p V X 2 1 -2) D(2.12)
a t a2 a? a 2
-K -ZJ V -2 2
2Df V2 ' + (-2) - 0  2 f (2.13)
(2.14)
72I (2.15)
with the lower boundary condition (taking w =0)
-
at Z = 0. (2.16)
R''3t
2  + + (2.17)
is the horizontal part of the spherical Laplacian operator, 'f is
longitude, and )A = sine(latitude). The primes indicate perturbation
quantities and an overbar means basic state. The balance system in
this linearized form is obtained by making a'=O and O= (a =1 will
be discussed in chapter 7). This problem (with a'= a =1) is a very
important one for both atmospheric and oceanic motions. These
equations arise in the study of tides, the theory of which was orig-
inally formulated by Laplace (Lamb, 1932 (p.330 and 554); Taylof,
1936).
2.3 Horizontal and Vertical Structure
In order to separate out the vertical and horizontal
structures we search for solutions of the form
y( , , Z , t ) = y( y , , t ) A(Z)
X(f 9'' Z t )=X( i* t A (Z) (2.18)
<' ,, , Z , t ) = (f ( y , , t ) A(Z)
. ( Z , , , t ) = v/( y , , t ) B(Z)
When put into (2.12) - (2.15) these give
-t -- -2 (2.19
-L a (2.19)
S[= -2 2 + 2r& 2VN + 2) (-) - ([2 S I (2.20)
i r 5(Z) B(z) 3 (2.21)
2-- B(Z) (222l A(Z)
W - A(O) _t_ at Z=0 (2.23)
PT(0)B(0) Dt
We set A(Z) = dz) - B(Z) (2.24)
and use (2.22) and (2.24) in (2.21):
I a t 5 (z) B(2) 2
V2X f - 2B JB - C (2.25)
2 . 2
Here c is a separation constant and has dimensions of (velocity)
The equations describing the horizontal structure are
(2.19), (2.20) and
J-C 7 (2.26)
The vertical structure is dependent upon the mean tempera-
ture T(Z) and upon the thermal forcing that would appear in the right
hand side of (2.27) in the case of a forced problem. One obtains
j 2 D(Z ) M z+ () )D (7) = 0 (2.27)
c2 4
subject to the lower boundary condition
+ d - - D z= 0 (2.28)
dZ Cz 2 _=0
where D(Z) = B(Z) exp(-Z/2), to determine the vertical structure.
The upper boundary condition on D(Z) is either that energy density
be finite as Z-co or an imposed outward radiation condition as Z-.O
requiring the energy flux to be upwards. Discussions concerning the
upper boundary condition may be found in Lindzen (1967), Chapman and
Lindzen (1970), and Eliassen and Palm (1960).
3. TIDAL THEORY : A Summary
3.1 The Tidal Equations
It is our primary interest to study thoroughly the latitud-
inal structure of equations (2.19), (2.20), and (2.26). In order to
do so, we look for solutions of the form
= Re 1p ),; g>2nm 9 >) ef-I j
The latitudinal dependence of those equations are then
_X. (UP) + (-P2) + sP = 0 (3.2)
6 (Q )= Ae R
where (=2
n 2
C
+ o s Q]
a non-dimensional frequency
a non-dimensional parameter (called
Lamb's parameter by Longuet-Higgins)
2i12D
(3.1)
(3.3)
(3.4)
, x , #j (y> ),P ) 
+M L a)
oe f (a )]
A 2 ) J
Equations (3.2) - (3.4) with a'= a = 1 are referred to as Laplace's
tidal equations and form an eigenvalue-eigenfunction problem
(Longuet-Higgins, 1968). A is real. Its spectrum depends on the
separation constant c2 (or E ), on the longitudinal wave number s,
and on a latitudinal modal number n :
( c2, s , n) (3.5)
In the case of a homogeneous ocean one gets the same equations but
with c 2=gh , where h is called the "equivalent depth" (Taylor, 1936).
The eigenfunctions of Laplace's tidal equations are called "Hough
Functions" on account of the important contribution made by Hough
(1898) (Flattery, 1967; Lindzen, 1966, 1967, 1971).
The complete set of eigenfunctions in which a given forcing
function can be expanded includes both positive and negative values
2 2
of c2. Negative values of c are needed to represent forced modes and
are needed in forced problems where the frequency 3 , the longitudinal
wave number s, and the latitudinal structure of the forcing are given.
We should comment, in passing, that the use of the term "equivalent
depth" for h has retarded the discovery of the "negative equivalent
depth" (G<O), the importance of which has been stressed by Lindzen
(1966, 1971) [see also Dikii (1965) and Kato (1966)].
3.2 The Eigenvalues of Laplace's Tidal Equations
Figure 1 displays the general nature of the eigenvalues
of Laplace's tidal equations as derived by Longuet-Higgins (1968).
For each fixed mode the surface n = n(G ,A , s) is shown as a
function of E , the frequency A , and the wave number s. (Strictly
speaking, the values that s assumes are discrete). The frequency
ranges over 00(oo for positive e but only over OCAC1 for negative E
[The interpretation of the signs of X and s is as follows. (a) One
can use the convention that 'X takes on only positive values, and the
wave number s can be positive (eastward propagating waves) or nega-
tive (westward propagating waves); i.e., s=O,+l,+2,.. (b) One can
also take s to be a non-negative integer, in which case the frequency
A may either assume negative values (westward moving waves) or
positive values (eastward moving waves). The first convention is
most convenient for formulas and graphical representation, the
second convention most convenient for numerical solution using
spherical harmonics. The two choices are possible because (3.2) -
(3.4) have the property that if (PQ,R;),s) is a solution, then
(P*,-Q*,R*;-X,-s) is also a solution having the same y ,-,.
Figure 2 represents a cross-section of figure 1 at E =100
and shows the relationship between the frequency and the longitudinal
wave number. In this figure, where the various modes are indicated,
the "mixed Rossby-gravity mode" is seen to behave either like a
Rossby mode or like a gravity mode for large negative or large
positive values of s, respectively. For small values of s it has
a mixed character (Matsuno, 1966).
,1 J
Fig. 1 Eigenvalues for Laplace's tidal equatjions constructed fromL the analysis by Longuet-I$ggins.
Surfaces are showi for selected latitudinal modes, as a function of frequency ('A> 0, on a log scale),
longitudinal wave number (s), and Lamb's parameter (E = 4rlc/c'', also on a log scale). The encircled
numbers refer to the seven limiting types described by Longuet-Higgins. Surfaces are drawn by continuity
as if s could assume non-integer values except when the connection between s=0 and s=1 is not obvious.
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Fig. 2 Eigenvalues for Laplaces tidal equations for e ( = 4cd,/cz) =--100.
The frequency (X) dependence on the longitudinal wave number (s) is shown
for selected modes, as indicated in the figure.
Figures 3, 4, and 5 correspond to sections of figure 1
at s=0, s=1, and s=-l. They show the dependence of the frequency
on the parameter e for fixed values of s.
3.3 Asymptotic Solutions
The eigenvalues shown in figure 1 are a result of "exact"
numerical calculations when P, Q, and R are expressed as series of
surface spherical harmonics. These computations have revealed
several asymptotic forms taken by the eigensolutions (Longuet-
Higgins, 1968).
3.3.1 Asymptotic Solutions as -- 0
As e-++0 the solutions separate out into two families:
waves of the first class (gravity waves)
-A n(n+1) , n = Isi + V , =0,1,2,...
and waves of the second class (non-divergent Rossby waves)
5 -s s(n(n+l) 2; 0 , v=0,1,2,...
s s(2d+l) + W(V +1)
The first family corresponds to irrotational motions with eigen-
functions given by P (p) = 0 and Q (p) oc PIS () whereas the second
family corresponds to non-divergent motions with Q() = 0 and
P(U)e n- () Pns (A) is the associated Legendre "polynomial" of
degree n and order s. These results are found in the work of
Hough (1898).
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Fig. 3 Eigenvalues for Laplace's tidal equations for the longitudinal wave number equal to zero (s=0)
constructed from the analysis by Longuet-Higgins. The frequency (?,) dependence on the parameter
6 = 4c?/cz is shown. The frequency is less than one for all negative values of 6 . The encircled
numbers refer to the limiting types described by Longuet-Higgins.
o 1 0-
Fig. 4 Same as Fig. 3, but for the longitudinal wave number s=1.
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Fig. 5 Same as Fig. 3, but for the longitudinal wave number s = -1.
As E - -o the only limiting forms of solutions correspond
to an analytical continuation of the waves of the second class.
3.3.2 Asymptotic Solutions as E -- + oo
The solutions comprise three types of motions, all of which
are described in terms of Hermite functions. They are confined to
the equatorial region as 6E-++oo, and as such were first described by
Matsuno (1966). The Hermite functions and the dispersion relation
(a cubic equation for -A ) appear as a result of the boundary condi-
tions imposed on a parabolic cylinder eqgation for the meridional
velocity, with exception of type 3.
Type 1: The motions of type 1 are inertial gravity waves with
frequencies
X = (2'W + 1) + ; =0,1,2,...
E 'A 12(29 +1)
s=0, s > 0, or s ( 0. The 1) =0 mode is referred to as the mixed
Rossby-gravity mode with properties already mentioned. The
associated eigenfunctions are:
+ H A) 0,1,2,... (3.6)
i)/z
= 2) 0 LI~El II2~ 2 jv Hv-(qp - -H )
where +() = p(12) )  (i -4IM is the latitudinal
dependence of the meridional velocity; ( P) = + s Q,
is the latitudinal dependence of the zonal velocity, and the sign
choice is + for s > 0, - for s < 0.
Type 2: These correspond to equatorially trapped westward propagat-
ing Rossby waves with frequencies given by:
)s ; 2 =,2,3,.. s ( 0
(2 V +1)6E12
and the eigenfunctions described by
Ct 2v~i Z(V q)
~Yr) L e-' ~~ (3.7)
~(v 1 ) = Z+i /4 jW + 2O+)Hv+i')
[Note: The well-known decrease of Rossby wave frequencies with large
(-s) is not shown by the above formula for 'A, as described by
Longuet-Higgins. An expansion in powers of d<2 to the next order
"/z i 2
replaces (2 1) +1) 6 in the denominator by (2 V +1)6 + s (1 -
(2V) +1)-) - (22 + 2V -1) 4.]
Type 3: This represents a "Kelvin wave" solution propagating eastward
along the equator with very small meridional velocity. Kelvin waves
propagate along coastal boundaries in rotating systems with constant
Coriolis parameter, and the change of sign of the Coriolis parameter
on the equator here plays the role of an "equatorial wall" for this
Kelvin wave solution. The zonal velocity is geostrophically balanced
and has a Gaussian profile. The frequency is given by
+ I, s >
and the eigenfunctions are:
2 (3.8)
S
The asymptotic behavior of the eigensolutions as 6 - + co
can be described by an ad-hoc equatorial /3-plane approximation.
This simplified geometry has been applied with success in the
studies of Matsuno (1966) and Lindzen (1967). The Kelvin wave has
meridional velocity identically equal to zero in this simplified
geometry.
3.3.3 Asymptotic Solutions as 6 -+ -o
The solutions as e- -o are asymptotically described in
terms of generalized Laguerre polynomials. The energy of the motions
is concentrated around the north and south poles and is small near
the equator. This fact implies that the motions are hemispherically
independent and explains the pairing of eigenvalues of symmetric and
antisymmetric solutions evident on figures 4 and 5. (We correct
several misprints on pages 553-6 of Longuet-Higgins).
Type 4: The motions of type 4 take place in inertial circles moving
westward. The frequencies are:
A= + s - y =0,1,2,... , s ( 0
and the eigenfunctions are:
(...L~w) = = -91 w-'1 jISuI1)(z)
(3.9)
R w2
SLw (x) is the generalized Laguerre polynomial of degree w and
order s.
Type 5: This type of motions is, in inertial circles and propagate
eastward for s *7 0. The frequencies are:
= 1 - +2, 9=0,1,2,... and s=0,1,2,....(~)/2
The eigenfunctions are
LA~w) == (-E. &~'+ji~ (~W2)
(3.10)
The motions of type 4 and 5 have kinetic energy much larger than the
total potential energy.
Type 6: This type of motion consists of waves propagating slowly
eastward. The energy is mostly potential energy, concentrated around
the poles (p = + 1). This type of motion is a linearized form of the
motion analyzed by Burger (1958) under the scaling assumptions of
negligible acceleration and very large horizontal scale. Phillips (1963)
in his discussion of "geostrophic motion of type 2", anticipated
that if Burger's motion did exist in the atmosphere, it must be
forced. This is consistent with the negative values of e for
type 6.
The eigenfrequencies and the eigenfunctions are:
S + 2 (s + 2 - +1) s>+ 2( +;2V~) v=0,1,2,... ;  >, 1
v4 R
L.L~w)(-E(-)
The geostrophic character of this type of motion is expressed by the
last of these relations.
3.3.4 Asymptotic Solutions for s=O and A-Q-O
The numerical calculations by Longuet-Higgins (1968) also
suggested an asymptotic behavior for s=0 and very small frequencies
(X-N-0). The asymptotic solutions appear as an eigenvalue problem
for 6 , the values of which are found to be finite, negative numbers.
This asymptotic behavior is classified as type 7 by Longuet-Higgins.
3.4 Relevance of the Solutions
Theory and applications of atmospheric tides have been very
well discussed in Chapman and Lindzen (1970). Among the various
forced tides let us show how the "negative equivalent depths" appear
in the context of figure 1. The solar semi-diurnal thermal tide
for example, needs only the positive 6 eigensolutions for the forcing
to be expanded (the line s=-2 and -A =1 only intercepts surfaces of
positive G in figure 1). On the other hand, the solar diurnal
thermal tide does need both the positive and the negative C eigen-
solutions (the line s= -l and X = 0.5 intercepts both surfaces of
positive and of negative e in figure 1). The importance of the
negative e eigensolutions for this problem was first recognized by
Lindzen (1966).
Tidal theory has also been applied with success in the
analysis of stratospheric equatorial motions. Yanai and Maruyama
(1966) have found observational evidence of stratospheric wave
disturbances over the tropical Pacific with s z -4 and ? r 0.1 -
0.125, being identified as a mixed Rossby-gravity mode (Maruyama,
1967). Wallace and Kousky (1968) have observed and identified the
Kelvin wave with -A= 0.03 - 0.05 with suggested small s. They
suggest that this wave has an upward flux of eastward momentum
large enough to account for the biennial oscillation. Tropospheric
wave analyses have also been made by Wallace (1971), where a review
of tropical wave studies is also presented.
4. BALANCE EQUATIONS: Eigenvalues and Asymptotic Relations
Our attention is again focused upon equations (3.2) -
(3.4) but with a'= a =0. These determine the latitudinal dependence
of the linearized balance equations.
The eigenvalues and eigenfunctions of these equations are
to be compared with those of the Laplace's tidal equations described
in chapter 3. The possible asymptotic solutions to the equations will
also be studied. But, as pointed out by Charney (1962), because the
equations form a highly implicit system it is very hard (if not impos-
sible) to obtain a single equation for one of the variables, as is
readily done for the tidal equations. This fact makes the asymptotic
study of the eigensolutions quite difficult.
Before describing the results from the calculations for this
eigenvalue problem, a relationship between the frequency and the
eigenfunctions is presented.
4.1 Integral Theorem for the Balance Equations
Analogous to the way one proceeds to form an energy equation,
one gets an explicit equation for the frequency by multiplying equa-
tion (3.2) by P*, (3.3) by Q* (a'=O), and (3.4) by R*. The three
equations are then added and the resulting expression is written in
flux form
01 jsP f ~~ (4.1)
_L + 'IP + R*_ - d 4 )
ar f~' P JLP o d J?
Taking advantage of the fact that the last term appears in flux
form we integrate (4.1) from y=-l to p=+l. This flux term gives
no contribution at 1y =1, since all the functions are required to be
finite at both poles.
The following integral theorem is obtained
X =- (4.2)
wI2 + 13 + C 14
where I = IPI2
I22
123 = Ji J2 A~ (4.3)
I5
3 Yf l PI2
15 QflI 'J
The spectrum of possible frequencies is represented by (4.2),
where X is expressed by means of positive integrals of the eigen-
functions, the wave number s, and the parameter c.
An impor'tant result from (4.2) is that for the balance
equations ( a = 0) only westward propagating modes are solutions when
s is positive. (This powerful constraint is no longer true if
a =1.) For s=0 the oily solutions are X =0, except for some finite
negative values of e for which the denominator of (4.2) vanishes.
These values of e are discussed in section 4.2.6 and correspond to
the asymptotic type 7 (section 3.3.4). From this behavior of the
eigenvalues for s=0 we may infer that if the balance equations are to
have part of the mixed Rossby-gravity mode as a solution, it cannot
"cross" the s=0 axis (see figure 2).
It might be pointed out that the denominator of (4.2) is
essentially the sum of solenoidal kinetic plus total potential energy,
whereas the numerator comes from the variability of the Coriolis
parameter in equations (2.7) and (2.8). Thus, the dispersion rela-
tion (4.2) shows the importance of "s" = -a 1  in case one furtherde
attempts to simplify the set of equations (e.g. studying asymptotic
behaviors).
In our numerical study of the eigensolutions we have also
derived an equivalent integral theorem for a truncated matrix
(Appendix B).
4.2 The Eigenvalues of the Balance Equations
4.2.1 Method of Solution
Solutions of (3.2) - (3.4) are obtained in the conventional
manner by expanding P(p) and Q(y') in surface spherical harmonics
P5 (y) (defined in Appendix A), and then solving a system of algebraic
n
equations for the coefficients.
flzs (4.4)
00nzQ As n~p
We now use convention (b) of section 3.2 for computational convenience,
in which s> 0, but X may be negative.
Making use of the properties of s '(P) we get
n
R (p) En (n +in 1)iA n Rt
and the following recurrence relations for As and B
n n
( n(n+) + s) Bn
AE LJtn
2n~ ~ ~~ ~~n1 +3 n 1 2n- n.-(+)(~+))A* -(~"* ) A' - 0
-( ~ f+)~+N) A 1  ((flI)f+(lS)A Qzn+3 n2)lAn-
(n(Vi+ 9S+1) ) Bs-ti + ( (n-i) (n+i) (n )S) 6-1
Equation (4.7) (with a =0) is solved for A(
n
(4.6)
=0 ( 4. 7)
and the result used in
(4.6) to give (see Appendix A where the a term is kept).
do-z B z + c~nz Bn+2
where
a = - E i(n-s+i)(ntsti ) (n+i)(n-S)(n + s)
n (n+i) 3(2n+i)(2n+3) n3(2n-1)(2n+i)
(for s=0, n=1,2,3,... ; a = -
bn 5
n n (n +) ( for s=0 , bn =0) (4.9)
c = - E (n+n+s-)n+s)
n (n-1)2n(2n-t)(211iI) J
n (n+l)(n+2)2 (2n+l)(Zn +3)
There are two separate types of motions described by the algebraic
system (4.8). One for which (n-s) is even will be denominated
antisymmetric modes (v and P are even functions of p ; u,Q,R are odd
(4.5)
= 0 (4.8)+ n+ bn B'
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functions of p ) and another for which (n-s) is odd will be denominated
symmetric modes (v and P are odd functions; u,Q,R are even functions
of p ).
(as + b -) 0..---.--
ds ) ( Qs+z t bs+z -) CSt4 ) 0*~~*
0 ( ds+2 ) (Is+ * -) )
ds+4
0
s.4
0
0
0 (4.10)
S(o5++b6+ -') ( cs3 ) 0
c5+5
( d,5 )
System (4.11) describes motions with no crossing flow at the equator.
) o ~ ~ 0Bs35s+3
(4.11)
( ds~i ) (QL,+,+ bsgl-) (
1 1d5+3 ) (Ct5+5+k+,7)0
In order to solve the two homogeneous systems (4.10) and
(4.11) we will fix values of the product Xe and treat the conse-
quent ordinary eigenvalue problem for X. There is an infinite
number of eigenvalues from which we are interested 6nly in the lowest
modes. The procedure is to truncate the tridiagonal matrices taking
only the first N x N elements. The value of N is dictated by the
convergence of the eigenvalues being sought. Appendix A describes
the numerical problem and Appendix B gives a consistent way to trun-
cate the matrices.
We now pass to the discussion of the computed eigenvalues
as the parameter e is varied. The correspodding eigenfunctions will
be described in the next chapter.
4.2.2 Discussion of the Computed Eigenvalues
Figure 6 is the counterpart of figure 1 for the balance
equations, showing the surfaces n = n(X,s,E).
For positive values of e only westward propagating modes
(s < 0) are solutions. X is confined to the range (0,1/2) and the
westward gravity waves are absent. Referring for further details to
figure 9 (for s=-l), we note the following facts about the remaining
(Rossby) modes. First, there is excellent agreement with the tidal
theory for small positive values of c (waves of the second class).
As e is increased the highest frequency mode begins to have a
somewhat higher frequency than the mixed Rossby-gravity mode of the
tidal equations. The lower frequency modes have good agreement for
the antisymmetric modes, but the symmetric modes begin to assume
.. . . .. . . .
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Fig. 6 Eigenvalues for the balance equations. Surfaces are sharim for selected latitudinal muodes
(see legend to Fig. 1). The surfaces for negative C continue upwards above -A= 1 instead of
accumulating at A~ = 1 as they do in Fig. 1.
... ...... W .. . .. .. . .
the frequency appropriate to the neighboring antisymmetric mode.
For negative values of 6 there are eastward and westward
propagating solutions, but X has the range (0,00) instead of the
range (0,1) of the tidal equations. The westward modes (figure 9)
are an analytical continuation of the modes of second class for small
negative 6 , but instead of showing an accumulation at X = 1
(section 3.3.3, type 4) as (-e) is increased, symmetric and anti-
symmetric modes "cross" and become independent of X at finite
negative values of C.
For s = 0 and e < 0, the allowable values of c are
independent of X (see figure 7). This independence of X appears
in the matrices (4.10) and (4.11) where s = 0 makes bn vanish, allow-
ing X to be divided out of each row in the matrix. The c values
appear to be numerically identical with the numerical values given
by Longuet-Higgins for the asymptotic type 7 (6<0, s=0, X+O). For
E<0 and s>0 (eastward propagation) we have recovered (figure 8) the
limiting low frequency "Burger" solutions corresponding to the type 6
of Longuet-Higgins (section 3.3.3). As the frequency is increased,
however, the pairing described in section 3.3.3 for type 6 does not
occur. Instead, both symmetric and antisymmetric modes at large X
have eigenvalues (-e) independent of X.
We now parallel Longuet-Higgins' approach by examining the
asymptotic behavior suggested by the numerical results.
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F g. 7 Eigenvalues for the balance equations for the
longitudinal wave number s = 0. They correspond to the
asymptotic type 7 (e <0,x -+0) described by Longuet-Higgins
(compare with Fig. 3). Here the eigenvalues ( e) are independent
of the frequency (?A). The letters a and s stand for modes
with geopotential-= antisymmetric and symmetric about
the equator.
I I I I I 1i limit A--5 a Sa sasa
Fig. 8 Eigenvalues for the balance equations for s = 1. The limiting
solutions for small frequencies agree with Longuet-Higgins' type 6
(compare with Fig. 4). However, for high frequencies, the modal curves
continue upwards above - = 1 and become independent of 'A , with the
limiting solutions ( -+eD ) indicated. (These modes are here called
"Burger" modes).
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Fig. 9 Eigenvalues for the balance equations for s = -1. The frequencies
are in the range (0, ) for positive values of 6 . The curves for negative
values of e have symmetric (S) and antisymmetric (A) modes crossing and
continue upwards above 'A = 1, with the limiting solutions (C -Oo )
indicated (compare with Fig. 5). The dotted curves correspond to some of
the eigenvalues for the Laplace's tidal equations.
4.2.3 Asymptotic Solutions as c-+0
These asymptotic solutions are obtained directly from the
systems (4.10) and (4.11) as XE+O. The square matrices become diagon-
ally dominant (cn, dn -- 0) and the eigenvalues become those for the
"second class" Rossby waves
-s
E (n+1) 2(n-5)(n+s) n2(n-s+i)(n+Sti)
nz (2n-i)(zn +i) + (n) 2 (2n+1)(2n+3)
(4.12)
[The term multiplied by E in the denominator comes from the first
order terms in the expansion in powers of C for small s as
described in Appendix E.]
The waves of the first class (gravity waves) do not appear
as solutions in this limiting value of s. In this sense the gravity
waves are "filtered out" by the use of the balance system. Figure 9
shows this asymptote for the case s = -1.
4.2.4 Asymptotic Solutions as 6+--=
There exist solutions with small frequencies as C+-1o
(figure 8). They are obtained from an expansion in power series of
-1
(-E) - as follows:
-1 -1+A = ss(-0) I X + (-E) 2XP + ]
P + (-E) 2PQ +
1
R= R + (-E)~TR + ... ]
0 1
Since the solutions are expected to be confined to the
1
vicinity of the poles we use the stretched coordinate W = (-E)4e
1
(or w = (-E)4 (Tr-e) for the South pole). In order to find the
solutions it is necessary to go up to first order in the expanding
parameter. The zeroth order corresponds to a s-plane approximation,
which geometry we know to be incapable of describing these motions
[see Phillips (1963), p. 161]. It is then expected that the solutions
emanate from additional constraints in higher order terms in (-E) 2.
Appendix C gives the detailed derivation of these solutions. The
eigensolutions are, asymptotically:
= + +i)
P=R= e2 V ~L~(co)
; V= 0,1,2,...,s>0
( wz)5 + wd- z) Q =-5( 'T2 [ /
The solutions correspond to Longuet-Higgins' type 6 as discussed in
section 3.3.3.
It was pointed out earlier that this type of wave follows
from the scale analysis of Burger (1958). His scale analysis assum
that the divergence and vorticity were of equal magnitude, so that
the vorticity equation reduces to
f V-v = -av , or
V.v = - tan e ( ) V-v
a go,
(4.13)
(4.14)
ed
(4.15)
The balance equations on the other hand are derived (from the point of
view of accuracy) by assuming that the vorticity (or stream function)
is greater than the divergence (or velocity potential), and equation
(4.14) verifies that this is indeed true for these motions. The
apparent paradox with (4.15) is solved by noting that the solutions
are concentrated near the pole, where tane is small and the geostrophic
wind is non-divergent.
4.2.5 Asymptotic Solutions as ES +o
Our attempts to describe this asymptotic behavior analytic-
ally have not been completely successful. In order to study this case
we proceed as for the case of c + - .o but with the stretched coordin-
ate now being I? = E4p (i.e., the solutions are expected to be con-
centrated about the equator), and the expanding parameter is E 2.
The following expansion is made:
1 1
EX 2[ + s!i+ .
1
P= [P0 + ~!P1 + ... ]
(4.16)
1 1
Q = S i[Q + 6~2Q +
1 1
R = s~4[R + E iR + ... ]
A detailed derivation is presented in Appendix D, arriving at the
equations
UO + 1VO = sRo + sA 7  + C (4.17)
- Y/ U d0 R* + A (4.18)
UO - _-_*_ R (4.19)
dP dQ
Inthese equations U = P 0 and V =-o + sP play the role of
o dri o di o
zonal and meridional velocities. A and C are integration constants:
dR
0A = - ( ) ; C = (X U - sR Note that if they were zero,
(4.17) - (4.19) would correspond directly to the original equations
of motion with = 0= 
The following equation for V is obtained from (4.17) -
(4.19), when X 0 s2
-2 
-A (Z -V) - (4.20)
If A = C = 0, (4.20) leads immediately to Longuet-Higgins' solutions
of type 2 (section 3.3.2).
However, we know from the accurate matrix solutions shown
on figure 9 that the symmetric modes of the balance equations differ
from this at large E. Let us write (4.20) separately for symmetric
(V (s)) and for antisymmetric modes (V a)
Symmetric modes (R , U0 , Q, even ; V , P odd)
2 JVo = - c (4.21)
Antisymmetric modes (R , U, Q odd ; V , P even)
j 2 - - 0 ) (4.22)? 0
The boundary conditions on V0 are that V + 0 as ITij -o (i.e.,
V must decay rapidly away from the equator for the s-plane (zeroth-
order) to be a valid approximation). The homogeneous solutions
of the parabolic cylinder equation (4.20) obeying these boundary
conditions are the Hermite functions e H(r) with the imposed
eigenvalue condition -{ = 2v +1 , where V is equal to a positiveX
0
integer.
Our matrix computations have revealed that the eigensolu-
tions for the antisymmetric modes are well described by (4.22) with
dR
A = -( )~ 0. This implies that although R is an odd function
of q it has a zero slope at n = 0 (as in fact happens for the
type 2 solutions of the Laplace tidal equation). That in turn tells
us that the zonal motions are likely to be geostrophically balanced
in the equatorial region for both kind of symmetries (clearly seen
from (4.18)).
On the other hand, the (matrix) computed eigensolutions for
the symmetric modes show quite different results. They evidently
cannot be described by equation (4.21) with C = 0, contrary to what
happens in tidal theory (type 2 solutions with V =1,3,5, ... ). The
eigenvalues show noticeable discrepancy when contrasted to those of
Laplace's tidal equations, as shown in figure 9. The matrix computed
eigenfunctions for the meridional velocity (discussed in chapter 5)
9low that at large positive E the antisymmetric modes are confined
to low latitudes, agreeing well with the tidal solutions, but the
meridional velocity for the symmetric modes has an appreciably larger
amplitude in high latitudes than do the tidal solutions. The equa-
torial expansion in n evidently breaks down to some extent for these
solutions.
In chapter 7 it will be shown that these symmetric modes,
when calculated for the modified balance system ( oa=l), agree much
better with Longuet-Higgins' results.
4.2.6 Behavior of the Solutions for s = 0
The eigenvalues for s = 0 are independent of frequency.
They correspond to finite negative values of 6 which agree with
those of type 7 (X -- 0 ; section 3.3.4) and are such that the denom-
inator of (4.2) vanishes (i.e., I 3 = -14). The same results are
found if a=l, since s also multiplies this term in (4.2). Let us
call u, = (1- yA and A v* = (1-A ) and write equations (3.1) -
(3.4) with s = 0 (a'=0)
- + dpv* 0 (4.23a)
dP dy
dpui d dR
X eR (4.25a)Hu
These equations are now independent of ? (for X =0 the solution is
- 2 dR
v =0 and zonal geostrophy p1 u =C1--y )) and when integrated give:
- * + V E (4.23b)
u = (1-a ) + F (4. 24b)
dvdy
dV 
_ E R 
(4.25b)
The integration constants E and F are identically equal to zero if
dRu, and v, are to be equal to zero at both poles (with finite there).
We get the following equation for v*
(1-p ) V - E 2 VX = 0 (4.26)
This apparently simple eigenvalue problem ( c is the eigenvalue with
v* =0 at y = +1) is the same as that for Longuet-Higgins' type 7.
The values of e are shown in figure 7.
4.2.7 Asymptotic Behavior as X + o
There are no free solutions (positive e) with frequencies
greater than I = 1/2 ; high frequency response of the balance equations
occurs only in the case of forcing (negative e ).
Our numerical computations of the eigenvalues have revealed
the existence of high frequency solutions for both westward and east-
ward propagating waves. In addition, the eigenvalues tend to become
independent of X for finite negative values of e . In order to
show this, we let Q = h Q* and write (3.2) - (3.4) with a' = a = 0
- -2) + )+ ( 2) + + P 0 (4.27)
aP) + (- p ) (4.28)
(Qy) E (4.29)
When the limit X -- co is now taken, T is neglected in comparison
2
with . The variability of the Coriolis parameter in the original
equations is represented by this s term and by the and dP
terms. The former, as evidenced by its dominant role in the c -+ 0
solutions (4.12), which correspond to Rossby's (1939) and Haurwitz's
(1940) non-divergent treatments, is historically thought of as the
principal effect of the variable Coriolis parameter. It is perhaps
worthwhile to note that in the present limit of X + 0o , it is the
other terms which contain the effect of rotation on the eigenfunctions
and eigenvalues.
The resulting equations are unfortunately as complicated to
solve as the system (3.2) - (3.4). The limiting eigenvalues are shown
in figures 7, 8, 9 and summarized in figure 10.
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Fig. 10 Eigenvalues for the balance equations for ) = 10. These solutions
appear for negative values of 6 only. The curves show crossings of
symmetric and antisymmetric modes.
5. EIGENFUNCTIONS
The eigenfunctions of the linearized balance equations are
presented graphically in this chapter. The normalization factor used
makes the total energy (rotational kinetic plus potential) integrated
Trover the globe equal to . This in turn ensures that2
52 '2 + 13 + 1EI 4
where 12',3 14 are the integrals defined in section 4.1 and the absol-
ute value of e is taken for s < 0 modes. This normalization pro-
cedure (discussed in Appendix A) is similar to that used by Longuet-
Higgins (1968). We have chosen to present the variables jI 1zj/2R,
representing the latitudinal dependence of the geopotential, UROT
-1/2dP
-(1-p2) - corresponding to the latitudinal dependence of the
rotational part of the zonal velocity, and VROT = s(l-271/2P
corresponding to the latitudinal dependence of the rotational part
of the meridional velocity. The formulas used for these are those at
the end of Appendix A with 50 elements in each expansion and evaluation
of the series made at an evenly distributed set of 41 points between
P=O and 1=1. [To numerically check the eigenfunctions and eigenvalues
obtained from the series, we have also introduced these values into a
second-order finite-difference analog of (3.2) - (3.4). The resulting
finite difference equations were typically in error of order (1/40)2.]
The results are shown in figures 11-22. Only the first four
modes are presented for s=l and s=-l. The changes in the modal struc-
ture are shown as a function of the parameter e . The eigenfundions
have significant amplitude at all latitudes, for small positive or
negative values of . However, as IEl is increased, the aolutions
get trapped to some extent in equatorial or polar latitudes, depending
on the sign of e .
At low frequencies, the rotational part of the zonal and
meridional velocities generally accounts for most of the total zonal
and meridional velocities. One exception appears for the mixed mode
(see figure 11) as s is increased. In this case the total U and V
velocities are confined more to low latitudes. At high frequencies
(which occur only with negative values of C ), the divergent part of
U and V dominate over the rotational parts. These eigenfunctions are,
of course, unrealistic in light of the balance approximation assump-
tion that divergence << vorticity. Fortunately they would only appear
in an expansion if high frequency forcings are imposed upon the system.
-Figure 23 illustrates our discussion concerning the sym-
metric and antisymmetric modes of the asymptotic expansion c + -- o
(section 4.2.5). The total meridional velocities of the first and
second "equatorial Rossby" modes (symmetric and antisymmetric, respec-
tively) for s=-l are plotted in contrast with the asymptotic solutions
of type 2 (section 3.3.2). It is apparent that the first symmetric
mode (as computed from the matrix 4.11) cannot be described by (3.7)
with v =1 due to the large disagreement. It has an extra zero cross-
ing between iy=0 and p=l and significant amplitude even at high lati-
tudes. On the other hand, the antisymmetric mode agrees very well with
the corresponding asymptotic solution, except for small discrepancy at
extra-equatorial latitudes. It can be fairly well described by (3.7)
with v =2.
~po 1
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Fig. 11 Eigenfunctions for the balance equations for the "mixed Rossby-
gravity" (E> 0) mode (n-s=O), with s = -1, showing the latitudinal distribu-
tine of the geopotential (K) and the rotational parts of the zonal (UROT
and meridional (V ) velocities. The solutions become more confined
ROTto low latitudes as e is increased. At large values of E , the divergent
part of the meridional velocity becomes larger than the rotational part for
this mode.
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Fig. 12 Eigenfunctions for the balance equations for the continuation
(E < 0) of the "Mixed Rossby-Gravity" mode, with s = -1, showing the
latitudinal distributions of the geopotential (R) and the rotational parts
of the zonal (U ) and meridional (V ) velocities. The cross-hatched
eigenfunctions correspond to the limi ng -woo( E 0) solutions.
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Fig. 13 Eigenfunctions for the balance equations for the (n-s) = 1
Rossby mode, with s = -1. The latitudinal structure of the geopotential (R)
and the rotational parts of the zonal (UROT) and meridional (VROT) velocities
are shown for several positive values of e . This mode, at large e
diffeis from Laplace's tidal solutions of type 2 for V = 1.
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Fig. 14 Eigenfunctions for the balance equations for the continuation
( 6< 0) of the (n-s) = 1 Rossby mode, with s = -1, showing the latitudinal
structure of the geopotential (R) and the rotational parts of the zonal (UROT)
and meridional (V R) velocities. The cross-hatched eigenfunctions
correspond to the TI iiting X-eco ( E ( 0) solutions.
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Fig. 15 Same as Fig. 13, but for the (n-s) = 2 Rossby mode. This mode, at
large c , agrees well with the limiting type 2 solutions with ' = 2 (Longuet-
Higgins).
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Fig. 16 Same as Fig. 14, but for the continuation ( e (0 ) of the
(n-s) = 2 Rossby mode.
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Fig. 17 Same as Fig. 13, but for the (n-s) = 3 Rossby mode.
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Fig. 18 Same as Fig. 14, but for the continuation ( E (
(n-s) = 3 Rossby mode.
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Fig. 19 Eigenfunctions (jl2R, U ROT' V.OT) for the balance equations for
the "Burger 0" mode ( E C 0), wit s T he cross-hatched eigenfunctions
correspond to the limiting ( +x-oo ; 6 < 0) solutions. At low frequencies,
this mode agrees with the limiting type 6 solutions by Longuet-Higgins.
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Fig. 20 Same as Fig. 19, but for the "Burger 1" ( E ( 0) mode.
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Fig. 21 Same as Fig. 19, but for the "Burger 2" (6 ( 0) mode.
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19, but for the "Burger 3" ( < 0) mode.Fig. 22 Same as Fig.
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Fig. 23 Comparison of the total meridional velocity (VTO ) of the balance
equations with the asymptotic solutions of type 2 for s = 4Ldescribed by
Longuet-Higgins.The discreRancy between th, VT Symmetric of the balance
equations for e = 1.07x104 , = 1.97x10 an2 e asymptotic solution
of type 2 for e = 1.07x10 and V = 1 is shown. The good agreement4between
the V Anttsymmetric of the balance equations for e l= 1.02x10 ,
A = 2? x10 and the type 2 solution for E = 1.02x10 and V= 2
is also shown.
6. STABILITY STUDY OF A BASIC ZONAL VELOCITY PROFILE
In the previous chapters we have studied the latitudinal
structure of the solutions of the balance equations on a resting basic
state. We have shown that all possible frequencies are real (integral
theorem (4.2)).
The inclusion of a basic zonal flow in the equations (2.7)
- (2.11) may allow for complex values among the possible frequencies.
Some of the modal solutions will then be damped while others will grow
exponentially with time. The perturbation solutions with a.positive
growth rate (imaginary part of the frequency > 0) are said to be
unstable. If the growing disturbances derive their energy from the
zonal kinetic energy available due to a horizontal shear of the basic
zonal flow, the basic flow is said to be barotropically unstable with
respect to those disturbances. But if the growing disturbances owe
their energy source to the available potential energy in the horizontal
basic temperature gradient (which by hydrostatic and geostrophic bal-
ance requires a vertical shear of the basic zonal profile), the basic
zonal flow is baroclinically unstable and, the perturbations are called
growing baroclinic waves.
We will focus our attention on the baroclinic instability
problem with a simple family of zonal profiles U = ac(p)_j2, (l+Sp2).
The use of this basic zonal velocity in the continuous equations
(2.7) - (2.11), however, makes the separation of vertical and horizon-
tal structures impossible. In order to handle this difficulty we will
make use of a simple two-layer model, which is still able to provide
the conversion of available potential energy to feed the growing
perturbations.
6.1 The Model Equations
The version of (2.7) - (2.10) with the a index equal to
zero, F =0, q =0 and linearized about the basic state in pressure
coordinates are
- 2 .f(V2+f) -V-(V +f)?A -V-( 'V) (6.1)
S- V(f +TV 2 V )V-' Y V Iv'VV - V(Vy -N') (6.2)
x 757 ->cpy-V - O'(6.3)
(6.4)
where the primes are used for perturbation variables and the basic
state variables (functions of latitude and pressure alone) are
indicated by overbars. The latter satisfy the relations
-V a () (I- 6(i+I2) (6.5)
-j a X l) P2)/(I+5J2) fI2 -+6ct(>)(i+6pM)J (6.6)
4 = 2 V ( + 26p)] (6.7)
(6.8)U -0
in which O (p) is the functional variation of the basic state zonal
velocity with respect to pressure. The index ' , which takes the
values 0 or 1, is used in order to compare the two sets of equations
(6.1) - (6.4) with and without the ^ terms. These T terms arise
from the underlined terms in (2.7) and (2.8). In equation (6.3)
the advection term due to the divergent part of the velocity was not
included because in the last term of (6.3) we are taking the potential
temperature 0,(p) for a standard atmosphere. This is necessary for
the energy consistency requirement (see Lorenz (1960)). (Note that
(6.1) - (6.4) with T =1 or T =0 reduces to the same set of equa-
tions if the basic state is a resting one. Thus, the linearized
study presented in the previous chapters applies to both systems).
Inserting (6.5) - (6.7) into (6.1) - (6.4) we obtain
U ,) (I6 F)L &V'- 2[f (1 +-P 1- '2
-ZIAS~4 ~j (1-6-26 2.)) L'X' -2(-.) ±1Tc (t'(I-S +6Sp~ i +
+ ~ L, ?jIj i 2)Y (6.9)(6.9)
) =+ () (1--F+2 Ly' + Ca-P)(1  +f1t(?)(1-6+6?')]
+ 2o (a) (i- S+26P") V, '- T Ct(P> (1/2)(1- SF) LLy' +
+ ) ( i-pz) ( L f (6.10)
-- ~ Z(P (0+p1 + P 'U + (50p) [11 +7T(P) (i +6
LPoo P C1 P J
z (W> (6.12)
a P
£ = V 2V and 6 is a parameter. (6.13)
6.2 Two-layer Model
The pressure dependence of the perturbation variables will
be expressed in finite-difference form by means of a two-layer model,
schematically shown in figure 24.
O
I?.- L4
1P~ 31 :
Figure 24 - Scheme of a two-layer model
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Equations (6.9), (6.10), and (6.12) are written for levels 1 and 3
while equation (6.11) is written for level 2 to give:
-' (1(t +2) +l& .' -Z[ + (i 6+ pa)1g -
-27(n~fiti-5+sg)]l4- -21f[ 101 ( 0-66p2)] +
+ T <L z " - . ( _W)(+5,)cZ] P b(_6.14)
6%= -c4 (i-+6y2) lZa w' -2nd(-+8) -ata
-Z,.cp(i Tr-+25 p)J La'X' - 2 (i-p*2) (n+1<-'c 3(i 1 -I-6*)
+ 0.1 -4 ( 1/ ) 1 6/A
(6.15)
£~ = 2p[ +7hi(i-+z/)) £,Vi +FZ.~Z [(1f(+Th(-S+/)] },i+
+ ZTZ14 (i1-+26p2) +'
+ VOL,2(1-)1+/
(6.16)
>3= 2 + Ct3 (1-Zs )] V3 + Zi( 2±(i -)( +tJ &3 3(i -8+662)]
+27%g 3p(i- -i+zspk) ffV3 - i 4t3(i-p)(4+5p2) 123 +
+ZTC3 82( --A (1 ++ a) -l W ]
j - (6.17)
L2 (+5 -) 'Y-3 1 )(1, ++
(6.18)
(A, - WOP
Ap j8 (6.19)
f( _(6.20)
The boundary conditions in the vertical are:
W= 4 = 0
Equations (6.19) and (6.20) give us then X= -X
Let us now define:
~0'x = 'X i = -x X'
e = (y;-xv)/2 (6.21)
= At
a) = ( 6+ )/4S
A = (c% -c4)A
and assume
'=(Y + /2 (6.22)
After using (6.21) and (6.22) into (6.14) - (6.20) and combining the
resulting equations we get-
, fail = -A (1+6 - +zw(i-si-66 2)
- (6A.2366 )) -' AA ( i-6 +Zp 2 ) _+ +-
+ng iA x s> ( 6.23)
B6 = - w(+1 )g-4 -A(I+5p2) ;) y - [i+2(186+G2)
2A(1-6+69,) 5 - p i+2 w (I -5+2)]zt~X -
(6.24)
±at= C(1+5,p2) +S 162(+7(+/] 
-g
=r (i +21w(f-+28p) I 2 +2p1 (1-+2p") fAv +
+ (1-,) [1 +2 T (i-+6sj.p)J + 2 ,M2A (j-) ('-b +682)
+ ZT wy li-8+26p) 'G +Z T A p(i-5+zp-S 2 ) L -
~ ( + -A(1-/?(+8p2 )i4 +
(6.25)
+ 1o i ((I_-) (jp) ] 3+ A J Z ( ((t-p±)( + 1pf]
Xd = (+2ow(i-6+4-26/)] + 2 T A(- p +
+(i-)(+2fW(i-&+66/)?f V+ ZeA(i-ya)(i-6+6S2) )G
++ Z T A (-+26/) E) -
-TW(_1-/)(j+6/p), _t
+T6 ( I B-p)
and & 6Z -t) (8 -)
VL- +T A ()(I45/) h --
) - Z' A £ (-2(+5* i9] (6.27)
(6.28)
is the non-dimensional static stability.
(6.26)
7-
Equations (6.23) - (6.26) form a closed system in the variables
Y , 9 , 'C , and ') .
6.3 Comparison of the Two Systems of Equations with T=0 and I =1
We now turn our attention to the comparison of the two
systems of equations-(6.23) - (6.26) for T =0 and 'r=1. This com-
parison will be made using only the basic zonal velocity profile
II = a o(p) 1 P.; i.e., by letting 8 =0 in those equations. This
profile is able to accentuate the differences between the two sets of
equations, since it has large amplitudes in low latitudes, where the
behavior of the two sets is most distinct. It corresponds to a state
of solid rotation within each layer.
We then seek solutions of the form
VY, (n'
E 1 S'' wt' N ;s1l,2,3,.
=,, T I ( (6.30)
where the latitudinal dependence has been truncated in the associated
Legendre "polynomial" expansion for computational purposes.
After using the properties (A.2)-(A.5) (Appendix A), equa-
tions (6.23) - (6.26) become:
6S
_ = en - + f, 0' + An X5 i - Bo X(6.31)
S en +f + Cn X + X (6.32)
n 5 Sn (n+i) -rncn i +-dn -In+ I) -X~ 5n63
5n(rn+.) Ad.-~ (can, es + hn (9'+) + r-n (a6 yX + bn-1 j 6.34
where (C and the coefficients an, b, ... etc. are given
in Appendix F.
T is eliminated between (6.33) and (6.34) and the result
n
is used to eliminate X and Xn+1 in (6.31) and (6.32) to yield the
nf n+
following matrix equation:
(6.35)
In Appendix F one finds a description of the matrices A
b and Y as well as the numerical method used to solve this
matrix equation and the energetics of the model.
If the inverse of A exists, equation (6.35) can be
multiplied by it to give
- A7 B7Y
By letting C A
C =0
and 67"')= Y 3 we obtain
(6.36)
(6.33)
A Y= B Y
which becomes an ordinary eigenvalue-eigenfinction problem for a
if o , A , s, and S have assigned values. The frequency Gr
is a complex quantity: G = A + iv . A is the real part of the
frequency and v is the exponential growth rate. v > 0 are asso-
ciated with unstable modes, V =0 with neutral modes, and v < 0
with decaying modes. The e-folding time in days is equal to (409)~.
Because the matrix C is real, for each complex eigenvalue 6
its complex conjugate 6-* is also a solution. (6.36) comprises two
separate matrix systems with regard to the symmetry of the solutions,
as even or odd functions of P = sine (latitude).
Figures 25-a and 25-b (for stream functions symmetric and
antisymmetric about the equator, respectively) present the growth rate
of the unstable modes as a function of the discrete zonal wave number s
and the mean meridional wave number m (defined as the number of zeros
between the equator and pole of the real part of ( plus one) for
S = 0.005 and w= A = 0.01. Both systems -'=1 and 1=0 are shown
for comparison. The maximum growth rate for this case is seen to be
for s = 4 and m = 3 with corresponding eigenfunctions having stream-
function ($ ) symmetric about the equator.
Figure 26-a displays the amplitudes and phases of the eigen-
functions and # for the most unstable mode (s = 4, m = 3) shown
in figure 25-a for 7 =1. Figure 26.h presents the corresponding
momentum and heat transports by the baroclinic eddies. Figure 27-a
and 27-b are the counterpart of figures 26-a and 26-b for I =0. The
two solutions are remarkably alike, except that the amplitudes of #
and U'V'*cos2(lat.) in the lower layer (level 3) are relatively33
larger for T~ =0.
The U acos(lat) profile on a sphere is, in some ways, an
analog of U = constant on a 0-plane. It is the simplest profile for
a baroclinic instability study on a sphere, since it is always stable
to barotropic disturbances (See the energetics discussion in Appendix
F.2). The most unstable perturbations for U = constant on a 5-plane
analysis give no net transport of momentum across latitude circles, as
shown by Phillips (1954). Our results, however, show a momentum trans-
port (u'v'*cos2 (lat) and u vj*cos2 (lat)) polewards for all latitudes1 13
(figure 27-b), even when U is in solid rotation at each level. The
curvature effects are evidently very important in this case. The
ratio max.u'v'*cos2 (5.1*)/max.v2T2 *cos(60*) is approximately
1.6 m sec1* C1 , while the observed ratio (mean annual values)
max.u'v'*cos 2 (35*)/max.v'T*cos(50*) is approximately 1.56 msec_1 C
(Oort and Rasmusson, 1971).
The properties of the baroclinic eddies and their transports
will be discussed in the next section, where only the system of equa-
tions with T =0 will be used (because of the good agreement with the
7=l set for U oc cos(lat.) and mathematical-simplicity) with the
parameter 6, being varied, for different profiles.
6.4 Study of Curvature Effects on Baroclinic Instability
We will now examine the influence of curvature effects on some
important aspects of the baroclinic instability problem. Taking
specific members of the family of profiles U /1-p 2 (1+6P2), We Will
draw conclusions to partly answer questions concerning the meridional
scale of the most unstable mode, the eigenfunctions' latitudinal
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Fig. 25.a Growth rates (units of 2 fl ) for the unstable solutions
with stream functionssymmetric about the equator as a function of the
longitudinal wave number (s) and the meridional modal number .(m)
(shown on the left of the circles and triangles) for the U&c cos(lat)
profile. The values obtained using the two sets of equations ( ' = 0,
and W= 1) are shown for comparison. Numerical values of the parameters
are S = 0.005; w = A = 0.01.
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Fig. 26.a Eigenfunctions <P; and CU for the most unstable mode for
the profile ( (Fig. 29), using the balance equations ( T = 1). Numerical
values of the parameters are: S = 0.005; w = A = 0.01. This mode
has o = -0.03145 + i 0.008280, s = 4, m = 3, and SYM = 0 (symmetric
stream function).
-j
E
ra
01,
1.0 - 2
-- - u~v;*cos(lat.)
-- uiv;*co$(lat.)
0.5
0
0* 100 200 300 400 50 600 70* 800 900
latitude ->
1.0 
- - v9Tc os(l at.)
0
-1. I0 
-
-1.0 -
Angular momentum and heat transports corresponding to Fig.26.a.Fi g. 26. b
1.0
0.5
00 10 20 30* 400 500 60 70* 80* 900
latitude ---- >
180
900
-90
-18
Fig. 27.a Eigenfunctions P and (' for the most unstable mode for
the profile @ (Fig. 29), using the set of equations ' = 0. Numerical
values of the parameters are; S = 0.005; o = A = 0.01; 6 = 0. This
mode has O = -0.03132 + i 0.008424; s = 4; m = 3; SYM =0,. (Compare
with Fig. 26.a)
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structure, and momentum and heat transports by the baroclinic eddies.
Our solutions near and far fromneutral stability will be compared with
the results of some two-layer, quasi-geostrophic, S -plane investiga-
tions (Phillips, 1954; Pedlosky, 1964.a,b; Stone, 1969, 1974; Simmons,
1974). All the profiles used are stable to barotropic disturbances
for the range of parameters used (See energetics discussion in Appendix
G.2).
Let us return to equations (6.23)-(6.26) with T =0 and seek
solutions of the form (6.30). After using the properties (A.2)-(A.5),
we obtain
n= b+ + c+ y- z en 6 4 d, + n (6.37)
bn @n-2 + an + cn -t2 + en V* + d n vi +f, VJ~z + (6.38)
+9n X'5 + ha X' 6
j n n + + ±, V51i-:3 + n5 + nn-++f ji + (6.39)
+ n t - s,,XV
n ~ + nE (6.40)
where ( ) =i, . Appendix G gives the coefficients a , b, ... etc.
as well as a discussion of the numerical solutions of the problem.
Ts is eliminated from (6.39) by means of (6.40), which
n
result is used to substitute for Xs and Xn+i in (6.38). A matrix
equation is obtained in the form of (6.35), but with the matrices A
and B now given in Appendix G.
We then look for solutions of the resulting eigenvalue-
eigenfunction problem (in the form of (6.36)) with maximized growth
rates with respect to zonal wave number (s), mean meridional wave
number (m), and symmetry, for fixed values of w, A, and S.
Figures 29 and 30 show the profiles used for our calculations
far from and near neutral stability, respectively, including the
cos(lat) profiles. These figures also show the observed mean annual
values of U at 200 mb minus U at 700 mb (Oort and Rasmusson, 1971) and
the local baroclinic instability criterion (U1-U3 /4aS cos(lat.)/
sin2 (lat.)), derived for the profile U = constant on a s-plane analysis
(Phillips, 1954; Pedlosky, 1964.a). Profiles () and (D in figure 29
show less shear at low latitudes, with maximum shear approximately
equal to the observed maximum shear, but at higher latitudes. These
profiles are locally unstable at all high latitudes. Profile Q ,
however, is locally unstable only in middle latitudes. Profiles CD
and (D in figure 30 are unstable at polar latitudes only, while
profile () is below (but near) the curve of marginal instability at
all latitudes.
Horizontal shear in the basic zonal velocity profile does not
seem to affect the threshold of instability (Pedlosky, 1964.b; Stone,
1969), defined as the local value of the shear where the shear profile
first exceeds the curve 4gaS cos(lat)/sin2 (lat). It is worthwhile,
-,
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Fi g. 28.a Eigenfunctions (P,' and O for the most unstable mode for
the profile ()(Fig. 30), using the set of equations T = 0. Numerical
values of the parameters are: S = 0.005; w = A= 0.006; 6 = 0.
This mode has 15 = -0.01055 + i 0.0007142; s = 2; m = 5; SYM = 0.
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UI I = 4 naAcos(lat)(1 + Ssin (lat) ) used for the solutions far
from neutral stability. The local baroclinic stability criterion
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perhaps, to note that the mean annual shear for the atmosphere appears
to be near neutral stability, according to the local stability criter-
ion, from latitude 38*N up to 75*N (up to where the observations are
available). It is also interesting to note that the local stability
criterion seems to work quite well for the profiles used (see figure
30).
We will now discuss the numerical solutions displayed in
figures 27,28 (profiles ®Z)) and 31-35 (profiles () ,9 , and (5)).
The part a of each figure shows the amplitude of the geopotential
eigenfunctions at the levels 1 and 3and their respective phases. The
part b shows the angular momentum transports and horizontal and verti-
cal heat transports. For all the figures, the functions have been
computed at every 2* of latitude.
6.4.1 The Geopotential Eigenfunctions # and
The amplitude of the eigenfunctions 44 and 4 has two
distinct behaviors depending on whether the basic zonal profile is
near or far from neutral stability. In the latter case (part a of
figures 27,31,33,35), the amplitudes are smooth functions of latitude,
resembling the solutions found in Simmons (1974), with maxima in
middle or high latitudes. In the former case (part a of figures 28,
32,34; near the instability threshold), the amplitudes oscillate rapid-
ly between the equator and pole, in agreement with Stone's (1969) study.
Especially in the upper layer, they penetrate further into low lati-
tudes than do those for the more unstable profiles of U. In almost all
cases there seems to exist a strong correlation between the location
of the maximum of the amplitude of and the latitude where the
local instability is greatest (i.e., where 4aA cos(lat) Il+&sin 2 (lat) -
S .- 2
- sin (lat)] is largest, for the family of profiles used). Table I
summarizes these correlations. There is a noticeable discrepancy for
the profile Q in figure 30, which does not satisfy the local criter-
ion for instability at any latitude. The eigenfunctions for this
marginal case (shown in figure 34.a) for the levels 1 and 3 peak at
two latitudes completely separated from each other (30*N and 690N).
In all a-plane analyses, the amplitudes peak near where the
vertical shear of the zonal velocity is a maximum. The simple baro-
clinic criterion in this case is a constant (because cos(lat.) and
sin 2 (lat.) are evaluated at the coordinate origin). For a symmetric
U profile, on the s-plane, the (constant) criterion is therefore auto-
matically exceeded most at the location of maximum vertical shear of
the zonal wind. The inclusion of curvature (e.g., the complete varia-
bility of f) in our spherical analysis makes a clear distinction
between the location of maximum shear and the location of maximum excess
of shear over the local criterion, allowing for the proper physical
conclusion to be drawn.
6.4.2 Angular Momentum Flux
The momentum transport by the baroclinic eddies in the s-plane
analysis is always against the latitudinal gradient of the basic zonal
profile, changing sign where the profile is a maximum. It is then con-
cluded that the baroclinic eddies, although not explaining the formation
of jets, are able to maintain a pre-existing jet structure of the basic
0 0 0
TABLE I Location of important features of the most unstable solutions.
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Fig. 31.a Eigenfunctions 0 and (., for the most unstable mode for the
profile G) (Fig. 29), using the set of equations 7= 0. Numerical values
of the parameters are; S = 0.005; w = A = 0.007; 8 = 2. This mode
has i- = 0.009452 + i 0.01809; s = 4; m = 4; SYM = 0.
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Fig. 32.a Eigenfunctions ( and 4 for the most unstable mode for
the profile(3) (Fig. 30), using the set of equatinns T 0. Numerical
values of the parameters are; S = 0.005; w = A = 0.002; 8 = 2.
This mode has G = -0.003585 + i 0.0003503; s = 2; m = 5; SYM = 0.
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Fig. 33.a Same as Fig. 31.a, but for the profile (D (Fig. 29);
S - 0.005; w = A = 0.025; 8 = -1.
a = -)0.1210 + i 0.01267; s = 5; m = 2; SYM = 0.
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Same as Fig. 32.a, but for the profile® (Fig. 30);
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zonal flow (Pedlosky, 1964.b;.Stone, 1969; Simmons, 1974).
The curvature effects show a quite different conclusion.
The angular momentum transports are polewards for all the profiles
(see figures 27.b, 28.b, 32.b - 35.b), with exception of profile ©
(figures 29 and 30) for which there is a reversal of sign (see
figures 33.b, 34.b). For all of them, angular momentum is trans-
ported away from where the zonal velocity is a maximum to higher lati-
tudes. For the profile @ (Ux cos (lat.)) there exists a tendency
for jet formation at approximately 45*N (figure 33.b) and 30*N for
the solutions far from neutral stability and near neutral stability,
respectively.
Here again there is a strong correlation between the location
of maximum convergence of angular momentum flux and the latitude where
the instability is a maximum. Table I shows the specific locations
for the profiles studied.
6.4.3 Horizontal and Vertical Heat Transports
The latitudinal distributions of horizontal and vertical eddy
heat transports look much alike; i.e., upward (downward) heat transport
coinciding with poleward (equatorward) horizontal eddy heat transport,
with peaks at the same latitude. One could then be tempted to extend
the conclusion found in Stone (1974) even to cases not so close to near
neutral stability (see his equation 2.19). For all the cases near
neutral stability there is, a reversal of sign of heat transports,
located equatorward of the maximum heat transport (see figures 28.b,
32.b). Figure 34.b shows an exception for the profile @ (figure 30),
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which is always below the local stability curve. This sign reversal
does not seem to occur for the solutions far from neutral- stability
(see figures 31.b, 35.b), with exception of figure 33.b (profile @)
in figure 29). The location of this sign reversal appears well
correlated with the latitude where the local criterion for stability
curve intercepts the curves of basic zonal wind profiles (figure 30).
This fact is summarized in Table t, and seems to reinforce the con-
clusion reached by Stone (1974) that "... to a first approximation the
heat flux is equatorward in regions where the local criterion for
stability is satisfied, and poleward in regions where it is not."
The locations of maximum poleward heat transport are well
correlated with the place where the baroclinic instability of the
basic state is largest (see Table I). These locations are even better
correlated with the locations of maximum convergence of angular momen-
tum (see again Table I). This fact should be taken into account in
any study which aims at a correct parameterization of heat transports
by the baroclinic eddies. Curvature effects are very important in
this respect (i.e. in locating the transport maxima), and could cure
the defect in Stone's (1974) parameterization of the meridional varia-
tion of eddy heat fluxes by baroclinic waves (as he suggested in his
concluding remarks).
6.4.4 Meridional Scale of Baroclinic Waves
Here we shall consider the question concerning the scale of
the most unstable baroclinic wave on a globe. Stone (1969) addressed
this question with an analysis (on a 6-plane) for unstable waves near
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the baroclinic stability threshold, concluding that the waves have
their own internal meridional scale, given by the radius of deforma-
tion. His definition of the mean meridional scale is the mean separa-
tion of the zeros in the real part of the complex streamfunction in
the upper layer, between the equator and pole. In figures 27.a, 28.a,
and 31.a - 37.a, these number of zeros plus 1 are given by m (e.g.,
m=3 in figure 27.a).
In a recent numerical study, Simmons (1974) found that there
are also some solutions (far from neutral stability) for which the
scales are not the radius of deformation. Guided by his numerical
solutions, he obtained an analytic formulation for a parabolic profile,
valid for baroclinic waves far from neutral stability. These have
meridional scales given by the geometric mean of the radius of deforma-
tion and the distance from the equator to pole. The amplitudes of the
streamfunctions have a Gaussian behavior with latitude, centered at
the position where the zonal profile is a maximum.
In an attempt to verify the existence of these two scales,
when curvature effects are included, we have derived solutions (figures
36 and 37) for two additional cases, in which the radius of deforma-
tion is just half the value used in two of the solutions discussed
earlier (figures 35 and 32). To accomplish this, we decreased S by
a factor of 4, but kept the ratio S/A constant (i.e., the latitudinal
shape of 40aA cos(lat) [1+ sin 2(lat) - (S/A)sin 2 (lat)] is the
same in each comparison). Figure 35.a shows s=3 and m=4, with maximum
value of |$ located at 66* of latitude. Its counterpart (figure
36.a) shows s=7 and m=10, with maximum value of |# at 640 of
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Fig. 36.a Same as Fig. 31.a, but for the profile (Fig. 29 with
shear coordinates decreased by a factor of 4);
S w 0.00125; w = A = -,-0.00025; 8 = -28.
6' = 0,02617 + i 0.01362; s = 7; m = 10; SYM = 0.
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latitude. The width, where the amplitude of is half its maximum
value, decreases by a factor of 1.36, when the two solutions are
compared. This pair of solutions is far from neutral stability.
For the other pair, which is near neutral stability, figure
32.a shows s=2 and m=5, with maximum value of |$ at 73* of lati-
tude, while figure 37.a shows s=4 and m=11, with a shift in the
maximum of |$4| to 760 of latitude. In this case (and also for
the case far from neutral stability), the value of s and m are roughly
doubled.
The local meridional scale near the maximum amplitude of
is also of interest. In figure 32.a the only zero in Re()) near
the amplitude peak is at 610. This gives a scale of 29* of latitude
from 61* to 90*(pole). Its counterpart (figure 37.a) has two zeros
in Re($P) near the amplitude peak, one at 62* and the other at 71*.
The latter gives a scale of 19* of latitude, while the former gives
a scale of 9* of latitude. The local meridional scale for these
solutions (near neutral stability) does not decrease by a factor of
2 (compare 29* with 19*), unless one takes the mean scale for the
former case ((19*+9 ) + 2 = 140).
For the pair of solutions far from neutral stability,
figure 35.a shows the only zero in Re4') near the amplitude peak
is at 51*, implying a local scale of 39* of latitude. Figure 36.a
shows two zeros in Re($P) near the amplitude peak. One is at 57*
and the other at 73*, with. a local meridional scale of 16* of latitude.
The local scale in this case has decreased by a factor greater than 2.
It is worthwhile to note that in Simmons' (1974) Gaussian solution,
118
the maximum amplitude of the stream function coincides with the
minimum in the phase (a parabolic variation with latitude). In our
solutions (see figures 35.a and 36.a), the location of minimum phase
is at the pole, while the amplitude peaks are at 66* and 64* of
latitude. This displacement is caused by the variability of the
Coriolis parameter, an effect not included in Simmons'. solution.
As a result, the large amplitudes occur in regions where the wave
variations are rapid, not slow.
If one accepts the definition of mean meridional scale as
that implied by m, the scale is roughly proportional to the radius
of deformation (in both cases). Nevertheless, for the solutions far
from neutral stability, the half amplitude width seems to vary
roughly like the square root of the radius of deformation.
Our results are not completely conclusive, but they show
that curvature affects the meridional scale of the baroclinic eddies.
Therefore, we shall conclude with the remark that more work needs to
be done for a clear understanding of curvature effects on the mean
and local meridional scales of the most unstable baroclinic wave.
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7. MODIFIED BALANCE EQUATIONS
Our study of the linearized balance equations has shown a
significant discrepancy between the symmetric equatorial Rossby modes
as described by the balance equations and the same modes (type 2) as
described by the Laplace tidal equation (LTE) (section 3.3.2). A
closer examination of this problem reveals that a very good descrip-
tion of these modes can be obtained by keeping the a -term ( a=l) in
the original equation of balance (equation 2.8 or 3.3). The system
of equations (2.7)-(2.10) with a =1 is also energetically consistent
and will be denominated "modified balance equations". Charney's
(1962) scale analysis has shown that the magnitude of this a-term
depends on the parameter E = R-2R7, where R is the Rossby number0 1 0
and R. a Richardson number. For E = 0(1) (typical of synoptic-
scale atmospheric motions), the a -term appear as a first order term
in an expansion in powers of R0 ; it is therefore smaller than the
other important terms if the horizontal scale is small compared to
the earth's radius.
7.1 Discussion of the Results
Figure 38 shows the eigenvalues for s=l. The inclusion of
the a=l term allows for eastward moving waves with E > 0, which
were not present in the balance equations. The integral expression
(4.2) shows that this is true only for those modes with f IQI2dj >
IPI2dp , i.e., modes with very significant divergence compared to
their vorticity, over the whole globe. The modes for E > 0 have
0 0  It I . , . . Is - 11 . I I I (I I I I I I I I I I i I I I a I I I I I I I I I I] I A.nM I I I I I I
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Fig. 38 Eigenvalues for the "modified balance equations" for the longitudinal wave number s = 1.
The figure shows high frequency eastward propagating waves for e positive. The equatorial Kelvin mode
agrees well with Longuet-Higgins' results (dotted lines) at large 6 . For negative values of e and
low frequencies, the "Burger" modes agree well with Longuet-Higgins' type 6. At large frequencies,however, H
they bend towards higher values of -E , but still do not accumulate at A = 1.(Compare with Figs. 4 and 8). 0
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have frequencies much higher than the corresponding ones for the LTE,
with exception of the "Kelvin-mode", where the agreement is better at
large c. As c + +0 the modes numerically approach the asymptote
n 2(n+1)2
S
For c < 0 , the limiting solutions A - e) (equation 4.13)
as e + -- are also solutions to the modified balance equations, with
a better pairing (described by 4.13) between symmetric and antisymmetric
modes as compared to figure 8. As A is increased, the modes bend
toward higher values of (-6), instead of continuing straight upward
as they do for the balance equations (see figure 8). However they still
do not accumulate at A=1.
Figure 39 is the counterpart of figure 9 for the modified
balance equations for s=-l. The symmetric Rossby modes now also agree
very well with Longuet-Higgins' results (compare also with figure 5),
but the "mixed Rossby-gravity" mode still has too large a frequency
as 6 is increased. The solutions A + 0 for finite 6 < 0 of the
balance equations (section 4.2.7), corresponding to the modes continu-
ing straight upwards in figures 6 and 9, are changed so as to bend back
toward small values of - C, as A increases. They are numerically
asymptotic to XC = n ( (+)2 see section 7.3), which is the value of
As that makes the coefficient of As vanish in expression A.10. IThis
n
occurs for s < 0 and S <0 and also for s > 0 and Z > 0.]
For s=0, the eigenvalues of the modified balance equations
are the same as those of the balance equations (figure 7). This is
explained by (4.2).
100 10 1 0.1 0-1 1 10 100
Fig. 39 Eigenvalues for the "modified balance equations" for the longitudinal wave number s = l.
All the equatorial *ssby modes agree well with Longuet-Riggins' type 2. The westward moving part of the
mixed Rossby-Gravity mode has too high a frequency when compared with Longuet-Higgins' results (dotted
lines). or negative values of e , the modes bend back towards small values of -E , asymptotically
to n (n+1)
s r
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Figure 40 shows the excellent agreement between the total
meridional velocities 1(1-p2).i..y ) P] in the first two
"Rossby equatorial modes" as described by the modified balance
equations and the corresponding asymptotic expressions (3.7) from
Longuet-Higgins' study. ICompare with figure 23.]
7.2 Kelvin Wave Solution
The Kelvin wave solution of the LTE for large c can be
approximately described by the modified balance equations, as shown
by our computations (see figure 38). Figure 41 shows UT El/2R ,
and VT at a large value of c from our calculations for this mode.
The balance between UT and E /2R is approximate, with error typical
of O(E~ ). An expansion in powers of 6-1/2 , for large e
elucidates the approximation.
Let us return to equations (3.2)-(3.4) with '=0 and a=l
and define V = (1-y2) . + sP and U = - {(1-p2) + sQ }
These equations become:
+- 2V) +-iV + ?U 0
d -pi dyjp (7.1)
U +- pV + ("-2) - 2R 0 (7.2)
dV + U - R 0 (7.3)
Since the numerical solution appears equatorially trapped,
we change the coordinate to p = 6 n4 j ( =0(1)) and expand the
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Fig. 40 Comparison of the total maridona (Y velocity of the
Modified balance equations" with- the asyiptotic Q utiqonp of type 2. for
s = -l described by Longutt-Riggins. The agreement between the VTOTAL
Symmetric fog G = .956xl0 and the TOTAL Antisymmtrie for
e 1.03xl with their respective asymptotic solutions of type 2
( v = 1, and Y = 2) is very good. (Compare with Fig. 23).
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variables as follows:
U = U ++ -0 - )
R= ET(R, + 1 R, +
-11 (7.4)
V= (0 + 9 Vi 4- -
The zeroth order solution is
'A0
2-(7.5)
U0 0 R oc e-
This zeroth order result is the same for the LTE (see 3.8). The first
order equations can be combined to give the following equation for V
( -q)i2(2 j-9 q2e -+ S" e~ (7-6)
If a similar expansion is made using the LTE instead, one also obtains
(7.6) but without the last term in the right hand side. This term
forces V1 to have significant amplitude away from equatorial regions,
which cannot be described by the asymptotic relation (3.8) for 17
7 .3 Asymptotic solutions as S + +- 0
In addition to Houghts waves of the second class (Appendix
E), there are other solutions to the modified balance equations as
e + +0 (eastward moving waves,) and as c + -0 (westward moving waves).
Our computations of the eigenvalues (figure 39 and 38) have revealed
n2(n+1)2the existence of asymptotic solutions s ~  , which makes the
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coefficient of As in A.10 vanish. To study this possibility we take
n
equations (3.2)-(3.4) with a=l and W'=0 and smake the following
e xpansion
X= '(RO + EP +- --
(7.7)
(Q0 + eQi + -
R = (R. + ER + - - - )
Collecting the zeroth order term (e --+0), we obtain
lo l ( PO ) = 0
S(Q,) =AL RO
Equation (7.8) with the boundary conditions at the poles gives
Combining equations (7.9) and (7.10) results
(L -- ) (l+VS) R0  =0 0
f,9- (f- + S-x-=R 0
which have the solutions
(7.8)
(7.9)
(7.10)
C7.11)
(7.12)
(7.13)
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R = n )
Q = - (1 ) (7.14)Qo 6
x = l(nf+)a 2,5>0
0 5
These physically unrealistic solutions have very high frequency
( X ~--), even when compared to the frequency of the first class
waves (section 3.3.1). (Note that the solutions (7.14) also applies
to 6 - -0, but for negatives values of s). Large X of course makes
it unrealistic to neglect the a' term in (3.3).
In closing this chapter, we shall compare the balance
equations with the modified balance equation with respect to their
numerical practicability using a numerical model.
Suppose we want to integrate (2.7)-(2.10) numerically with
the forcing (F) and heating (q) given and with the proper boundary
conditions. Given TF (or $9 ) at t=O we then calculate $9 (or
T 0) from (2.8) if a =0 Ithe ellipticity condition must be satisfied;
see Houghton (1968)]. With TF and 0 known, equations (2.7),
(2.9) and (2.10) contain four unknowns ,T ,i at t=O. TheWi?' at
fourth equation relating ' and '- is obtained by taking the time
derivative of (2.8). Once and are calculated, 'T andat at &
are obtained at t=&t (say by a forward time extrapolation).
[Charney (1962) has integrated these equations through an iterative
scheme for a homogeneous incompressible ocean.]
This procedure is of no use in the case ao=l. Now 0 (or
'F ) cannot be calculated from 'F (or $ ) by means of (2.8), and
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the initial condition is incomplete. A way to integrate the modified
balance equations could he to have Y and b 0oth given at t=0 and
use (2.8) to solve for X0. Then (2.10) is used to calculate 2
which (together with X) is used to compute and from (2.7)
and (2.9), respectively. One could try to get around this difficulty
in an iterative manner. Suppose TP is given at t=O; one can solve
the equations with a=O as explained above, to get - , 1 , X , and
at t=O. Now that X is known, we can go back to (2.8) with a=l
and evaluate a new value for # from T0  and X . Equation (2.9) is
then used to get a new estimate of at t=O. An iteration could
'at
then be performed. After each convergence, the equations are inte-
grated to the next time step, when a new iteration is performed. An
alternative is to obtain $pLt and Tt at t=At, and from this time
on, one could solve (2.8) for X and march in time. It is possible
that one runs into a problem of truncation error. If $ and X are
a well balanced field, X is a small quantity and may be "contamin-
ated" by truncation errors.
if $9 0is given instead of TP at t=0, one goes into the
same procedure as outlined above, but in addition, a new estimate
of at t=Q has to be calculated using (2.7).at
The main virtue of the balance equations, i.e., that they
are able to describe motions without gravity waves, is no longer true
for the modified balance equations. Since the latter ones admit high
frequency free mode solutions, these modes might require the use of
shorter time steps. Therefore, if one does not devise an efficient
method to get rid of these high frequency -modes, it will seem hardly
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acceptable to use these equations in numerical models for practical
purposes.
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APPENDIX A
Expansion in Surface Spherical Harmonica
The method used to solve the set of equations C3.2)-C3.4) is
to expand P(p) and Q(y) in series of surface spherical harmonics. In
doing so we use the convention a > 0, with X possibly being negative,
for computational convenience. The results are readily converted to
the other convention of non-negative X, with both positive and nega-
tive s. Then,
00
P ()= Bn Pn(f)
n=s
(A. 1)
Q (p) = Z Ann (£ )
where Fs(y) is the associated Legendre 'polynomial' of degree n and
n
order s with the following properties:
{d~i 1 2) + ?P~ 1  CA. 2)
-+ ( 1j)(n-5)4n-
(2= (n-s+) P (f) +(n+s)P..i(g) ; (0 4 n -1 ) CA.4)
(1-$2) P (p) = -(n-s+1) PS (P) + (n+.) yQ() ; (0 s s < n ) CA.5)
Equation (3.4) with CA.1) and (A.2) gives:
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R (p) (A. 6)
n=s
The series (A.1) and (A.6) when put into (3.2) and (3.3) gives:
1 n(n+,) Bsn n - n(n+i) As p P n + A (1-2 l (A.7)
(A.8)
CO B5 P -B su -p2)A Pn + 2 2n (nn -On ( 5 +,9 n n+S2
n=s 1~ A6
C'' F x n(n+)As, ePa
The properties (A.3)-(A.5) are used in (A.7) and (A.8), which then
become (only the a'=0 case is considered):
n(n+i) + s) B - n (n+2)(n t+s +i) ) AS -
n ~Z n±3n
(-)(n +i)(n-5)
;zr L n-i (A.9)
01(53} A Mn ( n n+z *n+s+i ) Bnst (f-0nti) (n-S) 3 B's
We now substitute A from (A.10) (n2(n+1)2 / Aca[s]) into
n
(A.9) to get:
+ (Cty + gn + bn -X ) Bsn + cn+z B Z =
{ (n-s+1) (n-s+2)
(znti)(2fn+3)(11+)(n+z)z)
{n (n- -+.1) (n) t S +J)(2 n+1)(2 n+3)(n+j3*
(n+i)(n-s) (n+s)
(zn-I(2n+i) n J
CA.10)
dn-z B5-2
where: d = e
g = en.i
CA.11)
CA. 12)
n (Yi+1 A, n P
+s B 'PY51n 0
b = -
S
n( n +i)
c e (n+i) (T-1)( n~s) jn ~ - I(n..i) 2n -4)(2n+A) jI
= A2(n +)Z -i ; ( r=0 oT I)
(g, = bn =0 for s=0; gn =0 when n=s, s=1,2,...)
There are two separate systems of equations described by (A.11), which
can be put in matrix form as follows:
Ccs+s+ be -. 3 [L C S+z
[ d (o,+2+7sz+.3 A
ds+z
3 0- -0
3 ( c ) -- 0
3 CaS'4+1S-4+ s+4--'' 5:[
C -
0N
C(
C d+1
0
CS+3
4st 3+ 5+3+b 3-) (
0.-..-..-
-Ses o0-
ds+ 3  3 C%+5t55+5 + bP)][
0 '
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(A. 12)
cont.
(A.13)
st
BG$+3
BS5
(A.14)
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System A.13 (A.14) with n-s an even (odd) number correspond to motions
for which P is an even (odd) function of P, whereas Q and R are odd
(even) functions of p. These two tridiagonal systems may he solved by
fixing values of s and of the product Xe (n2 (n+1)2  Xeca[s] if a=1)
and treating a simple eigenvalue problem for X. In practice we have
to truncate the infinite tridiagonal matrices and take the first NxN
elements. The size of N is dictated by the convergence of the eigen-
values which we are interested in. Our computations (with double
precision arithmetic) for N=40, when verified against those with N=50
have shown excellent agreement: the values of X for N=40 and N=50
agree to 10 places for IXJ > 10 and je lO10 . Slower convergence
occurs when the frequency is smaller than 0.001 for large positive 6
(equatorial Rossby waves, section 4.2.5) and for large negative e
(section 4.2.4).
Once we obtain the eigenvectors B from (A.13) and (A.14)
n
we calculate the corresponding A from (A.10). The values of A and
n n
B are normalized in the following way, consistent with the normaliza-
n
tion used by Longuet-Higgins (1968). Let , be the total energy
(solenoidal kinetic + potential):
ti 2
-. 1 (A.15)
Since {T,$} Re {(P(p), 2QR(y)) ea, we have:
I d?2 i P1
KFp = J2
4 ) .2 2
C2 C2
i+ 2 J+ R J
The choice r = implies that
=1i
where I2' 3, and 1 4
absolute value of s
When (A.1) and (A.6)
ensure that
are the integrals
is taken for the
are used in (A.16)
defined in (4.3), and the
6 < 0 modes (Longuet-Higgins).
the normalized A Sand Bsn n
* (n + s (n
n+=)( -2
161 n(n+) + )
(A E )2 (A5 + (B CA.17)
A similar relation is imposed for the truncated matrices used in
computation (Appendix B).
The eigenfunctions are all defined in terms of the normalized
As and Bs. Truncated series of spherical harmonics are used to compute
n n
P(P), Q(p), and R(P) using (A.1) and (A.6). Other variables are then
derived from P(P), Q(P), and R(P);
Meridional velocity V
(±jQkV (i.+2))4 j*sP r, N0 5)dM An+,- 2-, An (1)
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Then 2
5 + 13 + t6ll (A.16)
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Zonal velocity U
2 4 27~I,2)~ JP Q NfAS (n)(n+5+I)B5 (ni-)-S(Ij'a) = n+ 1f ni3 "~Z- (A.19)
Geopotential
R (p> - ( TE n (n+)A' Pn(Y) CA.20)
n=s
The rotational parts of V and U in (A.18) and (A.19) are obtained by
omitting the A terms in the respective series. It is these which form
the major displays in figures 11-22.
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APPENDIX R
Integral Theorem for Truncated Matrix
Since the two systems described in Appendix A have to be
truncated for actual computations of the eigenfunctions, it is desir-
able that the truncated systems retain the properties of the continuous
ones. An "integral" theorem for the truncated matrix will be derived
in order to give a rationale for terminating the spherical harmonics
series on the basis of energy conservation. Let us rewrite (A.9) and
(A.10)
( , + s) B' = + b A (n-i B.1)
(S5) A,5 = -Og 1 - b5,4 Bn-, (B.2)
where Yn = n(n+l)
s (n-1) (n+l) (n+s)
an 2n+1
b = n(n+2) (n-s+l)
n 2n+l
Using the normalization factor for the associated Legendre polynomials
we define
As s 2 (nts)!1/2 CA 1% ) CB.3)
n n 2n+l (n-os)! n 'n
The relations (B.1) and (B.2) then become
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T + s) q = cA ' + c 6 n. (B. 4)
- \ = -c - C 1~ (B.. 5)
where es = n(n+2){(n-s+1) (n+s+1) 1/2 ; s =0.
n (2n+l) (2n+3) S-1
After multiplying (B.4) by B and (B.5) by A we add them to get
n n
' 2 + 2An + s6BN -4A C 
- N4 (.6)
n=5
This relation with N + co is exactly the same as (4.1) integrated from
pole to pole. The right hand side of (B.6) represents a flux which
presumably vanishes as N + o. Since (B.6) is like an energy conserva-
tion statement, we require that the right hand side vanish. This is
easily accomplished by setting either g or a equal to zero in the last
diagonal element of A.13) or (A.14) respectively. An "integral"
theorem for the truncated matrix follows from (B.6)
N (lB. CI. 7)
The denominator of (B.7) is the sum of potential plua rotational
kinetic energy. With E replaced by I , and Ag, Bs replaced by
the corresponding As, BS from (B.3), the denominator of (B.7) defines
n o
the numerical equivalent of (A.17) used to normalize the eigenfunctions.
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APPENDIX C
Asymptotic Solutions as +
Our numerical computations have suggested a possible asymp-
totic behavior A ~ (-e) for large negative c. In order to explore
this possibility we rewrite (3.2)-(3.4) using the colatitude 0 as
independent variable:
- L(P) + cose L (Q) - sin 3Q 4 + sine S P 0 cc.1)de
CoseL(P - L(R) c[sn~e&I (C.2)
Cose L (P) - Sin% ze eQ =e [ '[* - L (Q)] (c2
dedL (Q) + A (--C) si nz2e R = 0 C.3)
where L( ) = (sin20 + sinO cosO - s2)( ). The solutions are
expected to be concentrated around the poles. Let w = (-s) 40 be
the stretched coordinate (or w = (--)1/4('r-e) for the South pole),
W =0(1).
The operator L( ) then becomes
LL( ) = LL( ) - (-) iL 1 ( ) + ( co L2( ) -(-E) ef L3 ( )+-(c.4)3 A5 -315
where Lc,( )= W2 + W 5 - s =
LW 2  ( )( )+ 2 ,
Lj( ) =c- +0 )s2- JE- + =i,,,
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We now explore the consequences of the following expansion:
= (--E 'A + ( - Ai
P = [P+ ( P
.* -i
= (-e)g Q[ -+(-E)2
R= R o + Rt
Ordering in increasing powers of
Lo(0) + s LPo
+ (-)f 4
+ (-E)i P2
CC.5)
-F ++ (-0 62 +
+ (-Ji R2 +
(-E)-1/2 , we obtain:
i2
+ (-E) 21 5 A0L 0(P pc, L0Q) :21(0
-2L( 0 -.. w p + 5 2p ~3cIQ0
3~ d W
2 + 2< Lz(Q.)
+ (-I){ - AOS Lo(P) +
+ --J4 L,(No) - 5 2
+ stP - o l
45 d W
J -. - - -= 0
[Lo(P) - Lo(R)) + (-6i I Lo(P)-j
-L0(-) +2 Li(R)}
,L(P) - LW L,(P.) -- -
+ (-e'{L 0(P2 )-i WLo(P) + w4L0(P.) +
+;coL(P,) --i ]L(P) + 2 J L2 (Po) + c' *
+ -L w ILi(RI)
3
+I -Y
+ 5 Lz(Ro) c DS Qo) I
(5L,( o.) ) + --- I + - - - - - -
(C. 6)
- WJ - L o( Rz) +
~- 0
CC.7)
+4- 
--
+ -- -1
+ 20Uj Lj(Po) -At Lo(Po) + Lo(GW - -'w2L,, (a,) + -L 'L. (0.0 -2 24W
-, i' Pn +
141
{ Lo(Q-) + R + (-){ Lo(Q, ) -& 2 Li(Qo) +
A4 .5U'P.~ A,~ P W - W 0 3 + (-) { Lo(Q2)~
i(G2) + w~c'L, (Q.) + -A. W'f R,-RR +
45 3
CC. 8)
Expression (C.7) shows that the a term and the a' term do not
appear until the second or third order in (-c)-1/2 , respectively.
Therefore, the motions characterized by the expansion (C.5) are not
affected by the a term and a' term in zeroth and in first order
in (--)-1/2
Zeroth order solution
Lo (go) + S-6 0  0 (C.9)
Lo ( Po) - L (R) 0 (C.10)
L, (Q o) +9 3o W2 P, 0 oC.n>)
(C.9) and (C.ll) give
S 2(Po - o Ro ) =0
For s 0 we have
Po = o Ro cC.12)
When the operator L is applied to (C.12) and the result compared to
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(C.10) we obtain
I CC.13)
Po R CC.14)
Lo(Q,) + S P= 0 (C .15)
The functional form of the solutions to (C.14)-(C.15) are not
obtainable from the zeroth order equations alone. We may conclude
then that the kind of motions which we are looking for as a result
of the expansion (C.5) cannot be described by a conventional s-plane
approximation around the pole, in which the Coriolis parameter would
be a constant because cosine of latitude = 0.
First order terms
Now we take the first order terms in (-e) from (C.6)-(C.8) and
use the results (C.13)-(C.15):
L 0(Q1) + ± *P = s L0o( P) - siJ P0 + i m L1 (a0 )-' 3aQ (C.16)
Lo(P ) = i Lo (P) + 3_ (C.17)
L0 (Qi)±+ c-2P R -= jco L1(ao> - s liozJR +- g c-4P. (C.18)
Let us subtract (C.18) from (C.16):
Lo( P4 - = Lo(.o) - j P +2 + 3
2 COiw (C.19)
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This equation is now divided out by so2 and the operator L is applied
Lo(P- R,) = Lot1 L(Po)-w 2P +-AP. + L.(O JQO)
We compare (C.20) to (C.17) and make use of the following relations:
W Lo(P)
Lo (CO g0)
= Lo (OPO) - 4W 2 (
Lo (Qo))
to obtain:
Lo - L(RP) - W Pe + IPo I 0 CC.21)
The integration of (C.21) gives
S d2~
dco~ + - d
2
-- Z
2
-O ?q 3 5 -SA W + Bo CC.22)
A and B are integration constants, which we take as zero for finiteness
as W + 0 and W + 00.
Equation (c. 22) may be writ ten as
j 2
cjCO2
I. d _ (S -) W 2 + -A (CO PO
W-T -0 Z=
By letting x = W2 we obtain
(C.20)
Cj __
dco +P )
5 PO
am
- CA3 01 (dw
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+d +_ (i452) ( XPO)
d xx x 2 CC. 23)
This equation is recognized as Whittaker's equation, which also appears
in the study of Schrodinger's equation for the hydrogen-like atom
(Jeffreys & Jeffreys, p.616).
The only solution finite as w -+ 0 and w -+ o is
xMe P oc e~ x * Lj (X)
where L (2m) (X) is the generalized Laguerre polynomial
V
k - m - 1 ; )= 0,1,2,3,...
k x4
4m2 - 1 = (s - 1) 2m = jsj
The final solution, in terms of the variable w is
Po-=R o o eD 2 o L( (C.24)
L o(Q 0 ) = s o.0 P0
And for the frequency
S2, (s+2,++  ) +. - -
(- 6) 
J
CC. 25)
- S >0
CC.26)
These solutions correspond to very slow eastward propagating waves
with energy concentrated around the poles. The non-divergent and
geostrophic character of these motions is expressed by (C.24}-CC.25)
with the streamfunction equal to the geopotential in zeroth order and
small velocity potential.
The same asymptotic formula (C.26) would be obtained for an
expansion about the south pole. Each value of V in (C.26) then
corresponds to two solutions, each with eigenfunctions concentrated
at one of the poles. Symmetric and antisymmetric modes in this con-
text are obtained from the sum and difference of these eigenfunctions,
but (C.26), because it assigns the same frequency to each of these
two combinations, does not show the separation in frequency between
symmetric and antisymmetric modes appearing on f$gure 8.
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APPENDIX D
Asymptotic Solutions as E + +0o
In this appendix we study the asymptotic behavior of the
"equatorial Rossby waves" as E + co. The solutions are expected to be
concentrated about the equator. We then take the stretched coordinate
=1/4-j = E: y and make the expansion (4.16). When put into (3.2)-(3.4),
this leads to:
0 + sjl + - - --. .
Z cQo CD.l1)
{ , d 7 2
-}
4-;: clRZ
+- - ---
dyd do1 +
d2Q0  R -- () 2
1dr?2  I +
?%i RoI + . . . . -=o >3)
Zeroth order solution
Let us take the zeroth order terms from (D.1)-(D.3)
-Xo + J- O + S o , CD. 4)
a, Z dPa
+ zu.+ c QO
d d
2 0
J Po J2Ro
\0 RO
- 0
0
Equation (D.5) is integrated to give
J Po JRo (A is an integration constant)
This equation multiplied by s and added to (D.4) gives
+J{ (c9 O + SP) d9Ro
After integrating this equation, we rewrite (D.4)-(D.6) as follows:
'A o )
- (JPO-
j ( Q + 15P O)
j P.
4---
where C is another integration constant. Let us define:
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CD. 5)
CD.6)
(D.7)
-_ A (D. 8)
CD. 9)
*
JO0+ S PO)
- -Xo Ro
-Ady
- 0 and VO - G9o
ciYq
Equations (D.7)-(D.9) gain the new form:
)o Uo + V, - s R
- o- *R
U. + dr1
Further discussion is in section 4.2.5.
UO-
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+-s Po
CD.10)s A
=A
-D0
(.11)
CD.12)- L\ RO
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APPENDIX E
Asymptotic Solutions as c + 0
The asymptotic behavior as e + 0 can be obtained in zeroth
order directly from the matrix systems (4.10) and (4.11). For higher
order corrections to these solutions, the following expansion is used:
P = Po + e P
+ E P2Z 4
+ C62 p 2 +-
(E.1)
(aQ Q, 4 Q I +6 2 Q'z + -
R =R + E R, + e 2Rz + - - -
When this expansion is put into (3.2)-(3.4) we get in zeroth order
-Ao )L(Po) + j aL(Qo)
+ (P-,2) -.
+ 
-
1Q0 + PoC= 0
)cQA
L(Ro) + c [9 Q o) - q '[A oULQ@-))J: 0
f.a (QO) = 0
CE. 2)
(E. 3)
(E.4)
QO = 0 is the solution which satisfies (E.4) and the houndary conditions
at the poles. This result when subatituted into (E.2) and (E.3) gives
CE. 5)
- n(n 41) i (S O ; n-1S)= 0, 2 -..- ) (E. 6)
(O n (2n+i) n-((n+p) (2 n+i) ni
Let us now take the first order terms in 6:
S ) [ Lt + n(ni1)] Pi
y2a(R) + (- 2) -_
+ ?L (Q]) +- = ' 0  ()
L (Ri.) + (s Q;) -o [L ()] 0 0
(E.10) is solved for Ql. When substituted into (E.8) one obtains
[f. + n(n+l)] P equal to a linear combination of P , P , and P 
5
P1  ton-23 Fn n+2*
The coefficient of P must vanish in order to make P determinate.
n 1
This determinesX1
-) -0 ( n+i)2 (n-5) (n+I) n2 (n-s4+1) (n + 5+1)
n (n+.1) (n2 (2n-1) (2 n+1.) -( n4l)2(2 +,) (2 n +3)] (EAl)
In first order in e, the only dependence on a and a' terms
appears in Rl P .
Combining (E.6) and E.11) we get an approximate formula
for the eigenfrequencies
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CE. 7)
(E. 8)
CE.9)
(.E.10)=-o Ro
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"'A = 6
±2 (n-s)(n+s) n(n-+1)(n+5+1) (E.12)
n12(2n-1) (zn++) (n+1)2(2n+i)(2n+3) I
This formula corresponds to Rough-'s (1898) formula specialized for the
"waves of the second class" for small E, and correct up to 0(E).
(E.12) also holds for small but negative C. Since the a and the a'
terms do not enter in (E.12), we conclude that the "second class"
Rossby waves have their frequency correctly described (up to first
order in 6) by using the balance equations (or the "mddified" balance
equations).
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APPENDIX F
F.1 Numerical Solution of the -Matrix Equation A Y B Y for 6 0
The solution of the system of equations (6.23)-(6.26) is
obtained through the truncated expansion (6.30), resulting in the set
of algebraic equations (6.31)-(6.34), where
(n-)(n-s)
n (2 n-i)
b -(n+2)xn+s+l)(n+) (Zn+3)
c n =sA /\- )~Nn-I/
dn = s A n +***)\ 2n+3
CF.1)
Y, (f+A)
An= TA (n+2) C
Bn = TA (n-) bn
Cn r (I+ 27o) on
Dn = (i+2fw) bn
Eliminate Tsn between (6.33) and (6,34) to get
Wn (an + bn 6n'S) + Pn ((-b * ~ r fi+ dn0-4v) -Xnn
We now use (F.2) to eliminate Xn-1n-i and Xn+1 from (6.32) and (6.31)
which result in the following two equations.
Cn' wn- Qn.. On-z + C1 rn- an- Wn-z +. (+ Cn-Nn-i b,- 1 + Do'-vi+i cOtn+i) ,
+(Cn rn-i bm.. + Dn Fn+ictn+ tYin + DVn.i bn+i 2 + Dn Po+1 bn+i$- n+2=-
G2
CF. 3)
-1D, W n+ d n+i Y VI+2
5 + An Pn-i n-i -2 + (A n Wrn-i bn.i- Bown+ian.A) S"
+ , (+A, r., bn.. -8G r,+,a v.,)Y j - Bn unv+ bn ' 4r - Bn rnei bn. Y
-- w--.C n-i yz + f n
+ B n Wn+i d n+i ~s +Z
+ (en-A n -n.c+ Bn in+ cn+4) y VI -
The system of equations (F.3)-(F.4) separates out into two symmetries.
One for n=s,s+2,s+4,...,(N-1) and the other for n-s+,s+3,...,N.
Let us write (F.3)-(F.4) in matrix form
A = BY (F.5)
where the matrices Y , A ,and B are
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(Y.2)
(Y.4)
+ n + (fn - C wn-i an-i - Dn Wn+i Cn.3 ) n -
vBi
j,+2
\Vic+2
J=s or j=s+1
-154
y
0 40 0
) ( Dbj+ 1
)(- 0,rj j4 ,j(- B 4 A j..j bj. ) (1 +AjP.. b_;- B ntpj+J) (- jwj+j bg l
(Aj+,z \hr+iC j +j
) (C4Zr +ua+
) CA +~~
)(+D 2jW 3j6 3+ b ) (c5+ 2rb. +2+0i aj+3) (D+j3b43)(D+21bai3) - -
j S+3) 0...A + j+ . -.+2\ j4-3-+3) (-13 4) +3I
N N
N -~ N
J+j j+3 +3
MATRIX /6 j=s or j=s+l H
Ln
Banded matrix with bandwidth 7. The underlined terms are equal to zero when j=s.
(1-tD.V ~ - b ) (C r b + ,-Djf+joj) (Dj yrj+1 bj,,
-j-- j--0-- - ji~c ) (( es ) ({ e- Aigi~dy 4 w+ Src 3± (
o ) (-~d~+~
o ) ( ~ 3>ic~+i
) ( e3j,2 ) (f 2-c gr Pd,-D3 3 J+3 ) ( 0 ) (- ;+21 d 3j) - -
) ( 0
MATRIX E
) ( ;52-ji3 3 ) - -
j=s or j=s+1
Banded matrix with bandwidth 6. The underlined terms are equal to zero when j=s.
0 ) .
0 (-.,gry cj-+l
0 (Ajzi 3s
N N
9-
157
Equation (F.5) is multiplied by the inverse of matrix A to give
9=CY C = A, B
when we put Y (t') = e Y in (F.6) we get
C- I)Y =0
which is an ordinary eigenvalue-eigenfunction problem for o- if
w, A, s, and S are given. I is the unity matrix and o- is in
general compleit: u' = X + iv , where v is the exponential growth
rate of the solution.
In order to solve (F.7) it is necessary to truncate the
matrix C , the size of which is changed in order to obtain a good
accuracy of the eigenvalue being sought. For most of the calcula-
tions we have used 30x30 elements of C . The convergence of the
desired eigenvalues was verified by comparison with those of 36x36
and 42x42 matrices with agreement of 10~9. The convergence of the
most unstable root near neutral stability is slower because the
solutions oscillate more between y =0 and y =1 than for the unstable
modes far. from neutral stability. For these cases the accuracy was
-6
better than 10
Once the eigenvectors containing 1n and T+S are obtained,n n
we may compute the following variables.
T are computed using (6.34) and la are then obtained from
n n
(6.33). Momentum and heat transports are computed after we know
the velocities:
- I _ -
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rj~ ~I sX5 -s +v~(S O~S e) + (ni+2)(fl+S+I) (i5 S4 )Un'-a Q,,)Q s Xn (ynF + 'n.,) + ("* +3 )
-n 3) ( - +) (n0+2) (n+s+1) a 9
VI (n-)n-5) n-5z~n -i n
t* X-
+ 2n +3 m)J
(n i )( * X4S +') 5
- 2n + 3 
-l
elo26 - [ AP Yi(n+1) S
(F.8)
The longitudinally average transports are computed using:
W = - Re ( UPvi*)
2Re (U3' V3') (F.9)
i =+--Re( V' T2'')
T'= + Re ("Z' T'*)
where the asterisks mean complex conjugate.
In figures 26.a and 27.a we present the latitudinal depen-
dence of the amplitude and phase of the geopotential functions
and # , and in figures 26.b and 27.b we present the respective
V3.)
S Vf+9S)
( n- n h
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momentum (uiv{*(1p 2 ) and u vj*(1-y2 )) and heat (v T* and
WIT*) transports,
F.2 Energetics of the Model with 6: =0
Let us multiply (6.23)-(6.25) with 6 =0 by , 0, and
S, respectively. We then add the resulting first two equations
and apply the operators
2W ) dy
+1
and ( > # ( )dA
after using equation (6.26) multiplied by X to obtain
K (PVj) 2 (D@)Z) =-2TA <pD%.D.i> - (1+-ewk) /\ pDTXXD@> +
+ '6?A<(IJy~2~fQ
z)=
+ -VW
(F.10)
2'TA ( p D (-DV) + (i+2o)(p D-X- D@)
7- c>
(F.11)
By adding (F.10) and (F.ll) we get
( E +2W -e +) TA ( ()-Q (.F.12)
2w(Er) = (1 ('Dy)+ (D@) 2 4 2 ) where and aaV.
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The total energy E> is the sum of the rotational kinetic plus
available potential energy. The two terms on the right hand side
of (F,12) can be identified and written as
~~ K 1(Vz) CF913)
The unstable modes have ,E> >0. For T =0, the change
in <E> with time depends on the integral with respect to y of the
horizontal heat transport by the baroclinic eddies weighted by the
horizontal basic temperature gradient. For 'V =1 there is an
additional vertical Reynolds stress term acting upon the vertical
shear of the zonal basic flow that contributes to the increase (or
decrease) of the perturbation total energy.
We can finally note that if A =0 (i.e., no vertical
shear) 6, <> =0. [This means that the basic zonal wind profile
at
Uoa(p)cos(lat) is stable with respect to barotropic disturbances.]
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APPENDIX G
G.1 Numerical Solution of the Matrix Equation A = B Y for T=0
The coefficients appearing in equations (6.37)=(6.40) are:
i+2 U-8 +6(- 12 )(n (n+i) in(n+m) (n-S+A)(n+S+l) + (I%) VI(2.n+ (2n+3) (zn-i)(zn+1)
(2 n-3)(2n-)
Cn 8((+)(n+3)-12) (n t+l)(n+s+2))
- AL1 2i) )(n3(n5
nl (n +1)
en = iob
Cn
(n-) (n-s)
n (2n-i)
hn (n+n+) 0+1)
(n+41) (2n1+3)
±8(2- \ (n-S+i0(n+S+l) +\n(n+J)( (2zn*j(Zn+3) (n-) (ri+S)
(n-S)( n+s)
('Ani-)(2n+J))
( - s-i)( r-s) )
\ s(En+3)(2n+5I)
.n -A + / (n-S-51)(n)
n n-) (2n-)
( n-As +3)I Zn +3)
2
+ (n-)(n+S)
+(2n-if2(2n+0+
+8 -s+2)(n+s+)(n+s+2) (n-s+)(n+s+0)("n+3)2 (zn+ 5) +(Zn+i)(zn+3)2+
rn = - A 6 (n+s+1)(nts.+2) (n +s +3) )S(z n 2(2n+3)(2n+5)(n
sn= -Sn(n+i)
CG.1)
(n-s-3) (n-s)(n+s-1
(2Zn-3) (2n-j)2 )l
(ri-s)(n+s)(ni+s+ti
(2 n-i) (Zn +' (2+3)
(2n+l (2 n+3)
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When Ts is eliminated hetween (6.39) and (6,40), we get:
n
+ (jna.+ in 9 .
+m n hoVz@fn.3 + yn 3+ n-..+qp + -r\fs,3 +-SX'
This equation is used to subs5titute for Xn and X in (6.38)n-i Xn+1
CG. 2)
to
give
-(tn9n--) 6n-2 + (i-tnhn-i-c Unn+1) n5 -(un hni.±) N'i,2 =-(n3y~±i -3) On's +
+[b-tn( jn. h n3 + in-Qn-)- Ur(jn+ign-I)]9. O*+ [-t (n-gn,+ hEn -
-Ln(,.i+ + [cM -t(k,-AhnA) -Lu+i-n+' hn+)] @5tn -
(G.3)
(U+ih n+ 3 ) G4 - (f -) + + (e -t Eni)V z+
+ [do- tn q-.i - pAY) A+1]* [f -tr,,- -Anq V1+2 - (unrn+1) V.i
where %- 9=
Sn+i
n+(+)
$(n+1)2(20+3)
Equations, (G.3) and (6.37) can he written in matrix form
as follows
AY= BY CG. 4)
; ( tsO for au s)
I 5, n-Ih fn1 n9n-z On-3
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To solve (G.4), we follow the same procedure described in Appendix F
(from equation (F.6) up to (F.9)). The convergence of the most
unstable root was obtained by comparing its value for matrices of
sizes 30x3O, 36x36, and 42x42 (as mentioned in Appendix F.1). For
the solutions far from neutral stability we have obtained agreement
of 10-6 , while for the solutions near neutral stability the accuracy
was better than 10-2
The matrices A and B appearing in (G.4) are now:
(see following two pages)
B 0 0 0 0
0
-( t ig n4 ) (o0)
o ) (0)
o (0)
( o)
(- t n44 9143 )
(1) ( o )
( 0 ) (i-ft +4 hn43Tlq9l+5) (o) (-Y 4n+5)
) (i) ( 0 )
K
(n7s or n+s+1) H
.1s
(C) ( 0 )
(o0)
(C0)
( o) - -
( 0 ) ( o ) (
MATRIX A
( 0 ) -(u n hy +)
( +-tVzh u n+29)43) ( ) -Unl+z h no)3
0 0
LA (kni y+3 + L V+di fl41)
4 Y
[Jo. + 2 (j n-3nYt4.
[en~z- {n+z ryn+i
-t n4l-R+3
[v C-
tnLY2( knlh+3 + LY3133)j
aCvi +z 1 L -SY, z cV+72b n-2 I [
I -t tn44 eyM-3 C~ ~b44 tn+4jjyx+;hh~j± '-n~t3gni-3)
-Un+4 i jnt 5 n 3 )
e nt
0
MATRX B n~sor n±~) Banded matrix with bandwidth 10.
- LA y1
cl I L II cI
e +.
C vi I 0]
tv%
- QVI
- u V, 13 n+i n-t + L n+ij n +,))
- I LG("+A - - --[-tn+4jn+3 9 n+3
I - t nt(, j n+ -5 n+ -5
(n=s --s+:L)MATRIX 8IV
(- a, knii-k n,(3) 1-un rnt, I
tni2 90+1
(A Yl+'L P n+ 31
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G.2 Energetics of the Model with T =0
An energy equation for our model with T =0 is obtained in
the same way as that derived in Appendix F.2. Let us multiply (6.23)-
(6.26) by T, ®, , X. After using the operators ()
1 f2Tr( )d' and <( )> ( )dy , we combine the equations
to obtain
(G. 5)
This equation with 6 =0 is the same as (F.12) with T=0.
There is now a possibility for barotropic instability as
well as for baroclinic instability. In order to derive a criterion
for barotropic instability, we take (6.23) with =0 and A =0
(i.e., no vertical shear).
DfV =-)(i+8p2 ) ff 
- --i.+2 (A- S-i- 6S)]9 (1G. 6)
When solutions of the form T (Qp,t1) = (R(p) + i(p)) e
is sought, (G.6) gives
[~~~e~~(it~~~2)]S (14A/)~ (+~)-(( ____
+ ]
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Since we are looking for unstable solutions, we may divide the
last equation by Ja-sw(1+p 2)], with. Ci A + Lv . The resulting
equation is separated out into real and imaginary parts
dp Rp 4-p d,(P (G.8)(- Z( (p) R- y +2p ( -8+Z8p2) 0CG.7)
where a(P) = ; b (y) =
Equation (G.7) is multiplied by I(y) and subtracted from
(G.8) multiplied by R(p), to give
(-p2)(I - R6b) b 4\ [y+op(j- CG.9)
Integrating (G.9) from -l up to y = +1, we get
5b (p) I Vy = 04 ( 8+ CG.l10)
We must then conclude that a necessary condition for barotropic insta-
bility is that ly+2wy(1-d+26p2)] changes sign between y = -1 and
p = +1. The same result is obtained in a B-plane analysis, i.e.,
that the derivative of the total vorticity has to change sign between
the boundaries for instability. This criterion is in the same spirit
as that proved by Lord Rayleigh (1880).
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