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We analyze when a repulsively interacting two-component Fermi gas becomes thermodynamically
unstable against phase separation. We focus on the strongly polarised limit where the free energy of
the homogeneous mixture can be calculated accurately in terms of well-defined quasiparticles, the
repulsive polarons. Phase diagrams as a function of polarisation, temperature, mass imbalance, and
repulsive polaron energy, as well as scattering length and range parameter are provided. We show
that the lifetime of the repulsive polaron increases significantly with the interaction range and the
mass of the minority atoms, raising the prospects of detecting the transition to the elusive itinerant
ferromagnetic state with ultracold atoms.
A mixture of two species of fermions with short range
strongly repulsive interactions was predicted long ago by
E. Stoner to display a transition to an itinerant ferromag-
netic state [1]. In analogy with immiscible classical fluids,
the two components spatially separate to minimise their
interaction energy. This strong coupling effect is notori-
ously difficult to analyze, and the conditions for the exis-
tence of itinerant ferromagnetism are still controversial.
For instance, one can rigorously exclude ferromagnetism
in one dimension [2], whereas it has been shown to exist
in specific types of Hubbard models [3–8]. First order
transitions to a ferromagnetic state have been observed
in metallic systems as predicted by effective theories [9].
However, the inevitable presence of disorder and of intri-
cate band structures in solid state systems imposes great
difficulty when comparing microscopic theories with ex-
periments, and it is still debated whether a homogenous
electron system becomes ferromagnetic at all.
An exciting new setting to investigate itinerant fer-
romagnetism is provided by quantum gases, which of-
fer a precise determination of physical parameters and a
great tunability [10]. Conditions for itinerant ferromag-
netism have been derived in the cold atom context using
mean-field, diagrammatic, Jastrow-Slater, and Monte-
Carlo calculations [11–23]. A recent experiment claimed
the observation of itinerant ferromagnetism in a 6Li mix-
ture [24]. Current consensus however is that fast decay to
a lower lying attractive state precluded the realization of
ferromagnetism in this experiment [16, 22, 25–28]. Such
decay is peculiar to quantum gases as the repulsive states
obtained by Feshbach resonances are always accompanied
by a number of attractive ones.
A major step in the quest to obtain long-lived repul-
sive Fermi gases is the production of a 6Li-40K mixture
around a moderately narrow Feshbach resonance, which
leads to a much smaller decay rate of the mixture [29].
This result raises the hope of observing itinerant fer-
romagnetism in quantum gases at Feshbach resonances
which are not broad.
In this letter, we examine the conditions for the exis-
tence of itinerant ferromagnetism for a two-component
Fermi gas consisting of N1 1-fermions with mass m1
and N2 2-fermions with mass m2 in a volume V . The
key point of our paper is that we focus on the limit
of strong polarisation taking N2  N1. An important
result emerging from recent cold atom investigations is
that it is possible to develop a quantitatively accurate
description of the properties of the gas in this limit, in
terms of well-defined quasiparticles. The quasiparticles
consist of 2-atoms dressed by multiple excitations of the
bath of 1-atoms. The relevant quasiparticle spectrum
as a function of the scattering length of the atom-atom
interaction is shown in the inset of Fig. 1. The spec-
trum contains a “repulsive branch” at positive energy,
populated by quasiparticles known as repulsive polarons.
There is also an “attractive” branch at negative energy
and the corresponding quasiparticles are called attrac-
tive polarons. In addition, there is a continuum of states
(grey shaded region in the inset of Fig. 1a) correspond-
ing to molecules and holes with momenta 0 < q < kF
[29] (or trimers plus two holes for light impurities [30]).
Recent investigations showed that the polaron properties
can be calculated with surprising accuracy in terms of
microscopic parameters [15, 16, 30–36]. It is the pres-
ence of a repulsive branch which opens the possibility to
study repulsively-interacting systems with cold gases.
We derive the free energy of the homogeneous mix-
ture in terms of the repulsive polaron energy and an-
alyze when the homogeneous mixture becomes unsta-
ble against phase separation. Phase diagrams are ob-
tained as a function of polarisation, temperature, mass-
imbalance and polaron energy as well as scattering length
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2and range parameter. We show that the lifetime of the
polarons increases significantly with the range parameter
of the interaction. This increase in the lifetime provides
a much longer time-window for experiments, suggesting
that itinerant ferromagnetism might finally be unambigu-
ously detected with cold atoms.
We take the interaction between the 1- and 2-atoms
to be strong and repulsive, and the intra-species interac-
tion to be negligible. For a highly polarised mixture with
y = N2/(N1 + N2)  1, an accurate many-body theory
describes the mixture as an ideal gas of 1-atoms coexist-
ing with an ideal gas of repulsive polarons [14, 15]. In
this limit, the free energy per particle reads
Fmix =(1− y)F1(n1) + yF2(n2) + y(1− y)2/3E+ (1)
where Fσ(nσ) = µσ − kBTLi5/2(−zσ)/Li3/2(−zσ) is
the free energy per particle of an ideal gas of σ-atoms
with mass mσ and density nσ = Nσ/V at temper-
ature T , and Lix(z) is the polylogarithm. The fu-
gacity zσ = exp(µσ/kBT ), with µσ the chemical po-
tential, is determined by nσ = −Li3/2(zσ)/λ3σ where
λσ = (2pih¯
2/kBTmσ)
1/2 is the thermal de Broglie wave-
length. E+ is the energy of a zero-momentum repulsive
polaron embedded in a Fermi sea of 1-atoms with den-
sity n = N/V and Fermi energy EF = h¯
2k2F /2m1, with
kF = (6pi
2n)1/3. The factor (1 − y)2/3 in Eq. (1) is a
rescaling of the polaron energy taking into account the
fact that the impurities are immersed in a Fermi sea
with density n1 = (1 − y)n < n. In the weak cou-
pling limit kFa  1, the polaron energy is given by
E+ = 2pian1/mr with m
−1
r = m
−1
1 + m
−1
2 . The strong
coupling expression for E+ is given in the Supplemental
Material. Since we focus on the low-T regime, we have
neglected the temperature dependence of the polaron en-
ergy E+ which is approximated by its T = 0 value. The
effective mass m∗2,+ of the repulsive polaron is close to
m2 [16, 35], and we have taken m
∗
2,+ = m2 for simplic-
ity. Quantum Monte-Carlo (QMC) calculations [14] indi-
cate that the expression (1) is accurate for polarizations
P = (N1 −N2)/(N1 +N2) >∼ 0.5 (i.e., y < 1/4).
The thermodynamically unstable region of the homo-
geneous mixed phase can be determined by applying the
usual Maxwell construction to the free energy Fmix. Let
us first focus on the case of equal masses m1 = m2. The
case of m1 6= m2 will be treated later. For equal masses,
one has Fmix(y) = Fmix(1 − y). If Fmix given by (1),
applicable in the regime y <∼ 1/4, exhibits a minimum at
y0 > 0, the homogeneous mixed phase become thermo-
dynamically unstable when y > y0.
In Fig. 1, we plot the phase diagrams obtained from a
Maxwell construction using Eq. (1) as a function of the
polaron energy E+, the polarisation P , and the temper-
ature T . We have only shown the diagram for P ≥ 1/2,
where our theory can be expected to be accurate. For
T = 0 and P → 1, Fig. 1 shows that the system phase
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FIG. 1. Phase diagrams in terms of the polaron energy
E+, the polarization P , and the temperature T . The gas is
mixed above the lines, and phase separated below. The inset
shows the spectrum of a 40K impurity in a6Li Fermi gas with
kFR
∗ = 1, as in the experiment of Ref. [29]: visible are the re-
pulsive and attractive polarons (red and green lines), and the
molecule-hole continuum (grey shaded region), arising from
holes and molecules with momenta 0 < q < kF .
separates when E+ > EF . This reflects that the 2-atoms
cannot diffuse into a polaron state in the ideal gas of 1-
atoms if the polaron energy is higher than the Fermi en-
ergy. For smaller P , phase separation occurs at a smaller
polaron energy E+ since the system can separate into
two partially polarised phases, which reduces the kinetic
energy cost. Conversely, we see that phase separation is
suppressed at higher temperatures due to the entropy of
mixing. Note that the phase diagram in Fig. 1 is generic
since it is based only on the existence of well-defined and
long-lived quasiparticles with energy E+, an assumption
verified experimentally in Ref. [29].
We now turn to study the effects of unequal masses
m1 6= m2. For simplicity, we consider T = 0 and the
limit P → 1 (y → 0). A sufficient condition for the in-
stability of the homogeneous mixed state can be found
by comparing its energy with that of a fully phase sepa-
rated state, where the 1-atoms occupy a volume V1 and
the impurities occupy a volume V2 = V − V1. Equat-
ing the pressures pσ of the two fully separated phases,
and using pσ ∝ (Nσ/Vσ)5/3/mσ for an ideal Fermi gas,
we find N1/V1 = n[y(m1/m2)
3/5 + 1 − y] and N2/V2 =
n[(1− y)(m2/m1)3/5 + y]. To first order in y, the energy
3per particle of the fully phase separated state becomes
εsep = EF
[
3/5 + y(m1/m2)
3/5 − y
]
, (2)
which is accurate when y  3|(m1/m2)3/5−1|−1. To the
same order in y, from Eq. (1), the energy per particle of
the homogeneous mixed state at T = 0 is
εmix = EF [3/5 + y(E+/EF )− y] . (3)
The homogeneous mixture is unstable when εmix > εsep
which gives [16]
E+ >
(
m1
m2
)3/5
EF =
h¯2(6pin)2/3
2m
3/5
2 m
2/5
1
. (4)
This result indicates that for fixed E+, phase separation
is favored for heavy atomic species due to the suppression
of the Fermi pressures. This effect was also discussed in
Refs. [20, 37]. An analysis of the ferromagnetic transition
by the virial expansion, valid at high temperatures, is
presented in the Supplemental Material.
In quantum gases, while the interaction potential is
generally attractive, effective repulsive interactions can
be obtained by preparing the 2-atoms on the repulsive
branch of the Feshbach resonance depicted in the inset
of Fig. 1 [24, 29]. The effective inter-species interaction
can be characterised by the s-wave scattering length a
and the range parameter R∗ = h¯2/(2mrabgδµ∆B) > 0,
where abg is the background scattering length, δµ is
the differential magnetic moment, and ∆B the mag-
netic width of the Feshbach resonance [38, 39]. At the
many-body level, a small/large kFR
∗ corresponds to a
wide/narrow Feshbach resonance.
To make a direct connection with experiments, it is
useful to express E+ in terms of the physical parameters
a and R∗. A very attractive feature of the high polariza-
tion limit is that it is possible to calculate E+ precisely
even for strong interactions. The explicit expression of
E+(kFa, kFR
∗,m↓/m↑), obtained through a many-body
calculation including one-particle-hole excitations from
the Fermi sea of the majority atoms, has been derived
and discussed in detail in Refs. [15, 16, 29, 35], and is
reported for completeness in the Supplemental Material.
We show the resulting phase diagram for equal masses
in terms of the scattering parameters in Fig. 2 for two dif-
ferent values of the range: kFR
∗ = 0 describing a wide
Feshbach resonance, and kFR
∗ = 1 similar to the mod-
erately narrow Feshbach resonance of the experiment in
Ref. [29]. We observe that a non-zero effective range
shifts the phase separated region toward the BCS-regime
(the right side of the plot), consistent with a similar shift
of the polaron energy reported in Ref. [29]. As in Fig. 1,
we have drawn the phase boundary lines only within the
regime of validity of the polaron theory, i.e., P > 1/2.
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FIG. 2. Phase diagram for equal masses for kFR
∗ = 0 (thick
solid lines), and kFR
∗ = 1 (thick dashed lines). The gas is
mixed above the lines, and phase separated below. The thin
lines are the phase boundaries obtained from the perturbative
expression (5) retaining terms up to 1st, 2nd, and 3rd order.
The green markers indicate the IFM transition at T = R∗ = 0
as found by Quantum Monte-Carlo calculations [14], second
order diagrammatic theory [11], and Stoner [1] for P = 0 and
P = 1 respectively.
With increasing −(kFa)−1, we have furthermore termi-
nated the lines where the polaron Ansatz fails due to de-
cay as will be discussed in more detail below. For com-
parison, in Fig. 2, we also mark the critical values for
the ferromagnetic transition calculated by various zero-
temperature theories. The perturbative results shown in
the figure are obtained by inserting in Eq. (1) the ana-
lytic expansion for the energy of a single impurity in a
Fermi gas with hard-spheres interaction [40],
E+
EF
=
4kFa
3pi
+
2(kFa)
2
pi2
+
(
4
3
+
2pi2
45
)
2(kFa)
3
pi3
+ . . . (5)
truncated respectively to 1st, 2nd, and 3rd order. Note
that these perturbative results should be taken with cau-
tion in the regime |kFa| ∼ 1. It is also known that the
third order term in the expansion is non-universal. It is
interesting that Eq. (1) combined with the single impu-
rity expression (5) to 2nd order in kFa yields at P = 0
essentially the same critical point as the 2nd order dia-
grammatic theory presented in Ref. [11].
Due to the symmetry of the phase diagram for equal
masses, the phase boundary must cross the P = 0 axis
vertically. As can be seen from Fig. 2, this restricts
the range of possible extrapolations of our theory from
its range of validity to smaller values of |P |. In par-
ticular, the extrapolation to P = 0 predicts a critical
value for ferromagnetism inbetween the Monte-Carlo re-
sult and the mean-field result. Our theory also predicts
a larger critical value of −1/kFa than the QMC result
for P → 1. This is because the repulsive polaron energy
obtained by our method is lower than the one found by
QMC [14, 16], which is compatible with QMC being only
4an upper bound. Also, it could be due to higher order
particle-hole processes omitted in our analysis.
Our thermodynamical analysis above is based on the
assumption that the repulsive polaron is a long-lived ex-
citation. However, the repulsive polaron state inevitably
experiences decay into the lower branches, i.e., the at-
tractive polaron state or one with molecules or trimers
formed (cf. inset of Fig. 1a). It is therefore important to
address the question: does the repulsive polaron state
have a sufficiently long lifetime in the vicinity of the
phase transition such that the experimental observation
of the transition becomes possible? This question has
been considered for the balanced and polarized cases re-
spectively in Refs. [25–28], and [16, 22]. To take into
account effects coming from a large kFR
∗ in the strongly-
polarized regime, we calculate the decay rate ΓPP of the
repulsive polaron state due to the dominant two-body
processes by using a diagrammatic method (see Suppl.
Mat. for details) which proved in very good agreement
with the experimental data [29]. We find that for fixed
range parameter, the decay rate increases with increas-
ing repulsion, and eventually the repulsive polaron state
becomes ill-defined due to fast decay as observed exper-
imentally [29]. For this reason, at strong coupling we
have terminated the lines in Fig. 2 when ΓPP/EF > 0.25.
However, most likely an even smaller decay is needed for
the experimental observation of the ferromagnetic state.
We now discuss how the latter may be achieved.
We plot in Fig. 3 the critical value of the interaction pa-
rameter 1/kFa for phase separation at T = 0 and P → 1
for different mass ratios obtained from (4), and in Fig.
4 the corresponding decay rate ΓPP of the repulsive po-
laron at the critical coupling strength. Figure 4 shows
an important result: a resonance with kFR
∗ ∼ O(1)
gives rise to much longer lifetimes than a broad one with
kFR
∗  1. Furthermore, we find that a large mass ratio
m2/m1 decreases the decay rate significantly compared
to the case of equal masses. For instance, for a mixture
of a small number of 40K atoms in a gas of 6Li atoms, the
polaron lifetime increases by a factor ∼ 10 at the critical
coupling strength for phase separation when the range of
the atom-atom interaction is kFR
∗ = 1 instead of zero.
By choosing appropriate mass ratios and using moder-
ately narrow Feshbach resonances, one can suppress the
decay rate of the mixed phase to ∼ EF /100.
An unambiguous experimental signature of the itin-
erant ferromagnetism transition would be the observa-
tion of magnetic domains when the mixed gas is brought
across the phase boundary. Domain formation was not
detected in previous experiments [28], probably due to
the fast decay with rate ∼ EF /10 suffered by the atomic
gas. The much slower decay of the repulsive polaron
state predicted in this work when the range is significant
can provide a ten-fold wider time window for measuring
the signatures of the transition, during which notable do-
mains may form and be detected. An estimation of the
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FIG. 3. Critical coupling strength for phase separation at
T = 0 and P → 1 as a function of R∗. Lines are for mass
ratios m2/m1 =1 (solid), 40/6(dotted), and 6/40 (dashed).
The circle and the square indicate the values relevant for the
experimental conditions of, respectively, Refs. [24] and [29].
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FIG. 4. Decay rate ΓPP of repulsive polarons at the transition
with P → 1 and T = 0. Lines and symbols as in Fig. 3.
domain formation rate and size, though a worthy cal-
culation, is out of the scope of the present paper. The
instability towards domain formation may also be de-
tected by measuring a sharp increase of spin fluctuations.
Experimentally, one can now measure spin fluctuations
with µm-spatial resolution [41] which indicates that this
method might be very effective. An alternative method
for detection is to prepare the gas directly in the phase
separated state, and check its stability against mixing.
To conclude, we derived detailed phase diagrams of a
two component Fermi gas in the limit of strong polari-
sation, where the effects of the interactions can be accu-
rately described in terms of well-defined quasiparticles,
the repulsive polarons. The phase diagrams were then
expressed in terms of the scattering length and range pa-
rameter using a many-body theory known to be reliable
in the strongly polarised limit. The ferromagnetic region
was shown to move towards the BCS side with increas-
ing range of the interaction. Finally, we found that a
large range and impurity mass increase substantially the
polaron lifetime, raising hopes for the observation of itin-
erant ferromagnetism in a quantum gas.
Note added – Recently, we became aware of related
studies [42] which have appeared after submission of the
present Letter.
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SUPPLEMENTAL MATERIAL
Energy and decay rates of the repulsive polaron
The quasiparticle properties of a polaron, i.e., a single
impurity (2-atom) dressed by interactions with a Fermi
sea of 1-atoms, can be derived from the knowledge of the
impurity self-energy Σ(p, E), which within the 1-particle-
hole approximation and at zero temperature reads [34]
Σ(p, E) =
∑
q<kF
T (p+ q, E + ξq,1), (6)
with ξk,σ = k
2/(2mσ)− µσ the kinetic energy measured
from the chemical potential (we have set h¯ = 1).
The T-matrix for two-particle scattering reads [39]
T (P, ω) = 1[
2piabg
mr
(
1− ∆BB−B0−ECM/∆µ
)]−1
−Π(P, ω)
(7)
with ECM = ω − P2/2M + µ1 the energy in the center
of mass reference frame of the scattering two particles,
M = m1 +m2, and the renormalized pair propagator
Π(P, ω) =
∑
k
[
θ(k − kF )
ω + i0+ − ξk,1 − (P+k)22m2
+
2mr
k2
]
. (8)
6The polaron energies at zero momentum are deter-
mined by the equation ω = Re[Σ(0, ω)], which gener-
ally has a negative solution E−, corresponding to the at-
tractive polaron, and a positive solution E+, correspond-
ing to the repulsive one. The corresponding residues are
given by Z± = {1− Re[∂ωΣ(0, ω)]ω=E±}−1.
In the leading decay process, a repulsive polaron de-
cays into an attractive polaron by scattering a majority
particle out of the Fermi sea [16, 29]. To describe this
2-body decay channel, we use the fact that the impurity
Green’s function can be approximated as
G±(p, ω) ∼ Z±
ω − E± − p2/2m∗2,±
(9)
close to its poles E±, with m∗2,± the effective mass of the
polarons. Replacing the bare impurity Green’s function
with G− inside the pair propagator Eq. (8),
Π˜(P, ω) = Z−
∑
k
 θ(k − kF )
ω + i0+ − E− − ξk,1 − (P+k)22m∗2,−
+
2mr
k2
 ,
(10)
and using Π˜ in Eqs. (6) and (7), the decay rate of repul-
sive polarons to attractive ones is given by
ΓPP = −2Z+Im[Σ˜(0, E+)]. (11)
For simplicity, in the calculation we have approximated
m∗2,− with the bare value m2.
Virial expansion
In the high temperature regime, we examine the itin-
erant ferromagnetic transition by the virial expansion.
To second order, this expansion gives for the partition
function of the two-component Fermi gas
Z = 1 + V
∑
σ=1,2
zσ
λ3σ
+
V
2
( ∑
σ=1,2
zσ
λ3σ
)2
+
V z1z2b2
λ3M
, (12)
with λM = (2pih¯
2/kBTM)
1/2. When only the s-wave
“upper branch” of excitations is taken into account, the
second virial coefficient b2 is [43]
b2 =
1
mrT
∫ ∞
0
dk
pi
kδs(k)e
−k2/2mrT . (13)
The s-wave phase shift is given by cot δs(k) =
−1/ka − R∗k. At a broad resonance one has b2 =
e(λr/2
√
pia)2 [1 + erf(λr/2
√
pia)− 2θ(a)] /2, whose mini-
mum value is −1/2 at 1/a = 0+. For a very narrow
resonance, we find b2 ∼ −λr/2piR∗ at the unitary point.
Here λr = (2pih¯
2/2kBTmr)
1/2.
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FIG. 5. Phase diagram at the unitarity point (kF a)
−1 =
0+ for equal masses as obtained from the virial expansion to
second order: kFR
∗ = 0 (thin line) and kFR∗ = 1 (thick).
The gas is mixed above the lines, and phase separated below.
The free energy per particle of the mixture Fmix =
−kBT lnZ/N + (1− y)µ1 + yµ2 is
Fmix = −kBT
{
1− (1− y) ln[(1− y)nλ31]− y ln(ynλ32)
+y(1− y)nλ3rb2
}
, (14)
where we have used zσ = λ
3
σ(nσ − λ3rn1n2b2) obtained
from (12). The phase diagram will have a phase sepa-
rated region when
∂2yFmix/kBT = (1− y)−1 + y−1 + 2nλ3rb2 ≤ 0, (15)
for some values of y, which is possible only if b2 < 0. For
equal masses, the region of phase separation derived from
the Maxwell construction is bounded by the concentra-
tions which minimise Fmix, i.e.,
∂yFmix/kBT = ln[y/(1− y)] + (2y − 1)nλ3rb2 = 0. (16)
The phase diagram obtained from (16) is plotted in
Fig. 5 for (kFa)
−1 = 0+ and m1 = m2. Since there is no
kinetic energy cost of phase separation for high temper-
atures, this phase diagram is a result of the competition
between the repulsive interaction energy and the entropy
of mixing. The predicted critical temperature for phase
separation unfortunately is too low for the virial expan-
sion to be reliable. Indeed, the largest transition tem-
perature is Tmaxc ≈ 0.66TF obtained at unitarity for a
broad resonance where b2 = −1/2. The calculation nev-
ertheless indicates that a large range decreases the critical
temperature for phase separation, consistently with the
low temperature polaron calculation.
