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 Large Wind Turbines (WTs), exceeding 10 MW, are expected to become more available 
in the near future. Most large WTs utilize Permanent Magnet Synchronous Generators (PMSGs) 
to convert the mechanical power of the WT into electrical power. One of the most important 
components in a Wind Energy Conversion System (WECS) is the Power Electronics Interface 
(PEI). The PEI converts the AC power produced by the WT generator, with a magnitude and 
frequency that varies with the wind speed, into AC power with a fixed frequency that can be 
injected into the grid. The most common PEI is the Back-to-Back Voltage Source Converter (BTB-
VSC). As the rated power of PMSGs increase, the rated current of the switches in the BTB-VSC 
must increase. To accommodate the high currents, PEI designers resort to either connecting 
multiple switches in parallel or connecting multiple BTB-VSCs in parallel. However, ensuring 
equal current division among switches or BTB-VSCs can be particularly challenging. 
Alternatively, employing a BTB structures that utilize Current Source Converters (CSCs) instead 
of VSCs could offer a better solution. CSCs are inherently current scalable since each CSC module 
has its own sharing inductors. Moreover, when connected in parallel, CSCs can operate as a 
Multilevel CSC (MCSC). MCSC offer advantages such as lower THD and di/dt, which reduces 
the size of the grid-side and generator side filters.  
 Proper operation of MCSC requires individual CSC modules to have the same average 
current flowing through them. In practice, the average values of theses currents can deviate from 
their nominal values due to disturbances and/or differences in electrical parameters. This 
dissertation presents a unique Current Balancing Algorithm (CBA) to solve this problem. In 
addition, a modified Level-Shifted SPWM (LS-SPWM) technique that is suitable for MCSC is 
presented. The modified LS-SPWM is shown to offer less THD and di/dt when compared to the 
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Phase-Shifted Carrier SPWM (PSC-SPWM), which is the most common modulation technique for 
MCSC. The concepts of CBA and modified LS-SPWM are, also, extended to MCSC operating as 
STATCOMs. Modeling and control of MCSC and MCSC-based STACOMs are discussed; and 
closed-loop control strategies are proposed. To validate the CBA, modified LS-SPWM, and 
control strategies, a proof-of-concept prototype that can operate as either an MSCS or MCSC-
based STATCOM was designed, built, and tested. Lastly, a 10 MW WECS model utilizing a BTB 
5-level MCSC was created in MATLAB/Simulink using the Simscape Electrical toolbox. The 
BTB 5-level MCSC utilized the CBA, modified LS-SPWM, and control strategy developed in this 
dissertation. Simulation results for various wind speeds and different power factors, at the grid 
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 This chapter provides a brief introduction into the dissertation. The motivation and 
objectives of the dissertation are discussed in this chapter. A literature review is included.         
1.1 Research Motivation 
 Wind energy production has been growing exponentially over the past few years. In the 
United States, the rated installed wind power has more than doubled over the past 9 years [1], see 
Figure 1.1. The first utility-scale wind turbine was a 50 kW Wind Turbine (WT) installed in the 
early 1980’s [2]. Since then, WT manufacturers kept pushing the boundary of the maximum output 
power that can be produced by a single WT, as demonstrated in Figure 1.2 [3]. Today, WTs with 
rated output power as high as 10 MW are available in the market [4]. Moreover, WTs in the 15-20 








 The continuous increase in WTs power capabilities poses a challenge to power electronics 
engineers. The electric generators used in multi-MW WTs can have rated output voltages as low 
as 690 V while their rated powers are as high as 10 MW [4]. In these cases, conventional Power 
Electronics Interfaces (PEI) such as the Back-to-Back Voltage Source Converter (BTB-VSC) must 
be designed to withstand currents in the kA range, per-phase. The currently available 
semiconductors technology cannot produce single switches that can withstand currents in that 
range [5]. Instead, multiple switches are connected in parallel to divide the current evenly between 
them. However, connecting switches in parallel is a burdensome task and it cannot guarantee the 
dynamic sharing of the current across the switches [6]. Another common solution is to connect 
multiple BTB-VSC in parallel [3], [7]. This eliminates the need to connecting switches in parallel, 
but it increases the cost and weight of the WT, each BTB-VSC requires its own filters. 
 In this dissertation, BTB Multilevel Current Source Converters (MCSCs) are explored as 
potential PEIs for Wind Energy Conversion System (WECS) applications. MCSCs are, by nature, 
current scalable. This eliminates the need of parallelizing switches as the total DC current is split 
amongst several CSC modules. In addition, MCSCs operate at a lower switching frequency, since 
Figure 1.2 Size and power evolution of WTs   
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they produce multilevel current waveforms. This reduces the switching losses and increase the 
overall efficiency of the WT. Moreover, MCSCs eliminate the need for electrolytic capacitor in 
the DC bus. Electrolytic capacitors are prone to frequent failure [8] and could increase the 
downtime of WECSs.    
 In addition, MCSC application for high-power, medium-voltage Static Synchronous 
Compensators (STATCOMs) is explored in this dissertation. High-power, medium-voltage 
STATCOMs have the same high current challenge as PEIs for WECS. MCSCs provide a unique 
solution that divides the current equally between several modules and extended the benefits 
associated with MCSCs to STACOM applications. 
1.2 State-of-the-Art Wind Energy Conversion Systems (WECSs) 
 The components of WECS are broadly categorized into two groups: mechanical 
components and electrical components [9]. The mechanical components are tower, nacelle, rotor 
blades, rotor hub, gearbox (if applicable), pitch drives, yaw drives, wind speed sensors, drivetrain, 
and mechanical brakes. The electrical components are: electric generator, PEI, filters (on the 
generator-side and grid-side), and a step-up transformer [7]. From an electrical design prospective, 
the choice of generator-converter topology determines the operational wind speed range and 
maximum output power. There are two types of modern WECSs configurations: semi-variable 
speed configuration and full-variable speed configuration. In the semi-variable speed 
configuration, the WTs can produce energy when the wind speed is within a certain limit. While 
WTs adopting the full-variable speed configuration can produce energy at any speed. 
 Earlier generations of multi-MW WTs adopted the semi-variable speed configuration. This 
configuration is equipped with a Doubly-Fed Induction Generator (DFIG). The DFIG rotor is 
mechanically coupled to the WT rotor by a shaft and a gearbox to increase the angular speed of 
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the generator. Electrically, the generators stator is connected to the grid through a step-up 
transformer while its rotor is connected to the grid through a bidirectional PEI. The PEI is only 
rated to process 30% of the total rated power of the WT. By processing the slip power, the PEI 
allows the generators speed to vary by as much as ±30% of the rated speed [9].   
 Even though WTs using DFIG require a significantly small PEI, they suffer from a few 
drawbacks. The most obvious one is the operational limit on wind speed. Also, the gearbox 
increases the weight, footprint, and cost of the WT. It also decreases the overall WT reliability. In 
[10] it was found that gearbox failures cause more downtime than any other component in the 
WECS. Moreover, since the PEI is only rated for 30% of the rated power, compliance with Fault 
Ride-Through (FRT) requirements becomes difficult [3]. 
 To overcome the above limitations, newer generations of multi-MW WTs adopt the full-
variable speed configuration. In this configuration, any AC generator can be used. Although 
Permanent-Magnet Synchronous Generators (PMSG) are favored by WT manufacturers due their 
simplicity and reliability [9]. By connecting the generator stator to the step-up transformer through 
a PEI, this configuration allows the generator to operate at any speed (0 – 1 p.u.). Also, since the 
PEI must be rated for the full power of the WT, the PEI can remain connected to the grid during 
faults to meet any FRT requirements. It also gives the WT more control over its power factor 
during normal operation. Even though this configuration is more expensive, because the PEI is 
rated for the full power of the WT, the additional cost can be offset by using a PMSG with large 
number of pole pairs and eliminating the gearbox. This concept is referred to in the literature as 
Direct Drive WT (DD-WT) [3], [5], [7], [9]. 
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1.3 Power Electronics Interfaces (PEIs) for WECSs 
 PEIs are essential elements in any multi-MW WECS. The problem of connecting a WT to 
the grid is an AC-AC power conversion problem. Numerous power electronic solutions were 
suggested over the years. The most common structure of a PEI requires a rectifier connected to the 
WT generator and an inverter connected to the grid side. The rectifier and the inverter are 
connected to a common DC bus. This PEI structure is commonly known as BTB structure. BTB 
PEIs can broadly be categorized as VSC-based or Current Source Converter (CSC)-based.  
 
1.3.1 VSC-Based PEIs 
 The simplest PEI configuration is shown in Figure 1.3 . The generator is connected to the 
DC bus through a passive rectifier while the grid is connected to the DC bus through a two-level 
VSC (2L-VSC). This PEI is considered a low-cost solution [3], but it has several disadvantages. 
The passive rectifier, also referred to as 6-pulse rectifier, introduces 6𝑁 ± 1 harmonics in the 
generator side AC current. The fundamental harmonic on the DC side is the sixth with respect to 
the generator’s electrical frequency. Therefore, large filters must be installed on the generator side 
and the DC side. Because the DC voltage magnitude is uncontrollable, the DC voltage magnitude  
Generator 
Figure 1.3 Basic PEI: passive rectifier and 2L-VSI  
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becomes extremely low during low wind speed. Since, the DC voltage must be greater than the 
AC voltage on the grid side, the generator voltage should be overrated. Also, Maximum Power 
Point Tracking (MPPT) cannot be carried out using this PEI. The grid-side VSC, on the other hand, 
allows bidirectional current flow and can regulate the exchange of active and reactive power with 
the grid. 
 To overcome the disadvantages of passive rectifiers, a boost DC-DC converter can be 
included as shown in Figure 1.4. This elevates the AC and DC side harmonics challenges and adds 




Figure 1.4 passive rectifier and 2L-VSI with an addded DC-DC 2L-boost 
Generator 
Figure 1.5 2L-BTB VSC 
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switch in the boost converter is very high (higher than the rated DC current value) and parallel 
connection of switches or multiple interleaved boost converters is required [3].  
 The most common PEIs is the 2L-BTB VSC, used by 90% of WTs with rated power of 
0.75 MW or below [3]. As the name indicate, two VSCs are connected in a back-to-back fashion, 
as shown in Figure 1.5. Both VSC can control active and reactive power independently. This 
allows the DC bus voltage to be regulated by the grid-side VSC while the generator-side VSC 
performs the MPPT task.  
 In WECSs where the generator voltage is in the 3-4.16 kV range, multilevel converters are 
favored over 2L-VSC, because they minimize the need for connecting switches in series. By 
producing multilevel voltage waveforms, the Electromagnetic Interference (EMI) and THD of the 
voltage and current waveforms are reduced. This reduces the size of the output filter [3]. The most 
common multilevel converter-based PEI is the BTB Neutral Point-Clamped (NPC) [11] shown in 
Figure 1.6. It is offered by WTs PEIs manufacturers such as: ABB [12] and Ingeteam [13]. Since 
the DC bus is composed of two series-connected capacitors where current can flow in or out of the 
neutral point, depending on the current angle, the DC voltage across the capacitors tends to drift 
 
Generator 
Figure 1.6 NPC-based BTB PEI 
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away from the nominal value. Also, the switching stress is not shared equally across all switches 
in a single leg. This leads to derating the converter and makes the mechanical layout design of the  
switches very challenging [3].  
 To overcome the unequal losses in the switches and the voltage drifting in the capacitors, 
the clamping diodes in the NPC can be replaced by active switches. This topology is referred to as 
the Active NPC (ANPC) [14], shown in  Figure 1.7(a). It is reported that  replacing an NPC 
converter by an ANPC converter can increase the power rating of the PEI by 32% and the 
maximum switching frequency by 57% [15]. However, the use of additional active switches 
increases the cost and size of the PEI. 
 Another modification to the NPC is to replace the clamping diodes with capacitors as 
shown in Figure 1.7(b). This topology is referred to as the Flying-Capacitor (FC) converter [16]. 
Compared to the NPC converter, the FC converter requires more capacitors. It also requires 
external circuitry to pre-charge the capacitors to their nominal voltage values and an additional 
 
Figure 1.7 Alternatives to the NPC topology: (a) ANPC (b) FC 
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control scheme to keep them balanced. Nonetheless, FC converters offer redundant switching 
states and equal switching conduction stress across the switches.   
  
1.3.2 CSC-Based PEIs 
 A BTB CSC-based PEI is shown in Figure 1.8. The generator-side output is connected to 
a Current Source Rectifier (CSR) while the grid-side is connected to a Current Source Inverter 
(CSI). Even though, the DC side of the CSR and CSI can be connected through a single 
inductor/choke, a common-mode choke is used. This prevents any three-phase common-mode 
currents from flowing between the CSI side and the CSR [17]. This feature, along with the voltage 
boosting ability, made this PEI very popular in transformer-less motor drive applications. The low 
cost and high reliability, due to the elimination of electrolytic capacitors, makes this this PEI a 
very promising technology for multi-MW WTs.      
1.3.3 Remarks on Future Multi-MW PEIs 
 Future WTs are expected to have output power ratings in the 15-20 MW range. WT 
generators voltage rating range, on the other hand, is expected to remain in unchanged. This makes 
the design of PEIs more challenging, due to the high rated current. Nevertheless, WTs 




manufacturers have found ways to address this challenge. For example, for 690 V generators 
multiple 2L-BTB VSCs can be connected in parallel as shown Figure 1.9 (2 2L-BTB VSC are 
shown). This option is embraced by Enercon. In their E-126 7.5 MW WT, more than ten 2L-BTB 
VSCs are connected in parallel, to the same DC bus, to accommodate the high current [3]. Since 
the AC side filter impedances (on the generator-side and the grid-side) tend to vary slightly, 
circulating currents between the terminals of different VSCs exist. These currents increase the heat 
losses in the WECS and must be considered in the currents controllers designs.   
 
 Another alternative PEI arrangement for future WTs, is to connect multiple 2L-BTB VSCs, 
using separate DC buses, to an open-winding step-up transformer as shown in Figure 1.10. This 
eliminates any grid-side circulating current. However, the open-winding transformer and 
additional DC bus capacitors will increase the weigh, footprint, and cost of the WECS.    
 The brief literature review presented in this chapter, demonstrates the high current problem 
associated with future 15-20 MW WTs. From a PEI design perspective, current PEI designs do not 
utilize the unavoidably large number of switches in an optimum way. For example, instead of 
using many 2L-BTB VSCs, a properly conceived modular BTB Multilevel Current Source 
Generator 
Figure 1.9 Two BTB VSC connected in parallel 
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Converter (MCSC) can be used. This will reduce the size and cost of the AC filters. Since, current 
source converters rely on inductors instead of electrolytic capacitors, they are cheaper to 
manufacture and more reliable [8].  
1.4 Power Conversion Topologies for High-Power, Medium-Voltage STATCOMs  
 Modern electric grids relay on STATCOMs to regulate the amount of reactive power 
consumed at different locations within the grid. A STATCOM achieves its goal by utilizing a 
power converter and energy storage elements, capacitors or inductors. Based on the type of energy 
storage element used in the STACOM, STATCOMs can be classified into: VSC-based 
STATCOMs and CSC-based STATCOMs.  A literature review of both types is presented below.  
1.4.1 VSC-Based STATCOMs 
 The most basic STATACOM topology is shown in Figure 1.11. It is composed of a 2L-
VSC and a capacitor bank at the DC side [18]. While it is simple to modulate and control, 
implementation of this topology is challenging for multi-mega Vars, medium-voltage 
STATCOMS. Since the phase currents can be in the kA range, several IGBTs must be connected 
in parallel.  
 
Generator 




 Other VSC-based STATCOM topologies are classified as multilevel VSC-based 
STATCOMs [19]–[22]. The most common multilevel VSC-based STATCOM is the cascade 
STATCOM [20]–[22] , depicted in Figure 1.12. This topology is adopted by ABB [23] and 
Siemens [24]. Each phase of the cascade STATCOM is composed of 𝑀 H-bridges, to form a 2𝑀 +1 level STATCOM. The main advantages of this topologies are the voltage scalability (no series 
connection of IGBTs is required), modularity, and near-sinusoidal output (low THD). These 
advantages make the cascade STATCOM a very attractive option for STATCOMs where high 
voltage is the issue, voltages in the tens of kV’s range. However, this topology has the same current 
limitation as the VSC-based one, it requires multiple IGBTs to be connected in parallel to 
accommodate the high current associated with high-power, medium-voltage STATCOMs.   
1.4.2 CSC-Based STATCOMs 
 The conventional CSC STATCOM is shown in Figure 1.13. It is composed of six 
unidirectional switches, required by any CSC topology, and a DC inductor  Although, GTOs [25] 
or IGCTs [26] can be used as unidirectional switches, monolithic Reverse Blocking IGBTs (RB-
IGBTs) [27] or IGBTs connected in series with diodes are preferred due to their higher switching 
frequency capabilities. 




 To accommodate high currents, several CSC STATCOM modules can be connected in 
parallel as shown in Figure 1.14. Using a proper modulation technique, these modules can operate 
as a Multilevel CSC (MCSC) STATCOM [28]. The number of CSC modules determines the 
number of levels an MCSC STATCOM can produce at the output. An MCSC STATCOM that has 𝑀 CSCs can produce a waveform that has a 2𝑀 + 1 levels. The PWM technique used in the 
individual CSC modules is the same as the so-called “tri-logic” PWM proposed in [29]. To 
synthesize multilevel waveforms, the Phase-Shifted Carrier PWM (PSC-PWM) is used [30], where 
the phase-shift between any two adjacent carrier waveforms is set to 2𝜋 𝑀⁄ . 





 In [31], the Current-Source Modular Multilevel Converter (CSMMC) is introduced as the 
current-source dual of the voltage-source Modular Multilevel Converter (MMC) [32]. A CSMMC-
based STATCOM is studied in detail in [31], a single-phase of the CSMMC STATCOM is shown 
in Figure 1.15. Each phase leg of the CSMMC is split into an upper arm and a lower arm. Each 
Figure 1.13 Conventional CSC STATCOM 
Figure 1.14 MCSC STATCOM 
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arm has a capacitor connected in parallel to 2𝑀 half-bridge inductor Sub-Modules (SMs). The 
SMs are composed of two unidirectional switches and an inductor. The two switches in the SMs, 𝑆 and 𝑆̅, work in a complementary manner to produce current outputs of 0 and 𝐼𝐿. The three-phase 
CSMMC STATCOM requires 12𝑀 submodules, for a 2𝑀 + 1 level STATCOM, 6 arm 
capacitors, and a main DC inductor. The main DC inductor should be rated for the full load current. 
The submodule inductors are sized to accommodate energy variations at the fundamental and 
double frequencies. Compared to the MCSC STATCOM, the CSMMC STATCOM requires larger 
inductors and a large number of components [33]. 
1.5 Research Contributions 
 This dissertation aims to explore MCSC topologies for direct-drive PMSG-based WECSs 
and high-power, medium-voltage STATCOM applications. For WECSs, the BTB MCSC 
arrangement is considered. It is composed of multiple BTB CSC modules. A 2-module BTB 
 
Figure 1.15 Single-phase of CSMMC STATCOM 
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MCSC is shown in Figure 1.16. This arrangement has been discussed in the literature for motor 
drive applications [17], [34], [35]. The following contributions are presented in the dissertation: 
• One of the main challenges of the BTB MCSC and the MCSC STATCOM is balancing the 
inductors’ currents in each module. Every inductor must have the same DC current flowing 
through it. Therefore, this dissertation presents a Current Balancing Algorithm (CBA) that 
addresses this problem. Two versions of the CBA are presented, one for the BTB MCSC 
and the other is for the MCSC STATCOM. The CBA works for any MCSC regardless of 
the number of levels/modules and it does not require any PI controllers.   
• Integral state-feedback controllers are proposed for BTB MCSC and MCSC STATCOM. 
compared to conventional PI controller-based scheme, integral state-feedback controllers 
exhibit superior performance, since they allow the designer to place the closed-loop poles 
in any location in the complex plane 
• A new modulation technique referred to as the modified Level-Shifted SPWM (LS-
SPWM) is presented. The modulation technique is applicable to any MCSC topology. It 
produces lower THD and di/dt when compared to the conventional Phase-Shifted Carrier 
SPWM (PSC-SPWM)       
• To experimentally validate some of the presented new concepts, a modular prototype was 
designed, built, and tested. The prototype can be configured as an MCSC or an MCSC 
STATCOM. Experimental for both configurations are reported.  
1.6 Dissertation Roadmap 
 The dissertation is organized into six chapters, including the introduction chapter. Chapter 
2 discusses the MCSC. Conventional modulation techniques are reviewed and a new modified  
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LS-SPWM technique is presented. In addition, the CBA for MCSC is presented. For grid-tied 
applications, the modeling and control of the MCSC is discussed as well. A method to design an 
integral state feedback controller is proposed.    
 Chapter 3 discusses the MCSC STATCOM. The CBA for MCSC STATCOM is presented. 
Moreover, the control of MCSC STATCOM using an integral state-feedback controller is 
proposed. To verify the CBA and the integral state-feedback controller through simulation, a 10 
MVA, 5-level MCSC STATCOM is simulated and the results are presented.  
 Chapter 4 presents the experimental results obtained from the proof-of-concept prototype. 
The CBA and modified LS-SPWM are verified experimentally on a three-phase resistive load for 
a 5-level and 7-level MCSC. In addition, grid-tied, closed-loop operation, using integral state 
feedback is demonstrated for a 5-level MCSC, working in inverter mode. Also, experimental 
results of a 5-level MCSC STATCOM are reported. 
 Chapter 5 discusses the implementation of BTB MCSCs in direct-drive PMSG-based 
WECSs. The chapter starts by presenting the characteristics of WTs and the model of PMSGs. It, 
then, presents the proposed controls strategy for the BTB MCSC, relying on some of the control 
concepts presented in Chapter 2. Lastly, the control strategy is validated through simulation results. 
 
Figure 1.16 BTB MCSC for PMSG-based WECS 
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 Finally, Chapter 6 conclude the dissertation by summarizing the contributions and findings. 






















 MULTILEVEL CURRENT SOURCE CONVERTERS (MCSCs) 
 Over the past few decades, several attempts were made to conceive an effective MCSC 
topology. Relying on the duality principle [36], most MCSC topologies require the DC input to be 
a constant current source. In most cases, either a DC voltage source connected to a large smoothing 
inductor [37], [38] or a current-controlled buck converter [30], [39]–[41] is used as a constant 
current source. The most common three-phase MCSC is shown in Figure 2.1. It was first 
introduced in [37] and was the subject of several papers over the past few years [30], [38]–[41]. In 
addition to a current-controlled buck converter or a large smoothing inductor at the input, this 
topology consists of 𝑀 modules, for a 2𝑀 + 1 level converter. Each module contains six 
controllable unidirectional switches, an upper inductor, and a lower inductor. The upper and lower 
inductors are referred to as sharing inductors and they are only rated for 1/𝑀𝑡ℎ of the DC current, 
where the current-controlled buck converter or large smoothing inductor at the input must be rated 
for the full input current. 
 
 For proper operation of the MCSC, the values of the sharing inductors in each module must 
be identical. The main challenge in this topology is ensuring the main DC current is divided 
between the modules evenly. In [37], since a six-level staircase modulation was used, an optimized 
Figure 2.1 The current-fed MCSC topology [30], [39]–[41] 
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fixed switching sequence was proposed. The sequence minimizes the switching losses while 
ensuring the volt-second area remains close to zero for each inductor under steady-state conditions. 
Unfortunately, this method becomes overly complex and unreliable when PWM techniques are 
used for a higher number of levels. Moreover, the number of levels achieved was six for a three-
module converter, the zero level was not achieved using the staircase modulation. 
 In [39], a prototype of the same topology was built and tested. The input of the MCSC, in 
this case, was a current-controlled buck converter. The used modulation technique was the Phase-
Shifted Carrier SPWM (PSC-SPWM) [30]. The PSC-SPWM allows individual modules to be 
modulated independently using the so-called “tri-logic” SPWM [29]. To synthesize multilevel 
waveforms using the PSC-PWM, the phase-shift between any two adjacent module’s carrier 
signals is set to 2𝜋 𝑀⁄ . Although no current balancing technique was used, the average currents of 
the sharing inductors remained within a reasonable range of each other. Nonetheless, 
implementing such topology in a non-controlled environment, such as industrial applications, with 
no means to ensure a current-balanced operation is not safe. Disturbances and small differences in 
the electrical parameters between the modules can easily lead different inductors to have different 
average currents [39], modules sustaining currents higher than their rated current could be 
damaged. The current imbalance problem is highlighted in [40]. Using the same modulation 
technique as [39], the authors suggested two PI controllers-based solutions to ensure a current-
balanced operation for the 7-level case. The first solution is to allow each module to use a small 
variation in the magnitude of carrier waveform as a control variable. The second solution is to 
allow the use of the phase-shift angle of the carrier waveform as a control variable. In both cases, 
to understand the input-output relationship, systems identification procedures were carried out. 
Both solutions were verified via simulation only; and both yielded satisfactory results. Another 
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attempt to realize a current-balanced operation was presented in [41] where an improved version 
of the first solution proposed in [40] is implemented. The solution targets the 7-level case. It 
involved two dedicated PI controllers varying the magnitudes of the PSC-SPWM carrier 
waveforms. The solution effectiveness was verified via simulation and experimental results. 
However, there are several disadvantages to the proposed solutions in [40], [41]. By requiring 
multiple, dedicated, current-balancing, closed-loop control systems, the converter cost and 
complexity increases. Besides, the proposed alteration to the carrier waveforms will have a 
negative impact on the THD. 
 
 This chapter focuses on the voltage-fed version of the MCSC. In the voltage fed MCSC, 
the modules are connected directly to the DC bus as shown in Figure 2.2. Unlike the MCSC 
discussed in [37], [38], a main smoothing inductor is not required here. This makes the MCSC 
modular and it reduces the number of required inductors. Also, unlike the MCSC considered in 
[30], [39]–[41], the voltage fed MCSC does not need to be connected to the output of a current-
controlled buck converter. Adding a buck converter to the input increases the cost, size, and 
complexity while reducing the boosting ratio of the MCSC. To compute the boosting ratio of the 
MCSC, the AC side power in (2-1) is equated to the DC side power in (2-2), assuming a lossless 
Figure 2.2 Voltage-fed MCSC 
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system. The resulting boosting ratio is given in (2-3). In (2-1), 𝑚 is the modulation index of the 
MCSC, ?̂?𝐿𝑁 is the peak value of the line-to-neutral voltage on the AC side of the MCSC, and cos (𝜑) is the power factor. In (2-2), 𝑑 is the duty cycle of the current-controlled buck converter. 
The impact of 𝑑 on the boosting ratio is evident in (2-3). If the buck converter is eliminated, the 
boosting ratio can be derived by assuming 𝑑 = 1. Therefore, eliminating the buck converter 
maximizes the boosting ratio. 
 𝑃𝐴𝐶 = 32(√32 𝑚𝑖𝑑𝑐?̂?𝐿𝑁cos (𝜑)) (2-1) 
 𝑃𝑑𝑐 = 𝑖𝑑𝑐𝑣𝑑𝑐𝑑 (2-2) 
 ?̂?𝐿𝑁𝑣𝑑𝑐 = 4𝑑3√3𝑚cos (𝜑) (2-3) 
  
 The main contribution in this chapter is the introduction of a new Current Balancing 
Algorithm (CBA) to address the current imbalance issue in MCSCs. The CBA can be implemented 
in any MCSC regardless of the number of levels and it does not require any modification to the 
carrier’s waveform, unlike the balancing methods in [40], [41]. Moreover, the PWM technique 
used in this paper is a modified version of the Level-Shifted SPWM (LS-PWM). It was first 
introduced to eliminate common-mode voltage in three-level Neutral-Point-Clamped (NPC) VSIs 
[42]. However, its implementation in MCSC was never discussed or demonstrated in the literature. 
Compared to the widely used PSC-SPWM [30], the modified LS-SPWM produces lower THD 
and 𝑑𝑖/𝑑𝑡.     
2.1 PWM Techniques for MCSCs  
 The aim of any MCSC PWM technique is to produce a multilevel waveform with essential 
requirements such as: specific amplitude, frequency, and phase-shift. Other desirable 
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characteristics of modulation techniques are low THD, di/dt, and equal power losses distribution 
among switches and CSC modules.  
 MCSC modulation techniques are broadly categorized as carrier-based [29], [30], [43]  and 
non-carrier-based modulation techniques. The most common non-carrier-based modulation 
techniques is the Space Vector Modulation (SVM) [44]–[46] . SVM’s complexity grow 
exponentially with the number of CSC modules. A single CSC module has 9 switching states (6 
active states and 3 zero states). For an MCSC with 𝑀 CSC modules, the number of switching states 
is 9𝑀. To implement SVM, each one of these states must identified. Moreover, adjacent vectors 
must be identified, and duty cycles associated with each vector must be calculated in real-time. 
These constraints make SVM an overly complex technique for MCSC. In addition, SVM’s 
complexity makes it more challenging to be implemented alongside any CBA. Hence, SVM 
discussion in the literature was limited to the 5-level and 7-level cases [47].  
2.1.1 SPWM for Single CSC Module 
 An individual CSC must have one upper switch and one lower switch switched ON at any 
given instance [29], this ensures current continuity in each CSC module. Therefore, the CSC has 
nine possible switching states. These states can be divided into three zero states and six active 
states, illustrated in Figure 2.3. It is important to note that any set of three-phase currents 
synthesized by CSC using any switching state in Figure 2.3 will always add up to zero. The SPWM 
(for 2L-VSC) does not satisfy this requirement. Therefore, the gate signals produced using SPWM 
must be converted to CSC-appropriate ones. There are two conversion methods proposed in the 
literature. The first method relies on the logic manipulation circuit [29] shown in Figure 2.4.  
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 Functionally, the logic manipulation circuit has four blocks. These blocks are labeled 
switching pulse generator, shorting pulse generator, shorting pulse distributor, and switching and 
shorting pulse combiner. The switching pulse generator block generates conventional (VSC) 
(a) (b) (c) 
(d) (e) (f) 
(g) (h) (i) 
Figure 2.3 CSC switching states: (a–c) Zero switching states, (d–i) Active switching states 
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SPWM gate signals by comparing three-phase reference currents (𝑖1, 𝑖2, and 𝑖3) to a triangle signal 𝑖∆. Then, the gate signals are manipulated so that the maximum number of upper switches receiving  
a HIGH signal is one. The lower switches’ signals are subjected to the same constraint. Note that, 
in some cases (zero-states), none of the switches will receive HIGH signal, or only a single switch 
(upper or lower) will receive a HIGH signal. In these cases, the shorting pulse generator produces 
a HIGH signal to activate a shorting pulse. The shorting pulse distributor determines which leg 
should be shorted when the shorting pulse generator produces a HIGH. Based on which phase has 
  
Figure 2.4 Generation of CSC SPWM gate signals using logic manipulation 
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the absolute maximum positive or negative peak, the shorting pulse distributor determines which 
phases is shorted whenever a short is required. Finally, the switching and shorting pulses are  
combined using the switching and shorting pulse combiner.   
 The second conversion method, to convert SPWM to CSC-appropriate SPWM, is referred 
to as the linear tri-logic method [43], [47]. First, a set of modulated three-phase signals is generated 
(𝑖1𝑚, 𝑖2𝑚, and 𝑖3𝑚) using conventional SPWM. Then, the linear transformation in (2-4) is applied 
to obtain the final CSC-appropriate modulated signals (𝑖𝑎𝑚, 𝑖𝑏𝑚, and 𝑖𝑐𝑚). Finally, the maping 
between the modulated signals and the gating signals can produced.        
 [𝑖𝑎𝑚𝑖𝑏𝑚𝑖𝑐𝑚] = 12 [ 1 −1 00 1 −1−1 0 1 ] [𝑖1𝑚𝑖2𝑚𝑖3𝑚] (2-4) 
2.1.2 PSC-SPWM  
 The PSC-SPWM [30] can be realized using the CSC SPWM technique. For an MCSC with 𝑀 number of modules, the CSC SPWM can be implemented for each individual CSC module. To 
synthesize multilevel waveforms, the phase-shift between any two adjacent module’s carrier 
signals is set to 2𝜋 𝑀⁄ .  
 As discussed in the previous subsection, the SPWM for individual modules can be 
implemented by either relaying on a logic manipulation circuit [29] by implementing a linear tri-
logic conversion [43]. One of the main differences between the two methods is that the logic 
manipulation method assigns specific commands to the gates of the switches in every module 
while the tri-logic conversion method produces multilevel waveforms without assigning specific 
gate commands/switching states to individual CSC modules [33]. The tri-logic conversion method 
is not traditionally used, because it requires the extra task of assigning commands/switching states 
to individual CSC modules. In this dissertation, this is viewed as an advantage, because it gives us 
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the ability to exploit the state selection process to balance the inductors currents in each CSC 
module, as discussed in 2.2 and 3.1. 
2.1.3 Proposed Modified LS-SPWM 
 As mentioned in 2.1.1, any set of three-phase currents synthesized by CSC should always 
add up to zero. Hence, any multilevel PWM technique must produce a set of three-phase currents 
that always adds up to zero. It is shown in [42] that the LS-SPWM does not satisfy this requirement. 
A simple solution is described in [42] for the three-level case. The same solution can be extended 
to any number of levels as follows: 
1) Generate a set of three-phase modulated signals using the reference signals in (2-5)-(2-7), 𝑚 
is the modulation index and 𝑀 is the number of CSC modules. The modulated signals should 
be generated by comparing (2-5)-(2-7) to 𝑀 level-shifted triangle waveforms 
2) A balanced set of three-phase currents, which add up to zero, can be obtained by computing 
(2-8)-(2-10), where 𝑖1𝑚, 𝑖2𝑚, and 𝑖3𝑚 are the modulated signals of (2-5)-(2-7) 
 𝑖1 = 𝑀2 [𝑚 cos (𝜔𝑡 − 𝜋6)] (2-5) 
 𝑖2 = 𝑀2 [𝑚 cos (𝜔𝑡 − 2𝜋3 − 𝜋6)] (2-6) 
 𝑖3 = 𝑀2 [𝑚 cos (𝜔𝑡 + 2𝜋3 − 𝜋6)] (2-7) 
 𝑖𝑎𝑚 = 𝑖1𝑚 − 𝑖2𝑚 (2-8) 
 𝑖𝑏𝑚 = 𝑖2𝑚 − 𝑖3𝑚 (2-9) 
 𝑖𝑐𝑚 = 𝑖3𝑚 − 𝑖1𝑚 (2-10) 
The obtained currents in (2-8)-(2-10) have 2𝑀 + 1 levels. Their magnitude is (𝑀√3 𝑚)/2. To 
extend the upper limit of 𝑚 to 2/√3, instead of 1, a third harmonic component with a magnitude 
of (−𝑚)/6 can be added to (2-5)-(2-7) [48].  
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 The process described above is shown in Figure 2.5 for a 7-level case, 𝑀 = 3. The 
modulated signals of (2-5)-(2-7) are shown in Figure 2.5(a) while (2-8)-(2-10) are shown in Figure 
2.5(b). For comparison, a set of three-phase currents were produced using the PSC-SPWM [30], 
[38]–[41], as shown in Figure 2.6. The modified LS-SPWM resulted in a lower THD, 24.12% 
 
 
Figure 2.5 Modified LS-SPWM: (a)Three-phase currents obtained using the conventional LS-





compared to 33.62% for the PSC-SPWM. Also, unlike the PSC-SPWM, the modified LS-SPWM 
results in modulated waveforms where the transition from one level to the next happens 
consecutively, i.e. the modulated waveforms increase or decrease by 1 level at a time. This results 
in a lower 𝑑𝑖/𝑑𝑡, which produces less EMI. 
 
 Another requirement that must be fulfilled by the modified LS-SPWM is the distribution 
of the zero states evenly and efficiently among the phase legs of the modules. A CSC module has 
three zero switching states, see Figure 2.3(a)-(c). The modified LS-SPWM should have the ability 
to determine which zero state should be selected every time a zero state is required. In [29], [43], 
the zero states distribution of the CSC is determined based on the extreme values of the three-
phase reference currents. The same mechanism can be used here.  
 Based on which phase has a positive or negative peak, the fundamental cycle can be divided 
into six intervals, as shown in Figure 2.7. For example, during interval I, phase A has a positive 
peak. Therefore, depending on 𝑚, 𝑆𝑎𝑢 must be switched ON in most modules. During interval IV,  
Figure 2.6 PSC-SPWM [30], 𝑚 = 0.95 and 𝑓𝑠 = 1 𝑘𝐻𝑧. 
30 
 
on the other hand, phase A has a negative peak. Hence, 𝑆𝑎𝑙 must be switched ON in most modules. 
During intervals I and IV, shortening leg A is the most efficient way to realize a zero state. Thus,  
during interval I, 𝑆𝑎𝑢 is switched ON in all modules while 𝑆𝑎𝑙 is switched ON in 𝑀 − 𝑖𝑎𝑚 
modules. Similarly, during interval IV, 𝑆𝑎𝑙 is switched ON in all modules while 𝑆𝑎𝑢 is switched 
ON in 𝑀 + 𝑖𝑎𝑚 modules. Here, 𝑖𝑎𝑚, 𝑖𝑏𝑚, and 𝑖𝑐𝑚 are the instantaneous values of the modulated 
three-phase currents, their values are between −𝑀 and 𝑀. The same procedure can be repeated for 
the other four intervals where phases B and C have their positive and negative peaks. Table 2-1 
summarizes the zero states distribution mechanism over one cycle. For each interval, the 
corresponding number of ON upper and lower switches of each phase of the MCSC is given.  
2.2 Proposed Current Balancing Algorithms (CBA) for MCSCs  
 Table 2-1 provides the total number of ON switches for all the modules in the MCSC at 
any given instance. In odd intervals, the commands for the upper switches in each module are the 
same, the upper switch of a specified phase is turned ON in every module. On the other hand, the 
numbers of lower switches that should be turned ON in each phase of the MCSC are different. 
 
Figure 2.7 Intervals highlighting the extreme values of a set of three-phase currents. 
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During Interval I, for example, Table I specifies how many modules should have their 𝑆𝑎𝑙, 𝑆𝑏𝑙, and 𝑆𝑐𝑙 switched ON without mapping these commands to specific modules. During even intervals, the 
reverse is true. In this section, an optimized selection process referred to as CBA is presented. 
Based on the output line-to-neutral voltages 𝑣𝐿𝑁 and the sharing inductors’ currents (𝑖𝐿𝑢 and 𝑖𝐿𝑙 in 
each module), the CBA determines the optimum way to distribute the ON commands among the 
modules such that the average value of the inductors’ currents remain close to each other. 
 







 Before introducing the CBA, it is important to understand the relationship between the 
output line-to-neutral voltages and the inductors currents. Consider the single module in Figure 
2.8. Expressions for the voltages across the upper and lower inductors are given in (2-11)-(2-12), 
respectively. The voltage 𝑣𝑐𝑚 is the common-mode voltage discussed extensively in the literature 
[17]. Recall that only one of the upper switches (𝑆𝑎𝑢, 𝑆𝑏𝑢, and 𝑆𝑐𝑢) can be switched ON, i.e. have 
a value of 1 while others have values of 0. The same constraint is applied to the lower switches. 
(2-11)-(2-12) shows that the voltages across the upper and lower sharing inductors depends on 
which phase they are connected to. For example, assume 𝑣𝑎𝑁 = 0.9 p.u, 𝑣𝑏𝑁 = −0.073 p.u, and 𝑣𝑐𝑁 = −0.827 p.u. In this case, if the current in the upper sharing inductor is low, the best option 
is to connect it to phase C, by turning 𝑆𝑐𝑢 ON. Since (2-11) has the highest possible value, it will 
Interval ON 𝑺𝒂𝒖 ON 𝑺𝒂𝒍 ON 𝑺𝒃𝒖 ON 𝑺𝒃𝒍 ON 𝑺𝒄𝒖 ON 𝑺𝒄𝒍 
I 𝑀 𝑀 − 𝑖𝑎𝑚 0 − 𝑖𝑏𝑚 0 −𝑖𝑐𝑚 
II 𝑖𝑎𝑚 0 𝑖𝑏𝑚 0 𝑀 + 𝑖𝑐𝑚 𝑀 
III 0 − 𝑖𝑎𝑚 𝑀 𝑀 − 𝑖𝑏𝑚 0 −𝑖𝑐𝑚 
IV 𝑀 + 𝑖𝑎𝑚 𝑀 𝑖𝑏𝑚 0 𝑖𝑐𝑚 0 
V 0 −𝑖𝑎𝑚 0 − 𝑖𝑏𝑚 𝑀 𝑀 − 𝑖𝑐𝑚 
VI 𝑖𝑎𝑚 0 𝑀 + 𝑖𝑏𝑚 𝑀 𝑖𝑐𝑚 0 
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result in the highest possible 𝑑𝑖𝐿𝑢/𝑑𝑡. If the current in the upper sharing inductor is high, on the 
other hand, connecting it to phase A would result in the lowest possible 𝑑𝑖𝐿𝑢/𝑑𝑡. The same 
conclusions are reversed for the lower sharing inductor, the line to neutral voltage in (2-12) has a 
positive sign. Note that knowledge of 𝑣𝑐𝑚 is not required when determining the best option, 
because 𝑣𝑐𝑚 has the same effect across all phases. Therefore, to implement an optimized selection 
process, at every switching instance, the CBA starts by identifying what interval the MCSC is 
operating in. During odd intervals, the CBA ranks the modules according to their lower sharing 
inductors’ currents in a descending order. It then assigns the modules with low inductor’s currents 
to phases that has the highest 𝑣𝐿𝑁. During even intervals, the CBA ranks the modules according to 
their upper sharing inductors’ currents in a descending order; then assigns the modules with lowest 
inductor currents to phases that have the lowest 𝑣𝐿𝑁. Hence, the average values of the upper and 
lower inductors’ currents can be maintained around the same value, 𝑖𝑑𝑐/𝑀. The CBA is 
summarized in flow chart presented in Figure 2.9. 
 
 
 𝑣𝐿𝑢 = 𝑣𝑑𝑐2 − (𝑆𝑎𝑢𝑣𝑎𝑁 + 𝑆𝑏𝑢𝑣𝑏𝑁 + 𝑆𝑐𝑢𝑣𝑐𝑁) − 𝑣𝑐𝑚 (2-11) 
Figure 2.8 Single CSC module. 
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 𝑣𝐿𝑙 = − 𝑣𝑑𝑐2 + (𝑆𝑎𝑙𝑣𝑎𝑁 + 𝑆𝑏𝑙𝑣𝑏𝑁 + 𝑆𝑐𝑙𝑣𝑐𝑁) − 𝑣𝑐𝑚 (2-12) 
 
 
2.3 Dynamic Modeling and Control of Grid-Tied MCSCs  
 To design a control system for the MCSC, a dynamic model needs to be derived first. In 
this section, a large-signal state-space model is derived in 𝑑𝑞 frame of reference. The large-signal 
state-space model is non-linear. Therefore, it cannot be used for linear control design. To overcome 
the non-linearity of the large-signal state-space model, a small-signal state-space model is derived 
Figure 2.9 A flow chart summarizing the CBA. 
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by linearizing the large-signal model around predetermined operating points. Finally, an integral 
state-feedback control strategy is presented. 
2.3.1 Large-Signal State-Space Model of Grid-Tied MCSCs 
 A circuit representing phase A of the MCSC is shown in Figure 2.10. The CSC is modeled 
as an ideal current source characterized by (2-13). 𝐿𝑔 and 𝑅𝑔 represent the inductance and 
resistance of any coupling transformer and filtering inductor lumped with the grid inductance and 
resistance. Based on the circuit, the differential equations in (2-14)-(2-15) are derived. The same 




 𝑖𝑎 = 𝑚√32 𝑖𝑑𝑐cos (𝜔𝑡 + 𝜑𝑖) (2-13) 
 𝑑𝑣𝑎𝑑𝑡 = 1𝐶 [𝑖𝑎 − 𝑖𝑔𝑎] (2-14) 
 𝑑𝑖𝑔𝑎𝑑𝑡 = 1𝐿𝑔 [𝑣𝑎 − 𝑅𝑔𝑖𝑔𝑎 − 𝑣𝑔𝑎] (2-15) 
  
 To derive a time-invariant model, (2-16) is transformed using Park’s cosine-based 
transformation. The transformation process is explained in Appendix A. Assuming the three-
phases are balanced (no zero sequence) and using the grids angular position as a reference (𝑣𝑔𝑞 =0), the model in 𝑑𝑞 frame of reference is given in (2-17).  
Figure 2.10 A simplified circuit representing phase A of the MCSC 
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 Since the currents generated by the MCSC are a function of 𝑖𝑑𝑐, expressions of the currents 
generated by the MCSC in 𝑑𝑞 frame of reference are given in (2-18) and (2-19), respectively, in 
terms of 𝑖𝑑𝑐 and the phase angle of the generated currents phase-shift angle 𝜑𝑖. To derive a 
differential equation describing the dynamics of 𝑖𝑑𝑐, a power balance equation is introduced in 
(2-20). The power balance equation was derived based on the following assumptions: 
• The power losses in each module are mainly copper losses in the inductors, as described in 
(2-21). 
• Because of the implementation of the CBA, it is assumed that the currents in the individual 
inductors have approximately the same average value 𝑖𝐿. 
 
𝑑𝑑𝑡 [  
   
𝑣𝑎𝑣𝑏𝑣𝑐𝑖𝑔𝑎𝑖𝑔𝑏𝑖𝑔𝑐]  
   =  
[  
   
   
   
  0 0 0 −1𝐶 0 00 0 0 0 −1𝐶 00 0 0 0 0 −1𝐶1𝐿𝑔 0 0 −𝑅𝑔𝐿𝑔 0 00 1𝐿𝑔 0 0 −𝑅𝑔𝐿𝑔 00 0 1𝐿𝑔 0 0 −𝑅𝑔𝐿𝑔 ]  
   
   
   
  
[  
   
𝑣𝑎𝑣𝑏𝑣𝑐𝑖𝑔𝑎𝑖𝑔𝑏𝑖𝑔𝑐]  
   +
[  
   
   
1𝐶 0 00 1𝐶 00 0 1𝐶0 0 00 0 00 0 0]  
   
   [𝑖𝑎𝑖𝑏𝑖𝑐]
+
[  
   
   
 0 0 00 0 00 0 01𝐿𝑔 0 00 1𝐿𝑔 00 0 1𝐿𝑔]  
   








𝑑𝑑𝑡 [  
 𝑣𝑑𝑣𝑞𝑖𝑔𝑑𝑖𝑔𝑞]  
 =  
[  
   
   0 𝜔
−1𝐶 0−𝜔 0 0 −1𝐶1𝐿𝑔 0 −𝑅𝑔𝐿𝑔 𝜔0 1𝐿𝑔 −𝜔 −𝑅𝑔𝐿𝑔 ]  
   
   [𝑣𝑑𝑣𝑞𝑖𝑔𝑑𝑖𝑔𝑞] + [  
   
1𝐶 00 1𝐶0 00 0]  
   [𝑖𝑑𝑖𝑞] + [  
  00−1𝐿𝑔0 ]  
  𝑣𝑔𝑑 
(2-17) 
 
 The expression in (2-20) links the change in net power in the MCSC to the change in the 
average value of the inductors’ currents. Using (2-19)-(2-24) and recognizing that 𝑖𝑑𝑐 = 𝑀𝑖𝐿, a 
differential equation describing the dynamics of 𝑖𝑑𝑐 is given in (2-25). By combining (2-25) with 
the state-space model in (2-17), a new fifth-order state-space model is derived and presented in 
(2-26). 
 𝑖𝑑 = 𝑚√32 𝑖𝑑𝑐 cos(𝜑𝑖) = 𝑚𝑑𝑖𝑑𝑐 (2-18) 
 𝑖𝑞 = 𝑚√32 𝑖𝑑𝑐 sine(𝜑𝑖) = 𝑚𝑞𝑖𝑑𝑐 (2-19) 
 𝑀 𝑑𝑑𝑡 𝐸𝑚𝑜𝑑𝑢𝑙𝑒 = 𝑝𝑑𝑐 − 𝑝𝐿𝑜𝑠𝑠 − 𝑝𝑎𝑐 (2-20) 
 𝐸𝑚𝑜𝑑𝑢𝑙𝑒 = 𝑖𝐿2𝐿 (2-21) 
 𝑝𝑑𝑐 = 𝑣𝑑𝑐𝑖𝑑𝑐 (2-22) 
 𝑝𝐿𝑜𝑠𝑠 = 2𝑀𝑖𝐿2𝑅𝐿 (2-23) 
 𝑝𝑎𝑐 = 32 (𝑖𝑑𝑣𝑑 + 𝑖𝑞𝑣𝑞) (2-24) 
 𝑑𝑑𝑡 𝑖𝑑𝑐 = 𝑀2𝐿 𝑣𝑑𝑐 − 𝑅𝐿𝐿 𝑖𝑑𝑐 − 3𝑀𝑖𝑑𝑐4𝐿 (𝑣𝑑𝑚𝑑 + 𝑚𝑞𝑖𝑞) (2-25) 





Where, 𝒙 = [  




   
   
−𝑅𝐿𝐿 −3𝑀𝑚𝑑4𝐿 −3𝑀𝑚𝑞4𝐿 0 0𝑚𝑑𝐶 0 𝜔 −1𝐶 0𝑚𝑞𝐶 −𝜔 0 0 −1𝐶0 1𝐿𝑔 0 −𝑅𝑔𝐿𝑔 𝜔0 0 1𝐿𝑔 −𝜔 −𝑅𝑔𝐿𝑔 ]  
   
    , 𝑭 =  
[  
   
𝑀2𝐿 00 00 00 −1𝐿𝑔0 0 ]  
   , 
and 𝒆 = [𝑣𝑑𝑐𝑣𝑔𝑑] 
 
2.3.2 Small-Signal State-Space Model of Grid-Tied MCSCs 
 In most applications, it is desirable to control 𝑖𝑑𝑐 and the reactive power 𝑄 at the AC grid 
side. In a stiff grid, where variations in the grid’s voltage are negligible,  𝑄, as defined in (2-27), 
can be controlled by regulating 𝑖𝑔𝑞. Given target values for 𝑖𝑑𝑐 and 𝑖𝑔𝑞, they can be regulated by 
varying 𝑚𝑑 and 𝑚𝑞, respectively. The state-space model in (2-26) cannot be used to design the 
required control system, because 𝑚𝑑 and 𝑚𝑞 are presented as constants in the state matrix 𝐴. To 
resolve this issue, a small-signal model is derived by linearizing (2-26) around nominal steady-
state operating points [49]. By replacing the parameters of (2-26) by the expressions given in 
(2-28)-(2-31), a linearized, small-signal, state-space model is derived and presented in (2-32) 
(higher order terms are ignored). In (2-28)- (2-32), the capitalized letters represent steady-state 
values and letters preceded by 𝛿 represent a small change from the steady-state value. 
 𝑄 =  −32 𝑖𝑔𝑞𝑣𝑔𝑑 (2-27) 
 𝒙 = 𝑿 +  𝛿𝒙 = [   
  𝐼𝑑𝑐 + 𝛿𝑖𝑑𝑐𝑉𝑑 + 𝛿𝑣𝑑𝑉𝑞 + 𝛿𝑣𝑞𝐼𝑔𝑑 + 𝛿𝑖𝑔𝑑𝐼𝑔𝑞 + 𝛿𝑖𝑔𝑞]  
    (2-28) 
 𝑚𝑑 = 𝑀𝑑 +  𝛿𝑚𝑑 (2-29) 
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 𝑚𝑞 = 𝑀𝑞 +  𝛿𝑚𝑞 (2-30) 
 𝒆 = 𝑬 +  𝛿𝒆 = [𝑉𝑑𝑐 + 𝛿𝑣𝑑𝑐𝑉𝑔𝑑 + 𝛿𝑣𝑔𝑑] (2-31) 




   
   
−𝑅𝐿𝐿 −3𝑀𝑀𝑑4𝐿 −3𝑀𝑀𝑞4𝐿 0 0𝑀𝑑𝐶 0 𝜔 −1𝐶 0𝑀𝑞𝐶 −𝜔 0 0 −1𝐶0 1𝐿𝑔 0 −𝑅𝑔𝐿𝑔 𝜔0 0 1𝐿𝑔 −𝜔 −𝑅𝑔𝐿𝑔 ]  
   
   
, 𝑩 = 
[  
   
 −3𝑀𝑉𝑑4𝐿 −3𝑀𝑉𝑞4𝐿𝐼𝑑𝑐𝐶 00 𝐼𝑑𝑐𝐶0 00 0 ]  
   
 
, 𝒖 =
[𝛿𝑚𝑑𝛿𝑚𝑞], and 𝑪𝒎𝒂𝒕 = [1 0 0 0 00 0 0 0 1]  
(2-32) 
 
2.3.3 Control Strategy of MCSCs 
 Given a state-space model, the most common state-space control system design approaches 
are the state-feedback approach and the integral state-feedback approach [49], [50]. Both 
approaches give the designer the ability to place the systems poles, the eigenvalues of the state 
matrix, in any desired location withing the complex plane. However, one of the main shortcomings 
of the state-feedback approach is its sensitivity to any changes in the systems parameters. The state 
feedback approach requires the state variables to be multiplied by a constant 𝑚𝑥𝑛 matrix, 𝑚 is the 
number of inputs while 𝑛 is the systems order. The resulting vector is added to the systems input. 
Due to the fact the error vector, or the integral of the error vector, is never calculated or fed back, 
the state feedback approach often results in large steady-state errors [50]. Hence, in this 
dissertation, the integral state-feedback approach is used instead of the state-feedback approach.  
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  The small-signal model in (2-32) is used to design a Two-Input-Two-Output (TITO) 
integral state feedback control. The methodology of the design is explained in great details in 
APPENDIX B . 
2.4 Summary 
 This chapter discussed the three-phase voltage-fed MCSC. The voltage-fed MCSC has 
several advantages over the widely studied current-fed MCSC. From a circuit point of view, its 
main advantage is the elimination of the current source at the DC side. Which reduces the cost, 
size, and complexity of the system.  
 The most common modulation technique used in MCSCs is the PSC-SPWM. In this 
chapter, the modified LS-SPWM technique was presented. Compared to the PSC-PWM, the 
modified LS-SPWM provides lower harmonic content and reduces 𝑑𝑖/𝑑𝑡 of the modulated 
currents. To solve the current imbalance problem in the MCSC, the concept of CBA was proposed. 
It allows the MCSC to keep the inductors currents average values close to each other during steady-
state and transient conditions, even if the inductors values are not strictly identical.  Moreover, to 
operate the MCSC under grid-tied conditions, a method of designing an integral state feedback 
control system was presented in the paper. The control system can regulate the DC current and 
reactive power simultaneously.  
 The main concepts introduced in this chapter (modified LS-SPWM, CBA, and integral 
state-feedback control system) were implemented on a proof-of-concept prototype. The prototype 




 MCSC-Based STATCOM 
 This chapter presents a version of the current balancing algorithm (CBA) that is specific to 
the MCSC STATCOM [28]. In addition, it discusses the dynamic modeling of the MCSC 
STATCOM, using the state-space method, and proposes two control strategies. Since the 
modulation techniques for the MCSC in the previous chapter, covered in 2.1, are equally applicable 
to the MCSC STATCOM, the discussion on modulation will not be repeated in this chapter.      
3.1 Proposed Current Balancing Algorithms (CBA) for MCSC-Based STATCOM 
 The modified LS-SPWM described in 2.1.3 provides the required currents to be 
synthesized by each phase of the MCSC STATCOM, as shown in Figure 2.5, without assigning 
specific switching states to each CSC module. The freedom to assign different switching states, 
the nine possible switching states are shown in Figure 3.1, to different CSC modules, in real-time, 
can be exploited to implement a current balancing algorithm.  
 In 2.1.3 it was explained how the fundamental cycle can be divided into six intervals, where 
each interval is characterized by one phase of the synthesized currents having a positive or negative 
peak value, as shown in Figure 2.7. As such, within each interval, the CSC modules are confined 
to two active states and a zero state. For example, during interval I, since 𝑖𝑎𝑚 has a positive value, 
the active switching states are 𝑆1 and 𝑆2. Since both 𝑆1 and 𝑆2 involve switching 𝑆𝑎𝑢 ON, it is 
more efficient to use 𝑆0𝑎as a zero state. This way, 𝑆𝑎𝑢 remains ON within interval I. The same 
concept can be applied to the other intervals [29]. Table 2-1 provides the zero and active switching 




Table 3-1 Switching states within each interval 
Interval Active Switching State Zero Switching State 
I 𝑆1 and 𝑆2  𝑆0𝑎 
II 𝑆2 and 𝑆3 𝑆0𝑐 
III 𝑆3 and 𝑆4 𝑆0𝑏 
IV 𝑆4 and 𝑆5 𝑆0𝑎 
V 𝑆5 and 𝑆6 𝑆0𝑐 
VI 𝑆6 and 𝑆1 𝑆0𝑏 
  
 To assign the proper active state to each CSC module, it is important to understand the 
relationship between the switching states and the voltage imposed across the inductor of the CSC 
 (a) Zero switching state 𝑆0𝑎  (b) Zero switching state 𝑆0𝑏  (c) Zero switching state 𝑆0𝑐 
 (d) Active switching state 𝑆1  (e) Active switching state 𝑆2  (f) Active switching state 𝑆3 
 (g) Active switching state 𝑆4  (h) Active switching state 𝑆5  (i) Active switching state 𝑆6  
 





module. For example, during interval I, the options for switching states are: 𝑆1, 𝑆2, and 𝑆0𝑎. Each 
one of these switching states results in a different voltage across the inductor 𝑣𝐿, as illustrated in 
Figure 3.1. The voltage across the inductor during each switching state is provided in Table 3-2. 
To maintain the values of the inductors’ currents close to each other, when a PWM change in level 
is detected, the CBA starts by identifying the numbers of the required active and zero switching 
states. It, then, ranks the CSC modules according to their inductors’ currents in an ascending order. 
Lastly, it assigns the switching state that would result in the highest 𝑣𝐿 to the CSC modules with 
the lowest inductors’ currents. A flow chart of summarizing the CBA is shown in Figure 3.2.  
  
Figure 3.2 A flowchart summarizing the CBA for MCSC STATCOM 
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Table 3-2 Inductor voltage and AC currents corresponding to switching states 
Switching State(s) 𝑣𝐿 {𝑖𝑎, 𝑖𝑏 , 𝑖𝑐} 𝑆0𝑎, 𝑆0𝑏, and 𝑆0𝑐 0 {0, 0, 0} 𝑆1 𝑣𝑎𝑏 {𝑖𝐿 , −𝑖𝐿 , 0} 𝑆2 −𝑣𝑐𝑎 {𝑖𝐿 , 0, −𝑖𝐿} 𝑆3 𝑣𝑏𝑐 {0, 𝑖𝐿 , −𝑖𝐿} 𝑆4 −𝑣𝑎𝑏 {−𝑖𝐿 , 𝑖𝐿 , 0} 𝑆5 𝑣𝑐𝑎 {−𝑖𝐿 , 0, 𝑖𝐿} 𝑆6 −𝑣𝑏𝑐 {0, −𝑖𝐿 , 𝑖𝐿} 
 
3.2 Dynamic Modeling and Control of MCSC-Based STATCOMs 
 To design a control system for the MCSC, a dynamic model needs to be derived first. In 
this section, a large-signal state-space model is derived in 𝑑𝑞 frame of reference. The large-signal 
state-space model is non-linear. Therefore, it cannot be used for linear control design. To overcome 
the non-linearity of the large-signal state-space model, two small-signal state-space models are 
derived by linearizing the large-signal model around predetermined operating points. The first 
small-signal model is a SISO model that allows the MCSC STATCOM to be controlled by a single 
PI controller while the second small-signal model is a TITO model that allows the MCSC 
STATCOM to be controlled by an integral state-feedback controller.  
3.2.1 Large-Signal Model of MCSC-Based STATCOMs 
 To derive a dynamic model of the MCSC STATACOM, the following assumptions are 
made:  
i. The unidirectional switches are assumed to be ideal 
ii. Harmonics generated by the modified LS-SPWM are ignored 
iii. The grid is assumed to be ideal, balanced, and free of harmonic distortion 
iv. Because of the implementation of the CBA, the average current in the DC inductors of the 
individual CSC modules is assumed to have the same value, 𝑖𝐿  
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 The STATCOM is initially assumed to be an ideal current source. Figure 3.3 shows the 
AC side equivalent circuit of phase 𝑎. The leakage inductance and windings’ resistance of the 
coupling transformer are lumped with the inductance and resistance of any additional inductor that 
might be added for filtering, represented by 𝐿𝑔 and 𝑅𝑔. The differential equations representing 
phase 𝑎 are shown in (3-1)-(3-2). Similar equations are derived for phases 𝑏 and 𝑐, presented in 
state-space format in (3-3). To transform the time-variant differential equations into time-invariant 
differential equations, the state-space equations in the 𝑎𝑏𝑐 frame of reference are transformed 
using the cosine-based Park’s transformation [51], details of the transformation are presented in 
APPENDIX A . By aligning the 𝑑-axis with phase 𝑎 of the grid’s voltage, the 𝑞-component of the 
grid’s voltage can be ignored (𝑣𝑔𝑞 = 0). The model in 𝑑𝑞 frame of reference is given in (3-4). 
 
 
 𝑑𝑑𝑡 𝑣𝑎 = 1𝐶 (𝑖𝑔𝑎 − 𝑖𝑎) (3-1) 
 𝑑𝑑𝑡 𝑖𝑔𝑎 = 1𝐿𝑔 (𝑣𝑔𝑎 − 𝑣𝑎 − 𝑅𝑔𝑖𝑔𝑎) (3-2) 




𝑑𝑑𝑡 [  
   
𝑣𝑎𝑣𝑏𝑣𝑐𝑖𝑔𝑎𝑖𝑔𝑏𝑖𝑔𝑐]  
   =  
[  
   
   
   
  0 0 0 1𝐶 0 00 0 0 0 1𝐶 00 0 0 0 0 1𝐶−1𝐿𝑔 0 0 −𝑅𝑔𝐿𝑔 0 00 −1𝐿𝑔 0 0 −𝑅𝑔𝐿𝑔 00 0 −1𝐿𝑔 0 0 −𝑅𝑔𝐿𝑔 ]  
   
   
   
  
[  
   
𝑣𝑎𝑣𝑏𝑣𝑐𝑖𝑔𝑎𝑖𝑔𝑏𝑖𝑔𝑐]  
   +
[  
   
   
−1𝐶 0 00 −1𝐶 00 0 −1𝐶0 0 00 0 00 0 0 ]  
   
   [𝑖𝑎𝑖𝑏𝑖𝑐]
+
[  
   
   
 0 0 00 0 00 0 01𝐿𝑔 0 00 1𝐿𝑔 00 0 1𝐿𝑔]  
   






𝑣𝑑𝑣𝑞𝑖𝑔𝑑𝑖𝑔𝑞] =  [  
   
   0 𝜔
1𝐶 0−𝜔 0 0 1𝐶−1𝐿𝑔 0 −𝑅𝑔𝐿𝑔 𝜔0 −1𝐿𝑔 −𝜔 −𝑅𝑔𝐿𝑔 ]  
   
   [𝑣𝑑𝑣𝑞𝑖𝑔𝑑𝑖𝑔𝑞] + [  
   
1𝐶 00 1𝐶0 00 0]  
   [𝑖𝑑𝑖𝑞] + [  
  00−1𝐿𝑔0 ]  
  𝑣𝑔𝑑 
(3-4) 
 
 To incorporate the dynamics of the DC inductor in each module into the model in (3-4), a 
differential equation for 𝑖𝐿 must be derived. The variation of the stored energy in each module 𝐸𝑀 
is linked to the AC power consumed by the module 𝑃𝐴𝐶  and the resistive losses of the module’s 
inductor 𝑃𝐿𝑜𝑠𝑠𝑒𝑠 as illustrated in (3-5). Expressions for 𝐸𝑀, 𝑃𝐴𝐶 , and 𝑃𝐿𝑜𝑠𝑠𝑒𝑠 are given in (3-6)-
(3-8). By plugging in (3-6)-(3-8) in (3-5), a simplified expression for 
𝑑𝑖𝐿𝑑𝑡  is derived and presented 
in (3-9). 𝑖𝑑 and 𝑖𝑞  in (3-4) and (3-7) are replaced by 𝑚𝑑𝑀𝑖𝐿 and 𝑚𝑞𝑀𝑖𝐿, respectively. 𝑀 is number 
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of the CSC modules while 𝑚𝑑 and 𝑚𝑞 are the modulation indexes in the 𝑑𝑞 frame of reference. 
By incorporating (3-9) and the new expressions for 𝑖𝑑 and 𝑖𝑞 into (3-4), a new fifth-order state-
space model is given in (3-10). 
 𝑑𝑑𝑡 𝐸𝑀 = 𝑃𝐴𝐶 − 𝑃𝐿𝑜𝑠𝑠𝑒𝑠 (3-5) 
 𝐸𝑀 = 12𝐿𝑖𝐿2 (3-6) 
 𝑃𝐴𝐶 = 32𝑀 (𝑣𝑑𝑖𝑑 + 𝑣𝑞𝑖𝑞) (3-7) 
 𝑃𝐿𝑜𝑠𝑠𝑒𝑠 = 𝑖𝐿2𝑅𝐿 (3-8) 
 𝑑𝑑𝑡 𝑖𝐿 = 32𝐿 (𝑚𝑑𝑣𝑑 + 𝑚𝑞𝑣𝑞) − 𝑅𝐿𝐿 𝑖𝐿 (3-9) 
 𝑑𝑑𝑡 𝒙 = 𝑨𝒙 + 1𝐿𝑔 𝑣𝑔𝑑  
 
Where,  𝒙 = [  
  𝑣𝑑𝑣𝑞𝑖𝑔𝑑𝑖𝑔𝑞𝑖𝐿 ]  
  
, and 𝑨 = 
[  
   
   0 𝜔
1𝐶 0 −𝑚𝑑𝑀𝐶−𝜔 0 0 1𝐶 −𝑚𝑞𝑀𝐶−1𝐿𝑔 0 −𝑅𝑔𝐿𝑔 𝜔 00 −1𝐿𝑔 −𝜔 −𝑅𝑔𝐿𝑔 03𝑚𝑑2𝐿 3𝑚𝑞2𝐿 0 0 −𝑅𝐿𝐿 ]  
   




3.2.2 Small-Signal Model of MCSC-Based STATCOMs 
 The model in (3-10) can be used to design a control system by linearizing it around 
predetermined operating points, 𝑚𝑑, 𝑚𝑞, or both can be turned into inputs for the control system. 
The reactive power, as defined in (2-27), can be controlled by regulating 𝑖𝑔𝑞. Two control 
strategies are explored. The first strategy assumes 𝑚𝑞 to have a constant value, a positive value 
results in a capacitive 𝑄 while a negative value results in an inductive 𝑄, and 𝑚𝑑 is a controllable 
variable used to regulate 𝑖𝑔𝑞, and ultimately regulate 𝑄. This strategy minimizes the number of 
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feedback signals needed by the control system (only grid-side currents and voltages are required) 
Also, the control system architecture is much simpler in this case, a single PI controller is required. 
In addition, by selecting a high value for 𝑚𝑞, the modulation index, 𝑚 = √𝑚𝑑2 + 𝑚𝑞2 , will remain 
relatively high. A high modulation index results in a lower DC value for the inductors’ currents, 
which reduces the overall losses in the system. The second strategy is the similar to what had been 
discussed in the in the literature [31], [52]–[54]. 𝑚𝑑 and 𝑚𝑞 are used as inputs to a Two-Input-
Two-Output (TITO) control system where the two outputs are 𝑖𝐿 and 𝑖𝑔𝑞. The most effective way 
to design a controller in this case is to implement an integral state feedback controller [53], [54]. 
This complicates the architecture of the controller, but it offers several advantages that cannot be 
achieved using the first strategy. 
 
Figure 3.4 The relationship between 𝑚𝑑 and 𝑄 (top) and 𝑖𝐿 (bottom) for different positive values 
for 𝑚𝑞 (using simulation parameters from Table 3-3) 
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 To illustrate the relationship between 𝑚𝑑, 𝑚𝑞, 𝑄, and 𝑖𝐿, the steady-state values of the 
simulation system in section 3.3 were calculated for different fixed positive values of  𝑚𝑞 and 
variable values of 𝑚𝑑, by calculating 𝒙𝒐 = −𝑨−1𝑩 1𝐿𝑔 𝑣𝑔𝑑 (using the model in (3-10)) then 
extracting the values of 𝑖𝑔𝑞 and 𝑖𝐿. The results are shown in Figure 3.4. The same calculations are 
repeated to show the same curves for the inductive case, using negative values for 𝑚𝑞, as shown 
in Figure 3.5.  Evidently, in both capacitive and inductive cases, higher values of 𝑚𝑞 can achieve 
any desired 𝑄 value while minimizing 𝑖𝐿. The same inductive and capacitive curves are generated 
for the experimental setup discussed in 4.3, see Table 4-2 for details, and presented in Figure 3.6 
and Figure 3.7. 
  To design a SISO linear control system, the model in (3-10) must be linearized. That can 
be achieved by assuming the system is operating around certain nominal values and then  
 
Figure 3.5 The relationship between 𝑚𝑑 and 𝑄 (top) and 𝑖𝐿 (bottom) for different negative values 
for 𝑚𝑞 (using simulation parameters from Table 3-3) 
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introducing small perturbations to (3-10) as described in (3-11)-(3-12) [49], assuming changes in 𝑣𝑔𝑑 are negligible. The capitalized quantities are the nominal values and the quantities preceded 
by 𝛿 are the small perturbations. A new linear small-signal model is derived by plugging in (3-11)-
(3-12) into (3-10) and ignoring higher-order terms. Assuming 𝛿𝑚𝑑 is an input and  𝛿𝑖𝑔𝑞 is the 
output, a complete small-signal model is given in (3-13).  The small signal model can be used to 
tune a PI controller as discussed in 3.2.3.  
 
 𝒙 = 𝑿 +  𝛿𝒙 = [   
  𝑉𝑑 + 𝛿𝑣𝑑𝑉𝑞 + 𝛿𝑣𝑞𝐼𝑔𝑑 + 𝛿𝑖𝑔𝑑𝐼𝑔𝑞 + 𝛿𝑖𝑔𝑞𝐼𝐿 + 𝛿𝑖𝐿 ]  
    (3-11) 
 
 
Figure 3.6 The relationship between 𝑚𝑑 and 𝑄 (top) and 𝑖𝐿 (bottom) for different positive values 
for 𝑚𝑞 (using experimental parameters from Table 4-2) 
50 
 
 𝑚𝑑 = 𝑀𝑑 +  𝛿𝑚𝑑 (3-12) 
 






   
   0 𝜔
1𝐶 0 −𝑀𝑑𝑀𝐶−𝜔 0 0 1𝐶 −𝑚𝑞𝑀𝐶−1𝐿𝑔 0 −𝑅𝑔𝐿𝑔 𝜔 00 −1𝐿𝑔 −𝜔 −𝑅𝑔𝐿𝑔 03𝑀𝑑2𝐿 3𝑚𝑞2𝐿 0 0 −𝑅𝐿𝐿 ]  
   
   
 and  𝑩𝟏 = [  








 To design a TITO integral state-feedback control system, the model in (3-10) must be 
linearized using the same assumptions and method used to derive (3-13). In addition to the 
Figure 3.7 The relationship between 𝑚𝑑 and 𝑄 (top) and 𝑖𝐿 (bottom) for different negative values for 𝑚𝑞 (using experimental parameters from Table 4-2) 
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assumptions described in (3-11)-(3-12), the assumption in (3-14) is added, to make 𝑚𝑑 a variable 
input.  The resulting model is expressed in (22), note that the system matrix 𝑨𝒔 remains the same.    
 𝑚𝑞 = 𝑀𝑞 +  𝛿𝑚𝑞 (3-14) 
 
 𝑑𝑑𝑡 𝜹𝒙 =  𝑨𝟐𝜹𝒙 + 𝑩𝟐𝒖 𝒚 = 𝑪𝒎𝒂𝒕𝜹𝒙 
 
Where, 𝑨𝟐 = 
[  
   
   0 𝜔
1𝐶 0 −𝑀𝑑𝑀𝐶−𝜔 0 0 1𝐶 −𝑀𝑞𝑀𝐶−1𝐿𝑔 0 −𝑅𝑔𝐿𝑔 𝜔 00 −1𝐿𝑔 −𝜔 −𝑅𝑔𝐿𝑔 03𝑀𝑑2𝐿 3𝑀𝑞2𝐿 0 0 −𝑅𝐿𝐿 ]  
   
   
, 𝑩𝟐 = [  





   , 𝒖 = [𝛿𝑚𝑑𝛿𝑚𝑞],  
 
and 𝑪𝒎𝒂𝒕 = [0 0 0 0 10 0 0 1 0]  
(3-15) 
 
3.2.3 Control Strategies for MCSC-Based STATCOMs 
 In the previous section, two open-loop models where derived in (3-13) and (3-15). The 
model in (3-13) describes a SISO system that can be used to design a PI controller. A transfer 
function can be derived from (3-13). The transfer function can, then, be used to tune a PI controller, 
this is referred to as Control Strategy 1. The tuning method used in this dissertation is the root 
locus method.  
 𝐻 = [0 0 0 1 0][𝑆𝜤 − 𝑨𝟏]−1𝑩𝟏 (3-16) 
 Since the model in (3-15) is a TITO model, the integral state-feedback method [49], [50], 
via pole placement, is used (the same method used in 2.3). This control strategy is referred to as 
Control Strategy 2. Details of the design process are presented in APPENDIX B . 
52 
 
3.3 Simulation Results for a 10 MVA STATCOM 
 To demonstrate the effectiveness of the CBA and the overall operation of the MCSC 
STATCOM, simulations of a 5-level 10 MVA STATCOM were carried out using the Simscape 
Electrical™ (formerly known as SimPowerSystems™) in MATLAB/Simulink. The main system 
parameters are given in Table 3-3. 
Table 3-3 Simulation Parameters of MCSC STATCOM 
Parameter Description/Value 
Rated Power -10 MVA /+6 MVA 
Number of Modules M = 2 
Grid  S = 1000 MVA, V = 34.5 kV 
Transformer  34.5 kV/4.16 kV, 𝑆 =  10 𝑀𝑉𝐴, 𝑥 =  0.2 𝑝. 𝑢, and 𝑋/𝑅 =  7 
Filter Capacitor 𝐶 = 8.97 𝑝. 𝑢 
DC Inductor Parameters: 𝐿 and 𝑅𝐿 𝐿 = 7.62 𝑝. 𝑢 and 𝑅𝐿 = 0.1𝑝. 𝑢 
Switching Frequency 𝑓𝑠 = 2 𝑘𝐻𝑧 
 
  The two control strategies proposed in the previous section were tested in capacitive and 
inductive modes. Moreover, comparison between the PSC-SPWM and the modified LS-SPWM 
was carried out by switching between the two techniques and showing the effect on the synthesizes 
waveforms, THD, and FFT.  
 The two controls strategy introduced in 3.2.3 are simulated in this section. Figure 3.8 shows 
the architecture of both control systems. It also, shows how the MCSC STATCOM interacts with 
the control systems, CBA, and PWM. Initially, Control Strategy 1, see Figure 3.8 (a), was tested 
in capacitive mode. A PI Controller was tuned using a transfer function obtained from (3-13) 
assuming 𝑚𝑞 = 0.95 and 𝑀𝑑 = 0.01. The controller is tested as shown in Figure 3.9. To test the 




Figure 3.8 Interaction between control strategies, CBA, PWM, and STATCOM: (a) Control 
Strategy 1. (b) Control Strategy 2. (c) CBA and PWM. (d) 2-Module STATCOM (5-level) 
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 An integral state-feedback controller was designed according Control Strategy 2, see 
Figure 3.8(b), described in the previous section. The poles of the control system were placed on 
the real axis of the LHS of the complex plane. The performance of integral state-feedback-
controlled system is illustrated in Figure 3.10. Evidently, the integral state-feedback controller 
provides a much faster performance. Also, it allows the STATCOM to switch between capacitive 
and inductive modes seamlessly, without changing in gains in the controller.  
 
 
Figure 3.9 Transient simulation results using Control Strategy 1, 𝑄 changes from -0.6 to −1 at 𝑡 =  0.05𝑠: (a) inductors’ currents. (b) STATCOM currents. (c) grid-side active and reactive 




Figure 3.11 Transient simulation results using Control Strategy 1, 𝑄 changes from 0.4 to 0.6 at 𝑡 =  0.05𝑠: (a) inductors’ currents. (b) STATCOM currents. (c) grid-side active and reactive 
power. (d) grid-side phase a voltage and current.   
Figure 3.10 Transient simulation results using Control Strategy 2, 𝑄 changes from -1 to 0.6 at 𝑡 =  0.05𝑠: (a) inductors’ currents. (b) STATCOM currents. (c) grid-side active and reactive 




 This chapter discussed the MCSC-based STATCOM. A solution to the current imbalance 
problem was proposed. The solution, referred to as Current Balancing Algorithm (CBA), does not 
require any dedicated PI controllers to balance the inductors’ currents in each CSC modules, unlike 
the solution proposed in [28]. It, simply, works by assigning optimum switching states to the CSC 
modules at every switching event.  
 In addition, the dynamic modeling and control of the MCSC STATCOM was discussed in 
this chapter. A large-signal state-space model was derived in (3-10). The model in (3-10) cannot 
be used to design a linear control system. Therefore, two linearized small-signal models were 
derived in (3-13) and (3-15). The model in (3-13) is a SISO model that allows the STATCOM to 
be controlled by a PI controller. However, the PI controller gains and the value of 𝑚𝑞 are different  
 
Figure 3.12 Operation of STATCOM using modified LS-SPWM for t < 0.025 and PSC-SPWM 
for t > 0.025: (a) inductors’ currents. (b) phase a STATCOM current. (c) grid-side active and 




for the capacitive case and the inductive case. This poses a challenge if the STATCOM was to 








on the other hand, allows the STATCOM to be controlled by an integral state-feedback controller. 
Although this approach is more complex, it results in a faster control system that can work in both 
capacitive and inductive modes. 
 To demonstrate the concepts presented in this chapter (CBA, controls, and modified 
PWM), a simulation of 10 MVA, 5-level MCSC STATCOM was carried out. Moreover, 
experimental results obtained from a 1 kVA, 5-level MCSC STATCOM will be presented in 
















 EXPERIMENTAL RESULTS 
4.1 Experimental Setup 
 Most of the experimental setup equipment fall into one of two main categories: (i) CSC 
modules (ii) control and sensing elements. Below is a brief description of each category. 
4.1.1 CSC Module  
 Each CSC modules is composed of a power board and six gate drive boards. The power 
board contains power components such as IGBTs, diodes, and snubber circuits while the gate drive 
board contains the signal conditioning circuit (amplification and isolation circuit) used to drive 
each IGBT in the power board. The power board is on a separate PCB, while each gate drive board 
has its own PCB. Each gate drive board connects to the power board through four pins. Two pins 
provide AC power, from the 120 V AC mains lines in the power board, to the gate drive circuit 
while the other two pins carry the amplified (+18V/-5V) gate drive signal to the gate of the IGBT.    
Schematics of the power board is shown in Figure 4.1.  
 
Figure 4.1 Schematics of the power board 
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 The power board has six unidirectional power switches. Each unidirectional power switch 
is composed of an Infineon IRG7PH35UDPbF IGBT [55] connected in series to a Cree 
C3D12065A SiC diode [56]. In the PCB of the power board, the IGBT and diode are physically 
oriented so that they could be mounted to the same heat sink while the distance between the 
cathode pin of the diode and collector pin of the IGBT is minimized. A 3-D model of the power 
PCB is shown in Figure 4.2 . Moreover, the power board contains six RC snubber circuits, one for 
each IGBT, to prevent high voltage oscillation from appearing across IGBTs when they turn off. 
Also, a pair of back-to-back 20 V Zener diodes and a ceramic capacitor are connected between the 
gate and emitter pins of the IGBT. The purpose of the Zener diodes is to clamp any over voltage 
that might appear and damage the IGBT. The purpose of ceramic capacitor is to filter out any high 
frequency component that might couple into the gate drive signal. 
 
      Schematics of the gate drive circuit are shown in Figure 4.3 and a 3-D model is shown in 
Figure 4.4. The main functions of the gate drive circuit are to isolate the controller from the power 
board and amplify the voltage and current of the digital gate drive signal. Typically, digital signals  
Figure 4.2 3-D model of the CSC power PCB 
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have a range of 0-3.3V or 0-5V, where 0 represents a digital “OFF” and 3.3 V or 5 V represents a 
digital “ON.” IGBTs required 10-20 V at to be applied across the gate-emitter terminals and -3, or 
lower, to ensure the IGBT remains in the “OFF” state. In addition, currents as high as 3 A are 
required to turn the IGBT “ON” or “OFF.” To achieve isolation, a Fairchild FOD3120 [57] 
optocoupler is used. The optocoupler receives the low power gate drive signal (0/3.3V) from the 
controller and amplifies to higher voltages (-5/+18 V). The +18/-5 V voltages are provided to the 
 
 
Figure 4.3 Schematics of gate drive circuit 
Figure 4.4 3-D model of the gate drive PCB 
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optocoupler by a linear power supply. The main components of the linear power supply are a 115 
V/36 V center-tapped transformer, a diode bridge rectifier, a positive voltage linear regulator (15 
V), a negative voltage regulator (-5V), ceramic and electrolytic capacitors. The diode bridge 
rectifier is fed by the center-tapped transformer. The positive and negative outputs of the rectifier, 
their peak value is approximately ±26 V with respect to GND, are connected across an electrolytic 
and a ceramic capacitor. The positive and negative rectified voltages are fed to the positive and 
negative linear voltage regulators, respectively, to produce the required -5/+18 V.    
4.1.2 Control and Sensing  
 Current and voltage sensing are required to perform the CBAs and control strategies 
proposed in CHAPTER 2 and CHAPTER 3 . For current measurements, Tektronix current clamps 
are used, they have a bandwidth of 200 kHz and can measure currents up to 100 A. For voltage 
measurements, voltage measurement circuits were assembled using LEM LV-25P hall effect 
sensor. This type of voltage sensor offers inherent isolation between the power circuit and the 
controller.  
 For controls purposes, dSPACE MicroLabBox [58] is used. It has a 48 digital I/Os and 36 
ADCs. A breakout board was used to provide access to the digital I/Os. A twisted pair connection 
is used transmit the gate drive signals from the breakout board to individual gate drive boards.  The 
ADCs are attached to BNC connectors. Current clamps and the outputs of the voltage sensors can 
be connected directly to the BNC connectors. The modified LS-SPWM and CBAs were coded 
using MATLAB scripts and the control schemes were implemented using Simulink blocks. Using 
MATLAB coder, Simulink coder, and HDL coder, the MATLAB scripts were converted into HDL 
and C code that was deployed to the hardware. In addition, for real-time data visualization and 
control dSPACE ControlDesk was used.                
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4.2 Experimental Results of MCSC  
 Experimental results for the MCSC operating under stand-alone and grid-tied operating 
conditions are reported here. For the stand-alone case, where the load is purely resistive, results 
were initially obtained using only two CSC modules (5-level). A third module was added later to 
obtain 7-level waveforms. For the grid-tied case, results using only two CSC modules were 
reported.     
Table 4-1 MCSC Experimental Setup Parameters 
Parameter Value 
Number of Modules M = 3 
DC Voltage 30 V (Stand-Alone) and 60 V (Grid-Tied) 
Modulation Index (Stand-Alone Testing) 𝑚 =  0.95 (With 3rd harmonic injection) 
AC Side Capacitors 𝐶 = 100 𝜇𝐹 (Delta-Connected) 
Resistive Load (Stand-Alone Testing) Y-Connected 28.57 Ω Resistors  
Added Filtering Inductor (Grid-Tied 
Testing) 
𝐿 =  2.28 𝑚𝐻 and 𝑅 =  0.46 Ω 
Transformer (Grid-Tied Testing) 52 V/208 V, S = 1 kVA, X = 0.1 p. u, and X/R = 7 
Module Inductors Parameters (5% 
Tolerance) 
𝐿 = 20 𝑚𝐻,𝑅𝐿 = 0.558 Ω 
Switching Frequency 𝑓𝑠 = 1389 𝐻𝑧 (Stand-Alone) 𝑓𝑠 = 1539 𝐻𝑧 (Grid-Tied) 
Unidirectional Switch Parameters IGBT: Infineon IRG7PH35UDPbF 
Diode: Cree C3D12065A 
 
 Figure 4.5 Experimental setup. 
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4.2.1 Experimental Results for the Stand-Alone Case 
 A picture of the experimental setup is shown in Figure 4.5 and the experimental setup 
parameters are shown in Table 4-1. Initially, only two modules where used to create a 5-level 
MCSC. The operation of the 5-level MCSC during startup is shown in Figure 4.6. The CBA’s 
effectiveness is apparent in Figure 4.6(b)-(c), the instantaneous values of the sharing inductors’ 
currents remained close to each other during startup. Figure 4.7 shows the same quantities under 
steady-state conditions. The CBA efforts can be observed in Figure 4.7(b)-(c). When the output  
current of any phase is at its positive peak, referred to as odd intervals in CHAPTER 2 , the upper 
sharing inductors experience similar 𝑑𝑖/𝑑𝑡, because they are connected to the same phase. On the 
other hand, the lower sharing inductors’ currents are changing at various rates, which shows the 
CBA’s effort to balance the inductors’ currents. When the output current of any phase is at its  
 
Figure 4.6 Operation of the 5-level MCSC during startup: (a) output current. (b) upper inductors’ 





Figure 4.7 Steady-state operation of the 5-level MCSC: (a) output current. (b) upper inductors’ 
currents. (c) lower inductors’ currents. (d) output voltage. 
Figure 4.8 Operation of the 7-level MCSC during startup: (a) output current. (b) upper inductors’ 
currents. (c) lower inductors’ currents. (d) output voltage. 
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negative peak, the same phenomenon is reversed, changes are more apparent in the upper 
inductor’s currents. 
 For further testing and verification, the third module of the prototype was activated to 
enable a 7-level operation. All the key waveforms of the 7-level MCSC during startup and steady-
state operating conditions are presented in Figure 4.8 and Figure 4.9, respectively. 
 
4.2.2 Experimental Results for the Grid-Tied Case 
 To test MCSC under grid-tied conditions, a transformer and an AC side filtering inductor 
where added. An integral state feedback control system was designed using the procedure outlined 
in 2.3 and the parameters in Table 4-1. Since the grid’s impedance is much smaller than the leakage 
impedance of the transformer and filtering inductor, it was assumed to be negligible. The layout 
of the control system is shown Figure 4.10. The control system was linearized around 𝑀𝑑 = 0.621 
and 𝑀𝑞 = 0.357. The vector corresponding to the steady-state values of the state-space variables, 
Figure 4.9 Steady-State operation of the 7-level MCSC: (a) output current. (b) upper inductors’ 
currents. (c) lower inductors’ currents. (d) output voltage. 
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referred to as 𝑿𝒐, was obtained from (2-26) by calculating 𝑿𝒐 = 𝑨−𝟏𝑭𝒆 . The vector is considered 
the initial conditions vector for the state-space variables, the large-signal values, and must be 
subtracted from the measured state-space variables as shown in Figure 4.10, since the control 
system is designed based on the small-signal model. 
 Figure 4.11 shows the steady-state operation of the MCSC where the target values for 𝑖𝑑𝑐 
and 𝑄 are 15 𝐴 and 0 𝑘𝑉𝑎𝑟. The control systems ability to eliminate any errors as well as the 
CBA’s ability to guarantee a current-balanced operation are demonstrated. The transient behavior 
of the system was tested as shown in Figure 4.12. The target value for 𝑖𝑑𝑐 was changed from 15 𝐴 










Figure 4.11 Steady-state operation of the 5-level grid-tied MCSC (a) unfiltered output currents. 
(b) upper inductors’ currents. (c) lower inductors’ currents. (d) Active and reactive power. (e) 




Figure 4.12 Transient operation of the 5-level grid-tied MCSC (a) unfiltered output currents. (b) 
upper inductors’ currents. (c) lower inductors’ currents. (d) Active and reactive power. (e) input 
current. (f) phase A voltage and current (grid-side) 
70 
 
4.3 Experimental Results of MCSC-Based STATCOM 
 To validate the proposed PWM technique, CBA, and controls, a 5-level, 1 kVA proof-of-
concept prototype was designed, built, and tested. For PWM, CBA, controls, and data acquisitions, 
a dSPACE MicroLabBox was used. The main parameters of the prototype are presented in Table 
4-2 and a photograph of the experimental setup is shown in Figure 4.13. 
Table 4-2 Experiment Parameters for MCSC-Based STATCOM 
Parameter Description/Value  
Number of Modules M = 2 
Transformer  208 V/52 V, 𝑆 =  1 𝑘𝑉𝐴, 𝑥 =  0.1 𝑝. 𝑢, and 𝑋/𝑅 =  7 
Filter Capacitor 𝐶 = 100𝑢𝐹 (Delta-Connected) 
Filter Inductor 𝐿 =  2.28 𝑚𝐻 and 𝑅 =  0.46 Ω 
DC Inductor Parameters: 𝐿 and 𝑅𝐿 𝐿 = 20 𝑚𝐻,𝑅𝐿 = 0.558 Ω 
Switching Frequency 𝑓𝑠 = 1923 𝐻𝑧 
Unidirectional Switch Parameters IGBT: Infineon IRG7PH35UDPbF 
Diode: Cree C3D12065A 
DSP dSPACE MicroLabBox 
 
 Initially a PI controller was tuned using the Control Strategy 1 for the capacitive mode 
case. The steady-state results are shown in Figure 4.14 while the transient results are shown in  
 





Figure 4.14 Steady-state experimental results: (a) inductors’ currents. (b) unfiltered currents. (c) 
grid-side active and reactive power. (d) grid-side phase a voltage and current 
Figure 4.15 Transient experimental results, 𝑄 changes from -0.6 to −1 at 𝑡 =  0.035𝑠: (a) 
inductors’ currents. (b) STATCOM currents. (c) grid-side active and reactive power. (d) grid-side 
phase a voltage and current.   
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Figure 4.15.  To demonstrate the operation of the STATCOM using Control Strategy 1 in inductive 
mode, another PI controller was tuned. The results are shown in Figure 4.16. Furthermore, Control 
Strategy 2, see Figure 3.8(b), was implemented and tested as shown in Figure 4.17. The 




 Experimental validations of many of the concepts proposed in CHAPTER 2 and 
CHAPTER 3 were presented in this chapter. The modified LS-SPWM and CBA proposed in 
CHAPTER 2 were validated by the stand-alone experimental results of a 5-level and 7-level 
MCSC. Furthermore, the control strategy of the MCSC operating in grid-tied mode was 
demonstrated using a grid-tied 5-level MCSC. In addition, experimental results validating the CBA 
Figure 4.16 Transient experimental results using Control Strategy 1, 𝑄 changes from -0.4 to 0.6 
at 𝑡 =  0.02𝑠: (a) inductors’ currents. (b) STATCOM currents. (c) grid-side active and reactive 
power. (d) grid-side phase a voltage and current 
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proposed for the MCSC-based STATCOM in CHAPTER 3 were presented in this chapter. Also, 
the two control strategies proposed for the MCSC-Based STATCOM were implemented and the 
results were presented in this chapter.    
 
   
Figure 4.17 Transient experimental results using Control Strategy 2, 𝑄 changes from -1 to 0.4 at 𝑡 =  0.02𝑠: (a) inductors’ currents. (b) STATCOM currents. (c) grid-side active and reactive 
power. (d) grid-side phase a voltage and current.   
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 BTB MCSC FOR DIRECT-DRIVE PMSG-BASED WECS 
 In this chapter, a 5-level (2-module) BTB MCSC is presented as a solution to integrate a 
10 MW PMSG-based DD-WT into the grid, see Figure 1.16. The parameters of the WT and PMSG 
are presented in Table 5-1 and Table 5-2, respectively [59], [60]. The modulation technique, CBA, 
and control technique discussed in CHAPTER 2 are implemented in the proposed BTB system. 
 
Table 5-1 WT Aerodynamics Parameters 
Parameter Value 
Blade radius 𝑟 85 𝑚 
Optimal tip speed ratio 𝜆𝑜𝑝𝑡 8.1 
Maximum power coefficient 𝐶𝑝_𝑚𝑎𝑥 0.453 
Cut-in wind speed 2.5 𝑚/𝑠 
Rated wind speed 11 𝑚/𝑠 
Cut-off wind speed 25 𝑚/𝑠 
 
Table 5-2 PMSG Parameters 
Parameter Value 
WT and generator inertia 𝐽 40 × 106 𝑘𝑔𝑚2 
Rated rotor speed 10 𝑟𝑝𝑚 
Number of pole pairs 165 
Magnetic induced flux 𝜓 15.34 𝑊𝑏 
Stator rated inductance 𝐿𝑠 2.76 𝑚𝐻 
Stator rated resistance 𝑅𝑠 97.7 𝑚Ω 
RMS value of the rated voltage 1874 𝑉 
RMS value of the rated current 1782 𝐴 
    
 WTs characteristics, PMSG modeling, and WT operation under Maximum Power Point 
Tracking (MPPT) conditions are discussed in the first three subsections of the chapter, 
respectively. Then, the control strategy of the BTB MCSC is discussed, where the overall control 
objectives are split between the inverter and rectifier sides of the BTB MCSC. To study the 
applicability of the proposed BTB system and assess the performance of its control system, 
75 
 
simulation studies of the system under different operating conditions are reported towards the end 
of the chapter.          
5.1 Wind Turbine Characteristics 
 The kinetic power of wind 𝑃𝑤𝑖𝑛𝑑 is expressed in (5-1). 𝐴 is the WT swept area in 𝑚2, 𝑉𝑤 
is the wind speed in 𝑚 𝑠⁄ , and 𝜌 is the air density in 𝑘𝑔 𝑚3⁄ . The mechanical power extracted from 
the wind by the WT is expressed as a fraction of 𝑃𝑤𝑖𝑛𝑑 in (5-2) [61]. 𝐶𝑝(𝜆, 𝛽) is the power 
performance coefficient which is a non-linear function of the pitch angle 𝛽 (in radians) and the 
blade tip speed ratio 𝜆 (dimensionless). 𝜆 is defined in (5-3). 𝑟 is the radius of the swept area and 𝜔𝑟 is the rotor’s angular speed in rad/s.     
 𝑃𝑤𝑖𝑛𝑑 = 12𝜌𝐴𝑉𝑤3 (5-1) 
 𝑃𝑡𝑢𝑟 = 𝑃𝑤𝑖𝑛𝑑𝐶𝑝(𝜆, 𝛽) = 12𝜌𝐴𝑉𝑤3𝐶𝑝(𝜆, 𝛽) (5-2) 
 𝜆 = 𝑟𝜔𝑟𝑉𝑤   (5-3) 
 𝐶𝑝(𝜆, 𝛽) is defined in (5-4) and has a range of 0 to 0.59, which is known as the Betz limit 
[61]. Figure 5.1 shows the relationship between 𝐶𝑝(𝜆, 𝛽) and 𝜆 for different values of 𝛽. As shown 
in Figure 5.1, 𝐶𝑝(𝜆, 𝛽) is maximized when 𝛽 = 0. Under this condition, 𝐶𝑝(𝜆, 𝛽) peaks at a 
specific value of 𝜆. This value is referred to as the optimum blade tip speed ratio 𝜆𝑜𝑝𝑡 and it is, 
typically, provided by WT manufacturers, see Table 5-1.            
 𝐶𝑝(𝜆, 𝛽) = 0.5176(116𝑥 − 0.4𝛽 − 5)𝑒−21𝑥 + 0.007869𝜆 
Where, 
𝑥 = ( 11.157𝜆 + 0.08𝛽 − 0.035𝛽3 + 1) 
 
(5-4) 




 In most WECS, 𝛽 is (i) set to 0 if 𝑉𝑤 is below the rated value, (ii) actively controlled to 
prevent the WT from exceeding its rated speed when 𝑉𝑤 is higher than its rated value, and (iii) set 
to its maximum value to interrupt the operation and shutdown the WT, e.g. during extreme wind 
conditions. Typically, the power characteristics of the WT are divided according to the wind speed 
into three regions as shown in Figure 5.2: 
1. Region I in which 𝑉𝑤 is less than the cut-in speed: In this region, the generated power is 
too small, largely supplies the power losses of the system. Therefore, the WT net power is 
zero.  
2. Region II in which 𝑉𝑤 is larger than the cut-in speed, but less than the rated speed: In this 
case, the generated power varies with 𝑉𝑤. To achieve Maximum Power Point Tracking 
(MPPT), 𝛽 is set to zero and 𝜔𝑟 is regulated to keep 𝜆 close to its optimum value 𝜆𝑜𝑝𝑡.  
3. Region III in which 𝑉𝑤 is higher than the rated speed, but lower than the cut-off speed: In 
this region, the WT can generate the rated power as long as 𝜔𝑟 is kept at its rated value. 
Therefore, pitch angle control is activated in this region, 𝛽 is varied to regulate 𝜔𝑟.                




5.2 PMSG Model 
 Each phase of a PMSG can be modeled as voltage source connected in series to an RL 
branch as shown Figure 5.3. The induced voltages in a PMSG can be expressed in term of the 
maximum flux produced by the permanent magnet 𝜓, number of pole pairs 𝑝, and the electrical 
rotational speed 𝜔𝑒 as shown in (5-5). The relationship between 𝜔𝑒 and the rotor’s angular speed 𝜔𝑟 is expressed in (5-6). 
 
 
 𝑒𝑎𝑠 = 𝑝2 𝜓𝜔𝑟 cos(𝜔𝑒𝑡) 𝑒𝑏𝑠 = 𝑝2 𝜓𝜔𝑟cos (𝜔𝑒𝑡 − 2𝜋 3⁄ ) 
(5-5) 
Figure 5.2 Wind speed vs. power characteristics   
Figure 5.3 PMSG equivalent circuit 
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𝑒𝑐𝑠 = 𝑝2 𝜓𝜔𝑟cos (𝜔𝑒𝑡 + 2𝜋 3⁄ ) 
 𝜔𝑒 = 𝑝2𝜔𝑟  (5-6) 
  
 The dynamic model of the circuit in Figure 5.3 is expressed in 𝑑𝑞 frame-of-reference using 
Park’s transformation , see APPENDIX A , as shown in (5-7). Note that the 𝑑-axis is aligned with 
the rotor’s angle 𝜃𝑟 (𝑒𝑞𝑠 = 0). An expression for 𝑒𝑑𝑠 is given in (5-8). The active and reactive 
powers of the PMSG are expressed in 𝑑𝑞 frame-of-reference in (5-9) and (5-10), respectively, 
while an expression for the electromagnetic torque 𝜏𝑒 is given in (5-11). In WECSs, the active 
power is varied to control the 𝜏𝑒 and, subsequently, 𝜔𝑟 while the reactive power is set to zero (by 
forcing 𝑖𝑞𝑠 = 0).    
 𝐿𝑠 𝑑𝑑𝑡 𝑖𝑑𝑠 = −𝑅𝑠𝑖𝑑𝑠 + 𝜔𝑒𝐿𝑠𝑖𝑞𝑠 + 𝑒𝑑𝑠 − 𝑣𝑑𝑠 𝐿𝑠 𝑑𝑑𝑡 𝑖𝑞𝑠 = −𝑅𝑠𝑖𝑞𝑠 − 𝜔𝑒𝐿𝑠𝑖𝑑𝑠 − 𝑣𝑞𝑠 
(5-7) 
 𝑒𝑑𝑠 = 𝑝2 𝜓𝜔𝑟 (5-8) 
 𝑃 = 32 𝑒𝑑𝑠𝑖𝑑𝑠 (5-9) 
 𝑄 =  32 𝑒𝑑𝑠𝑖𝑞𝑠 (5-10) 
 𝜏𝑒 = 𝑃𝜔𝑟 = 3𝑝𝜓𝑖𝑑𝑠4  (5-11) 
   
5.3 Maximum Power Point Tracking for WECS 
 As discussed in 5.1, the relationship between the WT rotational speed 𝜔𝑟 and its output 
power is nonlinear and it varies with the wind speed. Figure 5.4 shows that relationship for 
different wind speed, using the parameters in Table 5-1. To maximize the WT power, 𝜆 must kept 
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as close as possible to its optimum value 𝜆𝑜𝑝𝑡. This requires varying 𝜔𝑟, which can be achieved 
by varying the 𝜏𝑒.  
 Under optimum operating conditions, i.e. when the WT is operated at its maximum power 
point, 𝐶𝑝(𝜆, 𝛽) in (5-4) can be evaluated assuming 𝛽 = 0 and 𝜆 = 𝜆𝑜𝑝𝑡 to obtain the optimum 
power performance coefficient 𝐶𝑝(𝜆𝑜𝑝𝑡). Furthermore, (5-2) can be evaluated using the same 
assumptions, 𝑉𝑤 is replaced by 𝑟𝜔𝑟𝜆𝑜𝑝𝑡, as shown in (5-12). The optimum turbine torque 𝜏𝑡𝑢𝑟_𝑜𝑝𝑡 is 
expressed in (5-13). Under steady-state conditions, i.e. when 
𝑑𝑑𝑡 𝜔𝑟 = 0, the electromagnetic torque 
and the turbine torque are equal. This value is referred to as the reference torque 𝜏𝑟𝑒𝑓, defined in 
  




(5-14). To obtain a reference value for the 𝑑-axis component of the stator current, (5-11) is plugged 
in (5-14) and the result is shown in (5-15).   
 𝑃𝑡𝑢𝑟_𝑜𝑝𝑡 = 12 𝜌𝐴 (𝑟𝜔𝑟𝜆𝑜𝑝𝑡)3 𝐶𝑝(𝜆𝑜𝑝𝑡) (5-12) 
 
  𝜏𝑡𝑢𝑟_𝑜𝑝𝑡 = 𝑃𝑡𝑢𝑟_𝑜𝑝𝑡𝜔𝑟  (5-13) 
            
 𝜏𝑟𝑒𝑓 = 𝜏𝑒_𝑜𝑝𝑡 = 𝜏𝑡𝑢𝑟_𝑜𝑝𝑡 = 𝐾𝑜𝑝𝑡𝜔𝑟2 
Where,  
𝐾𝑜𝑝𝑡 = 12𝜌𝐴 ( 𝑟𝜆𝑜𝑝𝑡)3 𝐶𝑝(𝜆𝑜𝑝𝑡) 
(5-14) 
 
 𝑖𝑑𝑠_𝑟𝑒𝑓 = 4𝜏𝑟𝑒𝑓3𝑝𝜓 = 4𝐾𝑜𝑝𝑡𝜔𝑟23𝑝𝜓  (5-15) 
 
5.4 Control Strategy  
 CSCs can boost the output AC voltage when their operated as inverters, AC voltage is 
higher than DC bus voltage, refer to (2-3). However, when CSCs are operated in rectifier mode, 
this ability becomes disadvantageous. To maximize the 
𝑣𝑑𝑐 𝑉𝐿𝑁 ratio in (2-3), 𝑚 must be kept at its 
maximum value. Therefore, the modulation index 𝑚𝑟𝑒𝑐 of the MCSC rectifier is set to unity.  
 The expression in (5-15) provides a reference value for the magnitude of the PMSG stator 
current, its phase-shift with respect to rotor’s angle 𝜃𝑟 is assumed to be zero, while the value of 𝑚𝑟𝑒𝑐 is determined to be 1. The other variable that must be determined is the phase-shift angle of 
the rectifier 𝜃𝑟𝑒𝑐. Figure 5.5 shows a single-phase representation of the PMSG stator connected to 
the MCSC rectifier. The MCSC rectifier is represented by a current source with a magnitude of 
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𝑀𝑖𝐿, where 𝑀 is the number of BTB CSC modules. Using simple phasor analysis, an expression 
for the MCSC rectifier current is derived and presented in (5-16). The expression in (5-16) is used 
to create a lookup table, where the desired values of 𝑖𝐿 and  𝜃𝑟𝑒𝑐 are generated and stored for all 𝑉𝑤 values of interest.  
 
 
 𝑀𝑖𝐿∠𝜃𝑟𝑒𝑐 = (1 − 𝜔𝑒2𝐿𝑠𝐶𝑠)𝐼𝑠 + 𝑗𝜔𝑒𝐶𝑠𝐼𝑠(𝑅𝑠 − 𝜓𝜔𝑒) (5-16) 
 The inverter side of the BTB MCSC is tasked with steering 𝑖𝐿 to its target value while 
providing the required reactive power on the grid side, defined in (2-27). The model derived in 
(2-32) and the integral state feedback controller discussed in APPENDIX B can be used here.  
 The model in (2-32) is derived assuming the individual CSC modules are connected to a 
single DC bus. However, that is not the case for the BTB CSC modules in Figure 1.16. Since the 
rectifier side of the BTB CSC modules have the same average modulation indices in 𝑑𝑞 frame of 
reference (𝑚𝑑_𝑟𝑒𝑐 = cos(𝜃𝑟𝑒𝑐) and 𝑚𝑞_𝑟𝑒𝑐 = sin(𝜃𝑟𝑒𝑐)), due to the implementation of the CBA, 
they have same DC voltage value, i.e. 𝑣𝑑𝑐1_𝑀1 = 𝑣𝑑𝑐1_𝑀1 = 𝑣𝑑𝑐1. To find an expression for 𝑣𝑑𝑐1, 
the AC side power and DC power of the rectifier side of a single CSC module are equated as shown 
in (5-17). Then, by simplifying (5-17), the expression in (5-18) is derived. similarly, the DC side 
voltages of the inverter side of the CSC modules are assumed to have the same average value, i.e. 𝑣𝑑𝑐2_𝑀1 = 𝑣𝑑𝑐2_𝑀1 = 𝑉𝑑𝑐2. An expression for 𝑉𝑑𝑐2 is derived and presented in (5-19). Moreover, 
since the DC voltages at the rectifier side and inverter side of the BTB CSC modules are identical, 
Figure 5.5 single-phase representation of the PMSG stator connected to the MCSC rectifier 
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the DC model of the BTB MCSC can be reduced to circuit depicted in Figure 2.2, where 𝑖𝑑𝑐 =2𝑖𝐿.   
 32 (𝑚𝑑_𝑟𝑒𝑐𝑖𝐿𝑣𝑑𝑠 + 𝑚𝑞_𝑟𝑒𝑐𝑖𝐿𝑣𝑞𝑠) = 𝑣𝑑𝑐1𝑖𝐿 (5-17) 
 
 𝑣𝑑𝑐1 = 32 (𝑚𝑑_𝑟𝑒𝑐𝑣𝑑𝑠 + 𝑚𝑞_𝑟𝑒𝑐𝑣𝑞𝑠) (5-18) 
 
 𝑣𝑑𝑐2 = 𝑣𝑑𝑐1 − 2𝑖𝐿𝑅𝐿 (5-19) 
 To characterize the relationship between 𝜔𝑟 and the steady-state values BTB MCSC, 
(5-16) is used to determine 𝑖𝑑𝑐 and 𝜃𝑟𝑒𝑐 values while (5-18) is used to determine 𝑉𝑑𝑐1 values for 
the range of 𝑉𝑤 where the turbine is operating in Region II. The resulting values are plotted in 
Figure 5.6 where the x-axis is represent the values 𝜔𝑟 corresponding to the range of 𝑉𝑤 where the 
WT is operating in Region II. 
 
Figure 5.6 DC bus values and rectifer angle for cut-in speed ≤ 𝑉𝑤 ≤ rated speed 
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   In summary, the control objectives of the BTB MCSC are divided between the rectifier 
side and the inverter side. The rectifier side is tasked with synthesizing current waveforms using 
unity modulation index 𝑚𝑟𝑒𝑐 = 1 and the appropriate value of 𝜃𝑟𝑒𝑐 (using a 𝜔𝑟 vs. 𝜃𝑟𝑒𝑐 lookup 
table). The inverter side is tasked to maintain the required value of 𝑖𝑑𝑐 while maintaining the 
required value of 𝑄 on the grid side. The integral state feedback control method discussed in 2.3.3 
and APPENDIX B is used to here. Using the values of 𝑣𝑑𝑐 and 𝑖𝑑𝑐 from Figure 5.6 along with 
inverter parameters obtained from Table 5-3, the state-space model in (2-26) is used to calculate 
the steady-state values of the system for different values of 𝑚𝑑 and 𝑚𝑞 (using 𝒙𝒐 = −𝑨−1𝑩𝒖). 
Then, 𝒙𝒐 is used to calculate all the possible value of active and reactive powers. A scatter plot of 
the P-Q capabilities of the inverter side is shown in Figure 5.7. 
 
Figure 5.7 P-Q capabilities of the inverter side of the BTB MCSC 
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5.5 Simulation Results 
 A simulation model of a 5-level BTB MCSC connecting a 10 MW PMSG-based DD-WT 
into the grid was created using Simscape Electrical™ (formerly known as SimPowerSystems™) 
in MATLAB/Simulink. The electrical parameters of the BTB MCSC are given in Table 5-3. 
Table 5-3 Parameters of the BTB MCSC Used in Simulation 
Parameter Description/Value 
Number of Modules 𝑀 =  2 
PMSG Side Capacitors  300 𝜇𝐹 (delta-connected) 
DC Inductor Parameters: 𝐿 and 𝑅𝐿 𝐿 = 50 𝑚𝐻, and 𝑅𝐿 = 0.01 Ω 
Grid Side Filter 𝐶 = 100 𝜇𝐹 (delta-connected), 𝐿𝑓 = 4 𝑚𝐻, and 𝑅𝑓 =0.01Ω 
Transformer  3 kV/13.8 kV, 𝑆 =  10 𝑀𝑉𝐴, 𝑥 =  0.2 𝑝. 𝑢, and 𝑋/𝑅 = 7 
Switching Frequency 𝑓𝑠 = 2 𝑘𝐻𝑧 
 
 As mentioned in the previous section, the small-signal model in (2-32) can be used to 
design an integral state feedback controller for the inverter side of the BTB system, the controller 
can be designed using pole placement as described in APPENDIX B  The inverter side of the BTB 
MCSC receives the reference value for the DC current, 𝑖𝑑𝑐 = 2𝑖𝐿, from a lookup table using (5-16), 
where 𝜔𝑟 is an input to the lookup table. Furthermore, using the same lookup table 𝜃𝑟𝑒𝑐 is obtained 
and sent to PWM block of the rectifier side. Also, 𝜃𝑟𝑒𝑐 along with the voltage measurements of 
the stator-side capacitors in 𝑑𝑞 frame-of-reference 𝑣𝑠_𝑑𝑞 is used to calculate the virtual DC bus 
voltage 𝑉𝑑𝑐1, needed for the feedforward control as described in APPENDIX B . Figure 5.8 shows 
how the overall control of BTB MCSC is performed. 
 Since 𝑉𝑤, and 𝜔𝑟, has a wide range when the WT is operating in Region II, two integral 
state-feedback controllers were designed, referred to as controller 1 and controller 2. Controller 1 
is designed for 𝑉𝑤 ≥ 6.8 , while controller 2 is designed for 2.5 ≤ 𝑉𝑤 < 6.8. Controller 1 was  
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linearized around operating points corresponding to 𝑉𝑤 = 8.85, 𝑚𝑑 = 0.66, and 𝑚𝑞 = 0.165, 
while controller 2 was linearized around operating points corresponding to 𝑉𝑤 = 4.6, 𝑚𝑑 = 0.35, 
 
Figure 5.8 Control Structure of the BTB MCSC. (a) BTB MCSC. (b) reference generation for 𝜃𝑟𝑒𝑐 




and 𝑚𝑞 = 0.70. The closed-loop poles of both controllers were placed on the real axis of the LHS 
of the complex plane. Simulations of several operating conditions using both controllers are 
presented. 
 Simulations results using controller 1 are shown in Figure 5.9-Figure 5.15. In Figure 5.9, 
the steady-state response of the WECS to an average wind speed of 8.85 m/s and reactive power 
setpoint, 𝑄, of 0. In Figure 5.10, the response of the WECS to an increase in wind speed at t=5 is 
shown. The average wind speed increased from 8.85 m/s to 11 m/s, the rated speed, while the 
setpoint of 𝑄 remained 0. After the WECS adjusted to the new wind speed, waveforms showing 
the steady-state conditions are shown in Figure 5.11. Another scenario was simulated where a 
decrease in wind speed occurs at t=5 while the setpoint of 𝑄 is 0, as shown in Figure 5.12, steady-
state conditions after the WECS system adjusted to the new speed are shown in Figure 5.13. 
Furthermore, simulations demonstrating the WECS’s ability to change 𝑄 are demonstrated in 
Figure 5.14 (Q changes from 0 to 0.4 at t=5) and Figure 5.15 (Q changes from 0 to -0.1).     
 Simulations results using controller 2 are shown in Figure 5.16-Figure 5.19. In Figure 5.16, 
the steady-state response of the WECS to an average wind speed of 4.6 m/s and reactive power 
setpoint, 𝑄, of 0. In Figure 5.17, the response of the WECS to an increase in wind speed at t=5 is 
shown. The average wind speed increased from 4.6 m/s to 5.6 m/s, while the setpoint of 𝑄 remained 
0. After the WECS adjusted to the new wind speed, waveforms showing the steady-state conditions 




Figure 5.9 Steady-state operation of the WECS (average 𝑉𝑤 = 8.85 m/s and 𝑄 = 0): (a) wind 
profile, (b) generator angular speed 𝜔𝑟, (c) tip speed ratio 𝜆, (d) generator’s currents in 𝑑𝑞 frame-
of-reference, (e) generator’s voltages, (f) rectifier’s currents, (g) upper inductor’s currents, (h) 
lower inductor’s currents, (i) inverter side voltages, (j) inverter side currents, (k) grid-side active 




Figure 5.10 Response of WECS to a step change in the average value of  𝑉𝑤  from 8.85 m/s to 11 
m/s (𝑄 = 0): (a) wind profile, (b) generator angular speed 𝜔𝑟, (c) tip speed ratio 𝜆, (d) generator’s 
currents in 𝑑𝑞 frame-of-reference, (e) generator’s voltages, (f) rectifier’s currents, (g) upper 
inductor’s currents, (h) lower inductor’s currents, (i) inverter side voltages, (j) inverter side 




Figure 5.11 Steady-state operation of the WECS (average 𝑉𝑤 = 11 m/s and 𝑄 = 0): (a) wind 
profile, (b) generator angular speed 𝜔𝑟, (c) tip speed ratio 𝜆, (d) generator’s currents in 𝑑𝑞 frame-
of-reference, (e) generator’s voltages, (f) rectifier’s currents, (g) upper inductor’s currents, (h) 
lower inductor’s currents, (i) inverter side voltages, (j) inverter side currents, (k) grid-side active 




Figure 5.12 Response of WECS to a step change in the average value of  𝑉𝑤  from 8.85 m/s to 6.75 
m/s (𝑄 = 0): (a) wind profile, (b) generator angular speed 𝜔𝑟, (c) tip speed ratio 𝜆, (d) generator’s 
currents in 𝑑𝑞 frame-of-reference, (e) generator’s voltages, (f) rectifier’s currents, (g) upper 
inductor’s currents, (h) lower inductor’s currents, (i) inverter side voltages, (j) inverter side 




Figure 5.13 Steady-state operation of the WECS (average 𝑉𝑤 = 6.75 m/s and 𝑄 = 0): (a) wind 
profile, (b) generator angular speed 𝜔𝑟, (c) tip speed ratio 𝜆, (d) generator’s currents in 𝑑𝑞 frame-
of-reference, (e) generator’s voltages, (f) rectifier’s currents, (g) upper inductor’s currents, (h) 
lower inductor’s currents, (i) inverter side voltages, (j) inverter side currents, (k) grid-side active 




Figure 5.14 Response of WECS to a step change in 𝑄 from 0 p.u to 0.4 p.u (average 𝑉𝑤 = 8.85 
m/s): (a) wind profile, (b) generator angular speed 𝜔𝑟, (c) tip speed ratio 𝜆, (d) generator’s currents 
in 𝑑𝑞 frame-of-reference, (e) generator’s voltages, (f) rectifier’s currents, (g) upper inductor’s 
currents, (h) lower inductor’s currents, (i) inverter side voltages, (j) inverter side currents, (k) grid-




Figure 5.15 Response of WECS to a step change in 𝑄 from 0 p.u to -0.1 p.u (average 𝑉𝑤 = 8.85 
m/s): (a) wind profile, (b) generator angular speed 𝜔𝑟, (c) tip speed ratio 𝜆, (d) generator’s currents 
in 𝑑𝑞 frame-of-reference, (e) generator’s voltages, (f) rectifier’s currents, (g) upper inductor’s 
currents, (h) lower inductor’s currents, (i) inverter side voltages, (j) inverter side currents, (k) grid-




Figure 5.16 Steady-state operation of the WECS (average 𝑉𝑤 = 4.6 m/s and 𝑄 = 0): (a) wind 
profile, (b) generator angular speed 𝜔𝑟, (c) tip speed ratio 𝜆, (d) generator’s currents in 𝑑𝑞 frame-
of-reference, (e) generator’s voltages, (f) rectifier’s currents, (g) upper inductor’s currents, (h) 
lower inductor’s currents, (i) inverter side voltages, (j) inverter side currents, (k) grid-side active 




Figure 5.17 Response of WECS to a step change in the average value of  𝑉𝑤  from 4.6 m/s to 5.6 
m/s (𝑄 = 0): (a) wind profile, (b) generator angular speed 𝜔𝑟, (c) tip speed ratio 𝜆, (d) generator’s 
currents in 𝑑𝑞 frame-of-reference, (e) generator’s voltages, (f) rectifier’s currents, (g) upper 
inductor’s currents, (h) lower inductor’s currents, (i) inverter side voltages, (j) inverter side 




Figure 5.18 Steady-state operation of the WECS (average 𝑉𝑤 = 5.6 m/s and 𝑄 = 0): (a) wind 
profile, (b) generator angular speed 𝜔𝑟, (c) tip speed ratio 𝜆, (d) generator’s currents in 𝑑𝑞 frame-
of-reference, (e) generator’s voltages, (f) rectifier’s currents, (g) upper inductor’s currents, (h) 
lower inductor’s currents, (i) inverter side voltages, (j) inverter side currents, (k) grid-side active 




Figure 5.19 Response of WECS to a step change in 𝑄 from 0 p.u to 0.3 p.u (average 𝑉𝑤 = 4.6 
m/s): (a) wind profile, (b) generator angular speed 𝜔𝑟, (c) tip speed ratio 𝜆, (d) generator’s 
currents in 𝑑𝑞 frame-of-reference, (e) generator’s voltages, (f) rectifier’s currents, (g) upper 
inductor’s currents, (h) lower inductor’s currents, (i) inverter side voltages, (j) inverter side 




 This chapter presented a brief overview of direct-drive PMSG-based WECS basics. That 
includes reviewing speed-power characteristics of WT, modeling of PMSG, and operating WT 
using MPPT strategy. In addition, a 5-level (2-module) BTB MCSC PEI was proposed in this 
chapter. The modulation technique, control strategy and CBA proposed in CHAPTER 2 were 
utilized. The BTB system operates under MPPT operating condition when the wind speed falls 
within Region II, see Figure 5.2. Therefore, the active power at the inverter side of the BTB MCSC 
varies with the wind speed while the reactive power can be set to any point within the operating 
region established by Figure 5.7. To demonstrate the operation of the BTB MCSC PEI, a 
simulation model was built using the parameters in Table 5-1, Table 5-2, and Table 5-3. Simulation 
results validating the control scheme, modulation scheme, and CBA were reported for different 
operating conditions (different wind speeds and different setpoints for the grid-side reactive 













 CONCLUSION AND FUTURE WORK 
6.1 Conclusion  
 One of the most significant problems solved in this dissertation is the current imbalance 
problem associated with MCSCs and MCSC-based STATCOM. Previous research, relied on level-
specific, PI-based solutions that alter the magnitude or phase-shift of the carrier waveform [40], 
[41]. The solution proposed in this dissertation, referred to as CBA, relies on intelligent selection 
of redundant switching states, without altering the carrier waveforms. Moreover, a new modified 
LS-SPWM was presented in this dissertation. Compared to the PSC-SPWM, the modified LS-
SPWM produces lower THD and di/dt. In addition, modeling and control of MCSCs and MCSC-
based STATCOM using state-space method was discussed and integral state feedback controllers 
were proposed. To verify many of the proposed concepts, a laboratory-scale, proof-of concept 
prototype was designed, built, and tested. Lastly, implementation of a 5-level BTB MCSC in a 10 
MW WECS was simulated in MATLAB/Simulink using the Simscape Electrical toolbox, where 
the CBA, modified LS-SPWM, and integral state feedback controller were implemented.   
6.2 Future Work 
 In this dissertation, the current-imbalance issue in MCSCs was tackled and new methods 
of modulation and control were proposed. The two applications that were targeted are WECS and 
STATCOM. However, the use of the introduced concepts in MCSC operating in different 
applications such as HVDC, solar inverter, and motor drive applications should be investigated.  
 The HVDC application is similar to the WECS application, in the sense that it is an AC-
AC power conversion problem. The main difference is HVDC systems link two AC grids with 
relatively fixed frequencies. Therefore, the integral state feedback control method proposed in 
CHAPTER 2  can be used in an HVDC system. 
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 In solar PV applications, PV panels, or strings of PV panels, are typically connected to DC-
DC boost converters. The DC-DC boost converters are required to carry out MPPT algorithms and 
increase the DC bus voltage of the grid-side VSC. Alternatively, using MCSC could replace the 
DC-DC boost converter and the VSC, since MCSC can operate as boost inverters. 
 In multi-MW motor drive applications, CSCs have long been favored over VSCs [17]. 
Typically, the sharing inductors in the CSC modules in motor drive applications are magnetically 
coupled to form a common-mode choke, unlike the CSC modules shown in Figure 2.2. 
Investigating the effectiveness of the proposed CBA, or developing a more effective CBA, in 

















[1] “Wind Energy Facts at a Glance | AWEA.” https://www.awea.org/wind-101/basics-of-wind-
energy/wind-facts-at-a-glance (accessed Feb. 22, 2020). 
[2] L. H. Hansen et al., Conceptual survey of generators and power electronics for wind turbines. 
2002. 
[3] V. Yaramasu, B. Wu, P. C. Sen, S. Kouro, and M. Narimani, “High-power wind energy 
conversion systems: State-of-the-art and emerging technologies,” Proceedings of the IEEE, 
vol. 103, no. 5, pp. 740–788, 2015. 
[4] AMSC, “SeaTitan 10 MW Wind Turbine.” [Online]. Available: https://www.amsc.com/wp-
content/uploads/wt10000_DS_A4_0212.pdf. 
[5] F. Blaabjerg and K. Ma, “Future on power electronics for wind turbine systems,” IEEE 
Journal of emerging and selected topics in power electronics, vol. 1, no. 3, pp. 139–152, 
2013. 
[6] ABB, “Paralleling of IGBT Modules.” 
https://library.e.abb.com/public/642c467ab8e9439e965339712b7f67c3/Paralleling%20of%
20IGBT%20modules_5SYA%202098_25082013.pdf. 
[7] Z. Xu, R. Li, H. Zhu, D. Xu, and C. H. Zhang, “Control of parallel multiple converters for 
direct-drive permanent-magnet wind power generation systems,” IEEE Transactions on 
Power Electronics, vol. 27, no. 3, pp. 1259–1270, 2011. 
[8] A. M. Imam, D. M. Divan, R. G. Harley, and T. G. Habetler, “Real-Time Condition 
Monitoring of the Electrolytic Capacitors for Power Electronics Applications,” in APEC 07 
- Twenty-Second Annual IEEE Applied Power Electronics Conference and Exposition, Feb. 
2007, pp. 1057–1061, doi: 10.1109/APEX.2007.357646. 
[9] J. F. Manwell, J. G. McGowan, and A. L. Rogers, Wind energy explained: theory, design and 
application, 2nd ed. Chichester, U.K: Wiley, 2009. 
[10] Z. Daneshi-Far, G. A. Capolino, and H. Henao, “Review of failures and condition monitoring 
in wind turbine generators,” in The XIX International Conference on Electrical Machines - 
ICEM 2010, Sep. 2010, pp. 1–6, doi: 10.1109/ICELMACH.2010.5608150. 
[11] E. J. Bueno, S. CÓbreces, F. J. RodrÍguez, Á. HernÁndez, and F. Espinosa, “Design of a 
Back-to-Back NPC Converter Interface for Wind Turbines With Squirrel-Cage Induction 
Generator,” IEEE Transactions on Energy Conversion, vol. 23, no. 3, pp. 932–945, Sep. 
2008, doi: 10.1109/TEC.2008.918651. 
[12] “PCS6000 - Medium voltage wind turbine converter - Utility-scale wind turbine converters 
(Wind turbine converters) | ABB.” https://new.abb.com/power-converters-inverters/wind-
turbines/utility-scale/pcs6000 (accessed Feb. 25, 2020). 
102 
 
[13] “Wind Converters, DFIG & FC - Ingeteam #1 Independent Supplier.” 
https://www.ingeteam.com/en-us/power-electronics/wind-power-
energy/pc28_3_252_22/full-converter-mv-3000-10000.aspx (accessed Feb. 25, 2020). 
[14] J. Li, A. Q. Huang, S. Bhattacharya, and W. Jing, “Application of active NPC converter on 
generator side for MW direct-driven wind turbine,” in 2010 Twenty-Fifth Annual IEEE 
Applied Power Electronics Conference and Exposition (APEC), Feb. 2010, pp. 1010–1017, 
doi: 10.1109/APEC.2010.5433381. 
[15] O. S. Senturk, L. Helle, S. Munk-Nielsen, P. Rodriguez, and R. Teodorescu, “Power 
Capability Investigation Based on Electrothermal Models of Press-Pack IGBT Three-Level 
NPC and ANPC VSCs for Multimegawatt Wind Turbines,” IEEE Transactions on Power 
Electronics, vol. 27, no. 7, pp. 3195–3206, Jul. 2012, doi: 10.1109/TPEL.2011.2182661. 
[16] Xiangjun Zeng, Zhe Chen, and F. Blaabjerg, “Design and comparison of full-size converters 
for large variable-speed wind turbines,” in 2007 European Conference on Power Electronics 
and Applications, Sep. 2007, pp. 1–10, doi: 10.1109/EPE.2007.4417543. 
[17] B. Wu and M. Narimani, High-power converters and AC drives. Hoboken, New Jersey: 
Wiley : IEEE Press, 2017. 
[18] Yang Ye, M. Kazerani, and V. H. Quintana, “Modeling, control and implementation of three-
phase PWM converters,” IEEE Transactions on Power Electronics, vol. 18, no. 3, pp. 857–
864, May 2003, doi: 10.1109/TPEL.2003.810860. 
[19] D. Soto and T. C. Green, “A comparison of high-power converter topologies for the 
implementation of FACTS controllers,” IEEE Transactions on Industrial Electronics, vol. 
49, no. 5, pp. 1072–1080, Oct. 2002, doi: 10.1109/TIE.2002.803217. 
[20] Yiqiao Liang and C. O. Nwankpa, “A new type of STATCOM based on cascading voltage 
source inverters with phase-shifted unipolar SPWM,” in Conference Record of 1998 IEEE 
Industry Applications Conference. Thirty-Third IAS Annual Meeting (Cat. No.98CH36242), 
Oct. 1998, vol. 2, pp. 1447–1453 vol.2, doi: 10.1109/IAS.1998.730333. 
[21] H. Akagi, S. Inoue, and T. Yoshii, “Control and Performance of a Transformerless Cascade 
PWM STATCOM With Star Configuration,” IEEE Transactions on Industry Applications, 
vol. 43, no. 4, pp. 1041–1049, Jul. 2007, doi: 10.1109/TIA.2007.900487. 
[22] J. A. Barrena, L. Marroyo, M. Á. Rodriguez Vidal, and J. R. Torrealday Apraiz, “Individual 
Voltage Balancing Strategy for PWM Cascaded H-Bridge Converter-Based STATCOM,” 
IEEE Transactions on Industrial Electronics, vol. 55, no. 1, pp. 21–29, Jan. 2008, doi: 
10.1109/TIE.2007.906127. 
[23] “STATCOM | ABB.” https://new.abb.com/facts/statcom (accessed Feb. 25, 2020). 
[24] M. Pereira, D. Retzmann, J. Lottes, M. Wiesinger, and G. Wong, “SVC PLUS: An MMC 
STATCOM for network and grid access applications,” in 2011 IEEE Trondheim PowerTech, 
Jun. 2011, pp. 1–5, doi: 10.1109/PTC.2011.6019245. 
103 
 
[25] “Gate turn-off thyristors (GTO) | ABB.” https://new.abb.com/semiconductors/gate-turn-off-
thyristors-(gto) (accessed Feb. 12, 2020). 
[26] “Integrated gate-commutated thyristors (IGCT) | ABB.” 
https://new.abb.com/semiconductors/integrated-gate-commutated-thyristors-(igct) (accessed 
Feb. 12, 2020). 
[27] N. Iwamuro and T. Laska, “IGBT history, state-of-the-art, and future prospects,” IEEE 
Transactions on Electron Devices, vol. 64, no. 3, pp. 741–752, 2017. 
[28] P. E. Melín, J. R. Espinoza, J. A. Muñoz, C. R. Baier, and E. E. Espinosa, “Concepts of 
decoupled control for a shunt active filter based on multilevel current source converters,” in 
2010 IEEE International Symposium on Industrial Electronics, 2010, pp. 742–747. 
[29] J. Espinoza and G. Joos, “On-line generation of gating signals for current source converter 
topologies,” in ISIE’93-Budapest: IEEE International Symposium on Industrial Electronics 
Conference Proceedings, 1993, pp. 674–678. 
[30] Z. Bai and Z. Zhang, “Digital control technique for multi-module current source converter,” 
in 2008 IEEE International Conference on Industrial Technology, 2008, pp. 1–5. 
[31] M. M. Bhesaniya and A. Shukla, “Current source modular multilevel converter: Detailed 
analysis and STATCOM application,” IEEE Transactions on Power Delivery, vol. 31, no. 1, 
pp. 323–333, 2015. 
[32] A. Lesnicar and R. Marquardt, “An innovative modular multilevel converter topology 
suitable for a wide power range,” in 2003 IEEE Bologna Power Tech Conference 
Proceedings, 2003, vol. 3, pp. 6–pp. 
[33] K. Gnanasambandam, A. K. Rathore, A. Edpuganti, D. Srinivasan, and J. Rodriguez, 
“Current-fed multilevel converters: an overview of circuit topologies, modulation techniques, 
and applications,” IEEE Transactions on Power Electronics, vol. 32, no. 5, pp. 3382–3401, 
2016. 
[34] L. Ding and Y. W. Li, “Simultaneous DC Current Balance and Common-Mode Voltage 
Control With Multilevel Current Source Inverters,” IEEE Transactions on Power 
Electronics, vol. 33, no. 11, pp. 9188–9197, Nov. 2018, doi: 10.1109/TPEL.2018.2790950. 
[35] L. Ding and Y. W. Li, “DC current balance with common-mode voltage reduction for parallel 
current source converters,” in 2017 IEEE Energy Conversion Congress and Exposition 
(ECCE), Oct. 2017, pp. 824–829, doi: 10.1109/ECCE.2017.8095870. 
[36] Z. Bai and Z. Zhang, “Conformation of multilevel current source converter topologies using 




[37] Y. Xiong, D. Chen, X. Yang, C. Hu, and Z. Zhang, “Analysis and experimentation of a new 
three-phase multilevel current-source inverter,” in 2004 IEEE 35th Annual Power Electronics 
Specialists Conference (IEEE Cat. No. 04CH37551), 2004, vol. 1, pp. 548–551. 
[38] P. Cossutta, M. P. Aguirre, A. Cao, S. Raffo, and M. I. Valla, “Single-stage fuel cell to grid 
interface with multilevel current-source inverters,” IEEE Transactions on Industrial 
Electronics, vol. 62, no. 8, pp. 5256–5264, 2015. 
[39] M. P. Aguirre, L. Calvino, and M. I. Valla, “Multilevel current-source inverter with FPGA 
control,” IEEE Transactions on Industrial Electronics, vol. 60, no. 1, pp. 3–10, 2012. 
[40] M. P. Aguirre, M. A. Engelhardt, J. M. Bracco, and M. I. Valla, “Current balance control in 
a multilevel current source inverter,” in 2013 IEEE International Conference on Industrial 
Technology (ICIT), 2013, pp. 1567–1572. 
[41] P. Cossutta, M. P. Aguirre, M. A. Engelhardt, and M. I. Valla, “Control system to balance 
internal currents of a multilevel current-source inverter,” IEEE Transactions on Industrial 
Electronics, vol. 65, no. 3, pp. 2280–2288, 2017. 
[42] H. Zhang, A. Von Jouanne, S. Dai, A. K. Wallace, and F. Wang, “Multilevel inverter 
modulation schemes to eliminate common-mode voltages,” IEEE transactions on industry 
applications, vol. 36, no. 6, pp. 1645–1653, 2000. 
[43] X. Wang and B.-T. Ooi, “Unity PF current-source rectifier based on dynamic trilogic PWM,” 
IEEE Transactions on Power Electronics, vol. 8, no. 3, pp. 288–294, 1993. 
[44] B. Mirafzal, M. Saghaleini, and A. K. Kaviani, “An SVPWM-Based Switching Pattern for 
Stand-Alone and Grid-Connected Three-Phase Single-Stage Boost Inverters,” IEEE 
Transactions on Power Electronics, vol. 26, no. 4, pp. 1102–1111, Apr. 2011, doi: 
10.1109/TPEL.2010.2089806. 
[45] N. Binesh and B. Wu, “5-level parallel current source inverter for high power application 
with DC current balance control,” in 2011 IEEE International Electric Machines Drives 
Conference (IEMDC), May 2011, pp. 504–509, doi: 10.1109/IEMDC.2011.5994649. 
[46] V. Vekhande and B. G. Fernandes, “Central seven-level current-fed inverter with module-
integrated DC-DC converters for grid-connected PV plant,” in 2014 IEEE 40th Photovoltaic 
Specialist Conference (PVSC), Jun. 2014, pp. 3719–3724, doi: 
10.1109/PVSC.2014.6924913. 
[47] K. Gnanasambandam, A. K. Rathore, A. Edpuganti, D. Srinivasan, and J. Rodriguez, 
“Current-Fed Multilevel Converters: An Overview of Circuit Topologies, Modulation 
Techniques, and Applications,” IEEE Transactions on Power Electronics, vol. 32, no. 5, pp. 
3382–3401, May 2017, doi: 10.1109/TPEL.2016.2585576. 
[48] D. G. Holmes and T. A. Lipo, Pulse width modulation for power converters: principles and 
practice, vol. 18. Hoboken, New Jersey: John Wiley & Sons, 2003. 
105 
 
[49] W. L. Brogan, Modern control theory, 3rd ed. Englewood Cliffs, N.J: Prentice Hall, 1991. 
[50] K. J. Åström and R. M. Murray, Feedback Systems: An Introduction for Scientists and 
Engineers. Princeton University Press, 2010. 
[51] P. C. Krause, O. Wasynczuk, S. D. Sudhoff, and S. Pekarek, Analysis of electric machinery 
and drive systems, Third edition. Hoboken, New Jersey: Wiley, 2013. 
[52] Yang Ye, M. Kazerani, and V. H. Quintana, “Current-source converter based STATCOM: 
modeling and control,” IEEE Transactions on Power Delivery, vol. 20, no. 2, pp. 795–800, 
Apr. 2005, doi: 10.1109/TPWRD.2004.837838. 
[53] G. Yao, L. Tao, L. Zhou, and C. Chen, “State-feedback control of a current source inverter-
based STATCOM,” Elektronika ir Elektrotechnika, vol. 99, no. 3, pp. 17–22, 2010. 
[54] D. Shen and P. W. Lehn, “Modeling, analysis, and control of a current source inverter-based 
STATCOM,” IEEE Transactions on power delivery, vol. 17, no. 1, pp. 248–253, 2002. 
[55] I. T. AG, “IRG7PH35UD - Infineon Technologies.” 
https://www.infineon.com/cms/en/product/power/igbt/igbt-discretes/discrete-igbt-with-anti-
parallel-diode/irg7ph35ud/ (accessed Apr. 15, 2020). 
[56] “C3D12065A 12A 650V Z-Rec SiC Schottky TO-220-2 | Wolfspeed.” 
https://www.wolfspeed.com/c3d12065a (accessed Apr. 15, 2020). 
[57] “FOD3120: High Noise Immunity, 2.5A Output Current, Gate Drive Optocoupler.” 
https://www.onsemi.com/products/optoelectronics/igbt-mosfet-gate-drivers-
optocouplers/fod3120 (accessed Apr. 15, 2020). 
[58] “MicroLabBox Hardware.” 
https://www.dspace.com/en/inc/home/products/hw/microlabbox.cfm (accessed Apr. 18, 
2020). 
[59] A. Isidori, F. M. Rossi, and F. Blaabjerg, “Thermal loading and reliability of 10 MW 
multilevel wind power converter at different wind roughness classes,” in 2012 IEEE Energy 
Conversion Congress and Exposition (ECCE), Sep. 2012, pp. 2172–2179, doi: 
10.1109/ECCE.2012.6342446. 
[60] A. Isidori, F. M. Rossi, F. Blaabjerg, and K. Ma, “Thermal Loading and Reliability of 10-
MW Multilevel Wind Power Converter at Different Wind Roughness Classes,” IEEE 
Transactions on Industry Applications, vol. 50, no. 1, pp. 484–494, Jan. 2014, doi: 
10.1109/TIA.2013.2269311. 
[61] S. Heier, Grid Integration of Wind Energy: Onshore and Offshore Conversion Systems. John 
Wiley & Sons, 2014. 
106 
 
[62] R. H. Park, “Two-reaction theory of synchronous machines generalized method of analysis-
part I,” Transactions of the American Institute of Electrical Engineers, vol. 48, no. 3, pp. 




APPENDIX A PARK’S TRANSFORMATION 
 Transforming rotating 3-phase AC electrical quantities into constant DC quantities is 
commonly used to simplify the analysis and control of electric machines, power systems, and 
power converters. One of the most commonly used transformations is Park’s transformation [62] 




 In Park’s transformation the 𝑑𝑞 axes are assumed to be rotating at the same angular speed 
as the rotating 𝑎𝑏𝑐 quantities, i.e. 𝑑𝑑𝑡 𝜃 =  𝜔. Also, Park’s transformation includes a zero-
component to represent the average value of the 𝑎𝑏𝑐 quantities. In this dissertation, this quantity 
is assumed to be negligible and, therefore, ignored. Furthermore, it is assumed that the 𝑑-axis is 
Figure A-1 Geometrical representation of Park’s transformation 
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aligned with phase 𝑎, i.e. 𝜃 =  𝜔𝑡. The relationship between phase 𝑎 and 𝑏 quantites,  𝑓𝑎𝑏 and 𝑑𝑞 quantities, 𝑓𝑑𝑞, is given by: 
 𝒇𝒂𝒃 = 𝑻(𝜔𝑡)𝒇𝒅𝒒 
Where, 
𝒇𝒂𝒃 = [𝑓𝑎𝑓𝑏], 𝒇𝒅𝒒 = [𝑓𝑑𝑓𝑞], and 𝑻(𝜔𝑡) =  [ 𝑐𝑜𝑠(𝜔𝑡) −𝑠𝑖𝑛(𝜔𝑡)𝑐𝑜𝑠(𝜔𝑡 − 2𝜋 3)⁄ −𝑠𝑖𝑛(𝜔𝑡 − 2𝜋 3)⁄ ]  
(A-1) 
 
 Dynamic modeling of three-phase power converters requires transforming differential 
equations from the rotating 𝑎𝑏𝑐 frame-of-reference to 𝑑𝑞 frame of reference, see 2.3.1 and 3.2.1. 
To perform such transformation, the derivative of (A-1) must be derived as follows:        
 𝑑𝑑𝑡 𝒇𝒂𝒃 = 𝒇𝒅𝒒 𝑑𝑑𝑡 𝑻(𝜔𝑡) + 𝑻(𝜔𝑡) 𝑑𝑑𝑡 𝒇𝒅𝒒 











APPENDIX B DESIGN OF INTEGRAL STATE FEEDBACK CONTROLLER  
 Control system can be used to design an integral state feedback controller via pole 
placement as described in [50]. The block diagram depicted in Figure B-1 shows a representation 
of the open loop system and the form of the integral state feedback control system. To implement 
the pole placement algorithm [49], the block diagram in Figure B-1 needs to be augmented into 
one state-space model, while ignoring the disturbance effect (i.e. 𝜹𝒆 = 0). Note that the addition 
of the error vector 𝜹𝒙𝒊 introduces two new state variables and increases the order of the system by 
two. The new state variables are organized in one vector and defined in (B-1). A new augmented 
7th order state-space model is presented in (B-2).  
 
 
 𝜹𝒙𝒂𝒖𝒈 = [𝜹𝒙𝜹𝒙𝒊] (B-1) 
 
 𝑑𝑑𝑡 𝜹𝒙𝒂𝒖𝒈 = 𝑨𝒂𝒖𝒈𝜹𝒙𝒂𝒖𝒈 + 𝑩𝒂𝒖𝒈𝒖 + [𝟎𝟓𝒙𝟐𝚰𝟐 ] 𝒓 
Where, 
(B-2) 
Figure B-1 Block diagram of integral state feedback implementation 
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𝑨𝒂𝒖𝒈 = [ 𝑨𝒔 𝟎𝟓𝒙𝟐−𝑪𝒎𝒂𝒕 𝟎𝟐𝒙𝟐], 𝑩𝒂𝒖𝒈 = [ 𝑩𝒔𝟎𝟐𝒙𝟐], and 𝑪𝒂𝒖𝒈 = [𝑪𝒎𝒂𝒕 𝟎𝟐𝒙𝟐] 
 
 The new 7th order system in (B-2) can now be used to calculate a gain matrix 𝐾, given the 
desired poles set by the designer [49], [50]. This step can be completed easily using the place() 
command in MATLAB. The gain matrix 𝑲 contains the gains required by the state feedback loop 
and the integral loop. Therefore, it can be broken down into two separate matrices as shown in 
(B-3). 𝑲𝒇 is the 2𝑥5 state feedback matrix while 𝑲𝒊 is the 2𝑥2 integral gain matrix. 
 𝑲𝒇 = 𝑲(: ,1: 5) 𝑲𝒊 = 𝑲(: ,6: 7) (B-3) 
 To minimize the disturbance caused by 𝜹𝒆, appropriate values for the disturbance rejection 
matrix 𝑴 must be selected. An expression for 𝜹𝒙 is derived from the block diagram in Figure B-
1 and shown in (B-4). Also, an expression for 𝒚 is presented in (B-5).  
 𝜹𝒙 = [𝑺𝑰 − 𝑨𝒔 + 𝑩𝒔𝑲𝒇]−1[(𝑩𝒔𝑴 + 𝑭)𝜹𝒆 + 𝑲𝒊𝜹𝒙𝒊] (B-4) 
 
 𝒚 = 𝑪𝒎𝒂𝒕𝜹𝒙 = 𝑪𝒎𝒂𝒕[𝑺𝑰 − 𝑨𝒔 + 𝑩𝒔𝑲𝒇]−1[(𝑩𝒔𝑴 + 𝑭)𝜹𝒆 + 𝑲𝒊𝜹𝒙𝒊] (B-5) 
  
 To eliminate 𝜹𝒆, the condition 𝑩𝒔𝑴 + 𝑭 = 0 must satisfied. However, finding a solution 
for 𝑴 is impossible, in this case, because it involves inverting 𝑩𝒔. Alternatively, by assuming 𝑆 =0, the condition in (B-6) is imposed and a solution for 𝑴 is given in (B-7).       




 𝑴 = −[𝑪𝒎𝒂𝒕[−𝑨𝒔 + 𝑩𝒔𝑲𝒇]−1𝑩𝒔]−1 𝑪𝒎𝒂𝒕[−𝑨𝒔 + 𝑩𝒔𝑲𝒇]−1𝑭 (B-7) 
  
 
