CSI 300 Index
The underlying index of China security Index 300 future ---the only financial future in China.
The first equity index launched by the two exchanges (Shanghai and Shenzhen) together. The first equity index launched by the two exchanges (Shanghai and Shenzhen) together.
replicate the performance of 300 stocks traded in the Shanghai and Shenzhen stock exchanges. Covers about one seventh of all stocks listed on China's stock markets and about 60% of the markets' value.
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Model construction
Classify future or unknown objects  Estimate accuracy of the model
• The known label of test sample is compared with the classified result from the model.
• Accuracy rate is the percentage of testing set samples that are correctly classified by the model.
• Test set is independent of training set, otherwise over-fitting will occur
 If the accuracy is acceptable, use the model to classify data samples whose class labels are not known.
Model usage
A two-step process
SVC Mathematically
Given a set of linearly separable training examples,
Learning is to solve the following constrained minimization problem, The LSSVC performs best in all these direction forecasting methods in terms of training data and testing data. The other artificial intelligence (AI) model, PNN performs better than Discriminant analysis in terms of training data, but has inferior performance in testing data. It may because of the neural networks are vulnerable to the over-fitting problem.
QDA performs better than LDA in terms of testing data, despite of inferior prediction performance of training data. The main reason may be that LDA assumes equal covariance in all of the classes, which is not consistent with the properties of input variables.
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Main Conclusion
•LSSVC is a promising method to forecast the direction of stock index.
Results of Empirical Study
•LSSVC performs best in all these direction forecasting methods in terms of training data and testing data.
•PNN performs better than Discriminant analysis in terms of training data, but has inferior performance in testing data.
•Applied LSSVC to predict the movement of CSI 300 index.
•Compared the performance with PNN and two Discriminant analysis
