In a previous paper [4] (') we have defined a special Jordan ring to be a a subset of an associative ring which is a subgroup of the additive group and which is closed under the compositions a-»a2 and (a, ¿>)->a&a. Such systems are also closed under the compositions (a, b)-j>ab-\-ba=\a, b\ and (a, b, c)^abc-\-cba.
In a previous paper [4] (') we have defined a special Jordan ring to be a a subset of an associative ring which is a subgroup of the additive group and which is closed under the compositions a-»a2 and (a, ¿>)->a&a. Such systems are also closed under the compositions (a, b)-j>ab-\-ba=\a, b\ and (a, b, c)^abc-\-cba.
The simplest instances of special Jordan rings are the associative rings themselves. In our previous paper we studied the (Jordan) homomorphisms of these rings. These are the mappings 7 of associative rings such that (a + bY = a' + V, (a2Y = (a-7)2,
(aba)J = aJ¥aJ.
A second important class of special Jordan rings is obtained as follows. Let 21 be an associative ring with an involution a->a*, that is, a mapping a-+a* such that (a + b)* = a* + b*, (ab)* = b*a*, a** = a.
Let 3C denote the set of self-adjoint elements h = h*. Then 3C is a special Jordan ring. In this paper we shall study the homomorphisms of the rings of this type. It is noteworthy that the Jordan rings of this type include those of our former paper (2) .
In our first paper we developed two methods for determining the Jordan homomorphisms of the rings 21: a matrix method and a Lie ring method. In this paper we obtain an analogue of the matrix method for the rings 3C. Our principal result (Theorem 4) is that if 21 is a matrix ring @n, «^3, with an involution such that e*t = ea, i=\,
• ■ ■ , n, and every element of 3C is of the form a-\-a*, then any Jordan homomorphism of 3C can be extended to an associative homomorphism of 21. This result can be extended to locally matrix rings and in this form it is applicable to involutorial simple rings with minimal one-sided ideals. We also obtain the Jordan isomorphisms of the Jordan ring of self-adjoint elements of an involutorial primitive ring with minimal one-sided ideals onto a second Jordan ring of the same type.
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(') Numbers in brackets refer to the bibliography at the end of the paper. The ring © is the subring of 21 of elements commuting with all the «,-y. As is well known, every element of 21 can be written in one and only one way as Uta en, £,7e©.
We assume now that 2l = ©" has an involution x-*x* such that the e"-are self-adjoint elements. We wish to determine the form of the involution in terms of the e,y and the coefficient ring @. Lemma 1. // 21 = ©n and x-*x* is an involution such that e*i = eu, ¿=1,2,
• • ■ , n, then there exists an involution a->« in © and self-adjoint elements 7¿£© (7i=7,) having inverses such that \f±) x = / , y j çijyieji, x = / , %*j&íí* Conversely, a mapping x->x* of the form (4) is an involution such that ej = e,,-.
Proof. We observe first that e% = 7,-yCy,-, 7,-y£©; for e,y = e,-,e,yejy and e* = e*je*1e*i = ejje*jeii. Let yti =y{, yu = yi, i=l, 2, ■ ■ ■ , n. Since eu = eu*a, en = e*ie*i = 7¿7¿ di-It follows that eyy = 7»7,? e,-> and summation on j gives 7,7/ = 1. Similarly we can start from e¿¿ = e,iei,-and prove 7/71 = 1. Hence 7/ = 7,_1. Also it is clear that 71 = 1. If ££©, £en =en(£en)en and this shows that (fen)* = |en. The element \ is uniquely determined; hence £->| is an involution in ©. Now £,ye,y = e,i(£,yen)eiy. Hence (ia^ii) = ei,-(fi,-eu) g,i = ei,(i¿j«u)e.i = 7 y */i(f<j*u)7<«ii -i-= 7 y cuyují and (4) holds. Since e,i = ei** = (7iei,)*=7r17»7ie>i=7r17¿e,i, 7.= 7f-Conversely we can verify that if a->5 is an involution in © and the 7,-are selfadjoint elements of ©, then (4) defines an involution in ©" such that e% = eu. An involution of the form (4) in a matrix ring will be called canonical. Of course, this is no restriction if n = i. In the sequel we shall require «¡5 3. We consider now some special cases.
A. Let 21 be an involutorial simple ring with minimum condition for right ideals. Then 2l=An where A is a division ring. We observe that the involution is canonical. This follows easily from known results except when n = 2m, A =<ï> is a field, and the involution is symplectic, that is, has the form x->q~lx'q N. JACOBSON all the 7, = 1.
B. Let ÎÊbea vector space over a division ring A which possesses an involution a-»5. We assume, moreover, that there is defined a scalar product f= (x, y) relative to a->5 in 3£. This means that (x, y) is a function from ÏXÏ to A such that (6) Suppose that (x, y) is hermitian in the sense that (y, x) = (x, y) and nondegenerate in the sense that (x, z) = 0 for all x only if z = 0. Let 8/ be the ring of all linear transformations t in Ï which have adjoints relative to/; that is, if ¿£8/, then there exists a t* such that (xt, y) =(x, yt*) holds for all x, y in Ï. Then t->t* is an involution in 2f. We shall study such involutions later. At this point we note that if ï has an orthonormal basis (for finite combinations) {e"}, (e", ev)=bu.v, and dim $>1, then 2/ is a nontrivial matrix ring and t-H* is canonical. If dim ï< oo, this has been proved in A. Hence assume dim Ï = oo. In this case, for every integer n we can decompose the basis {e"} into n disjoint sets {e^}, k = i, 2, • • • , n, where p ranges over the same set of indices in each case. Let «,-,• be the linear transformation defined by
Then the «y form a system of matrix units for 2/ and e% = e¡i.
In particular e*¡ = eu so that /-H* is canonical. A similar discussion applies to the case in which A=<i> a field, ä=a, and / is an alternate scalar product in the sense that (x, x) =0 for all x, provided that 3£ has a symplectic basis. By this we mean a basis {dt, eß} in ï such that (dp, d,) = 0 = (e", e,), We shall not attempt to list all the Jordan relations connecting the elements a,[ij] but note only two of these which occur most frequently:
We prove first the following result.
Lemma 2. If re ^2, then the enveloping associative ring of 3C is ©" itself.
Proof. Let a be any element of © and let i^j. Since en and a[y]G3C, aeij = euoi[ij] is in the enveloping ring. Hence so is ae,, = (ae,y)ey¿. This implies the lemma.
If 3C is the set of self-adjoint elements relative to an involution in a ring 21, then we shall say that 3C is trace-valued [5, p. 8] if every Ä£3C has the form a+a*, a£21. This will always be the case if 21 admits the operator 1/2, that is, if 2x = a has a unique solution (l/2)a for every a£21. There are instances in which 3C is trace-valued even when 21 is of characteristic two. From the form (9) of AG3C of ©", it is clear that the set of self-adjoint elements of a canonical involution of a matrix ring is trace-valued if and only if this holds for the sets of self-adjoint elements of © relative to the involutions £-^r'fYV Since 77 is self-adjoint relative to £-*7r!l7i if and only if 7,77 is self-adjoint relative to £-*■£, it follows that a necessary and sufficient condition that 3C be trace-valued is that the set of self-adjoint elements of © relative to £-»£ is trace-valued.
We recall that a subset 3 of a special Jordan ring 3C is a (Jordan) ideal provided (1) 3 is a subgroup of the additive group, (2) 3 contains {a, z\ =az +za for all a£3C, zG3> (3) 3 contains z2, aza, zaz for a£3C, 3^3-If 3C ad- Proof. Obviously if 33 is an ideal in 21, then 33H3C is a Jordan ideal in 3C.
Therefore let 3 be an arbitrary Jordan ideal in 3C. We can assume 3^(0). Let A denote the subset of © of elements which appear as coefficients of the elements of 3-We prove first that A is an ideal in the associative ring © and hence that 33 =A" is an ideal in 21. Corollary. Let 2Í = ©" be a simple ring with a canonical involution. Assume that n^3 and that 3C is trace-valued. Then 3C is a simple Jordan ring.
Besides the matrix rings we shall be concerned in the sequel with generalizations of these rings defined as follows:
Definition.
A ring 21 with an involution will be called locally canonicalmatrix if every finite subset of its elements can be imbedded in a self-adjoint matrix subring in which the induced involution is canonical. The ring 21 will be called locally of degree at least n ii the matrix subrings can always be chosen of degree n or greater.
The preceding results can be extended to locally canonical-matrix rings. We note explicitly the following two theorems.
Theorem
2. Let 21 be a locally canonical-matrix ring, locally of degree at least two. Then 21 is the enveloping associative ring of its Jordan ring 3C of self-adjoint elements.
This follows directly from the lemma.
3. Let 21 be a simple ring which is locally canonical-matrixt Assume that 21 is locally of degree at least three and that 3C is trace-valued. Then 3C is a simple Jordan ring.
Proof. Let 5DÎ be one of the matrix rings referred to in the definition and let e be the identity of 5Dc and {e,y} a set of matrix units such that e*t = eu. Now we can replace W by the larger ring e'ñ.e. This is a self-adjoint matrix subring with {e,y} as matrix units. Since e*¡ = eu, the induced involution is canonical in e%e. It is well known that e%e is simple. If kÇ.e%ei^X,, then k=a-\-a*=eae-\-ea*e.
Hence e2le/r>\3C is trace-valued. The result now follows from the corollary.
3. Jordan homomorphisms of X of a matrix ring. In this section we prove the analogue of the matrix theorem (Theorem 7) of our former paper.
4. Let 21 = @" be a matrix ring with a canonical involution. Assume that n^3 and that the Jordan ring 3C is trace-valued.
Then any Jordan homomorphism of 3C can be extended in one and only one way to an associative homomorphism of 2Í.
Proof. Let h-*hJ be a homomorphism of 3C and let £ denote the envelop-ing associative ring of the image SCJ. We recall that J maps orthogonal idempotents into orthogonal idempotents.
More generally, if e, aG3C, e idempotent, and ea = 0 = ae holds in 21, then ( If we define g,y = e¿w¿ for iy^j, then (13), (14), and the orthogonality of the e¿ imply that (15) gijgti = ojkgn holds for i^j, k^l, and i 7* I.
We prove next that g<ygy, = e«. We note first that M¿yMyí = e,¿+cyy = My,M,y. This implies that the element z = w¿w¡£ -w^Wy is in the center (4) 
Similarly a[ii]J =a[ii]Jgn = a[ii]T by (22)
. These two results show that xJ = xT if x = a-\-a*. Since 3C is trace-valued this proves our assertion. Thus T is an associative extension of J to 2Í. That the extension is unique is a consequence of the fact that 21 is the enveloping associative ring of 3C.
If we make use of the fact, established in the proof of Theorem 3, that if 21 is locally canonical-matrix and 3C is trace-valued then we can suppose that 3CP\5rjc is trace-valued for the required matrix subrings 9K of 21, we obtain the following extension of the matrix theorem.
Theorem
5. Let 21 be a locally canonical-matrix ring. Assume that 21 is locally of degree at least three and that 3C is trace-valued. Then any Jordan homomorphism of 3C can be extended in one and only one way to an associative homomorphism of 21.
Theorem 4 actually implies Theorem 7 of our previous paper [4] when re^3. This can be seen as follows. Let 21 be an «Xre matrix ring with «2:3 and form S3 = 21®21' with involution (a + b')* = b+a', where 21' is anti-isomorphic to 21 under the mapping a-+a'. Let {e,y} be a system of matrix units in 21 and define ft} = eij-r-e¡i. Then {/,-y} is an re Xre system of matrix units in S3 such that /* =/,,. Hence the involution in 33 is canonical. The Jordan ring 3C of self-adjoint elements in 21 consists of all elements of the form a-\-a' and is Jordan isomorphic to 21. Note that 3C is trace-valued since a+a' = (a + 0) + (a + 0)*. Now, if a->aJ is a Jordan homomorphism of 21, then a-\-a'->aJ is a Jordan homomorphism of 3C which, by Theorem 4, can be extended to an associative homomorphism T of 33. The desired result now is immediate from Theorem 4 of [4](6). 4. Involutorial primitive rings with minimal ideals. In this section we shall consider the problem of determining the Jordan homomorphisms of the sets of self-adjoint elements of involutorial primitive rings with minimal onesided ideals. We first describe a method for obtaining the rings of this type. Let ï be a vector space over a division ring A which has an involution a-->5 and let/=(x, y) be nondegenerate hermitian or alternate scalar product in Ï. Let 2/ denote the ring of linear transformations / in 9£ which possess adjoints /*: (xt, y) «■ (x, yt*), and let g/ be the subring of 2j of transformations of finite rank (Xt finite-dimensional).
Then t-*t* is an involution in 2/ and in %/. It can be shown that any self-adjoint subring 21 of 2/ containing $/ is an involutorial primitive ring with minimal one-sided ideal and conversely every ring having this structure can be obtained in this way (7) . There is therefore no loss in generality in dealing with the rings of linear transformations 21 such that 8/~22Î""2rî/ and 2l* = 2t. Let 3C be the Jordan ring of selfadjoint elements of 21 and let 3C0 = 3CnC7/.
We consider first the case of involutorial simple rings with minimal onesided ideals. This amounts to assuming that *ñ = $f, 3C = 3Co. The basic result for the Jordan theory of %; is that rî/ is locally canonical-matrix.
We proceed to the proof of this result. Since everything has been proved for finite-dimensional 3£ in our previous discussion, we assume from now on that dim ï= <».
If SD? is a subspace of £, we define the orthogonal complement SD?-1 = [x\ (x, y) = 0, yS9)c}-The subspace 9JÎ is nonisotropic, isotropic, or totally isotropic according as aWrW-= (0), SBnüR1 **(<)), or W.ÇW.1. In general X^Tl®mx even when SDî is nonisotropic.
However, if SO1? is a finite-dimensional nonisotropic subspace, then ï = 5Dic©3)ic"L [7, Lemma 1.1 ]. The next lemma, which is fundamental for our purposes, is due to Kaplansky [5, Lemma 4] . We include the proof since the journal in which it appeared is not readily accessible.
Lemma 3. Let 3JÍ be an arbitrary finite-dimensional subspace of Ï. Then there exists a finite-dimensional nonisotropic subspace of X which contains 59?.
Proof. Choose a nonzero vector x in ffli^tyl1 and let y be any vector such that (x, y)^0. Let 9? be the space spanned by 9JÎ and y. Then 9icP\9,t-L CSDcr^SfJc1-A finite number of such steps completes proof of the lemma.
Theorem 6. Any involutorial simple ring with minimal one-sided ideals is locally canonical-matrix.
Proof. We take the ring to be 2?/-Let gi, • ■ • , gk be a finite set of elements in %f and, by the preceding lemma, choose a finite-dimensional nonisotropic We remark that since % is infinite-dimensional, we can take n to be any finite number. The condition dim ï infinite is equivalent to the assumption that 21 does not satisfy the minimum condition for right (left) ideals. Our results therefore yield the following theorem.
7. Let 21 be an involutorial simple ring possessing minimal onesided ideals but not satisfying the minimum condition for these ideals. Assume that the Jordan ring X of self-adjoint elements is trace-valued. Then X is a simple Jordan ring and any Jordan homomorphism of X can be extended in one and only one way to an associative homomorphism of 2Í.
We consider next an arbitrary primitive ring 2Í with minimal one-sided ideals. Take 21 in the form S/Q2ÍIDf?/, 21* = 21, and set Xo = xr\%f, where X is the Jordan ring of self-adjoint elements in 21. We then have the following result.
Lemma 4. // Xo is trace-valued, then it is a minimal Jordan ideal in X which is contained in every nonzero Jordan ideal of X.
Proof. Let 3 be a nonzero Jordan ideal in X. Since £fC0 is a simple Jordan ring, we have only to prove that ^C^Xo^(0).
Let b denote any nonzero element of 3 and choose a vector u such that ub=v^0.
We prove that there exists h(E.Xo such that uh = u. First, if (u, m)^0, define h by xh = (x, u)(u, u)~lu. Then clearly h(EX0 and uh -u. If (u, u) =0, choose a vector w such that (u, w)=l and define / by xt = (x, w)u. In this case take h = t-\-t*.
Then again hÇ_X0 and uh = u. Now if vh^O, then hbhÇz^$F\Xo and uhbh = vh^0 so that hbh^O. Finally, if vh = 0, then [bh] E$r\Xo and u\bh\ = i^0sothat {bh}^0.
The enveloping associative ring of the Jordan ring X need not be equal to 21. An example of this type can be obtained as follows. Let ï be a vector space with a denumerable basis over a field <i> and let 2/ be the ring of linear transformations in 2c whose matrices are row and column finite relative to a certain basis for Ï, that is, there are only a finite number of nonzero coefficients in each row and column. The correspondence (a)->(a)', the transpose of (or), defines an involution in 2f, and S/ is a primitive ring with minimal one-sided ideals. The ideal g/ corresponds to the set of matrices that have only a finite number of nonzero coefficients. Let (co) be a skew-symmetric matrix with « rows and columns such that (co)2 = 0. Such matrices exist if «S:4 and <£ is an algebraically closed field of characteristic 0. Then the matrix diag {(co), (co), (co), • • • } with (co) down the diagonal belongs to 2/. The ring 21 generated by the corresponding linear transformation w and §/ is the set of mappings aw-\-g, «G3>, gGÖ7-21 is self-adjoint and the set of self-adjoint elements of 21 is the set 3Co of self-adjoint elements of %/. Hence the enveloping associative ring of 3Co is 5/ which is properly contained in 21.
The above example shows that, in order to obtain a relation between Jordan homomorphisms of 3C and associative homomorphisms of 21, we need in general the additional condition that 21 be equal to the enveloping associative ring £ of 3C. On the other hand, since £^o7>£ is a primitive ring with minimal one-sided ideals which is clearly self-adjoint.
Hence the condition 21 = £ is a natural one. hohho + hoh = hoh ho + hoh = hohho + hoh . Therefore (24) hl(h -hJ') = 0.
Next let u be any nonzero vector and, as in the proof of Lemma 4, choose ÄoG3€o such that uho = u. Substitution in (24) gives u(h -hJ')=0. In other words, hJ'=h. It follows that hJ = hT for all &G3C-Since 21 and 33 are the enveloping associative rings of 3C and Â^ respectively, it is immediate that T is a unique extension of J to an associative isomorphism of 21 onto 33.
The above proof actually gives us a slightly stronger result which we state as follows.
Corollary.
Let 3C and K^ be arbitrary Jordan rings of self-adjoint elements in 2¡ and 20 each of which contains all self-adjoint elements of finite rank. Then any Jordan isomorphism between 3C and K^ has a unique extension to an associative isomorphism between 2/ and 2a.
Bibliography
