We consider certain double series of Eisenstein type involving hyperbolic-sine functions. We define certain generalized Hurwitz numbers, in terms of which we evaluate those double series. Our main results can be regarded as a certain generalization of well-known results of Hurwitz, Herglotz, Katayama and so on. Our results also include recent formulas of the third-named author which are double analogues of the formulas of Cauchy, Mellin, Ramanujan, Berndt and so on, about certain Dirichlet series involving hyperbolic functions. As an application, we give some evaluation formulas for q-zeta functions at positive integers.
Introduction
Let N be the set of natural numbers, N 0 = N ∪ {0}, Z the ring of rational integers, Q the field of rational numbers, R the field of real numbers, and C the field of complex numbers.
We begin with a fascinating result of Hurwitz [12] (see also [13] ), which is (see also, for example, [2, 26] ). Note that H m = 0 if m ≡ 0 (mod 4), because ℘(−z) = ℘(z) and ℘(iz) = −℘(z), while H 4 = 1/10, H 8 = 3/10, etc. Formula (1.1) can be written in terms of Eisenstein series G 2k (τ ) defined by (k ∈ N; k ≥ 2)
for τ ∈ C with ℑτ > 0 (see, for example, Koblitz [18] , Serre [27] ). In fact (1.1) gives, for example,
Generalizations of these results were given subsequently by Dintzl (to Q( √ −2)), Matter (to Q( √ −3)), Naryskina (to imaginary quadratic number fields with class number 1), Dintzl and Herglotz (to general imaginary quadratic number fields). For the details of these results, see Lemmermeyer [22, Chapter 8] .
On the other hand, let (1.5) E(ξ; x, y; ω 1 , ω 2 ) = e 2πixξ/ω 1 ω 1 θ ′ (0; τ )θ(ξ/ω 1 + xτ − y; τ ) θ(ξ/ω 1 ; τ )θ(xτ − y; τ )
for ξ ∈ C, x, y ∈ R with 0 < x < 1 and ω 1 , ω 2 ∈ C, ω 2 /ω 1 = τ ∈ C with ℑτ > 0, where θ(z) is the Jacobi theta function defined by (1 − e 2πinτ ) 3 = 2πη(τ ) 3 .
Then Kronecker proved In [16] , motivated by the expression (1.8), Katayama e −2πi(mx+ny) (mω 1 + nω 2 ) j+1 (1.10) for j ∈ N (see [16, Theorem 3] ), which can be regarded as a generalization of (1.1). Note that these results in the case (x, y) = (0, 0) have already been studied by Herglotz [11] as mentioned above. In fact, Herglotz noticed that H j+1 (0, 0; ω 1 , ω 2 ) is a kind of generalization of Hurwitz numbers, because H 4k (0, 0; 1, i) = −(2̟) 4k H 4k .
As another analogue of (1.1), the third-named author [28] recently gave some formulas involving sinh x = (e x − e −x )/2, for example, These can be regarded as double analogues of the following classical result given by Cauchy, Mellin, Ramanujan and so on (see [6, 7, 9] ): for k ∈ N 0 , where {B m (x)} are Bernoulli polynomials defined by (1.14) te xt e t − 1 =
Berndt [4, 5] recovered (1.13) and derived a number of relevant new formulas from a general theorem on a kind of generalized Eisenstein series in [3] ; yet another viewpoint is given in [21] . Recently, the authors gave certain functional relations between double zeta-functions of Eisenstein type and the double series defined by
By considering special values of these functional relations, we can obtain (1.11), (1.12), and so on (see [20] ).
It is the aim of the present paper to generalize the formulas (1.10), (1.11), and (1.12). After preparing some notations in Section 2, we will state one of our main results (Theorem 3.1) in Section 3. Theorem 3.1 asserts that Laurent expansion coefficients K k,r (x, y, z; ω 1 , ω 2 ) of a certain function K r (ξ; x, y, z; ω 1 , ω 2 ) can be expressed as a double limit, involving the hyperbolic-sine function, similar to the right-hand side of (1.10). The proof of Theorem 3.1 will be given in Section 4.
Define Bernoulli polynomials of higher order {B r m (z)} by
Note that {B m (x) of Bernoulli polynomials of higher order given by Nörlund [23] (p.185 in [23] ; see also [24] ).
In Section 5 we will show that K k,r (x, y, z; ω 1 , ω 2 ) can be written in terms of {B r m (z)} and Hurwitz functions {H k (x, y; ω 1 , ω 2 )} (defined in Section 2). The general statement is Theorem 5.1, and combining it with Theorem 3.1, we can show a generalization of (1.11) and (1.12), involving the parameters (ω 1 , ω 2 ). Here we state the following typical special case corresponding to (ω 1 , ω 2 ) = (1, i). We use the notation [x] (resp.{x}) which denotes the integer part (resp. fractional part) of x ∈ R. The empty sum is to be understood as zero. Theorem 1.1. Let r ∈ N. Assume that k ≥ 3 and 0 ≤ z ≤ 1, or that k = 2 and 0 < z < 1, or that k = 1, 0 < z < 1 and rz ∈ Z. Then in the case r ≥ 2 we have 16) and moreover the right-hand side is of degree at most (k + r), [(k + r)/4] and (k − 1) with respect to π, ̟ 4 and z respectively. In the case r = 1, we have 17) and the right-hand side is of degree (k +1), [(k +1)/4] and (k −1) with respect to π, ̟ 4 and z respectively. Note that, for k = 1, the meaning of the summation on the left-hand sides of (1.16), (1.17) is to be understood as
, with the notation Lim M,N to be defined at the beginning of Section 3.
For example, putting (r, z) = (1, 1/2) and k = 3, 5 in (1.17), we can obtain (1.11) and (1.12). Similarly (1.16) with z = 1/2 gives explicit formulas in the case when r ≥ 2, for example,
(see Example 6.2). We further give another example in the case (ω 1 , ω 2 ) = (1, ρ) with ρ = e 2πi/3 (see Example 6.3). Also we recover our previous results given in [29] (see Example 6.4). We prove the above theorem, Theorems 3.1 and 5.1 by considering generating functions of generalized Hurwitz numbers and applying residue calculus to them. Hence our method of the proof is totally different from that in [28, 29] . It is to be noted that a large amount of delicate arguments about convergence of double series are included in the course of the proof.
As an application, we consider q-analogues of zeta-functions (abbreviated as q-zeta functions). In the 1950's, Carlitz defined and studied q-Bernoulli numbers (see [8] ). Inspired by his study, Koblitz proposed q-analogues of zeta-functions which interpolate qBernoulli numbers. After their work, a lot of authors investigated various q-zeta functions. Recently Kaneko, Kurokawa and Wakayama [15] defined a certain q-zeta function ζ q (s) and investigated its properties. In particular they showed that lim q→1 ζ q (s) = ζ(s) for all s ∈ C with s = 1, where ζ(s) is the Riemann zeta-function. Furthermore Wakayama and Yamasaki [30] generalized ζ q (s). Here we deduce some formulas for the values at positive integers of these functions from Theorem 1.1 (see Proposition 7.1). For example, for q = e −2π < 1, we prove
A part of the results in the present paper has been announced in [19] .
Preliminaries
In this section, we prepare some notations and lemmas which are necessary in this paper.
be the boundary of the parallelogram whose vertices consist of ±(M + 1/2)ω 1 ± (N + 1/2)ω 2 .
Generating functions of certain Eisenstein series
In this subsection, we review Katayama's work [16] with additional remarks. Note that Katayama's work is based on the classical works of Kronecker, Hurwitz and Herglotz (see [11, 13, 31] ). For −1 < x, y < 1 with (x, y) = (0, 0), let E(ξ) = E(ξ; x, y; ω 1 , ω 2 ) be as (1.5). It is easy to see that θ(z), defined by (1.6), is an odd entire function. In particular θ(0) = 0. Also it satisfies
which implies that θ(z) has zeros of order 1 at any lattice points on Z + τ Z. It is known that there is no other zero of θ(z). From these information we find that E is a meromorphic function on C and has the quasi-periodicity E(ξ + ω 1 ; x, y; ω 1 , ω 2 ) = E(ξ; x, y; ω 1 , ω 2 )e 2πix , (2.1)
It is also seen that E has simple poles only on ω 1 Z + ω 2 Z and its residue at the origin is 1. Hence E is bounded on M,N ∈N C M,N .
Since θ(0) = 0, the definition (1.5) is not valid for (x, y) = (0, 0). In this case we define
Then E is a meromorphic function on C and has the (quasi-)periodicity
This E also has simple poles only on ω 1 Z + ω 2 Z and its residue at the origin is 1.
For −1 < x, y < 1, write the Laurent expansion of E at ξ = 0 by
The first three coefficients in (2.6) are given by
and
Here we claim that for k = 1, H k (x, y; ω 1 , ω 2 ) is continuous at (x, y) = (0, 0) with respect to x. To show this claim, we use
In [16] , Katayama considered each case individually. We prove the following continuity.
is continuous with respect to x at the origin.
Proof. We have
where we have used the fact θ(0; τ ) = θ ′′ (0; τ ) = 0 and
This implies the assertion.
Then we have (2.14)
Using the Cauchy integral formula, we see that
Then we see that
the kth Hurwitz number associated with (ω 1 , ω 2 ), and H k (x, y; ω 1 , ω 2 ) the kth Hurwitz function associated with (ω 1 , ω 2 ) (which may be justified by (2.19) below). We quote the following.
If k ≥ 3, then the series converges absolutely and uniformly.
We can see that
Moreover by (2.9), we have
Proof. First, comparing (1.1) and (2.16), we have (2.19) . To prove the other formulas, we recall
(see [31, Chap. 7] ). Differentiating the both sides by z and putting z = 0, we have
In addition, differentiating twice more, we have
Dividing (2.24) by θ ′ (0; −1/τ ), and using (2.23), we have
By (2.18), we have 
is the Eisenstein series of weight 2 defined by
The generating function of Lerch zeta-functions
Then F is a meromorphic function on C, satisfies
and has the quasi-periodicity (2.29)
Furthermore F has simple poles only on ω 2 Z and its residue at the origin is 1. Write the Laurent expansion of F at ξ = 0 by
Since F is essentially the generating function of Bernoulli polynomials (see (1.14)), we can easily obtain the following lemma (see, for example, [1, p. 267]).
Proposition 2.5. Let k be a positive integer. Let z ∈ R. If k = 1, then assume z ∈ Z. We have
If k ≥ 2, then the series converges absolutely and uniformly.
Furthermore, for r ∈ N, we define B r j (z; ω 2 ) by
Then, comparing with (1.15), we have
A generalization of the Hurwitz-Herglotz-Katayama formula
To state our result, we first define hyperbolic-sine analogues of Eisenstein series. Let
stand for the limit in the following sense: there exist sequences
Denote by Lim M,N any one of the following limits:
In Theorem 3.1, we will show that the first sum of the right-hand side does not depend on a choice of the limits (3.1) while the second converges absolutely. It should be noted that when (x, y, z) = (0, 0, 1/2) and k ≥ 3 we have
because we see that (sinh((m + nτ )πi/τ )) r = (−1) rn (sinh(mπi/τ )) r . Hence we can call G r k (x, y, z; ω 1 , ω 2 ) a hyperbolic-sine analogue of ordinary Eisenstein series in the sense similar to q-analogues of zeta-functions (see (7.1)-(7.3)).
For −1 < x, y < 1 and 0 ≤ z ≤ 1 with (x, y, z) = (0, 0, 1), define
where the residue is taken for ξ ∈ ω 2 Z, and
We will show later in this section the continuity of K r with respect to x at x = 0 when y = 0. The following theorem implies that K r is essentially the generating function of G r k .
Theorem 3.1. For −1 < x, y < 1 and 0 ≤ z ≤ 1, the function K r (ξ; x, y, z; ω 1 , ω 2 ) is meromorphic in ξ, and especially holomorphic at ξ = 0. Write the Taylor expansion of K r at ξ = 0 by
Let k be a positive integer. If k = 2 and z = 0, 1, then assume (x, y) = (0, 0). If k = 1, then assume 0 < z < 1, y + rz ∈ Z. Then we have
The first sum of the right-hand side of (3.2) does not depend on a choice of the limits (3.1) while the second converges absolutely uniformly.
Remark 3.2. Comparing (3.6) with (2.6), we may call K k,r (x, y, z; ω 1 , ω 2 ) the kth generalized Hurwitz function.
The above theorem is regarded as a hyperbolic-sine analogue of the Hurwitz-HerglotzKatayama formula (1.10). In fact, though the above theorem is proved for r ∈ N, let us consider the case r = 0 of the theorem formally. Then D 0 (ξ) = E(ξ), and so K 0 (ξ) = E(ξ) − F(ξ; {y}; ω 2 ). Therefore from (1.9) and (2.30) it follows that
and hence, using (1.10) and (2.31), we find that (3.7) is valid (formally) for r = 0. (On the right-hand side of (1.10), the double sum is divided into two parts corresponding to m = 0 and m = 0, each of which is equal to −k!G 0 k and B k , respectively.) Our proof of Theorem 3.1 presented in Section 4 is not valid in the case r = 0 as it is, but it is possible to modify the argument there slightly to obtain the proof for r = 0. In this sense, Theorem 3.1 is a generalization of the Hurwitz-Herglotz-Katayama formula. Now we give the proof of the continuity of K r . Lemma 3.3. Let k be an integer with 0 ≤ k ≤ r − 1 and X, Y ∈ C, e X = 1. Then
Proof. Choose a sufficiently large R > |X|, and consider the integral
, where the path of integration L is the rectangle whose vertices are ±R + ci and ±R + (2π + c)i, where c ∈ R is chosen so that it is not congruent to 0, ℑX mod 2πZ. Then the poles inside L are 0 and X (mod 2πiZ), and so 
.
We have uniformly
Since 0 ≤ k ≤ r − 1, by taking the limit R → ∞, we obtain
Res
Res
(3.14)
Since 0 ≤ z < 1, we see that 0 ≤ [rz] ≤ r − 1. By Lemma 3.3, we obtain
(3.15)
Assume that 0 ≤ z < 1 and x = 0, and fix ξ. By Lemma 3.4, we see that
where the second equality follows from the definitions (2.10) and (3.3). Now it is easy to take the limit x → 0. Using Lemma 2.1, we have
which implies the continuity of K r with respect to x at x = 0. Here we remark that the situation in the case z = 1 is slightly different. By (3.18) E(ξ; x, y; ω 1 , ω 2 ) = −E(−ξ; −x, −y; ω 1 , ω 2 ) and (2.28), we have 19) and so for x = 0, Note that (3.22) means that if we subtract the constant term R r (x) with respect to ξ from K r (ξ; x, 0, 1; ω 1 , ω 2 ), then it goes to K r (ξ; 0, 0, 1; ω 1 , ω 2 ) when x → 0.
Proof of Theorem 3.1
For M, N ∈ N, let C M,N be the boundary of the parallelogram whose vertices consist of ±(M + 1/2)ω 1 ± (N + 1/2)ω 2 . We show some key lemmas about the following limit:
Lemma 4.1. Let r ∈ N. Assume that k ∈ N with k ≥ 2, (x, y) = (0, 0) and 0 ≤ z ≤ 1. Then (4.1) holds.
Lemma 4.2. Let r ∈ N. Assume that k = 1, (x, y) = (0, 0), 0 < z < 1, y + rz ∈ Z. Then (4.1) holds. To show these lemmas, we need some preparation. Let 
Proof. This is because the left-hand side is periodic in ξ with period ω 2 , while, since 0 < α < 1, the left-hand side is of exponential decay when ξ moves along C 1 N .
Lemma 4.7. For α ∈ R \ Z and β ∈ C \ Z,
Proof. In this proof, we temporarily set (ω 1 , ω 2 ) = (1, i). Assume 0 < α < 1. Let (4.4) f (ξ) = e 2πξα e 2πξ − 1 . 
Hence lim
M,N with a = M + 1/2, for all M with sufficiently large |M |, we have
which implies that
Hence for a sufficiently large N > 0, we have 12) where the second equality follows by counting the residues of the poles between C 1 N and C 1 −N −1 . But (4.9) implies that the second member of (4.12) tends to 0 as N → ∞. Hence the third member also tends to 0, which implies (4.3). 
Proof. We have
(4.14) 
This together with similar estimations for the rest of the path C M,N implies (4.1).
Proof of Lemma 4.2. First we consider the path C 1 M,N . For ξ = aω 1 + bω 2 with a ∈ R and
for some c 1 > 0 by Lemmas 4.6 (which can be applied because 0 < z < 1) and 4.9, which implies
Next we consider the path C 2 M,N . We have, using (2.2) and (2.29), (4.23)
where a = M + 1/2. Let h(M, N, b) be the integrand of the last member. Then Lemmas 4.6 and 4.8 imply
On the other hand, by Lemma 4.7 and (4.23) we have
Applying Lemma 4.6 (available because y + rz / ∈ Z) to Φ, we obtain for some c 3 > 0,
Similar estimations also hold for the rest of the path C M,N , therefore (4.1) follows. 
for some c 4 , δ > 0. Proof of Lemma 4.5. Since the same estimation as (4.21) holds, the proof of Lemma 4.2 works well in this case.
Proof of Theorem 3.1. Let k ∈ N. Due to the properties of E and F, we see that ξ −k D r (ξ) has poles only at ξ = mω 1 + nω 2 (m, n ∈ Z). Hence
By Lemmas 4.1, 4.2, 4.4 and 4.5, we have
under the assumptions of Theorem 3.1. The poles at ξ = mω 1 + nω 2 (m ∈ Z \ {0}, n ∈ Z) are simple and their residues are calculated as
Similarly the poles at ξ = nω 2 (n ∈ Z \ {0}) are of order (1 + r) and their residues are
Since D r (ξ) has a pole of order (1 + r) at the origin, by putting D r (ξ) = ∞ l=0 D l ξ l−r−1 we obtain (4.37) Res
Hence by Proposition 2.5, with noting y + rz ∈ Z in the case k = 1, we have
Since from (2.30) we see that Res Next we show the holomorphy of K r in the neighborhood of the origin. We see that
Since the last term is holomorphic in the neighborhood of the origin, it is sufficient to check the first two terms. We have
which implies the holomorphy of K in the neighborhood of the origin. Hence (3.6) is valid, and so Res
From this and (4.42) we obtain the conclusion (3.7). If k ≥ 3, or k = 2 and 0 < z < 1, then the series converges absolutely uniformly and we have the result.
Furthermore K k,r (x, y, z; ω 1 , ω 2 ) is a polynomial function of degree at most (k − 1) in z in the interval where [y+rz] is constant. The degree is (k−1) if and only if K r (0; x, y, z; ω 1 , ω 2 ) = 0.
Proof. Fix x and y. By definition, we see that K r (ξ) can be rewritten as the form
where K r (ξ) is independent of z in the interval where [y + rz] is constant. This expression yields (5.3) and hence (5.4). Furthermore, K r (ξ) = e −2πiξrz/ω 2 K r (ξ) and (3.6) imply that K r (ξ) is holomorphic in ξ around the origin. Comparing the Taylor expansions of the both sides of (5.5), we see that the degree of K k,r (x, y, z; ω 1 , ω 2 ) in z is at most (k − 1). By (5.4), we have
Noting K 1,r (x, y, z; ω 1 , ω 2 ) = K r (0), we have the last assertion of the theorem.
Now from Theorems 3.1, 5.1 and 5.2 we can immediately deduce Theorem 1.1 as follows.
Proof of Theorem 1.1. For r ≥ 2, from (3.2) and (3.7) we have
while from (5.2) we have
which is, by Lemma 2.3 and (2.33), further equal to
From (5.7) and (5.9) we obtain (1.16). For r = 1, a similar calculation yields (1.17). Note that in the case when
, which is convergent. The statement for the degree with respect to π, ̟ 4 is clear. As for z, it follows from Theorem 5.2.
Explicit examples
From Theorem 1.1, we can give the following explicit formulas.
Example 6.1. For z ∈ R with 0 ≤ z ≤ 1, from (1.17) we have
The right-hand sides of the above formulas are indeed polynomials in z.
In particular, putting z = 1/2 in (6.2), we obtain (1.11). Considering the cases z = 0 and z = 1 in (6.2) and adding them, we obtain which are higher-order versions of our previous results in [28] , where we have proved, for example, (1.11), (1.12) and
Note that, by using the same method as introduced in [28] , we can prove that (6.12) G 2k+1 1
In fact, from the above listed equations we can observe that (6.12) for k = 1, 2 is true.
Next we consider more general cases.
2), and using (2.7) and (2.33), we have (6.13)
Therefore, by using (2.20), we obtain (6.14)
On the other hand, letting (k, r) = (1, 1) in (3.7), we have (6.15)
Substituting (6.15) in the both cases τ and −1/τ into (6.14), we have the following reciprocity formula:
Letting τ = i, we immediately obtain (6.11). Next we let τ = ρ = e 2πi/3 . We prove
In fact, where A(m, n; ρ) = (−1) n sinh(mπi/ρ)(m + nρ)
Fix an M temporarily, and replace the condition −N + m ≤ n ≤ N + m on the inner sum by −N ≤ n ≤ N . When m > 0, the terms A(m, n; ρ) for N < n ≤ N + m are to be removed, while the terms for −N < n ≤ −N + m are to be added. The total number of these terms is O(M ), and each of these terms is estimated as O(N −1 ) if N is sufficiently large. Hence the total contribution of these terms tends to 0 when M is fixed and N → ∞. The case m < 0 is similar. Therefore we can replace the condition on the inner sum by −N ≤ n ≤ N on the right-hand side of (6.19) . Then it is equal to −ρ −1 G 1 1 (ρ). This proves (6.17) .
Putting τ = ρ in (6.16) and combining with (6.17), we have
Therefore we have .
and H 2j (1, ρ) = 0 for j ≥ 2 with 3 ∤ j. Therefore, applying the same argument as in thefor q ∈ R with q ≤ 1. They showed that lim q→1 ζ q (s) = ζ(s) for all s ∈ C except for s = 1. More generally, they studied the function
Note that f q (s, s−1) = ζ q (s). In [30] , Wakayama and Yamasaki showed that lim q→1 f q (s, t) = ζ(s) for all (s, t) ∈ C 2 except for s = 1. Therefore f q (s, t) can be regarded as a true qanalogue of ζ(s).
In this section, we aim to evaluate f q (2k, k) for k ∈ N when q = e −2π . From the definition, we can see that if q = e −2π then (7.3) f q (2k, k) = 1 − e −2π 2 2k ∞ m=1 1 sinh(mπ) 2k (k ∈ N).
Therefore it is necessary to evaluate m≥1 sinh(mπ) −2k for k ∈ N. 
(i).
Proof. Let
(−1) n sinh(nπ)n j (j ∈ Z).
Cauchy [9] showed that (7.5) S(−1) = − 1 4π , S(−4j − 1) = 0 (j ∈ N).
For θ ∈ (−π, π) ⊂ R, let
(−1) n {sin(nθ) + sinh(nθ)} sinh(nπ) + θ 2π , which is absolutely convergent for θ ∈ (−π, π). We can easily check that sin x + sinh x = 2 l≥0 x 4l+1 /(4l + 1)!. Hence, by (7.5), we have
=2S(−1)θ + θ 2π = 0 (θ ∈ (−π, π)). 1 sinh(mπ) 2k , which gives (7.4) . This completes the proof. Example 7.2. As we mentioned in the previous section (see Example 6 .2), we can evaluate G 2k−1 1 (i) (see (6.9)-(6.11)). Hence, setting q = e −2π , and combining (7.3) and (7.4), we can obtain the following evaluation formulas for q-zeta functions:
f q (2, 1)(= ζ q (2)) = (1 − q) 
