It is assumed that B and each A i3 are real symmetric m x m matrix functions of class C\G x H m ) and that the mn x mn matrix (A i3 (x, V) ) F[u, v] be the functionals defined by
with domains 3)/, ©/ x ® m , respectively, where 35/ denotes the set of all vector functions ueC ι {G) with range in H such that u vanishes identically on dG.
In analogy with Morse's definition of a conjugate basis for an ordinary linear system [11, p. 56] , a matrix V is said to be conjugate relative to L if and only if Y^x, V) = 0 identically for i = 1, 2,
, n, where
Similarly to the well known fact for ordinary linear systems, it follows easily from the symmetry of the matrices involved that identically in G for any solution Ve S) m of LV = 0. As in the ordinary case, this motivates the definition of a conjugate matrix.
The first comparison theorem is "weak" in the sense that the conclusion applies to G rather than G. The rather simple proof of the weak theorem suggests the proof of the strong Theorem 2. For the weak theorem, dG is required only to be piecewise C 
Proof. Suppose to the contrary that V(x) is nonsingular for all xeG.
Then there exists a unique w e ®y satisfying u(x) = V(x)w(x) identically in G. An easy calculation similar to that given in [14, p. 188] yields the following identity:
where Y^x, V) is given by (3) . Since Yi(x, V) = 0 identically for i = 1, 2, , n, V T LV <^ 0 in G, and w -0 on <5G, integration of (4) over G and use of Green's identity gives the inequality
where F is given by (2), equality if and only if DiW -0 identically in G for each i = 1, 2, , n and LV = 0, i.e., %(a?) = F(^)^(α?) = V(x)c for some constant vector c and LFΞO. However, u -0 on 3G and c Φ 0 since u(α ) is nontrivial by hypothesis, and hence equality in (5) implies that V(x) is singular on dG. Thus the assumption that V(x) is nonsingular throughout G leads to the contradiction
Theorem 2 (strong comparison theorem). Under the hypotheses of Theorem 1 (where dGeC 1 ) either det V(x) vanishes at some point in G or there exists a constant vector c Φ
Since dG is of class C 1 , it is well known that u belongs to the Sobolev space H (2) shows that there is a constant K > 0 such that
JG

Application of the Schwarz inequality then yields the estimate (8) \F[u n , V] -F[u, V]\
Since lim \\u n -u\l = 0 (w-°o), i^[^, F] ^ 0 in view of (7) where M is a positive constant and the subscript S indicates that the integrals involved in the norm (6) are taken over S only. Since V-\x) e C'iS) and w = V-'u, w n = F"X, it follows that (8), we conclude from (9) that H s [u, V] = 0, and hence that D { w = 0 identically in S for i = 1,2, , n. Since S is arbitrary, w(x) = c or %(cc) = F(x)c throughout G, and hence throughout G by continuity, for some nonzero constant vector c. This completes the proof of Theorem 2.
It follows from Green's formula that hypothesis (i) of Theorem 1 or 2 is implied by the existence of a solution u e © of the differential inequality u τ lu Ξg 0 in G such that u = 0 on 3G. Also, hypothesis (iii) is implied by the conditions that the matrices [a iS (x, u(x) 
of order mn and m, respectively, are positive semidefinite for all xeG.
In the linear case, hypothesis (iii) reduces to E[u] ^ 0, where
which is independent of V. The following special case of Theorem 2 is then immediate. In the case m = 1, Theorem 3 extends results of Kreith [8] and Diaz and McLaughlin [5] to arbitrary regular bounded domains G and to differential inequalities. In the case that n = 1 and the hypotheses are strengthened to lu = 0 identically in an interval (x 19 x 2 ), LV = 0 in (x ly x 2 ), and a(x) -A(x) and B(x) -b(x) are positive semidefinite at every point, Theorem 3 reduces to a result of Morse [11] , also stated by Diaz and McLaughlin [5] in a different form.
