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Abstract. Perceptual image quality assessment (IQA) uses a computational model to assess the image 
quality in a fashion consistent with human opinions. A good IQA model should consider both the 
effectiveness and efficiency. To meet this need, a new model called multiscale contrast similarity 
deviation (MCSD) is developed in this paper. Contrast is a distinctive visual attribute closely related to 
the quality of an image. To further explore the contrast features, we resort to the multiscale 
representation. Although the contrast and the multiscale representation have already been used by other 
IQA indices, few have reached the goals of effectiveness and efficiency simultaneously. We compared 
our method with other state-of-the-art methods using six well-known databases. The experimental 
results showed that the proposed method yielded the best performance in terms of correlation with 
human judgments. Furthermore, it is also efficient when compared with other competing IQA models.  
The MATLAB source code of MCSD is public available online at 
http://www.mathworks.com/matlabcentral/fileexchange/56604-multiscale-contrast-similarity-deviation
/content/mcsd.m 
Keyword: contrast similarity, image quality assessment, multiscale, standard deviation pooling, full 
reference. 
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1  Introduction 
 
Image quality assessment occupies a very important position in numerous fields and 
applications, such as image acquisition, compression, transmission and restoration. 
Since human beings are the ultimate receivers of the visual stimulus, it is essential to 
develop a perceptual model to closely correlate with the human visual system (HVS). 
Objective quality assessment methods can be classified into three types [1]: (1) 
full-reference(FR), where an ideal "reference" image is available for comparison; (2) 
reduced-reference (RR), where partial information about the reference image is 
available; and (3) no-reference (NR),  where the reference image is not accessible. 
This paper focuses on the FR methods. In the past decades, great efforts and huge 
advances have been made in FR methods. Here we briefly review some representative 
ones. More comprehensive surveys on FR-IQA metrics can be found in [16] , [17] and 
[18]. The traditional metrics such as the peak signal-to-noise ratio (PSNR) and the 
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mean squared error (MSE) did not correlate well with human opinions [2]. The later 
developed FR methods could be generally classified into three types of approaches: 
the HVS model based ones, the information theoretic ones and the structural ones. 
The noise quality measure index (NQM) [7], the visual signal-to-noise ratio 
index (VSNR) [8] and most apparent distortion (MAD) [12] are the three 
representatives HVS based FR methods. The NQM and the VSNR quantified the 
effects of different visual signals (e.g. the luminance, the contrast, the frequency 
content, the interaction between them) on the HVS. The MAD was proposed by 
Larson and Chandler based on the hypothesis that the HVS used different strategies 
for high quality and low quality images. However this kind of FR methods is usually 
not computationally efficient. 
The information theoretic approaches include the visual information fidelity 
(VIF)[9] and the information fidelity criteria (IFC) [10]. The VIF took the FR IQA 
problem as an information fidelity problem and chose the amount of information 
shared by the reference image and the distorted one as the similarity, which was an 
extented version of the IFC. 
The structural approaches are based on the assumption that the HVS is highly 
adapted for extracting structural information from the visual scene. As a milestone in 
the development of IQA models, the structural similarity (SSIM) [3] surpassed the 
previous ones since it showed a better correlation with the human perception. Then a 
lot of SSIM-based metrics have been proposed in the literature [4-6]. In [11], Gao et 
al. presented a content-based metric (CBM), which divided the structural information 
into edges, textures and flat regions in accordance with the content and then pooled 
the three parts with different weights to obtain the final image quality. Based on the 
observation that the visual information in an image is often redundant and the HVS 
understands an image mainly based on its low-level features,  Zhang et al. proposed 
the feature-similarity (FSIM) index [14] which employed two features (the phase 
congruency and the gradient magnitude) to compute the local similarity map. 
Considering the gradients’ sensitivity to structure and contrast changes, Liu et al. 
proposed GSM [13] based on a gradient similarity. Unlike the SSIM’s average 
pooling, the CBM, the FSIM and the GSM adopted a weighting strategy for the 
pooling. Note that the weighting pooling may gain more IQA accuracy than those 
with average pooling to some degree, but it may increase the computational 
complexity. In addition, this pooling could make the predicted quality scores 
nonlinear to human opinions [15]. Based on these considerations, Xue et al. [15] 
proposed a gradient based model, based on the observation that the image gradient 
can effectively capture image local structures to which the HVS is highly sensitive. 
The gradient magnitude similarity deviation (GMSD) index [15] firstly the generated 
image gradient magnitude maps of the reference image and the distorted one, and then 
computed the similarity map of them, finally took the standard deviation of similarity 
map as the overall image quality score.  
Generally, the effectiveness, namely, high correlation with the human subjective 
score, is the prerequisite of a good IQA model. The efficiency (low computation cost), 
however, is the second most important criterion of a good IQA model. Thus the 
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effectiveness and efficiency are two ultimate goals for the design of IQA models, but 
unfortunately it is hard to reach these two goals simultaneously. Among the 
above-mentioned methods, the GMSD [15] had a big success in terms of the two 
goals, but its performances were a little bit low for certain distortion types (such as the 
contrast distortion). In this paper, we attempt to make another effort to fill this need 
and to overcome the problem of the GMSD by proposing an effective and efficient 
FR-IQA model called multiscale contrast similarity deviation (MCSD). The MCSD is 
also a structural approach.  
The rest of this paper is organized as follows. In Section 2, we present the 
proposed model in detail. Section 3 shows and discusses the results. We conclude this 
work in Section 4. 
 
2   Multiscale contrast similarity deviation (MCSD) 
Contrast is a good attribute for characterizing the quality of an image [19]. 
Proper contrast change may even improve the perceptual quality of images. In fact, 
we can define “high quality” as appropriate contrast and little distortion. The contrast 
has been widely used in the area of image enhancement [20-25]. Contrast has 
previously been utilized in SSIM [3], where it was used as one of the three features - 
luminance, contrast and structure. Here we use the contrast feature alone to design our 
IQA model. Furthermore, the contrast is sensitive to the spatiotemporal frequency and 
viewing distance [26], [27], which are related to the multi-scale representation to 
some extent. In fact, the multi-scale method is a convenient way to incorporate image 
details at different resolutions. Perceptibility of image details depends on viewing 
distance and sampling density of an image. Furthermore, a natural image might have 
objects and structures that are relevant at different scales, but the human eye is readily 
able to identify and process the information presented by it [28]. Thus, processing an 
image at various scales adds flexibility to the processing technique, and image scales 
play a very important role in IQA [4], [29]. In [4], five scales, namely, the original 
image scale plus the other four reduced resolution (each down sampled by a factor of 
2), were utilized to design the multi-scale SSIM. Very recently, by using proper image 
scales, the authors of [29] designed a totally training free NR-IQA. For these reasons, 
we combined the contrast with the multi-scale representation to design our model.   
2.1 Structure diagram of the MCSD 
The structure diagram of the MCSD is shown in Fig.1. The design choices (all the 
parameters’ settings) for MCSD will be introduced in section 3.2. 
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Fig.1. Structure diagram of the MCSD. Ref indicates a reference image and Dist indicates the 
corresponding distorted one, L: low-pass filtering; 2↓: down sampling by 2; CS1,CS2 and CS3 mean 
contrast similarity map1, contrast similarity map2 and contrast similarity map3, respectively; CSD1, 
CSD2 and CSD3 mean the standard deviation of CS1, CS2 and CS3, respectively. The general idea of 
the MCSD is to decompose the reference and the distorted images into three scales, then calculate their 
contrast similarity deviation for each scale, and get the final note via a pooling of the CSD values on 
the three scales. 
 
The MCSD explores the contrast features by resorting to the multi-scale 
representation. The reason is that multiscale method incorporates image details at 
different resolutions, and contrast is relevant to the viewing distance. The contrast 
combined with multiscale representation were widely used in the literature of image 
enhancement [32-34,38,39] and image fusion [35-37], where the multiscale 
representation was implemented by pyramid decomposition [34], [36], wavelet 
decompositions [32, 34, 36], scale-space approach [33] and homomorphic transform 
[39]. In view of efficiency, the multiscale representation in the proposed model, 
however, was operated by iteratively applying a low-pass filter and downsampling the 
filtered image by a factor of 2, as did in MS-SSIM [4].  
Considering the computational cost, we do not use the original image scale but 
three reduced resolutions (each down sampled by a factor of 2). For the reference 
image and distorted image at each scale, we calculate their contrast similarity 
deviation (CSD), sort of contrast similarity map between them (the derivation of the 
CSD will be detailed in the next subsection). Then the CSDs at three scales are pooled 
to have the final score MCSD using the following equation: 
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1
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where 3  means product, nscales is the total scale we use, j is the jth scale, jE is the 
corresponding weight of the jth scale and 
nscales
1
1j
j
E
 
 ¦ .  
 
2.2 Contrast similarity deviation 
There are different definitions for contrast [30], [31], such as Weber contrast, 
Michelson contrast, RMS (root-mean-square) contrast, etc. Weber contrast is mainly 
for characters, Michelson contrast is mainly for depicting the gratings, and RMS 
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contrast for natural stimuli [30]. Thus we chose the RMS contrast in this paper, as 
adopted by the SSIM [3]. Similar to [3], we use the standard deviation (the square 
root of variance) as an estimate of the signal contrast: 
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where intensities ijI  are the i-th j-th element of the 2D image of size M by N, and I  
is the average intensity of all pixel values in the image.  
    Whereas, the contrast is computed locally in the paper and it can be written in the 
following form. 
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where ijw  is local window, namely, a circular-symmetric Gaussian weighting function 
and then rescaled to unit volume, IP is the local mean of image I. The local window 
size plays an important role in the performance of the IQA model as it will be shown 
in section 3.2. 
Contrast maps are computed locally for reference image and its distorted one 
using Eq. (3). We denote by rCM and dCM  the contrast maps for the reference image 
and the distorted one, respectively. Then contrast maps similarity contrast similarity 
map(CS , which is also a map) for the two images being compared is defined as: 
 
 2 2
(2 )=
( . . )
r dCM CM aCS
CMr CMr a

    (5) 
where "◦" indicates element-wise multiplication of two matrices, " 2. " indicates 
element-wise square of the matrix, and a is a positive constant to avoid division by 
zero. Note that rCM and dCM  are computed from a local patch of reference image r and 
the distorted one d, respectively. For grayscale image, contrast is the difference 
in luminance  that makes an object distinguishable. To reflect the contrast change as 
accurately as possible, we resort to the standard deviation as the pooling strategy since 
it can reflect the range of image local contrast degradation. This is in line with the 
contrast since both of them indicate “change”. Thus the contrast similarity deviation 
(CSD) is defined as follows: 
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where CSM (contrast similarity mean) is the mean pooling of contrast similarity map: 
1 1
1 ( , )
M N
i j
CSM CS i j
MN   
 ¦¦   (7) 
 
2.3 Algorithm description of the MCSD 
 
To clearly state the workflow of the MCSD, we give its algorithmic description in 
Algorithm 1. 
 
Algorithm 1 
Initialization: Given the reference image Ref and its distorted image Dist, compute 
the contrast maps of Ref and Dist, respectively, by using Eq. (3) 
Repeat:  
for j=1:nscales do 
1) Apply a 2×2 average filter on both Ref and Dist, and then down-sample the 
outputs by a factor of 2. 
2) Compute the contrast maps of Ref and Dist, respectively, by using Eq. (3); 
3) Compute the quality map of Ref and Dist by Eq.  (5); 
4) Adopt the standard deviation as the the pooling strategy to obtain the image 
quality through Eq. (6); 
end for 
beta=[beta1 beta2 beta3]; 
MCSD=CSD(1) beta1 ×CSD(2) beta2 ×CSD(3) beta3 
 
3  Performance evaluation 
3.1 databases and evaluation protocols 
To test the performance of the proposed MCSD, we used the six well-known 
databases: LIVE [40], CSIQ [41], TID2008 [42], TID2013 [43], MICT [44] and IVC 
[45]. The information about these databases is summarized in Table 1. 
 
x 1) LIVE database II [40]: It consists of 29 reference images and their degraded 
version with five types of distortions, i.e., JPEG 2000 compression (JP2K), 
JPEG compression (JPEG), additive white Gaussian noise (WN), Gaussian 
blurring (Gblur), and fast fading (FF). The human subject score (DMOS) 
associated with distorted images are provided. 
x 2) CSIQ IQA database [41]: It consists of 30 reference images and their 
degraded versions with six different types of distortions at four to five 
different levels: JPEG2000, JPEG, Additive Gaussian white noise (AGWN), 
Gaussian Blurring (GB), global contrast decrements (CTD), and additive pink 
Gaussian noise (APGN). DMOS associated with distorted images is provided 
and is in the range [0, 1], where lower DMOS indicates higher quality.  
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x 3) The TID2008 database [42]: It contains 1700 test images, which are derived 
from 25 reference images. There are 17 types of distortions for each reference 
image and four different scales of each type of distortion.  
x 4) The TID2013 database [43]: TID2013 is an acronym for Tampere image 
database 2013. It is a newly arrived with very huge number of images are 
present among the IQA databases presented among the IQA databases. It 
contains 25 original images, 3000 distorted images and having 24 different 
types of distortions with 5 levels of variations in each distortion. 
x 5) MICT [44]: There are 98 images of 768×512 pixels for both JPEG and 
JP2K group. Six quality scales are selected for each distortion type. 
x 6) IVC [45]: It consists of 10 original images and 235 distorted images 
generated from four different processing: JPEG, JPEG2000, LAR coding and 
blurring. 
The relevant information about these databases is summarized in Table 1. 
 
Table 1 Information about the databases. 
database 
reference 
image 
distorted 
image 
distortion 
types 
Observer 
Image 
type 
Image 
format 
MOS/DMOS 
range 
LIVE 29 779 5 161 color bmp 
[0,100] 
(DMOS) 
CSIQ 30 866 6 35 color png [0,1] (DMOS) 
TID2008 25 1700 17 838 color bmp [0,9] (MOS) 
TID2013 25 3000 24 971 color bmp [0,9] (MOS) 
Toyama-MICT 14 168 2 14 color bmp [1,5] (MOS) 
IVC 10 185 4 15 grayscale bmp [1,5] (MOS) 
 
We calculated four commonly used performance indices, i.e. the Spearman's 
rank ordered correlation coefficient (SROCC) and the Kendall rank-order correlation 
coefficient (KROCC) which measure the prediction monotonicity; the Pearson's linear 
correlation coefficient (PLCC) which is related to the prediction linearity (considered 
as the measure of prediction accuracy); and the root mean square error (RMSE) which 
evaluates the prediction consistency.  
    Let the vector s denote subjective scores, the vector x  denote the original IQA 
scores predicted by an objective metric, id  denote the difference between the ranks 
of each pair in x and s , both s and x have n  elements, then: 
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where cn  is the number of concordant pairs in the data set and dn  is the number of 
discordant pairs in the data set. Let 1 1 2 2( , ), ( , ),...( , )n nx s x s x s be a set of joint 
observations from two random variables (IQA scores X and subjective 
scores S, respectively). For any pair of observations ( , )i ix s  and ( , )j jx s , if both 
i jx x!  and i js s!  or if i jx x  and i js s , then they are concordant; else if 
i jx x  or i js s , then they are neither concordant nor discordant; else they are 
discordant. 
    To compute the PLCC and the RMSE, we used a logistic regression function to 
reduce the nonlinearity of predicted scores [46].  
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where iD  (i=1, 2, …, 5) are parameters to be fitted and pi is the element in the vector 
p that denotes the IQA score after regression. Then we have: 
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where p  and s  are the mean of p  and s , respectively.  
 2
1
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n
i i
i
RMSE s p
n  
 ¦   (12) 
A value being close to 1 for SROCC, KROCC and PLCC indicates a good 
performance for quality prediction. Whereas, for RMSE, the smaller the value is, the 
better prediction consistency it yields.  
3.2 Implementation of MCSD 
Note that several parameters are involved in MCSD design. We thus tested their 
impact on the overall performance of the proposed model in this section. We draw the 
plot of the SROCC vs. the local window size and the SROCC vs. the constant a in Eq. 
(5) in Fig. 2 and Fig.3, respectively. We investigated their impacts on the performance 
on CSIQ database. We can see from Fig.2 that the performance is on a downward 
trend when the local window size increased. Thus we set it to 2. In other words, we 
use a 2×2 circular-symmetric Gaussian weighting function with its standard deviation 
of 1.5 and then rescaled to unit volume. 
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Fig. 2. SROCC with respect to the local window size 
We investigated the constant a from 1 to 130 with a step of 10. From Fig.3 we can see 
that the performance reaches its maximum value at the point of 40 on CSIQ database. 
 
Fig.3.SROCC with respect to constant a 
In our experiment, we set it to 45 considering its overall performance on all the 
benchmark databases. We set nscales=3, 1 0.65E  , 2 0.1E   and 3 0.25E  based on 
experiments conducted in the same way as the above procedure.  
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  To further investigate the influences of different pooling strategies on the 
performance, the simple average (MEAN) pooling strategy is compared with the 
standard deviation pooling strategy. We conducted an experiment on three six large 
databases-LIVE [40], CSIQ [41], TID2008 [42], TID2013 [43], MICT [44] and IVC 
[45]. The Spearman's rank ordered correlation coefficient (SROCC), defined in 
section 3, is used as the evaluation criterion here. The result is shown in Fig.4, from 
which we can see that the standard deviation pooling for our model is better than the 
mean pooling on all of the three six databases. 
 
Fig.4. The SROCC of using mean and STD to evaluate on LIVE, TID2008, TID2013, CSIQ, MICT 
and IVC databases. STD denotes the standard deviation 
 
3.3 Performance comparisons 
We compared the proposed method MCSD to seven state-of-the-art and 
representative FR-IQA models, including SSIM [3], MS-SSIM [4] IW-SSIM [6] VIF 
[9], MAD [12], FSIM [14], GMSD [15]. All the IQA models were designed for 
grayscale image except the FSIM which could handle both color and grayscale image. 
Note that GMSD is the recently proposed top-performance IQA model. In Table 2, 
the best three ones are highlighted in boldface for each distortion for SROCC, 
KROCC, PLCC and RMSE. The source codes of all the other metrics were obtained 
from the original authors.  
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Table 2 Performances of the proposed metric and the other eight competing FR-IQA metrics on six 
benchmark databases. The top three metrics for each criterion are highlighted in boldface 
  SSIM MS-SSIM IW-SSIM VIF MAD FSIM GMSD MCSD 
TID
2013 
SROCC 0.7417 0.7859 0.7779 0.6769 0.7807 0.8015 0.8044 0.8089 
KROCC 0.5588 0.6047 0.5977 0.5147 0.6035 0.6289 0.6339 0.6385 
PLCC 0.7895 0.8329 0.8319 0.7720 0.8267 0.8589 0.8553 0.8565 
RMSE 0.7608 0.6861 0.6880 0.7880 0.6975 0.6349 0.6423 0.6399 
TID
2008 
SROCC 0.7749 0.8542 0.8559 0.7491 0.8340 0.8804 0.8907 0.8911 
KROCC 0.5768 0.6568 0.6636 0.5861 0.6445 0.6945 0.7092 0.7133 
PLCC 0.7732 0.8451 0.8579 0.8084 0.8308 0.8738 0.8788 0.8844 
RMSE 0.8511 0.7173 0.6895 0.7899 0.7468 0.6527 0.6404 0.6263 
C
SIQ
 
SROCC 0.8756 0.9133 0.9213 0.9195 0.9466 0.9310 0.9570 0.9592 
KROCC 0.6907 0.7393 0.7529 0.7537 0.7970 0.7690 0.8122 0.8171 
PLCC 0.8613 0.8991 0.9144 0.9277 0.9502 0.9192 0.9541 0.9560 
RMSE 0.1334 0.1149 0.1063 0.0980 0.0818 0.1034 0.0786 0.0770 
LIV
E 
SROCC 0.9479 0.9513 0.9567 0.9636 0.9672 0.9634 0.9603 0.9668 
KROCC 0.7963 0.8045 0.8175 0.8282 0.8427 0.8337 0.8268 0.8407 
PLCC 0.9449 0.9489 0.9522 0.9604 0.9688 0.9597 0.9603 0.9675 
RMSE 8.9455 8.6188 8.3473 7.6137 6.7672 7.6780 7.6214 6.9079 
IV
C
 
SROCC 0.9018 0.8847 0.9125 0.8966 0.9147 0.9262 0.9146 0.9231 
KROCC 0.7223 0.7012 0.7339 0.7165 0.7406 0.7564 0.7371 0.7522 
PLCC 0.9119 0.8934 0.9231 0.9028 0.9210 0.9376 0.9235 0.9292 
RMSE 0.4999 0.5474 0.4686 0.5239 0.4746 0.4236 0.4675 0.4503 
M
IC
T 
SROCC 0.8794 0.8874 0.9202 0.9077 0.9362 0.9050 0.8528 0.8973 
KROCC 0.6939 0.7029 0.7537 0.7315 0.7823 0.7280 0.6588 0.7180 
PLCC 0.8887 0.8927 0.9249 0.9138 0.9367 0.9065 0.8582 0.8971 
RMSE 0.5738 0.5639 0.4759 0.5084 0.4381 0.5283 0.6424 0.5531 
In Table 3, we show the weighted-average SROCC, KROCC, PLCC, and RMSE 
results over six databases, where the weight assigned to each database linearly 
depends on the number of distorted images contained in that dataset. This can provide 
an overall performance evaluation of the tested IQA indices [6]. 
Table 3 Overall performance of IQA models over six databases 
IQA models SROCC KROCC PLCC RMSE 
SSIM 0.7993 0.6159 0.8186 1.6426 
MS-SSIM 0.8442 0.6637 0.8612 1.5358 
IW-SSIM 0.8443 0.6677 0.8680 1.4926 
VIF 0.7718 0.6112 0.8305 1.4788 
MAD 0.8450 0.6750 0.8656 1.3237 
FSIM 0.8631 0.6935 0.8856 1.3813 
GMSD 0.8684 0.7020 0.8874 1.3781 
MCSD 0.8729 0.7092 0.8915 1.2877 
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The ranking of the weighted-average performances of the evaluated IQA indices 
based on four different performance metrics, SROCC, KROCC, PLCC, and RMSE, is 
presented in Table 4. 
 
Table 4 Ranking of overall performance of IQA models 
IQA models SROCC KROCC PLCC RMSE 
SSIM 7 7 8 8 
MS-SSIM 4 6 6 7 
IW-SSIM 6 5 4 6 
VIF 8 8 7 5 
MAD 5 4 5 2 
FSIM 3 3 3 4 
GMSD 2 2 2 3 
MCSD 1 1 1 1 
 
From Table 2, it can be seen that the proposed MCSD performs consistently well on 
each individual database. It achieves the best on the four largest databases (TID2013, 
TID2008, CSIQ and LIVE). On IVC and MICT, even though it is not the best, it 
performs only slightly worse than the best one. While for other competitors, they 
either work well on one database but poor on other databases. For example, the MAD 
performs quite well on CSIQ, LIVE, IVC and MICT, but it works quite poor on the 
two largest databases, TID2013 and TID 2008. The GMSD performs only slightly 
worse than the proposed MCSD, but it lags the MCSD on MICT, IVC and LIVE 
databases a lot. From Tables 3 and 4 we can see that the MCSD has the best overall 
performance weighted on the six benchmark databases. The relative bad performance 
of the MCSD on the MICT will be discussed in the next subsection (after Table 6).  
 
3.4 Performance comparisons on individual distortion types 
To fully evaluate the IQA models, we also compared their abilities of predicting 
image quality degradations caused by different types of distortions. We list the results 
in Table 5 and Table 6. Like the GMSD [15], we also only showed the SROCC scores 
for space saving purpose. In Table 5 and Table 6, we use boldface font to highlight the 
top 3 models in each group. 
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Table 5 SROCC values of IQA model for each type of distortions in TID2013. 
AGN, ANC, SCN, MN, HFN, IN, QN, GB, DEN, JPEG, JP2K, JGTE, J2TE, NEPN, Block, MS, CTC, 
CCS, MGN, CN, LCNI, ICQD, CHA and SSR in TID database are the distortions additive Gaussian 
noise, additive noise in color components, spatially correlated noise, masked noise, high frequency 
noise, impulse noise, quantization noise, Gaussian blur, image denoising, JPEG compression, 
JPEG2000 compression, JPEG transmission errors, JPEG2000 transmission errors, non-eccentricity 
pattern noise, local block-wise distortions of different intensity, mean shift, contrast change, change of 
color saturation, multiplicative Gaussian noise, comfort noise, lossy compression of noisy images, 
image color quantization with dither, chromatic aberrations and sparse sampling and reconstruction, 
respectively.  
  SSIM MS-SSIM IW-SSIM VIF MAD FSIM GMSD MCSD 
TID
2013 
AGN 0.8671 0.8646 0.8438 0.8994 0.8843 0.8973 0.9462 0.9451 
ANC 0.7726 0.7730 0.7515 0.8299 0.8019 0.8208 0.8684 0.8671 
SCN 0.8515 0.8544 0.8167 0.8835 0.8911 0.8750 0.9350 0.9404 
MN 0.7767 0.8073 0.8020 0.8450 0.7380 0.7944 0.7075 0.7236 
HFN 0.8634 0.8604 0.8553 0.8972 0.8876 0.8984 0.9162 0.9166 
IN 0.7503 0.7629 0.7281 0.8537 0.2769 0.8072 0.7637 0.7769 
QN 0.8657 0.8706 0.8468 0.7854 0.8514 0.8719 0.9049 0.9103 
GB 0.9668 0.9673 0.9701 0.9650 0.9319 0.9551 0.9113 0.9095 
DEN 0.9254 0.9268 0.9152 0.8911 0.9252 0.9302 0.9525 0.9537 
JPEG 0.9200 0.9265 0.9187 0.9192 0.9217 0.9324 0.9507 0.9431 
JP2K 0.9468 0.9504 0.9506 0.9516 0.9511 0.9577 0.9657 0.9626 
JGTE 0.8493 0.8475 0.8388 0.8409 0.8283 0.8464 0.8403 0.7466 
J2TE 0.8828 0.8889 0.8656 0.8761 0.8788 0.8913 0.9136 0.9230 
NEPN 0.7821 0.7968 0.8011 0.7720 0.8315 0.7917 0.8140 0.8309 
Block 0.5720 0.4801 0.3717 0.5306 0.2812 0.5489 0.6625 0.6675 
MS 0.7752 0.7906 0.7833 0.6276 0.6450 0.7531 0.7351 0.5961 
CTC 0.3775 0.4634 0.4593 0.8386 0.1972 0.4686 0.3235 0.3584 
CCS 0.4141 0.4099 0.4196 0.3099 0.0575 0.2748 0.2948 0.2715 
MGN 0.7803 0.7786 0.7728 0.8468 0.8409 0.8469 0.8886 0.8857 
CN 0.8566 0.8528 0.8762 0.8946 0.9064 0.9121 0.9298 0.9333 
LCNI 0.9057 0.9068 0.9037 0.9204 0.9443 0.9466 0.9629 0.9697 
ICQD 0.8542 0.8555 0.8401 0.8414 0.8745 0.8760 0.9102 0.9172 
CHA 0.8775 0.8784 0.8682 0.8848 0.8310 0.8715 0.8530 0.8390 
SSR 0.9461 0.9483 0.9474 0.9353 0.9567 0.9565 0.9683 0.9678 
 
 
 
 
 
 
 
 
14 
 
Table 6 SROCCs of IQA models for each type of distortions in TID20008, CSIQ, LIVE and MICT. 
The abbreviations for distortion types in TID2008 are the same with those in TID2013 as given in the 
caption of Table 5. The AGWN, JPEG, JP2K, AGPN, GB and GCD in CSIQ database denote the 
distortion types of additive Gaussian white noise, JPEG compression, JPEG2000 compression, additive 
pink Gaussian noise, Gaussian blur and global contrast decrements, respectively. The JP2K, JPEG, 
AWGN, GB and FF correspond to JPEG2000 compression, JPEG compression, additive white 
Gaussian noise, Gaussian blur and fast fading, respectively. 
 
  SSIM MS-SSIM IW-SSIM VIF MAD FSIM GMSD MCSD 
TID
2008 
AGN 0.8107 0.8086 0.7869 0.8804 0.8388 0.8574 0.9180 0.9187 
ANC 0.8029 0.8054 0.7920 0.8768 0.8258 0.8515 0.8977 0.8898 
SCN 0.8145 0.8209 0.7714 0.8709 0.8678 0.8485 0.9132 0.9210 
MN 0.7795 0.8107 0.8087 0.8683 0.7336 0.8023 0.7087 0.7207 
HFN 0.8729 0.8694 0.8662 0.9075 0.8864 0.9093 0.9189 0.9184 
IN 0.6732 0.6907 0.6465 0.8326 0.0650 0.7456 0.6611 0.6893 
QN 0.8531 0.8589 0.8177 0.7970 0.8160 0.8555 0.8875 0.8952 
GB 0.9544 0.9563 0.9636 0.9540 0.9197 0.9472 0.8968 0.8880 
DEN 0.9530 0.9582 0.9473 0.9161 0.9434 0.9604 0.9752 0.9766 
JPEG 0.9252 0.9322 0.9184 0.9168 0.9275 0.9282 0.9525 0.9486 
JP2K 0.9625 0.9700 0.9738 0.9709 0.9707 0.9775 0.9795 0.9787 
JGTE 0.8678 0.8681 0.8588 0.8583 0.8661 0.8708 0.8621 0.7681 
J2TE 0.8577 0.8606 0.8203 0.8501 0.8394 0.8542 0.8825 0.8946 
NEPN 0.7107 0.7377 0.7724 0.7619 0.8287 0.7494 0.7601 0.7990 
Block 0.8462 0.7546 0.7623 0.8324 0.7970 0.8489 0.8967 0.8933 
MS 0.7231 0.7338 0.7067 0.5102 0.5161 0.6695 0.6486 0.5350 
CTC 0.5246 0.6381 0.6301 0.8188 0.2723 0.6480 0.4659 0.5073 
C
SIQ
 
AGWN 0.8974 0.9471 0.9380 0.9575 0.9541 0.9262 0.9676 0.9674 
JPEG 0.9546 0.9634 0.9662 0.9705 0.9615 0.9654 0.9651 0.9670 
JP2K 0.9606 0.9683 0.9683 0.9672 0.9752 0.9685 0.9717 0.9746 
AGPN 0.8922 0.9331 0.9059 0.9511 0.9570 0.9234 0.9502 0.9479 
GB 0.9609 0.9711 0.9782 0.9745 0.9602 0.9729 0.9712 0.9747 
GCD 0.7922 0.9526 0.9539 0.9345 0.9207 0.9420 0.9037 0.9509 
LIV
E 
JP2K 0.9614 0.9627 0.9649 0.9696 0.9692 0.9717 0.9711 0.9720 
JPEG 0.9764 0.9815 0.9808 0.9846 0.9786 0.9834 0.9782 0.9790 
AWGN 0.9694 0.9733 0.9667 0.9858 0.9873 0.9652 0.9737 0.9809 
GB 0.9517 0.9542 0.9720 0.9728 0.9510 0.9708 0.9567 0.9528 
FF 0.9556 0.9471 0.9442 0.9650 0.9589 0.9499 0.9416 0.9527 
M
IC
T 
JPEG 0.8590 0.8618 0.9204 0.9061 0.9165 0.8989 0.8235 0.8730 
JP2K 0.9399 0.9377 0.9549 0.9559 0.9548 0.9561 0.9369 0.9442 
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It can be seen from Table 5 and Table 6 that the proposed MCSD is among the 
top 3 models 35 times, followed by the GMSD and the FSIM, which are among the 
top 3 models 31 times and 23 times, respectively.  
We observe in Table 2 that the MCSD has a relatively poor performance on the 
MICT database. Here from Table 6 we can see that this is because the MCSD has a 
bad performance on the images with JPEG distortions in the MICT database. Since all 
the 14 reference images used in the MICT were also used in the TID 2008, TID 2013 
and LIVE databases, we also calculated the SROCC values of the MCSD by only 
using the JPEG distorted images of the 14 images in these three databases and we got 
good results (e.g. 0.9400 for TID 2013). Since we cannot find all the compression 
ratios used in the four databases, we cannot verify if the different performances of the 
MCSD on the JPEG distortions in different databases are due to different compression 
ratios or different subjective testing methods.  
One limitation of the MCSD is that it does not take advantage of the phase 
information, thus it is unable to catch the phase distortion accurately. The fact can be 
drawn from Table 5 that the proposed MCSD does not perform quite well for those 
distortions like transmission errors and Gaussian blur. The transmission errors like 
JGTE (JPEG transmission errors), J2TE (JP2K transmission errors) and fast fading (a 
JP2K codec passed through a Rayleigh fast fading channel to simulate packet loss) 
will lead to the magnitude degradation and phase distortion of the image. The 
Gaussian blur not only affects the luminance change and the texture shape, but also 
causes phase shifting and loss.  
3.5 Performance comparisons across different distortion types 
 
A good IQA model should also predict the image quality consistently across 
different distortion types. Thus we also show the scatter plots in Fig.5 for some 
representative models (SSIM, MS-SSIM, IW-SSIM, MAD, VIF, FSIM, GMSD and 
MCSD) on the TID2008 database. The curves were obtained by a nonlinear fitting 
using Eq. (10). 
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Fig.5. Scatter plots of predicted quality scores against the subjective quality scores (MOS) by 
representative FR-IQA models on the TID2008 database. 
 
It can be seen that our MCSD is more concentrated across different groups of 
distortion types than the other competitors. It also shows that objective scores 
predicted by the MCSD correlate better with human judgments than the other 
competitors. From above analyses, we can safely reach a conclusion that the proposed 
model MCSD is a very effective model when compared with other state-of-the-art 
methods.  
3.6 Computational cost 
Besides the effectiveness, we will show the efficiency (in term of computation 
cost) of the proposed MCSD. We first analyze the computational complexity of the 
MCSD and the GMSD, and then give the computational cost (running time) of the 
competing IQA models. For each scale, the MCSD first convoluted the reference 
image and the distorted one with a 2×2 average filterķ, and then computed the 
quality mapĸ using Eq. (3), finally, the deviation poolingĹ was used to yield a 
quality score. Suppose the total number of pixels in an image is m. The number of 
multiplications for step ķ ˈ ĸ  and Ĺ  is 8m (m×2×2×2), 21m 
(4m×2+m×2+4m×2+3×m) and m, respectively. For each scale, the MCSD needs 30m 
multiplications, thus the total number of multiplications for the MCSD is 90m 
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(30m×3). By contrast, the multiplications for the GMSD are 8m for pre-processing 
(m×2×2×2), 43m for the quality map generation ((m×3×3×2+2m) ×2+3m) and m for 
the deviation pooling. Thus the total number of multiplications for the GMSD is 52m 
(8m+43m+m). In all, the computational complexity for both the MCSD and the 
GMSD is O (m) and the computational complexity for our MCSD is a litter higher 
than the GMSD. In addition, the memory complexities for our MCSD and the GMSD 
are all in O (m). In other words, the time and memory complexities for our MCSD 
and the GMSD have a linear relation with the image size. In Table 6 7 we list the 
amount of time (in seconds) to compute each quality measure on a color image of 
resolution 512×512 (taken from CSIQ database) on a 2.66 GHz Intel Core2 Quad 
CPU with 5 GB of RAM. Note that all the algorithms were not run through 
parallelization. The software platform for all algorithms was MATLAB R2013a. The 
computational costs for all the IQA models were done using 100 repetitions and the 
first 30 largest values of which were discarded to account for caching effects. The 
average of the remaining ones was used as the computational cost. In addition, to 
show how accurate the measurements are, we also list their standard deviation. To 
reduce the impact of the operating system's scheduler, we terminated as many 
background processes as possible. 
 
Table 6 7 Running time of the competing IQA models 
IQA models Running time (s) standard deviation Running time(s) standard deviation 
SSIM 0.035  2.3504×10-4 0.0363 1.5h10-3 
MS-SSIM 0.160  5.7766×10-4 0.1591 1.7h10-3 
IW-SSIM 0.838 4.5×10-3 0.8481 2.78h10-2 
VIF 1.842 7.2×10-3 1.8354 1.02h10-2 
MAD 2.674 1.64×10-2 2.6820 5.09h10-2 
FSIM 0.510 2.3×10-3 0.5090 6h10-3 
GMSD 0.012 2.4401×10-4 0.0144 1.4h10-3 
MCSD 0.020 4.7771×10-4 0.0203 1.3h10-3 
 
We can see from Table 6 7 that our MCSD, the GMSD and the SSIM are the top 
three efficient IQA models and run much faster than other competing IQA models. 
For example, the MCSD is 25 times faster than the excellent model FSIM achieving 
the state-of-the-art prediction performance. In a word, there is no significant 
difference between the proposed MCSD and the GMSD. One can select the MCSD 
when considering the effectiveness (correlation with human judgment), and the 
GMSD when he processes images with huge size (e.g. remote sensing images). 
 4  Conclusion 
We have presented a highly effective and efficient FR-IQA using the contrast 
feature and the multi-scale representation. For each image scale, we adopt the 
standard deviation as the pooling strategy to score the contrast similarity map. Our 
consideration is that the contrast and the standard deviation have instinctive attributes 
to some degree; namely, they are both “range” indicators. The contrast indicates the 
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range of image luminance, whereas the standard deviation indicates the range of 
distortion severity in an image. Using six databases, we compared the proposed 
MCSD model with other eight state-of-the-art FR-IQA models. The results showed 
that the MCSD performs better in terms of both accuracy and efficiency, making 
MCSD a good candidate for high performance IQA applications. To further 
ameliorate the proposed metric, we will consider how to integrate the phase 
information into the MCSD to make it more robust to different distortion types in our 
future work. 
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Highlights 
x Perceptual image quality assessment (IQA) uses a computational model to 
assess the image quality in consistent with human opinions. Generally, the 
effectiveness, namely, high correlation with the human subjective score, is the 
prerequisite of a good IQA model, it is of first importance to a IQA model. 
x The efficiency (the least computation cost), however, is the second 
requirement of a good IQA model which become important under the premise 
that an IQA model meet the condition of "effectiveness". 
x Thus the effectiveness and efficiency are two ultimate goals for the design of 
IQA models, but unfortunately it is hard to reach well these goals 
simultaneously. In this paper, we developed an effective and efficient IQA 
model called multiscale contrast similarity deviation (MCSD) which explores 
the contrast features by resorting to multiscale representation. 
x Performances on six benchmark databases demonstrate its effectiveness and 
efficiency. 
 
