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We devise a perturbation-immune version of Ramsey’s method of separated oscillatory fields.
Spectroscopy of an atomic clock transition without compromising the clock’s accuracy is accom-
plished by actively balancing the spectroscopic responses from phase-congruent Ramsey probe cycles
of unequal durations. Our simple and universal approach eliminates a wide variety of interrogation-
induced line shifts often encountered in high precision spectroscopy, among them, in particular, light
shifts, phase chirps, and transient Zeeman shifts. We experimentally demonstrate auto-balanced
Ramsey spectroscopy on the light shift prone 171Yb+ electric octupole optical clock transition and
show that interrogation defects are not turned into clock errors. This opens up frequency accuracy
perspectives below the 10−18 level for the Yb+ system and for other types of optical clocks.
PACS numbers:
A measurement of a physical observable in a quantum
system profoundly affects the system’s state. Within the
limits set by quantum mechanics [1], precision measure-
ments strive to minimize fluctuations and systematic er-
rors due to measurement-induced perturbations. In this
regard atomic clocks are a prominent example: With
their ever-improving stability and accuracy [2] they have
now reached a level of performance that renders previ-
ously negligible clock errors introduced with the spectro-
scopic interrogation highly relevant.
In this Letter we show that a balanced version of Ram-
sey’s method of separated oscillatory fields [3, 4] is well
suited for measuring unperturbed transition frequencies
of ultra narrow atomic reference transitions that suffer
from significant frequency shifts due to the spectroscopic
interrogation with the oscillatory drive pulses. Relying
on simple common-mode suppression arguments we de-
vise an auto-balancing scheme which unlike more spe-
cialized composite pulse proposals [4, 5, 9–11] and other
modified Ramsey techniques [10–12] provides universal
immunity to all kinds of interaction pulse aberrations and
associated systematic shifts including drive-induced AC
Stark shifts (light shifts) [13, 14], phase chirps and other
phase and/or frequency deviations [6], transient Zeeman
shifts [16], and other pulse-synchronous shifts [17].
Using the example of the strongly light shift disturbed
171Yb+ electric octupole (E3) optical clock transition at
467 nm [18] we experimentally demonstrate the advan-
tages of auto-balanced Ramsey spectroscopy and show
that no systematic clock errors are incurred for arbitrar-
ily detuned or otherwise defective drive pulses. In addi-
tion we present in this context an experimental method
addressing spectroscopy-degrading issues related to the
motional ion heating [19] typically encountered in ion
traps.
Our work is motivated by the prospect of exploiting
the full potential of ultra narrow clock transitions with-
out being limited by the detrimental consequences of very
weak oscillator strengths and measurement-induced im-
perfections. In particular for the Yb+ E3 clock this opens
up the path to reproducible long-term frequency ratio
measurements as discussed in searches for variations of
fundamental constants [20–22], violations of Lorentz in-
variance [23], and ultra-light scalar dark matter [24].
Ramsey spectroscopy conceptually relies on the mea-
surement of the relative phase ∆ϕ accumulated in a su-
perposition state |g〉+|e〉e−iϕ(t) over a free evolution time
T (often called dark time or Ramsey time). ∆ϕ = EeT/h¯
with h¯ being the reduced Planck constant, directly re-
flects the energy difference Ee between excited state |e〉
and ground state |g〉. Ramsey spectroscopy compares
this evolving atomic phase ϕ(t) to the phase evolution
φLO(t) of a local oscillator (LO), e.g., a microwave source
or a laser [7]. The fact that the spectroscopically relevant
phase information is acquired during an interaction-free
period makes Ramsey’s protocol the natural choice when
aiming to undisturbingly extract the transition frequency
ωeg = Ee/h¯. Nonetheless, the deterministic prepara-
tion of the initial superposition state and the subse-
quent phase readout which maps phase differences to
directly observable population differences require inter-
actions with the oscillatory drive pulses. Hence pulse
defects (e.g., frequency deviations) and other interroga-
tion artifacts potentially affect the outcome of the spec-
troscopic measurement leading to erroneous phase values
and corresponding clock errors.
To further analyze this error propagation we adopt the
standard 2-by-2 matrix based description of a coherently
driven two-level system [1, 4]. A drive field oscillating
with cosφLO(t) connects the two energy eigenstates |g〉
and |e〉. Applying this field for a time τ = t1 − t0 and
neglecting counter-rotating terms converts an initial state
|i; t = t0〉 = g0|g〉 + e0|e〉 into a final state |f ; t = t1〉 =
g1|g〉+ e1|e〉 via
(
g1
e1
)
=
eiδ
′τ/2 V[−φLO(t1)] U [δ′, τ,Ω0] V[φLO(t0)]
(
g0
e0
)
. (1)
In this expression the unitary matrices U and V are
defined as U [δ′, τ,Ω0] =
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and V[ξ] =
(
1 0
0 eiξ
)
with Rabi frequency Ω0 and
generalized Rabi frequency Ω =
√
Ω20 + δ
′2 characteriz-
ing the strength of the coupling between drive field and
atomic transition. δ′ = ωLOdrive−ω′eg denotes the detun-
ing of the oscillatory drive frequency ωLOdrive from the
instantaneous atomic resonance frequency ω′eg. Primed
variables identify quantities that due to interaction-
induced shifts possibly deviate from their unprimed coun-
terparts. For instance, in the case of the 171Yb+ octupole
transition ωeg corresponds to the undisturbed true clock
transition frequency; during the initialization and read-
out Ramsey pulses, however, off-resonant coupling of the
high intensity drive light to several dipole transitions out-
side the two-level system leads to a light-shifted instan-
taneous clock transition frequency ω′eg with an unknown
light shift ∆ωeg = ω
′
eg − ωeg easily exceeding Ω0.
In the following we consider a standard optical
clock operation scenario where an ultra-stable laser is
frequency-locked to the atomic reference transition via
successive spectroscopic interrogations. The integrated
outcome of the individual excitation attempts provides
frequency feedback to the laser source.
Using the Ramsey scheme an ideal interrogation se-
quence starting from the atomic ground state is then
comprised of three phase-continuously connected seg-
ments: First a drive pulse at frequency ωLOdrive = ω
′
eg
with Ω0τ = pi/2 (i.e., a pi/2-pulse) initializes the atomic
superposition state. Then over a free evolution Ramsey
time T the local oscillator’s phase evolves with a rate
ωLO = ωeg that matches the undisturbed atomic phase
accumulation. During this interval the LO phase φLO(t)
is alternately incremented or decremented by φ± = ±pi/2
[26]. Finally another pi/2-pulse with ωLOdrive = ω
′
eg is
applied and subsequently the excited state population
p± is determined. The φ± modulation offsets the nor-
mally observed Ramsey fringe p(δ) (i.e., the final excited
state population as a function of Ramsey detuning δ =
ωLO − ωeg) by a quarter fringe period. Accordingly, the
differential excited state population p˜(δ) = p+(δ)−p−(δ)
can be interpreted as a derivative-like frequency error
signal with a zero crossing at the Ramsey fringe center.
Regulating ωLO such that p˜ = 0 closes the experimen-
tal feedback loop and results in a locked local oscillator
whose stability is ideally only limited by the signal-to-
noise ratio of the population measurements.
However, p˜ is not only a function of its explicit ar-
gument δ; as pointed out before, any aberration from
the ideal interrogation sequence, e.g., drive pulse de-
fects (frequency-wise quantified via δ′ 6= 0) or pulse-
synchronous variations of the magnetic field, also affect
the outcome of the population measurements and might
shift the error signal zero crossing point away from its
undisturbed position. Therefore an apparent p˜(δ) = 0
does not necessarily correspond to a true ωLO = ωeg
but can rather imply an actual clock error δ 6= 0 whose
magnitude will then approximately scale inversely with
T [27].
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FIG. 1: Ramsey interrogation with shift-inducing drive
pulses. Unlike in the ideal case where ωLOdrive = ω
′
eg, the
drive pulse frequency in (a) is assumed to be slightly higher
than the light-shifted transition frequency ω′eg. Therefore,
the LO phase evolves initially faster than the atomic super-
position phase ϕ(t). Over the following dark Ramsey time
interval of variable duration T the acquired phase difference
between LO field and atomic oscillator will remain unchanged
(aside from the φ± modulation) if the LO phase advances with
the unperturbed transition frequency ωLO = ωeg during T .
In this case the phase-to-population conversion performed by
the second drive pulse will produce identical outcomes after
short and long Ramsey times. (b) Relying on this T -invariant
response an auto-balancing control scheme makes it possible
to extract the unperturbed atomic transition frequency even
with arbitrarily distorted drive pulses. The servo-controlled
phase correction φc balances the short sequence and immu-
nizes the interconnected LO-steering long sequence against
drive-induced shifts.
To correctly reproduce ωeg it is essential to distinguish
deviations of p˜ due to ωLO 6= ωeg from misleading de-
viations caused by a flawed interrogation process. This
discrimination is accomplished by exploiting the above
mentioned dependance of δ and thus p˜ on T : As shown
in Figure 1(a), only for ωLO = ωeg, i.e., only if LO phase
and atomic phase evolve at identical pace, one can expect
to find the same excited state population when compar-
ing the outcome of two ”isomorphic” interrogation se-
quences which only differ in their dark times Tshort and
Tlong (see also reference [28]).
Based on the simple insight that interrogation-induced
p˜ deviations are common mode for isomorphic Ramsey
sequences it is now straightforward to combine Tshort
and Tlong Ramsey interrogations yielding p˜short and p˜long,
respectively, into a defect-immune spectroscopy scheme:
By using the differential population p˜bal = p˜long − p˜short
as an error signal for ωLO one obtains a passively bal-
anced frequency feedback with p˜bal = 0 exclusively for
ωLO = ωeg.
3This approach, however, comes with a major draw-
back, that is to a lesser extent also encountered in re-
cently proposed coherent composite pulse schemes [9, 10]:
For p˜short 6= 0 the frequency discriminant p˜bal(δ) is no
longer an odd function around δ = 0, which leads to
skewed sampling distributions and corresponding clock
errors as explained in Figure 2. To avoid this issue we
implement an active balancing process with two intercon-
nected control loops as schematically displayed in Figure
1(b). The first feedback loop, acting on the short Ramsey
sequence, ensures p˜short = 0 by injecting together with
φ± an additional phase correction φc. Of course, this
requires δ′ < Ω0 for sufficient fringe contrast. Depend-
ing on the dominant source of error one could also use
ωLOdrive as the control variable [29]. During Tshort the
local oscillator evolves with ωLO as determined via the
second feedback loop which controls the long Ramsey se-
quence by steering ωLO so that p˜long = 0. Vice versa,
φc (or ωLOdrive) as obtained from the short sequence is
identically applied in the long Ramsey sequence. In this
way a constantly updated common-mode correction auto-
balances the long interrogation whose outcome is then de-
noted by p˜auto. As shown in Figure 2(c), auto-balancing
prevents skewed sampling responses and leads to an al-
ways antisymmetric lock fringe p˜auto(δ) which ensures
that deviations p˜auto 6= 0 are solely due to ωLO 6= ωeg.
We now report on an application of auto-balanced
Ramsey spectroscopy with an ytterbium single-ion clock
where the spectroscopic interrogation causes a particu-
larly large perturbation of the atomic reference. So far,
optical clocks operating on the 467 nm E3 transition in
171Yb+ have employed extrapolation methods [21, 30] or
Hyper-Ramsey composite pulse approaches [8] to address
the drive light induced AC Stark shift. Our experiments
were carried out with the single 171Yb+ ion confined in an
endcap-type radio frequency Paul trap [32] whose drive
amplitude was adjusted to provide radial secular motion
frequencies of ωr = 2pi × 1 MHz and axial confinement
with ωa = 2pi×2 MHz. Laser cooling is performed on the
2S1/2 ↔ 2P1/2 cycling transition at 370 nm with repump
lasers at 935 nm and 760 nm preventing population trap-
ping in the metastable 2D3/2 and
2F7/2 manifolds [33].
While not actively cooled the trapped ion linearly gains
motional energy [19] along each dimension, in our setup
at a rate of 300 h¯ωr per second. This large heating rate
reduces the effective Rabi frequencies for Ramsey pulses
applied after long dark times. To compensate for this
effect one cannot simply change the laser light intensity
because ω′eg would change accordingly. Intensity-neutral
Ω0 equalization is instead achieved by changing the spec-
tral composition of the drive light with an electro-optic
modulator that redistributes light from the carrier into
sidebands spaced in our case ωEOM = 2pi× 2 GHz apart.
The value for ωEOM can be chosen over a wide range as
long as the AC Stark shift’s spectral variation is insignif-
icant and the added sidebands do not interfere with the
longp
~
balp
~
autop
~
δ/Ω0δ/Ω0
1
0.1 0.1
1
0.1
1
-1 -1 -1
-0.1 -0.1 -0.1
δ/Ω0
(a) (b) (c)
δ’ = 1.7
+ - + - + -
-0.2 0.2δ/Ω0 δ/Ω0 δ/Ω0-0.2 -0.20.2 0.2
1 1 1
bal autoR R R
PP P0 0 0
long
δ’ = 0.1
δ’ = 0.2
δ’ = 0
FIG. 2: Simulated Ramsey lock fringes p˜(δ) (top row) and
corresponding rectified feedback responses R(δ) = |p˜P0| for
a resonant Gaussian sampling frequency distribution P0(δ)
(bottom row). Solid, dashed and dotted lines represent fringes
with δ′/Ω0 = 0, δ′/Ω0 = 0.1 and δ′/Ω0 = 0.2, respectively.
All curves are calculated assuming Ω0Tlong = 2pi. (a) Fringes
obtained via the standard Ramsey protocol are horizontally
shifted by approximately δ = −2δ′/(Ω0T ) for small drive de-
tunings δ′. Accordingly, an engaged feedback loop will pull
the frequency distribution toward lower frequencies. (b) Pas-
sive balancing displaces the fringe laterally so that its zero
crossing is kept at the origin. However, for δ′ 6= 0 any finite-
width sampling distribution will experience a skewed response
that pushes the center frequency away from the δ = 0 lock
point. (c) Auto-balanced generation of the frequency discrim-
inant ensures antisymmetric frequency feedback for any drive
detuning. At large detunings δ′ > Ω0 the fringe looses con-
trast but maintains all symmetry properties.
resonant population transfer. Activating the modulator
during the second Ramsey pulse of the short sequence
and properly adjusting the modulation depth equalizes
the short and long sequences and recovers their isomor-
phism. A modulation index of 0.6 rad was used to match
the thermally averaged 10 % reduction of Ω0 due to heat-
ing in the long sequence.
Except for heating compensation and interrogation
specifics the optical clock is operated following the pro-
cedure outlined in reference [30]. To facilitate measure-
ments with well-controlled detunings δ′ the LO laser (pre-
stabilized to a high finesse optical cavity) is referenced to
an independent Yb+ E3 clock setup.
Figure 3(a) shows the results of auto-balanced clock
runs with Ω0 = 2pi× 17 Hz corresponding to a pi/2-pulse
duration of 15 ms, Tshort = 6 ms, and Tlong = 60 ms.
Using about 5 mW of drive laser light focused in a 50 µm
diameter spot causes a large light shift of ω′eg−ωeg ≈ 2pi×
660 Hz. Within the statistical uncertainty no clock error
is observed for drive detunings δ′ of up to 2Ω0. Beyond
this detuning the response curve stays flat but the data
points’ statistical uncertainties eventually increase due
to the reduced fringe amplitude. In contrast, operating a
Hyper-Ramsey interrogation (REFS) at δ′ > Ω0 yields
4large clock errors that scale linearly with δ′; only for
δ′  Ω0 the error propagation is suppressed to first order.
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FIG. 3: Clock shifts on the 171Yb+ E3 transition frequency as
obtained through auto-balanced Ramsey spectroscopy when
operated with intentionally detuned drive pulses. (a) For
isomorphic short and long interrogation sequences the auto-
balanced clock is fully immune against drive frequency devi-
ations and the measured data points (1σ error bars shown)
line up on the blue zero-crosstalk axis. The purple curve illus-
trates the δ′-to-δ error propagation expected with the original
Hyper-Ramsey protocol. (b) Even without heating compen-
sation the coupling between clock shift and drive detuning is
strongly suppressed. Within statistical uncertainty the mea-
sured clock deviations reproduce the numerically simulated
dependance (blue curve).
Without heating compensation one finds a residual de-
pendance of δ on δ′ as displayed in Figure 3(b). This de-
pendance is rather weak and does not introduce a clock
error as long as δ′ is on average zero; yet it confirms that
heating violates the isomorphism of short and long Ram-
sey sequences. Numerical simulations based on the ther-
mally averaged outcome of the multiplication of propa-
gation matrices as introduced in equation (1) reproduce
the experimental results.
To some extent, auto-balanced Ramsey spectroscopy
and Hyper-Ramsey spectroscopy can be interpreted as
the incoherent and coherent versions of the same underly-
ing concept of common-mode suppression, however, only
the auto-balanced approach can provide universal immu-
nity to arbitrary interrogation defects. A supplementary
discussion found in [34] further explains the analogy. In
order to illustrate this universality of the auto-balancing
approach we measured the Yb+ clock’s response to var-
ious intentionally introduced interrogation defects. Fig-
ure 4 displays three defect scenarios together with their
resulting clock errors. In the first scenario the pi/2-pulses
are delivered with 97 percent of the nominal intensity for
the last 3 ms of their 15 ms on-time. Considering a total
light shift of 660 Hz this intensity defect is equivalent to a
temporary ωLOdrive deviation of more than Ω0 and gives
rise to a clock shift of about 1 Hz when using an unbal-
anced Ramsey sequence. Auto-balancing the acquisition
recovers the undisturbed clock frequency to within the
statistical uncertainty. Similarly, defect immunity is ver-
ified for drive pulses suffering from engineered phase de-
fects with 0.15 pi phase excursions during the second half
of each atom-light interaction. Finally, a third scenario
assumes a phase lag θ = pi/10 after the first pi/2-pulse,
i.e., one effectively uses φ± = ±pi/2 + θ instead of em-
ploying a symmetric phase modulation. In this case the
injected servo-controlled phase correction φc one-to-one
compensates the encountered phase lag.
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FIG. 4: Defective drive sequences and corresponding clock
shifts measured via standard Ramsey spectroscopy (light blue
data points with vertical arrows indicating the theoretically
expected shift values) and via auto-balanced Ramsey spec-
troscopy (dark blue data points). The applied intensity de-
fect (a), phase excursion (b), and phase lag (c) lead to large
clock offsets that are eliminated in the auto-balanced acquisi-
tion mode. Both phase plots display φ− (green) and φ+ (red)
traces simultaneously.
While all these pulse defects are exaggerated for
demonstration purposes they represent a wide variety of
less pronounced and often unnoted parasitic interroga-
tion side effects. For instance, many clocks [35] incorpo-
rate some form of magnetic field switching for the atomic
ground state preparation and certain prohibitively weak
clock transitions [36] require magnetic field-induced state
admixtures [37] to enable direct optical Ramsey excita-
tion. Due to transient switching effects a presumably
dark Ramsey time might get contaminated. Phase excur-
sions (phase chirps) triggered by laser beam shutters or
acousto-optic modulators are another prominent source
of error. By choosing a proper Tshort that still covers the
transient behavior one can preventively address all such
issues.
Being focused on accuracy improvements we have not
considered the implications of auto-balanced Ramsey
spectroscopy for the stability of atomic clocks. A detailed
stability discussion can be found in the supplemental ma-
terial [34].
In conclusion, we have introduced a conceptually sim-
5ple and powerful spectroscopic technique to remove accu-
racy constraints imposed by interrogation-induced clock
shifts. We have validated this technique using an opti-
cal ion clock and applied it to several highly disturbed
Ramsey pulse sequences. This technique is directly ap-
plicable to other atomic clocks and could be extended in
the future to also address quadrupole-mediated frequency
errors [38] and related non-scalar shifts.
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1Auto-Balanced Ramsey Spectroscopy: Supplementary Information
In this supplement we present a conceptual compari-
son of coherent and incoherent pulse defect immunization
approaches. Coherent approaches try to implement fre-
quency discrimination and shift suppression within a sin-
gle phase-coherent interrogation cycle, while incoherent
concepts rely on the combined spectroscopic outcome of
separate interrogations. We review the prototypical co-
herent Hyper-Ramsey interrogation and contrast it with
the incoherent auto-balanced Ramsey interrogation pro-
tocol. Furthermore we discuss implications of the differ-
ent immunization schemes for the frequency stability of
the atomic clock. Variables are adopted as defined in the
main article.
COHERENT DEFECT-IMMUNIZATION
A coherent pulse defect immunization scheme attempts
to replace the standard pi/2 Ramsey drive pulses with
suitable composite pulse (CP) sequences so that the dif-
ferential excited state population p˜(δ = 0) is only min-
imally affected when pulse parameters (e.g., δ′) deviate
from their intended values. A wide variety of such CP
sequences have been employed in NMR spectroscopy [S1]
or for high fidelity ion addressing [S2]. Beyond their spe-
cific response plateaus the pulse sequences have to meet
additional symmetry criteria and should not compromise
spectroscopic sensitivity in order to serve as proper clock
drive pulses. In principle, a CP sequence (e.g., as found
in [S3]) can be turned into a defect-immune interrogation
scheme by inserting a dark Ramsey time T somewhere in
the sequence. Two aspects are emphasized: First, for
δ = 0 the addition of the Ramsey interval will not affect
the measured outcome of the pulse sequence. Second, the
measured excited state population is the only parameter
relevant for controlling ωLO.
Accordingly, one can characterize the performance of
a CP sequence employed for Ramsey superposition state
preparation and readout by choosing T = 0 and inspect-
ing how the final excited state populations p+ and p−
change as a function of certain pulse parameter devia-
tions. We illustrate this procedure by applying it to the
Hyper-Ramsey CP protocol as introduced in [S4].
THE HYPER-RAMSEY PROTOCOL
In its generic form the Hyper-Ramsey scheme leaves
the first pulse (pi/2 preparation pulse) unchanged and
triples the duration of the second pulse (readout pulse)
so that Ω0τ = 3pi/2. With T = 0 one finds dependances
of p± on the normalized drive pulse detuning ε = δ′/Ω0
as displayed in Figure S1(a). Around ε = 0 the probabil-
ities p± stay close to 1/2 clearly indicating the enhanced
immunity of the CP sequence compared to a standard in-
terrogation scenario with two pi/2 pulses. This improve-
ment can be understood intuitively by considering the
two sequences with omitted φ± modulation. In this case
the driven system performs simple Rabi oscillations given
by
p(τ) =
1
1 + ε2
sin2[
Ω0τ
2
√
1 + ε2]. (S1)
The excited state population p is probed after a total
interaction time τHR = 2pi/Ω0 (Hyper-Ramsey tripled
readout pulse duration) or τR = pi/Ω0 (Ramsey pi/2 read-
out pulse).
A deviation δ′ 6= 0 affects p by means of an amplitude
”tilt” factor 1/(1 + ε2) and an angular ”speed” factor√
1 + ε2. Figure S1(b) illustrates that the resulting p de-
viation is of fourth order in ε for τHR-long pulses and of
second order for τR-long pulses. This superior robustness
of 2pi (and integer multiples of 2pi) long pulse sequences
along with an unchanged spectroscopic sensitivity is pre-
served when adding the φ± modulation.
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FIG. S1: Calculated two-level system excited state popula-
tions plotted versus drive detuning ε = δ′/Ω0 in the absence
of relaxation. (a) Around ε = 0 a standard Ramsey-type se-
quence with a φ+ = pi/2 (φ− = −pi/2) phase hop between the
two pi/2-pulses exhibits a linear dependance of the population
p+R (p
−
R) on ε. For a Hyper-Ramsey-type sequence the popu-
lation p+HR (p
−
HR) is to first order unaffected by ε-deviations.
(b) Without phase hops the corresponding populations pR
and pHR reflect the spectroscopic outcome of simple pi and 2pi
pulses and scale quadratically and quartically with ε, respec-
tively.
To clarify the effects of the tilt- and speed-terms it is in-
sightful to visualize the system’s unitary evolution on the
Bloch sphere as shown in Figure S2 for the φ+ case. With
the standard conversion [S5] from the complex state vec-
tor (g(t), e(t)) to a real-valued three-dimensional Bloch
vector (u(t), v(t), w(t)) the driven motion of the system
corresponds to a rotation of the Bloch vector through an
angle Ω0τ
√
1 + ε2 about the field vector Ω = Ω0eˆu+δ
′eˆw.
2Therefore a δ′-defect will manifest itself after the initial
pi/2-pulse via the tilt-term to first order in an azimuthal
displacement of the Bloch vector on the equatorial plane
by an angle −ε (horizontal red line segment). Displace-
ments due to the speed-factor are only of second order in
ε.
After the subsequent φ+ = pi/2 phase hop (correspond-
ing to a −pi/2 in-plane rotation) the Bloch vector should
now ideally be oriented along eˆu but because of the ini-
tially acquired azimuthal offset it is further inclined by
an angle of −ε to the median u-w plane. From there
it will resume its rotation about Ω as displayed in de-
tail in Figure S2(b). Since the field vector itself is tilted
at an angle ε out of the equatorial plane (vertical red
line segment) it is clear that a conventional pi/2 read-
out pulse will move the Bloch vector to a final position
(marked by the first blue dot on the example trajectory)
which is 2ε away from the equator where p+ = 1/2. In
a sequence with nonzero Ramsey time T such a first-
order displacement in w-direction (encoding the excited
state population) would then erroneously be interpreted
to indicate a frequency deviation ωLO 6= ωeg eventually
leading to a δ′-induced first-order clock error δ = −2ε/T .
For a 3pi/2 readout pulse the geometric situation is dif-
ferent: The Bloch vector continues to move another two
quarter-turns on its small cone trajectory around Ω so
that it finally returns (ignoring higher-order speed term
effects) to the equatorial plane.
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FIG. S2: Computed Bloch vector trajectory for a composite
pulse sequence with a pi/2 preparation pulse and an up to
3pi/2 long readout pulse assuming δ = 0, ε = 0.2, and φ+ =
pi/2. (a) The system is initialized in the ground state |g〉
and evolves under a sequence of coherent operations. (b) A
magnified projection of the final part of the trajectory onto
the v-w plane shows how a 3pi/2 readout pulse suppresses
the mapping of a δ′-induced offset along the v-axis to a clock
error-inducing offset along the w-axis. The w coordinate is
related to the excited state population p via w = 1− 2p. All
spectroscopic feedback is solely determined by the measured
populations, i.e., by the w-axis projection of the final Bloch
vector.
Altogether, a total atom-light interaction time of
2pi/Ω0 ensures that a false drive frequency ωLOdrive 6= ω′eg
does not lead to a first-order change in the measured ex-
cited state populations p±. The population deviation
latently acquired in the first half-time is coherently com-
pensated in the second half-time. Assuming that the false
ωLOdrive is unchanged for all pulse segments this implicit
common-mode suppression corresponds to the explicit
common-mode suppression realized in an incoherent way
with auto-balanced Ramsey spectroscopy. Note that the
population sensitivity p±(δ) to frequency offsets δ during
an inserted dark Ramsey interval is not coupled to the
sensitivity of the population p±(δ′) to drive frequency de-
viations δ′. If the Ramsey interval is added at a proper
point during the 2pi long interrogation sequence (when
the Bloch vector is crossing the equatorial plane) the fre-
quency error signal p˜(δ) will exhibit the same steepness
and contrast as with the standard Ramsey protocol for
equally long Ramsey times. Reference [S6] discusses sen-
sitivity aspects of various spectroscopy configurations.
UNIVERSAL IMMUNITY VIA INCOHERENT
BALANCING
Coherent balancing as discussed above suppresses the
linear error propagation from δ′ to δ. Since symmetry ar-
guments [S7] forbid second-order contributions to δ(δ′),
one expects a cubic scaling of the induced clock error δ
with the drive detuning δ′ as described and observed in
[S4, S8]. Auto-balanced Ramsey spectroscopy eliminates
any residual dependance of δ on δ′, but more importantly,
because of its nonspecific nature it simultaneously ad-
dresses all interrogation-induced clock shifts.
While some recently proposed coherent Hyper-Ramsey
derivatives [S9, S10] can also completely decouple δ from
δ′, they are specifically tailored to minimize light shift
induced clock errors, do not preserve fringe symmetry,
and do not cover other interrogation defects. Reference
[S11] suggests the construction of ”synthetic” clock fre-
quencies by exploiting the functional dependance of δ on
the Ramsey time T for a given detuning δ′. Depending
on the number of different Ramsey times these synthetic
frequencies develop a corresponding higher order immu-
nity.
Note that all spectroscopy scenarios considered here
are strictly speaking hybrid concepts that combine spec-
troscopic information not exclusively in a coherent or in-
coherent way, e.g., p˜ is always incoherently derived from
p+ and p−. The classification is merely based on the
intrinsic balancing or shift suppression mechanism.
CLOCK STABILITY IMPLICATIONS
Whether the shift suppression is implemented in a co-
herent or incoherent way has distinct consequences for
the stability of the atomic clock. First consider a stan-
dard Ramsey clock operation with dark time T , Ramsey
3detuning δ, and independent drive detuning δ′. Even
under ideal conditions, i.e., with constant δ′ = 0, zero
mean detuning 〈δ〉 = 0, and negligible overhead time,
the feedback-controlled LO frequency ωLO exhibits resid-
ual frequency fluctuations ∆ωLO caused by the finite
signal-to-noise ratio of each population measurement.
Besides technical issues, quantum projection noise [S12]
fundamentally limits the attainable signal-to-noise ratio.
Given that projection measurement noise is unchanged
for different dark times it is convenient to introduce a T -
independent Ramsey phase noise ∆φLO and express the
observed LO frequency fluctuations as ∆ωLO = ∆φLO/T .
In the context of an auto-balanced Ramsey interrogation
this T -independence indicates that the injected phase
correction φc (itself derived from an uncorrelated equally
noisy short Ramsey sequence) effectively doubles the fre-
quency noise variance observed in the long Ramsey se-
quence. In other words, due to phase noise on φc car-
ried over from the short into the long Ramsey sequence
one expects the ωLO-deviations in the auto-balanced long
Ramsey sequence to be a factor of
√
2 larger than those
observed with an equally long injection-free sequence:
Combining two not coherently connected interrogation
segments is stability-wise inferior to merging the seg-
ments in a coherent way so that projection noise is not
encountered twice.
On the other hand, to minimize interrogation-induced
shifts it is advisable to only employ low-power drive
pulses, which implies longer pulse durations. With addi-
tional constraints (limited laser coherence time) for the
total length of the interrogation sequence one typically
has to compromise between pulse duration and Ramsey
time. For example, the Yb+ E3 clock described in [S8]
relies on a Hyper-Ramsey interrogation scheme and is op-
erated with a pi/2-pulse duration to Ramsey time ratio of
one-to-four. By replacing the 3pi/2 long composite read-
out pulse with a simple pi/2-pulse the available Ramsey
time T is increased by 50 percent. The longer T -interval
reduces the clock instability by a corresponding factor of
3/2, i.e., the
√
2 stability drop due to auto-balancing is
outweighed by the gained Ramsey time.
The above example demonstrates that using an auto-
balanced version of Ramsey spectroscopy can be advan-
tageous not only in terms of accuracy but also in terms of
clock stability. In particular when considering non-ideal
scenarios (with significant initialization times, intrinsi-
cally unstable local oscillators, and additional technical
constraints) the stability performance of the various in-
terrogation schemes will depend on specific details of the
investigated system.
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