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Abstract
We consider A-series modular invariant Virasoro minimal models on the upper half
plane. From Lewellen’s sewing constraints a necessary form of the bulk and bound-
ary structure constants is derived. Necessary means that any solution can be brought
to the given form by a rescaling of the fields. All constants are expressed essentially
in terms of fusing (F-)matrix elements and the normalisations are chosen such that
they are real and no square roots appear. It is not shown in this paper that the given
structure constants solve the sewing constraints, however random numerical tests
show no contradiction and agreement of the bulk structure constants with Dotsenko
and Fateev. In order to facilitate numerical calculations a recursion relation for the
F-matrices is given.
1e-mail: ingo@mth.kcl.ac.uk
1 Introduction
Conformal field theory (CFT) arises in the description of the long range behaviour of
statistical systems at a critical point. In two dimensions the symmetry algebra of the
CFT becomes infinite dimensional and places severe constraints on the theory. From the
point of view of statistical mechanics it is natural to consider systems with boundaries
instead of infinitely extended systems. Introducing the boundary reduces the symmetry
of the system, but for certain boundary conditions an infinite subset of the original
symmetries remains unbroken. This leads to a boundary conformal field theory (BCFT).
Virasoro minimal models (see e.g. [1, 2]) are an important subclass of two dimensional
CFTs. [3] gives an A-D-E type classification of the field content of these models in the
bulk. To know all correlation functions it is sufficient to know the conformal blocks
(which can be found as solutions to linear differential equations) and the structure con-
stants which are determined by duality properties of the correlators. The structure
constants are of interest themselves, e.g. as an essential ingredient in TCSA ( [4, 5]).
For a CFT restricted to the upper half plane one has to know four sets of constants: the
structure constants appearing in the operator product expansion (OPE) of bulk fields,
the structure constants of boundary fields, how bulk fields couple to boundary fields and
the one point functions of the identity on different boundaries.
The classification of the field content and possible boundary conditions of BCFTs was
initiated by Cardy [6, 7] and further addressed e.g. in [8–10]. Once the field content
of a BCFT is known, there is a set of consistency conditions, the sewing constraints
(see [11]), which the structure constants of the theory have to obey. The main ingredient
in the constraint equations are the matrices that transform between different bases of
conformal blocks, which are called F-matrices (see e.g [12]). One can now try to use
the sewing constraints to determine the structure constants, and in the case of A-type
Virasoro minimal models it turns out that they can be expressed essentially in terms of
F-matrix elements. Explicit expressions for the bulk structure constants can be found
in [13] and the bulk–boundary couplings have been derived in [7]. In this paper only
A-invariant Virasoro minimal models on the upper half plane are considered and for
these the remaining structure constants are derived. Care has been taken to give the
expressions in a form that facilitates numerical computation, e.g. no square roots appear
and all results are real. It is not proven in this paper that the structure constants given
solve the complete set of sewing constraints1, but random numerical tests showed no
contradiction.
Section 2 sets the conventions used for conformal blocks and section 3 gives a recursion
formula to compute the F-matrices. In section 4 some results about the classification of
boundary conditions and field content are stated and the notation for boundary fields is
established. Section 5 gives Lewellen’s sewing constraints in the diagonal case. These are
used in sections 6 and 7 to compute necessary forms of all structure constants. The im-
plications for the identity-1-point functions of consistency under modular transformation
and continuity on the disc are studied in section 8.
1 In this paper only constraints arising for a CFT on the upper half plane are considered. For sewing
constraints on non-orientable surfaces see [14].
1
2 Transformation of Conformal Blocks
First we introduce some notation: Let M(p′, p) denote an A-invariant Virasoro minimal
model. It contains only spinless primary fields φi with conformal weights hi = h¯i. The
weights hi = h(r,s) take values in the Kac-table:
h(r,s) =
1
4t
(
d2 − (t− 1)2
)
with d = r · t− s ; t = p/p′ (1)
The indices r, s run over 1≤r<p′ and 1≤s<p. Each conformal weight appears twice.
For example M(5, 2) has t = 2/5 and contains two independent fields φ(1,1) = φ(4,1) and
φ(2,1) = φ(3,1) with conformal weights h(1,1) = h(4,1) = 0 and h(2,1) = h(3,1) = −1/5.
In a RCFT without boundaries, correlators can be expressed as a finite sum of products
of holomorphic and antiholomorphic functions, e.g. for the 4-pt-functions:
〈i|φj(z, z¯)φk(w, w¯)|ℓ〉 =
N<∞∑
a,b
cabfa(z,w)f¯b(z¯, w¯) (2)
The functions fk(z,w) have to obey a certain set of linear differential equations resulting
from zero norm states in the Hilbert space. Let V jkiℓ denote the vector space of all such
functions.
We will now choose two different bases in V jkiℓ . The first one is associated with the
asymptotic behaviour of f(z,w) as w → 0. Following [12] we introduce a pictorial
notation:
i
j
(z)
p
k
(w)
ℓ
:= f(z,w) if for w → 0: f(1, w) = whp−hk−hℓ(1 + · · · ) (3)
The second basis is given by the behaviour as w → z:
i
(w)
q
j
(z − w)
k
ℓ
:= g(z,w) if for w → 1: g(1, w) = (1− w)hq−hj−hk(1 + · · · ) (4)
These are just the conformal blocks as given e.g. in [12]2, with a particular choice of
normalisation. The number of independent 3-pt couplings of representation i, j, k is
given by the Verlinde fusion numbers Nij
k which are either 0 or 1 for Virasoro minimal
models. The number of blocks of type (3), (4) are Nij
p ·Nkl
p and Njk
q ·Nil
q respectively
and hence are also either 0 or 1.
The fusing matrix F is defined as a transformation between the two different bases of
conformal blocks:
i
j
(z)
p
k
(w)
ℓ
=
∑
q
Fpq
[
j
i
k
ℓ
]
i
(w)
q
j
(z − w)
k
ℓ
(5)
2 In [12] conformal blocks are defined in a more general setting using vertex operators.
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From the explicit form of the 3-point function one can check that the fusion matrix
is equal to 1 if any of the i, j, k, ℓ is the identity and the resulting 3-point function is
nonzero.
3 A Recursion Formula for F-Matrices
The F-matrices depend on the normalisation of the conformal blocks. In the present
normalisation the complicated expressions in terms of gamma functions are hidden inside
the F-matrix entries and the expressions for the structure constants are in turn very
easy. In another normalisation the F-matrices are just the quantum 6j-symbols (see
e.g. [15, 16]) and it is in principle possible to relate the two normalisations by using
expressions given in [13]. In the present paper a different approach has been taken, that
is the F-matrices are computed recursively. The recursion formula given below has the
advantages that it is easy to derive, doesn’t cause any problems for rational values of the
central charge, is manifestly real and doesn’t introduce sign problems through square
roots (for another recursion relation derived in a similar way see [17]).
To obtain the starting point of the recursion one can solve explicitly the differential
equation for the 4-pt-function 〈i|φj(1)φ(2,1)(x)|ℓ〉 (see e.g. [2,13]). This results in a sum
involving hypergeometric functions from which the F-matrix can be read off. The F-
matrix for the (1,2) field can be obtained from the isomorphism between M(p′, p) and
M(p, p′), which amounts to the replacement d→ −t−1d.
In the following formula ∆ stands for either (2, 1) or (1, 2). If j stands for (r, s) then
j ±∆ is (r ± 1, s) and (r, s ± 1) respectively. Altogether one gets:
F
[
j
i
∆
ℓ
]
=
(
Fℓ−∆,j−∆ Fℓ−∆,j+∆
Fℓ+∆,j−∆ Fℓ+∆,j+∆
)
= · · ·
for ∆=(2,1):
=


Γ(dj) Γ(1−dℓ)
Γ
(
1
2
(1−di+dj−dℓ)
)
Γ
(
1
2
(1+di+dj−dℓ)
) Γ(−dj) Γ(1−dℓ)
Γ
(
1
2
(1−di−dj−dℓ)
)
Γ
(
1
2
(1+di−dj−dℓ)
)
Γ(dj) Γ(1+dℓ)
Γ
(
1
2
(1−di+dj+dℓ)
)
Γ
(
1
2
(1+di+dj+dℓ)
) Γ(−dj) Γ(1+dℓ)
Γ
(
1
2
(1−di−dj+dℓ)
)
Γ
(
1
2
(1+di−dj+dℓ)
)


for ∆=(1,2):
=


Γ
(
−
1
t
dj
)
Γ
(
1
t
(t+dℓ)
)
Γ
(
1
2t
(t+di−dj+dℓ)
)
Γ
(
1
2t
(t−di−dj+dℓ)
) Γ
(
1
t
dj
)
Γ
(
1
t
(t+dℓ)
)
Γ
(
1
2t
(t+di+dj+dℓ)
)
Γ
(
1
2t
(t−di+dj+dℓ)
)
Γ
(
−
1
t
dj
)
Γ
(
1
t
(t−dℓ)
)
Γ
(
1
2t
(t+di−dj−dℓ)
)
Γ
(
1
2t
(t−di−dj−dℓ)
) Γ
(
1
t
dj
)
Γ
(
1
t
(t−dℓ)
)
Γ
(
1
2t
(t+di+dj−dℓ)
)
Γ
(
1
2t
(t−di+dj−dℓ)
)


where di, dj and dℓ are defined as in (1). Depending on the fusion rules between i, j,∆, ℓ
none or only one of the above matrix elements may be allowed.
Using the techniques introduced in [12] on 5-point-functions, or by deriving it directly
from the pentagon identity, one can obtain a recursive formula for the F-matrices:
Fpq
[
j
i
k +∆
ℓ
]
=
∑
r,s
Fk+∆,r
[
ℓ
p
∆
k
]
· Fps
[
j
i
k
r
]
· Frq
[
s
i
∆
ℓ
]
· Fs,k+∆
[
∆
q
k
j
]
(6)
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The recursion runs on the index k of Fpq[iℓ; jk]. In each step (6) gives the F-matrix
elements for a fixed k and arbitrary (allowed) i, j, ℓ, p, q. Knowing all these on can
proceed to k → k +∆.
The index range of the sum in (6) is determined through the requirement that the eight
diagrams associated to the four F-matrices have to exist. The independent conditions
on r, s are: Npk
r · Nl∆
r 6= 0, Njk
s · Nq∆
s 6= 0 and Nrs
i 6= 0.
In particular the maximal range of the summation indices is r = ℓ±∆ and s = q ±∆.
Depending on i, j, k, p it may however be smaller than that.
4 Boundary Conditions and Field Content
A boundary conformal field theory (BCFT) on the upper half plane (UHP) is specified
by the field content in the bulk φi, the possible boundary conditions which preserve
conformal symmetry a and the boundary fields ψ
(ab)
i that interpolate boundary conditions
a and b, as well as the structure constants in OPEs of all these fields. Note that the
boundary conditions a, b to the left and right of x in ψ
(ab)
i (x) may or may not be different
and one can interpret the field as a boundary changing field or a field that lives on a
certain boundary, respectively.
On the UHP there is always the possibility of a boundary field inserted at infinity. If
the boundary conditions towards left and right infinity are different this has to be the
case, and if they equal there may or may not be a field at infinity. The situation is
clearer when we map the UHP to the unit disc. Any insertion at infinity in the UHP
will appear as an additional boundary field on the unit circle. From hereon we will
only consider situations in the UHP which, when mapped to the disc via some Mo¨bius
transformation z 7→ ϕ(z), have no boundary field at ϕ(∞). In particular on the UHP
this implies that we have same boundary condition towards ±∞ and no boundary field
inserted at ∞. This is not a restriction, because the situation just described can be
related to the general case on the UHP, i.e. the case with fields inserted at infinity and
possibly different boundary conditions towards left and right infinity, via transforming
it to the unit disc, rotating the disc and mapping it back to the UHP.
There are three different OPEs to consider: Two bulk fields coming together, expanding
a bulk field in terms of boundary fields, and two boundary fields coming together. When
the bulk fields are spinless these are, in turn3:
φi(z)φj(w) ∼
∑
k
Cij
k · φk(w) · |z − w|
2(hk−hi−hj) (7)
φi(x+ iy) ∼
∑
k
(a)Bi
k · ψ
(aa)
k (x) · (2y)
hk−2hi (8)
ψ
(ab)
i (x)ψ
(bc)
j (y) ∼
∑
k
C
(abc)k
ij · ψ
(ac)
k (y) · (x− y)
hk−hi−hj ; x > y (9)
3 Note that there is a slight difference to the notation used by Lewellen in [11]. There the boundary
OPE is ψ
(ab)
i (x)ψ
(bc)
j (y) ∼
∑
k
C
(abc)k
ij ψ
(ac)
k (x) · (y − x)
hk−hi−hj . The difference is in the ordering of
the boundary fields in the n-point-functions. For the 3-pt-function the precise correspondence is, with
x1 > x2 > x3: 〈ψ
(ab)
i (x1)ψ
(bc)
j (x2)ψ
(ca)
k (x3)〉here = 〈ψ
(ac)
k (x3)ψ
(cb)
j (x2)ψ
(ba)
i (x1)〉Lew., so that the relation
between structure constants is C
(abc)k
ij (here) = C
(cba)k
ji (Lew.). But that doesn’t actually matter, because
it will turn out that the explicit form given later fulfils C
(abc)k
ij = C
(cba)k
ji .
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The boundary conditions of diagonal modular invariants are given in [7]. A more general
classification including non-diagonal theories can be found e.g. in [8–10]. Here we collect
some of their results we will need in the following:
For a diagonal theory the possible boundary conditions are labelled by the bulk fields.
The partition function on a cylinder of length R and circumfence L with boundary
conditions a and b is given by:
Z(ab) =
∑
i
nia
b · χi(q) ; q = e
−π L
R (10)
In a diagonal theory the nia
b are just the Verlinde fusion numbers nia
b = Nab
i. In
particular only the identity field lives on the 1-boundary: ni1
1 = δi1, and only the field
ψ
(1a)
a can interpolate the 1– and a-boundary condition: ni1
a = δia. Furthermore all bulk
fields couple to the identity on the 1-boundary: (1)Bi
1 6= 0 ∀i.
5 Sewing Constraints for Diagonal Models
In [11] Lewellen gives a complete set of consistency conditions for the structure constants
of a Virasoro minimal model on the UHP4. In the diagonal case one can, up to rescaling,
determine the necessary form of a solution to these conditions by only considering the
subset of these conditions, as given below (1 denotes the identity field):
For four boundary fields i, j, k, ℓ:
a b c d a
i j k
〈1〉(a)
C
(bcd)q
jk
ℓ
C
(abd)ℓ
iq
C
(ada)1
ℓℓ
=
a b c d
i ℓ
C
(abc)p
ij
a
kj
C
(cda)p
kℓ
C
(aca)1
pp
〈1〉(a)
C
(bcd)q
jk C
(abd)ℓ
iq C
(ada)1
ℓℓ =
∑
p
C
(abc)p
ij C
(cda)p
kℓ C
(aca)1
pp · Fpq
[
j
i
k
ℓ
]
(11)
For one bulk field i and two boundary fields p, q:
a
p q
a b
i
(b)Bi
ℓ
C
(aba)1
qq
〈1〉(a)
C
(abb)q
pℓ
=
q
a
p
(a)Bi
k
a b
〈1〉(a)
C
(aaa)1
kk
i
C
(aba)k
pq
(b)Bi
ℓ C
(abb)q
pℓ C
(aba)1
qq =
∑
k,m
(a)Bi
k C(aba)kpq C
(aaa)1
kk
· eiπ(2hm+
1
2
hk−hp−hq−2hi+
1
2
hℓ)
· Fkm
[
q
p
i
i
]
Fmℓ
[
i
p
i
q
]
(12)
4 The results in [8] differ from [11]. The equations given here were derived using methods from [12]
to transform between the different bases of conformal blocks in the case where only diagonal fields are
present and agree with [11]. We hope to clarify the relation to [8] in future work.
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For two bulk fields i, j:
ji
a(a)Bi
ℓ (a)Bj
ℓ
〈1〉(a)
C
(aaa)1
ℓℓ
=
ji
〈1〉(a)
Cij
m
(a)Bm
1
a
(a)Bi
ℓ (a)Bj
ℓ C
(aaa)1
ℓℓ =
∑
m
Cij
m (a)Bm
1 · Fmℓ
[
i
j
i
j
]
(13)
The remaining two sewing constraints, for completeness, are:
For two bulk fields and one boundary field:
(a)Bk
q (a)Bℓ
t C
(aaa)i
qt = e
iπ
2
(ht−hi−hq−2hℓ)
∑
p,r
Ckℓ
p (a)Bp
i eiπhr
· Fpr
[
i
p
ℓ
k
]
Fpq
[
ℓ
k
r
k
]
Frt
[
ℓ
q
ℓ
i
]
(14)
For four bulk fields:
Cij
s Ckℓ
s Css
1
Fst
[
j
i
k
ℓ
]
= Cjk
t Cℓi
t Ctt
1
Fts
[
ℓ
i
k
j
]
(15)
These equations can be verified e.g. with the techniques for conformal blocks described
in [12]. With the identities on F-Matrices given there it is also possible to see that, for
real F, the RHS of (12) and (14) are equal to their complex conjugates and thus real.
Note that in the pictures associated to equations (11)–(13) the 1-pt-function of the iden-
tity field 〈1〉(a) appears on the LHS and RHS. In the given form of the sewing constraints
these have been cancelled from the equations itself, so that the structure constants com-
puted from (11)–(13) do not depend on the 1-pt-functions of the 1–field.
We still have the freedom to rescale all the fields. This freedom must be reflected in
(11)–(15) in that a rescaling of the fields maps a solution to a solution. When rescaling
particular fields inside the n-pt-functions the structure constants have to change accord-
ingly so that the expansions (7)–(9) remain valid. One can now verify that all possible
rescalings map solutions of (11)–(15) to solutions.
6 Bulk–Boundary Couplings
First we use the sewing constraints to fix the necessary form of the bulk–boundary
couplings. The bulk fields can be rescaled φi → λ · φi s.t.
(1)Bi
1 = Si
1/S1
1 (recall that
from [7] we know that (1)Bi
1 6= 0 ∀i). Now consider (13) in the form:
∑
ℓ
(a)Bi
ℓ (a)Bj
ℓ C
(aaa)1
ℓℓ Fℓn
[
j
j
i
i
]
= Cij
n (a)Bn
1 (16)
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Since by assumption only ψ
(11)
1 can exist on the 1-boundary, for a = 1 the sum reduces
to one term ℓ = 1. Using (48) we obtain:
Cij
k =
(1)Bi
1 (1)Bj
1
(1)Bk
1 F1k
[
i
i
j
j
]
=
(
Fk1
[
i
j
i
j
])
−1
(17)
Substituting (17) back into (13) and taking ℓ = 15 we recover the classifying algebra for
boundary conditions (i.e. the Pasquier Algebra) [8–10], in the diagonal case:
(a)Bi
1 (a)Bj
1 =
∑
k
Nij
k (a)Bk
1 (18)
The general solution is given by the well known eigenvalues of the fusion matrices Ni .
Another way to obtain the same solution is to first find the general expression for the
bulk–boundary couplings by considering (12) with a = 1, p = q = b (the k–sum reduces
to k = 1):
(b)Bi
ℓ C
(1bb)b
bℓ =
(1)Bi
1
∑
m
eiπ(2(hm−hb−hi)+
1
2
hℓ)F1m
[
b
b
i
i
]
Fmℓ
[
i
b
i
b
]
(19)
The constant (1)Bi
1 is fixed by the normalisation of the bulk fields and the imaginary
part of the sum can be shown to vanish, so that RHS is known and real. Petkova has
observed [18] that up to a normalisation the (a)Bi
k are just the S-matrix elements Sa
i(k)
for the torus with one operator insertion6. This S-Matrix is given by equation (52)
in the appendix. For k=1 this reduces to the S-matrix that implements the modular
transformation of characters: Si
j(1) = Si
j.
Taking (19) and rearranging terms such that a rescaling invariant combination of struc-
ture constants appears on the LHS, together with (50)–(52) the correspondence between
(a)Bi
k and Sa
i(k) becomes:
(a)Bi
k C
(1aa)a
ak
(1)Bi
1 = e
iπ
2
hk
(
Fa1
[a
k
a
k
])
−1
·
S1
1 · Sa
i(k)
S1
i · Sa
1
(20)
This expression is symmetric under the exchange a ↔ i and, since the phase on the
RHS cancels with the phases in Sa
i(k), it is also real. Using the explicit normalisations
(1)Bi
1=Si
1/S1
1 and C
(1aa)a
ak =1 (see equation (31) later on) (20) simplifies to
(a)Bi
k = ei
π
2
hk
(
Fa1
[a
k
a
k
])
−1
·
Sa
i(k)
Sa
1
(a)Bi
1 =
Sa
i
Sa
1 (21)
All the bulk and bulk–boundary structure constants are now determined and the scaling
of all bulk fields is fixed.
5proper behaviour of the identity ensures that the appearing boundary structure constant is equal to
one (see also (23) later on).
6 see also [19] for a general discussion of the relation between the sets of duality relations in [11]
and [12]
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7 Boundary Structure Constants
To give necessary expressions for the boundary structure constants it is enough only
to consider equation (11). The following table summarises the line of argument in this
section by describing the boundary situations considered, which constant it fixes, and
what the remaining freedom to rescale the boundary fields is:
boundary situation s.c. fixed eqn. remaining freedom
1 b c b 1
b j j b C
(bcb)1
jj (27) b 6=c, j 6=1 : {ψ
(bc)
j , ψ
(cb)
j } →
{λ · ψ
(bc)
j , λ
−1 · ψ
(cb)
j }
b = c, j 6=1 : {ψ
(bb)
j } → {±ψ
(bb)
j }
1 b 1 d 1
b b d d C
(b1d)q
bd (29) none
a b 1 d a
i b d ℓ C
(dab)q
ℓi (31) none
In order to simplify the notation when rescaling subsets of boundary operators it is
helpful to introduce an ordering on the boundary conditions (1) < (a1) < (a2) < . . . .
The particular order one chooses is not important.
As a first step consider the relation coming from taking the two different OPE’s in the
3-point function:
C
(abc)k
ij C
(aca)1
kk = C
(bca)i
jk C
(aba)1
ii (22)
Setting i=1, k=j, b=a in (22) leads to C
(aac)j
1j =C
(aaa)1
11 . Similarly, setting j=1 resp. k=1
leads to C
(abb)i
i1 =C
(bba)i
1i resp. C
(aaa)1
11 =C
(baa)i
11 . It follows that consistent behaviour of the
identity field on the 1-boundary C
(111)1
11 =1 already implies consistent behaviour of the
identity on all other boundaries:
C
(aab)i
1i = 1 C
(abb)i
i1 = 1 ∀a, b, i (23)
Any given solution of the sewing constraints (11)–(15) must already fulfill (23).
To see how boundary operators couple to the identity, first consider (11) with
a=1, d=b, i=ℓ=b, j=k, q=1: The sum reduces to p=c and with (22) in the form
C
(cb1)c
jb C
(1c1)1
cc =C
(1cb)b
cj C
(1b1)1
bb one obtains:
C
(bcb)1
jj
(
Fc1
[
j
b
j
b
])
−1
= C
(1bc)c
bj C
(1cb)b
cj (24)
Exchanging b ↔ c leaves the RHS invariant. Transforming the F-matrix element using
(49) we finally get:
S1
cC
(cbc)1
jj = S1
b C
(bcb)1
jj (25)
Any solution has to fulfill this identity. In particular this implies that independent of
the expectation values of the identity 〈1〉(a) we cannot set both C
(cbc)1
jj and C
(bcb)1
jj to one.
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We shall now make use of the freedom to rescale the fields. Note that the identity field
1 is fixed by the property 1 · 1=1. For b < c and j 6=1 we rescale ψ
(bc)
j → λ · ψ
(bc)
j . By (9)
this results in:
C
(cbc)1
jj → λC
(cbc)1
jj C
(bcb)1
jj → λC
(bcb)1
jj (26)
For an appropriate λ we get, for all b < c, j 6=1:
C
(cbc)1
jj =
(
F1j
[
c
c
b
b
])
−1 S1
1
S1
c (27)
In particular (26) implies that once the C
(cbc)1
jj are adjusted for b < c one is no longer free
to rescale C
(cbc)1
jj for b > c. However (25) implies that (27) holds also for b > c, j 6=1.For
b=c, j 6=1 rescaling ψ
(bb)
j → λ· ψ
(bb)
j gives C
(bbb)1
jj → λ
2C
(bbb)1
jj , so that bringing C
(bbb)1
jj to the
form (27) only fixes ψ
(bb)
j up to a sign. Setting j=1, together with (47) shows consistency
with C
(bbb)1
11 =1. Thus (27) is valid for all values of b, c, j. The scaling of the operators
{ψ
(bc)
j , ψ
(cb)
j } for b 6=c, j 6=1 is now fixed up to {ψ
(bc)
j , ψ
(cb)
j } → {λ · ψ
(bc)
j , λ
−1 · ψ
(cb)
j }, which
leaves (27) invariant. ψ
(bb)
j , j 6=1 is fixed up to sign.
Taking (11) with a=c=1, i=j=b, k=ℓ=d, p=1 and using (22) and (27) results in:
C
(b1d)q
bd C
(d1b)q
db =
(
F1q
[
d
d
b
b
])2
(28)
For b > d, q 6=1 we rescale {ψ
(db)
q , ψ
(bd)
q } → {λ · ψ
(db)
q , λ−1 · ψ
(bd)
q } such that:
C
(b1d)q
bd = F1q
[
d
d
b
b
]
(29)
(28) now implies that (29) also holds for b < d. For b=d, q 6=1 we are still free to choose
the sign of ψ
(bb)
q → ±ψ
(bb)
q . This allows us to alter the sign of C
(b1b)q
bb to match (29).
The case q=1 can occur only for b=d and we get C
(b1b)1
bb =S1
1/S1
b, consistent with the
normalisation (27). Thus (29) holds for all b, d, q. The scaling of all boundary operators
is now fixed.
Taking (11) with c=1, j=b, k=d the sum reduces to p=a. Using (22) and rearranging
terms one obtains:
C
(dab)q
ℓi = Faq
[
b
i
d
ℓ
]
C
(aba)1
ii C
(dad)1
ℓℓ
C
(dbd)1
qq C
(a1a)1
aa
C
(b1a)i
ba C
(a1d)ℓ
ad
C
(b1d)q
bd
(30)
All the C-terms cancel and after renaming indices one is left with:
C
(abc)k
ij = Fbk
[
a
i
c
j
]
∀a, b, c, i, j, k (31)
Equations (17), (19) and (31) are the unique solution (if it exists) to the sewing con-
straints. All other solutions are trivially related by a rescaling of the fields.
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8 One Point Function of the Identity Operator
Recall that the 1-pt-function of the 1-operator cancelled in equation (11)–(13) (and in
(14), (15) as well in fact). We can fix these by demanding that the partition function
around a cylinder of length R and circumfence L is a modular transformation of the
partition function along the cylinder [10,20].
The partition function around the cylinder is equivalent to a trace on the UHP which
reduces to a sum of characters:
Z(ab) [ a b ] =
∑
j
nja
bχj(q) =
∑
i,j
Sa
iSb
i
S1
i
· Si
jχj(q) =
∑
i
Sa
iSb
i
S1
i
· χi(q˜) (32)
where q = exp(−πL/R) and q˜ = exp(−4πR/L).
The partition function along the cylinder in turn is equivalent to an inner product of
boundary states. Let |i〉〉 = (1+(2hi)
−1L−1L¯−1+ · · · )|i〉 denote the Ishibashi states [21]
and |a〉 =
∑
i gai|i〉〉 be a boundary state. It will turn out that there is a consistent choice
of constants such that the gai are real and complex conjugation has thus been left out
of subsequent formulas. For the partition function we get:
Z(ab)
[
a b
]
= 〈b|e−
2πR
L
(L0+L¯0−
c
12
)|a〉 =
∑
i
gbi gai 〈i|i〉 · χi(q˜) (33)
Comparing (33) to (32) gives expressions for gai. Alternatively these can be obtained
by calculating the 1-pt-function on a disc in two different ways. Consider a bulk field φi
in the centre of a disc of radius 1 with boundary condition b. Using Ishibashi states one
gets:
〈φi(0)〉
(b)
disc = 〈b|φi(0)|0〉 = gbi〈i|i〉 (34)
Here we took the states |i〉 to be normalised such that:
φi(0)|0〉 = |i〉 (35)
On the other hand, transforming the the 1-pt-function from the UHP with a b-boundary
to the disc we get:
〈φi(0)〉
(b)
disc =
(b)Bi
1 〈1〉(b) (36)
Comparing the two yields:
gbi =
(b)Bi
1 〈1〉(b)
〈i|i〉
(37)
The norm of the state |i〉 is linked to OPE of two bulk fields via (35):
〈i|i〉 = Cii
1 〈0|0〉 (38)
To ensure that the boundary 1-pt-functions of the identity are real and take a concise
form we choose not to set 〈0|0〉 to one.
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Substituting (37) back into (33) gives:
gai gbi 〈i|i〉 =
(a)Bi
1 (b)Bi
1
Cii
1 ·
〈1〉(a)〈1〉(b)
〈0|0〉
(39)
The RHS of this equation is invariant under a rescaling φi → λφi because the factors
from (a)Bi
1 · (b)Bi
1 and Cii
1 cancel. Thus substituting the explicit expressions for (b)Bi
1
(21) and Cii
1 (17) still gives an expression that is invariant under rescaling of the fields.
Comparing (33) to (32) now yields:
〈1〉(a)〈1〉(b)
〈0|0〉
=
Sa
1Sb
1
S1
1 (40)
The general solution to (40) is:
〈1〉(a) = µ · Sa
1 〈0|0〉 = µ2 · S1
1 (41)
For convenience we choose µ = 1.
There is another constraint on the identity 1-pt-functions, coming from de-
manding continuity on the disc. We take boundary fields to transform
as ψ
(ab)
i (x)→ |ϕ
′(x)|hi ψ
(ab)
i (ϕ(x)). If we lift the two UHP 2-pt-functions
〈ψ
(ab)
i (x)ψ
(ba)
i (y)〉
(a)
UHP and 〈ψ
(ba)
i (y)ψ
(ab)
i (x)〉
(b)
UHP to the disc, they should be identical
upon analytic continuation. This results in the constraint (see also [11]):
C
(aba)1
ii 〈1〉
(a) = C
(bab)1
ii 〈1〉
(b) (42)
Comparing (42) with (25), independent of the normalisation of boundary fields, this
becomes:
〈1〉(a)
S1
a =
〈1〉(b)
S1
b
(43)
The general solution for 〈1〉(a) in (41) is thus consistent with demanding continuity on
the disc, for any value of µ.
One can now work out the universal ground state degeneracies defined in [22]:
Z(ab) ∼
R→∞
(ga · gb) · e
−RE0(L) (44)
where E0(L) is the ground state energy and ga resp. gb is the factor of the ground state
degeneracy coming from the boundary a resp. b. Let φΩ be the field of lowest conformal
weight. Then the S-matrix (for Virasoro minimal models) satisfies SΩ
a > 0 ∀a. From
(33) we get the relation ga · gb = gaΩ · gbΩ · 〈Ω|Ω〉. Thus
ga = gaΩ
√
〈Ω|Ω〉 =
(a)BΩ
1 · 〈1〉(a)√
CΩΩ
1 〈0|0〉
=
Sa
Ω√
S1
Ω
(45)
in agreement with [22]. Note that this expression is invariant under both rescaling of
the fields and rescaling of the identity-1-pt-functions.
9 Conclusion
In this paper we have found the structure constants of A-type Virasoro minimal models,
given in equations (17), (19) and (31), under the assumption that a solution to the sewing
constraints exists. Any other solution is trivially related to the given set of structure
constants by a rescaling of the fields. Numerical tests with randomly chosen fields in
several A-type Virasoro minimal models confirm that the given structure constants solve
the sewing constraints (11)–(15).
In the form given in section 5 the sewing constraints do not depend on the boundary 1-
pt-function of the identity 〈1〉(a). In particular there is no normalisation of the boundary
fields s.t. for a 6= b we can have both C
(aba)1
ii = 1 and C
(bab)1
ii = 1 (see equation (25)).
Also none of the structure constants given depends on the final choice for the values of
〈1〉(a).
There are two constraints on the 〈1〉(a) and the normalisation of the bulk-vacuum 〈0|0〉:
one from modular transformation of the partition function (40) and one from demanding
continuity on the disc (43). In fact these are equivalent, because on the one hand, once
〈0|0〉 is chosen, (40) actually determines the 〈1〉(a) up to an overall sign and one can check
that (43) is satisfied, irrespective of the choice of that sign. On the other hand, once
(43) is solved, we can choose 〈0|0〉 such that (40) is also satisfied. The choice for 〈1〉(a)
and 〈0|0〉 is not affected by rescaling of the bulk or boundary fields.
The individual rescalings are, for αi, β
(ab)
i , µ ∈ C:
φi → αi · φi
ψ
(ab)
i → β
(ab)
i · ψ
(ab)
i
〈0|0〉, 〈1〉(a), 〈1〉(b), . . .→ µ2〈0|0〉, µ〈1〉(a), µ〈1〉(b), . . .
To relate the normalisation used in this paper to others one can look at the scale depen-
dant form of the following structure constants:
(a)Bi
1 = αi ·
Sa
i
Sa
1 Cii
1 = (αi)
2 ·
S1
i
S1
1 〈0|0〉 = µ
2 · S1
1 〈1〉(a) = µ · Sa
1
In this paper we have αi = 1, µ = 1. To recover the normalisation of Cardy and
Lewellen [7, 11] one has to set αi =
√
S1
1/S1
i and µ = 1/
√
S1
1.
The ground state degeneracies have been computed in this formalism and the result
agrees with [22] and is, as expected, invariant under all rescalings.
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10 Appendix: Some Useful Identities for F-Matrices
The following identities from [12] for Virasoro minimal models are useful when working
with the structure constants:
Fpq
[
j
i
k
ℓ
]
= Fpq
[
i
j
ℓ
k
]
= Fpq
[
ℓ
k
i
j
]
(46)
F11
[
i
i
i
i
]
=
S1
1
S1
i
(47)
F1k
[
i
i
j
j
]
Fk1
[
i
j
i
j
]
=
S1
1 · S1
k
S1
i · S1
j
(48)
Fk1
[
i
j
i
j
]
=
S1
k
S1
j
· Fj1
[
k
i
k
i
]
(49)
Fn1
[
i
ℓ
i
ℓ
]
Fpi
[
j
n
k
ℓ
]
= Fp1
[
k
ℓ
k
ℓ
]
Fnk
[
i
ℓ
j
p
]
(50)
B
(ǫ)
pq
[
j
i
k
ℓ
]
= eiπǫ(hi+hℓ−hp−hq)Fpq
[
j
i
l
k
]
(51)
Si
j(p) = S1
1e−iπhp
Fi1
[
i
p
i
p
]
F11
[
p
p
p
p
]
Fp1
[
j
j
j
j
]
Fp1
[
i
i
i
i
]∑
r
B
(−)
pr
[
i
i
j
j
]
B
(−)
r1
[
j
i
i
j
]
(52)
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