In this paper, the modified form of Jones et al, model introduced by Moustafa et al. [1], Model I, describing the penetration of a thick metallic target by a continuous rod is examined for the following conditions: (i) the rod impact velocity is greater than 1.5 km/s and (ii) the rod aspect ratio is greater than 10. The predicted depths of penetration are compared with experimental measurements of Buchar et al. [2]. Model I proves its limited predictive capabilities; it can be only applied to describe the penetration of a long rod into a thick metallic target at impact velocities less than 1.6 km/s. Moreover, the hydrodynamic theory developed by Tate [3,4] is modified herein by considering the essential dependence of target strength factor on the rate of its material deformation. Three different forms are used to determine the target strength factor; one is linear, whereas the other two forms are non-linear. The linear form correlates the target strength factor with rod impact velocity. The first non-linear form correlates this factor with rod impact velocity, whereas the second correlates it with rod impact velocity and aspect ratio. The modified Tate model, Model II, is used to cover the deficiencies of Model I. The predicted depths of penetration of Model II are compared with experimental measurements of Buchar et al. [2]; good agreement is generally obtained when the linear form that determines the target strength factor is used. Model II is also used to predict samples of time histories of penetration depth and rod residual length due to the impact of high-speed long steel rods of different strengths into thick steel targets. In addition, the model is used to study the influence of rod strength and impact velocity, respectively, on the depth of penetration and the rod residual length.
INTRODUCTION
In the last three decades, the penetration of a high-speed long rod into a thick metallic target has become one of the basic research topics in terminal ballistics. The modified hydrodynamic penetration theory developed by Tate [3, 4] has been widely used as a simple tool for describing this event, The model accounts for the penetration depth and the rod deceleration as a function of rod's impact velocity. The theory is based on a modified Bernoulli equation which equates the pressure on both sides of the moving rod-target interface. This equation includes two strength factors for the rod and target, respectively, which are determined empirically. Tate recommended the Hugoniot Elastic limit (HEL) of the rod material as its strength factor and a value of 3.5*(HEL) of the target material as its strength factor.. Experimental results of Hohler and Stilp [5] support Tate's suggestion., Jones et al. [6] modified the one-dimensional hydrodynamic theory developed by Tate [3, 4] . They modified the equation of motion of the rod rigid part to account for the mass transferring into plastic region. Moreover, the mushroom strain at the deformed end of the rod is incorporated into their analysis. They used the ultimate strengths of both rod and target materials, respectively, to represent their strength factors. Wilson et al. [7] modified Jones et al. model by considering the effect of engineering strain at the penetrator tip on its erosion rate.
The hydrodynamic theory developed by Tate was examined by Rosenberg et al. [8] . They applied the modified Bernoulli equation to the forces acting on both sides of the moving rod-target interface. Moreover, they assumed the effective cross-sectional area of the mushroomed end of the rod to be at least twice the value of its rigid part. They derived an analytical expression to account for the target strength factor and found it to be 3 : 4 times the compressive yield strength of the target material. Their predicted results give good . agreement with experimental measurements over a narrow range of impact velocity (1408 up to 1505 m/s).
Moustafa et al. [1] derived the main equations comprising Jones et al. model [6] considering the effect of engineering strain at the penetrator tip on its erosion rate, as introduced by Wilson et al. [7] . Moreover, they modified this model by accounting for the dependence of target strength factor on the rate of material . deformation; they considered this factor to vary linearly with impact velocity. They compared the predicted results of their model with the experimental measurements of Wilson et al. [7] , which were essentially limited to rod aspect ratios LID 10. Poor agreement between predicted depths , ,of penetration and experimental measurements was obtained when rod impact velocity exceeded 2 km/s.
In the following, the model modified by Moustafa et al. [1] is examined by comparing its predicted depths of penetration with experimental measurements of Bucher et al. [2] . Moreover, the one-dimensional hydrodynamic theory developed by Tate [3, 4] is modified by accounting for the dependence of target strength factor on the rate of deformation of its material. Three forms determining the target strength factor are introduced; one is linear, whereas the other two forms are non-linear. The linear form correlates the target strength factor with rod impact velocity. The first non-linear form correlates the target strength factor with impact velocity, whereas the second correlates this factor with rod impact velocity and aspect ratio. The predicted depths of penetration of the modified Tate model are compared with the experimental measurements of Buchar et al. [2] . Samples of predicted time histories of penetration depth and rod residual length using the modified Tate model are presented. In addition, the effects of rod strength and impact velocity, respectively, on the rod penetration depth and residual length are discussed.
MAIN EQUATIONS OF MODELS CONSIDERED
Jones et al. model modified by Moustafa et al. [1] and the modified Tate model, hereinafter termed Models I and II, describe the penetration of a thick metallic target by a high-speed long rod. Both models are divided into a main phase and two complementary phases. These are: (i) hydrodynamic penetration, (ii) rigid-rod penetration and (iii) no-penetration phases, respectively. Therefore, the penetration process could be considered to consist of phase (i) or a combination of phase (i) and one of the other two phases. The sequence of the penetration phases that represent the complete penetration process depends on the relative magnitudes of the rod and target strength factors as well as the impact velocity of the rod.
The main equations representing each penetration phase are listed in Table 1 for both models. For each phase, the main equations represent a system of first order dependent differential equations. The time of penetration is considered as the independent variable. Each system is solved numerically; the end conditions of the current phase represent the initial conditions for the subsequent phase.
RESULTS AND DISCUSSIONS (i) Evaluation of Analytical Models
In the following, the experimental measurements obtained by Buchar et al. [2] are used to evaluate the analytical models considered herein. These measurements pertain to impact of high strength steel rods of different mechanical properties into thick steel targets. The chemical composition (in wt. %) of the steel used for rod and target is: 0.75 C, 1.8 Mn, 1.68 Si, 0.08 Cu, 0.014 P, 0.005 S, 1.03 Cr, and 0.14 Ni. Buchar et al. changed the mechanical properties of the steel rods by subjecting them to different heat treatments. The tensile mechanical properties Table 1 . Main equations representing each penetration phase of both models. 
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of the steel rods and target are listed in Table 2 . The rods were fired at normal incidence against the targets with impact velocities ranging froM 1400 up to 2400 m/s.
Buchar et al. [2] introduced six groups of experimental data. Three parameters are found to vary in these data; these are rod strength, impact velocity and rod aspect ratio (L/D). For each group, the dimensions and densities of the rod and target materials are listed in Table 3 . The hard and soft steel rods were designated by S-H and S-S, respectively, whereas the target is designated by S-T. A number representing the rod aspect ratio is added to each rod designation.
(a) Predicted penetration depth using Model I
In order to run the computer program of Model I, it is necessary to determine the value of target strength factor. This factor was correlated with the dynamic yield strength of target material through a multiplier; this multiplier is considered to vary linearly with impact velocity (cf. Eqns. (2)b and (2)c). Therefore, the values of the coefficients, a and b, of the multiplier equation should be determined. The measured depths of penetration by Buchar et al. [2] were used to determine the values of target strength multiplier. For each group, it is clear from the aforementioned figures that the multiplier is a decreasing function of impact velocity. For soft and hard steel rods having an aspect ratio of 12, the multiplier is always greater than unity for impact velocities less than 1800 m/s. For higher impact velocities, the multiplier is taken equal to unity, which means that the target strength factor attains its lowest possible value, i.e. dynamic yield strength. The impact velocity at which the multiplier decreases to unity is less than 1900 m/s for rods having an aspect ratio of 18, whereas the multiplier is greater than unity for rods having an aspect ratio of 25 over the whole range of impact velocity (cf. Figs. 3,4) .
For each group of experimental results, the straight line equation that correlates the multiplier with impact velocity was fed into the computer program. The program was run to predict the depth of penetration at each impact velocity. For each group, Table 5 lists the depth of penetration measured by Buchar et al. [2] , the predicted depth of penetration using Model I and the corresponding values of the multiplier. Table 5 ).
From the aforementioned predicted results, it is clear that Model I has generally limited predictive capabilities when the impact velocity of the rod is greater than 1600 m/s. Therefore, Model I can be only applied to describe the penetration of a long rod (L/D 10) into a thick steel target when the impact velocity of the rod is less than 1600 m/s.
(b) Predicted penetration depth using Model II
Values of the coefficients of the linear relation that correlates the target strength multiplier with impact velocity (cf. Eqn. (2)c) are determined by matching the measured depths of penetration of Buchar et al. [2] with predicted values obtained by Model II. Table 4 lists the values of these coefficients, whereas Figs. 1 up to 4 also depict the predicted multipliers as a function of impact velocity for four rodtarget interactions that were examined by Model I The straight line fits that correlate the multiplier with impact velocity are also depicted on their respective figures.
It is clear that the multiplier is a decreasing function of impact velocity for rods having the aspect ratios of 12 and 18. However, the multiplier is always greater than unity over the used range of impact velocity. For rods having an aspect ratio of 25, the multiplier is an increasing function of impact velocity. For each group of experimental data, the straight line fit that correlates the multiplier with impact velocity was fed into the program. The program predicted the depth of penetration
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0, 1. For each group of data, the coefficients of the non-linear equations (2)d e were also determined by matching the predicted depth of penetration with experimental measurements of Buchar et al. [2] . In addition, the predicted depths of penetration using these two non-linear equations are listed in Table 5 .
Comparing the predicted depths of penetration using the different relations proposed, it becomes clear that the best agreement with experimental measurements is obtained when the straight line form is used. Moreover, the inclusion of rod aspect ratio in Eqn. (2)e could hardly improve the predictive ,capability of the model. Figure 9 plots the time histories of the rod residual length (length of the rod rigid part) due to the impact of S-S-12 rods into S-T targets at different impact velocities. For these velocities, Model II considers the penetration process to consist of a hydrodynamic penetration phase followed by a no-penetration phase. During the first phase, the time rate at which the rod length decreases depends on the difference between the current velocity or the rod rigid part and the penetration vok.A..dty. This phase terminates when the penetration velocity vanishwz. Luring the no-penetration phase, the remaining length of the rod rigid is not at rest. Therefore, the time rate of change of its length depends on its current velocity.
(ii) Samples of Predicted Results Using Model II
For the same impact velocity, it is obvious from Fig. 9 that the length of the rod rigid part decreases during the penetration process. Moreover, the rod is not completely consumed during penetration. The predictions of Model II were further confirmed when compared with numerical simulation and experimental results of Holland et al. [9] , who studied the penetration of stainless steel rods into steel targets. It is clear also that the rod residual length decreases with the increase of impact velocity. This is attributed to the increase of the difference between the velocity of the rod rigid part and penetration velocity during the hydrodynamic penetration phase and the increase of the velocity of the rod rigid part with impact velocity when the no-penetration phase starts. Furthermore, the model predicted the same trends for the time histories of rod residual length when the S-.T targets were impacted by S-S-18 rods with different velocities.
For S-S-12 rods, the model predicts the rod residual length when the penetration process terminates and the corresponding total time of penetration at each impact velocity. For V, = 1500, 1800 and 2200 m/s, the predicted residual lengths are 9.7, 3.23 and 0.8 mm, whereas the total times of penetration are 279, 273 and 247 ps, respectively. Figure 10 plots the time histories of the rod residual length due to the impact of S-H-25 rods into S-T targets at different velocities. It is clear from this figure that the trend of the rod residual length is similar to that of Fig. 9 , since the penetration process consists of the same phases. In addition, the model predicts the rod residual length and the total time of penetration for each interaction. For V; = 1500, 1800 and 2200 m/s, the predicted residual lengths at the end of the penetration process are 77.9,37.7 and 12.2 mm, whereas the total times of penetration are 587, 538 and 464 ps, respectively. For V; = 1800 m/s, Fig. 11 plots the time histories of the rod penetration depth and its residual length due to the impact of S-S-12 and S-H-12 rods into S-T targets. It is clear from this figure that the depth of penetration increases with rod strength. This is attributed to the smaller drop in penetration velocity and the longer time of penetration taken by the rod of higher strength. In addition, it is clear from the figure that the depth of penetration of the higher strength rod slightly increases at the end of the penetration process; this increase takes place during the nopenetration phase. The model predicts the depths of penetration of S-S-12 and S-H-12 rods into S-T targets, respectively, and their total times of penetration. The predicted depth of penetration for S-S-12 rod is 162 mm and its total time of penetration is 273 ps, whereas their counterparts are respectively 186 mm and 330 4s for the S-H-12 rods.
Because the penetration velocity, U, of the S-H-12 rod is greater than that of the S-S-12 rod, the difference between the current velocity of the rod rigid part, V, and the current penetration velocity of the S-H-12 rod is less than that of the S-S-12 rod during the hydrodynamic penetration phase. Since this phase lasts much longer than the no-penetration phase, the erosion rate of the rod length during the former phase increases with the decrease of rod strength. The model predicts the residual lengths of the S-S-12 and 'S-H-12 rods after penetration; these are 3.23 and 29.5 mm, respectively. Figure 12 depicts the time histories of the rod residual length and the penetration depth due to the impact of S-S-25 and S-H-25 rods into S-T targets at V; = 2200 m/s. It is clear from this figure that the trends of the rod residual length and penetration depth, respectively, are similar to those of Fig. 11 . In addition, the histories of the soft and hard rods are closer to each other than those of Fig. 11 . This phenomenon has been studied numerically by Rosenberg and Dekel [10] . They attributed it to the deceleration of the rear part of the rod of high aspect ratio, which depends strongly on its strength. Therefore, the S-H-25 rod loses its velocity faster than the S-S-25 rod. They also argued that the increase of the aspect ratio for the higher strength rod can result in a much lower penetration depth. Figure 13 plots the predicted change of penetration depth with impact velocity for S-S-12 and S-H-12 rods, respectively. For the same impact velocity, it is clear that the depth of penetration of the hard rod is greater than that of the soft one this is due to the increase of the penetration velocity with rod strength. For both soft and hard rods, the depth of penetration increases then decreases with the increase of impact velocity. Although the second penetration phases are not similar (no-, penetration for the soft rod and rigid-rod penetration for the hard rod), the depths of penetration of both rods decrease at high impact velocities. This is attributed to the increase of the consumption rate of both rods during the hydrodynamic penetration phase at high impact velocities.
Both models predict continuously increasing depth of penetration with impact velocity. However, the experimental results of Hohler and Stilp [5] show that the depth of penetration of steel rods having aspect ratios of 10 into steel targets increases then decreases with impact velocity. Moreover, numerical simulation results of Rosenberg and Dekel [10] agree with the experimental results of Hohler and Stilp. Rosenberg and Dekel attributed this phenomenon to the high deceleration of the rigid part of the rod at high impact velocity, which reduces the rod penetration capability. Predictions of Model II are essentially similar to the experimental results of Hohler and Stilp [5] . Figure 14 plots the predicted change of penetration depth with impact velocity for S-S-25 and S-H-25 rods, respectively. It is clear that the depth of penetration increases with the increase of rod strength up to Vi = 2400 m/s. for VI > 2400 m/s, the predicted depth of penetration of a soft rod is greater than that of a hard rod. Buchar et al. [2] show that there is no evidence of a crossover effect where a weaker rod starts to perform better than a stronger one. Their numerical simulation results predict that the value of impact velocity at which crossover occurs increases with the decrease of the rod aspect ratio. For each rod, they show that this phenomenon can lead to an optimum strength for the penetrator at which its performance will be maximum. These optimum values were determined numerically by Rosenberg and Dekel [10] , but need to be confirmed experimentally.
CONCLUSIONS
Model I [1] that describes the penetration of continuous rods into thick metallic targets has been examined considering rods having aspect ratios > 10 and velocities greater than 1.5 km/s. The comparison of the predicted penetration depth with experimental measurements of Bucher et al. [2] gives poor agreement for impact velocities greater than 1600 m/s. Therefore, this model can be used to describe the penetration of a long rod (UD ?_ 10) into a thick metallic target when the impact velocity of the rod is less than 1600 m/s. The hydrodynamic theory developed by Tate has been modified herein by considering the essential dependence of target strength factor on the rate of deformation of its material. Three forms representing the target strength multiplier were examined. The first is a linear function of impact velocity, the second is a non-linear function of impact velocity, whereas the third is a non-linear function of impact velocity and rod aspect ratio. The predicted penetration depths are compared with the experimental measurements of Bucher et al.; good agreement is generally obtained when the linear form of the target strength multiplier is considered.
Model II covers the deficiencies of Model I. The former model is used to study the influence of rod strength on penetration depth. For rods having an aspect ratio of 12, it was found that the depth of penetration increases then decreases with impact velocity and the performance of the higher strength rod is always greater than that of the lower strength rod. For rods having an aspect ratio of 25, it was found that the performance of the lower strength rod is better than that of the higher strength rod at high impact velocity. In other words, there appears to exist an optimum rod strength for which the performance of the rod is maximum. This result is confirmed numerically and analytically by other investigators. However, it needs to be verified experimentally. In this paper, Megahed and Abbas model [1] is used to predict autofrettage residual stresses. In order to successfully handle change of Bauschinger effect factor with plastic strain and non-linear hardening during reverse loading, numerical integration and equation solvers are used. Results are compared with those predicted by Chen [2] and both sets are contrasted to experimental residual stress distributions obtained by Aref, et al. [3] using electrochemical boring technique. Good agreement is generally observed between the experimental and current predicted results.
The effect of overstrain on residual hoop stress at the bore of tubes with radius ratios 2 and 3 is also studied. The results show that there is a certain overstrain value, where the stress tends to stabilize; further increase of the overstrain seems to affect the beneficial compressive stress field at the, bore adversely.
I. INTRODUCTION
Reactor pressure vessels, isostatic compaction chambers, chemical reactors, and gun barrels are only a few examples of the variety of uses of thick-walled I pressure vessels. The large tensile stress in the circumferential direction at the bore limits the maximum pressure that can be applied to the vessel. * Assistant Lecturer, **Assoc. Prof., Dept. Mech. Engineering, M.T.C., Cairo, Egypt.
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In order to increase the maximum pressure a cylinder can withstand, a residual compressive stress fi is a process normally used to produce such a favorable residual stress field in gun barrels.
Residual stress distribution in autofrettaged thick-walled tubes is a very important factor in design, fracture analysis, and fatigue life estimation. Therefore, this subject has met widespread interest of solid mechanics investigators such as Hill [4] , Parker et al. [5] , Chen [2] , Bland [6] , Gamer [7] and Megahed and Abbas [1] .
Different assumptions used in material modeling, such as compressibility, yield criterion, flow rule, hardening rule, Bauschinger effect, etc., lead to differences between these models. To get accurate prediction of residual stress distribution induced by autofrettage, one should take into consideration actual material behavior. For instance, Megahed and Abbas [1] considered Bauschinger effect and non-linear hardening during reverse loading. However, the Baushinger effect factor was taken constant, and they handled the problem for specific values of non-linear hardening exponent during reverse loading.
The objective of the present paper is to widen the applicability and increase the accuracy of Megahed and Abbas model by taking into account the change of the Bauschinger effect factor with plastic strain and non-linear hardening during reverse loading, using numerical integration and equation solvers. Results are contrasted to experimental measurements as well as those predicted by Chen s model.
II. MATHEMATICAL MODEL
Megahed and Abbas [1] take into consideration the effect of hardening that occurs during the loading phase as well as the Bauschinger effect and the non-linear hardening during the unloading phase. They experimented with a high strength medium alloy steel characterized by linear hardening during monotonic loading and non-linear hardening during reverse loading, as may be seen from Fig.1 . The monotonic curve is given by:
Where a is the stress, Y is the yield stress, k is the hardening coefficient and s r, is the plastic strain. The elastic range during unloading, shown in Fig.2 as function of plastic strain, is modeled by:
where Y* is half the elastic range following load reversal, D and Q, are material constants, which are determined from the reverse yielding curves of the material.
On a log-log graph, In order to successfully handle changes of the Bauschinger effect factor with plastic strain and non-linear hardening during reverse loading, a computer program in C++ language was constructed to calculate the residual stresses, using G-Simpson rule of numerical integration and the halfing-root method for solution of equations, the closed form solution of Megahed and Abbas derived for particular values of the material constant q was extended to encompass any arbitrary value of q, and to account for Bauschinger effect factor change with plastic strain. The procedure for calculation of residual stresses using Megahed and Abbas model is shown in Fig.4 . 
III. RESULTS AND DISCUSSION
Results using the procedure described before are compared with those predicted by Chen [2] and both sets are contrasted to experimental residual stress distributions obtained by Aref, et al. [3] using the electrochemical boring technique. The material chosen for investigation is medium alloy high strength steel with the chemical composition shown in Table 1 . The mechanical properties and constants required for material modeling during loading and reverse loading using both models were obtained by Aref, et al. [3] and are shown in Table 2 . The results of the two models were compared with the experimental results of Aref, et' al .. [3] for tubes of a radius ratio of 2 and different degrees of autofrettage in Figs.5 to 8. It can be seen from these figures that the two models provide responses that are generally close to each other specially at low overstrain O. Discernible differences start to appear in the zone of reverse yielding (the zone close to the bore), and can be attributed to the different hardening rules adopted by each model during unloading. Experimental results are generally closer to Megahed and Abbas model predictions, as it is closer to the actual loading and reverse loading curve of the material.
A comparison between the two models at different r2ir1 ratios was made. The results are plotted in Figs.9 to 11. For r2/r1 =2, Fig.9 , it is seen that at low overstrains (0) the two models provide similar responses except at the region of reverse yielding. The response is seen to cross this region smoothly in Megahed and Abbas' model, while a discontinuity is observed in Chen model response. These results are consistent with those reported in references [1] and [2] . Moreover, the difference between the predicted responses of the two models increases as (1) increases For r2/r1=3, Fig.10 , greater differences between the two models are realized especially at high overstrains and at the zone of reverse plasticity the difference further increases. In Megahed and Abbas model the beneficial compressive stresses in the bore of the tube tend to decrease at high overstrains. The maximurn compressive stress moves inwards, and an inflection point is observed at the radius ratio of 1.15 approximately for the case of 4)=100%. It means that for large radius ratios (r2/ri), there appears to be a limit to the beneficial compressive stresses one can get from autofrettage. For r2/r1=4, a similar response to that explained before for r2/r1=3 is observed, as can be seen in Fig.11 .
The effect of overstrain on residual hoop stress at the inner diameter of the tube was also studied on tubes of the radius ratios 2, 3 and 4. The results are shown in Fig.12 . It can be seen from the figure that the residual compressive hoop stress at the bore increases with overstrain until a certain overstrain value is reached, where the stress tends to stabilize. Further increase of the overstrain seems to affect the beneficial compressive stresses in the bore adversely. 
