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We study the dynamical properties of the Dicke model for increasing spin length, as the system
approaches the limit of a classical spin. First, we describe the emergence of collective excitations
above the groundstate that converge to the coupled spin-oscillator oscillations found in the clas-
sical limit. The corresponding Green functions reveal quantum dynamical signatures close to the
superradiant quantum phase transition. Second, we identify signatures of classical quasi-periodic
orbits in the quantum time evolution using numerical time-propagation of the wave function. The
resulting phase space plots are compared to the classical trajectories. We complete our study with
the analysis of individual eigenstates close to the quasi-periodic orbits.
PACS numbers: 05.45.Mt, 42.50.Pq, 73.43.Nq
I. INTRODUCTION
The relation between quantum dynamical systems and
their classical counterparts is of fundamental interest, but
also important for the understanding of the quantum dy-
namics itself. Specific questions concern the construction
of and convergence to the classical limit [1, 2], the relation
between classical and quantum chaos [3, 4], or between
quantum chaos and thermalization [5–7]. This includes
the identification of specific signatures of the classical dy-
namics, in particular of stable or unstable periodic orbits
characteristic for regular or chaotic motion, in the eigen-
states and quantum phase space dynamics.
A paradigmatic example studied intensively in this
context is the Dicke model [8] of quantum optics. The
Dicke model, with Hamilton operator
H = ∆Jz + λ(a
† + a)Jx + Ωa†a , (1)
describes a spin (with operators Jx, Jz) of length j cou-
pled to a harmonic oscillator (with bosonic operators
a(†)). While the Dicke model acquires non-trivial be-
havior through the coupling of the spin to the oscil-
lator, it remains accessible to analytical studies in the
classical spin limit j → ∞. In this limit, the Dicke
model shows a quantum phase transition at the criti-
cal coupling λ2 = (∆Ω)/2j, from a ground state with
zero bosonic expectation value (〈a〉 = 0) to a “superradi-
ant” ground state with finite bosonic expectation value
(〈a〉 6= 0) [9, 10]. This superradiant quantum phase tran-
sition (QPT) is accompanied by a divergence of spin-
oscillator entanglement [11–13]. This is in contrast to
the QPT in the “static” oscillator limit Ω → 0, which
occurs already for finite spin length and shows no diver-
gence of entanglement [14].
The Dicke model gives also an example for quantum
chaotic behavior as seen in the level statistics [15–18].
The quantum chaos is accompanied by classical chaos in
the corresponding semi-classical (SC) equations of mo-
tion for spin and oscillator expectation values [19]. It
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was further shown that classical chaos strongly influ-
ences the dynamics of entanglement [20, 21] and spin
squeezing [22]. The build-up and decay of entanglement
is closely linked with the collapse and revival dynamics
at finite j [23–25].
In this paper we study the dynamical properties of the
Dicke model as the classical limit is approached. Our
goal is to compare the quantum dynamics at large j with
the SC dynamics in the limit j → ∞. Our compari-
son includes the linearized dynamics around the ground-
state, seen as the collective response to a weak pertur-
bation, and the full non-linear dynamics in the entire
phase space. With modern numerical tools, in particu-
lar Chebyshev algorithms for the computation of spectral
functions [26] and time-propagation [27], we can produce
unbiased numerical results for large j (up to j = 400).
This allows for a direct analysis of the emergence of “clas-
sical” behavior as the j →∞ limit is approached.
The paper is organized as follows. In Sec. II we discuss
the SC equations of motions that hold in the limit j →∞.
In Sec. III we compute the classical modes in the vicinity
of the stationary state(s), and compare to the quantum
mechanical excitation spectrum that is given by a spin-
spin Green function. In Sec. IV we address the quan-
tum dynamics at higher energies. Convergence towards
the classical dynamics is studied with the spin Husimi
(phase space) function, both for individual eigenstates
and the time evolution of initial coherent states. We fi-
nally conclude in Sec. V. The appendices give details
for the derivation of the SC equations of motion from
the Dirac-Frenkel variation principle (App. A), for the
computation of the classical collective modes (App. B),
and for the numerical computation of the time averaged
Husimi function through a modification of Chebyshev
time propagation (App. C).
II. THE SEMI-CLASSICAL EQUATIONS OF
MOTION
We first derive the SC equations of motion for the spin
and oscillator expectation values. They are only an ap-
proximation to the true dynamics for finite j, but become
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2exact in the limit j →∞ [28].
To obtain the SC equations of motion we can start with
the Ehrenfest equations of motion d〈A〉/dt = i〈[H,A]〉 for
the spin (Jx, Jy, Jz) and oscillator (a
(†)) observables, e.g.
(d/dt)〈Jy〉 = ∆〈Jx〉 − λ〈(a† + a)Jz〉.
The SC approximation consists in neglecting spin-
oscillator correlations [28], replacing a mixed operator
product 〈AB〉 by 〈A〉〈B〉 , e.g. 〈(a†+a)Jz〉 7→ 〈a†+a〉〈Jz〉
in the equation of motion for 〈Jy〉. This results in the SC
equations of motion
d
dt
〈Jx〉〈Jy〉
〈Jz〉
 =
2λRe〈a〉0
∆
×
〈Jx〉〈Jy〉
〈Jz〉
 (2)
for the spin observables and
i
d
dt
〈a〉 = Ω〈a〉+ λ〈Jx〉 (3)
for the oscillator observables. Intuitively, the spin moves
in the magnetic field generated by the oscillator, and the
oscillator moves in the constant force exerted upon it by
the spin. In this sense, the SC approximation gives a
mean field description of the system dynamics.
Eqs. (2), (3) describe a five dimensional dynamical sys-
tem in the real variables 〈Jx,y,z〉, Re〈a〉, Im〈a〉 with two
conserved quantities, energy
E = ∆〈Jz〉+ 2λRe〈a〉〈Jx〉+ Ω|〈a〉|2 (4)
and spin length
j2 = 〈Jx〉2 + 〈Jy〉2 + 〈Jz〉2 . (5)
Note that the latter equation coincides with 〈J2〉 = j(j+
1) only in the limit j →∞.
To eliminate one degree of freedom, using the con-
servation of j2, we switch to planar coordinates for the
spin [29]. With spherical coordinates θ, φ and〈Jx〉〈Jy〉
〈Jz〉
 =
j cosφ sin θj sinφ sin θ
−j cos θ
 , (6)
the complex variable
z = e−iφ tan(θ/2) (7)
gives a mapping of the Bloch sphere onto the com-
plex plane. We note 〈Jx〉 = 2j Re z/(1 + |z|2), 〈Jy〉 =
−2j Im z/(1 + |z|2), and 〈Jz〉 = j(|z|2 − 1)/(1 + |z|2).
For the oscillator we introduce the complex variable
α¯ =
Ω
jλ
〈a〉 . (8)
The prefactor guarantees a well-defined limit j → ∞.
We can identify α¯ with (the suitably scaled) position and
momentum of the harmonic oscillator:
Q = Re α¯ , P = Im α¯ . (9)
Expressed in z, α¯, Eqs. (2), (3) become
i ˙¯α = Ω
(
α¯+
2 Re z
1 + |z|2
)
,
iz˙ = ∆
(
z +
κ
2
(1− z2) Re α¯
)
.
(10)
Here, we introduced the dimensionless coupling constant
κ =
2jλ2
∆Ω
. (11)
The quantum phase transition occurs at κ = 1. Con-
servation of spin length is imminent, and only four real
dynamical variables remain. Note that j does not ap-
pear in the equations. Rescaling of the time variable t
would further allow the elimination of either Ω or ∆. The
energy is given by
E(z, α¯)/(j∆) =
|z|2 − 1
|z|2 + 1 + 2κ
Re zRe α¯
1 + |z|2 +
κ
2
|α¯|2 . (12)
We note the parity symmetry z 7→ −z, α¯ 7→ −α¯ of
Eqs. (10), (12).
To shed further light on the meaning of the SC approx-
imation, we stress that the SC equations of motion can
also be derived from a time-dependent variational ansatz
|ψSC(t)〉 = |α(t)〉 ⊗ |z(t)〉 (13)
for the wave function. Here,
|α〉 = e−|α|2/2eαa† |0〉 (14)
with a|α〉 = α|α〉 for α ∈ C and
|z〉 = (1 + |z|2)−jezJ+ |j,−j〉 (15)
denote oscillator and spin coherent states, respec-
tively [29]. The relation between z and the spin observ-
ables is as in Eqs. (6), (7), the relation between α = 〈a〉
and α¯ as in Eq. (8).
The time-dependence of |ψSC〉 now follows from the
Dirac-Frenkel time-dependent variational principle [30,
31]. The equation of motion is
d
dt
|ψSC〉 = P 1
i
H|ψSC〉 , (16)
where P is the orthogonal projection onto the tangent
space of the manifold of |ψSC〉 states. Evaluation of the
projection (see App. A) recovers the equations of mo-
tion (10). The SC approximation is thus equivalent to the
assumption that the system stays in a coherent product
state as in Eq. (13) during time evolution. This explains
the restrictions of the SC approximation, and hence part
of the deviations between classical and quantum dynam-
ics to be observed later.
3III. CLASSICAL AND QUANTUM
COLLECTIVE MODES
We now consider the classical dynamics in the vicin-
ity of the stationary solutions of Eq. (10), and compare
to the collective response of the Dicke model for small
perturbations of the groundstate.
A. Classical collective modes
Depending on the value of κ, Eq. (10) has one or two
stable stationary solutions, which give the groundstate
of the Dicke model at zero temperature and in the limit
j → ∞. For κ < 1, the only stationary solution is z =
α¯ = 0. For κ > 1, this solution becomes unstable and
the two stable solutions
z± = ±
√
κ− 1
κ+ 1
, α¯± = ∓
√
κ2 − 1
κ
(17)
appear. Upon change of the value of κ, Eq. (10) thus
displays a (supercritical) pitchfork bifurcation [32]. The
appearance of stable solutions with 〈a〉 6= 0, which break
the parity symmetry, signals the superradiant quantum
phase transition at the critical coupling κ = 1.
For small oscillations z = zs+δz, α¯ = α¯s+δα¯ around a
stationary solution zs, α¯s, linearization of Eq. (10) gives
i ˙δα¯ = Ω
(
δα¯+
2(1− z2s)
(1 + z2s)
2
Re δz
)
,
iδ˙z = ∆
((
1− κα¯szs
)
δz +
κ
2
(
1− z2s
)
Re δα¯
)
.
(18)
Eq. (18) is a linear equation of motion for the devi-
ations δα¯, δz, with purely imaginary eigenvalues (see
App. B). They give the frequencies of small oscillations
around the groundstate of the Dicke model in the j →∞
limit. Two different modes exist, with frequencies
ω2± =
Ω2 + ∆2
2
±
√(
Ω2 −∆2
2
)2
+ (∆Ω)2κ (19)
for κ < 1, and
ω2± =
Ω2 + (∆κ)2
2
±
√(
Ω2 − (∆κ)2
2
)2
+ (∆Ω)2 (20)
for κ > 1. The frequencies are plotted in Fig. 1. The ap-
pearance of a “soft mode” with ω− = 0 at κ = 1 signals
the second order QPT. The frequencies obtained here
directly from the SC equations of motion agree with the
result obtained with a Holstein-Primakoff-transformation
of the spin operators in Ref. [18]. Both approaches are
mathematically identical because they give, implicitly,
the same linearized equations of motion around the sta-
tionary solutions of Eq. (10).
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FIG. 1. (Color online) Collective mode frequencies ω±
from Eqs. (19), (20) (upper row) and weights w± from
Eqs. (23), (24), (25) (lower row) as a function of κ for
Ω/∆ = 0.8, 1.0, 1.2 from left to right.
From the eigenvectors of Eq. (18) the full dynamical
response can be determined (see App. B). Let us exem-
plarily focus on the response to a small rotation of the
spin around the y-axis, such that Jx 7→ Jx+δJx. Within
the linear approximation of Eq. (18) it is
δJx(t)
δJx(0)
= w− cosω−t+ w+ cosω+t , (21)
with Fourier transform
δJx(ω)
δJx(0)
=
1
δJx(0)
∫ ∞
−∞
δJx(t)e
+iωtdt
= piw−
(
δ(ω − ω−) + δ(ω + ω−)
)
+ piw+
(
δ(ω − ω+) + δ(ω + ω+)
)
.
(22)
The Fourier transform has four δ-peaks at frequencies
±ω±. The weight w± of the peaks, as shown in Fig. 1, is
given by
w− = cos2 β , w+ = sin2 β , (23)
with
tan 2β =
2Ω∆
√
κ
Ω2 −∆2 (24)
for κ < 1 and
tan 2β =
2Ω∆
Ω2 − (∆κ)2 (25)
for κ > 1. Note that these equations determine the angle
β only up to multiples of pi/2. The correct choice is
0 ≤ β ≤ pi/2 for Ω ≥ ∆ (with ω− → ∆, w− → 1 for
κ → 0) and pi/2 ≤ β ≤ pi for Ω < ∆ (with ω+ → ∆,
w+ → 1 for κ → 0). At resonance Ω = ∆, it is w− =
w+ = 1/2 for κ < 1 below the critical coupling. For
κ > 1, the weight w+ of the high frequency peak grows,
and w+ → 1, w− → 0 for κ→∞ (cf. Fig. 1).
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FIG. 2. Frequency spectrum of the normalized Green function
as defined in Eq. (31), for Ω/∆ = 1, κ = 0.95 and j = 1
(left panel), j = 100 (right panel). The peaks are plotted
with a finite width acquired from convolution with a narrow
Gaussian.
B. Quantum collective modes
For a comparison of the quantum dynamics with the
classical collective oscillations, we slighty disturb the
groundstate and then determine the time evolution of
the wave function. With the operator for a spin rotation
around the y-axis
S(θ) = eiθJy , (26)
the initial state is given by
|ψδ〉 = S(δθ)|ψ0〉 (27)
for small δθ  1. The expectation value of Jx then is
Jx(t) = 〈ψδ(t)|Jx|ψδ(t)〉 = 〈ψ0|S(−δθ)Jx(t)S(δθ)|ψ0〉 .
(28)
Linearization for small δθ gives
Jx(t) = 〈ψ0|(1− iδθJy)Jx(t) + Jx(t)(1 + iδθJy)|ψ0〉
= 〈ψ0|Jx|ψ0〉+ i〈ψ0|[Jx(t), Jy]|ψ0〉δθ .
(29)
The relevant quantity for comparison with the SC result
in Eqs. (21), (22) thus is the commutator Green function
〈〈Jx(t); Jy〉〉 = i〈ψ0|[Jx(t), Jy]|ψ0〉 , (30)
with Fourier transform
〈〈Jx; Jy〉〉ω =
∫ ∞
−∞
〈〈Jx(t); Jy〉〉eiωtdt
=2pii〈ψ0|Jxδ[ω − (H − E0)]Jy|ψ0〉
− 2pii〈ψ0|Jyδ[ω + (H − E0)]Jx|ψ0〉 .
(31)
We note that 〈〈Jx(t); Jy〉〉 ∈ R, hence 〈〈Jx; Jy〉〉ω =
〈〈Jx; Jy〉〉∗−ω, and have the sum rule∫ ∞
−∞
〈〈Jx; Jy〉〉ω dω = −2pi〈Jz〉 . (32)
It is 〈Jz〉 < 0 for ∆ > 0, as chosen here. For a
real Hamiltonian such as for the Dicke model, time-
reversal symmetry 〈〈Jx(−t); Jy〉〉 = 〈〈Jx(t); Jy〉〉∗ holds,
and 〈〈Jx; Jy〉〉ω ∈ R.
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FIG. 3. (Color online) Position (left panel) and weight
(right panel) of the peaks in the normalized Green function
〈〈Jx; Jy〉〉ω/(−2pi〈Jz〉), for Ω/∆ = 1 and j = 10, 100, 200 from
top to bottom. The dashed lines show the classical frequen-
cies ω± and weights w± from Eqs. (19)—(25). Those branches
of the quantum excitation spectrum which gain significant
weight are accentuated by colored symbols.
The Green function is computed with the kernel poly-
nomial method (KPM) [26], which allows us to treat large
j. According to Eqs. (8), (17) the average number of
bosons in the groundstate scales as j∆/(2Ω)(κ2 − 1)/κ
for κ > 1, in addition to significant bosonic fluctuations
at the QPT [14]. Therefore, up to 103 bosons are kept in
the calculation to ensure a negligible error from trunca-
tion of the infinite-dimensional Hilbert space. The spec-
tral resolution of 〈〈Jx; Jy〉〉ω can be arbitrarily refined by
increasing the number of Chebyshev moments.
For j → ∞, the Green function should converge to
the classical result from Eq. (22). Some care has to be
taken about the correct normalization of 〈〈Jx; Jy〉〉ω in
comparison to Eq. (22), because the relation between
δJx(0) and δθ depends on the value of the stationary
solution zs. According to Eq. (6) it is δJx(0) = −〈Jz〉δθ,
which is just the factor from the sum rule for 〈〈Jx; Jy〉〉ω.
Therefore, we can use the normalized Green function
〈〈Jx; Jy〉〉ω/(−2pi〈Jz〉).
We show 〈〈Jx; Jy〉〉ω in Fig. 2 for small and large j.
The function consists of several peaks, but a (pair of)
two peaks close to the classical frequencies ±ω± from
Eqs. (19), (20) dominate the spectrum already at j = 1.
For a quantitative comparison with the classical limit,
we show in Fig. 3 the peak positions and weights as ex-
5tracted from 〈〈Jx; Jy〉〉ω/(−2pi〈Jz〉). We see that with
increasing j, the quantum mechanical Green function in-
deed converges to the result in the classic limit (Eq. (22)),
in the sense that the weight of the dominant peaks in-
creases and their position shifts towards the frequencies
±ω± of the classical collective modes. Since there is no
QPT for finite j, convergence is slowest for κ in the vicin-
ity of the critical κ = 1. For example for j = 100, the
peaks at ±ω± contribute 96% of the spectral weight for
all |κ−1| > 0.4, but only 79% for κ ≈ 1.06. In particular,
precursors of the “soft mode” with ω− → 0 for κ → 1
can be identified only for large j ≥ 200.
The various energies in Fig. 3 correspond to quantized
periodic motion around the one (below the QPT) or two
(above the QPT) minima of the classical energy E(z, α¯)
from Eq. (12). In principle it should be possible to obtain
these energies, and the corresponding wave functions and
the peak weights w, with the Wentzel-Krames-Brillouin
approximation or other SC quantization schemes [33, 34].
A comparison with the numerical data presented here
would be most interesting in the vicinity of the phase
transition, where deviations from the classical collective
mode energies ω± remain significant also for large j.
IV. CLASSICAL AND QUANTUM CHAOS
After our study of the dynamics in the vicinity of the
groundstate, we now turn to the general non-equilibrium
dynamics for larger energies. In contrast to the linear re-
sponse dynamics studied in the previous section, we can
no longer expect a simple relation between the classical
dynamics and the time-evolution of quantum-mechanical
expectation values. Additional corrections beyond the
leading order of the SC approximation arise, e.g., from
quantum diffusion in phase space [6, 7] that leads to
spreading of the wave function. These corrections man-
ifest themselves in the time-evolution of the wave func-
tion, but not in simple expectation values. Stable or
unstable periodic orbits lead to different signatures in
the quantum eigenstates [3, 4], and require classification
of individual eigenstates in particular for mixed classical
dynamics where regular and chaotic orbits coexist at the
same energy. Conversely, SC quantization schemes can
be used to construct stationary or time-dependent wave
functions along known classical orbits [33–35]. Therefore,
we will compare classical orbits with phase space dis-
tribution functions of the corresponding quantum orbits
and eigenstates rather than the (spin) observables used
in the previous section. To give a global picture of the
dynamics we compare classical and quantum Poincare
plots.
A. Classical dynamics
Depending on parameters and initial conditions, the
SC equations of motion (Eq. (10)) predict regular or
FIG. 4. Top row: Poincare plots for E = −0.5 and κ =
0.1 (left), κ = 0.5 (middle), κ = 0.6 (right). Bottom row:
Poincare plots for κ = 0.6 and E = −1.0 (left), E = 1.0
(middle), E = 9.9 (right). Red arrows denote the intitial
conditions for the orbits given in Fig. 5 below.
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FIG. 5. Top row: Classical orbits for E = −0.5, κ = 0.1,
Jx(0) = 0.0, Jy(0) = 0.78 (left panel) and E = −0.5, κ = 0.6,
Jx(0) = −0.987, Jy(0) = −0.065 (right panel), corresponding
to the arrows in the Poincare plots in the previous figure.
Shown is the trajectory in Jx–Jy phase space for 0 ≤ t ≤
6000 × 2pi/∆. Bottom row: Positive Lyapunov exponents
Λ1,2 for the two orbits as a function of time. The left orbit
is regular with Λ1,2 → 0 for t→∞, the right orbit is chaotic
with Λ1 → 0.014 > 0.
chaotic dynamics in the limit j → ∞. This is illus-
trated by the Poincare plots in Fig. 4, which are obtained
from classical orbits to fixed energy E = E(z, α¯). Plot-
ted are the values of Jx(t), Jy(t) at those times t ≥ 0
when Q(t) = Re α¯(t) = 0. The knowledge of the four
variables E, Jx(t), Jy(t), Q(t) fixes the remaining vari-
able P (t) = Im α¯(t) because of energy conservation (cf.
Eq. (12)). The points in the plot are assembled from
several orbits at the respective energy.
Regions with regular and chaotic motion can be dis-
cerned in the Poincare plots. For large E all orbits are
chaotic, but regular and chaotic dynamics coexist for
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FIG. 6. Comparison of the classical orbits from Fig. 5 to
the spin expectation values 〈Jx(t)〉, 〈Jy(t)〉 from the quantum
dynamics for the corresponding initial states as in Eq. (33).
Shown are the classical (solid curves) and quantum (dashed
curves) trajectories in Jx–Jy phase space (upper row) and the
Euclidean distance between the trajectories as a function of
time (lower row), for j = 2, 50, 300.
smaller E. Two different orbits, a stable periodic orbit
(left panel) and a chaotic orbit (right panel), are shown in
Fig. 5. The stability of the classical orbits is characterized
by the behavior of the (maximal) Lyapunov exponent
Λ(t) for t → ∞, which we calculate with the “standard
method” from Refs. [36, 37]. In the present case, for a
four-dimensional Hamiltonian system, the Lyapunov ex-
ponents appear in two pairs ±Λ1(t), ±Λ2(t). Two expo-
nents (±Λ2(t)) vanish for t → ∞ because motion along
the orbit is stable [36]. For a regular orbit (left panel in
Fig. 5) also ±Λ1(t) vanish, while a chaotic orbit (right
panel in Fig. 5) is characterized by a positive Lyapunov
exponent Λ1(t) > 0 in the limit t → ∞. Note that the
chaotic orbit is ergodic and fills the entire energy shell
E(z, α¯) = E (cf. Eq. (12)). We next compare the two
classical orbits to their quantum mechanical counterparts
for j <∞.
B. Quantum dynamics
For the quantum dynamics, we start from a coherent
product state
|ψ(0)〉 = |α(0)〉 ⊗ |z(0)〉 , (33)
whose parameters are chosen according to the classical
initial condition. The relation to the spin and oscillator
expectation values is given by Eqs. (7)—(9). We obtain
the time-evolution of |ψ(t)〉 numerically with Chebyshev
time propagation [27, 38].
In Fig. 6 we show the spin expectation values 〈Jx(t)〉,
〈Jy(t)〉 that constitute the quantum trajectory in com-
FIG. 7. Spin Husimi function Q(θ, φ; t) of the two orbits from
Figs. 5 (upper panel), 6 (lower panel), for j = 300 and for
t∆/(2pi) = 50, 100, 200 from left to right. Here and in the
following figures we show the projection of Q(θ, φ; t) onto the
Jx–Jy plane. The angle θ runs from 0 in the center to pi/2 on
the outer circle. The angle φ runs counterclockwise from 0 at
the top of the circle to 2pi.
parison to the corresponding classical orbits from Fig. 5.
The classical and quantum trajectory agree only over a
short time period, whose length increases with j. As ex-
pected, the agreement is better for the stable orbit than
for the chaotic orbit. Nevertheless, deviations occur even
for the stable orbit already after a few periods (see lower
left panel for j = 300). In difference to the linear re-
sponse situation studied in Sec. III, convergence of the
quantum to the classical trajectory with increasing j is
absent or slow.
This behavior can be traced back to the fact that the
SC equations of motion coincide with the quantum time-
evolution only as long as the quantum state is approxi-
mately a coherent product state as in Eq. (13). There-
fore, the classical and quantum trajectories agree only
over a finite time TE , the Ehrenfest time, which is of the
order of a few spin periods 2pi/∆ in Fig. 6.
A better comparison of the quantum and classical time
evolution is possible with phase space functions. We use
the spin Husimi function
Q(θ, φ; t) = |〈θ, φ|ψ(t)〉|2 , (34)
which gives the overlap with a coherent spin state |θ, φ〉 =
|z〉 in the spin phase space θ, φ (the relation to the com-
plex variable z is as in Eq. (7)). For a coherent state in
the classical limit j → ∞, Q(θ, φ) shrinks to a point at
the respective spin position. For j < ∞, the coherent
state covers a phase space volume ∝ 1/j.
For the present study of the Dicke model we prefer
the Husimi function over, e.g., the Wigner function [39]
because it has a well-defined classical limit. As shown
in Refs. [6, 7] the exact time-evolution of the joint spin-
oscillator Husimi function Q(z, α, t) is determined by a
Fokker-Planck equation with a classical drift and a quan-
tum diffusion term. The quantum diffusion term vanishes
7for j →∞, and the Husimi function reduces to a classical
probability function on phase space that obeys the Liou-
ville equation. The equations of motion for the Wigner
function contain higher-order derivatives that complicate
the classical limit. Although the Wigner function is suc-
cessfully used for other systems or the study of other as-
pects, such as the phase space complexity of quantum
dynamics [40, 41], the comparison between the quan-
tum and classical Dicke model is best performed with
the Husimi functions.
In Fig. 7 we show the spin Husimi function for the two
orbits from Fig. 6, for large spin length j = 300. We now
observe convergence of the quantum to the classical dy-
namics, in the sense that the spin Husimi function traces
out the phase space region accessible to the classical or-
bits. However, classical phase space drift and quantum
diffusion lead to the spreading of the phase space proba-
bility [6], such that the Husimi function at a single point
of time t covers the entire orbit. Clearly, the values of
t in Fig. 7 are beyond the Ehrenfest time. For the sta-
ble periodic orbit, the quantum state strictly expands
along the one-dimensional classical trajectory in Jx–Jy
phase space. The Husimi function remains localized on
the classical orbit in spite of the spreading in phase space.
Already at finite (though large) j we thus observe how
the classical dynamics constrains the quantum dynamics:
The quantum state spreads along, but not perpendicu-
lar to the classical orbit. We note that this behavior,
which leads to zero spin expectation values due to the
averaging over the entire orbit, is related to the collapse
of Rabi oscillations for large j [25, 42]. For the chaotic
orbit, the Husimi function fills the entire energy shell also
traversed by the classical orbit, which can be understood
as a signature of (microcanonical) thermalization [6, 7].
Spreading of the quantum state along the classical or-
bit explains why the Ehrenfest time is short even when
convergence to the classical dynamics is observed in the
phase space functions. Because the classical drift term
dominates the initial time-evolution of the Husimi func-
tion for large spin length [6, 7] the Ehrenfest time de-
pends crucially on the associated classical motion [35].
For a chaotic orbit classical drift in the unstable direc-
tions dominates and the Ehrenfest time scales as TE ∼
Λ−1 ln(1/V ), where Λ is the maximal Lyapunov exponent
and V the initial phase space volume. For a stable reg-
ular orbit the Ehrenfest time is determined by the much
slower quantum diffusion along the orbit, which results
in the scaling TE ∼ 1/
√
V . Indications of this difference
between a regular and chaotic orbit can be seen already
in Fig. 6.
To quantify the spreading of a quantum state we use
the spin variance ∆J‖ = 〈J2‖ 〉 − 〈J‖〉2 of a rotated spin
operator
J|| = n · J = nxJx + nyJy + nzJz , (35)
which is minimized over all the possible directions n =
(nx, ny, nz)
T with |n| = 1. The variance ∆J‖ is the min-
imum of a quadratic form in n and given by the smallest
0 50 100
t∆ / 2pi
0
0.2
0.4
∆J
|| /
 j2
regular
chaoticj = 2
0 50 100
t∆ / 2pi
0
0.1
∆J
|| /
 j2
regular
chaoticj = 400
FIG. 8. Spin variance ∆J|| as a function of time, for j = 2
(left) and j = 400 (right) with initial conditions corresponding
to the regular and chaotic orbit in Fig. 5.
eigenvalue of the 3× 3 matrix∆x;x ∆x;y ∆x;z∆x;y ∆y;y ∆y;z
∆x;z ∆y;z ∆z;z
 , (36)
whose entries are the (mixed) spin operator variances
∆k;l =
1
2
(〈JkJl + JlJk〉 − 2〈Jk〉〈Jl〉) . (37)
The spin variance is invariant under rotation. It is ∆J‖ ≥
0, and ∆J‖ = 0 precisely for a spin coherent state.
In Fig. 8 we show the spin variance for the quantum dy-
namics corresponding to the two classical orbits in Fig. 5.
For small spin length j = 2 the spin variance is identical
for both orbits, reaching its maximum at about the same
time. Going to large spin length j = 400 we observe
the different scaling of the spin variance and thus the
Ehrenfest time. For the regular orbit the spin variance
[at t = 100(∆/2pi)] is reduced by a factor 0.02 and stays
small during the plotted time interval. For the chaotic
orbit the spin variance again grows quickly, and is only
slightly smaller (by 0.4) than for j = 2. This is a clear
sign of the different rates of spreading due to classical
drift for chaotic and quantum diffusion for regular orbits.
Note that the quantum diffusion term in the Fokker-
Planck equation respects the reversibility of the quan-
tum dynamics [6, 7]. Technically, this follows from the
invariance under time reversal t 7→ −t combined with
conjugation z 7→ z∗, α 7→ α∗ of the spin and oscilla-
tor phase space coordinates, i.e. with Q(z, α, t) also the
time-reversed Husimi function Q(z∗, α∗,−t) is a solution
of the Fokker-Planck equation. In spite of this the time
evolution shown in Fig. 7 and further below is indicative
of irreversible dynamics because it starts from a highly
untypical state such as the coherent states used here. In
classical dynamics, chaotic mixing of trajectories leads
to rapid spreading of the initially localized yet somewhat
extended phase space distribution at least on times scales
smaller than the Poincare recurrence time. The perceived
irreversibility thus is a consequence of averaging over
diverging trajectories starting from nearby phase space
points. For quantum chaotic systems with few degrees of
freedom this kind of irreversibility is linked to the com-
plex energy spectrum [43], as revealed in random matrix
8FIG. 9. Four quasi-periodic classical orbits in Jx–Jy phase
space, for E = −0.5 and κ = 0.6, Jx(0) = 0, Jy(0) = 0.9 (a),
κ = 0.1, Jx(0) = 0.0, Jy(0) = 0.9 (b), κ = 0.65, Jx(0) = 0.0,
Jy(0) = 0.9 (c), κ = 0.85, Jx(0) = 0.5, Jy(0) = 0.5 (d).
theory [4]. True irreversibility, involving the approach
to a stationary equilibrium state, requires coupling to an
infinite number of degrees of freedom provided, e.g., by
a bath or the environment [44, 45].
C. Classical and quantum periodic orbits
Because the quantum state traces out the classical or-
bit, periodic orbits that cover only a low dimensional part
of the phase space lead to distinct features in the quan-
tum dynamics. For further illustration of the relation be-
tween classical and quantum dynamics we will, therefore,
use the four (quasi-)periodic orbits shown in Fig. 9. The
quantum signatures of these orbits are identified again
with the spin Husimi function.
The spin Husimi function for the orbit from panel (a)
is shown in Fig. 10, for increasing spin length j and time
t. We clearly see the behavior described above, how the
spin Husimi function traces out the classical trajectory
for larger j. We also observe how the quantum state
quickly loses the shape of the initial coherent state after
the first few periods (e.g. for t∆/(2pi) = 10 and j = 400),
while it still follows the classical orbit.
Remainders of the quantum mechanical dynamics are
seen for large t (rightmost panels), where the spin Husimi
function fragments into several “blobs” located on the
classical trajectory [25]. This is a precursor of the revival
of the initial state at much larger times, which occurs
because for finite j the quantum dynamics explores only a
FIG. 10. (Color online) Spin Husimi function at time steps
t∆/2pi = 0, 1, 10, 50, 100, 200 (from left to right) and spin
length (from top to bottom) j = 10, 50, 200, 400 (from top
to bottom). The initial states correspond to the classical or-
bit from panel (a) in Fig. 9.
finite dimensional Hilbert space (the infinite dimensional
bosonic part is restricted by energy conservation).
The scenario of convergence in phase space generally
holds for (quasi-) periodic orbits, as the spin Husimi func-
tions in Fig. 11 for the remaining three orbits from Fig. 9
(b), (c) and (d) show. The required waiting time af-
ter which the entire classical orbit can be identified in
a “snapshot” of the quantum dynamics at time t can
become nevertheless large, depending on the rapidity of
phase space diffusion. Therefore, the plots in Fig. 11
already show fragmentation of the Husimi function, in-
dicating the later revival of the initial state.
To identify the classical orbit from the quantum time-
evolution already at earlier times we can use the time
averaged Husimi function
Q¯(θ, φ) =
1
2T
∫ T
−T
dtQ(θ, φ; t) , (38)
where T is of the order of a few periods. Q¯(θ, φ) can be
directly computed from the Chebyshev time propagation
(see App. C), which is a more elegant numerical approach
than sampling and averaging of Q(θ, φ; t) at many values
of t. The time averaged Husimi function as shown in
Fig. 12 now gives a clear picture of the classical trajectory
as it is (re-)constructed from the quantum trajectory in
Jx–Jy phase space.
D. Quantum states close to periodic orbits
Because the time-evolution of a quantum state is di-
rectly related to the eigenstates of the Hamiltonian,
the same signatures that appear in the time-dependent
Husimi function should show up in the individual eigen-
states. Therefore, we finally try to relate the differ-
ent classical orbits with energy E to the eigenstates
9FIG. 11. (Color online) Spin Husimi functions for the three
classical orbits from Fig. 9 (b), (c) and (d), all at time t =
200 × 2pi/∆. The left, central, right column corresponds to
the respective orbit in panel (b), (c), (d) in Fig. 9. From top
to bottom, the spin length grows as j = 10, 50, 200, 400.
FIG. 12. (Color online) Time averaged spin Husimi func-
tion as defined in Eq. (38) for j = 100 and T∆/(2pi) =
0.1, 0.25, 0.5, 0.75, 1.0, 1.25 from left to right. The rows, from
top to bottom, correspond to the classical orbits in panel (a)—
(d) in Fig. 9.
H|En〉 = En|En〉 with nearby energies En ≈ E. We
use two different spin Husimi functions to characterize
the eigenstates, which give correspondence either to the
classical orbits or the Poincare plots.
The spin Husimi function
QSpinn (θ, φ) = |〈θ, φ|En〉|2 (39)
for the eigenstates |En〉 directly corresponds to the time-
dependent spin Husimi function from Eq. (34). In Fig. 13
we show the Husimi functions for different eigenstates in
the energy range −0.703 < En < −0.249. The eigen-
states are arranged according to their overlap with clas-
sical orbits to energy E = −0.5. Both regular (A)–(C)
and chaotic (D)–(E) orbits appear in the figure because of
the classical “mixed” dynamics (recall the Poincare plot
in Fig. 4). To every orbit, we show the four eigenstates
|En〉 with maximal overlap |〈En|ψ(0)〉| with the initial
state |ψ(0)〉 from Eq. (33) that corresponds to the initial
conditions of the classical orbit. The comparison clearly
reveals the correspondence between regular classical or-
bits and the fine structure of the phase space distribution
visible in some of the quantum eigenstates. These eigen-
states occupy only part of the admissible phase space.
Classical chaotic orbits, on the other hand, correspond
to eigenstates that are spread out over the entire phase
space.
The rightmost Husimi functions in the second and
fourth row belong to the same eigenstate, which has
significant overlap with the two different initial coher-
ent states |ψ(0)〉 that correspond to the regular (B) or
chaotic (D) orbit. Accordingly, the phase space density
of this state shows signatures common to classical or-
bits of different type. This effect resembles the “scars”
of ergodic eigenstates in chaotic systems that arise from
(unstable) periodic classical orbits [46–49]. Note, how-
ever, that in the present example with mixed regular and
chaotic dynamics stable (quasi-) periodic orbits occupy
a finite portion of the classical phase space. Therefore, a
finite fraction of the eigenstates shows signatures arising
from periodic orbits even in the limit j →∞, in contrast
to the scars in completely chaotic systems [46, 47].
For small spin length (j = 9/2) early indications for
the localization of the oscillator (but not spin) Husimi
function on stable periodic orbits have been observed in
Ref. [50, 51]. The clear distinction between eigenstates
and phase space signatures corresponding to regular or
chaotic classical orbits requires the much larger values of
j used here.
The Poincare Husimi function is defined as
QPoincn (θ, φ) = |〈α¯; θ, φ|En〉|2 , (40)
where α¯ has the value as in the corresponding classi-
cal Poincare surface of section, i.e. Q = Re α¯ = 0
and P = Im α¯ is determined from the energy constraint
E = E(z, α¯) (cf. the discussion of Fig. 4). In constrast
to the spin Husimi function from Eq. (39), no trace over
the bosonic degree of freedom is involved.
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FIG. 13. (Color online) Five classical orbits at κ = 0.6 and
E = −0.5 and eigenstates in the energy range −0.703 <
En < −0.249. Shown are the respective four eigenstates (to
j = 200) with maximal overlap with initial coherent state cor-
responding to the initial conditions of the respective classical
orbit. Orbits (A)–(C) are regular, orbits (D)–(E) are chaotic
with Λ
(D)
1 = 0.014 and Λ
(E)
1 = 0.013.
This function has been considered previously for other
models [52, 53]. In Fig. 14 we show the Poincare Husimi
function of several individual eigenstates, with energies
in the vicinity of the energies of the classical Poincare
surface of section in Figs. 4. This figure reveals how the
eigenstates localize at regular structures in the Poincare
plots.
V. CONCLUSIONS
Based on a combination of analytical and numerical
data for the quantum dynamics of the Dicke model at
large spin length we study the approach towards the clas-
sical spin limit j →∞ in two different situations.
For the low-energy dynamics around the stationary
states linearization of the semi-classical equations of mo-
tion gives two classical collective modes. The correspond-
ing quantum observables are Green functions that de-
scribe the response of the system to a small perturbation
of the ground state. The quantum mechanical spectrum
is dominated by the two classical modes already at small
spin length. Convergence is rapid with growing j and
FIG. 14. (Color online) Poincare Husimi function of the eigen-
states for j = 100 and κ = 0.1, −0.570 < En < −0.475 (upper
row) κ = 0.5, −0.530 < En < −0.470 (middle row) κ = 0.6,
−0.530 < En < −0.460 (lower row) near the classical en-
ergy Ecl = −0.5 of the classical Poincare surface of section in
Fig. 4.
allows for clear identification of the “soft mode” at the
QPT already for j ' 200.
For the dynamics at higher energies, a direct compar-
ison of quantum and classical trajectories does not show
convergence towards the classical dynamics because of
rapid spreading in quantum phase space. Instead, con-
vergence is observed in the Husimi phase space functions
only. They allow us to unambigously identify the sig-
natures of classical (quasi-) periodic orbits and chaotic
orbits in the quantum dynamics and in individual eigen-
states.
In conclusion, our results give a direct picture how the
classical dynamics determines the quantum dynamics at
larger j. In short, the quantum dynamics is a combi-
nation of motion along a classical orbit, and spreading
of the phase space probability along, but not perpendic-
ular to, the classical orbit. The spreading can be at-
tributed to classical phase space drift and quantum dif-
fusion. This behaviour is most naturally observed for
classical (quasi-)periodic orbits, which lead to distinct
signature in the quantum dynamics and the eigenstates.
Our results thus corroborate the general scenario devel-
oped for the Dicke model in, e.g., Ref. [6]. For very long
times, fragmentation of phase space functions indicates
the revival of the initial state, which poses a natural limit
to the almost classical phase space dynamics at large but
finite j.
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Appendix A: Derivation of the equations of motion
from the Dirac-Frenkel variational principle
From the derivative of the product state in Eq. (13)
with respect to the parameters α, z, one obtains the three
linearly independent states{|α, z〉; a†|α, z〉; J+|α, z〉} , (A1)
which span the tangent space of the manifold of vari-
ational states. To apply the Dirac-Frenkel variational
principle [30, 31], we have to build an orthonormal basis
in the tangent space. This is given by
{|α, z〉; |α˜, z〉; |α, z˜〉} , (A2)
where
|α˜〉 = a†|α〉 − α∗|α〉 (A3)
and
|z˜〉 = 1 + |z|
2
√
2j
(
J+|z〉 − 2jz
∗
1 + |z|2 |z〉
)
. (A4)
Projection of H|ψ〉 onto the basis set (A2) results in
PH|ψ〉 = ξ1|α, z〉+ ξ2|α˜, z〉+ ξ3|α, z˜〉 , (A5)
with
ξ1 = j∆
( |z|2 − 1
|z|2 + 1 +
κ
2
|α¯|2 + 2κRe(α¯) Re(z)
1 + |z|2
)
, (A6)
ξ2 =
√
j∆Ωκ
2
(
α¯+
2 Re(z)
1 + |z|2
)
, (A7)
and
ξ3 =
√
2j∆
(
z
1 + |z|2 +
κ
2
1− z2
1 + |z|2 Re(α¯)
)
. (A8)
On the other hand, it is
i
d
dt
|ψSC〉 = χ1|α, z〉+ χ2|α˜, z〉+ χ3|α, z˜〉 (A9)
with
χ1 =
j∆κ
2Ω
(Re ˙¯α Im α¯− Re α¯ Im ˙¯α)
+
2j
1 + |z|2 (Re z˙ Im z − Re z Im z˙) ,
(A10)
and
χ2 = i
√
j∆κ
2Ω
˙¯α , χ3 = i
√
2j
1 + |z|2 z˙ . (A11)
From comparison of the coefficients ξ1, ξ2, ξ3 and
χ1, χ2, χ3 one directly obtains the SC equations of mo-
tion for α, z (Eq. (10)).
Appendix B: Equation of motion for the classical
collective modes
Eq. (18) is a linear equation of motion, which can be
written as
i
d
dt
 Re δα¯i Im δα¯Re δz
i Im δz∗
 = glin
 Re δα¯i Im δα¯Re δz
i Im δz∗
 , (B1)
with a 4× 4 matrix of the form
glin =
 0 g1 0 0g1 0 g2 00 0 0 g4
g3 0 g4 0
 , (B2)
whose parameters are read off Eq. (18) as
g1 = Ω , g2 = Ω
2(1− z2s)
(1 + z2s)
2
,
g3 = ∆
κ
2
(1− z2s) , g4 = ∆(1− κα¯szs) .
(B3)
For κ < 1, it is
g1 = Ω , g2 = 2Ω , g3 =
∆κ
2
, g4 = ∆ , (B4)
and for κ > 1,
g1 = Ω , g2 =
Ω(κ+ 1)
κ2
, g3 =
∆κ
κ+ 1
, g4 = ∆κ . (B5)
Eq. (B1) is the equation of motion of two coupled os-
cillators and can be solved as such. The eigenvalues of
glin are
ω2± =
g21 + g
2
4
2
±
√
(g21 − g24)2
4
+ g1g2g3g4 . (B6)
For oscillatory motion, it must ω2 > 0, which gives the
criterion
g1g4 > g2g3 . (B7)
Then, four different real eigenvalues ±ω+, ±ω− exist.
Let us now assume that g1 ≥ g4, and swap g1 and g4
otherwise. Then, ω2+ → g21 and ω2− → g24 for g2, g3 → 0.
The eigenvectors of glin are
x1/2,+ =

1
ω
g1
ω2−g21
g1g2
ω(ω2−g21)
g1g2g4
 (B8)
for the eigenvalues ±ω+ with ω = ω+ for x1+, and ω =
−ω+ for x2+, and
x1/2,− =

ω2−g24
g3g4
ω(ω2−g24)
g1g3g4
1
ω
g4
 (B9)
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for the eigenvalues ±ω2− with ω = ω− for x1−, and
ω = −ω− for x2−. These expressions converge to the
eigenvectors of the uncoupled oscillators for g2, g3 → 0.
For the computation of δJx(t) in Eq. (21), we make
the ansatz001
0
 = a1
2
(x1− + x2−) + b
√
g1g2√
g3g4
(x1+ + x2+) (B10)
such that
a+ bξ = 1 , aξ − b = 0 , (B11)
with
ξ =
ω2+ − g21√
g1g2g3g4
= − ω
2
− − g24√
g1g2g3g4
. (B12)
Here we have ξ ≥ 0. We can alternatively write(
a b
−b a
)(
1
ξ
)
=
(
1
0
)
, (B13)
which is the characteristic equation for a Givens rotation.
For ξ ≥ 0, this can be solved as
a = cos2 β , bξ = sin2 β (B14)
with
cos 2β =
1− ξ2
1 + ξ2
(B15)
or
tan 2β = ±
√
1− cos2 2β
cosβ
= ± 2|ξ|
1− ξ2 = ±
2
√
g1g2g3g4
g21 − g24
.
(B16)
Insertion of g1, . . . , g4 from Eqs. (B4), (B5) gives
Eqs. (24), (25). Note that the angle β in Eq. (B16) has to
be chosen from the correct branch of the arctan function.
For g1 ≥ g4, we take |β| < pi/2 from the principal branch.
In the opposite case g1 < g4, we use pi/2 < |β| < pi (or
similar) which coincides with the result after swapping
g1 and g4 in the equations.
The third component x3(t) of the solution vector x(t)
of Eq. (B1), to initial condition x(0) = e3, then is
x3(t) = a cosω−t+ b ξ cosω+t
= cos2 β cosω−t + sin2 β cosω+t ,
(B17)
yielding Eq. (21).
Appendix C: Calculation of the time averaged
Husimi function
We give here the deviation of Eq. (38). We start with
the definition of the time averaged Husimi function,
Q¯(θ, φ) =
1
2T
∫ T
−T
dt |〈θ, φ|ψ(t)〉|2 . (C1)
The time evolved state |ψ(t)〉 is calculated by means of
the Chebyshev expansion [27, 38]
|ψ(t)〉 =
N∑
n=0
cn(t)Tn(H)|ψ(0)〉 , (C2)
with the Chebyshev polynomials Tn(x) and the expan-
sion coefficients cn(t) = (−i)nJn(at), where a is a scaling
factor chosen such that the spectrum of (1/a)H lies in
the interval [−1, 1]. Jn(x) is the Bessel function
Jn(x) =
1
2pi
∫ pi
−pi
dτ e−i(nτ−x sin τ) . (C3)
The absolut-squared overlap of |ψ(t)〉 with the coherent
state |θ, φ〉 is given by
|〈θ, φ|ψ(t)〉|2 =
N∑
m,n=0
c∗m(t)cn(t)µ
∗
m(θ, φ)µn(θ, φ) , (C4)
with µn(θ, φ) = 〈θ, φ|Tn(H)|ψ(0)〉. This allows us to
write the time average as a matrix-vector product ac-
cording to
Q¯(θ, φ) =
1
2T
∑
m,n=0
∫ T
−T
dt c∗m(t)cn(t)µ
∗
m(θ, φ)µn(θ, φ)
= ~µ∗(θ, φ)C~µ(θ, φ) ,
(C5)
where the matrix coefficients are
Cmn =
1
2T
∫ T
−T
dt c∗m(t)cn(t) . (C6)
Since the integrand is given by
c∗m(t)cn(t) =
i(m−n)
(2pi)2
∫ pi
−pi
dxdy e−i(nx−my)eiat(sin x−sin y) ,
(C7)
we obtain
Cmn =
i(m−n)
2T (2pi)2
∫ pi
−pi
dx dy e−i(nx−my)
∫ T
−T
dt eiat(sin x−sin y)
=
i(m−n)
(2pi)2
∫ pi
−pi
dxdy e−i(nx−ny)sinc[aT (sinx− sin y)] .
(C8)
The remaining integral can be evaluated numerically, e.g.
by means of a discrete Fourier transformation in the form
Cmn =
i(m−n)(−1)(m+n)
N2
×
×
N−1∑
ν=0
N−1∑
µ=0
sinc[aT (sinxν + sin yν)]e
−inxνe−imyµ
(C9)
with xν =
2piν
N
, yν =
2piµ
N
, ν, µ = 0, 1, ..., N − 1.
13
[1] L. G. Yaffe, Rev. Mod. Phys. 54, 407 (1982).
[2] L. Dio´si, N. Gisin, and W. T. Strunz, Phys. Rev. A 61,
022108 (2000).
[3] M. C. Gutzwiller, Chaos in Classical and Quantum Me-
chanics (Springer (New York), 1990).
[4] F. Haake, Quantum Signatures of Chaos, 3rd ed.
(Springer (Berlin), 2010).
[5] M. Srednicki, Phys. Rev. E 50, 888 (1994).
[6] A. Altland and F. Haake, Phys. Rev. Lett. 108, 073601
(2012).
[7] A. Altland and F. Haake, New J. Phys. 14, 073011
(2012).
[8] R. H. Dicke, Phys. Rev. 93, 99 (1953).
[9] K. Hepp and E. H. Lieb, Ann. Phys. (N.Y.) 76, 360
(1973).
[10] Y. K. Wang and F. T. Hioe, Phys. Rev. A 7, 831 (1973).
[11] N. Lambert, C. Emary, and T. Brandes, Phys. Rev. Lett.
92, 073602 (2004).
[12] N. Lambert, C. Emary, and T. Brandes, Phys. Rev. A
71, 053804 (2005).
[13] J. Vidal and S. Dusuel, Europhys. Lett. 74, 817 (2006).
[14] L. Bakemeier, A. Alvermann, and H. Fehske, Phys. Rev.
A 85, 043821 (2012).
[15] M. Kus´, Phys. Rev. Lett. 54, 1343 (1985).
[16] R. Graham and M. Ho¨hnerbach, Phys. Rev. Lett. 57,
1378 (1986).
[17] C. Lewenkopf, M. Nemes, V. Marvulle, M. Pato, and
W. Wreszinski, Phys. Lett. A 155, 113 (1991).
[18] C. Emary and T. Brandes, Phys. Rev. E 67, 066203
(2003).
[19] M. A. M. de Aguiar, K. Furuya, C. H. Lewenkopf, and
M. C. Nemes, Ann. Phys. (N.Y.) 216, 291 (1992).
[20] K. Furuya, M. C. Nemes, and G. Q. Pellegrino, Phys.
Rev. Lett. 80, 5524 (1998).
[21] L. Song, J. Ma, D. Yan, and X. Wang, Eur. Phys. J. D
66, 1 (2012).
[22] L. Song, D. Yan, J. Ma, and X. Wang, Phys. Rev. E 79,
046220 (2009).
[23] G. Rempe, H. Walther, and N. Klein, Phys. Rev. Lett.
58, 353 (1987).
[24] M. Brune, F. Schmidt-Kaler, A. Maali, J. Dreyer, E. Ha-
gley, J. M. Raimond, and S. Haroche, Phys. Rev. Lett.
76, 1800 (1996).
[25] A. Alvermann, L. Bakemeier, and H. Fehske, Phys. Rev.
A 85, 043803 (2012).
[26] A. Weiße, G. Wellein, A. Alvermann, and H. Fehske,
Rev. Mod. Phys. 78, 275 (2006).
[27] H. Tal-Ezer and R. Kosloff, J. Chem. Phys. 81, 3967
(1984).
[28] R. Graham and M. Ho¨hnerbach, Z. Phys. B 57, 233
(1984).
[29] W.-M. Zhang, D. H. Feng, and R. Gilmore, Rev. Mod.
Phys. 62, 867 (1990).
[30] P. A. M. Dirac, Proc. Cambridge Philos. Soc. 26, 373
(1930).
[31] J. Frenkel, Wave Mechanics, Advanced General Theory
(Clarendon Press (Oxford), 1934).
[32] M. A. M. de Aguiar, K. Furuya, and M. C. Nemes,
Quantum Opt. 3, 305 (1991).
[33] L. S. Schulman, Phys. Rev. A 68, 052109 (2003).
[34] R. Sonone and S. Jain, Eur. Phys. J. Special Topics 222,
601 (2013).
[35] R. Schubert, R. O. Vallejos, and F. Toscano, J. Phys. A
45, 215307 (2012).
[36] G. Benettin, L. Galgani, A. Giorgilli, and J.-M. Strelcyn,
Meccanica 15, 9 (1980).
[37] G. Benettin, L. Galgani, A. Giorgilli, and J.-M. Strelcyn,
Meccanica 15, 21 (1980).
[38] A. Alvermann and H. Fehske, Phys. Rev. B 77, 045125
(2008).
[39] W. P. Schleich, Quantum Optics in Phase Space (Wiley-
VCH, 2001).
[40] V. V. Sokolov, O. V. Zhirov, G. Benenti, and G. Casati,
Phys. Rev. E 78, 046212 (2008).
[41] V. Balachandran, G. Benenti, G. Casati, and J. Gong,
Phys. Rev. E 82, 046216 (2010).
[42] V. Buzˇek, H. Moya-Cessa, P. L. Knight, and S. J. D.
Phoenix, Phys. Rev. A 45, 8190 (1992).
[43] L. Chotorlishvili and A. Ugulava, Physica D 239, 103
(2010).
[44] U. Weiss, Quantum Dissipative Systems (World Scien-
tific, 1999).
[45] D. Pagel, A. Alvermann, and H. Fehske, Phys. Rev. E
87, 012127 (2013).
[46] E. J. Heller, Phys. Rev. Lett. 53, 1515 (1984).
[47] L. Kaplan and E. Heller, Ann. Phys. (N.Y.) 264, 171
(1998).
[48] R. L. Waterland, J.-M. Yuan, C. C. Martens, R. E.
Gillilan, and W. P. Reinhardt, Phys. Rev. Lett. 61, 2733
(1988).
[49] D. Biswas and S. R. Jain, Phys. Rev. A 42, 3170 (1990).
[50] M. A. M. de Aguiar, K. Furuya, C. H. Lewenkopf, and
M. C. Nemes, Europhys. Lett. 15, 125 (1991).
[51] K. Furuya, M. de Aguiar, C. Lewenkopf, and M. Nemes,
Ann. Phys. (N.Y.) 216, 313 (1992).
[52] P. Leboeuf and M. Saraceno, J. Phys. A 23, 1745 (1990).
[53] G. Groh, H. J. Korsch, and W. Schweizer, J. Phys. A
31, 6897 (1998).
