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Abstract: A building integrated holographic concentrating photovoltaic-thermal system has been
optically and energetically simulated. The system has been designed to be superimposed into a solar
shading louvre; in this way the concentrating unit takes profit of the solar altitude tracking, which
the shading blinds already have, to increase system performance. A dynamic energy simulation
has been conducted in two different locations—Sde Boker (Israel) and Avignon (France)—both with
adequate annual irradiances for solar applications, but with different weather and energy demand
characteristics. The simulation engine utilized has been TRNSYS, coupled with MATLAB (where the
ray-tracing algorithm to simulate the holographic optical performance has been implemented).
The concentrator achieves annual mean optical efficiencies of 30.3% for Sde Boker and 43.0% for the
case of Avignon. Regarding the energy production, in both locations the thermal energy produced
meets almost 100% of the domestic hot water demand as this has been considered a priority in the
system control. On the other hand, the space heating demands are covered by a percentage ranging
from 15% (Avignon) to 20% (Sde Boker). Finally, the electricity produced in both places covers 7.4%
of the electrical demand profile for Sde Boker and 9.1% for Avignon.
Keywords: solar energy; solar concentration; photovoltaics; PVT; holographic optical elements (HOE);
building integration; energy dynamic simulation
1. Introduction
Energy consumption in the building sector represents 40% of the total energy consumed in
the European Union. The European Commission, in order to decrease energy consumption, defined
(considering buildings as a priority) the directive which states the “20-20-20” objectives: greenhouse gas
emissions reductions (20%), the share of renewable energy (20%) and improvements in energy efficiency
(20%) [1]. In this regard, building integrated solar hybrid Concentrating Photovoltaic-Thermal (CPVT)
systems are a technology which perfectly addresses the objectives defined by the European Union,
as may cover both the thermal and the electrical consumption needs.
CPV systems replace part of the cell area by cheaper and more environmentally friendly
materials, the optical elements, which can lead to more cost-efficient systems from both, economic and
environmental aspects [2]. On the contrary, when increasing the concentration ratio the percentage
which is not converted into electricity becomes much higher in absolute terms. This could cause
PV overheating and thus, problems related with efficiency reduction, stress of materials, etc. arise.
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A strategy to profit the removal heat which negatively influences system performance is to use a hybrid
Photovoltaic-Thermal (PVT) receptor. A PVT module controls PV temperature while simultaneously
produces thermal energy. Another strategy to prevent the PV warming up is the spectral selection of
the incident irradiance. A technology able to concentrate sunlight and at the same time to spectrally
select irradiance is holography.
Among the different types of Holographic Optical Elements (HOEs), volume holograms have been
studied as solar concentrators attending to some interesting properties as the high optical efficiency
achieved (they can reach 100% efficiency for a selected wavelength). They may be utilized in different
configurations [3]: plane gratings, that are not concentrating elements but as they operate directing
light toward the same area the incident irradiance is concentrated [4–6] or concentrating optical
elements (lenses) either cylindrical [7,8] or spherical [9–11].
HOEs present two main characteristics that affect their performance: angular and chromatic
selectivity, in other words, their efficiency depends on the angle of incidence and the wavelength.
Consequently, the solar spectrum and the spectral sensitivity range of the photovoltaic cell, among other
parameters, need to be taken into account in the design of the HOE, in order to optimize its behavior
for the wavelength range of interest. The chromatic selectivity of holograms provides an important
advantage in comparison with refractive elements, since the concentration of undesired wavelengths
on the photovoltaic cell is avoided. If the HOE is designed to diffract infrared wavelengths with very
poor efficiency, the cell is prevented from overheating, which could cause a worsening on the cell’s
performance [12,13]. The chromatic selectivity also allows spectrum splitting, if a configuration with
more than one kind of receiver (either different photovoltaic cells [8,9] or a hybrid photovoltaic-thermal
receiver [10,14–16]) is chosen.
More specifically, regarding holographic PVT designs: Vorndran et al. [10] proposed a
spectrum-splitting holographic system in which a holographic lens diffracts a narrow bandwidth
towards a photovoltaic cell. The transmitted spectrum is reflected on a parabolic mirror towards
a thermal tube. The solar concentrator described by Froehlich et al. [15] is formed by two stacked
holographic lenses, each composed by a holographic grating to correct the incident direction and a
holographic lens. Each holographic lens directs a different spectral range of the incoming light to a
photovoltaic cell, sensitive to one of these two spectral bandwidths. The transmitted spectrum reaches
a thermal absorber, which also refrigerates the PVs. Xia et al. [16] proposed a solar concentrator formed
by a holographic grating, which would split the incident spectrum into visible and infrared range,
and a Fresnel lens, which would concentrate the visible spectrum onto a set of PV cells and the IR
spectrum onto a heat exchanger. Iurevych et al. [14] simulated the performance of a solar concentrator
constituted by a reflection holographic grating. Incoming rays with wavelengths of a certain range
are reflected by the HOE and the surfaces of the system, reaching a PV cell, whereas the rest are
transmitted through the HOE and reach a thermal absorber.
Based on the previous studies found in the literature, it can be noted that even though there are
some works conducting optical and energetic simulation of holographic concentrators, there is no
research dealing with the energy simulation of the system performance considering more than the
concentrating unit itself. In this regard, the present research aims at covering an important gap in the
frame of Holographic Concentrating Photovoltaic-Thermal (HCPVT) solar generators, which is their
dynamic energy simulation. For this purpose, a two-floor family house with an occupancy of three
people is simulated for two different locations: Sde Boker (Israel) and Avignon (France), analyzing the
thermal and electrical production under both climatic conditions and energy demand profiles.
2. System Description
The analyzed building integrated concentrating PVT system is designed to be superimposed
on the blinds of a solar louvre shading system. In this manner, the concentrator is benefitted from
the solar altitude tracking of the shading blinds and thus increasing the optical efficiency. Figure 1
illustrates the architectural configuration proposed, indicating in light blue the blind area where the
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concentrating system is placed (top-left). The blinds’ size is 9 m long by 0.4 m wide and by 0.065 m
high. The simulated building is considered to be 5.8 m height, starting the blinds at the ground floor
window level (1 m height), therefore the number of blinds is 12. On the top-right, a schematic of a
blind section shows the location of the holographic lenses and the PVT module, which is placed in
the interior space. Both elements are assembled in a single unit forming a modular system with two
parallel layers, the HOEs and the PVT module. At the bottom, a diagram of the cross section indicates
the main dimensions of the module.
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Figure 1. Architectural image of the building integrated concentrator (a), section of the blind where 
the PVT concentrator in placed (b) and cross-section and detail of the blind with the PVT concentrator (c). 
The concentrating system consists of two holographic lenses that focus incident irradiance 
toward the PVT module. Both lenses are attached to the same glass substrate, which at the same time 
closes the space between them. 
A diagram of the ray-tracing is represented in Figure 2. Three different wavelengths in the range 
of maximum spectral response of the Si PV cell are depicted to show the rays’ spatial distribution at 
the YZ plane. On the right, a sketch illustrating the rays in the direction of the blind longitude 
represents the incidence along the x-axis (XZ plane), which corresponds to the solar azimuth 
movement. In this dimension, the length of the PVT receiver is slightly shorter than the length of the 
holographic lens to avoid vignetting effects. The azimuth angle translated to the entrance pupil’s 
plane is named as ϕ. The maximum ϕ accepted by the concentrator is indicated in the figure. 
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Figure 1. Architectural image of the building integrated concentrator (a), section of the blind where the
PVT concentrator in placed (b) and cross-section and detail of the blind with the PVT concentrator (c).
The concentrating system consists of two holographic lenses that focus incident irradiance toward
the PVT module. Both lenses are attached to the same glass substrate, which at the same time closes
the space between them.
A diagram of the ray-tracing is represented in Figure 2. Three different wavelengths in the range
of maximum spectral response of the Si PV cell are depicted to show the rays’ spatial distribution at the
YZ plane. On the right, a sketch illustrating the rays in the direction of the blind longitude represents
the incidence along the x-axis (XZ plane), which corresponds to the solar azimuth movement. In this
dimension, the length of the PVT receiver is slightly shorter than the length of the holographic lens
to avoid vignetting effects. The azimuth angle translated to the entrance pupil’s plane is named as ϕ.
The maximum ϕ accepted by the concentrator is indicated in the figure.
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its output: the transmitted wave and the diffracted wave. With the adequate incident conditions 
(wavelength and angle), the efficiency of the diffracted beam is maximal, and it can reach 100% for a 
selected wavelength if the design is also optimum. When illuminating a holographic cylindrical lens 
with a plane wave, the resulting diffracted wave is a cylindrical one, as it is shown in Figure 3.  
The reconstruction wavelength for which the HOE will be most efficient is set at  800 nm. This 
value results from a compromise between the incident solar spectrum (with maximal intensity at 
wavelengths around 500–800 nm most of the day) and the photovoltaic cell sensitivity (optimum 
around 700–1000 nm for mono-Si cells). Incident light at 800 nm will focus at a line parallel to the  
x-axis, 7 cm away from the HOE, as it is shown in Figure 3. However, the PVT module is placed at 5 
cm away from the HOE, in order to collect more energy of the desired wavelength range, since rays 
with different wavelengths are led towards different directions, as it is illustrated in Figure 2. 
Figure 2. Schematic of the HCPVT generation unit, with ray-tracing for rays with three different
wavelengths: 700 (depicted with blue lines), 800 (green lines) and 900 nm (red lines), at the YZ- (a) and
XZ-plane (b).
2.1. Holographic Optical Element
A cylindrical holographic lens is chosen as a solar concentrator HOE. The recording of such lens is
carried out by means of the interference of a plane wave and a cylindrical wave onto a photosensitive
medium, as shown in Figure 3. This turns into variations of the refraction index along the material.
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Figure 3. Sketch of the recording (a) at 532 nm, and reconstruction (b) at 800 nm schemes of the
holographic cylindrical lens simulated in this study.
When illuminating a volume hologram at the reconstruction stage, only two waves are found
at its output: the transmitted wave and the diffracted wave. With the adequate incident conditions
(wavelength and angle), the efficiency of the diffracted beam is maximal, and it can reach 100% for a
selected wavelength if the design is also optimum. When illuminating a holographic cylindrical lens
with a plane wave, the resulting diffracted wave is a cylindrical one, as it is shown in Figure 3.
The reconstruction wavelength for which the HOE will be most efficient is set at 800 nm. This value
results from a compromise between the incident solar spectrum (with maximal intensity at wavelengths
around 500–800 nm most of the day) and the photovoltaic cell sensitivity (optimum around
700–1000 nm for mono-Si cells). Incident light at 800 nm will focus at a line parallel to the x-axis, 7 cm
away from the HOE, as it is shown in Figure 3. However, the PVT module is placed at 5 cm away from
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the HOE, in order to collect more energy of the desired wavelength range, since rays with different
wavelengths are led towards different directions, as it is illustrated in Figure 2.
Holograms present higher angular selectivity when the incidence direction varies in the plane
formed by the two recording beams, and lower in the perpendicular plane. Taking advantage of
this effect, a cylindrical lens offers the possibility of suppressing tracking in one direction. Therefore,
tracking is only necessary along the direction with higher angular selectivity.
The proposed recording material of the HOE is Bayfol HX, a photopolymer manufactured by
Covestro AG (formerly Bayer MaterialScience) [17], adequate for holographic recording with solar
photovoltaic applications [18].
In the configuration chosen for this study, two HOEs are placed separated in the same XY-plane,
so that the spatial distributions of the diffracted beams are symmetrical. A glass plate located in this
plane serves as a substrate for the photopolymer, covers the space between the two HOEs and is
assumed to have the same refractive index as the photopolymer. The distance between the two lenses,
and therefore, the position of the PV cell in the y-axis, was optimized so that it would receive more
energy at the most favourable wavelength range for the cell. The ratio between the x dimension of
the HOEs and the PV cell was chosen to avoid vignetting on the cell of its optimal wavelength range
(700–1000 nm). Angles of incidence ϕ larger than the one depicted in Figure 2, when vignetting would
occur for the optimal bandwidth, result in total internal reflection and prevent the former effect.
2.2. Hybrid Photovoltaic-Thermal Module
The PVT module units are considered to be 100 cm long by 12.96 cm wide; thus every shading
blind of 9 m is composed of nine PVT modules. Every PVT module is formed by seven 14.29 cm long
by 1 cm wide cells connected in series. The photovoltaic cells considered in the simulation are based on
commercial mono-crystalline cells by Sunways [19], whose main electrical characteristics are summed
up in Table 1. The characteristics of the thermal receiver are detailed in Section 3.2.
Table 1. Parameters of the PV cells, reprinted with permission from [19], copyright Sunways AG ¨
Photovoltaic Technology ¨ Max-Stromeyer-Str. 160 ¨ D-78467 Konstanz. SD310912A version 03/13 EN.
VOC (V) JSC (A/m2) FF (%) γ (%/
˝C) TNOCT (˝C)
0.635 377.6 78.4 ´0.44 45
Notes: VOC = Open circuit potential; JSC = Short circuit current density; FF = Fill factor; γ = Power temperature
dependence losses; TNOCT = Nominal operating cell temperature.
3. Methodology
3.1. Spectra Simulation
The direct normal irradiance spectrum is calculated with the SMARTS radiative model [20],
whose main atmospheric input parameters are (listed by order of importance): Air mass (AM), aerosol
optical depth (τ), precipitable water (PW) and Ångström exponent (α).
Air mass is the parameter that normally affects more the spectrum. It is defined as the relative
distance to the shortest vertical path length the sunrays traverse through the atmosphere before
impacting the Earth’s surface. SMARTS calculates the AM from the solar zenith angle (Z) for the
location and time considered:
AM “
”
cosZ` 0.45665Z0.07 p96.4836´ Zq´1.7960
ı´1
(1)
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τ refers to the quantity of aerosols in the vertical direction (urban haze, smoke particles, desert
dust, sea salt . . . ) and characterizes its radiative strength. The τ at wavelength (λ) is linked to the
Ångström exponent (α) by the Ångström law, where β (also called Ångström turbidity coefficient) is
the aerosol optical depth at λ = 1 µm.
τ “ βλ´α (2)
Values of α greater than 2 indicate the presence of fine particles (e.g., smoke particles or sulphates),
whereas values close to zero are typically related to the presence of coarse particles, such as sea salt or
desert dust [21].
Finally, PW is the total amount of condensed water (expressed in cm) corresponding to the total
water vapour contained in a vertical atmospheric column above any location. Water vapour has strong
absorption bands in the near infrared, which directly impacts the spectrum.
Measured values of Z, τ, PW and α, can be obtained from the Aerosol Robotic Network
(AERONET) database [22]. For this study, only AERONET’s level 2.0 data are used to guarantee
the highest possible data quality (after cloud screening, calibration and degradation correction [23]).
τ at 500 nm and α (obtained between 440 and 870 nm) are retrieved. The latter provides both
the α1 and α2 values required by SMARTS. This approach is considered because the single-αmodel
is closer to the original Ångström definition and experimental errors associated with small-band
determinations of the τ variation are decreased [24].
Detailed information on the sunlight spectrum for at least a complete year is required in order
to accurately estimate the energy output of the PVT module. Therefore, a preliminary search on
AERONET’s database has been done to select only those locations and years with a high density
of atmospheric retrievals. These retrievals are performed at least every 15 min for AM less than 5.
Following the procedure described by Chan et al. [25], measurement gaps longer than 15 min are
considered to be caused by extended cloudiness, not computing this time for the annual yield.
In addition, the selected locations should be suitable for CPVT systems and have a high direct normal
irradiance (DNI).
Two different locations have been selected according to three criteria: (i) they should be
representative of different climatic conditions to provide not only differential spectral conditions,
but also different electrical and thermal energy demands; (ii) they should provide high-quality data
over an extended period of time (a constraint satisfied by only a small fraction of AERONET sites);
and (iii) they should have co-located and simultaneous DNI measurements, in order to validate the
simulated spectra. Based on the above criteria, Sde Boker, Israel, (2004) and Avignon, France, (2003)
have been chosen (Table 2).
Table 2. Characteristic parameters for the selected locations.
Location SimulatedYear Lat. (
˝) Long. (˝) Elevation(m)
Mean Daily DNI
(kWh/m2/day) [26]
Annual Mean Atmospheric
Parameters AM | τ | PW |α
Sde Boker 2004 30.86 34.78 480 6–6.5 1.92 | 0.18 | 1.34 |0.86
Avignon 2003 43.93 4.88 32 5–5.5 2.16 | 0.25 |1.76 | 1.37
Figure 4 illustrates the monthly variation of the most representative atmospheric parameters
obtained by AERONET at the selected locations. These graphs conveniently display the amplitude
with which each variable varies throughout the simulation year.
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Figure 4. Monthly-average values of the main atmospheric variables for the simulated sites, obtained
from AERONET. In the case of AM, the values are limited to AM < 5, in agreement with AERONET
measurements. (a) Sde Boker and (b) Avignon.
Finally, the validation of the spectra generated by SMARTS is undertaken by comparing the
calculated broadband DNI to reference irradiance measurements obtained from the Baseline Surface
Radiation Network (BSRN) [27]. A good agreement is achieved between the simulated and the
measured data, as depicted in Figure 5, showing the irradiance profiles for two different typical days in
both locations. It should be stressed that the large drops in the measured data, due to clouds obscuring
the sun, are not modelled in the simulations. In the case of Avignon, the validation has been conducted
using DNI data from the BSRN station in Carpentras, located around 28 km away.
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Figure 5. DNI data in Sde Boker under stable (a) and variable irradiance conditions (b) and in
Avignon (c,d). The dates are respectively 19th of October, 20th of April, 1st of August and 30th of July
in the selected simulated years. LST: Local standard time.
3.2. Optical Simulation
The performance analysis of the holographic lens i based on Kogelnik’s Coupled Wave
Theory [28] and the approximate scalar theory established by Syms [29]. A ray-tracing algorithm
has been developed [30], which allows the calculation of the output directional cosines and the
spectral energy associated with each ray, for the transmitted and the diffracted wave delivered to the
PVT module.
The propagation wave vectors of the recording beams,
Ñ
k 1 and
Ñ
k 2, with modulus k1 “ k2 “ 2pi{λR
(where λR is the recording wavelength), determine the grating vector
Ñ
K “ Ñk 1 ˘
Ñ
k 2, illustrated
in Figure 6.
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Since one of the recording beams is a cylindrical wave, its propagation wave vector has a different
direction at each point along the y-direction, and the angle between beams is also different. Therefore,
the vector
Ñ
K , which is perpendicular to the planes with constant refractive index variation, is spatially
dependant. Its modulus is 2pi{Λ, where Λ is the spatial period of a grating with vector ÑK , and also
different at each point. Each point of the holographic lens behaves differently; thus, each point is
treated as a local holographic grating.
When illuminating the HOE with a wave with vector
Ñ
k 0 and a certain wavelength λC, the resulting
diffracted wave has a vector
Ñ
k `1, which has the same modulus as
Ñ
k 0 and direction determined withÑ
k 0 and
Ñ
K . This relation is shown in Figure 6. Thus, if the vector
Ñ
K along the hologram is known,
the direction of the diffracted ray originated with each incident reconstruction ray at a certain point
can be calculated.
The energy of the diffracted wave from each point is calculated with Equation (3):
η “
sin2
„´
ν2 ` ξ2
¯1{2
1` ξ2
ν2
(3)
The parameters ν and ξ are given by:
ν “ pid∆n
λCc0c`1
(4)
ξ “ dϑ
2c`1
(5)
where d is the thickness of the recording material, ∆n is the refraction index modulation, λC is the
reconstruction wavelength, and c0 and c+1 are the directional cosines with respect to the z-axis of the
reconstruction and diffracted wave, respectively. ϑ is a parameter that determines the variation from
Bragg’s law, that is, the condition of maximal efficiency. Bragg’s law is met when the next equation
is fulfilled:
2ΛsinθC “ λC (6)
where θc is the semiangle between the transmitted and the diffracted beam, shown in Figure 6.
When Bragg’s condition is not fulfilled the efficiency of the diffracted wave decreases, and the efficiency
of the transmitted wave increases.
The energy of the transmitted wave is calculated as the remaining available energy that is not
taken by the diffracted wave, at each point and for each reconstruction wavelength. The rays entering
the system through the glass plate between the two HOEs are also considered.
The simulation considers the direct normal irradiance solar spectrum, generated by SMARTS,
as the incident irradiance input parameter. Nevertheless, due to the implicit difficulty and
computational time required, the solar semiangle and the diffuse irradiance fraction are not considered
at this stage. Further research will be conducted to define the algorithm containing the particular angles
of incidence and polarization constraints of the diffuse radiation, jointly with the implementation of
the solar semiangle. Therefore, it should be taken into account that the irradiance delivered by the
holographic concentrator is underestimated in a percentage proportional to the diffuse fraction at each
simulated location. Losses due to Fresnel reflections on the surface and to total internal reflection [31]
are taken into account in the simulations.
3.3. Energetic Simulation
The energetic simulation is conducted in TRNSYS, evaluating the HCPVT performance under
the weather and energy demand conditions of Sde Boker and Avignon. Figure 7 charts the monthly
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cumulated DNI values and the monthly average ambient temperatures in both locations. In Sde Boker
the annual cumulated DNI is 2445 kWh/m2 and the annual mean temperature is 18.3 ˝C, in Avignon
these values are 1860 kWh/m2 and 14.7 ˝C respectively. It should be noticed that, in agreement with
AERONET criteria, values with AM > 5 (solar altitude below 11.5˝) are not considered and, taking into
consideration the optical efficiency limitations of the concentrating system, the direct beam irradiances
accepted by the HCPVT module will be significantly lower than the DNI values. Results regarding
optical efficiencies are included in Section 4.
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Figure 7. Monthly cumulated DNI and mean temperature values.
The energy demand considered corresponds to a three person individual family house with
two floors of 80 m2 each. The main façade, where the solar system is installed, is south-oriented.
The thermal demand for space heating (SH) has been determined using the TRNBUILD tool considering
the following thermal transmittance coefficients: 0.74 W/m2¨ ˝C for the exterior walls, 0.5 W/m2¨ ˝C
for the roof and 2.1 W/m2¨ ˝C for the windows. The space heating load is calculated to maintain the
interior temperature at 20 ˝C. The domestic hot water (DHW) demand has been determined assuming
a water consumption of 30 liters per person at 60 ˝C.
The electrical energy demand profiles have been estimated to reflect the importance of the air
conditioning consumption during hot months, representing the highest load in Sde Boker, and a profile
where the minimum of the curve is centered in summer (Avignon).
The cumulated annual energy demands for DHW, SH and electricity at Sde Boker and Avignon
are listed in Table 3. As it can be appreciated, the DHW energy demand is 23% higher at Avignon than
at Sde Boker due to its lower ambient temperatures. The same behavior is observed in the SH demand,
whose value at Avignon is more than twice the one at Sde Boker, considering the colder climate during
winter period. Conversely, in the case of the electrical energy demand the annual value at Sde Boker is
quite bigger than at Avignon (24%) because of the air conditioning load during the hot months.
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Table 3. Energy demand cumulated annual values.
Location DHW (kWh) SH (kWh) Electricity (kWh)
Sde Boker 1589 7813 4433
Avignon 1955 16624 3575
Once determined the energy demands for both places, the following system topology has been
implemented in the simulation for both locations (Figure 8):
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Figure 8. Simulated system topology.
The optical simulation program described in Section 3.2, which is programmed in MATLAB,
is linked to TRNSYS delivering at every time step (1 min) the irradiance impacting on the PVT module,
differentiating between the PV cell area where the irradiance is concentrated, named PVT collector,
and the rest of the module, which is indicated in the system topology scheme as thermal collector
(see Figure 8). From the irradiance received on the module, the thermal energy produced is calculated
in two different ways: (i) for the receiver where there is no PV cell a standard type 1b has been used
including the characteristics of a real commercial thermal module specified in Table 4; (ii) for the
receiver where the PV is situated, strictly the PVT, a MATLAB code has been programmed which
determines the electrical power (P’mpp) coupled with the thermal generator type 1b, as a function of the
solar cell electrical parameters and the cell temperature, calculated with the following Equation (7) [32]:
P1mpp “ Pmpp r1` pTcell ´ 25qs (7)
where Pmpp is the electrical power generated by a PV cell without taking into account losses due to
the temperature, γ is a temperature coefficient equal to ´0.44%/˝C for the PV cells considered in this
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study, and Tcell is the temperature of the cell in ˝C. The temperature of the cell of the PVT module is
estimated with Equation (8) [33]:
Tcell “ Tin ` PthF1ULA
`
1´ F1˘ (8)
where Tin is the input temperature of the water circulating at each module, Pth is the power generated
by the thermal absorber, F’ is the collector efficiency factor, UL is the overall convective heat loss
coefficient of the collector and A is the surface of the collector. Tin and Pth values are obtained from the
previous time step, considering the error to be minimum.
Table 4. Parameters of the thermal collector [34].
η0 (%) UL (W/m2K) k2 (W/m2K2) F1 ε (%) α (%) τ (%)
79.9 3.97 0.016 0.913 5.0 95.5 91.6
η0 = Efficiency; UL, k2 = Coefficients of heat loss; ε = Emission; α = Absorption; τ = Transmission and
F1 = Collector efficiency factor (F1 = η0/τα).
The electrical power of the cell Pmpp without temperature effects is calculated with:
Pmpp “ JSCVOCFF (9)
The short circuit current, JSC is calculated taking into account the spectral response curve of the
mono-crystalline silicon solar cell manufacturer. The values of the open circuit voltage VOC and the fill
factor FF are assigned from the technical characteristics of the simulated solar cells (see Table 1).
4. Results
The optical efficiency of the concentrating holographic system is defined in Equation (10) as the
ratio between the irradiance received at the generator surface, differentiated in the area where the PV
is situated (APV) and the rest of the area where it is the thermal absorber (AT), and the irradiance at the
entrance pupil area of the system (AE). The irradiances on the PV, thermal absorber and entrance pupil
are respectively IPV, IT and IE:
ηopt “ IPVAPV ` ITATIEAE (10)
The average optical efficiency obtained each month with the solar irradiance of both locations
is presented in Figure 9. The fact that the system works better during the winter months than the
summer months may seem counterintuitive. However, it is due to the lack of tracking of the system
in the azimuth direction, since the maximum optical efficiency is reached when the azimuth angle,
ϕ, is zero (at solar midday), and decreases when the absolute value of this angle increases.
The azimuth angle reaches greater values in summer; therefore, the optimum incident angle range
is found during less time each day, which results in lower optical efficiency, because of the angular
selectivity of the HOEs. It should also be noticed that the performance of the optical system is better
for Avignon than for Sde Boker, since the latter is located at lower latitude, and has larger values of ϕ
along the year than Avignon. Moreover, the building integration imposes geometrical restrictions on
the system: although it tracks the solar altitude movement of the sun, too large values of this parameter
(which occur at solar midday in the summer months at Sde Boker) cause shading between blinds,
and then the incident irradiance does not impact on the concentrator for those time periods.
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incident radiation of Sde Boker (2004) and Avignon (2003).
The incident mean annual spectral irradiance received at the surface of the PV cell and at the
surface of the thermal absorber, determined by means of the optical simulation described in Section 3.2,
is plotted in Figure 10, together with the incident solar spectral irradiance received at the entrance of
the system. One of the most remarkable aspects of this graph is the shift of the peak wavelength of
the spectrum that reaches the PV cell, compared to the solar spectrum. This effect is caused by the
chromatic selectivity of the HOEs, which are designed to perform more efficiently around 800 nm. It is
also clearly noticeable the difference between the spectra of Sde Boker and Avignon: due to the angular
selectivity of the HOEs, the optical concentrator is more efficient at Avignon’s latitude, although the
incident irradiance is higher at Sde Boker. This results in a maximum incident irradiance value on the
PV cell that doubles the maximum of the solar incident irradiance in Avignon. The shape of the spectral
irradiance received by the thermal absorber is rather similar to the solar spectra of both locations,
except for the optimum wavelength range of the PV cell. The irradiance received at Avignon is higher
than the one received at Sde Boker, as expected.
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The DHW energy demand is stated in the simulations to be satisfied prior to the SH demand.
To evaluate the percentage of DHW demand that is covered by the HCPVT, the solar fraction is
defined as:
SFDHW “ 100
ˆ
1´ Consumptionauxiliary,DHW
Demand DHW
˙
(11)
In the case of Sde Boker, the solar thermal production covers well all the months except May, June
and July. This happens because, as explained previously, the solar altitude is very high during these
months and the system only accepts values lower than 71˝. In the case of December, the values of
production are not representative as only few days of atmospheric values are provided in AERONET.
Following the tendency of the previous and next months a value of the solar fraction close to 100%
should be expected (see Figure 11a). In Avignon, the HCPVT system accepts all the solar height angles,
and in consequence the solar fraction takes a value of almost 100% in all the months. The annual solar
production for DHW applications results in Sde Boker of 1218 kWh and in Avignon takes a value
of 1869 kWh.
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The solar production aims at partially covering the SH demand, taking into consideration that the
collector total area is quite low, approximately 14 m2. The heating system considered is a radiant floor
which impulsion temperature is assumed to be 42 ˝C and the return one to be 34 ˝C. In an analogous
manner than in the DHW, the solar fraction covering the SH demand is expressed as:
SFSH “ 100
ˆ
1´ Consumptionauxiliary,SH
Demand SH
˙
(12)
Figure 12 plots the monthly SH demand and solar production, indicating that in Sde Boker there
is no SH need during almost 6 complete months. In the rest of the months the solar fraction present
values of around 20% (20.1%). On the contrary, Avignon is more demanding in SH energy, achieving
in this case an average solar fraction of 15.8%.
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The photovoltaic production results are included in Figure 13, where the solar fraction has been
calculated with Equation (13). It can be seen that in both places the average solar fractions are near
10% (Sde Boker = 7.4% and Avignon = 9.1%), which is a very positive result considering that the PV
net area is 1.08 m2 and the electric demand values are important.
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This good performance is obtained due to the holographic optical element effect which
concentrates on the cell only the bandwidth for which it is more sensitive and does not concentrated
the infrared avoiding overheating. At the same time, the temperature of the cell is also controlled by
the active cooling system incorporated in the PVT module (see Table 5):
SFPV “ 100
ˆ
Photovoltaic production
Electric demand
˙
(13)
Table 5. Summary of system efficiencies.
Month
Average Optical
Efficiency (%)
Average Thermal
Efficiency DHW (%)
Average Thermal
Efficiency SH (%)
Average Electrical
Efficiency (%)
Sde
Boker Avignon
Sde
Boker Avignon
Sde
Boker Avignon
Sde
Boker Avignon
January 67.1 76.3 11.9 19.7 28.2 22.0 22.4 16.6
February 56.1 69.5 12.5 21.7 27.7 19.2 27.7 15.2
March 41.4 50.5 13.1 16.8 26.6 23.9 23.5 17.0
April 23.3 40.6 17.2 20.3 14.2 20.9 29.9 14.3
May 4.3 30.4 45.8 23.0 1.0 15.0 22.6 15.8
June 0.7 23.1 56.3 27.2 0.0 5.7 23.1 16.8
July 2.2 24.8 51.5 23.4 0.0 0.0 24.4 16.8
August 17.8 35.5 18.9 17.0 0.0 0.0 19.7 16.8
September 33.5 49.6 11.4 17.2 0.0 9.9 23.7 16.5
October 52.6 63.1 10.0 16.2 0.0 21.2 21.9 14.7
November 64.7 74.9 11.6 23.1 18.5 20.1 19.7 16.9
December 66.2 80.6 17.5 22.0 28.9 20.5 17.6 17.3
Finally, in Table 5 the monthly average efficiencies of the main system components are presented.
The optical efficiency values correspond to those plotted in Figure 9. It is important to highlight one of
the most differential aspects of the present simulated system, which is the electrical efficiency values
obtained. These values are high in comparison with standard PV installations, achieving in some
months numbers above 25%. This performance is obtained, as mentioned previously, due to the proper
combination of two factors: the active cooling and the spectrally selective concentration obtained by
the HOEs.
5. Conclusions
A building-integrated holographic concentrating photovoltaic-thermal system has been designed
and simulated. The module has been placed on the blinds of a solar louvre, which track the solar
altitude movement of the sun along the day, on a south-oriented façade.
The direct normal irradiance solar spectra along one year have been calculated with the SMARTS
radiative model, utilizing AERONET atmospheric parameters, for two locations (Sde Boker and
Avignon), to test the concentrating system proposed under different conditions. These spectra have
been verified with direct irradiance measurements obtained from the Baseline Surface Radiation
Network (BSRN), which proved the high accuracy of the simulations.
The behavior of the holographic concentrator, based on two holographic cylindrical lenses,
was simulated by means of a ray-tracing algorithm. It concentrates toward the cell mainly its optimal
wavelength range and also distributes the rest of the spectral irradiance on the thermal absorber,
reaching a total optical efficiency. The annual average optical efficiencies obtained for Sde Boker and
for Avignon are 30.3% and 43.0%, respectively. A MATLAB-TRNSYS coupling was implemented to
run simultaneously the optical, the thermal and the electrical simulation for the two locations weather
data files.
Energies 2016, 9, 577 18 of 19
The electrical energy generated by the PV cell aims at partially covering the electrical demand
and the thermal energy produced by the module is managed to satisfy the domestic hot water energy
(priority) and partially the space heating energy requirements, of a house of a three people family.
In the case of the domestic hot water energy demand, which was considered a priority, the average
solar fractions found were 79.3% for Sde Boker and 95.5% for Avignon. On the other hand, the proposed
system covered more than 15% of the space heating demand at both locations (Sde Boker = 20.1% and
Avignon = 15.8%). Regarding the electrical energy produced, more stable values were obtained in the
case of Avignon throughout the year; however, at both locations the mean annual values were quite
satisfactory, near the 10% (Sde Boker = 7.4% and Avignon = 9.1%). A future work of the present study
is the construction and experimental characterization for the system performance validation.
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