The paper deals with the associated algebraic matrix Riccati equation (AAMRE), closely related to the standard algebraic matrix Riccati equation arising in the theory of linear-quadratic optimisation and filtering. The sensitivity of the AAMRE relative to perturbations in its coefficients is studied. Both linear local (norm-wise and componentwise) and non-linear non-local perturbation bounds are obtained. The conditioning of the AAMRE is determined in particular. A full characterisation of the solution of AAMRE in terms of neutral subspaces of certain Hermitian matrix is given which is a counterpart of the characterisation of the solutions to the standard Riccati equation in terms of the invariant subspaces of the corresponding Hamiltonian matrix. A reliable method to obtain all solutions to AAMRE is briefly outlined.
Introduction
Recently there is a permanent interest in the sensitivity analysis of the matrix Riccati equations arising in the solution of linear-quadratic optimisation and estimation problems in control theory. This interest is motivated by the fact that these equations are usually subject to perturbations in the data reflecting either parameter uncertainties or rounding errors, accompanying the numerical solution of the problem. Thus we have to deal with a family of Riccati equations rather than with a single equation. Also, if a backwardly stable numerical method is implemented for the solution of the equation, then the computed solution will be close to the exact solution of an equation with slightly perturbed coefficients. If we have a quantitative measure for the sensitivity of the Riccati equation we may derive an accuracy estimate for the computed solution. Without such accuracy estimate the corresponding computational algorithm will not meet the modern standards of reliability.
In this paper we study the sensitivity of the solutions of the complex associated algebraic matrix Riccati equation (AAMRE) relative to perturbations in its coefficients. The AAMRE is closely related to the standard algebraic Riccati equation, arising in the theory of linear continuous timeinvariant systems. The sensitivity of the standard Riccati equation is studied in [2, 13, 10, 4, 14, 15, 20] . We also give a full description and a parametrisation of the set of all solution to AAMRE. Similar results for the real AAMRE are outlined in [11] .
In Section 2 we give the statement of the problem. In Section 3 we consider special cases of AAMRE. General properties and a parametrisation of the solutions of AAMRE are given in Section 4. Here we characterise the solution set by the neutral subspaces of a Hermitian matrix, related to the Hamiltonian matrix of the standard Riccati equation. A method for reliable computation of all solutions of AAMRE is presented in Section 5. In Section 6 local linear (norm-wise and component-wise) and non-local non-linear perturbation analysis of the AAMRE is presented. In the first case we suppose that the perturbations in the data are asymptotically small and the corresponding bounds contain first order terms only. In this way the conditioning of the equation is determined as well. We also give a local perturbation bound (first order homogeneous but not additive), which is better or equal to the bound, based on condition numbers. In the second case an upper bound for the norm of the perturbation in the solution is obtained without the assumption that the coefficient perturbations are asymptotically small. This bound is a non-linear function of the perturbations in the data. Illustrative examples are presented in Section 7.
We use the following abbreviations: F m×n -the linear space of m × n matrices over the field F of real (F = R) or complex (F = C) numbers;  := √ −1; R + = [0, ∞); C m = C m×1 ; . -a norm in C m or the corresponding induced norm in C m×n (if necessary we use the subscript 2 or F to denote the spectral or Frobenius norm); I n -the unit n × n matrix; A ∈ C m×n , A ∈ C n×m and A H = A ∈ C n×m -the complex conjugate, transpose and complex conjugate transpose of A ∈ C m×n ; A † ∈ C n×m -the pseudo-inverse of the matrix A ∈ C m×n ; |A| = [|a ij |] ∈ R m×n + -the matrix module of A ∈ C m×n ; det(A) -the determinant of A ∈ C n×n ; rank(A) -the rank of A ∈ C m×n ; -the partial component-wise order relation in R m×n , i.e. A B if a ij ≤ b ij , where
n) (pseudo-linear operators are continuous but not in general differentiable over C, while the realification of a pseudo-linear operator is a linear operator over R); vec(Z) ∈ C mn -the vector column-wise representation of the matrix Z ∈ C m×n ; vec R (Z) = [vec(Z 1 ) , vec(Z 2 ) ] ∈ R 2mn -the real vector column-wise representation of the matrix Z = Z 1 + Z 2 ∈ C m×n , where Z j ∈ R n×n ; U(n) ⊂ GL(n) and GL(n) ⊂ C n×n -the groups of unitary (A H A = I n ) and non-singular matrices respectively; H(n) ⊂ C n×n -the set of Hermitian matrices (A H = A); H + (n) ⊂ H(n) -the set of nonnegative definite Hermitian matrices (we write A ≥ 0 if A is non-negative and A > 0 if A is positive definite); sign(A) = (n + , n − ) -the signature of the matrix A ∈ H(n), where n + and n − are the numbers of positive and negative eigenvalues of A respectively; Rg(A) ⊂ C m and Ker(A) ⊂ C nthe range and kernel of the matrix A ∈ C m×n ; dim(T ) and codim(T ) -the (complex) dimension and codimension of the (complex) variety T ; dim R (T ) and codim R (T ) -the real dimension and codimension of the complex variety T . The notation ":=" stands for "equal by definition". The end of proofs is marked by 2.
Problem statement
Consider the complex algebraic matrix quadratic equation
where Q, M ∈ H + (n) and A ∈ C n×n are given matrices, such that the triple Σ := (Q, A, M ) is regular (i.e. the pair (Q, A] is detectable and the pair [A, M ) is stabilizable) and X ∈ C n×n is the unknown matrix. As shown below, equation (1) is closely related to the famous algebraic matrix Riccati equation
arising in the theory of optimisation and filtering of linear continuous timeinvariant systems. For this reason equation (1) is further referred to as the associated algebraic matrix Riccati equation (AAMRE). Setting
we may rewrite equations (1) and (2) as R(X, X H , Σ) = 0 and R(X, X, Σ) = 0.
The connection between equations (1) and (2) is revealed as follows. Denote by Ξ ⊂ C n×n and P ⊂ C n×n the sets of all solutions of (1) and (2) respectively. Note that while for equation (2) we have X ∈ P if and only if X H ∈ P, the inclusion X ∈ Ξ does not imply X H ∈ Ξ and vice versa.
The solution sets Ξ and P may have very complicated structure. However, the realification of the set Ξ is a closed algebraic variety of real dimension n 2 and, unlike P, contains no isolated points. The examples, presented in Section 7, give an idea how the set Ξ may look for n = 1 and n = 2.
As it is well known [7, 8] the solution set P of (2) may be characterised by the invariant n-dimensional subspaces of the Hamiltonian matrix
In turn, the solution set Ξ of (1) may be characterised by the neutral ndimensional subspaces of the related Hermitian matrix
The solutions of equations (1) and (2) may be Hermitian and nonHermitian. Let Ξ * := Ξ ∩ H(n) and P * := P ∩ H(n) be the sets of Hermitian solutions of (1) and (2) respectively. Since every Hermitian solution of (1) satisfies (2) and vice versa then Ξ * = P * and the solution sets Ξ and P may be represented as disjoint unions Ξ = Ξ * ∪ Ξ 0 , P = P * ∪ P 0 , where
Setting Y = X for X ∈ P and X ∈ P * in (5) we get
Hence A − M X ∈ GL(n).
Our next observation is that Ξ ∩ P = Ξ * or, equivalently, Ξ 0 ∩ P 0 = ∅. Indeed, if X ∈ Ξ ∩ P then (X − X H )(A − M X) = 0. Since A − M X ∈ GL(n) it follows X = X H and the assertion is proved.
The general properties of the solution of the real AAMRE
have been considered in [11] . The extension of these results to the complex case, however is presented in the next section. As may be expected, the structure of the solution set of the real AAMRE is more involved than this of the complex AAMRE due to the fact that the field R is not algebraically closed.
Consider now the perturbation analysis of equation (1), rewritten as F (X, Σ) = F (X, Q, A, M ) = 0, where F (X, Σ) := R(X, X H , Σ). We note that the matrix functions F (., Σ) : C n×n → H(n) and F (X, Q, ., M ) : C n×n → H(n) are pseudo-polynomials, i.e. they are continuous but not differentiable over C, see Appendix 8.1. However, in the framework of the realifications C n×n R 2n 2 and H(n) R n 2 , the realifications of these functions are real analytic.
We shall refer to (1) as the unperturbed equation and to a fixed solution X = X 0 of (1) -as the unperturbed solution. We note that the solution set Ξ of (1) is a closed algebraic variety in C n×n R 2n 2 and the perturbation analysis presented below is relative to a fixed solution X 0 ∈ Ξ rather than to the whole variety Ξ.
Let ∆Q, ∆A, ∆M ∈ C n×n be perturbations of the matrix coefficients Q, A, M in (1) with ∆Q, ∆M ∈ H(n). Consider the perturbed equation
and denote ∆ :
, where ∆ Z = ∆Z and . is the Frobenius (F-) or spectral (2-) norm in C n×n .
As it was shown above,
of the left-hand side F (X, Σ) of (1) in X at X = X 0 is surjective (operators P (., B) ∈ PL(n), acting according to the rule P (Z, B) = B H Z + ZB, are called associated Lyapunov operators, see Appendix 8.2). Then according to the implicit function theorem [9] we get the following assertion. The perturbation problem solved in this paper is formulated as:
(i) Find a local linear norm-wise estimate of the type
for the norm ∆ X = ∆X of the perturbation ∆X as a function of ∆ Q , ∆ A , ∆ M , where K Z ∈ R + are the condition numbers of AAMRE relative to Z ∈ {Q, A, M }, which is valid for ∆ asymptotically small. Find a local linear component-wise estimate
are the condition matrices of AAMRE.
(ii) Find a domain D ⊂ R 3 + , 0 ∈ D, such that for each ∆ ∈ D equation (6) has a solution Y = Y (∆Σ) = X 0 + ∆X in the neighbourhood of X 0 , whose realification is a real analytic function of the realification of ∆Σ, and Y (0) = X 0 . Find an estimate
where the function f : D → R + is continuous, non-decreasing in each component of ∆ and f (0) = 0.
Note that (8) is a non-local estimate since it holds for all (possibly small but finite) perturbation vectors ∆ ∈ D, i.e. ∆ needs not to be asymptotically small.
The above perturbation bounds are understood in the sense that there exists a solution Y = X 0 + ∆X of the perturbed equation (6), for which the estimates (7) or (8) 
Special cases of AAMRE
In this section we consider special cases of equation (1) in which either the solution is obtained in explicit form or the actual order of the equation may be reduced.
The case M = 0
In this "completely uncontrollable" case AAMRE reduces to the associated Lyapunov equation
In view of the regularity of Σ the matrix A is stable and hence invertible. Thus the solution of (9) is X = −A −H (Q + Z − Z H )/2, where Z ∈ C n×n is an arbitrary matrix, and
We see that here Ξ is isomorphic to the set of n×n complex screw-Hermitian matrices, i.e. Ξ R n 2 and dim R (Ξ) = n 2 (for comparison, in the real case dim(Ξ) = n(n − 1)/2). At the same time the only member of Ξ * is the positive definite solution X * of the Lyapunov equation
The case M > 0
In this "most controllable" case equation (1) may be rewritten as
where M 1/2 is the positive definite square root of M . It follows from (10) that
see also [6] and [12] . The detectability of (Q, A] yields Q + A H M −1 A ∈ GL(n). Hence, according to (11) , the set Ξ is isomorphic to U(n). As in the previous case dim R (Ξ) = n 2 but here Ξ is a compact. As it is shown below, the real dimension of Ξ is equal to n 2 not only in the special cases M = 0 and M > 0 but also in the general case M ≥ 0.
The effective order of AAMRE
Let r := rank M, AM, . . . , A n−1 M be the dimension of the controllable subspace of the pair [A, M ). The integer r may be considered as the effective order of AAMRE in the following sense. If 1 ≤ r < n then the AAMRE reduces to three matrix equations, only one of which is in fact quadratic and is in the form (1), while the other two are linear and are solved explicitly. Indeed, if 1 ≤ r < n then there exists a matrix D ∈ GL(n) such that
where A 11 ∈ C r×r , M 11 ∈ H + (r), the pair [ A 11 , M 11 ) is controllable and the matrix A 22 ∈ C (n−r)×(n−r) is stable. Setting
where X 11 ∈ C r×r , Q 11 ∈ H + (r), we get the equations
We see that only equation (12) is quadratic, while equations (13) and (14) are linear and are explicitly solved in X 21 and X 22 by
and
where the matrices X 12 ∈ C r×(n−r) and Z ∈ C (n−r)×(n−r) are arbitrary. According to Section 3.2 the solution X 11 of (12) depends on r 2 free real parameters. Hence the solution X depends on 2r(n − r) + (n − r) 2 + r 2 = n 2 real parameters. In this case the solution set Ξ has a compact component, homeomorphic to U(r) and of real dimension r 2 , and a non-compact component, homeomorphic to R n 2 −r 2 and of real dimension n 2 − r 2 . In view of the above considerations only the case when the pair [A, M ) is controllable (i.e. r = n) is of interest. That is why in the rest of the paper the controllability of [A, M ) is assumed.
Properties and parametrisation of the solution set 4.1 Properties of the solution
The set Ξ is a quadric -a closed algebraic variety in the Zariski topology of the realification of
Hence the real dimension dim R (Ξ) of Ξ at X 0 satisfies
Since the field C is algebraically closed, then dim R (Ξ) is not less than 2n 2 (= dim R (C n×n )) minus n 2 (= the number of scalar real equations in (1)), i.e. dim R (Ξ) ≥ n 2 . Combining with (15) we get dim R (Ξ) = n 2 . For comparison, the dimension of Ξ in the real case is n(n − 1)/2, see [11] .
As it is well known the characterisation of the solution set P of the standard Riccati equation (2) as well as the direct methods to solve this equation are based on the GL(n)-similarity invariant eigenstructure [17, 7, 8] , or the U(n)-similarity invariant Schur structure [16] of the Hamiltonian matrix (3). Similar role for the associated equation (1) play the GL(n)-congruent invariant structure, or the U(n)-congruent invariant structure of the Hermitian matrix (4).
Denote by S ⊂ C n×n the set of all subspaces of C 2n of complex dimension n, which are simultaneously S-neutral and complementary to the subspace Rg 0 I n , i.e. W ⊂ S if and only if there exist matrices W 1 ∈ GL(n) and
Then the following characterization of Ξ and Ξ * may be given.
Theorem 2.
There is a bijection λ between the sets Ξ and S and a bijection λ * between the sets Ξ * and S * .
Proof. If W = Rg(W ) ∈ S is defined as above, then W = Rg
1 is a solution to (1) . Now the mapping λ : Ξ → W defined from
is the desired bijection.
To prove the existence of λ * note that for W 1 ∈ GL(n) we have
Hence the restriction λ * = λ| Ξ * : Ξ * → S * of λ : Ξ → S on Ξ * ⊂ Ξ is a bijection between Ξ * and S * .
2
We note that Theorem 2 gives a characterisation of Ξ and Ξ * by S and S * , similar to this of P by the n-dimensional H-invariant subspaces of C 2n as described in [18, 7, 8] .
Parametrisation of the solution
Having in mind Theorem 2, it is possible in principle to construct the solution set Ξ using the subspaces W ∈ S and their representations as images of the matrices W ∈ C 2n×n . Instead, we shall adopt another approach constructing matrices R = R 11 R 12 R 21 R 22 ∈ GL(2n) with R 11 ∈ GL(n), such
where S 1 ∈ GL(n), S 2 ∈ H(n). In this way the solution of (1) is obtained in the form X = R 21 R −1
11 . First we shall show that sign(S) = (n, n), i.e. that the matrix S is congruent to diag(I n , −I n ). For this purpose we shall construct a matrix
Let X * ∈ Ξ * be the (unique) Hermitian non-negative solution to (1) and (2) such that the matrix A * := A − M X * is stable. Let, in addition, Z * > 0 be the unique solution of the Lyapunov equation
Then one of the matrices T , which congruently transform S into its diagonal form diag(I n , −I n ), is 1
(16) Hence we have det(T ) = (−1) n / det(A * ) = 0. It follows from (16) that
where V := Z * (A * ) −H /2. Note that T 11 = 0. Indeed, if T 11 = 0 then V = I n and A * = Z * /2, which is in a contradiction with the stability of of A * . Representing the matrix R as R = T K, where K ∈ GL(2n), we get
The general solution of this equation in K ∈ GL(2n) is
Hence for K ∈ K we have
1 To construct the real counterpart of the matrix T was the trickiest point when writing the paper [11] .
Denote by Ω the set of all unitary matrices U , for which the matrix R 11 (U ) is singular, i.e. Ω := {U ∈ U(n) : det(T 11 U + T 12 ) = 0}.
It may be shown that the set Ω is either empty, or is a hyper surface in U(n) with codim(Ω) = 1. Indeed, if neither of these options is valid, then Ω should coincide with U(n). But for U = I n the matrix T 11 U + T 12 = 2I n is non-singular, i.e. I n / ∈ Ω. Hence Ω = U(n). Denote Ω # = U(n)\Ω and define the function G : Ω # → Ξ from
The function G is continuous and in view of Theorem 2 we have G(Ω # ) = Ξ. We shall show that the inverse function G −1 is defined and continuous on Ξ. Indeed, let X ∈ Ξ be arbitrary. In view of the surjectivity of G there exists
and rank ([X, −I n ]T ) = n we see that both matrices XT 11 − T 21 and XT 12 − T 22 are non-singular. Thus the inverse function G −1 is well defined from
Hence we have proved Theorem 3. The mapping G, defined by (18) , is a homeomorphism between the sets Ξ and Ω # .
Thus an efficient parametrisation of the solution set
is obtained, based on (18) . For this purpose one has first to find the stabilising solution X * of the standard Riccati equation (2) and then to solve the Lyapunov equation
In the next section we shall show that even these computations may be avoided using a numerically stable U(2n)-reduction of the Hermitian matrix S into its diagonal form. The fact that the sets Ξ and Ω # are homeomorhpic suggests the following assertion.
Theorem 4. The set Ξ is compact (homeomorphic to U(n)) if and only
if Ω = ∅, or, equivalently, the set Ξ is non-compact (closed but unbounded) if and only if Ω = ∅.
Proof.
If Ω = ∅ then Ω # = U(n) and the "if" statement is obvious. Suppose now that Ξ is compact. Then Ω # is also compact and the function p : Ω # → R + , defined from p(U ) := | det(T 11 U + T 12 )| 2 , reaches its exact lower bound p 0 ≥ 0 for some U = U 0 , i.e. p 0 = p(U 0 ). We shall show that p 0 > 0, which means that the set Ω, defined from (17), is empty. Indeed, if p 0 = 0 then for X 0 := G(U 0 ) we have X 0 (T 11 U 0 + T 12 ) = T 21 U 0 + T 22 . Since √ p 0 = | det(T 11 U 0 + T 12 )| = 0, this contradicts to
Hence p 0 > 0 and Ω = ∅. 2
The topological characterisation of Ξ, provided by Theorem 4, seems not to be convenient for practical purposes since one has to check whether Ω = ∅ or Ω = ∅, which may not be an easy task. Fortunately, the following easily verifiable assertion is valid.
Theorem 5. The set Ξ is compact and homeomorphic to U(n) (respectively Ξ is not compact -closed but unbounded) if and only if rank(M ) = n (respectively if and only if rank(M ) < n).
Proof. We already know that if M > 0 then Ξ, as given by (11) , is homeomorphic to U(n). To complete the proof we shall show that if rank(M ) < n then Ω = ∅ and hence Ξ is non-compact in view of Theorem 4. For this purpose we shall construct a particular member U of Ω thus showing that Ω = ∅.
Let the polar decompositions of the matrices T 1j be T 1j := T * 1j V j , where
Since V * ≤ I n + V V H then
Since according to (20) the matrix V * is singular, we obtain that T * 11 − T * 12 is also singular. Thus U ∈ Ω and Ω = ∅, which completes the proof. 2
Reliable computation of Σ
The use of general GL(2n)-congruent transformations, as described in the previous section, may lead to numerical difficulties. To avoid this we shall consider the use of numerically more reliable U(2n)-congruent transformations on S in order to construct the members of Ξ and eventually Ξ * .
Denote by N the set of all matrices N = N 11 N 12 N 21 N 22 ∈ U(2n) such 11 , is surjective since for each X ∈ Ξ the matrix
belongs to N and γ(N ) = X. Hence γ may be decomposed as γ = π • µ, where π : N → N / ∼ is the canonical projection and µ : N / ∼ → Ξ is the desired bijection. The existence of the bijection µ * is proved in a similar way. 2
Note that each X ∈ Ξ defines the orbit
which is homeomorphic to U(n) × U(n), i.e. the members of the orbit spaces are of real dimension 2n 2 . Let N = [N ij ] ∈ U(2n), where N ij ∈ C n×n , be the matrix which congruently reduces S into diagonal form, i.e. N H SN = diag(Λ 1 , −Λ 2 ), Λ j := diag(λ j1 , . . . , λ jn ), λ jk > 0, and λ 1k , −λ 2k are the eigenvalues of S. Note that this transformation may accomplished in a numerically reliable way using the corresponding software from EISPACK, LINPACK or LA-PACK [19, 5, 3, 1] . 11 (U ). As in the previous section, it may be shown that Γ is a homeomorphism between Ξ and Ω. The advantage of the parametrisation (21) in comparison to (19) is that it is based on numerically more reliable unitary transformations only (note that obtaining Λ −1/2 j does not require matrix computations).
6 Perturbation bounds for AAMRE
Local linear bounds
Let . L(n) and . PL(n) be the induced norms in L(n) and PL(n), i.e.
for L ∈ L, L ∈ {L(n), PL(n)}. Setting Y = X 0 + ∆X the perturbed equation (6) may be written as
where
Here F Z (X 0 , Σ) is the partial Fréchet (pseudo) derivative of F (X, Σ) in Z at X = X 0 , which is a member of PL(n) for Z = X, A and a member of L(n) for Z = Q, M . A straightforward calculation gives
Having in mind (23) and (24), it follows from (22) Σ) is not invertible. It may be shown (see Appendix 8.2) that the operator F X (X 0 , Σ) is surjective if and only if the matrix A 0 = A − M X 0 is non-singular (which fortunately is the case).
Denote by F † X (X 0 , Σ) the right inverse operator of F X (X 0 , Σ), which is of minimum induced norm . PL(n) , i.e. F X (X 0 , Σ) • F † X (X 0 , Σ) = I n 2 and let
(an explicit expression for ϕ(X 0 , Σ) is given later on). Then (25) yields
Equation (27) makes it possible to obtain estimates in terms of absolute or relative condition numbers
The quantities K Z are the absolute condition numbers of AAMRE (1) relative to perturbations in the matrix coefficients Z ∈ {Q, A, M }, while k Z := K Z Z / X 0 are the corresponding relative condition numbers.
If the relative perturbations in the data satisfy δ Z ≤ δ 0 for some δ 0 > 0 then
Hence the quantity k may be considered as an overall estimate of the relative conditioning of AAMRE. However, this number will not be a relevant measure of the real perturbation if some of the quantities k Q , k A , k M is much larger than the others while the corresponding perturbation is small or zero.
Later on we show that local estimates not based on condition numbers may give better results.
It follows from (27) and (28) that
and in particular K Q = ϕ(X 0 , Σ). The expressions (29) for K Z may not be convenient for evaluation of the condition numbers for large values of n. In this case the following estimates may be used.
In both F-and 2-norms
It must be stressed that the above results are valid without the assumption that the matrices Q + ∆Q or M + ∆M are non-negative definite. Hence we have proved the following Theorem 7. For small ∆ the estimates (28) and (31) are valid, where the condition numbers K Z are determined or estimated from (24), (26), (29) and (30).
Theorem 7 gives local norm-wise bounds for the perturbation in the solution as a function of the perturbations in the data. However, normwise estimates may not be relevant if the modules of the elements of the perturbations ∆Q, ∆A, ∆M vary significantly in magnitude. In this case the implementation of component-wise perturbation estimates seems more adequate. Linear local component-wise perturbation bounds are directly available from (25) neglecting the term −F 2 . We have
Taking the vec R operation from both sides of (32) we get
Here Π(B) is the matrix of the realification of the operator P (., B) ,
and Ψ(B) is the matrix of the realification of the operator Z → BZB,
where P n ∈ R n 2 ×n 2 is the vec-permutation matrix, vec(Z ) = P n vec(Z). If the induced norm in PL(n) is based on the Frobenius matrix norm then the quantity ϕ(X 0 , Σ) may be calculated using the matrix representation of P (., A 0 ), namely ϕ(X 0 , Σ) = Π † 2 . It follows from (33) that
where is the component-wise partial order relation in R 2n 2 .
Using (33) we may derive at least two more local norm-wise bounds, which are alternative to the estimate (28), based on condition numbers (one of them will always be at least as good as (28)). Set ξ = ∆ X , ∆ 1 := ∆ Q , ∆ 2 := ∆ A , ∆ 3 := ∆ M , x := vec R (∆X), a 1 := vec R (∆Q), a 2 := vec R (∆A), a 3 := vec R (∆M ) and
Then we may rewrite (33) as
When using the F-norm for the perturbations in the data and in the solution, the problem is to estimate ξ = x 2 subject to the constraints a i 2 ≤ ∆ i .
The condition based norm-wise estimate (28)
is one of the possibilities. Another estimate is based on the second equality in (35),
In general E 1 (∆) and E 2 (∆) are alternative, i.e. which one is better depends on the particular problem. We also have
we see that the bound E 3 is better (or eventually equal) to the condition based estimate E 1 . Finally we get
. (36) Thus we have proved the following statement.
Theorem 8. For small ∆ the local component-wise estimate (34) and the improved local norm-wise estimate (36) for AAMRE are valid.
Non-local non-linear bounds
The local bounds of type ∆ X ≤ E(∆), derived in Section 6.1, have a very serious drawback -they are valid only asymptotically, for ∆ → 0. But in practice one always has finite perturbations. Even if the latter seem to be small in the sense that δ 1, the neglected O( ∆ 2 ) terms may be large enough in order to turn the local bound into a NaB (NaB is something that is Not a Bound in the rigourous sense). To overcome this difficulty in the next section we derive a non-local non-linear bound for ∆ X , which is valid in a (possibly small but) finite domain for the perturbation vector ∆. For this purpose we use the technique of Lyapunov majorants and the Schauder fixed point principle as proposed in [13, 14] . Equation (27) may be used to obtain non-local perturbation bounds for the solution. For this purpose rewrite the perturbed equation (6) as an operator equation Z = Λ(Z) for Z := ∆X, where Λ is the right-hand side of (27).
We shall show that under some conditions on ∆ there exists ρ = f (∆) such that the continuous operator Λ maps the closed ball
. Then according to the Schauder fixed point principle there exists a solution Z ∈ B ρ of the operator equation
Applying the vec R operation to Λ(Z) we get
Due to (37) the operator Λ will map the closed convex set B ρ into itself if there exist ρ > 0 such that h(ρ, ∆) ≤ ρ. The last inequality holds true if and only if
In this case we may choose ρ = f (∆) as the smaller root of the quadratic equation
Thus we have proved the following theorem. 
centred at A/M ∈ C and with radius Q + |A| 2 /M 2 . At the same time the set P contains two members,
which are the intersection points of Ξ with the real axis.
If M = 0 (see Section 3.1) then, by the regularity of Σ, we have A+A < 0. Hence the solution of AX + AX + Q = 0 is the straight line
The set P here has a single member X = −Q/(A + A), which is the intersection of Ξ with the real axis. We see that in both cases Ξ is a closed algebraic variety in C R 2 : a compact isomorphic to U(1) if M > 0 and a straight line if M = 0.
Example 2. Consider the second order AAMRE with matrices
be a solution of the unperturbed equation (1) . Then
and the general solution, given by Ξ = z exp(ϕ) t + |z| 2 /2 z exp(ϕ)
; z ∈ C; ϕ, t ∈ R depends on 4 real parameters. Further on we have
There are two Hermitian solutions in Ξ, which in the given case are real and correspond to ϕ = t = 0 and z = ± √ 2:
(they are also the Hermitian members of P). The set P has two symmetric non-Hermitian, as well as two anti-Hermitian members, listed below
If we choose a particular solution X 0 ∈ Ξ from ϕ = t = 0 and z =  then
In this case the matrices of the realification of F X (X 0 , Σ) and its pseudoinverse are 
.
APPENDICES

Complex matrix pseudo-polynomials
Denote by Ψ(n) the set of matrix polynomial functions C n×n ×C n×n → C n×n of two matrix variables, i.e. R ∈ Ψ(n) if R(X, Y ) is a polynomial in the matrices X, Y ∈ C n×n . Let Θ(n) be the set of all functions G : C n×n → C n×n , which may be represented as G(X) = R(X, X H ) for some R ∈ Ψ(n). The members of Θ(n) are called pseudo-polynomials. The pseudo-polynomials are continuous but not, in general, differentiable over C as a consequence of the non-differentiability of the function z → z. However, the realification of a pseudo-polynomial is a real analytic function. Let PL(n) ⊂ Θ(n) be the set of pseudo-linear operators, i.e. P ∈ PL(n) if P (Z) = P 1 (Z) + P 2 (Z H ), where P k ∈ L(n). The pseudo-linear operators are additive, i.e. P (X +Y ) = P (X) + P (Y ), but not homogeneous over C, i.e. P (λZ) = λP (Z), λ ∈ C\R.
For an operator L ∈ PL(n) we define its image and kernel as Rg(L) := {L(X) : X ∈ C n×n } ⊂ C n×n Ker(L) := {X ∈ C n×n : L(X) = 0} ⊂ C n×n .
For a function G ∈ Θ(n), where G(X) = R(X, X H ) and R ∈ Ψ(n), we define the Fréchet pseudo-derivative G X (X 0 ) ∈ PL(n) of G at X = X 0 as
where R X (X 0 , Y 0 ) and R Y (X 0 , Y 0 ) are the partial Fréchet derivatives of R in X and Y respectively at the point (X, Y ) = (X 0 , Y 0 ). For G ∈ Θ(n) the solution set Γ ⊂ C n×n of the equation G(X) = 0 is closed in the standard point-wise topology. For X 0 ∈ Γ the tangent set T X 0 to the set Γ at the point X 0 is defined as T X 0 := X 0 + Ker(G X (X 0 )).
Associated Lyapunov operators
Consider the operator P (., B) : C n×n R 2n 2 → H(n) R n 2 , defined from P (Z, B) := B H Z + Z H B, where B ∈ C n×n is a given matrix. Obviously P (., B) ∈ PL(n). We shall be concerned with conditions under which the operator P (., B) is surjective, i.e. {P (Z, B) : Z ∈ C n×n } = H(n), or, equivalently, the equation P (Z, B) = C is solvable in Z for each C ∈ H(n). The above problem is solved by the following assertion.
Theorem 10. The operator P (., B) is surjective if and only if the matrix B is non-singular.
Proof. We shall prove the theorem by induction in n showing first that the operator P (., B) is surjective if B is non-singular. For n = 1 the equation BZ + ZB = C is solvable in Z ∈ C for each C ∈ R if and only if B = 0, Z = Bt + BC/(2|B| 2 ), where t ∈ R is arbitrary. Suppose now that every operator P (., B 1 ) : C (n−1)×(n−1) → H(n − 1) is surjective if the underlying matrix B 1 ∈ C (n−1)×(n−1) is non-singular. We shall show that the operator P (., B) : C n×n → H(n) is also surjective provided B ∈ C n×n is non-singular.
The matrix B ∈ GL(n) can always be taken in the form B = B 1 0 b H β , where B 1 ∈ GL(n − 1), b ∈ C n−1 and 0 = β ∈ C (one may use a preliminary transformation B → U H BU , U ∈ U(n), to reduce B in lower Schur form if necessary). Partitioning the matrices Z = Z 1 y z H ζ ; Z 1 ∈ C (n−1)×(n−1) ; y, z ∈ C n−1 ; ζ ∈ C and P (Z, B) in accordance with the partitioning of B we have 
Consider an arbitrary Hermitian matrix C = C 1 c c H η ∈ H(n); C 1 ∈ H(n − 1), y ∈ C (n−1) , η ∈ R.
By the induction assumption the equation B H 1 Z 1 + Z H 1 B 1 = C 1 is solvable in Z 1 since B 1 ∈ GL(n − 1). Denote by Z 0 1 any solution of the latter equation.
Then it follows from (42) that the matrix
solves the equation B H Z + Z H B = C for arbitrary C ∈ H(n). Hence the operator P (., B) ∈ P n is surjective provided B ∈ GL(n).
To show that the surjectivity of P (., B) ∈ P n implies B ∈ GL(n), suppose that P (., B) ∈ P n is surjective but the matrix B is singular. Then one of the lower Schur forms of B is B 1 0 b H 0 , B 1 ∈ C (n−1)×(n−1) , i.e. β = 0.
Then according to (42) the (n, n)-element of P (Z, B) will be zero for each Z ∈ C n×n and hence P (., B) is not surjective. 2
