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Zusammenfassung
In der vorliegenden Arbeit wird eine Datenstruktur zur Darstellung einer Booleschen Funk-
tion ”TVL-Tupel” pra¨sentiert, die im Ergebnis einer Kombination der bekannten Daten-
strukturen Entscheidungsgraph und Terna¨rvektorliste entsteht. Zuerst wird untersucht, wie
lokale Phasenlisten sich als Elemente des Tupels eignen. Weiterhin wird die neue Dekom-
positionsart (”Tupel-Dekomposition”) einer Boolesche Funktion in drei bzw. vier Teilfunk-
tionen vorgestellt. Die Besonderheit der Teilfunktionen der Dekomposition besteht in ihrer
Orthogonalita¨t zueinander. Der Vorteil der Dekomposition von Funktionen mit einer ho-
hen Anzahl von Konjunktionen besteht im geringeren Speicherplatzbedarf. Des weiteren
wurden Algorithmen fu¨r Realisierung der Operation entwickelt, die fu¨r eine Handhabung
der zerlegten Funktionen erforderlich sind. Der detaillierte Vergleich der Berechnungszei-
ten fu¨r die Operationen erbringt den Nachweis, dass eine Verringerung des Zeitbedarfs als
Folge der Zerlegung zu erwarten ist. Weiterhin bietet die Dekomposition einen Ansatz fu¨r
den Entwurf von Algorithmen, die eine parallele Bearbeitung auf der Grundlage verteilter
Rechentechnik zulassen. Die Erkenntnisse der Untersuchungen der Tupel-Dekomposition
einschließlich der Verwendung der verteilen Verarbeitung ko¨nnen beispielsweise fu¨r die Su-
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Der versta¨rkte Einsatz elektronischer Gera¨te und der Computertechnik in allen Bereichen
des Lebens, der Wirtschaft und Wissenschaft innerhalb der letzten Jahrzehnte hat zu ei-
nem sta¨ndigen Ansteigen der Bedeutung der Mikroelektronik gefu¨hrt. Bereits im Jahre
1965, gerade vier Jahre nach der Entwicklung der ersten integrierten Schaltung, beobachte-
te Gordon E. Moore eine Tendenz, die als “Moore-Gesetz“ bekannt wurde. In einem Artikel
[Moo65] sagte Moore voraus, dass sich die Zahl der Transistoren pro integrierte Schaltung
bis zum Jahre 1975 alle 18 Monate verdoppeln wird. Diese Aussage hat bis zum gegenwa¨rti-
gen Zeitpunkt seine Bedeutung nicht verloren, denn auch in der heutigen Zeit verdoppelt
sich die Leistungsfa¨higkeit der Computertechnik in vergleichbaren Zeitra¨umen. Einerseits
ist diese Tatsache mit der Entwicklung von verbesserten Technologien zu erkla¨ren. Ande-
rerseits wurden die Fortschritte auf dem Gebiet der Mikroelektronik durch neue Erfolge des
rechnergestu¨tzten Schaltungsentwurfs mo¨glich, der sich von der Analyse und Synthese bis
zur Testbarkeit erstreckt.
Die Probleme des Entwurfs digitaler elektronischer Schaltungen ko¨nnen durch eine Folge
von Operationen mit Booleschen Funktionen formuliert werden, wobei in der Regel nicht die
einzelnen Funktionen sondern die Funktionsverba¨nde zu betrachten sind. Die Darstellung
der Funktionsverba¨nde kann wiederum auf die Darstellung einzelner Funktionen zuru¨ck-
gefu¨hrt werden (siehe Abschnitt 2.1.3). Die praktische Verwendung von Booleschen Funk-
tionen und Gleichungen fu¨hrt zu hohen Anforderungen an die Datenstrukturen zu ihrer
Darstellung und an die Algorithmen zu ihrer Handhabung.
Der Aufwand fu¨r die Lo¨sung einer Booleschen Gleichung wird entscheidend von der An-
zahl in ihr vorkommender unterschiedlicher Boolescher Variablen bestimmt. Da eine Boole-
sche Variable nur Werte aus der MengeB = {0, 1} annehmen kann, mu¨ssen fu¨r die Suche der
Lo¨sungsmenge einer Gleichnung f(x) = g(x) mit n verschiedenen Variablen 2n Belegungs-
vektoren ausgewertet werden. Der dazu beno¨tigte Algorithmus besitzt eine exponentielle
Berechnungskomplexita¨t O(2n) und auch die Menge der zu speichernden Lo¨sungsvektoren
kann im worst case 2n betragen. Die exponentielle Komplexita¨t ist folglich sowohl in der
Darstellung einer Booleschen Funktion als auch in den Algorithmen zu ihrer Handhabung
wiederzufinden.
Wie auch auf anderen Gebieten der Informatik besteht ein mo¨glicher Lo¨sungsansatz zur
effizienten Darstellung einer Booleschen Funktion in der Anwendung des Prinzips ”Teile-
und-Herrsche”, oder auf eine Boolesche Funktion bezogen in der Dekomposition einer Boo-
leschen Funktion. Allgemein bekannt sind die Shannon- und Davio-Dekompositionen einer
Booleschen Funktionen in zwei Funktionen. Rekursiv angewandt bilden diese Dekompo-
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sitionsprinzipien die Grundlage fu¨r einige als Entscheidungsba¨ume bekannte Datenstruk-
turen [SaFu96]. So wurden ausgehend von der Shannon-Dekomposition (1.1) (siehe auch
Abschnitt 2.1.4) die Binary Decision Diagrams (BDD) bzw. Ordered Binary Decision Dia-
grams (OBDD) entwickelt [Ake78, Bry86, BRB90, Bry92].
f = x fS0 ∨ xfS1
= x f(x = 0) ∨ xf(x = 1) (1.1)
Das OBDD ist eine kanonische Darstellung einer Booleschen Funktion. Die Kanonizita¨t
der Darstellung wird durch eine feste Variablenordnung auf jedem Pfad des OBDD gesi-
chert. Die einheitliche Variablenordnung, die einerseits fu¨r die Kanonizita¨t sorgt, schra¨nkt
anderseits die Optimierung eines OBDD ein. Wird auf verschiedenen Pfaden eines BDD
unterschiedliche Variablenordnung zugelassen, so entstehen Free Binary Decision Diagrams
(Free BDD) [BGMS94]. Die Einfu¨hrung eines ⊕-Knotens neben regula¨ren branching Knoten
in OBDD hat ein ⊕-OBDD [GeMe96, MeSa99, MeSa01.1, MeSa01.2] zur Folge.
Die alternative Verwendung der positiven (1.2) bzw. negativen Davio-Zerlegung (1.3)
(siehe auch Abschnitt 2.1.4) anstelle der Shannon-Zerlegung fu¨hrt zu Functional Decision
Diagrams (FDD) bzw. Ordered Functional Decision Diagrams (OFDD) [Mul54, Ree54,
KSR92, BDT93]. Es ha¨ngt von der konkreten Booleschen Funktion ab, in welcher der beiden
Graphendarstellungen ein geringerer Speicheraufwand beno¨tigt wird.
f = fS0 ⊕ xfD
= f(x = 0)⊕ x(f(x = 0)⊕ f(x = 1)) (1.2)
f = fS1 ⊕ x fD
= f(x = 1)⊕ x (f(x = 0)⊕ f(x = 1)) (1.3)
Eine Kombination OBDD/OFDD stellt das Ordered Kronecker Decision Diagram
(OKDD) dar, in dem alle drei in OBDD und OFDD verwendeten Zerlegungen zugelassen
werden [DSTBP94, BDT95, DrBe95]. Fu¨r jede Boolesche Variable der Funktion wird im
einzelnen u¨ber die Zerlegungsart entschieden. Da die Variablenordnung und die Art der
Zerlegung fu¨r alle Pfade eines OKDD gleich ist, handelt es sich beim OKDD ebenfalls um
eine kanonische Darstellung. Bei den pseudo Kronecker Decision Diagrams (pseudo KDD)
wird die Dekompositionsart nicht fu¨r jede einzelne Variable sondern fu¨r jeden einzelnen
Knoten des Diagramms festgelegt [LDB00, MaSa01].
Durch eine rekursive Anwendung der Dekomposition einer Booleschen Funktion in
drei Funktionen entstehen die Ternary Decision Diagrams (TDD) [Sas93, RoBa94, Sas97,
SaFu96]. Bekannt ist die kanonische Form der EXOR Ternary Decision Diagrams ein ETDD.
Die drei Kanten eines ETDD fu¨hren zu den Funktionen fS0, fS1 und fD. Weitere nicht kano-
nische Formen des EXOR-TDD und AND-OR-TDD entstehen durch Dekomposition einer
Booleschen Funktion nach (1.4) und (1.5) (siehe [Sas93, Yas95]), wobei die Funktionen F0,
F1 und F2 keine disjunkte Funktionen sind.
F = xF0 ⊕ xF1 ⊕ 1 · F2 (1.4)
F = xF0 ∨ xF1 ∨ 1 · F2 (1.5)
Eine zum Entscheidungsgraph alternative Darstellungsform ist die Terna¨rvektorliste
(TVL). Der zur Darstellung Boolescher Funktionen als Terna¨rvektorliste bestehende Lo¨s-
ungsansatz ist auszugsweise im Abschitt 2.2 der vorliegenden Arbeit und in [PoSt79.1,
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Abbildung 1.1: Mo¨gliche Entscheidungsgraphen
PoSt79.8, Ste84, BoSt91, DKSW92] beschrieben. Zwei Bina¨rvektoren werden zu einem
Terna¨rvektor zusammengefasst, wenn sie sich nur an einer Stelle unterscheiden. Der entste-
hende Terna¨rvektor erha¨lt an dieser Stelle ein Strichelement. Analoge Zusammenfassungen
sind auch zwischen Terna¨rvektoren mo¨glich. Ein Terna¨rvektor mit s Strichelementen be-
schreibt 2s Bina¨rvektoren. Damit wird dem exponentiellen Anwachsen der Problemgro¨ße
eine ebenfalls exponentielle Abschwa¨chung in der Darstellungskomplexita¨t entgegengesetzt.
Eine besondere Form der TVL ist die orthogonale TVL. Alle Terna¨rvektoren einer ortho-
gonalen TVL sind zueinander disjunkt. Die Weiterentwicklung einer orthogonalen TVL ist
die geordnete TVL (OTVL) [StDo99, StDo00, StDo01]. Die Einordnung von Terna¨rvek-
toren einer OTVL in Klassen und Subklassen soll das schnellere Vergleichen Boolescher
Funktionen ermo¨glichen.
Alle oben aufgefu¨hrte Datenstrukturen lassen sich in zwei Gruppen aufteilen. Eine Grup-
pe umfasst die Entscheidungsgraphen, bei denen die Komplexita¨t einer Booleschen Funktion
durch die Dekomposition der Funktion reduziert wird. Die zweite Gruppe entha¨lt verschie-
dene Formen der TVL. Die Vorteile der TVL sind in der kompakten Speicherung, die
als Ergebnis des Zusammenfassens von mehreren Terna¨rvektoren gegeben ist, und in der
Mo¨glichkeit der Parallelverarbeitung der Vektoren der TVL (siehe [BoSt91] und [DKSW92])
zu finden. Vergleichende Untersuchungen wie z. B. in [KeSt94, Ste95] zeigten auch, dass bei
einer Beschra¨nkung der Variablenzahl einer Booleschen Funktion die bezu¨glich des Spei-
cherplatzbedarfs gu¨nstigere Speicherung einer Booleschen Funktion als TVL im Vergleich
zu BDD mo¨glich ist. Es ist damit zu erwarten, dass die Kombination der Lo¨sungsansa¨tze
der Datenstrukturen beider Gruppen, d. h. die Dekomposition einer Booleschen Funktion
in mehrere Teilfunktionen und die Darstellung der Teilfunktionen durch TVL zu einer ef-
fizienten Datenstruktur fu¨hren kann. Der Untersuchungsgegenstand dieser Arbeit ist die
Datenstruktur ”TVL-Tupel”, die auf der Dekomposition der Booleschen Funktionen und
der TVL-Darstellung basiert. Mit der Dekomposition Boolescher Funktionen wird eine Re-
duzierung der Komplexita¨t der Darstellung und eine vereinfachte Handhabung angestrebt.
Die Dekomposition einer Booleschen Funktion fu¨hrt zu einem Graph, dessen einzelne
Knoten entweder Variablen oder Terna¨rvektorlisten sind. Dabei werden in der vorliegenden
Arbeit betreffs Aussehen des Graphen folgende Mo¨glichkeiten betrachet:
• Die Boolesche Funktion kann rekursiv bis zu einer bestimmten Funktionsgro¨ße der
Teilfunktionen zerlegt werden. Die durch TVL dargestellten im Ergebnis der Dekom-
position entstandenen Teilfunktionen bilden die Bla¨tter des Graphen (siehe Abbildung
1.1 links).
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• Als Bla¨tter des Graphen ko¨nnen die unabha¨ngigen Variablen gespeichert und in die
Terna¨rvektorlisten der u¨bergeordneten Knoten u¨bernommen werden. Die Funktions-
werte der durch diese TVL dargestellten Funktionen sind die abha¨ngigen Variablen
der jeweiligen TVL und dienen ihrerseits als unbha¨ngige Variablen fu¨r die daru¨ber-
liegenden TVL (siehe Abbildung 1.1 rechts).
Bei der Durchfu¨hrung der Dekomposition stehen weiterhin die Fragen nach dem Dekompo-
sitionsprinzip und der Tiefe der Dekomposition. Die bisher aufgefu¨hrten bekannten Dekom-
positionsarten schließen nicht aus, dass weitere Dekompositionsprinzipien mo¨glich sind. Die
Lo¨sung der Frage u¨ber die Tiefe der Zerlegung besteht in der Suche des optimalen Verha¨lt-
nisses zwischen dem Umfang und damit auch der Kompliziertheit des Graphen und der
Gro¨ße der TVL an den Knoten des Graphen.
Neben der Reduzierung der Komplexita¨t der Darstellung und der vereinfachten Handha-
bung einer Booleschen Funktion ermo¨glicht die Dekomposition die Optimierung der TVL-
Darstellung durch das Speichern von Elementen des TVL-Tupels in verschiedenen Boole-
schen Ra¨umen. Die Voraussetzung dazu ist durch das Raumkonzept des XBOOLE-Systems
gegeben [BoSt91, DKSW92], das dem Anwender erlaubt die Dimensionen von beliebig vie-
len Booleschen Ra¨umen selbst festzulegen und damit hochdimensionale Boolesche Probleme
zu lo¨sen.
Weiterhin bietet die Dekomposition einen Ansatz fu¨r den Entwurf von Algorithmen fu¨r
Operationen mit Booleschen Funktionen, die eine parallele Bearbeitung auf der Grundlage
verteilter Rechentechnik zulassen. Ein mo¨glicher Einsatz der nebenla¨ufigen Verarbeitung
ist durch die interne Speicherstruktur einer TVL im XBOOLE-System gegeben [DKSW92]
und besteht in der Entwicklung von speziellen Algorithmen zur parallelen Verarbeitung
einzelner Terna¨rvektoren der TVL. Die Verwendung dieser Algorithmen kann unter Einsatz
eines speziell dazu entwickelten Rechners [Hess94, Hess98, Hess99] oder mehrerer Rechner
[StDob00, SDD01] erfolgen. In dieser Arbeit werden die Mo¨glichkeiten der nebenla¨ufigen
Berechnungen nicht zwischen einzelnen Vektoren sondern zwischen Terna¨rvektorlisten von
Elementen des Tupels analysiert.
Die Arbeit geht von der dargestellten Problemstellung aus und ist wie nachfolgend
beschrieben aufgebaut.
Zum besseren Versta¨ndnis nachfolgender Untersuchungen wird zuna¨chst im Kapitel 2
eine Einfu¨hrung in Boolesche Funktionen und Gleichungen gegeben. Ein zweiter Themen-
komplex dieses Kapitels befasst sich mit grundlegenden Aussagen zur verteilten Verar-
beitung parallel realisierbarer Aufgabenstellungen, da diese Mo¨glichkeiten innerhalb einer
prototypischen Lo¨sung Anwendung finden.
Im Kapitel 3 wird auf die Beschreibung des Verhaltens Boolescher Systeme mittels
Phasenlisten (PHL) eingegangen. Als mo¨gliche Darstellungsformen werden globale PHL
und Tupel aus lokalen Phasenlisten unterschieden. Durch die Komposition mehrerer lokaler
Phasenlisten zu einer Phasenliste kann die Anzahl der Elemente des Tupels verringert wer-
den. Ein wesentlicher Untersuchungsgegenstand des Kapitels ist die Eignung der genannten
Darstellungen als Datenmodell fu¨r die Beschreibung einer Booleschen Funktion. Weitere
Untersuchungen befassen sich mit der Optimierung der Darstellung durch das Speichern
von einzelnen Phasenlisten in verschiedenen Booleschen Ra¨umen und mit der Optimierung
der Gro¨ße der Phasenlisten-TVL.
Im Kapitel 4 wird die Mo¨glichkeit der Darstellung einer Boolschen Funktion durch Tu-
pel aus drei und vier Funktionen analysiert. Aufbauend auf den im Kapitel 4 eingefu¨hrten
5Zerlegungsprinzipien werden spezielle Algorithmen fu¨r die Operationen Negation, Konjunk-
tion, Disjunktion, Antivalenz und A¨quivalenz entwickelt. Einen Schwerpunkt des Kapitels
bildet die Beweisfu¨hrung fu¨r die Korrektheit der Zerlegungsprinzipien und der erstellten
Operationsalgorithmen, wobei die gewonnenen Erkenntnisse mit Beispielen unterlegt wer-
den. Daneben werden in diesem Kapitel der fu¨r die Darstellung der Funktionen beno¨tigte
Speicherplatz, die Berechnungszeiten und die Komplexita¨tsordnung der Operationen ana-
lysiert.
Die Mo¨glichkeit des Einsatzs der parallelen Bearbeitung bei der Durchfu¨hrung von Boo-
leschen Operationen werden im Kapitel 5 analysiert und innerhalb eines Prototyps umge-
setzt. Den Ausgangspunkt fu¨r die verteilte Verarbeitung bildet die Tatsache, dass bei der
Darstellung einer Booleschen Funktion durch ein Tupel aus einzelnen Funktionen mehre-
re Verknu¨pfungen auf die Elemente des Tupels angewandt werden, die sich unabha¨ngig
voneinander ausfu¨hren lassen.
Die im Kapitel 4 und 5 erzielten Erkenntnisse finden im 6 Kapitel fu¨r eine praxisnahe
Aufgabestellung Anwendung, die die Suche der Variablenmengen der OR-Bi-Decomposition
zum Gegenstand hat. An das zusammenfassende Kapitel 7 schliessen sich die Bibliographie





2.1.1 Boolesche Funktionen und Gleichungen
Ein Bina¨rvektor der La¨nge k ist ein k-Tupel, dessen Elemente nur die Werte 0 oder 1
annehmen ko¨nnen (2.1). Die Menge aller mo¨glichen Bina¨rvektoren der La¨nge k nennt man
den Booleschen Raum Bk (2.2).
x = (x1, x2, ..., xk) mit xi ∈ {0, 1} (2.1)
Bk = {x|x = (x1, x2, ..., xk) mit xi ∈ {0, 1}} (2.2)
Eine bina¨re Funktion y = f(x1, x2, ..., xk) = f(x) ist eine Abbildungsvorschrift Bk →
B, die jedem Bina¨rvektor x = (x1, x2, ..., xk) einen bina¨ren Wert y eindeutig zuordnet.
Die bina¨re Funktion kann durch einen Booleschen Ausdruck beschrieben werden. Bina¨re
Ausdru¨cke sind definiert durch:
1. Die Konstanten 0 und 1 und die Variablen x1, x2, ..., xk sind bina¨re Ausdru¨cke.
2. Durch beliebig ha¨ufige Anwendung von Verknu¨pfungsoperationen auf bina¨re Aus-
dru¨cke entstehen weitere bina¨re Ausdru¨cke. Als Verknu¨pfungsoperationen ko¨nnen die
in der Tabelle 2.1 zusammengefassten Grundoperation verwendet werden.
Fu¨r diese Operationen gelten die Gesetze der Idempotenz, Verknu¨pfung mit Null und
Eins, Verknu¨pfung mit dem Komplement, die Gesetze der Kommutativita¨t, Assozia-
tivita¨t und Distributivita¨t und die Sa¨tze von de Morgan und von Stone, die in der
Literatur ausfu¨hrlich beschrieben sind [BoSt91, PoBo86].
Tabelle 2.1: Bina¨re Grundoperationen
Operation Schreibweise
Negation x1
Konjunktion x1 · x2
Disjunktion x1 ∨ x2
Antivalenz x1 ⊕ x2
A¨quivalenz x1 ¯ x2
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Eine besondere Bedeutung in der Booleschen Algebra haben die folgenden vier Aus-
drucksformen der Booleschen Funktion :
• Disjunktive Form (DF) - ist eine Disjunktion einzelner Konjunktionen,
• Antivalenzform (AF) - ist eine Antivalenz einzelner Konjunktionen,
• Konjunktive Form (KF) - ist eine Konjunktion einzelner Disjunktionen,
• A¨quivalenzform (EF) - ist eine A¨quivalenz einzelner Disjunktionen.
Zum Beispiel sind die Funktionen f1(x), f2(x), f3(x) und f4(x) (2.3) in den Formen DF,
AF, KF bzw. EF dargestellt.
f1(x) = x1x2 ∨ x3
f2(x) = x1x2 ⊕ x3
f3(x) = (x1 ∨ x2) · x3
f4(x) = (x1 ∨ x2)¯ x3
(2.3)
Fu¨r die Funktionen in DF, AF, KF und EF gelten folgende Orthogonalita¨tssa¨tze.
• Wenn fu¨r die Konjunktionen einer Funktion in der DF oder AF die Bedingung
Ki ·Kj ≡ 0 , ∀i 6= j (2.4)






• Wenn fu¨r die Disjunktionen einer Funktion in der KF oder EF die Bedingung
Di ∨Dj ≡ 1 , ∀i 6= j (2.5)






Wurden die Bedingungen (2.4) oder (2.5) erfu¨llt, sind die einzelnen Konjunktionen der
Funktionen in DF oder AF (oder die einzelnen Disjunktionen der Funktionen in KF oder
EF) orthogonal oder disjunkt zueinander.
Eine Boolesche Gleichung entsteht durch das Gleichsetzen zweier Boolescher Funk-
tionen. Es sind drei Formen der Boolescher Gleichungen zu unterscheiden (2.6) - (2.8).
f(x1, · · · , xk) = g(x1, · · · , xk) (2.6)
f(x1, · · · , xk) = 0 (2.7)
f(x1, · · · , xk) = 1 (2.8)
Gleichungen, die auf einer Seite des Gleichheitszeichens nur einen konstanten Ausdruck
enthalten, werden als homogene Gleichungen bezeichnet. Die Gleichung 2.7 ist eine restrik-
tive homogene Boolesche Gleichung, und die Gleichung 2.8 eine charakteristische homogene
Boolesche Gleichung.
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Tabelle 2.2: Boolesche Operationen und Mengenoperationen
Boolesche Operation Operation fu¨r Lo¨sungsmenge der charakteristischen Gleichung
f(x) = h(x) L1(f) ist Komplement von L1(h)
f(x) = h(x) · g(x) L1(f) ist Durchschnit von L1(h) und L1(g)
f(x) = h(x) ∨ g(x) L1(f) ist Vereinigung von L1(h) und L1(g)
f(x) = h(x)⊕ g(x) L1(f) ist symmetrische Differenz von L1(h) und L1(g)
f(x) = h(x)¯ g(x) L1(f) ist Komplement der symmetrischen Differenz
von L1(h) und L1(g)
Die Lo¨sungsmenge einer Booleschen Gleichung bilden alle Bina¨rvektoren
x = (x1, · · · , xk),
die die Gleichung in die Identita¨t 1 ≡ 1 bzw. 0 ≡ 0 u¨berfu¨hren. Im Fall einer homogenen
charakteristischen Gleichung (2.8) ist die Lo¨sungsmenge L1(f) die Menge aller 1-Belegungen
der Funktion f(x1, · · · , xk). Ist die Funktion f(x1, · · · , xk) in einer zusammengesetzten
Ausdrucksform gegeben, so kann die Lo¨sungsmenge L1(f) wie in der Tabelle 2.2 beschrieben
mit Hilfe der Mengenoperationen bestimmt werden.
2.1.2 Ableitungsoperationen Boolescher Funktionen
Außer den im Abschnitt 2.1.1 genannten Grundoperationen (siehe Tabelle 2.2) haben die
Ableitungen der Booleschen Funktionen eine große Bedeutung. Im Mittelpunkt dieser Ope-
rationen steht die A¨nderung der bina¨ren Gro¨ßen. Einer Booleschen Funktion wird durch
die A¨nderung einzelner Variablen (oder Variablenvektoren) eine gleichartige Funktion zu-
geordnet. Die antivalente, disjunktive oder konjunktive Verknu¨pfungen dieser Funktionen
bilden die Grundlage fu¨r die Ableitungsoperationen.
Z. B. kann der Funktion f(x1, x2, x3) = x1x3⊕x2x3 die Funktion f(x1 , x2, x3) = x1 x3⊕
x2x3 zugeordnet werden, indem die Variable x1 durch x1 ersetzt wird. Die Funktionswerte
vera¨ndern sich dabei so, wie im Karnaugh-Plan (Abbildung 2.1) ersichtlich ist. Verknu¨pft
man die Funktionen f(x1, x2, x3) und f(x1 , x2, x3) antivalent, so entsteht eine Funktion mit
dem Wert 1, wenn die A¨nderung von x1 die A¨nderung der Funktion f(x1, x2, x3) bewirkt,
und dem Wert 0, wenn die Funktion f(x1, x2, x3) unvera¨ndert bleibt (siehe Abbildung 2.1).
Es ist ersichtlich, dass keine Abha¨ngigkeit der Funktion f(x1, x2, x3)⊕f(x1 , x2, x3) von der
Variable x1 besteht.
Allgemein ist die partielle Ableitung einer Booleschen Funktion f(x) nach der Va-
riable xi nach (2.9) definiert und ist damit auch eine Boolesche Funktion.
∂f(x)
∂xi
= f(xi, x0)⊕ f(xi , x0) (2.9)
Die Ableitung der Booleschen Funktion hat folgende wichtige Eigenschaften:
1. ∂f(x)∂xi = f(xi = 0, x0)⊕ f(xi = 1, x0);
2. die Ableitung einer Booleschen Funktion nach der Variable xi ist von xi unabha¨ngig;




0 0 1 1 x2
0 1 1 0 x3
0 1 1 1





0 0 1 1 x2
0 1 1 0 x3
0 0 0 1





0 0 1 1 x2
0 1 1 0 x3
0 1 1 0
0 1 1 0
f(x1, x2, x3)⊕ f(x1, x2, x3)
Abbildung 2.1: Funktionen f(x1, x2, x3), f(x1 , x2, x3) und f(x1, x2, x3)⊕ f(x1 , x2, x3)
3. ∂f(x)∂xi = 0, wenn die Funktion f(x) von der Variable xi unabha¨ngig ist, d. h. wenn die




6= 0, wenn die A¨nderung der Variable xi eine A¨nderung des Funktionswertes der
Funktion f(x) hervorruft,
und ∂f(x)∂xi = 1, wenn die Funktion f(x) in der Variable xi linear ist.
Die Beweise fu¨r die Richtigkeit dieser Eigenschaften und weitere Eigenschaften der Ablei-
tungen der Booleschen Funktionen wurden in [BoPo81] beschrieben.
Durch die wiederholte partielle Ableitung nach mehreren Variablen xi1 , ..., xik (2.10)
entsteht die k-fache Ableitung.
∂kf(x)






· · · ∂f(x)
∂xik
(2.10)
Die k-fache Ableitung nach den Variablen xi1 , ..., xik ist von der Reihenfolge der Variablen
unabha¨ngig, d. h. fu¨r eine Permutation pi(x1) = (pi(xi1), ..., pi(xik)) der Variablen x1 =
(xi1 , ..., xik) gilt:
∂kf(x)
∂xi1 · · · ∂xik
=
∂kf(x)
∂pi(xi1) · · · ∂pi(xik)
(2.11)
Analog zur partiellen Ableitung werden das partielle Minimum und das partielle




f(x) = f(xi, x0) · f(xi , x0) (2.12)
max
xi
f(x) = f(xi, x0) ∨ f(xi , x0) (2.13)
Minimum und Maximum einer Booleschen Funktion haben folgende wichtige Eigenschaften:
1. min
xi
f(x) = f(xi = 0, x0) · f(xi = 1, x0) und
max
xi
f(x) = f(xi = 0, x0) ∨ f(xi = 1, x0);
2. Minimum und Maximum einer Booleschen Funktion nach der Variable xi sind von xi
unabha¨ngig;
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Die Beweise fu¨r die Richtigkeit dieser Eigenschaften werden in [BoPo81] gefu¨hrt.
Das k-fache Minimum (2.14) und das k-fache Maximum (2.15) entstehen durch


















f(x) · · · )) (2.15)






















f(x) = 0 (2.18)
Wesentlich sind einige weitere in [BoPo81] und [BoSt91] beschriebene Eigenschaften der
Ableitungsoperationen der Booleschen Funktionen. So gelten fu¨r die gegebenen Booleschen























∂xi1 · · · ∂xik
=
∂kf(x)
∂xi1 · · · ∂xik
⊕ ∂
kg(x)
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q(x) Funktionswert = 1 Infimum, Einsmenge M1
r(x) Funktionswert = 0 Nullmenge M0
ϕ(x) Funktionswert = - Sperrfunktion, MS
p(x) Funktionswert = 1 oder - Supremum




0 0 1 1 x2
0 1 1 0 x3
0 0 0 1





0 0 1 1 x2
0 1 1 0 x3
1 1 1 1





0 0 1 1 x2
0 1 1 0 x3
1 1 1 φ





0 0 1 1 x2
0 1 1 0 x3
1 1 1 0





0 0 1 1 x2
0 1 1 0 x3
0 0 0 0
1 1 0 0
r(x)
Abbildung 2.2: Beispiel fu¨r charakteristische Verbandsfunktionen
2.1.3 Partiell definierte Funktionen
Anstelle vollsta¨ndig definierter Boolescher Funktionen werden in vielen Anwendungen par-
tiell definierte Boolesche Funktionen betrachtet. Ihr Definitionsbereich ist auf Teile von
Bk beschra¨nkt. Eine partiell definierte Boolesche Funktion charakterisiert eine Menge von
Booleschen Funktionen, die die Eigenschaft eines Funktionsverba¨nds bzw. eines Funktions-
intervalls besitzt.
Ein Funktionsverband kann durch die Funktionen q(x), r(x), ϕ(x) und p(x) charakteri-
siert werden, die wie in der Tabelle 2.3 beschrieben definiert sind. Fu¨r jede Funktion f(x)
des Verbands gilt, dass q(x) ≤ f(x) ≤ p(x) (siehe auch Beispiel in der Abbildung 2.2).
Um ein Funktionsverband zu charakterisieren, werden von den vier genannten Funktionen
stets nur zwei (p(x) und q(x), p(x) und ϕ(x), q(x) und r(x), q(x) und ϕ(x) oder r(x) und
ϕ(x)) beno¨tigt, die anderen beide ko¨nnen aus den vorhandenen nach (2.26)-(2.29) berechnet
werden.
q(x) = p(x) · ϕ(x) = r(x) · ϕ(x) (2.26)
r(x) = p(x) = q(x) · ϕ(x) (2.27)
ϕ(x) = p(x) · q(x) = q(x) · r(x) (2.28)
p(x) = r(x) = q(x) ∨ ϕ(x) (2.29)
Wegen (2.27) ist nur das Paar p(x) und r(x) zur Charakteristik eines Funktionsverbands
nicht verwendbar.
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2.1.4 Shannon- und Davio-Dekomposition
Jede Boolesche Funktion kann in zwei Boolesche Funktionen zerlegt werden (siehe auch
Abschnitt 4.1.1). Die allgemein bekannten und in der Literatur ausreichend beschriebenen
Dekompositionen dieser Art sind die Shannon- und Davio-Dekompositionen.
Shannon-Dekomposition: Ist f(x) = f(x1, x2, . . . , xk) eine Boolesche Funktion Bk →
B, so gilt fu¨r alle xi ∈ (x1, x2, . . . , xk):
f(xi, x0) = xi fS0(x0) ∨ xifS1(x0)
= xi f(xi = 0, x0) ∨ xif(xi = 1, x0) (2.30)
Die Funktionen fS0(x0) und fS1(x0) werden als Cofaktoren bezeichnet und beschreiben die
Funktion f(xi, x0) an den Stellen xi = 0 und xi = 1.
Davio-Dekomposition: Ist f(x) = f(x1, x2, . . . , xk) eine Boolesche Funktion Bk → B,
so gilt fu¨r alle xi ∈ (x1, x2, . . . , xk):
f(x0, xi) = fS0(x0)⊕ xifD(x0)
= f(xi = 0, x0)⊕ xi(f(xi = 0, x0)⊕ f(xi = 1, x0))




f(x0, xi) = fS1(x0)⊕ xi fD(x0)
= f(xi = 1, x0)⊕ xi (f(xi = 0, x0)⊕ f(xi = 1, x0))





2.2.1 Kodieren der Booleschen Funktion durch TVL
Bei der Abbildung einer Booleschen Funktion durch eine Terna¨rvektorliste werden Kon-
junktionen von Variablen einer Funktion in der disjunktiven Form oder Antivalenzform
bzw. Disjunktionen von Variablen einer Funktion in der konjunktiven Form oder A¨qui-
valenzform als Terna¨rvektoren (TV) dargestellt. Ein TV beschreibt durch ”0”, dass eine
Variable negiert auftritt, durch ”1”, dass eine Variable nicht negiert auftritt, oder durch ”-”,
dass eine Variable nicht vorhanden ist. Die ausfu¨hrliche Beschreibung der Kodierung ist in
[BoSt91, DKSW92] zu finden. Jeder Terna¨rvektor, der s ”-”-Elemente entha¨lt, repra¨sentiert
2s Bina¨rvektoren.
Terna¨rvektoren werden zu Terna¨rvektorlisten (TVL) zusammengefu¨gt. Die Form der
auf diese Weise dargestellten Funktion wird in dem Formparameter vermerkt.



















Zwei Terna¨rvektoren sind orthogonal, wenn fu¨r mindestens eine Variable die Kombination
”01” auftritt. Sind alle TV orthogonal zueinander, ist die gesamte TVL orthogonal. In der
orthogonalen Terna¨rvektorliste gibt es keinen Bina¨rvektor, der in mehr als einer Zeile (TV)
vorkommt.
Die orthogonalen Terna¨rvektorlisten haben eine besondere Bedeutung, weil bei den or-
thogonalen TVL nicht zwischen den DF und AF bzw. KF und EF unterschieden werden
muss. Man spricht von den Funktionen in ODA-Form (orthogonale DF bzw. AF) und in
OKE-Form (orthogonale KF bzw. EF). Die TVL der Funktionen aus dem Abschnitt 2.1.1




















Das Raumkonzept des XBOOLE-Programmsystems ermo¨glicht die Berechnungen von Ter-
na¨rvektorlisten im mehreren Booleschen Ra¨umen beliebiger Dimension [BoSt91, DKSW92].
Werden die Variablen aller Raumdefinitionen in einer Variablenliste zusammengefasst,
bilden sie den sogenannten Metaraum. Die Anzahl der Variablen im Metaraum ist dabei
unbeschra¨nkt. Der Metaraum umfasst alle aktuell verwendeten Variablen, gestattet aber
nicht ihre unmittelbare Verarbeitung. Als Voraussetzung fu¨r die Verarbeitung werden be-
liebig viele Boolesche Ra¨ume gebildet, die nur eine beschra¨nkte Anzahl der Variablen aus
dem Metaraum enthalten. In jedem Booleschen Raum ko¨nnen beliebig viele Terna¨rvektor-
listen eingebettet werden.
Diese zweistufige Variablen Zuordnung verbindet die Vorteile der extrem großen Gesamt-
variablenanzahl im Metaraum mit einer sinnvoll vordefinierten Variablenzahl in jedem Boo-
leschen Raum mit der kompatiblen Spaltenzuordnung. Alle Booleschen Operationen ko¨nnen
unmittelbar nur mit den Terna¨rvektorlisten eines speziellen Booleschen Raums durchgefu¨hrt
werden. Die Terna¨rvektorlisten eines Boooleschen Raums enthalten alle in diesem Raum
definierten Variablen, so dass das Durchfu¨hren von Operationen keine zusa¨tzliche Zeit fu¨r
das Anpassen von TVL-Spalten beno¨tigt, und damit die schnelle spaltengerechte Verarbei-
tung gewa¨hrleistet wird. Um die Berechnungen zwischen Terna¨rvektorlisten verschiedener
Boolescher Ra¨ume durchfu¨hren zu ko¨nnen, werden die zu verknu¨pfenden TVL durch eine
spezielle Operation spaltengerecht in einen gemeinsamen Booleschen Raum u¨bertragen.
Das Raumkonzept gestattet es somit, die Lo¨sung beliebig großer bina¨rer Aufgaben mit
der schnellen Verarbeitung in separaten Booleschen Ra¨umen zu verbinden.
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PHL(x, y) =
x1 x2 x3 y
0 1 1 1
− − 0 1
1 − 1 0







Das Verhalten eines Booleschen Systems wie z. B. eines Schaltnetzwerks kann durch die
Phasenliste (PHL) beschrieben werden (siehe auch [BoSt91]). Eine Phase beschreibt dabei
das Verhalten von Teilen des Systems zu einem definierten Zeitpunkt, z. B. die Belegungen,
die an bestimmten Leitungen einer Schaltung zu einem bestimmten Zeitpunkt vorliegen.
Eine Phase kann durch einen Bina¨rvektor dargestellt werden. Alle an einem Booleschen
System beobachtbaren Phasen werden in der PHL als Verhaltensmodell zusammengefasst.
Die PHL einer kombinatorischen Schaltung mit n Einga¨ngen und einem Ausgang entha¨lt 2n
Bina¨rvektoren, d. h. fu¨r jede mo¨gliche Belegung der Einga¨nge genau eine Phase. Bina¨rvekto-
ren lassen sich zu Terna¨rvektoren zusammenfassen. Im Vergleich zur Funktions-TVL entha¨lt
die Phasenliste zusa¨tzlich die Spalte fu¨r den Funktionswert.
Fu¨r die gegebene Funktion f(x) ko¨nnen die einzelnen Phasen als Lo¨sungen einer ex-
pliziten Booleschen Funktionsgleichung (2.33) oder einer impliziten Booleschen Gleichung
(2.34) betrachtet werden.
y = f(x) (2.33)
F (x, y) = 1 (2.34)
Zusammengefasst zu einer PHL bilden die Phasen die Lo¨sungsmenge L1(x, y) der Glei-
chungen. In der Abbildung 2.3 links ist die Lo¨sungsmenge der Gleichung (2.35) als PHL
dargestellt. Die Transformation zwischen der Phasenliste und der Funktions-TVL (siehe
Abbildung 2.3 rechts) ist jederzeit mo¨glich.
y = x1x2 ∨ x3 (2.35)
Eine Phasenliste kann weiterhin um die Belegungen an den ausgewa¨hlten bzw. allen
inneren Leitungen einer Schaltnetzwerks erweitert werden.
Durch eine PHL la¨sst sich das Verhalten eines Booleschen Systems in der Gesamtheit
bescheiben. Man spricht in diesem Fall von globalen Phasenlisten. Fu¨r ein kombinatori-
sches Schaltnetzwerk mit einem Ausgang beschreibt die globale PHL die Lo¨sungsmenge
der Gleichungen (2.33) oder (2.34). Werden die Teilsysteme einzeln beobachtet, ko¨nnen
sie mit lokalen PHL beschrieben werden. In diesem Fall beschreiben die lokalen PHL die
Lo¨sungsmengen der einzelnen Gleichungen des Gleichungssystems (2.36).
y = f(x, g)
g1 = f1(x, g)
g2 = f2(x, g)
. . . . . . . . . . . .
gk = fk(x, g)
∣∣∣∣∣∣∣∣∣∣
(2.36)
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Zur Modellierung eines Schaltnetzwerks mit l Ausga¨ngen werden alle l Ausgangsleitun-
gen beobachtet. Eine Phase umfasst dabei die Belegungen aller n Einga¨nge und l Ausga¨nge,
die zu wenigstens einem Zeitpunkt beobachtet werden. Die gesamte PHL enha¨lt in diesem
Fall 2n Bina¨rvektoren. Die Phasenliste entsteht in diesem verallgemeinerten Fall als Lo¨sung
des Booleschen Gleichungssystem (2.37).
y1 = f1(x)
y2 = f2(x)
. . . . . . . . . .
yl = fl(x)
∣∣∣∣∣∣∣∣ (2.37)
Eine Phasenliste kann weiterhin zu einer Verbandsphasenliste verallgemeinert werden um
die Funktionsverba¨nde zu beschreiben. Im Vergleich zur bisherigen Phasenliste ko¨nnen in
der Verbandsphasenliste in der Spalte des Ausgangs auch Strichelemente auftreten. Diese
Phasen sind so zu interpretieren, dass fu¨r die entsprechende Eingangsbelegung sowohl ”0”
als auch ”1” am Schaltnetzwerkausgang auftreten darf.
2.4 Verteilte Systeme
2.4.1 Softwarekonzept
Eine verteilte Anwendung ist eine Anwendung, die parallel auf mehreren Rechnern bzw.
auch Prozessoren abgearbeitet wird, wobei die einzelnen Komponenten durch Informati-
onsaustausch miteinander in Verbindung stehen. Ein System mit mehreren Rechnern bzw.
Prozessoren, auf denen mindestens eine verteilte Anwendung lauffa¨hig installiert ist, wird
verteiltes System genannt [Web98].
Die Voraussetzung fu¨r die Realisierung verteilter Anwendungen ist eine Unterstu¨tzung
durch die genutzten Betriebssysteme. Ein Betriebssystem, das um einen Kommunikations-
mechanismus erweitert wurde, so dass Kommunikation und Kooperation zwischen Betriebs-
systemen mo¨glich ist, nennt man Netzwerkbetriebssystem [LaSch94]. Folgerichtig mu¨ssen
in Netzwerkbetriebssystemen Komponenten zur Realisierung der Kommunikation integriert
sein. Als Beispiel sind Sockets zu nennen, die einen Zugang zur Transportschicht des Kom-
munikationssystems ermo¨glichen und einen Datenaustausch auf der Grundlage unterschied-
licher Protokolle erlauben. Unter Sockets sind Kommunikationsendpunkte zu verstehen, die
eine Kommunikation insbesondere zwischen entfernten Prozessen ermo¨glichen. Die Seman-
tik der Socket sieht eine Abbildung auf der Basis der Ein- und Ausgabefunktionen des
Betriebssystems vor, so dass eine einfache Schnittstelle fu¨r den Nutzer zur Verfu¨gung steht.
2.4.2 Kommunikationsmodelle
Bei der Arbeit in verteilten Systemen kommunizieren mindesten zwei Teilnehmer (Pro-
zesse) miteinander. Eine Gleichberechtigung der Partner ist mo¨glich, wobei jedoch in der
Regel den Kommunikationspartnern spezifische Aufgaben zugeordnet werden, die zu einer
Rollenverteilung fu¨hren. Mit der Client-Server Architektur wird diese Form des Zusam-
menwirkens von Komponenten im verteilten System beschrieben. Kennzeichnend fu¨r diese
Architektur ist, dass Server Auftra¨ge sogenannter Clients entgegennehmen und bearbeiten.
Im Regelfall werden Server und Client nicht nur in unterschiedlichen Prozessen abgearbei-
tet, sondern auch auf entfernten Rechner laufen. Ein Informationsaustausch ist daher nur






Abbildung 2.4: Synchrone Kommunikation
auf der Grundlage von Kommunikationsmechanismen (z. B. Sockets) mo¨glich. Bezu¨glich des
konkreten Szenarium des Zusammenwirkens von Clients und Servern ko¨nnen Unterschie-
de bestehen. Beispielsweise kann ein Server parallel von mehreren Clients angesprochen
werden. Eine Umkehrung dieses Prinzips erfordert dagegen die Aufgabenstellung in die-
ser Arbeit. Ein Client vergibt parallel Auftra¨ge an mehrere gleichartige Server, um durch
Parallelisierung ein gu¨nstigeres Verarbeitungsverhalten zu erreichen.
Nachfolgend sollen in Form einer Klassifikation grundsa¨tzliche Mo¨glichkeiten des Nach-
richtenaustauschs gegeneinander abgegrenzt werden. Eine erste Unterscheidung besteht in
der Unterteilung in einen blockierenden (synchronen) und nichtblockierenden (asynchronen)
Nachrichtenaustausch. Bei blockierender Kommunikation ist der Nachrichtenaustausch au-
tomatisch mit einer Synchronisation der Teilnehmerprozesse verbunden. Ein Sender ist
blockiert, bis die Routine send von der Empfa¨ngerseite eine Empfangsbesta¨tigung (ack-
nowledge) erhalten hat, da erst dann von einer erfolgreichen Datenu¨bertragung ausgegan-
gen werden kann. Ein korrespondierendes receive bei Empfa¨nger blockiert dagegen bis eine
Nachricht des Senders eingegangen ist. Das Zusammenwirken des Clientes und des Servers
bei der blockierenden Kommunikation ist in der Abbildung 2.4 zu sehen. Die Blockierzeiten
des Senders und des Empfa¨ngers sind dabei als gestrichelte Balken dargestellt. Da durch
den blockierenden Nachrichtenaustausch eine Synchronisation von Sender und Empfa¨nger
stattfindet, sind keine zusa¨tzlichen Mechanismen zur zeitlichen Abstimmung der U¨bertra-
gungsvorga¨nge notwendig.
Im Gegensatz zur blockierenden werden bei einer nichtblockierenden U¨bertragung keine
Ru¨ckmeldungen erwartet. Nach dem Auslo¨sen des Sendevorgangs wird sofort der Verarbei-
tungsablauf fortgesetzt, so dass auch keine Ru¨ckschlu¨sse auf einen erfolgreichen Verlauf des
U¨bertragungsvorgangs mo¨glich sind.
Eine weitere Klassifikation besteht in der Unterscheidung in meldungs- und auftragsori-
entierte Kommunikationsformen. Dabei sind Einwegnachrichten typisch fu¨r die meldungs-
orientierte Kommunikation. Der Sender u¨bermittelt eine Nachricht und erwartet ho¨chstens
eine Besta¨tigung, dass die Nachricht empfangen wurde. Ein weiterer Informationsgehalt ist
mit der Ru¨ckmeldung nicht verbunden. Die auftragsorientierte Kommunikation ist durch
die U¨bermittlung von Hin- und Ru¨cknachrichten gekennzeichnet. Der Sender verschickt








Abbildung 2.5: Synchroner entfernter Dienstaufruf
innerhalb einer Nachricht einen Auftrag und wartet auf die Ru¨cksendung der Ergebnisse.
Diese Kommunikationsformen werden auch als asynchroner entfernter Dienstaufruf (asyn-
chronous remote service invocation, ARSI) bzw. synchroner entfernter Dienstaufruf (syn-
chronous remote service invocation, SRSI) bezeichnet.
Der zeitliche Ablauf des synchronen entfernten Dienstaufrufs ist im Bild 2.5 darge-
stellt. Der Client u¨bermittelt mit send u¨ber einen Datenkanal den Auftrag an den Server
und wartet anschließend auf eine Antwort. Auf der Serverseite wird nach dem Eingang
des Auftrags eine Bearbeitung eingeleitet und das Ergebnis an den Client geschickt. Die
Blockierzeiten des Senders und des Empfa¨ngers sind hier wie im Bild 2.4 als gestrichelte
Balken dargestellt, wa¨hrend durch den leeren Balken die Verarbeitungzeit auf der Server-
seite beschrieben wird. Der Gesamtablauf der Client-Server-Kommunikation ist also auf die
Grundoperationen send, receive und replay zuru¨ckzufu¨hren, die das Senden, Empfangen
und Bearbeiten der Nachrichten realisieren. Die Bereitstellung der Ergebnisse am Client
wird gleichzeitig als Empfangsbesta¨tigung gewertet.
2.4.3 Prozessmanagement
Eine grundlegende Anforderung an einen Server besteht in der Fa¨higkeit, auf mehrere un-
abha¨ngige Clientanforderungen reagieren zu ko¨nnen. Als Realisierungsmo¨glichkeiten sind
die iterative und nebenla¨ufige Arbeitsweise zu unterscheiden, die schließlich auch zu ei-
nem unterschiedlichen Arbeitsverhalten des Servers fu¨hren. Relativ einfach ist die iterati-
ve Bearbeitung von Clientanforderungen zu implementieren. Die am Server eintreffenden
Clientanforderungen werden in eine Warteschlange u¨bernommen und sequentiell abgear-
beitet. Ein neuer Auftrag wird erst dann bearbeitet, wenn der Vorga¨nger abgeschlossen
wurde. Fu¨r sehr einfache Dienste mit geringen Auftragsbearbeitungszeiten und kleiner An-
frageha¨ufigkeit sind iterativ ausgelegte Server durchaus ausreichend. Die Antwortzeit fu¨r
einen einzelnen Auftrag kann aber insbesondere dann sehr lang werden, wenn eine Viel-
zahl von nicht erledigten Anforderungen bereits vorliegt. Zu beru¨cksichtigen ist, dass die
Abarbeitung der Auftra¨ge nach der Regel First-Come-First-Served erfolgt. Eine Beru¨cksich-
tigung von Priorita¨ten bzw. eine Optimierung der Bearbeitung ist dabei nicht vorgesehen.
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Ein nebenla¨ufiger Server ist durch die gleichzeitige Bearbeitung mehrerer Auftra¨ge gekenn-
zeichnet. Implementierungsmo¨glichkeiten sind durch das Erzeugen mehrerer Prozesse bzw.
Threads (leichtgewichtige Prozesse) gegeben. Der Scheduler des Betriebssystems vergibt
z. B. unter UNIX in Zeitscheiben die Steuerung an die einzelnen Prozesse, so dass ein quasi
paralleler Verarbeitungsablauf entsteht. Auf die Abarbeitungszeiten nehmen dann Faktoren
wie der Prozessortyp, die Anzahl der Prozessoren, der verfu¨gbarer Arbeitsspeicher und die
aktuelle Auslastung der Maschine Einfluss.








Nach dem Empfang einer Clientanforderung wird mit dem Systemruf fork() ein neuer Pro-
zess erzeugt, der eine Kopie des Ausgangsprozesses darstellt. Innerhalb dieses Sohnprozesses
erfolgt die Bearbeitung des Auftrags und das Versenden der Ergebnisse. Gleichzeitig wartet
der Vaterprozess auf weitere Anforderungen, die in analoger Form behandelt werden.
Kapitel 3
Funktionale Komposition
3.1 Mo¨glichkeiten der Darstellung einer Booleschen Funkti-
on durch Phasenlisten
3.1.1 Analyse
Wie im Abschitt 2.3 dargelegt wurde, kann das Verhalten eines Booleschen Systems durch
die Phasenliste (PHL) beschrieben werden. Als mo¨gliche Darstellungsformen der Booleschen
Funktion sind dabei die globale und die lokale Phasenlisten zu unterscheiden. Im weiteren
ist zu analysieren, welche dieser Darstellungen als Datenmodell fu¨r eine Boolesche Funktion
am besten geeignet ist.
Die globalen Phasenlisten beschreiben das Boolesche System in der Gesamtheit und
stellen die Lo¨sungsmenge der Gleichung (3.1) dar. Die Teilsysteme des Booleschen Systems
ko¨nnen mit den lokalen PHL beschrieben werden. In diesem Fall beschreiben die Phasenli-
sten die Lo¨sungsmengen der einzelnen Gleichungen des Gleichungssystems (3.2).
y = f(x) (3.1)
y = f(x, g)
g1 = f1(x, g)
g2 = f2(x, g)
. . . . . . . . . . . .
gk = fk(x, g)
∣∣∣∣∣∣∣∣∣∣
(3.2)
Die Funktionen f(x, g), f1(x, g), · · · , fk(x, g) der einzelnen Gleichungen des Gleichungs-
systems (3.2) sind im Unterschied zur der Funktion f(x) der Gleichung (3.1) nicht von
allen Variablen x und g abha¨ngig. Somit ist die Lo¨sungsmenge jeder einzelnen Gleichung
des Systems (3.2) kleiner als die Lo¨sungsmenge der Gleichung (3.1).
Wie schon erwa¨hnt wurde, werden bei der Darstellung der Booleschen Funktion durch
Phasenlisten zwei Grenzfa¨lle betrachtet:
• Darstellung durch nur eine globale Phasenliste
• Darstellung durch viele lokale Phasenlisten
Fu¨r die Beantwortung der Frage, welche der Darstellungen weniger speicherplatz- und zei-
tintensiv ist und damit bevorzugt eingesetzt werden sollte, mu¨ssen folgende Vor- und Nach-
teile betrachtet werden:
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Y = PHL(g1, g2, y)
G1 = PHL(x1, g3, g1)
G2 = PHL(g3, x2, g2)
G3 = PHL(x3, x4, g3)
Abbildung 3.1: Strukturgraph der Funktion der Benchmark-Schaltung C17
Bei der Darstellung durch nur eine Phasenliste:
• Man verwendet nur eine einfache Datenstruktur, die leicht zu handhaben ist.
• Bei einer extrem großen Anzahl von Variablen in der PHL, wie sie bei der Darstellung
durch globale PHL zu erwarten sind, ko¨nnen Phasenlisten-TVL sehr speicheraufwen-
dig werden.
Bei der Darstellung durch viele lokale Phasenlisten:
• Jede der Phasenlisten-TVL hat nur eine begrenzte Variablenzahl und beno¨tigt damit
wenig Speicherplatz.
• Fu¨r die Darstellung einer Funktion als PHL-Tupel ist eine Struktur notwendig, die
die Verbindungen zwischen den lokalen PHL der Funktion realisiert und damit die
gesamte Funktion beschreibt. Mit der wachsenden Anzahl der Elemente wird auch die
Handhabung der Struktur aufwendiger. So wird zum Beispiel bei der Durchfu¨hrung
von Operationen zusa¨tzliche Zeit fu¨r die Suche in der Struktur beno¨tigt.
Eine weitere Mo¨glichkeit der Darstellung einer Booleschen Funktion durch PHL besteht
in der Komposition von lokalen Phasenlisten. Durch die Komposition mehrerer lokaler Pha-
senlisten zu einer Phasenliste kann die Anzahl der Elemente des Tupels verringern werden.
Die entstandenen Phasenlisten werden voraussichtlich gro¨ßer, so dass die Gegenu¨berstellung
des Speicherplatzbedarfs fu¨r zusammengefasste und nicht zusammengefasste PHL notwen-
dig wird. Fu¨hrt die Komposition zu den positiven Ergebnissen, muss weiterhin untersucht
werden, wieweit das Zusammenfassen fortgesetzt werden soll, und nach welchen Kriterien
die zusammenfassenden PHL auszusuchen sind.
3.1.2 Strukturgraph u¨ber Phasenlisten
Die Darstellung einer Booleschen Funktion u¨ber mehrere Phasenlisten erfordert eine Daten-
struktur, die die Zusammenha¨nge zwischen den einzelnen Phasenlisten beschreibt. Als eine
geeignete Datenstruktur kann hier ein einem logischen Netzwerk a¨hnlicher Graph verwen-
det werden (siehe [deMi94, HaSo96, MoSc99]). Als Knoten dieses Strukturgraphen werden
die Phasenlisten und Eingangsvariablen einer Funktion erfasst.
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struct nodes { unsigned int knoten nummer,
*phl;
struct list of nodes *nachknoten,
*vorknoten;
struct nodes *naechster knoten;
};
struct list of nodes { struct nodes *knoten,
struct list of nodes *naechster eintrag;
};
Abbildung 3.2: Implementierung der Struktur “Knoten“
Als Beispiel ist in der Abbildung 3.1 der Strukturgraph der Funktion, die einen der
Ausga¨nge der Benchmark-Schaltung C17 beschreibt, dargestellt. An der Spitze der Struk-
tur wird die Phasenliste mit der Ausgangsvariablen y als Wurzelknoten Y abgespeichert.
Die Knoten G1 und G2 in der Abbildung 3.1 sind die Nachknoten des Knotens Y . Der
Knoten Y ist wiederum der Vorknoten fu¨r die Knoten G1 und G2. Die Knoten Y und G1
haben in ihren Phasenlisten die gemeinsame Variable g1, die in der PHL des Knotens Y
als eine Eingangsvariable und in der PHL des Knotens G1 als Ausgangsvariable auftritt
und als abha¨ngige Variable bezeichnet wird. Diese Aussage gilt entsprechend auch fu¨r alle
anderen Nach- und Vorknotenpaare. Die terminalen Knoten x1, x2, x3 und x4 beschrei-
ben die prima¨ren Einga¨nge der Schaltung bzw. allgemein die unabha¨ngigen Variablen der
Gesamtfunktion.
Die Abbildung 3.2 zeigt vereinfacht die Implementierung eines Knotens nodes in der
Programmiersprache C. Jeder Knoten beinhaltet die Identifikationsnummer, den Zeiger
auf die PHL, die Zeiger auf die Listen der Nach- und Vorknoten und den Zeiger auf den
na¨chsten Knoten der Struktur. Die Listen der Nach- und Vorknoten werden mit der Struktur
list of nodes beschrieben (siehe Abbildung 3.2). Jedes Element dieser Struktur entha¨lt
die Adresse des Nach- bzw. Vorknotens und den Zeiger auf den na¨chsten Eintrag in der
Liste.
Der Strukturgraph wird zuerst als eine Liste aus einzelnen Knoten (siehe Abbildung 3.3)
implementiert. Diese scheinbar u¨berflu¨ssige Verkettung der Knoten dient dazu, die Suche
nach den schon vorhandenen Knoten wa¨hrend des Strukturaufbaus zu ermo¨glichen. Obwohl
jeder Knoten der Struktur die Verweise auf die Nach- und Vorknoten entha¨lt, ko¨nnen die
Adressen der Nachknoten erst zu einem spa¨teren Zeitpunkt in die Struktur eingetragen
werden, da zum Zeitpunkt des Anlegen eines Knotens seine Nachknoten noch nicht bekannt
sind. (Siehe den Algorithmus zum Aufbau der Struktur im Abschnitt 3.1.4 und im Anhang
A.1).
3.1.3 Operationen mit den Strukturgraphen
Fu¨r die gegebenen Funktionen g1 = f1(a) und g2 = f2(b), dargestellt durch die Struktur-
graphen mit den Wurzelknoten G1 und G2, werden die Funktionen gesucht:
• die Negation der Funktion f1(a): y = f1(a) ,










































Abbildung 3.3: Datenstruktur “Knotenliste“
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• die Konjunktion der Funktionen f1(a) und f2(b): y = f1(a) · f2(b),
• die Disjunktion der Funktionen f1(a) und f2(b): y = f1(a) ∨ f2(b),
• die Antivalenz der Funktionen f1(a) und f2(b): y = f1(a)⊕ f2(b),
• die A¨quivalenz der Funktionen f1(a) und f2(b): y = f1(a)¯ f2(b).
Die Ergebnisfunktion der Negation der Funktion f1(a) kann als ein Strukturgraph darge-
stellt werden, der als Wurzelknoten die Phasenliste Y = PHL(g1, y) (3.3) erha¨lt. Als Nach-
knoten des Wurzelknoten Y wird der Knoten G1 eingetragen und alle weiteren Knoten der
Funktion f1(a) werden u¨bernommen. Soll die Ergebnisfunktion erneut negiert werden, ist






Die Ergebnisfunktionen der Operationen Konjunktion, Disjunktion, Antivalenz und A¨qui-
valenz der Funktionen f1(a) und f2(b) ko¨nnen auch als Strukturgraph mit dem Wurzelkno-
ten Y = PHL(g1, g2, y) dargestellt werden. Die Knoten G1 und G2 der Funktionen f1(a)
und f2(b) werden dabei als Nachknoten des Knotens Y u¨bernommen. Die Phasenlisten des
Knoten Y sind fu¨r die Operation Konjunktion, Disjunktion, Antivalenz und A¨quivalenz mit
den Terna¨rvektorlisten (3.4), (3.5), (3.6) und (3.7) zu beschreiben. In Analogie zur Negation
werden auch hier alle weiteren Knoten der Funktionen f1(a) und f2(b) u¨bernommen.


























Bei der Durchfu¨hrung von Operationen mit den Funktionen f1(a, c) und f2(b, c), die u¨ber
eine oder mehrere gleiche unabha¨ngige Variablen verfu¨gen, muss daru¨ber hinaus gepru¨ft
werden, ob die zu verknu¨pfenden Funktionen auch weitere gemeisame Knoten besitzen.
Diese Knoten sollen nur einmal gespeichert und als Nachknoten der Knoten beider Funk-
tionen eingetragen werden.
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3.1.4 Tupel von lokalen Phasenlisten
Beim Darstellen von Booleschen Funktionen durch einen Tupel von lokalen Phasenlisten
kann fu¨r das Speichern von lokalen Phasenlisten die Datenstruktur “Knoten“ verwendet
werden. Das in C implementierte Testsystem baut die Liste aus einzelnen Knoten entspre-
chend der Schaltungsstruktur wie folgt auf:
• Als Knoten werden die durch TVL dargestellten Phasenlisten und die unabha¨ngigen
Variablen erfasst.
• Jede Boolesche Funktionen wird unabha¨ngig von anderen Funktionen dargestellt, d. h.
es wird fu¨r jede Funktion eine eigene Liste aufgebaut.
• Bei dem Aufbau der Liste wird darauf geachtet, dass jeder Knoten nur einmal abge-
speichert wird.
Die ausfu¨hrliche Beschreibung von Algorithmen zum Aufbau einer Liste ist im Anhang A.1
zu finden.
Die Darstellung der Funktionen unabha¨ngig von den anderen Funktionen eines Boole-
schen Systems ist mit einem Nachteil verbunden. Enthalten die verschiedenen Funktionen
die gleichen Knoten, werden diese als unterschiedliche Knoten bewertet. Fu¨r die unabha¨ngi-
ge Darstellung der Funktionen spricht dagegen, dass die Funktionen in diesem Fall auch in
getrennten Booleschen Ra¨umen gespeichert werden ko¨nnen (siehe Abschnitt 2.2.3), woraus
eine Reduzierung des zur Darstellung der Booleschen Funktionen beno¨tigten Speicherplat-
zes folgt.
Die Anzahl der durch Terna¨rvektolisten dargestellen Phasenlisten in einem Booleschen
Raum ist bekanntlich logisch unbegrenzt. Damit ist es prinzipiell mo¨glich alle Phasenlisten
in einem Booleschen Raum einzubetten. Alle in diesem Raum eingebetteten Terna¨rvektor-
listen haben damit die gleiche Variablenanzahl, d. h. in jeder TVL sind alle Variablen des
Booleschen Raums enthalten. Das gilt auch fu¨r die Terna¨rvektorlisten, in denen tatsa¨chlich
nur wenige Variablen vorkommen. Diese Tatsache wirkt sich jedoch negativ auf den Spei-
cherplatzbedarf aus. Der negative Effekt kann vermieden werden, wenn jede TVL in einem
eigenen angepassten Booleschen Raum eingebettet wird. Um die Operationen zwischen den
Terna¨rvektorlisten bei dieser Darstellungsart durchfu¨hren zu ko¨nnen, mu¨ssen die zu ver-
knu¨pfenden Terna¨rvektorlisten unmittelbar vor der eigentlichen Operationsdurchfu¨hrung
zuna¨chst in einen gemeinsamen Booleschen Raum transformiert werden. Damit werden die
Variablenmengen der Terna¨rvektorlisten aneinander angepasst.
3.1.5 Globale Phasenliste
Fu¨r die Darstellung einer Booleschen Funktion durch eine globale Phasenliste ist keine
zusa¨tzliche Datenstruktur notwendig. Die Phasenliste la¨sst sich unmittelbar durch eine
TVL darstellen.
Die globale Phasenliste kann aus den lokalen Phasenlisten durch das Verknu¨pfen von
Phasenlisten-TVL mit der Operation Konjunktion und das damit verbundenen Entfernen
aller abha¨ngigen Variablen erstellt werden. Das Entfernen der abha¨ngigen Variablen ist
dann mo¨glich, wenn alle Phasenlisten, die diese Variable als Eingangsvariable enthalten
durch die Konjunktion verknu¨pft wurden. Um diesen Zeitpunkt zu bestimmen, wird fu¨r
jede Zwischenvariable die Ha¨ufigkeit ihres Auftretens als Eingangsvariable in allen Knoten
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der Funktion erfasst. Jeweils nach dem Verknu¨pfen von zwei Phasenlisten wird fu¨r die
gemeinsame Variable gepru¨ft, wie oft sie noch als Eingangsvariable auftritt. Ist sie nur noch
in der gerade zu verknu¨pfenden Phasenliste vertreten, kann auch diese Variable nach dem
Abschluss der Verknu¨pfung entfernt werden. Anderfalls wird der Za¨hler fu¨r die Ha¨ufigkeit
des Auftretens um 1 reduziert (siehe auch den Algorithmus im Anhang A.2).
3.1.6 Tupel von zusammengefassten Phasenlisten
Bei der Darstellung einer Booleschen Funktion durch einen Tupel aus begrenzt zusammen-
gefassten Phasenlisten werden die Terna¨rvektorlisten der lokalen Phasenlisten durch die
Operation Konjunktion miteinander verknu¨pft. Nach dem Ausfu¨hren der Operation kann
es bei den Ergebnis-TVL sowohl zur Vergro¨ßerung wie auch zur Reduzierung der Zeilenzahl
gegenu¨ber den ursprunglichen Terna¨rvektorlisten kommen.
Die Konjunktion zweier Terna¨rvektorlisten mit gleichen Variablen fu¨hrt im allgemeinen
zur Reduzierung der Zeilenzahl der Ergebnis-TVL. Es wird der Durchschnitt von je zwei
Terna¨rvektoren aus verschiedenen TVL gebildet und zur Ergebnis-TVL hinzugefu¨gt. Da die
Wahrscheinlichkeit, dass die Terna¨rvektoren der Terna¨rvektorlisten mit gleichen Variablen
orthogonal zueinander sind, sehr gross ist, reduziert sich die Zeilenzahl der Ergebnis-TVL.
Haben die zu verknu¨pfenden Terna¨rvektorlisten keine gemeinsamen Variablen, kommt es zur
Bildung eines Kreuzproduktes und demzufolge zur Vergro¨ßerung des Speicherplatzbedarfes.
Die folgenden Beispiele verdeutlichen den oben beschriebenen Sachverhalt. Im ersten
Beispiel (Formel (3.8)) werden zwei Terna¨rvektorlisten mit gleichen Variablen konjunk-
tiv verknu¨pft. Die Ergebnis-TVL entha¨lt dabei weniger Terna¨rvektoren als die zu ver-
knu¨pfenden Terna¨rvektorlisten. Das zweite Beispiel (Formel (3.9)) zeigt die konjunktive Ver-
knu¨pfung zweier Terna¨rvektorlisten mit verschiedenen Variablen. Die Ergebnis-TVL wird





















x1 x2 x3 x4 x5 x6
0 0 1 − − −
− 1 0 − − −
∧
x1 x2 x3 x4 x5 x6
− − − − 1 1
− − − 0 0 1
=
x1 x2 x3 x4 x5 x6
0 0 1 − 1 1
0 0 1 0 0 1
− 1 0 − 1 1
− 1 0 0 0 1
(3.9)
Bereits die Anwesenheit einer gemeinsamen Variable kann zur Reduzierung der Zeilen-
zahl der Ergebnis-TVL fu¨hren (siehe Formel (3.10)). Im allgemeinen gilt, dass mit steigender
Anzahl gemeinsamer Variablen in den zu verknu¨pfenden Terna¨rvektorlisten immer kleinere
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x1 x2 x3 x4 x5
0 0 1 1 1
− 1 0 1 1
− 1 0 0 1
(3.10)
Bei der Durchfu¨hrung der Komposition ist es wichtig, die zu verknu¨pfenden Phasenlisten
so zu wa¨hlen, dass die Durchschnittsbildung zur Reduzierung des Speicherplatzbedarfes
fu¨hrt. Fu¨r die Entscheidung, welche PHL zusammenzufassen sind, ist als Kriterium zu
beru¨cksichtigen, dass die zu verknu¨pfenden Knoten mindestens eine gemeinsame Variable
enthalten. Da alle im Vorknoten-Nachknoten-Verha¨ltnis zueinander stehende Knoten min-
destens u¨ber eine gemeinsame Variable verfu¨gen, ist dieses Kriterium fu¨r alle Vor- und
Nachknoten erfu¨llt. D. h. ein Knoten sollte stets mit seinen Nachknoten verknu¨pft werden.
Fu¨r die Verknu¨pfung eines Knoten mit seinen Nachknoten spricht auch die Tatsache,
dass einige der abha¨ngigen Variablen nach dem Verknu¨pfen aus der Ergebnis-PHL entfernt
werden ko¨nnen. Diese Aussage gilt aber nur fu¨r die Variablen, die außer in den zusam-
menzufassenden in keinen weiteren Phasenlisten vertreten sind. Zur U¨berpru¨fung, ob ein
Entfernen der abha¨ngigen Variable nach der Verknu¨pfung mo¨glich ist, kann der schon im
Abschitt 3.1.5 beschriebene Algorithmus (die ausfu¨hrliche Beschreibung siehe Anhang A.2)
herangezogen werden. Der Algorithmus sieht vor, dass fu¨r jede abha¨ngige Variable die
Ha¨ufigkeit ihres Auftretens als Eingangsvariable in allen Knoten der Funktion ermittelt
wird. Nach dem Verknu¨pfen von zwei Phasenlisten wird fu¨r die gemeinsame Variable ge-
pru¨ft, wie oft sie noch als Eingangsvariable auftritt. Falls die Variable in keinen anderen
Phasenlisten als Eingangsvariable auftritt, kann diese Variable entfernt werden. Da aber
nicht alle Phasenlisten einer Funktion zusammengefasst werden, wird dieser Zustand fu¨r
einige abha¨ngige Variable nie erreicht. Die einfachere Mo¨glichkeit das Auftreten einer Va-
riable in den anderen Phasenlisten zu ermitteln, besteht in der U¨berpru¨fung, ob der zu
verknu¨pfende Nachknoten auch ein Nachknoten anderer Knoten ist. Da bei der Darstellung
einer Funktion durch den Tupel aus begrenzt zusammengefassten Phasenlisten die Kno-
ten nur mit ihren Nachknoten verknu¨pft werden, genu¨gt dieser einfachere und schnellere
Algorithmus bereits den Anforderungen.
Zum Speichern von Phasenlisten kann die gleiche Datenstruktur “Knoten“ wie bei der
Darstellung durch lokale Phasenlisten verwendet werden (siehe die Abbildung 3.2). Zusa¨tz-
lich kann diese Datenstruktur weitere Informationen u¨ber Anzahl der Vor- und Nachknoten
enthalten, um das schnellere Zusammenfassen von Phasenlisten zu ermo¨glichen.
Um die Gro¨ße der Phasenlisten-TVL zu begrenzen, werden die Knoten mit der großen
Anzahl der Nachknoten in die Komposition nicht einbezogen.
Die mo¨gliche Zusammenfassung von Knoten geht aus Abbildung 3.4 hervor. Die Abbil-
dung entha¨lt den Strukturgraph einer Booleschen Funktion, wobei die als gefu¨llte Kreise
dargestellten Phasenlistenknoten, die zusammengefasst werden ko¨nnen, durch umschließen-
de Rechtecke gekennzeichnet sind. Um die Phasenlisten-TVL in der Gro¨ße zu begrenzen,
wurde der Knoten N mit keinen weiteren Knoten verknu¨pft. Im Beispiel wa¨re prinzipiell ein
Verknu¨pfen des Knotens N mit einem seiner Nachknoten mo¨glich. Der erforderliche Zeit-
aufwand fu¨r die Beurteilung dieser Mo¨glichkeit wird aber durch die erreichbare geringfu¨gige
Verminderung des Speicherplatzbedarfs nicht gerechtfertigt.
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Abbildung 3.4: Erlaubte Komposition von Knoten
3.2 Ergebnisse der Darstellung einer Booleschen Funktion
durch Phasenlisten
3.2.1 Tupel von lokalen Phasenlisten
Bei den Untersuchungen der Eignung des Tupels von lokalen Phasenlisten fu¨r die Dar-
stellung einer Booleschen Funktion wurden als Testdaten die Benchmark-Schaltungen LG-
Synth91 [ATPG] verwendet. Die Funktionen einer Benchmark-Schaltung wurden wie im
Abschnitt 3.1.4 beschrieben getrennt als Tupel aus mehreren lokalen PHL dargestellt. In der
Untersuchungsreihe erfolgte die Darstellung aller Funktionen einer Benchmark-Schaltung in
einem Booleschen Raum. Zum Vergleich wurden die gleichen Funktionen in verschiedenen
Booleschen Ra¨umen gespeichert.
Die Ergebnisse der Darstellung einer Booleschen Funktion durch den Tupel aus mehreren
lokalen PHL sind in der Tabelle 3.1 zusammengefasst. In die vierte Spalte der Tabelle wurde
die Anzahl der Elemente des PHL-Tupels (Summe aus PHL- und Variablenknoten) aller
Funktionen der jeweiligen Benchmark-Schaltung aufgenommen. Die Werte der fu¨nften und
der sechsten Spalten der Tabelle beziehen sich auf den Speicherplatzbedarf (in Byte), der
fu¨r die Darstellungen von Funktonen in einem Booleschen Raum (5. Spalte der Tabelle)
und in verschiedenen Booleschen Ra¨umen (6. Spalte) beno¨tigt wird.
Die in den folgenden Tabellen fu¨r eine Benchmark-Schaltung aufgefu¨hrten Angaben
wurden im Ergebnis folgender Schritte bereitgestellt:
• Der Speicherplatzbedarf und die Anzahl von Elementen des Tupels ergibt sich aus
den Summen u¨ber alle Funktionen der Schaltung.
• Der Speicherplatzbedarf einer Funktion resultiert aus der Summe u¨ber alle Phasen-
listen-TVL.
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Tabelle 3.1: Ergebnisse der Darstellung durch lokale PHL
ByteBenchmark Einga¨nge Ausga¨nge Knoten
ER VR
C432 36 7 958 136 980 27 196
C499 41 32 13 856 5 150 208 414 464
C880 60 26 1 366 138 932 34 172
C1355 41 32 11 616 3 991 808 370 432
C1908 33 25 13 369 6 069 576 394 944
C2670 233 140 7 179 3 304 848 195 784
C5315 178 123 18 687 6 594 396 533 828
C6288 32 32 77 483 - 2 448 284
C7552 207 108 31 909 19 869 556 902 588
• Schließlich wird fu¨r eine Phasenlisten-TVL der Speicherplatzbedarf wie folgt ermit-
telt:
(NTV (TV L) + 1) ·GET TY P (TV L) · 4Byte+ 4Byte, wobei
NTV (TV L) + 1 - die Anzahl der TV in der TVL und
GET TY P (TV L) - die Anzahl der zur Abspeicherung eines TV beno¨tigten Maschi-
nenwo¨rter ist.
Wie aus den Messergebnissen der Tabelle ersichtlich, wird der Speicherplatzbedarf durch die
Darstellung in verschieden Ra¨umen wesentlich reduziert. Die Gro¨ße der Einsparung steigt
dabei mit zunehmender Gro¨ße die Booleschen Funktionen. Wa¨hrend die Reduzierung bei
einer kleineren Schaltungen den Faktor 4 annahm, konnte bei der Benchmark-Schaltung
C7552 eine Reduzierung auf den 22-ten Teil erreicht werden. Bei der Benchmark-Schaltung
C6288 u¨bersteigt die gesamte Anzahl der Variablen (der unabha¨ngigen und abha¨ngigen
Eingangsvariablen aller Funktionen) die Beschra¨nkung der Variablenzahl der XBOOLE-
Bibliothek, so dass hier auf die Darstellung in einem Booleschen Raum verzichtet wurde.
3.2.2 Globale Phasenliste
Aus fru¨heren Untersuchungen zu Mo¨glichkeiten der Darstellung einer Booleschen Funktio-
nen durch eine Terna¨rvektorliste (siehe [KeSt94] und [Ste95]) ist bekannt, dass die Abbil-
dung von extrem großen Funktionen als TVL eher ungu¨nstig ist. Aus diesem Grund wurde
auf die Darstellung aller Booleschen Funktionen durch globale PHL verzichtet.
Die Benchmark-Schaltungen enthalten mehrere Funktionen unterschiedlicher Gro¨ße. Ei-
ne Zusammenfassung der lokalen zu globalen PHL wurde wie im Abschnitt 3.1.5 beschrieben
fu¨r alle die Funktionen einer Benchmark-Schaltung vorgenommen, wo kein U¨berschreiten
der kritische Anzahl der PHL-Knoten auftritt. Andernfalls erfolgt eine Darstellung mit-
tels lokaler PHL (Abschnitt 3.1.4). Als Grenzwerte fu¨r die kritische Knotenzahl wurden
innerhalb der Untersuchungen die Werte 10, 20, 50, 60 und 80 gewa¨hlt.
In Tabelle 3.2 wurde der beno¨tigte Speicherplatzbedarf in Byte fu¨r die Funktionen der
Benchmark-Schaltungen C880 und C5315 aufgefu¨hrt. Die Angaben der Spalte 1 wurden aus
der Tabelle 3.1 u¨bernommen und beinhalten den Speicherplatzbedarf fu¨r die Funktionen
entsprechender Schaltungen bei der Darstellung durch Tupel aus lokalen PHL.
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Tabelle 3.2: Ergebnisse der Zusammenfassung ausgewa¨hlter Funktionen zu globalen PHL
Benchmark- kritische Knotenzahl
Schaltung 1 10 20 50 60 80
C880 138 932 138 000 138 000 166 408 166 408 -
C5315 6 594 396 6 592 944 6 591 632 6 590 940 6 620 484 7 234 544
Wie aus der Tabelle 3.2 ersichtlich, fu¨hrt die Abbildung von Funktionen mit einer Kno-
tenanzahl bis 20 bzw. 50 durch eine globale PHL zu verbesserten Ergebnissen. Bei der
Darstellung von gro¨ßeren Funktionen durch eine globale PHL musste dagegen eine Ver-
schlechterung der Ergebnisse beobachtet werden. Auf die weitere Erho¨hung der kritischen
Knotenzahl und damit verbundene Abbildung der noch gro¨ßeren Funktionen durch eine
globale PHL wurde verzichtet, da die Entwicklungstendenz bereits aus den Werten der Ta-
belle 3.2 zu erkennen ist. Daru¨ber hinaus wa¨re die Berechnung der TVL von globalen PHL
dieser Gro¨ßenordnung zeitaufwendig.
3.2.3 Tupel von zusammengefassten Phasenlisten
Zur Beantwortung der Frage, in wieweit die Komposition mehrerer lokaler PHL zu einer
PHL den Speicherplatzbedarf einer Funktion beeinflusst, wurden die Durchschnitte u¨ber
die PHL-Knoten zweier benachbarten Ebenen (Ebenen 1 und 2, 3 und 4, 5 und 6, usw. bis
zum Wurzelknoten) wie im Abschnitt 3.1.6 beschrieben gebildet.
Der Speicherplatzbedarf der untersuchten Funktionen kann der Tabelle 3.3 Zeile 2 ent-
nommen werden, wobei alle Speicherplatzangaben in der Tabelle in KByte erfolgen. Zum
Vergleich entha¨lt die Zeile 1 (Tabelle 3.3) die Werte fu¨r die Funktionen, die durch einen
Tupel aus nichtzusammengefassten lokalen PHL dargestellt wurden. Bei allen Benchmark-
Schaltungen ist eine Verbesserung der Ergebnisse in Zeile 2 gegenu¨ber der Zeile 1 zu beob-
achten.
Im Rahmen weiterer Untersuchungen wurde das oben beschriebene Verfahren des Zu-
sammenfassens der Knoten auf u¨ber mehrere (3, 4, ... ,12) Ebenen ausgedehnt. Die Zeilen
3 bis 12 der Tabelle beinhalten die Ergebnisse dieser Messungen. In den letzten Spalten der
Tabelle sind die Summen u¨ber den gesamten Schaltungssatz und die Reduzierung des Spei-
cherplatzbedarfs gegenu¨ber der Zeile 1 in % dargestellt. Folgende tendenziellen Aussagen
sind herauszustellen:
• Das Zusammenfassen fu¨hrt zuna¨chst (u¨ber 2-6 Ebenen) zu einer Verminderung des
Speicherplatzbedarfs der Funktionen aller Schaltungen. Bezu¨glich des Minimums be-
steht eine Abha¨ngigkeit zu speziellen Schaltungen.
• Bei einer Komposition u¨ber 7-12 Ebenen ist die Umkehrung Tendenz zu beobach-
ten. Ein Zusammenfassen u¨ber 7-11 Ebenen verschlechtert das Ergebnis nur ge-
ringfu¨gig (außer bei der Schaltung C1355). In der Regel beno¨tigen die Funktionen
immer noch weniger Speicherplatz als fu¨r den Tupel aus nicht zusammengefassten
PHL. Dagegen wird beim Zusammenfassen u¨ber 12 Ebenen fu¨r die Funktionen einiger
Benchmark-Schaltungen der vielfache Speicherplatz im Vergleich zu den minimalen
Werten beno¨tigt.
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Tabelle 3.3: Speicherplatzbedarf der durch einen Tupel aus u¨ber n Ebenen zusammengefas-
sten PHL dargestellten Funktionen
C432 C499 C880 C1355 C1908 C2670 C5315 C7552 Summe Reduz.
n
KByte KByte KByte KByte KByte KByte KByte KByte KByte %
1 137 5 150 139 3 992 6 070 3 309 6 594 19 870 45 256
2 112 3 348 105 2 643 3 885 2 237 4 927 13 553 30 809 31,92
3 115 3 177 98 1 491 2 956 1 931 4 400 10 428 24 596 45,65
4 106 2 056 104 1 926 2 574 1 547 3 473 9 403 21 188 53,18
5 91 2 334 99 1 988 2 506 1 441 3 383 8 637 20 479 54,75
6 78 2 925 120 1 494 1 852 1 462 3 968 7 491 19 391 57,15
7 79 2 488 136 4 246 1 949 1 834 3 623 8 392 22 747 49,74
8 81 2 820 588 4 045 1 975 1 644 4 095 9 320 24 568 45,71
9 88 4 243 823 3 871 1 997 1 563 4 349 9 139 26 071 42,39
10 63 4 278 1 027 9 574 2 158 1 636 4 970 9 034 32 742 27,65
11 63 4 392 1 424 9 658 1 763 1 495 5 806 7 296 31 898 29,52
12 64 9 887 1 631 9 473 1 768 1 676 15 195 12 006 51 700 -14,24
• Die fu¨r die einzelnen Schaltungen beschriebenen Tendenzen zeichnen sich auch in den
Werten fu¨r den gesamten Schaltungssatz ab. Die besten Ergebnisse sind bei einer
Zusammenfassung u¨ber 6 Ebenen zu beobachten. Die Reduzierung des Speicherplatz-
bedarfs betra¨gt in diesem Fall 57,15%.
Die Untersuchungen mit lokalen Phasenlisten haben gezeigt, dass die Darstellung von
lokalen PHL in verschiedenen Booleschen Ra¨umen gu¨nstiger ist als die Darstellung des
gesamten PHL-Tupels in einem Booleschen Raum. Aus diesem Grund wurde im weiteren
untersucht, inwieweit das Zusammenfassen von lokalen Phasenlisten auch bei der Darstel-
lung in verschiedenen Ra¨umen zu der gewu¨nschten Reduzierung fu¨hrt. Die Ergebnisse der
Untersuchungen sind in der Tabelle 3.4 dargestellt. Aus der letzten Spalte der Tabelle ist
zu ersehen, dass die Reduzierung des Speicherplatzbedarfs bei einer Darstellung durch den
Tupel aus den begrenzt zusammengefassten Phasenlisten gegenu¨ber einer Darstellung aus
nicht zusammengefassten Phasenlisten in verschiedenen Booleschen Ra¨umen 56,88% be-
tra¨gt und damit sehr effektiv ist.
3.2.4 Zusammenfassung der Ergebnisse
In den Abschnitten 3.2.1 und 3.2.3 wurde gezeigt, dass die Darstellung einer Booleschen
Funktion durch einen Tupel aus lokalen PHL prinzipiell mo¨glich ist und im allgemeinen
gegenu¨ber einer Darstellung mit einer globalen PHL bevorzugt werden sollte. Dieser prinzi-
piellen Aussage stehen nur Funktionen entgegen, die bei der Darstellung durch einen Tupel
aus lokalen Phasenlisten die geringe Anzahl der Elementen enthalten. Hier fu¨hrt der Einsatz
globaler PHL zu unbedeutend gu¨nstigeren Ergebnissen (siehe Abschitt 3.2.2).
Die Abbildung der Funktionen durch einen Tupel von lokalen Phasenlisten kann wei-
ter verbessert werden. Mo¨glichkeiten sind erstens die Darstellung von einzelnen Phasen-
listen in verschiedenen Booleschen Ra¨umen und zweitens die Optimierung der Gro¨ße der
Phasenlisten-TVL.
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Tabelle 3.4: Speicherplatzbedarf der Funktionen, dargestellt durch einen Tupel aus u¨ber n
Ebenen zusammengefassten und in verschiedenen Ra¨umen dargestellten PHL
C432 C499 C880 C1355 C1908 C2670 C5315 C7552 Summe Reduz.
n
KByte KByte KByte KByte KByte KByte KByte KByte KByte %
1 27 414 34 370 395 196 534 903 2 873
2 22 263 25 241 250 133 392 618 1 944 32,36
3 22 249 23 136 187 114 348 466 1 546 46,21
4 21 159 24 170 162 90 268 420 1 313 54,31
5 18 180 23 176 157 84 268 384 1 288 55,17
6 15 219 27 131 115 85 323 324 1 239 56,88
7 15 185 31 592 120 105 286 339 1 672 41,80
8 15 208 235 574 121 105 321 410 1 989 30,80
9 17 441 323 558 122 98 407 398 2 364 17,72
10 12 442 403 1 492 131 106 439 400 3 424 -19,17
Tabelle 3.5: Vergleich des Speicherplatzbedarfs Funktionen der LGSynth91-Benchmark-
Schaltungen, dargestellt durch verschiedene PHL-Tupel
ER VR Reduzierung
lokale PHL 45 256 2 873 15,75-fach
zusammengefasste lokale PHL 19 391 1 239 15,65-fach
Reduzierung 2,33-fach 2,31-fach 36,53-fach
Die Tabelle 3.5 zeigt zusammenfassend, wie die Ergebnisse der Darstellung durch einen
PHL-Tupel verbessert werden ko¨nnen. Die Werte in der Tabelle beziehen sich auf den
Speicherplatz in KByte, der fu¨r die Darstellung der Funktionen des gesamten LGSynth91-
Benchmark-Set beno¨tigt wird. In der zweiten und dritten Spalte der Tabelle sind die Ergeb-
nisse der Darstellung in einen Booleschen Raum und in verschiedenen Booleschen Ra¨umen
aufgenommen. Die zweite und dritte Zeile zeigen die Ergebnisse der Darstellungen durch
ein Tupel aus den nicht optimierten und durch das Zusammenfassen optimierten Phasen-
listen. Es ist ersichtlich, dass der gro¨ßte Reduzierungseffekt schon durch das Aufteilen von
Elementen des Tupels auf verschiedene Boolesche Ra¨ume erreicht werden kann. Weitere
wesentliche Reduzierung erfolgt durch die Optimierung der Gro¨ße von Phasenlisten-TVL.
Die erreichte Reduzierung betra¨gt fast das 37-fache.
Kapitel 4
Tupel-Dekomposition
4.1 Zerlegung in drei Funktionen
4.1.1 Zerlegungsprinzip
Die Dekomposition einer Booleschen Funktion f(x0, xi) entsprechend (4.1) sieht vor, dass
im Ergebnis der Zerlegung die Teilfunktionen h(x0), nur von den Variablen x0 und nicht
von der Variable xi abha¨ngen.
f(x0, xi) = g(h(x0), xi) (4.1)
Der Vektor h(x0) kann eine unterschiedliche Anzahl Boolescher Funktionen enthalten. Es
besteht die Mo¨glichkeit, dass nur eine einzige Boolesche Funktion h(x0) in den Vektor h(x0)
aufgenommen wird (4.2). Die Dekomposition (4.2) ist nicht fu¨r alle Boolesche Funktionen
mo¨glich.
f(x0, xi) = g(h(x0), xi) (4.2)
Satz 4.1. Es gibt mindestens eine Boolesche Funktion, fu¨r die die Dekomposition (4.2)
nicht mo¨glich ist.
Beweis:
Gegeben ist die Funktion f(x0, xi), die nach (4.3) definiert ist.
f(x01, x02, xi) = x¯ix01x02 ∨ xi(x01 ∨ x02) (4.3)
Setzt man in der Funktion g(h(x0), xi) die Variable xi auf einen konstanten Wert, z. B.
xi = 0, so ko¨nnen die vier Funktionen (4.4)-(4.7) als Funktion g′(h(x0)) = g(h(x0), 0)
betrachtet werden.
g′1(h(x0)) = 1 (4.4)
g′2(h(x0)) = 0 (4.5)
g′3(h(x0)) = h(x0) (4.6)
g′4(h(x0)) = h(x0) (4.7)
Die gleichen Funktionen werden fu¨r die Funktion g′(h(x0)) = g(h(x0), 1) erhalten.
Wird die Variable xi = 0 in die Funktion (4.3) eingesetzt, ergibt sich fu¨r diese Funktion
(4.8).
f(x0, 0) = x01x02 (4.8)
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Die Funktion x01x02 ist ungleich 0 und ungleich 1, damit sind nur noch die Fa¨lle (4.9)-(4.10)
mo¨glich.
h1(x0) = x01x02 (4.9)
h2(x0) = x01x02 (4.10)
Nach der Zuweisung xi = 1 in (4.3), ergibt sich fu¨r die Funktion (4.3) der Ausdruck
(4.11).
f(x0, 0) = x01 ∨ x02 (4.11)
Auch hier sind nur die Fa¨lle (4.12)-(4.13) weiter zu betrachten.
h3(x0) = x01 ∨ x02 (4.12)
h4(x0) = x01 ∨ x02 (4.13)
Trifft eine der Aussagen (4.14)-(4.17) zu, existiert auch die Funktion h(x0), die fu¨r die
Funktion (4.3) die Dekomposition (4.2) ermo¨glicht.
h1(x0) = h3(x0) (4.14)
h1(x0) = h4(x0) (4.15)
h2(x0) = h3(x0) (4.16)
h2(x0) = h4(x0) (4.17)
Alle Aussagen (4.14)-(4.17) fu¨hren dagegen zumWiderspruch (siehe (4.9)-(4.10) und (4.12)-
(4.13)), damit existiert auch keine Funktion h(x0), die fu¨r die Funktion (4.3) die Dekom-
position (4.2) ermo¨glicht.
Offenbar genu¨gt eine Funktion h(x0) im Funktionsvektor h(x0) (siehe (4.1)) nicht, um
jede Boolesche Funktion zu beschreiben. Besteht der Funktionsvektor h(x0) aus zwei Funk-
tionen, so ko¨nnen diese so gewa¨hlt werden, dass eine beliebige Funktion f(x0, xi) konstruiert
werden kann.
Satz 4.2. Jede Boolesche Funktion kann nach (4.18) zerlegt werden.
f(x0, xi) = g(h1(x0), h2(x0), xi) (4.18)
Die im Kapitel 2 beschriebenen Shannon- und Davio-Dekompositionen entsprechen der
Zerlegung einer Booleschen Funktion nach (4.18). Eine weitere Zerlegung jeder der bei-
den Funktionen h1(x0) und h2(x0) ist mo¨glich. Damit gilt allgemein, dass eine Boolesche
Funktion durch einen Tupel von Funktionen nach (4.1) dargestellt werden kann.
Im weiteren wird die Darstellung einer Booleschen Funktionen durch drei Teilfunktionen
(4.19) betrachtet.
f(x0, xi) = g(h1(x0), h2(x0), h3(x0), xi) (4.19)
Die drei Teilfunktionen ko¨nnen wie folgt definiert werden:
Definition 4.1. Die Funktion f−(x0) (4.20) ist die Konjunktion der Funktion f(xi, x0)
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Definition 4.2. Die Funktion f0(x0) (4.21) ist die Konjunktion der Funktion f(xi, x0) an
der Stelle xi = 0 und der partiellen Ableitung dieser Funktion nach der Variable xi.




Definition 4.3. Die Funktion f1(x0) (4.22) ist die Konjunktion der Funktion f(xi, x0) an
der Stelle xi = 1 und der partiellen Ableitung dieser Funktion nach der Variable xi.




Die Funktionen f−(x0), f0(x0) und f1(x0) sind von der Variable xi unabha¨ngig. Die
Ableitung einer Funktion nach einer Variable ist genau dann gleich 1, wenn eine A¨nderung
des Werts dieser Variable die A¨nderung des Funktionswerts bewirkt. Das Komplement der
Ableitung ist genau dann gleich 1, wenn die A¨nderung einer Variable keine Vera¨nderung des
Funktionswerts hervorruft. Durch konjunktive Verknu¨pfung der Funktion mit ihrer kom-
plementa¨rer Ableitung nach Variable xi erha¨lt man somit die von xi unabha¨ngige Funktion
f−(x0). Die Funktionen f0(x0) und f1(x0) sind von xi unabha¨ngig, da sowohl die Funktion
f(xi = c, x0) als auch die Ableitung der Funktion f(xi, x0) nach xi von xi unabha¨ngig sind.
Die Funktionen f−(x0), f0(x0) und f1(x0) ko¨nnen als Funktionen h1(x0), h2(x0) und






Die Funktionen f−(x0), f0(x0) und f1(x0) ko¨nnen durch die Cofaktoren der Shannon-
Dekomposition (2.30) (siehe Abschnitt 2.1.4) nach (4.24)-(4.26) ausgedru¨ckt werden. Im
Mittelpunkt der Tupel-Dekomposition steht jedoch das dynamische Verhalten einer Boole-
schen Funktion. Die Funktion f−(x0) besitzt fu¨r solche Belegungen x0 den Funktionswert
1, fu¨r die der Funktionswert 1 der Funktion f(xi, x0) bei der A¨nderung des Wertes von xi
erhalten bleibt. Dagegen enthalten die Funktionen f0(x0) und f1(x0) die Teile der Funktion
f(xi, x0), die durch die A¨nderung des Variablenwertes den Funktionswert a¨ndern.
f−(x0) = f(xi = 0, x0) · f(xi = 1, x0) (4.24)
f0(x0) = f(xi = 0, x0) · f(xi = 1, x0) (4.25)
f1(x0) = f(xi = 0, x0) · f(xi = 1, x0) (4.26)
Satz 4.3. Eine beliebige Boolesche Funktion f(xi, x0) kann durch die drei Funktionen
f−(x0), f0(x0) und f1(x0) nach (4.27) dargestellt werden.
f(xi, x0) = f−(x0) ∨ xif0(x0) ∨ xif1(x0) (4.27)
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Beweis:
Nach dem Einsetzen der Definitionen der Funktionen f−(x0), f0(x0) und f1(x0) (4.20-





∨xi · f(xi = 0, x0) ·
∂f(xi, x0)
∂xi












Unter Anwendung der Shannon-Dekomposition (4.30) kann (4.29) in (4.31) u¨berfu¨hrt wer-
den.
















= 1 · f(xi, x0) (4.32)
Satz 4.4. Die Funktionen f−(x0), f0(x0) und f1(x0) sind zueinander paarweise disjunkt:
fα(x0) · fβ(x0) = 0, fu¨r α, β ∈ {−, 0, 1} und α 6= β (4.33)
Beweis:
1.
f−(x0) · f0(x0) = 0 (4.34)
Nach dem Einsetzen der Definitionen der Funktionen f−(x0) und f0(x0) (siehe (4.20)
und (4.21)) in (4.34) ergibt sich (4.35).
∂f(xi, x0)
∂xi









0 · f(xi, x0) · f(xi = 0, x0) = 0 (4.37)
Auf Grund von (4.36) folgt (4.37) aus (4.35) .
0 = 0 (4.38)
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2.
f−(x0) · f1(x0) = 0 (4.39)
Nach dem Einsetzen der Definitionen der Funktionen f−(x0) und f1(x0) (siehe (4.20)
und (4.22)) in (4.39) folgt (4.40).
∂f(xi, x0)
∂xi




Wie (4.35) entha¨lt auch (4.40) zueinander komplementa¨re Ableitungen, so dass dieser
Teil des Satzes in Analogie zu Fall (4.34) bewiesen werden kann.
3.
f0(x0) · f1(x0) = 0 (4.41)
Nach dem Einsetzen der Definitionen der Funktionen f0(x0) und f1(x0) (siehe (4.21)
und (4.22)) in (4.41) ergibt sich (4.42).
f(xi = 0, x0)
∂f(xi, x0)
∂xi








Das Einsetzen der Ableitungsdefinition in (4.43) fu¨hrt zu (4.44)
f(xi = 0, x0) · f(xi = 1, x0) · (f(xi = 0, x0)⊕ f(xi = 1, x0)) = 0 (4.44)
f(xi = 0, x0)f(xi = 1, x0)⊕ f(xi = 0, x0)f(xi = 1, x0) = 0 (4.45)
0 = 0 (4.46)
Durch die konjunktive Verknu¨pfung der Funktion f0(x0) mit x¯i und der Funktion f1(x0)
mit xi bleibt die Orthogonalita¨t der disjunktiv verknu¨pften Funktionen in (4.27) erhalten.
Nach dem Orthogonalita¨tssatz kann fu¨r die orthogonalen Funktionen f−(x0), x¯if0(x0) und
xif
1(x0) in (4.27) die disjunktive Verknu¨pfung durch die Antivalenzverknu¨pfung ersetzt
werden. Somit gilt auch (4.47).
f(xi, x0) = f−(x0)⊕ xif0(x0)⊕ xif1(x0) (4.47)
Zum Beispiel entstehen beim Zerlegen der Funktion (4.48) nach Variable x1 die Teil-
funktionen (4.49) (siehe auch die Abbildung 4.1).
f(x1, x2, x3, x4) = x¯1x¯2x¯3 ∨ x1x3x4 ∨ x3x¯4 (4.48)
f−(x2, x3, x4) = x3x¯4
f0(x2, x3, x4) = x¯2x¯3
f1(x2, x3, x4) = x3x4
(4.49)



























































Abbildung 4.1: Zerlegung der Funktion f(x1, x2, x3, x4) in drei Teilfunktionen
4.1.2 Operationen
Negation
Satz 4.5. Fu¨r die gegebene Funktion f1 mit jeweils drei Teilfunktionen f1−, f10, f11 (4.27)
ko¨nnen die Teilfunktionen f3−, f30, f31 der negierten Funktion f3 = f¯1 nach (4.50)-(4.52)
berechnet werden.
f3
− = ¯f1− ¯f10 ¯f11 (4.50)
f3
0 = f11 (4.51)
f3
1 = f10 (4.52)
Beweis:
Wird die nach (4.27) dargestellte Funktion f1 unter Annahme x = xi in (4.53) eingesetzt,
entsteht (4.54).
f3 = f¯1 (4.53)
= f−1 ∨ x¯f01 ∨ xf11 (4.54)
= f¯−1 · (x ∨ f¯01 ) · (x¯ ∨ f¯11 ) (4.55)
= f¯−1 · (xx¯ ∨ xf¯11 ∨ x¯f¯01 ∨ f¯01 f¯11 ) (4.56)
= f¯−1 f¯01 f¯11 ∨ xf¯−1 f¯11 ∨ x¯f¯−1 f¯01 (4.57)
Unter Verwendung der Sa¨tze von de Morgan kann (4.54) in (4.55) u¨berfu¨hrt werden. Die
weiteren Umwandlungen fu¨hren zu (4.57).
Der Ausdruck f¯−1 f¯11 kann durch die elementaren Umwandlungen (4.59)-(4.62) unter




1 (4.58) in (4.62) nach
(4.63) u¨berfu¨hrt werden.
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f¯−1 f¯11 = (f
0





1 ∨ f¯01 f¯−1 f¯11 (4.60)
= f01 (1⊕ f−1 )(1⊕ f11 ) ∨ f¯−1 f¯01 f¯11 (4.61)
= (f01 ⊕ f01 f−1 ⊕ f01 f11 ⊕ f01 f−1 f11 ) ∨ f¯−1 f¯01 f¯11 (4.62)
= f01 ∨ f¯−1 f¯01 f¯11 (4.63)
Analog gilt auch (4.64).
f¯−1 f¯01 = f
1
1 ∨ f¯−1 f¯01 f¯11 (4.64)
Nach dem Einsetzen von (4.63) und (4.64) in (4.57) wird (4.65) erhalten.
f¯1 = f¯−1 f¯01 f¯11 ∨ x(f01 ∨ f¯−1 f¯01 f¯11 ) ∨ x¯(f11 ∨ f¯−1 f¯01 f¯11 ) (4.65)
f¯1 = f¯−1 f¯01 f¯11 ∨ x¯f11 ∨ xf01 (4.66)
Aus (4.66) gehen wegen (4.53) und (4.27) die Teilfunktionen (4.50), (4.51) und (4.52) der
negierten Funktion f3 = f¯1 unmittelbar hervor.





(4.27) der Funktion f3 = f¯1 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1} und α 6= β (4.67)
Im folgenden Beispiel werden fu¨r die Funktion (4.68) mit den Teilfunktionen (4.69) die
Teilfunktionen der Funktion f3(x) = f1(x) mit (4.70) beschrieben.
f1(x1, x2, x3, x4) = x¯1x¯2x¯3 ∨ x1x3x4 ∨ x3x¯4 (4.68)
f−1 (x2, x3, x4) = x3x¯4
f01 (x2, x3, x4) = x¯2x¯3
f11 (x2, x3, x4) = x3x4
(4.69)
f−3 (x2, x3, x4) = x2x¯3
f03 (x2, x3, x4) = x3x4
f13 (x2, x3, x4) = x¯2x¯3
(4.70)
Die Funktion f1(x) (4.68) mit den Teilfunktionen (4.69) und die Funktion f3(x) mit den
Teilfunktionen (4.70) sind in der Abbildung 4.2 dargestellt. Es ist ersichtlich, dass die Funk-
tion f03 (x) sich aus der Funktion f
1
1 (x) ergibt, und die Funktion f
1
3 (x) der Funktion f
0
1 (x)
entspricht. Die Funktion f−3 (x) entha¨lt die Konjunktion, die in keiner der Funktionen f
−
1 (x),
f01 (x) oder f
1






1 (x) berechnet werden.
Disjunktion
Satz 4.7. Fu¨r die gegebenen Funktionen f1 und f2 mit jeweils drei Teilfunktionen f1−,
f1
0, f11 und f2−, f20, f21 (4.27) ko¨nnen die Teilfunktionen f3−, f30, f31 der Funktion
f3 = f1 ∨ f2 nach (4.71)-(4.73) berechnet werden.
f3
− = f1− ∨ f2− ∨ f10f21 ∨ f11f20 (4.71)
1Beweis siehe Anhang B













































Abbildung 4.2: Funktion f3(x1, x2, x3, x4) = f1(x1, x2, x3, x4)
f3
0 = f01 f
0
2 ∨ f01 f¯−2 f¯02 f¯12 ∨ f02 f¯−1 f¯01 f¯11 (4.72)
f3
1 = f11 f
1
2 ∨ f11 f¯−2 f¯02 f¯12 ∨ f12 f¯−1 f¯01 f¯11 (4.73)
Beweis:
Nach dem Einsetzen der nach (4.27) dargestellten Funktionen f1 und f2 (wobei x = xi
ist) ergibt sich (4.75).
f3 = f1 ∨ f2 (4.74)
= f−1 ∨ x¯f01 ∨ xf11 ∨ f−2 ∨ x¯f02 ∨ xf12 (4.75)
= f−1 ∨ f−2 ∨ x¯(f01 ∨ f02 ) ∨ x(f11 ∨ f12 ) (4.76)
Die Disjunktion f01 ∨ f02 kann nach (4.77) umgewandelt werden.
f01 ∨ f02 = f01 · 1 ∨ f02 · 1
= f01 (f
0
2 ∨ f¯02 ) ∨ f02 (f01 ∨ f¯01 )
= f01 f
0
2 ∨ f01 f¯02 ∨ f02 f01 ∨ f02 f¯01
= f01 f
0
2 ∨ f01 f¯02 ∨ f02 f¯01 (4.77)
Auf gleiche Weise la¨sst sich auch f11 ∨ f12 umwandeln (siehe (4.78)).
f11 ∨ f12 = f11 f12 ∨ f11 f¯12 ∨ f12 f¯11 (4.78)
Die Funktion f¯01 kann durch elementare Umwandlungen von (4.79) in (4.83) u¨berfu¨hrt
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f¯01 = 1 · f¯01 (4.79)
f¯01 = (f
−
1 ∨ f11 ∨ f¯−1 f¯11 )f¯01 (4.80)
f¯01 = f
−
1 (1⊕ f01 ) ∨ f11 (1⊕ f01 ) ∨ f¯−1 f¯01 f¯11 (4.81)
f¯01 = (f
−
1 ⊕ f−1 f01 ) ∨ (f11 ⊕ f01 f11 ) ∨ f¯−1 f¯01 f¯11 (4.82)
f¯01 = f
−
1 ∨ f11 ∨ f¯−1 f¯01 f¯11 (4.83)
Analog entstehen auch (4.84), (4.85) und (4.86).
f¯02 = f
−
2 ∨ f12 ∨ f¯−2 f¯02 f¯12 (4.84)
f¯11 = f
−
1 ∨ f01 ∨ f¯−1 f¯01 f¯11 (4.85)
f¯12 = f
−
2 ∨ f02 ∨ f¯−2 f¯02 f¯12 (4.86)
Nach dem Einsetzen von (4.77), (4.78), (4.83)-(4.86) in (4.75) entsteht (4.87). Die weiteren
elementaren Umstellungen fu¨hren zu (4.89).
f3 = f−1 ∨ f−2
∨x¯(f01 f02 ∨ f01 (f−2 ∨ f12 ∨ f¯−2 f¯02 f¯12 ) ∨ f02 (f−1 ∨ f11 ∨ f¯−1 f¯01 f¯11 ))
∨x(f11 f12 ∨ f11 (f−2 ∨ f02 ∨ f¯−2 f¯02 f¯12 ) ∨ f12 (f−1 ∨ f01 ∨ f¯−1 f¯01 f¯11 )) (4.87)
f3 = f−1 ∨ f−2
∨x¯(f01 f02 ∨ f01 f−2 ∨ f01 f12 ∨ f01 f¯−2 f¯02 f¯12 ∨ f−1 f02 ∨ f11 f02 ∨ f¯−1 f¯01 f¯11 f02 ) ∨
x(f11 f
1
2 ∨ f11 f−2 ∨ f11 f02 ∨ f11 f¯−2 f¯02 f¯12 ∨ f−1 f12 ∨ f01 f12 ∨ f¯−1 f¯01 f¯11 f12 ) (4.88)
f3 = f−1 ∨ f−2
∨x¯f01 f−2 ∨ x¯f01 f12 ∨ x¯f−1 f02 ∨ x¯f11 f02
∨x¯(f01 f02 ∨ f01 f¯−2 f¯02 f¯12 ∨ f¯−1 f¯01 f¯11 f02 )
∨xf11 f−2 ∨ xf11 f02 ∨ xf−1 f12 ∨ xf01 f12
∨x(f11 f12 ∨ f11 f¯−2 f¯02 f¯12 ∨ f¯−1 f¯01 f¯11 f12 ) (4.89)
Unter Beru¨cksichtigung der Umstellungen (4.90), (4.91), (4.92) und (4.93) kann der Aus-
druck (4.89) in den Ausdruck (4.94) umgewandelt werden.
x¯f01 f
1
2 ∨ xf01 f12 = (x¯ ∨ x)f01 f12 = f01 f12 (4.90)
x¯f11 f
0
2 ∨ xf11 f02 = (x¯ ∨ x)f11 f02 = f11 f02 (4.91)
f−1 ∨ x¯f−1 f02 ∨ xf−1 f12 = (1 ∨ x¯f02 ∨ xf12 )f−1 = f−1 (4.92)
f−2 ∨ x¯f01 f−2 ∨ xf11 f−2 = (1 ∨ x¯f01 ∨ xf11 )f−2 = f−2 (4.93)
f3 = f−1 ∨ f−2 ∨ f01 f12 ∨ f02 f11
∨x¯(f01 f02 ∨ f01 f¯−2 f¯02 f¯12 ∨ f02 f¯−1 f¯01 f¯11 )
∨x(f11 f12 ∨ f11 f¯−2 f¯02 f¯12 ∨ f12 f¯−1 f¯01 f¯11 ) (4.94)
In (4.94) sind die Teilfunktionen (4.71), (4.72) und (4.73) der Funktion f3 = f1 ∨ f2 unmit-
telbar zu erkennen, wenn die Formeln (4.74) und (4.27) beru¨cksichtigt werden.
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(4.27) der Funktion f3 = f1 ∨ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1} und α 6= β (4.95)
Zum Beispiel werden fu¨r die Funktionen (4.96) und (4.98) mit den Teilfunktionen (4.97)
und (4.99) die Teilfunktionen der Funktion f3(x) = f1(x) ∨ f2(x) mit (4.100) beschrieben
(siehe auch die Abbildung 4.3).
f1(x1, x2, x3, x4) = x¯1x¯2x¯3 ∨ x1x3x4 ∨ x3x¯4 (4.96)
f−1 (x2, x3, x4) = x3x¯4
f01 (x2, x3, x4) = x¯2x¯3
f11 (x2, x3, x4) = x3x4
(4.97)
f2(x1, x2, x3, x4) = x¯1x¯3x¯4 ∨ x1x¯2x4 ∨ x¯2x3x¯4 ∨ x1x2x¯3x4 (4.98)
f−2 (x2, x3, x4) = x¯2x3x¯4
f02 (x2, x3, x4) = x¯3x¯4
f12 (x2, x3, x4) = x¯2x4 ∨ x2x¯3x4
(4.99)
f−3 (x2, x3, x4) = x¯2x¯3x4 ∨ x3x¯4
f03 (x2, x3, x4) = x¯3x¯4
f13 (x2, x3, x4) = x¯2x3x4 ∨ x2x4
(4.100)
Die Abbildung 4.3 zeigt, dass die Funktion f−3 (x) aus der Disjunktion der Funktionen f
−
1 (x)
und f−2 (x) und der Konjunktion x¯2x¯3x4 entsteht, die sich aus der konjunktiven Verknu¨pfung
f01 (x)f
1
2 (x) ergibt. Die in der Funktion f
0
3 (x) enthaltenen Konjunktionen werden durch
die Verknu¨pfungen f01 (x)f
0









(die Konjunktion x2x¯3x¯4) gebildet. Die Konjunktion x¯2x3x4 der Funktion f13 (x) entstand
durch die Verknu¨pfung f11 (x)f
1
2 (x). Die weiteren Konjunktionen der Funktion f
1
3 (x) sind
















Satz 4.9. Fu¨r die gegebenen Funktionen f1 und f2, die nach (4.27) durch die Teilfunktionen
f1
−, f10, f11 und f2−, f20, f21 dargestellt sind, ko¨nnen die Teilfunktionen f3−, f30, f31
der Funktion f3 = f1 · f2 nach (4.101)-(4.103) berechnet werden.
f3
− = f1−f2− (4.101)
f3
0 = f1−f20 ∨ f10f2− ∨ f10f20 (4.102)
f3
1 = f1−f21 ∨ f11f2− ∨ f11f21 (4.103)
Beweis:
Werden die nach (4.27) dargestellten Funktionen f1 und f2 in (4.104) eingesetzt (wobei x =
2Beweis siehe Anhang B
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Abbildung 4.3: Funktion f3(x1, x2, x3, x4) = f1(x1, x2, x3, x4) ∨ f2(x1, x2, x3, x4)
xi ist), erha¨lt man (4.105). Nach weiteren elementaren Umformungen entsteht schließlich
(4.108).
f3 = f1 · f2 (4.104)
= (f−1 ∨ x¯f01 ∨ xf11 ) · (f−2 ∨ x¯f02 ∨ xf12 ) (4.105)
= f−1 f
−
2 ∨ x¯f−1 f02 ∨ xf−1 f12
x¯f01 f
−
2 ∨ x¯f01 x¯f02 ∨ x¯f01xf12




∨x¯f−1 f02 ∨ xf−1 f12 ∨ x¯f01 f−2
∨x¯f01 f02 ∨ xf11 f−2 ∨ xf11 f12 (4.107)
f3 = f−1 f
−
2
∨x¯(f−1 f02 ∨ f01 f−2 ∨ f01 f02 )
∨x(f−1 f12 ∨ f11 f−2 ∨ f11 f12 ) (4.108)
Aus (4.108) gehen infolge (4.104) und (4.27) die Teilfunktionen (4.101), (4.102) und (4.103)
der Funktion f3 = f1 · f2 unmittelbar hervor.
Satz 4.10. 3 Die nach (4.101), (4.102) und (4.103) berechneten Teilfunktionen f−3 , f
0
3 und
f13 (4.27) der Funktion f3 = f1 · f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1} und α 6= β (4.109)
3Beweis siehe Anhang B
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Abbildung 4.4: Funktion f3(x1, x2, x3, x4) = f1(x1, x2, x3, x4) · f2(x1, x2, x3, x4)
Fu¨r die Beispielfunktionen (4.110) und (4.112) mit den Teilfunktionen (4.111) und
(4.113) werden die Teilfunktionen der Funktion f3(x) = f1(x) · f2(x) mit (4.114) beschrie-
ben.
f1(x1, x2, x3, x4) = x¯1x¯2x¯3 ∨ x1x3 ∨ x¯1x¯2x3x¯4 (4.110)
f−1 (x2, x3, x4) = x¯2x3x¯4
f01 (x2, x3, x4) = x¯2x¯3
f11 (x2, x3, x4) = x¯2x3x4 ∨ x2x3
(4.111)
f2(x1, x2, x3, x4) = x¯1x¯2 ∨ x1x¯2x4 ∨ x1x3x¯4 (4.112)
f−2 (x2, x3, x4) = x¯2x4 ∨ x¯2x3x¯4
f02 (x2, x3, x4) = x¯2x¯3x¯4
f12 (x2, x3, x4) = x2x3x¯4
(4.113)
f−3 (x2, x3, x4) = x¯2x3x¯4
f03 (x2, x3, x4) = x¯2x¯3
f13 (x2, x3, x4) = x¯2x3x4 ∨ x2x3x¯4
(4.114)
In der Abbildung 4.4 sind die oben beschiebenen Funktionen
f1(x1, x2, x3, x4), f2(x1, x2, x3, x4) und f3(x1, x2, x3, x4)
und ihre Teilfunktionen mittels eines Karnaughplan dargestellt. Die Funktion f−3 (x) ent-
steht im Ergebnis der konjunktiven Verknu¨pfung der Funktionen f−1 (x) und f
−
2 (x). Die zwei




2 (x) = x¯2x¯3x¯4 und
f01 (x)f
−
2 (x) = x¯2x¯3x4 gebildet. Die Konjunktionen der Funktion f
1
3 (x) entstehen durch die
Verknu¨pfungen f11 (x)f
−
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Antivalenz
Satz 4.11. Fu¨r die gegebenen Funktionen f1 und f2, die nach (4.27) durch die Teilfunk-
tionen f1−, f10, f11 und f2−, f20, f21 dargestellt sind, ko¨nnen die Teilfunktionen f3−, f30,
f3
1 der Funktion f3 = f1 ⊕ f2 nach (4.115), (4.116) und (4.103) berechnet werden.
f3
− = f10f21 ∨ f11f20 ∨ f1−f¯−2 f¯02 f¯12 ∨ f2−f¯−1 f¯01 f¯11 (4.115)
f3
0 = f11f2− ∨ f1−f21 ∨ f10f¯−2 f¯02 f¯12 ∨ f20f¯−1 f¯01 f¯11 (4.116)
f3
1 = f10f2− ∨ f1−f20 ∨ f11f¯−2 f¯02 f¯12 ∨ f21f¯−1 f¯01 f¯11 (4.117)
Beweis:
Nach der Anwendung des Satzes von Stone auf (4.118) entsteht (4.119).
f3 = f1 ⊕ f2 (4.118)
= f1f¯2 ∨ f¯1f2 (4.119)
Die Funktionen f¯1 und f¯2 ko¨nnen nach (4.66) als (4.120) und (4.121) dargestellt werden.
f¯1 = f¯−1 f¯01 f¯11 ∨ x¯f11 ∨ xf01 (4.120)
f¯2 = f¯−2 f¯02 f¯12 ∨ x¯f12 ∨ xf02 (4.121)
Das Einsetzen der nach (4.27) dargestellten Funktionen f1 und f2 (wobei x = xi ist) und
der nach (4.120) und (4.121) dargestellten Funktionen f¯1 und f¯2 in (4.119) fu¨hrt zu (4.122).
Nach dem Ausmultiplizieren der Disjunktionen in (4.122) entsteht (4.123).
f3 = (f−1 ∨ x¯f01 ∨ xf11 )(f¯−2 f¯02 f¯12 ∨ x¯f12 ∨ xf02 )
∨(f¯−1 f¯01 f¯11 ∨ x¯f11 ∨ xf01 )(f−2 ∨ x¯f02 ∨ xf12 ) (4.122)






2 ∨ x¯f−1 f12 ∨ xf−1 f02
∨x¯f01 f¯−2 f¯02 f¯12 ∨ x¯f01 f12
∨xf11 f¯−2 f¯02 f¯12 ∨ xf11 f02
∨f¯−1 f¯01 f¯11 f−2 ∨ x¯f¯−1 f¯01 f¯11 f02 ∨ xf¯−1 f¯01 f¯11 f12
∨x¯f11 f−2 ∨ x¯f11 f02
∨xf01 f−2 ∨ xf01 f12 (4.123)




2 ∨ x¯f01 f12 = (x ∨ x¯)f01 f12 = f01 f12 (4.124)
xf11 f
0
2 ∨ x¯f11 f02 = (x ∨ x¯)f11 f02 = f11 f02 (4.125)
f3 = f1 ⊕ f2
= f10f21 ∨ f11f20 ∨ f1−f¯−2 f¯02 f¯12 ∨ f2−f¯−1 f¯01 f¯11
∨x¯(f11f2− ∨ f1−f21 ∨ f10f¯−2 f¯02 f¯12 ∨ f20f¯−1 f¯01 f¯11 )
∨x(f10f2− ∨ f1−f20 ∨ f11f¯−2 f¯02 f¯12 ∨ f21f¯−1 f¯01 f¯11 ) (4.126)
Die Teilfunktionen (4.115), (4.116) und (4.117) der Funktion f3 = f1 ⊕ f2 gehen wegen
(4.27) aus (4.126) unmittelbar hervor.
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Abbildung 4.5: Funktion f3(x1, x2, x3, x4) = f1(x1, x2, x3, x4)⊕ f2(x1, x2, x3, x4)
Satz 4.12. 4 Die nach (4.115), (4.116) und (4.117) berechneten Teilfunktionen f−3 , f
0
3 und
f13 (4.27) der Funktion f3 = f1 ⊕ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1} und α 6= β (4.127)
Im folgenden Beispiel werden die Funktionen (4.128) und (4.130) u¨ber die Teilfunktio-
nen (4.129) und (4.131) antivalent verknu¨pft. Die dabei entstehenden Teilfunktionen der
Ergebnisfunktion f3(x) = f1(x)⊕ f2(x) werden mit (4.132) beschrieben.
f1(x1, x2, x3, x4) = x¯1x¯2x¯3 ∨ x1x3x4 ∨ x3x¯4 (4.128)
f−1 (x2, x3, x4) = x3x¯4
f01 (x2, x3, x4) = x¯2x¯3
f11 (x2, x3, x4) = x3x4
(4.129)
f2(x1, x2, x3, x4) = x¯1x¯3x¯4 ∨ x1x¯2 ∨ x1x2x¯3x4 (4.130)
f−2 (x2, x3, x4) = x¯2x¯3x¯4
f02 (x2, x3, x4) = x2x¯3x¯4
f12 (x2, x3, x4) = x¯2x3 ∨ x¯3x4
(4.131)
f−3 (x2, x3, x4) = x¯2x¯3x4 ∨ x2x3x¯4
f03 (x2, x3, x4) = x¯2x3x¯4 ∨ x2x¯3x¯4
f13 (x2, x3, x4) = x2x4 ∨ x¯2x¯3x¯4
(4.132)
In der Abbildung 4.5 sind die Funktionen (4.128) und (4.130) und die Funktion f3(x)
4Beweis siehe Anhang B
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mit ihren Teilfunktionen abgebildet. Es ist erkennbar, dass eine der Konjunktionen der




2 (x) entsteht. Die andere Konjunktion der
Funktion f−3 (x) ist der Teil der Funktion f
−





oder f12 (x) trifft. Die Konjunktionen der Funktion f
0
3 (x) enstehen durch die Verknu¨pfungen
f−1 (x)f
1





























1 (x) berechnet werden.
A¨quivalenz
Satz 4.13. Fu¨r die gegebenen Funktionen f1 und f2, die nach (4.27) durch die Teilfunk-
tionen f1−, f10, f11 und f2−, f20, f21 dargestellt sind, ko¨nnen die Teilfunktionen f3−, f30,
f3
1 der Funktion f3 = f1 ¯ f2 nach (4.133), (4.134) und (4.135) berechnet werden.
f3
− = f1−f2− ∨ f10f20 ∨ f11f21 ∨ f¯−1 f¯01 f¯11 f¯−2 f¯02 f¯12 (4.133)
f3
0 = f1−f20 ∨ f10f2− ∨ f11f¯−2 f¯02 f¯12 ∨ f21f¯−1 f¯01 f¯11 (4.134)
f3
1 = f1−f21 ∨ f11f2− ∨ f10f¯−2 f¯02 f¯12 ∨ f20f¯−1 f¯01 f¯11 (4.135)
Beweis:
Durch die Anwendung des Satzes von Stone auf (4.136) entsteht (4.137). Die Funktio-
nen f¯1 und f¯2 ko¨nnen als (4.120) und (4.121) dargestellt werden. Werden die nach (4.27)
dargestellten Funktionen f1 und f2 (wobei x = xi ist) und die nach (4.120) und (4.121)
dargestellten Funktionen f¯1 und f¯2 in (4.137) eingesetzt, wird (4.138) erhalten. Nach dem
Ausmultiplizieren der Disjunktionen in (4.138) ergibt sich (4.139).
f3 = f1 ¯ f2 (4.136)
= f1f2 ∨ f¯1f¯2 (4.137)
= (f−1 ∨ x¯f01 ∨ xf11 )(f−2 ∨ x¯f02 ∨ xf12 )
∨(f¯−1 f¯01 f¯11 ∨ x¯f11 ∨ xf01 )(f¯−2 f¯02 f¯12 ∨ x¯f12 ∨ xf02 ) (4.138)
= f−1 f
−
2 ∨ x¯f−1 f02 ∨ xf−1 f12
∨x¯f01 f−2 ∨ x¯f01 f02
∨xf11 f−2 ∨ xf11 f12
∨f¯−1 f¯01 f¯11 f¯−2 f¯02 f¯12 ∨ x¯f¯−1 f¯01 f¯11 f12 ∨ xf¯−1 f¯01 f¯11 f02
∨x¯f11 f¯−2 f¯02 f¯12 ∨ x¯f11 f12
∨xf01 f¯−2 f¯02 f¯12 ∨ xf01 f02 (4.139)




2 ∨ x¯f01 f02 = (x ∨ x¯)f01 f02 = f01 f02 (4.140)
xf11 f
1
2 ∨ x¯f11 f12 = (x ∨ x¯)f11 f12 = f11 f12 (4.141)
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f3 = f1 ¯ f2
= f1−f2− ∨ f10f20 ∨ f11f21 ∨ f¯−1 f¯01 f¯11 f¯−2 f¯02 f¯12
∨x¯(f1−f20 ∨ f10f2− ∨ f11f¯−2 f¯02 f¯12 ∨ f21f¯−1 f¯01 f¯11 )
∨x(f1−f21 ∨ f11f2− ∨ f10f¯−2 f¯02 f¯12 ∨ f20f¯−1 f¯01 f¯11 ) (4.142)
Die Teilfunktionen (4.133), (4.134) und (4.135) der Funktion f3 = f1 ¯ f2 verknu¨pft nach
(4.27) sind aus (4.142) unmittelbar abzuleiten.
Satz 4.14. 5 Die nach (4.133), (4.134) und (4.135) berechneten Teilfunktionen f−3 , f
0
3 und
f13 (4.27) der Funktion f3 = f1 ¯ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1} und α 6= β (4.143)
In der Abbildung 4.6 sind die Funktionen f1(x) (4.144) und f2(x) (4.146) mit ihren
Teilfunktionen (4.145) und (4.147) und die Funktion f3(x) = f1(x)¯ f2(x) mit ihren Teil-
funktionen (4.148) dargestellt.
f1(x1, x2, x3, x4) = x¯1x¯2x¯3 ∨ x1x3x4 ∨ x3x¯4 (4.144)
f−1 (x2, x3, x4) = x3x¯4
f01 (x2, x3, x4) = x¯2x¯3
f11 (x2, x3, x4) = x3x4
(4.145)
f2(x1, x2, x3, x4) = x¯2x¯3x¯4 ∨ x¯1x¯2x¯3x4 ∨ ∨x1x¯2x3 ∨ x2x3x¯4 ∨ x¯1x2x¯3x¯4 (4.146)
f−2 (x2, x3, x4) = x¯2x¯3x¯4 ∨ x2x3x¯4
f02 (x2, x3, x4) = x¯2x¯3x4 ∨ x2x¯3x¯4
f12 (x2, x3, x4) = x¯2x3
(4.147)
f−3 (x2, x3, x4) = x¯2x4 ∨ x2x3x¯4 ∨ x2x¯3x4
f03 (x2, x3, x4) = x¯2x¯3x¯4 ∨ x2x3x4
f13 (x2, x3, x4) = x¯2x3x¯4 ∨ x2x¯3x¯4
(4.148)
























det werden. Beide Konjunktionen der Teilfunktion f03 (x) lassen sich wie folgt berech-
nen: x¯2x¯3x¯4 = f01 (x)f
−








2 (x). Die Konjunktionen




2 (x) = x¯2x3x¯4 und
f−1 (x) f01 (x) f11 (x) f
0
2 (x) = x2x¯3x¯4.
4.1.3 Analyse
Wie im Kapitel 1 beschrieben wurde, kann eine Boolesche Funktion durch verschiedene
Datenstrukturen dargestellt werden. Eine der Darstellungsformen ist die Terna¨rvektorli-
ste (siehe Abschnitt 2.2). Im Ergebnis der Zerlegung einer Booleschen Funktion in drei
Teilfunktionen werden drei Terna¨rvektorlisten gebilden und als TVL-Tupel abgespeichert.
Mit der Bewertung einer neuen Datenstruktur ist die Frage verbunden, ob die Da-
tenstruktur im Vergleich zur urspru¨nglichen Datenstruktur Vorteile aufweist. Dabei sind
verschiedene Aspekte in Betracht zu ziehen. Die wichtigsten sind:
5Beweis siehe Anhang B
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Abbildung 4.6: Funktion f3(x1, x2, x3, x4) = f1(x1, x2, x3, x4)¯ f2(x1, x2, x3, x4)
• der Speicherplatz, der zur Abspeicherung der Booleschen Funktion beno¨tigt wird,
• die Zeit, die fu¨r das Ausfu¨hren der Grundoperationen zwischen zwei Booleschen Funk-
tionen notwendig ist.
Bezu¨glich des Speicherplatzbedarfs sind folgende Betrachtungen in die Bewertung ein-
zubeziehen:
• Zur Darstellung einer Boolesche Funktion mit n Variablen durch eine orthogonale
TVL werden im ungu¨nstigsten Fall 2n−1 Terna¨rvektoren beno¨tigt. Wird eine Boole-
sche Funktion in drei Funktionen nach dem beschriebenen Algorithmus zerlegt, wird in
der neu entstandenen Funktionen die Anzahl der Variablen um 1 vermindert. Das be-
deutet, dass die maximale Anzahl der Konjunktionen jeder einzelnen Funktion (oder
Zeilenzahl bei der Darstellung als TVL) gleich 2n−2 ist. Die maximale Anzahl der
Terna¨rvektoren aller drei Funktionen wu¨rde in diesem Fall 3 · 2n−2 betragen, so dass
die Zeilenanzahl der urspru¨nglichen Funktion u¨berschritten wu¨rde.
Eine der wichtigsten Eigenschaften der Teilfunktionen ist ihre Orthogonalita¨t zu-
einander. Da die drei Funktionen paarweise orthogonal sind, sind auch die einzel-
nen Terna¨rvektoren orthogonal, d. h. alle Terna¨rvektoren enthalten unterschiedliche
Bina¨rvektoren. In einem Booleschen Raum mit n − 1 Variablen sind maximal 2n−1
verschiedene Bina¨rvektoren mo¨glich. Folglich kann die Summe der Terna¨rvektoren
der drei Funktionen den Wert 2n−1 nicht u¨bersteigen, d. h. die maximale Anzahl der
Terna¨rvektoren aller drei Funktionen kann auch nicht die maximale Zeilenzahl der
nicht zerlegten Funktion u¨berschreiten.
• Wird davon ausgegangen, dass eine TVL im Mittel nur u¨ber die Ha¨lfte der maximal
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Abbildung 4.7: Anzahl der Konjunktionen der Funktionen vor und nach Dekomposition
mo¨glichen Zeilen verfu¨gt, ergibt sich fu¨r die nicht zerlegte Funktion eine TVL mit
2n−2 Zeilen.
Jede Teilfunktion einer zerlegten Funktion kann maximal 2n−2 Konjunktionen be-
sitzen, weil sie von einer Variable weniger als die urspru¨ngliche Funktion abha¨ngt.
Mit der Annahme, dass die durchschnittliche TVL nur die Ha¨lfte der maximal mo¨gli-
chenen Zeilen entha¨lt, ergibt sich fu¨r die TVL einer Teilfunktion die Zeilenzahl 2n−3
und eine Zeilensumme u¨ber drei Teilfunktionen von 3 · 2n−3. Das heißt, in einigen
Fa¨llen werden zur Darstellung einer Booleschen Funktion mit drei Funktionen mehr
Terna¨rvektoren gebraucht als beim Einsatz einer TVL.
• Die Auswertung der zufa¨llig erzeugten und als TVL dargestellten Funktionen hat ge-
zeigt, dass die Summe der Konjunktionen (bei einer Darstellung als TVL entspricht
das der Anzahl der Terna¨rvektoren) innerhalb der drei Teilfunktionen in der Re-
gel kleiner ist als die Anzahl der Terna¨rvektoren der nicht zerlegten Funktion. Die
Abbildung 4.7 entha¨lt die Ergebnisse der Darstellung der Zufallsfunktionen mit 14
Variablen. Dabei wird die nicht zerlegte Funktion einer Zerlegung in drei Teilfunktio-
nen gegenu¨bergestellt. Die Funktionen mit einer kleineren Anzahl von Konjunktionen
lassen sich als eine Funktion noch gu¨nstig darstellen. Mit der wachsenden Zahl der
Konjunktionen in der Funktion werden die Vorteile der Dekomposition dagegen im-
mer deutlicher. Diese Tatsache ist darauf zuru¨ckzufu¨hren, dass bei kleineren TVL die
Mo¨glichkeiten des Zusammenfassens von TV durch das Teilen von TVL in drei Teile
geringer werden.
Wie im Abschnitt 4.1.2 gezeigt, beno¨tigen die Grundoperationen spezielle Algorith-
men. Als Problemgro¨ße wird bei der Abscha¨tzung der Algorithmen hier wie in [Hess99]
die La¨nge der TVL (Anzahl der enthaltenen Terna¨rvektoren) herangezogen. Die XBOOLE-
Operationen (beschrieben in [DKSW92]) ko¨nnen in den Algorithmen der Tupeloperatio-
nen weiter verwendet werden. Mit einer Tupeloperation sind die drei Teilfunktionen der
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Ergebnisfunktion zu berechnen, wobei fu¨r die Berechnung jeder Teilfunktion mehrere Ver-
knu¨pfungen von Teilfunktionen der Operanden notwendig sind.




Fu¨r die Berechnung der Konjunktion von zwei nicht zerlegten Funktionen sind
zwei Terna¨rvektorlisten mit NA und NB Terna¨rvektoren zu verknu¨pfen. Der
Berechnungsaufwand und die Komplexita¨tsordnung ko¨nnen in diesem Fall nach
(4.149) ermittelt werden, wobei unter λ die Breite eines Terna¨rvektors (Anzahl
der Spalten) verstanden wird. Da fu¨r die hier vorgenommenen Vergleiche diese
Einflussgro¨ße keine Bedeutung hat, und weil die Anzahl der Variablen (oder der
Spalten) in einer TVL mit der La¨nge der TVL unmittelbar verbunden ist, wird
λ in weiteren Aufwandabscha¨tzungen vernachla¨ssigt.
fwc = NA ×NB × λ = Owc(NA ×NB) (4.149)
Fu¨r die Berechnung der drei Teilfunktionen der Ergebnisfunktion aus zwei in drei
Teile zerlegten Funktionen sind 7 konjunktive Verknu¨pfungen und 4 disjunkti-
ve Verknu¨pfungen (siehe Formeln (4.101), (4.102) und (4.103)) durchzufu¨hren.
Die konjunktiven Verknu¨pfungen werden mit jeweils zwei Terna¨rvektorlisten mit
NA/3 und NB/3 Zeilen ausgefu¨hrt. Disjunktive Verknu¨pfungen ko¨nnen wegen
der Orthogonalita¨t der Teilfunktionen in konstanter Zeit durch Anha¨ngen einer
TVL an die anderen realisiert werden. Der gesamte Aufwand und die Komple-
xita¨tsordnung lassen sich damit nach (4.150) berechnen.
fwc = 7/9×NA ×NB + 4c = Owc(NA ×NB) (4.150)
– Average case:
Unter Beru¨cksichtigung, dass die Zeilenzahlen der nicht zerlegten Funktion in
diesem Fall NA/2 und NB/2 betragen und die Teilfunktionen aus jeweils NA/6
und NB/6 Zeilen bestehen, ko¨nnen hier analog worst case der Berechnungs-
aufwand und die Komplexita¨tsordnung fu¨r die nicht zerlegten Funktionen nach
(4.151) und fu¨r die zerlegten Funktionen nach (4.152) bestimmt werden.
fac = 1/4×NA ×NB = Oac(NA ×NB) (4.151)
fac = 7/36×NA ×NB + 4c = Oac(NA ×NB) (4.152)
• Negation
– Worst case:
Die Operation Negation einer Funktion kann auf die Operation Differenz zwi-
schen der 1-Funktion (in der TVL-Darstellung die Liste aus einem Tena¨rvektor
aus Strichelementen) und dieser Funktion zuru¨ckgefu¨hrt werden [BoSt91]. Fu¨r
die Durchfu¨hrung der Negation mit der nicht zerlegten Funktion sind dabei die
zwei Terna¨rvektorlisten zu verknu¨pfen. Wird unterstellt, dass der Strich-TV NA
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Bina¨rvektoren entha¨lt und die maximale Anzahl der Zeilen einer TVL NB be-
tra¨gt, ko¨nnen der Aufwand und die Komplexita¨tsordnung nach (4.153) berechnet
werden (siehe [Hess99]).
fwc = NA ×NB = Owc(NA ×NB) (4.153)
Die Berechnung der Teilfunktion f−3 der negierten Funktion f3 = f¯1 wird prak-
tisch nach (4.154) durchgefu¨hrt.
f−3 = f¯
−
1 \f01 \f11 (4.154)
Zur Berechnung der Teilfunktion f−3 ist zuerst ein Strich-TV aus NA/2 Bina¨rvek-
toren mit einer TVL aus NB/3 Terna¨rvektoren zu verknu¨pfen. Der Aufwand fu¨r
diese Berechnung betra¨gt NA2 × NB3 . Im Ergebnis der Verknu¨pfung wird eine TVL
aus maximal NA/2 Bina¨rvektoren oder NA/4 Terna¨rvektoren entstehen. Diese
TVL wird mit der TVL aus NB/3 Zeilen, die die Funktion f01 repra¨sentiert,
verknu¨pft. Die Ergebnis-TVL aus NA/4 Zeilen ist wiederum mit der TVL aus
NB/3 Zeilen, die die Funktion f11 repra¨sentiert, zu verknu¨pfen. Der Berechungs-
aufwand der beiden Verknu¨pfungen betra¨gt damit 2× NA4 × NB3 . Die Berechnung
der Teilfunktionen f03 und f
1
3 geschieht in konstanter Zeit (siehe Formeln (4.51)
und (4.52)). Der Aufwand und die Komplexita¨tsordnung zur Berechnung aller















×NA ×NB + 2c
= Owc(NA ×NB)
– Average case:
In diesem Fall ist fu¨r die nicht zerlegte Funktion ein Strich-TV aus NA Zeilen mit
einer TVL aus NB/2 (die Ha¨lfte von der maximalen Zeilenzahl) zu verknu¨pfen.




×NA ×NB = Oac(NA ×NB) (4.156)
Fu¨r die zerlegte Funktion la¨sst sich der Aufwand zur Berechnung der Teilfunk-
tionen f−, f0 und f1 der Ergebnisfunktion und die Komplexita¨tsordnung nach
(4.157) bestimmen. Hier wird davon ausgegangen, dass der Strich-TV aus NA/2
Bina¨rvektoren und die Terna¨rvektorlisten der Teilfunktionen aus NB/6 Zeilen
(die Ha¨lfte von der maximalen Zeilenzahl) bestehen und die Zwischenergebnisse















×NA ×NB + 2c
= Oac(NA ×NB)
52 KAPITEL 4. TUPEL-DEKOMPOSITION
• Disjunktion
– Worst case:
Der Berechnungsaufwand und die Komplexita¨tsordnung fu¨r die Berechnung der
Disjunktion von zwei nicht zerlegten Funktionen ko¨nnen wie im Fall Konjunktion
nach (4.149) ermittelt werden.
Fu¨r die Berechnung der drei Teilfunktionen der Funktion, die durch Disjunk-















2 und eine disjunktive Verknu¨pfung f
−
1 ∨f−2
durchzufu¨hren (siehe Formeln (4.71), (4.72) und (4.73)). Die Terna¨rvektorlisten










2 enthalten NA/3 (oder NB/3) Zeilen,
und der Berechnungsaufwand fu¨r diese Verknu¨pfungen betra¨gt somit 5×NA3 ×NB3 .
Wie den Formeln (4.71), (4.72) und (4.73) entnommen werden kann, mu¨ssen






2 berechnet, und die Ergebnisse der














dabei 2× 13×NA×NB (siehe Formel (4.155)). Die vier konjunktiven Verknu¨pfun-
gen werden mit den TVL aus jeweils NA/3 und NB/4 Zeilen durchgefu¨hrt. Die
Zahl NB/4 folgt aus der U¨berlegung, dass im Ergebnis der Negation eine TVL
aus maximal NA/4 Zeilen entsteht, da im gegebenen Booleschen Raum maximal
NA/2 Bina¨rvektoren mo¨glich sind. Die sechs in den Formeln enthaltenen dis-
junktiven Verknu¨pfungen ko¨nnen wegen der Orthogonalita¨t der Teilfunktionen
in konstanter Zeit durch Anha¨ngen einer TVL an die anderen realisiert werden.
Damit kann der Gesamtaufwand und die Komplexita¨tsordnung nach (4.158) be-
rechnet werden.
















×NA ×NB + 6c
= Owc(NA ×NB)
– Average case:
Der Berechnungsaufwand und die Komplexita¨tsordnung fu¨r die Berechnung der
Disjunktion von zwei nicht zerlegten Funktionen la¨sst sich auch hier nach (4.151)
ermitteln.
Unter Beru¨cksichtigung der abweichenden Zeilenzahlen der Teilfunktionen von
NA/6 und NB/6 in average case, wird in Analogie zu worst case der Berech-
nungsaufwand und die Komplexita¨tsordnung fu¨r die zerlegten Funktionen nach














Abbildung 4.8: Berechnungszeit fu¨r Operation Konjunktion
(4.159) bestimmt.
















×NA ×NB + 6c
= Oac(NA ×NB)
Den Formeln (4.149)-(4.159) ist zu entnehmen, dass die Tupeloperationen die gleiche
Komplexita¨tsordnung besitzen wie die Operationen mit nicht zerlegten Funktionen. Der
detaillierte Vergleich der Formeln (4.149) mit (4.150) und (4.151) mit (4.152) fu¨r die Kon-
junktion und der Formeln (4.153) mit (4.155) und (4.156) mit (4.157) fu¨r die Negation zeigt,
dass der Zeitaufwand fu¨r die Realisierung dieser Operationen durch Zerlegen der Funktio-
nen verringert wird. Auch die Untersuchungen mit Zufallsfunktionen fu¨r die Konjunktion
und Negation besta¨tigen diese Aussage.
In den Abbildungen 4.8 und 4.9 sind die Zeiten aufgetragen, die fu¨r die Durchfu¨hrung
der Konjunktion zweier Zufallsfunktionen und Negation einer Funktion beno¨tigt werden.
Die Operationen wurden mit nicht zerlegten Funktionen und mit den im Ergebnis der
Zerlegung in 3 Teile entstandenen Funktionen durchgefu¨hrt. Aus der Gegenu¨berstellung
der Kurven ist der wesentlich geringere Zeitbedarf fu¨r die Durchfu¨hrung der Konjunktion
und der Negation nach der Zerlegung der Funktionen erkennbar.
Die Komplexita¨tsordnung bleibt bei der Operation Disjunktion fu¨r zerlegte und nicht
zerlegte Funktionen gleich, wogegen sich der Zeitaufwand fu¨r die Realisierung der Operation
nach der Zerlegung vergro¨ßert (siehe Formeln (4.149), (4.158), (4.151) und (4.159)). Eine




























Abbildung 4.10: Berechnungszeit fu¨r Operation Disjunktion
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Ursache fu¨r den erho¨hten Zeitaufwand sind zusa¨tzliche Negationen, die beim Durchfu¨h-
ren der Disjunktion notwendig werden. In Analogie verwenden auch die Algorithmen der
Tupeloperationen Antivalenz und A¨quivalenz mehrere Negationen, so dass hier ebenfalls
der Zeitbedarf gegenu¨ber den entsprechenden Operationen fu¨r nicht zerlegte Funktionen
geringfu¨gig steigt.
Die in der Abbildung 4.10 dargestellten Ergebnisse der Disjunktion aus zwei Zufalls-
funktionen besta¨tigen diese Aussage fu¨r die Funktionen mit einer begrenzten Anzahl von
Konjunktionen. Erst bei den gro¨ßeren Funktionen werden fu¨r die Tupeloperation bessere
Ergebnisse erzielt, da dann die negierten Funktionen f¯−, f¯0 und f¯1 kleiner sind und der
Ausdruck f¯−f¯0f¯1 schneller berechnet werden kann.
Zusammenfassend ist herauszustellen, dass fu¨r die Operationen Konjunktion und Nega-
tion die Zerlegung einer Funktion in drei Teilfunktionen zur verbesserten Berechnungszeit
fu¨hrt, wa¨hrend fu¨r Operationen, deren Algorithmen zusa¨tzliche Negationen enthalten, die
Zeitaufwendungen bei einer Zerlegung steigen. Der in Algorithmen von Negation, Disjunk-
tion, Antivalenz und A¨quivalenz enthaltene Ausdruck f¯−f¯0f¯1 wird beim Ausfu¨hren der
Operationen stets neu berechnet. Wird dieser Ausdruck bereits beim Zerlegen der Funktio-
nen berechnet und als vierte Teilfunktion im TVL-Tupel abgespeichert, ist eine wesentliche
Verminderung des Zeitaufwands fu¨r die Ausfu¨hrung der Operationen mo¨glich. Fu¨r die Ne-
gation beschra¨nkt sich die Berechnung von Teilfunktionen sogar auf das Vertauschen der
Teilfunktionen.
4.2 Zerlegung in vier Funktionen
4.2.1 Zerlegungsprinzip
Aus der Analyse der Mo¨glichkeiten der Darstellung einer Booleschen Funktion durch drei
Teilfunktionen folgt, dass die Darstellung einer Funktion durch Tupel aus vier Funktionen
(4.160) in Betracht zu ziehen ist.
f(x0, xi) = g(h1(x0), h2(x0), h3(x0), h4(x0), xi) (4.160)
Die drei Funktionen h1(x0), h2(x0) und h3(x0) sind im Abschnitt 4.1.1 als Funktionen
f−(x0) nach (4.20), f0(x0) nach (4.21) und f1(x0) nach (4.22) definiert worden. Die vierte
Funktion h4(x0) kann auf folgende Weise definiert werden:
Definition 4.4. Die Funktion f=(x0) (4.161) ist die Konjunktion der komplementa¨ren






Die Funktion f=(x0) ist von der Variable xi unabha¨ngig. Das Komplement der Ab-
leitung der Funktion f(xi, x0) ist genau dann gleich 1, wenn die A¨nderung der Variable
xi keine Vera¨nderung des Funktionswerts hervorruft. Durch konjunktive Verknu¨pfung der
Funktion f(xi, x0) mit ihrer komplementa¨rer Ableitung nach Variable xi werden in der
Ergebnisfunktion f=(x0) nur die von xi unabha¨ngigen Konjunktionen enthalten sein.
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Satz 4.15. Eine beliebige Boolesche Funktion f(xi, x0) kann durch die vier Funktionen
f−(x0), f0(x0), f1(x0) und f=(x0) nach (4.162) dargestellt werden.
f(xi, x0) = 1 · f−(x0) ∨ xi · f0(x0) ∨ xi · f1(x0) ∨ 0 · f=(x0) (4.162)
Beweis:
Durch die konjunktiven Verknu¨pfungen von f−(x0) mit 1 und f=(x0) mit 0 entsteht
(4.163).
f(xi, x0) = f−(x0) ∨ xi · f0(x0) ∨ xi · f1(x0) (4.163)
f(xi, x0) = f(xi, x0) (4.164)
Wegen (4.27) gilt (4.164).
Wie im Abschnitt 4.1.1 gezeigt wurde, kann eine Boolesche Funktion durch drei Teil-
funktionen f−(x0), f0(x0) und f1(x0) beschrieben werden. Diese Funktionen werden auch
in der Darstellung (4.162) unvera¨ndert genutzt. Die Funktion f=(x0) ist in der Darstellung
(4.162) mit 0 verknu¨pft enthalten, und ko¨nnte dadurch beliebig gewa¨hlt werden. Die nach-
folgend beschriebenen Eigenschaften der nach (4.161) definierten Funktion f=(x0) wurden
aber so gewa¨hlt, dass sich Vereinfachungen beim Durchfu¨hren von Operationen zwischen
zwei nach (4.162) dargestellten Funktionen ergeben. Die Funktion f=(x0) kann analog der
Funktionen der Drei-Tupel-Dekomposition durch die Cofaktoren der Shannon-Dekomposi-
tion (2.30) (siehe Abschnitt 2.1.4) nach (4.165) definiert werden.
f=(x0) = f(xi = 0, x0) · f(xi = 1, x0) (4.165)
Satz 4.16. Die Funktion f=(x0) ist orthogonal zu der Funktionen f−(x0), f0(x0) und
f1(x0):
f=(x0) · fα(x0) = 0, fu¨r α ∈ {−, 0, 1} (4.166)
Beweis:
1.
f=(x0) · f−(x0) = 0 (4.167)
Durch das Einsetzen der Definitionen der Funktionen f=(x0) und f−(x0) (siehe






f(xi, x0) = 0 (4.168)
∂f(xi, x0)
∂xi
· 0 = 0 (4.169)
0 = 0 (4.170)
Die elementaren Umwandlungen von (4.168) fu¨hren zu (4.170).
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2.
f=(x0) · f0(x0) = 0 (4.171)
Nach dem Einsetzen der Definitionen der Funktionen f=(x0) (4.161) und f0(x0) (4.21)
in (4.171) ergibt sich (4.172).
∂f(xi, x0)
∂xi




Da der Ausdruck (4.172) zueinander komplementa¨re Ableitungen entha¨lt, kann (4.172)
in (4.173) umgewandelt werden.
0 · f(xi, x0) · f(xi = 0, x0) = 0 (4.173)
0 = 0 (4.174)
3.
f=(x0) · f1(x0) = 0 (4.175)
Nach dem Einsetzen der Definitionen der Funktionen f=(x0) und f1(x0) (siehe (4.161)
und (4.22)) in (4.175) erha¨lt man (4.176).
∂f(xi, x0)
∂xi




Analog (4.172) entha¨lt auch (4.176) zueinander komplementa¨re Ableitungen, so dass
dieser Teil des Satzes in Analogie zu Fall (4.171) bewiesen werden kann.
Im Satz 4.4 wurde bereits bewiesen, dass die Funktionen f−(x0), f0(x0) und f1(x0) zuein-
ander disjunkt sind. Als Folgerung der Sa¨tze 4.4 und 4.16 gilt, dass alle vier Funktionen
f−(x0), f0(x0), f1(x0) und f=(x0) zueinander orthogonal sind. Durch die konjunktive Ver-
knu¨pfung der Funktion f−(x0) mit 1, der Funktion f0(x0) mit x¯i, der Funktion f1(x0) mit
xi und der Funktion f=(x0) mit 0 bleibt die Orthogonalita¨t der disjunktiv verknu¨pften
Konjunktionen der Funktionen in (4.162) erhalten. Analog (4.47) gilt fu¨r die orthogonalen
Funktionen 1 ·f−(x0), x¯if0(x0), xif1(x0) und 0 ·f=(x0) nach dem Orthogonalita¨tssatz, dass
die disjunktive Verknu¨pfung in (4.162) durch die antivalente Verknu¨pfung ersetzt werden
kann (4.177).
f(xi, x0) = 1 · f−(x0)⊕ xif0(x0)⊕ xif1(x0)⊕ 0 · f=(x0) (4.177)
Satz 4.17. Die Funktionen f−(x0), f0(x0), f1(x0) und f=(x0) u¨berdecken den Booleschen
Raum vollsta¨ndig:
f−(x0) ∨ f0(x0) ∨ f1(x0) ∨ f=(x0) = 1 (4.178)
Beweis:
Nach dem Einsetzen von Definitionen der Funktionen f−(x0), f0(x0), f1(x0) und f=(x0)
in (4.178) wird (4.179) erhalten. Die elementaren Umformungen von (4.179) fu¨hren zu







f(xi = 0, x0)
∨∂f(xi, x0)
∂xi
f(xi = 1, x0) ∨
∂f(xi, x0)
∂xi
f(xi, x0) = 1 (4.179)
∂f(xi, x0)
∂xi
(f(xi, x0) ∨ f(xi, x0))
∨∂f(xi, x0)
∂xi
(f(xi = 0, x0) ∨ f(xi = 1, x0)) = 1 (4.180)
Aus dem Einsetzen der Definition der Ableitung und dem Ersetzen der Disjunktion durch
Antivalenz in der zweiten Zeile der Formel (4.180) resultiert (4.181). Das Ausmultiplizieren
fu¨hrt zu (4.182). Durch weitere elementare Umformungen entsteht (4.183).
∂f(xi, x0)
∂xi
∨ (f(xi = 0, x0)⊕ f(xi = 1, x0))
·(f(xi = 0, x0)⊕ f(xi = 1, x0)⊕ f(xi = 0, x0)f(xi = 1, x0)) = 1 (4.181)
∂f(xi, x0)
∂xi
∨ (f(xi = 0, x0)⊕ f(xi = 1, x0)f(xi = 0, x0)
⊕f(xi = 0, x0)f(xi = 1, x0)⊕ f(xi = 1, x0)
⊕f(xi = 0, x0)f(xi = 1, x0)⊕ f(xi = 0, x0)f(xi = 1, x0)) = 1 (4.182)
∂f(xi, x0)
∂xi
∨ (f(xi = 0, x0)⊕ f(xi = 1, x0)) = 1 (4.183)
1 = 1 (4.184)
In der Formel (4.183) kann die Definition der Ableitung eingesetzt werden. Damit folgt aus
(4.183) die Formel (4.184).
Die in den Sa¨tzen 4.4, 4.16 und 4.17 formulierten Eigenschaften der Funktionen f−(x0),
f0(x0), f1(x0) und f=(x0) sind deutlich zu erkennen, wenn die Funktionen durch die Cofak-
toren der Shannon-Dekomposition beschrieben werden. Jeder der beiden Cofaktoren zerlegt
zusammen mit seinem Komplement die Menge aller Bina¨rvektoren des Booleschen Raums
Bk. Wie aus der Abbildung 4.11 hervorgeht, werden diese beiden unabha¨ngigen Zerlegun-
gen von den vier gewa¨llten Funktionen f−(x0), f0(x0), f1(x0) und f=(x0) miteinander
kombiniert, so dass diese vier Funktionen paarweise zueinander disjunkt alle Bina¨rvektoren
das Boolesche Raum Bk u¨berdecken.
Folgerung der Sa¨tze 4.4, 4.16 und 4.17: Die Dekomposition (4.162) ist die ein-
deutig bestimmte Zerlegung Z der Menge B der Bina¨rvektoren eines Booleschen Raums.
Die Bina¨rvektoren fu¨r die die Funktionen f−(x0), f0(x0), f1(x0) und f=(x0) den Wert 1
annehmen, sind die disjunkten Teilmengen der Menge B, deren Vereinigung die Menge B
ist.
Satz 4.18. Zwischen den Funktionen f−(x0), f0(x0), f1(x0) und f=(x0) existieren folgende
Zusammenha¨nge:
f−(x0) = f0(x0) ∨ f1(x0) ∨ f=(x0) = f0(x0) f1(x0) f=(x0) (4.185)
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f(xi = 1, x0)
f(xi = 1, x0)
f(xi = 0, x0) f(xi = 0, x0)
f0(x0) = f(xi = 0, x0) · f(xi = 1, x0) f=(x0) = f(xi = 0, x0) · f(xi = 1, x0)
f−(x0) = f(xi = 0, x0) · f(xi = 1, x0) f1(x0) = f(xi = 0, x0) · f(xi = 1, x0)
Abbildung 4.11: Eigenschaften der Teilfunktionen
f0(x0) = f−(x0) ∨ f1(x0) ∨ f=(x0) = f−(x0) f1(x0) f=(x0) (4.186)
f1(x0) = f−(x0) ∨ f0(x0) ∨ f=(x0) = f−(x0) f0(x0) f=(x0) (4.187)
f=(x0) = f−(x0) ∨ f0(x0) ∨ f1(x0) = f−(x0) f0(x0) f1(x0) (4.188)
Beweis:
Nach dem Einsetzen von Definitionen der Funktion f0(x0), f1(x0) und f=(x0) in den
Ausdruck (4.189) (siehe auch (4.185)) und nach dem Ausklammern der Ableitung ergibt
sich (4.190). Weitere Umformungen von (4.190) fu¨hren zu (4.193). Nach Definition 4.1 ist
der Ausdruck (4.193) gleich die Funktion f−(x0).





























Damit ist die Richtigkeit der Gleichung (4.185) bewiesen.
Die Richtigkeit der Gleichungen (4.186), (4.187) und (4.188) kann analog zur Gleichung
(4.185) durch Einsetzen von Definitionen der Funktionen f−(x0), f0(x0), f1(x0) und f=(x0)
in den rechten Teil der jeweiligen Gleichung und durch weitere elementare Umformungen
bewiesen werden.
Aus den Zusammenha¨ngen (4.185), (4.186), (4.187) und (4.188) folgt, dass die Konjunk-
tion aus drei beliebigen negierten Teilfunktionen durch die vierte nicht negierte Teilfunktion
ersetzt werden kann. Diese Aussage kann weiter verallgemeinert werden.
Satz 4.19. Fu¨r die vier Teilfunktionen f−(x0), f0(x0), f1(x0) und f=(x0) der Funktion
f(xi, x0) gilt allgemein, dass die negierten Teilfunktionen und ihre konjunktive Verknu¨pfun-
gen durch die anderen nicht negierten Teilfunktionen oder ihre disjunktive Verknu¨pfungen
ersetzt werden ko¨nnen:
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1.
fα(x0) = fβ(x0) ∨ fγ(x0) ∨ f δ(x0),
fu¨r α, β, γ, δ ∈ {−, 0, 1,=} und α 6= β 6= γ 6= δ (4.195)
2.
fα(x0) ∨ fβ(x0) = fα(x0) fβ(x0) = fγ(x0) ∨ f δ(x0),
fu¨r α, β, γ, δ ∈ {−, 0, 1,=} und α 6= β 6= γ 6= δ (4.196)
3.
fα(x0) ∨ fβ(x0) ∨ fγ(x0) = fα(x0) fβ(x0) fγ(x0) = f δ(x0),
fu¨r α, β, γ, δ ∈ {−, 0, 1,=} und α 6= β 6= γ 6= δ (4.197)
Beweis:
1. Die Ausdru¨cke (4.198), (4.199), (4.200) und (4.201) entstehen durch das Negieren
beider Seiten der Gleichungen (4.185), (4.186), (4.187) und (4.188).
f−(x0) = f0(x0) ∨ f1(x0) ∨ f=(x0) (4.198)
f0(x0) = f−(x0) ∨ f1(x0) ∨ f=(x0) (4.199)
f1(x0) = f−(x0) ∨ f0(x0) ∨ f=(x0) (4.200)
f=(x0) = f−(x0) ∨ f0(x0) ∨ f1(x0) (4.201)
2. Werden die nach (4.198) und (4.199) dargestellten negierten Funktionen f−(x0) und
f0(x0) miteinander konjunktiv verknu¨pft, wird fu¨r den Audruck f−(x0) f0(x0) der
Ausdruck (4.202) erhalten. Nach dem Ausmultiplizieren der Disjunktionen unter Be-
ru¨cksichtigung der Orthogonalita¨t der Funktionen f−(x0), f0(x0), f1(x0) und f=(x0)
entsteht (4.203).
f−(x0) ∨ f0(x0) = f−(x0) f0(x0)
= (f0(x0) ∨ f1(x0) ∨ f=(x0))
·(f−(x0) ∨ f1(x0) ∨ f=(x0)) (4.202)
= f1(x0) ∨ f=(x0) (4.203)
In analoger Weise entstehen fu¨r die Verknu¨pfungen f−(x0) f1(x0), f−(x0) f=(x0),
f0(x0) f1(x0), f0(x0) f=(x0) und f1(x0) f=(x0) die Ausdrucke (4.204), (4.205),
(4.206), (4.207) und (4.208).
f−(x0) ∨ f1(x0) = f−(x0) f1(x0) = f0(x0) ∨ f=(x0) (4.204)
f−(x0) ∨ f=(x0) = f−(x0) f=(x0) = f0(x0) ∨ f1(x0) (4.205)
f0(x0) ∨ f1(x0) = f0(x0) f1(x0) = f−(x0) ∨ f=(x0) (4.206)
f0(x0) ∨ f=(x0) = f0(x0) f=(x0) = f−(x0) ∨ f1(x0) (4.207)
f1(x0) ∨ f=(x0) = f1(x0) f=(x0) = f−(x0) ∨ f0(x0) (4.208)





























































Abbildung 4.12: Zerlegung der Funktion f(x1, x2, x3, x4) in vier Teilfunktionen
3. Die Richtigkeit der Aussage (4.197) geht aus den Gleichungen (4.185), (4.186), (4.187)
und (4.188) unmittelbar hervor.
Als Beispiel fu¨r die Darstellung einer Booleschen Funktion durch vier Funktionen kann
an dieser Stelle die schon im Abschnitt 4.1.1 verwendete Funktion (4.48) betrachtet werden.
Beim Zerlegen dieser Funktion nach Variable x1 entstehen die vier Teilfunktionen (4.209)
(siehe auch die Abbildung 4.12).
f−(x2, x3, x4) = x3x¯4
f0(x2, x3, x4) = x¯2x¯3
f1(x2, x3, x4) = x3x4




Satz 4.20. Fu¨r die gegebene Funktion f1 mit jeweils vier Teilfunktionen f1−, f10, f11 und
f1
= (4.162) ko¨nnen die Teilfunktionen f3−, f30, f31 und f3= der negierten Funktion f3 = f¯1
nach (4.210)-(4.213) berechnet werden.
f3
− = f1= (4.210)
f3
0 = f11 (4.211)
f3
1 = f10 (4.212)
f3
= = f1− (4.213)
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Beweisschritt 1:
Die Teilfunktionen f3−, f30 und f31 der nach (4.162) dargestellten Funktion f3 (wobei
x = xi) sind mit den gleichnamigen Funktionen der Zerlegung (4.27) identisch und ko¨nnen,
wie bereits im Satz 4.5 bewiesen, nach (4.50)-(4.52) berechnet werden. Nachdem in (4.50)
fu¨r den Ausdruck f¯−1 f¯01 f¯11 die Teilfunktion f
=
1 nach (4.188) eingesetzt wird, ergibt sich
(4.210). Damit ist die Richtigkeit der Aussagen (4.210)-(4.212) bewiesen.
Beweisschritt 2:




3 ∨ f03 ∨ f13 (4.214)
Nach dem Einsetzen der Ausdru¨cke (4.210)-(4.212) in (4.214) fu¨r die Funktionen f3−, f30
und f31 ergibt sich (4.215).
f=3 = f=1 ∨ f11 ∨ f01 (4.215)
Nach (4.185) kann der Ausdruck (4.215) durch die Funktion f3− ersetzt werden. Damit ist
auch (4.213) bewiesen.







3 (4.162) der Funktion f3 = f¯1 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1,=} und α 6= β (4.216)
Fu¨r die Funktion (4.68), die als Operand fu¨r die Negation in Abschnitt 4.1.2 verwendet
wurde, sind die Teilfunktionen mit (4.217) zu beschreiben.
f−1 (x2, x3, x4) = x3x¯4
f01 (x2, x3, x4) = x¯2x¯3
f11 (x2, x3, x4) = x3x4
f=1 (x2, x3, x4) = x2x¯3
(4.217)
Die Teilfunktionen der Ergebnisfunktion f3(x) = f1(x) werden mit (4.218) beschrieben.
f−3 (x2, x3, x4) = x2x¯3
f03 (x2, x3, x4) = x3x4
f13 (x2, x3, x4) = x¯2x¯3
f=3 (x2, x3, x4) = x3x¯4
(4.218)
In der Abbildung 4.13 sind die Funktionen f1(x) (4.68) mit den Teilfunktionen (4.217) und
f3(x) mit den Teilfunktionen (4.218) dargestellt. Es ist erkennbar, dass die Funktion f03 (x)
sich aus der Funktion f11 (x) ergibt und die Funktion f
1
3 (x) der Funktion f
0
1 (x) entspricht.
Die Funktion f−3 (x) ist gleich die Funktion f
=
1 (x), und die Funktion f
=
3 (x) ergibt sich aus
der Funktion f−1 (x).
6Beweis siehe Anhang B















































Abbildung 4.13: Funktion f3(x1, x2, x3, x4) = f1(x1, x2, x3, x4)
Disjunktion
Satz 4.22. Fu¨r die gegebenen Funktionen f1 und f2 mit jeweils vier Teilfunktionen f1−,
f1
0, f11, f1= und f2−, f20, f21, f2= (4.162) ko¨nnen die Teilfunktionen f3−, f30, f31 und
f3
= der Funktion f3 = f1 ∨ f2 nach (4.219)-(4.222) berechnet werden.
f3
− = f1− ∨ f2− ∨ f10f21 ∨ f11f20 (4.219)
f3
0 = f10f20 ∨ f10f2= ∨ f1=f20 (4.220)
f3
1 = f11f21 ∨ f11f2= ∨ f1=f21 (4.221)
f3
= = f1=f2= (4.222)
Beweisschritt 1:
Die Teilfunktionen f3−, f30 und f31 der nach (4.162) dargestellten Funktion f3 (wobei
x = xi) sind mit den Funktionen f3−, f30 und f31 der Dekomposition (4.27) identisch.
Wie bereits im Satz 4.7 bewiesen, ist die Berechnung der Teilfunktionen nach (4.71)-(4.73)






2 in (4.72) und (4.73) die Teilfunk-
tionen f=1 bzw. f
=
2 nach (4.188) eingesetzt, entstehen die Formeln (4.219)-(4.221).
Beweisschritt 2:
Zur Berechnung der Funktion f3= sind die Funktionen f3−, f30 und f31 nach (4.188) zu
verwenden (4.223). Nach dem Einsetzen der Ausdru¨cke (4.219)-(4.221) fu¨r die Funktionen
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f3
−, f30 und f31 wird (4.224) erhalten.
f=3 = f
−
3 ∨ f03 ∨ f13 (4.223)
f=3 = f1
− ∨ f2− ∨ f10f21 ∨ f11f20
∨f10f20 ∨ f10f2= ∨ f1=f20 ∨ f11f21 ∨ f11f2= ∨ f1=f21 (4.224)














2 gelten nach dem Satz 4.17 die
Aussagen (4.225) und (4.226).
1 = f−1 ∨ f01 ∨ f11 ∨ f=1 (4.225)
1 = f−2 ∨ f02 ∨ f12 ∨ f=2 (4.226)
Die Ausdru¨cke (4.225) und (4.226) ko¨nnen in (4.224) eingesetzt werden (4.227).
f=3 = f1
−(f−2 ∨ f02 ∨ f12 ∨ f=2 ) ∨ f2−(f−1 ∨ f01 ∨ f11 ∨ f=1 ) ∨ f10f21 ∨ f11f20
∨f10f20 ∨ f10f2= ∨ f1=f20 ∨ f11f21 ∨ f11f2= ∨ f1=f21 (4.227)
Nach dem Ausmultiplizieren und nachfolgendem Ausklammern von f1−, f10, f11, f1= und
f2
−, f20, f21, f2= entsteht (4.228). Die weiteren elementaren Umwandlungen (4.229) unter
Beru¨cksichtigung von (4.225) und (4.226) fu¨hren zu (4.230).
f=3 = (f
−
1 ∨ f01 ∨ f11 ∨ f=1 )(f−2 ∨ f02 ∨ f12 )
∨(f−2 ∨ f02 ∨ f12 ∨ f=2 )(f−1 ∨ f01 ∨ f11 ) (4.228)
f=3 = f
−
1 ∨ f01 ∨ f11 ∨ f−2 ∨ f02 ∨ f12 (4.229)
f=3 = (f
−
1 ∨ f01 ∨ f11 )(f−2 ∨ f02 ∨ f12 ) (4.230)














3 (4.162) der Funktion f3 = f1 ∨ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1,=} und α 6= β (4.232)
Fu¨r die im Abschnitt 4.2.1 verwendeten Funktionen f1(x1, x2, x3, x4) (Formel 4.233)
und f2(x1, x2, x3, x4) (Formel 4.235) mit den Teilfunktionen (4.234) und (4.236) werden
die Teilfunktionen der Funktion f3(x) = f1(x) ∨ f2(x) mit (4.237) beschrieben (siehe auch
Abbildung 4.14).
f1(x1, x2, x3, x4) = x¯1x¯2x¯3 ∨ x1x3x4 ∨ x3x¯4 (4.233)
f−1 (x2, x3, x4) = x3x¯4
f01 (x2, x3, x4) = x¯2x¯3
f11 (x2, x3, x4) = x3x4
f=1 (x2, x3, x4) = x2x¯3
(4.234)
7Beweis siehe Anhang B
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Abbildung 4.14: Funktion f3(x1, x2, x3, x4) = f1(x1, x2, x3, x4) ∨ f2(x1, x2, x3, x4)
f2(x1, x2, x3, x4) = x¯1x¯3x¯4 ∨ x1x¯2x4 ∨ x¯2x3x¯4 (4.235)
f−2 (x2, x3, x4) = x¯2x3x¯4
f02 (x2, x3, x4) = x¯3x¯4
f12 (x2, x3, x4) = x¯2x4
f−2 (x2, x3, x4) = x2x3 ∨ x2x¯3x4
(4.236)
f−3 (x2, x3, x4) = x¯2x¯3x4 ∨ x3x¯4
f03 (x2, x3, x4) = x¯3x¯4
f13 (x2, x3, x4) = x3x4
f−3 (x2, x3, x4) = x2x¯3x4
(4.237)
Die Abbildung 4.14 zeigt, dass die Funktion f−3 (x) aus der Disjunktion der Funktionen
f−1 (x) und f
−
2 (x) und der Konjunktion x¯2x¯3x4 entsteht, die aus der konjunktiven Ver-
knu¨pfung f01 (x)f
1
2 (x) gebildet wird. Die in der Funktion f
0
3 (x) enthaltenen Konjunktionen
werden durch die Verknu¨pfungen f01 (x)f
0





(die Konjunktion x2x¯3x¯4) gebildet. Die Konjunktion x¯2x3x4 der Funktion f13 (x) entstand
durch die Verknu¨pfung f11 (x)f
1
2 (x). Die weitere Konjunktion der Funktion f
1
3 (x) ist das Er-
gebnis der Verknu¨pfung f11 (x)f
=
2 (x). Die Funktion f
=





Satz 4.24. Fu¨r die gegebenen Funktionen f1 und f2, die nach (4.162) durch Teilfunktionen
f1
−, f10, f11, f1= und f2−, f20, f21, f2= dargestellt sind, ko¨nnen die Teilfunktionen f3−,
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f3
0, f31, f3= der Funktion f3 = f1 · f2 nach (4.238)-(4.241) berechnet werden.
f3
− = f1−f2− (4.238)
f3
0 = f1−f20 ∨ f10f2− ∨ f10f20 (4.239)
f3
1 = f1−f21 ∨ f11f2− ∨ f11f21 (4.240)
f3
= = f11f20 ∨ f10f21 ∨ f1= ∨ f2= (4.241)
Beweisschritt 1:
Die Teilfunktionen f3−, f30 und f31 der nach (4.162) dargestellten Funktion f3 (wobei
x = xi) sind mit den Funktionen f3−, f30 und f31 der Zerlegung (4.27) identisch. Sie
ko¨nnen, wie bereits im Satz 4.9 bewiesen, nach (4.101)-(4.103) berechnet werden.
Beweisschritt 2:
Zur Berechnung der Funktion f3= werden die Funktionen f3−, f30 und f31 nach (4.188)
verwendet (4.242). Nach dem Einsetzen der Ausdru¨cke (4.238)-(4.240) fu¨r die Funktionen
f3
−, f30 und f31 wird (4.243) erhalten.
f=3 = f
−
3 ∨ f03 ∨ f13 (4.242)
f=3 = f1
−f2− ∨ f1−f20 ∨ f10f2− ∨ f10f20
∨f1−f21 ∨ f11f2− ∨ f11f21 (4.243)
Weitere elementare Umformungen fu¨hren zu (4.245).
f=3 = (f1
− ∨ f10)(f2− ∨ f20) ∨ (f1− ∨ f11)(f2− ∨ f21) (4.244)
f=3 = (
¯f1− ¯f10 ∨ ¯f2− ¯f20)( ¯f1− ¯f11 ∨ ¯f2− ¯f21) (4.245)













die nicht negierten nach (4.196) ersetzt werden.
f=3 = (f1
1 ∨ f1= ∨ f21 ∨ f2=)(f10 ∨ f1= ∨ f20 ∨ f2=) (4.246)
Nach dem Ausmultiplizieren entsteht (4.247), wobei einige Konjunktionen wegen Orthogo-
nalita¨t der Funktionen f10, f11 und f1= und der Funktionen f20, f21 und f2= entfallen bzw.
von den Funktionen f1= und f2= absorbiert werden.
f=3 = f1
= ∨ f11f20 ∨ f10f21 ∨ f2= (4.247)







3 (4.162) der Funktion f3 = f1 · f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1,=} und α 6= β (4.248)
8Beweis siehe Anhang B
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Abbildung 4.15: Funktion f3(x1, x2, x3, x4) = f1(x1, x2, x3, x4) · f2(x1, x2, x3, x4)
Fu¨r die Beispielfunktionen (4.249) und (4.251) mit den Teilfunktionen (4.250) und
(4.252) werden die Teilfunktionen der Funktion f3(x) = f1(x) · f2(x) mit (4.253) beschrie-
ben.
f1(x1, x2, x3, x4) = x¯1x¯2x¯3 ∨ x1x3 ∨ x¯1x¯2x3x¯4 (4.249)
f−1 (x2, x3, x4) = x¯2x3x¯4
f01 (x2, x3, x4) = x¯2x¯3
f11 (x2, x3, x4) = x¯2x3x4 ∨ x2x3
f=1 (x2, x3, x4) = x2x¯3
(4.250)
f2(x1, x2, x3, x4) = x¯1x¯2 ∨ x1x¯2x4 ∨ x1x3x¯4 ∨ x¯1x2x4 (4.251)
f−2 (x2, x3, x4) = x¯2x4 ∨ x¯2x3x¯4
f02 (x2, x3, x4) = x¯2x¯3x¯4 ∨ x2x4
f12 (x2, x3, x4) = x2x3x¯4
f=2 (x2, x3, x4) = x2x¯3x¯4
(4.252)
f−3 (x2, x3, x4) = x¯2x3x¯4
f03 (x2, x3, x4) = x¯2x¯3
f13 (x2, x3, x4) = x¯2x3x4 ∨ x2x3x¯4
f=3 (x2, x3, x4) = x2x3x4 ∨ x2x¯3
(4.253)
In der Abbildung 4.15 sind die oben beschiebenen Funktionen f1(x1, x2, x3, x4),
f2(x1, x2, x3, x4) und f3(x1, x2, x3, x4) und ihre Teilfunktionen mittels eines Karnaughplans
dargestellt. Die neue Funktion f−3 (x) entsteht durch konjunktive Verknu¨pfung der Funktio-
nen f−1 (x) und f
−
2 (x). Die Konjunktionen der Funktion f
0
3 (x) werden durch Verknu¨pfungen
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f01 (x)f
0




2 (x) = x¯2x¯3x4 gebildet. Weiterhin entstehen die Konjunk-








2 (x). Die Konjunk-





det. Alle weiteren Konjunktionen der Funktion f=3 (x) sind entweder in der Funktion f
=
1 (x)




Satz 4.26. Fu¨r die gegebenen Funktionen f1 und f2 mit jeweils vier Teilfunktionen f1−,
f1
0, f11, f1= und f2−, f20, f21, f2= (4.162) ko¨nnen die Teilfunktionen f3−, f30, f31 und
f3
= der Funktion f3 = f1 ⊕ f2 nach (4.254)-(4.257) berechnet werden.
f3
− = f10f21 ∨ f11f20 ∨ f1−f2= ∨ f1=f2− (4.254)
f3
0 = f11f2− ∨ f1−f21 ∨ f10f2= ∨ f1=f20 (4.255)
f3
1 = f10f2− ∨ f1−f20 ∨ f11f2= ∨ f1=f21 (4.256)
f3
= = f1−f2− ∨ f10f20 ∨ f11f21 ∨ f1=f2= (4.257)
Beweisschritt 1:
Die Teilfunktionen f3−, f30 und f31 der nach (4.162) dargestellten Funktion f3 (wobei
x = xi) sind mit den Funktionen f3−, f30 und f31 der Drei-Tupel-Dekomposition (4.27)
identisch und ko¨nnen, wie schon im Satz 4.11 bewiesen, nach (4.115)-(4.117) berechnet







die Teilfunktion f=1 bzw. f
=
2 nach (4.188) ersetzt, ergeben sich die Ausdru¨cke (4.254)-
(4.256).
Beweisschritt 2:
Die Funktionen f3−, f30 und f31 ko¨nnen fu¨r die Berechnung der Funktion f3= genutzt
werden (siehe (4.188)). Nach der Substitution der Funktionen f3−, f30 und f31 durch Aus-
dru¨cke (4.254)-(4.256) wird (4.259) erhalten. Beim Ausklammern der Funktionen f1−, f10
f1
1 und f1= entsteht der Ausdruck (4.260).
f=3 = f
−
3 ∨ f03 ∨ f13 (4.258)
f3 = f10f21 ∨ f11f20 ∨ f1−f2= ∨ f1=f2− ∨ f11f2− ∨ f1−f21
∨f10f2= ∨ f1=f20 ∨ f10f2− ∨ f1−f20 ∨ f11f2= ∨ f1=f21 (4.259)
f=3 = f1
0(f21 ∨ f2= ∨ f2−) ∨ f11(f20 ∨ f2− ∨ f2=)
∨f1−(f2= ∨ f21 ∨ f20) ∨ f1=(f2− ∨ f20 ∨ f21) (4.260)
Die Disjunktionen im Ausdruck (4.260) lassen sich nach (4.195) durch negierte Funktionen
¯f20, ¯f21, ¯f2− und ¯f2= ersetzen (siehe Formel (4.261)).
f=3 = f1
0 ¯f20 ∨ f11 ¯f21 ∨ f1− ¯f2− ∨ f1= ¯f2= (4.261)
f=3 = (
¯f10 ∨ f20)( ¯f11 ∨ f21)( ¯f1− ∨ f2−)( ¯f1= ∨ f2=) (4.262)
Der Ausdruck (4.263) entsteht beim Ausmultiplizieren der Disjunktionen in (4.262). Einige
der entstandenen Konjunktionen entfallen auf Grund der Orthogonalita¨t der Funktionen







2 . Ein Ersatz der negierten Funktionen im Ausdruck (4.263) durch nicht
negierte Funktionen ist nach (4.197) mo¨glich (siehe die Formel (4.264)).
f=3 =
¯f10 ¯f11 ¯f1−f2= ∨ ¯f10 ¯f11 ¯f1=f2−
∨ ¯f10 ¯f1− ¯f1=f21 ∨ ¯f11 ¯f1− ¯f1=f20 (4.263)
f=3 = f1
=f2
= ∨ f1−f2− ∨ f11f21 ∨ f10f20 (4.264)







3 (4.162) der Funktion f3 = f1 ⊕ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1,=} und α 6= β (4.265)
Im folgenden Beispiel werden die Funktionen (4.266) und (4.268) u¨ber die Teilfunktio-
nen (4.267) und (4.269) antivalent verknu¨pft. Die entstandenen Teilfunktionen der Ergeb-
nisfunktion f3(x) = f1(x)⊕ f2(x) werden mit (4.270) beschrieben.
f1(x1, x2, x3, x4) = x¯1x¯2x¯3 ∨ x1x3x4 ∨ x3x¯4 (4.266)
f−1 (x2, x3, x4) = x3x¯4
f01 (x2, x3, x4) = x¯2x¯3
f11 (x2, x3, x4) = x3x4
f=1 (x2, x3, x4) = x2x¯3
(4.267)
f2(x1, x2, x3, x4) = x¯1x¯3x¯4 ∨ x1x¯2 (4.268)
f−2 (x2, x3, x4) = x¯2x¯3x¯4
f02 (x2, x3, x4) = x2x¯3x¯4
f12 (x2, x3, x4) = x¯2x4 ∨ x¯2x3x¯4
f=2 (x2, x3, x4) = x2x3 ∨ x2x¯3x4
(4.269)
f−3 (x2, x3, x4) = x¯2x¯3x4 ∨ x2x3x¯4
f03 (x2, x3, x4) = x¯2x3x¯4 ∨ x2x¯3x¯4
f13 (x2, x3, x4) = x¯2x¯3x¯4 ∨ x2x3x4
f=3 (x2, x3, x4) = x¯2x3x4 ∨ x2x¯3x4
(4.270)
In der Abbildung 4.16 sind die Funktionen (4.266) und (4.268) und die Funktion f3(x) mit
ihren Teilfunktionen dargestellt. Es ist ersichtlich, dass die Konjunktionen der Funktion








2 (x) sind und die Konjunk-
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Abbildung 4.16: Funktion f3(x1, x2, x3, x4) = f1(x1, x2, x3, x4)⊕ f2(x1, x2, x3, x4)
A¨quivalenz
Satz 4.28. Fu¨r die gegebenen Funktionen f1 und f2 mit jeweils vier Teilfunktionen f1−,
f1
0, f11, f1= und f2−, f20, f21, f2= (4.162) ko¨nnen die Teilfunktionen f3−, f30, f31 und
f3
= der Funktion f3 = f1 ¯ f2 nach (4.271)-(4.274) berechnet werden.
f3
− = f1−f2− ∨ f10f20 ∨ f11f21 ∨ f1=f1= (4.271)
f3
0 = f1−f20 ∨ f10f2− ∨ f11f2= ∨ f1=f21 (4.272)
f3
1 = f1−f21 ∨ f11f2− ∨ f10f2= ∨ f1=f20 (4.273)
f3
= = f10f21 ∨ f11f20 ∨ f1−f2= ∨ f1=f2− (4.274)
Beweisschritt 1:
Die Teilfunktionen f3−, f30 und f31 der nach (4.162) dargestellten Funktion f3 (wobei
x = xi), sind mit den Funktionen f3−, f30 und f31 der Zerlegung (4.27) identisch. Wie
bereits im Satz 4.13 bewiesen, ist eine Berechnung der Teilfunktionen f3−, f30 und f31







(4.133), (4.134) und (4.135) durch die Teilfunktion f=1 bzw. f
=
2 nach (4.188) werden die
Formeln (4.271)-(4.273) erhalten.
Beweisschritt 2:
Die Berechnung der Funktion f3= ist mit Hilfe der Funktionen f3−, f30 und f31 mo¨glich
(siehe (4.188)), wobei nach dem Ersetzen dieser Funktionen durch Ausdru¨cke (4.271)-(4.273)
der Ausdruck (4.276) erhalten wird. Nach dem Ausklammern der Funktionen f1−, f10 f11
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und f1= entsteht (4.277).
f=3 = f
−
3 ∨ f03 ∨ f13 (4.275)
f=3 = f1
−f2− ∨ f10f20 ∨ f11f21 ∨ f1=f1= ∨ f1−f20 ∨ f10f2−
∨f11f2= ∨ f1=f21 ∨ f1−f21 ∨ f11f2− ∨ f10f2= ∨ f1=f20 (4.276)
f=3 = f1
−(f2− ∨ f20 ∨ f21) ∨ f10(f20 ∨ f2− ∨ f2=)
∨f11(f21 ∨ f2= ∨ f2−) ∨ f1=(f2= ∨ f21 ∨ f20) (4.277)
Die Disjunktionen im Ausdruck (4.277) ko¨nnen nach (4.195) durch negierte Funktionen ¯f20,
¯f21, ¯f2− und ¯f2= ersetzt werden. Dabei entsteht der Ausdruck (4.278).
f=3 = f1
− ¯f2= ∨ f10 ¯f21 ∨ f11 ¯f20 ∨ f1= ¯f2− (4.278)
f=3 = (
¯f1− ∨ f2=)( ¯f10 ∨ f21)( ¯f11 ∨ f20)( ¯f1= ∨ f2−) (4.279)
Durch Ausmultiplizieren der Disjunktionen in (4.279) erha¨lt man den Ausdruck (4.280).







2 entfallen. Ein Ersatz der negierten Funktionen im Ausdruck (4.280) durch
nicht negierte Funktionen ist nach (4.197) mo¨glich und fu¨hrt zu (4.281).
f=3 =
¯f1− ¯f10 ¯f11f2− ∨ ¯f1− ¯f10f20 ¯f1=
∨ ¯f1−f21 ¯f11 ¯f1= ∨ f2= ¯f10 ¯f11 ¯f1= (4.280)
f=3 = f1
=f2
− ∨ f11f20 ∨ f10f21 ∨ f1−f2= (4.281)







3 (4.162) der Funktion f3 = f1 ¯ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1,=} und α 6= β (4.282)
In der Abbildung 4.17 sind die Funktionen f1(x) (4.283) und f2(x) (4.285) mit ihren
Teilfunktionen (4.284) und (4.286) sowie die Funktion f3(x) = f1(x)¯ f2(x) einschließlich
ihrer Teilfunktionen (4.287) dargestellt.
f1(x1, x2, x3, x4) = x¯1x¯2x¯3 ∨ x1x3x4 ∨ x3x¯4 (4.283)
f−1 (x2, x3, x4) = x3x¯4
f01 (x2, x3, x4) = x¯2x¯3
f11 (x2, x3, x4) = x3x4
f=1 (x2, x3, x4) = x2x¯3
(4.284)
f2(x1, x2, x3, x4) = x¯2x¯3x¯4 ∨ x¯1x¯2x4 ∨ x1x¯2x3x¯4 ∨ x¯1x2x¯3x¯4 (4.285)
f−2 (x2, x3, x4) = x¯2x¯3x¯4
f02 (x2, x3, x4) = x¯2x4 ∨ x2x¯3x¯4
f12 (x2, x3, x4) = x¯2x3x¯4
f=2 (x2, x3, x4) = x2x3 ∨ x2x¯3x4
(4.286)
10Beweis siehe Anhang B
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Abbildung 4.17: Funktion f3(x1, x2, x3, x4) = f1(x1, x2, x3, x4)¯ f2(x1, x2, x3, x4)
f−3 (x2, x3, x4) = x¯3x4
f03 (x2, x3, x4) = x¯2x¯3x¯4 ∨ x2x3x4
f13 (x2, x3, x4) = x¯2x3x¯4 ∨ x2x¯3x¯4
f=3 (x2, x3, x4) = x¯2x3x4 ∨ x2x3x¯4
(4.287)
Die Teilfunktion f−3 (x) besteht aus zwei Konjunktionen, die durch die Verknu¨pfungen
f01 (x)f
0




2 (x) gebildet werden. Die Konjunktionen der Teilfunktion f
0
3 (x)
lassen sich wie folgt berechnen: x¯2x¯3x¯4 = f01 (x)f
−










x¯2x3x¯4 und f=1 (x)f
0
2 (x) = x2x¯3x¯4. Die Teilfunktion f
=
3 (x) der Funktion f3(x1, x) besteht
aus zwei Konjunktionen, die sich aus Verknu¨pfungen f11 (x)f
0






Um die Vor- und Nachteile der Zerlegung einer Funktion in vier Teile zu analysieren, werden
hier die bereits im Abschnitt 4.1.3 diskutierten Kriterien herangezogen. Es handelt sich um:
• den Speicherplatz, der zur Abspeicherung der Booleschen Funktion beno¨tigt wird,
• die Zeit, die fu¨r das Ausfu¨hren der Grundoperationen zwischen zwei Booleschen Funk-
tionen notwendig ist.
Der Speicherplatzbedarf zur Dastellung der vier Teilfunktionen kann in worst case nicht
den Speicherplatzbedarf zur Dastellung einer nicht zerlegten Funktion mit n Variablen
oder drei Teilfunktionen u¨berschreiten, wobei die im Abschnitt 4.1.3 genannten Gru¨nde
anzugeben sind: Aus der Orthogonalita¨t der vier Teilfunktionen folgt, dass die Gro¨ße der vier
Funktionen in der Summe 2n−1 Terna¨rvektoren nicht u¨berschreitet. Dieser Wert entspricht
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Abbildung 4.18: Anzahl der Konjunktionen der Funktionen vor und nach Dekomposition
der maximal mo¨glichen Zahl unterschiedlicher Bina¨rvektoren in einem Booleschen Raum
mit n− 1 Variablen.
Nach Abschnitt 4.1.3 verfu¨gt eine TVL der nicht zerlegten Funktion in average case
u¨ber 2n−2 Zeilen. Dabei wird unterstellt, dass in einer TVL im Mittel nur die Ha¨lfte der
maximal mo¨glichen Zeilen enthalten ist. Die Zeilensumme u¨ber drei bzw. vier Teilfunktionen
betra¨gt 3 · 2n−3 bzw. 4 · 2n−3. Das heißt, zur Darstellung einer Booleschen Funktion durch
vier Funktionen werden mehr Terna¨rvektoren gebraucht als zur Darstellung durch drei
Teilfunktionen.
In der Abbildung 4.18 sind die Ergebnisse der Untersuchungen am Beispiel zufa¨llig
erzeugter Funktionen mit 14 Variablen dargestellt. Die Anzahl der Konjunktionen (oder
Terna¨rvektoren) der vier Teilfunktionen ist in der Summe gro¨ßer als bei der Zerlegung in
drei Teilfunktionen. Bei kleineren Funktionen u¨berschreitet dieser Wert auch die Zeilenzahl
der TVL der nichtzerlegten Funktionen. Zwei Gru¨nde sind als Ursache zu nennen:
• Das Teilen der Funktion erschwert das Zusammenfassen von mehreren Terna¨rvektoren
zu einem TV. Bei kleineren Funktionen ist diese Auswirkung besonders groß.
• Der zusa¨tzliche Speicherplatz wird fu¨r die Abbildung der vierten Funktion beno¨tigt,
wobei es sich um die in der urspru¨nglichen Funktion nicht enthaltenen TV handelt.
Die Grundoperationen fu¨r die in vier Teile zerlegten Funktionen erfordern spezielle Algo-
rithmen. Um die vier Teilfunktionen der Ergebnisfunktion zu berechnen, werden wie im Fall
der Drei-Tupel-Dekomposition mehrere Verknu¨pfungen von Teilfunktionen durchgefu¨hrt.
Der Aufwand fu¨r die Operationen Konjunktion, Negation und Disjunktion kann wie
folgt abgescha¨tzt werden:
• Konjunktion
Ein Vergleich der Formeln (4.101)-(4.103) und (4.238)-(4.240) ergibt, dass die Teil-
funktionen f−, f0 und f1 auf gleichen Berechnungsvorschriften aufbauen. Aus diesem
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Grund kann der Zeitaufwand, der fu¨r die Berechnug der Teilfunktionen f−, f0 und
f1 durch die Konjunktion zweier in vier Teile zerlegten Funktionen beno¨tigt wird,
in worst und average case nach den Formeln (4.150) und (4.152) berechnet werden.
Fu¨r die zusa¨tzlich erforderliche Berechnung der Teilfunktion f= sind zwei konjunkti-
ve und eine disjunktive Verknu¨pfungen mit jeweils zwei Terna¨rvektorlisten mit NA/3
und NB/3 Zeilen in worst case und mit NA/6 und NB/6 Zeilen in average case aus-
zufu¨hren. Zwei weitere disjunktive Verknu¨pfungen ko¨nnen in konstanter Zeit durch
das Zusammenfu¨gen von Terna¨rvektorlisten realisiert werden (siehe Formel (4.241)).
Damit ergibt sich der Gesamtaufwand und die Komplexita¨tsordnung fu¨r den worst
case (4.288) und fu¨r den average case nach (4.289).
fwc = 10/9×NA ×NB + 6c = Owc(NA ×NB) (4.288)
fac = 10/36×NA ×NB + 6c = Oac(NA ×NB) (4.289)
• Negation
Die Teilfunktionen der Ergebnisfunktion werden nach (4.210)-(4.213) berechnet. Da
die Teilfunktionen der Ergebnisfunktion sich unmittelbar aus den Teilfunktionen der
zu negierenden Funktion ergeben, ko¨nnen die Berechnungen in konstanter Zeit durch-
gefu¨hrt werden (4.290).
fwc = fac = 4c = Owc(c) = Oac(c) (4.290)
• Disjunktion
Aus den fu¨r die Berechnung der Teilfunktionen f−, f0, f1 und f= genutzten Formeln
(4.219)-(4.222) folgt, dass neun konjunktive und eine disjunktive Verknu¨pfungen mit
jeweils zwei Terna¨rvektorlisten mit NA/3 und NB/3 Zeilen in worst case und mit
NA/6 und NB/6 Zeilen in average case durchzufu¨hren sind. Weitere 6 disjunktive
Verknu¨pfungen werden in konstanter Zeit durchgefu¨hrt. Eine Berechnung des Ge-
samtaufwands und der Komplexita¨tsordnung fu¨r worst und average case ist damit
nach (4.288) und (4.289) mo¨glich.
In die Abbildungen 4.19 und 4.20 wurden die fu¨r die Durchfu¨hrung der Konjunktion
und Disjunktion aus zwei Zufallsfunktionen beno¨tigten Zeiten aufgenommen. Die Ergebnis-
se der Konjunktion zweier in 4 Teile zerlegten Funktionen verschlechtern sich geringfu¨gig
gegenu¨ber den Ergebnissen der Konjunktion der in 3 Teile zerlegten Funktionen. Im Ver-
gleich zur Konjunktion nicht zerlegter Funktionen konnten aber insbesondere bei gro¨ßeren
Funktionen auch dann noch bessere Ergebnisse erzielt werden. Eine wesentliche Verbes-
serung wurde bei Disjunktion nachgewiesen, wenn die Zerlegung von Funktion nicht in 3
sondern in 4 Teile erfolgte. Wie mit Untersuchungen von Zufallsfunktionen fu¨r die Operati-
on Negation belegt werden konnte, war der Rechenzeitbedarf erwartungsgema¨ß fu¨r zerlegte
Funktionen praktisch gleich Null.
4.3 Analyse der rekursiven Anwendung
Die rekursive Zerlegung nach (4.27) bzw. nach (4.162) bedeutet, dass jede der Funktionen
f−(x0), f0(x0) und f1(x0) bzw. bei der 4-Zerlegung auch die Funktion f=(x0)) in weitere






























Abbildung 4.20: Berechnungszeit fu¨r Operation Disjunktion
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Abbildung 4.22: Rekursive 4-Zerlegung der Funktion f(x1, x2, x3, x4) in Teilfunktionen
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Abbildung 4.23: Anzahl der Konjunktionen der rekursiv 3-zerlegten Zufallsfunktionen.
3 oder 4 Teilfunktionen aufgespaltet wird. Dabei entsteht eine baumartige Struktur mit
Knoten, die aus Verweisen auf die Funktionen der weiteren Zerlegungsebene und der Zerle-
gungsvariable bestehen. An den Bla¨ttern des Baums bleiben die nicht weiter zu zerlegenden
Funktionen, die z. B. durch TVL dargestellt werden ko¨nnen. In den Abbildungen 4.21 und
4.22 sind die Ergebnisse der rekursiven Zerlegung in 3 (Abbildung 4.21) und 4 Teilfunktio-
nen (Abbildung 4.22) der Funktion (4.48) nach den Variablen x1 und x2 dargestellt.
Nachfolgend wird die Beanspruchung der Ressourcen des Rechners im Fall der rekursi-
ven Zerlegung analysiert, wobei der Speicherplatzbedarf und die fu¨r die Durchfu¨hrung der
Operationen beno¨tigte Rechenzeit den Schwerpunkt der Untersuchung bilden.
Bezu¨glich des Speicherplatzbedarfs sind folgende Sachverhalte festzustellen:
• 3-Zerlegung:
– Wie im Abschnitt 4.1.3 beschrieben, folgt aus der Orthogonalita¨t der Funktio-
nen f−(x0), f0(x0) und f1(x0) die Tatsache, dass die drei als TVL dargestellten
Funktionen in der Summe in worst case nicht u¨ber mehr Zeilen als die maximale
Anzahl der Terna¨rvektoren der nicht zerlegten Funktion verfu¨gen ko¨nnen. Auch
bei einer rekursiven Zerlegung bleibt die Orthogonalita¨t aller Teilfunktionen er-
halten. D. h. auch fu¨r die rekursiv zerlegte Funktion kann die maximale Anzahl
der Terna¨rvektoren aller Teilfunktionen den Wert 2n−1 nicht u¨berschreiten.
– In average case reduziert jede 3-Zerlegung einerseits die Anzahl der Zeilen je-
der einzelnen Teilfunktion um das 2-fache, anderseits vergro¨ßert sich die Anzahl
der Teilfunktion mit jeder Zerlegung auf den 3-fachen Wert. Wird in Analogie
zu 4.1.3 unterstellt, dass eine TVL im Mittel nur u¨ber die Ha¨lfte der maxi-
mal mo¨glichen Zeilen verfu¨gt, werden fu¨r die TVL der nicht zerlegten Funktion
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Abbildung 4.24: Anzahl der Konjunktionen der rekursiv 4-zerlegten Zufallsfunktionen.
2n−2 und fu¨r die Terna¨rvektorlisten der m-mal zerlegten Funktion 3m · 2n−2−m
Zeilen erhalten. Das bedeutet, zur Darstellung einer Boolschen Funktion durch
Teilfunktionen werden unter Umsta¨nden mehr Terna¨rvektoren beno¨tigt als zur
Darstellung durch eine TVL.
– Praktische Untersuchungen mit Zufallsfunktionen besta¨tigen diese U¨berlegun-
gen. Die schon im Abschnitt 4.1.3 beschriebenen, als Terna¨rvektorlisten darge-
stellten Zufallsfunktionen wurden hier weiter bis zu TVL mit 10 und 7 Varia-
blen rekursiv zerlegt. Die Ergebnisse der Untersuchung sind in der Abbildung
4.23 dargestellt. Die Deckungsgleichheit der Kurven fu¨r TVL mit 7 bzw. 10 Va-
riablen verhinderte die Darstellung beider Abha¨ngigkeiten. Aus dem Vergleich
der Abbildungen 4.7 und 4.23 ist ersichtlich, dass wa¨hrend die erste Zerlegung
zu einer Reduzierung des Speicherplatzbedarfes fu¨hrt, beeinflussen die weiteren
Zerlegungen die Ergebnisse immer weniger, so dass die Ergebnisse fu¨r die bis 10
und 7 Variablen zerlegten TVL praktisch nicht zu unterscheiden sind.
• 4-Zerlegung:
– Im Abschnitt 4.2.3 wurde festgestellt, dass die Teilfunktionen der in 4 Teile zer-
legten Funktion in der Summe nicht u¨ber mehr als 2n−1 Terna¨rvektoren verfu¨gen
ko¨nnen. Die vier Teilfunktionen beschreiben vollsta¨ndig einen Booleschen Raum
mit n− 1 Variablen, wobei in einem Booleschen Raum mit n− 1 Variablen ma-
ximal soviele verschiedene Bina¨rvektoren mo¨glich sind. Die Orthogonalita¨t der
Funktionen ist die Ursache, dass jeder Bina¨rvektor nur in einer Funktion auftre-
ten kann. Die folgende Zerlegung der Teilfunktionen in weitere vier Teilfunktio-
nen erfordert die vierfache vollsta¨ndige Beschreibung eines Booleschen Raums
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mit n − 2 Variablen. Damit bestehen die 16 Teilfunktionen in der Summe aus
maximal 4 · 2n−2 Zeilen, wie auch am Beispiel der Funktion (4.48) zu sehen ist.
Wird diese Funktion nach den Variablen x1 und x2 zerlegt, so entstehen auf der
unteren Zerlegungsebene die Funktionen f−=(x3, x4), f0=(x3, x4), f1=(x3, x4)
und f==(x3, x4), die sich zum Teil u¨berdecken (siehe Abbildung 4.22). Die ge-
samte Zeilenzahl der m-mal zerlegten Funktion (m ≥ 1) kann in worst case mit
dem Wert 4m−1 · 2n−m = 2n−2+m abgescha¨tzt werden. D. h. durch jede weitere
Zerlegung (außer der ersten) verdoppelt sich die gesamte Zeilenzahl.
– Fu¨r average case gelten die gleichen U¨berlegungen wie fu¨r worst case. Im Ge-
gensatz zu worst case ist jedoch zu unterstellen, dass die Terna¨rvektorlisten nur
u¨ber die Ha¨lfte der maximal mo¨glichen Zeilen verfu¨gen. Damit ergibt sich eine
Gesamtzeilenzahl der m-mal zerlegten Funktion von 4m−1 · 2n−1−m = 2n−3+m.
– Auch hier wurden die oben aufgefu¨hrten U¨berlegungen durch Untersuchungen an
Zufallsfunktionen besta¨tigt (siehe Abbildung 4.24). Aus dem Vergleich der Abbil-
dungen 4.18 und 4.24 folgt, dass die erste Zerlegung die erwartete unwesentliche
Vera¨nderung des Speicherplatzbedarfes verursacht und weitere Zerlegungen den
Speicherplatzbedarf um ca. 2m−1 vergro¨ßeren.
Die Analysen des Speicherplatzbedarfs haben gezeigt, dass fu¨r eine Untersuchung der
rekursiven 4-Zerlegung auf Grund des außerordentlichen Anstiegs des Speicherplatzbedarfs
keine praktische Notwendigkeit besteht. Die Reduzierung des Speicherplatzbedarfs fa¨llt bei
einer rekursiven 3-Zerlegung nur gering aus. Eine derartige Zerlegung wu¨rde sich damit
nur in dem Fall lohnen, wenn die Durchfu¨hrung der Operationen zwischen zwei rekur-
siv 3-zerlegten Funktionen zu besseren Ergebnissen als zwischen zwei einmalig 3-zerlegten
Funktionen fu¨hrt. Diese U¨berlegung begru¨ndet auch die nachfolgende Abscha¨tzung der Re-
chenzeit fu¨r die Operation Konjunktion.
Aus den Formeln (4.101), (4.102) und (4.103) ist ersichtlich, dass fu¨r die Berechnung der
Teilfunktionen f−(x0), f0(x0) und f1(x0) 7 konjunktive Verknu¨pfungen beno¨tigt werden.
Werden die mit den Formeln (4.101) - (4.103) beschriebenen Algorithmen rekursiv m-mal
verwendet, sind fu¨r die Konjunktion der zerlegten Funktionen 7m Verknu¨pfungen notwen-








2·3m Zeilen in average case durchgefu¨hrt.
Da disjunktive Verknu¨pfungen in konstanter Zeit durchgefu¨hrt werden, finden sie hier kei-
ne Beru¨cksichtigung. Der gesamte Berechnungsaufwand kann damit fu¨r worst case nach
(4.291) und fu¨r average case nach (4.292) berechnet werden.
fwc = 7m × NA3m ×
NB
3m
= (7/9)m ×NA ×NB (4.291)
fac = 7m × NA2 · 3m ×
NB
2 · 3m
= 1/4× (7/9)m ×NA ×NB (4.292)
Der mit den Formeln (4.291) und (4.292) berechnete Aufwand bezieht sich nur auf die
Durchfu¨hrung der TVL-Operationen. Bei den Operationen mit rekursiv zerlegten Funktio-
nen entsteht zusa¨tzlicher Aufwand fu¨r den Zugriff auf die Funktionen einer Baumstruktur.
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Aus den Formeln (4.291) und (4.292) geht hervor, dass sich der Berechnungsaufwand fu¨r
die Konjunktion der rekursiv 3-zerlegten Funktionen mit jeder Zerlegung reduziert, obgleich
mit der ersten 3-Zerlegung der gro¨ßte Effekt erzielt wird. Aus der Analysen des Abschitts
4.1.3 ist bekannt, dass wa¨hrend fu¨r die Berechnung einer Konjunktion nur 7 konjunktive
Verknu¨pfungen mit Teilfunktionen beno¨tigt werden, sind zur Berechnung einer Disjunktion






2 die 10 konjunktiven
bzw. disjunktiven Verknu¨pfungen durchzufu¨hren (siehe Formeln (4.71)-(4.73)). Der mit
den Formeln (4.158) und (4.159) eingescha¨tzte Berechnungsaufwand ist vertretbar bei einer
erstmaligen Zerlegung, bei der rekursiven Dekomposition jedoch wu¨rde die Zunahme der
Anzahl der Verknu¨pfungen schneller erfolgen als die entgegenwirkende Verringerung der
Gro¨ße der Teilfunktionen. Damit ist bei der rekursiven Disjunktion die umgekehrte Tendenz
als bei der rekursiven Konjunktion zu beobachten: der Berechnungsaufwand steigt mit jeder
weiteren Zerlegung, obgleich weniger als bei der ersten 3-Zerlegung.
Aus dem Vergleich der einmaligen 3- und 4-Zerlegungen ist bekannt, dass die Konjunkti-
on zweier 4-zerlegten Funktionen mehr Zeit beno¨tigt als die Konjunktion zweier 3-zerlegten
Funktionen (siehe Formeln (4.150) und (4.152) und Formeln (4.288) und (4.289)). Als Ur-
sache ist zu nennen, dass die Konjunktion der 4-zerlegten Funktionen zusa¨tzliche Zeit fu¨r
die Berechnung der 4. Funktion beno¨tigt. Damit mu¨ssen neben den 7 konjunktiven Ver-
knu¨pfungen fu¨r die Berechnung der Funktionen f−(x0), f0(x0) und f1(x0) zwei konjunktive
Verknu¨pfungen und eine disjunktive Verknu¨pfung (zwischen f=1 und f
=
2 Funktionen) nach
(4.241) fu¨r die Berechnung der Funktion f=(x0) durchgefu¨hrt werden. Die weiteren dis-
junktiven Verknu¨pfungen bleiben unberu¨cksichtigt, da sie in konstanter Zeit durchgefu¨hrt
werden. Folglich ergeben sich fu¨r die rekursiv zerlegten Funktionen insgesamt 10m Ver-
knu¨pfungen. Die Verknu¨pfungen werden dabei mit jeweils zwei Terna¨rvektorlisten mit NA3m




2·3m Zeilen in average case durchgefu¨hrt.
Der gesamte Berechnungsaufwand kann fu¨r worst case nach (4.293) und fu¨r average case
nach (4.294) berechnet werden.
fwc = 10m × NA3m ×
NB
3m
= (10/9)m ×NA ×NB (4.293)
fac = 10m × NA2 · 3m ×
NB
2 · 3m
= (10/9)m × 1/4×NA ×NB (4.294)
Eine Verbesserung des Berechnungsaufwands fu¨r die Negation einer rekursiv 4-zerlegten
Funktion gegenu¨ber einer einmalig 4-zerlegten Funktion ist nicht mo¨glich, da die Negation
in konstanter Zeit durchgefu¨hrt wird (siehe Formel (4.290)).
Aus den oben aufgefu¨hrten Analysen ist zusammenfassend herauszustellen:
• Die rekursive 3-Zerlegung bewirkt im Vergleich zu einer einmaligen 3-Zerlegung nur
eine sehr geringe Reduzierung des Speicherplatzbedarfes bei der Darstellung einer
Booleschen Funktion. Die Operationen mit rekursiv 3-zerlegen Funktionen sind im
Vergleich zu Operationen mit einmalig 3-zerlegten Funktionen unwesentlich weniger
zeitaufwendig. Insgesamt erweist sich damit die rekursive 3-Zerlegung als wenig sinn-
voll.
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• Die rekursive 4-Zerlegung fu¨hrt im Vergleich zu einer einmaligen 4-Zerlegung zu einem
extremen Anstieg des Speicherplatzbedarfes. Daru¨ber hinaus sind die Operationen
mit den rekursiv 4-zerlegten Funktionen zeitaufwendiger, so dass auch diese rekursive
Zerlegung sich fu¨r die Darstellung einer Booleschen Funktion als ungeeignet erweist.
4.4 Optimierung
4.4.1 Berechnung der Teilfunktionen
Beim Zerlegen einer Booleschen Funktion in drei bzw. vier Teilfunktionen, mu¨ssen die Teil-
funktionen f0(x0), f1(x0), f−(x0) und f=(x0) nach (4.21), (4.22), (4.20) und (4.161) ent-
sprechend ihrer Definition berechnet werden. Fu¨r die Teilfunktionen f−(x0) und f=(x0)
kann die Berechnung auch nach den Formeln (4.295) und (4.296) erfolgen, die die Operatio-
nen Minimum und Maximum statt der Operation Ableitung verwenden. Die Korrektheit
der Formeln folgt unmittelbar aus (2.16).
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Eine weitere Mo¨glichkeit, die Berechnung der Teilfunktionen f0(x0), f1(x0) und f−(x0)
zu beschleunigen besteht in der Verwendung der Operationen Konjunktion und Diffe-
renz. Aus dem Vergleich der Teilfunktion der Tupel-Dekomposition mit den Funktionen
der Shannon-Dekomposition (siehe Abbildung 4.11) ist zu sehen, dass die Teilfunktionen
f0(x0), f1(x0) und f−(x0) nach (4.297), (4.298) und (4.299) berechnet werden ko¨nnen. Die
Operation Maximum ist nur zum Entfernen der Variable xi aus den Teilfunktionen f0(x0),
f1(x0) und f−(x0) notwendig. Die Teilfunktion sind von der Variable xi unabha¨ngig.
f−(x0) = max
xi
(f(x0, xi = 0) · f(x0, xi = 1)) (4.297)
f0(x0) = max
xi
(f(x0, xi = 0) \ f(x0, xi = 1)) (4.298)
f1(x0) = max
xi
(f(x0, xi = 1) \ f(x0, xi = 0)) (4.299)
Mit der Zielstellung, die aus Sicht der Bearbeitungszeit gu¨nstigste Berechnungsvorschrift
fu¨r die Teilfunktionen zu ermitteln, wurden die schon in den Abschnitten 4.1.3 und 4.2.3
verwendeten Zufallsfunktionen entsprechend der Formeln (4.295), (4.21) und (4.22), sowie
(4.297), (4.298) und (4.299) zerlegt und der beno¨tigte Zeitaufwand gemessen. Die Ergeb-
nisse der Untersuchungen sind in der Abbildung 4.25 dargestellt. Die Teilfunktion f=(x0)
wurde in beiden Fa¨llen nach (4.296) berechnet, so dass die Zeit fu¨r die Berechnung dieser
Funktion nicht beru¨cksichtigt werden musste. Der Abbildung ist zu entnehmen, dass durch
die Anwendung der Operationen Konjunktion und Differenz an Stelle der Ableitungsopera-
tionen die Berechnungszeiten reduziert werden ko¨nnen. Die durchschnittliche Reduzierung
betra¨gt 33%.
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Abbildung 4.25: Verwendung von verschiedenen Algorithmen
4.4.2 Durchfu¨hrung der Tupeloperationen
Wie aus den Abschnitten 4.1.2 und 4.2.2 bekannt, werden bei der Durchfu¨hrung der Tu-
peloperationen Teilfunktionen des Ergebnisses durch mehrere unterschiedliche Verknu¨pfun-
gen (Negationen, Konjunktionen und Disjunktionen) zwischen den Teilfunktionen der zu
verknu¨pfenden Funktionen berechnet. Ein Teil der Negationen und Disjunktionen ko¨nnen
durch andere, hinsichtlich Zeitaufwand gu¨nstigere, Operationen ersetzt werden. In den Teil-
berechnungen der Tupeloperationen Negation, Disjunktion, Antivalenz und A¨quivalenz zwi-
schen den in drei Teilfunktionen zerlegten Funktionen ist z. B. die Operation Differenz an
Stelle der Negation mo¨glich.
Die Operation Negation von F (NEG(F)) ist im XBOOLE-System intern als Differenz
einer 1-Funktion und der Terna¨rvektorliste F realisiert [BoSt91]. Die 1-Funktion umfasst
alle im gegebenen Booleschen Raum mo¨glichen Bina¨rvektoren und wird als TVL mit ei-
nem Terna¨rvektor, der nur Strichelemente entha¨lt, dargestellt. Werden aus dieser Liste alle
Bina¨rvektoren der Terna¨rvektorliste F entfernt, so ergibt sich die negierte Terna¨rvektorli-
ste. Fu¨r die negierten Teilfunktionen der zerlegten Funktion gilt auch, dass sie durch die
Differenz zwischen 1-Funktion und den Teilfunktionen berechnet werden ko¨nnen.
Aus der Abbildung 4.26 ist ersichtlich, dass der in den Formeln fu¨r die Teilfunktionen der
Tupeloperationen Negation, Disjunktion, Antivalenz und A¨quivalenz (4.50), (4.72)-(4.73),
(4.115)-(4.117) und (4.133)-(4.135) verwendete Ausdruck f¯−f¯0f¯1 durch die Differenz zwi-
schen der 1-Funktion mit den Teilfunktionen f−, f0 und f1 ersetzt werden kann (4.300).
f¯−f¯0f¯1 = 1\f−\f0\f1 = f¯−\f0\f1 (4.300)
Diese Mo¨glichkeit wurde bei allen im Abschnitt 4.1.3 beschriebenen Untersuchungen
genutzt und in den Aufwandabscha¨tzungen der Tupeloperationen (Formeln 4.155, 4.157,












Abbildung 4.26: Verha¨ltnis zwischen den Teilfunktionen der Tupel-Dekomposition und den
negierten Teilfunktionen
Eine andere Mo¨glichkeit die fu¨r die Durchfu¨hrung der Tupeloperation beno¨tigte Zeit
zu verringern ergibt sich aus der Orthogonalita¨t der Teilfunktionen. Fu¨r die Berechnung
der Teilfunktionen des Ergebnisses der Tupeloperationen Negation, Disjunktion, Antivalenz
und A¨quivalenz zwischen den in drei (4.50)-(4.52), (4.71)-(4.73), (4.101)-(4.103), (4.115)-
(4.117) und (4.133)-(4.135) bzw. in vier Teilfunktionen zerlegten Funtionen (4.210)-(4.213),
(4.219)-(4.222), (4.238)-(4.241), (4.254)-(4.257) und (4.271)-(4.274) sind mehrere disjunk-
tive Verknu¨pfungen von Konjunktionen der Teilfunktionen notwendig.
Zur Realisierung dieser disjunktiven Verknu¨pfungen kann die XBOOLE-Operation Dis-
junktion eingesetzt werden. Die XBOOLE-Operation Disjunktion besteht intern aus den
Operationen Verketten und Orthogonalisieren. Bei der Operation Verketten werden die
Terna¨rvektorlisten variablengerecht und ohne weiteren Umformungen zusammengefu¨gt und
bilden die neue Terna¨rvektorliste. Im allgemeinen geht bei dieser Operation die Orthogona-
lita¨t verloren. Um die Orthogonalita¨t des Ergebnisses beizubehalten wird nachfolgend die
Operation Orthogonalisieren durchgefu¨hrt.
Die Disjunktionen in den Formeln (4.50)-(4.52), (4.71)-(4.73), (4.101)-(4.103), (4.115)-
(4.117), (4.133)-(4.135), (4.210)-(4.213), (4.219)-(4.222), (4.238)-(4.241), (4.254)-(4.257) und
(4.271)-(4.274) mit Ausnahme der Disjunktion f−1 ∨ f−2 in den Formeln (4.71) und (4.219)
und der Disjunktion f=1 ∨ f=2 in der Formel (4.238) werden zwischen den orthogonalen
Konjunktionen durchgefu¨hrt und mu¨ssen nicht nachtra¨glich orthogonalisiert werden.
Die Operation Verketten wurde in den in Abschnitten 4.1.3 und 4.2.3 beschriebenen
Untersuchungen an Stelle der Disjunktion verwendet und in den Aufwandabscha¨tzungen




Im Kapitel 4 wurde beschrieben, wie eine Boolesche Funktion durch ein Tupel aus Boole-
schen Funktionen dargestellt werden kann. Die Elemente des Tupels sind wiederum Funk-
tionen, die als Ergebnis einer Dekomposition dieser Funktion nach den in den Abschnitten
4.1.1 und 4.2.1 beschriebenen Prinzipien (siehe die Sa¨tze 4.3 und 4.15) entstanden sind. Die
Darstellung einer Booleschen Funktion durch einen Tupel aus mehreren Funktionen fu¨hrt
zu der Notwendigkeit, bei den Verknu¨pfungen der zerlegten Funktionen mit den Booleschen
Operationen Negation, Konjunktion, Disjunktion, Antivalenz und A¨quivalenz statt nur eine
Verknu¨pfung mehrere Verknu¨pfungen auf die Elementen des Tupels anzuwenden. Im den
Abschnitten 4.1.2 und 4.2.2 wurden die Algorithmen zur Durchfu¨hrung der Operationen mit
den nach Formeln (4.27) und (4.162) zerlegten Funktionen beschrieben. In den Abschitten
4.1.3 und 4.2.3 wurde der dazu beno¨tigte Aufwand abgescha¨tzt.
Es wurde festgestellt, dass z. B. bei der Durchfu¨hrung der Tupeloperationen Antivalenz
und A¨quivalenz der in vier Teilfunktionen zerlegten Funktionen 16 konjunktive und 12 dis-
junktive Verknu¨pfungen erforderlich sind (siehe Formeln (4.254)-(4.257) und 4.271-4.274).
Nach Einscha¨tzungen auf der Grundlage der in den Abschnitten 4.1.3 und 4.2.3 gewonnenen
Erkenntnisse, ist der Hauptaufwand auf die Durchfu¨hrung der Konjunktionen und einiger
weniger Disjunktionen zuru¨ckzufu¨hren. Zum Beispiel fu¨hrt die Anwendung der Operation
Disjunktion auf die in drei Teilfunktionen zerlegten Funktionen zu der Disjunktion f1−∨f2−





































1 (siehe Formeln (4.71)-4.73). Fu¨r die in analoger Form angewendete Operation
Konjunktion sind das die Konjunktionen f1−f2−, f1−f20, f10f2−, f10f20, f1−f21, f11f2−
und f11f21 (siehe Formeln (4.101)-(4.103)). Die Durchfu¨hrung von allen weiteren Disjunk-
tionen in den Formeln (4.71)-(4.73) und (4.101)-(4.103) beno¨tigt, wie in den Abschnitten
4.1.3 und 4.4.2 schon festgestellt wurde, konstante Zeiten. Es wurde nachgewiesen, dass
auch bei allen anderen Tupeloperationen der gro¨ßte Zeitaufwand fu¨r die Durchfu¨hrung der
konjunktiven Verknu¨pfungen erforderlich ist.
Bei den in den Abschitten 4.1.3 und 4.2.3 aufgefu¨hrten praktischen Untersuchungen
werden die konjunktiven Verknu¨pfungen der Tupeloperationen sequentiell ausgefu¨hrt. Zum
Beispiel wird bei der Tupeloperation Konjunktion zuerst die Teilfunktion f3− der Ergebnis-
funktion f3 als f1−f2− berechnet (siehe Abbildung 5.1). Anschließend werden fu¨r die Be-














1 = h4 ∨ h5 ∨ h6




























0 = h1 ∨ h2 ∨ h3
f3
1 = h4 ∨ h5 ∨ h6
Abbildung 5.2: Parallele Ausfu¨hrung der Tupeloperation Konjunktion
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ausgefu¨hrt und disjunktiv verknu¨pft. Zuletzt wird die Funktion f31 berechnet, indem die
drei Konjunktionen f1−f21, f11f2− und f11f21 nacheinander berechnet und anschließend
disjunktiv verknu¨pft werden.
Wesentlich ist die Erkenntnis, dass die fu¨r die Berechnung der Teilfunktionen beno¨tigten
Konjunktionen unabha¨ngig voneinander bearbeitet werden. Somit ist die Mo¨glichkeit gege-
ben, die Berechnungen parallel auszufu¨hren. Folgerichtig kann die Berechnung der 7 Kon-
junktionen, die im Ergebnis der Tupeloperation Konjunktion erforderlich wurden, ebenfalls
parallel bearbeitet werden (siehe Abbildung 5.2). Die letzten Schritte der Berechnungen
der Funktionen f30 und f31, die die disjunktiven Verknu¨pfungen der zuvor berechneten
Konjunktionen beinhalten (in den Abbildungen 5.1 und 5.2 sind das die Berechnungen
f3
0 = h1 ∨ h2 ∨ h3 und f31 = h4 ∨ h5 ∨ h6), ko¨nnen auch unabha¨ngig voneinander und da-
mit parallel ausgefu¨hrt werden. Da diese Berechnungen unabha¨ngig von der Gro¨ße der zu
verknu¨pfenden Funktionen in konstanter Zeit durchgefu¨hrt werden (siehe Abschnitte 4.1.3
und 4.4.2) und die verteilte Verarbeitung mit den zusa¨tzlichen Zeitaufwendungen z. B.
fu¨r Datenu¨bertragung verbunden ist, wa¨re die parallele Verarbeitung hier unbegru¨ndbar.
Die gleichen U¨berlegungen gelten auch fu¨r die anderen Tupeloperationen, das heißt, diese




Die im Abschnitt 5.1 durchgefu¨hrte Analyse fu¨hrte zu der Schlussfolgerung, dass die in der
Arbeit untersuchte Problemstellung eine parallele Bearbeitung unabha¨ngiger Teilaufgaben
zula¨sst. Unter Bezugnahme auf die unter 2.4.2 gewonnenen Aussagen ist eine Eignung des
Client-Server Modells fu¨r eine rechentechnische Umsetzung gegeben. Wie bereits darge-
legt, sieht das Modell die Realisierung von Aufgaben durch einen oder mehrere Server vor,
wobei die Bearbeitung der Auftra¨ge durch Clients ausgelo¨st wird. Im Regelfall werden die
Clients und Server auf verteilter Technik laufen, da nur so die Vorzu¨ge der verteilten Ver-
arbeitung wie Verbesserung von Laufzeiten oder Zugriff auf verteilte Ressourcen genutzt
werden ko¨nnen. Den Vorteilen steht ein erho¨hter Implementierungsaufwand entgegen. Ins-
besondere sind u¨ber klar definierte Schnittstellen Daten zwischen den Clients und Servern
auszutauschen. Die beno¨tigten U¨bertragungszeiten mindern die Zeiteinsparung, die durch
die parallele Auftragsbearbeitung erreicht wird. Ein verbessertes Zeitverhalten wird folglich
nur bei verarbeitungsintensiven Problemstellungen zu erwarten sein.
Die Zeitmessungen im Abschnitt 5.3.2 belegen, dass diese Voraussetzung fu¨r den kon-
kreten Anwendungsfall zutrifft. An anderer Stelle durchgefu¨hrte Messungen von U¨bertra-
gungszeiten (Abschnitt 5.3.6) lassen die Schlussfolgerung zu, dass unter Beru¨cksichtigung
des im konkreten Anwendungsfall zu u¨bertragenden Datenvolumens ein spu¨rbar verbesser-
tes Zeitverhalten zu erwarten ist.
Die Datenu¨bertragung zwischen Client und Server wurde im Anwendungsfall auf der
Grundlage des Socket Interface des BSD UNIX [CoSt93] realisiert. Als U¨bertragungsproto-
koll wurde das Transmissions Control Protocol (TCP) genutzt. Da hierbei eine Synchronisa-
tion des Datenaustauschs zwischen Sender und Empfa¨nger erfolgt, handelt es sich um einen
blockierenden Nachrichtenaustausch. Die Art der ausgetauschten Informationen erfu¨llen die
















































































a a a a a a a a a a a a a a a a a a a a a a aff -
a a a a a a a a a a a a a a a a a a a a a a aff -
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a a a a aff - Datenaustausch u¨ber Sockets
q q q q q qff Informationsaustausch u¨ber Pipes
ff Anlegen Sohnprozesse Server
- Anlegen Sohnprozesse Client
Abbildung 5.3: Vereinfachte Darstellung des Steuerflusses
Fu¨r den Einsatz von Sockets spricht im Vergleich zur Anwendung von Middelware, mit
der die Implementierung verteilter Lo¨sungen unterstu¨tzt wird, insbesondere die Verfu¨gbar-
keit auf unterschiedlichen Plattformen. Die den Compilern zur Verfu¨gung stehenden Biblio-
theken, die eine verteilte Verarbeitung auf der Basis von Sockets zulassen, sind auf allen
ga¨ngigen UNIX- sowie Windowsystemen vorhanden. Eine Portierung der Lo¨sung auf andere
Plattformen ist daher ohne zusa¨tzliche Aufwendungen problemlos mo¨glich.
TCP ist ein verbindungsorientierter Transportdienst, der eine zuverla¨ssige Datenu¨ber-
tragung garantiert. Folgerichtig werden die Daten mit TCP verlustfrei, ohne zusa¨tzliche
Duplikate und in der gesendeten Folge beim Empfa¨nger bereitgestellt. TCP nimmt eventuell
notwendige Fehlerkorrekturen selbsta¨ndig vor und leitet die erneute Anforderung verfa¨lsch-
ter oder verloren gegangener Daten ein. Das Protokoll greift dabei auf das Sliding-Window-
Verfahren [Tan96] zuru¨ck. Der korrekte U¨bertragungsverlauf wird im Verfahren unter Be-
zugnahme auf Sequenz- und Quittungsnummern beurteilt.
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5.2.2 Struktur des Client-Server-Systems
Die unabha¨ngig voneinander durchfu¨hrbaren Teilberechnungen sind durch einen unter-
schiedlich hohen Rechenaufwand gekennzeichnet und fu¨hren zu Teilergebnissen, die nach-
folgend fu¨r die Ermittlung des Gesamtresultats beno¨tigt werden. Bezu¨glich der Bearbei-
tungsreihenfolge der Teilberechnungen bestehen keine Einschra¨nkungen, so dass neben ei-
ner sequentiellen Bearbeitung in beliebiger Folge auch eine vollsta¨ndige oder eingeschra¨nkte
Parallelisierung mo¨glich ist. Genau der zuletzt genannte Umstand ist zutreffend, wenn die
Zahl der parallel ausfu¨hrbaren Teilaufgaben die Anzahl verfu¨gbarer Server u¨bersteigt.
Eine Anforderung an die allgemeingu¨ltige Verarbeitungsstruktur des Systems besteht in
der Anpassung des Verarbeitungsablaufs an die aktuelle Aufgabenstruktur und die verfu¨gba-
re Rechentechnik. Das bedeutet, beim Clientstart mu¨ssen neben den Daten der unabha¨ngig
voneinander lo¨sbaren Teilaufgaben die verfu¨gbaren Server bekannt sein. In der vorliegenden
Implementierung wurde das durch Argumentu¨bergabe beim Clientaufruf realisiert.
Die Abbildung 5.3 gibt einen na¨heren U¨berblick des Zusammenwirkens eines Clien-
tes und der genutzten Server. Um ein verbessertes Zeitverhalten zu erreichen, wird die
Problemstellung nach dem Start eines Clientes die parallele Inanspruchnahme mehrere Ser-
ver erfordern. Folglich wird der Client ein nebenla¨ufiges Abarbeitungsverhalten aufweisen
mu¨ssen, wobei jeweils innerhalb eines Sohnprozesses des Clientes die Kommunikation zu
genau einem Server gesichert wird. Der Lebenszyklus der Sohnprozesse erstreckt sich auf
die Zeitdauer der Datenu¨bertragung einschließlich der Bearbeitungszeit des Servers. Erst
nach der Ru¨cku¨bertragung der Ergebnisdaten vom Server zum Client kann der jeweilige
Sohnprozess terminiert werden.
Fu¨r die konkrete Implementierung bedeutet das, nach dem Clientstart werden die Tei-
laufgaben in der Reihenfolge ihrer Bereitstellung in der Argumentliste den verfu¨gbaren
Servern zugeteilt. Das Ansteuern der Server erfolgt innerhalb der Sohnprozesse. Der se-
quentielle Verarbeitungsanteil bleibt daher auf das Anlegen der Prozesskopien beschra¨nkt.
Im Regelfall u¨bersteigt die Zahl der Teilaufgaben die verfu¨gbare Serverzahl. Ein voll-
sta¨ndiges Zuweisen der Aufgaben zu Servern ist dann im ersten Verarbeitungsschritt nicht
mo¨glich. Im weiteren Verarbeitungsablauf wird u¨ber ein Steuerungspipe von den Sohn-
prozessen an den wartenden Vaterprozess dann eine Nachricht u¨bermittelt, wenn u¨ber die
Socket-Verbindung vom Server die Ergebnisdaten der betreffenden Teilaufgabe eingegangen
sind. Dieses Hergehen sichert, dass unterschiedlich große Bearbeitungszeiten der Server nicht
zu Verzo¨gerungen fu¨hren. Vielmehr werden unmittelbar nach dem Eingang der Fertigstel-
lungsnachricht u¨ber ein prozessspezifisches Datenpipe die Teilergebnisse zum Vaterprozess
u¨bertragen. Liegen noch unbearbeitete Teilaufgaben vor, erfolgt in Analogie zum beschrie-
benen Vorgehen die U¨bertragung der na¨chsten Aufgabe an diesen Server, indem innerhalb
eines weiteren Sohnprozesses die Serveransteuerung und der Datenaustausch erfolgt.
In einer anderen Clientvariante wurde die Ru¨cku¨bertragung der Daten vom Server und
das Auslo¨sen der na¨chsten Aufgabe ebenfalls parallelisiert, d. h. es werden bereits wa¨hrend
des Empfangs der Ergebnisdaten Eingangsdaten zum gleichen Server u¨bermittelt. Da die
U¨bertragungszeiten der Daten im Vergleich zum Rechenaufwand nur wenig ins Gewicht
fallen, war jedoch durch dieses Vorgehen keinen spu¨rbare Verbesserung des Gesamtzeitver-
haltens nachweisbar.
Die Berechnung des Gesamtergebnisses ist erst nach dem erfolgreichen Abschluss des
letzten Teilauftrags mo¨glich. Bereits nach der Beendigung jedes Teilauftrags wurden die
Resultate dem Vaterprozess zur Verfu¨gung gestellt, so dass die Voraussetzungen fu¨r die
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Ermittlung des Gesamtergebnisses zu diesem Zeitpunkt gegeben sind.
Die Kommunikation zwischen Vater- und Sohnprozessen u¨ber den gemeinsamen Steue-
rungspipe und die Datenu¨bertragung durch prozessspezifische Datenpipes sichert die ge-
ordnete Datenbereitstellung in der Folge ihres Eingangs von den Servern.
Serverseitig wurde zuna¨chst eine iterative Arbeitsweise vorgesehen. Als Konsequenz er-
gab sich, dass ein Server genau einen Auftrag in der Zeiteinheit bearbeiten konnte. Bei
mehrfacher Ansteuerung hatte dieses Herangehen ein Einordnen weiterer Auftra¨ge in eine
Warteschlage zur Folge, was schließlich zu einer sequentiellen Auftragsbearbeitung fu¨hrte.
Die Optimierungsbestrebungen bei der Datenu¨bergabe aber auch ein erweitertes Versuchs-
szenarium erforderte serverseitige Maßnahmen zur Parallelisierung, das heißt auch hier war
eine Nebenla¨ufigkeit erforderlich. Die einzuleitenden Schritte gestalteten sich einfach, da bei
jedem Auftragseingang nur eine Prozesskopie angelegt werden musste. Ohne Ru¨ckkopplung
zum Vaterprozess wird innerhalb dieser Kopie die Bereitstellung der Eingangsdaten, die
Auftragsbearbeitung und das Senden der Resultate realisiert. Ein Terminieren des Sohn-
prozesses erfolgt nach dem Abschluss des Versendens der Resultatdaten.
5.2.3 Versuchsdurchfu¨hrung
Mit der Zielstellung die Bearbeitungszeiten zu minimieren wurden Aufgaben unterschied-
licher Komplexita¨t unter vera¨nderten Versuchsbedingungen getestet. Restriktionen waren
insbesondere durch die Leistungsfa¨higkeit und die Zahl der verfu¨gbaren Rechner gegeben.
Fu¨r einen Vergleich der Bearbeitungszeiten wurden Aufra¨ge wiederholt bearbeitet, wo-
bei zuna¨chst unterschiedliche Serverzahlen herangezogen wurden. Bei allen Tests bestand
die Einschra¨nkung, dass die Anzahl der Auftra¨ge die Serverzahl u¨berschritt. Ein weiterer
Aspekt bezog sich auf die mehrfache Bereitstellung eines Servers beim Clientstart, was eine
parallele Ansteuerung eines Servers zur Folge hatte. Damit wurde die Mo¨glichkeit gete-
stet, bereits im ersten Verarbeitungsschritt die Bearbeitung aller Teilaufgaben einzuleiten,
wobei jedoch eine paralle Bearbeitung mehrerer Teilaufgaben auf einem Rechner in Kauf
genommen werden musste. Aus den Messergebnissen sind Schlussfolgerungen fu¨r die Ver-
tretbarkeit dieses Herangehens zu gewinnen.
Mit dem Umstand der begrenzten Verfu¨gbarkeit leistungsfa¨higer Technik ist zu be-
gru¨nden, dass das Szenarium einen Start von Client und Server auf dem gleichen Rechner
vorsieht.
Im Sinne einer Optimierung der Auftragsbearbeitung ist die gezielte Zuweisung von
Aufgaben zu speziellen Servern und eine Einflussnahme auf die Bearbeitsreihenfolge zu ver-
stehen. Eine Mo¨glichkeit ist durch die Gestaltung der Argumente beim Clientstart gegeben,
da die Folge der Serveradressen und Eingangsdaten fu¨r die Ansteuerung der Server herange-
zogen wird. Prinzipiell erweist es sich als vorteilhaft, wenn die verfu¨gbaren Server mo¨glichst
gleich ausgelastet sind. Die Wartezeit auf noch ausstehende Teilberechnungen wird dadurch
minimiert und damit die Gesamtbearbeitungszeit reduziert. Nach einer Einscha¨tzung zu
erwartender Bearbeitungszeiten auf Basis des Eingangsdatenvolumens, sollten die zeitin-
tensiven Berechnungen vorrangig bearbeitet werden. Die Unabha¨ngigkeit der Teilaufgaben
liefert fu¨r dieses Vorgehen die Grundlage.
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5.3 Ergebnisse praktischer Untersuchungen
5.3.1 Versuchsbedingungen
Mit der Zielstellung eines Vergleichs der Verarbeitungszeiten bei vera¨nderten Bedingungen
wurden praktische Messungen in einem Subnetz mit 4 UNIX-Workstation unterschiedlicher
Leistungsfa¨higkeit durchgefu¨hrt.
Hostname Typ Anz. Prozessoren
Luna Ultra 10 1
Space Sparc Station 20 2
Ninive Ultra 1 1
Assur Sparc Station 20 2
Die Workstation wurden unter dem Betriebssystem Solaris betrieben, wobei die durch
den Einsatz gleichartiger Rechner erreichte Homogenita¨t bewusst angestrebt wurde. Da
die Problemstellung eine Verteilung von Teilberechnungen einer Gesamtoperation zum Ge-
genstand hat, besteht somit eine verbesserte Vergleichbarkeit. Weiterhin wurden erho¨hte
Aufwendungen bei der Implementierung der sehr speziellen Aufgabenstellung vermieden.
Schließlich kann unterstellt werden, dass im praktischen Einsatz in der Regel mehrere Rech-
ner gleichen Typs verfu¨gbar sind.
Als Eingangsdaten wurden fu¨r die Untersuchung Zufallsfunktionen mit 20 Variablen
herangezogen, die unterschiedliche Anzahl der Konjunktionen (oder in der TVL-Darstel-
lung: unterschiedliche Anzahl der Zeilen) enthalten.
5.3.2 Verteilte Verarbeitung auf zwei Servern
Fu¨r die ersten Untersuchungen wurden nur zwei Server genutzt, die auf den Rechner Luna
und Space installiert waren. Die unterschiedliche Leistungsfa¨higkeit der Rechner war Anlass,
zwei Versuchsreihen mit vera¨nderter Clientzuordnung durchzufu¨hren:
• Client auf Luna, je ein Server auf Luna und Space
• Client auf Space, je ein Server auf Luna und Space
Zum Vergleich wurde die Operation Tupelkonjuktion auch sequentiell auf beiden Rech-
nern durchgefu¨hrt und damit der Mittelwert der Verarbeitungszeiten ohne Verteilung der
Teilaufgaben gewonnen.
Die Tabelle 5.1 und die Abbildung 5.4 enthalten die Ergebnisse der Messungen. Es ist
zu beachten, dass in die Auswertungen grundsa¨tzlich die Mittelwerte beider Versuchsreihen
aufgenommen wurden.
In der Abbildung 5.4 sind die Zeiten, die fu¨r die Durchfu¨hrung der Operation Konjunk-
tion der je zwei Drei-Tupel-Funktionen beno¨tigt werden, in Abha¨ngigkeit von der mittleren
Zeilenzahl beider zu verknu¨pfenden Funktionen dargestellt. Die Tabelle 5.1 entha¨lt die
absolut gemessenen Gesamtbearbeitungszeiten in Abha¨ngigkeit zur Zeilenzahl. Durch die
Gegenu¨berstellung der sequentiellen und verteilten Verarbeitung (Spalten 3 und 4) konnte
die erreichte Zeitreduzierung in Prozent (Spalte 5) ausgewiesen werden.
Die Ergebnisse besta¨tigen die bereits unter 5.2.1 getroffene Annahme, dass eine Vertei-
lung erst bei gro¨ßeren Funktionen zu Zeiteinsparungen fu¨hrt. Die mittlere Berechnungszeit
bei einer Verteilung sinkt fu¨r die untersuchten Funktionen bis auf 54% im Vergleich zur
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Tabelle 5.1: Ergebnisse der verteilten Verarbeitung mit zwei Servern und der sequentiellen
Verarbeitung
Zeilenzahl sequent. verteilt sortiert Verbesserung
1.Funk. 2.Funk sek sek % sek % %
6844 6966 5 10 190 9 170 20
16503 16798 22 27 120 25 111 9
30372 30341 109 97 89 85 78 11
72580 73526 562 388 69 360 64 5
121663 121390 1282 808 63 779 61 2
171161 171637 2113 1321 63 1286 61 2
221095 221306 2952 1737 59 1771 60 -1
267380 268208 3726 2197 59 2198 59 0
311722 313228 4438 2527 57 2367 53 4
352719 354462 5031 2893 58 2775 55 3
391298 391227 5493 3252 59 3067 56 3
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Abbildung 5.4: Vergleich der verteilten Verarbeitung mit zwei Servern und der sequentiellen
Verarbeitung
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Bearbeitungszeit bei einer sequentiellen Verarbeitung. Abbildung und Tabelle lassen die
Tendenz erkennen, dass mit einer steigenden Funktionsgro¨ße die Verteilung eine weitere
Verbesserung der Bearbeitungszeiten im Vergleich zur sequentiellen Verarbeitung erwarten
la¨sst.
Der Verbesserung der Verarbeitungszeiten bei einer verteilten Verarbeitung steht der
vergro¨ßerte Overhead entgegen, der mit dem Verteilungsvorgang verbunden ist. Insbeson-
dere sind folgende Einflussgro¨ßen zu nennen:
• Datenu¨bertragung zwischen Client und Server u¨ber Sockets
• Informationsaustausch zwischen den einzelnen Prozessen des Clientes bzw. der Server
• Erho¨hter interner Verwaltungsaufwand durch Anlegen weiterer Prozesse und den da-
mit verbundenen Kontextwechsel
Unter Beru¨cksichtigung dieser Einflussfaktoren und der Tatsache, dass eine Parallelisie-
rung aller Verarbeitungsschritte auf Grund der Programmstruktur nicht mo¨glich ist, wird
die theoretisch erreichbare Halbierung der Verarbeitungszeit nicht mo¨glich sein.
5.3.3 Verteilte Verarbeitung auf zwei Servern mit optimierter Auftrags-
folge
Nachdem im Abschnitt 5.2.2 beschriebenen Szenarium werden die Auftra¨ge ohne Beru¨ck-
sichtigung ihrer Gro¨ße an die verfu¨gbaren Server verteilt, wobei von der Restriktion Anzahl
Auftra¨ge > Anzahl verfu¨gbarer Server ausgegangen wird. Im allgemeinen spielt die Reihen-
folge der Auftragsbearbeitung keine Rolle, da der Verarbeitungsalgorithmus die Bearbeitung
mehrerer kleinerer Auftra¨ge auf einem Server zula¨sst, wa¨hrend auf einem anderen Server
ein großer Auftrag bearbeitet wird.
Eine ungu¨nstige Verteilung von Auftra¨gen fu¨hrt jedoch dann zu einer erho¨hten Gesamt-
bearbeitungszeit, wenn der gro¨ßte Auftrag zuletzt bearbeitet wird. Die damit verbundene
ungleichma¨ßige Auslastung der Server fu¨hrt zwangsla¨ufig zu einer erho¨hten Gesamtbear-
beitungszeit.
Voraussetzung fu¨r die Optimierung der Bearbeitungsfolge ist eine Beurteilung der Auf-
tragsgro¨ße. Als geeignetes Bewertungskriterium kann der Speicherplatz herangezogen wer-
den, der zur Darstellung der Funktion beno¨tigt wird.
Da die Auftra¨ge jeweils die Bearbeitung von zwei Teilfunktionen beinhalten, ist das Pro-
dukt des Speicherplatzbedarfs beider Funktionen zu beru¨cksichtigen. Die Optimierung des
Verarbeitungsablaufs besteht nun in einer Auftragsbearbeitung in der absteigenden Folge
des Speicherplatzbedarfs. Wie bereits dargelegt, kann in der genutzten Implementierung
u¨ber eine gezielte Ordnung der Argumentliste beim Programmstart auf die Bearbeitungs-
reihenfolge Einfluss genommen werden.
In der Abbildung 5.4 und in der Tabelle 5.1 wurden die Ergebnisse einer optimier-
ten verteilten Verarbeitung aufgenommen (Spalte 5 und 6). Die erreichten Einsparungen
gegenu¨ber einer nicht optimierten verteilten Verarbeitung sind als relativ unerheblich ein-
zuscha¨tzen (Spalte 8). Teilweise Verschlechterungen ko¨nnen mit Fremdeinflu¨ssen (Netz-
bzw. anderweitige Rechnerbelastung) zuru¨ckgefu¨hrt werden.
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Abbildung 5.5: Vergleich der verteilten Verarbeitung mit zwei, drei und vier Servern und
der sequentiellen Verarbeitung
5.3.4 Verteilte Verarbeitung mit erho¨hter Serverzahl
Den Messungen unter Einsatz einer vergro¨ßerten Serverzahl sollen einige grundlegende
U¨berlegungen vorangestellt werden. Eine ideale Konstellation ist gegeben, wenn die Anzahl
der Server der Auftragszahl entspricht, von einer gleichen Leistungsfa¨higkeit der verfu¨gbaren
Technik ausgegangen werden kann und Auftra¨ge gleichen Umfangs vorliegen. Unter dieser
Voraussetzung ist eine quasi gleichzeitige Fertigstellung der Teilauftra¨ge zu erwarten, was
letztlich eine Minimierung der Gesamtbearbeitungszeit bedeutet.
In der Regel kann von derartigen Idealbedingungen nicht ausgegangen werden. Unter der
Annahme Auftragszahl = Serverzahl wird die la¨ngste Bearbeitungszahl eines Auftrags die
Gesamtbearbeitungszeit bestimmen. Eine manuelle Zuordnung der Auftra¨ge zu Rechnern
entsprechend der Leistungsfa¨higkeit ist mit Unsicherheiten behaftet und wird vielfach des-
halb zu keinen optimalen Ergebnissen fu¨hren. Unterschreitet die Serverzahl die Auftragszahl
ist wie bereits oben beschrieben eine Optimierung mo¨glich, wenn die Auftra¨ge absteigend
geordnet nach ihrem Umfang bereitgestellt werden. Nach der Fertigstellung eines Auftrags
wird der frei werdende Server mit dem jeweils gro¨ßten noch nicht bearbeiteten Auftrag be-
traut. Dadurch wird der kleinste Auftrag zuletzt bearbeitet, was bei einer ungleichma¨ßigen
Auslastung ein Minimieren der ”U¨berhangzeit” zu Folge hat.
Die praktischen Messungen wurden mit zwei, drei und vier Servern durchgefu¨hrt, wobei
fu¨r die Server die Rechner Space und Luna sowie Ninive (3. Server) und Assur (4. Ser-
ver) eingesetzt wurden (siehe auch Abschnitt 5.3.1). Als Hostrechner fu¨r den Client wurde
grundsa¨tzlich der Rechner Space genutzt. Folgerichtig wurden auch fu¨r die Vergleichsmes-
sung ohne Verteilung der Rechner Space herangezogen.
Die Ergebnisse der Messung ko¨nnen der Abbildung 5.5 und der Tabelle 5.2 entnommen
werden. Geringfu¨gige Abweichungen zur Tabelle 5.1 sind mit der Versuchsdurchfu¨hrung zu
erkla¨ren. Tabelle 5.1 entha¨lt im Gegensatz zu den hier durchgefu¨hrten Messungen Mittel-
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Tabelle 5.2: Ergebnisse der verteilten Verarbeitung mit zwei, drei und vier Servern im
Vergleich zur sequentiellen Verarbeitung
Zeilenzahl sequent. 2 Server 3 Server 4 Server
1.Funk. 2.Funk sek sek % sek % sek %
6844 6966 5 10 200 10 200 10 200
16503 16798 22 28 127 28 127 24 109
30372 30341 109 92 85 88 81 74 68
72580 73526 562 378 67 321 57 327 58
121663 121390 1282 805 63 666 52 646 50
171161 171637 2113 1327 63 1097 52 966 46
221095 221306 2952 1858 63 1453 49 1269 43
267380 268208 3726 2365 63 1640 44 1470 39
311722 313228 4438 2440 55 1994 45 1917 43
352719 354462 5031 2878 57 2323 46 2178 43
391298 391227 5493 3087 56 2527 46 2368 43
425420 424962 5830 3172 54 2625 45 2452 42
Summe 31562 18440 58 14772 47 13701 43
werte, die sich aus Messreihen mit unterschiedlicher Clientzuordnung ergaben.
Der Einsatz weiterer Server fu¨hrt zu einer zusa¨tzlichen Reduzierung der Berechnungs-
zeiten. Im Vergleich zur sequentiellen Verarbeitung sinkt der durchschnittliche Zeitaufwand
von 58% (zwei Server) auf 47% ( drei Server) bzw. 43% (vier Server). Die erzielten zusa¨tzli-
chen Einsparungen von Verarbeitungszeiten nehmen mit steigender Serverzahl ab, was fu¨r
eine sinkende Effizienz der Serverauslastung spricht.
Als erste Schlussfolgerung ist herauszustellen, dass der Einsatz von zwei Servern zu
spu¨rbaren Verbesserungen fu¨hrt und durch die Verteilung auf eine gro¨ßere Serverzahl nur
noch geringere Verbesserungen erreichbar sind. Besteht die Notwendigkeit einer Minimie-
rung der Bearbeitungszeit, sollte jedoch die Serverzahl der Auftragszahl entsprechen.
5.3.5 Nebenla¨ufige Verarbeitung an Multiprozessor-Workstation
Verfu¨gt eine Workstation u¨ber mehrere Prozessoren, wird bei einem Multiprozessor-Time-
sharing-Betriebssystem wie Solaris die parallele Ansteuerung der Prozessoren durch das
Betriebssystem vorgenommen, so dass ein echter Parallelbetrieb mo¨glich ist. Ein Einfluss
des Nutzers auf die Prozesszuordnung ist dabei nicht gegeben.
Fu¨r die vorliegende Problemstellung bietet es sich an, diese Mo¨glichkeiten der Paral-
lelverarbeitung zu nutzen, indem einem Rechner mit n Prozessoren auch n Auftra¨ge zuge-
ordnet werden. Im konkreten Fall wurden dem Rechner Space, der u¨ber zwei Prozessoren
verfu¨gt, zeitgleich zwei Auftra¨ge u¨bergeben. In der vorliegende Implementierung war dazu
der Hostname des Rechners doppelt in der Argumentliste beim Clientstart aufzufu¨hren.
Die Ergebnisse der Messungen im Vergleich zur sequentiellen Verarbeitung ko¨nnen der
Abbildung 5.6 und der Tabelle 5.3 entnommen werden. Der Vorteil einer derartigen Heran-
gehensweise zeigt sich speziell bei großen Auftra¨gen. Die Reduzierung der Berechnungszeiten
der Tupeloperation Konjunktion betra¨gt fu¨r die untersuchten Funktionen bis zu 38%. Wie
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Abbildung 5.6: Vergleich der nebenla¨ufigen Verarbeitung an 2-Prozessor-Workstation mit
der sequentiellen Verarbeitung
Tabelle 5.3: Nebenla¨ufige Verarbeitung an Multiprozessor Workstation
1.Funk. 2.Funk. sequent. parallel %
6844 6966 7 13 186
16503 16798 28 36 129
30372 30341 138 122 88
72580 73526 716 551 77
121663 121390 1631 1149 70
171161 171637 2678 1984 74
221095 221306 3731 2703 72
267380 268208 4667 3280 70
311722 313228 5516 3703 67
352719 354462 6240 3939 63
391298 391227 6787 4230 62
425420 424962 7189 4708 65
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Abbildung 5.7: Vergleich der nebenla¨ufigen Verarbeitung an 1-Prozessor-Workstation mit
der sequentiellen Verarbeitung
zu erwarten, fa¨llt im Vergleich zur Verteilung der Auftra¨ge auf unterschiedliche Rechner
die Reduzierung geringer aus. Schlussfolgernd ist festzuhalten, dass es durchaus sinnvoll
ist, an Mehrprozessorrechner mehrere Auftra¨ge parallel zu vergeben, wenn die verfu¨gbare
Rechnerzahl die Auftragszahl unterschreitet.
Schließlich wurde eine analoge Messung an einer Workstation mit einem Prozessor
durchgefu¨hrt (Abbildung 5.7). Die Bearbeitung der Tupeloperation fu¨hrte bei Parallelver-
arbeitung im Vergleich zu sequentiellen Abarbeitung sogar zu einem erho¨hten Zeitaufwand.
Diese Aussage entsprach den vorangestellten U¨berlegungen, da der notwendige Aufwand
fu¨r das Anlegen weiterer Prozesse, der Datenaustausch und zusa¨tzliche Kontextwechsel zu
eine weitere Belastung des Prozessors mit sich brachte.
5.3.6 Analyse zusa¨tzlicher Aufwendungen
Wie bereits oben erwa¨hnt, erfordert die Problemlo¨sung auf der Grundlage einer verteil-
ten Verarbeitung einen Informationsaustausch zwischen dem Client und den Servern sowie
zwischen den parallel ablaufenden Prozessen. Durch eine Analyse der beno¨tigten zeitlichen
Aufwendungen soll Aussagen zur Wirtschaftlichkeit des Herangehens gewonnen werden.
Zuna¨chst ist festzuhalten, dass mit jedem Serveraufruf clientseitig ein neuer Prozess
kreiert wird. Da die Anzahl der Serveraufrufe der Anzahl der Auftra¨ge entspricht, sind
maximal sieben Prozesse anzulegen. Messungen ergaben einen Zeitwand kleiner 1 s pro
erzeugten Prozess, so dass im Vergleich zum Gesamtaufwand dieser Einflussfaktor zu ver-
nachla¨ssigen ist.
Der Datenaustausch zwischen dem Vaterprozess und den Sohnprozessen erfolgt u¨ber
Pipes, wobei von allen Prozessen ein gemeinsames Steuerpipe und ein prozessspezifisches
Datenpipe genutzt wird. Da beim Erzeugen eines Prozesses von der Gesamtheit des Vater-
prozesses (einschließlich der Daten) eine Kopie angelegt wird, ist ein Datenaustausch nur
5.3. ERGEBNISSE PRAKTISCHER UNTERSUCHUNGEN 97
Tabelle 5.4: U¨bertragungzeiten der verteilten Verarbeitung mit zwei Servern
1.Funk. 2.Funk. ges. Zeit U¨bertr.-Zeit %
6844 6966 7 0 0,00
16503 16798 22 0 0,00
30372 30341 79 0 0,00
72580 73526 344 1 0,29
121663 121390 796 4 0,50
171161 171637 1325 4 0,30
221095 221306 1761 5 0,28
267380 268208 2067 6 0,29
311722 313228 2421 7 0,29
352719 354462 2607 6 0,23
391298 391227 3140 7 0,22
425420 424962 3340 11 0,33
Summe 17909 51 0,28
in Richtung Sohn- zu Vaterprozess u¨ber Pipes erforderlich. Eine Optimierung des Ablaufs
bestand nun darin, bereits nach dem Eingang der Fertigmeldung u¨ber das Steuerpipe, einen
neuen Auftrag an den Server zu u¨bergeben. Die Datenru¨ckgabe erfolgte dadurch parallel
zu Bearbeitung des Folgeauftrags und fu¨hrt damit zu keinen zusa¨tzlichen Aufwendungen.
Eine Messung der U¨bertragungszeiten zwischen Prozessen konnte folglich entfallen. Der
U¨bertragungsaufwand, der beim letzten Auftrag entstehen kann, ist zu vernachla¨ssigen.
Der Datenaustausch zwischen dem Client und den Servern erfolgt in der vorliegenden
Implementierung u¨ber Sockets, wobei in beiden Richtungen Informationen auszutauschen
sind. Es ist zu beru¨cksichtigen, dass nur dann die nachfolgend gemessenen U¨bertragungszei-
ten voll in das Gesamtergebnis eingehen, wenn keine zeitliche U¨berlappung der von einem
Server bearbeiteten Auftra¨ge vorliegt. Unter 5.2.2 wurde bereits erwa¨hnt, dass die Paral-
lelisierung des na¨chsten Serveraufrufs und der Datenru¨cku¨bertragung zu keinen spu¨rbaren
Verbesserungen fu¨hrte.
Die Ergebnisse der Messung von U¨bertragungszeiten mittels Sockets in Abha¨ngigkeit
zum Datenvolumen ko¨nnen der Tabelle 5.4 entnommen werden. Fu¨r das Experiment wurde
der Client auf dem Rechner Luna und die Serverprogramme auf den Rechnern Luna und
Space gestartet.
Die Spalten 1 und 2 der Tabelle enthalten Angaben zur Gro¨ße der Funktionen (An-
zahl der Konjunktionen oder Zeilenzahl). In der Spalten 3 wurde die fu¨r die Ausfu¨hrung
der Tupeloperationen beno¨tigte Gesamtzeit und in der Spalte 4 die reine U¨bertragungszeit
aufgenommen. Aus der Spalte 5 kann der prozentuale Anteil der U¨bertragungszeit an der
Gesamtzeit entnommen werden. Die Messungen belegen, dass die U¨bertragungszeit nur un-
wesentlich die Gesamtbearbeitungszeit beeinflusst. Der Durchschnittswert von 0,28% kann
als repra¨sentativ angesehen werden, da keine Vera¨nderungen des prozentualen Anteils in
Abha¨ngigkeit zum Datenvolumen nachweisbar sind.
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5.3.7 Zusammenfassung und mo¨gliche Weiterfu¨hrung
Bereits mit der Auswertung der Messergebnisse waren erste Schlussfolgerungen verbun-
den. Es konnte nachgewiesen werden, dass die Problemstellung fu¨r eine teilweise parallele
Bearbeitung gut geeignet ist. Die in der Implementation vorgenommene Abgrenzung der
unabha¨ngigen Teilaufgaben wird als vorteilhaft eingescha¨tzt. Die gewa¨hlte Gro¨ße der Tei-
laufgaben war einerseits problembedingt, gleichzeitig konnte dabei der verteilungsbedingte
Aufwand im Vergleich zum Rechenaufwand gering gehalten werden. Auf eine ungleichma¨ßi-
ge Serverauslastung zuru¨ckzufu¨hrende ”U¨berhangzeiten” sind speziell bei einer optimierten
Auftragsbearbeitung als vertretbar einzuscha¨tzen.
Es ist erkennbar, dass bereits der Einsatz von zwei Rechnern sich als sehr vorteilhaft
erweist. Die gleichzeitige Zuordnung eines Servers und des Clientes zu einem Rechner ist
auf Grund der zeitlichen Verschiebung rechenintensiver Phasen des Clientes und des Servers
vertretbar. Einsparungen beim Einsatz weiterer Server zeigen einen degressiven Verlauf,
so dass im Regelfall die Verteilung auf zwei Rechner als ausreichend einzuscha¨tzen ist.
Schließlich wurde noch nachgewiesen, dass die Abarbeitung mehrerer Serverprozesse auf
einem Rechner nur dann sinnvoll ist, wenn das Betriebssystem auf mehrere Prozessoren
zugreifen kann.
Den Ausgangspunkt fu¨r die konkrete Implementation bildete ein Prototyp, der wesent-
liche Elemente der Lo¨sung entha¨lt. Es kann unterstellt werden, dass der allgemeingu¨ltige
Lo¨sungansatz des Prototyps die Grundlage fu¨r die Realisierung a¨hnlich gelagerter Problem-
stellungen sein ko¨nnte. Eine U¨bertragbarkeit der Programmstruktur ist damit gegeben.
Nachfolgend werden Vorschla¨ge unterbreitet, die zu einer Optimierung des Verarbei-
tungsablaufs und damit zu einer weiteren Verminderung der Verarbeitungszeiten fu¨hren.
Kernstu¨ck ist ein sogenannter Trader, der zur Verwaltung verfu¨gbarer Server herangezo-
gen wird. Der Einsatz von Tradern zur optimalen Bereitstellung von Diensten wird in
[RuRI96, RuRI97] beschrieben. Danach meldet sich jeder Server beim Start am Trader an.
Clients wenden sich dann mit ihren Dienstwu¨nschen an den Trader, bekommen einen oder
mehrere Serverschnittstellen u¨bemittelt, um schließlich eine Verbindung zu den ausgewa¨hl-
ten Servern herzustellen.
Fu¨r die hier untersuchte Problemstellung entfa¨llt damit das manuelle Zuweisen der Ser-
ver, indem auf die am Trader registrierten Dienstangebote zuru¨ckgegriffen wird. Vorteilhaft
wird dieses Herangehen dann sein, wenn die Leistungen des Traders ein optimales Zuweisen
der Auftra¨ge zu den Servern einschließen. U¨ber das Datenvolumen der Teilauftra¨ge kann
auf die Gro¨ße des Auftrags geschlossen werden. Neben einer Vorgabe der Leistungsfa¨higkeit
der einzelnen Server, sollte auf der Grundlage einer Auswertung der Verarbeitungszeiten
der Teilauftra¨ge eine sta¨ndige Aktualisierung der vom Trader gespeicherten Leistungspara-
meter erfolgen. Die Optimierung der Verarbeitung besteht nun in der automatischen Zuwei-
sung der Server unter Beru¨cksichtigung der Auftragsgro¨ße und der Leistungsparameter der
Server in Analogie zur oben beschriebenen manuellen Zuweisung, wobei jedoch subjektive
Faktoren weitgehend ausgeschlossen werden.
Eine weitere Mo¨glichkeit die Berechnungszeiten zu reduzieren besteht in der Verwendung
der leichgewichtigen Prozesse.
Kapitel 6
Einsatz von Tupeloperationen fu¨r
die Bi-Decomposition
6.1 Kriterien der Bi-Decomposition
Aus den mehrfach in der Literatur beschriebenen Analysen kombinatorischer Schaltnetzwer-
ke (z. B. [BoSt91]) ist bekannt, dass jeder Gatteranschluss einer kombinatorischen Schal-
tung Tra¨ger einer bina¨ren Funktion ist. Die Funktion am Gatterausgang wird eindeutig
durch die im Gatter verwirklichte logische Verknu¨pfung der bina¨ren Funktionen an den
Gattereinga¨ngen gebildet. Das dekombinatorische Syntheseverfahren fu¨r kombinatorische
Schaltnetzwerke besteht damit in der Zerlegung einer bina¨ren Funktion in zwei oder meh-
rere einfachere Funktionen, so dass diese in Verbindung mit einem verfu¨gbaren Gatter
die Ausgangsfunktion erzeugen. Die Dekompositionsstrategie bekannt als Bi-Decomposition
[SaBu97, MSP01] oder Gruppierung [Le89, BoSt91, BDS91, Dres92] wird im weiteren ge-
nauer betrachtet.
Unter Bi-Decomposition wird die Zerlegung einer Booleschen Funktion f(xa, xb, xc) in
zwei Funktionen g(xa, xc) und h(xb, xc) mit nicht leeren, disjunkten Variablenmengen xa
und xb entsprechend der Formel (6.1) verstanden, wobei ◦ ∈ {∨, ·,⊕}.
f(xa, xb, xc) = g(xa, xc) ◦ h(xb, xc) (6.1)
In Abha¨ngigkeit vom Operationszeichen in der Formel (6.1) handelt es sich um eine
OR-, AND- oder EXOR-Bi-Decomposition (bzw. disjunktive, konjunktive oder antivalen-
te Gruppierung), die sich schaltungtechnisch mit einem OR-, AND- oder EXOR-Gatter
realisieren la¨sst (siehe Abbildung 6.1). Die gro¨ßte Vereinfachung einer mit der Funktion
f(xa, xb, xc) beschriebenen Schaltung ergibt sich, wenn alle Variablen von f(xa, xb, xc) in
disjunkte (mo¨glichst gleichma¨chtige) Variablenmengen xa und xb aufgeteilt werden ko¨nnen
und die Variablenmenge xc keine Variablen entha¨lt. Es gibt Boolesche Funktionen, fu¨r
die keine Bi-Decomposition (6.1) existiert. In diesem Fall ist nach [Le89] die Weak-Bi-
Decomposition (Schwachgruppierung) einer Booleschen Funktion f(x) = f(xa, xc) in zwei
Funktionen g(xa, xc) und h(xc) bezu¨glich ◦ ∈ {∨, ·} und der Variablenmenge xa entspre-
chend (6.2) mo¨glich (siehe Abbildung 6.2).
f(xa, xc) = g(xa, xc) ◦ h(xc) (6.2)
Weist eine Boolesche Funktion sowohl die OR- wie auch die AND-Weak-Bi-Decomposition
nicht auf, so ist die EXOR-Bi-Decomposition mo¨glich.
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Abbildung 6.2: Schaltungsstruktur fu¨r OR-, AND- bzw. EXOR-Weak-Bi-Decomposition
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Wird an Stelle einer Funktion von einem Funktionsverband ausgegangen, erho¨ht sich
die Wahrscheinlichkeit, dass eine Funktion mit der Eigenschaft Bi-Decomposition in die-
sem Funktionsverband enthalten ist. Das Kriterium der Bi-Decomposition wird fu¨r den
Funktionsverband wie folgt formuliert: Eine Bi-Decomposition einer Booleschen Funktion
f(x) = f(xa, xb, xc) ist bezu¨glich der Variablen xa, xb und der Operation ◦ ∈ {∨, ·,⊕} unter
der Nebenbedingung ϕ(x) mo¨glich, wenn eine Funktion f∗(x) aus dem Funktionsverband
mit der oberen Grenze p(x) (6.3) und der unteren Grenze q(x) (6.4) existiert, fu¨r die (6.5)
gilt.
p(x) = f(x) ∨ ϕ(x) (6.3)
q(x) = f(x) · ϕ(x) (6.4)
f∗(x) = g(xa, xc) ◦ h(xb, xc) (6.5)
Die Bedingungen fu¨r die OR- und AND-Bi-Decompositionen lassen sich mit Hilfe der Ver-
bandskennfunktionen q(x) und r(x) wie folgt formulieren:






kr(x) = 0 (6.6)






kq(x) = 0 (6.7)
Die Bedingung der EXOR-Bi-Decomposition wurde in [BoSt91, Le89, Dres92, StWe95]
formuliert. An dieser Stelle soll die EXOR-Bi-Decomposition nicht na¨her betrachtet werden.
Das Kriterium fu¨r die OR-Bi-Decomposition besagt, dass sich keine Einsbelegung (q(x))





befinden darf. Die AND-Bi-Decomposition schließt aus, dass eine Nullbelegung (r(x)) in





vorkommt. Weiterhin ist aus den Formeln (6.6) und (6.7) erkennbar, dass sich die Sperr-
funktion ϕ(x) auf die Bi-Decomposition positiv auswirkt. Die Sperrfunktion tritt zwar in
den Formeln (6.6) und (6.7) nicht auf, verkleinert aber die Kennfunktionen q(x) und r(x).
6.2 Suche der Variablenmengen der Bi-Decomposition
6.2.1 Analyse
Eine wesentliche Aufgabe bei der Durchfu¨hrung einer Bi-Decomposition besteht in der
Suche nach den geeigneten Variablenmengen xa und xb. Die Lo¨sung ist nach [SSS93, StSt94,
MSP01] in zwei Schritten mo¨glich:
• Zuna¨chst werden zwei einzelne Variablen in der Variablenmenge x gesucht, die die
Dekomposition ermo¨glichen und damit die Initialisierungsmengen xa und xb bilden
(siehe Algorithmus in der Abbildung 6.3).
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1 gefunden=false
2 solange gefunden==false und fu¨r alle x ∈ x
2.1 xa = {x}
2.2 x = x− {x}
2.3 solange nicht gefunden und fu¨r alle y ∈ x
2.3.1 xb = {y}




kr(x) == 0) gefunden=true
Abbildung 6.3: Algorithmus der Suche der Initialisierungsvariablenmengen fu¨r die OR-Bi-
Decomposition
1 fu¨r alle z ∈ x− (xa ∪ xb)
1.1 if Anzahl der Variablen in xa kleiner als in xb
1.1.1 xa = xa ∪ z





1.1.2.1 xa = xa − {z}
1.1.2.2 xb = xb ∪ z




kr(x) 6= 0) xb = xb − {z}
1.2 sonst
1.2.1 xb = xb ∪ z





1.2.2.1 xb = xb − {z}
1.2.2.2 xa = xa ∪ z




kr(x) 6= 0) xa = xa − {z}
Abbildung 6.4: Algorithmus der Suche der optimalen Variablenmengen fu¨r die OR-Bi-De-
composition
• Im zweiten Schritt werden ausgehend von den Initialisierungsmengen die noch nicht
untersuchten Variablen aus der Variablenmenge x der Variablenmengen xa und xb
nacheinander hinzugefu¨gt. Die neu entstandenen Variablenmengen xa und xb sind
danach auf die Durchfu¨hrbarkeit der Dekomposition zu testen (siehe Algorithmus in
der Abbildung 6.4). Gesucht werden dabei die optimalen Variablenmengen xa und
xb, d. h. die Variablenmengen, die sich in der Anzahl der Variablen mo¨glichst wenig
unterscheiden.
Die Algorithmen der Abbildungen 6.3 und 6.4 ermo¨glichen die Durchfu¨hrbarkeit der OR-
Bi-Decomposition zu untersuchen. Bei der Beurteilung der Variablenmengen bezu¨glich der









kq(x) ersetzt, sonst sind die Algorithmen fu¨r OR- und
AND-Bi-Decomposition identisch.
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kr(x) werden innerhalb der Al-
gorithmen 6.3 und 6.4 wiederholt fu¨r die in Abha¨ngigkeit von den Variablenmengen xa und




kr(x) durchgefu¨hrt. Um eine Funktion mit
n Variablen auf die OR-Bi-Decomposition zu untersuchen, werden in worst case bei der
Suche nach der Initialisierungsvariablenmengen
∑n−1
i=1 (n− i) = nn−12 solche Berechnungen
beno¨tigt. Da im zweiten Schritt der Suche nach vollsta¨ndigen Mengen xa und xb jede der
n − 2 noch nicht in xa und xb enthaltenen Variablen in worst case durch das Hinzufu¨gen
der Variable zu den Variablenmengen xa und xb zweimal getestet werden muss, ergeben
sich hier maximal 2(n − 2) weitere Berechnungen. Damit sind bei der Untersuchung einer
Booleschen Funktion mit n Variablen auf die OR-Bi-Decomposition in worst case insgesamt
2nn−12 + 4(n− 2) konjunktive Verknu¨pfungen notwendig.
Die Analysen im Kapitel 4 (Abschnitt 4.1.3) haben ergeben, dass die Tupelkonjunktion
der in drei Teilfunktionen zerlegten Funktionen wesentlich schneller als die Konjunktion der
gleichen nicht zerlegten Funktionen abla¨uft. Aus dem Diagramm in der Abbildung 4.8 ist die
Reduzierung des Zeitbedarfs im Ergebnis der Zerlegung bis auf etwa ein Drittel ersichtlich.
Damit kann unterstellt werden, dass die Suche der Gruppierungsvariablenmengen xa und xb
der OR- bzw. AND-Bi-Decomposition unter Verwendung der Tupelkonjunktion effektiver
abla¨uft.
Aus den weiteren im Kapitel 5 beschriebenen Untersuchungen folgt, dass fu¨r große
Funktionen die Verteilung der Teilberechnungen der Tupelkonjunktion auf unterschiedliche
Rechner sinnvoll ist. Nach der Tabelle 5.1 erwies sich eine Verteilung auf zwei Rechner
fu¨r die Booleschen Funktionen mit mehr als 30000 Konjunktion (bei der Variablenanzahl
gleich 20) gegenu¨ber der sequentiellen Verarbeitung als vorteilhafter. Der Einsatz weiterer
Rechner fu¨hrte zu einer zusa¨tzlichen Reduzierung der Verarbeitungszeit, wobei aber mit
steigender Rechnerzahl die erzielte Effekte abnahmen (siehe Tabelle 5.2). Der degressive
Verlauf ist damit zu erkla¨ren, dass auf Grund der beschra¨nkten Anzahl der Teilaufgaben
(in der Tupelkonjunktion sind das 7 Teilaufgaben) die geringere Leistungfa¨higkeit eines
langsameren Servers nur teilweise durch einen leistingsfa¨higeren Server ausgeglichen wer-
den kann. Im Kapitel 5 wurde das prinzipielle Herangehen beim Zuordnen der Teilaufga-
ben zu den verfu¨gbaren Server beschrieben. Danach wird allen Servern beim Start einer
Aufgabe die Bearbeitung genau eines Auftrags u¨bertragen. Nach der Fertigstellung eines
Auftrags wird der frei werdende Server mit einem noch nicht bearbeiteten Auftrag betraut.
Sind keine weiteren Auftra¨ge zu vergeben, bleiben die frei gewordenen Server unausgelastet
bis die Gesamtbearbeitung mit der Fertigstellung des letzten Auftrags beendet ist. Diese
”U¨berhangzeit” beeinflusst bei einer geringen Anzahl von Auftra¨gen deutlich die Gesamt-
verarbeitungszeit. Bei der Suche der Variablenmengen xa und xb der Bi-Decomposition
ist die Anzahl der zu bearbeitenden Auftra¨ge bedeutend gro¨ßer und die Auswirkung der
”U¨berhangzeit” im Vergleich zu Gesamtverarbeitungszeit demzufolge wesentlich geringer.
Wie bereits erwa¨hnt, sind bei der Suche der Initialisierungsvariablenmengen der Bi-
Decomposition einer Booleschen Funktion mit n Variablen bis 2nn−12 Konjunktionen bzw.
bei der Verwendung einer Tupeldarstellung Tupelkonjunktionen zu berechnen. Fu¨r die Su-
che der vollsta¨ndigen Variablenmengen xa und xb werden weitere maximal 4(n − 2) Tu-
pelkonjunktionen beno¨tigt. Die Analysen des Abschitts 5.1 haben gezeigt, dass die 7 bei
der Durchfu¨hrung einer Tupelkonjunktion beno¨tigten Teilberechnungen parallel bearbeitet
werden ko¨nnen (siehe Abbildung 5.2). Damit ergeben sich bei der Suche der Initialisie-
rungsvariablenmengen bis 14nn−12 Teilaufgaben, die theoretisch parallel berechnet werden
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ko¨nnten. Praktisch wird die Anzahl parallel laufender Berechnungen einerseits durch die
Anzahl der zur Verfu¨gung stehenden Server begrenzt. Um unno¨tige Berechnungen zu ver-
meiden soll andererseits nach dem Auffinden der ersten geeigneten Variablen die Suche
abgebrochen werden. Damit ist es sinnvoll, fu¨r jede Variable x (Kandidat der Variablen-
menge xa) nur zwei Variablen y (Kandidaten der Variablenmenge xb) (die Schritte 2.3.1
und 2.3.2 des Algorithmus 6.3) gleichzeitig zu testen. Bei der anschließenden Suche der
vollsta¨ndigen Variablenmengen xa und xb kann die Beurteilung jeder noch nicht untersuch-
ten Variablen parallel fu¨r beide Variablenmengen (die Schritte 1.1.1-1.1.2.3 und die Schritte
1.2.1-1.2.2.3) erfolgen (siehe Abbildung 6.4).
6.2.2 Verwendung der Tupel-Dekomposition
Jede Boolesche Funktion kann durch Tupel aus drei Booleschen Funktionen abgebildet
werden (siehe Abschitt 4.1.1). Diese Aussage gilt auch fu¨r die Verbandsfunktionen q(x) und
r(x), die nach dem im Abschnitt 4.1.1 formulierten Satz 4.3 wie folgt dargestellt werden:
q(xi, x0) = q−(x0) ∨ xiq0(x0) ∨ xiq1(x0) (6.8)
r(xi, x0) = r−(x0) ∨ xir0(x0) ∨ xir1(x0) (6.9)
Die Suche nach den geeigneten Variablenmengen xa und xb kann unter Verwendung
dieser Darstellung nach den Algorithmen in den Abbildungen 6.3 und 6.4 erfolgen.





kr(x) die in den Algorithmen der Bi-Decomposition beno¨tigten
Operationen k-faches Maximum und Konjunktion durch Tupeloperationen ersetzt werden.
Das Ergebnis der Tupelkonjunktion wird dabei wie im Abschnitt 4.9 beschrieben nach
den Formeln (4.101)-(4.103) ermittelt und kann in den Algorithmen der Bi-Decomposition
durch einen einfachen Aufruf der Tupelkonjunktion realisiert werden. Das k-fache Maxi-
mum g(x0, x) einer in 3 Teile zerlegten Booleschen Funktion f(x0, x, xi) la¨sst sich nach der
Formel (6.13) berechnen.
Die Richtigkeit der Formel (6.13) wird wie folgt bewiesen:
Nach dem Einsetzen von (4.27) fu¨r die nach der Variablen x zerlegte Funktion f(x0, x, xi)
in (6.10) entsteht (6.11).
g(x0, x) = max
xi
kf(x0, x, xi) (6.10)
g(x0, x) = max
xi
k(f−(x0, xi) ∨ xf0(x0, xi) ∨ xf1(x0, xi)) (6.11)
Die Aussage (6.12) folgt unmittelbar aus der Eigenschaft (2.25) des k-fachen Maximums
(siehe Abschnitt 2.1.2).







Da die Funktionen f0(x0, xi) und f1(x0, xi) von der Variable x unabha¨ngig sind, folgt aus
(6.12) unter Beru¨cksichtigung von (2.22) die Formel (6.13).
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g(x0, x) = max
xi
kf−(x0, xi) ∨ x ·max
xi
kf0(x0, xi) ∨ x ·max
xi
kf1(x0, xi) (6.13)
Werden fu¨r die Funktionen der Gleichung (6.13) die Bezeichnungen (6.14) eingefu¨hrt,










g(x0, x) = g′
−(x0) ∨ x · g′0(x0) ∨ x · g′1(x0) (6.15)
Die Funktionen g′−(x0), g′0(x0) und g′1(x0) sind keine disjunkte Funktionen. Werden die
disjunkten Teile der Funktionen g′−(x0), g′0(x0) und g′1(x0) entsprechend als g−−(x0),
g00(x0) und g11(x0) bezeichnet und die gemeinsamen Teile als g−0(x0), g−1(x0) und g01(x0),
so gilt (6.16).
g′−(x0) = g−−(x0) ∨ g−0(x0) ∨ g−1(x0)
g′0(x0) = g00(x0) ∨ g−0(x0) ∨ g01(x0) (6.16)
g′1(x0) = g11(x0) ∨ g−1(x0) ∨ g01(x0)
Durch das Einsetzen der Funktionen (6.16) in den Ausdruck (6.15) wird (6.17) erhalten.
g(x0, x) = g−−(x0) ∨ g−0(x0) ∨ g−1(x0) ∨
∨x · (g00(x0) ∨ g−0(x0) ∨ g01(x0))
∨x · (g11(x0) ∨ g−1(x0) ∨ g01(x0)) (6.17)
g(x0, x) = g−−(x0) ∨ g−0(x0) ∨ g−1(x0) ∨ (g01(x0)) · (x ∨ x)
∨x · g00(x0) ∨ x · g−0(x0)
∨x · g11(x0) ∨ x · g−1(x0) (6.18)
Nach den elementaren Umformungen entsteht (6.19).
g(x0, x) = g−−(x0) ∨ g−0(x0) ∨ g−1(x0) ∨ g01(x0)
x · g00(x0)
∨x · g11(x0) (6.19)
Damit ergeben sich fu¨r die Berechnung der disjunkten Teilfunktionen g−(x0), g0(x0) und
g1(x0) die Vorschriften (6.20).
g−(x0) = g′
−(x0) ∨ g′0(x0) · g′1(x0)
g0(x0) = g′
0(x0) \ g−(x0) (6.20)
g1(x0) = g′
1(x0) \ g−(x0)
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In Algorithmen 6.3 und 6.4 werden die Ergebnisse der Operation Maximum als Operan-
den einer Tupelkonjunktion verwendet. Die Tupelkonjunktion kann auch mit den durch
(6.14) dargestellten Funktionen ausgefu¨hrt werden. Die Teilfunktionen g′−(x0), g′0(x0)
und g′1(x0) der Ergebnisfunktion sind in diesem Fall ebenfalls keine disjunkte Funktionen,
ko¨nnen aber nach (6.20) in die disjunkten Teilfunktion g−(x0), g0(x0) und g1(x0) u¨berfu¨hrt
werden. Bei der Suche der Dekompositionsmengen xa und xb ist die Aussage wesentlich,
ob es sich bei der Ergebnisfunktion um eine 0-Funktion handelt. Bei der Darstellung einer
0-Funktion durch ein TVL-Tupel sind alle Elemente des Tupels die leeren TVL. Somit kann
auf die Umrechnung nicht orthogonaler Teilfunktionen in orthogonale Teilfunktionen ver-
zichtet werden. Es muss nur gepru¨ft werden, ob die Funktionen g′−(x0), g′0(x0) und g′1(x0)
0-Funktionen sind.
6.2.3 Verwendung der verteilten Verarbeitung
Die analytischen Betrachtungen im Abschnitt 6.2.1 haben ergeben, dass die Suche der
Gruppierungsvariablenmengen xa und xb auf der Basis einer verteilten Lo¨sung effektiv sein





ven Verknu¨pfungen werden dabei nicht durch jeweils zwei Aufrufe der im Kapitel 5 be-
schriebenen verteilten Tupelkonjunktion realisiert. Vielmehr werden alle fu¨r die Suche der
Gruppierungsvariablenmengen xa und xb beno¨tigten konjunktiven Verknu¨pfungen in einem
Unterprogramm ausgefu¨hrt.
Die parallele Suche der Gruppierungsvariablenmengen xa und xb in einem Unterpro-
gramm kann auf der Basis der Algorithmen in Abbildungen 6.3 und 6.4 realisiert werden,
fu¨hrt jedoch zum zusa¨tzlichen algorithmischen Aufwand:
• Die U¨berpru¨fung des Kriteriums (6.6) erfordert die Berechnung von zwei konjunkti-
ven Verknu¨pfungen: K1 = q(x) ·max
xa
kr(x) und K2 = K1 ·max
xb
kr(x). Im Algorithmus
zur parallelen Suche der Mengen xa und xb ist zu beru¨cksichtigen, dass die Bear-
beitung der Konjunktion K2 die Bereitstellung aller Teilergebnisse der Konjunktion
K1 voraussetzt. D. h. nach der Vergabe aller Teilauftra¨ge fu¨r K1 kann die Vergabe
der Teilauftra¨ge fu¨r K2 nicht unmittelbar, sondern erst nach dem Bereitstellen aller
Teilergebnisse der ersten Konjunktion erfolgen. Um eine durchgehende Auslastung
der verfu¨gbaren Server zu sichern, soll der Vergabe der Teilauftra¨ge der Konjunkti-
on K1 die Vergabe der Teilauftra¨ge fu¨r K1 der na¨chsten Berechnung mit gea¨nderten
Variablenmengen xa und xb folgen. Im Algorithmus fu¨r die Suche der Gruppierungs-
variablenmengen im Parallelverfahren werden deswegen zwei aufeinanderfolgende Be-
rechnungen betrachtet.
• Die A¨nderung der Variablenmengen wird Unterschiede aufweisen, die im Algorithmus
ebenfalls zu beru¨cksichtigen sind, wobei die Suche nach Initialisierungsmengen bzw.
vollsta¨ndigen Variablenmengen zu unterscheiden ist. Bei der Suche nach Initialisie-
rungsmengen muss zuna¨chst die Eignung des na¨chsten Variablenpaars als Initialisie-
rungsmenge xa und xb u¨berpru¨ft werden. Bei der Suche der vollsta¨ndigen Variablen-
mengen sind die noch nicht untersuchten Variablen der Variablenmenge x abwech-
selnd den Variablenmengen xa und xb hinzuzufu¨gen um optimale Variablenmengen
zu ermitteln. Das wird durch die Zuordnung der soeben betrachteten Variablen zu
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kr(x) fu¨r beide xb-Mengen
3 Erteilen der Auftra¨ge entsprechend Serverzahl
4 solange weitere Auftra¨ge vorhanden
4.1 Lesen des Teilergebnises des fertigen Auftrags
4.2 falls weitere Auftra¨ge vorhanden: Auftragswiedervergabe
4.3 falls Gesamtergebnis K1 und Teilergebnisse K2 vorhanden
4.3.1 Gesamtberechnung K2
4.3.2 falls Bi-Decomposition nicht mo¨glich
4.3.2.1 falls Initialisierungsmengen gesucht
Auswahl der na¨chsten Variable fu¨r xb







Entfernen der untersuchten Varable aus xa oder xb







4.3.3.1 falls Initialisierungsmengen gesucht
Hinzufu¨gen der na¨chsten Variablen zu xa und xb
Berechnen von max
xa
kr(x) fu¨r die 1.Berechnung
Berechnen von max
xb
kr(x) fu¨r die 2.Berechnung
4.3.3.2 sonst







4.4.1 falls Teilergebnisse K1 vorhanden
Gesamtberechnung K1
Abbildung 6.5: Algorithmus der Suche der Gruppierungsvariablenmengen mit verteilter
Verarbeitung
der anderen Gruppierungsvariablenmenge bzw. durch die Untersuchung der na¨chsten
Variablen realisiert.
Der Algorithmus fu¨r die Suche der Gruppierungsvariablenmengen im Parallelverfahren ist
in der Abbildung 6.5 in U¨bersichtsform dargestellt. Wie dem Algorithmus zu entnehmen ist,




kr(x) fu¨r die zwei ersten
Berechnungen des Kriteriums (6.6) (Schritte 1 und 2) die Auftra¨ge an alle zur Verfu¨gung
stehende Server erteilt (Schritt 3). Ein Auftrag entspricht dabei in Analogie zu den Unter-
suchungen im Kapitel 5 der Teilberechnung einer Tupelkonjunktion. Der weitere Program-
mablauf besteht in der wiederholten Entgegennahme des Ergebnisses des Auftrags (Schritt









kr(x) fu¨r weitere Berechnungen.
Wie bereits erwa¨hnt, sind bei der Berechnung des Kriteriums (6.6) zwei Konjunktionen
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K1 und K2 notwendig. Das Gesamtergebnis der Konjunktion K1 kann nach der erfolgrei-
chen Bereitstellung aller Zwischenergebnisse von unterschiedlichen Servern berechnet wer-
den (Schritt 4.4.1). Die Kontrolle des Vorhandenseins aller Zwischenergebnisse ist nach dem
Eingang jedes Teilergebnisses auszufu¨hren, um die Berechnung des Gesamtergebnisses ohne
Verzo¨gerung einleiten zu ko¨nnen. Der Berechnung der Konjunktion K2 wird zusa¨tzlich das
Vorhandensein des Gesamtergebnisses der ersten Konjunktion vorausgesetzt. Auch diese
U¨berpru¨fung findet nach dem Eingang jedes Teilergebnisses statt (Schritt 4.3).
Bei der darauf folgenden A¨nderung der Variablenmengen fu¨r die weiteren Untersuchun-
gen wird beru¨cksichtigt, ob die OR-Bi-Decomposition mit den eben untersuchten Varia-
blenmengen xa und xb nicht mo¨glich (K2 ist eine 0-Funktion) oder mo¨glich ist (Schritte
4.3.2 und Schritt 4.3.3). Innerhalb dieser Unterscheidung wird bei der A¨nderung der Va-
riablenmengen eine weitere Unterteilung in die Suche nach Initialisierungsmengen (Schritte
4.3.2.1 und 4.3.3.1) und vollsta¨ndigen Variablenmengen (Schritte 4.3.2.2 und 4.3.3.2) vor-







Die Analysen des Abschnitts 6.2.1 wurden durch praktische Untersuchungen mit den Algo-
rithmen der Abschnitte 6.2.1-6.2.3 u¨berpru¨ft. Als zu untersuchenden Daten wurden Boole-
sche Funktionen mit 18, 19 und 20 Variablen verwendet. Die Gro¨ße der Funktionen wurde
bewusst gewa¨hlt, da aus den Ausfu¨hrungen im Kapitel 4 bekannt ist, dass die Darstellung
Boolescher Funktionen durch einen Tupel aus 3 Teilfunktionen erst fu¨r Funktionen einer
bestimmten Gro¨ße sinnvoll ist. Weiterhin geht aus den Untersuchungen des Kapitels 5 her-
vor, dass die verteilte Verarbeitung bei kleineren Funktionen nicht gerechtfertigt ist. Diese
schon bewiesenen Tatsachen wurden bei der Auswahl der zu untersuchenden Funktionen
beru¨cksichtigt.
Die Gruppierungsvariablenmengen der OR-Bi-Decomposition der Booleschen Funktio-
nen f(x1, x2, ..., xn) eines Funktionsverbands, der durch die Kennfunktionen q(x1, x2, ..., xn)
und r(x1, x2, ..., xn) representiert wird, werden in drei Untersuchungsreihen wie folgt be-
reitgestellt:
1. Die Funktionen q(x1, x2, ..., xn) und r(x1, x2, ..., xn) werden als nicht zerlegte Funk-
tionen jeweils durch eine TVL dargestellt. Fu¨r die Suche der Gruppierungsvariablen-
mengen werden die Algorithmen 6.3 und 6.4 herangezogen.
2. Die Suche der Gruppierungsvariablenmengen erfolgt ebenfalls nach den Algorith-
men 6.3 und 6.4. Die Funktionen q(x1, x2, ..., xn) und r(x1, x2, ..., xn) werden als
Tupel aus 3 Teilfunktionen q−(x2, ..., xn), q0(x2, ..., xn), q1(x2, ..., xn), r−(x2, ..., xn),
r0(x2, ..., xn) und r1(x2, ..., xn) in TVL-Form dargestellt.
3. Die Funktionen q(x1, x2, ..., xn) und r(x1, x2, ..., xn) werden in Analogie zur zwei-
ten Untersuchngsreihe als Tupel aus 3 Teilfunktionen q−(x2, ..., xn), q0(x2, ..., xn),
q1(x2, ..., xn), r−(x2, ..., xn), r0(x2, ..., xn) und r1(x2, ..., xn) in TVL-Form dargestellt.
Fu¨r die Suche der Gruppierungsvariablenmengen wird der Algorithmus 6.5 unter Ein-
satz einer unterschiedlichen Serveranzahl verwendet.
Die Ergebnisse der ersten und der zweiten Untersuchungsreihe sind in der Tabelle 6.1 zusam-
mengefasst. Wie erwartet, wird die fu¨r die Suche der Variablenmengen der Bi-Decomposition
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Tabelle 6.1: Berechnungszeiten bei der Suche der Gruppierungsvariablenmengen mit Tupel-
operationen
Varablen- Zeilenzahl Berechnungszeit (sek.) Reduzierung
zahl q(x) r(x) nicht zerlegt Tupel (%)
18 51 091 43 185 24 240 6 483 73,3
19 94 836 96 394 123 886 31 202 74,8
20 64 749 91 169 56 685 21 938 61,3
Tabelle 6.2: Berechnungszeiten bei der Suche der Gruppierungsvariablenmengen unter Ein-
beziehung mehrerer Server
Zeilenzahl Berechnungszeit (sek.) Reduzierung (%)
q(x) r(x) seq. 2 Server 3 Server 4 Server 2 Server 3 Server 4 Server
51 091 43 185 6 483 6 075 4 852 3 457 6,3 25,2 46,7
94 836 96 394 31 202 24 146 19 004 13 772 22,6 39,1 55,9
64 749 91 169 21 938 16 643 11 937 9 888 24,1 45,6 54,9
notwendige Zeit durch die Verwendung der Tupelkonjunktion wesentlich reduziert. Es kann
unterstellt werden, dass das verbesserte Zeitverhalten bei der Suche der Variablenmengen
auf den Einsatz sowohl der Tupeloperation Konjunktion wie auch des Tupelmaximums
zuru¨ckzufu¨hren ist. Die Operation k-faches Maximum einer Booleschen Funktion in TVL-
Darstellung nach der Variablenmenge x beinhaltet das Streichen der Spalten aller in x
enthaltenen Variablen und das anschließende Orthogonalisieren der Funktions-TVL (siehe
[BoSt91]). Das Streichen der Spalten geschieht unabha¨ngig von der Anzahl der Konjunk-
tionen einer Funktion in konstanter Zeit. Bei der Durchfu¨hrung des Orthogonalisierens
werden alle Zeilen einer Funktions-TVL miteinander verglichen (siehe Orthogonalita¨tssatz
(2.4)). Fu¨r einer TVL mit N Zeilen sind folglich N
2
2 − N2 Vergleiche erforderlich. Bei dem
Durchfu¨hren des Tupelmaximums wird die Maximumoperation an 3 TVL mit jeweils N/2
Zeilen angewandt. Damit ergeben sich fu¨r das Tupelmaximum 3 · ( (N/2)22 − N/22 ) Vergleiche.
Die Anzahl der Vergleiche fu¨r das Tupelmaximum ist kleiner als die Anzahl der Vergleiche
des einfachen Maximums, wobei das Verha¨ltnis im Grenzfall 3/4 betra¨gt (6.21).
lim
N→∞













In den Tabellen 6.1 und 6.2 sind Ergebnisse enthalten, die bei der Auswertung von Unter-
suchungen der gleichen Funktion gewonnen wurden. Im Gegensatz zu Tabelle 6.1 entstanden
die Ergebnisse der Tabelle 6.2 durch eine Verteilung der Teilaufgaben auf mehrere Server.
Die Tabelle entha¨lt Bearbeitungszeiten, die beim Einsatz von 2, 3 und 4 Servern gemessen
wurden. Aus der Gegenu¨berstellung mit der sequentiellen Verarbeitung ist ein spu¨rbar ver-
bessertes Zeitverhalten ersichtlich. Unter der Voraussetzung einer großen Zeilenzahl konnte
fu¨r jeden weiteren genutzten Server eine weitere Verbesserung der Verarbeitungszahl erzielt
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werden. Auf die Ursachen fu¨r die geringfu¨gige Reduzierung der Bearbeitungszeit (6,3%)
bei kleinen Aufgaben wurde bereits im Kapitel 5 eingegangen. Beim Unterschreiten ei-
ner kritischen Mindestgro¨ße der Aufgabe wirken sich die zusa¨tzlichen Aufwendungen fu¨r
die Verteilung versta¨rkt aus, wobei die Gro¨ße dieses Aufwands von der Zahl der Auftra¨ge
und nicht von der Serverzahl abha¨ngt. Diese Aussage begru¨ndet auch die oben gemessene
Reduzierung der Bearbeitungszeit fu¨r jeden weiteren Server.
Die durch eine verteilte Lo¨sung erzielten Zeiteinsparungen bei der Suche der Gruppie-
rungsmengen xa und xb fallen geringer aus als bei der Ausfu¨hrung einer Tupelkonjunktion
(siehe Kapitel 5). Dieses Verhalten ist mit dem hohen Anteil nicht verteilter Berechnun-
gen im Algorithmus 6.5 zu begru¨nden. So werden bei der Berechnung der Tupeloperation
nur abschließend die Funktionen f30 und f31 (siehe Abbildung 5.2) sequentiell berechnet.





kr(x) auch sequentiell. Schließlich besteht ein zusa¨tzlicher Zeitbedarf fu¨r
die Eingangskontrolle der von den Servern bereitgestellten Teilergebnisse.
Zusammenfassend ist herauszustellen, dass bei der Bearbeitung der Tupeloperationen
Konjunktion und Maximum deutlich verbesserte Bearbeitungszeiten durch eine Verteilung
von Teilaufgaben auf mehrere Server erzielt werden ko¨nnen. Vorausgesetzt wird eine Min-
destgro¨ße der Aufgaben, da nur in diesem Fall der zusa¨tzliche Verteilungsaufwand im Ver-
gleich zur unmittelbaren Berechnungszeit gering ausfa¨llt. Es ist zu beru¨cksichtigen, dass
mit steigender Serverzahl ein erho¨hter Speicherplatzbedarf fu¨r die am Client eingehenden
Zwischenergebnisse besteht. Durch eine anna¨hernd gleiche Leistungsfa¨higkeit der Server
wird gesichert, dass die Bereitstellung der verteilt berechneten Teilaufgaben in einem ver-
tretbaren Zeitraum erfolgt, so dass der fu¨r die Zwischenspeicherung beno¨tigte Speicherplatz




Das Ziel dieser Arbeit bestand darin, durch die Dekomposition einer in TVL-Darstellung
vorliegenden Booleschen Funktion effizientere Datenstrukturen und Algorithmen zu ent-
werfen. Angestrebt wurde dabei die Reduzierung der Komplexita¨t der Darstellung einer
Booleschen Funktion und ihre vereinfachte Handhabung, deren praktische Auswirkung un-
ter folgenden Aspekten zu sehen ist:
• Aus dem Speicherplatzbedarf einer Booleschen Funktion kann auf die Effizienz der
Datenstruktur geschlossen werden.
• Die Zeit, die fu¨r das Ausfu¨hren der Grundoperationen zwischen zwei Booleschen Funk-
tionen notwendig ist, ist als Bewertungsgro¨ße fu¨r die Effizienz der Datenstruktur und
den Algorithmen der Operationen geeignet.
Unter diesen Gesichtspunkten wurde die Datenstruktur TVL-Tupel betrachtet. Die Da-
tenstruktur TVL-Tupel entsteht durch Dekomposition einer Booleschen Funktion in TVL-
Darstellung in mehrere Teilfunktionen. Im Kapitel 3 traten als Tupelelemente lokale Pha-
senlisten auf, die sich als geeignetere Darstellungsform gegenu¨ber der globalen Phasenliste
erwiesen. Die praktischen Untersuchungen mit den Benchmark-Schaltungen LGSynth91
besta¨tigten weiterhin, dass der Tupel aus lokalen Phasenlisten optimierter Gro¨ße, die durch
begrenzte Komposition von lokalen Phasenlisten entstehen, eine bezu¨glich des Speicher-
platzbedarfs noch gu¨nstigere Darstellungsform ist. Als eine weitere Erkenntnis ist heraus-
zustellen, dass die Dekomposition einer Booleschen Funktion das Speichern von einzelnen
Tupelelementen in verschiedenen Booleschen Ra¨umen erlaubt und damit zur weiteren Re-
duzierung des Speicherplatzbedarfs fu¨hrt.
Im Kapitel 4 enstanden die Elemente des Tupels im Ergebnis der Zerlegung einer Boo-
leschen Funktion f(xi, x0) in drei bzw. vier Teilfunktionen nach (7.1) und (7.2).
f(xi, x0) = f−(x0) ∨ xif0(x0) ∨ xif1(x0) (7.1)
f(xi, x0) = 1 · f−(x0) ∨ xi · f0(x0) ∨ xi · f1(x0) ∨ 0 · f=(x0) (7.2)
Die Elemente des Tupels sind somit die Funktionen f−(x0), f0(x0), f1(x0) und f=(x0),
die mit den Formeln (4.20)-(4.22) und (4.161) definiert werden. Die Beziehungen zwischen
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Abbildung 7.1: Verha¨ltnis zwischen den Teilfunktionen der Tupel-Dekomposition und den
Funktionen der Shanon- und Davio-Dekomposition
den Teilfunktionen f−(x0), f0(x0), f1(x0) und den Funktionen der Shannon- und Davio-
Dekomposition ko¨nnen mit (7.3) beschrieben werden (siehe auch Abbildung 7.1).
fS0 = f0 ∨ f−
fS1 = f1 ∨ f−
fD = f0 ∨ f1
(7.3)
Die Tupel-Dekompositionen und die bekannten Dekomposition (1.1)-(1.5) (siehe Kapitel
1) lassen sich allgemein mit (7.4) beschreiben, wobei ◦ ∈ {∨,⊕} ist.
f = 1 · f1 ◦ x f2 ◦ xf3 ◦ 0 · f4 (7.4)
Unter Beru¨cksichtigung der Beziehungen (7.3) zwischen den Teilfunktionen f0, f1 und f−
und den Funktionen der Shannon- und Davio-Dekomposition ergeben sich fu¨r die Funk-
tionen f1, f2, f3 und f4 die in der Tabelle 7.1 zusammengefassten Zusammenha¨nge.
Die Tabelle gibt weiterhin einen U¨berblick, welche Dekompositionsarten fu¨r die bekann-
ten Datenstrukturen (siehe Kapitel 1) verwendet werden. Als ein Vorteil der Funktionen
der Drei- bzw. Vier-Tupel-Dekomposition gegenu¨ber der Funktionen aller anderen Dekom-
positionen ist ihre Disjunktheit zu nennen.
Die Algorithmen der Operationen mit nach (7.1) und (7.2) zerlegten Booleschen Funk-
tionen sind ein weiteres Ergebnis der Arbeit. Die Korrektheit der Zerlegungsprinzipien und
der erstellten Operationsalgorithmen wurde im Kapitels 4 bewiesen.




Datenstruktur f1 f2 f3 f4 ◦
BDD 0 fS0 fS1 0 ∨
FDD fS0 0 fD 0 ⊕
FDD fS1 fD 0 0 ⊕
AND-OR-TDD f− fS0 fS1 0 ∨
ETDD fD fS0 fS1 0 ⊕1
3-Tupel f− f0 f1 0 ∨2
4-Tupel f− f0 f1 f= ∨3
Tabelle 7.1: Zusammenha¨nge zwischen Funktionen verschiedener Dekompositionsarten
Im Ergebnis der Untersuchungen mit zerlegten Funktionen ist der Vorteil der Dekom-
position von Funktionen mit einer hohen Anzahl von Konjunktionen zu nennen, der im
geringeren Speicherplatzbedarf der in drei Teilfunktionen zerlegten Funktionen besteht. Die
Analyse der Komplexita¨t der Tupeloperationen zeigt, dass die Tupeloperationen die gleiche
Komplexita¨tsordnung aufweisen wie die Operationen mit nicht zerlegten Funktionen. Der
detaillierte Vergleich der Berechnungszeiten fu¨r die Operationen Konjunktionen und Negati-
on erbrachte den Nachweis, dass eine Verringerung des Zeitbedarfs als Folge der Zerlegung
einer Funktion in drei Teilfunktionen zu erwarten ist. Die in der Arbeit durchgefu¨hrten
Abscha¨tzungen des Speicherplatzbedarfs sowie der Bearbeitungszeiten in Abha¨ngigkeit zur
Art der Operation und der Tiefe der Zerlegung beruhten auf praktischen Untersuchungen
auf der Basis von Zufallsfunktionen. Die Untersuchungen fu¨r die Operation Negation mit
in vier Teilfunktionen zerlegten Funktionen belegen die Voraussage, dass die Negation die
konstante Komplexita¨tsordnung besitzt. Der Rechenzeitbedarf war erwartungsgema¨ß fu¨r
zerlegte Funktionen praktisch gleich Null.
In der Arbeit konnte weiterhin nachgewiesen werden, dass die Tupeloperationen fu¨r
eine teilweise parallele Bearbeitung gut geeignet sind (siehe Kapitel 5). Die in der Imple-
mentation vorgenommene Abgrenzung der unabha¨ngigen Teilaufgaben kann als vorteilhaft
eingescha¨tzt werden. Die gewa¨hlte Gro¨ße der Teilaufgaben war einerseits problembedingt,
gleichzeitig konnte dadurch der verteilungsbedingte Aufwand im Vergleich zum Rechenauf-
wand gering gehalten werden. Grundsa¨tzlich war beim U¨berschreiten einer kritischen Min-
destgro¨ße der Aufgabe ein gu¨nstigeres Verarbeitungsverhalten nach der Verteilung nachzu-
weisen. Den Ausgangspunkt fu¨r die konkrete Implementation bildete ein Prototyp, der we-
sentliche Elemente der Lo¨sung entha¨lt. Es kann unterstellt werden, dass der allgemeingu¨ltige
Lo¨sungsansatz des Prototyps als Grundlage fu¨r die Realisierung a¨hnlich gelagerter Problem-
stellungen geeignet ist.
Die Erkentnisse der Untersuchungen wurden fu¨r die Suche der Gruppierungsmengen
der OR-Bi-Decomposition verwendet. Bereits der Einzatz der Tupelkonjunktion fu¨r die
U¨berpru¨fung des Kriteriums der OR-Bi-Decomposition (siehe Formel (6.6)), die eine große
Anzahl konjunktiver Verknu¨pfungen erfordert, erwies sich als sehr vorteilhaft. Ein weitere
spu¨rbare Verbesserung der Suchzeiten war durch parallele Bearbeitung mo¨glich.
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A.1 Aufbau der Datenstruktur fu¨r die funktionale Kompo-
sition
A.1.1 Vorbemerkungen
Fu¨r jede Boolesche Funktion einer Benchmark-Schaltung LGSynth91 wird unabha¨ngig von
den anderen Funktionen eine Liste aus Knoten erstellt, die entweder Terna¨rvektorlisten
lokaler Phasenlisten oder unabha¨ngige Variablen sind. Die Daten werden dabei den .phl-
Dateien entnommen.
Das Anlegen der Datenstruktur ”Knotenliste” erfolgt fu¨r jede Boolesche Funktion (Aus-
gangsvariable) im Unterprogramm ausgang(). Durch den Aufruf des rekursiven Unterpro-
gramms next() von ausgang() wird der Listenaufbau fortgesetzt. Neben einem Kennzei-
chen zur Unterscheidung von PHL und Variablen entha¨lt die Datenstruktur ”Knotenlis-
te” die Identifikationsnummer der PHL bzw. den Index der Variable. Das Unterprogramm
next() wird weiterhin fu¨r den Aufbau der Liste der Vorknoten jedes Knotens genutzt.
Beim Listenaufbau ist zu sichern, dass jeder Knoten nur einmal abgespeichert wird.
U¨ber den Ru¨ckgabewert des Unterprogramms pruefen() ist die entsprechende Aussage
mo¨glich.
Die Liste der Nachknoten wird anschließend fu¨r alle Knoten einer Funktion erstellt und
in die fertige Liste eingetragen. In einem weiteren Schritt wird die Liste um die Anzahl der
Vor- und Nachknoten erga¨nzt.
Um zwischen Ausgangsvariablen sowie abha¨ngigen und unabha¨ngigen Eingangsvaria-
blen unterscheiden zu ko¨nnen, werden alle Variablen einer Benchmark-Schaltung in zwei
XBOOLE-Objekten verwaltet. Das eine Objekt entha¨lt fu¨r jede Variable den Index und
den Variablenname. Das andere Objekt entha¨lt fu¨r die Variable entsprechend ihres Index
die Kodierung zur Unterscheidung der Variablenart (Ausgangsvariable, abha¨ngige bwz. un-
abha¨ngige Eingangsvariable).
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dateiname - Name der .phl-Datei,
oa1 - XBOOLE-Objekt Variablenliste,
oa2 - XBOOLE-Objekt Kodierung der Variablen.
Algorithmus:
solange in oa2 noch Ausgangsvariablen vorhanden
Ausgangsvariable in oa2 suchen und ihr Index index ermitteln;
den ersten Knoten node der Struktur erstellen;
prenode:=NULL;
nextnode:=NULL;
Aufruf des rekursiven Unterprogramms next(index,node,prenode,nextnode)
Nachknoten eintragen;
Anzahl Vorknoten und Nachknoten eintragen;
PHLs aus der .phl-Datei einlesen;
Unterprogramm next()
Parameter:
dateiname - Name der .phl-Datei,
index - Index der Variable,
oa1 - XBOOLE-Objekt Variablenliste,
oa2 - XBOOLE-Objekt Kodierung der Variablen,
node - der aktuelle Knoten,
prenode - der Vorknoten,
nextnode - der na¨chste Knoten in der Struktur,
begin - der erste Knoten.
Algorithmus:
aus dem gegebenen Index den Variablenname ermitteln;
phl-Datei o¨ffnen;
in der Datei die PHL mit der Ausgangsvariable suchen, die PHL-Nummer speichern;
wenn noch kein Knoten mit PHL-Nummer vorhanden (Unterprogramm pruefen())
v o l:=0;
list nr:=PHL-Nummer;
prenode in die Liste der Vorknoten schreiben;
fu¨r jede Eingangsvariable der PHL
Name der Variable aus phl-Datei lesen;
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Index und Variablenkodierung ermitteln;
nextnode erstellen mit list nr:=0;
nextnode als na¨chster Knoten des Knotens node speichern;
node:=nextnode;
wenn variable=prima¨rer Eingang
wenn Knoten mit der Variable noch nicht existiert
v o l:=0;
list nr:=Index der Variable;






nr - Nummer der PHL bzw. Index der Eingangsvariable,
param - ist gleich 1 bei PHL und 0 bei Variablen,
prenode - der Vorknoten,
begin - der erste Knoten,
end - der letzte in der Struktur abgespeicherte Knoten.
Algorithmus:




solange Knoten nicht gleich end
wenn bei dem Knoten list nr=nr und v o l=param
in der Liste der Vorknoten prenode suchen;
wenn prenode nicht gefunden
prenode in die Liste der Vorknoten schreiben;
gefunden:=1;
Knoten:= na¨chster Knoten;
wenn gefunden return 0;
sonst return 1;
A.2 Globale Phasenliste
Algorithmus zum Entfernen von Variablen bei der Durchschnittsbildung
Erstellen der Objekte oa9 (alle Variablen der Funktion) und oa10 (Anzahl
der Verwendungen dieser Variablen in TVL der gesamten Funktion);
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Erstellen der Objekte oa11 (Variablen der zu verknu¨pfenden TVL) und
oa12 (Anzahl der Verwendungen dieser Variablen in den zu verknu¨pfenden TVL);
wenn die Ausgangsvariable nur noch einmal in den zu verknu¨pfenden
TVL verwendet wird,
wenn die Ausgangsvariable nur noch einmal in der Funktion verwendet wird,
Maximum nach diese Variable bilden;
sonst
Anzahl der Verwendungen der Variable in oa10 auf 0 setzen
(d.h. die Variable wird in den anderen TVL auftreten und
kann deswegen nicht gestrichen werden);
sonst
die Anzahl der Verwendungen der Variable in oa10 und









der Funktion f3 = f¯1 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1} und α 6= β
Beweis:
1.
f−3 · f03 = ¯f1− ¯f10 ¯f11 · f11 = 0 (B.1)
2.
f−3 · f13 = ¯f1− ¯f10 ¯f11 · f01 = 0 (B.2)
3.
f13 · f03 = f01 · f11 = 0 (B.3)









der Funktion f3 = f1 ∨ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1} und α 6= β
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Beweis:
1.
f−3 · f03 = 0 (B.4)
(f1− ∨ f2− ∨ f10f21 ∨ f11f20)
·(f01 f02 ∨ f01 f¯−2 f¯02 f¯12 ∨ f02 f¯−1 f¯01 f¯11 ) = 0 (B.5)
0 = 0 (B.6)
2.
f−3 · f13 = 0 (B.7)
(f1− ∨ f2− ∨ f10f21 ∨ f11f20)
·(f11 f12 ∨ f11 f¯−2 f¯02 f¯12 ∨ f12 f¯−1 f¯01 f¯11 ) = 0 (B.8)
0 = 0 (B.9)
3.
f03 · f13 = 0 (B.10)
(f01 f
0
2 ∨ f01 f¯−2 f¯02 f¯12 ∨ f02 f¯−1 f¯01 f¯11 ) ·
(f11 f
1
2 ∨ f11 f¯−2 f¯02 f¯12 ∨ f12 f¯−1 f¯01 f¯11 ) = 0 (B.11)
0 = 0 (B.12)





(B.4), (B.7) und (B.10) entstehen (B.5), (B.8) und (B.11). Durch elementare Umformun-
gen der Gleichungen (B.5), (B.8) und (B.11) unter Beru¨cksichtigung der Orthonalita¨t der










2 werden (B.6), (B.9) und
(B.12) erhalten.
B.3 Satz 4.10





(4.27) der Funktion f3 = f1 · f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1} und α 6= β
Beweis:
Die Gleichungen (B.14), (B.17) und (B.20) entstehen nach dem Einsetzen von (4.101),




3 in (B.13), (B.16) und (B.19). Die
elementaren Umformungen der Gleichungen (B.14), (B.17) und (B.20) unter Beru¨cksichti-









f12 fu¨hren zu (B.15), (B.18) und (B.21).
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1.
f−3 · f03 = 0 (B.13)
f1
−f2− · (f−1 f02 ∨ f01 f−2 ∨ f01 f02 ) = 0 (B.14)
0 = 0 (B.15)
2.
f−3 · f13 = 0 (B.16)
f1
−f2− · (f−1 f12 ∨ f11 f−2 ∨ f11 f12 ) = 0 (B.17)
0 = 0 (B.18)
3.
f03 · f13 = 0 (B.19)
(f−1 f
0
2 ∨ f01 f−2 ∨ f01 f02 ) · (f−1 f12 ∨ f11 f−2 ∨ f11 f12 ) = 0 (B.20)
0 = 0 (B.21)
B.4 Satz 4.12





(4.27) der Funktion f3 = f1 ⊕ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1} und α 6= β
Beweis:





in (B.22), (B.25) und (B.28) entstehen die Gleichungen (B.23), (B.26) und (B.29). Diese
Gleichungen fu¨hren durch elementare Umformungen unter Beru¨cksichtigung der Tatsache,











sind, zu (B.24), (B.27) und (B.30).
1.
f−3 · f03 = 0 (B.22)
(f10f21 ∨ f11 f02 ∨ f−1 f¯−2 f¯02 f¯12 ∨ f−2 f¯−1 f¯01 f¯11 )
·(f11 f−2 ∨ f−1 f12 ∨ f01 f¯−2 f¯02 f¯12 ∨ f02 f¯−1 f¯01 f¯11 ) = 0 (B.23)
0 = 0 (B.24)
2.
f−3 · f13 = 0 (B.25)
(f10f21 ∨ f11 f02 ∨ f−1 f¯−2 f¯02 f¯12 ∨ f−2 f¯−1 f¯01 f¯11 )
·(f01 f−2 ∨ f−1 f02 ∨ f11 f¯−2 f¯02 f¯12 ∨ f12 f¯−1 f¯01 f¯11 ) = 0 (B.26)
0 = 0 (B.27)
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3.
f03 · f13 = 0 (B.28)
(f11 f
−
2 ∨ f−1 f12 ∨ f01 f¯−2 f¯02 f¯12 ∨ f02 f¯−1 f¯01 f¯11 )
·(f01 f−2 ∨ f−1 f02 ∨ f11 f¯−2 f¯02 f¯12 ∨ f12 f¯−1 f¯01 f¯11 ) = 0 (B.29)
0 = 0 (B.30)
B.5 Satz 4.14





(4.27) der Funktion f3 = f1 ¯ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1} und α 6= β
Beweis:
Die Gleichungen (B.32), (B.35) und (B.38) entstehen durch das Einsetzen von (4.133),




3 in (B.31), (B.34) und (B.37). Da











sind, ko¨nnen die Gleichungen (B.32), (B.35) und (B.38) durch elementare Umformungen in
(B.33), (B.36) und (B.39) u¨berfu¨hrt werden.
1.
f−3 · f03 = 0 (B.31)
(f1−f2− ∨ f10f20 ∨ f11f21 ∨ f¯−1 f¯01 f¯11 f¯−2 f¯02 f¯12 )
·(f1−f20 ∨ f10f2− ∨ f11f¯−2 f¯02 f¯12 ∨ f21f¯−1 f¯01 f¯11 ) = 0 (B.32)
0 = 0 (B.33)
2.
f−3 · f13 = 0 (B.34)
(f1−f2− ∨ f10f20 ∨ f11f21 ∨ f¯−1 f¯01 f¯11 f¯−2 f¯02 f¯12 )
·(f1−f21 ∨ f11f2− ∨ f10f¯−2 f¯02 f¯12 ∨ f20f¯−1 f¯01 f¯11 ) = 0 (B.35)
0 = 0 (B.36)
3.
f03 · f13 = 0 (B.37)
(f1−f20 ∨ f10f2− ∨ f11f¯−2 f¯02 f¯12 ∨ f21f¯−1 f¯01 f¯11 )
·(f1−f21 ∨ f11f2− ∨ f10f¯−2 f¯02 f¯12 ∨ f20f¯−1 f¯01 f¯11 ) = 0 (B.38)
0 = 0 (B.39)
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B.6 Satz 4.21





3 (4.162) der Funktion f3 = f¯1 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1,=} und α 6= β
Beweis:





f=3 in die Formeln (B.40), (B.42), (B.44), (B.46), (B.48) und (B.50) entstehen die Ausdru¨cke
(B.41), (B.43), (B.45), (B.47), (B.49) und (B.51).
1.
f−3 · f03 = 0 (B.40)
f=1 · f11 = 0 (B.41)
2.
f−3 · f13 = 0 (B.42)
f=1 · f01 = 0 (B.43)
3.
f−3 · f=3 = 0 (B.44)
f=1 · f−1 = 0 (B.45)
4.
f03 · f13 = 0 (B.46)
f11 · f01 = 0 (B.47)
5.
f03 · f=3 = 0 (B.48)
f11 · f−1 = 0 (B.49)
6.
f13 · f=3 = 0 (B.50)
f01 · f−1 = 0 (B.51)
Die Richtigkeit der Aussagen (B.41), (B.43), (B.45), (B.47), (B.49) und (B.51) folgt aus der






1 (siehe Sa¨tze 4.4 und 4.16).
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B.7 Satz 4.23





3 (4.162) der Funktion f3 = f1 ∨ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1,=} und α 6= β
Beweis:





f=3 in die Formeln (B.52), (B.55), (B.58), (B.61), (B.64) und (B.67) entstehen die Ausdru¨cke
(B.53), (B.56), (B.59), (B.62), (B.65) und (B.68).
1.
f−3 · f03 = 0 (B.52)
(f1− ∨ f2− ∨ f10f21 ∨ f11f20)
·(f10f20 ∨ f10f2= ∨ f1=f20) = 0 (B.53)
0 = 0 (B.54)
2.
f−3 · f13 = 0 (B.55)
(f1− ∨ f2− ∨ f10f21 ∨ f11f20)
·(f11f21 ∨ f11f2= ∨ f1=f21) = 0 (B.56)
0 = 0 (B.57)
3.
f−3 · f=3 = 0 (B.58)
(f1− ∨ f2− ∨ f10f21 ∨ f11f20) · (f1=f2=) = 0 (B.59)
0 = 0 (B.60)
4.
f03 · f13 = 0 (B.61)
(f10f20 ∨ f10f2= ∨ f1=f20)
·(f11f21 ∨ f11f2= ∨ f1=f21) = 0 (B.62)
0 = 0 (B.63)
5.
f03 · f=3 = 0 (B.64)
(f10f20 ∨ f10f2= ∨ f1=f20) · (f1=f2=) = 0 (B.65)
0 = 0 (B.66)
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6.
f13 · f=3 = 0 (B.67)
(f11f21 ∨ f11f2= ∨ f1=f21) · (f1=f2=) = 0 (B.68)
0 = 0 (B.69)
Die Richtigkeit der Aussagen (B.54), (B.57), (B.60), (B.63), (B.66) und (B.69) folgt aus der















(siehe Sa¨tze 4.4 und 4.16).
B.8 Satz 4.25





3 (4.162) der Funktion f3 = f1 · f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1,=} und α 6= β
Beweis:







in die Formeln (B.70), (B.73), (B.76), (B.79), (B.82) und (B.85) entstehen die Ausdru¨cke
(B.71), (B.74), (B.77), (B.80), (B.83) und (B.86). Die Richtigkeit der Aussagen (B.72),













2 (siehe Sa¨tze 4.4 und 4.16).
1.
f−3 · f03 = 0 (B.70)
(f1−f2−) · (f1−f20 ∨ f10f2− ∨ f10f20) = 0 (B.71)
0 = 0 (B.72)
2.
f−3 · f13 = 0 (B.73)
(f1−f2−) · (f1−f21 ∨ f11f2− ∨ f11f21) = 0 (B.74)
0 = 0 (B.75)
3.
f−3 · f=3 = 0 (B.76)
(f1−f2−) · (f11f20 ∨ f10f21 ∨ f1= ∨ f2=) = 0 (B.77)
0 = 0 (B.78)
4.
f03 · f13 = 0 (B.79)
(f1−f20 ∨ f10f2− ∨ f10f20)
·(f1−f21 ∨ f11f2− ∨ f11f21) = 0 (B.80)
0 = 0 (B.81)
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5.
f03 · f=3 = 0 (B.82)
(f1−f20 ∨ f10f2− ∨ f10f20)
·(f11f20 ∨ f10f21 ∨ f1= ∨ f2=) = 0 (B.83)
0 = 0 (B.84)
6.
f13 · f=3 = 0 (B.85)
(f1−f21 ∨ f11f2− ∨ f11f21)
·(f11f20 ∨ f10f21 ∨ f1= ∨ f2=) = 0 (B.86)
0 = 0 (B.87)
B.9 Satz 4.27





3 (4.162) der Funktion f3 = f1 ⊕ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1,=} und α 6= β
Beweis:







in die Formeln (B.88), (B.91), (B.94), (B.97), (B.100) und (B.103) entstehen die Ausdru¨cke
(B.89), (B.92), (B.95), (B.98), (B.101) und (B.104). Die Richtigkeit der Aussagen (B.90),















2 (siehe Sa¨tze 4.4 und 4.16).
1.
f−3 · f03 = 0 (B.88)
(f10f21 ∨ f11f20 ∨ f1−f2= ∨ f1=f2−)
·(f11f2− ∨ f1−f21 ∨ f10f2= ∨ f1=f20) = 0 (B.89)
0 = 0 (B.90)
2.
f−3 · f13 = 0 (B.91)
(f10f21 ∨ f11f20 ∨ f1−f2= ∨ f1=f2−)
·(f10f2− ∨ f1−f20 ∨ f11f2= ∨ f1=f21) = 0 (B.92)
0 = 0 (B.93)
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3.
f−3 · f=3 = 0 (B.94)
(f10f21 ∨ f11f20 ∨ f1−f2= ∨ f1=f2−)
·(f1−f2− ∨ f10f20 ∨ f11f21 ∨ f1=f2=) = 0 (B.95)
0 = 0 (B.96)
4.
f03 · f13 = 0 (B.97)
(f11f2− ∨ f1−f21 ∨ f10f2= ∨ f1=f20)
·(f10f2− ∨ f1−f20 ∨ f11f2= ∨ f1=f21) = 0 (B.98)
0 = 0 (B.99)
5.
f03 · f=3 = 0 (B.100)
(f11f2− ∨ f1−f21 ∨ f10f2= ∨ f1=f20)
·(f1−f2− ∨ f10f20 ∨ f11f21 ∨ f1=f2=) = 0 (B.101)
0 = 0 (B.102)
6.
f13 · f=3 = 0 (B.103)
(f10f2− ∨ f1−f20 ∨ f11f2= ∨ f1=f21)
·(f1−f2− ∨ f10f20 ∨ f11f21 ∨ f1=f2=) = 0 (B.104)
0 = 0 (B.105)
B.10 Satz 4.29





3 (4.162) der Funktion f3 = f1 ¯ f2 sind zueinander paarweise disjunkt:
fα3 · fβ3 = 0, fu¨r α, β ∈ {−, 0, 1,=} und α 6= β
Beweis:





f=3 in die Formeln (B.106), (B.109), (B.112), (B.115), (B.118) und (B.121) entstehen die
Ausdru¨cke (B.107), (B.110), (B.113), (B.116), (B.119) und (B.122). Wegen der Orthogona-















4.4 und 4.16) werden nach dem Ausmultiplizieren der Disjunktionen in den Ausdru¨cken
(B.107), (B.110), (B.113), (B.116), (B.119) und (B.122) die Ausdru¨cke (B.108), (B.111),
(B.114), (B.117), (B.120) und (B.123) erhalten.
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1.
f−3 · f03 = 0 (B.106)
(f1−f2− ∨ f10f20 ∨ f11f21 ∨ f1=f1=)
·(f1−f20 ∨ f10f2− ∨ f11f2= ∨ f1=f21) = 0 (B.107)
0 = 0 (B.108)
2.
f−3 · f13 = 0 (B.109)
(f1−f2− ∨ f10f20 ∨ f11f21 ∨ f1=f1=)
·(f1−f21 ∨ f11f2− ∨ f10f2= ∨ f1=f20) = 0 (B.110)
0 = 0 (B.111)
3.
f−3 · f=3 = 0 (B.112)
(f1−f2− ∨ f10f20 ∨ f11f21 ∨ f1=f1=)
·(f10f21 ∨ f11f20 ∨ f1−f2= ∨ f1=f2−) = 0 (B.113)
0 = 0 (B.114)
4.
f03 · f13 = 0 (B.115)
(f1−f20 ∨ f10f2− ∨ f11f2= ∨ f1=f21)
·(f1−f21 ∨ f11f2− ∨ f10f2= ∨ f1=f20) = 0 (B.116)
0 = 0 (B.117)
5.
f03 · f=3 = 0 (B.118)
(f1−f20 ∨ f10f2− ∨ f11f2= ∨ f1=f21)
·(f10f21 ∨ f11f20 ∨ f1−f2= ∨ f1=f2−) = 0 (B.119)
0 = 0 (B.120)
6.
f13 · f=3 = 0 (B.121)
(f1−f21 ∨ f11f2− ∨ f10f2= ∨ f1=f20)
·(f10f21 ∨ f11f20 ∨ f1−f2= ∨ f1=f2−) = 0 (B.122)





Die Daten der folgenden Abschnitte des Anhangs sind im Ergebnis der Messungen mit einer
UNIX-Workstation (Sparc Station 20) unter dem Betriebssystem Solaris entstanden. Als
Eingangsdaten wurden fu¨r die Untersuchung Zufallsfunktionen mit 14 Variablen herange-
zogen, die u¨ber eine unterschiedliche Anzahl Konjunktionen (oder in der TVL-Darstellung:
unterschiedliche Anzahl der Zeilen) verfu¨gen. Alle Zeitangaben erfolgen in Sekunden.
C.2 Anzahl der Konjunktionen der Funktionen vor nach De-
komposition
In den Spalten der nachfolgenden Tabelle sind von links nach rechts dargestellt:
• die Anzahl der Konjunktionen der nicht optimierten Funktionen,
• die Anzahl der Zeilen der Funktionen in der TVL-Darstellung,
• die Anzahl der Zeilen der Funktion f−(x), f0(x), f1(x) und f=(x) in der TVL-
Darstellung,
• die gesamte Anzahl der Zeilen der durch Tupel aus drei Teilfunktionen dargestellten
Funktionen in der TVL-Darstellung,
• die gesamte Anzahl der Zeilen der durch Tupel aus vier Teilfunktionen dargestellten
Funktionen in der TVL-Darstellung.
f(x) f−(x) f0(x) f1(x) f=(x) 3-Tupel 4-Tupel
200 95 0 51 44 447 95 542
400 416 9 195 212 1120 416 1536
600 741 22 334 383 1497 739 2236
800 1012 56 450 506 1701 1012 2713
1000 1233 100 557 578 1833 1235 3068
1200 1465 138 667 675 1892 1480 3372
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Fortsetzung der Tabelle:
f(x) f−(x) f0(x) f1(x) f=(x) 3-Tupel 4-Tupel
1400 1679 204 743 719 1922 1666 3588
1600 1896 255 834 796 1856 1885 3741
1800 2024 304 816 889 1875 2009 3884
2000 2209 371 939 874 1847 2184 4031
2200 2386 404 896 1036 1797 2336 4133
2400 2530 469 1038 977 1787 2484 4271
2600 2670 579 937 1070 1720 2586 4306
2800 2855 576 1015 1109 1650 2700 4350
3000 2956 689 1038 1098 1597 2825 4422
3200 3070 733 1049 1157 1581 2939 4520
3400 3212 793 1056 1157 1492 3006 4498
3600 3326 845 1192 1080 1451 3117 4568
3800 3455 892 1184 1093 1407 3169 4576
4000 3534 952 1081 1180 1363 3213 4576
4200 3632 987 1108 1222 1272 3317 4589
4400 3735 1061 1210 1095 1216 3366 4582
4600 3778 1127 1216 1075 1195 3418 4613
4800 3894 1158 1216 1103 1138 3477 4615
5000 4013 1244 1112 1213 1093 3569 4662
5200 4043 1277 1100 1197 1035 3574 4609
5400 4166 1320 1085 1224 1007 3629 4636
5600 4237 1351 1115 1215 943 3681 4624
5800 4324 1434 1186 1113 912 3733 4645
6000 4316 1487 1154 1062 904 3703 4607
6200 4410 1495 1132 1149 817 3776 4593
6400 4526 1581 1043 1158 819 3782 4601
6600 4583 1651 1135 1056 794 3842 4636
6800 4606 1634 1158 1019 757 3811 4568
7000 4694 1719 1004 1160 727 3883 4610
7200 4733 1775 972 1101 675 3848 4523
7400 4757 1763 1120 1011 648 3894 4542
7600 4830 1797 1125 995 596 3917 4513
7800 4866 1828 1097 990 602 3915 4517
8000 4921 1841 1079 991 539 3911 4450
8200 4941 1910 969 1043 568 3922 4490
8400 5063 2009 937 1042 492 3988 4480
8600 5076 1952 949 1060 448 3961 4409
8800 5097 2025 1020 961 449 4006 4455
9000 5161 2080 907 978 428 3965 4393
9200 5152 2081 887 1010 416 3978 4394
9400 5198 2118 882 972 393 3972 4365
9600 5217 2146 844 974 386 3964 4350
9800 5330 2170 935 840 354 3945 4299
10000 5320 2210 844 921 354 3975 4329
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Fortsetzung der Tabelle:
f(x) f−(x) f0(x) f1(x) f=(x) 3-Tupel 4-Tupel
10200 5326 2225 823 955 323 4003 4326
10400 5425 2270 795 926 313 3991 4304
10600 5422 2321 891 755 304 3967 4271
10800 5435 2333 888 758 274 3979 4253
11000 5495 2345 774 858 254 3977 4231
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C.3 Berechnungszeiten fu¨r Operation Konjunktion
In der folgenden Tabelle sind dargestellt:
• die Zeilenzahl der TVL der zu verknu¨pfenden Funktionen,
• die fu¨r die Durchfu¨hrung der Operation Konjunktion beno¨tigten Zeiten bei der Dar-
stellung der Funktionen durch eine TVL und durch Tupel aus 3 und 4 TVL.
1.F. 2.F. 1 TVL 3-Tupel 4-Tupel 1. F. 2. F. 1 TVL 3-Tupel 4-Tupel
95 416 0,00 0,00 0,06 4757 4830 4,39 2,60 2,45
96 740 0,01 0,01 0,08 4795 4899 3,84 1,98 2,46
741 1012 0,11 0,06 0,33 4866 4921 4,31 2,36 2,43
1233 1465 0,27 0,16 0,58 4941 5063 4,48 2,21 2,49
1249 1674 0,32 0,18 0,81 5016 5049 4,40 2,11 2,52
1679 1896 0,48 0,31 1,05 5076 5097 4,34 2,13 2,54
2024 2209 0,69 0,43 1,27 5146 5250 4,40 2,34 2,47
2024 2402 0,76 0,46 1,30 5161 5152 4,45 2,42 2,50
2386 2530 0,95 0,58 1,45 5198 5217 4,72 2,16 2,48
2670 2855 1,37 0,73 1,63 5315 5409 4,71 2,32 2,55
2670 2965 1,28 0,76 1,64 5326 5425 4,91 2,33 2,50
2956 3070 1,54 0,89 1,79 5330 5320 4,87 2,18 2,46
3212 3326 1,81 1,03 1,92 5422 5435 5,03 2,24 2,47
3225 3416 1,97 1,08 2,03 5432 5470 4,85 2,18 2,49
3455 3534 2,29 1,15 1,98 5576 5573 5,09 2,23 2,45
3632 3735 2,40 1,35 2,09 5682 5689 5,57 2,25 2,42
3639 3812 2,26 1,52 2,09 5706 5790 5,38 2,21 2,37
3778 3894 2,79 1,57 2,12 5789 5820 5,50 2,17 2,36
4013 4043 3,14 1,74 2,24 5851 5924 5,69 2,22 2,52
4046 4175 2,76 1,60 2,22 5922 5958 5,76 2,19 2,57
4166 4237 3,12 1,83 2,28 6047 6058 5,99 2,10 2,27
4292 4429 3,10 1,72 2,30 6050 5978 5,91 2,23 2,37
4324 4316 3,19 1,84 2,34 6058 6034 6,11 2,07 2,12
4410 4526 3,67 1,85 2,45 6097 6170 6,16 2,02 2,03
4572 4682 3,49 1,88 2,40 6098 6112 6,09 2,12 2,11
4583 4606 4,09 2,00 2,42 6125 6126 6,13 2,26 2,16
4694 4733 4,31 2,20 2,40 6239 6242 6,39 1,97 2,00
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C.4 Berechnungszeiten fu¨r Operation Negation
Die Spalten der folgenden Tabelle beziehen sich auf:
• die Zeilenzahl der TVL der zu negierenden Funktion,
• die fu¨r die Durchfu¨hrung der Operation Negation beno¨tigten Zeiten bei der Dastellung
der Funktionen durch eine TVL und durch Tupel aus 3 und 4 TVL.
Funk. 1 3 4 Funk. 1 3 4 Funk. 1 3 4
95 0,01 0,01 0,00 4013 3,26 1,40 0,00 5315 4,49 1,30 0,00
96 0,00 0,01 0,00 4043 3,19 1,37 0,00 5320 4,17 1,30 0,00
416 0,08 0,07 0,00 4046 3,23 1,38 0,00 5326 4,15 1,31 0,00
740 0,24 0,16 0,00 4166 3,32 1,40 0,00 5330 4,10 1,30 0,00
741 0,21 0,17 0,00 4175 3,40 1,40 0,00 5409 4,50 1,31 0,00
1012 0,37 0,27 0,00 4237 3,52 1,46 0,01 5422 5,42 1,30 0,00
1233 0,53 0,37 0,00 4292 3,57 1,38 0,00 5425 4,31 1,30 0,00
1249 0,64 0,40 0,00 4316 3,53 1,40 0,01 5432 4,45 1,35 0,00
1465 0,72 0,49 0,00 4324 3,50 1,43 0,01 5470 4,39 1,25 0,00
1674 0,96 0,59 0,00 4410 3,70 1,39 0,00 5573 4,69 1,35 0,01
1679 0,91 0,59 0,00 4429 3,82 1,37 0,01 5576 4,38 1,27 0,00
1896 1,17 0,69 0,00 4526 3,75 1,58 0,00 5682 5,03 1,30 0,00
2024 1,24 0,76 0,00 4572 3,83 1,40 0,01 5689 5,06 1,32 0,01
2024 1,34 0,76 0,00 4583 3,67 1,41 0,01 5706 4,94 1,29 0,00
2209 1,45 1,00 0,00 4606 3,67 1,37 0,00 5789 4,74 1,24 0,00
2386 1,64 1,00 0,00 4682 3,77 1,38 0,00 5790 5,04 1,22 0,00
2402 1,67 0,91 0,00 4694 3,73 1,38 0,00 5820 4,59 1,16 0,00
2530 1,73 1,09 0,00 4733 3,75 1,40 0,00 5851 4,69 1,27 0,00
2670 1,86 1,06 0,01 4757 3,80 1,35 0,01 5922 4,50 1,25 0,00
2670 1,89 1,05 0,00 4795 3,95 1,43 0,00 5924 4,68 1,28 0,00
2855 2,08 1,08 0,00 4830 3,87 1,38 0,01 5958 5,11 1,19 0,00
2956 2,14 1,17 0,00 4866 3,87 1,44 0,00 5978 4,41 1,13 0,01
2965 2,14 1,12 0,01 4899 4,13 1,47 0,01 6034 4,80 1,09 0,00
3070 2,31 1,20 0,00 4921 4,00 1,35 0,01 6047 4,97 1,14 0,01
3212 2,39 1,27 0,00 4941 3,89 1,41 0,00 6050 5,01 1,19 0,00
3225 2,41 1,25 0,00 5016 4,66 1,49 0,00 6058 4,93 1,13 0,01
3326 2,49 1,33 0,00 5049 4,58 1,42 0,01 6058 4,68 1,19 0,00
3416 2,60 1,29 0,00 5063 4,15 1,47 0,01 6097 4,63 1,10 0,00
3455 2,70 1,30 0,00 5076 4,37 1,39 0,00 6098 4,94 1,11 0,00
3534 2,81 1,30 0,00 5097 4,34 1,38 0,01 6112 4,75 1,10 0,00
3632 2,91 1,41 0,00 5146 4,74 1,38 0,00 6125 4,64 1,13 0,00
3639 2,85 1,33 0,00 5152 4,07 1,35 0,01 6126 5,30 1,13 0,00
3735 3,02 1,40 0,01 5161 4,06 1,54 0,00 6170 4,67 1,09 0,00
3778 3,00 1,34 0,00 5198 4,12 1,32 0,01 6239 4,59 1,10 0,00
3812 3,00 1,36 0,00 5217 4,07 1,34 0,00
3894 3,19 1,34 0,00 5250 4,38 1,31 0,00
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C.5 Berechnungszeiten fu¨r Operation Disjunktion
In der folgenden Tabelle sind dargestellt:
• die Zeilenzahl der TVL der zu verknu¨pfenden Funktionen,
• die fu¨r die Durchfu¨hrung der Operation Disjunktion beno¨tigten Zeiten bei der Dar-
stellung der Funktionen durch eine TVL und durch als Tupel aus 3 und 4 TVL.
1.F. 2.F. 1 TVL 3-Tupel 4-Tupel 1. F. 2. F. 1 TVL 3-Tupel 4-Tupel
95 416 0,00 0,15 0,13 4757 4830 3,56 4,59 1,78
96 740 0,00 0,27 0,19 4795 4899 3,61 4,68 1,78
741 1012 0,05 1,17 0,88 4866 4921 3,87 4,53 1,76
1233 1465 0,13 2,52 1,58 4941 5063 3,99 4,47 1,68
1249 1674 0,30 2,54 1,54 5016 5049 3,88 4,50 1,68
1679 1896 0,46 3,76 1,90 5076 5097 3,99 4,39 1,66
2024 2209 0,64 3,90 2,33 5161 5152 4,15 4,32 1,60
2024 2402 0,75 3,97 2,04 5146 5250 4,15 4,29 1,60
2386 2530 0,90 4,71 2,42 5198 5217 4,19 4,19 1,56
2670 2855 1,15 5,13 2,23 5330 5320 4,39 4,13 1,52
2670 2965 1,19 4,71 2,31 5315 5409 4,41 4,17 1,56
2956 3070 1,39 5,07 2,46 5326 5425 4,61 4,27 1,52
3212 3326 1,66 5,34 2,42 5422 5435 5,13 4,04 1,48
3225 3416 1,69 5,34 2,34 5432 5470 4,52 3,97 1,52
3455 3534 1,90 5,29 2,34 5576 5573 4,71 4,06 1,54
3632 3735 2,12 5,23 2,19 5682 5689 5,20 4,05 1,40
3639 3812 2,17 5,18 2,20 5706 5790 5,07 3,69 1,38
3778 3894 2,33 5,22 2,15 5789 5820 5,03 3,61 1,33
4013 4043 2,52 5,43 2,13 5851 5924 5,13 3,67 1,55
4046 4175 2,61 5,13 2,13 5922 5958 5,21 3,67 1,56
4166 4237 2,75 5,05 2,05 6050 5978 5,32 3,58 1,58
4324 4316 2,91 4,98 2,01 6058 6034 5,31 3,44 1,54
4292 4429 2,98 4,95 1,99 6047 6058 5,43 3,64 1,61
4410 4526 3,12 4,92 1,95 6098 6112 5,47 3,39 1,30
4583 4606 3,28 4,83 1,91 6125 6126 5,49 3,50 1,54
4572 4682 3,32 4,84 1,89 6097 6170 5,53 3,44 1,33
4694 4733 3,46 4,75 1,82 6239 6242 5,59 3,46 1,32
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C.6 Anzahl der Konjunktionen der Funktionen nach der An-
wendung der rekursive Dekomposition
In drei Versuchsreihen wurden die Booleschen Funktionen mit 14 Variablen (Zeilenzahl in
der linken Spalte) rekursiv in 3 und 4 Teilfunktionen zerlegt, so dass die Teilfunktionen 13,
10 und 7 Variablen enthalten. Die gesamten Zeilenzahlen u¨ber alle Teilfunktionen sind in
der folgenden Tabelle dargestellt:
3-Dekomposition 4-Dekomposition
14 Var. 13 Var. 10 Var. 7 Var. 13 Var. 10 Var. 7 Var.
95 95 95 95 542 3380 22936
416 416 416 415 1536 8751 53020
741 739 740 739 2236 12566 74627
1012 1012 1023 1023 2713 15366 89533
1233 1235 1255 1257 3068 17013 100348
1465 1480 1480 1481 3372 18518 109313
1679 1666 1677 1674 3588 19972 117392
1896 1885 1880 1881 3741 21313 123264
2024 2009 1999 1999 3884 22122 128616
2209 2184 2167 2173 4031 22971 133144
2386 2336 2322 2324 4133 23461 136323
2530 2484 2469 2469 4271 24033 139677
2670 2586 2564 2567 4306 24600 142107
2855 2700 2688 2697 4350 24877 145448
2956 2825 2809 2812 4422 25390 146927
3070 2939 2894 2909 4520 25771 148168
3212 3006 2966 2971 4498 25949 150324
3326 3117 3064 3086 4568 26182 151127
3455 3169 3133 3126 4576 26309 151904
3534 3213 3152 3157 4576 26333 153011
3632 3317 3249 3241 4589 26374 152367
3735 3366 3242 3252 4582 26381 152947
3778 3418 3344 3337 4613 26320 153045
3894 3477 3387 3396 4615 26455 153729
4013 3569 3465 3485 4662 26528 153227
4043 3574 3545 3531 4609 26558 153603
4166 3629 3526 3564 4636 26421 153291
4237 3681 3613 3618 4624 26319 152261
4324 3733 3639 3645 4645 26292 152815
4316 3703 3581 3578 4607 26204 151624
4410 3776 3650 3650 4593 25919 150868
4526 3782 3697 3691 4601 26092 150496
4583 3842 3677 3699 4636 25904 150010
4606 3811 3706 3718 4568 25662 148403
4694 3883 3706 3694 4610 25687 148607
4733 3848 3681 3691 4523 25255 146029
4757 3894 3716 3736 4542 25222 145564
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Fortsetzung der Tabelle:
3-Dekomposition 4-Dekomposition
14 Var. 13 Var. 10 Var. 7 Var. 13 Var. 10 Var. 7 Var.
4830 3917 3738 3725 4513 24954 144951
4866 3915 3736 3723 4517 24911 144301
4921 3911 3736 3744 4450 24602 142970
4941 3922 3662 3683 4490 24662 142100
5063 3988 3663 3666 4480 24012 139615
5076 3961 3739 3740 4409 24022 139330
5097 4006 3733 3744 4455 23776 138354
5161 3965 3668 3685 4393 23514 136297
5152 3978 3645 3651 4394 23379 135660
5198 3972 3636 3635 4365 22938 134039
5217 3964 3632 3624 4350 22995 133445
5330 3945 3545 3559 4299 22580 131138
5320 3975 3648 3626 4329 22624 130906
5326 4003 3603 3633 4326 22383 129800
5425 3991 3524 3514 4304 22032 128778
5422 3967 3494 3506 4271 21631 126138
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C.7 Optimierung der Dekomposition
In den zwei Versuchsreihen wurden in den Algorithmen der 3- und 4-Dekomposition ver-
wendet:
• die Ableitungsoperation (Abl.),
• die Operationen Konjunktion und Differenz (K./D.).
In der folgenden Tabelle sind die Zeiten zusammengefasst, die zur Dekomposition der Funk-
tionen mit in der linken Spalte dargestellen Zeilenzahl beno¨tigt werden.
Zeilen- 3-Dekomp. 4-Dekomp. Zeilen- 3-Dekomp. 4-Dekomp.
zahl Abl. K./D. Abl. K./D. zahl Abl. K./D. Abl. K./D.
100 0 0 0 0 9328 19 13 28 22
492 0 1 0 1 9501 19 12 29 21
969 0 0 2 1 9790 20 13 30 23
1433 1 0 2 2 9953 20 14 30 23
1869 1 1 3 3 10097 20 15 30 24
2314 2 1 4 4 10317 22 14 31 25
2740 2 1 6 5 10512 21 15 32 25
3168 3 2 7 6 10766 22 16 32 26
3512 4 2 9 7 10864 23 16 33 27
3938 5 2 10 7 10996 24 16 34 26
4246 5 3 11 7 11092 23 17 34 28
4648 7 3 11 8 11275 24 17 34 28
5007 7 4 12 9 11396 24 18 34 28
5346 8 4 14 10 11683 25 19 36 30
5671 8 5 14 11 11780 26 19 36 31
6015 9 5 17 11 11882 25 20 36 30
6323 11 5 17 12 12043 26 20 36 31
6652 11 6 19 13 12101 26 21 37 32
6908 12 6 19 14 12283 26 21 38 32
7122 12 7 20 15 12339 26 22 37 33
7435 13 8 21 15 12573 27 22 37 33
7706 14 8 22 16 12607 26 22 39 34
7997 15 9 22 17 12677 27 22 38 34
8190 16 9 24 18 12799 27 24 39 35
8461 16 9 25 18 12966 29 23 38 35
8702 17 10 26 19 13039 28 23 39 35
8921 17 11 27 20 13163 29 25 39 36





Die Daten der folgenden Abschnitte des Anhangs sind im Ergebnis der Messungen in einem
Subnetz mit 4 UNIX-Workstation (LUNA, SPACE, NINIVE und ASSUR) unterschiedli-
cher Leistungsfa¨higkeit unter dem Betriebssystem Solaris entstanden (siehe die Tabelle im
Abschnitt 5.3.1). Als Eingangsdaten wurden fu¨r die Untersuchung Zufallsfunktionen mit 20
Variablen herangezogen, die u¨ber eine unterschiedliche Anzahl Konjunktionen (oder in der
TVL-Darstellung: unterschiedliche Anzahl der Zeilen) verfu¨gen. Alle Zeitangaben erfolgen
in Sekunden.
D.2 Verteilte Verarbeitung mit zwei Servern
1.Funk. 2.Funk. seq,sp sp+lu,sp seq,lu lu+sp,lu sp+lu,sp,s. lu+sp,lu,s.
6844 6966 7 11 3 8 10 7
16503 16798 28 29 16 24 28 21
30372 30341 138 114 79 80 92 77
72580 73526 716 388 408 388 378 342
121663 121390 1631 885 933 731 805 753
171161 171637 2678 1350 1548 1292 1327 1245
221095 221306 3731 1791 2173 1683 1858 1683
267380 268208 4667 2361 2784 2032 2365 2030
311722 313228 5516 2465 3360 2589 2440 2293
352719 354462 6240 2915 3822 2871 2878 2671
391298 391227 6787 3452 4199 3051 3087 3047
425420 424962 7189 3153 4470 3165 3172 3190
Erla¨uterungen zu den Abku¨rzungen der Tabelle:
1.Funk. - die Anzahl der Konjunktionen der 1. Funktion.
2.Funk. - die Anzahl der Konjunktionen der 2. Funktion.
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seq,sp - die Zeit der sequentiellen Verarbeitung auf dem Rechner SPACE in Sekunden.
sp+lu,sp - die Zeit der verteilten Verarbeitung in Sekunden mit den Serverprogrammen
auf SPACE und LUNA und dem Clientprogramm auf SPACE.
seq,lu - die Zeit der sequentiellen Verarbeitung auf dem Rechner LUNA in Sekunden.
lu+sp,lu - die Zeit der verteilten Verarbeitung in Sekunden mit den Serverprogrammen
auf LUNA und SPACE und dem Clientprogramm auf LUNA.
sp+lu,sp,s. - die Zeit der verteilten Verarbeitung in Sekunden mit den Serverprogrammen
auf SPACE und LUNA und dem Clientprogramm auf SPACE. Die Auftra¨ge werden
absteigend sortiert abgearbeitet.
lu+sp,lu,s. - die Zeit der verteilten Verarbeitung in Sekunden mit den Serverprogrammen
auf LUNA und SPACE und dem Clientprogramm auf LUNA. Die Auftra¨ge werden
absteigend sortiert abgearbeitet.
D.3 Verteilte Verarbeitung mit 3 und 4 Servern und ne-
benla¨ufige Verarbeitung auf einer Workstation
1.Funk. 2.Funk. lu+sp+ni,sp lu+sp+ni+as,sp lu+lu,lu sp+sp,sp
6844 6966 10 10 9 13
16503 16798 28 24 26 36
30372 30341 88 74 105 122
72580 73526 321 327 466 551
121663 121390 666 646 1021 1149
171161 171637 1097 966 1655 1984
221095 221306 1453 1269 2293 2703
267380 268208 1640 1470 2931 3280
311722 313228 1994 1917 3516 3703
352719 354462 2323 2178 4005 3939
391298 391227 2527 2368 4396 4230
425420 424962 2625 2452 4719 4708
Erla¨uterung zu den Abku¨rzungen der Tabelle:
1.Funk. - die Anzahl der Konjunktionen der 1. Funktion.
2.Funk. - die Anzahl der Konjunktionen der 2. Funktion.
lu+sp+ni,sp - die Zeit der verteilten Verarbeitung in Sekunden mit den Serverprogram-
men auf LUNA, SPACE und NINIVE und dem Clientprogramm auf SPACE. Die
Auftra¨ge werden absteigend sortiert abgearbeitet.
lu+sp+ni+as,sp - die Zeit der verteilten Verarbeitung in Sekunden mit den Serverpro-
grammen auf LUNA, SPACE, NINIVE und ASSUR und dem Clientprogramm auf
SPACE. Die Auftra¨ge werden absteigend sortiert abgearbeitet.
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lu+lu,lu - die Zeit der verteilten Verarbeitung in Sekunden mit dem Serverprogramm
auf LUNA, wobei der Server als nebenla¨ufiger Server verwendet wird. Das Clientpro-
gramm la¨uft ebenfalls auf LUNA. Die Auftra¨ge werden absteigend sortiert abgearbei-
tet.
sp+sp,sp - die Zeit der verteilten Verarbeitung in Sekunden mit dem Serverprogramm auf
SPACE, wobei der Server auf SPACE als nebenla¨ufiger Server verwendet wird. Das
Clientprogramm la¨uft ebenfalls auf SPACE. Die Auftra¨ge werden absteigend sortiert
abgearbeitet.
D.4 Zusa¨tzliche Aufwendungen
1.Funk. 2.Funk. ges. Zeit U¨bertr.-Zeit ges. Zeit U¨bertr.-Zeit
6844 6966 7 0 7 0
16503 16798 22 0 21 1
30372 30341 79 0 78 2
72580 73526 344 1 349 2
121663 121390 796 4 791 4
171161 171637 1325 4 1319 2
221095 221306 1761 5 1740 5
267380 268208 2067 6 2094 3
311722 313228 2421 7 2452 11
352719 354462 2607 6 2604 7
391298 391227 3140 7 2932 8
425420 424962 3340 11 3367 7
Erla¨uterung zu den Abku¨rzungen der Tabelle: Verteilte Verarbeitung erfolgt mit
den Serverprogrammen auf LUNA und SPACE und dem Clientprogramm auf LUNA. Die
Spalten 3 und 5 beziehen sich auf die gesamte Verarbeitungszeit. Die Werte der Spalten
4 und 6 sind die Zeiten, die fu¨r die Datenu¨bertragungen u¨ber Socket gebraucht wurden.
Die in den Spalten 3 und 4 angegebenen Zeiten beziehen sich auf die Versuche, bei de-
nen die U¨bertragungen der Daten fu¨r den na¨chsten Auftrag erst nach der U¨bertragung der
Ergebnisse des fertigen Auftrags erfolgten. Die in den Spalten 5 und 6 angegebenen Zei-
ten beziehen sich auf die Versuche mit der gleichzeitigen U¨bertragung der Ergebnisse des
fertigen Auftrags und der Daten fu¨r den na¨chsten Auftrag.
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