The innovation process has intensified as a result of the application of new digital technologies. These technologies that simulate, model and integrate, intensify the innovation process through facilitating economy of effort and definiteness of aim. Of all the many analytical lenses used to examine innovation, the most valuable in accounting for this "automation of innovation" is Rothwell's concept of the 5 th Generation Innovation Process. Our paper revisits this element of Rothwell's (1992) prize-winning article in R&D Management. It considers the use of a range of enabling technologies and strategic management practices for the automation of innovation that were either in gestation or unknown at the time of Rothwell's paper. Rothwell's speculation about the increased 'electronification' of the innovation process, and of related technological and strategic integration, has proven to be correct. The use of the new 'electronic toolkit' can transform the innovation process by facilitating the transfer, transformation and control of information. Using insights from contemporary innovation and management research, this paper examines the benefits and limitations of these digital technologies in dealing with the challenges of innovation of reducing costs and increasing speed, predictability and strategic organizational integration. It presents a conceptual framework for assessing the intensification of innovation and outlines some strategic managerial precepts that will facilitate effective use of these technologies. The paper concludes with speculations about future developments in the intensification of innovation and its impact for strategic management, together with questions for further research.
Intensification of innovation and 5 th

Generation innovation processes
In this paper, innovation is defined as the productive use of knowledge manifested in the successful development and introduction of new products, processes and/or services. Innovation is recognized as being central to economic wealth and social welfare, but being typified by complexity, ambiguity and risk, by a concern for speed, and, given its considerable expense and high failure rates, the need for cost economies (Dodgson, 2000) . Our contention is that the electronification of innovation can lead to the intensification of many of the main processes involved in developing new products and processes. This paper presents a conceptual framework for understanding and assessing the use of new electronic tools and techniques associated with intensifying innovation processes, in which the main aims are economies in development costs, reduced lead-times, increased predictability of outcomes and better internal and external organizational integration.
Technological innovation is a complex process and analysts have developed several approaches to explaining its nature and form. A simple (non-exclusive) typology of these approaches is provided in Appendix A. Of all the various approaches to analyzing innovation it is Rothwell's 5 th Generation (5G) model that is best able to accommodate and explain the intensification of the innovation process brought about by the application of the new electronic toolkit. Rothwell's analysis is concerned with the strategic management, organizational and technological factors that facilitate the integration of the systems and networks to which firms belong in their innovation activities. We shall examine the defining characteristics of 5G: what Rothwell called Systems Integration and Networking (SIN) , and the technologies that facilitate it. Major features of 5G are summarized in Figure 1 . The mainly organizational issues and the associated question of strategy (contained in the box in the diagram), will be considered later in the paper.
Two important features of 5G are the increasing extent of strategic and technological integration. Strategic integration refers to partnerships in research and production networks, which can be global in nature. These are analyzed in the range of innovation systems described in Appendix A. Technological integration occurs in two forms: 1. The fusion of different technologies, for example, in the hybrid car, running on both electricity and petrol, involving the merger of electrical and mechanical technologies, and; optoelectronics involving the fusion of glass technology with cable and electronic device technologies (c.f. Kodama, 1995) . Mapping techniques based on patent and bibliometric data are being used to show the growing inter-relationship or fusion of areas of science and technology (Noyons et al., 1994) . 2. The development of a new electronic 'toolkit' to assist the innovation process. This shall provide the major focus of this paper.
The paper is presented in six parts. The following section introduces the main digital technologies used in Systems Integration and Networking for innovation processes. Part 3 focuses on product simulation and tools for optimization in design decision making, providing examples of how the new electronic toolkit is transforming the ways in which designers and production engineers collaborate together. Part 4 explains how enterprise management systems are being used in the strategic management of R&D and innovation processes more generally. In Part 5 we develop a conceptual framework for assessing the use of the new electronic toolkit in innovation and its impact on the cost, time, predictability and strategic integration of innovative activities. In Part 6 we present our conclusions highlighting issues for consideration in the management of innovation and pointing to areas for further research.
Technologies of Systems Integration and Networking (SIN)
Towards the 5th Generation Innovation Process
Process-based organization Emphasis on creativity and learning 
The technologies that facilitate strategic and technological integration of innovation include those under the broad definition of Information and Communications Technology (ICT). At the heart of the new ICTs is increased computational power and faster broadband transmission. The benefits of ICTs are based on large increases in computational speed and processing power coupled with cost reductions in equipment. Steinmueller argues that ICTs have altered both the nature and extent of electronification of innovation by changing performance characteristics in terms of speed, transmission and exchange, control and visualization of information (Steinmueller, 2000) .
These technologies are recognized as powerful tools when applied to innovation. The OECD, for example, argues that ICTs are … "… a key technology for speeding up the innovation process and reducing cycle times, it has fostered greater networking in the economy, it makes possible faster diffusion of codified knowledge and ideas and it has played an important role in making science more efficient and linking it more closely with business" (OECD, 2000:8) .
A corporate perspective on the contribution of these technologies to innovation is provided by Jac Nasser, CEO of Ford Motor Company… "… the speed and open architecture of this new technology allows us to integrate the diverse processes that make up a complex business in a way that was very difficult to do before. ... Today, we need to be able to go from a creative idea to an assessment of demand, to design, engineering, manufacturing and logistics, all the way through to the relationship with our customers. That's the vision we have for this new technology." (Nasser, 2000:46) . These technologies are applied to the automation of design, manufacturing and coordination. Table 1 describes some of these different technologies.
We contend that the electronic toolkit has the capacity to transfer, transform and control information used in the innovation process. Transfer -by means of LANS, EDI, intranets and the internet. Nowadays this transfer is mainly web-based. Transform -by means of computational power applied to the manipulation and representation of data. Advanced CAD systems, for example, provide the capacity to model, simulate, sense, represent 3 (and 4) -dimensionally, diagnose and test the design of new products without the manufacture of prototypes. Control -by means of workflow, quality and inventory systems, and the managerial systems, such as PDM, that organize and control the new product development process. The integration of electronic design tools with automated manufacturing technology facilitates 'design for manufacture', that is, ensuring that what is designed can be made. They also facilitate the design of modular systems, a method for managing complexity (to illustrate the levels of complexity technologists are dealing with, the Boeing 777 had 5000 engineers design the aircraft's 100,000 different 3D parts).
The technologies of coordination are rapidly growing in use particularly in supply-chain and total enterprise management, as well as in project management. The possible extent of the electronic integration of suppliers is seen, for example, in Covinsint in the car industry -a strategic alliance of Ford, General Motors, DaimlerChrysler, Renault and Nissan. This integrates suppliers (and suppliers with suppliers) in standard protocols, and enables exchanges of product engineering data, EDI, as well as e-commerce and email applications. Any company wishing to supply these major car companies has to be a party to this computerized system, and be prepared to bargain over prices on-line. The use of automated manufacturing technologies is ubiquitous. There are, for example, an estimated 750,000 robots in use world wide, and this is expected to increase to 900,000 by 2003 (The Economist, 21 October, 2000) . Evidence of the diffusion of these technologies in provided in the following section ( Table  2) .
The technologies of design, the primary focus of this paper, are used extensively across a wide range of industries. Examples range from systems used in aerospace where the Boeing 777 was designed entirely by computer (Sabbagh, 1996) , to those used in the construction sector: the Bilbao Guggenheim Museum was designed on the CATIA system, developed by Dassault Aerospace and used on the Boeing 777 (Gann 2000, 177) . Pharmaceutical companies use increasingly sophisticated digital technologies in fields such as gene sequencing and combinatorial chemistry. One of the main breakthroughs in decoding the human genome came through the development of whole genome shotgun sequencing by Craig Ventner at Celera Genomics in the late 1990s. This involves using pattern recognition software to assemble sequences of genetic code. Automotive firms, such as General Motors, use digital representations of vehicles for design, engineering and testing, mining companies use computational fluid dynamics in a wide range of process simulations (Dodgson and Vandermark, 2000) . Data mining tools, such as IBM's Intelligent Miner, are used extensively in services such as banking (Matsatsinis, Doumpos and Zopoundis, 1997) . The use of artificial intelligence (in clustering, prediction, pattern recognition and association) enables banks to understand customer behaviour and allow target marketing. The electronic toolkit is also very important in the design of large, complex systems such as utilities and communications systems where it is not usually feasible to test full-scale prototypes (Gann and Salter, 1998) .
These technologies are estimated to have produced significant cost savings and efficiencies. Boeing, for example, estimates that the use of these new technologies, in association with a range of new working practices, led in the case of the 777 to reductions of 80-90% in design changes, error and rework across manufacturing. In the case of the earlier 767, the design of the aircraft's doors required 13,341 changes; the 777 doors had 95% fewer changes (Sabbagh, 1996) . Thomke (1997) studied the design of comparable integrated circuits using highly flexible EPLD (electrically-programmable logic device) technology, and less flexible ASIC (application-specific integrated circuit) technology. He found that whereas the design of an ASIC circuit took an average of 17.9 person-months, EPLD designers took 8.1 personmonths, a performance advantage of a factor of 2.2. One of the major advantages of the EPLD technology was the capacity to rapidly change prototypes: EPLD design projects had a mean of 13.9 prototype changes, compared to 1.4 in ASIC projects. Debackere (1999) cites research he undertook on the impact of 3D CAD technologies and integrated electromagnetic calculations on the design of transformers, compared with more traditional spreadsheet calculations and 2D CAD. In the new design environment the average calculation time per transformer declined from 110 hours to 15 hours, and the average drawing time reduced from 400 hours to 210 hours.
Tools for design optimization and simulation
Types of technology used
At the core of the suite of electronic tools intensifying the innovation process are product simulation tools. In this section, we explore the use of these tools and the implications of product simulators for the automation of innovation. The suite of product simulation includes a wide range of different software packages. These have been developed for use across all stages of the design, production and delivery of new products (Gill, 1996; Lado and Zhang, 1998; Jayaraman and Srivastava, 1996) . The use of automated systems, such as artificial intelligence and expert systems, in new product development has grown considerably since 1992. Rao et al. list 24 papers published between 1990 and that describe the use of these tools in manufacturing companies (Rao et al., 1999: 234) . In their survey, they found that automated tools are used at all stages of product development. The new tools enable the evaluation of New Product Development (NPD) projects, based on financial assessments, customer satisfaction, technology, marketing and manufacturing assessments and master control systems. Other tools allow managers to screen different product concepts. The aim of these systems is to reduce lead-times, lower development costs and improve predictability.
Rao et al. also found that there is little evidence of the use of automation tools in product strategy and cross-project management (Rao et al., 1999:242) . However, these areas are becoming targets for automation and we believe that they provide opportunities for further intensification of the innovation process.
Extent of use of simulation tools
Despite the widespread interest in product simulation, there have been few studies of extent of use of these tools across different industrial sectors. There is a perception that these tools are being widely adopted but as yet there is little hard evidence on the use of types of tools across sectors and countries. Hype and hyperbole have often been substituted for evidence.
The best available study of the extent of use of automation tools is the 1998 Statistics Canada survey of advanced manufacturing technologies. The survey was sent to 4,200 Canadian manufacturing establishments and received a 99% response rates. Although the data represents only one country, it is best available source of comprehensive data on the use of electronic tools in the OECD. Given the strong links between the US and Canadian economies, the data can be seen to representative of broader trends of use of electronic tools. The results show that 34% of Canadian manufacturers used electronic exchanges of CAD files and 17% had modelling or simulation technologies in use in 1998. The most widely used electronic tool was programmable logic control machines and processes, followed by local area networks for engineering and production and company-wide computer networks. The fact that users are in the minority suggests that there is distance between the current capabilities of manufacturers to use electronic tools and the availability of these tools on the market and their potential.
The survey also explores the plans of firms to adopt new electronic tools in manufacturing. The highest cited areas for adoption were: part identification for manufacturing automation, inter-company computer networks, and computers for control on the factory floor (see Table 2 ). Just over 15% of Canadian firms indicated plans to introduce knowledge-based software (expert systems).
The survey shows that large firms are leaders in adopting automation tools. The gap between large and small firms in the use of electronic tools is greatest in the development of computer networks for automation and control. The difference between small and large firms is less great in the use of knowledge-based software (16% to 32%) and modelling or simulation technologies (14% to 49%).
Use of electronic tools also differs by sector. Table 3 lists several key sectors by their use of electronic tools. As might be expected, the electrical and electronic products (computing, telecommunications and electrical equipment) were the highest users of electronic tools. Electrical and electronic product firms also had the highest rate of use for CAD/CAE, modelling or simulation technologies and electronic exchange of CAD files. The highest users of knowledge based software were refined petroleum and the paper and allied product sectors.
These patterns across industries indicate the uneven nature of the adoption of automation tools. Wider adoption of these tools across low technology-based sector could have significant implications for productivity growth rates.
In the Canadian survey, firms were asked to list what impact the adoption of advanced technologies has had on their firms' practices. The mostly commonly cited effects were improvements in product quality (70%) and increased profitability (70%). The use of these technologies has led to lower rejection rates, increased production flexibility and equipment utilization. Relatively less importance was placed on reduction of capital requirements; new product features and reduced material consumption. Less than half of the sample found they needed new skills or even that the use of the tools had reduced their time to market (Table 4 ). This may show that the tools are either not being used to their full potential or that some expectations regarding speed of NPD are unrealistic. The chief obstacles to the adoption of electronic tools were the high cost of the equipment (61%). Respondents also indicated that the cost of capital (50%) and costs of integrating the new technology (44%) limited development. Yet few firms indicated that there was resistance to the introduction to new technologies among their staff. They also indicated that rarely did they lack technical support or that they had an inability to evaluate the new technologies (Table 5) . Capital and cost are the main limits to increased automation.
One area in which product simulation tools have been widely used has been the electrification of traditional engineering calculation and models. New IT systems allow engineers to work faster and smarter, cutting out much of the routine, labour intensive work traditionally associated with engineering design. CAD drawing systems combined with object-oriented programming have allowed engineers to incorporate standardized modules into continuing design activities. The object-oriented programs also allow firms to embed design performance specifications, guidelines and government regulations into CAD packages. These object tools set the parameters of the design environment. An example of how this system works can be seen in WS Atkins, a leading UK-based engineering consultant. WS Atkins uses object-oriented tools to design schools. Government guidelines, such as the size and shape of classrooms, are embedded in the CAD software and designers design through these parameters. In WS Atkins, this technique has greatly lowered the design time of developing a new school from weeks to days. The product simulation tools have also greatly increased the ability of scientists and engineers to deal with complexity (Nightingale, 1998; Vincenti, 1990) . In developing new technologies, engineers often rely on simplifications of complex processes. The use of simulations can enhance the innovation process by providing technologies with information about the performance of an artefact that no amount of human effort could generate, such as structural analysis of airline wings (Kappel and Rubenstein, 1999 ). An example of the problems of complexity and the role of product simulation in helping technologies deal with it can be seen in the pharmaceutical industry. Nightingale argues that there "10 180 possible drugs, 10 18 molecules that are likely to be drug-like, 10 8 compounds that are available in libraries, but only 10 2 profit making compounds" (Nightingale, 1998: 704) . In order to navigate this enormous problem space, drug developers use a set of electronic tools for simulating the characteristics of different compounds and developing better visual representations of the properties of the compounds.
Product simulations have also helped to support the development of new service offerings. For example, Ove Arup, a leading UK-based engineer consultant, has used its skills in simulations of buildings to develop a wide range of new engineering services, including space planning and acoustics engineering. Companies, like Ove Arup, have been developing simulation suites that combine a number of specific domain simulations into a new integrated simulation package. These tools allow designers to better understand the impact of design changes in a particular area of design, such as lighting, on the total design, such as in atmosphere and environment conditions.
The development of product simulation skills across a wide range of actors in different industries is starting to create a new sector of economic activity. Traditionally, product development, and computer modelling, has tended to be located inside the firm. But with the development of specialized simulation skills, more and more firms are considering sub-contracting out their simulation activities. A variety of engineering firms, often emerging from widely divergent sectors, is competing to offer these simulation services. It is now possible to find construction-based engineering consultants competing with car designers for simulation work (Interviews, 1999) .
The use of new product simulation tools has also given rise the development of new specialist knowledge domains that combine traditional engineering skills with the new simulation tools. They include: GIS modelling, space syntax models, acoustics, and fire engineering. Across these activities, product simulation plays a key role in reshaping traditional knowledge and creates new links across professional institutions. The rise of new specialisms has forced many firms to transform their traditional models of organization and employment. For example, Halcrow UK, a traditional engineering consultant, had used a regimented system of pay that compensated employees for their position within the engineering grades. This system could not accommodate the introduction of new specialist simulation skills inside the firm. These new skills required new types of compensation and work patterns. By adopting these new works patterns and patterns of compensations, the firm had to develop a new, more flexible organizational structure (Interviews, 1999) .
Advantages and objectives of use
The objective of using product simulation tools has been to increase both the productivity and effectiveness of current R&D expenditures. Hall argues that since the early 1970s, the rate of return on R&D has fallen (Hall, 1993) . It is possible to see investments by firms in product simulation as a effort to help them overcome the falling rate of returns of R&D. A key factor supporting the use of product simulation the economies of effort it can provide. Since over 60 per cent of firms' R&D budgets are spent on R&D labour and, in the US, the average cost of employing an R&D staff member costs $200,000 per year, product simulation has often been seen as a way of lowering total labour costs (NSF, 2000) .
An area where product simulations have produced an economy of effort is by lowering the costs of experimentation. Thomke (1998a) argues that in automotive design simulations have sped up and reduced the costs of design iterations, enabling designers to reduce the time and cost of each cycle of development. They also enable designers to conduct more diverse experiments with new techniques and to learn more about alternative methods (Thomke, 1998a and 1998b) . For example, the use of virtual car crashes enables designers to enact the crash as slowly as they like, allowing them to explore different elements of the car responding to forces during the crash. Using the experiences of BMW, Thomke showed that it is possible to develop new models more quickly using simulation techniques than traditional physical prototypes. Traditional simulation techniques could not generate such accurate data on crash worthiness. New electronic simulation tools provided data comparable to that of prototype crashes (Thomke, 1998b) .
The second central advantage of product simulation has been to improve the definitiveness of aim of R&D expenditures through reducing uncertainty. One way this has taken place is by improvements in the visualization of complex, quantitative images. Simulations enable designers to study how proposed designs operate or respond in different environments (Henderson, 1999; Cross, 1999) . As Nightingale (1998) argues this visualizing process supports the development of new combinations of technologies by enabling pattern recognition.
New product simulation tools have also enhanced the development of design creativity (Kappel and Rubenstein, 1999 ). For example, many different firms have developed design idea databases. These databases may include recent patents, scientific articles or past projects. They support the search activity of designers. They allow the designer to draw from past experience. It also highlights some of the alternative technologies that could be used to solve the problem and past experience with these technologies within and outside the firm.
Problems of use
Although product simulations have considerable benefits for innovation, the process of adoption has been fraught with difficulties and the expectations of the ability of these technologies to reshape the innovation process have often been overly optimistic. The errors that arise from the way the technologies have been adopted and, more fundamentally, way in the mismatch between the tools themselves and traditional forms of technological problem solving. In our treatment here, we will focus first of the problems of adoption and then on the mismatch between the current technologies and traditional patterns of technological problem solving.
The problems of adoption have not been limited to the traditional costs of technological implementation, such as the development of new skills and workplace practices. Product simulations are constructed from data generated on previous successful and unsuccessful designs. There are some dangers in this approach as it can lead designers to become 'locked-in' to current production constraints and product lines (Kappel and Rubenstein, 1999) . This process can lower the creativity of designers and limit innovation.
Engineering design is an act of creation and coordination. Improvements in productivity, speed-tomarket, reliability and aesthetic appeal, depend on decisions made during the early stages of product development. Two main methods have been used to automate the design process: optimization and simulation. Optimization involves a tool used to search potential designs against a set of performance goals. Simulation predicts the performance of a given potential design or set of alternative designs. For optimization tools to work they depend on wellstructured design problems. In this environment, they can be used to guide searches through the problem space to find a solution that best meets a set of performance criteria. Problem decomposition is a key strategy for successful optimization. Engineers often decompose problems into well-structured problem areas that are easier to solve and use optimization tools to assist in automating solutions for these smaller, bounded problem areas (Kappel and Rubenstein, 1999) .
Attempts to use optimization tools in the automation of design have resulted in several difficulties. First, few design problems are well structured and this limits the application of tools that rely on structured information. Second, the problem space for design can be considerable. For example, in pharmaceuticals, the problem space is 10 18 (Nightingale, 1998) . Third, decomposition can lead to poor global solutions as individual problems are solved according to performance criteria that can be uncertain and unreliable.
Where design choices are highly uncertain, tools for automation have proven much less successful. Designers need opportunities to go through the iterative process of evaluation and satisfaction of various criteria (Bucciarelli, 1994; Vincenti, 1990) . As a result, most of the current systems for supporting conceptual design focus on design aids rather than automating parts of the design process (Rao et al., 1999) .
The second main factor that has limited the impact of product simulations is related to how technological problem solving takes place. Engineering knowledge develops through a process of recursive practice (Constant, 2000) . This is one of the reasons that it has been relatively difficult to use product simulation tools in the early stages of design, such as inception and conceptual design. In these early stages, designers usually rely upon informed guesses based on past experience (Vincenti, 1990) . Past experience provides a guide to deal with high levels of uncertainty about product characteristics and performance and there is still a great need for face-to-face contact between designers, engineers and marketers in developing design options. Despite the expectation that new tools would allow for increased virtual exchanges of information, recent studies have shown that personal contact is still an important feature of product development and performance (Salter and Gann, forthcoming) . New product simulations may help to support personal contact, rather than substituting for it. Petroski (1985) has also argued that use of product simulators can also lead to a lack of understanding of fundamental processes underlying the models themselves. As individuals become more reliant on models to conduct routine or basic calculations, there may be a tendency for younger generations of practitioners to fail to appreciate the full nature of the properties being tested.
Tools for strategic integration
One of the major lessons from the recent history of the introduction of automated manufacturing technologies is that they rarely achieve their objectives unless investment decisions and utilization are directed by a technology strategy (Bessant, 1991; Brown 1996) . The same argument can be applied to the automation of innovation.
There is a very large literature on strategy, and the importance of technology considerations in its formulation and implementation (Dodgson, 2000) . Appendix B includes a brief summary of one of the most helpful theories of strategy: dynamic capabilities theory. It illustrates the complexity in conceptualizing strategy and the way in which strategy needs to encompass:
• firms' responses to changes in their external competitive environment, such as new technologies or new competitors (and the ways in which firms influence their environments).
• The productive construction of internal capabilities and combinations of resources, and the factors that encourage and constrain them. As far as innovation is concerned, strategic integration is a factor that is important for both these issues. The capacity to link effectively with customers and suppliers in innovation, to operate with global markets and partners, and to collaborate in R&D and other networks is an essential element of strategy. Such integration provides a vehicle for understanding and responding to the changing competitive environment. Similarly the capacity to integrate and dynamically adjust internal organization, by means of business processes or computer integrated design and manufacturing, for example, is an important element of competitiveness. Effective strategic integration can be facilitated by the use of the electronic toolkit.
A new generation of enterprise management systems emerged in the late 1990s. These systems aim to integrate transaction data and business processes throughout organizations. They may therefore potentially be used to relate innovation processes with business-wide management. These systems differ from traditional management software such as financial and accounting packages, or personnel and resource allocation software. For example, Enterprise Systems (ES) aim to offer the ability to integrate functions built upon a common database using common data structures. They often have normative practices programmed into them and they can be configured to meet a variety of needs across different industries. However, in both cases modifications are likely to be necessary to standard packages to enable them to be used in specific environments (Davenport, 2000) . Dominant suppliers of such systems include SAP, Baan and Oracle, and recent developments include extensions to existing business automation functions to include ecommerce and customer relationship management. The latter has in theory much potential for capturing customer values and requirements earlier into the new product and service development process. A major problem for R&D and marketing directors has been how they should integrate their different knowledge sets in the early stages of product development. Advanced enterprise management systems therefore offer the possibility of increasing the range and sources of new ideas upon which innovation processes may be based. For example, by drawing upon information from customer relations and marketing as well as from partners in the supply-chain and from other sources of research outside the business.
There have been as many difficulties as successes in the adoption of ES, not least because most firms have discrete 'legacy systems' for specific applications and they have been unwilling or unable to migrate to the new 'integrated applications' environment. In many cases the promise of integrating enterprise applications in one system has not been met in reality. Costs of implementation have often been higher than expected and there have been difficulties in tailoring systems to meet bespoke needs in particular business environments. At a more abstract level, and with reference to dynamic capabilities theory, technological trajectories and path dependencies can constrain divergent behavioural patterns within the firm.
Technological collaboration, in all its guises, is a strategic management issue (Dodgson, 1993) . There is some research into the use of ICTs in international R&D collaborations and networks. Given the nature of these collaborations, which often require the development and exchange of tacit knowledge, it is unsurprising that, although email and teleconferencing is used extensively, there is little evidence of the use of ICTs facilitating international communications more extensively (Howells and Wood, 1993; Reger, 1997) . However, research into the effective integration of international research laboratories does show the importance of major investments in electronic networking (Senker et al., 1996) .
A conceptual framework for assessing the intensification of innovation
Given the new technological opportunities offered by the electronic toolkit for innovation, firms will require new methods for assessing their performance in innovation and evaluating the extent to which they may benefit from investing in 5G innovation processes.
We have argued that the main potential benefit of the electronic toolkit is to intensify the innovation process.
We have identified the following measures of intensification:
• Speed -for example, time to market
• Cost -for example R&D investment for new products developed in class • Predictability -for example ability to manage to strategic targets • Strategic integration, both internal and external -for example the extent to which enterprise systems are linked and provide feedback between current business activity, new product and service development, and next generation processes. We propose a conceptual framework for assessing the intensification of innovation based on two key features: economy of effort and definiteness of aim. Economy of effort can be assessed according to the criteria of time and cost savings. Definiteness of aim can be assessed according to predictability of activities and effectiveness of internal and external integration (see Table 6 ). The Intensification Index Rating we describe is an aggregate score derived from a compilation of the other indicators. It should be stressed that this is a conceptual framework and its operationalization will depend upon firms using data that is appropriate to their particular circumstances and are either already in use or can readily and meaningfully be collected. It should also be recognized that the benefits of the Intensification Index Rating lie in comparative rather than absolute measures. The Intensification Index Rating is designed to measure comparative performance across projects, and provide indicators of improvement or decline over time as a result of the introduction of the new tools.
Measures of timing might be person-hours or personmonths during the design task or time to market or lead times compared to expectations. Cost savings could be determined as actual versus budget costs, or comparisons against historical performance or similar investments in new products in the same class. Predictability measures are concerned with assessing the firm's ability to manage uncertainty, and might be indicated by the percentage of technical and financial objectives met. Internal integration measures might be assessed by consideration of team performance (determined by indicators ranging from team productivity to labour turnover to measures of individual job satisfaction and commitment), or to the effectiveness of integration between design and manufacturing (measured by the amount of design rework or re-tooling required after initial specifications are determined). External integration can be measured by response times of suppliers and to customers.
By compiling aggregate percentage changes -the Intensification Index Rating -across these areas firms can gain an indication of the changed performance brought about their investments, and the extent to which the firm has been able to achieve the benefits promised through 5G innovation processes of Strategic Integration and Networking, using the new electronic toolkit. These indicators incorporate both efficiency and effectiveness variables, and as they include a number of different aspects of performance, they can be a useful adjunct to financial measures, such as return on investment and discounted cash flow.
The actual indicators suggested are relatively simple. In practice firms may select a variety of indicators reflecting their own markets, technologies and organizational structures. They can also weight the four areas of measurement according to their strategic priorities and challenges. Thus a firm in highly predictable markets, but with a need to achieve substantial cost savings, may use a different weighting compared to a firm in highly unpredictable environments where being first to market is the priority.
Conclusions -further research and possible future developments
In this paper we have presented a review of the development of a number of different digital technologies which when combined together, form the electronic toolkit for innovation. These technologies have the potential to transfer, transform and control the data needed to support new product, process and service development. We have identified the key technologies that enable the development of this toolkit and we have suggested that they form an extension of the tools described by Rothwell in what he termed the 5 th Generation Innovation Process. Particular attention has been given to design simulation and optimization tools. Evidence from the most comprehensive international survey of the diffusion of these technologies has been presented. We have outlined a framework for assessing the use of the electronic toolkit through the intensification of innovation, and we suggest that the operationalization of this framework might form the basis for future research in firms across different sectors. The Canadian research cited here shows that firms do not have difficulties in evaluating this technology, but face problems in justifying investment costs. Indicators such as the one developed here -the intensification index rating -demonstrate changing efficiency and effectiveness resulting from the technology and may assist capital investment decisions. Other potentially fruitful areas of research include the issues of adoption across traditional low-technology sectors, such as mining or textiles, where there are substantial opportunities for improvements in innovation performance.
The implications for management of the use of the new electronic toolkit for innovation will be to develop "complementary capabilities" to combine the tools with managerial resources, organizational structures and new working practices. Managers will also need to develop a strategic awareness of the new opportunities and threats posed by the intensification of innovation.
We believe that the first generation of these tools demanded relatively high investment costs, but, in turn, sometimes provided significant advantages for users. This first generation of tools created high entry barriers through the need to develop bespoke software packages. However, we speculate that as new software packages are developed that integrate a wider variety of tools in low cost, easy-to-use suites, the advantages that individual firms gain from new generations of product simulation may become more marginal. The challenge of development will thereafter shift from the development of bespoke software tools towards the integration of these new tools with new organizational and managerial practices. They will be designed to assist what Van de Ven et al. (1999) call the 'innovation journey' (see Appendix A).
There are several reasons why this is so. First, as the tools become more available, first mover advantages will decline. Second, the ability of the tools to offer ease of entry to new actors will create new levels of competition for the design and development portions of product development. Another issue that needs to be taken into account is that to date product simulation has focused on the relatively simple areas of performance improvement. As attempts are made to use tools in more complicated, tacit and creative areas of the innovation process, any potential benefits will become more difficult to realize. Innovation processes will continue to rely upon the unstructured imaginations of trained technologists. In this area, there is no magic solution to be achieved through automation.
An example of the problems of exploiting the benefits of the new electronic toolkit can be found by analogy with the introduction of expert systems in manufacturing. Kunnathur, Ahmed and Charles (1996) describe the experiences of a group of US-based manufacturing firms employing expert systems. They find that these were becoming increasingly popular among manufacturing firms, but the take-up and success of these systems was variable. The main factor in limiting the development of expert systems was organizational: "The difficulty in fielding successful ES is not due to a lack of technology but rather to a lack of management understanding and practice." (Kunnathur, Ahmed and Charles, 1996: 16) . Their case studies show that successful adoption of expert systems involves attention to the management processes surrounding implementation. They should be designed to first win adequate material and financial support of top management and to educate senior management of the benefits of the new technology. It was also necessary to win the support of users of the systems, allowing them to see the benefits of the system and to willingly contribute to the development of the software (Kunnathur, Ahmed and Charles, 1996) .
There are also grounds for caution rooted in past studies of automation, which have shown that automated systems often create high potential for error. These errors can be both of commission and omission. In part these may be the fault of human operators using inadequate monitoring of automated systems. Studies of airline crashes have shown that both skilled and amateur users can have a misplaced faith in the accuracy of automated systems. This bias toward over reliance on automation can result in omission errors, when a user of automated systems fails to notice a problem or take action because the automated system fails to inform the operator. Commission errors also occur when users follow an automated directive that is inappropriate. Studies have shown that people tend to be less attentive when using automated systems (Skitka, Mosier and Burdick, 1999; Skitka et al., 2000) . Automated monitoring can help but it is no solution. It can increase the number of alarms in a system overcrowded with alarms. Failure can be hidden among the monitoring systems (Parasuraman, 1997) .
Research into the automation of previous generations of manufacturing technology also holds a number of other lessons. The automation of manufacturing and service technologies during the 1970s and 1980s did not have the massive deskilling effects predicted by some at that time (Braverman, 1974) . Furthermore, the productivity improvements from investments in new technologies may take decades to be realized (Lester, 1998) .
The successful exploitation of the new electronic toolkit aimed at intensifying innovation will depend crucially upon management commitment to new technologies complemented by a wide range of organizational and management practices, including investment in new skills. The ability to develop strategies to resolve disputes, and overcome the problems that may become evident if electronic tools are poorly designed, or used for the wrong purposes will be important. Rigid tools may result in rigid practices and low levels of innovation.
If these management and organizational changes can be made, it is likely that the new electronic toolkit for innovation will in the future become more common, cheaper to purchase and develop, and easier to user. It will open new options for others to participate in the design process, such as bringing in customers to codesign new systems and products. It will also support the development of new combinations of technologies by enabling better visual thinking. It will become better designed for users, being more natural and closer to practice. The current set of tools will be integrated into a new packages of aids for technologists. This will include technologies with visualization, pattern recognition, option analysis, decision-making guides and information about performance. It is possible to imagine a technologist suite, much like a Microsoft Office Suite, with easy-to-use simulation packages for visualization, optimization and performance analysis. Like office suites, these "simulations suites" could be common across a variety of sectors. For example, aeroengine designers could use the same set of tools as architects.
In this new environment, success will come to those who combine these new tools with new practices that support creativity and imagination. The successful users of these tools will be those who develop complementary capabilities to enable them to exploit individual and enterprise-wide information. There is much contemporary interest in knowledge management (see Appendix A). If knowledge management has the objective of transforming individual learning into organizational learning, then these tools will provide an important mechanism for the generation, retention and exploitation of knowledge. The tools are, however, just that: managers have choices about the ways in which they are used, and the intensification of the innovation process will depend on successful managerial decisions.
Appendix A
Researchers have posed a series of questions for analyzing the nature of innovation activity. They ask, for example, whether the innovation is radical or incremental (Freeman, 1974) is continuous or discontinuous, that is, whether it affects existing ways of doing things (Tushman and Anderson, 1986) has transilience in that it affects existing ways of doing things (Abernathy and Clark, 1985) changes over life-cycles (Abernathy and Utterback, 1978) is modular, that is, occurs in components and subsystems without addressing the system of which they are a part, or architectural, attempts systemic improvements without great attention to its component parts (Henderson and Clark, 1990) results in the emergence of dominant designs (Abernathy and Utterback, 1978) is sustaining or disruptive (Christensen, 1997) .
Other approaches consider the sources of innovation. These can be simply classified as:
The science-push approach. This approach assumes that innovation is a linear process, beginning with scientific discovery, passing through invention, engineering and manufacturing activities and ending with the marketing of a new product or process. The demand-pull model. In this model, innovations derive from a perceived demand which then influences the direction and rate of technology development (Kamien and Schwartz, 1975) . Von Hippel (1988) shows the importance of users of innovations in their development. The coupling model reflects the oversimplification of both these models and integrates both science-push and demand-pull. It recognizes that at an industrywide level the importance of science-push and demand-pull many vary during different phases in the innovation process (Rothwell and Zegveld, 1985; Steinmueller, 1994) . A third approach is more concerned with analyzing the innovation process. This includes, for example:
The 'chain-linked model' of Kline and Rosenberg (1986) which shows the complex iterations, feedback loops and interrelationships between marketing, R&D, manufacturing and distribution in the innovation process. The 'innovation journey' approach of Van de Ven et al (1999) , that analyzes innovation as a nonlinear dynamic system, and incorporates managerial and organizational factors and external collaborative activity.
Innovation management approaches, that focus on organizational integration, the organizational forms and practices and skill balances that enable the maximum flexibility and responsiveness to deal with unpredictable and turbulent markets (Whiston, 1994) ; the ways in which technological activities in firms are directed through increasingly coherent and effective technology strategies (Dussuage et al, 1993; Pavitt, 1990) ; and knowledge management the links between tacit and codified knowledge and individual and organizational learning (Nonaka and Takeuchi, 1995; Leonard-Barton, 1995) . A fourth approach focuses on innovation systems. These include systems of innovation at a national (Nelson, 1993; Edquist, 1997) , regional (de la Mothe and Paquet, 1998), sectoral (Breschi and Malerba, 1997) and technological (Carlsson, 1994) level.
Also included are analyses of the networks to which firms belong (Freeman, 1991; Hobday, 1994; Matthews and Cho, 2000) , and the integration of complex products and systems (Davies and Brady, 2000) .
Appendix B
Dynamic capabilities theory (Teece and Pisano, 1994) is a particularly valuable approach to understanding firm competitiveness and strategic management. It is very helpful in unifying many theoretical approaches, and their application to technological innovation. The focus of dynamic capabilities theory is 'the mechanisms by which firms accumulate and dissipate new skills and capabilities, and the forces that limit the rate and direction of this process'. It emphasizes the changing nature of the environment, and the key role of strategic management in appropriately adapting, integrating, and reconfiguring internal and external organizational skills, resources, and functional competencies in response to those changes.
Based on traditional theory of the firm, dynamic capabilities theory argues that competitiveness is derived from the ability to reproduce distinctive organizational competencies over time. It also builds on recent theory of the firm and encompasses concepts such as path dependencies, technological opportunities and timing, transaction costs, asset configuration, and selection environments.
The notion of path dependencies refers to the way a firm's history helps define and direct future activity. Technological opportunities and timing are a function of firms' R&D budgets and project selection, developments in the science base, and the way large firms can assist the direction of technological development. A salient concept here is that of 'technological trajectories' (Nelson and Winter, 1982) . In the circumstances of specific firms, these refer to the way that technology incrementally develops within a firm, and reflect the technology's relationship with endogenous factors (such as the firm's cumulative learning abilities) and exogenous factors (such as market pressures). Timing also emphasizes the importance of chance events, identified by Arthur (1990) as being so important in economic development.
Firms possess technological, complementary, financial and locational assets. Transactions costs introduce the question of relative cost efficiencies of differing organizational forms. Selection environments essentially refer to the degrees of freedom companies have in operations, and include factors such as the extent of competition, capital constraints, and path dependence. Central to dynamic capabilities theory is the issue of learning.
