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Distributed Storage Management of Evolving Files inDelay Tolerant Ad Ho NetworksEitan Altman∗ , Philippe Nain† , Jean-Claude Bermond‡Thème COM  Systèmes ommuni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otteRapport de reherhe n° 6645  January 2009  35 pagesAbstrat: This work fouses on a lass of distributed storage systems whose ontent mayevolve over time. Eah omponent or node of the storage system is mobile and the set ofall nodes forms a delay tolerant (ad ho) network (DTN). The goal of the paper is to studyeient ways for distributing evolving les within DTNs and for managing dynamiallytheir ontent. We speify to dynami les where not only the latest version is useful butalso previous ones; we restrit however to les where a le has no use if another more reentversion is available. There are N + 1 mobile nodes inluding a single soure whih at somepoints in time makes available a new version of a single le F . We onsider both the aseswhen (a) nodes do not ooperate and (b) nodes ooperate. In ase (a) only the soure maytransmit a opy of the latest version of F to a node that it meets, while in ase (b) anynode may transmit a opy of F to a node that it meets. A le management poliy is aset of rules speifying when a node may send a opy of F to a node that it meets. Theobjetive is to nd le management poliies whih maximize some system utility funtionsunder a onstraint on the resoure onsumption. Both myopi (stati) and state-dependent(dynami) poliies are onsidered, where the state of a node is the age of the opy of F itarries. Senario (a) is studied under the assumption that the soure updates F at disretetimes t = 0, 1, . . .. During a slot [t, t+1) the sour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2 Eitan Altman & Philippe Nain & Jean-Claude Bermond
q. We nd the optimal stati (resp. dynami) poliy whih maximizes a general utilityfuntion under a onstraint on the number of transmissions within a slot. In partiular, weshow the existene of a threshold dynami poliy. In senario (b) F is updated at randompoints in time. We will onsider both the ase where at any time nodes know the age of thele they arry and the ase where they only know the time at whih the le they arry wasreated by the soure. Under Markovian assumptions regarding nodes mobility and updatefrequeny of F , we study the stability of the system (aging of the nodes) and derive an(approximate) optimal stati poliy. We then revisit senario (a) when the soure does notknow the number of nodes and the probability that the soure meets a node in a slot, andwe derive a stohasti approximation algorithm whih we show to onverge to the optimalstati poliy found in the omplete information setting. Numerial results illustrate therespetive performane of optimal stati and dynami poliies as well as the benet of nodeooperation.Key-words: Evolving les; Storage systems; Delay-tolerant (ad ho) networks; Perfor-mane evaluation; Optimization.
INRIA
Gestion du Stokage Distribué de Fihiers Evolutifs dansles Réseaux Ad Ho Tolérants les DélaisRésumé : Nous nous intéressons à une lasse de systèmes de stokage distribué dontle ontenu évolue au ours du temps. On parle de hiers (ou douments) évolutifs (oudynamiques). Chaque omposante ou n÷ud du système de stokage est mobile et l'ensembledes n÷uds forme un réseau ad ho tolérant les délais. L'objetif de et artile est l'étudede politiques eaes de distribution et de gestion de hiers dynamiques dans les réseauxad ho. Nous onsidérons des hiers évolutifs dont non seulement la dernière version estutile mais aussi les versions antérieures; toutefois, nous nous restreignons à des doumentspour lesquels il est susant de onserver la version la plus réente. Il y a N + 1 noeudsmobiles y ompris un n÷ud soure qui à ertains instants génère une nouvelle version d'unhier unique, appelé F . Deux as sont analysés selon que (a) les n÷uds ne oopérent pasou (b) oopérent à la distribution du hier F . Dans le as (a) seule la soure est autorisée àtransmettre une opie de la version ourante de F à un n÷ud qu'elle renontre alors que dansle as (b) haque n÷ud qui possède une version de F à la possibilité d'en transmettre uneopie à un autre n÷ud qu'il renontre. Une politique de gestion des hiers est un ensemblede règles spéiant si lors d'une renontre entre deux n÷uds l'un des deux peut transmettreune opie de F à l'autre. Le but est d'identier des politiques de gestion qui maximisent unefontion d'utilité du système sous une ontrainte portant sur la onsommation des ressoures.A la fois des politiques statiques et dynamiques sont onsidérées, où l'état d'un n÷ud est l'âgede la version de F qu'il possède. Le sénario (a) i-dessus est analysé sous l'hypothèse où lesmises à jour de F surviennent à des instants disrets t = 0, 1, . . .. Durant haque intervalle
[t, t+ 1) la soure renontre haun des n÷uds ave une probabilité xée q. Nous alulonsla politique qui maximise une fontion d'utilité de portée générale, la ontrainte portant surle nombre moyen de transmissions dans [t, t+ 1). En partiulier, nous montrons l'existened'une politique dynamique optimale de type seuil. Dans le sénario (b) le hier F est misà jour par la soure à des instants aléatoires. Nous onsidérons à la fois le as où, à haqueinstant, les n÷uds onnaissent l'âge du hier qu'ils possèdent et le as où ils ne onnaissentque la date de réation de e hier. Sous des hypothèses markoviennes quant à la mobilitédes n÷uds et la fréquene de mise à jour de F , nous établissons la ondition de stabilitédu système (proessus de vieillissement des versions de F à haque n÷ud) et proposons unalgorithme approhé pour le alul d'une politique statique optimale. Nous revenons ensuiteau sénario (a) en supposant que la soure ne possède qu'une information partielle du système(elle ne onnait ni N ni q) et développons un algorithme d'approximation stohastiqueonvergeant vers la politique statique optimale obtenue dans le as d'information totale.Des résultats numériques illustrent les performanes respetives des politiques statiques etdynamiques ainsi que le bénée qu'apporte la oopération inter-n÷uds.Mots-lés : Fihiers évolutifs; Systèmes de stokage; Réseaux ad ho tolérants les délais;Evaluation des performanes; Optimisation.
4 Eitan Altman & Philippe Nain & Jean-Claude Bermond1 IntrodutionMuh work has been devoted for the study of Delay Tolerant Networks (DTNs). Most ofthe work on protool design has foused on the use of mobility in order to reah one or moredisonneted destinations. The protools are based on distribution of the le to relay nodesso as to inrease the suessful delivery probability [2, 3, 4, 10, 12℄.In suh appliations, the DTN beomes a distributed storage system that ontains opiesof a le that is being transmitted. In this paper we fous on a speial type of le that weall "dynami le" or "evolving le". By that we mean a le whose ontent may evolve andhange from time to time. One (or various) soures wish to make a le available to mobilenodes, and to send updates from time to time. Some examples are: a soure has a le ontaining update information suh as weather foreast or newsheadlines. The le hanges inrementally from time to time with new informationupdates; a soure wishes to make bakups of some diretories and to store them at anothernodes in order to inrease the reliability; some software updates or pathes may be distributed regularly.Several formats of dynami les have been standardized: the RSS (Real Simple Syndiation [5℄) family of Web feed formats used to publishfrequently updated ontent suh as blog entries, news headlines, and podasts in astandardized format. Updates an originate from various soures; another format alled the Atom Syndiation Format has been adopted as IETFProposed Standard RFC 4287.We speify to dynami les where not only the latest version is useful but also previousones; we restrit however to les where a le has no use if another more reent version isavailable. For example, onsider an evolving le ontaining the weather foreast for sevenonseutive days. If a user needs the weather foreast for the next day then any version ofthe le from the six last days is useful. The more reent the le is, the more aurate therequested information is. Furthermore, having aess to a given le makes all previous lesirrelevant to the user.The goal of our paper is to study eient ways for distributing evolving les within DTNsand for managing dynamially their ontent. The obvious way to provide the most up-to-date information is to use epidemi routing (e.g. see [12℄) for eah new version of F . Thishowever onsumes a lot of network resoures.
INRIA
Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 5We start with a general desription of the model. More details will be given in the subsequentsetions. There are N + 1 mobile nodes inluding one soure node. From now on a nodedesignates any mobile node other than the soure. At some time epohs the soure reatesan updated version of a le F . When the soure meets a node it may deide to transmitto this node a opy of F . Similarly, when two nodes meet the node whih arries the morereent version of F may transmit a opy of this version to the other node. When a nodereeives a more reent version of F than the one it was arrying (if any) it deletes at onethe oldest version of F.The setting in whih only the soure may transmit (a opy of) F to another node is alledthe non-ooperative setting, while in the ooperative setting any mobile node may transmitto any other node. We assume that transmissions are always suessful.There is a utility U(k) assoiated with a node in state k, where the state of a node is denedas the age of the opy of F , if any, this node arries. A le management poliy, or simplya poliy, is a set of rules speifying whether the soure and a node, or two nodes, shouldommuniate whenever they meet. A poliy is stati (resp. dynami) if the deision totransmit does not (resp. does) depend on the state of the mobile nodes. The objetive is tond a le management poliy that maximizes the expeted system utility given a onstrainton the expeted number of ommuniations taking plae in a slot.Setion 2 addresses the non-ooperative setting. Time is slotted and there is a xed prob-ability q that any pair of mobile nodes meets in a slot. At the beginning of eah slot thesoure reates a new version of F , so that eah node arrying a opy of F knows that itsstate has inreased by one unit. A opy of F reahing age K + 1 (K < ∞) is immediatelydeleted. We nd the optimal stati poliy (Proposition 1) and show that there is an optimaldynami poliy of a threshold type (Proposition 2) whih we fully haraterize (Proposition3). The performane of the optimal stati and dynami poliies are ompared (Figures 1-4)for two dierent utility funtions (U(k) = 1 and U(k) = 1/k).Setion 3 investigates the ooperative setting. We develop a ontinuous-time model in whihmobile nodes meet at random times and le F is updated by the soure also at randomtimes. We onsider both the situation when (i) nodes know the age of the le they arry(Setion 3.1) and the ase (ii) where they only know the date at whih the le was reatedby the soure (Setion 3.2). In the situation where a node only deletes a le if it replaesit by a more reent version (i.e. K = ∞), we study the stability of the network, in aMarkovian framework, for both settings (i) (Proposition 4) and (ii) (Proposition 5) above.Here, stability refers to the state or age of eah node being almost surely nite. Under themore restritive assumptions where node meeting times and update times are modeled byindependent Poisson proesses, we derive a mean-eld like approximation for the expetednumber of nodes in state k ≥ 1 in the ase where a stati poliy is enfored. We then usethis result to quantify in Figures 8-9 the benet of having nodes to ooperate.The deployment of optimal poliies derived in Setions 2-3 requires that the soure hasa omplete information on the network (node mobility, number of nodes). In Setion 4
RR n° 6645
6 Eitan Altman & Philippe Nain & Jean-Claude Bermondwe release this assumption. We fous on the nonooperative setting and restrit to statipoliies, and we assume that the soure does not know the number of nodes N and doesnot know the meeting probability q. By using the theory of stohasti approximations, weonstrut an algorithm whih onverges to the optimal stati poliy found in Setion 2.Setion 5 onludes the paper.Remark on the notation: by onvention∑jk=i · = 0 and ∏jk=i · = 1 if i > j. IR+ denotes theset of all nonnegative real numbers.2 Non-ooperative nodesIn this setion we onsider the senario where nodes do not ooperate and may only reeivele F from the soure. Nodes are labeled 1, 2, . . . , N . At times t = 0, 1, . . . the soure reatesa new version of le F . In the following, a slot denotes any time-period [t, t + 1), t ≥ 0,and slot t stands for the time-period [t, t + 1). There is a probability q(i) > 0 that node
i = 1, . . . , N meets the soure in a slot. We dene the meeting times between the soure anda node as the suessive slots at whih they meet. The meeting times of eah node whihthe soure form a sequene of independent and identially distributed (iid) random variables(rvs) and all meeting time proesses are assumed to be mutually independent. For sake ofsimpliity, we assume that all transmissions between the soure and the nodes initialized ina slot are ompleted by the end of this slot. This implies that the transmission time of F issmall w.r.t. the duration of a slot.When a node reeives an updated version of F it deletes at one the previous version of
F it was arrying, if any. We dene the age of a version of F as the number of slots thathave elapsed sine this version was generated by the soure. We assume that a version ofage K + 1 or more is useless and that a node deletes at one a le that has reahed age
K + 1. Therefore, the age of a version of F varies between 1 (the version was generated inthe urrent slot) and K (the version was generated K − 1 slots ago). We further assumethat K <∞ (see Remark 2.1).The state of a node is dened as the age of the version of F it arries, if any. A node is instate 0 if it does not arry any version of F . A node in state K at the end of a slot swithesto state 0 at the beginning of the next slot.When the soure meets node i, with probability ak(i) it transmits to it the newest versionof F if that node is in state k (k = 0, 1, . . . ,K). We assume that the transmission isalways suessful. The deision by the soure to transmit to a node is independent ofall past deisions made by the soure and is also independent of all meeting time proesses.Introdue pk(i) := q(i)ak(i) the probability that node i in state k reeives the newest versionof F in a slot. Dene pck(i) := 1 − pk(i). At equilibrium, let πk(i) be the probability thatnode i is in state k at the end of a slot, and let Xk be the average number of nodes in state
INRIA
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πk(i). (4)There is one additional equilibrium equation given by π1(i) = ∑Kk=0 πk(i)pk(i) whih wewill not onsider sine it an be derived by summing up equations (2)-(3). Equations (2)-(4)dene a linear system of K + 1 equations and K + 1 unknowns.From now on we will assume that p0(i) > 0 (i.e. a0(i) > 0 sine we have assumed that










































































(1 − pk). (9)If we further assume that pk = p for k = 0, 1, . . . ,K then
X0 = N(1 − p)
K , Xk = Np(1 − p)





Xk = N −X0. (11)Another one is the expeted age of the opies given by (1/N)∑Kk=1 kXk. Of partiularinterest is to evaluate the power onsumption. Sine the power onsumption, denoted as Q,is proportional to the expeted number of transmissions during a slot, we will dene it as
Q = γX1. (12)Without loss of generality we assume from now on that γ = 1.2.2 Energy eient le management poliiesUntil the end of Setion 2 we will assume that nodes are homogeneous in the sense that
q(i) := q and ak(i) := ak for all i, k with q > 0. We assume that a0 > 0. We dene pk := qakso that p = q a with a = (a0, . . . , aK). In this setting {Xk}Kk=0 are given in (8).
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XkU(k). (15)If U(k) = 1 for all k > 0 then C(p) = X, given in (11). We will assume that U is notidentially zero as otherwise the system utility is always zero.The optimization problem is the following:P:Maximize C(p) over the set (0, q]×[0, q]K givenQ(p) ≤ V , where V is a positive onstant.We will solve P in two dierent settings: the stati setting where management poliies arerestrited to poliies of the form p = (p, . . . , p) with p ∈ (0, q], and the dynami settingwhere the optimization is made over all vetors p = (p0, . . . , pK) ∈ (0, q] × [0, q]K .2.2.1 Stati optimal poliyIn the stati setting, problem P beomes (see (10)):P: Maximize C(p) := Np∑Kk=1(1 − p)k−1U(k) over p ∈ (0, q] given that Np ≤ V .The following result holds:Proposition 1 (Optimal stati poliy)If Nq ≤ V then p⋆ = q is the optimal solution; otherwise p⋆ = V/N is the optimal solutionor, equivalently, p⋆ = min(q, V/N).RR n° 6645
10 Eitan Altman & Philippe Nain & Jean-Claude BermondIt is enough to show that the mapping p → C(p) is stritly inreasing in (0, q). Dene














(U(k) − U(k + 1))(1 − (1 − p)k),Hene, dC(p)/dp = N∑Kk=1(U(k) − U(k + 1))k(1 − p)k−1 > 0 for p ∈ (0, q), sine U isnon-inreasing and not identially zero (whih neessarily implies that U(K) > 0).2.2.2 Dynami optimal poliyLet us introdue the new deision variables xk = 1 − pk for k = 1, . . . ,K and xK =
(1 − pK)/p0. Note that 1 − q ≤ xk ≤ 1 for k = 1, . . . ,K and xK ≥ (1 − q)/q with equalityif and only if p0 = pK = q. Let x = (x1, . . . , xK). Introdue the set
E =
{
x : x ∈ [1 − q, 1]K−1 × [(1 − q)/q,∞)
}
















xland let H(x) := F (x)/G(x). Note that F (x) does not depend on the variable xK . From (9)
D = p0G(x), and so by (8)
C(p) = NH(x) and Q(p) = N
G(x)
.In this new notation problem P beomes maxx∈EH(x) subjet to the onstraint G(x) ≥ C,with C := N/V .An admissible poliy is any poliy suh that G(x) ≥ C.Denition 2.1 (Threshold poliy)A poliy x = (x1, . . . , xK) ∈ E is a threshold poliy if either xk = 1 or xk+1 = 1 − q for
k = 1, . . . ,K − 2 and if either xK−1 = 1 or xK = (1 − q)/q.Any threshold poliy x = (x1, . . . , xK) is suh that x1 ≥ . . . ≥ xK−1. More preisely, it iseasily seen that a threshold poliy if either of Type I or of Type II with INRIA
Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 11Type I: for k = 1, . . . ,K
xk(α) := (1, . . . , 1, α, 1 − q, . . . , 1 − q, (1 − q)/q) (16)where 1 − q ≤ α < 1 is the k-th entry;Type II:
xK(β) := (1, . . . , 1, β) with β ≥ (1 − q)/q. (17)In terms of the le management poliy p = (p0, . . . , pK) ∈ (0, q]× [0, q]K , Type I thresholdpoliy xk(α), uniquely translates into
pk(α) := (q, 0, . . . , 0, 1 − α, q . . . , q, q) (18)where 1−α ∈ (0, q] is the (k+1)-st entry (k = 1, . . . ,K) (as already observed p0 = pK = q in(18) sine this is the only solution of the equation (1−pK)/p0 = (1−q)/q when 0 ≤ p0, pK ≤ qwith p0 6= 0). In partiular p1(1 − q) = (q, . . . , q).Any le management poliy
pK(β) = (p0, 0, . . . , 0, pK) (19)with (1 − pK)/p0 := β orresponds to the unique Type II threshold poliy xK(β).Proposition 2 (Optimality of threshold dynami poliy)Under the assumption that the utility funtion U : {1, . . . ,K} → IR+ is non-inreasing thereexists an optimal threshold poliy.Proof. Assume that the optimal poliy x is not a threshold poliy. Hene, there exists a k,
1 ≤ k ≤ K − 1, suh that either xk < 1 and xk+1 > 1 − q if k 6= K − 1 or xK−1 < 1 and
xK > (1 − q)/q if k = K − 1.Assume rst that x1 · · ·xk−1 6= 0. Let us show that one an always nd ǫk > 0 and
ǫk+1 > 0 suh that x′k := xk + ǫk < 1, x′k+1 = xk+1 − ǫk+1 > 1 − q if k 6= K − 1(resp. x′k+1 = xk+1 − ǫk+1 > (1 − q)/q if k = K − 1) and G(x) = G(x′), where x′ =




k+1, xk+2, . . . , xK).Set δk := x′kx′k+1 − xkxk+1 = ǫkxk+1 − ǫk+1xk − ǫkǫk+1. The identity G(x′) = G(x) isequivalent to
x1 · · ·xk−1 (ǫk + δkAk) = 0that is ǫk + δkAk = 0, with Ak := 1 + xk+2 + xk+2xk+3 + · · · + xk+2 · · ·xK . The equation




.So, we an nd ǫk and ǫk+1 small enough so that they satisfy the onditions.Observe that ǫk + δkAk = 0 with ǫk > 0 yields δk < 0 sine Ak > 0.RR n° 6645
12 Eitan Altman & Philippe Nain & Jean-Claude BermondLet us nally show that F (x′) > F (x) whih will ontradit the optimality of x. We have
F (x′) − F (x)
x1 · · ·xk−1
= ǫkU(k + 1) + δk[U(k + 2)
+xk+2U(k + 3) + · · · + xk+2 · · ·xK−1U(K)]
= (ǫk + δkAk − δkxk+2 · · ·xK)U(k + 1)
+δk[U(k + 2) − U(k + 1)
+xk+2(U(k + 3) − U(k + 1)) + · · ·
+xk+2 · · ·xK−1(U(K) − U(k + 1))]
= −δkxk+2 · · ·xKU(k + 1) + δk[U(k + 2)
−U(k + 1) + xk+2(U(k + 3) − U(k + 1)) + · · ·
+xk+2 · · ·xK−1(U(K) − U(k + 1))] (20)where we have used the identity ǫk + δkAk = 0 to derive (20). Sine U is non-inreasing and
δk < 0 as notied earlier, we dedue that the right-hand side of (20) is stritly positive, andtherefore F (x′) > F (x).Assume now that x1 · · ·xk−1 = 0. This may only happen when q = 1 sine 1 − q ≤ xk ≤ 1for k = 1, . . . ,K. Let l ∈ {1, . . . , k − 1} be the smallest integer suh that xl = 0.If the optimal poliy is suh that xl = 0 then the value of xl+1, . . . , xK are irrelevant sine
xl = 0 implies that Xl+1 = · · · = XK = 0 so that both the ost and the onstraint will notdepend on the values of xl+1, . . . , xK . Assume for instane that xl+1 = · · · = xK = 0 so thatpoliy x is of the form x = (x1, . . . , xl−1, 0, . . . , 0). It this is not a threshold poliy then onean nd k′ ∈ {1, . . . , l− 2} suh that xk′ < 1 and xk′+1 > 1− q = 0. We an then dupliatethe same argument used to establish (20) with k replaed by k′. Sine x1 · · ·xk′−1 6= 0 fromthe denition of l we onlude that F (x′) > F (x). This ompletes the proof.It is atually possible to nd the best dynami le management poliy in expliit form, asnow shown.Proposition 3 (Best dynami le management poliy)Assume that the utility funtion U : {1, . . . ,K} → IR+ is non-inreasing. The followingresults hold:(a) if Nq < V the optimal le management poliy is p1(1 − q) = (q, . . . , q);(b) if Nq
qk+1 < V ≤
Nq
q(k−1)+1 for some k = 1, . . . ,K, the optimal le management poliy is
pk(q(C − k)) = (q, 0 . . . , 0, 1 − q(C − k), q, . . . , q) (see (18));() if V ≤ Nq
q(K−1)+1 any le management poliy pK(C −K) = (p0, 0, . . . , 0, pK) suh that
(1 − pK)/p0 = C −K is optimal.
INRIA
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 Networks 13Proof. Sine we have shown in Proposition 2 that there exists an optimal threshold poliy,we only need to fous on threshold poliies as dened in (16)-(17). Easy algebra show that
G(xk(α)) = k +
α
q
, k = 1, . . . ,K (21)
G(xK(β)) = K + β, (22)so that G(x1(α1)) ≤ · · · ≤ G(xK−1(αK−1)) ≤ G(xK(β)) for all α1, . . . , αK−1 ∈ [1 − q, 1),
β ≥ (1 − q)/q. From this we dedue that there are three dierent ases to onsider (reallthat C = N/V ):(a) C < G(x1(1 − q)) = 1/q or equivalently V > Nq;(b) G(xk(1 − q)) ≤ C < G(xk+1(1 − q)) or equivalently Nqqk+1 < V ≤ Nqq(k−1)+1 ;() C ≥ G(xK((1 − q)/q)) or equivalently V ≤ Nqq(K−1)+1 .Case (a): In this ase any threshold poliy satises the onstraint, so that the optimal poliyis the poliy whih maximizes the ostH(x). It is shown in Lemma 3 in the appendix that foreah k = 1, . . . ,K, the mapping xk → H(x) is non-inreasing for any x = (x1, . . . , xK) ∈ E.Therefore, poliy x1(1 − q) = (1 − q, . . . , 1 − q, (1 − q)/q) is optimal, or equivalently (see(18)) the le management poliy p1(1 − q) = (q, . . . , q) is optimal.Case (b): Assume that G(xk(1 − q)) ≤ C < G(xk+1(1 − q)) for some 1 ≤ k ≤ K − 1. ByLemma 3 in the appendix we see that the best threshold poliy is the one whih saturatesthe onstraint, namely poliy xk(α) suh that G(xk(α)) = C, that is α = q(C − k). By (21)this poliy is unique and is given by xk(q(C − k)). Equivalently (see (18)), the optimal lemanagement poliy is pk(q(C − k)).Case (): In this ase there is no Type I poliy whih satises the onstraint G(x) ≥ C.Among all Type II poliies satisfying this onstraint the one with the smallest K-th entry isthe poliy suh that G(xK(β)) = C, that is (see (19)) poliy xK((C−K)) = (1, . . . , 1, C−K).We onlude again from Lemma 3 that this is the optimal poliy. Equivalently (see (19)),any le management poliy pK(C −K) = (p0, 0, . . . , 0, pK) suh that (1− pK)/p0 = C −Kis optimal. This onludes the proof.Remark 2.3 (Non-uniqueness of best poliy in ase ()) If the onstraint is strongin the sense that no Type I poliy an meet it (ase () of Proposition 3) then any lemanagement poliy p = (p0, 0, . . . , 0, pK) suh that (1− pK)/p0 = C−K is optimal, therebyshowing that p0 and pK are not unique and, in partiular, need not be equal like in ases (a)and (b) of Proposition 3.
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14 Eitan Altman & Philippe Nain & Jean-Claude Bermond2.3 Numerial resultsIn all gures the node population is set to 100 (N = 100) and the maximum age of opiesof F is set to 5 (K = 5).Let p⋆s (resp. p⋆d) be the stati (resp. dynami) le management poliy whih solves theoptimization problem P  as found in Proposition 1 (resp. Proposition 3). Figures 1-4 dis-play the mappings q →∑Kk=1 U(k)Xk under both poliies p⋆s and p⋆d (orresponding urvesare referred to as stati and dynami, respetively), for two dierent utility funtions(U(k) = 1, U(k) = 1/k) and for two dierent values of the onstraint V (V = 10, 20). Theseresults show that the use of the optimal dynami poliy may yield substantial gains (e.g.for U(k) = 1 gain of ≈ 22% for all q ≥ 0.2  see Fig. 2; gain of ≈ 45% for q lose to 1  seeFig. 1. Gain is halved for U(k) = 1/k.). The gain is an inreasing funtion of the meetingprobability q.Figures 5-7 display the mappings q → Age(p⋆s) and q → Age(p⋆d) for V = 20 and V = 50,respetively, where we reall that Age(p) is the expeted age of opies of F under poliy
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Figure 1: q →∑5k=1Xk under optimal stati/dynami poliy: V=20 (N=100, K=5)
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Figure 3: q →∑5k=1Xk/k under optimal stati/dynami poliy: V=20 (N=100, K=5)
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Figure 5: q → {Age(p⋆s), Age(p⋆d)}: V=10 (N=100, K=5)
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Figure 7: q → {Age(p⋆s), Age(p⋆d)}: V=50 (N=100, K=5)
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18 Eitan Altman & Philippe Nain & Jean-Claude Bermond3 Cooperative nodesIn this setion we assume that nodes ooperate in the sense that when two nodes meet thenode (inluding the soure) with the most reent version of F may send a opy to the othernode. When a node reeives a new version of F it deletes at one the version it was arrying,if any. When the soure reates a new version of F it deletes at one the previous version.The identity of the soure is 0 and nodes are labeled 1, 2, . . . , N . We observe the system atdisrete times {tn}n≥0, where tn is the time of the nth event. An event is either the meetingof the soure with a node, the meeting of two nodes or the reation of a new version of Fby the soure. Let {ξi,jn }n, i 6= j, and {ζn}n be {0, 1}-valued rvs where ξi,jn = 1, j 6= 0, ifnode i meets node j at time tn, ξi,0n = 1 if node i meets the soure at time tn, and ζn = 1 ifthe soure reates a new version of F at time tn. We assume that ζn +∑i,j ξi,jn = 1 for all
n (only one event at time tn).Dene κn := ({ξi,jn }), ζn) for n ≥ 1.Two dierent senarii will be onsider depending on the amount of information available tothe nodes. In senario I we assume that the nodes know the age of the le they arry (ifany). More preisely, the age of the version of F arried by node i is equal to k ≥ 1 if thesoure has updated le F k − 1 times sine this version was reated.In senario II we assume that the nodes only know the date at whih the version of F theyarry (if any) has been reated by the soure.3.1 Senario I: Nodes know the age of the le they arryWith a slight abuse of terminology we will say that node i is of age k if the version of Fthat node i it arries is of age k.Let Y in ∈ {0, 1, 2 . . .} be the age of node i just before the nth event takes plae at time tn.By onvention Y in = 0 if node i does not arry any version of F .We introdue the additional {0, 1}-valued rvs {ai,jn (k, l)} and {ain(k)}, where ai,jn (k, l) = 1 ifnode i in state k reeives a opy of F from node j in state l if they meet at tn and ain(k) = 1if the soure transmits the latest version of F to node i in state k if they meet at tn. Weassume that ai,jn (k, l) = 0 if l ≥ k sine learly a node has no interest to reeive a version of
F whih is either idential or older than the one it arries.Let θi,j(k, l) := P (ai,jn (k, l) = 1) and θi(k) := P (ain(k) = 1).The following reursions hold (i = 1, . . . , N):
Y in+1 = Y
i























n ) + ζn. (23)
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 Networks 19To emphasize the fat that θi,j(k, l) = 0 if l ≥ k we will rewrite (23) as
Y in+1 = Y
i













(Y in − Y
j







n ) + ζn. (24)Dene the vetors Yn = (Y 1n , . . . , Y Nn ) ∈ E := {1, 2, . . .}N ,Assumptions A1:(1) {ζn}n , {ξi,jn } and {ξi,0n }n are mutually independent renewal sequenes with ommonprobability distribution r := P (ζn = 1), qi,j := P (ξi,jn = 1) and qi := P (ξi,0n = 1),respetively, for i, j = 1, . . . , N , i 6= j;(2) r > 0 and qi > 0 for i = 1 . . . , N ;(3) the probability that two nodes ommuniate when they meet only depends on theiridentity and state, namely P (ai,jn (Y in, Y jn ) = 1|{Ym, κm}m≤n) = θi,j(Y in, Y jn ) for i, j =
1, . . . , N , i 6= j;(4) given that the soure meets a node, the probability that it ommuniates with it onlydepends on the node identity and state, that is, P (ain(Y in) = 1 | {Ym, κm}m≤n) = θi(Y in)for i = 1, . . . , N ;(5) If K = ∞ then for eah i = 1, . . . , N there exist a nite integer Mi and θi > 0 suhthat θi(k) ≥ θi for k ≥Mi.Similar to the non-ooperative setting we dene K as the maximum age a version of F anreah. This means that a version of F whih reahes age K + 1 is deleted at one by thenode that arries it. We rst study the ase where K = ∞.3.1.1 Stability analysis when K is inniteIn this setting the age of a node is unbounded. The result below establishes onditionsunder whih the Markov hain {Yn}n is stable, that is onditions under whih Yn onvergesin distribution toward an (a.s.) nite random variable as n goes to innity.Proposition 4 (Stability of {Yn}n)Assume that A1 holds.
{Yn}n is a time-homogeneous, aperiodi, irreduible and positive reurrent Markov hain on
E.
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20 Eitan Altman & Philippe Nain & Jean-Claude BermondProof. Only the positive reurrene property does not trivially follow from A1(1)-(4). Wewill show it by applying Foster's riterion (see e.g. [7℄) to {Yn}n. Consider the Lyapounovfuntion f : E → IR+ dened by f(y) = ∑Ni=1 yi with y = (y1, . . . , yN ). We need to show that(i) there exist a nite set F ⊂ E and a onstant ǫ > 0 suh that E[f(Y1)−f(y) |Y0 = y] ≤ −ǫfor y ∈ E − F and (ii) E[f(Y1) − f(y) |Y0 = y] <∞ for y ∈ F .Under A1(5) dene M0 := max{M1, . . . ,Mn} < ∞ and θ := min(θ1, . . . , θN ) > 0 so that
θi(k) ≥ θ for k ≥M0 and i = 1, . . . , N .Dene the Lyapounov funtion f(y) :=∑Ni=1 yi.We have from (24)


















(1 − yi)qiθi(yi) +Nr (25)for y ∈ E .Fix ǫ > 0. LetM be any nite integer suh thatM ≥ max{M0, (ǫ+N(r+1))/(θmin{q1, . . . , qN})}.Let G be a subset of E dened by G := {y = (y1, . . . , yN ) ∈ E : max{y1, . . . , yN} > M}.Fix y ∈ G. Let i⋆ be suh that yi⋆ = max{y1, . . . , yN}, so that yi⋆ > M .From (25) and A1(5) we nd








yiqiθi(yi) − yi⋆qi⋆θi⋆(yi⋆) +Nr
≤ −Mθqi⋆ +N(r + 1)
≤ −Mθmin{q1, . . . , qN} +N(r + 1)
≤ −ǫ, (26)by using the denition of M , whih shows part (i) of Foster's riterion.Dene F := Gc = {y = (y1, . . . , yN ) ∈ E : max{y1, . . . , yN} ≤ M}. The set F is a niteand, morever,
E[f(Y1) − f(y) |Y0 = y] < Nr <∞, ∀y ∈ F ,by using (25), whih shows part (ii) of Foster's riterion and ompletes the proof.We will show in a ompanion paper that the stability of {Yn}n an be investigated in a muhmore general framework than the Markovian framework.
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 Networks 213.1.2 Quantitative performane when K is inniteWe make additional assumptions in order to ompute Xk, the expeted number of les ofage k ≥ 0 in steady-state. We assume that the soure and node i = 1, . . . , N (resp. any pairof nodes i and j, i 6= j) meet aording to a Poisson proess with rate λ > 0 and that thesoure reates a new version of F at eah ourrene of a Poisson proess with rate µ > 0.These N(N + 1)/2 + 1 Poisson proesses are assumed to be mutually independent.We assume that θi(k) := ak and θi,j(k, l) := bk,l for any i, j, k, l. In other words, when twonodes (i.e. soure or nodes) meet the probability that a transmission ours only dependson the nodes state and not on the nodes identity.Last, we assume that there exist a nite integer M0 and a onstant θ > 0 suh that ak ≥ θfor all k ≥ M0, so that the system is stable by Proposition 4 (Hint: apply Proposition 4with qi = qi,j = λ/ν and r = µ/ν where ν := λN(N + 1)/2 + µ).Let Xk(t) be number of nodes in state k ≥ 0 at time t. Set Xk(t) := E[Xk(t)].We have the Kolmogorov equations
dX0(t)
dt










































bk,lE[XkXl] + (λak + µ)Xk, k ≥ 2.(32)RR n° 6645




























, k ≥ 1. (35)If we perform the hange of variable µ/(µ + λai) = 1 − pi−1 in (35) we retrieve the or-responding results (8) found in the disrete-time setting with K = ∞ (see Remark 2.1),thereby showing that this model is the ontinuous-time analog of the disrete-time model.Case (b): ak = a > 0 and bk,l = b > 0 for all k, l. Beause of the terms E[XkXl] equations(31)-(32) annot be solved. To solve them we will assume that ov(Xk, Xl) is negligiblefor k 6= l so that E[XkXl] ≈ XkX l. We onjeture that this approximation (referred toas the mean-eld approximation  see e.g. [1℄) is aurate for large N (the mean-eldapproah in [6, Theorem 3.1℄ does not apply here and annot therefore be used to validatethese approximations). With this approximation and the use of the identity∑k≥1Xk = N ,equations (31)-(32) beome
bX
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/2b (39)with Dk := bN − a − µ/λ − 2b∑k−1l=1 Xl. Equations (38)-(39) dene a reursive shemeallowing the omputation of Xk for any k.3.1.3 Quantitative performane when K is niteIn this ase the system is always stable sine |Y in| ≤ K for all i = 1, . . . ,K, n ≥ 1.When K <∞ the steady-state equations satised by X0, . . . , XK are













bl,1E[XlX1] = µX1 (41)




























, k = 1, . . . ,Kwhere R := (λa0/µ)∑Kj=1∏ji=2(µ/(µ+ λai)) +∏Ki=2(µ/(µ+ λai)).Case (b): ak = a > 0 and bk,l = b > 0 for all k, l. Similarly to Case (b) in Setion 3.1.2we assume that ov(Xk, Xl) ≈ 0, or equivalently E[XkXl] ≈ XkX l, for all k 6= l, sinewithout this assumption it does not seem possible to solve (40)-(43). We onjeture thatthis assumption is justied when N , the number of nodes, is large.
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nd that X1 is given by (38). From (42) we nd that Xk is given by (39) for


















) . (45)Remark 3.2 The ase where the rate at whih the soure meets a node is dierent from therate at whih two nodes meet is a straightforward extension of the analysis in Setions 3.1.2and 3.1.3.3.1.4 Numerial resultsWe want to quantify the impat of node ooperation on the system performane when thesoure has limited power resoures. We want to optimize the system utility ∑Kk=1 U(k)Xkunder a onstraint, denoted by V , on the expeted number of transmissions by the sourebetween the reation of two onseutive version of F . To this end, we will assume thatthe soure transmits to any node that it meets with the probability a = a⋆, where a⋆ :=
min(1, (1+ρ)V/Nρ) is the stati poliy that solves problem P (Proposition 1). Let qρ be theprobability that the soure meets a given node between two reations of a new version of F .We have qρ = λ/(λ+ µ) = ρ/(1 + ρ) thanks to the Poisson assumptions. In all experimentsreported below we set N = 20, V = 2 and K = 5. Figures 8-9 display the mapping
qρ →
∑K
k=1 U(k)Xk (with U(k) = 1 in Fig. 8 and U(k) = 1/k in Fig. 9) for two valuesof the probability b. The value b = 0 orresponds to the non-ooperative setting (ase (i);urve referred to as nonooperative) and the value b = 0.05 orresponds to the ooperativesetting (ase (ii)). For b = 0.05 the results have been obtained both by simulations and fromthe approximation formulas (38)-(39). Note that the approximation developed in Setion3.1.2 works well when b = 0.05 (results are not as good as b inreases). One observes thatthe ooperative setting outperforms the nonooperative setting even when the probabilityof ooperation b is small, and that the gain of node ooperation inreases with qρ.3.2 Senario II: Nodes only know the date of reation of their leThe state of a node (inluding the soure) at time t is now dened as the date of reationof the version of F this node is arrying, if any, at time t. More preisely, let Ỹ in be the dateof reation (by the soure) of the version of F that node i = 1, . . . , N is arrying just beforethe nth event takes plae, namely at time tn−. By onvention Ỹ in = 0 if node i does notINRIA
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b=0.05: simulation
b=0.05: approximation












Figure 9: qρ →∑5k=1Xk/k (a = a⋆, b ∈ {0, 0.05}, N = 20, V = 2, K = 5)
RR n° 6645





n, i = 0, 1, . . . , N, n = 1, 2, . . . (46)and let
Z̃n := (Z̃
1
n, . . . , Z̃
N
n ) ∈ IR
N
+ , Z̃ := {Z̃n}n. (47)The rv Z̃in is the age dierene between the most reent version of F and the version of Fthat node i is arrying (if any) at time tn−. In partiular Z̃0n = 0 sine the soure alwaysarries the most up to date version of F .We introdue the {0, 1}-valued rvs {ãi,jn (y, z)} where ãi,jn (y, z) = 1 if node i in state yreeives a le from node j in state z given that they meet at time tn. We further assumethat ãi,jn (y, z) = 0 if y ≥ z, namely a node annot reeive a le from another node that isolder than the one it arries.The following dynamis hold

















n ), i = 1, . . . , N, (48)and
Ỹ 0n+1 = Ỹ
0
n + (tn − Ỹ
0






















n) + (tn − Ỹ
0
n )ζn. (50)Assumptions A2:(1) the suessive meeting times between any pair of nodes (inluding the soure) forma Poisson proess with rate λ. These N(N + 1)/2 Poisson proesses are mutallyindependent;(2) the suessive dates of reation by the soure of a new version of F follow a Poissonproess with rate µ > 0;(3) the N(N + 1)/2 + 1 Poisson proesses introdued in (1)-(2) above are mutually inde-pendent;(4) for every n ≥ 1, i = 1, . . . , N , j = 0, 1, . . . , N , i 6= j, there exists a mapping âi,jn : IR →
{0, 1} with âi,jn (x) = 0 for x ≤ 0, suh that ãi,jn (y, z) = âi,jn (z − y). INRIA
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 Networks 27(5) for xed i, j, x, i 6= j, x > 0, {âi,jn (x)}n is an iid sequene of rvs. The sequenes
{âi,jn (x)}n and {âi′,j′n (x′)}n are mutually independent for any (i, j, x) 6= (i′, j′, x′), andfor every i, j, x, i 6= j, x > 0, {âi,jn (x)}n is independent of the N(N + 1) + 1 Poissonproesses introdued above in (1)-(2).Assumption A2(4) means that the deision that node i in state y reeives a le from node
j (inluding the soure) in state z > y only depends on the age dierene z− y between theversions of F these two nodes arry.Corollary 1 Assumptions A2-(1), A2-(2) and A2-(3) imply that the sequene {ξi,jn , i =


















n) + (tn − Ỹ
0
n )ζn. (51)On the event {ζn = 0}, we readily onlude from (51), Corollary 1 and Assumption A2-(5)that the probability distribution of Z̃n+1 onditioned on the history Z̃1, . . . , Z̃n only dependson Z̃n.On the event {ζn = 1}, the same onlusion holds sine (tn − Ỹ 0n )ζn, the seond term inthe r.h.s. of (51), whih is the time that elapses between the reation of the nth and of the
(n+ 1)-st version of F by the soure (and is therefore distributed as an exponential rv withintensity µ) is independent of Z̃m for m ≤ n by onstrution. This ompletes the proof.Dene the n-step transition probability
P (n)(z,A) := P (Z̃n ∈ A | Z̃0 = z), z ∈ IR
N
+ , A ∈ σ(IR
N
+ )of the Markov hain Z̃ and let P (z,A) := P (1)(z,A) be its one-step transition probability.Let z0 := (0, . . . , 0) ∈ IRN+ denote the state where all nodes arry the most reent version of
F .Assumption A3:RR n° 6645
28 Eitan Altman & Philippe Nain & Jean-Claude Bermond For every i = 1, . . . , N there exist nite onstants 0 < θi ≤ 1 and 0 < Li < ∞ thatsuh P (âi,0n (z) = 1) = E[âi,0n (z)] ≥ θi for all z ≥ Li.Assumption A3 means that there is a non-zero probability that when the soure meets anode it transmits F to that node if the opy of F that the node is arrying is old enoughw.r.t. to the most reent version of F .Lemma 2 (ψ-irreduibility of {Z̃n}n )Assume that Assumptions A2-A3 hold.The Markov hain Z̃ is ψ-irreduible with ψ the maximal irreduibility probability measureon σ(IRN+ ) dened by ψ(A) :=∑n≥1 P (z0, A)2−n, A ∈ σ(IRN+ ).Proof.Let us rst show that the Markov hain Z̃ is δ-irreduible with δ({z0}) = 1 and δ(A) = 0for all A ∈ σ(IRN+ ) suh that z0 /∈ A. This amounts to showing that for all z ∈ IRN+ thereexists n ≥ 1 suh that Pn(z, z0) > 0 [7, p. 87℄.Consider the following hain of events: at time t = 0 the soure reates a new version of Fand this version is reated at least L := max{L1, . . . , LN} units of time after the previousreation and at times 0 < t1 < . . . < tN the soure meets nodes 1, . . . , N , respetively andtransmits the latter version of F to eah node. The probability of ourene of this hain ofevents is stritly positive under Assumptions A2-A3.Conditioned on these N + 1 events we observe from the denition of the Markov hain Z̃that Z̃N+1 = z0 (i.e. just before time tN+1 all nodes arry the most up to date version of F) regardless of the value of the hain at time t = 0. This shows that PN+1(z, z0) > 0 for all
z ∈ IRN+ and therefore that Z̃ is δ-irreduible.On σ(IRN+ ) dene the probability measure ψ(A) = ∑n≥1 Pn(z0, A)2−n, A ∈ σ(IRN+ ). Assumethat ψ(A) > 0 for A ∈ σ(IRN+ ). Hene, there exists n ≥ 1 suh that Pn(z0, A) > 0. Fromthe inequality
PN+1+n(z,A) ≥ PN+1(z, z0)P
n(z0, A)and the property that PN+1(z, z0) > 0 as shown above, we onlude that PN+1+n(z,A) > 0,so that the Markov hain Z̃ is ψ-irreduible.The fat that ψ is a maximal irreduibility probability measure follows from [7, Prop. 4.2.2℄(see also [7, Prop. 4.3.1℄ for a related ase study).Proposition 5 (Stability of {Z̃n}n) Assume that Assumptions A2-A3 hold. Then, theMarkov hain Z̃ is positive Harris reurrent.Proof. Let us show that the onditions of Theorem 11.3.4 in [7, p. 265℄ hold. INRIA
Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 29We have already shown in Lemma 2 that Z̃ is ψ-irreduible with ψ the maximal irreduibilityprobability measure on σ(IRN+ ). Theorem 11.3.4 in [7, p. 265℄ will apply if one an nd apetite set C [7, p. 121℄, a funtion V : IRN+ → [0,∞] bounded on C and some onstant
b <∞ suh that
E[V (Z̃1) | Z̃0 = z] − V (z) ≤ −1 + b1C(z), z = (z1, . . . , zN) ∈ IR
N
+ . (52)Consider the funtion V : IRN+ → [0,∞] dened by V (z) = ∑Ni=1 zi with z = (z1, . . . , zN).Let L be any integer suh that
L > max
{
L1, . . . , LN ,
ν +N
λmin1≤i≤N θi
}where we reall that ν = λN(N+1)/2+µ and that onstants Li's are dened in AssumptionA3. Let C be the bounded set dened by
C =
{








. (53)Observe that V is bounded on C.Fix z ∈ IRN+ −C and let i⋆ be suh that zi⋆ > L (Hint: ∑Nn=1 zn > LN implies that at leastone zi is larger than L).We have from (51) (Hint: ai,jn (z) = 0 if z ≤ 0 by AssumptionA2 and Z̃0n = 0 by onstrution)
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≤ −1from the denition of L. On the other hand, for z ∈ C we have E[V (Z̃1) | Z̃0 = z]− V (z) ≤
N/ν (this inequality atually holds for all z ∈ IRN+ ).RR n° 6645
30 Eitan Altman & Philippe Nain & Jean-Claude BermondIn summary, we have shown that (52) holds for the Lyapounov funtion V (z) = ∑Ni=1 zi,the nite set C dened in (53), and the onstant b = N/ν + 1. It remains to hek that theset C is petite.We have shown in the proof of Lemma 2 that there exists a onstant ω > 0 suh that
PN+1(z, z0) > ω for all z ∈ IRN+ . Hene, by the Chapman-Kolgomorov equations, we havethat
PN+2(z,A) ≥ PN+1(z, z0)P (z0, A) ≥ ωP (z0, A) (54)for all z ∈ C, A ∈ σ(IRN+ ). Sine ωP (z0, ·) is a non-trivial measure on σ(IRN+ ) (54) shows thatthe set C is small [7, p. 106℄, and thereby that C is petite with the sampling distributiontaken as the Dira measure at point {N + 2}  see omment after the denition of a petiteset in [7, p. 121℄. This onludes the proof.4 Imperfet state informationIn this setion we onsider the stati setting of Setion 2 where nodes do not ooperate.We assume that the soure does not know parameters N and q, so that it annot ompute





1 if u > 1
u if 0 ≤ u ≤ 1
0 if u < 0.Consider the stohasti reursion
θm+1 = ΠH
(
θm + ǫm(MV − Ym)






ǫm = ∞. (56)Observe that the soure knows Ym for every m. Reursion (55) is motivated by the fat that
a⋆ is the unique zero of h(a) := V −X1 if h(1) > 0 and a⋆ = 1 otherwise, so that the souretarget is to nd the zero, if any, of h(a) (or, equivalently, the zero of Mh(a)) in [0,1℄.Proposition 6 (Stohasti approximation algorithm)As m → ∞, θm in (55) onverges with probability one to a⋆, the optimal stati poliy ofSetion 2.2.1. INRIA
Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 31Proof. The proof diretly follows from the remark after Theorem 2.1 in [8, p. 127℄. Letus briey heked that onditions (A2.1)-(A2.5) of Theorem 2.1 hold. Sine 0 ≤ Ym ≤MNfor all m, ondition (A2.1) holds (this ondition requires that supmE|Ym|2 < ∞). By anindutive argument applied to (55) we see that E[Ym|θ0, Yi, i < m] = E[Ym|θm, θi, Yi, i < m].We then note that E[Ym|θm, θi, Yi, i < m] = E[Ym|θm] := g(θm) sine the deision bythe soure to transmit a opy of F to a node only depends on the enfored transmissionprobability. This implies that ondition (A2.2) holds (ondition (A2.2) in [8, p. 126℄ statesthat E[Ym|θ0, Yi, i < m] has the form of g(θm) + βm where βn is a r.v.). We have
g(x) = M(V −Nqx)so that onditions (A2.3) (g is ontinuous) and (A2.5) (∑m≥0 ǫm|βm| < ∞ w.p.1) aresatised. Last, ondition (A2.4) (∑m≥0 ǫ2n <∞) holds from (56).Consider the ODE dx(t)/dt = g(x(t)). Its solution is x(t) = (x(0)−V/Nq)e−MNqt +V/Nq.It has a unique equilibrium point, given by x0 = V/Nq, whih is asymptotially stable inthe sense of Lyapounov [8, p. 104℄ (i.e. for eah δ > 0, there exists η > 0 suh that if
|x(0) − x0| < η then |x(t) − x0| < ǫ for all t ≥ 0). By [8, Remark p. 127℄ we onlude that







 0  500  1000  1500  2000  2500  3000  3500  4000  4500  5000
stochastic approximationFigure 10: m→ θm: M = 1, a⋆ = 0.5 (N = 100, V = 10, q = 0.2)5 ConlusionWe have developed simple stohasti models for evaluating the performane of le manage-ment poliies in DTNs storing dynami les. Both stati and dynami poliies have beenRR n° 6645
32 Eitan Altman & Philippe Nain & Jean-Claude Bermondinvestigated. We have shown that using dynami poliies instead of stati poliies yieldssubstantial gain in the performane; this result holds both in the non-ooperative setting,where only the soure is allowed to ommuniate with the other nodes, and in the oopera-tive setting where all pairwise ommuniations are possible. Future works inlude the studyof multi-soure and multi-le senarii.6 A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om.Lemma 3 (Monotoniity of H(x))For eah k = 1, . . . ,K, the mapping xk → H(x) is non-inreasing for any x = (x1, . . . , xK) ∈
E.Proof. First, notie that the mapping xK → H(x) is learly non-inreasing sine xK onlyappears in G(x), the denominator of H(x), and sine G(x) is non-dereasing in xK .Assume now that k = 1, . . . ,K. Let
B(j) := 1 + x1 + x1x2 + · · · + x1 · · ·xj





[U(j) − U(j + 1)]B(j − 1)





































[U(j + 1) − U(j)]
×[B(j − 1)Bk(K) −Bk(j − 1)B(K)]
)
.The rst summation is non-positive sine U is non-inreasing and sine B(j − 1)Bk(K) ≥ 0for all x ∈ E. Using again the dereasingness of U a suient ondition for the seondsummation to be non-positive is that oeients B(j − 1)Bk(K) − Bk(j − 1)B(K) are allnon-negative. To see that this is indeed true, note that B(j) = B(k−1)+x1 . . . , xkBk(j) sothat B(j− 1)Bk(K)−Bk(j− 1)B(K) = B(k− 1)[Bk(K)−Bk(j− 1)] whih is non-negativefor all x ∈ E. This 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