Abstract. Motivated by diffusion processes on metric graphs and open books, we consider an abstract setting for interface problems with quite general coupled boundary conditions, which we also allow to depend on time. Beside well-posedness, we discuss positivity, L ∞ -contractivity and further invariance properties. We show that the parabolic problem with time-dependent boundary conditions enjoy these properties if and only if so does its counterpart with time-independent boundary conditions. We also show the solution's continuous dependence of on relevant parameter. Finally, we also briefly consider an alternative setting involving a different kind of time-dependent boundary condition.
Introduction
Elliptic systems with coupled boundary conditions have been attracting broad attention at least since [1] . In their famous second article, Agmon, Douglis and Nirenberg proved fundamental results concerning L p and Schauder-type a priori estimates, for elliptic problems with most general time-independent boundary conditions. In [20] , Kuchment proposed a class of coupled, timeindependent boundary conditions for 1-dimensional elliptic systems having in mind applications to quantum graphs, i.e., to Schrödinger operators on metric graphs. Kuchment's formalism allows for a very efficient variational approach, but the tradeoff is that his boundary conditions are only a proper subset of those considered in [1] . However, it is remarkable that Kuchment's conditions give rise to the totality of all self-adjoint realizations of the Schrödinger operator on a (possibily infinite) metric graph, under a mild locality assumption.
In the companion paper [9] , Cardanobile and the author have extended Kuchment's formalism to the case on n-dimensional vector-valued equations and characterized several properties of the parabolic problem in dependence on the chosen boundary conditions. Aim of this paper is to provide the extension of the theory in [8] to the case of time-dependent (aka dynamic) boundary conditions. Each edge e i is parametrized as a (0, 1) interval, from v 0 to v i . Such a problem has already been considered, e.g. in [37, 44, 34] , and also as a byproduct of an approximation scheme in [21, 14] . A thorough investigation of a dendritical tree following Rall's cable model has been performed in a series of four papers beginning with [23] .
We can rephrase this problem by considering the orthogonal projection P Y of N onto the subspace Y := 1 spanned in N by the unit vector. Observe that the unknown u can be thought of as a function of class L 2 (0, 1; N ), so that the network diffusion equation simply becomeṡ u(t, x) = u ′′ (t, x), t ≥ 0, x ∈ (0, 1).
Then, the continuity condition in v 0 (given by the second equation in (DP)) amounts to require that u(t, 0) ∈ 1 for all t ≥ 0, i.e. In other words, the dynamic boundary condition is an equation living in the (1-dimensional) boundary space 1 . The goal of this note is to generalize this setting.
Let Ω be an open domain in Ê n with Lipschitz boundary ∂Ω = ∂Ω 1∪ ∂Ω 2 . Let H be a separable complex Hilbert space. In particular, Bochner spaces L 2 (Ω; H) and L 2 (∂Ω; H) become separable complex Hilbert spaces when endowed with the canonical product spaces Let Y 1 , Y 2 be closed subspaces of L 2 (∂Ω 1 ; H) and L 2 (∂Ω 2 ; H), respectively, and hence Hilbert spaces with respect to the scalar product induced by L 2 (∂Ω; H). Vector-valued Sobolev spaces can also be introduced in a canonical way: e.g., H 1 (Ω; H) is a Hilbert space with respect to the scalar product
Of course, the usual trace and normal derivative operators
can be extended to bounded surjective operators from H 1 (Ω) to H 
where
. In the following, we will call H the universe space.
and the above abstract problem is just a reformulation of (DP).
, then the above problem describes an usual, scalar-valued diffusion equation with Wentzell-Robin boundary conditions, see e.g. the recent contributions in [15, 5, 33, 43] . Example 1.3. For H = N the elliptic problem with dynamic interface conditions -a vector valued version of Wentzell-Robin boundary conditions -has been considered in [42, § III.4.5] . In [38] , even more general elliptic interface problems have been considerd under the very general assumption that system can even consist of several metric spaces with different Hausdorff dimensions, see also [46] . An abstract formalism for this kind of problems has been proposed by Ali Mehmeti, see [2] . 1 For example, if H = N , this may represent a predator-prey model of an ecologic system including N species and featuring interaction at the boundaries of the habitat as well as diffusion along these boundaries.
The general case of a diffusion equation equipped with coupled (either time-dependent or timeindependent) boundary conditions is interesting and motivated in particular by the theory of parabolic network equations, cf. [36, 34] . It also appears in higher dimensional applications, in particular in biomathematical models -see e.g. [27] and references therein. In this article we restrict for the sake of simplicity to the case of dynamic boundary conditions only, i.e., ∂Ω 2 = ∅. In fact, it turns out that the general case turns can be treated as a direct sum of the results presented here and those from [9] .
In Section 2 we introduce our abstract framework and deduce a general well-posedness result. We can also show that the semigroup solving the problem depends continuously on the space Y defining the boundary condition. This result is interesting in that it does not have a scalar pendant. We also extend a continuity result obtained in the scalar valued case in [13] . We consider invariance of order intervals and subspaces in Section 3, showing in particular an tight relation beween the properties of the heat semigroup governing the problem with time-independent boundary conditions and its dynamic counterpart. This leads, e.g., to the full characterization of all local boundary conditions leading to a symmetric submarkovian heat semigroup on a dihedron. Finally, in Section 4 we briefly discuss the general properties of a similar but different kind of time-dependent boundary condition, where a dynamic law on the normal derivative is imposed.
Preliminary results
In the rest of the paper we are going to investigate the general abstract initial-boundary value problem
Here γ ≥ 0, S is an operator on L 2 (∂Ω; H) whose domain contains H 1 2 (∂Ω; H) and ∆ ∂Ω is the Laplace-Beltrami operator on ∂Ω. Clearly, the Laplace and Laplace-Beltrami operators appearing in the above system can be replaced by general elliptic operators with real-valued coefficients in pretty much the same way [33] generalizes [5] . Similarly, lower order terms may be added.
It is known that the right setting for the study of systems of this kind is either the space of continuous functions on Ω or else an L p -product space. We are going to follow the second approach.
Lemma 2.1. IfỸ is a dense subspace of Y, then the space
Proof. This is a slight modification of [33, Lemma 5.6 ]. More precisely, one sees that the assumptions in [33, Lemma 5.6] can be weakened by merely assuming that H 1 (∂Ω; H) ∩Ỹ is dense in the range of the trace operator, instead of coinciding with it. Since this condition is satisfied by assumption, the assertion follows.
Consider a form a Y defined by
where the second addend corresponds to the Laplace-Beltrami operator on the n − 1-dimensional Riemannian manifold ∂Ω. We remark that
so that the corresponding term in the definition of a Y is well-defined. Also observe the abuse of notation due to the fact that the form has (dense) domain VỸ, rather than V Y . Here either 
Theorem 2.2. For all γ ≥ 0 the form a Y is continuous and L 2 -elliptic. Thus, it is associated with an analytic semigroup (e ta Y ) t≥0 on L 2 . The form is accretive (resp., symmetric) if and only if the operator S is accretive (resp., self-adjoint) and in this case the semigroups is contractive (resp., self-adjoint). In fact, a Y is also associated with a cosine family with phase space VỸ × L 2 . Accordingly the semigroup's analyticity angle is 
the cosine family generation result follows by a result due to Crouzeix, cf. [17, p. 204] . The assertion of compactness clearly follows by the Aubin-Lions Lemma. 
.
If we would drop the terms P Y , then A Y would in general not operate on L 2 any more.
Proof. A relatively bounded perturbation does not affect the domain of an operator, hence we can assume w.l.o.g. that S = 0. The operator associated with a Y is, by definition,
In order to prove that A Y ⊂ A Y take f, h ∈ VỸ . By the Gauß-Green formulae we obtain
i.e., the operator associated with a Y has the claimed form.
Conversely, let f ∈ D(A Y ) and repeat the above computation to obtain that ∆f and ∆ ∂Ω f |∂Ω are well defined as elements of L 2 (Ω; H) and L 2 (∂Ω; H), respectively, and that f has a weak normal derivative in L 2 (∂Ω; H). Thus, the semigroup associated with a Y yields the solution to the problem
Remarks 2.4. 1) A direct computation shows that the vectors in D(A 2 Y ) also satisfy the additional Wentzell-Robin-type boundary conditions
for all z ∈ ∂Ω. Due to the regularizing effect of the analytic semigroup (e ta Y ) t≥0 , these additional condition is in particular satisfied by the solution to the above problem for any time t > 0.
2) Replacing the operator S on
, a slightly more general dynamic boundary condition arises. Analogous results can still be obtained.
3) The variational structure of the problem considered in this paper has great advantages. In particular, via the Gauß-Green formula we can make use of Hilbert space techniques. If however a multiplicative coefficient ρ ∈ Ê is considered in the lower-left entry of A Y , then the variational structure is lost. Does this modified operator generates a semigroup, too? In the scalar case it is known that the answer is yes if and only if n = 1 or ρ > 0, cf. [29, 43] and [45, § 15] .
Consider a sequence of subspaces Y n ⊂ L 2 (∂Ω; H) of constant dimension, in such a way that (P Yn ) n∈AE converges in operator norm. Then its limit is also necessarily a projection and a contraction, i.e., an orthogonal projection -say, onto a subspace Y. Now, it is quite natural to conjecture that a Yn converges to a Y in some sense. It seems that well-known results for convergence of forms, due to Kato and Simon, cannot in fact be applied to our setting, since they postulate some kind of convergence from above or below of the form family (a Yn ) n∈AE -whereas in our case one typically has
The different approach proposed in [41] , somehow related to the notion of Hilbert scale, fits this setting better. In order to apply Post's results, we need to impose a structural assumption on Y that will prove a significant simplification, also in the following of this note. For the sake of simplicity, we formulate the following convergence result in the case of finite dimensional H only.
Then both the bounded linear operators (R(λ, A Yn )) n∈AE and (
, for all Reλ > 0 and for all t > 0 respectively, in the sense made precise in [41] . Moreover, if Ω, ∂Ω have finite measure, then the (discrete) spectrum of A Yn converges to the (discrete) spectrum of A Y 0 .
Proof. To begin with, we consider a family of unitary transformations on H mapping Y n to Y 0 and back, which we denote byJ ↓n andJ ↑n , respectively. Let J ↓ := lim n→∞J ↓n , which need not be the identity but is surely a unitary operator on H leaving invariant Y 0 . Moreover, denote by J ↓n the bounded linear operator J ↓ −1J ↓n mapping Y n to Y 0 : then in fact lim n→∞ J ↓n is the identity. A similar procedure can be repeated and leads to introducing J ↑n mapping Y 0 to Y n . These clearly define two families of unitary transformations J ↓n and J ↑n on L 2 (Ω; H) by
for all n ∈ AE and a.e. x ∈ Ω.
In particular, one sees that f ∈ V Yn if and only if J ↓n f ∈ V Y 0 and f ∈ V Y 0 if and only if J ↑n f ∈ V Yn . Now we are in the position to apply the convergence results in [41] , for J
Then, all the assumptions (A1) − (A5) in [41] are satisfied Remark 2.6. Let us consider for a moment the case of a more general diffusion equation, with the Laplacian replaced by an arbitrary elliptic operator with, say, C 1 (Ω) coefficients in (AV). More precisely, let us consider
) satisfies a uniform ellipticity condition. Then, it is well-known that a variational approach can still be pursued, after introducing suitable weighted Lebesgue (or rather, Bochner) spaces L 2 D , see e.g. [33] . Due to uniform ellipticity, the coefficients do not degenerate on the boundary, yielding that
e. x ∈ Ω, z ∈ ∂Ω and all k ∈ AE. Impose a uniform ellipticity condition on both families. Also consider a family (S k ) k∈AE of selfadjoint, bounded accretive operators on L 2 (∂Ω; H). Denote by a k the sesquilinear forms arising from the problem (AV D k S k G k ), whose domains all coincide with V Y . These forms are uniformly sectorial -in fact, all their numerical ranges are contained in the negative halfline. If the sequences (D k ) k∈AE , (G k ) k∈AE and (S k ) k∈AE converge, then (a k (f, f)) k∈AE is a Cauchy sequence for all f ∈ V Y . Therefore, by a known result due to Kato (see [19, § VIII.3] ), (R(λ, A Y k )) k∈AE converges strongly for all Reλ > 0. By simple functional calculus arguments, it is known that this also implies strong convergence of (e za k ) t≥0 for all z in the open right halfplane. This is comparable with [13, Thm. 3.1].
Lattice-based invariance properties
This section is devoted to the characterization of qualitative properties of (e ta Y ) t≥0 . These can often be discussed in terms of invariance of relevant subsets of the state space L 2 -most notably, order intervals.
3 By Ouhabaz's well-known invariance criterium, such invariance properties can be characterized by simple, almost algebraic properties of a quadratic form. In a more general form presented in [24, 
In the remainder of this section assume for simplicity that γ > 0, i.e.,
(Still, all assertions hold true in the case γ = 0 with obvious, minor modifications in the proofs).
To warm up, we start by characterizing reality of (e ta Y ) t≥0 . A function in L 2 is called H Ê -valued if it takes values in the real Hilbert lattice H Ê underlying H for a.e. x ∈ Ω ⊕ ∂Ω. As a direct consequence of locality the forms associated with the Laplace and Laplace-Beltrami operators we immediately obtain the following. In typical applications the universe space H is usually a Hilbert lattice -hence we will assume henceforth that H = L 2 (X) for a suitable finite measure space X, cf. [26, Cor. 2.7.5]. We can define the positive and negative parts and the absolute value of functions in L 2 (Ω; H) and Y pointwise, by exploiting the lattice structure of H. For the necessary notions from the theory of Banach lattices we refer to [35] or [26] . Consequently, also L 2 (Ω; H), Y and L 2 are Hilbert lattices. Let a, b : Ω → H and consider the bounded or unbounded order intervals
These subsets of L 2 (Ω; H) are closed and convex. Similarly, for c, d ∇ max{ũ,ṽ} = ½ {ũ≥ṽ} ∇ũ + ½ {ũ<ṽ} ∇ṽ, ∇ min{ũ,ṽ} = ½ {ũ≥ṽ} ∇ṽ + ½ {ũ<ṽ} ∇ũ. 
Proof. By Ouhabaz's criterium, (e ta Y ) t≥0 leaves invariant the order interval [a, ∞) L 2 if and only if the associated orthogonal projection P [a,∞) L 2 leaves invariant VỸ and moreover a( The second criterium can be deduced observing that for all
This concludes the proof.
Analogous assertions clearly hold for the order intervals (
Remark 3.4. In general, the latter criterium in Theorem 3.3 will hardly be satisfied. An easy, yet relevant special case is clearly that of constant a. E.g., positivity of the semigroup clearly corresponds to invariance of [0, ∞) L 2 , while L ∞ -contractivity can be formulated in terms of simultaneous invariance of both order intervals [1, ∞) L 2 and (−∞, 1] L 2 . We make this more precise in the following.
For an arbitrary closed convex subset C H ⊂ H we introduce closed convex subsets of
and a.e. x = (x, z) ∈ Ω ⊕ ∂Ω, the composition of a Lipschitz continuous mapping P C H and a function of class H 1 . This permits to apply the chain rule for weakly differentiable functions. Furthermore, due to the local structure of the sets C L 2 (Ω;H) and C Y , one sees that in particular
for all f ∈ VỸ. If in particular S is a bounded operator on L 2 (∂Ω; H), then again by Ouhabaz's criterium (2) is equivalent to saying that (e −tS ) t≥0 leaves invariant C Y .
Proof. First of all, we show that the inclusion P C VỸ ⊂ VỸ holds if and only if the inclusion P Y C Y ⊂ C Y holds. Orthogonal projections onto closed convex subsets of a Hilbert space are Lipschitz continuous mappings, hence by [9, Lemma 7.3] P C L 2 maps H 1 (Ω; H) × H 1 (∂Ω; H) into itself -i.e., the differentiability conditions is satisfied independently of the boundary conditions. Consequently, P C H VỸ ⊂ VỸ if and only if f |∂Ω ∈ Y implies P C Y f |∂Ω ∈ Y, for all f ∈ H 1 (Ω; H). The proof can be completed reasoning as in the proof of [9, Prop. 4.2] . By Ouhabaz's criterium, invariance of C Y is now equivalent to
Due to locality of the forms associated with the Laplacian on Ω and the Laplace-Beltrami operator on ∂Ω (and hence of a Y ), a direct computation shows that
By density, one sees that the latter term is ≥ 0 for all f ∈ VỸ if and only if
In the previous theorem, it is not too restrictive to consider sets of the form C L 2 (Ω;H) × C L 2 (∂Ω;H) . In fact, the following holds.
Proof. We only consider the case of Ω, ∂Ω with bounded measure. The general case will then follow by localization arguments.
The case of D ⊂ C can be treated likewise.
In order to simplify our discussion, we turn back to the locality condition presented in (2.2).
Corollary 3.7. Under the assumptions of Theorem 3.5, let P Y be given by a constant family of orthogonal projections onto one closed subspace Y of H, i.e.,
Then C L 2 is left invariant under (e ta Y ) t≥0 if and only if (1) the inclusion P Y C H ⊂ C H holds and
Observe that (2) is automatically satisfied if S is a local operator and C H is a subspace.
In the light of [9, Prop. 4.3] , the following seems to be an obvious, yet interesting observation. 
While it was already known that many relevant properties are shared by the heat equation with non-dynamic boundary conditions and dynamic boundary conditions, to the best of our knowledge a structural relation between these phenomena had not yet been observed. Example 3.9. As shown in [15, 5] , some remarkable properties of the (scalar-valued) heat equation with Wentzell-Robin boundary conditions include positivity and L ∞ -contractivity of the semigroup that governs it. In the light of Corollary 3.8, actually these properties necessarily follow from the corresponding properties of the heat equation with Robin boundary conditions. , this can be characterized by the fact that the matrix of the absolute values of the entries of P Y is row-substochastic). Then one can prove that the heat semigroup is always L ∞ -contractive under Kirchhoff boundary conditions, whereas in the anti-Kirchhoff case it is L ∞ -contractive if and only if N = 2. By Corollary 3.8, these characterizations carry over with no modifications to the case of dynamic boundary conditions. They should be compared with the known properties of the heat equation with Wentzell-Robin boundary conditions in the scalar case, cf. [15, 5] .
Observe in particular that all
are Lebesgue (or rather, Bochner) spaces with respect to a suitable product measure. Since both the semigroup governing (NDP) and its adjoint are L ∞ -contractive, so are those governing (AV ). Now we can apply a vector-valued version of Riesz-Thorin's interpolation theorem, cf. 
where clearly θ = correspond to Kirchhoff and anti-Kirchhoff boundary conditions. Assume for the sake of simplicity that S = 0. Then, for each θ we have already proved generation of an analytic semigroup (e ta Y θ ) t≥0 . Then, a direct computation shows that the semigroup (e ta Y θ ) t≥0 is positive for all θ ∈ [0,
]. It is L ∞ -contractive if and only if the inequalities cos 2 θ + | sin θ cos θ| ≤ 1 and sin 2 θ + | sin θ cos θ| ≤ 1 hold simultaneously. A direct computation shows that the first (resp., the latter) inequality fails to hold if and only if θ ∈ (0, π 4 ) (resp., if and only if θ ∈ (
Observe that the L ∞ -contractivity of the Kirchhoff boundary conditions therefore represents a "singularity". In particular, (e ta Y θ ) t≥0 generates a self-adjoint submarkovian semigroup exactly in the following cases:
• with Dirichlet boundary conditions,
• with Robin boundary conditions featuring a boundary term R that generates a self-adjoint submarkovian semigroup on L 2 (Ω, H), and finally • with generalized Kirchhoff boundary conditions featuring a boundary term R that generates a self-adjoint submarkovian semigroup on L 2 (Ω, H). Similarly, we can consider general boundary conditions defined by 1-dimensional subspaces of H for an open book with 3 pages. They can be investigated by considering spherical boundary conditions, i.e., introducing Y ≡ Y θ,φ and accordingly
The general case of an open book with finitely many pages can be treated likewise, considering hyperspherical coordinates.
Corollary 3.12. Under the assumptions of Corollary 3.8, let n ≥ 2. Then (e ta Y ) t≥0 is ultracontractive, i.e., it satisfies the estimate It can be easily seen that all the involved techniques carry over to the vector-valued case.
Remarks 3.13. 1) By [31, Lemma 3.3] , (e ta Y ) t≥0 consists of kernel operators for all t > 0. 2) It is remarkable that the above mentioned criterium for ultracontractivity only applies if n > 1. In the scalar case, a common workaround is to deduce ultracontractivity from the Nash inequality. Unfortunately, the Nash inequality seems to extend to the vector valued case only if the universe space H is finite dimensional. This is why we are not able to prove the above result in the case of n = 1 -which in particular corresponds to the relevant case of quantum graphs.
3) What about generation in a space of continuous functions? If (e ta Y ) t≥0 is submarkovian, then one can mimick the proof of [5, Prop. 3.2] and deduce that the part of A Y in C(Ω; H)×C(∂Ω; H) is a resolvent positive operator, hence by [4, Thm. 3.11.9] it generates a positive strongly-continuous semigroup on the closure of its domain provided that Ω, ∂Ω have finite measure. However, we have seen that submarkovianity of the semigroup is a very strong assumption in our setting.
If the only closed ideals left invariant under a semigroup are the trivial ones, the semigroup is said to be irreducible.
One expects that uncoupled boundary conditions jeopardize irreducibility. In fact, if Y is a closed ideal of H, then clearly (e
This can be generalized.
We observe that if P : Ω → L(H) is a strongly measurable function such that P(x) is an orthogonal projection onto a closed ideal of H for a.e. x ∈ Ω, then the subspace (3.8)
is a closed ideal of L 2 (Ω; H), too. In fact, also the converse is true, as it is proven in [10] : all closed ideals of L 2 (Ω; H) are of this form. Similarly, if (3.6) holds one can see that each closed ideals of L 2 is the range of an operator-valued strongly measurable mapping P defined on the product measure space Ω ⊕ ∂Ω and such that
• P(x) is an orthogonal projection onto a closed ideal of H for a.e. x ∈ Ω and • P(z) is an orthogonal projection onto a closed ideal of Y for a.e. z ∈ ∂Ω.
Proposition 3.14. Under the assumptions of Corollary 3.8, let S be local. Then (e ta Y ) t≥0 is irreducible if and only if P Y is irreducible and Ω is connected.
Observe that in the scalar case H = both orthogonal projections are clearly irreducible.
Proof. It is clear that the semigroup cannot be irreducible if Ω is unconnected.
Let now P Y be non-irreducible, i.e., consider a non-trivial closed ideal We conclude this section mentioning that domination of semigroups can also be discussed. E.g., the following can be proved reasoning as in [40 
are positive operators for a.e. z ∈ ∂Ω. Consider forms a 1 , a 2 defined by
I.e., e t∆ f (x) is a nonzero, positive vector of Ê 2 . 5 We adopt the notation of [6] .
both defined on VỸ. Then the semigroup (e ta 1 ) t≥0 is dominated by (e ta 2 ) t≥0 , i.e.
if and only if σ 1 (z) − σ 2 (z) is a positive operator for a.e. z ∈ ∂Ω.
6
Remark 3.17. In the usual theory of semigroup domination, both the dominating and the dominated semigroup have to act on the same space, or else one of them has to act on a space of scalar valued functions, cf. [39, 24] . This rules out several interesting case in our context, due to the fact the boundary conditions also determine the state space -and hence semigroups governing equations with different boundary conditions cannot strictly speaking been compared. E.g., it would be natural to expect that all semigroups (e ta Y ) t≥0 dominate the semigroup (e ta {0} ) t≥0 that governs the heat equation with (uncoupled) Dirichlet boundary conditions.
Dynamic boundary conditions on the normal derivative
In this section we consider a different setting. Beside the form a considered so far, we discuss a new kind of dynamics on the boundary. While the dynamic boundary conditions introduced in (AV) involve the trace, dynamic boundary conditions on the normal derivative have also been considered in the literature -although less commonly: see [12, 8] . Accordingly, the similar but different abstract problem can be studied for γ ≥ 0 and S ∈ L(L 2 (Ω; H)). The parameter δ ∈ will be shown to influence the behaviour of the solutions to (AVN) in a curious way.
Clearly, ifỸ is a dense subspace in Y, then the space WỸ := H 1 (Ω; H) ×Ỹ is dense in L If Ω, ∂Ω have finite measure, then b Y is accretive (resp., symmetric) if and only if δ = −1 and S is accretive (resp., self-adjoint), and in this case the semigroups is contractive (resp., self-adjoint). In fact, it also 6 Recall that we are assuming H = L 2 (X).
generates a cosine family with phase space WỸ × L 2 , and accordingly the semigroup's analyticity angle is for all z ∈ ∂Ω. In particular, this is true for and all t > 0.
Ouhabaz's criterium may be promptly applied to this setting, too. We omit the easy proof. i.e., provided that S ∈ L(L 2 (∂Ω; H)), if and only if the semigroup generated by −S is positive.
