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RESUMEN
Uno de los aspectos esenciales en la robótica móvil es la obtención y procesa-
miento de la información relativa a la localización del robot en el espacio de
movimiento, con el fin de utilizarla para generar los movimientos deseados
del robot. Para esto se busca utilizar la mayor cantidad posible de fuentes
de información con el fin de corregir los errores de posición asociados a la
presencia de ruido en las mediciones del robot.
La fusión de esta información es tema central de la tesis en la cual se exponen
distintos algoritmos de fusión, desarrollados específicamente para robots mó-
viles con recursos de computación limitados navegando de forma individual
o en grupos heterogéneos.
Utilizando modelos dinámicos de robots del tipo diferencial y Ackerman en
conjunto con algoritmos de fusión basados en el filtro de Kalman se realiza
una estimación local de la postura del robot utilizando sensores inerciales,
la cual se actualiza con información global mediante una corrección basada
en eventos. Este tipo de corrección da lugar a una nueva familia de filtros de
Kalman, la cual permite un ahorro en recursos computacionales y de comu-
nicación durante el proceso de localización pero con una precisión similar a
esquemas más complejos de fusión y con evolución acotada del error, siendo
este el principal aporte de la presente tesis.
Los algoritmos propuestos con fusión basada en eventos para robots indivi-
duales se extienden para el caso de localización cooperativa de grupos de
robots heterogéneos, modificando la actualización por eventos para incorpo-
rar la información de la postura relativa de distintos robots cercanos entre
sí en un filtro de Kalman distribuido. Utilizando la medición de la distancia
y ángulo entre los robots, junto con sus posturas transmitidas mediante un
sistema de comunicación gestionado por agentes, se realiza la corrección de
la estimación local, lo cual permite nuevamente una estimación de la postura
con precisión adecuada y error acotado, con costo computacional y de comu-
iii
nicación reducido. Este método además permite realizar una fusión sensorial
inteligente, tomando en cuenta únicamente la información relativa más fiable,
descartando mediciones poco precisas o procedentes de robots muy alejados.
Los algoritmos propuestos han sido probados extensivamente mediante si-
mulación y en distintas plataformas móviles en las cuales se observa el buen
desempeño de los mismos. Se presentan además ejecuciones de larga duración
que comprueban la estabilidad y robustez del método en largas distancias.
Adicionalmente se analiza, en el caso del método de localización cooperativa,
la relación de compromiso entre la covarianza del error de estimación y el
uso del ancho de banda al utilizar el algoritmo propuesto.
Se exponen finalmente las posibilidades de ampliación del presente trabajo
en áreas como mapeo y localización simultánea, ajuste del método a plata-
formas omnidireccionales, implementación en distintos grupos heterogéneos
de robots y el estudio de distintas definiciones alternativas de eventos y su
efecto en el desempeño de la localización.
Palabras clave: Fusión de datos, filtros de Kalman, filtros de Kalman distri-
buidos, odometría, localización de robots, robots móviles, sistemas basados
en eventos, estimación basada en eventos, comunicación basada en even-
tos, localización cooperativa, sistemas sensoriales, fusión sensorial multiro-
bot, LEGO NXT.
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RESUM
Un dels aspectes essencials a la robòtica mòbil és l’obtenció i processament de
la informació relativa a la localització del robot a l’espai de moviment, amb
l’objectiu d’emprar-la per a generar els moviments desitjats del robot. Per a
aquest fi es busca emprar la major quantitat possible de fonts d’informació
per tal que es puga corregir els errors de posició associats a la presència de
soroll a les mesures del robot.
La fusió d’aquesta informació és tema central de la tesi a la qual s’exposen
diferents algorismes de fusió, desenvolupats específicament per a robots mò-
bils amb recursos de computació limitats navegant de forma individual o a
grups heterogenis.
Emprant models dinàmics de robots del tipus diferencial i Ackerman en con-
junt amb algorismes de fusió basats al filtre de Kalman es fa una estimació
local de la postura del robot emprant sensors inercials, la qual s’actualitza
amb informació global mitjançant una correcció basada en esdeveniments.
Aquest tipus de correcció dóna lloc a una nova família de filtres de Kalman,
la qual permet un estalvi en recursos computacionals i de comunicació durant
el procés de localització però amb una precisió similar a esquemes més com-
plexos de fusió i amb evolució acotada de l’error, sent aquesta la principal
contribució de la present tesi.
Els algorismes proposats amb fusió basada en esdeveniments per a robots
individuals s’amplien per al cas de localització cooperativa de grups de robots
heterogenis, modificant l’actualització per esdeveniments per a incorporar la
informació de la postura relativa de distints robots propers entre ells a un
filtre de Kalman distribuït. Emprant la mesura de la distància i angle entre
els robots, junt amb les seues postures transmeses mitjançant un sistema
de comunicació gestionat per agents, es fa la correcció de l’estimació local,
la qual cosa permet novament una estimació de la postura amb precisió
adequada i error acotat, amb cost computacional i de comunicació reduït.
v
Aquest mètode a més a més permet fer una fusió sensorial intel·ligent, tenint
en compte únicament la informació relativa més fiable, descartant mesures
poc precises o procedents de robots molt allunyats.
Els algorismes proposats han estat provats extensivament mitjançant simula-
ció i a distintes plataformes mòbils a les quals s’observa el bon acompliment
d’objectius per part d’aquests. Es presenten a més a més execucions de llarga
durada que comproven l’estabilitat i robustesa del mètode en llargues distàn-
cies. Addicionalment s’analitza, al cas del mètode de localització cooperati-
va, la relació de compromís entre la covariància de l’error d’estimació i l’ús
d’ample de banda en emprar l’algorisme proposat.
S’exposa finalment les possibilitats d’ampliació del present treball a àrees
com mapeig i localització simultània, ajust del mètode a plataformes omnidi-
reccionals, implementació a distints grups heterogenis de robots i l’estudi de
distintes definicions alternatives d’esdeveniments i el seu efecte a l’acompliment
de la localització.
Paraules clau: Fusió de dades, filtres de Kalman, filtres de Kalman distri-
buïts, odometria, localització de robots, robots mòbils, sistemes basats en
esdeveniments, estimació basada en esdeveniments, comunicació basada en
esdeveniments, localització cooperativa, sistemes sensorials, fusió sensorial
multirobot, LEGO NXT.
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ABSTRACT
Localization, the process of obtaining and processing the information of the
robot pose in the movement space, is a fundamental issue in autonomous
mobile robots as this information is required to determine the desired robot
movements. For this task, all the available sensor sources must be used in
order to reduce the error in the pose estimation, as the measurements are
subject to noise and nonlinearities.
The formulation of a new sensor fusion framework that improves the loca-
lization of mobile robots with limited computational resources, navigating
individually in the environment or in assembled heterogeneous groups, is the
central and fundamental issue of this thesis.
The proposed algorithms use the dynamic model of an Ackermann and a dif-
ferential steering mobile robots, along with the Kalman Filter fusion scheme
to perform the local pose estimation using the inertial sensors measurements,
which is updated with the global sensor information on an event based sche-
dule. This type of correction produces a new kind of Kalman Filters that
reduce the resources (execution time and bandwidth) needed to perform the
sensor fusion to localize the robot, but with similar performance when com-
pared to the more complex fusion methods and with bounded error evolution,
being this the main contribution of this thesis.
The proposed event based algorithms for individual robots are extended to
include the multirobot cooperative localization case for heterogeneous groups
of mobile robots. This is done by modifying the event based update to inclu-
de the relative pose information of the various nearby neighbors in a distri-
buted Kalman Filter. The relative measurements of the range and bearing
between robots is used along with the transmitted pose estimation of each
robot (using agent managed communications) to update the local pose esti-
mation. Once again this approach allows an efficient robot localization, with
improved accuracy and bounded error while reducing the use of the platform
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bandwidth and computational resources. This method also performs a smart
sensor fusion, as it only takes into account the most reliable relative sensor
information, discarding inaccurate measurements or the ones delivered from
distant robots.
The proposed algorithms have been extensively tested through simulations
and by implementation in several mobile platforms, which shows the correct
performance of the methods. Also, the several long walk tests performed
reflect the stability and robustness of the algorithms when working in long
distances. In addition, the tradeoff between the error covariance and the
bandwidth usage is analyzed for the proposed cooperative localization met-
hod.
Finally, the several extension and continuation possibilities of the present
work are exposed in areas such as the simultaneous localization and mapping
(SLAM), the extension to omnidirectional platforms, the implementation in
different heterogeneous robot groups, the alternative definitions for the event
required by the proposed methods and their effect in the localization perfor-
mance.
Keywords: Sensor fusion, Kalman filtering, distributed Kalman filtering,
odometry, robot localization, pose estimation, mobile robots, event based
systems, event based estimation, event based communication, cooperative
localization, robot sensing systems, multirobot sensor fusion, LEGO NXT.
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1 | Introducción
Con el fin de comprender la temática de la presente tesis sobre la localiza-
ción en robots móviles y la utilización de la fusión sensorial para mejorar la
precisión de este proceso, se describe a continuación una visión general de
los fundamentos teóricos asociados a la teoría básica de navegación y posi-
cionamiento en robots móviles, así como la justificación y objetivos seguidos
en la realización del presente trabajo.
1.1 Localización y navegación de robots móviles
Los robots móviles se diseñan y construyen con un sin fin de aplicaciones,
con el objetivo de desempeñar una o varias tareas de forma simultánea. En
general los robots deben navegar en el entorno explorando o siguiendo una
trayectoria (planificándola o predefinida), deben evitar posibles obstáculos
hasta llegar a un punto de destino y comunicarse con robots vecinos para
coordinar sus movimientos o mantener una formación deseada. Todas estas
tareas deben realizarse de forma autónoma en la mayoría de las ocasiones,
para lo cual se implementa un sistema de control en distintos niveles con
el fin de establecer las velocidades de las ruedas del robot necesarias para
seguir la trayectoria planificada y llegar al punto de destino. Este sistema de
control no puede funcionar adecuadamente sin conocer el estado del robot
(velocidad, posición), para lo cual se recurre en general a distintos sensores
con el fin de determinar el estado y permitir con esto el funcionamiento
autónomo del robot.
Debido a esto se puede decir que la localización del robot móvil es esencial,
ya que para prácticamente cualquier tarea que el robot móvil deba realizar
de forma autónoma, se debe determinar su posición y orientación (Postu-
ra,pose) en el espacio respecto a un sistema de referencia global con cierto
nivel de precisión. Este aspecto ha sido ampliamente estudiado en la lite-
ratura (visión global en [150] y [121]) ya que es un problema que resulta
1
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desafiante debido a que la información de la velocidad y postura del robot
se obtiene de sensores con ruido y no-linealidades, aspectos que si no son
tomados en cuenta puede llevar a un crecimiento ilimitado (no acotado) de
la incertidumbre de estimación, con lo cual el robot no sabría con certeza su
posición y no podría realizar adecuadamente sus tareas.
La localización del robot se puede estudiar de varias formas. Suponiendo que
la postura inicial antes de iniciar el movimiento es conocida, la postura actual
del robot se puede estimar usando información local del movimiento obtenido
a través de distintos sensores de forma que se calcule la distancia recorrida
desde el punto inicial; a esto se le conoce como Odometría, navegación por
estima (Dead Reckoning) o estimación de la posición local ([150] [121]). La
odometría estima la postura del robot en un plano (x y y y la orientación
θ, ver figura 1.2) a partir de la postura Lk−1 =
[
x y θ
]T
en el instante
anterior k−1 y la velocidad del robot en los ejes (x, y) junto con la velocidad
angular ω. Para un periodo de muestreo Ts pequeño (cercano a los 50ms
aunque esto depende de la plataforma utilizada) se tiene que la postura Lk
en el instante actual k está dada por la ecuación (1.1) ([121], [150]).
L =
 xkyk
θk
 =
 xk−1yk−1
θk−1
+Ts
 vk−1 cos (θk−1)vk−1 sin (θk−1)
ωk−1
 (1.1)
Este procedimiento tiene la ventaja de que el tiempo de respuesta es pequeño
(bajo consumo de recursos) y el inconveniente de que el error entre la posición
real y la estimada se acumula a lo largo del tiempo (error no acotado). Debido
a esto, tras recorrer una cierta distancia la estimación de la posición puede
ser muy diferente de la posición real.
En caso de que la postura inicial del robot sea desconocida, pero éste dis-
ponga de un sensor (barrido láser [10], sonar [93], infrarrojos [129] o cámara
omnidireccional [47]) que pueda determinar la posición relativa del robot a
puntos de referencia (Landmarks), no preestablecidos, que observa y extrae
del entorno, entonces el robot podrá construir un mapa del entorno y obtener
su postura absoluta en este mapa de forma simultánea utilizando la fusión de
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la información proveniente de los sensores de movimiento y los sensores del
entorno. Este procedimiento se conoce como localización y mapeo simultáneo
(SLAM) [50, 10, 53, 32, 11, 12, 129, 34, 33]. Si el robot dispone previamen-
te de un mapa del entorno, el mismo tipo de sensor puede utilizarse para
determinar la postura del robot en el mapa, al comparar las características
observadas en el entorno con la información almacenada en memoria. De esta
forma el robot se puede autolocalizar en el mapa ([86], [95], [40], [129]). Estas
estrategias se caracterizan por un consumo elevado de recursos debido a la
complejidad computacional de la solución y en algunos casos debido también
al procesamiento requerido por el sensor del entorno, principalmente cuando
se utilizan cámaras y hay que aplicar métodos de visión por ordenador para
extraer las características del entorno. Este factor unido a otros problemas re-
lacionados tales como la asociación de datos (problemas para cerrar el bucle
entre el inicio y fin del mapa) y no linealidades hacen que la implementación
en tiempo real sobre plataformas experimentales sea un problema desafiante
[17].
Otra forma de conocer la posición del robot es usar un sensor complejo como
puede ser un sistema de posicionamiento global (GPS [55], cámara cenital
[106], sensores basados en radio frecuencia [61], etc.) para conocer su posición
global absoluta en el entorno sin tener que usar la información local (lo cual
evita que el error de posición crezca de forma indefinida). Este procedimiento
es conocido como estimación de posición global y tiene la desventaja de
tener un tiempo de respuesta elevado así como la limitación de trabajar
únicamente en interiores (cámara) o exteriores (GPS) dependiendo del sensor
utilizado. Además para el caso del GPS se presentan otros problemas como la
propagación multicamino producida según el entorno navegado [153]. Otros
métodos globales se basan en trilateración o triangulación para estimar la
postura del robot, pero requieren poseer información previa (mapa) sobre
los Landmarks preestablecidos en el entorno ([23], [129], [49], [69]).
Dado que la información de la postura del robot se necesita en el algoritmo
de navegación, el tiempo de respuesta del método de localización resulta muy
relevante. Si se pierde la información de la localización del robot o se recibe
de forma lenta, el algoritmo de control no tendrá actualizados los datos y la
acción de control producida será incorrecta lo cual podría provocar la deses-
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Figura 1.1: Diagrama de bloques del control de posición por Punto Descentralizado.
tabilización del sistema. Debido a esto, la estimación local de la postura se
usa habitualmente como fuente principal de información para el algoritmo
de navegación mientras que el sistema de posicionamiento global se utiliza
para corregir la estimación local cuando la información global está disponi-
ble ([75],[153]). Esta y otras combinaciones entre los métodos de estimación
descritos con anterioridad generalmente se implementan mediante un esque-
ma de fusión sensorial basado en alguna versión del filtro de Kalman (de
acuerdo a la cantidad de recursos disponibles) como por ejemplo el filtro de
Kalman lineal (KF), el extendido (EKF) o el “unscented” (UKF) ([64], [165],
[87] and [151]) los cuales se utilizan en gran cantidad de aplicaciones (ver por
ejemplo [167] and [122]) además de su uso extendido en localización. Este
procedimiento utiliza un modelo del robot móvil para predecir su comporta-
miento y luego, tomando en cuenta la precisión relativa de cada sensor y la
de la estimación del modelo, realiza la fusión actualizando (corrigiendo) esta
predicción de forma óptima, incrementando la precisión de la estimación de
la postura del robot.
La información sobre la postura (ecuación (1.1)) del robot es utilizada prin-
cipalmente por el algoritmo de navegación o seguimiento de trayectorias el
cual se encarga de generar la referencia en las velocidades de las ruedas del
robot. Esta referencia se sigue mediante un control PID [159] que regula la
velocidad de los motores. En general se utiliza un algoritmo muy conocido y
eficiente para realizar el seguimiento de trayectorias sin obstáculos, el control
por punto descentralizado ([150] y [159]). Este algoritmo hace que el robot
se mueva siguiendo una trayectoria predefinida, (por ejemplo un cuadrado,
un círculo o cualquier función paramétrica en el tiempo. Su diagrama de
bloques se muestra en la figura 1.1.
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Figura 1.2: Puntos de interés para el control por Punto Descentralizado.
Este control se establece a partir de la posición y velocidad de un punto que
está separado una distancia e desde el eje de tracción del robot (figura 1.2
y ecuación (1.2)). Esto hace que el robot gire con antelación de forma que,
cuando termine de girar, su origen se encuentre sobre la trayectoria deseada.
Al utilizar el punto descentralizado se define la ecuación (1.3) que relaciona
las velocidades de las ruedas (vL,vR) del robot respecto a la velocidad global
del robot.
[
xp
yp
]
=
[
xm + e cos(θ)
ym + e sin(θ)
]
(1.2)
[
vL
vR
]
=
1
e
[
e cos θ + 0,5b sin θ e sin θ − 0,5b cos θ
e cos θ − 0,5b sin θ e sin θ + 0,5b cos θ
][
x˙p
y˙p
]
(1.3)
El funcionamiento de este esquema de control (figura 1.1) es el siguiente:
primeramente se obtiene la posición actual del robot (utilizando por ejemplo
la ecuación de odometría 1.2) y su diferencia respecto a la posición desea-
5
Capítulo 1. Introducción
da (la cual está definida por la trayectoria especificada como una función
paramétrica del tiempo). Este error es usado por el control cinemático para
determinar la velocidad necesaria en los ejes globales para alcanzar la posi-
ción de referencia. Estas velocidades globales son traducidas por el modelo
de la cinemática inversa (ecuación (1.3)) para obtener las velocidades de las
ruedas del robot, las cuales son usadas como referencia por el control PID
(en el robot). Como la referencia cambia constantemente (en cada instan-
te de muestreo según las funciones paramétricas) esto produce que el error
también cambie constantemente lo que produce que el robot se mueva en la
trayectoria deseada. El control cinemático utilizado generalmente es un con-
trol proporcional con prealimentación de la velocidad tal y como se muestra
en la ecuación (1.4).
[
x˙p
y˙p
]
=
[
kvx x˙ref
kvy y˙ref
]
+
[
kpx 0
0 kpy
][
xref − (xm + e cos(θ))
yref − (ym + e sin(θ))
]
(1.4)
Este esquema básico de navegación requiere una buena precisión en la esti-
mación de la postura del robot para funcionar adecuadamente, por lo que se
busca utilizar el método de fusión con menor incertidumbre en la estimación,
generalmente esquemas de fusión complejos basados en filtros y modelos no
lineales (por ejemplo el UKF y otras técnicas como los filtros de partículas
[97], [69]) los cuales requieren un tiempo de ejecución considerable ya que
realizan cálculos complejos (por ejemplo inversión o raíz cuadrada de ma-
trices grandes) además de requerir identificar gran cantidad de parámetros
para los modelos de robot requeridos. Si el robot a localizar cuenta con re-
cursos computacionales limitados, muchos de estos métodos no podrán ser
implementados, debido a que, si bien es cierto que la localización es esencial,
no es la única tarea relevante que debe realizar el robot; otras tareas dentro
del robot como por ejemplo las comunicaciones (supervisión y coordinación),
administración de sensores (lectura, calibración, preprocesamiento) y control
(navegación y actuación) también son relevantes y requerirán tiempo del pro-
cesador. Esto establece un compromiso entre la complejidad de la técnica de
localización (cantidad de recursos asignados a la tarea) y su precisión a la
hora de estimar la postura utilizando los distintos sensores disponibles.
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Considerando estos factores, un buen algoritmo de localización debe ser efi-
ciente desde el punto de vista de recursos utilizados (ancho de banda, tiempo
de procesador y consumo de energía [105]), debe incorporar todas las fuen-
tes de información según los sensores disponibles mediante un algoritmo de
fusión, e idealmente debe tener un desempeño similar a los esquemas más
complejos de manera que provea una estimación de la postura del robot
adecuada.
1.2 Justificación
En la actualidad existen muchas plataformas experimentales de amplios re-
cursos computacionales capaces de implementar múltiples métodos de esti-
mación y navegación sin restricciones. Sin embargo, el costo asociado a estas
plataformas suele ser muy elevado, por lo que si se desea implementar un
grupo de robots o un simple agente para experimentación puede resultar muy
costoso. Debido a esto es común la implementación de grupos de robots o
agentes simples para experimentación utilizando robots de bajo coste [153] o
más accesibles, los cuales, aparte del ahorro económico que suponen, son en
general más livianos y fáciles de manipular y mantener. Sin embargo, el aho-
rro en este tipo de sistemas empotrados conlleva restricciones en la capacidad
de cómputo, tamaño de memoria y ancho de banda de comunicación [160]
impidiendo la implementación de métodos complejos (computacionalmente
costosos) ya que requerirían más memoria de la disponible o bien un tiempo
considerable de procesador, lo que impide la ejecución de tareas adicionales.
En estos casos, la práctica común, según los ejemplos que se expondrán en
la sección de antecedentes, es la implementación de los métodos en un orde-
nador externo ya sea mediante simulación únicamente ( [118], [40],[34],[145],
etc.) o bien como un centro de control externo al robot ([15], [76], [37],[92],[170],
etc.) con más recursos pero con la desventaja de agregar peso a la plataforma
así como retardos de comunicación no deseados entre el robot y el ordenador.
La implementación del algoritmo sobre la unidad de control del robot es me-
nos común, ya que se requieren generalmente unidades de procesamiento po-
tentes y costosas para implementar el método de localización ([73],[141],[79],
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[137]) o bien utilizar menos sensores para lograr adaptar la dimensión del
filtro a la capacidad de la plataforma ([159]).
Además, la gran mayoría de los métodos realizan un uso constante de la in-
formación proveniente de un sensor global, inclusive si el error de estimación
local (basado en la unidad inercial y en los encoders) es momentáneamente
pequeño o crece con baja velocidad. En el caso de grupos de robots (mul-
tirobot) se presenta una situación similar. Una gran parte de los métodos
existentes utilizan la información relativa en cada instante de muestreo Ts
aún si la estimación local no lo requiere, o bien se hace un uso extensivo del
ancho de banda al realizar comunicaciones entre miembros del grupo cada Ts
cuando los robots se detectan, pudiendo utilizarse menor cantidad de mensa-
jes para obtener la postura con un error acotado. Estas condiciones indican
la posibilidad de mejora en cuanto a los métodos existentes, ya que se pue-
de definir una mejor estrategia en el uso de la información global o relativa
utilizando métodos basados en la teoría de control por eventos para determi-
nar cuándo es realmente necesario utilizar esta información para corregir la
estimación local y de esta forma consumir menos recursos computacionales
y ancho de banda, lo que permitiría la implementación de los algoritmos en
robots de recursos limitados.
Debido a estas razones se considera que es necesario el desarrollo e imple-
mentación de nuevos algoritmos de fusión, que empleen técnicas del control
basado en eventos con el fin de realizar la integración de múltiples sensores
de manera eficiente desde el punto de vista computacional y de comunica-
ciones, y que a su vez produzcan una estimación precisa de la postura de
un robot móvil de recursos limitados navegando por su cuenta o bien en un
grupo heterogéneo de robots cooperativos. La principal diferencia respecto a
los métodos existentes radicará en el uso de la estrategia basada en eventos
para dotar a los algoritmos de la capacidad de implementación en los robots
de recursos limitados sin necesidad de disminuir la cantidad de sensores o
de realizar cálculos previos fuera del robot. Además, en el caso de grupos de
robots, los métodos serán distribuidos y con un uso eficiente del ancho de
banda respecto a los métodos existentes. Con el fin de desarrollar estos algo-
ritmos, se plantean a continuación los objetivos a desarrollar en el presente
trabajo.
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1.3 Objetivos
Para la realización de la tesis se estableció como objetivo general el desarro-
llo de nuevos algoritmos de fusión sensorial para la localización utilizando
los principios del control y muestreo basado en eventos, buscando que sean
precisos y eficientes computacionalmente así como en el uso del ancho de
banda de comunicación, y que además tengan una evolución acotada del
error y desempeño adecuado. Para esto se proponen los siguientes objetivos
específicos:
Realizar una revisión del estado del arte de la localización a partir de
las técnicas de fusión de datos y localización cooperativa de grupos de
robots.
Obtener modelos dinámicos locales y cinemáticos globales de un robot
móvil en configuración diferencial y Ackerman.
Identificar modelos dinámicos de velocidad y aceleración para los mo-
tores típicamente utilizados en robots móviles.
Realizar un estudio sobre los métodos actuales en estimación de estados
y fusión sensorial, con el fin de seleccionar una técnica adecuada para
el desarrollo de algoritmos de fusión para la mejora de la localización
en plataformas de recursos limitados.
Desarrollar un algoritmo de fusión que permita la localización de un
robot móvil de recursos limitados utilizando la información sensorial
local y los modelos obtenidos.
Desarrollar un algoritmo de fusión para la localización de un robot mó-
vil, utilizando la información local y global junto con los principios del
control y muestreo basado en eventos y los modelos obtenidos, buscan-
do reducir la utilización del ancho de banda entre el robot y el sensor
global y considerando los casos de navegación en interiores y exteriores.
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Desarrollar un algoritmo de fusión para la localización cooperativa de
robots móviles pertenecientes a un grupo heterogéneo, utilizando la
información local, global y relativa junto con los principios del control
y muestreo basado en eventos y los modelos obtenidos. En este caso
se buscará reducir la utilización del ancho de banda entre robots, los
cuales comunican entre sí la información de los sensores relativos y su
postura para mejorar la precisión de la localización.
Desarrollar plataformas experimentales de recursos limitados basadas
en el LEGO NXT para las configuraciones diferencial y Ackerman en in-
teriores y exteriores. Se realizará la calibración de los distintos sensores
a utilizar en caso necesario.
Comparar los algoritmos desarrollados con los existentes mediante si-
mulación utilizando mediciones provenientes de los sensores utilizados
en las plataformas propuestas.
Observar el desempeño y consumo de ancho de banda de los algorit-
mos desarrollados para robots individuales al ser implementados en las
plataformas experimentales. Realizar la ejecución de pruebas de larga
duración y la medición de los tiempos de ejecución de las distintas ta-
reas dentro del robot. Comparar con los resultados obtenidos de las
mismas pruebas realizadas con métodos existentes.
Medición del desempeño y consumo de ancho de banda para el algorit-
mo cooperativo utilizando una plataforma de simulación con un grupo
de robots siguiendo una trayectoria lineal cíclica y con un grupo de
robots con evitación de obstáculos Braitenberg en un entorno cerrado.
Comparativa con métodos existentes.
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1.4 Organización de la tesis
Con la delimitación realizada del tema de la tesis, se organizan los capítulos
restantes de la siguiente forma:
Capítulo 2
Se presenta el estado del arte en los temas de fusión sensorial aplicada
a localización de robots móviles en interiores y exteriores junto con los
antecedentes de la localización cooperativa en grupos de robots y los
trabajos relativos a control basado en eventos.
Capítulo 3
Se definen los modelos propuestos para los robots diferencial y Acker-
man a utilizar en todos los algoritmos de fusión propuestos. Además se
establece un modelo genérico a utilizar en las simulaciones del grupo
de robots.
Capítulo 4
Se realiza una descripción de los métodos existentes en cuanto a estima-
ción de estados en sistemas discretos, con el fin de seleccionar el método
más adecuado para realizar la fusión sensorial basada en eventos para
la localización de un robot móvil de recursos limitados.
Capítulo 5
Se definen los algoritmos de fusión en cascada con actualización basada
en el tiempo para la localización de robots móviles de recursos limitados,
los cuales son el punto de partida para establecer los métodos basados
en eventos.
Capítulo 6
Se establecen los algoritmos de fusión basados en eventos para la mejora
de la localización de robots móviles de recursos limitados, utilizando los
principios de control y muestreo basados en eventos y tomando como
punto de partida los algoritmos en cascada basados en el tiempo.
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Capítulo 7
Se describen los algoritmos de fusión para la mejora de la localización
en grupos de robots heterogéneos, en donde se establece el algoritmo
basado en eventos para la localización cooperativa de robots de recursos
limitados.
Capítulo 8
Se describen las plataformas desarrolladas para la prueba de los algo-
ritmos propuestos así como el simulador utilizado para las pruebas en
grupos de robots y diversos aspectos de implementación.
Capítulo 9
Se exponen las pruebas realizadas con la plataforma diferencial en in-
teriores.
Capítulo 10
Se muestran las pruebas efectuadas en la plataforma en configuración
Ackerman en interiores y exteriores.
Capítulo 11
Se describen los resultados obtenidos con la plataforma de simulación
multirobot observando el ahorro en la utilización del ancho de banda
obtenida con el método propuesto.
Capítulo 12
Se establecen las conclusiones obtenidas junto con las posibles líneas
de continuación de la presente tesis en trabajos futuros.
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Para la realización de esta tesis se ha llevado a cabo una amplia revisión
bibliográfica centrándose en las técnicas más recientes en cuanto a fusión
sensorial y su aplicación a la localización de robots móviles para plataformas
del tipo diferencial y Ackerman así como en el área de grupos de robots
con localización cooperativa y distribuida y en la teoría de control basado
en eventos. La variedad de trabajos estudiados en estas distintas áreas per-
mite delimitar con claridad la aportación de la presente tesis respecto a los
trabajos existentes. Se separan los antecedentes encontrados en tres áreas
de énfasis: mejora de la localización mediante fusión sensorial, localización
distribuida en grupos de robots y temas afines a la presente tesis que incluye
la descripción de métodos relativos a recursos limitados y el control basado
en eventos. Finalmente se presenta la justificación para desarrollar la pre-
sente tesis basada en los antecedentes establecidos junto con los objetivos
principales del presente trabajo, que constituyen los pasos seguidos para la
obtención del esquema de fusión sensorial basado en eventos propuesto, así
como su implementación y pruebas en el las plataformas desarrolladas. Se
incluye además la descripción general de la organización de la tesis.
2.1 Mejora de la localización mediante fusión sensorial
Como se mencionó anteriormente, el filtro de Kalman (KF) y sus variantes
son extensamente utilizados para realizar la fusión de los datos provenientes
de los distintos sensores del robot con el fin de mejorar la precisión de la
estimación de la postura del robot. Estas técnicas son predominantes en los
métodos expuestos a continuación.
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2.1.1 Estimación inercial
Existen diversos ejemplos que utilizan únicamente la información local ob-
tenida a partir de sensores inerciales. Por ejemplo para robots diferenciales,
en [118] se utiliza el EKF para fusionar datos de un sensor de rango láser
(para detectar paredes cercanas al robot) y estimar el error producido en la
odometría. También en [15], [77], [75] y [76] se utiliza el UKF para combi-
nar la información de un giróscopo, empleándolo para corregir el error en la
estimación de la odometría junto con un modelo del error (calculado de for-
ma cinemática). Este esquema da buenos resultados sobre un robot Pioneer
2-DXe [135] controlado desde un ordenador externo al robot (filtros imple-
mentados en Matlab R©) aunque las pruebas realizadas son de muy corta
duración por lo que el efecto a largo plazo del crecimiento del error no puede
ser observado (tenderá a crecer sin medida al no utilizar un sensor global
para realizar la corrección de la odometría). De forma similar en [37] se utili-
za un giróscopo como sensor adicional a la odometría de los encoders en un
EKF, el cual muestra resultados adecuados en un robot Pioneer AT con un
ordenador externo ejecutando el método si se realiza una calibración previa
del giróscopo.
En esta misma línea, el trabajo presentado en [127] muestra un modelo de
odometría extendido para considerar los errores de modelado y de calibra-
ción de los encoders (por ejemplo ruedas de diámetros distintos entre sí) el
cual se integra con la medición de un giróscopo. Este caso muestra un buen
desempeño pero con la desventaja de que el modelo utilizado es muy comple-
jo (11 estados) lo que incrementa el coste computacional del filtro de Kalman
dificultando su implementación dentro del robot. Un esquema de fusión simi-
lar se presenta en [128] pero utilizando únicamente la medición del giróscopo
en sustitución a la estimación odométrica de la orientación en un robot tipo
oruga diferencial. A pesar de que se estima el deslizamiento de la plataforma,
se desaprovecha la posibilidad de tomar en cuenta la estimación del ángulo
medido por los encoders y el modelo cinemático, perdiendo una fuente de
información disponible. Por otra parte, en [173] se emplea el mismo tipo de
robot pero con un UKF que estima los parámetros del deslizamiento del ro-
bot, con un comportamiento adecuado en las pruebas presentadas a pesar de
utilizar únicamente los encoders y no los sensores disponibles de una unidad
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inercial (IMU ). Estos resultados se mejoran en [170] con el robot oruga al
utilizar la IMU (giróscopo y acelerómetros) en un EKF tomando en cuenta
posibles deslizamientos en las ruedas.
Finalmente en [79] se utiliza un EKF multifrecuencia para combinar las me-
diciones de una IMU con un sensor de flujo óptico que obtiene el desplaza-
miento del robot (similar a un ratón láser) con buenos resultados al realizar
el mapeo de una tubería a pesar de no contar con navegación autónoma.
2.1.2 Estimación global
2.1.2.1 Navegación en Interiores
Existen diversos ejemplos de navegación en interiores realizando la estima-
ción de la postura utilizando sensores globales con el fin de corregir la deriva
de la estimación local en recorridos de larga distancia. Por ejemplo, en [92]
se presenta una fusión de un «satélite» ultrasónico (U-SAT: GPS para in-
teriores) con emisores de ultrasonido colocados en el entorno (de posición
conocida, generalmente colocados de forma cenital distribuidos en el techo)
y un receptor en el robot (ver una descripción completa del sistema en [101]).
Este sensor global se utiliza junto con un sistema de navegación inercial (INS)
compuesto por un giróscopo y encoders, los cuales son incorporados median-
te un EKF para determinar la postura del robot. Se muestran resultados
adecuados en un robot diferencial de construcción propia, pero con el méto-
do implementado en un ordenador externo al robot. Este método se prueba
además en un robot móvil Pioneer P3-DX [93] con resultados adecuados
utilizando la misma configuración con emisores cenitales, pero ejecutándose
nuevamente en un ordenador externo al robot. Un esquema similar se presen-
ta en [96] utilizando el mismo tipo de sensor global basado en localización
por ultrasonido pero utilizando el UKF. Se muestran buenos resultados al
ser probado en un robot con movimiento restringido mediante una barra de
tal forma que solo pueda moverse en un círculo predefinido.
En [27], se diseña y prueba un sistema de localización basado en etiquetas
de identificación por radio frecuencia (RFID tags) las cuales se utilizan a
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modo de balizas con posición conocida. Al distribuir estas etiquetas en el
entorno de movimiento del robot, son detectadas cada vez que el robot se
acerca a ellas, leyendo la identificación y posición global, la cual es utilizada
para corregir la estimación local. Se observan resultados adecuados en las
pruebas de fusión con un EKF en un robot Pioneer P3-DX al compararse
con la odometría tradicional.
Otro sistema se puede observar en [159], en el cual se utiliza una cámara
cenital a modo de GPS de interior, realizando el procesamiento de las imáge-
nes para obtener el desplazamiento del robot en cada instante de muestreo,
fusionando esta medición con los datos de los encoders en un robot Lego
Mindstorms RCX (primera generación). Se observan muy buenos resultados
a pesar de la gran cantidad de ruido presente en la medición de los encoders y
del retardo de comunicación entre la cámara y el LEGO. Este desarrollo sirve
como referente en cuanto a plataformas experimentales a utilizar en la pre-
sente tesis, utilizando la fusión de información de distintos sensores además
de los encoders en la segunda generación del Lego Mindstorms (NXT).
2.1.2.2 Navegación en Exteriores
En el caso de navegación en exteriores existen gran cantidad de ejemplos, la
gran mayoría utilizando un robot con configuración Ackerman y navegación
autónoma o bien, un coche (vehículo Ackerman) con navegación manual pero
adaptado con sensores inerciales (IMU), un GPS y un ordenador portátil
para realizar el algoritmo de fusión. Una visión general puede consultarse en
[153] para métodos de navegación y posicionamiento en coches, abarcando los
aspectos generales de los sistemas y equipos existentes para fusión sensorial
y mejora de la localización.
Existen múltiples ejemplos con la configuración Ackerman, la mayoría utili-
zando la fusión mediante un filtro EKF. Por ejemplo en [114] se utiliza el
EKF para fusionar la información de un GPS diferencial (DGPS) con mayor
precisión al GPS con las mediciones de los encoders de velocidad y direc-
ción de un vehículo, mejorando de esta forma la estimación de la posición
del vehículo. Se mejora aún más la precisión al incorporar un método de
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triangulación con balizas locales de posición conocida detectadas mediante
un sensor de barrido láser. De forma similar, en [169] emplea el EKF para
realizar la fusión de un GPS y una IMU con dos magnetómetros. Ésta es im-
plementada en un ordenador portátil que realiza la corrección global en cada
instante de muestreo (frecuencia constante). Se obtiene un buen desempeño
en diversas pruebas realizadas en un aparcamiento exterior y en condiciones
de falla del GPS (cortes en la señal) al utilizar los sensores restantes para ob-
tener la estimación de la postura del robot mientras se recupera la conexión
con los satélites. Una configuración similar se utiliza en [172] pero asistiendo
el EKF con una red neuronal entrenada para los casos donde no se tiene
señal GPS con buenos resultados en las pruebas en carretera.
En [24] se equipa un vehículo con una IMU de alta precisión y un GPS con
dos antenas de recepción como entradas en un modelo completo del vehículo
Ackerman (modelo de la bicicleta [168]) cuyos parámetros se ajustan en
línea mediante un KF para obtener la postura. De forma similar, en [2] dos
GPS con modelo cinemático de tiempo real (RTK-GPS, equivalente a un
DGPS) con tres antenas y una IMU se emplean en un EKF con parámetros
adaptativos para obtener la postura del robot. La covarianza del sensor se
ajusta para mostrar los cortes en el GPS lo cual reduce el error de estimación.
En [25] se utiliza una configuración en cascada: primeramente un EKF estima
la postura del robot, la cual se utiliza como entrada de un segundo EKF que
estima la dinámica del vehículo requerida por el control. Esta configuración
se prueba en un tractor Ackerman con un GPS, un giróscopo y encoders.
Por último, en [149] utiliza un algoritmo numérico que adapta la estructura
del modelo de un vehículo Ackerman para ser utilizado en un KF según
la disponibilidad de la señal GPS. Se obtienen resultados adecuados para la
estimación de la postura en las extensas pruebas de larga distancia realizadas
obteniendo errores bajos durante la falla en la recepción del GPS.
A pesar del amplio dominio de la configuración Ackerman en exteriores, tam-
bién existen algunos métodos implementados en otras plataformas. Por ejem-
plo, en [73] se utiliza la fusión sensorial (local y global) en un robot móvil
«Packbot» tipo oruga. Este es un robot avanzado, con tecnología militar y
gran capacidad de procesamiento. Se utiliza el filtro de Kalman para estimar
la postura basado únicamente en sensores (sin considerar un modelo para
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la dinámica del robot sino únicamente las mediciones de los sensores) para
fusionar la información de la IMU (acelerómetro, giróscopo, brújula) con un
DGPS. Se obtienen resultados muy robustos, inclusive en el caso de pérdida
de comunicación con el DGPS, mostrando una superioridad considerable del
filtro (implementado en el robot) al usar fuentes de información locales y
globales junto con un modelo sencillo. De forma similar, en [114] se utiliza
un EKF sobre un robot oruga con dos motores por eje, en donde la odo-
metría basada en encoders se corrige mediante una brújula y un DGPS. Se
observa un desempeño adecuado y superior del método con el EKF a dife-
rencia de utilizar únicamente el DGPS o los encoders. Finalmente en [141]
se utiliza un GPS y un EKF con actualización dinámica de sus parámetros
mediante lógica difusa realizando el ajuste según el desempeño en línea del
filtro. Se observan resultados adecuados en las pruebas con un robot tipo
“rover” avanzado, que incluye un receptor de GPS de antena dual, al realizar
trayectorias de gran longitud.
2.2 Localización cooperativa distribuida en grupos de
robots
En el caso de localización multirobot cooperativa y distribuida existen gran
cantidad de métodos desarrollados para distintos casos los cuales se exponen
en esta sección. La idea general en estos métodos es utilizar la información
relativa (rango y ángulo [116]) entre robots junto con la postura de los veci-
nos (recibida mediante comunicaciones) para mejorar la estimación de cada
robot siendo además una característica deseable el que los algoritmos sean
distribuidos.
En general, los algoritmos de estimación distribuida exploran la solución al
problema de estimación del estado de un grupo de nodos sensores (consti-
tuido por el estado de todos los nodos) sin necesidad de un centro de fusión
centralizado ([54], [140]). Estos métodos son extendidos al área de robótica
móvil al considerar los robots como nodos sensores en movimiento, de tal
forma que cada robot pueda obtener la estimación del estado (velocidades,
postura, aceleraciones, etc.) del grupo utilizando para esto las comunicacio-
18
2.2 Localización cooperativa distribuida en grupos de robots
nes entre miembros. De esta forma, el estado del grupo (global obtenido
localmente por cada miembro) puede ser utilizado en distintas aplicaciones
tales como control de formación, evitación de obstáculos, control cooperati-
vo, seguimiento de objetivo (objeto de interés, líder, etc.), localización segura
y/o robusta, entre otras ([44], [119], [48], [66], [163], [123] y [1]).
Siguiendo esta idea, los algoritmos de localización distribuida se enfocan en la
estimación de la postura sin necesidad de un centro de fusión, de esta forma
cada robot obtiene la postura del grupo (conjunto de todas las posturas de
los miembros del grupo) utilizando para esto comunicaciones entre vecinos
y mediciones de las posturas relativas a estos robots. Si el robot únicamente
estima su postura (no la del grupo) en cada instante de muestreo utilizando
la información relativa a los vecinos cercanos a él, entonces el problema se
considera de localización cooperativa y será distribuida si no utiliza informa-
ción centralizada. La aplicación final del grupo de robots (su objetivo, misión
o directiva global) determinará la necesidad de utilizar un método de loca-
lización distribuida o de localización distribuida cooperativa para estimar
únicamente la postura del grupo o la del robot. Por ejemplo, si el objetivo
principal es mantener una formación determinada deberá estimarse el estado
del grupo de robots, si por el contrario es un grupo de robots explorando el
entorno se puede estimar el estado de cada robot de forma cooperativa. Si
la misión del grupo de robots requiere el mantener una formación de forma
temporal, puede alternarse entre estrategias de localización o bien comple-
mentar la estrategia cooperativa al recibir mediante comunicación de forma
regular la postura de los vecinos en formación (estimada independientemente
por cada miembro y comunicada a los demás) durante el tiempo en el que
se debe mantener la formación. Además, la mayoría de los algoritmos para
localización distribuida se adaptan al problema cooperativo al modificar el
estado a estimar para contemplar únicamente la postura local del robot y no
la de los demás miembros del grupo con lo que la mayoría de algoritmos exis-
tentes pueden adaptarse a una condición u otra según lo requiera la misión
del grupo.
Las principales estrategias para solucionar la localización distribuida pue-
den clasificarse en dos grandes áreas: los algoritmos basados en filtros de
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fusión y los algoritmos basados en redes de sensores, las cuales se exponen a
continuación.
2.2.1 Soluciones basadas en filtros
Las soluciones basadas en filtros de fusión se fundamentan en algún filtro de
fusión (KF, EKF, UKF, filtros de partículas, etc. ver [151], [97], [104], [36] y
[124]) para incorporar la información relativa en la estimación de la postura
local o global e incluir la información de un mapa en el caso de los métodos
de SLAM cooperativo [33] o en los métodos con balizas en entorno [26].
Una de las primeras soluciones presentadas para un grupo de robots en cons-
tante movimiento se expone en [145] en donde un filtro KF del estado global
del grupo se distribuye en forma de filtros de menor dimensión a los miem-
bros del grupo. Cada robot estima su postura y realiza la actualización con
la información relativa únicamente cuando los robots se encuentran (se de-
tectan el uno al otro mediante los sensores relativos). Se obtienen resultados
adecuados en el caso de un grupo de tres robots, uno de ellos con acceso a
información global, y utilizando dos estrategias de actualización: se utiliza la
información relativa cada instante de muestreo durante el tiempo que tarda
un encuentro entre dos robots, o bien se actualiza en dos instantes (durante
el encuentro) previamente definidos. Sin embargo, este método tiene reque-
rimientos elevados en cuanto a comunicaciones, debido a que cada mensaje
enviado debe incluir las matrices de covarianza que deben intercambiarse
en cada instante de muestreo (cada ciclo con tiempo de muestreo Ts) con
los robots del grupo siempre que dos robots se encuentren. Este trabajo se
extiende en [113] y [114] para navegación en exteriores y en [117] con restric-
ciones adicionales a la información relativa utilizada (explorando los casos
en los que únicamente se utilizan para la solución mediciones de la posición,
rango o ángulo).
En [125] se obtiene una planificación sensorial óptima para un grupo de ro-
bots con recursos limitados. Es, en cierta forma, una formalización de la
actualización en dos tiempos predeterminados utilizada en [145], pero proce-
sando las mediciones de los sensores a una frecuencia óptima, determinada
por una optimización convexa previa (offline) de una función de coste que
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se basa en la relación entre el ruido del robot y la frecuencia del sensor. Es-
te método muestra buenos resultados en un grupo de robots con formación
preestablecida pero no es aplicable en caso de un grupo dinámico, en donde
los robots se encuentran de manera aleatoria ya que la frecuencia del sensor
relativo es variable con el tiempo.
En lugar de procesar las actualizaciones de forma secuencial, cada vez que
los robots se encuentran, la fusión sensorial con información relativa se puede
realizar con más de un vecino de forma simultánea, al incrementar de forma
dinámica el vector de medición y las matrices correspondientes en el esquema
KF tal y como se muestra en [72]. Esta estrategia mejora la precisión de la
estimación pero, por otra parte, el costo computacional se incrementa con
cada vecino que se agrega a la estimación, por lo que no es un método
adecuado para grupos extensos de robots con recursos limitados
Otros casos de algoritmos basados en filtros buscan restringir la información
relativa utilizada en el método para que sea anónima, es decir, que no sea
necesario conocer la identidad de los vecinos para mejorar la estimación
de la postura. Esto evita resolver el problema de correspondencia, el cual
define qué mediciones relativas (del sensor de rango y ángulo) corresponden
con la información de la postura de los robots vecinos recibida mediante
comunicaciones. Como es de esperarse, al utilizar información anónima se
producen ambigüedades en la estimación de la postura, ya que se producen
múltiples soluciones posibles para cada robot dentro del grupo. En [59, 60]
esta ambigüedad se resuelve utilizando un algoritmo de registro múltiple que
genera las hipótesis de la postura que se procesan en conjunto por un EKF,
el cual incorpora las mediciones de odometría y rechaza las hipótesis que
son inconsistentes con la estimación previa de la postura. Se observa un buen
desempeño en las pruebas aunque se requiere un tiempo del procesador mayor
con cada robot agregado a la estimación, resultando no conveniente en grupos
extensos de robots. Este algoritmo de registro múltiple se utiliza también en
[38] pero con mediciones anónimas del rango y filtros de partículas con el fin
de estimar la postura en tres dimensiones (3D) del robot. Los requerimientos
en la capacidad computacional son muy elevados ya que se requiere gran
cantidad de filtros de partículas (uno por cada miembro del grupo). Esto
impide la implementación del método en cada robot, siendo implementado
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en un ordenador externo centralizado. Además, la cantidad de información
transmitida es considerable y se actualiza en cada instante de muestreo Ts,
haciendo uso extenso del ancho de banda disponible en los robots.
2.2.2 Soluciones basadas en redes de sensores
Las soluciones basadas en el enfoque de localización de redes de sensores
requieren un conocimiento previo de la topología de la red (por ejemplo
cuando la formación es rígida) para poder estimar la posición o postura
de cada nodo. En estos métodos se requiere en general menos información
relativa que en las estrategias basadas en filtros de fusión, reduciendo el costo
de implementación ya que se utilizan sensores menos complejos. Además, se
requiere de un nodo (robot) “referencia”, que cuente con información precisa
de su postura (con información global absoluta) de forma que se pueda acotar
el error de estimación de localización en la red y dotarla de información
global.
Por ejemplo, en [49], se exponen los fundamentos teóricos para la localización
de la red de robots utilizando únicamente información relativa (no se dispone
de información local del movimiento). Se plantean y analizan distintos casos
de los cuales solo uno se prueba como solucionable (se obtiene la postura de
cada nodo de la red de forma única), y es cuando cada robot en la red puede
realizar mediciones de rango y ángulo con todos los miembros del grupo (o
al menos se detectan dos vecinos por cada robot). En otros casos, como por
ejemplo utilizando únicamente mediciones de rango y aún teniendo un robot
con información global, el problema no tiene solución (única).
En [29] se utilizan únicamente mediciones de rango (distancia relativa) junto
con un método distribuido de optimización por gradiente para estimar la
postura del grupo siempre y cuando se cuente con al menos tres robots
con información global. Este método ofrece un buen desempeño en grupos
extensos pero los robots deben detenerse cada vez que quieran ejecutar el
algoritmo para mejorar la estimación de la posición. Se requiere además
varias iteraciones del método para converger a una solución, comunicándose
cada robot con todos sus vecinos en cada iteración.
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2.3 Temas afines
Para la presente tesis resultan relevantes distintos temas relacionados con la
localización de robots móviles, los cuales se exponen a continuación.
2.3.1 Recursos limitados
Existen pocos trabajos que toman en cuenta alguna forma de limitación en
los recursos de la plataforma o que son diseñados específicamente para uti-
lizar menos ancho de banda. Por ejemplo en [159], los filtros de fusión se
limitaron para utilizar solo dos fuentes de información: los encoders y la
cámara cenital. De esta forma las dimensiones del filtro son reducidas y se
logran implementar en el robot, sin embargo se pierde la posibilidad de apro-
vechar otros sensores disponibles dentro de la plataforma. Otra forma común
de implementar los algoritmos de fusión es realizar parte de los cálculos del
filtro fuera de línea previo a la implementación en el robot con el fin de
evitar operaciones complejas (inversión o raíz cuadrada de matrices de gran
dimensión) dentro de la plataforma de recursos limitados con múltiples sen-
sores ([151], [104] y [36]). Sin embargo, en este caso se pierde la posibilidad
de ajustar dinámicamente los parámetros del filtro según las condiciones de
funcionamiento o del entorno ya que en este caso se tendría que recalcular
la parte del filtro fuera de línea y repetir este proceso en cada cambio de pa-
rámetros realizado. Esto no es conveniente y en general se buscan soluciones
dinámicas con el cálculo completo del filtro dentro de la plataforma.
En cuanto a métodos con uso eficiente o reducido del ancho de banda se en-
cuentran por ejemplo el expuesto en [158], en donde se establece un método
de estimación multirobot de la postura mediante mediciones cuantificadas
utilizando únicamente 4 bits por medición. Se obtienen resultados similares
al compararse el método propuesto con estimadores de valor real (sin limitar
la información de la medición) pero utilizando menos ancho de banda. Sin
embargo, los robots deben comunicarse en cada instante de muestreo para
garantizar la convergencia del método y evitar que el error en la estimación
crezca indefinidamente. Esta limitación se supera en el trabajo presentado
por [103] que propone un algoritmo descentralizado para una red dinámi-
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ca de robots sin garantía de comunicación entre miembros del grupo. Se
consideran casos en donde los mensajes se pierden o no son recibidos entre
vecinos, además se resuelve el problema de actualización cíclica ya que no se
reutiliza información que ha sido incorporada recientemente en la fusión evi-
tando estimaciones optimistas. Sin embargo, los requerimientos de memoria
son importantes y crecen según el tamaño del grupo de robots. Finalmen-
te, en [137] se propone un filtro de partículas basado en agrupamientos con
mediciones relativas asíncronas, logrando una reducción considerable en la
complejidad de los filtros de partículas y con buen desempeño al utilizar
el sensor propuesto en [138] inclusive en caso de pérdida de mensajes. No
obstante nuevamente se requiere de comunicación constante entre vecinos en
cada instante de muestreo para obtener un error acotado en la estimación.
2.3.2 Control basado en eventos
Los métodos basados en eventos son un área de desarrollo reciente. Surgen
en gran medida por la necesidad de limitar el uso del ancho de banda entre el
controlador y el proceso en un lazo de control cerrado sobre una red, buscan-
do realizar las comunicaciones cuando una condición se cumple a diferencia
de comunicarse en cada instante de muestreo Ts [48]. Por ejemplo, si se reali-
za la transmisión de las mediciones del sensor del lazo únicamente cuando el
error entre el valor actual y el valor anterior de la variable medida supera un
nivel predeterminado, se trata de un caso de “medición basada en eventos”
[78]. Por otra parte, si la acción de control se aplica únicamente cuando el
error en la referencia o en la perturbación supera un nivel preestablecido, se
tiene un caso de “control por eventos” o “accionamiento por eventos” ([13],
[109]).
Las estrategias de control basado en eventos ([71],[120],[3]) se han extendido
para ser utilizadas con éxito en distintas áreas tales como el control coopera-
tivo ([48],[57]), consenso multiagente ([148],[68]) y protocolos de acuerdo en
sistemas multiagente [119]. En estos casos, la solución basada en eventos pro-
ducirá un intercambio de información entre los miembros del grupo (sensores,
controladores, robots, etc.) únicamente si el error (en la referencia, pertur-
bación, estimación o respecto al valor anterior de medición) sobrepasa un
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nivel predeterminado, lo que reduce la carga de comunicación y el consumo
de energía entretanto se logra un comportamiento similar a las estrategias
basadas en un tiempo de muestreo constante. Según la aplicación, se pue-
de presentar un compromiso entre la exactitud del método (máximo error
permitido) y el nivel del evento utilizado, por ejemplo en el caso de control
cooperativo [48] se observa como la precisión del método mejora al utilizar
un nivel de evento bajo, lo que tiene el efecto de incrementar en número de
comunicaciones entre los miembros del grupo.
Se puede extender la utilización de las estrategias por eventos al área de loca-
lización de robots individuales o grupos de robots mediante filtros de fusión,
buscando beneficios similares en cuanto al uso de recursos o respecto al uso
eficiente del ancho de banda. Sin embargo, el principal problema respecto a
la estimación de la postura es que el error de estimación es desconocido para
el robot al menos que se posea un sensor global operando en todo momento.
En este caso no tendría mucha utilidad ya que se requeriría consultar cons-
tantemente el sensor global para determinar si se debe usar o no este sensor
global. Un caso similar ocurre en los grupos de robots, ya que se requeriría
establecer la comunicación con los vecinos con el fin de obtener el error entre
la estimación local del robot y la medición con el sensor relativo y con base a
este error decidir si se comunica o no; es decir, se utilizan las comunicaciones
para determinar si se deben o no realizar las comunicaciones con los vecinos.
Con esto está claro que utilizar el error de estimación en el caso de la locali-
zación para definir el evento con el que se regula el acceso a la información
global o relativa no es conveniente y se debe establecer otro método para re-
flejar la necesidad de establecer comunicaciones para obtener la información
relativa o la necesidad de la información global. Algunos métodos existen-
tes ([68],[148]) utilizan el error en la referencia de posición para definir el
evento de localización; sin embargo, este error está estrechamente ligado a
la navegación y no a localización ya que se puede dar el caso en el que el
error de navegación disminuya (al acercarse el robot al punto de destino)
pero el error de localización crezca, ya que cuando el robot avanza y estima
su postura mediante odometría, el error tiende a acumularse, esto tendría
un comportamiento no deseado en localización ya que el evento no refleja
la necesidad de corregir la estimación local de la postura. Este problema es
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resuelto en la presente tesis definiendo el evento con base a la covarianza del
error de estimación local como se expondrá en la sección de algoritmos.
Realizada la descripción del estado del arte de los temas necesarios para el
desarrollo de los algoritmos de localización propuestos en la presente tesis, se
definen a continuación los modelos desarrollados para los robots diferencial
y Ackerman, así como un modelo genérico a utilizar en las simulaciones del
grupo de robots.
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Un componente fundamental de los métodos de localización es la obtención
de un modelo adecuado de la plataforma experimental, de tal forma que no
sea complejo en extremo (en cuanto a implementación y parametrización)
pero que logre caracterizar adecuadamente el comportamiento del robot. En
este capítulo se presenta un modelo cinemático y dinámico para las platafor-
mas utilizadas, con un enfoque tomado de la equivalencia dinámica de los
sistemas mecánicos a un sistema de partículas, lo que simplifica la obtención
del modelo y su implementación en un robot móvil de recursos limitados. Se
exponen los casos del robot diferencial (incluyendo el caso utilizado en el
sistema multirobot) y del robot con configuración Ackerman.
3.1 Robot móvil en configuración diferencial
Un robot en configuración diferencial consiste en un cuerpo rígido de masa
MG y un momento de inercia IG con dos ruedas no deformables y no orien-
tables (fijas) separadas una distancia b y que son movidas por dos motores
que aplican dos fuerzas lineales FR y FL que producen las aceleraciones aR
y aL tal como se muestra en la figura 3.1. Las ruedas son convencionales
y se asume que satisfacen la condición de rodamiento puro sin deslizamien-
to [30]. El robot también tiene la restricción de moverse únicamente en un
plano horizontal y su centro de masa, denominado P0, corresponde también
al centro de gravedad y al eje de rotación. En el caso del robot diferencial se
considera que cumple la condición de movimiento en bajas velocidades. De
esta forma se asume que no hay deslizamiento en caso del movimiento del
robot en interiores [139]. Se analiza la cinemática y dinámica de este robot
para obtener el modelo del robot que se utilizará en los filtros de fusión.
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Figura 3.1: Cinemática de un robot en configuración diferencial
3.1.1 Modelo cinemático
Este modelo representa la evolución de las velocidades del robot en un marco
inercial fijo. La postura del robot se define mediante su posición (x, y) (coor-
denadas del punto P0) y el ángulo de orientación θ (ángulo de avance, curso
del robot o guiñada) en el marco de referencia Global (XG,YG) mostrado en
la figura 3.1. Conociendo la velocidad lineal y angular (v y ω) en el marco
de referencia Local (XL,YL), la velocidad global del robot se define como x˙y˙
θ˙
 =
 cos θ 0sin θ 0
0 1
[ v
ω
]
⇒
x˙ (t) = v (t) cos (θ (t))
y˙ (t) = v (t) sin (θ (t))
θ˙ (t) = ω (t)
(3.1)
Existen en la literatura muchas formas de resolver esta ecuación diferencial,
ya sea por integración directa o por aproximaciones numéricas (ver por ejem-
plo los modelos expuestos en [161], [46] y [7]). Sin embargo, es conveniente
obtener el resultado exacto de la integral y evaluar el uso de aproximaciones
28
3.1 Robot móvil en configuración diferencial
que se consideren convenientes para simplificar el cálculo en la ejecución del
algoritmo sobre el robot.
La solución exacta de (3.1) se calcula de forma discreta para un periodo de
muestreo Ts = tk+1− tk de forma que se obtenga una ecuación recursiva que
pueda implementarse dentro del robot. De esta forma se define el intervalo
de tiempo entre dos instantes consecutivos de muestreo mostrado en (3.2).
TK = {t ∈ R | kTs 6 t < (k + 1)Ts } , k = 0, 1, 2, . . . (3.2)
Para simplificar la deducción de las ecuaciones se define tk = kTs , tk+1 =
(k + 1)Ts. Se considera que las velocidades (v, ω) son constantes en el in-
tervalo de integración (no cambian mientras se realiza el muestreo en Ts, lo
que es equivalente a decir que se tiene un retenedor de orden cero (ZOH) en
estas entradas, adquiriendo el valor en tk ⇒ v (tk) , ω (tk) son constantes. De
esta forma se plantea la integral en (3.3).
x (t) = x (tk) + v (tk)
t∫
tk
cos (θ (τ)) dτ
y (t) = y (tk) + v (tk)
t∫
tk
sin (θ (τ)) dτ
θ (t) = θ (tk) +
t∫
tk
ω (tk) dτ
(3.3)
Se resuelve primeramente para el ángulo de avance del robot θ tal y como se
muestra en (3.4)
θ (t)=θ (tk)+
t∫
tk
ω (tk) dτ=θ (tk)+ω (tk)
t∫
tk
dτ=θ (tk)+(t− tk)ω (tk) (3.4)
Se sustituye este resultado en la ecuación (3.3) para (x, y). Cabe destacar
que las funciones evaluadas en tk son constantes (x (tk) , y (tk) , θ (tk)) ya que
son las condiciones iniciales (constantes de integración), de esta forma se
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procede a integrar (3.3) dando el resultado en (3.5) para x y en (3.6) para
y.
x (t) = x (tk) + v (tk)
t∫
tk
cos (θ (tk) + (τ − tk)ω (tk)) dτ
= x (tk) +
v (tk)
ω (tk)
[sin (θ (tk) + (τ − tk)ω (tk))]
t
tk
⇒ x (t) = x (tk) +
v (tk)
ω (tk)
[sin (θ (tk)+(t−tk)ω (tk))−sin (θ (tk)+(tk−tk)ω (tk))]
∴ x (t) = x (tk) +
v (tk)
ω (tk)
[− sin (θ (tk)) + sin (θ (tk) + (t− tk)ω (tk))]
(3.5)
y (t) = y (tk) + v (tk)
t∫
tk
sin (θ (tk) + (τ − tk)ω (tk)) dτ
= y (tk)−
v (tk)
ω (tk)
[cos (θ (tk) + (τ − tk)ω (tk))]
t
tk
⇒ y (t) = y (tk)−
v (tk)
ω (tk)
[cos (θ (tk)+(t−tk)ω (tk))−cos (θ (tk)+(tk−tk)ω (tk))]
∴ y (t) = y (tk) +
v (tk)
ω (tk)
[cos (θ (tk))− cos (θ (tk) + (t− tk)ω (tk))]
(3.6)
Ambas expresiones (3.5) y (3.6) se pueden simplificar aplicando identidades
trigonométricas1, tal y como se muestra en (3.7):
a = θ (tk)
b = (t− tk)ω (tk)
}
⇒
− sin (θ (tk))+sin (θ (tk)+(t− tk)ω (tk))=sin (a+b)−sin (a)
cos (θ (tk))−cos (θ (tk)+(t−tk)ω (tk))=cos (a)−cos (a+b)
sin (a+b)−sin (a)=2 sin (0,5 (a+b− a)) cos (0,5 (a+b+a))=2 sin (0,5b) cos (0,5 (2a+b))
cos (a)−cos (a+b)=−2 sin (0,5 (a−a−b)) sin (0,5 (a+b+a))=−2 sin (−0,5b) sin (0,5 (2a+b))
(3.7)
1sinu− sin v = 2 cos (0,5u+ 0,5v) sin (0,5u− 0,5v),
cosu− cos v = −2 sin (0,5u+ 0,5v) sin (0,5u− 0,5v), sin (−u) = − sin (u)
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Al aplicar esta simplificación (3.7) a (3.5) y (3.6) se obtiene (3.8).
⇒ x (t) = x (tk) + 2
v (tk)
ω (tk)
sin (0,5 (t− tk)ω (tk)) cos (θ (tk) + 0,5 (t− tk)ω (tk))
⇒ y (t) = y (tk) + 2
v (tk)
ω (tk)
sin (0,5 (t− tk)ω (tk)) sin (θ (tk) + 0,5 (t− tk)ω (tk))
θ (t) = θ (tk) + (t− tk)ω (tk)
(3.8)
Este es el resultado completo de la integración para cualquier t ∈ TK . Al
evaluar (3.8) en t = tk+1 se obtiene el modelo discreto en el periodo de
muestreo Ts = tk+1 − tk tal y como se muestra en (3.9).
x (tk+1)=x (tk)+2
v (tk)
ω (tk)
sin (0,5 (tk+1−tk)ω(tk)) cos (θ (tk)+0,5 (tk+1−tk)ω (tk))
y (tk+1)=y (tk)+2
v (tk)
ω (tk)
sin (0,5 (tk+1−tk)ω(tk)) sin (θ (tk)+0,5 (tk+1−tk)ω (tk))
θ (tk+1)=θ (tk) + (tk+1−tk)ω (tk)
(3.9)
Finalmente, sustituyendo el periodo de muestreo Ts = tk+1 − tk en (3.9) y
simplificando la notación al eliminar la indicación del tiempo t al agregar un
subíndice a las variables (por ejemplo cambiando x (tk) = xk) se obtiene el
modelo cinemático del robot en (3.10). Esta ecuación puede considerarse co-
mo una transformación de coordenadas ya que relaciona el movimiento local
del robot (v, ω) con su movimiento global (x, y, θ). Se muestra en esta ecua-
ción la notación a utilizar en los algoritmos de fusión propuestos, tomando
en cuenta el instante actual k y el anterior k − 1.
 xk+1yk+1
θk+1
=
 xkyk
θk
+

2vk
ωk
sin (0, 5Tsωk) cos (θk + 0, 5Tsωk)
2vk
ωk
sin (0, 5Tsωk) sin (θk + 0, 5Tsωk)
Tsωk
=
 xkyk
θk
=
 xk−1yk−1
θk−1
+

2vk−1
ωk−1
sin (0, 5Tsωk−1) cos (θk−1 + 0, 5Tsωk−1)
2vk−1
ωk−1
sin (0, 5Tsωk−1) sin (θk−1 + 0, 5Tsωk−1)
Tsωk−1

(3.10)
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En el caso de la mayoría de plataformas con recursos limitados (y en las
utilizadas en la presente tesis) se requiere un Ts suficientemente pequeño
para la implementación estable del control con fusión sensorial a velocidades
intermedias. Con esta condición se puede realizar una aproximación en la
integral de la ecuación diferencial (3.10) considerando que sin (ωk · 0, 5Ts) ≈
0, 5Tsωk tal y como se muestra en (3.11).
Lk =
 xkyk
θk
 =
 xk−1yk−1
θk−1
+ Ts
 vk−1 cos (θk−1 + ωk−1 · 0, 5Ts)vk−1 sin (θk−1 + ωk−1 · 0, 5Ts)
ωk−1
 (3.11)
Si además se considera que el robot gira a una velocidad tal que en un tiempo
Ts el incremento de θk es muy pequeño entonces la ecuación (3.11) se puede
simplificar aún más ya que en estas condiciones θk + ωk · 0, 5Ts ≈ θk, esto se
muestra en (3.12).
Lk =
 xkyk
θk
 =
 xk−1yk−1
θk−1
+ Ts
 vk−1 cos (θk−1)vk−1 sin (θk−1)
ωk−1
 (3.12)
Se observa que esta ecuación es la misma que la (1.1) en la introducción
([121] y [150]). Ambas ecuaciones (3.11) y (3.12) son ampliamente usadas en
la literatura sin discriminar las condiciones necesarias para que éstas estimen
de forma adecuada la postura del robot, ni se establecen los requerimientos
del robot para poder resolver esta ecuación sin superar el tiempo de muestreo
Ts. De esta forma, se propone el siguiente criterio de utilización en el presente
trabajo: si el robot es de recursos muy limitados, se utilizará la ecuación
(3.12) (aproximación simple pero rápida), en cambio si se tiene un poco
más de capacidad computacional disponible, se utilizará la ecuación (3.11);
finalmente, si se está trabajando con recursos abundantes (por ejemplo en
un ordenador para controlar el robot o en las simulaciones) se utilizará el
valor exacto dado por (3.10).
Con estos modelos cinemáticos (relacionan velocidades únicamente) se han
implementado o simulado la mayoría de los trabajos planteados en los an-
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tecedentes. Si bien es cierto que estos producen buenos resultados en las
aplicaciones [63], no se está tomando en cuenta la dinámica del robot la cual
puede representar de forma más adecuada el comportamiento del robot y
mejorar la estimación de la postura en los filtros de fusión.
Para finalizar el modelado cinemático, existe una relación entre v y ω y las
velocidades lineales de las ruedas (vL,vR obtenidas a partir del cambio en el
desplazamiento de los encoders) tal como se muestra en (3.13). Derivando
esta ecuación, se obtiene una relación cinemática entre las aceleraciones li-
neales y angulares a y α del robot y las aceleraciones de las ruedas izquierda
aL y derecha aR. Usando dos acelerómetros colocados sobre cada rueda, o
un modelo de la aceleración de cada rueda, esta relación dará las aceleracio-
nes del robot que se pueden integrar para obtener las velocidades y usarlas
como entrada en (3.10) para obtener la posición global del robot. Este pro-
cedimiento se puede mejorar usando la dinámica del robot para obtener las
aceleraciones en lugar de usar la cinemática, tal y como se expresa en la
siguiente sección.
[
v
ω
]
=
[
1/2 1/2
−1/b 1/b
][
vL
vR
]
⇒
[
a
α
]
=
[
1/2 1/2
−1/b 1/b
][
v˙L
v˙R
]
(3.13)
3.1.2 Modelo dinámico
Este modelo representa la evolución de las aceleraciones lineal y angular del
robot (a,α) en términos de las fuerzas que han sido aplicadas por sus motores
FL,R y el momento angular (torque de rotación) τ . Existen gran cantidad de
desarrollos en la literatura para obtener el modelo dinámico del robot de con-
figuración diferencial, siendo el procedimiento general aplicar la segunda Ley
de Newton para obtener a y α en el centro de masas del robot de forma local
y utilizarla junto con el modelo cinemático para obtener la aceleración del
robot en los ejes globales (ver por ejemplo los modelos obtenidos en [31], [43],
[67] [164], [43], y [4]). Otro método es utilizar directamente la formulación de
Lagrange para obtener el modelo directamente en las coordenadas globales
de avance (ver por ejemplo [147], [166], [130] y [174]). Tanto en estas estrate-
gias como en las observadas en los antecedentes de la revisión bibliográfica,
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se producen modelos muy complejos que tienen varias desventajas. Prime-
ramente, en muchos casos, debido a la complejidad del modelo se tiene una
gran dificultad en obtener o identificar la mayoría de los parámetros requeri-
dos de forma experimental o de las especificaciones del fabricante. Además,
este proceso puede consumir mucho tiempo ya que debe realizarse de nuevo
si se cambia por ejemplo un motor en un robot, o cada vez que se agrega
o sustituye un robot en el grupo. Otro aspecto a tomar en cuenta es que
al ser en general modelos no lineales de dimensión alta, el cálculo requerido
es considerable lo que dificulta su implementación práctica, principalmente
porque se requerirá una versión del filtro para sistemas no lineales (extendido
EKF o «unscented» UKF) para realizar la fusión sensorial utilizando este
modelo. Estas variantes realizarán una inversión o raíz de matrices de gran
dimensión, lo que los excluye de la implementación práctica en sistemas de
recursos limitados. Debido a esto se consideran que en general, estos modelos
aportan poco al esquema de fusión ya que son difíciles de implementar.
La principal complejidad de los modelos descritos en la literatura radica
en que son modelos que describen el movimiento del robot en el marco de
referencia global (ejes XG, YG, figura 3.2), para lo cual transforman la ace-
leración local del robot (lineal a y angular α) mediante el cálculo del seno
y coseno del ángulo de avance del robot θ (de forma similar a la derivada
del modelo cinemático (3.1)). Con esto se obtiene la aceleración en los ejes
globales la cual es integrada dos veces para obtener el modelo de la postura
del robot (x, y, θ). Esta transformación de coordenadas es la principal fuente
de no linealidad del modelo (excluyendo los más complejos que estiman el
deslizamiento en las ruedas del robot). Ante este problema se plantea como
solución el utilizar un modelo dinámico local para realizar la fusión senso-
rial (por ejemplo, utilizando un filtro de Kalman) y posteriormente aplicar
la transformación de coordenadas (modelo cinemático) para obtener la di-
námica global. Si bien es cierto esta solución es en apariencia trivial, no lo
es, ya que con esto se obtiene una ventaja fundamental, se logra simplificar
el cálculo del método de fusión ya que se utilizaría un modelo de menores
dimensiones (y en algunos casos lineal) para estimar la dinámica local, incor-
porando los distintos sensores de la plataforma y con esto estimar la postura
del robot mediante (3.11). Esto se expondrá ampliamente en la sección de
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algoritmos de fusión así como la incorporación de las mediciones globales en
este esquema.
Adicionalmente, existe otro problema de índole práctico: la obtención de un
modelo dinámico local no es siempre sencilla en cuanto este modelo requiere
conocer la fuerza que aplican los motores para calcular la aceleración del
robot (a y α). Esta dificultad no es sencilla de resolver ya que en el caso de
muchas plataformas experimentales el valor del par motor no se puede medir,
ni su corriente de consumo (que puede ser utilizada para obtener el par), úni-
camente se dispone de la información de los encoders. Para solucionar este
problema lo que comúnmente se hace es obtener un modelo teórico para el
par motor con el problema de que en la mayoría de los robots comerciales se
desconocen los parámetros necesarios para este modelo (momento de inercia
y coeficiente de amortiguamiento). Se pueden estimar estos parámetros pero
no con la precisión adecuada (requiere modificación mecánica de las plata-
formas para acoplar un medidor de fuerza o par) y con el problema de que
estos parámetros varían entre dos motores de un mismo fabricante.
Para solucionar este problema se obtendrá un modelo dinámico de imple-
mentación sencilla, que no dependa de las fuerzas en las ruedas sino de la
aceleración de las mismas. De esta forma se podría utilizar en una gran
cantidad de plataformas existentes que no disponen de sensores de fuerza o
corriente en cada motor. Las aceleraciones pueden obtenerse de la medición
directa por medio de un acelerómetro 3D colocado sobre cada rueda o bien
de un modelo que relaciona la acción de control con la aceleración en cada
rueda. Con esto se procede de la siguiente forma: se obtendrá primeramente
el modelo dinámico con las fuerzas como entradas al utilizar la segunda ley de
Newton, posteriormente se determinará el modelo dinámico del movimiento
local del robot que dependa de la aceleración en las ruedas del motor (aL,aR)
mediante un sistema de partículas dinámicamente equivalente en versiones
de dos y tres partículas y finalmente se obtendrá el modelo dinámico de
las aceleraciones de las ruedas del robot basándose en la información de los
encoders y la acción de control del robot.
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a(t)
aR
aL
YG
XGx
y
P0 θ(t) 
α(t) 
b
F(t)
FRτ(t) 
FL
MG 
IG
Figura 3.2: Dinámica de un robot en configuración diferencial
3.1.2.1 Dinámica basada en fuerzas, ley de Newton
Si se considera que al cuerpo rígido del robot de masa MG y momento de
inercia IG, se le aplican dos fuerzas lineales (FL,FR) generadas en las ruedas
del robot (fuerza resultante del motor menos la fricción) las cuales están
separadas una distancia b entre sí tal y como se muestra en la figura 3.3,
estas fuerzas con signo variable son perpendiculares al eje de las ruedas y
generan una fuerza resultante de traslación (F ) y un par de rotación (τ) sobre
el centro de masa considerado como P0. Si el centro de masa es distinto al del
punto P0 pero desplazado en la dirección de F , las fuerzas pueden trasladarse
sobre sus ejes hasta coincidir con este punto (el análisis es válido para ambos
casos).
Al aplicar la segunda ley de Newton al cuerpo rígido se obtiene la ecuación
(3.14).
∑
F = FR + FL =MGa∑
τ = τR − τL = 0,5b (FR − FL) = IGα (3.14)
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3.1.2.2 Sistema de partículas dinámicamente equivalente:
versión dos partículas
Para poder sustituir las fuerzas en las ruedas por aceleraciones en el modelo
(3.14) se necesita conocer la «masa» equivalente que mueve cada una de las
ruedas, sin embargo ésta es variable ya que, por ejemplo, si ambas ruedas
se mueven a la misma velocidad, puede decirse que cada una desplaza la
mitad de la masa del robot (asumiendo una densidad constante) pero esto
no es así en el caso de que una rueda esté frenada y la otra esté aplicando
fuerza o en el caso de fuerzas con signo distinto. Para poder realizar este
cambio de fuerzas a aceleraciones se puede estudiar el cuerpo rígido del
robot diferencial (masa MG, momento de inercia IG) como un sistema de
partículas dinámicamente equivalente formado por dos partículas de masa
ML y MR unidas por una barra (conector) sin masa de longitud constante
RL + RR como se muestra en la figura 3.3. Esto es posible solamente si se
cumplen las siguientes condiciones, ya expuestas en [14] y que en la presente
tesis se realiza su extensión para el caso de un robot móvil (ver [14] para las
demostraciones en el caso de un brazo manipulador 3D):
Conservación de la masa: La suma de las masas de las partículas debe
ser igual a la masa del cuerpo rígido: MG =ML +MR
Conservación del centro de masa: Las masas deben estar alineadas con
el centro de masas y una a cada lado de este centro: MLRL =MRRR
Conservación del momento de inercia: La suma de los momentos de
inercia de las partículas debe ser igual al momento de inercia del cuerpo
rígido: MLR2L +MRR
2
R = IG
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a(t)F(t)
aR
FR
α(t) 
τ(t) 
aL
FL
P0
MG ,IG
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b/2b/2
F(t)
FR
τ(t) 
FL
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RRRL
Figura 3.3: Dinámica de un robot en configuración diferencial como un cuerpo rígido y
como un sistema de dos partículas equivalente
Con estas condiciones se despejan las masas y radios del sistema equivalente
tal y como se muestra en la ecuación (3.15).
MLRL =MRRR ⇒MR = RL
RR
ML
MLR
2
L +MRR
2
R = IG ⇒MLR2L +
RL
RR
R2RML = IG
⇒MLR2L +MLRLRR = IG ⇒MLRL (RL +RR) = IG
⇒ML = IG
RL (RL +RR)
⇒MR = RL
RR
ML =
IG
RR (RL +RR)
⇒MG =ML +MR = IG(RL +RR)
(
1
RL
+
1
RR
)
=
IG
RLRR
∴ML =
IG
RL (RL +RR)
,MR =
IG
RR (RL +RR)
, RLRR =
IG
MG
(3.15)
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De la ecuación anterior se observa que las distancias no se pueden asignar
arbitrariamente. Al asignar una distancia, la otra se determina de la ecuación
(3.15) y con esto las masas quedan definidas. Por simplicidad se pueden
asignar para que sean iguales, por lo que RL = RR = RN para que las
distancias entre las masas sean iguales entre sí. De esta forma se reduce
(3.15) a (3.16).
ML =MR =
IG
2R2N
, R2N =
IG
MG
(3.16)
Por facilidad de notación esta relación se expresa en función de constantes,
ya que las masasML yMR son proporcionales a la masa totalMG, expresado
por la constante γ. Se define además un factor λ como la razón entre la masa
y el momento de inercia del cuerpo rígido multiplicado por la distancia RN
entre el centro de masa y la partícula (rueda) tal y como se muestra en la
ecuación (3.17).
ML =MR = γMG
R2N =
IG
MG
λ =
MGRN
IG
(3.17)
Los parámetros expresados en (3.17) se obtienen para diferentes formas de
robots al sustituir el valor correspondiente de IG en (3.17). Para un anillo
delgado en donde IG =MGR2 se muestra la deducción de sus parámetros en
la ecuación (3.18).
R2N =
IG
MG
=
MGR
2
MG
⇒ RN = R
ML =MR =
IG
2R2N
=
MGR
2
2R2
= 0, 5MG
λ =
MGRN
IG
=
MGR
MGR2
=
1
R
(3.18)
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Para un cilindro en donde IG = 0,5MGR2 se muestra la deducción de sus
parámetros en la ecuación (3.19).
R2N =
IG
MG
=
0,5MGR2
MG
⇒ R2N = 0,5R2 ⇒ RN =
√
0,5R
ML =MR =
IG
2R2N
=
0,5MGR2
2(0,5R2)
= 0, 5MG
λ =
MGRN
IG
=
MG
√
0,5R
0,5MGR2
=
2
√
0,5
R
=
1
R
√
0,5
(3.19)
Para un prisma en donde IG = 112
(
b2 + c2
)
MG = βMG, β = 112
(
b2 + c2
)
se
muestra la deducción de sus parámetros en la ecuación (3.20).
R2N =
IG
MG
=
βMG
MG
⇒ R2N = β ⇒ RN =
√
β
ML =MR =
IG
2R2N
=
βMG
2β
= 0, 5MG
λ =
MGRN
IG
=
MG
√
β
βMG
=
√
β
β
(3.20)
Este procedimiento se puede repetir para distintas formas de robot móvil
conociendo el valor correspondiente de IG, inclusive en algunas plataformas
experimentales este parámetro puede ser conocido con precisión por lo cual se
pueden obtener los valores numéricos de los parámetros en (3.17) al sustituir
los valores correspondientes deMG e IG. Algunos robots comerciales incluyen
un modelo CAD (en SolidworksR© o similar) los cuales permiten determinar
estos parámetros con precisión ante distintas modificaciones físicas de la
plataforma.
Se resumen los resultados para las formas genéricas del robot en la tabla 3.1
que muestra los parámetros (γ, λ,RN ) del sistema de dos partículas.
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Tabla 3.1: Parámetros del sistema de partículas dinámicamente equivalente, caso dos
partículas para el robot diferencial
Forma del Robot Momento de Inercia γ RN λ
Anillo Delgado
IG =MGR2 0.5 R 1R
equivalente a (3.13)
z
R
Sólido Cilíndrico
IG = MGR
2
2
0.5 R
√
0,5 1R√0,5
R
z
Sólido Rectangular
IG = βMG
β = 112
(
b2 + c2
) 0.5 √β √β
β
b
c
z
Con estos parámetros se puede definir el modelo dinámico local del robot
de la siguiente forma, se aplica primeramente la segunda ley de Newton al
sistema de partículas mostrado en la figura 3.3 para obtener (3.21).
∑
F = FR + FL ⇒MRaR +MLaL =MGa∑
τ = τR − τL ⇒ RN (MRaR −MLaL) = IGα
(3.21)
Se puede afirmar que el sistema dinámico del cuerpo rígido (ecuación (3.14))
y el de partículas (ecuación (3.21)) son dinámicamente equivalentes cuando
el sistema de partículas se define utilizando (3.17) y los parámetros de la
tabla 3.1. Además de estas condiciones, las fuerzas y pares aplicados a (3.14)
y (3.21) deben ser los mismos. En el caso de las fuerzas sí se cumple esta
condición pero para que los pares sean equivalentes, las distancias deben
cumplir con la condición b = 2RN . Como RN está definido en la tabla 3.1 y
no puede modificarse (para mantener la condición de equivalencia dinámica),
la distancia entre las ruedas del robot se deberá ajustar en el diseño de la
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plataforma con el fin de utilizar el modelo equivalente para obtener la diná-
mica del robot. Esto puede realizarse en la etapa de diseño de la plataforma
o bien al utilizar una plataforma de estructura configurable. En caso contra-
rio, un modelo similar puede obtenerse al utilizar una equivalencia dinámica
mediante tres partículas, caso que se desarrolla en la siguiente sección del
presente capítulo.
Por lo tanto, al utilizar b = 2RN , (3.21) es dinámicamente equivalente a
(3.14). Con esto y utilizando las masas equivalentes en (3.21) se despejan las
aceleraciones locales a y α tal y como se observa en (3.22).
a = γ
MG
MG
(aR + aL)⇒ a = γ (aR + aL)
α = γ
MGRN
IG
(aR − aL)⇒ α = λγ (aR − aL)
(3.22)
Si integramos las aceleraciones de forma discreta (al integrar el modelo ci-
nemático a = v˙,α = ω˙) y sustituimos en las entradas (aceleraciones) de
(3.22), se obtiene el modelo dinámico local tal y como se muestra en (3.23),
observándose que esta ecuación es lineal.
[
vk
ωk
]
=
[
1 0
0 1
] [
vk−1
ωk−1
]
+
[
Ts 0
0 Ts
] [
ak−1
αk−1
]
(3.23)
Sustituyendo (3.23) en (3.11) se obtiene el modelo dinámico global del robot
tal y como se muestra en (3.24), siendo posible observar que este modelo es
no lineal.

xk
yk
θk
vk
ωk
=

xk−1
yk−1
θk−1
vk−1
ωk−1
+

vk−1Ts cos (θk−1 + 0,5Tsωk−1)
vk−1Ts sin (θk−1 + 0,5Tsωk−1)
Tsωk−1
Tsak−1
Tsαk−1
 (3.24)
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Figura 3.4: Dinámica de un robot en configuración diferencial como un cuerpo rígido y
como un sistema de tres partículas equivalente
Los Modelos (3.22), (3.23) y (3.24) se utilizan junto con el método de fusión
sensorial para estimar la postura global del robot tal y como se muestra en
el capítulo 5.
3.1.2.3 Sistema de partículas dinámicamente equivalente:
versión tres partículas
Como se mencionó anteriormente, para eliminar la restricción en la distancia
entre las ruedas del robot y dejarla como variable en lugar del valor fijo de
b = 2RN del caso anterior, se procede en esta sección a agregar una partícula
adicional (manteniendo las dos masas izquierda y derecha pero agregando
una en el centro) y repetir el análisis previo con el fin de determinar las
condiciones con RN variable.
El cuerpo rígido del robot diferencial (masa MG, momento de inercia IG)
se puede estudiar como un sistema dinámicamente equivalente formado por
tres partículas con masa ML, Mc y MR unidas por dos barras (conectores)
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sin masa de longitud constante RL y RR tal y como se muestra en la figura
3.4. Nuevamente, las condiciones expuestas en [14] se extienden para el caso
de tres partículas:
Conservación de la masa: MG =ML +Mc +MR
Conservación del centro de masa: MLRL =MRRR
Conservación del momento de inercia: MLR2L +MRR
2
R = IG
Con estas condiciones se despejarán las masas del sistema equivalente tal y
como se muestra en la ecuación (3.25).
MG =ML +Mc +MR ⇒Mc =MG −ML −MR
MLRL =MRRR ⇒MR = RL
RR
ML
MLR
2
L+MRR
2
R=IG
⇒MLR2L+
RL
RR
R2RML=IG⇒MLRL (RL+RR)=IG
⇒ML = IG
RL (RL +RR)
⇒MR = RL
RR
ML =
IG
RR (RL +RR)
⇒Mc =MG −ML −MR
⇒Mc =MG − (ML +MR) =MG −
(
IG
RLRR
)
∴ML=
IG
RL (RL+RR)
,MR=
IG
RR (RL+RR)
,Mc=MG−
(
IG
RLRR
)
(3.25)
De la ecuación anterior se observa que, a diferencia del caso para dos par-
tículas, las distancias RR y RL sí se pueden asignar arbitrariamente. Por
simplicidad se pueden asignar para que sean iguales entre sí por lo que
RR = RL = RN ; con esto se reduce (3.25) a (3.26) en donde las masas
ML y MR son proporcionales a la masa total MG, lo que se expresa median-
te la constante γ (0 ≤ γ < 1), y de la misma forma Mc es proporcional a
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MG expresado por la constante δ (0 ≤ δ < 1). Adicionalmente se definen dos
constantes, λa utilizando γ y δ, y λα mediante MG, RN e IG.
ML =MR = IG2R2
N
= γMG, λa =
γ
1−δ
Mc =MG −
(
IG
R2
N
)
= δMG, λα = MGRNIG
(3.26)
Para los casos presentados en el modelo de dos partículas (anillo, circular
y rectangular), se procede con el análisis para obtener las masas utilizando
(3.26), considerando que se desean las mediciones sobre las ruedas del robot
y que éstas se encuentran en extremos opuestos de su cuerpo. De esta forma
se selecciona RR = RL = RN = 0,5b. Nuevamente cabe destacar que se está
escogiendo a conveniencia el RN = 0,5b, con el fin de colocar los aceleró-
metros en la estructura de la plataforma sobre las ruedas del robot. Esta
distancia RN no viene determinada por las condiciones de la ecuación (3.26)
a diferencia del sistema con dos partículas en la ecuación (3.16).
Se reescriben los parámetros de (3.26) para las distintas formas de robots
al sustituir el valor correspondiente de IG. Para un anillo delgado en donde
IG = MGR2 se asigna RN = b/2 = R y se muestra la deducción de sus
parámetros en la ecuación (3.27).
ML =MR =
IG
2R2N
=
MGR
2
2R2
= 0, 5MG, γ = 0,5
Mc =MG −
(
IG
R2N
)
=MG −
(
MGR
2
R2
)
= 0, δ = 0
λα =
MGRN
IG
=
MGR
MGR2
=
1
R
λa =
γ
(1− δ) = 0,5
(3.27)
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Para un cilindro en donde IG = 0,5MGR2 se asigna RN = b/2 = R y se
muestra la deducción de sus parámetros en la ecuación (3.28).
ML =MR =
IG
2R2N
=
0,5MGR2
2R2
= 0, 25MG, γ = 0, 25
Mc =MG −
(
IG
R2N
)
=MG −
(
0,5MGR2
R2
)
= 0, 5MG, δ = 0, 5
λα =
MGRN
IG
=
MGR
0,5MGR2
=
2
R
λa =
γ
(1− δ) =
0, 25
(1− 0, 5) = 0,5
(3.28)
Para un prisma en donde IG = 112
(
b2 + c2
)
MG se asigna RN = 0,5b y se
muestra la deducción de sus parámetros en la ecuación (3.29).
ML =MR =
IG
2R2N
=
(1/12)MG
(
b2 + c2
)
2(0,5d)2
=
MG
6
(
1 + (c/b)2
)
⇒ γ = 1
6
(
1 + (c/b)2
)
Mc =MG−
(
IG
R2N
)
=MG−
(
MG
3
(
1+(c/b)2
))
=MG
(
1− 1+(c/b)
2
3
)
⇒Mc=MG3
(
2+(c/b)2
)
⇒δ=
(
1− 1 + (c/b)
2
3
)
=(1− 2γ)
λα=
MGRN
IG
=
MG (0,5d)
(1/12)MGb2
(
1 + (c/b)2
)= 6
b
(
1 + (c/b)2
)= 1
bγ
λa =
γ
(1− δ) =
γ
(1− (1− 2γ)) = 0,5
(3.29)
Cabe destacar que el presente análisis se puede repetir para distintas plata-
formas de forma algebraica si se tiene la ecuación para el IG o bien de forma
numérica sustituyendo los valores correspondientes aMG, IG. Se resumen los
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Tabla 3.2: Parámetros del sistema de partículas dinámicamente equivalente, caso tres
partículas para el robot diferencial
Forma del Robot Momento de Inercia γ δ λa λα
Anillo Delgado
IG =MGR2 0.5 0 0,5 1R
z
R
Cilindro Sólido
IG = MGR
2
2
0,25 0,5 0,5 2R
R
z
Rectángulo Sólido
IG = βMG
β = 112
(
b2+c2
) 1
6
(
1+(c/b)2
)
1− 2γ 0,5 1bγb
c
z
resultados para las formas genéricas del robot en la tabla 3.2 que muestra
los parámetros del sistema de tres partículas.
Para obtener el modelo dinámico se aplica la segunda ley de Newton al
sistema de partículas mostrado en la figura 3.4 para obtener (3.30).
∑
F = FR + FL =MLaL +Mcac +MRaR∑
τ = τR − τL = RN (MRaR −MLaL)
(3.30)
Al aplicar el principio de D’Alembert al sistema dinámico (3.14) y al sistema
dinámico por partículas (3.30) se obtienen las ecuaciones (3.31) y (3.32)
respectivamente.
∑
F ⇒MGa− (FR + FL) = 0∑
τ ⇒ IGα− (τR − τL) = 0
(3.31)
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∑
F ⇒MRaR +Mcac +MLaL − (FR + FL) = 0∑
τ ⇒ RNMRaR −RNMLaL − (τR − τL) = 0
(3.32)
Al igualar (3.31) y (3.32) se obtiene la ecuación (3.33).
MGa =MRaR +Mcac +MLaL
IGα = RNMRaR −RNMLaL ⇔ RR = RL = RN = 0,5b
(3.33)
Se observa de la ecuación (3.33) que el cuerpo rígido (3.14) y el sistema
de partículas (3.30) son dinámicamente equivalentes al asignar RR = RL =
RN = 0,5b y al utilizar los parámetros de la ecuación (3.26), definidos según
la forma del robot de acuerdo con la tabla 3.2. Como se mencionó ante-
riormente, al utilizar RN = 0,5b se colocarán los acelerómetros para medir
(aR, aL) en la estructura de la plataforma sobre las ruedas del robot.
Con estas condiciones se resuelve (3.33) para las aceleraciones locales a y
α (con ac = a) al sustituir (3.26) en (3.33), tal y como se muestra en la
ecuación (3.34)
MGa =MRaR +Mcac +MLaL ⇒MGa− δMGa = γMG (aR + aL)
⇒ aMG = γ(1− δ)MG (aR + aL)⇒ a = λa (aR + aL)
IGα =MGRNγ (aR − aL)
⇒ α = MGRN
IG
γ (aR − aL)⇒ α = λαγ (aR − aL)
∴ a = λa (aR + aL) , α = λαγ (aR − aL)
(3.34)
Estas aceleraciones sirven como entrada a los modelos (3.23) y (3.24) ante-
riormente descritos, los cuales son utilizados en el proceso de estimación de
la postura. Estos modelos (versión tres partículas) se seleccionan para los
filtros de localización cooperativa de grupos de robots al ser más generales
que la versión de dos partículas, pudiendo utilizarse el mismo modelo para
las distintas plataformas que conforman un grupo de robots heterogéneos.
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Descritos los modelos para el robot diferencial se procede con la obtención
de los modelos para el robot en configuración Ackerman.
3.2 Robot móvil en configuración Ackerman
Un robot en configuración Ackerman consiste en un cuerpo rígido con centro
de masa y gravedad P0, radio de rotación RG, masa MG y un momento de
inercia IG con dos ruedas traseras no deformables y no orientables (fijas)
separadas una distancia b entre ellas y a una distancia l de dos ruedas de-
lanteras orientables (también a una distancia b entre ellas) tal y como se
muestra en las figuras 3.5 y 3.6. La dirección Ackerman modifica la orienta-
ción de las ruedas delanteras de tal forma que, a bajas velocidades, todas las
ruedas cumplen con la condición de rodamiento puro sin deslizamiento late-
ral [168]. Esto se produce debido a que, a baja velocidad, cada rueda sigue
una trayectoria curva con radios distintos pero con un centro instantáneo de
rotación común Cr (Fig. 3.1). Esta configuración se analiza utilizando el mo-
delo de la bicicleta ([168], [139]) suponiendo que el movimiento se restringe a
un plano horizontal. Con esto, se utiliza el promedio φ de los ángulos de las
ruedas frontales (φi, φo) y las ruedas traseras se consideran como una rueda
equivalente en donde se aplica la fuerza del motor.
A diferencia del caso diferencial, los de configuración Ackerman pueden ir
a una velocidad en la cual se presente deslizamiento, por lo que será con-
siderado en el modelo, a menos que se garantice una velocidad baja en la
plataforma según las condiciones establecidas en [139]. Se analiza la cine-
mática y dinámica de este robot para obtener el modelo del robot que se
utilizará en los filtros de fusión.
3.2.1 Modelo cinemático
El modelo cinemático de esta configuración representa la evolución de las ve-
locidades del robot en un marco inercial fijo. La postura del robot se define
mediante las coordenadas del punto P0 = (x, y) y el ángulo de avance θ en
el marco de referencia global (XG,YG) en la figura 3.5. Conociendo las veloci-
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(c) Cinemática del Modelo de la Bicicleta equivalente [168]
Figura 3.5: Cinemática de un robot en configuración Ackerman
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dades lineales y angulares (v y ω) en el marco de referencia local (XL,YL),la
velocidad global del robot se define según la ecuación (3.35).
 x˙y˙
θ˙
 =
 cos θ − sin θ 0sin θ cos θ 0
0 0 1

 vxvy
ω
 (3.35)
Siguiendo un procedimiento similar al descrito para el caso del robot diferen-
cial, se discretiza e integra recursivamente (3.35) con el tiempo de muestreo
Ts para obtener la postura global del robot L en (3.36).
Lk =
xkyk
θk
 =
xy
θ

k−1
+ Ts
cos θk−1 − sin θk−1 0sin θk−1 cos θk−1 0
0 0 1

vxvy
ω

k−1
(3.36)
Durante el movimiento de rotación del robot (cuando sigue una trayecto-
ria circular) y debido al deslizamiento del mismo, el robot se encuentra en
traslación y en rotación simultáneas. Para describir este comportamiento de
la aceleración a se obtienen sus componentes ax, ay del centro de gravedad
P0 utilizando las aceleraciones normal y tangencial (an,at), mostradas en la
figura 3.5(c), mediante el procedimiento descrito en [168].
El componente tangencial at tiene la misma dirección que la velocidad resul-
tante v del centro de gravedad, la cual se encuentra a un ángulo β del eje
de avance XL tal y como se muestra en la figura 3.5(c). Este ángulo β se co-
noce como el ángulo de deslizamiento lateral del vehículo. Las aceleraciones
tangencial at y normal an se descomponen según los ejes locales tal y como
se muestra en la ecuación (3.37).
at =
{
v˙x Eje XL
v˙y Eje YL
an =
{
− (v2/R) sin β = −vω · sin β = −vyω Eje XL(
v2
/
R
)
cos β = vω · cos β = vxω Eje YL
(3.37)
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De esta forma, los componentes ax, ay de la aceleración a se definen al
agrupar en los ejes locales (XL,YL) los términos de las aceleraciones an y at
[168] tal y como se muestra en la ecuación (3.38).
ax = v˙x − vyω
ay = v˙y + vxω
(3.38)
Finalmente, se observa en la ecuación (3.39) la relación cinemática entre el
ángulo de la dirección Ackerman φ y el ángulo de avance del robot ω.
ω = (vx tanφ)/l (3.39)
Con esto se procede al análisis de la dinámica del robot.
3.2.2 Modelo dinámico
Este modelo representa la evolución de las aceleración linear y angular del
robot (ax,ay,α) en términos de las fuerzas que han sido aplicadas por los
motores en las ruedas frontal Ff y trasera Fr y el par angular τ . De forma
similar al caso diferencial, los modelos en la literatura ([164], [174], [43], [4]
y [130]) describen la dinámica en los ejes globales, por lo que nuevamente se
requiere aplicar el análisis por partículas dinámicamente equivalentes para
obtener los modelos a utilizar en los filtros de fusión.
En este caso se utilizará el caso de tres partículas. El cuerpo rígido del robot
Ackerman (masa MG, momento de inercia IG) se estudia como un sistema
dinámicamente equivalente formado por tres partículas con masa Mr, Mc y
Mf unidas por dos barras (conectores) sin masa, de longitud constante Rr
y Rf tal y como se muestra en la figura 3.6. Nuevamente, las condiciones
expuestas en [14] se deben aplicar:
Conservación de la masa: MG =Mf +Mc +Mr
Conservación del centro de masa: MfRf =MrRr
Conservación del momento de inercia: MfR2f +MrR
2
r = IG
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Con estas condiciones se despejarán las masas del sistema equivalente (si-
guiendo una demostración similar a la ecuación (3.25)) mostradas en la
ecuación (3.40).
Mf =
IG
Rf (Rf +Rr)
,Mr =
IG
Rr (Rf +Rr)
,Mc =MG −
(
IG
RfRr
)
(3.40)
Las distancias, al ser un modelo de 3 partículas equivalentes, pueden ser
asignadas a conveniencia. Por simplicidad se asignan para que sean iguales
entre sí por lo que Rf = Rr = RN ; con esto se reduce (3.40) a (3.41) en
donde las masas Mf y Mr son proporcionales a la masa total MG, lo que se
expresa mediante la constante γ (0 ≤ γ < 1), y de la misma forma Mc es
proporcional aMG expresado por la constante δ (0 ≤ δ < 1). Adicionalmente
se definen dos constantes, λa utilizando γ y δ, y λα mediante MG, RN e IG.
Mf =Mr = IG2R2
N
= γMG, λa =
γ
1−δ
Mc =MG −
(
IG
R2
N
)
= δMG, λα = MGRNIG
(3.41)
En el caso de los robots de configuración Ackerman, la gran mayoría son de
forma rectangular (con longitud c y ancho b), por lo que, para este caso, se
utilizará Rf = lf = Rr = lr = 0,5l según la figura 3.6. De esta forma, se obtie-
nen los parámetros (siguiendo una demostración similar a la ecuación (3.29))
al sustituir IG = 112
(
b2 + c2
)
MG en (3.41) asignando RN = 0,5l = 0,5c.
Con esto, se muestran los parámetros en la ecuación (3.42). Esta deducción
de los parámetros se puede hacer de forma exacta para otras formas de la
plataforma si se posee la ecuación de IG o bien numéricamente según las
características físicas de la misma (MG, IG, Rf , Rr).
IG = 112MG
(
b2 + c2
)
, γ = 16
(
1 + (b/c)2
)
δ =
(
1− 1+(b/c)23
)
, λα = 6c(1+(b/c)2)
λa = 0,5, λαγ = 1/c
(3.42)
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Figura 3.6: Dinámica de un robot en configuración Ackerman como un cuerpo rígido y
como un sistema de tres partículas equivalente
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Para obtener el modelo dinámico se aplica la segunda ley de Newton al cuerpo
rígido y al sistema de partículas mostrado en la figura 3.6 para obtener (3.43)
y (3.44).
ΣFx = (Fxf cosφ− Fyf sinφ) + Fxr =MGax
ΣFy = (Fyf cosφ+ Fxf sinφ) + Fyr =MGay
Στ = lf (Fyf cosφ+ Fxf sinφ)− lrFyr = IGα
(3.43)
ΣFx = (Fxf cosφ− Fyf sinφ) + Fxr =Mfaf,x +Mcac,x +Mrar,x
ΣFy = (Fyf cosφ+ Fxf sinφ) + Fyr =Mfaf,y +Mcac,y +Mrar,y
Στ = Rf (Fyf cosφ+ Fxf sinφ)−RrFyr = RfMfaf,y −RrMrar,y
(3.44)
Aplicando el principio de D’Alembert a (3.43) y (3.44) se obtienen (3.45) y
(3.46) respectivamente.
MGax − (Fxf cosφ− Fyf sinφ+ Fxr) = 0
MGay − (Fyf cosφ+ Fxf sinφ+ Fyr) = 0
IGα− (lfFyf cosφ+ lfFxf sinφ− lrFyr) = 0
(3.45)
Mfaf,x +Mcac,x +Mrar,x − (Fxf cosφ− Fyf sinφ+ Fxr) = 0
Mfaf,y +Mcac,y +Mrar,y − (Fyf cosφ+ Fxf sinφ+ Fyr) = 0
(RfMfaf,y −RrMrar,y)− (RfFyf cosφ+RfFxf sinφ−RrFyr)=0
(3.46)
Al igualar (3.45) y (3.46) se obtiene (3.47).
MGax =Mfaf,x +Mcac,x +Mrar,x
MGay =Mfaf,y +Mcac,y +Mrar,y
IGα = (RfMfaf,y −RrMrar,y)⇔ Rf = lf , Rr = lr
(3.47)
Se observa de la ecuación (3.47) que el cuerpo rígido y el sistema de partícu-
las son dinámicamente equivalentes al utilizar los parámetros de la ecuación
55
Capítulo 3. Modelado cinemático y dinámico de robots móviles
(3.42) y cuando Rf = lf , Rr = lr. Como se mencionó anteriormente se utiliza-
rá Rf = lf = Rr = lr = 0,5l para el sistema equivalente del robot Ackerman
(esta es la distancia a la que se colocarán los acelerómetros, en el centro
de los ejes de la plataforma). Utilizando estas condiciones se resuelve para
las aceleraciones locales ax, ay y α (con ac = a) tal y como se muestra en
la ecuación (3.48). Éstas resultan ser similares al caso diferencial (ecuación
(3.34)) pero con deslizamiento.
MGax−δMGax = γMG (af,x+ar,x)⇒ ax = γ1−δ (af,x+ar,x) = λa (af,x+ar,x)
MGay−δMGay = γMG (af,y+ar,y)⇒ ay = γ1−δ (af,y+ar,y) = λa (af,y+ar,y)
α =
γMG
IG
(Rfaf,y−Rrar,y) = γMG
IG
RN (af,y−ar,y) = λαγ (af,y−ar,y)
∴ ax = λa (af,x + ar,x) , ay = λa (af,y + ar,y) , α = λαγ (af,y − ar,y)
(3.48)
Ahora bien, estas aceleraciones (3.48) se sustituyen en (3.38) para tomar en
cuenta los componentes de la aceleración normal, tal y como se muestra en
la ecuación (3.49).
v˙x = vyω + λa (af,x + ar,x) = vyω + λau1
v˙y = −vxω + λa (af,y + ar,y) = −vxω + λau2
ω˙ = λαγ (af,y − ar,y) = λαγu3
(3.49)
La ecuación (3.49) corresponde al modelo dinámico local en el que se han de-
finido las entradas u1, u2, u3 como los respectivos términos de la aceleraciones
de entrada en las ecuaciones de vx, vy, ω˙ para facilitar la notación. Se observa
que el modelo (3.49) del robot Ackerman con deslizamiento, corresponde a
un modelo no lineal, con lo que resulta conveniente aproximar la solución
de la integral discreta mediante el método numérico de Euler, pudiendo uti-
lizarse otros métodos numéricos o resolver la integral exacta (siguiendo un
procedimiento similar a la cinemática diferencial) si se desea más precisión
o se disponen de más recursos en la plataforma. De esta forma, obteniendo
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la discretización mediante el método de Euler, el modelo dinámico del robot
se obtiene en (3.50).
 vxvy
ω

k
=
 vxvy
ω

k−1
+ Ts
 vyω + λau1−vxω + λau2
λαγu3

k−1
(3.50)
Al sustituir (3.50) como entradas de (3.36) se obtiene el modelo dinámico
global del robot tal y como se muestra en (3.51).

x
y
θ
vx
vy
ω

k
=

x
y
θ
vx
vy
ω

k−1
+ Ts

vx cos θ − vy sin θ
vx sin θ + vy cos θ
ω
vyω + λau1
−vxω + λau2
λαγu3

k−1
(3.51)
Por último, en caso de que el robot viaje a baja velocidad, se puede apro-
vechar la condición de no deslizamiento vy ≈ 0 ( [139], [168]) para obtener
los modelos local y global simplificados, tal y como se muestra en (3.52) y
(3.53).
[
vx
ω
]
k
=
[
vx
ω
]
k−1
+ Ts
[
λau1
λαγu3
]
k−1
(3.52)

x
y
θ
vx
ω

k
=

x
y
θ
vx
ω

k−1
+ Ts

vx cos θ
vx sin θ
ω
λau1
λαγu3

k−1
(3.53)
Los modelos (3.36), (3.48) y de (3.50) a (3.53) serán utilizados en conjunto
con el método de fusión sensorial para estimar la postura del robot, tal y
como se mostrará en el capítulo 5.
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3.3 Modelo dinámico de los motores
En caso de no disponer de acelerómetros en la plataforma, se puede identi-
ficar un modelo para las velocidades de las ruedas del motor y calcular su
derivada para obtener una aproximación de la aceleración lineal o angular de
cada rueda. Estos modelos pueden ser utilizados como entrada a los modelos
basados en el sistema de partículas ((3.22),(3.34) y (3.52)) los cuales a su
vez funcionan como entrada del modelo dinámico local (3.23) o global (3.24)
para el robot diferencial o en el modelo del caso sin deslizamiento del robot
Ackerman (3.53). Este tipo de modelos son comunes y suelen obtenerse para
realizar el diseño del controlador PID de regulación de velocidad de los mo-
tores. En general se utilizan una serie de escalones positivos y negativos en
la acción de control con el fin de obtener la función de transferencia de bucle
abierto del motor del robot. A manera de ejemplo se utilizará el modelo de
velocidad de la ecuación (3.54) el cual es obtenido para los motores DC de un
robot diferencial construido utilizando la plataforma LEGO MINDSTORMS
NXT, tal y como se detalla en el apéndice A.
GgMA =
0,1276
0,1235 s+ 1
(3.54)
Para determinar la aceleración de las ruedas se deriva la ecuación (3.54) para
obtener (3.55).
GgAcc =
accRueda
Vcontrol
=
0,1276 s
0,1235 s+ 1
(3.55)
Este modelo relaciona la acción de control Vcontrol con la aceleración de
la rueda accRueda. Se discretiza (3.55) con un periodo de muestreo Ts =
50ms con lo que se obtiene (3.56). Ésta se escribe en forma de ecuación en
diferencias en (3.57) lo que facilita su implementación dentro del robot.
GgAcc (z) =
1,033z − 1,033
z − 0,6671 =
1,033− 1,033z−1
1− 0,6671z−1 (3.56)
aR,k = 1,033Vc,k − 1,033Vc,k−1 + 0,6671aR,k−1 (3.57)
Con los modelos propuestos para las distintas plataformas se procede en
el siguiente capítulo con la selección del método de fusión a utilizar en la
definición de los algoritmos de fusión basados en eventos del capítulo 5.
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3.4 Conclusiones del Capítulo
En el presente capítulo se obtuvieron diversos modelos cinemáticos y diná-
micos para un robot móvil en configuración diferencial y Ackerman:
Se obtuvieron tres versiones del modelo cinemático del robot diferencial
(ecuaciones (3.10), (3.11) y (3.12)), las cuales se utilizan de acuerdo a
los recursos computacionales disponibles en la unidad de control del
robot.
Se desarrollaron los modelos dinámicos basados en sistemas de par-
tículas dinámicamente equivalentes para un robot móvil en configu-
ración diferencial (ecuaciones (3.22),(3.34)) y Ackerman (ecuaciones
(3.48),(3.49)), de aplicación sencilla a sistemas de recursos limitados,
ya que permiten obtener la dinámica del robot al utilizar únicamente
acelerómetros colocados en la posición adecuada sobre la plataforma, o
bien mediante un modelo dinámico identificado del movimiento de los
motores del robot (ecuaciones (3.55),(3.57)).
Los parámetros de los modelos obtenidos (tablas 3.1 y 3.2, ecuación
(3.42)) pueden ser obtenidos de forma exacta para múltiples platafor-
mas móviles si se conocen con precisión los valores de MG (masa), IG
(momento de inercia) y la distancia RN (entre las ruedas del robot)
según su forma geométrica. Estos parámetros también pueden determi-
narse experimentalmente, o bien mediante un modelo CAD del robot
(en SolidworksR© o similar). Esto resulta conveniente en caso de tener
que realizar modificaciones físicas a la plataforma o cuando su forma
física es compleja.
Por último, los modelos dinámicos obtenidos se utilizan como entrada
de los modelos cinemáticos, con lo que se obtienen los modelos de la
postura del robot a utilizar en la fusión sensorial (ecuaciones (3.23),
(3.24), (3.50), (3.51), (3.52) y (3.53)). Estos modelos son fundamentales
en el desarrollo del método de fusión por eventos para plataformas de
recursos limitados, ya que permiten la estimación en cascada de la
postura del robot, tal y como se expone en el siguiente capítulo.
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4 | Estimación de Estados y
Fusión Sensorial
En el presente capítulo se realiza una descripción de los métodos existentes
en cuanto a estimación de estados en sistemas discretos, con el fin de seleccio-
nar un método adecuado para realizar la fusión sensorial para la mejora de
la localización de un robot móvil de recursos limitados. Se expone primera-
mente la notación básica utilizada en el capítulo así como una introducción
al problema de estimación. Posteriormente se describen las técnicas más re-
levantes en las categorías de observadores de estados y filtros de estimación,
tanto para sistemas lineales como no lineales. Con base en esta descripción se
procede a seleccionar la técnica de estimación que se utilizará en el capítulo
siguiente para definir los algoritmos de fusión basados en eventos.
4.1 Introducción y notación
Con el fin de controlar un proceso dinámico observable y controlable, con
estado xk que es afectado por el ruido wk, se requiere obtener las variables
de interés en el mismo al observar su salida yk utilizando un sensor, sujeto al
ruido de medición nk, que obtiene la medición zk de los estados a controlar.
De esta forma se establece el bucle o lazo de control mostrado en la figura 4.1
en donde el controlador buscará que el error ek, calculado como la diferencia
entre la referencia deseada rk y zk, sea nulo: ek = rk − zk = 0.
En el caso de no poder obtener la medición directa o indirecta de todos los
estados a controlar, se modifica el lazo de control con el fin de incluir un
estimador, tal y como se muestra en la figura 4.2. En general, los métodos
de estimación buscan obtener el valor de todos los estados de un sistema ob-
servable [151] o de ciertos estados de interés sin posibilidad de sensorización,
al utilizar las mediciones de las entradas uk y salidas del sistema medidas a
través de uno o varios sensores, zk. Además de las aplicaciones en control,
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Figura 4.1: Lazo de control realimentado
los estimadores pueden ser utilizados en tareas de identificación de sistemas,
así como en el monitoreo y detección de fallos en los mismos.
Para realizar la estimación se requiere conocer un modelo del sistema, aunque
algunos de estos métodos requieren además información sobre las propieda-
des estadísticas de los ruidos wk y nk. La estimación del estado se considera
óptima en caso de que el error de estimación (xk − xˆk) sea acotado o cero. El
estado estimado xˆk es utilizado en el controlador para minimizar ek mediante
la ley de control que se diseña según el proceso y estado a controlar.
Con el fin de simplificar la notación en el presente capítulo, los modelos de los
procesos a utilizar en los algoritmos se definen como lineales cuando pueden
escribirse tal y como se muestra en la ecuación (4.1), con el vector de entrada
uk ∈ ℜu, vector de medición zk ∈ ℜm y vector de estados xk ∈ ℜn además
de la matriz de estados Ak, de entradas Bk y de medición Hk (constantes
en caso de sistemas invariantes en el tiempo). Por el contrario, si el modelo
se puede representar mediante la ecuación (4.2) se considera un modelo no
lineal, en donde una función no lineal f se requiere para relacionar el estado
xk en el instante actual k con el estado en el instante anterior k − 1, y la
función no lineal h que relaciona xk con zk. En ambas ecuaciones se definen
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Figura 4.2: Lazo de control realimentado con estimador del estado
los términos wk, nk correspondientes al ruido del proceso y de la medición
respectivamente [151].
xk = Ak−1xk−1 +Bk−1uk−1 +wk−1
zk = Hkxk + nk
(4.1)
xk = f (xk−1,uk−1,wk−1)
zk = h (xk,nk)
(4.2)
Se exponen a continuación distintos métodos de estimación existentes así
como la elección del método a utilizar en la localización de robots móviles
de recursos limitados.
4.2 Observadores de estado
4.2.1 Sistemas Lineales
Este tipo de estimadores requieren únicamente información del modelo del
sistema observable para obtener xˆk, éste se considera un modelo no estocás-
tico del sistema, sin ruidos en el proceso o en la medición, por lo que se
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tendría por ejemplo zk = yk = Cxk en el caso lineal invariante en el tiempo
(LTI ), siendo C la matriz de salida del modelo del sistema. De esta forma,
se puede obtener la estimación del estado utilizando el modelo preciso del
sistema lineal al agregar un factor de corrección que tome en cuenta el error
de estimación a partir de la salida medida del sistema yk y la salida del esti-
mador yˆk = Cxˆk, ponderado mediante una matriz de gananciaKo tal y como
se muestra en la ecuación (4.3). Esta ecuación es conocida como observador
lineal de estado completo u observador de Luenberger. El desempeño del
observador se establece según la elección de Ko, la cual se realiza buscando
que la dinámica del error de estimación sea más rápida que la del sistema
mediante técnicas de ubicación de polos, de forma que xˆk alcance el valor
real de xk.
xˆk = Axˆk−1 +Buk−1 +Ko (yk−1 − Cxˆk) (4.3)
Cabe destacar que la matriz de ganancias Ko es constante en la mayoría
de diseños y calculada fuera de línea, por lo que, en general, no se pueden
ajustar dinámicamente en tiempo real, pero, por otra parte, esto disminuye
en gran medida el consumo de recursos computacionales (memoria y tiempo
de cómputo). Para realizar la fusión de distintos sensores, con el fin de esti-
mar el estado completo, se modifican las dimensiones correspondientes en la
salida, matriz C y ganancia Ko. Sin embargo, se observa que en el diseño de
este tipo de observadores no se toma en cuenta la precisión de cada sensor
durante el diseño o bien para el cálculo de la ganancia del observador. Esto
impediría, por ejemplo, dar más importancia en la fusión sensorial a uno u
otro sensor según sus características físicas.
4.2.2 Sistemas No Lineales
Para el caso de sistemas no lineales, se recurre a técnicas de Lyapunov para
sintetizar, según el modelo del sistema, un observador estable de forma que
se garantice que el error de estimación decaiga asintóticamente a cero [82,
22], o bien se utilizan observadores predefinidos (de los cuales se ha proba-
do previamente su estabilidad) si el modelo cumple con alguna estructura
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previamente estudiada (ver [21] para una amplia descripción de estos méto-
dos). Con la síntesis de los observadores no lineales se obtienen un conjunto
de ganancias Ko (las cuales suelen ser no lineales) para incorporar el error
de estimación (yk−1 − h(xˆk−1)) al modelo no lineal tal y como se muestra
en la ecuación (4.4), la cual se conoce como observador no lineal de estado
completo.
xˆk = f (xˆk−1, uk−1) +Ko (k, yk−1 − h(xˆk−1)) (4.4)
Ejemplos de síntesis de observadores no lineales se pueden encontrar en [82,
81, 65] con aplicaciones en estimación de la velocidad de un vehículo y para
localización y navegación inercial. Debido a que el diseño de observadores
está basado fuertemente en el modelo del sistema, se requiere en general
un modelo muy preciso del mismo siendo por lo general complejo y difícil
de parametrizar, principalmente en los casos de robots móviles navegando
en el entorno. Además, al requerir la utilización de técnicas de Lyapunov
para obtener la ganancia, se requiere un tiempo considerable en el diseño
del observador el cual además es poco flexible, ya que no se puede modificar
fácilmente en caso de alguna variación en el modelo o bien al agregar o retirar
un sensor, requiriendo repetir el diseño en estos casos.
Debido a esto, son técnicas de difícil aplicación a fusión sensorial además de
que no consideran ruidos en el proceso y medición durante el diseño y síntesis
del observador, por lo que se requiere comprobar la robustez del observador
en presencia de estas perturbaciones posterior a su diseño, pudiendo variar
según el comportamiento del sistema en el transcurso del tiempo. Aun así,
una vez superada la fase de diseño y tras obtener las ganancias del observador
(fuera de línea mediante Lyapunov), pueden obtenerse buenos resultados en
sistemas con niveles bajos de ruido, con la ventaja de tener una utilización de
recursos reducida, siempre que Ko sea constante o sin operaciones complejas.
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1) Proyectar el estado hacia adelante
2) Proyectar la covarianza del error hacia adelante
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Figura 4.3: Estructura Predicción/Corrección en el Filtro de Kalman [165]
4.3 Filtros para la estimación de estados
Los filtros aplicados a la estimación de estados son observadores que toman
en cuenta la presencia del ruido en el proceso wk y medición nk al conside-
rar un modelo estocástico del sistema (por ejemplo, las ecuaciones (4.1) y
(4.2)). De esta forma, los filtros de estimación requieren, además de diseñar
la ganancia Kk para incorporar el error de estimación, de un método para
administrar la forma en la que se agrega la información asociada a (wk, nk)
en el observador (mediante Kk), así como para estimar el efecto de (wk, nk)
en el sistema conforme éste evoluciona en el tiempo. La forma en la que se
realizan estas tareas difiere según el filtro de estimación, pero en general se
recurren a las herramientas provistas en la teoría de probabilidad y estadísti-
ca para describir las propiedades de (wk, nk) y a las técnicas de optimización
para obtener Kk de tal forma que se minimice un índice de desempeño [151].
Además, con el fin de obtener algoritmos computacionalmente eficientes, los
filtros se expresan como métodos recursivos para aprovechar la información
estimada en instantes anteriores, por lo que normalmente se dividen en las
etapas de predicción (a priori) en la que se utiliza el modelo para actualizar
la estimación en el tiempo (desde el instante anterior al actual) y la etapa
de corrección (a posteriori) que incorpora la medición de los sensores en la
estimación tal y como se muestra en la figura 4.3 [151, 21].
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4.3.1 Filtros de estimación para sistemas lineales
Para el desarrollo de los filtros de estimación es necesario conocer las propie-
dades estadísticas (valor esperado, varianza, covarianza, función de densidad
de probabilidad pdf, etc.) de una variable aleatoria X, éstas se resumen con-
venientemente en el apéndice B (un desarrollo más extenso puede consultarse
en [151]). Entre éstas propiedades conviene destacar la evolución en el tiem-
po de la media x¯k y la covarianza del estado xk, Pk, de un sistema lineal
[151]. La media se obtiene al obtener el valor esperado del modelo (4.1) tal
y como se muestra en la ecuación (4.5), en donde se considera que wk tiene
media cero.
xk = Ak−1xk−1 +Bk−1uk−1 + wk−1
⇒ E (xk) = x¯k = Ak−1x¯k−1 +Bk−1uk−1
(4.5)
Con este resultado se puede obtener la evolución de la covarianza Pk de xk
según se muestra en la ecuación (4.6), al utilizar la definición de covarianza
(ecuación (B.5), apéndice B) y considerando que el ruido wk es gaussiano y
blanco con covarianza Qk.
Pk = E
[
(xk − x¯k) (xk − x¯k)T
]
= Ak−1Pk−1ATk−1 +Qk−1
(4.6)
4.3.1.1 Filtro de Kalman (KF):
En el caso de sistemas lineales, el filtro de estimación por excelencia es el
filtro de Kalman (KF,figura 4.3) [91, 64, 165, 151], el cual busca estimar
el estado xk del sistema lineal (modelo (4.1)) considerando que tanto wk
como nk (ruido del proceso y medición) se pueden caracterizar mediante una
distribución de probabilidad independiente, blanca y normal (Gaussiana) con
media cero [151].
Para realizar la estimación, la información de la que se dispone correspon-
de a las matrices de covarianza Qk para wk y Rk para nk, las cuales son
variantes en el tiempo pero asumibles como constantes en ciertas condicio-
nes, además de las matrices A, B y H del modelo (4.1) (LTI ) junto con las
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entradas uk y mediciones zk realizadas. Con esto, el filtro debe obtener la
estimación del estado xˆ junto con la covarianza Pk del error de esta estima-
ción ǫx,k = (xk − xˆk). Para un sistema lineal [151], se inicia el algoritmo con
la actualización temporal (o predicción a priori), al calcular la evolución en
el tiempo de xˆk y Pk. Ésta se define recursivamente mediante la ecuación
(4.7) en la que se ha utilizado el modelo (4.1) para definir xˆ−k y para P
−
k se
emplea la ecuación (4.6) pero utilizando xˆ en lugar de x¯ (ver apéndice B y
[151]). Cabe destacar que el superíndice “−” indica la estimación a priori de
la variable.
xˆ−k = Axˆk−1 +Buk−1 + wk−1
P−k = E
[(
xk − xˆ−k
) (
xk − xˆ−k
)T ] = APk−1AT +Qk (4.7)
Para incorporar la información de la medición de los sensores en la etapa
a posteriori, el filtro de Kalman estimará xˆk según la ecuación recursiva
(4.8), en la cual xˆ−k se obtiene de la actualización temporal realizada con la
ecuación (4.7).
xˆk = xˆ−k +Kk
[
zk −Hxˆ−k
]
zk = Hkxk + nk
(4.8)
La obtención de la ganancia del filtro de Kalman Kk se realiza según un
criterio basado en el error de estimación ǫx,k = (xk − xˆk). Su valor esperado
E (ǫx,k) se obtiene en la ecuación (4.9) utilizando la ecuación (4.8).
E (ǫx,k) = E (xk − xˆk) = E (xk − xˆk−1 −Kk [zk −Hxˆk−1])
= E (ǫx,k−1 −Kk [Hxk + nk −Hxˆk−1])
= (I −KkH)E (ǫx,k−1)−KkE (nk)
(4.9)
En concreto, el filtro de Kalman obtiene una Kk que minimiza la suma de
las varianzas de los errores de estimación ǫx,k para cada estado (x1, . . . , xn)
en el instante k. De esta forma, se establece el índice de coste en la ecuación
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(4.10) en el que se sustituye la definición de Pk = E
(
ǫx,kǫ
T
x,k
)
.
Jk = E
(
[x1,k − xˆ1,k]2
)
+ . . .+ E
(
[xn,k − xˆn,k]2
)
= E
(
ǫ2x1,k + . . .+ ǫ
2
xn,k
)
= E
(
ǫTx,kǫx,k
)
= E
(
Tr
[
ǫx,kǫ
T
x,k
])
= TrPk
(4.10)
Para proceder con la optimización se desarrolla primeramente la covarianza
del error de estimación Pk según su definición y sustituyendo (ǫx,k) de (4.9)
tal como se muestra en la ecuación (4.11).
Pk = E
(
ǫx,kǫ
T
x,k
)
= E
{
[(I −KkH) ǫx,k−1 −Kknk] [(I −KkH) ǫx,k−1 −Kknk]T
}
= (I −KkH)E
(
ǫx,k−1ǫTx,k−1
)
(I −KkH)T
−KkE
(
nkǫ
T
x,k−1
)
(I −KkH)− (I −KkH)E
(
ǫx,k−1nTk
)
KTk
+KkE
(
nkn
T
k
)
KTk
(4.11)
Debido a que el ruido en el instante k no puede afectar la estimación en el
instante anterior k − 1, ǫx,k−1 y nk son independientes (no hay correlación
entre ambos términos). De esta forma E
(
nkǫ
T
x,k−1
)
= E (nk)E (ǫx,k−1) y
E
(
ǫx,k−1nTk
)
= E (ǫx,k−1)E (nk). Además, ambos términos son iguales a cero
debido a que el valor esperado de nk es E (nk) = 0 (ruido blanco normal
con media cero). De esta forma, la ecuación (4.11) se reduce a (4.12) en
donde además se sustituye la definición [151] de la matriz de covarianza
Rk = E
(
nkn
T
k
)
.
Pk = E
(
ǫx,kǫ
T
x,k
)
= (I −KkH)Pk−1 (I −KkH)T +KkRkKTk (4.12)
Se obtiene la ganancia del filtro de Kalman al sustituir (4.12) en (4.10). Con
esto se deriva el índice Jk y se iguala a cero para despejar laKk que minimiza
Jk. Al ser Pk una matriz de covarianzas tiene como propiedad ser simétrica y
definida positiva [151], por lo que se puede aplicar la regla de la cadena junto
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con la propiedad ∂∂X Tr
[
XYXT
]
= 2XY (si Y es simétrica) para obtener el
índice J˙k mostrado en la ecuación (4.13).
J˙k =
∂Jk
∂Kk
= 2 (I −KkH)Pk−1
(
−HT
)
+ 2KkRk = 0
= −2Pk−1HT + 2KkHPk−1HT + 2KkRk = 0
= −2Pk−1HT + 2Kk
(
HPk−1HT +Rk
)
= 0
⇒ Kk = Pk−1HT
(
HPk−1HT +Rk
)−1
∴ Kk = P−k H
T
(
HP−k H
T +Rk
)−1
(4.13)
Al obtener la segunda derivada J¨k respecto a Kk se comprueba que J¨k =
Mk =
(
HPk−1HT +Rk
)
> 0 al ser Mk definida positiva, por lo que la Kk
obtenida hace que Jk sea mínimo. Es posible simplificar la ecuación (4.12)
con el valor de la ganancia obtenido, obteniéndose una versión más compacta
[151] para calcular Pk, tal y como se muestra en la ecuación (4.14).
Pk = (I −KkH)Pk−1 (I −KkH)T +KkRkKTk
= (I −KkH)Pk−1
∴ Pk = (I −KkH)P−k
(4.14)
En resumen, el filtro de Kalman utiliza las ecuaciones (4.7),(4.8), (4.12) (o
(4.14)) y (4.13) para realizar la estimación del estado tomando en cuenta
la influencia del ruido en el sistema (wk, nk) de forma que se minimiza la
covarianza del error de estimación Pk. El procedimiento es el mismo en ca-
so de tener un sistema lineal variante en el tiempo sustituyendo en estas
ecuaciones las correspondientes matrices (A,B,H)k.
Por otra parte, en ciertos sistemas en donde se puede considerar que las ma-
trices (Ak, Hk, Qk, Rk) son invariantes en el tiempo, el cálculo de Kk puede
realizarse fuera de línea con el fin de obtener la ganancia en régimen per-
manente y ahorrar recursos computacionales al permitir la implementación
del filtro en sistemas con recursos muy limitados, ya que no se requeriría el
cálculo de matrices inversas (ecuación (4.13)) dentro de la unidad de control.
Esto, sin embargo, puede no ser conveniente en el caso de fusión sensorial
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en donde puede requerirse ajustar dinámicamente, durante el tiempo de eje-
cución del algoritmo, los valores de Rk según el tipo de sensor o la cantidad
disponible de los mismos; con lo que al depender Kk de Rk no puede reali-
zarse su cálculo fuera de línea, requiriendo obtener la inversa dentro de la
unidad de control.
El filtro de Kalman es la solución óptima en caso de que (wk, nk) se pue-
dan caracterizar mediante una distribución de probabilidad independiente,
blanca y normal (Gaussiana) con media cero [151]. Si (wk, nk) cumplen las
condiciones anteriores pero no son ruidos Gaussianos, el filtro de Kalman es
la mejor solución lineal posible en este problema (el KF es el filtro óptimo
lineal para realizar la combinación de mediciones) aunque podría darse el
caso de poder obtener un filtro no lineal con mejores resultados. Además, en
el caso donde alguno de los ruidos (wk, nk) sea coloreado o no independientes
(correlacionados entre sí), el filtro puede modificarse para tomar en cuenta
estas condiciones durante el diseño. Finalmente, existen aspectos a tomar
en cuenta al implementar este filtro, tales como la correcta inicialización de
(xk, Px) en el instante inicial, además de la precisión asociada a las variables
y al modelo. Debido a esto, las matrices (QR, RR) pueden ajustarse poste-
riormente, después de realizar el diseño inicial, para mejorar el desempeño
del filtro (de forma que se puedan considerar errores de modelado o iniciali-
zación) además de asignar la suficiente precisión a cada variable dentro de
la unidad de control.
Cabe destacar que, a pesar de que el KF es óptimo en cuanto a minimizar
error de estimación, no siempre es una solución conveniente para todos los
sistemas. Debido a esto, existen distintas variantes del KF adaptados según
cada situación (tipo de ruido, modelo parcial o desconocido, configuración
del bucle de control, sistemas continuos, restricciones en el estado etc. [151])
y tipo de unidad de control (recursos disponibles, precisión, memoria, proce-
sador, comunicaciones, etc.). Estas variantes se obtienen siguiendo el mismo
procedimiento expuesto en el caso del KF por el cual se conocen como filtros
de varianza mínima, debido a que minimizan la traza de la matriz de cova-
rianzas Pk establecida mediante un índice de coste similar al de la ecuación
(4.10).
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4.3.1.2 Filtro H∞
Existen también otros tipos de filtros para sistemas lineales que utilizan
otros índices de coste en lugar del de mínima varianza (ecuación (4.10))
aunque en general son obtenidos mediante un procedimiento similar al del KF
manteniendo la estructura de predicción/corrección (figura 4.3). Un ejemplo
es el filtro conocido como H∞, el cual busca minimizar el peor caso del error
de estimación (optimización minmax) y cuya obtención se puede realizar
mediante multiplicadores de Lagrange y teoría de juegos [151]. Los filtros
H∞ son diseñados para considerar tanto los posibles errores de modelado
(variaciones en las matrices (A,B,H)) como los errores en la caracterización
del ruido del proceso y la medida (errores en las matrices (Q,R)). De esta
forma se consideran filtros robustos a estas variaciones que son tomadas en
cuenta desde su diseño.
El filtro H∞ en particular, no realiza suposiciones en las características de
(wk, nk) por lo que es más general que el KF y aplicable en distintos tipos
de ruido (incluso sin información de los mismos). Sin embargo, su implemen-
tación puede ser compleja computacionalmente en algunos casos de fusión
sensorial ya que pueden requerirse múltiples inversiones de matrices en tiem-
po real, requiriendo más tiempo de procesador y memoria que el KF. Además
el desempeño de este filtro es muy sensible al ajuste de sus parámetros, re-
quiriendo mayor tiempo en el diseño de los mismos con el fin de garantizar
un comportamiento adecuado. Finalmente, cabe mencionar que existen dis-
tintas combinaciones entre el KF/H∞ que pueden establecerse con el fin de
obtener los beneficios de ambas estrategias, al utilizar un índice de coste
combinado entre minimizar Pk y minimizar el peor error de estimación o
bien mediante una combinación lineal de las ganancias de ambos algoritmos,
con el respectivo incremento en la complejidad computacional que conlleva
ejecutar dos filtros de forma simultánea.
En el caso de sistemas no lineales, los filtros lineales descritos pueden adap-
tarse con el fin de solucionar el problema de estimación tal y como se describe
a continuación.
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4.3.2 Filtros de estimación para sistemas no lineales
A diferencia del caso lineal, la teoría asociada a los filtros en sistemas no
lineales es compleja y aun en desarrollo, existiendo muy pocas soluciones
exactas al problema de estimación que solo pueden aplicarse en un rango
muy limitado de sistemas [8], por lo que es un área de constante desarrollo
donde actualmente predominan soluciones aproximadas y subóptimas pero
aplicables a gran cantidad de procesos [151, 124, 104, 110].
Para sistemas no lineales (ecuación (4.2)) no se tiene una solución exacta y
general (aplicable a múltiples sistemas [8]) que describa la transformación
de la densidad pdf a través del sistema no lineal o la evolución de la cova-
rianza del error de estimación Pk, tal como se realiza en los sistemas lineales
(ecuación (4.7)). De esta forma, para describir la evolución de Pk en el tiem-
po así como su modificación debido a la incorporación de la medición de
los sensores, se recurre en la mayoría de los casos a aproximaciones, ya sea
mediante linealizaciones en el modelo y adaptaciones de los filtros lineales,
o bien mediante aproximaciones de la función de densidad de probabilidad
pdf del sistema no lineal, de las cuales se puede obtener y actualizar Pk (ver
descripción detallada en [151, 8]).
Se exponen a continuación los métodos más relevantes en filtros de estimación
no lineal, los cuales consisten en las extensiones de filtros lineales (Kalman y
H∞ [151]) y en los métodos de transformación de la densidad pdf del estado
no lineal, tanto asumiendo distribución gaussiana (filtros con transformadas
Uncented [87, 90] y Cubature [8, 9]) como sin restricciones en la pdf (filtros
de partículas [97]).
4.3.2.1 Filtro Extendido de Kalman (EKF):
Una de las primeras formas en las que se puede afrontar la estimación de un
sistema no lineal es utilizar una aproximación de su modelo al linealizarlo
mediante series de Taylor, con el fin de utilizar el mismo desarrollo realizado
para el filtro de Kalman lineal con sus respectivas ecuaciones. Por ejemplo,
para una función vectorial no lineal f (·) aplicada a la variable escalar x que
tiene como punto de operación nominal x¯ (punto de linealización), al definir
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x˜ = (x− x¯) su expansión en series de Taylor viene dada [151] por la ecuación
(4.15).
f (x) = f (x¯) +
∂f
∂x
∣∣∣∣
x¯
x˜+
1
2!
∂2f
∂x2
∣∣∣∣∣
x¯
x˜2 +
1
3!
∂3f
∂x3
∣∣∣∣∣
x¯
x˜3 + · · · (4.15)
Si se aplica la función a un vector de dimensión n, su expansión se define
como se muestra en la ecuación (4.16).
f (x) = f (x¯) +
(
x˜1
∂
∂x1
+ · · ·+ x˜n ∂
∂xn
)
f
∣∣∣∣
x¯
+
1
2!
(
x˜1
∂
∂x1
+ · · ·+ x˜n ∂
∂xn
)2
f
∣∣∣∣∣
x¯
+
1
3!
(
x˜1
∂
∂x1
+ · · ·+ x˜n ∂
∂xn
)3
f
∣∣∣∣∣
x¯
+ · · ·
(4.16)
Al definir el operador Dkx˜f se puede simplificar la ecuación (4.16) tal y como
se muestra en la ecuación (4.17).
∵ Dkx˜f =
(
n∑
i=1
x˜i
∂
∂xi
)k
f (x)
∣∣∣∣∣∣
x¯
∴ f (x) = f (x¯) +D1x˜f +
1
2!
D2x˜f +
1
3!
D3x˜f + · · ·
(4.17)
En general la aproximación se reduce al considerar únicamente el primer
término (primer momento o primer polinomio) D1x˜f , ya que en muchos casos
las derivadas de orden superior tienen valores numéricos pequeños. Este caso
se produce además cuando x se encuentra cerca de su punto de operación x˜.
Considerando estas situaciones, se realiza la linealización de f(x) utilizando
únicamente el primer polinomio de (4.17) según se muestra en la ecuación
(4.18).
f (x) ≈ f (x¯) +D1x˜f (4.18)
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Con esto se procede a realizar la linealización del modelo (4.2) alrededor del
punto de operación xˆ con wk = 0 y nk = 0, con lo que el modelo se reduce
a (4.19).
xk = f (xk−1, uk−1, 0)
zk = h (xk, 0)
(4.19)
Al aplicar la relación (4.18) a (4.19) se obtiene la linealización del modelo
en la ecuación (4.20) alrededor del punto de operación xˆ.
xk ≈ fk−1 (xˆk−1, uk−1, 0) + Ak−1 (xk−1 − xˆk−1) +Wk−1wk−1
zk ≈ h (xˆk, 0) +Hk (xk − xˆk) +Nknk
(4.20)
En donde las matrices del sistema se obtienen en cada instante k utilizando
la ecuación (4.21).
Ak =
∂f
∂x
∣∣∣∣
xˆk−1,uk−1,0
Hk =
∂h
∂x
∣∣∣∣
xˆk,0
Wk =
∂f
∂w
∣∣∣∣
xˆk−1,uk−1,0
Nk =
∂h
∂n
∣∣∣∣
xˆk,0
(4.21)
De esta forma se pueden utilizar las mismas ecuaciones para la ganancia
obtenidas en el caso lineal. El filtro extendido de Kalman se muestra en la
figura 4.4.
Al igual que para el caso lineal, se pueden obtener versiones adicionales del
EKF para el caso de sistemas continuos, o realizando modificaciones adicio-
nales para tomar en cuenta distintos tipos de ruido. De la misma forma, se
puede obtener una versión del H∞ para sistemas no lineales [132] utilizando
un procedimiento similar al EKF, por lo que se emplean las mismas ecuacio-
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1) Proyectar el estado hacia adelante
2) Proyectar la covarianza del error hacia adelante
1) Calcular la ganancia de Kalman
2) Actualizar la estimación con la medición
3) Actualizar la covarianza del error.
ACTUALIZAR TIEMPO (PREDICTOR)
ACTUALIZAR MEDICIÓN (CORRECTOR)
Estimación Inicial 1
ˆ
kx −
1kP −
Figura 4.4: Algoritmo del filtro de Kalman Extendido [151, 165].
nes del H∞ lineal junto con el modelo linealizado y las matrices de (4.21).
Cabe destacar además que existen versiones tanto del EKF como del H∞
que utilizan una linealización de segundo orden (hasta el segundo polinomio
de la aproximación de Taylor (ecuación (4.17))), aportando un poco más
de precisión a la estimación a cambio de un incremento en el coste compu-
tacional del filtro, al requerir el cálculo de múltiples matrices inversas. Si se
requiere más precisión, se recurre a los métodos de aproximación de la pdf
los cuales se describen a continuación.
4.3.2.2 Filtros con Aproximaciones de la Densidad pdf:
Debido a que el EKF utiliza una linealización de primer orden, la estimación
mediante este método puede estar sujeta a errores considerables en sistemas
con no linealidades considerables (o bruscas), que no son representadas de
forma adecuada mediante el primer término de la aproximación por series de
Taylor del sistema no lineal (ecuación (4.18)). De esta forma, para represen-
tar adecuadamente un sistema altamente no lineal, puede requerirse calcular
varios términos adicionales de la aproximación de Taylor para obtener una
precisión adecuada, lo que puede suponer un alto coste computacional. De-
bido a esto, surgen filtros de estimación que a diferencia del EKF toman
en consideración una aproximación más precisa del sistema y su covarianza
asociada (del error de estimación), sin requerir el uso de las aproximaciones
del modelo mediante series de Taylor.
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Con el fin de observar claramente la diferencia entre los planteamientos, se
puede utilizar el promedio y la covarianza de una transformación (función o
modelo) no lineal y = h(x). Para esto se obtiene su aproximación en series
de Taylor al utilizar la ecuación (4.17), tal y como se muestra en la ecuación
(4.22), recordando que x˜ = (x− x¯).
y = h(x)
= h (x¯) +D1x˜h+
1
2!
D2x˜h+
1
3!
D3x˜h+ · · ·
(4.22)
De esta forma, se obtiene la media al obtener el valor esperado de (4.22) tal
y como se muestra en la ecuación (4.23).
y¯ = h (x¯) + E
[
D1x˜h+
1
2!
D2x˜h+
1
3!
D3x˜h+ · · ·
]
= h (x¯) + E
(
D1x˜h
)
+
1
2!
E
(
D2x˜h
)
+
1
3!
E
(
D3x˜h
)
+ E [· · · ]
(4.23)
Esta ecuación se reduce al considerar el hecho de, por definición [151], para
una variable aleatoria con pdf simétrica y media cero, todos sus momentos
impares tienen un valor esperado nulo, por lo que (4.23) se reduce a (4.24).
y¯ = h (x¯) +
1
2!
E
(
D2x˜h
)
+
1
4!
E
(
D4x˜h
)
+ E [· · · ] (4.24)
Con y¯ se puede obtener la respectiva covarianza Py , para esto primeramente
se obtiene (y − y¯) tal y como se muestra en la ecuación (4.25).
y − y¯ =
[
h (x¯) +D1x˜h+
1
2!
D2x˜h+
1
3!
D3x˜h+ · · ·
]
−
[
h (x¯) +
1
2!
E
(
D2x˜h
)
+
1
4!
E
(
D4x˜h
)
+ E [· · · ]
]
⇒ y − y¯ =
[
D1x˜h+
1
2!
D2x˜h+
1
3!
D3x˜h+ · · ·
]
−
[
1
2!
E
(
D2x˜h
)
+
1
4!
E
(
D4x˜h
)
+ · · ·
]
(4.25)
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Utilizando la definición de covarianza (ecuación (B.5), apéndice B) se obtiene
Py según se muestra en la ecuación (4.26)
Py = E
[
(y − y¯) (y − y¯)T
]
= E
[
D1x˜h
(
D1x˜h
)T ]
+ E
[
1
3!
D1x˜h
(
D3x˜h
)T
+
1
2!2!
D2x˜h
(
D2x˜h
)T
+
1
3!
D3x˜h
(
D1x˜h
)T ]
+ E
[
1
2!
D2x˜h
]
E
[
1
2!
D2x˜h
]T
+ · · ·
(4.26)
El primer término E
[
D1x˜h
(
D1x˜h
)T ] puede reescribirse al sustituir la defini-
ción del operador en la ecuación (4.17) tal y como se muestra en la ecuación
(4.27).
E
[
D1x˜h
(
D1x˜h
)T ]
= E
( n∑
i=1
x˜i
∂h
∂xi
∣∣∣∣
x=x¯
) n∑
j=1
x˜j
∂h
∂xj
∣∣∣∣∣
x=x¯
T

= E
[
n∑
i=1
x˜i
∂h
∂xi
∣∣∣∣
x=x¯
∂hT
∂xj
∣∣∣∣∣
x=x¯
x˜j
]
=
∑
i,j
HiE [x˜ix˜j ]HTj =
∑
i,j
HiPijH
T
j = HPH
T
(4.27)
De esta forma, al sustituir la ecuación (4.27) en (4.26) se obtiene la expresión
para Py, según se describe en la ecuación (4.28).
Py = HPHT + E
[
1
3!
D1x˜h
(
D3x˜h
)T
+
1
2!2!
D2x˜h
(
D2x˜h
)T
+
1
3!
D3x˜h
(
D1x˜h
)T ]
+ E
[
1
2!
D2x˜h
]
E
[
1
2!
D2x˜h
]T
+ · · ·
(4.28)
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Al comparar la evolución de la covarianza Py con la definida en el EKF
(ecuación (4.7) junto con la aproximación de (4.21)) en donde para el estado
se definía Pk = Ak−1Pk−1ATk−1 + Qk−1 (utilizando Wk igual a la matriz
identidad en la ecuación (4.21)), se observa que el EKF únicamente utiliza
el primer término de la aproximación de Py (obtenida mediante series de
Taylor), dejando una gran cantidad de términos sin considerar a la hora de
realizar el cálculo. Nuevamente, el uso de la linealización de primer orden
tanto del estado como de la covarianza puede no ser adecuada en sistemas
altamente no lineales donde deberían utilizarse varios términos adicionales
de la aproximación. Esto sin embargo tiene el gran inconveniente de producir
un incremento considerable en el coste computacional del filtro (por ejemplo
en el EKF de segundo orden), al requerir calcular múltiples matrices inversas
según en número de polinomios utilizados en la aproximación de Taylor.
Por esta razón surgen nuevos métodos que buscan formas alternativas de ob-
tener una precisión adecuada (sobre el tercer polinomio de la aproximación
de Taylor) pero que no requieran utilizar el procedimiento de linealización
aplicado al modelo (procedimiento seguido para obtener la ecuación (4.28)).
Bajo la premisa de que es más sencillo aproximar la densidad pdf de una
función no lineal y = h(x) que realizar su aproximación mediante series de
Taylor con precisión adecuada, surge el método denominado como transfor-
mada Unscented (UT ) [88, 89, 87, 90, 151, 162]. Para realizar la aproximación
de la función de densidad pdf se utilizan un conjunto de puntos, ya que es
menos costoso realizar la transformación no lineal y sobre un punto x (un
estado del sistema por ejemplo) que sobre toda la función pdf.
De esta forma, se debe realizar una selección de puntos, denominados puntos
sigma χ(i), a los cuales se les aplica la función no lineal y = h(χ(i)) (modelo
del sistema) para, a partir de su transformación, aproximar la media y la
covarianza de la densidad pdf. Ante este planteamiento surge la cuestión de
cómo seleccionar los puntos sigma. En el caso de la transformada Unscented,
se eligen de forma que la media y covarianza compuesta (obtenida utilizando
los puntos χ(i)) sean iguales a la x¯ y P iniciales del vector de estados x (vector
columna, a priori) de dimensión n (orden del sistema, cantidad de estados
independientes; no confundir con el ruido de medición nk). De esta forma,
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la UT define 2n puntos sigma a partir de x con media x¯ y covarianza P
conocidas, según la ecuación (4.29) [87, 151].
χ(i) = x¯+ P˜(i) i = 1, · · ·n, n+ 1, · · · , 2n
P˜(i) =
(√
nP
)
(i)
i = 1, · · · , n
P˜(n+i) = −
(√
nP
)
(i)
i = 1, · · · , n
(4.29)
En donde
√
nP (i) es la i-ésima columna de la raíz cuadrada matricial de nP ,
definida de tal forma que
(√
nP
)T√
nP = nP . De esta forma, al aplicar
la función no lineal y a los puntos sigma, se utiliza el resultado (los χ(i)
transformados) para realizar una combinación lineal ponderada, que permite
obtener una buena estimación de la media y¯u y covarianza Py,u real de la
función no lineal y tal y como se define en la ecuación (4.30).
y(i) = h
(
χ(i)
)
, i = 1, · · · , 2n
y¯u =
2n∑
i=1
W(i)y(i) =
1
2n
2n∑
i=1
y(i)
Py,u =
2n∑
i=1
W(i)
(
y(i) − y¯u
)(
y(i) − y¯u
)T
=
1
2n
2n∑
i=1
(
y(i) − y¯u
)(
y(i) − y¯u
)T
(4.30)
En esta ecuación se ha definido el factor de ponderación W(i) como una
constante W(i) = 1/(2n) para i = 1, · · · , 2n, por lo que los puntos sigma se
han ponderado igualitariamente para obtener y¯u y Py,u.
Al sustituir la aproximación en series de Taylor de la ecuación (4.23) en
(4.30) se puede seguir un procedimiento similar al realizado para obtener las
ecuaciones de la media y covarianza con la aproximación en series de Taylor
(ecuaciones (4.24) y (4.28)). Este desarrollo demuestra que al utilizar la UT
(ecuaciones (4.29) y (4.30)) se logra aproximar y¯u y Py,u con una precisión de
hasta el tercer polinomio de la expansión en series de Taylor (ver desarrollo
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Figura 4.5: Propagación de la media y la covarianza en la Transformada Unscented
[162].
en [151]). Con esto, al comparar con la aproximación que realiza el EKF,
que solo tiene precisión de hasta el primer término de la serie de Taylor,
se observa un incremento considerable en la precisión al utilizar la UT, sin
la desventaja de requerir calcular múltiples matrices inversas ni tener que
realizar la linealización mediante series de Taylor. Sin embargo, la UT tiene
la desventaja de requerir el cálculo de la raíz cuadrada matricial de nP ,
la matriz de covarianza del error de estimación. Esta
√
nP puede requerir
recursos computacionales considerables dependiendo del orden del sistema,
por lo que puede no ser implementable en determinadas unidades de control.
Una comparación entre los métodos de linealización de primer orden (utili-
zado por el EKF) y la transformada Unscented se muestra en las figuras 4.5
y 4.6. La figura 4.5 resume la propagación de la media y la covarianza para
el método de linealización y para la UT. En la figura 4.6 se muestra la obten-
ción de la media y¯ y covarianza Py de una transformación de coordenadas
no lineal (polar a cartesiana, y1 = rcosθ,y21 = rsinθ) obtenida a partir de
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Figura 4.6: Comparación entre el método de linealización y la Transformada Unscented
para la obtención de y¯ y Py de una transformación de coordenadas [90, 151].
una prueba con 1500 puntos distribuidos uniformemente con σr = 0,015 y
σθ = 0,4. De esta figura se observa claramente como tanto la aproximación
de primer orden como la UT para y¯1 son iguales a la (y¯1) real (obtenida a
partir de las definiciones aplicadas al modelo [151])). Sin embargo, esto no
ocurre para y¯2 en donde la aproximación lineal tiene una diferencia porcen-
tual de 2,72% muy superior al de la aproximación realizada con la UT con
un 0,0024%. En cuanto a Py ambas aproximaciones tienen una amplitud
similar en y1 pero no en y2 donde la aproximación lineal no se aproxima a
la real, caso contrario a la obtenida con la UT.
82
4.3 Filtros para la estimación de estados
Aunque éste no es un ejemplo de estimación mediante filtros, muestra muy
claramente el error esperado al utilizar una u otra técnica de aproximación
(linealización o UT ) en sistemas altamente no lineales. Para el caso de filtros,
depende de otros factores, como el tiempo de muestreo aparte del tipo de no
linealidad del sistema. Debido a esto, tanto filtros basados en linealización
como en la UT podrían tener comportamientos similares en determinadas
aplicaciones, por lo que se podría determinar la utilización de una u otra
estrategia según la conveniencia de calcular la raíz matricial para la UT que
es computacionalmente costosa.
A pesar de esto, la UT resulta útil en casos altamente no lineales y en
donde la capacidad de cómputo no es limitada, con lo que se ha utilizado
para definir un filtro de estimación no lineal con la misma estructura de
predicción/corrección del KF, conocido como el filtro de Kalman Unscented
(UKF [90, 151]). De esta forma, para el modelo no lineal de la ecuación (4.2),
con xk = f (xk−1,uk−1,wk−1) y zk = h (xk,nk), al considerar que (wk, nk)
se caracterizan mediante una distribución de probabilidad independiente,
blanca y normal (Gaussiana) con media cero, con matrices de covarianza Qk
y Rk, se define el UKF a partir de la UT al considerar, en lugar de la media
x¯, el estado estimado xˆ, tal y como se describe a continuación.
Partiendo del estado y covarianza en el instante inicial k = 0, xˆk−1 = xˆ0 =
E[xo] y Pk−1 = E[(xo− xˆ0)(xo− xˆ0)T ], y considerando los factores de ponde-
raciónW(i) = 1/(2n) para i = 1, · · · , 2n, se ejecuta el UKF en dos etapas: ac-
tualización temporal y corrección con la medición. La actualización temporal
corresponde a siete pasos. Los primeros tres corresponden a la actualización
temporal del estado (al ser f(·) no lineal). Estos consisten en: generar los
puntos sigma xˆ(i)k−1 en la ecuación (4.31), propagar los puntos sigma a través
del modelo no lineal dada la entrada uk−1 según describe la ecuación (4.32)
y finalmente obtener el estado y su covarianza actualizadas en el tiempo de
acuerdo con la ecuación (4.33).
xˆ
(i)
k−1 = xˆk−1 + P˜(i) i = 1, · · ·n, n+ 1, · · · , 2n
P˜(i) =
(√
nPk−1
)
(i) i = 1, · · · , n
P˜(n+i) = −
(√
nPk−1
)
(i) i = 1, · · · , n
(4.31)
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xˆ
(i)
k = f
(
xˆ
(i)
k−1, uk−1
)
, i = 1, · · · , 2n (4.32)
xˆ−k =
2n∑
i=1
W(i)xˆ
(i)
k
P−k =
2n∑
i=1
W(i)
(
xˆ
(i)
k − xˆk
)(
xˆ
(i)
k − xˆk
)T
+Qk−1
(4.33)
Los segundos tres pasos son los correspondientes a la actualización temporal
de la medición (al ser h(·) no lineal), estos consisten en: generar los puntos
sigma xˆ(i)k en la ecuación (4.34), propagar los puntos sigma a través del
modelo no lineal de la medición según la ecuación (4.35) y finalmente obtener
la estimación de la medición y su covarianza actualizadas en el tiempo de
acuerdo con la ecuación (4.36)
xˆ
(i)
k = xˆk + P˜(i) i = 1, · · ·n, n+ 1, · · · , 2n
P˜(i) =
(√
nPk
)
(i) i = 1, · · · , n
P˜(n+i) = −
(√
nPk
)
(i) i = 1, · · · , n
(4.34)
zˆ
(i)
k = h
(
xˆ
(i)
k
)
, i = 1, · · · , 2n (4.35)
zˆk =
2n∑
i=1
W(i)zˆ
(i)
k
Pz =
2n∑
i=1
W(i)
(
zˆ
(i)
k − zˆk
)(
zˆ
(i)
k − zˆk
)T
+Rk−1
(4.36)
El último paso de la actualización temporal corresponde al cálculo de la
estimación de la covarianza cruzada entre xˆk y zˆk según la ecuación (4.37)
la cual se necesita para calcular la ganancia del filtro UKF.
Pxz =
2n∑
i=1
W(i)
(
xˆ
(i)
k − xˆ−k
)(
zˆ
(i)
k − zˆk
)T
(4.37)
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La corrección con la medición consta de dos pasos: obtener la ganancia del
filtro Kk en la ecuación (4.38) y finalmente obtener el estado estimado xˆk y
la covarianza Pk actualizadas utilizando la medición zk tal como se muestra
en la ecuación (4.39).
Kk = Pxz(Pz)
−1 (4.38)
xˆk = xˆ−k +Kk (zk − zˆk)
Pk = P−k −KkPzKTk
(4.39)
De esta forma, al ejecutar el filtro UKF con las ecuaciones de la (4.31) a
la (4.39), se logra obtener el estado del sistema xˆk y su covarianza Px. Esta
versión del UKF requiere el cálculo de dos raíces cuadradas matriciales en
(4.31) y (4.34) junto con una matriz inversa en (4.39), todas dependientes del
orden del sistema n (cantidad de estados a estimar) lo que supone un coste
computacional muy elevado al comparar con los métodos de linealización.
En algunos casos, el coste puede reducirse al omitir la ecuación (4.34) y
aprovechar los mismos puntos sigma generados con la ecuación (4.31) lo que
simplifica la ejecución del filtro pero disminuye su precisión. El desarrollo
presentado asume que el ruido entra al proceso y a la medición de forma
lineal. Si este no es el caso o bien, si se desea estimar la forma en la que el
ruido interactúa con el sistema, se realiza la estimación del estado ampliado
mostrado en la ecuación (4.40) y se inicializa el filtro según la ecuación (4.41).
De esta forma se utilizan las mismas ecuaciones propuestas pero eliminando
Qk−1 de (4.33) y Rk de (4.36) ya que son estimadas dentro del filtro. Este
UKF es más general pero incrementa el coste computacional ya que aumenta
la dimensión del filtro y por consiguiente la dificultad en calcular las raíces
matriciales y la inversa.
x
(a)
k =
[
x w n
]T
k
(4.40)
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xˆ
(a)
0 =
[
E (x0) 0 0
]T
k
P
(
0a) =
 (xo − xˆ0) (xo − xˆ0)
T 0 0
0 Q0 0
0 0 R0
 (4.41)
Cabe destacar que existen distintas variantes de la transformación Unscented
que permiten adecuar el filtro a distintas características, principalmente para
mejorar la estabilidad numérica en algunos sistemas. Entre éstas sobresale
una modificación al asignar los puntos sigma, en la cual se propone asignar
un punto adicional en xˆ(i)k−1 = xˆk−1 según la ecuación (4.42), siendo κ una
constante definida con cualquier valor real (que no anule el denominador) con
un valor recomendado en κ = 3−n para ruidos gaussianos. Esta modificación
logra minimizar el error hasta el cuarto polinomio de Taylor en algunos
sistemas. Utilizando la ecuación (4.42) junto con los factores de ponderación
definidos en la ecuación (4.43) se utilizan las mismas ecuaciones definidas
para el UKF tradicional pero realizando las sumatorias con el índice i = 0
para abarcar los 2n+ 1 puntos requeridos en esta versión.
xˆ
(0)
k−1 = xˆk−1
xˆ
(i)
k−1 = xˆk−1 + P˜(i)
i = 1, · · ·n, n+ 1, · · · , 2n
P˜(i) =
(√
(n+ κ)Pk−1
)
(i)
i = 1, · · · , n
P˜(n+i) = −
(√
(n+ κ)Pk−1
)
(i)
i = 1, · · · , n
(4.42)
W(0) = κ/(n+ κ)
W(i) = 1/2 (n+ κ) i = 1, · · · , 2n
(4.43)
Por último, es conveniente mencionar un desarrollo reciente que busca apro-
vechar nuevas técnicas de integración numérica conocido como el filtro de
Kalman Cubature (CKF) [8, 9, 132], con aplicación en problemas fusión sen-
sorial y en SLAM [131]. Este filtro tiene un procedimiento muy similar al
UKF pero es deducido al utilizar las definiciones del valor esperado y cova-
rianza (ecuaciones (B.1b) y (B.4), apéndice B) expresados como la integral
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dependiente de la densidad pdf, para definir la covarianza y el valor esperado
de la estimación (ecuación (4.33) del UKF) o su medición (ecuación (4.36)
del UKF). Estas integrales son aproximadas mediante la utilización de las
reglas “Cubature” con lo que cada ecuación se aproxima mediante una suma
ponderada (de forma muy similar a las del UKF).
La principal diferencia respecto al UKF radica en la asignación de los puntos
“Cubature” utilizados para realizar la aproximación (equivalentes a los sigma
en el UKF) y en la consideración del tipo de pdf utilizada, que para el caso
del CKF solo se requiere que sea una densidad simétrica, no es necesario que
sea Gaussiana (Normal). Los métodos “Cubature” utilizados para obtener el
CKF garantizan una mayor precisión y estabilidad numérica que el UKF y
el EKF, además de ser aplicables a casos más generales que distribuciones
normales. A pesar de sus ventajas, tanto el CKF como el UKF requieren el
cálculo de la raíz cuadrada matricial
√
P que es costosa computacionalmente.
4.3.2.3 Filtros de partículas PF:
Los filtros de partículas (métodos de filtrado/filtrado secuencial Monte Carlo)
son métodos de estimación exhaustiva (por fuerza bruta) que son adecuados
para problemas donde los filtros de Kalman no proveen una solución ade-
cuada (sistemas altamente no lineales) [51, 157, 97, 151]. A diferencia del
EKF, UKF y CKF, que son filtros que aproximan la solución del problema
de estimación no lineal al considerar únicamente un tipo de distribución pdf
(Gaussiana, simétrica, etc.), los filtros de partículas son más generales, ya
que buscan aproximar numéricamente toda la pdf sin asunciones previas y
sin estimar solamente su media o covarianza.
De esta forma, se utilizan una gran cantidad de puntos (partículas, estados
posibles) que son propagados a través del sistema no lineal y cuyo resultado
es utilizado para aproximar la pdf total; a partir de la cual se obtiene el
valor estimado del estado y su respectiva covarianza. Debido a que cada par-
tícula tiene una probabilidad asociada que es modificada según la medición
realizada, ésta se utiliza para seleccionar qué partículas son las más cerca-
nas al valor real del estado. Al eliminar las partículas con baja probabilidad
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de ocurrencia se realiza un remuestreo, duplicando las partículas con mayor
probabilidad hasta alcanzar el número de partículas inicial y poder proceder
con la siguiente ejecución del método en el instante k + 1. De esta forma, al
cabo de cierto tiempo se tendrán un gran número de partículas cercanas al
valor real de la variable, tal como se muestra en el ejemplo de la figura 4.7.
Teóricamente el filtro de partículas tenderá a la solución exacta si el número
de partículas tiende al infinito.
Los Filtros de Partículas producen en general estimaciones muy precisas,
pueden resolver problemas más complejos y relevantes en localización tales
como el robot secuestrado o localización con punto inicial desconocido (loca-
lización global con incertidumbre inicial) [150, 6, 115] además de problemas
de localización con mapa desconocido y SLAM (mapeo y localización simul-
tánea) [50, 157, 53, 11]. Sin embargo, este tipo de soluciones requieren de
gran capacidad computacional para operar (memoria y tiempo de cálculo) y
estimar la probabilidad, a priori, de un conjunto de estados iniciales (partí-
culas).
En el ejemplo de la figura 4.7 se muestra el caso de localización de un robot
móvil en un entorno con mapa conocido. En este caso, cada partícula del
filtro equivaldría a una posible postura (x, y, θ) del robot en el espacio. El
método inicia al generar un conjunto de estas soluciones y las reparte en el
mapa (figura 4.7(a)). Conforme el robot avanza dentro del entorno y utiliza
la información de los sensores, el filtro de partículas va eliminando partícu-
las erróneas (con baja probabilidad de ocurrencia) y va agregando nuevas
partículas, cercanas a las de mejor probabilidad (figura 4.7(b)). Con esto, al
cabo de cierto tiempo, se habrán eliminado la mayoría de partículas erróneas
mientras que las correctas se habrán agrupado cerca de la postura real del
robot (figura 4.7(c)).
Descritos los métodos actuales de estimación y fusión sensorial se procede a
justificar la elección de los algoritmos a utilizar en la presente tesis.
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Figura 4.7: Funcionamiento del Filtro de Partículas en aplicaciones de localización [157].
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4.4 Selección de algoritmos para la fusión sensorial
Después del resumen realizado de los métodos existes en estimación de esta-
dos y fusión sensorial, se debe seleccionar una técnica que permita el desarro-
llo de los distintos algoritmos de fusión utilizando los principios del control
y muestreo basado en eventos aplicados a robots de recursos limitados. En
el presente capítulo se describieron dos grandes grupos de técnicas de esti-
mación, los observadores y los filtros de estimación, y para ambos grupos se
distinguen los métodos lineales y no lineales.
En cuanto a los observadores se puede apreciar que en algunos casos son de
utilidad, ya que pueden requerir menos recursos (memoria y tiempo de eje-
cución) que las soluciones basadas en filtros [81]. Sin embargo, son métodos
que no toman en cuenta ruidos en el proceso y medición durante el diseño y
síntesis del observador, lo que implica realizar un estudio adicional para com-
probar que el método es robusto ante este tipo de perturbaciones. Además
requieren modelos muy precisos del sistema, difíciles de obtener y parame-
trizar. En el caso no lineal, se requiere el uso de las técnicas de Lyapunov
para obtener la ganancia del observador, lo cual conlleva un tiempo conside-
rable en el diseño. Para el caso específico de fusión sensorial no son métodos
flexibles en cuanto a implementación y adaptabilidad ante alguna variación
en el esquema, como es el caso de tener que agregar o retirar un sensor, dar
más importancia a un sensor respecto a otro en la fusión de acuerdo a su
precisión o variar su aportación según el desempeño del sistema.
Por otra parte, los filtros de estimación son métodos basados en modelos
estocásticos que permiten tomar en cuenta, desde la etapa de diseño, la in-
corporación de la información disponible sobre el ruido del proceso y de la
medición para la obtención de la estimación del estado. Tienen la ventaja de
permitir la incorporación de índices de desempeño a través de la ganancia del
método, de forma que se garantice, por ejemplo, un error de estimación míni-
mo o el error mínimo en el peor caso. Además, existen múltiples alternativas
tanto para el caso de sistemas lineales como no lineales que son adecuadas
para realizar la fusión sensorial en múltiples situaciones, ya que permiten
incorporar o retirar sensores fácilmente durante la ejecución del algoritmo,
además de posibilitar la asignación de una importancia relativa a cada sensor
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de forma independiente según su precisión (a través de la matriz Rk). Entre
los métodos no lineales, las opciones estudiadas constan de distintos niveles
de precisión, siguiendo como norma el incremento de la misma conforme se
incrementan los recursos computacionales disponibles para ejecutar el filtro,
de la misma forma en que su generalidad aumenta desde métodos poco gene-
rales y que consumen pocos recursos hasta métodos muy generales y costosos
computacionalmente.
Tomando en cuenta que el objetivo a conseguir en la presente tesis es la
integración eficiente de múltiples sensores para mejorar la localización de
un robot móvil de recursos limitados, resulta muy conveniente la elección
de las técnicas de fusión sensorial basadas en filtros de estimación. Éstas, a
diferencia de los observadores, toman en cuenta la precisión relativa a cada
sensor, además de tener un diseño más simple comparado a las técnicas de
Lyapunov para el caso de modelos no lineales (por ejemplo, los obtenidos en
el capítulo 3 en las ecuaciones (3.24),(3.50) y (3.51)).
Según el análisis presentado y la comparación entre metodologías, muchos
de los filtros no lineales requieren la ejecución de una o varias operaciones
matriciales complejas (inversa y raíz cuadrada) que dependen de la cantidad
de estados n a estimar en el sistema así como el número de sensores dispo-
nibles (dimensión de la matriz R), por lo que muchos de estos filtros sufren
del problema de dimensionalidad, ya que conforme aumenta n (o el número
de partículas en el caso de los métodos generales), la complejidad del filtro
aumentará de forma exponencial en muchos casos. Debido a esto, su imple-
mentación en sistemas de recursos limitados no es trivial, ya que se requieren
de diversas estrategias con el fin de ajustar la ejecución del filtro para utilizar
la memoria y tiempo de ejecución disponibles, pero sin influir negativamente
en su desempeño. A pesar de estos ajustes, estrategias como el UKF, CKF y
los filtros de partículas pueden ser sumamente costosas computacionalmente
para ser implementadas en algunas plataformas.
Una comparación entre los filtros de estimación para sistemas no lineales se
presenta en el trabajo realizado por [97], en donde se realiza una comparación
entre el EKF, UKF y los filtros de partículas PF (al limitar la pdf a ser
únicamente Gaussiana, GPF y en su versión estándar con el remuestreo,
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Figura 4.8: Comparación del EKF, UKF y del Filtro de Partículas en la estimación
de un sistema altamente no lineal, desempeño y tiempos de ejecución (implementación
realizada en Matlab R©, ordenador con un procesador Intel Pentium III 450MHz) [97].
SISR) aplicados a un sistema altamente no lineal, según se muestra en la
figura 4.8. En esta figura se observa claramente el diseño de compromiso
entre los distintos tipos de filtros de estimación. Mientras que el EKF posee
el mayor índice de error, también es el filtro menos demandante en cuanto a
tiempo de cómputo, a diferencia del UKF y los PF. Además, se observa en
el caso de los PF como mejoran su desempeño al incrementar el número de
partículas utilizadas para realizar la estimación del estado, lo cual requiere
a su vez un mayor tiempo de cómputo para obtener la solución. A pesar
de que éste no es un ejemplo de localización o fusión sensorial, ejemplifica
claramente tanto la precisión esperada de las distintas técnicas de filtrado
para estimación así como el costo asociado a cada una de ellas.
En el caso de localización, se puede mejorar la precisión de técnicas como el
EKF al utilizar la fusión de los distintos sensores disponibles en la plataforma,
sin necesidad de aumentar el coste computacional en exceso al utilizar el
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UKF, CKF o los PF. Por esta razón, se seleccionan de entre los filtros de
estimación, las técnicas del KF para los modelos lineales (es el filtro óptimo
en el caso lineal y solo requiere el cálculo de una matriz inversa) y el EKF para
los modelos no lineales, al proveer las ventajas de implementación descritas
con anterioridad y no requerir el cálculo de una raíz cuadrada matricial o el
cálculo de múltiples soluciones (partículas) de los métodos alternativos.
Sin embargo, como se mencionó anteriormente, a mayor número de estados o
sensores, se incrementa el coste computacional de obtener una matriz inversa,
por lo que se debe ajustar el KF y el EKF para permitir su ejecución en
plataformas de recursos limitados. Se descarta ajustar los filtros para utilizar
una matriz de ganancia constante, sin requerir su cálculo en línea. Esto
debido a que, a pesar de requerir menos recursos para su ejecución al no tener
que calcular matrices inversas durante la ejecución del algoritmo dentro de
la plataforma, en el caso de fusión sensorial se tendría una gran desventaja
ya que no se podrían ajustar el aporte de los sensores en línea (a través
de la matriz Rk), limitando grandemente las posibles aplicaciones de los
algoritmos.
Por esta razón, en la presente tesis se prefiere realizar el ajuste de los al-
goritmos elegidos para evitar el cálculo de matrices inversas de dimensión
alta, de manera que la ganancia pueda calcularse en línea en las platafor-
mas de recursos limitados. El ajuste del KF y EKF se realizará mediante
el uso de una combinación de los modelos obtenidos en el capítulo 3 junto
con la incorporación de técnicas basadas en eventos, tal y como se describe
en el siguiente capítulo. Finalmente, cabe mencionar que el filtro UKF será
utilizado como validación del esquema básico de fusión sensorial mediante
simulaciones externas a las plataformas de recursos limitados, tal y como se
describe en los capítulos 5 y 6.
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4.5 Conclusiones del Capítulo
En el presente capítulo se estudiaron los métodos existes en cuanto a esti-
mación de estados y fusión sensorial, clasificados en observadores y filtros de
estimación, ambos para sistemas lineales y no lineales:
Los observadores proveen en ciertos casos una solución menos deman-
dante en cuanto a recursos computacionales (memoria y tiempo de
ejecución), pero no toman en cuenta en su diseño el ruido del proceso
o el de medición. Además, requieren modelos complejos del sistema y
para sistemas no lineales requieren el uso de técnicas de Lyapunov para
obtener la ganancia del observador, siendo estas técnicas costosas en
cuanto a tiempo de diseño, proporcionando soluciones muy específicas
y poco flexibles ante variaciones en el esquema de fusión.
Los filtros de estimación son métodos basados en modelos estocásticos
que toman en cuenta, desde la etapa de diseño, la incorporación de la
información disponible sobre el ruido del proceso y de la medición para
estimar el estado. Permiten la incorporación de índices de desempeño
a través de la ganancia del método (garantizando por ejemplo, un error
de estimación mínimo o el error mínimo en el peor caso) y son métodos
flexibles, permitiendo agregar o retirar dinámicamente sensores durante
la ejecución del algoritmo, además de posibilitar la asignación de una
importancia relativa a cada sensor de forma independiente según su
precisión (a través de la matriz Rk). Por esta razón se seleccionaron
estas técnicas para el desarrollo de los distintos algoritmos de fusión
basada en eventos.
De los múltiples algoritmos disponibles se eligieron el filtro de Kalman
(KF) y el filtro de Kalman Extendido (EKF), los cuales sirven como
base para el desarrollo de los algoritmos de fusión basada en eventos al
no consumir recursos en exceso (comparados con el UKF, CKF y los
PF), y al poder incrementar su precisión mediante la fusión de múltiples
sensores en el caso de localización.
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No son convenientes para el caso de localización las estrategias con
ganancia constante, al limitar grandemente las posibles aplicaciones de
los métodos. Por esta razón, se prefiere obtener la ganancia en cada
instante de muestreo, ajustando los algoritmos elegidos para evitar el
cálculo de matrices inversas de dimensión alta, de manera que puedan
utilizarse en plataformas de recursos limitados.
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5 | Fusión Sensorial en Cascada
para Localización
En el presente capítulo se exponen diversos algoritmos de fusión sensorial
para la localización de robots móviles, utilizando los filtros de estimación
seleccionados en el capítulo 4. Los algoritmos desarrollados se denotan como
algoritmos basados en el tiempo al realizar la ejecución completa del filtro de
estimación (etapas de predicción y corrección) en cada instante de tiempo k
según el tiempo de muestreo regular Ts.
Los algoritmos basados en el tiempo se establecen con el fin de mejorar la
precisión de la localización de un robot móvil al utilizar los distintos sensores
disponibles en la plataforma en cada Ts. Se definen diversos algoritmos que
sirven para realizar la comparación entre estrategias de corrección, ajustando
la cantidad de sensores utilizados según los recursos disponibles; con estas
modificaciones se propone un método que utiliza toda la información senso-
rial local disponible mediante una combinación de los modelos obtenidos en
el capítulo 3 y una actualización global en cascada.
Para simplificar la notación en el capítulo se omiten los superíndices a priori
“−”, con lo que las ecuaciones de corrección de los filtros se escriben uti-
lizando la convención algorítmica, en la que la variable a la izquierda de
la igualdad es actualizada a partir de su valor previamente existente en la
parte derecha de la ecuación. A continuación se exponen los métodos exis-
tentes (medición completa) junto con los algoritmos propuestos (medición
seccionada/en cascada) para plataformas de recursos limitados.
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5.1 Medición completa
Estos métodos se entienden como “tradicionales” en el sentido de que utilizan
el modelo global tanto en sus versiones cinemáticas (ecuaciones (3.11) y
(3.36)) como dinámicas (ecuaciones (3.24) y (3.51)) junto con la entrada
uk ∈ ℜu y la totalidad de las mediciones disponibles zk ∈ ℜm obtenidas de
los distintos sensores de la plataforma experimental para estimar el estado
xk ∈ ℜn. La mayoría de los métodos de fusión aplicada a la localización
estudiados en los antecedentes del capítulo 2, pueden considerarse dentro de
esta categoría.
La descripción de estos algoritmos se realiza al definir un vector de medición
zk = Hkxk conformado por las mediciones útiles a la hora de obtener la
localización de un robot móvil. De esta forma, se definen los vectores zk en
las ecuaciones (5.1) y (5.2) para los casos de navegación en interiores y exte-
riores respectivamente. En estas ecuaciones se considera que las mediciones
disponibles en la plataforma experimental están constituidas por las veloci-
dades lineales vx,enc, vy,enc y angular ωenc obtenidas de los encoders; además
de ωgyr y ωcomp de un giróscopo y una brújula respectivamente, junto con las
aceleraciones (u1, u2, u3) obtenidas mediante dos acelerómetros 3D colocados
según el modelo de partículas obtenido en capítulo 3 (modelos (3.23),(3.50),
figuras 3.4,3.6), donde u1 es la suma de las aceleraciones en el eje x local, u2
la suma para el eje y y u3 la diferencia de las aceleraciones en el eje y (según
la ecuación (3.49)). Como información global se tiene la postura del robot
obtenida de una cámara cenital LGM = (x, y, θ)GM en el caso de navegación
en interiores, o bien LGPS = (x, y, θ)GPS obtenida de un sensor GPS en el
caso de navegación en exteriores.
Cabe destacar que en el caso de no considerar deslizamiento (por ejemplo
para los modelos del robot diferencial, ecuación (3.24)) se reduce el vector zk
a 9 mediciones, ya que se considera que tanto la velocidad como la aceleración
lateral (eje y local) son nulas, con lo que vy,enc = 0 y u2 = 0, obteniéndose
las ecuaciones (5.3) y (5.4).
zk,i=Hkxk=
[
vx,enc vy,enc ωenc ωgyr ωcomp u1 u2 u3 xGM yGM θGM
]T
(5.1)
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zk,e =
[
vx,enc vy,enc ωenc ωgyr ωcomp u1 u2 u3 xGPS yGPS θGPS
]T
(5.2)
zk,i =
[
vx,enc ωenc ωgyr ωcomp u1 u3 xGM yGM θGM
]T
(5.3)
zk,e =
[
vx,enc ωenc ωgyr ωcomp u1 u3 xGPS yGPS θGPS
]T
(5.4)
Al utilizar el zk definido (ecuaciones de (5.1) a (5.4)) junto con los mode-
los cinemático (ecuaciones (3.11) y (3.36)) o dinámico (ecuaciones (3.24) y
(3.51)) en un filtro de estimación, por ejemplo un EKF o UKF, se logra ob-
tener la postura estimada del robot móvil xˆk = [x, y, θ]k y la covarianza del
correspondiente error de estimación Pk, mediante la fusión de la información
de los distintos sensores en cada instante de muestreo k. Cabe destacar que
esta definición de zk implica que los modelos obtenidos consideran que la
entrada uk−1 es obtenida a partir del modelo de velocidades de las ruedas
dependiente de la acción de control de la ecuación (3.57) para el caso diferen-
cial, y de las ecuaciones (3.57), (3.39) y la integral de (3.54) para el caso de
una plataforma Ackerman; aunque también se puede considerar un modelo
sin entrada (al incorporar las aceleraciones a través de zk).
Para realizar la estimación se requiere el estado x0 y covarianza P0 inicial
(postura del robot al inicio del movimiento y la covarianza del error para este
estado) junto con las matrices Qk del ruido del proceso y Rk del ruido de
medición, las cuales pueden ajustarse inicialmente como matrices diagonales
con las covarianzas σ2 individuales de cada sensor para Rk, y la confianza
en el modelo obtenido expresada mediante una covarianza inicial en cada es-
tado para Qk. La fusión la realiza el EKF a través de la matriz Hk obtenida
mediante la linealización de la ecuación de medición del modelo en el caso
no lineal o bien mediante la definición lineal de las ecuaciones (5.1) a (5.4).
Esta matriz establece una ecuación por cada estado, asignándole sus corres-
pondientes mediciones, las cuales son incorporadas a la estimación mediante
la ganancia Kk que depende de la precisión de cada sensor, definida en la
matriz Rk. En el caso del UKF se sigue un procedimiento similar para la
fusión pero utilizando la propagación de los puntos sigma para obtener zˆk
(misma dimensión que el zk de las ecuaciones (5.1) a (5.4)).
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Se reescriben el EKF y UKF de forma algorítmica ante el planteamiento
realizado de la corrección basada en el tiempo, tal y como se muestra en
el Algoritmo 1 para el EKF y en el Algoritmo 2 para el UKF. Estos algo-
ritmos servirán para comparar entre las estrategias desarrolladas a lo largo
del capítulo al tener teóricamente la mejor precisión ya que disponen de la
información de los sensores en cada instante k.
Cabe destacar que la principal desventaja del planteamiento basado en el
tiempo radica en el coste computacional, que es sumamente elevado al tener
que realizar la inversión y/o raíz cuadrada matricial de dimensiones altas
(en línea), por ejemplo, la inversa de una matriz 11 × 11 o 9 × 9 según las
mediciones en el caso de las ecuaciones (5.1) a la (5.4) ya que, para obtener
Kk, se realiza una inversión de una matriz de las mismas dimensiones que R
en el EKF o de la suma de dimensiones de Pk, Qk y Rk en el caso del UKF.
Esto impide la implementación directa de este tipo de algoritmos en siste-
mas de recursos limitados. Además no se ha tomado en cuenta los posibles
retardos de comunicación que pueden darse a la hora de obtener la medición
global desde una cámara o GPS lo que podría limitar la utilización de es-
ta información en cada instante k. Aun así, son métodos útiles en sistemas
sin limitaciones de recursos y con gran disponibilidad de ancho de banda y
velocidades de transmisión elevadas.
Como notación resumida, el EKF del Algoritmo 1 puede denotarse como
EKF5s11m si utiliza un modelo de 5 estados (ecuación (3.24)) y 11 medicio-
nes (ecuación (5.1) o (5.2)) utilizadas en cada instante k, de la misma forma,
EKF5s9m indica 5 estados pero 9 mediciones (ecuaciones (5.3) o (5.4)). Esta
notación se utilizará en las comparaciones de las pruebas experimentales de-
bido a que da una indicación clara de la capacidad computacional requerida
para calcular el algoritmo; ya que, conforme más mediciones se utilicen en
los algoritmos basados en el tiempo, mayor será la dimensión de la inversa
que se debe calcular para obtener la matriz de ganancia del filtro. Con esto
se puede denotar el UKF del Algoritmo 2 como UKF5s11m (modelo (3.24),
medición (5.1) o (5.2)) o como el UKF6s9m (modelo (3.51), medición (5.3)
o (5.4)) según se requiera.
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Algoritmo 1: Algoritmo EKF recursivo, corrección basada en el tiempo
Entrada: uk−1,xˆk−1,Pk−1
Medición: zk=
[
vx,enc vy,enc ωenc ωgyr ωcomp u1 u2 u3 {x y θ}GM/GPS
]T
Datos: f(·) y h(·) (del modelo no lineal (3.24) o (3.51)),Qk,Rk
Salida: xˆk,Pk
Inicialización: xˆ0,P0
Para el instante actual k hacer
Predicción:
xˆk = f (xˆk−1, uk−1, 0)
Ak =
∂f
∂x
∣∣∣
xˆk−1,uk−1,0
, Wk =
∂f
∂w
∣∣∣
xˆk−1,uk−1,0
Pk = AkPk−1ATk +WkQk−1W
T
k
Corrección:
Hk = ∂h∂x
∣∣∣
xˆk,0
, Nk = ∂h∂n
∣∣∣
xˆk,0
Kk = PkHTk
(
HkPkH
T
k +NkRkN
T
k
)−1
xˆk = xˆk +Kk [zk − h (xˆk, 0)]
Pk = (I −KkHk)Pk
fin
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Algoritmo 2: Algoritmo UKF recursivo, corrección basada en el tiempo
Entrada: uk−1,xˆk−1,Pk−1
Medición: zk=
[
vx,enc vy,enc ωenc ωgyr ωcomp u1 u2 u3 {x y θ}GM/GPS
]T
Datos: f(·) y h(·) (del modelo no lineal (3.24) o (3.51)),Qk,Rk,n,κ
Salida: xˆk,Pk
Inicialización: Ampliar xˆ(a)0 =E [x,w, n]
T
k y P
(a)
0 =diag{P0, Q0, R0}, Definir
Pesos: W(0)=κ/(n+κ) ,W(i)=1/2 (n+κ), i=1, · · · , 2n
Para el instante actual k hacer
Predicción:
Obtener puntos sigma xˆ(i)k−1:
xˆ
(0)
k−1= xˆk−1
xˆ
(i)
k−1= xˆk−1+P˜(i)

P˜(i)=
(√
(n+κ)Pk−1
)
(i)
, i = 1, · · · , n
P˜(i)=−
(√
(n+κ)Pk−1
)
(i)
, i = n+ 1, · · · , 2n
xˆ
(i)
k = f
(
xˆ
(i)
k−1, uk−1
)
, i = 0, · · · , 2n
xˆk =
2n∑
i=0
W(i)xˆ
(i)
k
Pk =
2n∑
i=0
W(i)
(
xˆ
(i)
k − xˆk
)(
xˆ
(i)
k − xˆk
)T
Obtener Puntos Sigma x(i)k
zˆ
(i)
k = h
(
xˆ
(i)
k
)
, i = 0, · · · , 2n
zˆk =
2n∑
i=0
W(i)zˆ
(i)
k
Pz =
2n∑
i=0
W(i)
(
zˆ
(i)
k − zˆk
)(
zˆ
(i)
k − zˆk
)T
Pxz =
2n∑
i=0
W(i)
(
xˆ
(i)
k − xˆ−k
)(
zˆ
(i)
k − zˆk
)T
Corrección:
Kk = Pxz(Pz)
−1
xˆk = xˆk +Kk (zk − zˆk)
Pk = Pk −KkPzKTk
fin
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5.2 Medición Seccionada
Con el fin de adaptar los algoritmos de fusión para las plataformas de recursos
limitados se proponen en la presente tesis diversas modificaciones en el vector
de medición zk de los métodos de medición completa (ecuaciones (5.1) a la
(5.4)). La idea principal es seccionar el vector zk en distintas componentes,
de forma que se pueda reducir la dimensión de la matriz inversa a calcular
en línea, según se expone a continuación.
5.2.1 Asignación de Entradas
La primera reducción del vector de medición zk se realiza utilizando el plan-
teamiento de los modelos dinámicos globales no lineales, obtenidos por la
descomposición de partículas (diferencial en la ecuación (3.24) y Ackerman
en la ecuación (3.51)), en los cuales se puede utilizar como entrada al modelo
las aceleraciones obtenidas de los acelerómetros del robot. De esta forma se
define el vector de entrada según la ecuación (5.5) para el caso general y
mediante la ecuación (5.6) si no hay deslizamiento en el eje y local de la
plataforma. Cabe destacar que al utilizar las aceleraciones como entradas al
modelo, la covarianza de los acelerómetros quedará representada mediante la
covarianza del ruido del proceso en la matriz Qk, incrementando el término
correspondiente a las aceleraciones lineales (u1, u2) y angular (u3). Este mis-
mo esquema es útil en caso de no disponer de acelerómetros, en donde se
requiere utilizar el modelo de la aceleración de las ruedas dependiente de la
acción de control (ecuación (3.57), (3.57), (3.39) y la integral de (3.54)).
uk =
[
u1 u2 u3
]T
(5.5)
uk =
[
u1 u3
]T
(5.6)
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De esta forma se reduce el vector de medición zk tal y como se muestra en
las ecuaciones (5.7) y (5.8) para el caso general y (5.9) y (5.10) para el caso
sin deslizamiento.
zk,i =
[
vx,enc vy,enc ωenc ωgyr ωcomp xGM yGM θGM
]T
(5.7)
zk,e =
[
vx,enc vy,enc ωenc ωgyr ωcomp xGPS yGPS θGPS
]T
(5.8)
zk,i =
[
vx,enc ωenc ωgyr ωcomp xGM yGM θGM
]T
(5.9)
zk,e =
[
vx,enc ωenc ωgyr ωcomp xGPS yGPS θGPS
]T
(5.10)
Utilizando el nuevo vector zk y uk se reescriben los algoritmos del EKF y
UKF según se muestra en los algoritmos 3 y 4.
A diferencia de los algoritmos con medición completa, el esquema por asig-
nación de entradas no permite la utilización simultánea de un modelo para
las aceleraciones de los motores junto con las mediciones provenientes de los
acelerómetros. Sin embargo, se logra reducir zk de tal forma que la inversa de
la matriz requerida para el cálculo de la ganancia del filtro tiene dimensión
7 × 7 u 8 × 8 en el caso con deslizamiento. Esto supone un ahorro conside-
rable en el costo computacional del algoritmo. Sin embargo el costo es aún
elevado para implementarlo en plataformas de recursos limitados por lo que
se procede con una nueva división del vector zk en la siguiente sección.
A partir de este punto no se modifican más versiones del UKF ya que, aunque
se reduzcan los requerimientos para el cálculo de la inversa, siempre se deben
realizar el cálculo de dos raíces cuadradas matriciales que requieren gran
cantidad de recursos computacionales (ya que la dimensión de esta raíz es
la suma de las dimensiones de Pk,Qk,Rk). Por esta razón se utilizará el
Algoritmo 4 únicamente para validar los algoritmos propuestos mediante
simulación.
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Algoritmo 3: Algoritmo EKF recursivo con asignación de entradas, correc-
ción basada en el tiempo
Entrada: uk−1 = [ u1 u2 u3 ]T ,xˆk−1,Pk−1
Medición: zk=
[
vx,enc vy,enc ωenc ωgyr ωcomp {x y θ}GM/GPS
]T
Datos: f(·) y h(·) (del modelo no lineal (3.24) o (3.51)),Qk,Rk
Salida: xˆk,Pk
Inicialización: xˆ0,P0
Para el instante actual k hacer
Predicción:
xˆk = f (xˆk−1, uk−1, 0)
Ak =
∂f
∂x
∣∣∣
xˆk−1,uk−1,0
Wk =
∂f
∂w
∣∣∣
xˆk−1,uk−1,0
Pk = AkPk−1ATk +WkQk−1W
T
k
Corrección:
Hk = ∂h∂x
∣∣∣
xˆk,0
Nk = ∂h∂n
∣∣∣
xˆk,0
Kk = PkHTk
(
HkPkH
T
k +NkRkN
T
k
)−1
xˆk = xˆk +Kk [zk − h (xˆk, 0)]
Pk = (I −KkHk)Pk
fin
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Algoritmo 4: Algoritmo UKF recursivo con asignación de entradas, correc-
ción basada en el tiempo
Entrada: uk−1 = [ u1 u2 u3 ]T ,xˆk−1,Pk−1
Medición: zk=
[
vx,enc vy,enc ωenc ωgyr ωcomp {x y θ}GM/GPS
]T
Datos: f(·) y h(·) (del modelo no lineal (3.24) o (3.51)),Qk,Rk,n,κ
Salida: xˆk,Pk
Inicialización: Ampliar xˆ(a)0 =E [x,w, n]
T
k y P
(a)
0 =diag{P0, Q0, R0}, Definir
Pesos: W(0)=κ/(n+κ) ,W(i)=1/2 (n+κ), i=1, · · · , 2n
Para el instante actual k hacer
Predicción:
Obtener puntos sigma xˆ(i)k−1: xˆ
(0)
k−1= xˆk−1
xˆ
(i)
k−1= xˆk−1+P˜(i)

P˜(i)=
(√
(n+κ)Pk−1
)
(i)
, i = 1, · · · , n
P˜(i)=−
(√
(n+κ)Pk−1
)
(i)
, i = n+ 1, · · · , 2n
xˆ
(i)
k = f
(
xˆ
(i)
k−1, uk−1
)
, i = 0, · · · , 2n
xˆk =
2n∑
i=0
W(i)xˆ
(i)
k
Pk =
2n∑
i=0
W(i)
(
xˆ
(i)
k − xˆk
)(
xˆ
(i)
k − xˆk
)T
Obtener Puntos Sigma x(i)k
zˆ
(i)
k = h
(
xˆ
(i)
k
)
, i = 0, · · · , 2n
zˆk =
2n∑
i=0
W(i)zˆ
(i)
k
Pz =
2n∑
i=0
W(i)
(
zˆ
(i)
k − zˆk
)(
zˆ
(i)
k − zˆk
)T
Pxz =
2n∑
i=0
W(i)
(
xˆ
(i)
k − xˆ−k
)(
zˆ
(i)
k − zˆk
)T
Corrección:
Kk = Pxz(Pz)
−1
xˆk = xˆk +Kk (zk − zˆk)
Pk = Pk −KkPzKTk
fin
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5.2.2 Filtro en Cascada: Fusión Local Estado Completo -
Corrección Global
Tomando como punto de partida la reducción anterior con las entradas asig-
nadas (ecuación (5.5)) en el modelo no lineal global (postura) para el robot
Ackerman (ecuación (3.51), modelo con 6 estados), se realiza una segunda
reducción del vector de medición zk al separar las mediciones en locales (en-
coders, giróscopo y brújula) de las globales (cámara, GPS) según se muestra
en la ecuación (5.11).
xk =
[
x y θ vx vy ω
]T
k
=
[
xk,p xk,v
]T
xk,p =
[
x y θ
]T
k
xk,v =
[
vx vy ω
]T
k
uk =
[
u1 u2 u3
]T
k
zk =
[{
x y θ
}
GM/GPS
vx,enc vy,enc ωenc ωgyr ωcomp
]T
k
=
[
zk,p zk,v
]T
zk,p = LGM/GPS =
[
xk yk θk
]T
GM/GPS
zk,v =
[
vx,enc vy,enc ωenc ωgyr ωcomp
]T
k
(5.11)
Utilizando la ecuación (5.11) se podría realizar la fusión sensorial en dos
etapas: en la primera se realizaría la fusión de la información local (veloci-
dades) empleando únicamente zk,v junto con el modelo no lineal del robot
(3.51) en un algoritmo EKF local, que estimaría el estado completo xk y en
la segunda etapa (en cascada) se utilizaría la información global zk,p para
actualizar únicamente la postura en el estado xk,p determinada mediante la
primera etapa. De esta forma se realizarían dos inversiones matriciales, la
local de dimensión 5× 5 y la global de dimensión 3× 3, las cuales tienen un
menor coste computacional que el cálculo de la matriz inversa 8× 8 para el
vector de medición completo zk (Algoritmos 1 al 4). Este método de filtros
en cascada se propone en la presente tesis como estrategia fundamental para
107
Capítulo 5. Fusión Sensorial en Cascada para Localización
el desarrollo de los algoritmos de fusión para recursos limitados, incluyendo
los basados en eventos. Debido a esto se describe en detalle esta estrategia
a continuación, con el fin de observar la diferencia respecto al método con
medición completa zk (ecuación (5.11)) en cuanto a estimación del estado
xˆk y covarianza Pk.
El desarrollo del método en cascada se realiza al expresar las ecuaciones de
predicción y corrección del EKF con medición completa respecto a los com-
ponentes de velocidad y postura, de forma que se puedan deducir los filtros
local y global al eliminar los términos correspondientes según las definiciones
de la ecuación (5.11).
5.2.2.1 EKF en componentes: Predicción
Considerando el modelo no lineal de la postura del robot Ackerman (ecuación
(3.51)) se procede a su linealización según la ecuación (5.12).
x
y
θ
vx
vy
ω

k
=

x
y
θ
vx
vy
ω

k−1
+ Ts

vx cos θ − vy sin θ
vx sin θ + vy cos θ
ω
vyω + λau1
−vxω + λau2
λαγu3

k−1
=

x
y
θ
vx
vy
ω

k−1
+

vx cs−vy sn
vx sn+vy cs
Tsω
Tsvyω+Tsλau1
−Tsvxω+Tsλau2
Tsλαγu3

k−1
,
cs=Ts cosθ
sn=Ts sinθ
⇒Ak−1= ∂f
∂x
∣∣∣∣xk−1
uk−1
=

1 0 −vx sn−vy cs cs − sn 0
0 1 vx cs−vy sn sn cs 0
0 0 1 0 0 Ts
0 0 0 1 Tsω Tsvy
0 0 0 −Tsω 1 −Tsvx
0 0 0 0 0 1

xk−1
uk−1
(5.12)
108
5.2 Medición Seccionada
Utilizando la ecuación (5.12), se separa Ak en 4 componentes: Ap con el
modelo de la postura, Apv con la influencia de la velocidad en la postura, Avp
con la influencia de la postura en la velocidad (nula en el modelo linealizado
(5.12)) y Av con el modelo de la velocidad; tal y como se muestra en la
ecuación (5.13).
Ak−1=
∂f
∂x
∣∣∣∣
xk−1,uk−1
=
[
Ap Apv
Avp Av
]
k−1
, Ap=
 1 0 −vx sn−vy cs0 1 vx cs−vy sn
0 0 1
 (5.13)
Se definen y seccionan las matrices de covarianza del error Pk y covarianza
del ruido del proceso Qk para el modelo (3.51), según se muestran en las
ecuaciones (5.14) y (5.15) respectivamente.
Pk−1=

P11 P12 P13 P14 P15 P16
P21 P22 P23 P24 P25 P26
P31 P32 P33 P34 P35 P36
P41 P42 P43 P44 P45 P46
P51 P52 P53 P54 P55 P56
P61 P62 P63 P64 P65 P66

k−1
=
[
Pp Ppv
Pvp Pv
]
k−1
(5.14)
Qk−1 =

Q11 0 0 0 0 0
0 Q22 0 0 0 0
0 0 Q33 0 0 0
0 0 0 Q44 0 0
0 0 0 0 Q55 0
0 0 0 0 0 Q66

k−1
=
[
Qp Qpv
Qvp Qv
]
k−1
(5.15)
El valor exacto de la matriz Qk puede determinarse de forma precisa pa-
ra sistemas lineales a partir de la matriz de covarianza del proceso con-
tinua Qc (la cual pocas veces es conocida de forma exacta), aunque pue-
de resultar un proceso complejo en el caso de sistemas no lineales de di-
mensiones altas. Esto debido a que se requiere el cálculo de la integral
Qk−1=
∫ tk
tk−1
eA(tk−τ)Qc (τ) eA
T (tk−τ)dτ [28, 64, 171, 151], por lo que en estos
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casos se suele determinar mediante distintas aproximaciones. Por ejemplo, a
partir de la matriz continua Qc se puede realizar [64, 151] la aproximación
Qk = WQcW TTs, con W obtenida de la linealización del modelo del siste-
ma (obtenida por ejemplo para el caso del EKF en el algoritmo 3). Aun así,
aunque se tenga su valor exacto, es común realizar el ajuste de esta matriz
a partir de una matriz diagonal inicial con el fin de ajustar el desempeño
del filtro, para lo que en general se suele aumentar su valor para mejorar la
estimación [28, 64, 171, 151]. Éste es el enfoque seguido en la presente tesis,
utilizar una matriz Qk diagonal y ajustarla de acuerdo con la plataforma
experimental según se describe con más detalle en el capítulo 8.
El EKF realiza la predicción de la covarianza del error P−k según su definición
(Algoritmo 3) al utilizar las matrices Ak, Pk y Qk definidas en las ecuaciones
(5.13), (5.14) y (5.15) junto con Wk que es igual a la matriz identidad 6× 6,
tal y como se muestra en la ecuación (5.16) (se simplifica la notación al
omitir el subíndice k − 1).
Pk = Ak−1Pk−1ATk−1 +Qk−1
=
[
Ap Apv
Avp Av
][
Pp Ppv
Pvp Pv
] [
Ap Apv
Avp Av
]T
+
[
Qp Qpv
Qvp Qv
]
=
[
Ap Apv
Avp Av
] [
Pp Ppv
Pvp Pv
] [
ATp A
T
vp
ATpv A
T
v
]
+
[
Qp Qpv
Qvp Qv
]
=
[
ApPp+ApvPvp ApPpv+ApvPv
AvpPp+AvPvp AvpPpv+AvPv
][
ATp A
T
vp
ATpv A
T
v
]
+
[
Qp Qpv
Qvp Qv
]
∵ Ωp = (ApPp + ApvPvp) ,Ωpv = (ApPpv + ApvPv) ,
Ωvp = (AvpPp + AvPvp) ,Ωv = (AvpPpv + AvPv)
⇒ Pk =
[
Ωp Ωpv
Ωvp Ωv
] [
ATp A
T
vp
ATpv A
T
v
]
+
[
Qp Qpv
Qvp Qv
]
∴ Pk =
[
ΩpATp + ΩpvA
T
pv +Qp ΩpA
T
vp + ΩpvA
T
v +Qpv
ΩvpATp + ΩvA
T
pv +Qvp ΩvpA
T
vp + ΩvA
T
v +Qv
]
(5.16)
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Se puede considerar que Avp = 03×3, ya que según el modelo (3.51) es una
matriz nula (ecuación (5.12)). De esta forma, se logra simplificar la ecuación
(5.16) en (5.17), en donde se podrían eliminar además los términos Qvp =
Qpv = 03×3 cuando Qk es diagonal (ecuación (5.15)).
∵ Avp = 03×3
⇒ Ωp = (ApPp + ApvPvp) ,Ωpv = (ApPpv + ApvPv) ,
Ωvp = (AvPvp) ,Ωv = (AvPv)
∴ Pk =
[
ΩpATp + ΩpvA
T
pv +Qp ΩpvA
T
v +Qpv
ΩvpATp + ΩvA
T
pv +Qvp ΩvA
T
v +Qv
]
=
[
Pp Ppv
Pvp Pv
]
k
(5.17)
Se observa de la ecuación (5.17) el proceso de actualización en el tiempo para
la covarianza del error, la cual actualiza Pk−1 mediante Ak−1 y Qk−1 para
obtener P−k que es utilizada en la etapa de corrección del EKF. Para ahorrar
recursos computacionales se pueden observar la evolución de los componen-
tes de P−k en el tiempo al realizar la implementación del filtro, con el fin de
determinar si alguno es nulo y de esta forma evitar su cálculo en tiempo real.
Cabe destacar la influencia directa de cada término de Qk−1 en los compo-
nentes de la matriz de covarianza del error Pk, lo que permite incrementar
o disminuir su valor según se defina Qk−1; por ejemplo, en el caso de que
requerir aumentar Pk para modificar el comportamiento del filtro bastará
con realizar el correspondiente incremento en Qk−1.
Concluida la etapa de predicción por componentes se procede a continuación
con el desarrollo de la corrección del EKF (solo ha sido necesario expresar
P−k ya que para x
−
k se utiliza directamente el modelo no lineal, según la
definición en el algoritmo 3).
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5.2.2.2 EKF en componentes: Corrección
Para el modelo (3.51) se definen y seccionan las matrices de medición Hk y la
de covarianza del ruido en la medición Rk, según se define en las ecuaciones
(5.18) y (5.19) respectivamente. Cabe destacar que para el caso del vector zk
definido en la ecuación (5.11), Hk es una matriz lineal.
zk=Hkxk⇒Hk=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1

k
=
[
Hp Hpv
Hvp Hv
]
k
(5.18)
Rk=

R11 0 0 0 0 0 0 0
0 R22 0 0 0 0 0 0
0 0 R33 0 0 0 0 0
0 0 0 R44 0 0 0 0
0 0 0 0 R55 0 0 0
0 0 0 0 0 R66 0 0
0 0 0 0 0 0 R77 0
0 0 0 0 0 0 0 R88

k
=
[
Rp Rpv
Rvp Rv
]
k
(5.19)
Se procede con el cálculo de la matriz inversa requerida para obtener la
ganancia del filtro Kk según se describe en la ecuación (5.20), en donde se
utilizan las matrices Hk y Rk según las ecuaciones (5.18) y (5.19), junto con
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la matriz Pk obtenida en el resultado de la ecuación (5.17) (se simplifica la
notación al omitir el subíndice k).
HP−k H
T +Rk =
=
[
Hp Hpv
Hvp Hv
] [
Pp Ppv
Pvp Pv
] [
Hp Hpv
Hvp Hv
]T
+
[
Rp Rpv
Rvp Rv
]
=
[
HpPp +HpvPvp HpPpv +HpvPv
HvpPp +HvPvp HvpPpv +HvPv
] [
HTp H
T
vp
HTpv H
T
v
]
+
[
Rp Rpv
Rvp Rv
]
∵ C1 = (HpPp +HpvPvp) , C2 = (HpPpv +HpvPv) ,
C3 = (HvpPp +HvPvp) , C4 = (HvpPpv +HvPv)
⇒ HP−k HT +Rk =
=
[
C1 C2
C3 C4
] [
HTp H
T
vp
HTpv H
T
v
]
+
[
Rp Rpv
Rvp Rv
]
=
[
C1H
T
p + C2H
T
pv +Rp C1H
T
vp + C2H
T
v +Rpv
C3H
T
p + C4H
T
pv +Rpv C3H
T
vp + C4H
T
v +Rv
]
=
[
Mp Mpv
Mvp Mv
]
(5.20)
Al considerar que Hvp, Rvp, Hpv y Rpv son matrices nulas según sus defini-
ciones en las ecuaciones (5.18) y (5.19), se simplifica la ecuación (5.20) en
(5.21).
∵ Hvp = Rvp = 05×3, Hpv = 03×3, Rpv = 03×5
⇒ C1 = (HpPp) , C2 = (HpPpv) , C3 = (HvPvp) , C4 = (HvPv)
⇒ HP−k HT +Rk =
[
C1H
T
p +Rp C2H
T
v
C3H
T
p C4H
T
v +Rv
]
∴ HP−k H
T +Rk=
[
HpPpH
T
p +Rp HpPpvH
T
v
HvPvpH
T
p HvPvH
T
v +Rv
]
=
[
Mp Mpv
Mvp Mv
] (5.21)
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Se obtiene la inversa de la ecuación (5.21) en la ecuación (5.22) mediante la
fórmula de inversión de matrices en bloque (ver fórmulas en [133] para las
operaciones básicas con matrices en bloque).
(
HP−k H
T +Rk
)−1
=
[
M−1p +M
−1
p MpvSvMvpM
−1
p −M−1p MpvSv
−SvMvpM−1p Sv
]
=
[
Np Npv
Nvp Nv
]
,
Sv =
(
Mv −MvpM−1p Mpv
)−1
(5.22)
Se procede con el cálculo de la ganancia Kk al utilizar el resultado de la
ecuación (5.22) según la definición en el algoritmo 3) tal y como se muestra
en la ecuación (5.23)
Kk = PkHT
(
HP−k H
T +Rk
)−1
=
[
Pp Ppv
Pvp Pv
] [
Hp Hpv
Hvp Hv
]T [
Np Npv
Nvp Nv
]
=
[
Pp Ppv
Pvp Pv
] [
HTp H
T
vp
HTpv H
T
v
] [
Np Npv
Nvp Nv
]
=
[
PpH
T
p + PpvH
T
pv PpH
T
vp + PpvH
T
v
PvpH
T
p + PvH
T
pv PvpH
T
vp + PvH
T
v
] [
Np Npv
Nvp Nv
]
∵ D1 =
(
PpH
T
p + PpvH
T
pv
)
, D2 =
(
PpH
T
vp + PpvH
T
v
)
,
D3 =
(
PvpH
T
p + PvH
T
pv
)
, D4 =
(
PvpH
T
vp + PvH
T
v
)
∴ Kk =
[
D1 D2
D3 D4
][
Np Npv
Nvp Nv
]
=
[
D1Np+D2Nvp D1Npv+D2Nv
D3Np+D4Nvp D3Npv+D4Nv
]
=
[
Kp Kpv
Kvp Kv
]
(5.23)
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Recordando nuevamente que Hvp y Hpv son matrices nulas, se realiza la
simplificación de la ecuación (5.23) para obtener la ganancia en componentes
según se muestra en la ecuación (5.24).
∵ Hvp = 05×3, Hpv = 03×3
⇒ D1 =
(
PpH
T
p
)
, D2 =
(
PpvH
T
v
)
, D3 =
(
PvpH
T
p
)
, D4 =
(
PvH
T
v
)
∴ Kk =
[
PpH
T
p Np+PpvH
T
v Nvp PpH
T
p Npv+PpvH
T
v Nv
PvpH
T
p Np+PvH
T
v Nvp PvpH
T
p Npv+PvH
T
v Nv
]
=
[
Kp Kpv
Kvp Kv
]
(5.24)
Con la ganancia Kk obtenida en la ecuación (5.24) y la definición del estado
y la medición realizadas en la ecuación (5.11), se realiza la corrección del
estado xk según se describe en la ecuación (5.25), se ha tomado en cuenta
que Hvp y Hpv son matrices nulas.
∵ Hkxˆk =
[
Hp Hpv
Hvp Hv
][
xˆk,p
xˆk,v
]
=
[
Hpxk,p+Hpvxˆk,v
Hvpxk,p+Hvxˆk,v
]
=
[
Hpxˆk,p
Hvxˆk,v
]
⇒ xˆk= xˆk+Kk (zk−zˆk)= xˆk+Kk (zk−Hkxˆk)= xˆk+Kk∆k,p,v
=
[
xˆk,p
xˆk,v
]
+
[
Kp Kpv
Kvp Kv
] [
zk,p −Hpxˆk,p
zk,v −Hvxˆk,v
]
=
[
xˆk,p
xˆk,v
]
+
[
Kp Kpv
Kvp Kv
] [
∆k,p
∆k,v
]
∴ xˆk =
[
xˆk,p
xˆk,v
]
+
[
Kp∆k,p +Kpv∆k,v
Kvp∆k,p +Kv∆k,v
]
(5.25)
Se procede con la actualización de la covarianza del error de estimación Pk
tal y como se muestra en la ecuación (5.26) al utilizar las matrices Hk y
Kk según las ecuaciones (5.18) y (5.24), junto con la matriz Pk obtenida de
(5.17) (se simplifica la notación al omitir el subíndice k).
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Pk = (I −KkH)Pk = Pk −KkHPk
=
[
Pp Ppv
Pvp Pv
]
−
[
Kp Kpv
Kvp Kv
] [
Hp Hpv
Hvp Hv
] [
Pp Ppv
Pvp Pv
]
=
[
Pp Ppv
Pvp Pv
]
−
[
Kp Kpv
Kvp Kv
][
HpPp+HpvPvp HpPpv+HpvPv
HvpPp+HvPvp HvpPpv+HvPv
]
∵ Σp = (HpPp +HpvPvp) ,Σpv = (HpPpv +HpvPv) ,
Σvp = (HvpPp +HvPvp) ,Σv = (HvpPpv +HvPv)
⇒ Pk =
[
Pp Ppv
Pvp Pv
]
−
[
Kp Kpv
Kvp Kv
] [
Σp Σpv
Σvp Σv
]
=
[
Pp Ppv
Pvp Pv
]
−
[
KpΣp +KpvΣvp KpΣpv +KpvΣv
KvpΣp +KvΣvp KvpΣpv +KvΣv
]
∴ Pk =
[
Pp −KpΣp −KpvΣvp Ppv −KpΣpv −KpvΣv
Pvp −KvpΣp −KvΣvp Pv −KvpΣpv −KvΣv
]
(5.26)
Se realiza la simplificación de la ecuación (5.23) al sustituir las matrices nulas
Hvp, Rvp, Hpv y Rpv, con lo que se obtiene la ganancia en componentes según
se muestra en la ecuación (5.27).
∵ Hvp = Rvp = 05×3, Hpv = 03×3, Rpv = 03×5
⇒ Σp = (HpPp) ,Σpv = (HpPpv) ,Σvp = (HvPvp) ,Σv = (HvPv)
∴ Pk =
[
Pp−KpHpPp−KpvHvPvp Ppv−KpHpPpv−KpvHvPv
Pvp−KvpHpPp−KvHvPvp Pv−KvpHpPpv−KvHvPv
] (5.27)
Con las ecuaciones obtenidas para xˆk y Pk concluye la obtención del EKF
por componentes el cual permite analizar la influencia entre los términos
de postura y velocidad además de obtener los filtros local y global según
se describe a continuación. Se resume los resultados obtenidos para la des-
composición en componentes del filtro EKF/KF en el caso general según la
ecuación (5.28) y para el caso simplificado específico al modelo Ackerman
(ecuación (3.51)) que considera las respectivas matrices nulas en la ecuación
(5.29).
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EKF en Componentes, versión general
Predicción,Pk = [Pp Ppv;Pvp Pv],Qk = [Qp Qpv;Qvp Qv]:
xˆk = f (xˆk−1, uk−1, 0)
Ak−1=
∂f
∂x
∣∣∣∣xk−1
uk−1
=
[
Ap Apv
Avp Av
]
,
Ωp=(ApPp+ApvPvp) ,Ωpv=(ApPpv+ApvPv)
Ωvp=(AvpPp+AvPvp) ,Ωv=(AvpPpv+AvPv)
Pk=Ak−1Pk−1ATk−1+Qk−1=
[
ΩpATp +ΩpvA
T
pv+Qp ΩpA
T
vp+ΩpvA
T
v +Qpv
ΩvpATp +ΩvA
T
pv+Qvp ΩvpA
T
vp+ΩvA
T
v +Qv
]
Corrección,Hk = [Hp Hpv;Hvp Hv],Rk = [Rp Rpv;Rvp Rv]:
C1 = (HpPp +HpvPvp) , C2 = (HpPpv +HpvPv) ,
C3 = (HvpPp +HvPvp) , C4 = (HvpPpv +HvPv)
HP−k H
T+Rk=
[
C1H
T
p +C2H
T
pv+Rp C1H
T
vp+C2H
T
v +Rpv
C3H
T
p +C4H
T
pv+Rpv C3H
T
vp+C4H
T
v +Rv
]
=
[
Mp Mpv
Mvp Mv
]
(
HP−k H
T+Rk
)−1
=
[
M−1p +M
−1
p MpvSvMvpM
−1
p −M−1p MpvSv
−SvMvpM−1p Sv
]
=
[
Np Npv
Nvp Nv
]
Sv =
(
Mv −MvpM−1p Mpv
)−1
D1 =
(
PpH
T
p + PpvH
T
pv
)
, D2 =
(
PpH
T
vp + PpvH
T
v
)
,
D3 =
(
PvpH
T
p + PvH
T
pv
)
, D4 =
(
PvpH
T
vp + PvH
T
v
)
Kk=PkHT
(
HP−k H
T +Rk
)−1
=
[
D1Np+D2Nvp D1Npv+D2Nv
D3Np+D4Nvp D3Npv+D4Nv
]
=
[
Kp Kpv
Kvp Kv
]
xˆk = xˆk +Kk (zk − zˆk) = xˆk +Kk∆k,p,v = xˆk +Kk
[
∆k,p ∆k,v
]T
xˆk =
[
xˆk,p
xˆk,v
]
+
[
Kp∆k,p +Kpv∆k,v
Kvp∆k,p +Kv∆k,v
]
Pk = Pk −KkHPk
Σp = (HpPp +HpvPvp) ,Σpv = (HpPpv +HpvPv) ,
Σvp = (HvpPp +HvPvp) ,Σv = (HvpPpv +HvPv)
Pk =
[
Pp −KpΣp −KpvΣvp Ppv −KpΣpv −KpvΣv
Pvp −KvpΣp −KvΣvp Pv −KvpΣpv −KvΣv
]
(5.28)
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EKF en Componentes, versión simplificada para el modelo (3.51)
∵ Avp = 03×3, Hvp = Rvp = 05×3, Hpv = 03×3, Rpv = 03×5
Predicción,Pk = [Pp Ppv;Pvp Pv],Qk = [Qp Qpv;Qvp Qv]:
xˆk = f (xˆk−1, uk−1, 0)
Ak−1 =
∂f
∂x
∣∣∣∣
xk−1,uk−1
=
[
Ap Apv
Avp Av
]
Ωp=(ApPp + ApvPvp) ,Ωpv=(ApPpv+ApvPv) ,Ωvp=(AvPvp) ,Ωv=(AvPv)
Pk=Ak−1Pk−1ATk−1+Qk−1=
[
ΩpATp + ΩpvA
T
pv +Qp ΩpvA
T
v +Qpv
ΩvpATp + ΩvA
T
pv +Qvp ΩvA
T
v +Qv
]
Corrección,Hk = [Hp Hpv;Hvp Hv],Rk = [Rp Rpv;Rvp Rv]:
C1 = (HpPp) , C2 = (HpPpv) , C3 = (HvPvp) , C4 = (HvPv)
HP−k H
T+Rk=
[
HpPpH
T
p +Rp HpPpvH
T
v
HvPvpH
T
p HvPvH
T
v +Rv
]
=
[
Mp Mpv
Mvp Mv
]
(
HP−k H
T+Rk
)−1
=
[
M−1p +M
−1
p MpvSvMvpM
−1
p −M−1p MpvSv
−SvMvpM−1p Sv
]
=
[
Np Npv
Nvp Nv
]
Sv =
(
Mv −MvpM−1p Mpv
)−1
D1 =
(
PpH
T
p
)
, D2 =
(
PpvH
T
v
)
, D3 =
(
PvpH
T
p
)
, D4 =
(
PvH
T
v
)
Kk=PkHT
(
HP−k H
T +Rk
)−1
=
[
PpH
T
p Np + PpvH
T
v Nvp PpH
T
p Npv +PpvH
T
v Nv
PvpH
T
p Np+ PvH
T
v Nvp PvpH
T
p Npv+PvH
T
v Nv
]
=
[
Kp Kpv
Kvp Kv
]
xˆk = xˆk +Kk (zk − zˆk) = xˆk +Kk (zk −Hkxˆk) = xˆk +Kk
[
∆k,p ∆k,v
]T
xˆk =
[
xˆk,p
xˆk,v
]
+
[
Kp∆k,p +Kpv∆k,v
Kvp∆k,p +Kv∆k,v
]
,
[
∆k,p
∆k,v
]
=
[
zk,p−Hpxˆk,p
zk,v−Hvxˆk,v
]
Pk = Pk −KkHPk
Σp = (HpPp) ,Σpv = (HpPpv) ,Σvp = (HvPvp) ,Σv = (HvPv)
Pk =
[
Pp −KpHpPp −KpvHvPvp Ppv −KpHpPpv −KpvHvPv
Pvp −KvpHpPp −KvHvPvp Pv −KvpHpPpv −KvHvPv
]
(5.29)
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5.2.2.3 Filtro EKF local: velocidades
El siguiente paso para determinar el filtro en cascada es la obtención del
filtro local, el cual se deduce utilizando el filtro EKF en componentes de
la ecuación (5.29) empleando únicamente los sensores locales (velocidades)
para actualizar el estado y la covarianza. En cuanto a la etapa de predicción,
el modelo (3.51) a utilizar en el filtro local es el mismo que para el EKF
seccionado, por lo que la etapa de predicción es la misma en ambos filtros .
De esta forma, al considerar que no se realiza la actualización de la postura
(sin medición global zk,p) se remplaza la matriz Hp por una matriz nula 03×3
indicando al filtro que no se disponen de los sensores globales. De esta forma,
se obtiene la ecuación (5.30) con el filtro local, en donde m corresponde a la
dimensión de zk (8 mediciones, ecuación (5.11)) y la dimensión de la medición
global zk,p es 3× 1. En adelante y para simplificar la notación, las matrices
nulas se indican sin subíndice, pero cabe destacar que sus dimensiones son
acordes al orden del sistema n, de la medición, m y de las medidas globales
(3× 1), según se definió en las ecuaciones (5.11), (5.18) y (5.19).
EKF local para el modelo (3.51)
∵ Hp = Hpv = Avp = 03×3, Hvp = Rvp = 05×3, Rpv = 03×5
Predicción: igual que el EKF en componentes, ecuación (5.29)
Corrección:
HP−k H
T+Rk=
[
Rp 03×m−3
0m−3×3 HvPvHTv +Rv
]
=
[
Mp Mpv
Mvp Mv
]
=
[
Mp 0
0 Mv
]
(
HP−k H
T+Rk
)−1
=
[
M−1p 0
0 Sv
]
=
[
M−1p 0
0 M−1v
]
=
[
Np Npv
Nvp Nv
]
Kk=PkHT
(
HP−k H
T +Rk
)−1
=
[
0 PpvHTv Nv
0 PvHTv Nv
]
=
[
Kp Kpv
Kvp Kv
]
xˆk=xˆk+Kk (zk−Hkxˆk)=
[
xˆk,p
xˆk,v
]
+
[
Kpv∆k,v
Kv∆k,v
]
,∆k,v=zk,v−Hvxˆk,v
Pk = Pk −KkHPk =
[
Pp −KpvHvPvp Ppv −KpvHvPv
Pvp −KvHvPvp Pv −KvHvPv
]
(5.30)
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Se observa del filtro local (ecuación (5.30)) que la medición de las velocidades
zk,v actualiza e influye en todos los estados y covarianzas del modelo según
Kk. Por último cabe destacar que se puede obtener el mismo resultado de
la ecuación (5.30) al deducir el filtro local utilizando zk = zk,v con Hk =[
Hvp Hv
]
repitiendo el proceso realizado para el EKF en componentes.
5.2.2.4 Filtro EKF global: postura
El último paso para determinar el filtro en cascada es la obtención del fil-
tro global, el cual se deduce utilizando el filtro EKF en componentes de la
ecuación (5.29) empleando únicamente los sensores globales (postura) para
actualizar el estado y la covarianza. De la misma forma que en los casos an-
teriores, la etapa de predicción no cambia ya que se utiliza el mismo modelo
(3.51). De esta forma, al considerar que no se realiza la actualización de la
velocidad (sin medición local zk,v) se remplaza la matriz Hv por una matriz
nula 0m−3×3 indicando al filtro que no se disponen de los sensores locales.
De esta forma, se obtiene la ecuación (5.31) con el filtro global.
EKF global para el modelo (3.51)
∵ Hpv = Avp = 03×3, Hv = Hvp = Rvp = 05×3, Rpv = 03×5
Predicción: igual que el EKF en componentes, ecuación (5.29)
Corrección:
HP−k H
T+Rk=
[
HpPpH
T
p +Rp 03×m−3
0m−3×3 Rv
]
=
[
Mp Mpv
Mvp Mv
]
=
[
Mp 0
0 Mv
]
(
HP−k H
T+Rk
)−1
=
[
M−1p 0
0 Sv
]
=
[
M−1p 0
0 M−1v
]
=
[
Np Npv
Nvp Nv
]
Kk=PkHT
(
HP−k H
T +Rk
)−1
=
[
PpH
T
p Np 0
PvpH
T
p Np 0
]
=
[
Kp Kpv
Kvp Kv
]
xˆk=xˆk+Kk (zk−Hkxˆk)=
[
xˆk,p
xˆk,v
]
+
[
Kp∆k,p
Kvp∆k,p
]
,∆k,p=zk,p−Hpxˆk,p
Pk = Pk −KkHPk =
[
Pp −KpHpPp Ppv −KpHpPpv
Pvp −KvpHpPp Pv −KvpHpPpv
]
(5.31)
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Se observa en el filtro local de la ecuación (5.31) que la medición de la postura
zk,p actualiza e influye en todos los estados y covarianzas del modelo según
el valor de la ganancia Kk.
5.2.2.5 Filtro EKF en Cascada: predicción local, corrección
global
Utilizando el filtro local (5.30) y global (5.31) se plantea el filtro en cascada
al utilizar el filtro local en sus etapas de predicción y corrección junto con
la etapa de corrección del filtro global tal y como se muestra en la ecuación
(5.32). El filtro en cascada se denomina como tal debido a que la salida del
filtro local (xˆk, Pk) actualizada con zk,v es utilizada como entrada del filtro
global (conexión en cascada), cuya salida (xˆk, Pk) es actualizada mediante
zk,p. Este planteamiento permite reducir el coste computacional, al calcular
una matriz inversa 5× 5 para el filtro local (solo utiliza M−1v ) y una inversa
de 3×3 para el filtro global (solo requiereM−1p ) en lugar de una matriz 8×8
para el filtro completo (ecuación (5.32)).
Al comparar la etapa de corrección del filtro EKF en cascada (ecuación
(5.32)) con la del filtro EKF de estado y medición completa con entradas
asignadas (ecuación (5.29), en componentes) se observa que se realizan las
mismas actualizaciones sobre el estado estimado xˆk y covarianza Pk en am-
bos filtros. En el caso del filtro completo se realizan las actualizaciones en
conjunto a través de cada término de la ganancia, por lo que en xˆk se suma-
rán de forma simultánea los correspondientes términos de velocidad (∆k,v)
y postura (∆k,p). De la misma forma en Pk se suman simultáneamente los
términos locales (Pv, Pvp) y globales (Pp, Ppv). Por el contrario el filtro en
cascada realizará primeramente las correcciones con los términos de veloci-
dad (locales) y posteriormente con los términos de postura (globales) tanto
en xˆk como en Pk, siendo la corrección total la misma que la realizada para
el filtro completo.
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EKF en Cascada, modelo (3.51)
∵ Avp = 03×3, Hvp = Rvp = 05×3, Hpv = 03×3, Rpv = 03×5
Predicción Local:
xˆk = f (xˆk−1, uk−1, 0)
Ak−1=
∂f
∂x
∣∣∣∣
xk−1,uk−1
=
[
Ap Apv
Avp Av
]
,
Ωp=(ApPp+ApvPvp),Ωv=(AvPv)
Ωpv=(ApPpv+ApvPv),Ωvp=(AvPvp)
Pk=Ak−1Pk−1ATk−1+Qk−1=
[
ΩpATp + ΩpvA
T
pv +Qp ΩpvA
T
v +Qpv
ΩvpATp + ΩvA
T
pv +Qvp ΩvA
T
v +Qv
]
Corrección Local: ∵ Hp = 03×3
M−1v =
(
HvPvH
T
v +Rv
)−1
Kk=
[
0 PpvHTv Nv
0 PvHTv Nv
]
=
[
0 PpvHTv M
−1
v
0 PvHTv M
−1
v
]
=
[
0 Kpv
0 Kv
]
xˆk=xˆk+Kk (zk−Hkxˆk)=
[
xˆk,p
xˆk,v
]
+
[
Kpv∆k,v
Kv∆k,v
]
,∆k,v=zk,v−Hvxˆk,v
Pk = Pk −KkHPk =
[
Pp −KpvHvPvp Ppv −KpvHvPv
Pvp −KvHvPvp Pv −KvHvPv
]
Corrección Global: ∵ Hv = 05×3
M−1p =
(
HpPpH
T
p +Rp
)−1
Kk=
[
PpH
T
p Np 0
PvpH
T
p Np 0
]
=
[
PpH
T
p M
−1
p 0
PvpH
T
p M
−1
p 0
]
=
[
Kp 0
Kvp 0
]
xˆk=xˆk+Kk (zk−Hkxˆk)=
[
xˆk,p
xˆk,v
]
+
[
Kp∆k,p
Kvp∆k,p
]
,∆k,p=zk,p−Hpxˆk,p
Pk = Pk −KkHPk =
[
Pp −KpHpPp Ppv −KpHpPpv
Pvp −KvpHpPp Pv −KvpHpPpv
]
(5.32)
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Sin embargo, se puede observar como los términos de las ganancias Kk del
filtro completo (ecuación (5.29)) y del filtro en cascada (ecuación (5.32), su-
ma de la ganancia local y global) son distintos. En particular, al utilizar la
configuración en cascada no se toman en cuenta los factores de covarianza
cruzada (términos dependientes de Nvp, Npv, recuadro continuo en la ecua-
ción (5.29)) en la obtención de cada componente de Kk, por lo que al no
sumar estos términos adicionales, la Kk calculada en cascada podría ser dis-
tinta a la calculada para la medición completa.
Dependiendo de los valores de los términos de la inversa (en partícular para
el caso de localización) se distinguen en la práctica dos casos principales, al
poder obtener una ganancia del filtro en cascada demenor omayor magnitud
a la ganancia del filtro completo. En el caso de obtener una ganancia de
menor magnitud (filtro en cascada) implicaría que el filtro estimará el estado
xˆk dando mayor importancia al modelo que a la medición, caso contrario a
cuando la ganancia de magnitud alta (filtro completo) en el que se le da
mayor peso al factor ∆k,p,v (ecuación (5.29)) que corrige la predicción del
modelo. Esto implica que ante el caso de un error de modelado, el filtro de
ganancia mayor funcionará mejor que el de ganancia menor, al darle más
importancia a la medición.
Debido a que calcular dos matrices inversas de orden reducido consume me-
nos recursos que el cálculo de una matriz inversa de orden superior, el filtro
en cascada es una opción atractiva para implementar la fusión sensorial de
forma que se mejore la localización de las plataformas de recursos limitados.
Para poder utilizar esta estrategia se debe limitar el impacto de la omisión
de las covarianza cruzada en el desempeño. Esto se consigue al incrementar
o disminuir la magnitud de la ganancia calculada por los filtros en cascada;
lo cual, como se observa en la ecuación (5.29) para Kk, se puede conseguir al
elevar o disminuir el valor asignado a los términos de Qk (la magnitud de Kk
es proporcional a la de Qk). Por ejemplo, al incrementar los términos de Qk
aumentan también los términos de Pk que a su vez producirían el incremento
deseado de la ganancia obtenida en cascada. Mediante este procedimiento, y
con una elección adecuada de Qk, el filtro en cascada producirá un resultado
similar o idéntico al filtro de medición completa, requiriendo un menor coste
computacional.
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Cabe destacar que la magnitud del incremento o decremento de Qk puede
ajustarse durante la etapa de implementación del filtro según se requiera
mejorar el desempeño del algoritmo. En el caso de tener una matriz Qk
diagonal se puede realizar un incremento o decremento de mayor magnitud
con el fin de que los términos (Pp, Pv) compensen la falta de modificación de
los términos (Pvp, Ppv) (ya queQvp yQpv son nulas en este caso) de forma que
se obtenga una ganancia y desempeño similar al filtro de medición completa.
5.2.3 Filtro EKF en Cascada reducido: predicción local,
corrección global de la postura
Una versión simplificada del filtro en cascada puede derivarse al considerar la
actualización de la postura como un proceso sin influencia en la estimación
de la velocidad, al no tener en el modelo una relación que determine la
velocidad local a partir de la postura global. De esta forma, xˆk se puede
actualizar mediante la ecuación (5.33) utilizando la salida del filtro local
junto con la actualización global de la postura.
xˆk =
[
xˆk,p
xˆk,v
]
+
[
Kp∆k,p +Kpv∆k,v
Kv∆k,v
]
(5.33)
Este planteamiento puede suponer una ventaja computacional adicional al
requerir menos operaciones que el filtro en cascada (ecuación (5.32)), ya que
se actualizaría la postura mediante la información global zk,p al calcular Kp
pero no se actualizaría la velocidad ya que no se calcularía Kvp. De esta
forma se simplifican los respectivos términos en Pk al considerar Kvp como
una matriz nula.
Como simplificación adicional se puede considerar que la actualización en
la postura no tiene una influencia considerable sobre la covarianza cruzada
Ppv, esto debido a que el error de estimación asociado a Apv depende en
gran medida a las mediciones locales (velocidad) y en menor medida de
las mediciones globales. De esta forma, el aporte en la disminución de Ppv
asociado a la actualización la postura podría considerarse poco significativo,
con lo que se podría omitir el cálculo del término KpHpPpv en la ecuación
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(5.32). Esto produce un filtro menos optimista al considerar una Ppv mayor
al filtro en cascada. De esta forma la corrección completa (local y global)
de la covarianza Pk del filtro en cascada simplificado se expresa mediante
la ecuación (5.34). Las ecuaciones del filtro cascada reducido se obtienen
al utilizar las ecuaciones (5.33) y (5.34) en la ecuación (5.32) (Kvp nula,
KpHpPpv omitido), con lo que se obtiene la ecuación (5.35).
Pk=
[
Pp −KpHpPp −KpvHvPvp Ppv −KpvHvPv
Pvp −KvHvPvp Pv −KvHvPv
]
(5.34)
EKF en Cascada reducido, modelo (3.51)
∵ Avp = 03×3, Hvp = Rvp = 05×3, Hpv = 03×3, Rpv = 03×5
Predicción Local:
xˆk = f (xˆk−1, uk−1, 0)
Ak−1=
∂f
∂x
∣∣∣∣
xk−1,uk−1
=
[
Ap Apv
Avp Av
]
,
Ωp=(ApPp+ApvPvp),Ωv=(AvPv)
Ωpv=(ApPpv+ApvPv),Ωvp=(AvPvp)
Pk=Ak−1Pk−1ATk−1+Qk−1=
[
ΩpATp + ΩpvA
T
pv +Qp ΩpvA
T
v +Qpv
ΩvpATp + ΩvA
T
pv +Qvp ΩvA
T
v +Qv
]
Corrección Local: ∵ Hp = 03×3
M−1v =
(
HvPvH
T
v +Rv
)−1
Kk,v=
[
0 PpvHTv Nv
0 PvHTv Nv
]
=
[
0 PpvHTv M
−1
v
0 PvHTv M
−1
v
]
=
[
0 Kpv
0 Kv
]
xˆk=xˆk+Kk (zk−Hkxˆk)=
[
xˆk,p
xˆk,v
]
+
[
Kpv∆k,v
Kv∆k,v
]
,∆k,v=zk,v−Hvxˆk,v
Pk = Pk −KkHPk =
[
Pp −KpvHvPvp Ppv −KpvHvPv
Pvp −KvHvPvp Pv −KvHvPv
]
Corrección Global: ∵ Hv = 05×3, Kvp = 03×3
Kk,p = PpHTp Np = PpH
T
p M
−1
p = PpH
T
p
(
HpPpH
T
p +Rp
)−1
xˆk,p = xˆk,p+Kk,p (zk,p−Hk,pxˆk,p)
Pk,p = Pk,p −Kk,pHk,pPk,p
(5.35)
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Los filtros en cascada propuestos pueden ser utilizados con otros modelos no
lineales de la postura del robot (por ejemplo para el robot diferencial, ecua-
ción (3.24)) al ajustar las dimensiones de los componentes de las matrices del
filtro así como los vectores xk,uk y zk; siempre que se considere la separación
local y global de zk. El procedimiento general del filtro en cascada (ecuación
(5.32)) y cascada reducido (ecuación (5.35)) se resume en los algoritmos 5 y
6 respectivamente, válidos si Hpv y Hvp son matrices nulas.
Algoritmo 5: Algoritmo EKF recursivo en cascada, asignación de entradas,
predicción local y corrección global basada en el tiempo
Entrada: uk−1 = [ u1 u2 u3 ]T ,xˆk−1,Pk−1
Medición: zk = [ zk,p zk,v ]T , zk,v = [ vx,enc vy,enc ωenc ωgyr ωcomp ]Tk
zk,p = LGM/GPS = [ xk yk θk ]TGM/GPS
Datos: f(·) y h(·) (del modelo no lineal (3.24) o (3.51)),Qk,Rk
Salida: xˆk,Pk
Inicialización: xˆ0,P0
Para el instante actual k hacer
Predicción:
xˆk = f (xˆk−1, uk−1, 0)
Ak =
∂f
∂x
∣∣∣
xˆk−1,uk−1,0
, Wk =
∂f
∂w
∣∣∣
xˆk−1,uk−1,0
Pk = AkPk−1ATk +WkQk−1W
T
k
Hk= ∂h∂x
∣∣∣
xˆk,0
= [Hp Hpv;Hvp Hv]k = [Hp 0; 0 Hv]k, Nk = ∂h∂n
∣∣∣
xˆk,0
Corrección Local: utilizar Hp nula para actualizar con zk,v
Kk = PkHTk
(
HkPkH
T
k +NkRkN
T
k
)−1
xˆk = xˆk +Kk [zk − h (xˆk, 0)]
Pk = (I −KkHk)Pk
Corrección Global: utilizar Hv nula para actualizar con zk,p
Kk = PkHTk
(
HkPkH
T
k +NkRkN
T
k
)−1
xˆk = xˆk +Kk [zk − h (xˆk, 0)]
Pk = (I −KkHk)Pk
fin
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Algoritmo 6: Algoritmo EKF recursivo en cascada–reducido, asignación de
entradas, predicción local y corrección global basada en el tiempo
Entrada: uk−1 = [ u1 u2 u3 ]T ,xˆk−1,Pk−1
Medición: zk = [ zk,p zk,v ]T , zk,v = [ vx,enc vy,enc ωenc ωgyr ωcomp ]Tk
zk,p = LGM/GPS = [ xk yk θk ]TGM/GPS
Datos: f(·) y h(·) (del modelo no lineal (3.24) o (3.51)),Qk,
Rk = [Rp Rpv;Rvp Rv]k
Salida: xˆk = [ xk,p xk,v ]T ,Pk = [Pp Ppv;Pvp Pv]k
Inicialización: xˆ0,P0
Para el instante actual k hacer
Predicción:
xˆk = f (xˆk−1, uk−1, 0)
Ak =
∂f
∂x
∣∣∣
xˆk−1,uk−1,0
, Wk =
∂f
∂w
∣∣∣
xˆk−1,uk−1,0
Pk = AkPk−1ATk +WkQk−1W
T
k
Hk= ∂h∂x
∣∣∣
xˆk,0
= [Hp Hpv;Hvp Hv]k = [Hp 0; 0 Hv]k, Nk = ∂h∂n
∣∣∣
xˆk,0
Corrección Local: utilizar Hp nula para actualizar con zk,v
Kk = PkHTk
(
HkPkH
T
k +NkRkN
T
k
)−1
xˆk = xˆk +Kk [zk − h (xˆk, 0)]
Pk = (I −KkHk)Pk
Corrección Global: actualizar únicamente (xˆk,p, Pk,p) con zk,p
Kk,p = Pk,pHTk,p
(
Hk,pPk,pH
T
k,p +Rk,p
)−1
xˆk,p = xˆk,p+Kk,p (zk,p−Hk,pxˆk,p)
Pk,p = Pk,p −Kk,pHk,pPk,p
fin
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5.2.4 Filtro en Cascada con Modelos en Cascada: Fusión Local
Estado Reducido - Modelo Postura - Corrección Global
Un esquema de fusión adicional puede establecerse a partir del desarrollo
realizado para el filtro en cascada reducido, con el fin de disminuir aún
más el costo computacional del filtro. Para esto se secciona el estado xk de
acuerdo a sus estados locales xk,v (velocidad) y globales xk,p (postura) de
la misma forma que se secciona la medición en sensores de velocidad zk,v y
postura global zk,p según se muestra en la ecuaciones (5.36) para el caso con
deslizamiento y (5.37) sin deslizamiento. En estas ecuaciones se ha definido
además los vectores de entrada uk,Aks para la plataforma Ackerman con
deslizamiento, uk,Akns del Ackerman sin deslizamiento y uk,dif para el robot
diferencial sin deslizamiento.
Con ésta asignación, el procedimiento a seguir es primeramente emplear el
filtro local para realizar la fusión sensorial utilizando uk, xk,v y zk,v junto
con los modelos locales de velocidad (ecuaciones (3.50), (3.52) para el robot
Ackerman y (3.23) para el robot diferencial). Posteriormente se utiliza la
salida del filtro local como entrada del modelo cinemático global (ecuaciones
(3.11) y (3.36) para el robot diferencial y Ackerman respectivamente) para
obtener la postura global. Finalmente se actualiza la postura utilizando zk,p
y la corrección global del filtro en cascada reducido de la ecuación (5.35).
La principal ventaja de este planteamiento es el número reducido de opera-
ciones a efectuar (comparado con los filtros de las ecuaciones (5.32) y (5.35))
además de poder utilizar el filtro KF lineal cuando se utilizan los modelos sin
deslizamiento, ya que son modelos lineales (ecuaciones (3.23) y (3.52)). En
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estos casos se reduce aún más el costo computacional y de implementación
al no requerirse la linealización del modelo.
xk,p =
[
x y θ
]T
k
, xk,v =
[
vx vy ω
]T
k
uk,Aks =
[
u1 u2 u3
]T
k
zk,p = Hk,pxk,p = LGM/GPS =
[
xk yk θk
]T
GM/GPS
zk,v = Hk,vxk,v =
[
vx,enc vy,enc ωenc ωgyr ωcomp
]T
k
(5.36)
xk,p =
[
x y θ
]T
k
, xk,v =
[
vx ω
]T
k
uk,Akns =
[
u1 u3
]T
k
,uk,dif =
[
a α
]T
k
zk,p = Hk,pxk,p = LGM/GPS =
[
xk yk θk
]T
GM/GPS
zk,v = Hk,vxk,v =
[
vx,enc ωenc ωgyr ωcomp
]T
k
(5.37)
El planteamiento de este filtro se puede realizar a partir del filtro en casca-
da reducido (5.35) al considerar las mismas definiciones para Qk (ecuación
(5.15)), Hk (ecuación (5.18)) y Rk (ecuación (5.19)) según se describe a con-
tinuación para el caso con deslizamiento de la ecuación (5.36). El filtro local
de velocidad se obtiene al sustituir Ap = Apv = Avp = 03×3 en las etapas de
predicción y corrección local y al considerar un único término Qv según se
muestra en la ecuación (5.38). Esto debido a que solamente se utiliza el mo-
delo local no lineal (ecuación (3.50)) para realizar la fusión de velocidad con
lo que solo se requiere el cálculo de Av (cuyo valor es el mismo al obtenido
en las ecuaciones (5.12) y (5.13)).
Se aprecia al comparar este resultado con la ecuación (5.35) que no se con-
sideran las covarianzas cruzadas (Ppv, Pvp) al no realizar la fusión con el
modelo de estado completo incluyendo los términos de postura. En el caso
de los términos de velocidad se observa cómo se obtienen los mismos resul-
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tados en la predicción y corrección al obtener el mismo estado y covarianza
en ambas ecuaciones.
∵ Avp=Apv=Ap=03×3, Hvp=Rvp=05×3, Hpv=03×3, Rpv=03×5
Predicción Local:
xˆk = f (xˆk−1, uk−1, 0)
Ak−1=
∂f
∂x
∣∣∣∣
xk−1,uk−1
=
[
0 0
0 Av
]
, Av=
 1 Tsω Tsvy−Tsω 1 −Tsvx
0 0 1

xk−1
uk−1
Ωp=0 Ωv=(AvPv) Ωpv=0 Ωvp=(AvPvp)
Pk=Ak−1Pk−1ATk−1+Qk−1=
[
0 0
0 ΩvATv +Qv
]
=
[
Pp Ppv
Pvp Pv
]
Corrección Local: ∵ Hp = 03×3
M−1v =
(
HvPvH
T
v +Rv
)−1
Kk,v=
[
0 PpvHTv M
−1
v
0 PvHTv M
−1
v
]
=
[
0 0
0 Kv
]
xˆk,v=xˆk,v+Kk (zk,v−Hk,vxˆk,v)
Pk,v = Pk,v −Kk,vHk,vPk,v
(5.38)
Con la estimación de la velocidad xk,v de la ecuación (5.38) en la que se han
incorporado las mediciones de los sensores locales, se procede a utilizar el
modelo cinemático global (3.36) para obtener la postura xˆk,p = fp (xˆk,p, xˆk,v)
al utilizar xk,v como entrada, según se muestra en la ecuación (5.39).
xk,p =
[
x y θ
]T
k
, xk,v =
[
vx vy ω
]T
k
xˆk,p = xˆk−1,p + Ts
cos θk−1 − sin θk−1 0sin θk−1 cos θk−1 0
0 0 1
 xˆk,v=fp (xˆk−1,p, xˆk,v) (5.39)
130
5.2 Medición Seccionada
Hasta este punto se ha realizado la localización del robot utilizando úni-
camente la información local, lo cual ha requerido un menor número de
operaciones que el filtro en cascada, aunque se ha utilizado una inversión
de las mismas dimensiones (5 × 5). Para actualizar la postura utilizando la
información global zk,p se utiliza la etapa de corrección global del filtro en
cascada reducido (5.35), la cual requiere el valor de Pk,p para el cálculo de
la ganancia del filtro. Sin embargo, a diferencia del filtro cascada reducido,
el término Pk,p no es calculado por el filtro local de la ecuación (5.38) que
solo obtiene Pk,v.
Para determinar Pk,p se propone utilizar su valor en el instante anterior junto
con la propagación de la covarianza Pk,v a través del modelo cinemático
global que relaciona la velocidad con la postura. Para esto primeramente
se linealiza el modelo global respecto a (xˆk,p, xˆk,v) tal y como se muestra
en la ecuación (5.40), con lo que se obtiene el mismo resultado que para el
Ap y Apv del filtro en cascada resumido (ecuación (5.38)) al ser el modelo
dinámico global (3.51) deducido mediante el cinemático global (3.36).
cs = Ts cos θ, sn = Ts sin θ
Ak,p =
∂f
∂xp
∣∣∣∣∣xk−1
uk−1
=
 1 0 −vx sn−vy cs0 1 vx cs−vy sn
0 0 1

xk−1
uk−1
Ak,pv =
∂f
∂xv
∣∣∣∣xk−1
uk−1
=
 cs − sn 0sn cs 0
0 0 Ts

xk−1
uk−1
(5.40)
A partir de la ecuación de predicción de la covarianza del error Pk del filtro
en cascada reducido (ecuación (5.35)) se observa que la covarianza del error
de estimación de la postura Pp se puede determinar mediante la ecuación
(5.41).
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Ωp = (ApPp + ApvPvp) ,Ωpv = (ApPpv + ApvPv) ,
Pp = ΩpATp + ΩpvA
T
pv +Qp
⇒ Pp = (ApPp + ApvPvp)ATp + (ApPpv + ApvPv)ATpv +Qp
⇒ Pp = ApPpATp + ApvPvpATp + ApPpvATpv + ApvPvATpv +Qp
(5.41)
El filtro local de la ecuación (5.38) no realiza la estimación de los térmi-
nos (Ppv, Pvp), los cuales no se requieren en el cálculo de xk,p realizado en
la ecuación (5.39). De esta forma, al no disponer de estos términos para el
cálculo de Pp se debe incorporar su influencia mediante el término Qp, in-
crementando su magnitud para obtener un valor de Pp cercano al obtenido
mediante la ecuación (5.41). De esta forma al eliminar los términos (Ppv,
Pvp) se simplifica la ecuación (5.41) en (5.42) con la que se obtiene la Pp
requerida. Se observa que Pp depende de la propagación de la covarianza del
instante anterior al actual mediante Ap, de la propagación de la covarianza
asociada a la velocidad Pv mediante Apv y la matriz de covarianza del ruido
del proceso (postura) Qp. Como aproximación adicional se puede omitir la
propagación de Pk−1,p en Ap, al considerar que ésta se aproxima mediante
el valor de Pk−1,p, evitando el cálculo de Ap con lo que se requieren menos
operaciones para implementar el filtro. Esta aproximación supone un mayor
aporte de Pv en Pp y su precisión puede mejorarse con el respectivo ajuste
de valor de Qp.
Pk,p = Ak,pPk−1,pATk,p + Ak,pvPk,vA
T
k,pv +Qk,p
Pk,p ≈ Pk−1,p + Ak,pvPk,vATk,pv +Qk,p
(5.42)
Obtenido el valor de Pp se procede a actualizar la postura utilizando la
información global zk,p mediante la etapa de corrección global del filtro en
cascada reducido (5.35), tal y como se muestra en la ecuación (5.43), en
donde Hp es la matriz identidad 3× 3 (según su definición en las ecuaciones
(5.18) y (5.36)).
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Kk,p = PpHTp
(
HpPpH
T
p +Rp
)−1
xˆk,p = xˆk,p+Kk,p (zk,p−Hk,pxˆk,p)
Pk,p = Pk,p −Kk,pHk,pPk,p
(5.43)
Con este resultado se ha obtenido la postura actualizada mediante las etapas
de predicción y corrección local (velocidad, ecuación (5.38)), modelo de la
postura en cascada (salida del modelo de velocidad utilizado como entrada
al modelo de postura) y su covarianza del error (ecuaciones (5.39), (5.40) y
(5.42)) y actualización global (ecuación (5.43)), procedimiento que se resume
en la ecuación (5.44).
Cabe destacar que al utilizar el filtro de fusión de la ecuación (5.44) con los
modelos local y global en cascada, se está considerando una aproximación al
problema con el fin de reducir el número de operaciones requeridas, debido
a las simplificaciones realizadas al no utilizar las covarianzas cruzadas entre
el proceso local (velocidades) y el global (postura) para determinar xk y
Pk, a diferencia del filtro EKF completo (ecuación (5.29)) y el en cascada
(ecuación (5.32)). A pesar las simplificaciones realizadas se puede obtener un
desempeño y precisión adecuadas para el caso de localización con un ajuste
adecuado de (Qp, Qv).
Conviene señalar además que, aunque el método de modelos en cascada
(5.44) realiza un menor número de operaciones, requiere el cálculo de dos
matrices inversas de las mismas dimensiones que para el filtro en cascada
(5.32) y cascada reducido (5.35), por lo que en el caso de modelos de velo-
cidad con deslizamiento (ecuación (3.50), no lineal) puede no suponer una
ventaja considerable que justifique su utilización. Sin embargo, al considerar
el caso de los modelos de velocidad sin deslizamiento (ecuación (3.23) para el
robot diferencial y (3.52) para el robot Ackerman) se consigue con el método
de modelos en cascada una ventaja adicional, ya que al ser modelos lineales
se puede utilizar el filtro de Kalman lineal para implementar el filtro local.
De esta forma no se realiza la linealización del modelo para la fusión local,
requiriendo menos recursos para su implementación. De esta forma, se obtie-
ne la variante lineal del filtro de la ecuación (5.44) al sustituir el EKF de la
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etapa de predicción y corrección local por un KF, tal y como se muestra en
la ecuación (5.45).
EKF en Cascada con Modelo local (3.51)/global(3.36) en cascada
Predicción Local:
xˆk,v = fv (xˆk−1,v, uk−1, 0)
Ak−1,v=
∂fv
∂x
∣∣∣∣
xk−1,uk−1
=
 1 Tsω Tsvy−Tsω 1 −Tsvx
0 0 1

xk−1
uk−1
Pk,v=Ak−1,vPk−1,vATk−1,v+Qk−1,v
Corrección Local:
Kk,v= Pk,vHTk,v
(
Hk,vPk,vH
T
k,v +Rk,v
)−1
xˆk,v=xˆk,v+Kk,v (zk,v−Hk,vxˆk,v)
Pk,v = Pk,v −Kk,vHk,vPk,v
Modelo Global, obtener postura xˆk,p = fp (xˆk,p, xˆk,v):
xˆk,p=xˆk−1,p+Ts
cos θk−1 − sin θk−1 0sin θk−1 cos θk−1 0
0 0 1
 xˆk,v=fp (xˆk−1,p, xˆk,v)
Covarianza Pp: propagar Pv a través del modelo global:
cs = Ts cos θ, sn = Ts sin θ
Ak,p=
∂f
∂xp
∣∣∣∣∣xk−1
uk−1
=
1 0 −vx sn−vy cs0 1 vx cs−vy sn
0 0 1

xk−1
uk−1
,Ak,pv=
∂f
∂xv
∣∣∣∣xk−1
uk−1
=
 cs − sn 0sn cs 0
0 0 Ts

xk−1
uk−1
Pk,p=Ak,pPk−1,pATk,p+Ak,pvPk,vA
T
k,pv+Qk,p≈Pk−1,p+Ak,pvPk,vATk,pv+Qk,p
Corrección Global:
Kk,p = PpHTp
(
HpPpH
T
p +Rp
)−1
xˆk,p = xˆk,p+Kk,p (zk,p−Hk,pxˆk,p)
Pk,p = Pk,p −Kk,pHk,pPk,p
(5.44)
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KF en Cascada con Modelos local/global en cascada
Predicción Local:
xˆk,v = Ak−1,vxˆk−1,v +Bk−1,vuk−1
Pk,v=Ak−1,vPk−1,vATk−1,v+Qk−1,v
Corrección Local:
Kk,v= Pk,vHTk,v
(
Hk,vPk,vH
T
k,v +Rk,v
)−1
xˆk,v=xˆk,v+Kk,v (zk,v−Hk,vxˆk,v)
Pk,v = Pk,v −Kk,vHk,vPk,v
Modelo Global, obtener postura xˆk,p:
xˆk,p=fp (xˆk−1,p, xˆk,v)
Covarianza Pp: propagar Pv a través del modelo global:
Ak,p=
∂f
∂xp
∣∣∣∣∣xk−1
uk−1
, Ak,pv=
∂f
∂xv
∣∣∣∣xk−1
uk−1
Pk,p=Ak,pPk−1,pATk,p+Ak,pvPk,vA
T
k,pv+Qk,p
≈Pk−1,p+Ak,pvPk,vATk,pv+Qk,p
Corrección Global:
Kk,p = PpHTp
(
HpPpH
T
p +Rp
)−1
xˆk,p = xˆk,p+Kk,p (zk,p−Hk,pxˆk,p)
Pk,p = Pk,p −Kk,pHk,pPk,p
(5.45)
Se resume el procedimiento general de los algoritmos EKF y KF con modelos
en cascada en los algoritmos 7 y 8 respectivamente, válidos si Hpv y Hvp son
matrices nulas.
Obtenidos los filtros de fusión con actualización basada en el tiempo y las
variantes propuestas con un uso reducido de recursos computacionales se
procede a exponer los métodos basados en eventos en el capítulo siguiente,
los cuales buscan una reducción mayor en el uso de recursos en la estimación
de la postura del robot y son desarrollados a partir de los métodos en cascada
previamente descritos.
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Algoritmo 7: Algoritmo EKF recursivo en cascada con modelos local/global
en cascada, asignación de entradas, predicción local de velocidades, modelo
global de postura y corrección global basada en el tiempo
Entrada: uk−1 = uAks = [u1 u2 u3 ]T , xˆk−1,v,Pk−1,v, xˆk−1,p,Pk−1,p
Medición: zk,v = [ vx,enc vy,enc ωenc ωgyr ωcomp ]Tk ,
zk,p = [ xk yk θk ]TGM/GPS
Datos: fv(·) y hv(·) del modelo no lineal local (3.50),Qk,v,Rk,v,
fp(·) y hp(·) del modelo no lineal global (3.36),Qk,p,Rk,p
Salida: xˆk,v =
[
vx vy ω
]T
k
,xˆk,p =
[
x y θ
]T
k
,Pk,p, Pk,v
Inicialización: xˆ0,v,P0,v,xˆ0,p,P0,p
Para el instante actual k hacer
Predicción Local:
xˆk,v = fv (xˆk−1,v, uk−1, 0)
Ak−1,v= ∂fv∂xv
∣∣∣xk−1
uk−1
, Wk−1,v = ∂fv∂wv
∣∣∣
xˆk−1,v ,uk−1,0
Pk,v = Ak−1,vPk−1,vATk−1,v +Wk−1,vQk−1,vW
T
k−1,v
Hk,v= ∂hv∂xv
∣∣∣
xˆk,0
, Nk,v = ∂hv∂nv
∣∣∣
xˆk,0
Corrección Local:
Kk,v = Pk,vHTk,v
(
Hk,vPk,vH
T
k,v +Nk,vRk,vN
T
k,v
)−1
xˆk,v = xˆk,v +Kk,v [zk,v − hk,v (xˆk,v, 0)]
Pk,v = (I −Kk,vHk,v)Pk,v
Modelo Global, Covarianza Global:
xˆk,p = fp (xˆk−1,p, xˆk,v)
Ak,p=
∂fp
∂xp
∣∣∣xk−1
uk−1
,Ak,pv=
∂fp
∂xv
∣∣∣xk−1
uk−1
Pk,p=Ak,pPk−1,pATk,p+Ak,pvPk,vA
T
k,pv+Qk,p
Corrección Global: Hk,p=
∂hp
∂xp
∣∣∣
xˆk,0
=Identidad 3× 3 según ecuación (5.36)
Kk,p = Pk,pHTk,p
(
Hk,pPk,pH
T
k,p +Rk,p
)−1
xˆk,p = xˆk,p+Kk,p (zk,p−Hk,pxˆk,p)
Pk,p = Pk,p −Kk,pHk,pPk,p
fin
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Algoritmo 8: Algoritmo KF recursivo en cascada con modelos local/global
en cascada, asignación de entradas, predicción local de velocidades, modelo
global de postura y corrección global basada en el tiempo
Entrada: uk−1=uAkns=[u1 u3 ]T=udif =[a α ]T ,xˆk−1,v,Pk−1,v,xˆk−1,p,Pk−1,p
Medición: zk,v = [ vx,enc vy,enc ωenc ωgyr ωcomp ]Tk ,
zk,p = [ xk yk θk ]TGM/GPS
Datos: Ak y Bk del modelo lineal local (3.23) (o (3.52)),Qk,v,Rk,v,
fp(·) y hp(·) del modelo no lineal global (3.11) (o (3.12)),Qk,p,Rk,p
Salida: xˆk,v =
[
vx vy ω
]T
k
,xˆk,p =
[
x y θ
]T
k
,Pk,p, Pk,v
Inicialización: xˆ0,v,P0,v,xˆ0,p,P0,p
Para el instante actual k hacer
Predicción Local:
xˆk,v = Ak−1,vxˆk−1,v +Bk−1,vuk−1
Pk,v = Ak−1,vPk−1,vATk−1,v +Wk−1,vQk−1,vW
T
k−1,v
Corrección Local:
Kk,v = Pk,vHTk,v
(
Hk,vPk,vH
T
k,v +Nk,vRk,vN
T
k,v
)−1
xˆk,v = xˆk,v +Kk,v (zk,v−Hk,vxˆk,v)
Pk,v = (I −Kk,vHk,v)Pk,v
Modelo Global, Covarianza Global:
xˆk,p = fp (xˆk−1,p, xˆk,v)
Ak,p=
∂fp
∂xp
∣∣∣xk−1
uk−1
,Ak,pv=
∂fp
∂xv
∣∣∣xk−1
uk−1
Pk,p=Ak,pPk−1,pATk,p+Ak,pvPk,vA
T
k,pv+Qk,p
≈Pk−1,p+Ak,pvPk,vATk,pv+Qk,p
Corrección Global: Hk,p=
∂hp
∂xp
∣∣∣
xˆk,0
=Identidad 3× 3 según ecuación (5.37)
Kk,p = Pk,pHTk,p
(
Hk,pPk,pH
T
k,p +Rk,p
)−1
xˆk,p = xˆk,p+Kk,p (zk,p−Hk,pxˆk,p)
Pk,p = Pk,p −Kk,pHk,pPk,p
fin
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5.3 Conclusiones del Capítulo
En el presente capítulo se realizó la propuesta de distintos filtros de fusión
con el fin de mejorar la estimación de la postura de un robot de recursos
limitados. Se establecieron los algoritmos basados en el tiempo, al realizar la
corrección del filtro con un tiempo de muestreo regular (Ts constante):
Se describieron primeramente los métodos «tradicionales» (Algoritmos
1 y 2), de los cuales se observó que tienen un coste computacional muy
elevado en el caso de fusión sensorial, ya que requieren realizar la inver-
sión y/o raíz cuadrada matricial de dimensiones altas para obtener la
ganancia del filtro, lo que impide la implementación directa de este tipo
de algoritmos en sistemas de recursos limitados y deben ser modificados
para este fin. Además, suponen que no hay problemas de disponibili-
dad en la medición de los sensores, considerándola disponible en cada
instante de muestreo.
Como primera modificación se realizó la asignación de las aceleraciones
como entradas al modelo utilizado en la fusión sensorial (Algoritmos 3
y 4), con lo que se reducen las dimensiones de la matriz a invertir, pero
no lo suficiente como para permitir su implementación en plataformas
de recursos limitados.
Como segunda modificación se realizó la división del vector de medición
zk en las mediciones globales zk,p (postura desde un GPS, cámara, etc.)
y las mediciones locales zk,v (velocidades lineal y angular, encoders, gi-
róscopo y brújula). Con esta división de zk se realizó el desarrollo del
filtro EKF en componentes locales y globales en sus etapas de predic-
ción y corrección, tanto en su versión general (ecuación (5.28)) como
reducida (ecuación (5.29)).
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Empleando el EKF en componentes se obtuvo el filtro EKF en cascada
(Algoritmo 5), el cual realiza la fusión sensorial para obtener la postura
en dos etapas: la fusión local empleando zk,v para obtener la estimación
local del estado, y la fusión global en cascada, utilizando zk,p para corre-
gir la estimación local. Este filtro tiene un menor coste computacional
al realizar dos inversiones matriciales (local y global) de dimensiones
menores a cuando se utiliza el vector de medición completo. Además,
este filtro obtiene un resultado similar al de medición completa, al rea-
lizar un ajuste adecuado de la matriz covarianza del ruido del proceso
Qk, pero con un menor coste computacional.
Con el filtro EKF en cascada se deduce el EKF en cascada reducido
(Algoritmo 6), en el cual el filtro global únicamente actualiza la postura
mediante zk,p, con lo que se reduce el número de operaciones matriciales
requeridas en la implementación del filtro.
Se utilizó el filtro cascada reducido para obtener el filtro con modelos
en cascada (algoritmos 7 y 8), el cual resulta de utilidad principalmente
en el caso de los modelos sin deslizamiento, ya que se puede realizar la
predicción mediante un KF (algoritmo 8) en lugar del EKF (algoritmo
7), reduciendo aún más las operaciones requeridas en la implementación
por lo que es más adecuado para plataformas de recursos limitados.
Finalmente cabe destacar que en ambos filtros en cascada (cascada re-
ducido y modelos en cascada) Qk puede ser ajustada para mejorar el
desempeño del filtro y obtener resultados similares al filtro en casca-
da o al de medición completa, pero requiriendo menos recursos en su
implementación.
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6 | Fusión Sensorial por Eventos
en Localización
En el presente capítulo se expone uno de los aportes principales de la pre-
sente tesis, el cual corresponde al desarrollo de los distintos algoritmos de
fusión sensorial basada en eventos para la localización de un robot móvil
de recursos limitados. Se obtienen los algoritmos al utilizar como punto de
partida los filtros basados en el tiempo del capítulo 5 y los principios del
control y muestreo basado en eventos, de forma que se define la etapa de
corrección del filtro en términos de la ocurrencia de un evento durante la
ejecución del algoritmo, esto con el fin de reducir la utilización de los recur-
sos computacionales y el ancho de banda de la plataforma al incorporar la
información de sensores globales. Estos algoritmos se extenderán al caso de
localización cooperativa en el capítulo siguiente.
Nuevamente se omiten los superíndices a priori “−” para simplificar la no-
tación en el capítulo, con lo que las ecuaciones de corrección de los filtros
se escriben utilizando la convención algorítmica, en la que la variable a la
izquierda de la igualdad es actualizada a partir de su valor previamente
existente en la parte derecha de la ecuación.
Se describe a continuación la incorporación de los métodos basados en even-
tos para adaptar los filtros de fusión expuestos anteriormente ante distintas
condiciones de disponibilidad de los sensores y retardos de comunicación,
así como para reducir la utilización del ancho de banda de la plataforma
de recursos limitados. Para lo cual, se exponen primeramente los problemas
asociados al muestreo de sensores que son resueltos al emplear las estrate-
gias basadas en eventos, posteriormente se procede a definir la metodología
de fusión basada en eventos especificando distintos tipos de eventos válidos
para el caso de localización, y finalmente se realiza la modificación de los
algoritmos previamente definidos con la estrategia basada en eventos.
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6.1 Problemas relativos a la medición
Los esquemas de fusión con actualización basada en el tiempo presentados en
la sección anterior suponen que la medida de todos los sensores está disponi-
ble en cada instante k, de forma que si alguna medición no puede realizarse
o es obtenida con un retardo no se tendrá un funcionamiento correcto de
estos algoritmos.
En el caso de la localización de plataformas móviles de recursos limitados se
pueden presentar ambos problemas, ya que dependiendo de la frecuencia de
medición de cada sensor y del medio de comunicación utilizado, se pueden
obtener medidas con retraso que pertenecen a instantes anteriores y que
no pueden incorporarse mediante los métodos previamente definidos; o bien,
no recibir la medida del todo debido a errores de medición o por la no
disponibilidad del sensor.
Por ejemplo, si el robot debe comunicarse con un sensor externo (como una
cámara cenital o un robot vecino) para obtener las mediciones requeridas
en la fusión, la frecuencia de muestreo (medición) estará sujeta al ancho de
banda disponible para comunicarse con dicho sensor, además de existir un re-
tardo de comunicación inherente al medio utilizado (por ejemplo, bluetooth,
Wi-Fi, etc.). Otro ejemplo es el uso de sensores avanzados (GPS, sensor de
barrido láser, cámaras y cámaras 3D) los cuales requieren un tiempo consi-
derable de cómputo para obtener la medición. Por esta razón la frecuencia
de estos sensores será menor a los sensores restantes de la plataforma y no
pueden ser incorporados en todo instante k en el que estén disponibles los
sensores locales de alta frecuencia (encoders, giróscopos, etc.). Además, en
algunas situaciones se pueden presentar errores de disponibilidad como por
ejemplo un número de satélites reducido o nulo en el campo de visión de un
sensor GPS, o bien un cambio en la luminosidad del ambiente detectado con
una cámara, etc.
En consecuencia, a la hora de realizar la implementación de los algoritmos
sobre plataformas de recursos limitados se debe tomar en cuenta, además
de la complejidad computacional del filtro de fusión, la frecuencia (disponi-
bilidad) de las mediciones, el ancho de banda disponible y los retardos de
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medición debidos a la comunicación (con sensores o robots cercanos). Ade-
más, en el caso específico de robots móviles, se tiene el problema adicional de
ser plataformas que funcionan mediante baterías, por lo que si las frecuencias
de medición y fusión son altas se producirá un consumo mayor de energía,
disminuyendo el tiempo de operación del robot.
Existen soluciones parciales desarrolladas para incorporar la solución de al-
gunos de estos aspectos dentro de los algoritmos de fusión. Por ejemplo, si
solo existe un retardo conocido en alguna de las mediciones, esta puede incor-
porarse al retroceder la estimación actual al instante en donde se realizó la
medición, realizar la fusión y luego volver a propagar en el tiempo al realizar
la fusión para todos los instantes, desde el de medición hasta el instante ac-
tual [18, 151]. Sin embargo este método requiere gran cantidad de memoria
en la plataforma para almacenar todos los estados y mediciones intermedias
(entre el instante de medición y el actual), además de requerir la definición
de ecuaciones para la variación de la dimensión y valores en la matriz Rk de
los filtros (para decidir cuándo se fusionan las mediciones con retardo).
Para el caso específico de localización, si el retardo se da en la medición
de la postura zk,p (global), esta puede trasladarse hasta el instante actual
k utilizando la velocidad y el tiempo de retardo medido, al considerar un
desplazamiento lineal. Este método podría solventar la presencia del retardo
en la medición en los algoritmos definidos (actualización por tiempo, Al-
goritmos del 5 al 8) siempre y cuando el ancho de banda disponible en la
plataforma no esté limitado, o bien si se administra adecuadamente al li-
mitar las frecuencias de actualización de los sensores en el caso de recursos
limitados.
En el caso de que varias de las frecuencias de medición sean distintas pe-
ro constantes y conocidas, se puede recurrir a métodos de fusión sensorial
multifrecuencia [156, 45, 10, 11, 136] los cuales se diseñan para incorporar
en la fusión las mediciones según la frecuencia de cada sensor al utilizar re-
tenedores multifrecuencia (por ejemplo un ZOH a la entrada y salida del
filtro), obteniendo la postura del robot de forma adecuada e incorporando
en algunos casos los retardos existentes en las mediciones. Sin embargo, es-
tos métodos podrían no funcionar adecuadamente al ser implementados en
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plataformas en donde el ancho de banda es limitado, ya que no todas las me-
diciones se podrían obtener e incorporar a la frecuencia adecuada para cada
sensor. Además, podrían presentar dificultades cuando alguno de los senso-
res tiene una frecuencia de muestreo variable, caso que puede presentarse
en el uso de los sensores complejos ya que, según los recursos disponibles en
la plataforma en el instante k, pueden determinar la medición con mayor o
menor frecuencia. Por otra parte, los retenedores multifrecuencia requieren
gran cantidad de memoria al requerir un historial de los valores de cada señal
a utilizar en la fusión de acuerdo al orden del retenedor, por lo que no son
adecuados en el caso de recursos limitados.
Con el fin de incorporar las mediciones con retardos o con frecuencia variable
a la vez que se limita el uso del ancho de banda de la plataforma para el mé-
todo de localización, se puede utilizar la teoría de control y muestreo basado
en eventos para modificar los filtros de fusión expuestos anteriormente. Este
enfoque permite realizar la fusión de sensores con frecuencia de medición
variable o bien realizar la fusión cuando el ancho de banda esté disponible
en la plataforma, según se expone a continuación.
6.2 Fusión Sensorial basada en eventos para
localización
Como se describió en el capítulo de antecedentes, la idea principal de los
métodos de control y muestreo basados en eventos es realizar el muestreo del
sensor o aplicar la acción de control, únicamente si un evento RA definido en
función del error (en la referencia, perturbación, o respecto al valor anterior
de medición) supera un nivel límite RA,lim predeterminado, por lo que se
reduce el ancho de banda y consumo de energía en la plataforma a la vez
que se obtiene un funcionamiento similar a las estrategias con un tiempo de
muestreo constante.
El ahorro en el ancho de banda y comunicaciones depende de la frecuencia
con la que el evento supere el valor límite, de forma que son métodos de
compromiso entre el desempeño de la solución y el uso del ancho de banda
para el caso de plataformas sin limitaciones de recursos [48]. Sin embargo,
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para plataformas de recursos limitados, este compromiso es una ventaja que
permite ajustar el uso del ancho de banda para que, dentro de las limita-
ciones inherentes al uso del medio de comunicación, se pueda implementar
el esquema de fusión de múltiples sensores. El enfoque basado en eventos
permite además definir esquemas de control que incorporen sensores con fre-
cuencias variables y retardos en la medición, al considerar ambas situaciones
como un evento que condiciona la realización o no de la medición y por lo
tanto cuando es posible realizar el control de la plataforma.
En cuanto a filtros de fusión sensorial existen diversos ejemplos que utilizan
los principios del control basado en eventos para realizar la fusión. En general,
estos métodos realizarán el filtrado y fusión sensorial únicamente si el evento,
definido en función del cambio en el valor de la medición del sensor o en
función del error en el lazo de control, supera su valor límite, en cuyo caso
se procede a realizar la estimación correspondiente [156, 152, 78] con buenos
resultados en sistemas distribuidos [57, 119].
6.2.1 Corrección global por eventos
Para el caso específico de fusión sensorial para la mejora de la localización de
un robot de recursos limitados, partiendo de los resultados obtenidos con las
variantes del filtro en cascada se puede observar que no existen problemas de
acceso, uso de ancho de banda, retardos o frecuencias de muestreo variable
en el tiempo para la sección de los filtros que utiliza la información local
(velocidades), que pueden ser ejecutados sin inconvenientes en cada instan-
te k. Sin embargo, estos problemas si pueden presentarse en la sección de
corrección de los filtros con información global (postura) en donde se puede
requerir el acceso a sensores utilizando el medio de comunicación.
De esta forma se propone en la presente tesis utilizar el esquema de fusión
basado en eventos únicamente para la sección de corrección global del filtro
de localización, ejecutándola cuando RA > RA,lim, esto a diferencia de
los métodos existentes que ejecutan la totalidad del filtro al cumplirse la
condición del evento. Debido a esto se denotarán los algoritmos propuestos
como filtros con corrección o actualización global basada en eventos.
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En consecuencia, las mediciones zk,v serán utilizadas en cada instante k por
el filtro local que estimará la postura del robot utilizando únicamente esta
información. Por el contrario, la corrección del filtro global se realizará si
se cumple con la condición del evento, en cuyo caso se obtendrá zk,p utili-
zando el medio de comunicación. Debido a que esta comunicación introduce
un retardo en la obtención de zk,p, se ejecutará únicamente el filtro local
hasta que se haya recibido su valor. Una vez recibida la medición zk,p se
compensará en su valor el tiempo retardo, con lo que se procede a realizar la
etapa de corrección del filtro; la cual, además de corregir la estimación de la
postura y la covarianza del error con la información global, restablecerá el
valor de RA, desactivando la corrección global hasta que se vuelva a cumplir
con la condición RA > RA,lim. En la figura 6.1 se muestra el lazo de control
realimentado modificado para incorporar la solución propuesta, la línea dis-
continua indica que el acceso a la información no se realiza en cada instante
k, sino que depende del evento RA.
Con este planteamiento, se puede conseguir una regulación en el uso del
ancho de banda de la plataforma, con lo que se podría implementar el filtro
en plataformas de recursos de comunicación limitados. Además se tendrá un
funcionamiento adecuado ante la variación de la frecuencia de muestreo o
del retardo de comunicación de los sensores globales ya que se ejecutará el
filtro local hasta que se haya recibido zk,p, con lo que el control de navegación
del robot tendrá disponible una estimación de la postura en todo instante
k. El efecto del retardo en zk,p puede ser compensado según la plataforma
siempre que su valor sea medido por el robot, que es el caso considerado en
la presente tesis. Los detalles de este ajuste se detallan en el capítulo 8.
6.2.2 Definición del evento
Establecida la corrección basada en eventos para el caso de localización, se
procede a realizar la definición del evento RA mediante el cual se administra
el uso del sensor global para adquirir zk,p tal y como se describe a continua-
ción.
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Figura 6.1: Lazo de control realimentado con el filtro de fusión basado en el evento RA.
6.2.2.1 Problemática asociada a las definiciones existentes
Como se mencionó anteriormente, se suele definir RA con base en el error
de estimación en el caso de filtros de fusión o bien cuando se da un cambio
en el valor de la variable medida. Para el caso específico de localización, el
error de estimación es desconocido para el robot al menos que se consulte
constantemente un sensor global. Debido a esto, no es conveniente definir
un evento que dependa del error de estimación para limitar el uso del ancho
de banda, ya que no sería posible conocer el error sin antes utilizar el ancho
de banda para consular el sensor global. Además, al ser la postura del robot
una variable en constante evolución según el robot se mueve en el entorno,
definir un evento con base al cambio en el valor de la postura del sensor glo-
bal producirá una actualización en cada instante en donde el robot se mueva,
con lo que el uso del ancho de banda puede ser excesivo en plataformas de
recursos limitados. Por estas razones, conviene definir el evento en el caso de
localización utilizando la información local del robot y no la información ac-
cesible mediante el uso de comunicaciones (sensores globales remotos, robots
vecinos, etc.).
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Algunos métodos existentes [68, 148] utilizan el error en la referencia del con-
trol de postura (error de navegación) para definir el evento para el algoritmo
de estimación por eventos (predicción y corrección) aplicado en problemas de
consenso multiagente. Sin embargo, esta definición del evento tiene un gran
inconveniente debido a que el error de navegación (que indica si el robot
ha llegado al punto de destino o a un punto intermedio de la trayectoria a
seguir) puede ser independiente del error de localización (que indica con que
precisión se determinó la postura del robot o si el robot se ha perdido). Por
esta razón, se pueden dar casos en donde el error de localización sea grande
(el robot ha estimado una postura distinta a la real) pero con un error de
navegación pequeño (la postura estimada erróneamente se encuentra cerca
de un punto objetivo), por lo que el evento definido con el error de navega-
ción no superará el nivel predeterminado para realizar la estimación de la
postura y de esta forma disminuir su error.
Esto es una desventaja considerable principalmente en el caso de robots con
recursos limitados que dependen en gran medida de las estimaciones de la
postura utilizando las mediciones locales zk,v, las cuales acumulan el error
de localización mediante el proceso de integración recursiva (del instante
anterior al actual), por lo que al cabo de poco tiempo el error de estimación
puede ser considerable y no disminuirá al menos que se utilice la información
global (por ejemplo una cámara cenital) para realizar la corrección. En este
ejemplo, en caso de definir el evento con el error de navegación, no se utilizará
la información global en caso de estar cerca de un punto objetivo, con lo que
no se estimará adecuadamente la postura. Además si el robot se encuentra
muy alejado del punto objetivo (error de navegación alto) el evento superará
RA,lim en cada instante k hasta que el robot se acerque al punto de destino,
por lo que se hará un uso intensivo del ancho de banda en los primeros
instantes de la navegación, lo que no resulta conveniente en este tipo de
plataformas.
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6.2.2.2 Evento para localización: aproximación inicial
Ante esta problemática queda en evidencia la necesidad de realizar una nue-
va definición del evento, específica al caso de localización, de forma que se
obtenga un desempeño adecuado al utilizar el esquema de fusión con correc-
ción basada en eventos (figura 6.1) en plataformas de recursos limitados. En
la presente tesis se propone realizar la definición del evento en función de la
covarianza del error de estimación local de la postura Pk,p, la cual es deter-
minada por la etapa local del filtro de fusión EKF/KF en cada instante de
muestreo k.
Como se mencionó anteriormente, el error de estimación en el filtro local cre-
ce indefinidamente debido al proceso de integración recursiva y únicamente
disminuye cuando se realiza la actualización con la información global. De
esta forma, aunque este error no está disponible al menos que se utilice el
sensor global, se tiene la ventaja de que la covarianza del error de estima-
ción de la postura del robot Pk,p obtenida del filtro de fusión tiene el mismo
comportamiento creciente si es determinada utilizando únicamente la infor-
mación local, y disminuirá su valor al utilizar la información global (siempre
y cuando la precisión de la medición sea adecuada). Por esta razón un even-
to RA definido con base en la Pk,p local puede indicar claramente cuando
el error de estimación de la postura es considerable, indicando la necesidad
de realizar la corrección utilizando la zk,p global, además de reducir su valor
una vez que se realice la corrección del filtro global.
Una primera definición del evento se establece en la ecuación (6.1) como
la traza de la matriz Pk,p obtenida del filtro local, la cual sirve como una
primera aproximación ya que al ser la suma de las covarianzas de la postura
puede no ser clara la definición de un límite RA,lim adecuado para robots
móviles.
RA = TrPk,p = σ2x + σ
2
y + σ
2
θ (6.1)
Se puede realizar una mejor definición de RA intentando establecer de forma
intuitiva el límite RA,lim. Para esto se recurre a la interpretación geométrica
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de la matriz de covarianza gaussiana la cual puede representarse mediante
el uso de los elipsoides de incertidumbre según se define a continuación.
6.2.2.3 Elipsoides de incertidumbre
Según la definición de la pdf [151] de una variable aleatoria gaussiana X de
orden n con autocovarianza CX (ecuación (B.7), apéndice B), su exponente
es el único término que depende del valor actual de X siendo el término que
multiplica al exponente una constante de normalización. De esta forma, para
definir un contorno en donde la pdf sea constante se estudia únicamente su
exponente descrito en la ecuación (6.2).
(
X − X¯
)T
C−1X
(
X − X¯
)
= 1 (6.2)
Como se observa en la ecuación (6.2), al igualar el exponente a 1 y al ser
CX una matriz simétrica y definida positiva (en el caso de localización), se
obtiene la definición matemática para un elipsoide general de dimensión n,
centrado en la media X¯. La dirección de los ejes del elipsoide viene dada por
los vectores propios de CX , y la inversa de la magnitud de los semiejes al cua-
drado es igual a los valores propios de CX . El elipsoide definido corresponde
al lugar geométrico de la ecuación (6.2), es decir, a todos los puntos X que
satisfacen (6.2) y que describen un contorno de densidad de probabilidad pdf
constante [155, 154], debido a que la pdf es constante si lo es su exponente,
lo cual se cumple en la ecuación (6.2) al haberse igualado a 1.
Para el caso general, se hace uso de la definición de la distancia Mahalanobis,
la cual es el operador de distancia cuadrática normalizada definido en la
ecuación (6.3). Con esta definición se observa claramente como el elipsoide
de la ecuación (6.2) corresponde con el lugar geométrico de los puntos X que
se encuentran a una distancia Mahalanobis unitaria de la media X¯
MD(X, X¯;CX) =
√(
X − X¯
)T
C−1X
(
X − X¯
)
(6.3)
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1σ 2σ 3σ 4σ
1σ 2σ 3σ 4σ
Figura 6.2: Descripción mediante los nσ elipsoides de la matriz de covarianza para una
variable aleatoria gaussiana bidimensional (2D) [155, 154].
En el caso específico de localización resulta conveniente la definición de elip-
soides con una distancia Mahalanobis mayor a la unidad. Estos se conocen
como elipsoides n-sigma (nσ) los cuales se definen en función de n según se
muestra en la figura 6.1 y en la la ecuación (6.4), la cual describe el lugar
geométrico de todos los puntos X a una distancia Mahalanobis n de la media
X¯.
(
X − X¯
)T
C−1X
(
X − X¯
)
= n2 (6.4)
Con esta definición se denota el elipsoide definido en la ecuación (6.2) del
lugar geométrico de los puntos a una distancia Mahalanobis unitaria como el
elipsoide 1σ (∼ 1 desviación estándar). Se pueden construir elipsoides mayo-
res utilizando la ecuación (6.4), de los cuales son de utilidad en localización
y SLAM los elipsoides 2σ y 3σ [155, 154].
Al integrar la pdf contenida dentro de los elipsoides se pueden establecer
regiones de confianza. De esta forma puede obtenerse las probabilidades por-
centuales de que el valor actual (real) la variable aleatoria X se encuentre
dentro de su elipsoide nσ [155, 154], obteniéndose para el caso 2D (2 dimen-
siones) una confianza de un 39, 4% para el elipsoide 1σ, un 86, 5% para el 2σ,
un 98, 9% para el 3σ y un 99, 97% para el elipsoide 4σ. De estas regiones
de confianza se observa que se requiere utilizar al menos los elipsoides 3σ
para representar adecuadamente la covarianza de la variable aleatoria X de
forma gráfica.
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A manera de ejemplo se muestra en la figura 6.3 la evolución de la cova-
rianza de la estimación de la postura de un robot que utiliza únicamente
la odometría a partir de los encoders para seguir una trayectoria circular.
Se observa cómo según avanza el robot la incertidumbre representada por
los elipsoides 3σ se incrementa debido a la acumulación del error. De esta
forma la covarianza crecerá indefinidamente por lo que también lo harán los
respectivos elipsoides 3σ hasta que se utilice una medición con información
global.
Con esto se comprueba la conveniencia de utilizar la covarianza de la postura
para definir el evento RA, con lo que si se utiliza su representación geométrica
dada por los elipsoides 3σ se obtienen las mismas ventajas además de poder
seleccionar el límite RA,lim de forma intuitiva. Por ejemplo se puede describir
el evento y su límite mediante características geométricas obtenidas a partir
de los elipsoides 3σ. Para el caso de navegación 3D se podría utilizar el
volumen de los elipsoides, entretanto el uso del área es más conveniente para
el caso de navegación 2D el cual es el estudiado en la presente tesis. Con esto
se utilizará el área para definir RA según se describe a continuación.
6.2.2.4 Evento normalizado
Utilizando la descripción previa de la representación gráfica de la matriz
de covarianza mediante los elipsoides nσ, se propone definir el evento en
función del área del elipsoide 3σ obtenido de la matriz de covarianza del
error de postura Pk,p estimada por el filtro local. Para esto primeramente se
reescribe la ecuación (6.4) utilizando la nomenclatura del filtro y del error
de estimación tal y como se muestra en la ecuación (6.5).
(xk,p − xˆk,p)TP−1k,p (xk,p − xˆk,p) = n2 (6.5)
Para el caso de localización, al ser la covarianza de θ propagada en la posición
(x, y) mediante la actualización local de los filtros en cascada o mediante la
ecuación (5.42) en el caso de modelos en cascada, se puede utilizar únicamen-
te el área definida con las covarianzas de (x, y) ya que estas incluyen el efecto
de la covarianza θ. De la misma forma, para el caso en 3D (no considerado
en la presente tesis) se utilizaría el volumen del elipsoide considerando úni-
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Figura 6.3: Evolución creciente de la covarianza del error de estimación indicada por
medio de los elipsoides 3σ en un robot diferencial que estima su postura mediante odome-
tría (encoders) y sigue una trayectoria circular; trayectoria medida utilizando una cámara
cenital.
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camente la covarianza en la posición (x, y, z). De esta forma, al considerar la
Pk,xy del filtro local, se obtienen las magnitudes de los semiejes del elipsoide
de la ecuación (6.5) como aσ y bσ al obtener los autovalores de Pk,xy, con
n = 3 para el elipsoide 3σ, según se establece en la ecuación (6.6).
Pk,xy =
[
σ2x σ
2
xy
σ2xy σ
2
y
]
, Tσ =
√
σ4x + σ4y − 2σ2xσ2y + 4σ4xy
aσ =
√
2l2|Pxy |
σ2x+σ
2
y+Tσ
, bσ =
√
2l2|Pxy |
σ2x+σ
2
y−Tσ
(6.6)
Si se calcula el área de los elipsoides 3σ y se dividen por el área del robot
se tendría un indicador normalizado del momento en el cual el error en la
estimación de la postura del robot es igual que el tamaño del robot (su área).
De esta forma, al definir el evento RA como la razón de estas áreas según la
ecuación (6.7), se podría definir de forma intuitiva un límiteRA,lim adecuado
para el evento. Esto debido a que se tiene la interpretación geométrica que
cuantas áreas equivalentes del robot se dejaría crecer el error antes de realizar
la actualización global utilizando zk,p. Por ejemplo, se consultaría el sensor
global si RA supera un nivel determinado, por ejemplo 1,6, indicando que el
área del error es 1,6 veces el área de robot, con lo que una vez superado el
valor del evento en 1,6 se obtendría y utilizaría zk,p para actualizar la postura
del robot. Esta forma de actualización resultaría mucho más eficiente en
términos de recursos computacionales y de comunicación ya que no utilizaría
el ancho de banda en todo instante k, a diferencia de la actualización por
tiempo expuesta en la sección anterior.
Aellip=πaσbσ
RA = Aellip/Arobot
(6.7)
Además, con esta definición de la ecuación (6.7), se tiene la ventaja de aso-
ciar el número de consultas al sensor global de acuerdo a la precisión de la
estimación local, ya que si se tienen sensores muy precisos, se podría tar-
dar un tiempo considerable en llegar al valor RA,lim, con lo que se utilizaría
con menor frecuencia el medio de comunicación según se defina el valor de
RA,lim. De esta forma, RA,lim se escoge como un compromiso entre el núme-
ro de actualizaciones globales que se realizan (consumo de ancho de banda,
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procesador y energía) y la precisión deseada en la estimación de la postura
del robot.
La escogencia del valor de RA,lim se puede realizar además como una indica-
ción al filtro basado en eventos de que tan buena es la precisión del filtro local.
Un RA,lim alto indica, por ejemplo, que se utiliza un filtro local con sensores
precisos, por lo que la estimación local tendrá una precisión adecuada por
un intervalo de tiempo considerable (mientras RA < RA,lim), en el que no se
requiere utilizar zk,p para actualizar la postura. Una vez se supera RA,lim se
procede a realizar la actualización global con lo que mejora la precisión de la
postura de forma considerable, disminuyendo el error acumulado en la etapa
global y por lo tanto disminuyendo el valor de RA con lo que se cumple de
nuevo con RA < RA,lim y se repite el ciclo de actualización global una vez
que se vuelva a cumplir con RA > RA,lim. Por el contrario, un valor RA,lim
bajo indicaría por ejemplo que se utiliza una fusión local poco precisa (por
ejemplo utilizando únicamente un sensor o varios o sensores independientes
pero con poca precisión) por lo que se requiere una mayor frecuencia de ac-
tualización global para corregir la postura con zk,p, requiriendo mayor acceso
al medio de comunicación y al sensor global.
La definición del evento se puede ajustar si fuera necesario para incorporar
casos adicionales como la navegación en exteriores, la disponibilidad de sen-
sores, la localización cooperativa, etc. lo cual se realiza según la plataforma
a utilizar. Por ejemplo, en el caso de navegación en exteriores, se puede agre-
gar una condición adicional para que el algoritmo realice la corrección global
únicamente si el número de satélites utilizados por el sensor GPS N sat es
mayor a un valor mínimo N sat,min preestablecido (por ejemplo 6 satélites).
Con esto se busca garantizar una precisión mínima en la medición global a
utilizar en la fusión sensorial. En este caso además se debe realizar el ajuste
dinámico de la matriz Rk,p (magnitud), utilizando una función inversamente
proporcional, es decir, si el número de satélites es alto entonces los valores
de Rk,p (correspondientes a zk,p = LGPS) deben ser bajos, de forma que el
filtro de mayor importancia a estos datos en la fusión y viceversa.
Finalmente, en los capítulos de pruebas experimentales se presenta un estu-
dio del desempeño de los filtros de fusión ante las variaciones en el valor de
155
Capítulo 6. Fusión Sensorial por Eventos en Localización
RA,lim que ilustran de una mejor forma el compromiso entre la precisión y
el acceso al sensor global utilizando el medio de comunicación del robot al
utilizar los algoritmos basados en eventos. Realizada la definición de RA se
procede a modificar los algoritmos de la sección anterior para incorporar la
actualización basada en eventos según se describe a continuación.
6.3 Filtros de fusión sensorial con corrección basada
en eventos
Se modifican a continuación los algoritmos con actualización temporal del
capítulo 5 para incorporar la actualización global por eventos, utilizando el
evento definido en la ecuación (6.7). La modificación a realizar es la misma en
todos los algoritmos: se comprueba el valor del evento RA en cada instante
k, en caso de que RA > RA,lim se procede a realizar la corrección global
utilizando zk,p, lo que reduce el valor de Pk,p y por lo tanto el de RA, con
lo que RA < RA,lim, por lo que al siguiente ciclo se vuelve a determinar la
postura únicamente utilizando zk,v. De esta forma se obtienen los algoritmos
basados en eventos del 9 al 12 tal y como se exponen a continuación.
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Algoritmo 9: Algoritmo EKF recursivo en cascada, asignación de entradas,
predicción local y corrección global basada en eventos
Entrada: uk−1 = [ u1 u2 u3 ]T ,xˆk−1,Pk−1
Medición: zk = [ zk,p zk,v ]T , zk,v = [ vx,enc vy,enc ωenc ωgyr ωcomp ]Tk
zk,p = LGM/GPS = [ xk yk θk ]TGM/GPS
Datos: f(·) y h(·) (modelo no lineal (3.24) o (3.51)),Qk,Rk,Arobot,RA,lim
Salida: xˆk,Pk
Inicialización: xˆ0,P0
Para el instante actual k hacer
Predicción:
xˆk = f (xˆk−1, uk−1, 0)
Ak =
∂f
∂x
∣∣∣
xˆk−1,uk−1,0
, Wk =
∂f
∂w
∣∣∣
xˆk−1,uk−1,0
Pk = AkPk−1ATk +WkQk−1W
T
k
Hk= ∂h∂x
∣∣∣
xˆk,0
= [Hp Hpv;Hvp Hv]k = [Hp 0; 0 Hv]k, Nk = ∂h∂n
∣∣∣
xˆk,0
Corrección Local: utilizar Hp nula para actualizar con zk,v
Kk = PkHTk
(
HkPkH
T
k +NkRkN
T
k
)−1
xˆk = xˆk +Kk [zk − h (xˆk, 0)]
Pk = (I −KkHk)Pk
Elipsoide 3σ: utilizar Pk,xy para calcular el evento RA:
Obtener Semiejes del Elipsoide 3σ: aσ,bσ, ecuación (6.6)
Aellip=πaσbσ ecuación (6.7)
RA = Aellip/Arobot
Si RA > RA,lim entonces
Corrección Global: utilizar Hv nula para actualizar con zk,p
Kk = PkHTk
(
HkPkH
T
k +NkRkN
T
k
)−1
xˆk = xˆk +Kk [zk − h (xˆk, 0)]
Pk = (I −KkHk)Pk
fin
fin
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Algoritmo 10: Algoritmo EKF recursivo en cascada–reducido, asignación
de entradas, predicción local y corrección global basada en eventos
Entrada: uk−1 = [ u1 u2 u3 ]T ,xˆk−1,Pk−1
Medición: zk = [ zk,p zk,v ]T , zk,v = [ vx,enc vy,enc ωenc ωgyr ωcomp ]Tk
zk,p = LGM/GPS = [ xk yk θk ]TGM/GPS
Datos: f(·) y h(·) (modelo no lineal (3.24) o (3.51)),Qk,
Rk = [Rp Rpv;Rvp Rv]k,Arobot,RA,lim
Salida: xˆk = [ xk,p xk,v ]T ,Pk = [Pp Ppv;Pvp Pv]k
Inicialización: xˆ0,P0
Para el instante actual k hacer
Predicción:
xˆk = f (xˆk−1, uk−1, 0)
Ak =
∂f
∂x
∣∣∣
xˆk−1,uk−1,0
, Wk =
∂f
∂w
∣∣∣
xˆk−1,uk−1,0
Pk = AkPk−1ATk +WkQk−1W
T
k
Hk= ∂h∂x
∣∣∣
xˆk,0
= [Hp Hpv;Hvp Hv]k = [Hp 0; 0 Hv]k, Nk = ∂h∂n
∣∣∣
xˆk,0
Corrección Local: utilizar Hp nula para actualizar con zk,v
Kk = PkHTk
(
HkPkH
T
k +NkRkN
T
k
)−1
xˆk = xˆk +Kk [zk − h (xˆk, 0)]
Pk = (I −KkHk)Pk
Elipsoide 3σ: utilizar Pk,xy para calcular el evento RA:
Obtener Semiejes del Elipsoide 3σ: aσ,bσ, ecuación (6.6)
Aellip=πaσbσ ecuación (6.7)
RA = Aellip/Arobot
Si RA > RA,lim entonces
Corrección Global: actualizar únicamente (xˆk,p, Pk,p) con zk,p
Kk,p = Pk,pHTk,p
(
Hk,pPk,pH
T
k,p +Rk,p
)−1
xˆk,p = xˆk,p+Kk,p (zk,p−Hk,pxˆk,p)
Pk,p = Pk,p −Kk,pHk,pPk,p
fin
fin
158
6.3 Filtros de fusión sensorial con corrección basada en eventos
Algoritmo 11: Algoritmo EKF recursivo en cascada con modelos
local/global en cascada, asignación de entradas, predicción local de velo-
cidades, modelo global de postura y corrección global basada en eventos
Entrada: uk−1 = uAks = [u1 u2 u3 ]T , xˆk−1,v,Pk−1,v, xˆk−1,p,Pk−1,p
Medición: zk,v = [vx,enc vy,enc ωenc ωgyr ωcomp ]Tk ,zk,p = [xk yk θk ]
T
GM/GPS
Datos: fv(·) y hv(·) del modelo no lineal local (3.50),Qk,v,Rk,v,Arobot,RA,lim
fp(·) y hp(·) del modelo no lineal global (3.36),Qk,p,Rk,p
Salida: xˆk,v =
[
vx vy ω
]T
k
,xˆk,p =
[
x y θ
]T
k
,Pk,p, Pk,v
Inicialización: xˆ0,v,P0,v,xˆ0,p,P0,p
Para el instante actual k hacer
Predicción Local:
xˆk,v = fv (xˆk−1,v, uk−1, 0),Ak−1,v= ∂fv∂xv
∣∣∣xk−1
uk−1
, Wk−1,v = ∂fv∂wv
∣∣∣xk−1
uk−1
Pk,v = Ak−1,vPk−1,vATk−1,v +Wk−1,vQk−1,vW
T
k−1,v
Hk,v= ∂hv∂xv
∣∣∣
xˆk,0
, Nk,v = ∂hv∂nv
∣∣∣
xˆk,0
Corrección Local:
Kk,v = Pk,vHTk,v
(
Hk,vPk,vH
T
k,v +Nk,vRk,vN
T
k,v
)−1
xˆk,v = xˆk,v +Kk,v [zk,v − hk,v (xˆk,v, 0)]
Pk,v = (I −Kk,vHk,v)Pk,v
Modelo Global, Covarianza Global:
xˆk,p = fp (xˆk−1,p, xˆk,v), Ak,p=
∂fp
∂xp
∣∣∣xk−1
uk−1
,Ak,pv=
∂fp
∂xv
∣∣∣xk−1
uk−1
Pk,p=Ak,pPk−1,pATk,p+Ak,pvPk,vA
T
k,pv+Qk,p
Elipsoide 3σ: utilizar Pk,xy para calcular el evento RA:
Obtener Semiejes del Elipsoide 3σ: aσ,bσ, ecuación (6.6)
Aellip=πaσbσ, ⇒ RA = Aellip/Arobot, ecuación (6.7)
Si RA > RA,lim entonces
Corrección Global: Hk,p=
∂hp
∂xp
∣∣∣
xˆk,0
=I3×3, ecuación (5.36)
Kk,p = Pk,pHTk,p
(
Hk,pPk,pH
T
k,p +Rk,p
)−1
xˆk,p = xˆk,p+Kk,p (zk,p−Hk,pxˆk,p)
Pk,p = Pk,p −Kk,pHk,pPk,p
fin
fin
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Algoritmo 12: Algoritmo KF recursivo en cascada con modelos local/global
en cascada, asignación de entradas, predicción local de velocidades, modelo
global de postura y corrección global basada en eventos
Entrada: uk−1=uAkns=[u1 u3 ]T=udif =[a α ]T ,xˆk−1,v,Pk−1,v,xˆk−1,p,Pk−1,p
Medición: zk,v = [ vx,enc vy,enc ωenc ωgyr ωcomp ]Tk ,
zk,p = [ xk yk θk ]TGM/GPS
Datos: Ak y Bk modelo lineal local (3.23) (o (3.52)),Qk,v,Rk,v,Arobot,
fp(·),hp(·) modelo no lineal global (3.11) (o (3.12)),Qk,p,Rk,p,RA,lim
Salida: xˆk,v =
[
vx vy ω
]T
k
,xˆk,p =
[
x y θ
]T
k
,Pk,p, Pk,v
Inicialización: xˆ0,v,P0,v,xˆ0,p,P0,p
Para el instante actual k hacer
Predicción Local:
xˆk,v = Ak−1,vxˆk−1,v +Bk−1,vuk−1
Pk,v = Ak−1,vPk−1,vATk−1,v +Wk−1,vQk−1,vW
T
k−1,v
Corrección Local:
Kk,v = Pk,vHTk,v
(
Hk,vPk,vH
T
k,v +Nk,vRk,vN
T
k,v
)−1
xˆk,v = xˆk,v +Kk,v (zk,v−Hk,vxˆk,v)
Pk,v = (I −Kk,vHk,v)Pk,v
Modelo Global, Covarianza Global:
xˆk,p = fp (xˆk−1,p, xˆk,v),Ak,p=
∂fp
∂xp
∣∣∣xk−1
uk−1
,Ak,pv=
∂fp
∂xv
∣∣∣xk−1
uk−1
Pk,p=Ak,pPk−1,pATk,p+Ak,pvPk,vA
T
k,pv+Qk,p
≈Pk−1,p+Ak,pvPk,vATk,pv+Qk,p
Elipsoide 3σ: utilizar Pk,xy para calcular el evento RA:
Obtener Semiejes del Elipsoide 3σ: aσ,bσ, ecuación (6.6)
Aellip=πaσbσ, ⇒ RA = Aellip/Arobot, ecuación (6.7)
Si RA > RA,lim entonces
Corrección Global: Hk,p=
∂hp
∂xp
∣∣∣
xˆk,0
=I3×3, ecuación (5.37)
Kk,p = Pk,pHTk,p
(
Hk,pPk,pH
T
k,p +Rk,p
)−1
xˆk,p = xˆk,p+Kk,p (zk,p−Hk,pxˆk,p)
Pk,p = Pk,p −Kk,pHk,pPk,p
fin
fin
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6.4 Conclusiones del Capítulo
A partir de los filtros basados en el tiempo del capítulo 5 se han desarrollado
los algoritmos basados en eventos expuestos en el presente capítulo, que
realizan la etapa de corrección del filtro cuando, durante la ejecución del
algoritmo, un evento definido según la información local del robot supera un
nivel predeterminado:
Son métodos adecuados cuando existen problemas de disponibilidad en
la medición, como por ejemplo un retardo en la medición debido a la
utilización del medio de comunicación de la plataforma, o bien frecuen-
cias distintas de medición entre sensores o variables en el tiempo debido
al procesamiento requerido por sensores complejos, además de los casos
de no disponibilidad del sensor o de un ancho de banda limitado den-
tro de la plataforma. Tienen ventaja sobre los métodos existentes que
únicamente presentan soluciones parciales a estos problemas, siendo en
muchos de los casos métodos complejos y no adecuados para dar una
solución general, o bien no implementables en plataformas de recursos
limitados.
En el caso de fusión para la localización, se observó que los problemas de
disponibilidad de la medición solamente están presentes en la etapa de
corrección global y no en la etapa de fusión con la información local. Por
esta razón se propuso la incorporación de la corrección global basada en
eventos en los filtros en cascada propuestos, de forma que se ejecuta esta
etapa si el evento RA supera su valor límite predeterminado RA,lim.
Esto a diferencia de los métodos existentes que ejecutan ambas etapas
(predicción, corrección) con base al evento.
Se realizó una definición del evento adecuada al caso de localización de
robots móviles para lo cual se estudiaron primeramente las definiciones
existentes del evento, de las cuales se determinó que no son adecuadas
para el caso de localización, principalmente los eventos basados en el
error de navegación (el que indica si el robot ha llegado al punto obje-
tivo), ya no refleja la evolución del error de localización. Con esto se
procedió a definir un evento basado en la covarianza del error de estima-
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ción de la postura Pk,p, que resulta muy adecuado para indicar cuando
el robot estima adecuadamente su postura y cuando debe realizar una
corrección con la información global.
Se escogió una representación geométrica de Pk,p con el fin de poder
realizar la definición del nivel límite del eventoRA,lim de forma intuitiva,
para lo cual se decidió utilizar la definición de los elipsoides nσ. De esta
forma se definió el evento como el área de los elipsoides 3σ normalizada
con el área del robot, con lo que se realiza la actualización por eventos
cuando el área del elipsoide 3σ (confianza del 98, 9%) de Pk,p supera
un número determinado de áreas del robot, siendo una forma sencilla
e intuitiva de definir el nivel del evento RA,lim con el que se pueden
solucionar los problemas de disponibilidad de la medición global.
Al incorporar la corrección global basada en eventos y la definición de
RA basada en el área normalizada de los elipsoides 3σ en los esquemas
en cascada basados en el tiempo, se obtuvieron los algoritmos de fusión
basados en eventos (algoritmos 9 al 12), adecuados para la mejora de
la localización en plataformas de recursos limitados al realizar la ac-
tualización con la información global únicamente cuando es necesario
(si la incertidumbre en la postura supera un límite definido mediante
RA,lim).
Finalmente se estableció un evento adicional para navegación en exterio-
res, en el cual se realiza la corrección global únicamente si RA > RA,lim
y el número de satélites utilizados por el sensor GPSN sat es mayor a un
valor mínimo N sat,min preestablecido, con lo que se obtiene una mayor
precisión en la medición global y por lo tanto en la fusión sensorial.
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Los métodos de localización propuestos en el capítulo anterior son adecuados
cuando se utiliza un único robot, que navega en el entorno ejecutando diver-
sas tareas para cumplir con su misión. Sin embargo, existen casos en los que
solo un robot no es suficiente y se requiere utilizar un grupo de robots para
poder cumplir con la misión, o bien para realizarla de una mejor forma o
en un menor tiempo. Cualquiera que sea la misión a realizar, la localización
es un problema fundamental en equipos de robots ya que en la mayoría de
aplicaciones se requiere una precisión alta en su estimación.
La localización del grupo de robots se podría realizar utilizando los algorit-
mos del capítulo anterior de forma individual, con lo que cada integrante del
equipo estimaría su postura utilizando sus propios recursos y sensores, y la
compartirá con otros miembros utilizando el medio de comunicación en caso
de ser necesario. Sin embargo, una mejor opción es equipar a cada miembro
del grupo con un sensor relativo (un sensor de barrido láser, infrarrojos, ul-
trasonido, cámara, etc.), que identifica a cada integrante del grupo cercano
al robot y obtiene su distancia y orientación relativa.
Utilizando la postura y covarianza de cada robot vecino detectado (recibidas
por el medio de comunicación) junto con la medición relativa, cada robot
puede estimar su postura mediante métodos geométricos, al considerar a ca-
da vecino como una baliza móvil de la cual se conoce su posición, covarianza,
distancia relativa y orientación relativa (entre el robot y la baliza). Con este
procedimiento, denominado como Localización Cooperativa, se logra agregar
un sensor adicional de postura a cada robot (comunicaciones + sensor rela-
tivo). Éste puede ser incorporado dentro del filtro de fusión sensorial para
mejorar la precisión de la estimación de la postura, la cual será mayor a la
obtenida cuando cada miembro estima su postura de forma independiente
[146].
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Además del incremento en la precisión, el esquema cooperativo tiene otras
ventajas. Permite, por ejemplo, utilizar una solución distribuida para reali-
zar la localización del grupo, por lo que no se requiere un centro de fusión
que calcule todas las posturas y las transmita a cada integrante, lo que dis-
minuye el costo de implementación al requerir menos componentes, además
de proveer mayor flexibilidad de movimiento al grupo. Por otra parte, en
el caso de grupos heterogéneos en donde no todos los integrantes tienen las
mismas capacidades, sino que se tienen miembros avanzados con gran canti-
dad de sensores disponibles, así como miembros con capacidades limitadas
disponiendo de pocos sensores locales y en algunos casos sin capacidad de lo-
calización global, el esquema cooperativo permitirá distribuir la información
global de los robots avanzados a los robots de recursos limitados mediante
la medición relativa y la comunicación entre los integrantes. De esta for-
ma, estos robots incrementarán su precisión en la localización a pesar de no
disponer de un sensor global.
Estas características del esquema cooperativo son esenciales en muchas de
las aplicaciones actuales de grupos multirobot, en donde se requiere una gran
precisión en la localización. Por ejemplo, en coordinación de equipos subma-
rinos [16, 52], en grupos de robots aéreos y/o terrestres ejecutando misiones
cooperativas [117, 41, 39, 166, 5] o en exploración de entornos desconocidos
[142, 62, 143, 144].
Se puede apreciar que la utilización del ancho de banda del medio de co-
municación (Bluetooth, Wi-Fi, ZigBee, etc.) es fundamental en el esquema
cooperativo, por lo que si el robot requiere su utilización extensiva para otras
tareas distintas a la localización cooperativa como es el caso, por ejemplo,
de la coordinación y control de navegación y formación del grupo, de los
enlaces de video en tiempo real, además de la supervisión, monitoreo y diag-
nóstico de la plataforma; se deberá regular su utilización para permitir la
transmisión de la información de las distintas tareas. De la misma forma, si
el robot es de recursos limitados, no podrá realizar la transmisión de todos
los datos requeridos en el esquema cooperativo (posturas, matrices de cova-
rianza, mediciones relativas, etc.) en cada instante de muestreo, con lo cual
se debe limitar el uso del ancho de banda para poder ejecutar el método de
localización.
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Según se expuso en los antecedentes, la mayoría de los métodos de locali-
zación multirobot existentes requieren la transmisión de gran cantidad de
información en cada instante de muestreo, además de utilizar de forma in-
tensiva el ancho de banda de la plataforma. Por esta razón son métodos
inadecuados cuando el acceso al medio de comunicación es limitado. Algu-
nos métodos existentes consideran algún tipo de limitación en el uso del
ancho de banda [145, 125, 158, 103, 137] al reducir en alguna medida la
cantidad de información transmitida o la frecuencia de intercambio de men-
sajes. Sin embargo, estos métodos requieren la comunicación constante entre
miembros del grupo por lo que no permiten la incorporación o supresión
dinámica de algún integrante del equipo con movimiento libre en el entorno
(cuando un robot entra o sale del rango de detección del sensor relativo), o
bien, cuando se requiere utilizar una frecuencia de comunicación variante en
el tiempo (debido al uso del ancho de banda por otras tareas). Además, estos
métodos requieren gran cantidad de memoria y recursos computacionales, lo
que impide su implementación en plataformas de recursos limitados.
Por estas razones, los métodos basados en eventos desarrollados en el capí-
tulo anterior pueden aplicarse al caso multirobot para obtener un algoritmo
de fusión cooperativo y distribuido, que permita mejorar la localización de
cada miembro del grupo, utilizando de forma eficiente los recursos compu-
tacionales y de comunicación de la plataforma a la vez que se obtiene un
desempeño adecuado. Para esto se utilizará la actualización basada en even-
tos para incorporar la información relativa en la fusión sensorial. De esta
forma, se limitará el uso del ancho de banda empleado por cada integrante
del grupo, al realizar la transmisión de la información para el método coope-
rativo cuando un evento, definido con base en la información local del robot,
supere un nivel predeterminado.
Tomando en consideración estos factores, se expone a continuación el desa-
rrollo del método cooperativo multirobot basado en eventos para grupos
de robots heterogéneo. Se describe primeramente la definición del grupo de
robots con localización cooperativa y su red de comunicación, así como el
modelo que permite incorporar las mediciones relativas en el esquema de fu-
sión. Posteriormente se exponen el algoritmo cooperativo con actualización
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basada en el tiempo, el cual es utilizado como punto de partida para obtener
el método cooperativo con actualización relativa basada en eventos.
7.1 Grupo de robots con localización cooperativa
Se expone a continuación la definición del esquema multirobot cooperativo
al delimitar las condiciones requeridas para conformar el grupo multirobot
y la red de comunicación, utilizada para transmitir la información relativa
del filtro de localización. Se define además el modelo de medición relativa
que relaciona las distancias, ángulos y posturas de los robots vecinos con la
postura del robot local.
7.1.1 Grupo multirobot cooperativo
Las siguientes condiciones definen el grupo multirobot considerado en la
presente tesis:
1. Un grupo de robots GR consiste en un número N de miembros (inte-
grantes) denotados como Ri, con i = 1, . . . , N y N ≥ 2 desconocido
a priori por cada integrante. Esto implica la necesidad de un ajuste
dinámico en las ecuaciones de fusión “tradicionales” dependiendo del
número de robots vecinos detectados por cada Ri en cada instante k.
2. En cada Ri ∈ GR su postura es definida con su posición (x, y) y orien-
tación θ respecto a los ejes de referencia global (XG,YG), los cuales son
comunes a todos los miembros en GR. Cada Ri incorpora un eje de refe-
rencia local (XL,YL) que enmarca la medición de las velocidades locales
(v,ω). No se consideran los casos de localización relativa (localización
respecto a un eje local de algún Ri) o de múltiples ejes globales en GR.
3. Cada Ri ∈ GR puede tener distintos sensores, locomoción, rango de
detección Dr (distancia máxima a la que se puede detectar un vecino),
rango de comunicación Cr (distancia máxima en la que se puede man-
tener la comunicación con un robot vecino) y capacidad de cómputo
y comunicación (recursos computacionales y ancho de banda). Por es-
ta razón, GR se considera un grupo heterogéneo que puede dividirse
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en dos subconjuntos: GRA de robots avanzados y GRL de robots con
recursos limitados.
4. Las mediciones locales son obtenidas por cada Ri ∈ GR y pueden incluir
las velocidades lineal v y angular ω desde los encoders (v, ω)enc, ωgyr de
un giróscopo, ωcomp de una brújula, además de las aceleraciones lineal a
y angular α de los acelerómetros disponibles en la plataforma (u1, u2, u3
en el caso con deslizamiento), colocados de acuerdo al tipo de robot.
5. Las mediciones globales LGM/GPS = (x, y, θ)GM/GPS se obtienen del
sensor global (cámara cenital, GPS, etc.) según el entorno de nave-
gación del grupo. Estos sensores están disponibles principalmente en
GRA.
6. Al menos un miembro Ri tiene acceso a LGM/GPS de forma que se
proporcione convergencia global al grupo [145], esta cantidad puede ser
superior según el tamaño del grupo (N).
7. Las mediciones relativas Mr se realizan en cada Ri ∈ GR por un sensor
que obtiene la distancia (rango) ρij , el ángulo relativo (orientación re-
lativa) ϕij y la identidad Mj de cada robot vecino Rj dentro del rango
de detección Dr (constante) del robot Ri. Se considera en la presente
tesis que la medición relativa se puede realizar en toda la circunferencia
del robot, con lo que el rango de detección del sensor relativo forma
un círculo de radio Dr con centro en la posición del sensor sobre la
plataforma móvil (por ejemplo en el centro geométrico o de masa del
robot).
8. El “Matching” es el proceso mediante el cual se asigna la identidad
del vecino Mj con la correspondiente medición del sensor relativo lo-
cal, (ρ, ϕ)ij . Ésta se realiza en general por el sensor relativo (cámara,
lector de etiquetas RFID, etc.), o bien se puede realizar al comparar
la información de la postura del robot Rj (identidad Mj) recibida por
comunicación con la postura determinada por el sensor relativo de Ri.
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9. No se consideran errores de asignación (error de Matching) ya que ∀Ri
puede diferenciar entre un miembro del equipo GR y un obstáculo es-
tático o dinámico en el entorno.
10. Como Dr puede ser distinto entre los miembros del grupo, se pueden
dar distintos casos de detección. Por ejemplo, un robot Ri con Dr alto
detectará y se comunicará con un robot vecino Rj de Dr bajo aunque
Rj no pueda observar a Ri. Estos casos se definen de acuerdo al modelo
de medición relativa expuesto en la sección 7.1.3.
11. Cada Ri estima su postura Lk utilizando todas las mediciones dispo-
nibles (locales, globales y relativas) y empleando comunicaciones para
realizar el intercambio de información cooperativo con los robots dentro
de Dr. El algoritmo de fusión selecciona cuales mediciones debe realizar
en cada instante k según el esquema basado en eventos.
12. Cada Ri se mueve a voluntad según su misión específica (de forma
individual, simultánea, continua, etc.), pero no requerirá detener su
movimiento para comunicarse, realizar las mediciones relativas o bien
ejecutar el algoritmo de localización cooperativa (a diferencia de algu-
nos métodos existentes como el expuesto en [29]).
13. Los miembros de GR no están limitados a mantener una formación
rígida, aunque pueden realizar formaciones temporales de subconjuntos
o del grupo completo en caso de requerirse.
14. Se considera un entorno dinámico (robots y obstáculos en movimiento),
por lo que las frecuencias con las que se detectan los robots vecinos son
variantes en el tiempo y desconocidas a priori.
15. Cada Ri cuenta con un módulo de evasión de obstáculos (por ejemplo
un algoritmo Braitenberg [150, 102]) y un algoritmo de planificación de
trayectorias que determina la ruta que debe seguir el robot (evitando
obstáculos y/o colisiones [107, 73, 108, 35, 111, 100, 98]).
16. Información global asociada a un mapa del entorno puede estar disponi-
ble o ser obtenida únicamente por los robots en GRA si fuera necesario
(de acuerdo a las capacidades de los robots en este subconjunto), sin
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embargo, este caso SLAM cooperativo [58, 33, 126] no se contempla en
la presente tesis.
17. Para cada robot en GR se determina un modelo de acuerdo a su locomo-
ción con el fin de utilizarlo en el algoritmo de localización y navegación,
siguiendo por ejemplo los procedimientos propuestos en el capítulo 3.
En el caso específico de las pruebas experimentales simuladas del capí-
tulo 11, se utilizará el modelo diferencial de la ecuación (3.24) junto con
las aceleraciones del modelo (3.34) (versión 3 partículas) el cual utiliza
como entrada el modelo dinámico de las aceleraciones de las ruedas del
robot de la ecuación (3.57).
7.1.2 Red de comunicación, arquitectura basada en agentes
Las comunicaciones entre los miembros del grupo multirobot se gestionan
utilizando un enfoque multiagente [148]. De esta forma, el mecanismo utili-
zado para coordinar la comunicación entre los agentes Ri ∈ GR, que permite
realizar la localización cooperativa, se establece mediante el uso de la plata-
forma de desarrollo de agentes en el lenguaje JAVA, denotada como JADE
[20] por sus siglas en inglés (Java Agent Development Framework – JADE).
Esta plataforma provee una implementación estándar del lenguaje de comuni-
cación entre agentes (FIPA-ACL) que contiene la especificación para realizar
el envío y recepción de mensajes entre miembros del grupo. La utilización
de JADE permite dotar cada Ri de un sistema de gestión de mensajes, que
realizará el intercambio de información según los principios que se detallan
a continuación:
1. En el ámbito del problema de localización en un grupo multirobot
cooperativo, el término “comunicaciones” se refiere a la transmisión
de la información requerida para la localización cooperativa entre los
miembros Ri ∈ GR.
2. La información transmitida iT (denotado con el subíndice T ) por cada
Ri incluye la postura estimada LT , la covarianza del error de estima-
ción de la postura PT,p, las mediciones relativas MT,r (si el vecino se
encuentra dentro de Dr), las velocidades en los ejes globales (x˙T , y˙T , θ˙T )
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y el tiempo requerido para realizar el envío de la información (si exis-
tiera, se determina mediante un temporizador activado al recibir una
solicitud de información de un robot vecino). La información recibida
iR contempla las mismas variables (denotadas con el subíndice R) e
incluirá MR,r según el Dr del vecino.
3. Los retardos en la trasmisión de la información causados por el medio
de comunicación son conocidos y medibles, al conocer la distancia entre
miembros y la velocidad de transmisión, o bien al utilizar un tempori-
zador activado al realizar la llamada a un vecino y detenido al recibir
su respuesta. Como alternativa para determinar el retardo puede utili-
zarse un módulo con reloj de tiempo real, si está disponible ∀Ri ∈ GR
y se sincroniza de forma adecuada.
4. Cr ≥ Dr pero cada Ri iniciará la comunicación únicamente con los
vecinos contenidos en Dr. El número total de Ri contenidos en Dr se
denotará como ND. Por esta razón, si un robot puede detectar a un
vecino, también podrá establecer comunicaciones con él.
5. Cuando un Ri se comunica con un vecino, transmitirá su información
iT y esperará la recepción de iR. Esto es gestionado mediante múltiples
hilos de ejecución en la unidad de control de la plataforma, que pre-
vienen cualquier espera bloqueante o interbloqueo mientras se recibe el
mensaje de respuesta de la comunicación (se consideran comunicaciones
no bloqueantes en cada Ri).
6. El algoritmo de localización cooperativa (en adelante denotado como
CLA) determina cuándo y con qué frecuencia el robot Ri se comunica
con los vecinos contenidos en Dr. De esta forma, las comunicaciones en
GR no se llevan a cabo en cada instante de muestreo k (definido por el
tiempo de muestreo Ts constante) o con una frecuencia de comunicación
constante predefinida, siendo ésta variante en el tiempo.
7. El CLA es distribuido, ejecutado de forma local ∀Ri ∈ GR, e iniciará las
comunicaciones cuando un evento RA, definido según Pk,p (elipsoides
3σ, ecuación (6.7)) supera un nivel predeterminado RA,lim. Hasta que
el evento no supere RA,lim, Ri no iniciará las comunicaciones con sus
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vecinos, aunque estos se encuentren contenidos en Dr. Sin embargo,
si un vecino solicita información (debido a que su RA local superó su
RA,lim), el robot envía iT aunque su RA,lim no haya sido superado.
8. Debido a que Dr puede ser distinto entre miembros, un Ri puede enviar
iT para “ayudar” a un vecino Rj si fuera necesario, aunque el sensor
relativo de Rj no haya detectado a Ri (con lo que tampoco ha solicita-
do la información iT ). Esto es necesario cuando existen miembros del
grupo con un Dr muy limitado, lo que causa que el robot no detec-
te rápidamente a un vecino para ejecutar la localización cooperativa,
aunque se haya alcanzado el RA,lim, con lo que la covarianza del error
de estimación puede crecer considerablemente. Por el contrario, si es-
te robot ha superado su RA,lim y es detectado por un vecino con Dr
alto y que envía la iT aunque no sea solicitada, se podrá utilizar esta
información para mejorar la estimación de la postura, utilizando el mo-
delo de medición relativo de la sección 7.1.3, evitando así el crecimiento
excesivo del error en la localización.
Este método “altruista” puede administrarse dentro de cada robot Ri
con rango Dr amplio, al comprobar si al enviar iT se recibe o no del
vecino Rj un iR que incluye Mr (lo que indica que el vecino Rj puede
detectar al robot Ri con su sensor relativo). En caso de no recibir Mr,
se agregaría el identificador del vecino Rj a una lista (en Ri), según la
cual el robot Ri le enviaría iT cada vez que detecte a Rj y aunque en Ri
no se haya alcanzado el RA,lim. Esto, a pesar de incrementar la cantidad
de mensajes enviados en GR, puede mejorar la precisión de la postura
estimada por los robots con Dr muy limitado. Cabe destacar que en
este caso, el robot Rj (al que se le ayuda) puede decidir si utilizar o no
la información iR según la definición del evento dentro de este robot (si
se ha alcanzado o no su RA,lim).
9. Pueden establecerse definiciones adicionales del evento RA además del
basado en el área de los elipsoides 3σ (ecuación (6.7)) según las necesi-
dades específicas de la misión del grupo. Por ejemplo, puede definirse
el evento de forma que se ejecute la fusión con la información relativa
siempre que se detecte un nuevo robot vecino dentro de Dr (en cuyo
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caso se contactaría una sola vez hasta que no salga de Dr y vuelva a
ser detectado), o bien siempre que ND sea mayor a un valor mínimo
ND,min (por ejemplo, ejecutar la fusión relativa si hay 3 o más vecinos
dentro de Dr, ND,min = 3, ND ≥ ND,min). Se puede; además, utilizar
la información de la evitación de obstáculos para ejecutar la fusión re-
lativa siempre que se evite un obstáculo y mejorar la precisión cuando
se retoma la trayectoria deseada en el robot, o bien ejecutar el método
cooperativo si el robot ha avanzado una distancia mínima (definida se-
gún la precisión de la estimación local del robot, obtenida de Pk). La
selección del evento y de su valor límite se definen de acuerdo a las
necesidades propias de cada Ri a la hora de implementar el método (se
exponen algunos casos de interés en la sección 7.2).
10. Cuando se detectan múltiples vecinos dentro de Dr (por ejemplo ND >
3), el algoritmo cooperativo puede determinar cuáles medidas utilizar
en la fusión sensorial basándose en la covarianza del error de estima-
ción recibida PR,p y la medición relativa Mr (recibida MR,r o propia
según disponibilidad). Esto le permite al algoritmo CLA descartar la
información que no es lo suficientemente precisa, basándose en los va-
lores de la covarianza (mayor covarianza ⇒ mayor incertidumbre ⇒
menor precisión en la estimación de la postura), lo que puede mejorar
la precisión del método de localización además de disminuir el uso de
recursos computacionales (se calcularía la etapa de corrección relativa
para un número menor de vecinos).
11. Se puede realizar la etapa de corrección relativa de forma secuencial
calculando la etapa de corrección del filtro con dimensión unitaria (pa-
ra un único vecino) y ejecutándola secuencialmente para cada vecino
dentro de Dr. Esto puede disminuir el coste computacional al utilizar
ecuaciones de menor dimensión además de facilitar la implementación
del filtro cooperativo, esto se detalla en la descripción de CLA de la
sección 7.2.
12. Es esencial proveer a cada Ri de la capacidad de almacenar localmen-
te cada mensaje enviado y recibido, junto con el tiempo (local o del
módulo de tiempo real) en el que se recibe cada iR o se envía iT , así
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como la identidad del robot al que se envía o del que se recibe la in-
formación. Esto permite llevar un registro del desempeño del esquema
cooperativo que puede utilizarse para comparar entre los esquemas con
corrección temporal y basada en eventos. Este mismo tipo de registro
debe establecerse en cualquier prueba experimental simulada con el fin
de permitir la comparación entre esquemas de fusión.
Definido el grupo multirobot y las reglas de intercambio de mensajes, se
describe a continuación el modelo de medición relativa requerido por el algo-
ritmo CLA.
7.1.3 Modelo de medición relativa
Las mediciones relativas Mr = {ρij , ϕij} se utilizan junto con la información
iR obtenida de los vecinos en Dr para obtener la medición de la postura,
utilizando las relaciones geométricas entre Mr y cada LR recibido. Existen
diversos modelos de medición relativa [23, 112, 116, 138, 49, 59, 137] defi-
nidos de acuerdo al tipo de información que proporciona el sensor relativo
(rango, ángulo, rango y ángulo, etc.). Siguiendo el enfoque propuesto en estos
trabajos, se define el modelo relativo utilizando el caso de dos robots vecinos
con postura {L1(x1, y1, θ1), L2(x2, y2, θ2)} tal y como se muestra en la figura
7.1.
El robot R1 ubicado en L1 mide el rango ρ12 y ángulo relativo ϕ12, de la
misma forma el robot R2 ubicado en L2 obtiene ρ21 y ϕ21. El ángulo relativo
[−π < ϕ ≤ π] se mide en los ejes locales, por lo que desde los ejes globales
se mide desde el ángulo actual de avance θ; si ϕ = 0 implica que el vecino
se encuentra justo al frente del robot. La relación entre las posturas L1 y L2
con las distancias y ángulos relativos se muestra en la ecuación (7.1).
ρ12=
√
(x2−x1)2+(y2−y1)2=
√
(∆x)2+(∆y)2
ψ = ϕ12 + θ1 = atan2 (∆y/∆x)
(7.1)
El modelo de la ecuación (7.1) puede utilizarse directamente en los esquemas
de fusión sensorial al utilizar su linealización, la cual aproxima la solución,
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Figura 7.1: Descripción geométrica de la medición relativa Mr
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o bien puede resolverse de forma exacta según el número ND de vecinos Rj ,
Dr y la información iR.
Cuando se detectan más de un Rj se pueden emplear técnicas similares a
la triangulación o trilateración de balizas con posición conocida [23, 56, 49,
69, 134] para obtener la postura del robot desde la información relativa. Sin
embargo, con el fin de obtener un método más general, éstos métodos no
se consideran en la presente tesis, sino que se estudia el peor caso, el cual
se produce cuando se detecta un único vecino Rj ; ya que, como Dr puede
ser distinto en cada robot, podría disponerse de menos información para
determinar la postura de Ri.
Bajo esta perspectiva, si se detectara más de un vecino en Dr (ND > 1), se
puede utilizar la ecuación (7.1) múltiples veces dentro del esquema de fusión
según ND, ajustando correspondientemente el vector de medición zk y la
matriz covarianza de la medición Rk para incorporar la información relativa
de todos los vecinos detectados (solución tradicional, esquema basado en el
tiempo), o bien, puede incorporarse la ecuación (7.1) una única vez y realizar
la actualización con la información relativa de forma secuencial (lo cual se
utiliza en el método por eventos propuesto en la presente tesis).
De esta forma, cuando ND = 1, se establecen tres casos básicos utilizando el
ejemplo mostrado en la figura 7.1 para obtener la postura de R1 a partir de
la información recibida de R2 y la medición relativa según los valores de Dr:
Caso 1 R1 y R2 se detectan mutuamente: En este caso, ambos robots se
encuentra en rango cuando D1 ∼= D2 y la posición de cada Ri permite
la detección (en cuyo caso ρ12 ≤ {D1 ∼= D2}. En esta condición R1
recibe {L2, ρ21, ϕ21} y se utilizan para obtener la postura completa L1
según se muestra en la ecuación (7.2).
ψ = π − ϕ21 + θ2, θ1 = ψ − ϕ12 ⇒ ψ = ϕ12 + θ1
x1 = x2 − ρ12 cosψ y1 = y2 − ρ12 sinψ (7.2)
Caso 2 Solo R1 detecta a R2: En este caso D1 > D2 y ρ12 > D2. En
esta condición R1 recibe únicamente {L2} y se utiliza para obtener los
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términos de la posición (x1, y1) en la postura L1 pero no θ1 según se
muestra en la ecuación (7.3).
ψ = ϕ12 + θ1,
x1 = x2 − ρ12 cosψ y1 = y2 − ρ12 sinψ (7.3)
Caso 3 Solo R2 detecta a R1: En este caso D1 < D2 y D1 < ρ21.
En esta condición si R2 se comunica con R1 para ayudarle, entonces
R1 recibe únicamente {L2, ρ21, ϕ21} pero no se dispondrá de {ρ12, ϕ12}.
Igual que en el caso anterior, con esta información únicamente se pue-
den determinar (x1, y1) en la postura L1 pero no θ1 según se muestra
en la ecuación (7.4).
ψ = π − ϕ21 + θ2,
x1 = x2 − ρ21 cosψ y1 = y2 − ρ21 sinψ (7.4)
Las ecuaciones (7.2) a (7.4) permiten incorporar la información relativa den-
tro del algoritmo de localización cooperativa para grupos heterogéneos según
se describe a continuación.
7.2 Algoritmos de Localización Cooperativa
En esta sección se expone los algoritmos de localización cooperativa desa-
rrollados en la presente tesis. Primeramente se expone el algoritmo de loca-
lización cooperativa basado en el tiempo (TCLA) el cual utiliza la infor-
mación relativa en cada instante k junto con todas las mediciones locales
y globales disponibles en la plataforma. Utilizando como punto de partida
el TCLA, se desarrolla el algoritmo de localización cooperativa basado en
eventos (ECLA) el cual utiliza la corrección basada en eventos desarrollada
en el capítulo anterior para incorporar la información relativa, con el fin de
reducir la utilización del ancho de banda en la plataforma.
Los algoritmos que se exponen a continuación están definidos para una pla-
taforma de configuración diferencial cuyo modelo se establece en la ecuación
(3.24) junto con las aceleraciones del modelo (3.34) (versión 3 partículas), el
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cual utiliza como entrada las aceleraciones de las ruedas (aR, aL) que pue-
den ser obtenidas de los acelerómetros en la plataforma o bien del modelo
de dinámico de las aceleraciones de las ruedas del robot (ecuación (3.57)).
Cabe destacar que los algoritmos son generales y pueden ser adaptados a
otras plataformas al utilizar los modelos correspondientes y al ajustar las
dimensiones de los vectores de estado xk, entrada uk y medición zk según se
requiera.
Por otra parte, y para simplificar la descripción y notación del método coope-
rativo, en el presente capítulo se exponen los algoritmos considerando que
las mediciones de la velocidad zk,v y de la postura global zk,p (si el robot
tiene acceso a este sensor), se incorporan mediante un EKF (predicción y
corrección) ejecutado en cada instante k (basado en el tiempo, tradicional),
siendo este EKF intercambiable por los métodos expuestos en los capítulos
5 y 6 según las capacidades de cada miembro del grupo.
Por ejemplo, si el robot pertenece a GRA es posible que realice la fusión
mediante los algoritmos tradicionales (Algoritmos 1 y 2) o con asignación
de entradas (Algoritmos 3 y 4) suponiendo que no hay problemas de dispo-
nibilidad en la medición, o bien al utilizar un algoritmo basado en eventos
en cascada (algoritmo 9) de manera que se limite el acceso al sensor glo-
bal y se tomen en cuenta los retardos temporales asociados, pero utilizando
un nivel del evento RA,lim bajo, para acceder a la información global más
frecuentemente que un robot de recursos limitados.
Por el contrario, para los robots pertenecientes a GRL, se puede recurrir a los
algoritmos en cascada reducido (Algoritmo 6) en caso de no tener problemas
de acceso al sensor global, o al algoritmo en cascada con el modelo en cascada
(algoritmo 8), el cual puede utilizarse además sin la corrección global en
caso de no disponer del sensor global. De igual forma, pueden utilizarse los
algoritmos en cascada por eventos (algoritmos 11 y 12) si se debe limitar el
acceso al sensor global, en cuyo caso el RA,lim será mayor que para el caso
de los integrantes de GRA, con el fin de disminuir el acceso al sensor global
y utilizarlo solo en caso necesario.
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Por estas razones, en los algoritmos del presente capítulo se describe prin-
cipalmente la etapa de corrección de la estimación mediante la información
cooperativa (sensor relativo y comunicaciones). Esta etapa se puede agregar
a conveniencia en los algoritmos propuestos en los capítulos 5 y 6 según las
capacidades de cada miembro del grupo heterogéneo GR.
En la ecuación (7.5) se exponen las definiciones de xk, uk y zk a utilizar a lo
largo del capítulo, de la que se observan los mismos supuestos del capítulo
6 (por eventos) en cuanto a las mediciones de velocidad local zk,v y postura
global zk,p, pero agregando la medición del sensor relativo zk,r obtenida de
la medición relativa Mr y la información recibida mediante comunicación iR
según las ecuaciones del modelo relativo (ecuaciones de la (7.1) a la (7.4)).
xk,p =
[
x y θ
]T
k
, xk,v =
[
vx ω
]T
k
xk =
[
xk,p xk,v
]T
uk =
[
a α
]T
k
zk,p = Hk,pxk,p = LGM =
[
xk yk θk
]T
GM
zk,v = Hk,vxk,v =
[
vx,enc ωenc ωgyr ωcomp
]T
k
zk,r = Hk,rxk,p =
[
xk yk θk
]T
r
(7.5)
7.2.1 Localización Cooperativa Basada en el Tiempo (TCLA)
El algoritmo de localización cooperativa basado en el tiempo (TCLA) utiliza
la información relativa en cada instante k junto con todas las mediciones
locales y globales disponibles en la plataforma zk = [zk,p zk,v]. Utilizando
la definición de xk, uk y zk de la ecuación (7.5) junto con el modelo del
robot diferencial (ecuaciones (3.34),(3.24) y (3.57)) se constituye el EKF
cooperativo basado en el tiempo mostrado en el algoritmo 13, el cual utiliza
las covarianzas del proceso Qk y medición Rk para realizar la estimación del
estado xk y la covarianza del error de estimación Pk.
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El algoritmo 13 representa la aproximación “tradicional” de los métodos
cooperativos en la utilización del modelo relativo (7.1), ya que se asigna una
ecuación (7.1) ∀Rj dentro de Dr detectado, por lo que si ND ≥ 1 se deberán
ajustar dinámicamente las dimensiones de zk, Rk y Hk en cada instante k,
de acuerdo a ND. Una vez ajustadas las dimensiones, se incorpora cada Mr
realizado y cada iR recibido en la etapa de corrección de la postura con la
información relativa. Conviene recordar que el “matching” se ha realizado
previamente (por el sensor relativo, por ejemplo) con lo que cada ecuación
(7.1) agregada se utiliza correctamente con el correspondiente Mr e iR de
cada vecino.
El esquema TCLA del algoritmo 13 tiene toda la información disponible en
el instante k, pero no puede implementarse en los robots pertenecientes a
GLR ya que requiere una inversión de matrices de dimensión alta (según zk
y ND) para obtener la ganancia del filtro lo que requiere un uso extenso
del procesador y memoria de la plataforma. Además, se requiere un uso
considerable del ancho de banda ya que el robot debe comunicarse con todos
los vecinos en Dr para obtener iR cada instante k.
7.2.2 Localización Cooperativa Basada en Eventos (ECLA)
El algoritmo de localización cooperativa basado en eventos (ECLA) obten-
drá y utilizará la información relativa para actualizar la estimación de la
postura únicamente cuando un evento RA supera su valor límite predefinido
RA,lim, con el fin de reducir los requerimientos en procesamiento, memoria
y ancho de banda de la estrategia basada en el tiempo TCLA. Este evento
indicará cuando el error local es considerable, definiendo RA,lim según la co-
varianza de la estimación de la postura, calculada en cada instante k por el
filtro EKF/KF.
Como primer paso para incorporar la estrategia basada en eventos, se evi-
tará la inversión y manipulación de matrices de orden alto (según ND) del
algoritmo 13, TCLA. Para lo cual se puede actualizar la estimación de la
postura con la información relativa de forma secuencial, al considerar la fu-
sión para un único vecino pero realizando la etapa de corrección ND veces.
Esto disminuye los requerimientos en procesamiento y memoria (inversa de
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Algoritmo 13: Algoritmo EKF cooperativo, distribuido y recursivo, correc-
ción basada en el tiempo: TCLA
Entrada: uk−1=[a α ]T ,xk−1,Pk−1
Medición: zk,p,zk,v,Mr
Salida: xˆk,Pk
Datos: f(·) y h(·) del modelo (3.24),Qk,Rk,iR
Inicialización: x0,P0
Para el instante actual k hacer
Predicción:
xˆk = f (xˆk−1, uk−1, 0)
Ak =
∂f
∂x
∣∣∣
xˆk−1,uk−1,0
, Wk =
∂f
∂w
∣∣∣
xˆk−1,uk−1,0
Pk = AkPk−1ATk +WkQk−1W
T
k
Actualización Cooperativa:
Si ND ≥ 1 entonces
Mr = [ρij ϕij ]
T , j = 1 · · ·ND
zk =
[
zk,p zk,v Mr
]T
Ajustar dimensión de Rk (según Mr y ND)
Agregar la ecuación (7.1) a h() (ND veces)
si no
zk =
[
zk,p zk,v
]T
Utilizar Rk con ND = 0
Utilizar h() sin la ecuación (7.1)
fin
Hk= ∂h∂x
∣∣∣
xˆk,0
,Nk = ∂h∂n
∣∣∣
xˆk,0
Corrección:
Kk = PkHTk
(
HkPkH
T
k +NkRkN
T
k
)−1
xˆk = xˆk +Kk [zk,r − h (xˆk, 0)]
Pk = (I −KkHk)Pk
fin
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menor dimensión) aunque aun así, podría requerirse un tiempo de muestreo
considerable para ND altos según las características de la plataforma.
Como segundo paso, se considera la medición relativa como un sensor de
postura adicional zk,r =
[
xk yk θk
]T
r
. Siguiendo las propuestas del capítulo
5, se realiza la actualización de la estimación de la postura incorporando zk,r
mediante una etapa de corrección KF en cascada, similar a la del algoritmo 6
(cascada reducido), la cual se ejecutará recursivamente si ND > 1. El cálculo
de zk,r se realiza de acuerdo al valor de Dr según los casos expuestos en las
ecuaciones (7.2) a (7.4) utilizando los correspondientes Mr e iR.
Como tercer paso, al utilizar zk,r en la fusión, se debe realizar la propagación
de la covarianza asociada a Mr e ir según el caso de Dr a través del modelo
relativo con el fin de obtener la Rk,r a utilizar en el filtro de fusión, para
lo cual se procede con una estrategia similar a la utilizada en los filtros en
cascada reducido (ecuación (5.42)).
De esta forma se realiza una aproximación lineal de Rk,r mediante la ecuación
(7.6), en donde ∇zu es el operador gradiente aplicado a las ecuaciones (7.2)
a (7.4)) respecto a las entradas del modelo relativo según Dr (las cuales
pueden incluir x2, y2, θ2, ρ12, ϕ12, ϕ21), y RMr,iR es la covarianza asociada a
Mr e ir según Dr (las entradas del modelo relativo). Conviene destacar que
el operador gradiente realiza la linealización del modelo relativo (según Dr)
respecto a las entradas del mismo, correspondiente a las variables de Mr e
ir, lo cual permite propagar la covarianza (de la entrada del modelo relativo
u∗ a la salida del mismo y∗) y obtener Rk,r, de forma similar a la ecuación
(5.42), con la diferencia de que para Rk,r la propagación en el tiempo no se
realiza mediante la aproximación lineal (ecuación (7.6)), sino que se considera
que ésta es realizada en las covarianzas asociadas a Mr (propias del sensor
relativo) e ir (recibidas por comunicación).
Rk,r = Rx1y1θ1 = ∇zuRMr,iR∇zTu (7.6)
Al aplicar la ecuación (7.6) a las ecuaciones de la (7.2) a la (7.4) se obtie-
ne Rk,r para los distintos casos de detección tal y como se muestra en las
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ecuaciones de la (7.7) a la (7.9) en donde se considera una matriz RMr,iR
diagonal. Como se observa de estas ecuaciones, Rk,r es variante en el tiempo
al depender de los valores de que se reciban en RiR en cada instante k, con lo
que la ganancia del filtro que incorpora la medición relativa debe calcularse
en cada instante k y ND veces según la cantidad de vecinos detectados.
Caso 1:
u∗ =
[
x2 y2 θ2 ρ12 ϕ12 ϕ21
]T
, y∗ =
[
x1 y1 θ1
]T
∇zu =
 1 0 0 − cos (ϕ12 + θ1) ρ12 sin (ϕ12 + θ1) 00 1 0 − sin (ϕ12 + θ1) −ρ12 cos (ϕ12 + θ1) 0
0 0 1 0 −1 −1

RMr,iR=

σ2x2 0 0 0 0 0
0 σ2y2 0 0 0 0
0 0 σ2θ2 0 0 0
0 0 0 σ2ρ12 0 0
0 0 0 0 σ2ϕ12 0
0 0 0 0 0 σ2ϕ21

=

r11 0 0 0 0 0
0 r22 0 0 0 0
0 0 r33 0 0 0
0 0 0 r44 0 0
0 0 0 0 r55 0
0 0 0 0 0 r66

Rk,r = Rx1y1θ1 = ∇zuRMr,iR∇zTu =
 r1a r1b r1cr1d r1e r1f
r1g r1h r1i

r1a = r55ρ212sin
2 (ϕ12 + θ1) + r44cos2 (ϕ12 + θ1) + r11
r1b = r1d = −r55ρ212 cos (ϕ12 + θ1) sin (ϕ12 + θ1)
+ r44 cos (ϕ12 + θ1) sin (ϕ12 + θ1)
r1c = r1g = −r55ρ12 sin (ϕ12 + θ1)
r1e = r55ρ212cos
2 (ϕ12 + θ1) + r44sin2 (ϕ12 + θ1) + r22
r1f = r1h = r55ρ12 cos (ϕ12 + θ1)
r1i = r33 + r55 + r66
(7.7)
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Caso 2:
u∗ =
[
x2 y2 ρ12 ϕ12
]T
, y∗ =
[
x1 y1 θ1
]T
∇zu =
[
1 0 − cos (ϕ12 + θ1) ρ12 sin (ϕ12 + θ1)
0 1 − sin (ϕ12 + θ1) −ρ12 cos (ϕ12 + θ1)
]
RMr,iR =

σ2x2 0 0 0
0 σ2y2 0 0
0 0 σ2ρ12 0
0 0 0 σ2ϕ12
=

r11 0 0 0
0 r22 0 0
0 0 r33 0
0 0 0 r44

Rk,r = Rx1y1θ1 = ∇zuRMr,iR∇zTu =
[
r1a r1b
r1c r1d
]
r1a = r44ρ212sin
2 (ϕ12 + θ1) + r33cos2 (ϕ12 + θ1) + r11
r1b = r1c = −r44ρ212 cos (ϕ12 + θ1) sin (ϕ12 + θ1)
+ r33 cos (ϕ12 + θ1) sin (ϕ12 + θ1)
r1d = r44ρ212cos
2 (ϕ12 + θ1) + r33sin2 (ϕ12 + θ1) + r22
(7.8)
Con estos pasos, se incorpora la etapa de corrección basada en eventos, para
lo cual se utiliza el evento definido en el capítulo 6, ecuación (6.7), con lo que
se obtiene y utiliza la información relativa para mejorar la estimación de la
postura del robot si el evento RA, definido según el área de los elipsoides 3σ
(calculada a partir de Pk,p) normalizada con el área ARi del robot Ri, supera
un nivel predeterminado RA,lim. Este límite se escoge como un compromiso
entre el número de consultas realizadas entre robots (del que depende en uso
del ancho de banda, consumo de energía y tiempo de cómputo) y la precisión
deseada de la postura estimada (la cual puede incrementarse al realizar un
mayor número de actualizaciones).
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Caso 3:
u∗ =
[
x2 y2 θ2 ρ21 ϕ21
]T
, y∗ =
[
x1 y1 θ1
]T
ψ = π − ϕ21 + θ2
∇zu =
[
1 0 ρ21 sin (ψ) − cos (ψ) −ρ21 sin (ψ)
0 1 −ρ21 cos (ψ) − sin (ψ) ρ21 cos (ψ)
]
RMr,iR =

σ2x2 0 0 0 0
0 σ2y2 0 0 0
0 0 σ2θ2 0 0
0 0 0 σ2ρ21 0
0 0 0 0 σ2ϕ21
=

r11 0 0 0 0
0 r22 0 0 0
0 0 r33 0 0
0 0 0 r44 0
0 0 0 0 r55

Rk,r = Rx1y1θ1 = ∇zuRMr,iR∇zTu =
[
r1a r1b
r1c r1d
]
r1a = r44cos2 (ϕ21 − θ2) + r33ρ221sin2 (ϕ21 − θ2)
+ r55ρ221sin
2 (ϕ21 − θ2) + r11
r1b = r1c = r33ρ221 cos (ϕ21 − θ2) sin (ϕ21 − θ2)
− r44 cos (ϕ21 − θ2) sin (ϕ21 − θ2)
+ r55ρ221 cos (ϕ21 − θ2) sin (ϕ21 − θ2)
r1d = r44sin2 (ϕ21 − θ2) + r33ρ221cos2 (ϕ21 − θ2)
+ r55ρ221cos
2 (ϕ21 − θ2) + r22
(7.9)
Utilizando esta definición de RA, se establece el algoritmo de localización
cooperativa basado en eventos ECLA tal y como se muestra en el algo-
ritmo 14. De la misma forma que los algoritmos basados en eventos para
robots individuales (capítulo 6), cuando se cumple la condición del evento
(RA > RA,lim), el ECLA corregirá la estimación de la postura xk,p (obtenida
con la información local y global) utilizando la medición relativa zk,r y la co-
varianza de medición Rk,r. La covarianza del error resultante Pk,p decrecerá
(de acuerdo a Rk,r) cuando se actualiza la postura, con lo que se reestablece-
rá el evento (RA < RA,lim) lo que inhabilita la corrección con la información
relativa hasta que se vuelva a dar la condición del evento (RA > RA,lim).
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Bajo el esquema de fusión con corrección basada en eventos, se obtendrá
una matriz Pk,p menor si los valores correspondientes a Rk,r son bajos, por
ejemplo, si el robot determina Mr mediante un sensor de precisión adecuada
y si iR se recibe de un vecino Rj ∈ GRA con acceso a la información global.
Otro caso en el que Rk,r tiene un valor reducido se produce cuando iR es
obtenida de un vecino que ha actualizado recientemente su postura, a partir
de otro Rj ∈ GRA con acceso a la información global. De forma similar, si
iR proviene de un robot sin acceso a la información global (o perteneciente
a GRL) puede darse un decremento en Pk,p (según Rk,r) pero de menor
magnitud (comparado con el caso anterior), lo cual disminuirá RA levemente.
En este caso se alcanzará RA,lim con mayor frecuencia hasta que se realice la
actualización utilizando una iR con Rk,r baja. De estos ejemplos se observa
que el esquema de localización cooperativa permite el flujo de la información
de localización entre miembros, los cuales tomarán ventaja de la información
con bajo Rk,r para mejorar su estimación de la postura, incrementando su
precisión respecto al caso de localización individual. Además, este esquema
localizará con una precisión adecuada a los miembros de GRL que no tengan
acceso a la información global de forma directa.
Como se definió en la descripción del grupo heterogéneo y su red de comu-
nicación (sección 7.1.2) se pueden utilizar distintos tipos de eventos según
las características del grupo cuya elección debe considerarse durante la im-
plementación del grupo heterogéneo, en donde además se deben considerar
los casos en los que se deban ajustar dos RA,lim, uno para la etapa global y
otro para la localización cooperativa. En este caso en particular, si el robot
pertenece a GRA y utiliza el esquema basado en eventos para limitar el ancho
de banda, se puede priorizar uno de los sensores, por ejemplo al utilizar un
RA,lim,p bajo para el sensor global (GPS por ejemplo) de forma que se usa
frecuentemente y un RA,lim,r mayor en el caso del método cooperativo, con
lo que se utilizará mayoritariamente el sensor global para corregir la postura
y si por alguna razón se perdiera el acceso a éste, la covarianza crecerá lo
suficiente como superar RA,lim,r con lo que se emplea el método cooperati-
vo con lo que se reduce el error de estimación y su respectiva covarianza.
También en el caso de los integrantes de GRA, se puede considerar el caso
de RA,lim,p = RA,lim,r y asignar ambos con un nivel de evento bajo si no se
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requiere restringir en gran medida la utilización del ancho de banda o alto
en el caso contrario.
Por otra parte si el robot pertenece a GRL es posible que únicamente tenga
acceso a la localización cooperativa, en cuyo caso solo se requiere la asigna-
ción de RA,lim,r según la regulación requerida en el ancho de banda del robot,
con lo que pueden asignarse valores altos para limitar en mayor medida el
uso de medio de comunicación. En caso de que el robot disponga de acceso a
ambos sensores puede darse prioridad a alguno de ellos al igual que en el caso
GRA o bien asignar RA,lim,p = RA,lim,r a un nivel alto con el fin de restringir
el uso del ancho de banda de la plataforma cuando se utilizan ambos sensores.
En este caso en particular también pueden combinarse distintas definiciones
del evento, al usar el evento basado en el área 3σ para controlar el acceso al
sensor global y un evento basado en la cantidad de vecinos detectados para
limitar el uso del método cooperativo.
Como se observa de estos ejemplos de posibles definiciones del RA,lim, tanto
el método basado en eventos como las respectivas definiciones del evento, pro-
puestos tanto para robots individuales como para grupos de robots (sección
7.1.2), ofrecen una gran flexibilidad a la hora de implementar la localización
en los distintos miembros del grupo tanto para integrantes de GRA como
de GRL. De esta forma y a diferencia de los métodos existentes, se puede
realizar la localización de grupos heterogéneos al utilizar el mismo algoritmo
14 distribuido, pero adaptando la definición del evento y de RA,lim según las
capacidades de cada plataforma.
Finalmente conviene destacar algunos aspectos del funcionamiento del mé-
todo cooperativo propuesto. Como se mencionó anteriormente, la actualiza-
ción con la información relativa se puede realizar de forma secuencial cuando
ND > 1, sin embargo, como el robot recibe dentro de iR la covarianza aso-
ciada a la postura de cada vecino Rj , el algoritmo ECLA podría escoger de
entre las mediciones relativas, las mejores o la mejor, (por ejemplo, al deter-
minar si se da el caso 1 de detección mutua, o al utilizar la de menor valor
de covarianza de la postura de iR, o al emplear la de rango ρ12 menor con los
robots más cercanos, etc.) para realizar la corrección de la postura y de esta
forma mejorar la precisión de la estimación del método cooperativo. Este
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procedimiento es opcional y se puede implementar según lo requiera la plata-
forma, ya que con esto se podría conseguir un tiempo de cómputo menor del
algoritmo (se utilizan menos recursos: procesador y memoria) permitiendo
un mejor desempeño en los integrantes de GLR, a la vez que se disminuye la
incertidumbre (si se recibe un iR con Rk,r baja).
Otro aspecto a considerar en el esquema propuesto, es la falta de corrección
para la orientación del robot en los casos de detección 2 y 3 (ecuaciones
(7.3) y (7.4)), con lo que si algún integrante de GLR posee un rango de
detección Dr limitado, realizará en un menor número de ocasiones el caso de
detección 1 (múltiple, ecuación (7.2)), con lo que la covarianza del error en
la orientación θ puede incrementarse considerablemente. Por esta razón es
recomendable incorporar un sensor de orientación absoluta (una brújula por
ejemplo) en el caso de robots con Dr limitado, de forma que la incertidumbre
en θ crezca de forma gradual (lentamente comparado a cuando no se tiene
acceso a una brújula en la plataforma), la cual será corregida adecuadamente
cuando se produzca el caso de detección 1. Como opción adicional, se podría
considerar un caso especial en estas situaciones al incorporar algún método
de triangulación ejecutado en los casos donde ND > 3, con lo que se puede
corregir θ aunque todos los ND sean de los casos 2 y 3.
Tomando en consideración estos aspectos, el método de localización coope-
rativo basado en eventos que se ha propuesto en el presente capítulo tendrá
la ventaja de ser flexible, en cuanto puede acoplarse la etapa cooperativa de
corrección basada en eventos, para incorporar la información relativa, a los
distintos métodos propuestos en los capítulos 5 y 6, según las capacidades
propias de cada integrante del grupo heterogéneo. Además, es posible selec-
cionar distintos tipos de evento para realizar la corrección cooperativa según
los requerimientos de cada Ri ∈ GR, permitiendo contemplar distintos casos
de RA,lim y Dr.
Expuesto el método cooperativo se procede con la definición de plataformas
y aspectos de implementación con el fin de proceder con las pruebas experi-
mentales de los métodos propuestos en los capítulos 5,6 y 7.
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Algoritmo 14: Algoritmo EKF cooperativo, distribuido y recursivo, correc-
ción basada en eventos: ECLA
Entrada: uk−1=[a α ]T ,xk−1,Pk−1
Medición: zk =
[
zk,p zk,v
]T
,Mr,iR
Salida: xˆk,Pk
Datos: f y h del modelo (3.24),Qk,Rk,ARi,RA,lim,Hk,r = I3×3
Inicialización: x0,P0
Para el instante actual k hacer
Predicción:
xˆk = f (xˆk−1, uk−1, 0)
Ak =
∂f
∂x
∣∣∣
xˆk−1,uk−1,0
, Wk =
∂f
∂w
∣∣∣
xˆk−1,uk−1,0
, Hk= ∂h∂x
∣∣∣
xˆk,0
, Nk = ∂h∂n
∣∣∣
xˆk,0
Pk = AkPk−1ATk +WkQk−1W
T
k
Corrección local y global:
Kk = PkHTk
(
HkPkH
T
k +NkRkN
T
k
)−1
xˆk = xˆk +Kk [zk − h (xˆk, 0)]
Pk = (I −KkHk)Pk
Actualización Cooperativa KF:
Área elipsoide 3σ: Aellip (ecuación (6.7))
Calcular Evento: RA = Aellip/ARi
Si RA > RA,lim entonces
Obtener Mr e iR ∀Rj en Dr
fin
Si Se han obtenido ND mediciones Mr entonces
Realizar Matching de cada Mr con cada iR
Opcional: Descartar las medidas de baja precisión o escoger la mejor
Obtener zk,r ∀Rj ∈ Dr según el caso de Dr: ecuaciones (7.2) a (7.4)
Obtener Rk,r ∀Rj ∈ Dr según la ecuación (7.6) ((7.7) a (7.9))
Ejecutar la corrección relativa (secuencialmente si ND > 1):
Kk,p=Pk,pHTk,r
(
Hk,rPk,pH
T
k,r+Rk,r
)−1
xˆk,p= xˆk−1,p+Kk,KF (zk,r−Hk,rxˆk−1,p)
Pk,p=(I−Kk,pHk,r)Pk,p
fin
fin
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7.3 Conclusiones del Capítulo
En el presente capítulo se propuso un algoritmo de localización cooperativa
basado en eventos (ECLA, algoritmo 14) entre robots Ri pertenecientes a un
grupo GR heterogéneo, que navega en un entorno dinámico (con la presencia
de obstáculos en movimiento):
Se consideró que cada Ri dispone de un sensor relativo (un sensor de
barrido láser, infrarrojos, ultrasonido, cámara, etc.), que identifica a
cada integrante del grupo cercano al robot y obtiene su distancia y
orientación relativa. Empleando esta información junto con la postura
y covarianza de cada robot vecino cercano (recibidas por el medio de
comunicación), cada robot estima su postura mediante un modelo re-
lativo (ecuaciones (7.1) a (7.4)), al considerar a cada vecino como una
baliza móvil de la cual se conoce su posición, covarianza, distancia rela-
tiva y orientación relativa (entre el robot y la baliza). De esta forma se
logra agregar un sensor adicional de postura al cada robot (comunica-
ciones + sensor relativo) que es incorporado en el filtro de fusión, con lo
que se consigue mejorar la precisión de la estimación de la postura, que
resulta mayor a la obtenida cuando cada miembro estima su postura
de forma independiente [146].
El método propuesto es distribuido por lo que no se requiere un centro
de fusión para realizar la estimación de las posturas de todo el grupo, lo
cual conlleva un menor costo de implementación. Además, el esquema
cooperativo para un grupo heterogéneo permite la distribución y “flujo”
de la información global de los robots avanzados a los robots de recursos
limitados mediante el sensor relativo y las comunicaciones, de forma que
se mejora la precisión de la estimación de la postura en estos robots
limitados a pesar de no disponer de un sensor global.
Al utilizar las técnicas de fusión basadas en eventos propuestas, el al-
goritmo cooperativo distribuido (ECLA, algoritmo 14) realiza la fusión
sensorial con la información relativa únicamente cuando RA > RA,lim,
con lo que se limita el uso del ancho de banda de la plataforma (que pue-
de ser requerido en otras tareas relevantes) al no realizarse el intercam-
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bio de información relativa en cada instante k con todos los miembros
del grupo. Este es el principal aporte del algoritmo propuesto respecto
a los métodos existentes, ya que éstos hacen un uso intensivo del ancho
de banda (en cantidad de datos transmitidos, frecuencia de comunica-
ción y cantidad de vecinos a utilizar en el método) o de los recursos
computacionales (memoria y procesador requeridos para cumplir con
el tiempo de muestreo), siendo no aplicables en los integrantes de re-
cursos limitados de un grupo heterogéneo con movimiento dinámico en
el entorno (no restringido a una formación rígida).
Se pueden incorporar los algoritmos propuestos en los capítulos 5 y 6
según las capacidades de cada miembro del grupo heterogéneo GR per-
mitiendo, además de la reducción del ancho de banda, limitar el uso
de los recursos computacionales requeridos para la fusión sensorial en
localización. Esto debido a que el ECLA (algoritmo 14) considera las
mediciones relativas como un sensor de postura adicional (realizando la
correspondiente propagación de covarianzas, ecuaciones (7.6) a (7.9)),
el cual se incorpora como una etapa en cascada dentro del filtro que es
ejecutada cuando se supera RA,lim. Esto permite la integración recursi-
va de la medición relativa de cada vecino dentro de la fusión, evitando
el ajuste dinámico de las matrices del filtro de Kalman y la inversión de
matrices de gran dimensión requeridas en el método tradicional coope-
rativo con actualización temporal (TCLA, algoritmo 13)
La definición del grupo multirobot y de su red de comunicación con
arquitectura basada en agentes, establece un amplio rango de posibles
aplicaciones del método cooperativo de grupos heterogéneos, conside-
rando variaciones en las capacidades sensoriales de los integrantes del
grupo (cantidad de sensores, rango de detección DR, etc.). No se re-
quiere además la detección de todos los vecinos en cada instante k o el
mantener una formación rígida, permitiendo frecuencias de detección
entre vecinos variantes en el tiempo (causadas por la presencia de obs-
táculos en el entorno o porque los vecinos salen del rango de detección).
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Se pueden realizar definiciones adicionales del evento RA que pueden
utilizarse en combinación con el evento basado en los elipsoides 3σ co-
mo por ejemplo, la fusión con un número mínimo de vecinos en Dr que
permitiría incorporar métodos adicionales como los de triangulación
dentro del esquema de fusión. Se pueden seleccionar además distintos
tipos y niveles de eventos para incorporar la corrección global, utilizan-
do distintos eventos o en caso de asignar el mismo tipo, definiendo los
respectivos RA,lim para dar prioridad a alguno de los sensores (global o
relativo) o bien dar la misma importancia a ambos. El valor de RA,lim
será alto si se desea restringir en mayor medida el uso del ancho de
banda, o bajo si se desea realizar la corrección de forma más frecuente,
esto según las capacidades de la plataforma.
El ECLA permite eliminar las mediciones relativas de baja precisión o
escoger la mejor (robots más cercanos, mayor precisión de la postura
recibida, etc.) para realizar la fusión sensorial, lo que puede disminuir
en mayor medida Pk,p a la vez que se realiza la fusión para un menor nú-
mero de vecinos (requiriendo menos recursos computacionales). Como
aspecto de implementación, si algún integrante es de recursos limitados
y con rango de detección Dr limitado, es recomendable proveer acceso a
un sensor global de orientación (una brújula por ejemplo) de forma que
se limite el crecimiento en la incertidumbre de la orientación del robot,
además de utilizar el método “altruista” (sección 7.1.2) para recibir la
información relativa aunque no se detecten vecinos en Dr, de forma que
se mejore la estimación evitando un crecimiento elevado en Pk,p.
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8 | Plataformas y Aspectos de
Implementación
En la actualidad existen gran variedad de plataformas experimentales [99]
que permiten la implementación de los diversos métodos de localización pro-
puestos en la presente tesis. De entre todas las opciones se ha escogido el
LEGO NXT R©[85] para el desarrollo de los robots móviles utilizados en
las pruebas de los robots individuales, al ser esta plataforma de bajo coste,
con gran cantidad de sensores disponibles, de implementación sencilla y de
recursos limitados, por lo que se pueden probar correctamente los métodos
basados en eventos propuestos.
Empleando el LEGO NXT se proponen en el presente capítulo tres platafor-
mas experimentales: dos para navegación en interiores (Diferencial y Acker-
man) y una para navegación en exteriores (Ackerman), las cuales se describen
a continuación, junto con el desarrollo realizado para permitir el acceso de
los robots a los sensores globales (cámara y GPS respectivamente) utilizando
el medio de comunicación disponible en el robot (Bluetooth y USB). Ade-
más, se expone el esquema de control general de navegación utilizado en las
plataformas, junto con los parámetros del filtro de Kalman utilizados en las
distintas pruebas (matrices Q y R). Finalmente se concluye con la presen-
tación del simulador utilizado para las pruebas del algoritmo cooperativo,
el cual utiliza los modelos identificados para los robots construidos con el
LEGO NXT.
8.1 Navegación en interiores
En cuanto a navegación en interiores se describe a continuación las caracterís-
ticas de la plataforma LEGO con la que se construyen los robots Diferencial
y Ackerman. Para ambos robots se expone la calibración de los sensores lo-
cales, el algoritmo de navegación y se describe el esquema de sensorización
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global utilizado, el cual emplea una cámara cenital y la comunicación me-
diante Bluetooth para transmitir la postura global al robot. Finalmente se
realiza la obtención de los parámetros del filtro de Kalman requeridos por
los distintos algoritmos de fusión propuestos.
8.1.1 Robot Móvil LEGO NTX
LEGO Mindstorms R©NXT [85] es una plataforma móvil de bajo coste. In-
corpora la unidad de control NXT, basada en un microcontrolador ARM7 de
32-bits, con 256 Kb FLASH y 64 Kb de RAM. Cuenta además con un puer-
to USB 2.0 y un dispositivo inalámbrico Bluetooth clase II, V2.0. La nueva
unidad de control tiene 4 entradas (una de ellas proporciona una expansión
IEC 61158 Tipo 4/EN 50 170 para usos futuros) y 3 salidas analógicas. La
versión básica del LEGO proporciona 4 tipos de sensores: contacto, luz, soni-
do y distancia. Pero, además de éstos, actualmente se pueden comprar una
gran variedad de distintos tipos de sensores como, por ejemplo, cámaras pa-
ra aplicaciones de visión, brújula, acelerómetros, giróscopos, buscadores de
infrarrojos, etc. [85]. Otros componentes LEGO muy importantes son los ac-
tuadores, los cuales consisten en motores de corriente continua con encoders
integrados de 360o de resolución por revolución del eje del motor.
Existen múltiples opciones de Firmware y lenguajes para la programación del
robot, de entre los cuales se ha optado en la presente tesis por el Firmware
LeJOS [84] el cual permite la programación del NXT en el lenguaje JAVA.
Esto debido a que LeJOS permite la implementación de múltiples hilos de
ejecución (programación multithreading) en la unidad de control, además de
ofrecer diversas librerías que implementan desde las funciones matemáticas
básicas hasta el manejo de los sensores y actuadores del robot así como
la administración del medio de comunicación Bluetooth, lo cual permite
establecer el intercambio de mensajes entre el robot y un ordenador para
supervisar la operación y funcionamiento del mismo, y para la comunicación
entre robots.
Como se mencionó anteriormente, el LEGO NXT es una plataforma de recur-
sos limitados, principalmente en cuanto a memoria disponible siendo capaz
de incorporar únicamente 255 variables locales, 1024 constantes y una lon-
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gitud máxima del código de programación de 64kb al ser programado con
LeJOS. Además, al solo disponer de Bluetooth (clase II) para las comuni-
caciones inalámbricas, presentará retardos no despreciables en las comunica-
ciones entre robots o entre el robot y un ordenador (sensor global externo,
supervisor, etc.) que dependerán de la cantidad de información a transmitir.
Por estas razones, los robots desarrollados a partir de esta plataforma pueden
beneficiarse del esquema basado en eventos propuesto en la presente tesis,
tanto para permitir la implementación de los filtros de fusión sensorial en la
plataforma (ya que no tiene suficiente memoria para implementar filtros de
fusión con muchos estados debido al cálculo de la inversa de dimensión alta),
como para limitar el uso de su ancho de banda al realizar las comunicaciones.
8.1.2 Robot móvil Diferencial y Ackerman
El robot diferencial construido utilizando el LEGO NXT se muestra en la
figura 8.1. Los sensores a utilizar en el esquema de fusión se indican en esta
figura y corresponden a dos acelerómetros ubicados en la plataforma justo
sobre las ruedas del robot y alineados con los ejes de las mismas (de forma
que se pueda utilizar el modelo dinámico por partículas, ecuaciones (3.22) y
(3.34), figuras 3.3 y 3.4), además de un giróscopo, una brújula y los encoders
de los motores del robot.
De forma similar, el robot Ackerman construido con el LEGO NXT se mues-
tra en la figura 8.2. Nuevamente, los sensores a utilizar en el esquema de
fusión se indican en esta figura y corresponden a dos acelerómetros ubicados
en la plataforma justo sobre el centro de los ejes de las ruedas del robot
(de forma que se pueda utilizar el modelo dinámico por partículas, ecuación
(3.49) y figura 3.6), además de un giróscopo, una brújula y los encoders de
los motores trasero y delantero del robot. Cabe destacar que se han agregado
dos engranajes a la salida del motor delantero, para incrementar el rango de
movimiento y permitir un mejor control de la dirección del vehículo. Además,
se emplea un diferencial en la transmisión del motor trasero el cual permite
transmitir el movimiento del motor a las ruedas traseras a la vez que se per-
mite la rotación de ambas a distintas velocidades (siendo vx el promedio de
ambas), lo que permite el giro adecuado del robot al negociar una curva.
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Brújula
Giróscopo
Acelerómetros
Figura 8.1: Robot móvil diferencial basado en el LEGO NXT
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Acelerómetros
Encoders
Giróscopo
Diferencial
Engranajes 
Trasero y Fontal
Encoders
Brújula
Giróscopo
Acelerómetros
Figura 8.2: Robot móvil en configuración Ackerman basado en el LEGO NXT
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8.1.3 Calibración y preprocesamiento de los Sensores
Los sensores de la mayoría de plataformas utilizadas proveen sus mediciones
en unidades que pueden ser distintas a las del S.I. (sistema internacional
de medidas) y por esta razón, como primer paso antes de utilizarlas en el
los filtros de fusión, deben ser transformadas a este sistema. Además se
debe remover cualquier «Bias» (si la salida del sensor no es cero cuando
debería serlo) para lo cual se realiza una prueba inicial con los sensores de
la plataforma midiendo un mismo valor durante un tiempo determinado (sin
movimiento en el robot). Con esta prueba se puede determinar cualquier
Bias presente en cada sensor, para poder restarlo y obtener el valor real de
la variable que se desea medir. Este procedimiento debe realizarse siempre
que se remplace un sensor, porque los valores del Bias cambian entre sensores
aunque sean de un mismo fabricante. Con las señales calibradas se procede
al preprocesamiento de los sensores que consiste en transformar la señal de
salida de cada sensor a la variable que se utilizará en uk o zk en el esquema de
fusión. En el caso de las plataformas desarrolladas se procede de la siguiente
forma:
Acelerómetros: No se requiere de preprocesamiento ya que se utiliza la
salida (aceleración lineal) en los modelos de partículas propuestos, solo
se realiza el cambio de unidades (de cantidad de aceleraciones de la
gravedad g a m/s2 o mm/s2).
Giróscopo: En este caso el sensor provee una medición de la velocidad
angular ωgyr, por lo que puede utilizarse directamente en los esquemas
de fusión propuestos. Además podría integrarse y acumularse obtener
la medición de la orientación robot θgyr.
Brújula: La mayoría de estos sensores (también conocidos como magne-
tómetros) dan una medida absoluta de la dirección del norte magnético,
ésta en general tiene un rango de medición entre los 0o y los 360o, por
lo que no se puede incorporar de forma directa como una medición de
ωcomp o θcomp. Para esto se transforma la medición a una señal de evolu-
ción continua (sin limitarla a 360o), al comparar su valor en el instante
anterior con el valor actual y al acumular su diferencia, teniendo en
cuenta tanto el sentido de giro (horario y anti horario) como el cruce
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de 0o a 360o o viceversa. Con esto se obtiene la medida de θcomp la cual
se deriva (dividiendo la diferencia entre el valor actual y el anterior por
el tiempo de muestreo Ts) para obtener ωcomp.
Encoders: Estos sensores tienen como salida un contador que indica la
cantidad de incrementos realizados por la rueda (360 pulsos por vuelta
para el LEGO NXT) y su preprocesamiento depende de la plataforma:
• En el caso del robot diferencial, se realiza la resta del valor anterior
al valor actual del contador con lo que se obtiene el desplazamiento
angular de las ruedas para un periodo de muestreo, este se trans-
forma a desplazamiento lineal utilizando un factor que depende del
radio de las ruedas del robot y la cantidad de incrementos por vuel-
ta. Al dividir este resultado por el tiempo de muestreo (Ts = 50ms
generalmente en el LEGO NXT) se obtiene la velocidad lineal de
cada rueda (vL,vR) las cuales son utilizadas en la ecuación (3.13)
para obtener venc y ωenc. Cabe destacar que este método es sen-
sible a variaciones o errores en la medición del radio de ruedas
y de la separación entre éstas (b), por lo que ambos parámetros
deben determinarse de forma precisa para mejorar la exactitud en
las mediciones de venc y ωenc. Por esta razón, se utiliza el procedi-
miento de calibración para el robot diferencial según se define en
[121] para determinar estas distancias de forma precisa. Existen
otros métodos disponibles [7, 46] pero se utiliza [121] debido a su
sencillez y precisión.
• En el caso del robot Ackerman se procede de la misma forma que
para el robot diferencial para obtener vx a partir del encoder del
motor de la parte trasera del robot. Del encoder delantero integra
la velocidad con Ts = 50ms para obtener el ángulo φ, el cual
se utiliza en la ecuación (3.39) para obtener ωenc, con la que se
aproxima vy,enc ∼= vx tanφ. El procedimiento de calibración de
[121] puede aplicarse únicamente para determinar el radio de las
ruedas traseras de forma que se mejore la estimación de vx.
Cabe destacar que tanto la calibración como el preprocesamiento dependen
de los sensores y robots utilizados, por lo que se deben repetir ambos proce-
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dimientos siempre que se cambie el robot utilizado o cuando se remplace un
motor o sensor en los mismos. Además, la detección del Bias debe realizarse
previo a cada prueba con las plataformas, lo cual puede ser realizado por una
tarea dentro del robot, ejecutada antes de iniciar el movimiento del mismo.
Con esto se tienen las entradas y mediciones requeridas en la fusión sensorial,
con lo que se procede a exponer el algoritmo de navegación utilizado en las
pruebas realizadas.
8.1.4 Algoritmo de navegación
Las pruebas experimentales se realizan utilizando el algoritmo de navega-
ción mostrado en la figura 8.3 en donde Ωk =
[
ωL ωR
]T
ref
y Uk =[
uLw uRw
]T
corresponden al vector de velocidades de referencia y al
vector de la acción de control de los motores izquierdo y derecho respec-
tivamente, definidos para el robot diferencial, y Ωk =
[
ωr ωf
]T
ref
junto
con Uk =
[
ur uf
]T
(motor trasero y delantero) se definen para el robot
Ackerman.
En el algoritmo de navegación, se define una trayectoria a seguir (un cua-
drado, un círculo, etc.) que es almacenada en la memoria del robot como
un conjunto de puntos globales (objetivo) que el robot debe seguir. A partir
de la postura inicial del robot (la cual es conocida), el algoritmo obtiene
la distancia del robot a los puntos objetivo junto con la distancia mínima
Dmin,ref , que indica cuál punto es el más cercano al robot, (x, y)ob, al cual
se le agrega una distancia constante, denominada como distancia look ahead.
El punto (x, y)ob es utilizado por el algoritmo de navegación (persecución
pura [42] o punto descentralizado [150, 35, 98, 121]) para determinar Ωk. Es-
ta referencia es seguida por el control PID de los motores del robot, el cual
genera la acción de control Uk requerida para seguir la trayectoria e intentar
alcanzar (x, y)ob. En el instante de muestreo siguiente, los sensores obtienen
las mediciones requeridas para el filtro de fusión que estima la postura actual
del robot xk,p, la cual es utilizada nuevamente en el algoritmo de navegación
para obtener un nuevo punto objetivo que el robot debe alcanzar. De esta
forma se logra mantener el robot en la trayectoria deseada.
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Servidor de Supervisión (S.S.)
USBServidor de la Cámara (C.S.)
PC
PC
Enviar LGM, programación 
del robot y supervisión 
(datos de sensores)
E
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h
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n
e
t
Medición de la trayectoria 
global del robot
Algoritmo de Control Embebido (ejecución local)
Webcam
Figura 8.4: Configuración del sistema de acceso al sensor global, medición de la postura
mediante una cámara cenital
8.1.5 Esquema de sensorización global
El sistema de acceso al sensor global se muestra en la figura 8.4, el cual está
compuesto por una cámara (640x480, 30fps) en posición cenital, conectada
a un ordenador que realiza el procesamiento de la imagen para obtener la
postura del robot, denominado como Servidor de la Cámara (C.S.), el cual
transmite la postura a un Servidor de Supervisión (S.S.), encargado de comu-
nicarla al robot. El C.S. ejecuta un programa basado en JAVA que obtiene
constantemente la imagen de la cámara y determina (mediante el preproce-
samiento de ésta) la postura global del robot LGM , junto con el tiempo que
utilizó el servidor para obtenerla Tcam (50ms en promedio, pero se envía el
valor real medido). Ambas variables forman el mensaje que es transmitido al
S.S. para su distribución al robot o robots móviles. Se almacena además en
el C.S. un video con la captura del movimiento del robot además del registro
de posturas y tiempos para su análisis posterior.
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En los algoritmos propuestos, el retardo de comunicación ∆T se asume co-
nocido o medible, por lo que puede obtenerse como un valor promedio de
varios experimentos e introducir este valor constante dentro de los algoritmos
como una aproximación numérica al valor real de ∆T . Una mejor solución
es utilizar la medición del valor real de ∆T cada vez que se utiliza la infor-
mación global en el esquema de fusión, lo cual puede mejorar la precisión
de la estimación. En el caso del esquema de la figura 8.4, cada vez que un
evento se genera dentro del robot (RA > RA,lim, por ejemplo), éste solicita al
S.S. la medición global utilizando las comunicaciones por Bluetooth y utiliza
la estimación local (utilizando los sensores locales) del filtro de fusión hasta
que el mensaje desde S.S. se recibe. Además, se almacenan en la memoria
del robot las velocidades en los ejes globales del robot V xe, V ye en el ins-
tante en donde se supera el límite del evento. Debido a que el S.S. ejecuta
un programa en Java que escucha continuamente a la espera de la llamada
del robot que solicita la postura global, al recibir esta solicitud la procesa de
forma inmediata, al realizar el envío al robot del último mensaje procedente
del C.S. que contiene LGM y Tcam.
Al recibir este mensaje, el robot ha realizado la medición del tiempo Tss
que ha tardado su petición (desde la solicitud hasta la llegada del mensaje)
mediante un temporizador interno. De esta forma, el robot puede utilizar los
tiempos Tss y Tcam para obtener el retardo de comunicación ∆T , el cual se
utiliza (junto con V xe, V ye) para desplazar LGM desde el instante en donde
se obtuvo hasta el instante actual, para su utilización por el esquema de
fusión basado en eventos según se expone en la ecuación (8.1), en la cual se
considera que LGM se obtiene justo al recibirse la solicitud en el S.S. y que
el retardo de envío y recepción entre el robot y el S.S. son iguales.
Por consiguiente, se utiliza en la ecuación (8.1) el ∆T para calcular el des-
plazamiento ∆ (x, y) causado por el retardo de comunicaciones en el LGM
recibido, el cual se corrige al agregar el ∆ (x, y), con el fin de tomar en cuen-
ta el movimiento del robot desde que se realizó la medición de LGM hasta
que se recibe en el robot. Al realizar el desplazamiento del LGM recibido
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para obtener el LGM actualizado, se puede utilizar esta medición global en
el esquema de fusión basado en eventos considerándola como zk,p.
∆T =Tcam+0,5 (Tss−Tcam)
∆X=(V xe∆T )
∆Y =(V ye∆T )
,
LGM,x=LGM,x,recibido+∆X
LGM,y=LGM,y,recibido+∆Y
LGM,θ=LGM,θ,recibido
(8.1)
Cabe destacar que la ecuación (8.1) considera un desplazamiento lineal de
la plataforma, por lo que θ no varía durante Tss. Por esta razón debe esta-
blecerse una condición adicional en el algoritmo de navegación, para evitar
la ejecución de la actualización global cuando el robot se mueva de forma
brusca (variación repentina en ω), como por ejemplo cuando se aplica una
acción de control alta a los robots para negociar una curva o para evitar un
obstáculo. La detección de este tipo de movimientos se puede implementar
de distintas formas, según las características físicas de la plataforma y los
sensores disponibles. Para las plataformas propuestas, se puede detectar un
movimiento brusco al observar el error entre la velocidad de los motores y
sus respectivas referencias (eL,R en el robot diferencial y eF,R para el robot
Ackerman), debido a que este error se incrementa cuando la dirección de
avance del robot cambia y decrece rápidamente debido a la actuación de los
controladores PID de los motores.
Por ejemplo, en la figura 8.5 se observa la evolución de eL,R ante el movimien-
to del robot diferencial al inicio del seguimiento de una trayectoria cuadrada.
De esta figura, se puede establecer un límite dual que define si el robot está
girando rápidamente o no. De esta forma, si |eL,R| > 2 (|ef | > 2 para el
robot Ackerman), entonces el robot se considera en movimiento brusco, con
lo que no se debe realizar la actualización global. Por último, para permitir
la estabilización del robot luego del movimiento realizado y evitar la actua-
lización en caso de que se tengan movimientos repentinos consecutivos, el
algoritmo puede esperar un tiempo predefinido (al regresar a |eL,R| < 2) y
una vez cumplido este tiempo, realizar la nuevamente la solicitud de la in-
formación al S.S. para intentar nuevamente la corrección global por eventos.
Este tiempo de espera depende del tiempo de asentamiento (restablecimien-
to) del bucle de control PID de la velocidad de los motores, el cual en el caso
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Figura 8.5: Evolución del error en la referencia del control PID de las ruedas izquier-
da y derecha (eL,R) y definición de límites, robot diferencial siguiendo una trayectoria
cuadrada.
de la plataforma LEGO NXT, se debe considerar como mínimo 1s debido
al ruido asociado a la evolución de los errores eL,R. En caso de otras plata-
formas, se debe realizar un estudio similar de los errores eL,R con el fin de
determinar los límites |eL,R| y el tiempo de espera correspondiente.
Finalmente, bajo el esquema de sensorización global de la figura 8.4 puede
realizarse un tipo de corrección global simplificado, el cual es útil para pla-
taformas de recursos muy limitados, de forma que no se realiza la corrección
global de la postura utilizando la corrección de un filtro de Kalman, por lo
que se evita el cálculo de la ganancia Kk,p (por ejemplo en el algoritmo 12
con modelo en cascada por eventos), requiriendo menos recursos computacio-
nales para implementar el método por eventos, pero con la gran desventaja
de no actualizar la covarianza del error Pk,p. Aun así, puede ser de utilidad
y presentar resultados adecuados ya que permitiría la implementación de
una fusión sensorial por eventos simplificada, mejorando la estimación de la
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postura respecto a estimación por odometría. De esta forma, el algoritmo al-
macena la posición del robot (xev, yev) en el instante en el que RA > RA,lim,
además de las velocidades globales (V xe, V ye), con el fin de que al recibir la
postura de la cámara LGM se pueda obtener los desplazamientos (∆X,∆Y )
en los ejes globales, que constituyen el error en la estimación de la posición
local. Al agregar los desplazamientos a la estimación actual de la posición
(xKF , yKF ), se corregirá el error de la estimación local. Para esto se debe cal-
cular el retardo ∆T utilizando Tss y Tcam, pero en este caso se debe corregir
(desplazar) la estimación en el instante del evento (xev, yev) de forma que se
traslade al instante en donde se obtiene la medición global LGM , con lo que
se puede obtener correctamente (∆X,∆Y ), esto a diferencia de la corrección
del retardo propuesta en la ecuación (8.1) en la que se desplaza LGM . De
esta forma el retardo se calcula como ∆T =(Tss−Tcam) /2, al considerar que
se realiza la medición de LGM en el instante en el que se recibe la solicitud
en el S.S.
Con este procedimiento se actualiza la postura global mediante la ecuación
(8.2), para la cual nuevamente se considera que θ no varía durante Tss por lo
que se actualiza directamente al sustituir la medición global. Esto requiere
cumplir con la actualización en instantes en donde no se realiza un movi-
miento brusco del robot, con lo que utiliza la comprobación en eL,R según se
describió con anterioridad. En el caso de utilizar los filtros con corrección por
eventos y al no tener la actualización de Pk,p al utilizar la ecuación (8.2), se
debe reestablecer Pk,p a su valor inicial (lo que asume que la medición global
es muy precisa) o bien asumir que su valor es cercano al de los términos de
covarianza R del sensor global, esto con el fin de reestablecer el evento y
permitir el funcionamiento correcto del filtro de fusión.
∆T =(Tss−Tcam) /2
∆X=(xˆev+V xe∆T )−xGM
∆Y =(yˆev+V ye∆T )−yGM
,
x=xKF+∆X
y=yKF+∆Y
θ=θGM
(8.2)
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8.1.6 Parámetros del filtro de fusión
Los parámetros requeridos para la fusión basada en eventos se obtienen para
el LEGO NXT. Para el modelo dinámico del robot diferencial, los parámetros
del sistema de partículas corresponden con un sólido rectangular con b =
148mm y c = 220mm. Utilizando las ecuaciones de la tabla 3.1 para la versión
de dos partículas se obtienen los parámetros γ = 0,5, RN = 76,542mm y
λ = 0,0131. Para el modelo dinámico del robot Ackerman, los parámetros del
sistema de partículas corresponden con un sólido rectangular con b = 154mm,
c = 167mm y λa = 0,5 en la ecuación (3.42).
Los parámetros de los filtros de fusión, la matriz de covarianza en la medida
Rk y el proceso Qk, se consideran invariantes en el tiempo en las pruebas
realizadas, aunque los algoritmos propuestos permiten su variación temporal
por lo que pueden modificarse en tiempo real según lo requiera el algoritmo
de navegación. Esto permite considerar situaciones en las que se requiere
modificar el aporte de los modelos (variación en Qk) o sensores en la fusión
(variación en Rk), administrar el fallo en alguno de los sensores (incremento
en el término correspondiente de Rk), o bien considerar la pérdida transitoria
en la precisión de algún sensor avanzado o retardos en la medición (consi-
derando una función que realice la variación requerida en Rk). Sin embargo,
aun en estas condiciones se requiere de un punto de partida para los valo-
res de los términos de Rk y Qk, para lo que se suelen obtener las versiones
invariantes en el tiempo de ambas matrices de forma experimental.
En el caso de Q, se siguen los lineamientos propuestos en el capítulo 5 con
el fin de ajustar el desempeño de los algoritmos de fusión, de forma que al
incrementar los valores de Q se realiza la fusión dando mayor importancia
a las mediciones que al modelo o viceversa en caso necesario. En cuanto a
los algoritmos con entradas asignadas, la variación en Q regulará además el
aporte del modelo de partículas y de los acelerómetros en la fusión sensorial.
En cuanto a R se puede tomar como punto de partida las especificaciones del
fabricante en cuanto a la desviación estándar en la medición para los sensores
utilizados en la fusión sensorial, o bien determinarlos experimentalmente si
no se cuenta con estos datos.
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Tomando en consideración estos factores y al hecho de que el desempeño en
la estimación del filtro puede ser mejorado mediante el ajuste de las matrices
R y Q, sus términos se obtienen en la presente tesis de forma experimental
utilizando la información de los sensores locales de la plataforma y del es-
quema global (figura 8.4), cuando el robot sigue una trayectoria cuadrada y
circular (las pruebas de estas trayectorias se exponen en el capítulo 9 para
el robot diferencial y en el capítulo 10 para el robot Ackerman).
De esta forma, los parámetros Q y R a utilizar en las distintas pruebas son
los que hacen que la estimación local del filtro sea muy similar a la medida
por la cámara cenital. El ajuste de los componentes en Q y R se realiza
tomando en cuenta que un valor reducido en un término de estas matrices
(covarianza reducida ⇒ sensor o modelo preciso) hace que el filtro de fusión
KF/EKF considere este valor como más relevante para la estimación que
los otros términos. Por ejemplo, un valor reducido en ωgyr produce que el
filtro realice la estimación basándose principalmente en ésta medición, con
lo que las demás mediciones de ω y la predicción del modelo (en el estado
ω) serán menos relevantes (sus términos correspondientes de la ganancia del
KF tendrán un valor de menor magnitud). Para el caso de la actualización
global por eventos, los términos de R asociados al sensor global se ajustan
partiendo inicialmente de la covarianza del sensor global y reduciendo su
valor en caso necesario, de forma que al realizar la corrección por eventos
se le dé mayor importancia al sensor global que a la estimación local, para
lograr la reducción deseada del error de estimación en la postura.
Realizado este procedimiento, se obtienen las matrices Q y R diagonales
con sus respectivos valores de los componentes del estado y la medición,
tal y como se muestran en la tabla 8.1 para el robot diferencial y en la
tabla 8.2 para el robot Ackerman. En ambas se indican los algoritmos en
los que se pueden utilizar los parámetros de Q y R para realizar las pruebas
experimentales y comparaciones de los capítulos 9 y 10.
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Tabla 8.1: Parámetros del filtro de fusión, robot diferencial LEGO NXT
Q
Estado Algoritmo 3 Algoritmo 10 Algoritmo 12
x
0,0002 0,0002 (Qk,p)y
θ
v 0,3 0,5
ω 0,1 0,2
R
Medición Algoritmo 3 Algoritmo 10 Algoritmo 12
xGM 0,015 0,015 (basado en eventos)
yGM
θGM 0,00001 0,00001 (basado en eventos)
venc 0,4
ωenc 0,015
ωgyr 0,023
ωcomp 0,088
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Tabla 8.2: Parámetros del filtro de fusión, robot Ackerman LEGO NXT
Q
Estado Algoritmo 3 Algoritmo 10 Algoritmo 11 Algoritmo 12
x
0,0001 0,0001 (Qk,p)y
θ
vx 0,01
0,01
vy -
ω 0,03 0,9
R
Medición Algoritmo 3 Algoritmo 10 Algoritmo 11 Algoritmo 12
xGM 0,015 0,015 (basado en eventos)
yGM
θGM 0,00001 0,00001 (basado en eventos)
vx,enc 0,01
vy,enc 0,098 -
ωenc 0,038
ωgyr 0,013
ωcomp - 0,97
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8.2 Navegación en Exteriores
Para la navegación en exteriores, se utiliza un robot móvil Ackerman basado
en la plataforma LEGO NXT la cual se construye utilizando como punto
de partida la plataforma de navegación en interiores (figura 8.2) a la cual se
agrega el sensor global GPS (IG-500N) conectado a través de una tarjeta que
permite su acceso y registra las variables de interés durante los experimentos
(IGEPv2).
La plataforma para exteriores se muestra en la figura 8.6, en la que nueva-
mente se observan los sensores empleados en la fusión que incluyen los dos
acelerómetros colocados en el centro de los ejes de las ruedas del robot (para
el modelo por partículas (3.49), figura 3.6), un giróscopo, una brújula y los
encoders de los motores trasero y delantero del robot. De la misma forma,
se utiliza el diferencial y los engranajes para mejorar el funcionamiento de
la dirección del vehículo y el desempeño del robot durante los giros.
El sensor global utilizado consiste en un GPS IG-500N de SBG Systems
[80], el cual es un sensor GPS de alta precisión que incorpora una unidad
inercial (IMU) cuyas medidas pueden ser utilizadas en un filtro EKF que
incorpora el propio sensor para mejorar las mediciones del GPS. En el caso
de la plataforma propuesta se desactiva esta opción (IMU y EKF interno),
para utilizar en la fusión del LEGO únicamente la medición del GPS. De
esta forma se realiza la corrección global de la estimación del filtro local que
utiliza los sensores del LEGO NXT. Además, este sensor indica el número
de satélites disponibles, por lo que se puede utilizar un evento adicional para
realizar la corrección global únicamente si la medición del GPS se realiza
con un número mínimo de satélites (N sat ≥ N sat,min según se establece en
el capítulo 6).
El GPS incorpora una interfaz USB con la que se transmite la medición
global al robot, para lo que se requiere utilizar un dispositivo que gestione
esta transmisión (administrando el acceso al sensor GPS) y almacene las
mediciones realizadas en trayectorias de larga duración. Para esto se utiliza
una tarjeta IGEPv2 [83], la cual es un ordenador embebido (procesador
ARM CORTEX A8 de 720MHz, DSP TMS320C64x+ y 512MB de memoria
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RAM y Flash) con sistema operativo Linux, que administra el controlador
del GPS IG-500N para obtener y almacenar la medición global y comunicarla
mediante el USB al LEGO NXT. La interconexión entre el LEGO NXT y la
IGEPv2 se realiza mediante un Hub USB que es alimentado por una batería
LiPo al utilizar un convertidor DC-DC que reduce su voltaje a 5V.
Además de obtener, comunicar y almacenar LGPS , se utiliza la IGEPv2 para
recibir la comunicación de las mediciones y la estimación local provenientes
del LEGO NXT para almacenarlas y permitir el análisis posterior del desem-
peño del filtro de localización. Cabe destacar que la IGEP no se utiliza para
realizar los cálculos asociados al filtro de fusión propuesto, ya que esta fun-
ción la realiza el LEGO NXT con el fin de demostrar la utilidad del esquema
basado en eventos en plataformas de recursos limitados.
El acceso a LGPS por parte del LEGO NXT se realiza siguiendo un método
similar al definido en el esquema de sensorización global del caso de navega-
ción en interiores, al considerar la IGEPv2 como el equivalente al C.S. y al
S.S. y realizando la comunicación mediante USB. En este caso, aunque se
tiene un retardo de comunicación ∆T menor al caso Bluetooth, se realiza la
medición de éste para ser utilizado en el ajuste del LGPS requerido en la co-
rrección global por eventos, de forma que se corrija el error de la estimación
local del filtro de fusión ejecutado en el NXT, por lo que se sigue el mismo
procedimiento que en el caso de navegación en interiores (ecuación (8.1)).
Para la plataforma en exteriores se siguen además los mismos procedimientos
de la plataforma en interiores en cuanto a la calibración, preprocesamiento,
uso del algoritmo de navegación y parámetros del filtro de fusión (tabla 8.2,
Algoritmo 12).
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Encoders
GPS
IGEP
Brújula
HUB 
USB Giróscopo
Acelerómetro
Antena GPS
GPSIGEP
Batería LiPo
NXT Encoders
Diferencial
Figura 8.6: LEGO NXT en configuración Ackerman utilizado en las pruebas experimen-
tales para exteriores
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8.3 Plataforma de Simulación Multirobot
En cuanto al sistema multirobot, las pruebas experimentales se realizan me-
diante una plataforma de simulación basada en Java y JADE que implementa
las condiciones definidas previamente (capítulo 7) para el grupo de robots
GR y su red de comunicación mediante agentes. El simulador permite la
definición de robots de recursos limitados GR,L, los cuales se consideran sin
acceso a la medición global de forma directa, y robots avanzados GR,A con
acceso a la medición global, los cuales se consideran con una precisión muy
alta en la obtención de la postura del robot, con covarianza del error y error
de localización nulos.
Para simular el movimiento de los robots se utiliza el modelo dinámico de las
aceleraciones de las ruedas del robot de la ecuación (3.57) que se utiliza como
entrada al modelo (3.34) (versión 3 partículas) el cual define las entradas del
modelo de la postura del robot diferencial de la ecuación (3.24). Además, el
modelo relativo de la ecuación (7.1) define las distancias y ángulos relativos
(ρ, ϕ) entre todos los miembros Ri ∈ GR (al conocer el simulador la postura
de cada Ri) que son obtenidas por cada integrante y transmitidas según
las reglas establecidas en el capítulo 7 y según el tipo de actualización del
algoritmo (tiempo, TCLA o eventos, ECLA).
El simulador realiza el registro de la información de localización, medición re-
lativa y comunicaciones entre todos los robots simulados con el fin de realizar
el análisis posterior y la comparación del funcionamiento de los algoritmos
TCLA y ECLA.
La interfaz de la plataforma de simulación se observa en la figura 8.7 en donde
se define un entorno de navegación delimitado por paredes que forman un
cuadrado, de forma que el movimiento de los robots esté contenido. Cada
Ri se muestra como un círculo pequeño con un color de relleno claro, en el
cual se indica el correspondiente valor del índice i del robot y la dirección
(orientación) de avance del mismo mediante una línea interna blanca (del
centro hacia el borde). El rango de detección Dr se representa mediante una
circunferencia (sin relleno) centrada en cada Ri. Se representa además el
área Aellip de los elipsoides 3σ, obtenidos a partir de la covarianza del error
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de estimación de la postura Pk,p, mediante un círculo con un color de relleno
oscuro cuya área es igual a Aellip. Al ejecutar la simulación en la plataforma,
se observa en tiempo real tanto el movimiento del robot como la evolución
de Aellip la cual crece conforme avanza el tiempo (debido a la acumulación
del error de la estimación local) a excepción de los robots en GR,A en los
que se asume una precisión alta en la estimación de la postura por lo que el
Aellip se considera nula.
En el ejemplo de la figura 8.7 se observa la ejecución de la simulación. Al
iniciar el movimiento (figura 8.7(a)), Aellip es pequeña debido a que no se ha
acumulado un error considerable en la postura, por lo que ésta se representa
mediante círculos pequeños (relleno oscuro). Conforme el robot se mueve, se
va incrementando Aellip la cual puede llegar a ser igual al área del robot Ri
(Aellip ∼= ARi, figura 8.7(b)) según la definición del evento. Al cabo de cierto
tiempo, el error en la estimación de la postura del robot en movimiento será
considerable, superando el área del robot (Aellip > ARi, figura 8.7(c)) con lo
que RA,lim estará cerca de superar la condición del evento RA,lim. Cuando
esto sucede, se producirá la corrección de la postura utilizando la información
relativa (si existen Ri dentro de Dr), lo que reducirá Aellip a un valor cercano
a su valor inicial (figura 8.7(a)) según la precisión de las mediciones relativas
y de la información recibida.
Finalmente conviene mencionar que la plataforma de simulación permite
la utilización de un algoritmo de seguimiento de trayectorias de forma que
los robots sigan una trayectoria deseada (por ejemplo, lineal y cíclica en la
figura 8.7), lo cual es conveniente para comprobar el funcionamiento de la
localización cooperativa cuando los robots se detectan con una frecuencia
regular. Además, se puede establecer el movimiento de los robots utilizando
una velocidad constante de avance junto con la ejecución de un algoritmo
Braitenberg (figura 8.8), que realice la evitación de obstáculos, lo que permite
observar el desempeño del algoritmo cuando la frecuencia de detección es
variante en el tiempo.
Establecidas las plataformas y los aspectos de implementación se procede a
presentar los resultados experimentales, que ejemplifican la utilidad y buen
desempeño de los algoritmos propuestos en la presente tesis.
215
Capítulo 8. Plataformas y Aspectos de Implementación
(a) Covarianza Pk,p baja (b) Covarianza Pk,p media
(c) Covarianza Pk,p alta, cercana al límite del evento
Figura 8.7: Plataforma de simulación para la localización cooperativa multirobot, GR
con 5 integrantes, trayectoria lineal cíclica, destino temporal indicado con (∗).
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Figura 8.8: Plataforma de simulación para la localización cooperativa multirobot, GR
con 10 integrantes, algoritmo de navegación Braitenberg.
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8.4 Conclusiones del Capítulo
En el presente capítulo se establecieron las distintas plataformas experimen-
tales para la implementación de los algoritmos de fusión basada en eventos
propuestos:
Se utiliza el LEGO NXT para desarrollar dos plataformas para navega-
ción en interiores (Diferencial en la figura 8.1 y Ackerman de la figura
8.2, medición global mediante una cámara cenital) y una para navega-
ción en exteriores (Ackerman 8.6, medición global mediante un GPS ges-
tionado mediante una tarjeta IGEPv2). Se eligió el LEGO NXT debido
a que es una plataforma de bajo coste, con gran cantidad de sensores
disponibles (acelerómetros, giróscopo, brújula, encoders, etc.), de im-
plementación sencilla y de recursos limitados (memoria, procesamiento
y comunicación), lo que permite implementar los métodos basados en
eventos propuestos y comprobar su utilidad en cuanto a la mejora de
la localización junto con su uso reducido de recursos y ancho de banda.
Cabe destacar que los métodos desarrollados pueden ser implementados
en otras plataformas móviles según los recursos computacionales y el
ancho de banda disponibles en las mismas, seleccionando el algoritmo
más conveniente según estas características y ajustando sus respectivas
dimensiones según la cantidad de sensores disponibles.
El preprocesamiento y la calibración de los sensores debe utilizarse pa-
ra adecuar las unidades de medición a las empleadas por el esquema de
fusión (S.I.) y para obtener las variables de entrada y medición para el
algoritmo. Se debe realizar la calibración cada vez que se va a iniciar
una prueba para eliminar el “bias” en cada sensor. Se estableció un algo-
ritmo de navegación (figura 8.3) para las diversas pruebas, que permite
el seguimiento de una trayectoria deseada durante la cual se ejecutan
los algoritmos de localización para estimar la postura del robot.
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Se definió un esquema para la medición global de la postura en las
pruebas en interiores (figura 8.4) que utiliza una cámara cenital para
determinar la postura global del robot y transmitirla cuando es solicita-
da. Se definieron además dos métodos para la incorporación del retardo
de comunicación en la fusión sensorial, al considerar la corrección del
retardo en la postura global (ecuación (8.1)) y en la postura del robot
(ecuación (8.2)), las cuales se utilizan en la etapa de corrección global
del filtro de fusión para actualizar la estimación local y disminuir así
el error de estimación. La ecuación para la corrección del retardo en la
postura del robot (ecuación (8.2)) se puede utilizar en una corrección
global simplificada, útil para plataformas de recursos muy limitados
ya que evita la utilización del filtro de Kalman global para corregir la
estimación local, lo que evita el cálculo de la ganancia de la corrección
global requiriendo menos recursos computacionales para implementar
el método por eventos.
Se obtuvieron los parámetros de los filtros de Kalman requeridos para
las pruebas experimentales, los cuales corresponden a las matrices de
covarianza diagonales Q y R con sus respectivos valores de los compo-
nentes del estado y la medición, descritos en la tabla 8.1 para el robot
diferencial y en la tabla 8.2 para el robot Ackerman.
Se describió el simulador utilizado para las pruebas del algoritmo coope-
rativo (ECLA, Algoritmo 14), el cual consiste en una plataforma de
simulación basada en Java y JADE que implementa las condiciones de-
finidas para el grupo de robots GR y su red de comunicación mediante
agentes. La plataforma simula el movimiento de los robots mediante el
modelo dinámico de las aceleraciones de las ruedas del robot (ecuación
(3.57)) que se utiliza como entrada al modelo de aceleraciones (ecua-
ción (3.34), versión 3 partículas) que a su vez se utiliza como entrada
al modelo de la postura del robot diferencial (ecuación (3.24)). Para
proveer las mediciones relativas (distancias y ángulos relativos (ρ, ϕ))
entre todos los miembros Ri ∈ GR, se utiliza el modelo relativo de la
ecuación (7.1).
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La plataforma de simulación multirobot representa gráficamente a cada
robot miembro del grupo y su respectiva área 3σ indicando la covarian-
za del error de estimación. Además, permite la simulación de distintos
comportamientos para los miembros del grupo, entre los que destacan el
seguimiento de trayectorias (que permite una frecuencia de detección
constante y regular entre los vecinos) y el movimiento con velocidad
constante y evitación de obstáculos Braitenberg (que produce una fre-
cuencia de detección variante en el tiempo) siendo ambos utilizados en
las pruebas experimentales a realizar en el capítulo 11.
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Se presentan a continuación diversas pruebas experimentales utilizando el
robot diferencial de navegación en interiores (figura 8.1) y el esquema de
localización global con la cámara cenital (figura 8.4), con el fin de compro-
bar el desempeño correcto de los algoritmos de fusión basados en eventos
propuestos, así como el consumo de recursos en la plataforma medido tanto
en el tiempo de ejecución del algoritmo como en el uso del ancho de banda
(según el número de solicitudes al sensor global).
9.1 Pruebas de Desempeño
9.1.1 Comprobación de la fusión local
Para observar el desempeño de la fusión local, la primera prueba se realiza
con un tiempo de muestreo Ts = 50ms y sin utilizar la etapa de corrección
global basada en eventos (denotada como EBGC) de los filtros de fusión
propuestos, por lo que LGM no es utilizada en la estimación de la postura
del robot. De esta forma se establece que el robot siga una trayectoria de re-
ferencia cuadrada y circular, utilizando la estimación de la postura mediante
odometría (a partir de los encoders únicamente, sin fusión sensorial) para el
algoritmo de navegación, y almacenando las mediciones locales junto con la
información del sensor global (cámara cenital).
Utilizando las mediciones obtenidas, se realiza una simulación utilizando
MatlabR© para implementar, simular y comparar el desempeño de los algorit-
mos de fusión KF (propuesto, estimación local de las velocidades y modelo
global para obtener la postura, Algoritmo 8 con 2 estados y 4 mediciones),
el EKF (estado completo, entradas asignadas, cascada reducido, algoritmo
6, 5 estados y 4 mediciones) y el UKF [70] (estado completo, entradas asig-
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Tabla 9.1: Resumen prueba de desempeño: robot diferencial LEGO NXT, Ts = 50ms
Robot Diferencial, Fig.8.1 Modelos (3.22),(3.23) y (3.24)
Corrección ∆T —— Parámetros Tabla 8.1
Estados xk,p =
[
x y θ
]T
k
, xk,v =
[
v ω
]T
k
Entradas uk =
[
a α
]T
k
Mediciones zk,p = ∅ zk,v =
[
venc ωenc ωgyr ωcomp
]T
k
Abreviatura Algoritmo Estado xk Medición zk Postura Lk
KF (2s4m) Alg. 8 xk,v zk,v modelo (3.11)
EKF (5s4m) Alg. 6 [xk,p xk,v]
T zk,v xk,p
UKF (5s4m) Alg. 4 [xk,p xk,v]
T zk,v xk,p
Encoder KF Fig 4.3/modelo (3.13) xk,v [vL,enc vR,enc]
T modelo (3.11)
nadas, algoritmo 4, 5 estados y 4 mediciones). Además, se implementa en
la simulación una versión simplificada del KF que utiliza únicamente la in-
formación de los encoders (encoder KF) y el modelo cinemático tradicional
(ecuación (3.13)), el cual utiliza las velocidades de las ruedas (vL,enc, vR,enc)
para estimar las velocidades del robot (lineal v y angular ω), y a partir de
estas calcular la postura (mediante la ecuación (3.11)) con el fin de observar
el desempeño del filtro KF tradicional, sin utilizar la fusión sensorial (ya que
no incorpora más sensores además de los encoders) ni el modelo dinámico
propuesto.
El resultado de la simulación de los algoritmos junto con la medición de la
cámara, los elipsoides 3σ y la estimación odométrica a partir de los encoders
(sin calibrar según [121]) se muestran en las figuras 9.1 y 9.2 respectivamente.
Se presenta además un resumen de los algoritmos, modelos y parámetros
utilizados en esta prueba experimental (de la cual se obtienen ambas figuras)
en la tabla 9.1 con el fin de facilitar la interpretación de los resultados.
Se observa en ambas figuras (9.1 y 9.2) que los filtros de fusión KF, EKF y
UKF que utilizan el modelo dinámico y la fusión sensorial local (utilizando
zk,v) tienen un desempeño adecuado y similar entre sí, en cuanto su estima-
ción de la postura es cercana a la determinada por la cámara cenital. De esto
se observa que no hay una diferencia relevante en cuanto a la precisión de
la estimación de la postura entre las distintas versiones del filtro de Kalman
para esta prueba, con lo que el filtro KF en cascada con modelos en cascada
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obtiene un desempeño similar a las versiones más complejas del filtro (EKF,
UKF) pero utilizando menos recursos computacionales (según se expuso en
el capítulo 5).
Además se observa de estas pruebas para la plataforma LEGO NXT, que ni
la estimación de la postura utilizando la odometría a partir de los encoders
sin calibrar, ni el filtro KF que estima de velocidades del robot utilizando úni-
camente la velocidad de las ruedas obtenidas de los encoders, son adecuados
para obtener una estimación precisa de la postura del robot.
Comprobado el buen desempeño del algoritmo KF con modelos en cascada
(Algoritmo 8, configuración en la tabla 9.1) para el caso de la simulación a
partir de la información local, se procedió a su implementación en la unidad
de control NXT de la plataforma, con lo que se realiza la ejecución de las
pruebas mostradas en las figuras 9.3 y 9.4 en las que el robot efectúa el
seguimiento de distintas trayectorias. En esta prueba se observa el correcto
funcionamiento tanto del esquema de localización sin información global co-
mo el de la navegación para seguir la trayectoria deseada, además del logro
relevante de poder ejecutar la fusión dentro del robot que calcula en cada
instante de muestreo la ganancia requerida por el filtro para incorporar zk,v
a la predicción del modelo y de esta forma obtener la postura del robot.
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Figura 9.1: Desempeño de los algoritmos de localización, robot diferencial, prueba si-
mulada, trayectoria de referencia cuadrada
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Figura 9.2: Desempeño de los algoritmos de localización, robot diferencial, prueba si-
mulada, trayectoria de referencia circular
225
Capítulo 9. Aplicaciones: Localización del Robot Diferencial
−100 0 100 200 300 400 500 600 700 800 900
−100
0
100
200
300
400
500
600
700
800
900
x mm
y 
m
m
 
 
KF on board LEGO
camera
start
(a) Referencia cuadrada
−500 −400 −300 −200 −100 0 100 200 300 400 500
−500
−400
−300
−200
−100
0
100
200
300
400
500
x mm
y 
m
m
 
 
start
(b) Referencia circular
Figura 9.3: Desempeño de los algoritmos de localización y navegación, KF implementa-
do en el robot diferencial, trayectorias de referencia cuadrada y circular
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Figura 9.4: Desempeño de los algoritmos de localización y navegación, KF implementa-
do en el robot diferencial, trayectorias de referencia lemniscata y rosa polar
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9.1.2 Prueba de larga duración, algoritmo basado en eventos
Comprobado el desempeño local se procede a implementar el esquema de
corrección global basado en eventos, para lo cual se realiza la incorporación de
la medición global (figura 8.4) de forma directa (sin filtro global), al utilizar
el método simplificado de la ecuación (8.2) para corregir la estimación local
del filtro de Kalman con modelos en cascada por eventos (algoritmo 12, que
es el equivalente por eventos del algoritmo 8 de la prueba anterior, figuras
9.1 a 9.4).
La prueba es de larga duración y consiste en el seguimiento de una trayectoria
de referencia cuadrada durante 30min utilizando la odometría de los encoders
(calibrados mediante [121]), el KF con modelos en cascada sin información
global (KF) y el KF con modelos en cascada con la corrección global basada
en eventos (KF EBGC), tal y como se muestra en las figuras 9.5, 9.6 y 9.7
respectivamente. En estas figuras se indica tanto la estimación calculada por
el robot para la primera vuelta (1min aproximadamente, color azul) como la
medición de la cámara cenital (para la totalidad de la prueba 30min, color
verde).
El funcionamiento de la detección del movimiento brusco y la evolución del
evento RA (basado en el área normalizada de los elipsoides 3σ) para el caso
del filtro KF por eventos se muestra en la figura 9.8. Además, el resumen de
la configuración de la prueba de larga duración se muestra en la tabla 9.2.
Tabla 9.2: Resumen prueba de desempeño de larga duración: robot diferencial LEGO
NXT, Ts = 50ms
Robot Diferencial, Fig.8.1 Modelos (3.22),(3.23) y (3.24)
Corrección ∆T ecuación (8.2) Parámetros Tabla 8.1
Estados xk,p =
[
x y θ
]T
k
, xk,v =
[
v ω
]T
k
Entradas uk =
[
a α
]T
k
Mediciones zk,p =
[
xk yk θk
]T
GM
= LGM zk,v =
[
venc ωenc ωgyr ωcomp
]T
k
Abreviatura Algoritmo Estado xk Medición zk Postura Lk
Odometry modelo (3.13) – [vL,enc vR,enc]
T modelo (3.12)
velocity KF Alg. 12 xk,v zk,v modelo (3.11)
KF EBGC Alg. 12 xk,v [zk,p zk,v]
T modelo (3.11)
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Se observa en el resultado de esta prueba que cuando el robot utiliza única-
mente la odometría (figura 9.5), su estimación de la postura coincide con la
medición global de la cámara cenital únicamente durante la primera vez que
se completa la trayectoria, divergiendo rápidamente a medida que el error de
estimación se acumula. Este error de estimación no es tomado en cuenta por
el robot, que considera que la estimación es adecuada y sigue correctamente
la trayectoria, por lo que en la unidad de control NXT del robot el error de
navegación es mínimo, aunque en realidad la postura es errónea según se ob-
serva de la medición de la cámara, por lo que el robot no sigue la trayectoria
de forma adecuada e incluso llega a salir del espacio medible por el sensor
global.
Se obtiene una mejora apreciable al utilizar el esquema de fusión con las
mediciones locales (algoritmo 12 sin corrección global) tal y como se observa
en la figura 9.6. El filtro de fusión funciona mejor que la odometría de los
encoders, de forma que la estimación de la postura coincide con la medición
global para las primeras vueltas en las que se completa la trayectoria cua-
drada, pero diverge lentamente según se acumula el error de estimación que
no es corregido ya que no se dispone de información global en la estimación.
En el caso del filtro con corrección global basada en eventos (KF EBGC,
algoritmo 12, modelos en cascada) se observa en la prueba de la figura 9.7 una
estimación adecuada de la postura del robot, al corregir el error de estimación
utilizando la información del sensor global (ecuación (8.2)) cuando el evento
RA basado en los elipsoides 3σ supera el límite RA,lim = 0,5. Bajo este
esquema, la precisión en la estimación de la postura es adecuada en cuanto
el error de estimación no crece indefinidamente, sino que es acotado (su valor
máximo dependerá de la definición de RA,lim). De esta forma la trayectoria
del robot se asemeja a la referencia cuadrada y no diverge como en los casos
anteriores.
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Figura 9.5: Prueba de larga duración, seguimiento de la trayectoria durante 30min,
robot diferencial con odometría a partir de los encoders
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Figura 9.6: Prueba de larga duración, seguimiento de la trayectoria durante 30min,
robot diferencial con el filtro local, Alg. 12 sin LGM
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Figura 9.7: Prueba de larga duración, seguimiento de la trayectoria durante 30min,
robot diferencial con el filtro local, Alg. 12 con LGM y EBGC, RA,lim = 0,5
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Figura 9.8: Prueba de larga duración, evolución inicial del evento RA, robot diferencial
con el filtro local, Alg. 12 con LGM y EBGC, RA,lim = 0,5
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En la figura 9.8 se muestra la evolución de RA en los primeros instantes
de la prueba realizada para el algoritmo con corrección basada en eventos
(KF EBGC, figura 9.7). En ésta se observa como la covarianza del error de
estimación, representada por medio del área normalizada de los elipsoides
3σ, crece desde que se inicia la navegación hasta que se realiza la corrección
con la información global (ecuación (8.2)), que reinicia el valor de Pk,p a su
valor inicial P0,p, lo que a su vez disminuye RA a su valor inicial.
La información global es solicitada cuando RA > RA,lim = 0,5, por ejemplo
en el tiempo 6,25s de la figura 9.8 (primera vez que se supera RA,lim). En este
instante, el robot comprueba la condición de movimiento brusco (|eL,R| >
2), la cual resulta como “verdadera” (valor 1 en la figura 9.8), por lo que
no se realiza la actualización global (según los lineamientos de la sección
8.1.5). Con esto el algoritmo espera 1s y vuelve a comprobar la condición
|eL,R| > 2, que resulta ser “falsa” (valor 0 en la figura 9.8), por lo que el
algoritmo procede a obtener la información global y a realizar la actualización
(aproximadamente en el tiempo 7,45s) con lo que RA vuelve a su valor inicial.
De esta forma se logra acotar el error de estimación sin saturar el uso del
ancho de banda de comunicación de la plataforma.
Conviene destacar nuevamente que la utilización de la corrección basada en
eventos permite la implementación del filtro de fusión (algoritmo 12) en la
unidad de control NXT de la plataforma, de forma que utiliza el ancho de
banda para obtener la medición global únicamente cuando RA > RA,lim. Es-
to evita el uso del medio de comunicación en cada instante de muestreo (a
diferencia de los métodos tradicionales) evitando su saturación y permitien-
do asignar los recursos de la plataforma a otras tareas relevantes como la
supervisión del sistema, el control de motores, etc.
Adicionalmente, se obtuvo el índice IAE, definido como la integral del valor
absoluto del error de estimación, para la posición en x e y de las pruebas
mostradas en las figuras 9.5 a 9.7, el cual es útil para apreciar el aporte
del algoritmo basado en eventos propuesto en la mejora del desempeño al
compararlo con la odometría tradicional y con el método de fusión local
(sin actualización global). Los resultados se observan en la tabla 9.3, en
donde se calcula el promedio de los índices para x e y y su equivalente
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Tabla 9.3: Índice de desempeño IAE y errores porcentuales para la prueba de larga
duración (30min), robot diferencial
Pruebas en las
figuras 9.5 a 9.7
IAE Error (%)
Mejora%
respecto a
la odometría
x y Promedio xy Promedio xy Promedio xy
Odometría 9,541e+ 05 6,750e+ 05 8,146e+ 05 46,057 −
KF 2,949e+ 05 4,376e+ 05 3,663e+ 05 20,734 238,9
KF EBGC 6,221e+ 04 5,342e+ 04 5,781e+ 04 3,270 1398,8
en error porcentual (obtenido a partir del IAE de una ampliación de un
1% en las trayectorias x e y), además de la mejora porcentual respecto a
la estimación odométrica. Se aprecia nuevamente el buen desempeño de la
fusión sensorial basada en eventos implementada en la unidad de control
NXT de la plataforma, al obtener la postura con un bajo error de estimación
(IAE cercando al 3%) y proveer una mejora considerable en la precisión
respecto a la odometría tradicional y a la fusión local.
Como última prueba del desempeño del robot diferencial, se realiza el segui-
miento de dos trayectorias adicionales según se muestra en las figuras 9.9 y
9.10, de las cuales se observa nuevamente el buen desempeño del filtro de
fusión con la corrección por eventos (KF EBGC, algoritmo 12), al estimar
y seguir de forma adecuada ambas trayectorias con un error acotado (sin
divergencia).
Finalmente, un video con el resumen de las pruebas presentadas en las figuras
de la 9.5 a la 9.10 puede encontrarse en /http:///wks./gii./upv./es/
/cobami//webfm_/send//5.
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Figura 9.9: Prueba de desempeño, seguimiento de una trayectoria espiral rectangular
durante 5min, robot diferencial con el filtro local, Alg. 12 con LGM y EBGC, RA,lim = 1,0
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Figura 9.10: Prueba de desempeño, seguimiento de una trayectoria cuadrada doble en
diagonal durante 5min, robot diferencial con el filtro local, Alg. 12 con LGM y EBGC,
RA,lim = 1,0
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9.1.3 Influencia del nivel del evento en el desempeño
Comprobado el buen desempeño tanto de la fusión local como de la actualiza-
ción basada en eventos al haber implementado ambos métodos en la unidad
de control, se procede a estudiar la relación entre el desempeño del esquema
basado en eventos (medido mediante el índice IAE) y el uso de comunica-
ciones en la plataforma (ancho de banda representado por la cantidad de
solicitudes realizadas al sensor global), la cual es regulada mediante el nivel
límite del evento RA,lim. Para esto se realizó una serie de pruebas asignando
una referencia cuadrada que el robot diferencial sigue durante 3min para
distintos valores de RA,lim, almacenando durante cada prueba la estimación
de la postura realizada por el filtro (KF EBGC, algoritmo 12), la medición
de la postura global de la cámara (LGM ) y el número de consultas realiza-
das por el robot. Utilizando esta información se obtuvo el IAE para cada
prueba en la posición x e y, así como el error promedio porcentual en ambas
coordenadas (utilizando el mismo procedimiento seguido en la tabla 9.3) y
se graficó su variación respecto al RA,lim, con lo que se obtuvo la figura 9.11.
Se observa claramente de esta prueba, que el índice IAE (en la posición x, y)
se crece según el valor de RA,lim, lo cual es de esperarse debido a que un
límite con valor alto producirá menos actualizaciones globales (se tarda más
en alcanzar RA,lim), con lo que se incrementa el error de estimación de la
postura y por lo tanto el IAE. Por otra parte, un valor bajo en RA,lim produ-
cirá un mayor número de consultas a la cámara (más costo computacional)
y un incremento en la precisión del método, produciendo una disminución
en el valor IAE hasta un valor límite que depende de la plataforma, definido
según los recursos y ancho de banda disponibles y de acuerdo a los retardos
∆T de comunicación presentes, siendo estos factores los que limitan el nú-
mero máximo de llamadas que se pueden realizar. En caso de los métodos
tradicionales, se realizarían llamadas al sensor global en cada instante de
muestreo, siendo posible obtener un menor IAE pero con la desventaja de
no ser implementables en una plataforma con ancho de banda o recursos
limitados.
De la figura 9.11 se observa claramente el compromiso entre el uso del ancho
de banda (consultas a la cámara) y la precisión del método (índice IAE),
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Figura 9.11: Relación entre RA,lim, el índice IAE, el error promedio porcentual y el
número de consultas al sensor global para el conjunto de pruebas de seguimiento de
trayectoria en 3min, robot diferencial.
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el cual es controlado mediante la asignación del límite del evento RA,lim.
Se aprecia cómo se utilizan menos recursos y realizan un menor número de
llamadas si RA,lim > 2, pero esto produce a su vez una menor precisión en
la estimación con un IAE alto. Por el contrario, valores de RA,lim < 0,125
producen un IAE reducida pero requiriendo un mayor número de consultas
al sensor global. De esta forma, un rango adecuado para el límite del evento
puede establecerse en 0,125 < RA,lim < 2 para la plataforma LEGO NXT,
de forma que se obtiene una solución de compromiso entre un valor IAE
adecuado junto con un número de llamadas reducido.
Por último, en la figura 9.11 se muestra un eje adicional indicando el error
promedio porcentual en las posiciones x e y, obtenidas en cada prueba uti-
lizando como referencia el error IAE de una ampliación de un 1% en las
trayectorias x e y, para escalar los valores IAE del error de estimación. Se
observa que para el rango RA,lim establecido como adecuado para el robot
diferencial, se produce un incremento del error de un 1,1% a un 2,6% con
una reducción de 95 a 9 consultas al sensor global en 3min. Si RA,lim > 2,
entonces el error puede incrementarse hasta un 6,2% utilizando únicamente
2 consultas en 3min, y si RA,lim < 0,125, entonces se obtiene un error mínimo
para la plataforma diferencial de un 0,2% pero utilizando una gran cantidad
de recursos computacionales, realizando 142 consultas o más en los 3min de
la prueba.
De este análisis se observa que el algoritmo con corrección basada en eventos
(KF EBGC, algoritmo 12), con un valor adecuado del RA,lim, puede realizar
una estimación de la postura con un valor aceptable del IAE (y en el error
porcentual) a la vez que se ahorran recursos comunicaciones y ancho de ban-
da, ya que únicamente se realizan las consultas necesarias al sensor global
para corregir la estimación local. Este análisis puede realizarse al implemen-
tar el método en otras plataformas, con el fin de obtener el rango óptimo de
RA,lim a utilizar según los recursos disponibles en el robot.
Concluidas las pruebas del desempeño para la plataforma diferencial se pro-
cede con las pruebas del tiempo de ejecución del algoritmo tal y como se
expone a continuación.
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9.2 Pruebas de tiempo de ejecución
Se presentan a continuación dos pruebas experimentales realizadas para com-
probar la eficiencia de los algoritmos propuestos en cuanto al tiempo de eje-
cución que requieren para realizar la estimación de la postura, tal y como se
describe a continuación.
La primera prueba consiste en una simulación de varios de los algoritmos
de fusión basados en el tiempo en donde se obtiene el tiempo de ejecución
promedio, tal y como se muestra en la figura 9.12. Los algoritmos son im-
plementados en un ordenador (2.4GHz y 4GB RAM) mediante MatlabR©, el
cual ejecuta los distintos filtros utilizando la información experimental obte-
nida de la prueba de desempeño simulada (trayectoria cuadrada, figura 9.1,
tabla 9.1), con lo que el promedio del tiempo de ejecución de cada algoritmo
incluye aproximadamente 600 iteraciones (cerca de 30s con el Ts = 50ms).
Tabla 9.4: Resumen prueba del tiempo de ejecución en un ordenador externo: robot
diferencial LEGO NXT, Ts = 50ms
Robot Diferencial, Fig.8.1 Modelos (3.22),(3.23) y (3.24)
Corrección ∆T —— Parámetros Tabla 8.1
Estados xk,p =
[
x y θ
]T
k
, xk,v =
[
v ω
]T
k
Entradas uk =
[
a α
]T
k
Mediciones zk,p =
[
xk yk θk
]T
GM
zk,v =
[
venc ωenc ωgyr ωcomp
]T
k
Abreviatura Algoritmo Estado xk Medición zk Postura Lk
KF2s4m Alg. 8 xk,v zk,v modelo (3.11)
EKF5s4m Alg. 6 [xk,p xk,v]
T zk,v xk,p
EKF5s7m Alg. 3 [xk,p xk,v]
T [zk,p zk,v]
T xk,p
EKF7s6m Alg. 1 [xk,p xk,v uk]
T [zk,v uk]
T xk,p
EKF7s9m Alg. 1 [xk,p xk,v uk]
T [zk,p zk,v uk]
T xk,p
UKF5s4m Alg. 4 [xk,p xk,v]
T zk,v xk,p
La configuración de los algoritmos utilizados en la prueba de la figura 9.12
se resume en la tabla 9.4, estos consisten en el algoritmo KF con modelos en
cascada (KF2s4m, 2 estados y 4 mediciones), el EKF en cascada reducido
(EKF5s4m), el EKF con asignación de entradas (EKF5s7m), el EKF con
estimación local sin entradas asignadas (aceleraciones de uk como estados,
EKF7s6m), el EKF tradicional (todas las mediciones, agregando las acele-
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Figura 9.12: Tiempo promedio de ejecución, simulación mediante Matlab en un orde-
nador, gráfica comparativa para el robot diferencial
raciones como estados, EKF7s9m) y finalmente el filtro UKF con entradas
asignadas y estimación local (UKF5s4m).
En esta prueba muestra claramente el costo computacional de los distintos
algoritmos propuestos y tradicionales en cuanto al tiempo que se requiere
para calcular las fusión sensorial y obtener la estimación de la postura, de la
cual se puede apreciar que los algoritmos en cascada propuestos (KF2s4m,
EKF5s4m) utilizan menos recursos computacionales (al requerir un menor
tiempo del procesador, medido en milisegundos ms) que los algoritmos tra-
dicionales o con asignación de entradas (EKF5s7m, EKF7s6m, EKF7s9m,
UKF5s4m). A pesar de requerir un menor tiempo de cómputo, los algorit-
mos en cascada presentan un desempeño y precisión en la estimación similar
al esquema más complejo utilizando el UKF, tal y como se expuso en la
prueba de desempeño (figuras 9.1 y 9.2).
La segunda prueba consiste en obtener el tiempo de ejecución de las tareas
principales que operan en la unidad de control del robot NXT, al utilizar
los algoritmos de fusión en cascada propuestos (KF2s4m, EKF5s4m), tanto
en sus versiones temporales (algoritmos 8 y 6 sin zk,p) como las que realizan
la corrección global basada en eventos (EBGC, algoritmos 12 y 10, con zk,p)
y compararlas con el algoritmo EKF con asignación de entradas (EKF5s7m,
algoritmo basado en el tiempo 3). Para el caso particular del EKF5s7m,
su ejecución se realizó por secciones para obtener el tiempo promedio y al
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considerar una medición global sin retardo (considerando una zk,p constante
predefinida en el robot), esto debido a que las limitaciones en memoria y
ancho de banda en la unidad de control NXT impiden la implementación
y ejecución completa de este algoritmo en cada instante k. Se resume la
configuración de los algoritmos utilizados en esta prueba en la tabla 9.5.
Tabla 9.5: Resumen prueba del tiempo de ejecución en la unidad de control NXT: robot
diferencial, Ts = 50ms
Robot Diferencial, Fig.8.1 Modelos (3.22),(3.23) y (3.24)
Corrección ∆T ecuación (8.2) Parámetros Tabla 8.1
Estados xk,p =
[
x y θ
]T
k
, xk,v =
[
v ω
]T
k
Entradas uk =
[
a α
]T
k
Mediciones zk,p =
[
xk yk θk
]T
GM
zk,v =
[
venc ωenc ωgyr ωcomp
]T
k
Abreviatura Algoritmo Estado xk Medición zk Postura Lk
KF(2s4m) Alg. 8 xk,v zk,v modelo (3.11)
KF(2s4m) EBGC Alg. 12 xk,v [zk,p zk,v]
T modelo (3.11)
EKF(5s4m) Alg. 6 [xk,p xk,v]
T zk,v xk,p
EKF(5s4m) EBGC Alg. 10 [xk,p xk,v]
T [zk,p zk,v]
T xk,p
EKF5s7m Alg. 3 [xk,p xk,v]
T [zk,p zk,v]
T xk,p
Se obtienen en esta prueba el tiempo de ejecución de las tareas de lectura
de los sensores (incluyendo calibrado y preprocesamiento, TRead), el filtro
de fusión implementado (TKalman), el algoritmo de control (navegación y
acción de control en los motores, TControl) y la tarea de escritura que al-
macena las variables requeridas para la supervisión en un archivo de texto
(TWrite), tal y como se muestra en la figura 9.13.
Los tiempos de ejecución se miden en cada ciclo del algoritmo (cada Ts =
50ms) durante la duración de la prueba de 1min, al no ser constantes, se
representan en la figura 9.13 tres casos: el caso a representa el tiempo pro-
medio de ejecución de la tarea por ciclo, el caso b corresponde al tiempo
máximo de ejecución medido (peor ejecución durante 1min), y el caso c
muestra los tiempos máximos de cada tarea (el máximo durante la prueba
de 1min) aunque estos no se presentan simultáneamente en ningún ciclo de
ejecución (inclusive, no se presentan simultáneamente durante la prueba de
30min de las figuras 9.6 y 9.7), pero es un indicador del peor caso posible.
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Los resultados de la figura 9.13 muestran que únicamente los métodos pro-
puestos (KF2s4m y EKF5s4m) cumplen el tiempo de muestreo de 50ms
para los casos a y b, siendo el filtro KF (KF2s4m, en cascada con modelos en
cascada) el que consume menos recursos. El caso del filtro EKF (en cascada
reducido, EKF5s4m) cumple con Ts en todos casos excepto en el caso c, pero
este es un caso teórico el cual nunca se presentó en las pruebas realizadas. Se
observa además que el esquema basado en eventos (EBGC) produce un leve
aumento en el tiempo de ejecución respecto a cuándo solo se realiza la esti-
mación con la información local. A pesar de esto, no se excede el Ts durante
la ejecución, permitiendo el correcto funcionamiento del robot al navegar en
el entorno (según se expuso en las pruebas de desempeño).
En cuanto al filtro EKF5s7m (con entradas asignadas), se excede el Ts en
todos los casos para la unidad de control NXT, por lo que aunque se pudie-
ra implementar éste filtro, no sería adecuado para el Ts utilizado. De esta
forma y tomando en consideración la prueba de la figura 9.12, los filtros más
complejos (EKF7s6m, EKF7s9m y UKF5s4m) excederían también el Ts si
pudieran implementarse en la unidad de control, lo cual no es factible debido
a las limitaciones en la memoria de la unidad NXT al realizar el cálculo de
Kk en cada ciclo.
Comprobado el buen desempeño de los algoritmos propuestos en el robot
diferencial, así como el ahorro que producen en el tiempo de ejecución al
compararse con los métodos tradicionales, se realizan las pruebas en la pla-
taforma Ackerman según se expone en el capítulo siguiente.
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Figura 9.13: Tiempos de ejecución de las distintas tareas realizadas en la unidad de
control NXT durante 1min, robot diferencial, caso a: tiempo promedio, caso b: tiempo
de la peor ejecución y caso c: tiempos máximos de cada tarea
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9.3 Conclusiones del Capítulo
En el presente capítulo se realizaron diversas pruebas experimentales utilizan-
do el robot diferencial de navegación en interiores (figura 8.1) y el esquema
de localización global con la cámara cenital (figura 8.4), incluyendo diversas
pruebas de desempeño de los algoritmos propuestos así como las pruebas
del consumo de recursos en la plataforma, tanto en tiempo de ejecución del
algoritmo como en el uso del ancho de banda:
A partir de la prueba de simulación en Matlab que utiliza las mediciones
de los sensores del robot y la cámara cenital de las figuras 9.1 y 9.2,
se concluye que el filtro de Kalman con modelos en cascada propuesto
(algoritmo 8, tabla 9.1) tiene un desempeño adecuado en cuanto su
estimación es similar a la postura real (obtenida de la cámara cenital)
y a los esquemas más complejos de fusión (EKF, UKF), pero utilizando
menos recursos computacionales. Por esta razón, se concluye que no
hay una diferencia relevante en cuanto a la precisión de la estimación
de la postura entre las distintas versiones del filtro de Kalman en el
caso del robot diferencial propuesto, con la gran ventaja de que el KF
con modelos en cascada sí puede ser implementado en la unidad de
control del robot NXT. Queda en evidencia además, la baja precisión
de la estimación a partir de los encoders en esta plataforma, no siendo
conveniente utilizar estos sensores como única fuente de información.
Se implementó el filtro KF (Algoritmo 8) en la unidad de control NXT,
con lo que se comprobó su funcionamiento correcto, realizando una
estimación adecuada de la postura con la información local, según se
observa en las figuras 9.3 y 9.4.
A partir de la prueba de larga duración (figuras 9.5 a 9.8), se concluye
que el método basado en eventos (KF EBGC, algoritmo 12, tabla 9.2)
provee una estimación adecuada de la postura del robot, corrigiendo el
error de estimación con la información del sensor global evitando que
éste crezca indefinidamente (error acotado, sin divergencia), a diferen-
cia del caso de la odometría y del filtro KF sin corrección global. Se
observó además un funcionamiento adecuado del método por eventos
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en la evolución de RA (evento del área normalizada de los elipsoides 3σ),
acotado según la figura 9.8). Adicionalmente se observó una corrección
adecuada del retardo de comunicación con el sensor global mediante el
método simplificado de la ecuación (8.2).
Según los valores obtenidos del índice IAE para la prueba de larga du-
ración, se observó una reducción considerable en este índice al utilizar
el método basado en eventos según se expuso en la tabla 9.3. Además,
se apreció un seguimiento de trayectorias y desempeño adecuado (con
error acotado) en las pruebas adicionales de las figuras 9.9 y 9.10, así
como en el video resumen con los resultados de la prueba de larga du-
ración: /http:///wks./gii./upv./es//cobami//webfm_/send//5.
A partir del estudio realizado de la variación de la precisión del esquema
basado en eventos (índice IAE), y el ancho de banda utilizado para
obtener la información global (número de consultas a la cámara) ante
la modificación límite del evento RA,lim (figura 9.11), se concluye que
existe un compromiso entre la precisión y el uso del ancho de banda que
puede regularse mediante el valor de RA,lim. El IAE crece según crece
RA,lim ya que se realizan menos llamadas al sensor global (uso reducido
del ancho de banda y recursos), por otra parte, conforme RA,lim decrece,
se incrementan el número de consultas al sensor global lo que a su
vez produce una reducción en el IAE, incrementando la precisión del
método hasta un límite que depende de la precisión del sensor y de los
recursos de la plataforma (siendo el límite teórico el obtenido al utilizar
una estrategia basada en el tiempo, realizando la corrección global en
cada instante k). Para el caso de la unidad de control NXT se estableció
un rango adecuado para el límite del evento en 0,125 < RA,lim < 2.
Finalmente, a partir de las pruebas del tiempo de ejecución (simulación
de la figura 9.12 con la tabla 9.4, y la implementación en la unidad de
control NXT de la figura 9.13 con tabla 9.5) se concluye que los algorit-
mos propuestos (EKF en cascada reducido: algoritmos 6 y 10, y el KF
en cascada con modelos en cascada: algoritmos 8 y 12) utilizan menos
recursos computacionales al requerir un menor tiempo del procesador
para realizar la fusión (medido en milisegundos ms) que los algorit-
247
Capítulo 9. Aplicaciones: Localización del Robot Diferencial
mos tradicionales o con asignación de entradas (EKF5s7m, EKF7s6m,
EKF7s9m y UKF5s4m), pero obtienen un desempeño y precisión simi-
lar a estos esquemas según expuso en la prueba de desempeño (figuras
9.1 y 9.2).
A diferencia de los métodos existentes, los algoritmos basados en even-
tos propuestos son implementables en robots de recursos limitados
(NXT en el caso del robot diferencial), debido a que actualizan la pos-
tura con la información global haciendo un uso eficiente del medio de
comunicación, de forma que se puede utilizar para otras tareas relevan-
tes dentro del robot. Además no se incumple con el tiempo de muestreo
en la ejecución de múltiples tareas según se comprobó en la figura 9.13.
Esto se consiguió mediante la selección de un valor adecuado del RA,lim,
con el que se estima la postura con un valor aceptable del IAE (y en
el error porcentual) a la vez que se ahorran recursos computacionales
y ancho de banda, realizando únicamente las consultas necesarias al
sensor global para corregir la estimación local.
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Se presentan a continuación diversas pruebas experimentales utilizando el
robot Ackerman de navegación en interiores (figura 8.2) y el esquema de
localización global con la cámara cenital (figura 8.4) así como el robot Ac-
kerman para navegación en exteriores (figura 8.6), con el fin de comprobar
el desempeño correcto de los algoritmos de fusión basados en eventos pro-
puestos, así como el consumo de recursos en esta plataforma midiendo el
respectivo tiempo de ejecución de los algoritmos.
10.1 Pruebas de Desempeño
10.1.1 Comprobación de la fusión local
Siguiendo el procedimiento realizado para el robot diferencial, se comprueba
primeramente el desempeño de la fusión local en el robot Ackerman sin uti-
lizar la corrección global basada en eventos (EBGC ), al realizar una prueba
con el robot siguiendo una trayectoria cuadrada mientras se almacenan las
mediciones locales y la información del sensor global (cámara cenital). Uti-
lizando estas mediciones se realiza una simulación en MatlabR©, utilizando
los algoritmos configurados según la tabla 10.1 con la que se obtiene la fi-
gura 10.1 en la cual se indica además la medición global de la cámara y la
estimación odométrica a partir de los encoders.
Se observa de la figura 10.1 que todos los filtros simulados presentan un
desempeño adecuado en cuanto a la estimación de la postura es cercana a la
del sensor global. En el caso del EKF con entradas asignadas (EKF6e7m), al
realizar en este caso la fusión utilizando la información global zk,p obtiene la
estimación con menor error. Los demás algoritmos, el EKF en cascada redu-
cido (EKF6e4m), el EKF en cascada con modelos en cascada (EKF3e4m) y
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Tabla 10.1: Resumen prueba de desempeño: robot Ackerman LEGO NXT, simulación
en Matlab, Ts = 50ms
Robot Ackerman, Fig.8.2 Modelos (3.49),(3.50)/(3.51) y ns: (3.52)/(3.53)
Corrección ∆T —— Parámetros Tabla 8.2
Entradas uk =
[
u1 u2 u3
]T
k
, uk,ns =
[
u1 u3
]T
k
Estados xk,p =
[
x y θ
]T
k
, xk,v =
[
vx vy ω
]T
k
, xk,v,ns =
[
vx ω
]T
k
Mediciones zk,p =
[
xk yk θk
]T
GM
, zk,v =
[
vx,enc vy,enc ωenc ωgyr
]T
k
zk,v,ns =
[
vx,enc ωenc ωgyr ωcomp
]T
k
Abreviatura Algoritmo Entrada uk Estado xk Medición zk Postura Lk
EKF6e7m Alg. 3 uk [xk,p xk,v]
T [zk,p zk,v]
T xk,p
EKF6e4m Alg. 6 uk [xk,p xk,v]
T zk,v xk,p
EKF3e4m Alg. 7 uk xk,v zk,v modelo (3.36)
KF2e4m Alg. 8 uk,ns xk,v,ns zk,v,ns modelo (3.11)
el KF en cascada con modelos en cascada (KF2e4m), muestran una medición
cercana a la cámara, aunque es apreciable la necesidad de la información glo-
bal con el fin de obtener una mejor precisión en la estimación de la postura,
lo cual se obtiene mediante el uso de la corrección basada en eventos.
En el caso de la odometría a partir de los encoders, nuevamente se observa
que no son adecuados para la estimación de la postura en esta plataforma.
Se aprecia además la similitud de la estimación del filtro KF2e4m con la
de los filtros más complejos, requiriendo menos recursos computacionales al
utilizar el modelo sin deslizamiento (ns, ecuaciones (3.52) y (3.53)) el cual
no considera la velocidad transversal del robot (movimiento baja velocidad,
ver sección 3.2.2).
Comprobado el buen desempeño de la estimación utilizando la informa-
ción local, se procede a implementar los algoritmos en cascada (EKF6e4m,
EKF3e4m y KF2e4m) en la unidad de control NXT de la plataforma utili-
zando la corrección global basada en eventos (algoritmos 10, 11 y 12 respec-
tivamente) según los parámetros descritos en la tabla 10.2 (agregando zk,p
al vector de medición zk).
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Figura 10.1: Desempeño de los algoritmos de localización, robot Ackerman, prueba
simulada, trayectoria de referencia cuadrada.
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Tabla 10.2: Resumen prueba de desempeño: robot Ackerman LEGO NXT, algoritmos
basados en eventos implementados en la unidad de control NXT, Ts = 50ms
Robot Ackerman, Fig.8.2 Modelos (3.49),(3.50)/(3.51) y ns: (3.52)/(3.53)
Corrección ∆T ecuación (8.1) Parámetros Tabla 8.2
Entradas uk =
[
u1 u2 u3
]T
k
, uk,ns =
[
u1 u3
]T
k
Estados xk,p =
[
x y θ
]T
k
, xk,v =
[
vx vy ω
]T
k
, xk,v,ns =
[
vx ω
]T
k
Mediciones zk,p =
[
xk yk θk
]T
GM
, zk,v =
[
vx,enc vy,enc ωenc ωgyr
]T
k
zk,v,ns =
[
vx,enc ωenc ωgyr ωcomp
]T
k
Abreviatura Algoritmo Entrada uk Estado xk Medición zk Postura Lk
EKF6e4m EBGC Alg. 10 uk [xk,p xk,v]
T [zk,p zk,v]
T xk,p
EKF3e4m EBGC Alg. 11 uk xk,v [zk,p zk,v]
T modelo (3.36)
KF2e4m EBGC Alg. 12 uk,ns xk,v,ns [zk,p zk,v,ns]
T modelo (3.11)
En esta plataforma se utiliza el filtro KF/EKF para incorporar la informa-
ción global, de forma que se actualicen correctamente tanto la postura como
la covarianza del error de estimación de la misma, Pk,p. Por esta razón se
utiliza la ecuación (8.1) para corregir el retardo en la medición global, que
es utilizada por el filtro global para la corrección de la postura. Esto a dife-
rencia de las pruebas realizadas para el robot diferencial, en las que no se
utiliza un filtro KF/EKF para incorporar la información global (junto con
la ecuación (8.1)), sino que se incorpora directamente utilizando la ecuación
(8.2) tal y como se describió en los capítulos 8 y 9.
De esta forma, se realiza la prueba con el robot siguiendo la trayectoria
cuadrada y los algoritmos basados en eventos configurados según la tabla
10.2, con lo que se obtienen los resultados mostrados en la figura 10.2. En
ésta se aprecia el buen desempeño de todos los algoritmos en cascada por
eventos propuestos, realizando una estimación adecuada de la postura la
cual es cercana a la determinada por el sensor global, mejorando la precisión
comparado al caso en la que no se utiliza la corrección basada en eventos
(figura 10.1).
Además, se tiene la ventaja relevante de que los algoritmos basados en even-
tos son ejecutados en la unidad de control NXT del robot, gracias al uso
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Figura 10.2: Desempeño de los algoritmos en cascada basados en eventos (EBGC)
implementados en la unidad de control NXT del robot Ackerman.
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reducido de los recursos computacionales (memoria, procesador) y ancho
de banda, ya que se utiliza la información global solo en caso necesario (si
RA > RA,lim). Esto a diferencia del algoritmo con asignación de entradas
EKF6e7m (o los tradicionales) que no pueden ser implementados en ésta
plataforma Ackerman.
Realizada la comprobación de los algoritmos tanto por simulación como al
ser implementados en la unidad de control del robot, se procede con las
pruebas de larga duración según se expone a continuación.
10.1.2 Prueba de larga duración, algoritmo basado en eventos
De forma similar al robot diferencial, se realiza la prueba de larga duración en
el robot Ackerman al seguir una trayectoria cuadrada doble durante 30min,
en la cual se estima la postura del robot utilizando el algoritmo menos de-
mandante de recursos: el algoritmo KF en cascada con modelos en cascada
basado en eventos (KF2e4m EBGC), el cual no considera el deslizamiento
en la plataforma. En esta prueba y a diferencia de las pruebas del robot di-
ferencial, se utiliza la ecuación (8.1) para corregir el retardo en la medición
global, tal y como se muestra en la tabla resumen 10.3 con la configuración
de los algoritmos de la prueba.
Tabla 10.3: Resumen prueba de larga duración: robot Ackerman LEGO NXT, algorit-
mos basados en eventos implementados en la unidad de control NXT, Ts = 50ms
Robot Ackerman, Fig.8.2 Modelos (3.49),(3.50)/(3.51) y ns: (3.52)/(3.53)
Corrección ∆T ecuación (8.1) Parámetros Tabla 8.2
Entradas uk =
[
u1 u2 u3
]T
k
, uk,ns =
[
u1 u3
]T
k
Estados xk,p =
[
x y θ
]T
k
, xk,v =
[
vx vy ω
]T
k
, xk,v,ns =
[
vx ω
]T
k
Mediciones zk,p =
[
xk yk θk
]T
GM
, zk,v =
[
vx,enc vy,enc ωenc ωgyr
]T
k
zk,v,ns =
[
vx,enc ωenc ωgyr ωcomp
]T
k
Abreviatura Algoritmo Entrada uk Estado xk Medición zk Postura Lk
Odometry modelo (3.39) — — [vR,enc φF,enc]
T modelo (3.36)
KF2e4m Alg. 12 uk,ns xk,v,ns zk,v,ns modelo (3.11)
KF2e4m EBGC Alg. 12 uk,ns xk,v,ns [zk,p zk,v,ns]
T modelo (3.11)
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Con esto se obtienen los resultados mostrados en la figura 10.3 en la que
se realiza la comparación de la estimación utilizando la odometría (figura
10.3(a)) con la estimación sin información global (KF2e4m figura 10.3(b)) y
con el método basado en eventos (KF2e4m EBGC 10.3(c)). En estas figuras
se indican la estimación calculada por el robot para la primera vuelta (1min
aproximadamente, color azul) y la medición de la cámara cenital (para los
30min, color verde).
Se observa en el resultado de esta prueba el correcto funcionamiento del es-
quema basado en eventos (figura 10.3(c)) en cuanto se corrige el error de
estimación utilizando la información del sensor global (ecuación (8.1)) cuan-
do el evento RA basado en los elipsoides 3σ supera el límite RA,lim = 1,2.
Bajo este esquema, la precisión en la estimación de la postura es adecuada
en cuanto el error de estimación no crece indefinidamente, sino que es aco-
tado durante la duración de la prueba, por lo que la trayectoria del robot
se asemeja a la referencia cuadrada y no diverge como en los casos de la
odometría (figura 10.3(a)) y el filtro sin información global (figura 10.3(b)).
El buen desempeño del algoritmo de estimación basado en eventos (KF2e4m
EBGC) se observa además en la figura 10.4 en la que se presenta el resultado
de la prueba de larga duración cuando se establece una trayectoria de referen-
cia rectangular. Cabe destacar que el error de estimación puede disminuirse
si fuera necesario (según los requerimientos de la aplicación) al disminuir el
valor de RA,lim de forma que se incremente la precisión de la estimación de la
postura. Esto se realiza como un compromiso entre la precisión deseada y el
ancho de banda (y recursos computacionales) disponibles en la plataforma,
tal y como se describió en la sección 9.1.3 (figura 9.11).
Con el buen resultado obtenido en estas pruebas de larga duración que mues-
tran la precisión adecuada del filtro de fusión basado en eventos KF2e4m,
así como su estabilidad y convergencia, los algoritmos más complejos en cas-
cada (KF6e4m y KF3e4m) tendrán también un desempeño adecuado en la
estimación de la postura. Finalmente, un video con el resumen de las prue-
bas de larga duración (figuras 10.3 y 10.4) puede encontrarse en /http://
/wks./gii./upv./es//cobami//webfm_/send//6. Con esto, se procede a
continuación con las pruebas en exteriores.
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Figura 10.3: Prueba de larga duración, seguimiento de la trayectoria cuadrada doble
durante 30min, robot Ackerman navegando en interiores.
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Figura 10.4: Prueba de larga duración, seguimiento de la trayectoria rectangular du-
rante 30min, robot Ackerman navegando en interiores.
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10.1.3 Prueba en exteriores
Previo a la prueba en exteriores, se comprueba el funcionamiento del robot
Ackerman (figura 8.6) en una prueba de larga duración (30min) en interiores,
utilizando el algoritmo KF2e4m con la corrección global basada en eventos
(EBGC, tabla 10.3) y la información de la cámara cenital (ecuación (8.1),
figura 8.4) en lugar del GPS. El resultado de esta prueba se muestra en la
figura 10.5 en donde se muestra la primera vuelta estimada por el KF2e4m
(color azul) y las 30 vueltas medidas por la cámara (color verde). Se observa
que el algoritmo propuesto tiene un comportamiento adecuado, estimando
la postura de forma similar a la medida por la cámara, lo que produce un
seguimiento suave de la trayectoria cuadrada durante toda la prueba.
Para la prueba en exteriores se realiza un recorrido en sentido horario sobre
una pista deportiva de superficie plana, utilizando el GPS IG-500N sobre el
LEGO como fuente de información global y agregando al evento basado en el
área 3σ la condición Nsat > Nsat,min (con Nsat,min = 6) y el ajuste dinámico
de la matriz R (a partir del valor nominal de la covarianza del sensor, dis-
minuyendo su valor si Nsat es alto y aumentándolo en caso contrario) según
se describió en la definición del evento (sección 6.2.2). Además, se obtiene
la trayectoria seguida por el LEGO con una precisión alta, al ser medida
con un GPS diferencial con el fin de validar los resultados obtenidos. Cabe
destacar que la información de éste sensor no es utilizada dentro de la fusión.
De esta forma, para la prueba en exteriores se modifica la configuración de la
plataforma para incorporar temporalmente el receptor del GPS diferencial,
tal y como se muestra en la figura 10.6.
Los resultados de esta prueba con el robot modificado con el receptor del
GPS diferencial (figura 10.6) se muestran en la figura 10.7, en la que se
observa un desempeño adecuado del filtro de fusión, con lo que la postura
estimada es similar a la medida del GPS diferencial.Según aumenta el error
en la estimación (covarianza del error de la postura del robot) se genera el
evento (RA > RA,lim&Nsat > Nsat,min) que produce la actualización utili-
zando información global y por lo tanto se elimina el error acumulado en la
estimación local.
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Figura 10.5: Prueba en interiores de larga duración del robot Ackerman para exteriores,
utilizando la cámara cenital como sensor global.
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Figura 10.6: Plataforma Ackerman en exteriores agregando el GPS diferencial para
comprobación de la trayectoria navegada.
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Además, se obtiene una precisión aceptable según las gráficas del error y
error absoluto (respecto al GPS, figuras 10.8 y 10.9) siendo ambos acotados,
y con la ventaja de evitar la actualización de la estimación utilizando la
información del GPS en cada instante de muestreo, lo que requeriría más
recursos de los disponibles en la plataforma.
A pesar del buen comportamiento se observa que el GPS utilizado no es
tan preciso como el GPS diferencial por lo que, aunque se utilice la infor-
mación global, existe un error inherente al sensor utilizado que puede ser
considerable y que se trasladaría a la estimación del algoritmo de fusión. Por
esta razón, en el caso de navegación en exteriores, deberán utilizarse senso-
res de precisión alta, con el fin de mejorar la estimación de la postura con
el filtro local y además se debe realizar el ajuste dinámico de los términos
de la matriz R correspondientes al GPS, utilizando información adicional al
número de satélites Nsat (por ejemplo: la covarianza dinámica interna del
sensor si estuviese disponible, la información meteorológica del entorno o de
la presencia de edificios aledaños [55, 153]) de forma que se limite la influen-
cia del error en el sensor global sobre la estimación de la postura del robot.
Cabe destacar además, que la actualización se puede hacer de forma más
frecuente (utilizando un RA,lim menor) para eliminar el bias de forma más
regular, siempre y cuando la medición del GPS se obtenga con una precisión
adecuada, esto se realiza según los requerimientos de la misión del robot.
Concluidas las pruebas de desempeño se procede con las pruebas del tiempo
de ejecución del algoritmo tal y como se expone a continuación.
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Figura 10.7: Prueba en exteriores con el GPS diferencial, trayectorias georeferenciadas
sobre la imagen satelital de la pista deportiva obtenida de Google EarthR©.
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Figura 10.8: Prueba en exteriores, evolución del error de estimación.
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Figura 10.9: Prueba en exteriores, evolución del error absoluto de estimación.
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Figura 10.10: Tiempo promedio de ejecución, simulación mediante Matlab en un orde-
nador, gráfica comparativa para el robot Ackerman.
10.2 Pruebas de tiempo de ejecución
De forma similar al robot diferencial, se realizan dos pruebas experimentales
para comprobar la eficiencia de los algoritmos propuestos en cuanto al tiempo
de ejecución que requieren para realizar la estimación de la postura, según
se describe a continuación.
La primera prueba es la simulación de los algoritmos de fusión basados en el
tiempo (EKF6e7m, EKF6e4m, EKF3e4m y KF2e4m, tabla 10.1, figura 10.1)
en donde se obtiene el tiempo de ejecución promedio, tal y como se mues-
tra en la figura 10.10. Los algoritmos son implementados en un ordenador
(2.4GHz y 4GB RAM) mediante MatlabR©, el cual ejecuta los distintos filtros
utilizando la información experimental obtenida de la prueba de desempeño
simulada (trayectoria cuadrada, figura 10.1, tabla 10.1).
Nuevamente, en esta prueba se observa que los algoritmos en cascada con mo-
delos en cascada (EKF3e4m y KF2e4m) utilizan menos recursos computacio-
nales para realizar la estimación de la postura (al requerir un menor tiempo
del procesador, medido en milisegundos ms) que los algoritmos más comple-
jos (en cascada reducido EKF6s4m y con asignación de entradas EKF6s7m).
A pesar de requerir un menor tiempo de cómputo, los algoritmos en cascada
con modelos en cascada presentan un desempeño y precisión en la estima-
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ción similar los esquemas complejos, tal y como se expuso en la prueba de
desempeño (figuras 10.1 y 10.2).
La segunda prueba corresponde a la medición del tiempo de ejecución obte-
nido para las tareas principales que operan en la unidad de control del robot
NXT, al utilizar los algoritmos de fusión en cascada propuestos (EKF6s4m,
EKF3e4m y KF2e4m), tanto en sus versiones temporales (sin zk,p, tabla
10.1) como las que realizan la corrección global basada en eventos (EBGC
con zk,p, tabla 10.2), así como el modelo más tradicional con asignación de
entradas (EKF6s7m), cuya ejecución se realiza por secciones debido a que
las limitaciones en memoria y ancho de banda en la unidad de control NXT
impiden la implementación y ejecución completa de este algoritmo en cada
instante k. Los tiempos se obtienen durante el primer minuto de seguimiento
de una trayectoria cuadrada similar a la de la figura 10.1.
De esta forma se determinan los tiempos de ejecución de las tareas del robot
(lectura de sensores TRead, filtro de fusión TKalman, algoritmo de control
TControl y la tarea de escritura para la supervisión TWrite) tal y como
se muestra en la figura 10.11. Nuevamente se identifican tres casos en la
figura, el caso caso a representa el tiempo promedio de ejecución por ciclo,
el caso b corresponde al tiempo máximo de ejecución (peor ejecución), y el
caso c con los tiempos máximos de cada tarea, los cuales no se presentan
simultáneamente (ni en esta prueba ni durante la de larga duración, figuras
10.3 y 10.4), siendo un indicador del peor caso posible.
Se observa de la figura 10.11 que todos los métodos en cascada propuestos
cumplen con el tiempo de muestreo de 50ms para todos los casos (a, b y
c), utilizando o no el EBGC, siendo el algoritmo KF2e4m EBGC (cascada
con modelos en cascada sin deslizamiento basado en eventos) el que consume
menos recursos (menor tiempo de ejecución en todos los casos a, b y c). El
EKF6s7m excede el Ts en todos los casos para la unidad de control NXT,
no siendo adecuado para ser implementado en esta plataforma debido a las
limitaciones en la memoria y cómputo de la unidad de control, principalmen-
te cuando se debe realizar el cálculo de Kk en cada ciclo o comunicarse con
el sensor global en cada instante k.
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Figura 10.11: Tiempos de ejecución de las distintas tareas realizadas en la unidad de
control NXT durante 1min, robot Ackerman, caso a: tiempo promedio, caso b: tiempo
de la peor ejecución y caso c: tiempos máximos de cada tarea.
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Comprobado el buen desempeño de los algoritmos propuestos en el robot
Ackerman para navegación en interiores y exteriores, así como el ahorro que
producen en el tiempo de ejecución al compararse con los métodos tradi-
cionales, se procede a realizar las pruebas para el esquema de localización
cooperativa utilizando la plataforma de simulación en JAVA y JADE, según
se expone en el capítulo siguiente.
10.3 Conclusiones del Capítulo
En el presente capítulo se realizaron diversas pruebas experimentales utilizan-
do el robot Ackerman de navegación en interiores (figura 8.2) y el esquema
de localización global con la cámara cenital (figura 8.4), así como el robot
Ackerman para navegación en exteriores (figura 8.6), incluyendo diversas
pruebas de desempeño de los algoritmos propuestos así como las pruebas
del consumo de recursos en la plataforma, midiendo el respectivo tiempo de
ejecución de los algoritmos:
A partir de la simulación en Matlab con las mediciones de los senso-
res del robot y la cámara cenital de la figura 10.1 se observó el buen
desempeño de los filtros simulados, con una estimación de la postura
cercana a la del sensor global. Se apreció la similitud en la estimación
del algoritmo menos complejo computacionalmente (KF2e4m, sin des-
lizamiento) y los algoritmos más avanzados. De esta figura se concluye
que la corrección basada en eventos propuesta es necesaria con el fin de
incorporar la información global a la estimación local, para obtener una
mejor precisión en la estimación de la postura. Además, se comprobó
nuevamente que la odometría a partir de los encoders no provee una
precisión adecuada en la estimación.
En la prueba de la figura 10.2 se comprobó el buen desempeño de los
algoritmos en cascada con corrección global basada en eventos (EBGC,
algoritmos 10, 11 y 12, configuración en la tabla 10.2) implementados
en la unidad de control NXT de la plataforma, en cuando realizan una
estimación adecuada de la postura del robot, con precisión mejorada
cuando se comprara con la figura 10.1 sin utilización del EBGC. Se
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observó el funcionamiento adecuado de la corrección del retardo de
comunicación mediante la ecuación (8.1), que permite el ajuste de la
postura y de Pk,p mediante el filtro KF/EKF global.
A partir de la prueba de larga duración (30min, figuras 10.3 y 10.4) se
comprobó el buen desempeño del método basado en eventos (KF2e4m
EBGC 10.3(c)), el cual realiza la estimación de la postura con error
acotado a diferencia de la fusión local y de la odometría. Se concluye
a partir del buen resultado obtenido en cuanto a la precisión del filtro
KF2e4m, así como de su estabilidad y convergencia, que los algoritmos
más complejos en cascada (KF6e4m y KF3e4m) tendrán también un
desempeño adecuado en la estimación de la postura. Un resumen de
las pruebas con el robot Ackerman en interiores puede encontrarse en
/http:///wks./gii./upv./es//cobami//webfm_/send//6.
En el caso de las pruebas en exteriores del robot Ackerman (figura 8.6),
se comprobó previamente el funcionamiento en interiores mediante la
prueba de larga duración de la figura 10.5 obteniendo una estimación
adecuada. Con esto se procedió con la prueba en exteriores al agregar un
GPS diferencial a la plataforma (figura 10.6) para validar los resultados
sin utilizar su medición en la fusión sensorial. A partir de la prueba en
exteriores de la figura 10.7 se comprueba el desempeño adecuado del
algoritmo al estimar la postura con un error acotado tal y como se
observa en las gráficas del error (figura 10.8) y error absoluto (figura
10.9).
A partir de la prueba en exteriores se concluye que existe un error in-
herente al sensor global utilizado, que puede ser considerable y que se
traslada a la estimación del algoritmo de fusión, tal y como se aprecia
en la diferencia de la estimación con el GPS IG-500N y la medición que
realiza el GPS diferencial (figura 10.7). De esta forma se debe mitigar
este error, ya sea utilizando sensores locales de mayor precisión o bien
realizando un mejor ajuste dinámico de los términos correspondientes
a la postura del GPS en la matriz Rk del filtro de fusión. Para esto
se puede incorporar información adicional al número de satélites Nsat,
como por ejemplo la covarianza dinámica interna del sensor GPS (si el
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sensor suministra esta información), la información meteorológica del
entorno de navegación o bien la presencia de edificios aledaños, siendo
estos problemas comunes en la precisión del GPS [55, 153]). Incorpo-
rando esta información en el valor de Rk, se puede limitar la influencia
del error del sensor global en la estimación de la postura del robot.
Adicionalmente, se puede incrementar la frecuencia de actualización al
disminuir RA,lim, lo que disminuiría el error de estimación siempre y
cuando la covarianza del sensor global sea baja y se disponga de los
recursos computacionales en la plataforma que permitan un número
considerable de consultas al sensor global.
Finalmente, a partir de las pruebas del tiempo de ejecución (simulación
de la figura 10.10 con la tabla 10.1, y la implementación en la unidad de
control NXT de la figura 10.11 con tabla 10.1 y 10.2) se concluye que los
algoritmos en cascada con modelos en cascada (EKF3e4m, algoritmo
11 y KF2e4m, algoritmo 12) utilizan menos recursos computacionales
para realizar la estimación de la postura al requerir un menor tiempo
del procesador (medido en milisegundos ms), que los algoritmos más
complejos como el cascada reducido (EKF6s4m, algoritmo 10) y con
asignación de entradas (EKF6s7m, algoritmo 3), pero realizando una
estimación con una precisión similar a estos algoritmos (según la prue-
ba de desempeño en las figuras 10.1 y 10.2). Nuevamente se tiene la
ventaja de poder implementar los algoritmos en cascada propuestos en
la unidad de control NXT, en donde no incumplen con el tiempo de
muestreo en ningún caso (Ts = 50ms, figura 10.11), ni saturan el uso
del ancho de banda, por lo que realizan la fusión sensorial para obtener
la postura del robot de forma adecuada, además de permitir la correc-
ción del retardo de comunicación en la medición global mediante el uso
de la ecuación (8.1).
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En el presente capítulo se utiliza la plataforma de simulación basada en
Java y JADE, expuesta en la sección 8.3, para realizar las pruebas del siste-
ma multirobot (definido en el capítulo 7) con los algoritmos de localización
cooperativa con corrección basada en el tiempo TCLA y basada en eventos
ECLA.
Se realizan dos pruebas principales para analizar tanto la evolución de la
covarianza del error de estimación (del grupo de robots GR y de cada miem-
bro Ri de éste), como la cantidad de mensajes transmitidos dentro de GR
(enviados y recibidos entre sus integrantes) para la localización cooperativa.
Además, se asigna en los algoritmos TCLA y ECLA un rango de detección
Dr igual en cada Ri, así como la fusión cooperativa utilizando únicamente la
mejor información relativa recibida (la de menor covarianza Rk,r recibida).
Esto permite realizar una mejor comparación entre la actualización tempo-
ral y por eventos, ya que la principal diferencia entre los algoritmos queda
reducida al tipo de actualización y por lo tanto a la forma en la que se realiza
el intercambio de mensajes (en cada instante k, o cuando el evento, basado
en el área normalizada de los elipsoides 3σ, supera un nivel predeterminado:
RA > RA,lim, ecuación (6.7)).
La primera prueba consiste en la simulación de un grupo de cinco integrantes
Ri realizando un seguimiento de una trayectoria lineal cíclica, en la que los
robots avanzan hacia el punto de destino y una vez alcanzado regresan al
punto de partida, lo que permite el estudio del esquema cooperativo cuando
las frecuencias de detección de cada vecino son regulares (aproximadamente
constantes).
La segunda prueba se realiza al considerar un grupo de diez integrantes que
se mueven en el entorno con velocidad constante y ejecutan un algoritmo
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de evasión de obstáculos Braitenberg, evitando colisiones con los límites del
entorno (caja de forma cuadrada) y con los robots vecinos. Esta configuración
en particular permite observar el comportamiento del esquema cooperativo
cuando las frecuencias de detección son variantes en el tiempo.
Se presentan a continuación los resultados obtenidos, así como el estudio del
compromiso entre la precisión y el uso del ancho de banda del método coope-
rativo basado en eventos, con el cual se define el rango adecuado de valores
para el nivel del evento RA,lim, de forma similar a las pruebas realizadas para
el robot diferencial (figura 9.11)
11.1 Grupo de cinco robots con seguimiento de una
trayectoria lineal cíclica
Esta prueba consiste en la simulación de un grupo GR de cinco agentes
durante 20min, los cuales realizan un seguimiento de una trayectoria lineal
cíclica. Uno de los integrantes de GR se establece con acceso a la medición
global de la postura: R1. Este robot se considera dentro del simulador con un
error de estimación de la postura nulo (y por lo tanto su covarianza del error
de estimación será también nula). Esto con el fin de observar con más claridad
el efecto de la corrección con la información relativa y la diferencia entre
utilizar la información de un vecino con baja covarianza (con acceso al sensor
global o recientemente actualizado con la información de éste vecino), y el
utilizar la información de un vecino de covarianza alta. En la realidad, aunque
el error de estimación y la covarianza son distintos de cero, suelen ser valores
reducidos si el sensor global tiene una precisión adecuada. Además, en el
esquema cooperativo al menos un robot debe poseer acceso a la información
global, de forma que se proporciona convergencia global al grupo [145] (se
evita el crecimiento no acotado del error de estimación de la postura).
El seguimiento de la trayectoria lineal cíclica se muestra para el primer re-
corrido (ida al punto de destino y vuelta al punto de partida indicado con
“*”) en la figura 11.1 para todos los cinco integrantes de Ri (tres inician
desde la izquierda y dos desde la derecha). Al mantener el seguimiento de
esta trayectoria, los vecinos se detectarán entre sí aproximadamente a la
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mitad del recorrido. Además, como cada robot avanza con una velocidad
lineal constante que son similares entre cada Ri, los vecinos se detectarán
de forma regular, con frecuencias de detección similares aunque con leves
variaciones. Esta característica permite, por una parte, observar la evolución
de la covarianza del error cuando el método cooperativo dispone de la infor-
mación relativa de forma regular y, por otra parte, posibilita la variación en
el orden de detección de los vecinos, con lo que se realizará el método coope-
rativo utilizando tanto información de alta precisión (vecino R1 o un vecino
actualizado recientemente a partir de éste) como de baja precisión (vecinos
restantes sin actualización reciente). Esto resulta relevante en el esquema
cooperativo ECLA cuando, por ejemplo, se ha alcanzado el límite del evento
RA,lim en un Ri, pero éste no dispone de vecinos dentro de Dr (ND = 0)
para realizar la actualización con información relativa. En esta condición, el
primer vecino que entra en Dr es detectado por Ri, el cual obtiene la medi-
ción relativa Mr y la utiliza junto con la información iR (recibida del vecino)
para corregir la postura. De esta forma, si el primer vecino detectado es R1
la covarianza del error de estimación de la postura Pk,p resultante será baja,
lo que sucede también en caso de detectar otro Ri con covarianza del error
baja en su postura. Por otra parte si el vecino detectado tiene error alto en
la estimación de su postura, se producirá una disminución en la Pk,p de Ri,
pero esta reducción será de menor magnitud, por lo que RA,lim será alcanza-
do antes que en el caso de detección con R1. Este tipo de variabilidad en la
detección es conveniente en la simulación ya que permite observar distintos
casos de detección, al no existir una secuencia predefinida.
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Figura 11.1: Trayectorias lineales cíclicas del grupo GR con cinco integrantes, prueba
de 20min
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11.1.1 Evolución de la covarianza, comparativa entre TCLA y
ECLA
El comportamiento del esquema de localización cooperativa se observa con
claridad en la evolución de la covarianza del error de estimación Pk,p, obte-
nida para cada robot Ri, o bien como un promedio ∀Ri ∈ GR, en lo que se
puede observar el efecto de la corrección de la postura con la información
relativa, además de la precisión general del algoritmo de fusión cooperativo.
Como mínimo, Pk,p debe ser acotada, ya que si ésta crece indefinidamente
indicaría que el robot se ha perdido (no conoce su postura con precisión →
con Pk,p acotada). En el caso de la localización cooperativa, Pk,p será acotada
cuando Ri tiene acceso a información sensorial con baja covarianza (sensor
global, oMR con alta precisión en conjunto con iR de un robot recientemente
actualizado), y Pk,p tenderá a valores cada vez menores conforme esta infor-
mación se utilice de forma cada vez más frecuente (valores bajos del evento
o utilizando la información en cada instante k).
Se obtiene la evolución de Pk,p para la prueba de 20min utilizando los algo-
ritmos de localización cooperativa TCLA y ECLA con los niveles de evento
RA,lim = {3,73, 5,6, 11,2}, tal y como se muestra en las figuras 11.2 y 11.3,
en donde se muestra la evolución de Pk,y para el robot R2 (figuras 11.1 y
8.7). En cada gráfica de Pk,y se indica además la cantidad de mensajes inter-
cambiados por el robot para realizar la localización cooperativa, en un eje
adicional en la parte superior de las figuras 11.2 y 11.3. Se puede apreciar
en el caso del ECLA, la corrección con información precisa (proveniente de
R1) cuando Pk,y disminuye hasta un valor cercano a cero, y la corrección
con información menos precisa (proveniente de R3) cuando Pk,y disminuye
levemente. En este caso en particular se volverá a sobrepasar RA,lim rápida-
mente, con lo que se realiza una nueva corrección relativa, pero en este caso
R2 puede tener en Dr tanto a R1 como a R3, por lo que escoge la informa-
ción con la menor covarianza en la postura (en este caso R1) con lo que Pk,y
disminuye a un valor cercano a cero.
Se observa de ambas figuras 11.2 y 11.3, que el error de estimación es acotado
para ambos métodos de localización cooperativa (TCLA y ECLA), ya que
la covarianza del error de estimación no crece indefinidamente debido al
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método cooperativo y a la utilización de sensores con precisión adecuada
(incluyendo las mediciones relativas y la información recibida de los robots
vecinos). Además, la evolución de Pk,y es similar para ambos métodos al
ser las condiciones de simulación de éstos similares entre sí. Sin embargo, la
principal diferencia entre ambas estrategias radica en la cantidad de mensajes
intercambiados, requiriendo el método basado en eventos entre 2 y 4mensajes
por actualización (corrección de la postura mediante la información relativa),
contrario a los 840 mensajes que utiliza como mínimo el TCLA (figura 11.2).
Esta diferencia muestra uno de los aportes fundamentales del método coope-
rativo basado en eventos propuesto, en cuanto el ECLA presenta una evo-
lución similar en la estimación de la postura y límites de la covarianza del
error de estimación que el método TCLA, pero utilizando una fracción del
ancho de banda para realizar la actualización cooperativa (por lo que requie-
re menos recursos computacionales). La selección del límite RA,lim ajusta el
ancho de banda requerido (permitiendo menos actualizaciones RA,lim = 11,2
o más RA,lim = 3,73) por lo que también modificará el promedio y valor
máximo de Pk,p (Pk,y en las figuras 11.2 y 11.3). Por ejemplo, un pequeño
incremento de alrededor de 0,1mm2 en el valor máximo de Pk,y se obtiene
al utilizar ECLA con RA,lim = 3,73 comparando con el resultado de TCLA,
pero consiguiendo una reducción elevada en el ancho de banda utilizado
Conviene destacar que al ser la detección entre los miembros del grupo diná-
mica, la mejora del esquema cooperativo basado en eventos ECLA al reducir
RA,lim es limitada. De esta forma, el error de estimación crecerá hasta que
se alcance el límite del evento RA > RA,lim y se detecte un vecino dentro de
Dr (ND ≥ 1). Por esta razón, la reducción de RA,lim disminuirá Pk,p siempre
y cuando se detecten vecinos en Dr, y estos posean una baja covarianza del
error de estimación (transmitida en iT para el método cooperativo).
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Figura 11.2: Evolución de la covarianza de R2 y mensajes intercambiados, GR con cinco
robots, TCLA y ECLA con RA,lim = 3,73, ARi = 0,9136, primeros 3min de la prueba de
20min
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Figura 11.3: Evolución de la covarianza de R2 y mensajes intercambiados, GR con cinco
robots, ECLA con RA,lim = {5,6, 11,2}, primeros 3min de la prueba de 20min
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El efecto de RA,lim en los límites de la covarianza del error de estimación
Pk,y (y en general de Pk,p) del método cooperativo basado en eventos, se
puede estudiar de una mejor forma al obtener la media de la covarianza del
grupo GR: P¯k,y, la cual se calcula al obtener el promedio, en cada instante k
de muestreo, de las cinco Pk,y de GR (5 integrantes, una Pk,p por cada Ri),
tal y como se muestra en la figura 11.4. Además, es conveniente observar la
evolución temporal de la media P¯k,y, para lo cual se calcula la media acumu-
lativa en el tiempo: cP¯k,y (covarianza promedio acumulativa), al obtener el
promedio utilizando todos los valores disponibles de P¯k,y desde el instante
inicial de la prueba hasta el instante actual k, tal y como se muestra en la
figura 11.5. Por ejemplo, el valor de cP¯k,y en k = 1s es la media de todos los
valores de P¯k,y en el intervalo k = [0, 1s].
A partir de las figuras 11.4 y 11.5 se puede observar con claridad la influen-
cia de RA,lim en la precisión del método cooperativo basado en eventos. Al
disminuir el valor de RA,lim en ECLA, los límites de Pk,y también decrecen,
tendiendo al valor de los límites de la covarianza obtenidos con el método
TCLA (se incrementa la precisión del método conforme decrecen los valores
máximos de Pk,y). Sin embargo, este incremento en la precisión tiene el costo
asociado de incrementar el número de mensajes utilizados para realizar la
localización cooperativa (se requerirán por lo tanto más recursos computacio-
nales). Con este resultado, se puede realizar el ajuste del valor de RA,lim de
acuerdo a la cantidad de recursos disponibles en la plataforma y según la
precisión deseada en la estimación de la postura. Por otra parte, la evolu-
ción temporal de P¯k,y representada mediante cP¯k,y (figura 11.5) muestra el
comportamiento estable de la estimación, en cuanto el error de estimación es
acotado y su covarianza promedio (de GR) tiende a un valor constante (no
crece indefinidamente). En el caso de la localización cooperativa, se alcan-
za este valor constante debido a la presencia de una fuente de información
global con precisión adecuada (en el caso de esta prueba es el robot R1), y
al intercambio de información de los algoritmos TCLA y ECLA que distri-
buyen la información global a todos los robots del grupo de forma directa
(si se encuentran dentro del Dr) o de forma indirecta (mediante los robots
recientemente actualizados por el algoritmo cooperativo).
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Figura 11.4: Covarianza Promedio P¯k,y, evolución para el GR con cinco robots, prueba
de 20min
Finalmente, se observa de la figura 11.5 el comportamiento similar de las
estrategias TCLA y ECLA, siendo ambas acotadas en cuanto al error y
covarianza del error de estimación, pero en el caso de ECLA se puede realizar
el ajuste de la precisión del método y del ancho de banda utilizado para
obtener la estimación de la postura.
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Se presenta un resumen de la prueba de cinco robots (20min) utilizando el
TCLA y el ECLA con el límite del evento definido enRA,lim = {3,73, 5,6, 11,2}
en la tabla 11.1. En ésta se observan la cantidad de mensajes intercambiados
(envío y recepción) y los valores promedio P¯k,x y A¯ellip para la duración total
de la prueba de cada Ri dentro del grupo (promedio temporal). Se muestra
además el promedio del grupo GR (sin considerar los valores de R1) y el
número total de mensajes intercambiados en GR. Se puede apreciar la evo-
lución del promedio P¯k,x y A¯ellip los cuales tienden a decrecer conforme se
disminuye el valor de RA,lim por las razones anteriormente descritas (para
el caso de P¯k,y en las figuras 11.4 y 11.5). Se puede observar nuevamente
el compromiso entre la precisión del método y el ancho de banda (costo)
requerido para obtenerla, ajustable en ECLA según la selección de RA,lim.
En robots de recursos limitados, el RA,lim puede ser modificado en concor-
dancia con el ancho de banda disponible en la plataforma, para realizar un
menor número de interacciones con los vecinos dentro de Dr (y por lo tanto
un menor número de ejecuciones de la corrección del filtro de fusión, redu-
ciendo el uso de recursos computacionales), pero esto tiene el costo asociado
del incremento en la covarianza del error de estimación (y del error en la
postura).
Por ejemplo en la tabla 11.1, los valores de P¯k,x y A¯ellip se incrementan
cerca de un 50% utilizando ECLA con RA,lim = 3,73 respecto a los valores
obtenidos con TCLA, pero utilizando únicamente un 1,62% de los mensajes
intercambiados en la actualización basada en el tiempo. El incremento en
P¯k,x y A¯ellip es cercano al 70% con RA,lim = 5,6 utilizando el 1,3% de
los mensajes intercambiados y finalmente, el duplica el incremento hasta el
147% al utilizar RA,lim = 11,2, lo que resulta en una utilización de mensajes
de únicamente el 0,76% de los utilizados en la actualización temporal. Con
estos resultados se puede establecer el límite del evento en RA,lim = 3,73
como la mejor solución de compromiso en términos de costo-beneficio para
el grupo de cinco robots con movimiento lineal cíclico. Un análisis similar se
puede llevar a cabo en otros escenarios con el fin de obtener el mejor RA,lim
para el grupo de robots.
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Tabla 11.1: Resumen de resultados, prueba con el GR de cinco integrantes, TCLA y
ECLA con RA,lim = {3,73, 5,6, 11,2}
Ri
Algoritmo TCLA Algoritmo ECLA, RA,lim = 3,73
P¯k,x A¯ellip
Mensajes
P¯k,x A¯ellip
Mensajes
Intercambiados Intercambiados
1 0 0 18848 0 0 76
2 0,1622 4,5818 9546 0,2398 6,7536 202
3 0,1589 4,4883 18768 0,2419 6,8102 370
4 0,1589 4,4911 18762 0,2483 6,9951 346
5 0,1705 4,8139 9330 0,2457 6,9190 224
GR 0,1627 4,5938 75254 0,2439 6,8695 1218
Ri
Algoritmo ECLA, RA,lim = 5,6 Algoritmo ECLA, RA,lim = 11,2
P¯k,x A¯ellip
Mensajes
P¯k,x A¯ellip
Mensajes
Intercambiados Intercambiados
1 0 0 68 0 0 50
2 0,2534 7,1396 166 0,3106 8,7603 110
3 0,2703 7,6138 292 0,4346 12,2663 118
4 0,2911 8,2092 286 0,4001 11,2925 202
5 0,2920 8,2343 170 0,4634 13,0857 94
GR 0,2767 7,7992 982 0,4022 11,3512 574
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11.2 Grupo de diez robots con evitación de obstáculos
Braitenberg
Esta prueba consiste en la simulación de un grupo GR de diez agentes duran-
te 46min, los cuales se mueven con una velocidad constante de avance en el
entorno de navegación, ejecutando un algoritmo Braitenberg que realice la
evitación de colisiones entre los robots y los límites del entorno (las paredes
que limitan la superficie cuadrada en la que los robots se mueven, figura
8.8). Se consideran dos robots con acceso a mediciones globales ({R1, R6}
con Pk,p = 0) para proveer convergencia global al grupo [145] (evitando el
crecimiento no acotado del error en la postura). A medida que los robots
avanzan e interaccionan entre sí, enviarán colisiones y ejecutarán la localiza-
ción cooperativa ECLA cuando sea necesario (si RA > RA,lim)
En este caso, como los agentes se mueven dinámicamente por todo el entorno
los vecinos se detectarán entre sí sin un orden predeterminado, por lo que
las frecuencias de detección son variantes en el tiempo. Esto permite obser-
var la evolución de la covarianza del error al recibir en distintos tiempos la
información relativa. Esta configuración contempla casos en los que un robot
ha alcanzado RA,lim pero al no detectar a un vecino en Dr de forma regular,
puede darse un crecimiento considerable en Pk,p hasta que se logre detectar
un vecino. De la misma forma pueden darse casos en que se realice la co-
rrección con la información relativa rápidamente, ya que al alcanzar RA,lim
se pueden disponer de uno o varios vecinos en Dr (ND ≥ 1). Además, la
variabilidad en la detección entre los vecinos permite realizar la corrección
con información relativa de alta precisión (vecinos {R1, R6} o recientemente
actualizados) así como con información menos precisa (vecinos restantes sin
actualización reciente).
11.2.1 Evolución de la covarianza del error de estimación
El movimiento de los robots para el primer minuto de la simulación con la
evitación de obstáculos Braitenberg, así como la evolución de la covarianza
Pk,p para los primeros 18min se muestra en la figura 11.6. Nuevamente, se
observa un desempeño adecuado del algoritmo cooperativo por eventos pro-
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puesto (ECLA) en cuanto el error de estimación es acotado para todos los
robots de GR, ya que la covarianza del error de estimación Pk,p no crece
indefinidamente.
Nuevamente, de acuerdo a ND y a la iR, la actualización de la postura pro-
ducirá un mayor decremento en Pk,p si dentro de Dr se incluye un miembro
de GRA (R1 o R6 en esta prueba), o un Ri recientemente actualizado con
la información de los integrantes de GRA, tal y como se observa en detalle
para la covarianza Pk,y del robot R2 en la figura 11.6. En esta prueba se
muestra una evolución similar para los restantes Ri de recursos limitados
(en GRL, sin acceso a la medición global). Se observan algunos valores altos
en Pk,p los cuales ocurren cuando se alcanza RA,lim pero ND = 0, debido a
que Pk,p crecerá hasta que se realice la localización cooperativa (cuando se
detecte un vecino, con lo que ND > 0 y se puedan obtener Mr y recibir iR).
Los valores máximos en Pk,p dependerán de la configuración del grupo GR
(misión, movimientos a realizar, etc.), del número de Ri ∈ GRA con acceso a
la información global, así como de la frecuencia con la que éstos se encuen-
tran dentro del rango de detección Dr de los Ri ∈ GRL, siendo aspectos que
deben ser tomados en consideración durante la implementación y diseño del
grupo multirobot cooperativo.
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11.2.2 Compromiso entre la precisión y uso del ancho de banda
Para observar el efecto de RA,lim en el algoritmo cooperativo ECLA, se repi-
te la prueba de simulación con la evitación de obstáculos Braitenberg para
distintos niveles de RA,lim. A partir de cada prueba se obtienen la covarianza
promedio del grupo P¯k,y (promedio para los integrantes de GR, removiendo
R1 y R6), y la covarianza promedio acumulativa cP¯k,y (evolución temporal
del promedio P¯k,y) tal y como se muestra en las figuras 11.7 y 11.8 respectiva-
mente. Como es de esperarse, el esquema de localización cooperativo ECLA
muestra un comportamiento estable para todos los valores de RA,lim utiliza-
dos, en cuanto el error de estimación es acotado y la covarianza del error de
estimación no crece indefinidamente (su promedio alcanza un valor estable
según la figura 11.8). Se observa además que se obtiene una mejor precisión
del método (mayor uso del ancho de banda) cuando se utilizan valores de
RA,lim bajos, en el caso contrario (incremento en RA,lim) se disminuye la pre-
cisión pero se realizaría un menor intercambio de mensajes entre integrantes
del grupo. Con esto se obtiene un resultado similar a las pruebas para el
grupo de cinco integrantes, figuras 11.4 y 11.5.
El compromiso entre la precisión del método (promedio de Pk,y de todos los
robots para la duración total de la prueba de 46min: T P¯k,y) y el uso del ancho
de banda de comunicación (total de mensajes intercambiados por los robots
en GR en la duración total: T.M.) ante la variación del límite del evento
RA,lim, realizado para la prueba con la evitación de obstáculos Braitenberg
se muestra en la figura 11.9 (similar a la del robot diferencial, figura 9.11).
Se puede apreciar de esta figura la influencia de RA,lim en la precisión y el nú-
mero de mensajes intercambiados para realizar la corrección cooperativa con
la información relativa. Al disminuir RA,lim también disminuirán los márge-
nes de error (covarianza T P¯k,y) del método ECLA hasta un límite, definido
por el máximo número de consultas que la plataforma puede realizar (según
los recursos disponibles). Por el contrario, cuando se incrementa RA,lim, se
disminuye la precisión del método (se incrementa T P¯k,y) pero con la ventaja
de reducir la cantidad de mensajes intercambiados (T.M.) y por lo tanto los
recursos computacionales requeridos para la localización del grupo de robots.
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A partir de la dinámica de la figura 11.9, se puede escoger un rango adecuado
para RA,lim, de forma que se obtenga una solución de compromiso entre la
precisión requerida en la localización cooperativa del grupo de robots y la
cantidad de recursos computacionales y ancho de banda disponibles en las
plataformas (en cada Ri del grupo).
Este estudio puede realizarse de acuerdo con las características del grupo
y de las plataformas integrantes (de cada Ri), de forma que se obtenga
un rango adecuado de compromiso para RA,lim (a usar en la totalidad de
GR o uno para cada Ri). A partir de la figura 11.9 se puede definir por
ejemplo 0,2 ≤ RA,lim ≤ 7. El valor utilizado para RA,lim puede ser definido
a voluntad durante la etapa de diseño del sistema para predefinir el máximo
intercambio de mensajes deseado, o bien podría modificarse dinámicamente
durante la ejecución del programa en cada robot. Por ejemplo, se puede
ajustar el valor de RA,lim según los recursos (en tiempo de cómputo y ancho
de banda) disponibles en tiempo real en la plataforma, disminuyendo su valor
en caso de que todo el ancho de banda de la plataforma esté disponible, o
bien incrementar RA,lim si se requieren recursos computacionales o ancho de
banda para otras tareas distintas a la localización cooperativa.
Siguiendo con el ejemplo de la figura 11.9, el rango 0,2 ≤ RA,lim ≤ 7 produce
una variación de 0,0204 ≤ T P¯k,y ≤ 0,1262 en la precisión y 158265 ≥ T.M. ≥
4904 en el ancho de banda. De esta forma, el rango de RA,lim representa
una reducción en la T P¯k,y con RA,lim = 0,2 cercana al 16,2% del valor de
T P¯k,y con RA,lim = 7, entretanto el esquema cooperativo con RA,lim = 7
utiliza únicamente un 3,1% de los mensajes requeridos cuando RA,lim =
0,2. Un video con el resumen de las pruebas presentadas para el esquema
de localización cooperativa puede encontrarse en /http:///idecona./ai2.
/upv./es//multirobot.
Concluidas todas las pruebas experimentales de los diversos algoritmos pro-
puestos y realizado el análisis de los resultados obtenidos, se procede a ex-
poner las principales conclusiones de la presente tesis según se describe en
el siguiente capítulo.
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Figura 11.9: Compromiso entre el desempeño (covarianza total T P¯k,y) y el ancho de
banda (total de mensajes T.M.) definido por el límite del evento RA,lim para el GR con
diez robots, prueba de 46min
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11.3 Conclusiones del Capítulo
En el presente capítulo se utilizó la plataforma de simulación basada en Ja-
va y JADE (sección 8.3) para realizar las pruebas del sistema multirobot
(expuesto en el capítulo 7) con los algoritmos de localización cooperativa
con corrección basada en el tiempo TCLA (algoritmo 13) y basada en even-
tos ECLA (algoritmo 14). Se configuró la simulación para asignar el mismo
rango de detección DR a todos los integrantes Ri de los grupos, además de
utilizar únicamente la mejor medición relativa (mínima Rk,r recibida) para
la localización cooperativa y el evento basado en el área normalizada de los
elipsoides 3σ (RA > RA,lim, ecuación (6.7)).
En la primera prueba se realizó la simulación de un grupo GR de cinco agen-
tes Ri realizando un seguimiento de una trayectoria lineal cíclica (frecuencia
de detección regular entre vecinos) durante 20min, en donde el robot R1 se
establece con acceso a la medición global de la postura con el fin de propor-
cionar convergencia global al grupo [145]:
Se comprobó la precisión del método en cuanto a la evolución de la
covarianza del error de estimación Pk,p para ambos algoritmos TCLA
y ECLA (RA,lim = {3,73, 5,6, 11,2}) según se expuso en las figuras 11.2
y 11.3 y en la tabla resumen 11.1, en las cuales se indicaron además
la cantidad de mensajes que se intercambiaron para realizar la loca-
lización cooperativa. A partir de estos resultados se concluye que el
error de estimación es acotado para ambos métodos ya que Pk,y no
crece indefinidamente debido al método cooperativo y a la utilización
de sensores con precisión adecuada (incluyendo las mediciones relati-
vas y la información recibida de los robots vecinos). Además, el ECLA
presenta una evolución de Pk,y similar al TCLA, pero requiriendo un
número muy reducido de mensajes respecto a esta estrategia basada
en el tiempo. En esta prueba se observa uno de los principales aportes
del método cooperativo basado en eventos propuesto, en cuanto este
ECLA presenta una evolución similar en la estimación de la postura y
límites de Pk,p que el método TCLA, pero utilizando una fracción del
ancho de banda para realizar la actualización cooperativa con lo que se
reducen los recursos computacionales utilizados de la plataforma (me-
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nor número de ejecuciones de la corrección del filtro con información
relativa).
A partir de la covarianza del grupo P¯k,y (promedio en cada instante k
de Pk,y de los Ri ∈ GR) y la covarianza promedio acumulativa cP¯k,y
(evolución de P¯k,y en el tiempo) mostradas en las figuras 11.4 y 11.5,
se observa con claridad la influencia de RA,lim en la precisión del mé-
todo cooperativo basado en eventos. A partir de estas figuras se puede
concluir que el valor asignado a RA,lim permite incrementar la preci-
sión del método (valores bajos en RA,lim) al incrementar la cantidad
de mensajes utilizados para el método cooperativo, o bien disminuir el
costo computacional y número de mensajes al reducir la precisión de
la estimación (RA,lim alto). Este ajuste se realiza según la cantidad de
recursos disponibles en cada Ri, o bien según la precisión deseada en
la estimación de la postura.
Se concluye además que la mejora en precisión al disminuir RA,lim que-
da limitada a la detección de un vecino dentro de Dr (ND ≥ 1) con el
que se pueda realizar el método cooperativo para reducir Pk,p, siempre
y cuando la medición relativa y la postura recibida tengan una precisión
adecuada.
Finalmente, de la evolución de cP¯k,y (figura 11.5) se comprueba nueva-
mente el comportamiento estable de la estimación del algoritmo ECLA,
con un error de estimación acotado al evolucionar la covarianza prome-
dio de GR a un valor constante (no crece indefinidamente). Esto debido
a la presencia de un Ri con acceso a información global con precisión
adecuada y al intercambio de información cooperativo que distribuye
esta información a todos los integrantes del grupo, de forma directa (si
se encuentran dentro del Dr) o de forma indirecta (mediante los robots
en Dr recientemente actualizados por el algoritmo cooperativo).
En la segunda prueba se consideró un GR de diez agentes Ri que se mueven
en el entorno (figura 8.8) con velocidad constante y ejecutan un algoritmo
de evasión de obstáculos Braitenberg durante 46min, evitando colisiones con
los límites del entorno (caja de forma cuadrada) y con los robots vecinos
(frecuencia de detección entre vecinos variante en el tiempo). Se establecen los
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robots R1 y R6 con acceso a la información global (para proveer convergencia
global al grupo [145]):
Se obtuvo la evolución de Pk,p para todos los integrantes del grupo en
la figura 11.6, de la cual se concluye que el método basado en even-
tos ECLA realiza una estimación con error de estimación acotado en
donde Pk,p no crece indefinidamente, esto a pesar de que la frecuencia
de detección de los vecinos es variante en el tiempo. Nuevamente, la
disminución en Pk,p depende de la precisión de la postura del vecino
detectado dentro de Dr, y el valor máximo de Pk,p dependerá de la de-
finición de RA,lim, de la configuración del grupo (misión, movimientos
a realizar, etc.) y de frecuencia con la que se detecte un vecino en Dr,
siendo éstos aspectos a considerar durante la implementación y diseño
del grupo multirobot cooperativo.
La evolución de P¯k,y (promedio para los integrantes de GR, removiendo
R1 y R6) y la covarianza promedio acumulativa cP¯k,y (evolución tem-
poral del promedio P¯k,y) se presentaron en las figuras 11.7 y 11.8 para
distintos valores de RA,lim en el algoritmo ECLA. Se concluye a partir
de estas figuras que el método basado en eventos tiene un comporta-
miento estable en todos los casos, con un error de estimación acotado y
con una Pk,y que no crece indefinidamente, ya que su promedio alcanza
un valor estable.
El compromiso entre la precisión del método (promedio total en 46min
T P¯k,y) y el uso del ancho de banda de comunicación (total de mensa-
jes) se obtuvo en la figura 11.9 ante la variación del límite del evento
RA,lim. Se concluye a partir de esta figura que un valor adecuado en
RA,lim permite ajustar la precisión deseada del método cooperativo se-
gún los recursos disponibles de la plataforma (capacidad de cómputo
y ancho de banda). Valores bajos de RA,lim producen una mayor pre-
cisión (T P¯k,y bajo) lo que requiere un mayor intercambio de mensajes
(se incrementa el ancho de banda y recursos computacionales requeri-
dos), y por el contrario, valores altos de RA,lim permite reducir el costo
(computacional y en comunicaciones) del método a cambio de una re-
ducción en su precisión. Por lo tanto, es posible obtener una solución de
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compromiso entre la precisión requerida en la localización cooperativa
del grupo de robots y la cantidad de recursos computacionales y ancho
de banda utilizados en las plataformas (en cada Ri del grupo), con una
selección adecuada del límite del evento RA,lim (0,2 < RA,lim < 7 en el
caso multirobot).
Por último, el estudio realizado para obtener la figura 11.9 y el rango
adecuado de RA,lim se puede repetir durante el diseño del grupo coope-
rativo, de acuerdo a sus características y condiciones del intercambio de
mensajes así como a los recursos disponibles en las plataformas que lo
integran. Con esto se puede obtener un rango adecuado de compromiso
para RA,lim, a utilizar en la totalidad de GR o uno distinto para cada Ri.
A partir de la figura 11.9 definió por ejemplo 0,2 < RA,lim < 7. El valor
utilizado para RA,lim puede ser definido a voluntad durante la etapa de
diseño del sistema para predefinir el máximo intercambio de mensajes
deseado, o bien podría modificarse dinámicamente durante la ejecución
del programa en cada robot. Finalmente se puede observar un video con
el resumen de las pruebas presentadas para el esquema de localización
cooperativa en /http:///idecona./ai2./upv./es//multirobot.
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12 | Conclusiones y Trabajo
Futuro
Se exponen a continuación las conclusiones obtenidas en el desarrollo de
la presente tesis, así como las posibles líneas de extensión de los métodos
propuestos como trabajos a realizar en un futuro. Se indican finalmente los
artículos presentados en congresos y revistas que se derivan de los resultados
obtenidos.
12.1 Conclusiones
Objetivos alcanzados
A partir del estudio de los antecedentes del capítulo 2, se determinó la ne-
cesidad de desarrollar algoritmos de fusión para la localización precisa de
robots y grupos de robots móviles de recursos limitados (en capacidad de
cómputo, memoria y ancho de banda para comunicación) de forma que no
se requiera de un ordenador externo para realizar la fusión y transmitirla al
robot, evitando además la utilización constante de la información global o
relativa, y buscando un uso eficiente del medio de comunicación de forma
que se puedan ejecutar tareas adicionales a la localización.
Con los algoritmos y modelos desarrollados (capítulos del 3 al 7) y los buenos
resultados obtenidos (capítulos del 8 al 11) se cumple el objetivo principal de
la presente tesis, en cuanto se propusieron los nuevos algoritmos utilizando
los principios de control y muestreo basado en eventos, con los que se ob-
tiene una precisión adecuada en la estimación de la postura del robot o del
grupo de robots, con un con error acotado y realizando la fusión de distintos
sensores de forma eficiente computacionalmente, y con un uso reducido del
ancho de banda para el acceso a la información global o relativa.
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Con los resultados obtenidos se cumple además con los objetivos específicos:
Se realizó una revisión del estado del arte en localización a partir de
las técnicas de fusión de datos basadas principalmente en el filtro de
Kalman (KF, EKF, UKF, etc.) y en localización cooperativa de grupos
de robots, mediante el cual se realizó la justificación y el planteamiento
de los objetivos alcanzados en la presente tesis.
Se obtuvieron modelos dinámicos locales y cinemáticos globales de un
robot móvil en configuración diferencial y Ackerman, utilizando méto-
dos de descomposición por partículas inerciales. Con estos modelos se
obtiene la dinámica de la plataforma al colocar acelerómetros en posi-
ciones adecuadas, reduciendo la cantidad de parámetros que se deben
identificar, así como la complejidad computacional de los mismos. Se
identificaron además los modelos dinámicos de velocidad y aceleración
para los motores de corriente continua de la plataforma LEGO NXT
empleada en las pruebas experimentales.
Se realizó un estudio sobre los métodos actuales en estimación de esta-
dos y fusión sensorial, a partir del cual se seleccionaron las técnicas de
fusión basadas en el filtro de Kalman, en cuanto consideran el efecto
del ruido en el proceso y la medición y son adecuadas para el desarrollo
de algoritmos de fusión para la mejora de la localización en plataformas
de recursos limitados.
Al separar las mediciones locales (velocidades y aceleraciones) y globa-
les (postura de un GPS, cámara, etc.) y al utilizar los modelos diná-
micos obtenidos, se desarrollaron los algoritmos de fusión EKF/KF en
cascada, los cuales permiten la localización de un robot móvil de recur-
sos limitados al no considerar problemas en el acceso a la información
global.
Al incorporar los principios de control y muestreo basado en eventos en
los algoritmos en cascada desarrollados, se obtuvieron los algoritmos
de fusión EKF/KF en cascada con corrección basada en eventos, los
cuales permiten la incorporación de la información global en la fusión
para la localización del robot móvil de recursos limitados, considerando
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casos de retardos y problemas de acceso a la medición global. Se logra
reducir la utilización del ancho de banda entre el robot y el sensor global,
utilizando este sensor únicamente si un evento, definido con base en la
covarianza del error de estimación de la postura del robot, excede un
nivel determinado. Se realizaron distintas definiciones del evento y de
su límite que son adecuadas para navegación en interiores y exteriores.
Para el caso de un grupo heterogéneo de robots móviles, se realizó
la extensión de la definición de los algoritmos en cascada basados en
eventos para incorporar la información relativa (distancias, ángulos y
posturas de los robots vecinos) como un sensor de postura adicional, de
forma que se obtuvo el algoritmo de localización cooperativo distribuido
basado en eventos, el cual reduce la utilización del ancho de banda de
las comunicaciones entre robots. En este caso, se realiza el intercambio
de información cooperativo según la definición de un evento basado no
en el error de navegación, sino en la covarianza del error de estimación
de la postura.
Se desarrollaron las plataformas experimentales de recursos limitados
basadas en el LEGO NXT para las configuraciones diferencial y Acker-
man en interiores y exteriores. Se realizó la calibración de los distintos
sensores y se expuso el algoritmo de navegación utilizado, el esquema
de sensorización global y la corrección del tiempo de retardo debido a
la comunicación con el sensor global. Se obtuvieron además los pará-
metros necesarios para los filtros de Kalman propuestos y se describió
la plataforma de simulación multirobot utilizada en las pruebas de lo-
calización cooperativa.
A partir de las pruebas experimentales desarrolladas para las distintas
plataformas, se realizó la comparación de los algoritmos propuestos con
los métodos existentes mediante simulaciones, utilizando la información
sensorial de los robots al seguir distintas trayectorias. Con esto se pudo
comprobar el buen desempeño de los algoritmos propuestos en cuanto
a la precisión y error acotado de la estimación, pero con la ventaja de
un uso reducido de recursos computacionales.
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Se obtuvo con los algoritmos propuestos un buen desempeño, precisión
y uso reducido del ancho de banda según las pruebas con los algoritmos
implementados en los robots individuales, comprobados mediante las
pruebas de larga duración. Se observó además el compromiso entre
el ancho de banda y la precisión de los métodos, la cual es ajustada
mediante el límite del evento en los algoritmos. Se comprobó el ahorro
de recursos computacionales al determinar el tiempo de ejecución de
los algoritmos, el cual, al ser muy reducido respecto a los métodos
tradicionales, permite la implementación de los esquemas de fusión en
cascada propuestos en la unidad de control de los robots de recursos
limitados.
Se observó un desempeño adecuado, error acotado y consumo reducido
del ancho de banda para el algoritmo de localización cooperativo basado
en eventos, al realizar diversas simulaciones utilizando la plataforma de
simulación multirobot, tanto para el seguimiento de trayectorias cíclicas
predefinidas (lineal) como para un grupo de robots con evitación de
obstáculos Braitenberg navegando en un entorno cerrado. Se observó
el ahorro de recursos considerable respecto a los métodos existentes
y se estudió el compromiso entre la precisión y el uso del ancho de
banda de comunicación entre robots, regulado por el nivel del evento
del algoritmo cooperativo propuesto.
HITOS
Se ha propuesto en la presente tesis múltiples esquemas de localización
basados en la fusión sensorial con los filtro de Kalman en cascada y
la corrección global y relativa basada en eventos, los cuales, según los
resultados obtenidos en las diversas plataformas utilizadas, funcionan
de manera adecuada y eficiente, proporcionando una solución fiable al
problema de localización de robots o grupos de robots al obtener la pos-
tura con una precisión adecuada, con error de estimación acotado y uso
reducido del ancho de banda y demás recursos de la plataforma (tiempo
de cómputo, memoria, batería, etc.). Esto permite su implementación
en variedad de aplicaciones y plataformas, al poder adaptar la precisión
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de los algoritmos basados en eventos según los recursos computaciona-
les y ancho de banda disponibles en la plataforma a utilizar, mediante
la modificación del límite del evento definido según el área normalizada
de los elipsoides 3σ de la covarianza del error de estimación Pk,p, lo que
permitirá dedicar tiempo de ejecución y ancho de banda a las demás
tareas de la plataforma (navegación, control, supervisión, coordinación,
etc.), además del método de localización.
Los modelos por partículas dinámicas presentaron un funcionamiento
adecuado en las pruebas realizadas, al proveer una predicción adecuada
de la postura que es corregida mediante la fusión sensorial. Presentan
además una complejidad computacional reducida y facilitan el desarro-
llo de los filtros en cascada.
La estimación de la postura a partir de la información local (integración
de velocidades y aceleraciones) sin información global (cámara, GPS,
SLAM, etc.) presenta el problema de acumulación del error, el cual cre-
ce indefinidamente conforme el robot navega en el entorno y transcurre
el tiempo. Solo se reduce este error al incorporar la información global
de precisión adecuada de forma directa (mediante el sensor global) o
de forma indirecta (mediante mediciones relativas). Por esta razón, la
fusión sensorial consume recursos considerables al incorporar la infor-
mación de múltiples fuentes de información, lo que requiere en el caso
de los filtros de Kalman la inversión de matrices de dimensión alta (y
la raíz cuadrada en el caso del UKF), por lo que en general no son
implementables en plataformas de recursos limitados.
Los algoritmos en cascada propuestos tienen un funcionamiento (pre-
cisión) similar a algoritmos más complejos pero consumiendo menos
recursos (memoria y tiempo de cómputo), de forma que permiten incor-
porar la información global en la estimación de la postura sin requerir
el cálculo de inversas de matrices de dimensión alta, por lo que pueden
implementarse en plataformas de recursos limitados.
La corrección basada en eventos utiliza la información global (o relativa)
únicamente cuando es necesario, de acuerdo a la definición del evento
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basada en el área de los elipsoides 3σ, con lo que se incorpora ésta
información si Pk,p ha crecido considerablemente, lo que reduce el uso
del ancho de banda y recursos de la plataforma además de producir
un ahorro en el consumo de baterías. Además, el esquema basado en
eventos permite incorporar la corrección necesaria al retardo debido
a las comunicaciones, el cual es medible por la plataforma o con la
utilización de un dispositivo externo (reloj de tiempo real).
El esquema basado en eventos permite incorporar diversas definiciones
del evento y su límite RA,lim, de forma que se puede adaptar el es-
quema a las condiciones de funcionamiento del robot o del grupo de
robots, permitiendo por ejemplo incorporar la información del número
de satélites utilizados por el sensor GPS en el caso de navegación en
exteriores o el número de vecinos detectados en el caso de localización
cooperativa.
Existe un compromiso entre la precisión (índice IAE, o covarianza pro-
medio total en un grupo de robots) y el consumo de recursos (costo
computacional definido como la cantidad de veces que se realiza la fu-
sión global o relativa y el costo en el ancho de banda según el número
de consultas realizadas al sensor global o de la cantidad total de men-
sajes transmitidos por la localización cooperativa) en el caso de los
algoritmos basados en eventos propuestos. Este compromiso se regula
mediante la asignación del límite del evento RA,lim, de forma que al
ajustar su valor se puede mejorar la precisión de la estimación consu-
miendo más recursos (si estuviesen disponibles) y viceversa. El estudio
de esta relación es necesario, con el fin de obtener un rango adecuado
de RA,lim según las características de la plataforma o grupo multirobot.
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12.2 Trabajo Futuro
A partir del trabajo realizado en la presente tesis se pueden plantear distintas
líneas de extensión a desarrollar en investigaciones futuras:
Desarrollo de modelos en partículas para el caso de movimiento en 3D
así como para otras configuraciones. Por ejemplo, modelar los robots
con ruedas omnidireccionales o mecanum o robots del tipo carretilla
[63], al agregar las partículas correspondientes para representar el mo-
vimiento en las ruedas de la plataforma. Además se puede extender el
método a plataformas aéreas o submarinas.
Extensión de los filtros de fusión en cascada y por eventos para la locali-
zación mediante otros esquemas de fusión sensorial. Para esto se pueden
considerar otras versiones del filtro de Kalman, incorporando por ejem-
plo el ruido coloreado, la estimación con modelo múltiple así como las
versiones con estabilidad numérica mejorada (versión raíz cuadradada
y representaciones adicionales de las ecuaciones del KF), o bien utili-
zando filtros adaptativos con ajuste en tiempo real de sus parámetros
(Matrices Qk,Rk, modelo, etc.), así como el monitoreo de residuos para
comprobar el desempeño del filtro. Por otra parte se pueden considerar
los filtros de fusión que no estiman la postura del robot, sino el error
en la estimación odométrica, sin embargo estos requieren un acceso
constante a la medición global del sensor para calcular el error y poder
operar adecuadamente.
En el caso de plataformas con recursos computacionales no limitados,
se pueden utilizar las estrategias basadas en eventos para disminuir la
utilización del ancho de banda al comunicarse con sensores o referencias
globales y con robots vecinos. En este caso se pueden incorporar ver-
siones más complejas del filtro de Kalman, como por ejemplo el UKF y
el CKF, los cuales mejorarían la estimación de la covarianza en el caso
de requerir modelos más complejos de la plataforma.
Se puede incorporar dentro de los esquemas de fusión propuestos otras
representaciones de la orientación del robot, como por ejemplo utilizan-
do los ángulos de Euler, cuaterniones o mediante matrices de rotación,
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que pueden proporcionar ventajas en la fusión entre distintos sensores
de orientación, a pesar de requerir en algunos casos de transformaciones
no lineales para la conversión entre representaciones. Además, se puede
comparar la precisión de la estimación al incorporar la brújula como un
sensor global en el esquema de fusión (realizando la transformación de
coordenadas correspondiente), a diferencia del enfoque utilizado en las
pruebas realizadas al considerar la brújula como un sensor de velocidad
angular.
Extender el estudio de los algoritmos basados en eventos para conside-
rar la incorporación de múltiples eventos dentro del esquema, permi-
tiendo definir y utilizar más de un tipo de evento de forma simultánea
para, por ejemplo, en el caso multirobot realizar la fusión si el área 3σ
supera un nivel predeterminado y que además se realice siempre que se
detecten 3 robots vecinos. En este caso se debe realizar el estudio de
la influencia de la combinación de los distintos eventos en la precisión
de la estimación y el consumo de recursos en la plataforma, de forma
que se puedan establecer los niveles de los eventos adecuados según los
recursos del robot en la localización o localización cooperativa. Además,
se puede estudiar el caso de ajustar dinámicamente el límite del evento
en tiempo real, según la cantidad de recursos (tiempo de cómputo y
ancho de banda) disponibles en la plataforma.
Considerar la utilización del esquema basado en eventos para modificar
otros aspectos de la fusión sensorial. Por ejemplo, se puede realizar una
definición del evento que permitan el funcionamiento de la localización
en el caso de una falla en alguno de los sensores (local o global), al rea-
lizar la modificación de la matriz Rk del filtro de fusión incrementando
o reduciendo los valores de los sensores que han fallado. En este caso
el evento se definirá al supervisar los valores de los sensores y detectar
anomalías en la señal del sensor. En este caso se pueden incorporar fil-
tros KF con estimación multimodelo o bien establecer distintos filtros
a utilizar según los sensores que presenten un fallo (variando el mode-
lo, dimensiones y parámetros del filtro), con el fin de realizar la mejor
estimación posible con la información que esté disponible en el robot
en cada instante k.
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Extensión del estudio del filtro de fusión para localización en exteriores
al considerar fuentes adicionales del error en la medición GPS y ajus-
tar los métodos basados en eventos a estas condiciones, considerando
además del número de satélites detectados, los casos de problemas de
disponibilidad y medición multiruta así como los efectos atmosféricos,
etc. [55, 153]. Esto con el fin de mejorar la estimación de la postura
al fusionar la información del GPS únicamente si es lo suficientemente
precisa. En este caso se puede considerar la inversión de la definición
del evento, al fusionar la información global siempre que esté disponible,
y utilizar la fusión con la información local en los casos en donde no
se reciba adecuadamente la señal satelital. En este caso se desactivaría
la corrección global si el evento definido con la covarianza del error de
estimación supera un nivel predeterminado, o bien al definir un evento
que dependa de la covarianza de la medición del GPS (medición de la
matriz Rk del GPS en tiempo real).
Estudio de la influencia del esquema de localización basado en eventos
en el consumo de energía de la plataforma, con el fin de comprobar la
influencia del límite del evento utilizado en la duración de las baterías
del robot. Además, se pueden definir distintos modos de fusión (utili-
zando más o menos sensores, usando o no el ancho de banda, etc) en
caso de requerir la limitación del consumo de energía en la plataforma.
Extensión de las aplicaciones propuestas: se pueden extender los mé-
todos propuestos a grupos de robots híbridos compuestos por equipos
terrestres y aéreos, en cuyo caso se deben considerar las condiciones de
coordinación entre los equipos así como la localización cooperativa para
distribuir la información global (GPS en los robots aéreos) a los robots
sin acceso directo a este sensor, utilizando sensores relativos (cámaras
por ejemplo).
Incorporar sensores avanzados al esquema de fusión adaptando las di-
mensiones correspondientes del filtro (matrices Qk, Rk). Por ejemplo
se pueden utilizar sensores de flujo óptico, el cual utiliza una cámara
para determinar la velocidad y aceleración de la plataforma mediante el
procesamiento de imágenes consecutivas capturadas con una frecuencia
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elevada [47, 94, 19, 74]. Además, se puede considerar el caso de mapeo
y navegación simultánea (SLAM), incorporando un sensor de barrido
láser dentro del esquema de fusión sensorial basado en eventos.
Finalmente, se puede realizar la extensión del método multirobot a
escenarios no limitados (sin bordes, o espacios de gran dimensión). En
este caso se tiene el problema de que algunos integrantes del grupo no
se detectarán frecuentemente, por lo que se deberán formar subgrupos
de robots para explorar el entorno, dentro de los cuales se realizará la
localización cooperativa. Estos subgrupos se definirán según la misión
a cumplir y la cobertura requerida en el área, pero deben incorporar
al menos un robot con capacidad de localización global (sensor GPS,
cámara, SLAM, etc.) para proveer convergencia global al subgrupo.
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A | Modelo dinámico de los
motores del LEGO NXT
Se identifica a continuación un modelo para las velocidades de las ruedas del
motor y calcular su derivada para obtener una aproximación a la aceleración
lineal o angular de cada rueda. Este tipo de modelos pueden ser utilizados
como entrada a los modelos de aceleraciones propuestos en el capítulo 3 en
caso de no disponer de acelerómetros en la plataforma.
En lugar de utilizar un único escalón para realizar la identificación, se utili-
za una seria de escalones positivos y negativos en la acción de control con
el fin de obtener la función de transferencia de bucle abierto del motor del
robot. El procedimiento expuesto a continuación sigue el ejemplo de iden-
tificación en un robot diferencial con motores DC basado en la plataforma
LEGO MINDSTORMS NXT, pudiendo ser aplicado en otras plataformas
comerciales o de construcción propia.
La identificación del modelo de velocidad angular de los motores del robot
se realiza al introducir un escalón en la acción de control, para obtener la
respuesta dinámica del motor como una función de transferencia de bucle
abierto de primer orden para la velocidad. En el caso del LEGO NXT, la
acción de control es el voltaje PWM especificado en%, así un valor de +100
indica que se aplica el voltaje máximo posible al motor en sentido horario.
Se realizan dos pruebas con escalones positivos y negativos para cada motor
(cuatro pruebas en total), las cuales se observan en la figura A.1.
En total se deben identificar 8 funciones de transferencia para cada motor (16
en total). Para facilitar la tarea se utiliza el «System Identification Toolbox»
de Matlab R©(pueden emplearse herramientas similares de identificación de
modelos como el Scilab, Octave, entre otros). Primeramente se separan las
pruebas completas en cuatro secciones cada una (una por escalón) y se iden-
tifica un modelo de primer orden sin tiempo muerto para cada una de éstas
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Figura A.1: Pruebas realizadas a los motores del LEGO NXT
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(modelos locales). Los parámetros del modelo se muestran en la tabla A.1 en
donde se calculan los modelos con los parámetros promedio de cada rueda.
Tabla A.1: Modelos locales para los motores del LEGO NXT
Escalón de Entrada
Motor Rueda Derecha (A) Motor Rueda Izquierda (B)
Ganancia Kp Cte. Tiempo τ Ganancia Kp Cte. Tiempo τ
20 0.0809 0.1561 0.0918 0.0534
40 0.1146 0.1452 0.1203 0.1062
70 0.1275 0.1342 0.1308 0.1003
90 0.1311 0.1359 0.1339 0.1080
-20 0.0809 0.0530 0.0876 0.0481
-40 0.1158 0.1567 0.1177 0.1374
-70 0.1290 0.1333 0.1296 0.1044
-90 0.1314 0.1120 0.1324 0.1077
PROMEDIO para 0.1139 0.1283 0.1180 0.0957
cada rueda (Local) GpMA = 0.11390.1283 s+1 GpMB =
0.118
0.0957 s+1
Para observar el comportamiento del modelo promedio (local/individual)
se grafica su respuesta ante la entrada de prueba (serie de escalones) y se
observa su desempeño al compararlo con la salida del motor real. Para esto
se calcula la integral del valor absoluto del error (IAE) cuyo valor indica la
cercanía de la estimación del modelo a la salida real (entre menor el IAE
mejor la estimación). Las pruebas para el modelo se muestran en la figura
A.2.
Se observa que los modelos promedio no aproximan de forma adecuada a
todas las pruebas realizadas, ya que sus salidas difieren de forma considerable
en velocidades mayores a 5rad/s. Para mejorar la estimación se identifica un
modelo global para cada rueda utilizando todas las entradas a la hora de
hacer la identificación (pruebas para todos los escalones positivos y negativos
en conjunto, no por separado, utilizando por ejemplo la función «pem» en
Matlab). Los resultados de la identificación se resumen en la tabla A.2 en
donde se calculan los modelos promedio de cada rueda a partir de los modelos
globales.
Se observa que ambos modelos son muy similares entre sí (entre motores
y entre pruebas). Para observar el comportamiento del modelo promedio
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Figura A.2: Respuesta del modelo local promedio de las ruedas del LEGO NXT
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Tabla A.2: Modelos globales para los motores del LEGO NXT
Escalón de Entrada
Motor Rueda Derecha (A) Motor Rueda Izquierda (B)
Ganancia Kp Cte. Tiempo τ Ganancia Kp Cte. Tiempo τ
20, 40, 70, 90 0.1261 0.1513 0.1297 0.1062
-20, -40, -70, -90 0.1269 0.1307 0.1279 0.1059
PROMEDIO para 0.1265 0.1410 0.1288 0.1061
cada rueda (Global) GgMA = 0.12650.141 s+1 GgMB =
0.1288
0.1061 s+1
(global de cada rueda) se grafica su respuesta ante la entrada de prueba
(serie de escalones) y se observa su desempeño al compararlo con la salida
del motor real. Nuevamente se calcula el valor de IAE para poder comparar
con los modelos promedio locales. Las pruebas para el modelo se muestran
en la figura A.3.
Se observa que el modelo promedio global de cada rueda se desempeña mejor
que el promedio local ya que el valor de IAE es cercano a la mitad que en el
caso local.
Para simplificar aún más el diseño del controlador se obtiene el modelo global
promedio calculando el promedio de los modelos de cada rueda. Esto se
muestra en la ecuación (A.1). Su desempeño en las pruebas con los datos de
los motores se muestra en la figura A.4.
GgMA =
0,1276
0,1235 s+ 1
(A.1)
Se observa que el modelo global para ambas ruedas funciona muy similar a
los modelos globales para cada rueda por separado, se mejora un poco el IAE
en la rueda derecha y empeora en la izquierda, sin embargo esta variación
es pequeña por lo que se considera aceptable con el fin de realizar un único
diseño del control para las ruedas de los motores. Además, cabe señalar que
al utilizar un tren de escalones positivo y negativo junto con la identificación
global para obtener el modelo, se consigue un menor índice IAE que en el
caso local (al identificar cada modelo por separado) y en el caso de emplear
el modelo de un único escalón para todo el rango de actuación.
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Figura A.3: Respuesta del modelo global de las ruedas del LEGO NXT
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Figura A.4: Respuesta del modelo global Promedio de las ruedas del LEGO NXT
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Para determinar la aceleración de las ruedas se deriva la ecuación (A.1) para
obtener (A.2).
GgAcc =
accRueda
Vcontrol
=
0,1276 s
0,1235 s+ 1
(A.2)
Este modelo relaciona la acción de control Vcontrol con la aceleración de la
rueda accRueda. Se discretiza (A.2) con un periodo de muestreo Ts = 50ms
(adecuado para el LEGO NXT, puede modificarse según las características
de la plataforma utilizada) con lo que se obtiene (A.3). Finalmente se escribe
este modelo en forma de ecuación en diferencias en (A.4) lo que facilita su
implementación dentro del robot.
GgAcc (z) =
1,033z − 1,033
z − 0,6671 =
1,033− 1,033z−1
1− 0,6671z−1 (A.3)
aR,k = 1,033Vc,k − 1,033Vc,k−1 + 0,6671aR,k−1 (A.4)
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B | Propiedades estadísticas de
una variable aleatoria
Para el desarrollo de los filtros de estimación se requiere conocer las definicio-
nes matemáticas de las propiedades estadísticas de una variable aleatoria X,
las cuales se resumen a continuación (un desarrollo extenso puede consultarse
en [151]).
Una variable aleatoria X se puede definir como una función que realiza un
mapeo desde un conjunto de valores asociados a un experimento aleatorio
(mediciones o resultados, no necesariamente numéricos) hacia un conjunto
de números reales (rango).
La función de distribución de probabilidad PDF asociada a X se denota
como FX y describe la variación de los resultados de un experimento aleatorio
al asignarles una probabilidad P de ocurrencia. De esta forma FX(x) =
P (X 6 x) siendo x una variable no aleatoria o una constante. Cabe destacar
que los posibles valores de esta función se limitan a FX(x) ∈ [0, 1].
La derivada de la PDF, fX(x) = ddxFX(x), se define como la función de
densidad de probabilidad pdf, la cual solo puede ser positiva o cero: fX(x) >
0. Además, su integral cumple con
∫∞
−∞ fX(x)dx = 1.
El valor esperado (expectación, promedio, media o valor central) de X es el
valor promedio obtenido de una gran cantidad de experimentos realizados.
Éste se define en la ecuación (B.1a) para el caso general (número de experi-
mentos ∞). En el caso de una función g (X) aplicada a X y cuyo resultado
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por definición será también una variable aleatoria, se define su valor esperado
mediante la ecuación (B.1b).
E [X] = x¯ =
∫ ∞
−∞
xfX(x)dx (B.1a)
E [g (X)] =
∫ ∞
−∞
g (x) fX(x)dx (B.1b)
La varianza de X es una medición de cuanta variación respecto a la media
x¯ se espera en la variable aleatoria, es decir, cuanta variabilidad tiene X.
Si la varianza es cero implica que X siempre tiene el mismo valor; por el
contrario si X puede tomar cualquier valor en ℜ con igual probabilidad,
entonces su varianza es∞. La varianza se define mediante la ecuación (B.2).
La raíz cuadrada de la varianza se conoce como la desviación estándar y se
denotada por σ.
σ2X = E
[
(X − x¯)2
]
=
∫ ∞
−∞
(x− x¯)2fX(x)dx (B.2)
Una variable aleatoria X se define como Gaussiana o normal si su corres-
pondiente pdf se puede definir mediante la ecuación (B.3) al utilizar las
definiciones previas de x¯ y σ. Para una X con x¯ = 0, la variación de su pdf
Gaussiana ante distintos σ = {3 2 1,5 1 0,7 } se muestra en la figura B.1.
De esta figura se observa como la pdf se estrecha respecto a x¯ (menor error
respecto a la media) según disminuye su variabilidad σ.
fX(x) =
1
σ
√
2π
e[−(x−x¯)
2/2σ] (B.3)
En el caso de tener múltiples variables aleatorias, se puede estudiar si tie-
nen alguna relación o influencia entre ellas. Si se consideran las variables
aleatorias X e Y , se puede definir el concepto de independencia, según el
cual, la ocurrencia de un evento en X no tiene efecto en la probabilidad de
ocurrencia de un evento en Y . De esta forma, X e Y son independientes
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Figura B.1: Variación de la función de densidad de probabilidad para una variable
aleatoria Gaussiana de media cero según su desviación estándar [151].
si se puede definir la densidad pdf conjunta como la multiplicación de las
densidades individuales: fXY (x, y) = fX (x) fY (y).
Además, para el caso multivariable, se puede realizar la extensión de la defi-
nición relativa a la varianza del caso monovariable. La covarianza entre dos
variables vectoriales aleatorias X e Y se define según la ecuación (B.4), la
cual se puede utilizar para calcular la autocovariancia de un vector aleato-
rio X mediante la ecuación (B.5). Ambas ecuaciones se pueden modificar
(considerando {X¯, Y¯ } = 0) para calcular la correlación entre (X,Y ) y la au-
tocorrelación de X tal y como se muestra en las ecuaciones (B.6a) y (B.6b)
respectivamente.
CXY = E
[(
X − X¯
) (
Y − Y¯
)T ]
= E
[
XY T
]
− X¯Y¯ T (B.4)
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CX = E
[(
X − X¯
) (
X − X¯
)T ]
=

E
[(
X1−X¯1
)2] · · · E [(X1−X¯1)(Xn−X¯n)]
...
. . .
...
E
[(
Xn−X¯n
)(
X1−X¯1
)]
· · · E
[(
Xn−X¯n
)2]

∴ CX =

σ21 · · · σ1n
...
. . .
...
σn1 · · · σ2n

(B.5)
RXY = E
[
XY T
]
=

E [X1Y1] · · · E [X1Ym]
...
. . .
...
E [XnY1] · · · E [XnYm]
 (B.6a)
RX = E
[
XXT
]
=

E
[
X21
] · · · E [X1Xm]
...
. . .
...
E [XnY1] · · · E
[
X2n
]
 (B.6b)
Cabe destacar que tanto RX como CX son siempre simétricas y semidefini-
das positivas [151]. Además, por definición, las variables (X,Y ) no tienen
correlación si RXY = E(X)E(Y T ).
Para el caso de una variable aleatoria multivariable gaussiana de orden n, se
define su pdf utilizando el determinante de la matriz de autocovariancia CX
junto con X¯ y la definición de la ecuación (B.3), tal y como se muestra en
la ecuación (B.7).
fX(x) =
1
(2π)n/2|CX |1/2
exp
[
−1
2
(
X − X¯
)T
C−1X
(
X − X¯
)]
(B.7)
Finalmente, conviene establecer la evolución en el tiempo de la media y
la covarianza del estado xk de un sistema lineal. La media se obtiene al
obtener el valor esperado (ecuación (B.1a)) del modelo del sistema lineal
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(xk = Ak−1xk−1 + Bk−1uk−1 + wk−1, ecuación (4.1)) tal y como se muestra
en la ecuación (B.8), en donde se considera que wk tiene media cero.
xk = Ak−1xk−1 +Bk−1uk−1 + wk−1
⇒ E (xk) = x¯k = Ak−1x¯k−1 +Bk−1uk−1
(B.8)
Con este resultado se puede obtener la evolución de la covarianza de xk, para
lo que primeramente se utiliza (B.8) para obtener (B.9).
(xk−x¯k) = Ak−1 (xk−1−x¯k−1)+wk−1
⇒ (xk−x¯k) (xk−x¯k)T = Ak−1 (xk−1 − x¯k−1) (xk−1 − x¯k−1)TATk−1
+ wk−1wTk−1 + Ak−1 (xk−1 − x¯k−1)wTk−1
+ wk−1(xk,1 − x¯k−1)TATk−1
(B.9)
Posteriormente, siguiendo la definición (B.5), se aplica el valor esperado en
ambos términos de (B.9) al considerar que el ruido wk es gaussiano y blan-
co, por lo que (xk−1−x¯k−1) y wk−1 no tienen correlación. Esto implica que
E
[
(xk−1−x¯k−1)wTk−1
]
= E [(xk−1−x¯k−1)]E
[
wTk−1
]
= 0, al ser wk de media
cero. Con esto se obtiene la covarianza Pk de xk en (B.10) al considerar la
covarianza de wk como Qk = E
(
wkw
T
k
)
. Las relaciones básicas definidas son
de utilidad en la obtención de los filtros de estimación, principalmente en el
caso de los filtros de Kalman.
Pk = E
[
(xk − x¯k) (xk − x¯k)T
]
= Ak−1Pk−1ATk−1 +Qk−1
(B.10)
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