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Introduction

Introduction of the "mean finite element model"
Let us consider the finite element model of linear vibrations of a damped structure around a position of static equilibrium taken as reference configuration without prestresses. Details concerning such a model can be found in the literature on structural dynamics and vibrations [1] [2] [3] [4] [5] [6] . In this paper, we are interested in predicting the frequency response functions of such a system in the frequency band of analysis = [ω min , ω max ] , 0 < ω min < ω max .
(1)
With respect to frequency band of analysis, it is assumed that the structure under consideration can be modeled by a linear time-invariant damped dynamical system. Consequently, this finite element model, which has to be considered as the "mean finite element model" can be written in the time domain as
[ M ]ÿ(t) + [ D ]ẏ(t) + [ K ] y(t) = x(t) ,
or in the frequency domain as
in which y = (y 1 , . . . , y m ) is the vector of the m DOFs (displacements and/or rotations) and x = (x 1 , . . . , x m ) is the vector of the m inputs (forces and/or moments). The mass, damping and stiffness matrices [ M ], [ D ] and
[ K ] are symmetric (m×m) real matrices independent of ω over band , but may depend on (as is the case if is a narrow medium-frequency band and if the structure is modeled with viscoelastic constitutive equations [6] ). Matrix [ M ] is positive definite whereas matrices [ D ] and [ K ] are either positive definite (fixed structure) or positive semidefinite if there are rigid body modes (free structure). In the case of a free structure, the external forces are assumed to be in equilibrium in the sense defined below. It is assumed that matrices [ D ] and [ K ] have the same null space. Note that an underlined quantity refers to the "mean finite element model". For all ω fixed in , Eq. (2) has a unique solution y(ω) = [h(ω)] x(ω) in which ω → [h(ω)] is the frequency response function defined on with values in the symmetric (m×m) complex matrices,
Introduction of the "mean reduced matrix model"
If frequency band corresponds to the low-frequency range, a reduced matrix model can be constructed using the structural modes [1, 2, [4] [5] [6] . Let us consider the generalized eigenvalue problem related to the mean finite element model,
1) If the structure is fixed, then [ K ] and [ D ] are positive-definite matrices. We have 0 < λ 1 ≤ λ 2 ≤ . . . and the associated eigenvectors {y 1 , y 2 , . . .} are such that
in which ω α = √ λ α is the eigenfrequency of structural mode y α whose normalization is defined by generalized mass µ α = 1 and where < y , x >= y 1 x 1 + . . . + y m x m . 
in which [T (ω)] is the (N ×N ) complex symmetric matrix defined by
where N lowest eigenfrequencies of the mean finite element model by the eigenfunctions associated with the N highest eigenvalues of the mechanical energy operator of the structure over band .
The usual parametric model of random uncertainties in linear structural dynamics
Random uncertainties are mainly due to uncertainties on the geometry, boundary conditions and constitutive equations. In this case, the matrices of the finite element model depend on a vector-valued uncertain parameter denoted as q + q in which q = (q 1 
L , whose probability distribution is written as
and [K(q + q)] have to be algebraically known and in the general case, only a numerical approximation can be constructed using a sensitivity analysis of the finite element model with respect to uncertain parameter q. Such a sensitivity analysis can be performed using a first-or second-order analysis. Consequently, in the frequency domain, the response of the dynamical system is a random vector Y(ω) with values in m verifying the random matrix equation
For all ω fixed in , this equation has a unique solution
] is a random matrix with values in the set of the symmetric (m×m) complex matrices and is defined by
Any probabilistic quantity related to stochastic process {Y(ω), ω ∈ } can be constructed using the above model. For instance, the mean value of random vector Y(ω) is given by
It should be noted that mean value E{[H(ω)]} is not equal to frequency response function [h(ω)] related to the "mean finite element model". In practice, the L-uple integral over D L can be estimated, either using a firstor second-order Taylor expansion of function q → [h(ω, q)], or using a Monte Carlo calculation of the L-uple integral.
Random reduced matrix model
The reduced matrix model related to structural modes {y 1 , . . . , y N } introduced in Section 1.1.1 with N ≪ m consists in replacing frequency response function [h(ω, q)] by its approximation
in which [h N (ω, q)] is a symmetric (m×m) complex matrix and [T (ω, q)] is a symmetric (N×N ) complex matrix such that
Proba. Eng. Mech. 3 C. where generalized mass, damping and stiffness matrices [M(q + q)], [D(q + q)] and [K(q + q)] are symmetric positive-definite (N ×N ) real dense matrices which can be constructed explicitly using a first-or second-order sensitivity analysis to represent functions q
The random reduced matrix model related to structural modes {y 1 , . . . , y N } with N ≪ m is then defined by
The methods used for [H(ω)] can be used to calculate the probabilistic quantities related to random frequency
A reduced matrix model can be obtained for the medium-frequency range using the above method, replacing the structural modes of the "mean finite element model" associated with the N lowest eigenfrequencies by the eigenfunctions associated with the N highest eigenvalues of the mechanical energy operator of the structure (mean finite element model) over band .
Parametric model and bibliography
The approach described in Section 1.3.1 can be defined as a parametric random reduced matrix model because 1) uncertain vector parameter q is constituted of the local parameters of the mean finite element model and has to be explicitly defined; 2) probability density function p Q (q) of random variable Q has to be constructed; 3) mappings
, have to be explicitly constructed. These three steps constitute a parametric model of random uncertainties for the reduced matrix model. Concerning details related to such a parametric approach, we refer the reader to [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] for general developments, to [23] [24] [25] [26] [27] [28] [29] [30] for applications, to [31] [32] [33] [34] [35] [36] [37] [38] for general aspects related to stochastic finite elements. Some other aspects related to this kind of parametric models of random uncertainties can also be found in the context of developments written in stochastic dynamics and parametric stochastic excitations (see for instance [8, 21, [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] ). Finally, it should be noted that there are some connections between the parametric model of random uncertainties in linear structural dynamics and stochastic linearization methods with random parameters for nonlinear dynamical systems [50] [51] [52] [53] [54] [55] [56] .
Introduction of a nonparametric model of random uncertainties in linear structural dynamics
An interesting question concerns the possibility of directly constructing a random model of the generalized dynamic stiffness matrix of a structure or a substructure without having to determine the uncertain local parameters of the finite element model (for instance, the fuzzy structure theory [6, 57, 58] belongs to this class of problem). In this paper, we propose an approach allowing a random uncertainties model to be constructed for a reduced matrix model in linear structural dynamics, introducing a probabilistic model for the generalized mass, damping and stiffness matrices obviating identification of uncertain local parameters q of the finite element model and therefore . This nonparametric model of random uncertainties is based on direct construction of a probability model of the generalized mass, damping and stiffness matrices, using only the available information which is constituted of the mean generalized mass, damping and stiffness matrices of the mean reduced matrix model. This paper describes the explicit construction of the theory of this nonparametric model. In Section 2, we introduce the principle of construction of a nonparametric model of random uncertainties in linear structural dynamics using the available information constituted of the mean reduced matrix model of the structure. Section 3 deals with the explicit construction of a probability model for symmetric positive-definite real random matrices using only the available information, and consequently, using the entropy optimization principle (which has been applied in another context for different problems [59] [60] [61] [62] [63] [64] ). This method allows the probabilistic model of the generalized mass, damping and stiffness matrices to be constructed. In Section 4, we finish the construction of the random generalized mass, damping and stiffness matrices and we present the complete development of the random reduced matrix model in the low-frequency range and an efficient representation of the probability model which is very well adapted to algebraic calculus and to Monte Carlo numerical simulation in order to compute the responses of the dynamical system with random uncertainties. In Section 5, we present a simple example.
Principle of construction of a nonparametric model of random uncertainties for a reduced matrix model
In this section, we introduce the principle of construction of a nonparametric model of random uncertainties, the available information being constituted of the mean reduced matrix model of the structure.
Vector and matrix notations
Any vector x = (x 1 , . . . , x n ) in Euclidean space Ê n is identified with the (n × 1) column matrix of its x j components. Euclidean space Ê n is equipped with the usual inner product < x , y >= x T y = n j=1 x j y j and the associated Euclidean norm y =< y , y > 1/2 , where x T denotes the transpose of x. Hermitian space n is equipped with the Hermitian inner product (x , y) =< x , y > and the associated norm y =< y , y > 1/2 where y is the conjugate of y in n . Let Ã be Ê or and Å n,m (Ã) be the space of all the (n×m) matrices [A ] whose elements (7) constitutes the true available information to construct the response of the mean finite element model for ω in . Consequently, since the available information is constituted of the mean reduced matrix model, the probability model has not to be constructed for the random finite element model defined by Eq. (15) but for the random reduced matrix model associated with the mean reduced matrix model defined by Eqs. (6) and (7) . This random reduced matrix model is then written as
in which [T (ω)] is the (N ×N ) complex symmetric random matrix defined by
where . Finally, we have to define the available information which is useful for constructing the probabilistic model.
Available information
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The basic available information is the mean reduced matrix model which is constituted of the mean generalized mass, damping and stiffness 
In addition, we need to introduce information relative to the existence of moments of random variables
such as second-order moments). Since random matrices [M], [D] and [K]
are almost surely positive definite, their inverses exist almost surely, but this property does not imply the existence of moments. We therefore introduce the following constraints,
in which γ M ≥ 1, γ D ≥ 1 and γ K ≥ 1 are positive integers. We then have to construct a probability model for symmetric positive-definite real random matrices [M], [D] and [K] with the available information defined by Eqs. (18) and (19) . This construction is performed in Section 3 using the entropy optimization principle.
3. Construction of a probability model for symmetric positive-definite real random matrices using the entropy optimization principle
In this section, we construct a probability model of a random matrix with values in the (n ×n) real symmetric positive-definite matrices.
Probability density function on the space of positive-definite symmetric real matrices
is defined by a probability density function
This probability density function is such that
The objective of this section is to clearly define measure dA induced by the Euclidean structure on Å S n (Ê).
Euclidean structure and measure on space Ê
n Space Ê n is equipped with the Euclidean inner product defined in Section 2.1. Let {e 1 , . . . , e n } be the canonical basis of Ê n . Any vector x = (x 1 , . . . , x n ) in Ê n can be written as x = n j=1 x j e j . Since < e i , e j >= δ ij in which δ ij = 0 if i = j and δ jj = 1, we deduce that {e j } j is an orthonormal basis in Ê n . This Euclidean structure on Ê n defines the measure (volume element) dx on Ê n such that dx = Π n j=1 dx j .
Euclidean structure and measure on space
are matrices in Å n (Ê), then their inner product can be defined by
and the associated norm is the Frobenius norm 
is constituted of the symmetric (n ×n) real matrices. It can easily be verified that the
can then be written as
in which, for 1 ≤ i ≤ j ≤ n, real numbers A ij are defined by
, then their inner product is written as
From Eqs. (25) and (27), we deduce that
Available information for construction of the probability model
We are interested in the construction of the probability distribution of a second-order random variable 
in which E denotes the mathematical expectation and where the mean value [A ] is given in Å + n (Ê). In addition, we assume that random matrix [A] is such that
In Section 3.6, we prove that the constraint defined by Eq. (30) allows us to obtain the existence of moments related to the inverse random matrix
in which γ ≥ 1 is a positive integer. Consequently, from Eqs. (21), (29) and (30), we deduce that the constraints imposed for the construction of the probability model of random matrix
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Introduction of the maximum entropy principle
We use the maximum entropy principle to construct the probability model of random matrix [A] with values in Å + n (Ê) based only on the use of the available information defined in Section 3.2. In this section, we recall the maximum entropy principle. Let Z be a discrete-valued random variable taking its values in Z = {z i } i with the corresponding probabilities {p i } i in which p = {p i } i is the discrete probability distribution such that
. . , g m be functions from Z into Ê such that, for all j, the mathematical expectation g j = E{g j (Z)} = i p i g ji exists, in which g ji = g j (z i ). The measure of entropy (uncertainty) S(p) = − i p i ln p i ≥ 0 of discrete probability distribution p was initially introduced by Shannon [65] in the context of the information theory. The maximum entropy principle for a discrete probability distribution was introduced by Jaynes [66] . This principle allows the probability distribution of a discrete-valued random variable to be explicitly constructed using only the available information, avoiding the use of any additional information which introduces a bias on the estimation of the probability distribution. This approach allows a coherent probability model to be constructed in the case where little objective information is available. Jayne's maximum entropy principle consists in maximizing the Shannon measure of entropy S(p) = − i p i ln p i , subject to the 1 + m constraint equations i p i − 1 = 0 and i p i g ji − g j = 0 for j in {1, . . . , m} in which g ji and g j are given. It should be noted that the use of the Shannon measure of entropy implies that inequalities p i ≥ 0 are automatically satisfied. This optimization problem with constraints is solved by introducing 1 + m Lagrange multipliers denoted as (µ 0 − 1), µ 1 , . . . , µ m corresponding to the 1 + m constraints and calculating the maximum of the Lagrangian
Jayne's maximum entropy principle can be extended to the case of a probability density function p(x) on Ê n with respect to dx of an Ê n -valued random variable. In this case, the measure of "entropy" is defined by
can be greater than 1, ln p(x) can be positive, S(p) can then be negative and consequently, S(p) cannot represent an absolute measure of uncertainty (in general the measure of uncertainty must be positive). Nevertheless, it can be verified (see for instance [67] ) that S(p) measures a relative uncertainty.
Probability model using the maximum entropy principle
In this section, we construct probability density function p 
is the measure of entropy, g 0 and g 1 are the real constant numbers defined by
The calculus of variations applied to Lagrangian L allows the maximum of L to be calculated and yields
Introducing the positive constant of normalization c 0 = exp{−µ 0 }, the probability density function can be rewritten as
Since the constraint defined by Eq. (34) has only been introduced to ensure that Eq. (31) is satisfied, there is no advantage of expressing λ as a function of v. Consequently, λ is considered as the new parameter instead of v, which has to be determined as a function of n and γ in order to satisfy Eq. (31) . Constant c 0 of normalization and matrix [ µ ] have to be determined as a function of λ and [A ] using Eqs. (32) and (33) . In order to perform this calculation, we need results concerning the Siegel integral for a positive-definite symmetric real matrix.
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The Siegel integral
We introduce the Siegel integral J (λ,
For all real λ > 0 and for all
in which Γ(λ) is the gamma function defined for ℜe λ > 0 by
For [ µ ] = [ I ] and n = 1, the Siegel integral coincides with the gamma function defined by Eq. (38) . It should be noted that the Siegel integral is presently defined with respect to measure dA and not with respect to measure Π 1≤i≤j≤n dA ij (these two measures differ by a factor of 2 n(n−1)/4 ). A proof of Eq. (37) can be written in two steps. 
} dL (for the proof, see Appendix A), we obtain Eq. (37). 
Characteristic function
and can then be written as
) is given by Eq. (35) and is then written as
where 
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Second-order moments of random matrix [A]
.
The calculation of the right-hand side of Eqs. (42) and (43) (40), (42) and (43) and for λ > 0, we deduce that
Calculation of matrix parameter [ µ ]
Using Eq. (33) 
and substituting Eqs. (41) and (46) into Eq. (35) yields
in which positive constant c A is written as
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and the variance σ 2 jk = C jk,jk of random variable A jk is such that
Let δ A be defined by
(50)
jk , we deduce that 
Consequently, if n ≫ 1, we then have δ A ∼ (1 + 2λ/n) −1/2 which shows that λ → +∞ means λ/n ≫ 1. Concerning the calculation of the range of parameter λ required to satisfy Eq. (31), we need a result concerning the probability distribution of eigenvalues of matrix [A] that we present in the next section. 
Probability distribution of the eigenvalues of random matrix [A] with values in
Å + n (Ê)
Since mean value [A ] = E{[A]} is a matrix belonging to
in which positive constant c B is written as 
Exponential representation of orthogonal real matrices
Let [S] be any orthogonal matrix in Å n (Ê) such that
It is known that orthogonal matrix [S] can be written as [S] = exp(ρ [T ]) in which ρ ≥ 0 and where [T ] is a
skew-symmetric real matrix in Å n (Ê) having a Frobenius norm equal to 1,
Due to Eq. (56), matrix [T ] depends only on ν = n(n − 1)/2 − 1 independent parameters denoted as r = (r 1 , . . . , r ν ) and is then rewritten as [T (r)]. Consequently, matrix [S] which depends only on 1 + ν = n(n − 1)/2 independent parameters ρ and r, is then rewritten as 
Infinitesimal orthogonal matrices
For r fixed in D r and from Eq. (57), we deduce that [S(ρ, r)] → [ I n ] if ρ → 0, and for 0 < ρ ≪ 1, we can write
Let [Σ] be any matrix in Å n (Ê) and let [S(ρ, r)] be the infinitesimal orthogonal matrix defined by Eq. (58).
Therefore, it can easily be verified that [S(ρ, r)] [Σ] [S(ρ, r)] T = [Σ] + ρ [T (r)] [Σ] − [Σ] [T (r)] + O(ρ 2 ). If
[Σ] is a diagonal matrix whose diagonal elements are denoted as σ 1 , . . . , σ n , then
Probability density function of the random eigenvalues
Any matrix [B ] belonging to Å + n (Ê) can be written as 
We then deduce that dB = 2 n(n−1)/4 g(ρ, r) Π j<k |σ k − σ j | d× dρ dr .
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Using Eqs. (60) and (62) yields 
in which c B is defined by Eq. (53) . It should be noted that Π j<k (σ k − σ j ) can be expressed with the Vandermonde determinant formula,
3.5.4. Particular cases 1) As a first particular case, we assume that mean matrix [A ] has one eigenvalue of multiplicity n, i.e. we have
2 jk = 1 for all k and taking into account Eq. (61), we deduce that
in which c Σ is the constant of normalization such that
The very interesting Eq. (66) shows the repulsion phenomenon of the eigenvalues due to random uncertainties. Figure 1 shows the contour plot composed of lines of constant values for the function (σ 1 , σ 2 ) → c −1
2) The second particular case corresponds to large values of λ which means that the dispersion of random matrix (61), we obtain the following approximation of the probability density function of the eigenvalues
in which c Σ is another constant of normalization defined by Eq. (67).
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Range of parameter λ
We have to determine the range of parameter λ required to satisfy Eq. (31), in which γ ≥ 1 is a positive integer. 
in which 0 < ε ≪ 1. Introducing polar coordinates r and £ = (θ 1 , . . . , θ n−1 ), we have (see Appendix B)
Substituting these results into Eq. (70) yields
Since λ > 0, we then deduce that
Equation (71) shows that if n = 1, n = 2 or n ≥ 3, then matrix [A] −1 is a second-order random variable (γ = 2) for λ > 2, λ > 0.5 or λ > 0 respectively. In addition, it can easily be proved that
Equation (72) means that for λ > 0, all the moments of random matrix [A] exist (η is any positive integer).
Monte Carlo simulation of random matrix [A] when λ is a positive integer
Let us assume that λ is a positive integer and let us introduce the positive integer m A such that
Therefore, the characteristic function of random matrix [A] defined by Eq. (47) can be rewritten as
in which
. Equation (74) n -valued second-order Gaussian random variable, centered and whose covariance matrix is
Proba. Eng. Mech. 14 C. in which [L A ] is an upper triangular matrix in Å n (Ê). Therefore, for all j, random vector X j can be written as
We then deduce the procedure for the Monte Carlo simulation of random matrix [A].
1) Simulation of m A × n independent real-valued normalized Gaussian random variables {U j,k } j,k for j = 1, . . . , m A and k = 1, . . . , n (zero mean value and unit variance).
2) Defining {U j } k = U j,k and using Eq. (76) yields the simulation of random matrix [A].
Monte Carlo simulation of random matrix [A] when λ is a not an integer
Let us assume that λ is a positive real number (the particular case for which λ is a positive integer is presented in Section 3.7). Considering Eq. (75), random matrix [A] can be written as
in which matrix [G] is a random variable with values in Å + n (Ê). From Eqs. (75) and (77), we deduce that the mean value 
in which positive constant c G is written as
Since [G] is a random matrix with values in Å + n (Ê), the Cholesky factorization allows to write
in which [L] is an upper triangular random matrix with values in Å n (Ê). Let [G] be a matrix belonging to Å + n (Ê). Therefore, the Cholesky factorization of
by the previous equations and the measures dG and dL defined by 
is the probability density function with respect to d L ℓℓ of the positive-valued random variable L ℓℓ = L ℓℓ , which is written as
is the Gaussian probability density function with respect to d L ℓℓ ′ of the real-valued random
We then deduce the procedure for the Monte Carlo simulation of random matrix [A]:
2) For ℓ < ℓ ′ , simulation of real-valued Gaussian random variable L ℓℓ ′ with zero mean and root mean square given by Eq. (82) and construction of random variable
3) For ℓ = ℓ ′ , simulation of positive-valued gamma random variable Y ℓ whose probability density function with respect to dy is given by Eq. (81). This random variable is such that its mean value is equal to its variance which is (n−ℓ+2λ)/2. We then construct random variable L ℓℓ = σ √ Y ℓ in which σ is given by Eq. (82) and we have
Probability model of a set of positive-definite symmetric real random matrices
Let us consider ν random matrices (32) to (34) . This means that only the mean values of the random matrices are known. Applying the maximum entropy principle (see Section 3.3), it can easily be verified that the probability density
which means that [A 1 ], . . . , [A ν ] are independent random matrices.
Nonparametric model of random uncertainties for the reduced matrix model
In this section we complete the construction of the probability model introduced in Section 2 using the developments of Section 3.
Probability model of the reduced matrix model
We apply the results of Section 3 to random matrices 
In practice, we can take for instance
Concerning parameter λ allowing the dispersion of the probability model to be controlled (see Section 3.4.8) and concerning its range to satisfy Eq. (19) (see Section 3.6), from Eqs. (19) and (71) 
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Parameters λ M , λ D and λ K allow the dispersion of random matrices [M], [D] and [K] to be controlled respectively (see Section 3.4.8). These parameters can be replaced by the parameters δ M , δ D and δ K defined (see Eq. (50)) by
(87) From Eq. (51), we deduce that
When Eqs. (88) to (90) 
in which positive constants c M , c D and c K are written as 
From Eq. (16), we deduce that
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Efficient representation of the probability model for the response calculations
The random responses of the dynamical system with random uncertainties require the calculation of multiple integrals in higher dimension (see Eq. (100)). Two main methods can usually be used to carry out this kind of calculation. The first one corresponds to the perturbation method consisting in performing a ν-order Taylor expansion of function 
in which For an efficient computation, Eqs. (101) to (103) can be rewritten as
in which random matrices
in which for j fixed and for α = 1, . . . , N , we have
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Simple example
We consider the "mean finite element model" defined by Eq. (2) for which m = 50 and m rig = 0, frequency band of analysis is [1, 50] Hz and the mean mass, damping and stiffness matrices are such that 38 Hz respectively. It should be noted that, for this simple example, the "mean finite element model" can be viewed as a "generalized mean finite element model" which corresponds to the projection on the first structural modes of a "mean finite element model" which is not described here and for which the damping operator is diagonalized by the structural modes. Figure 2 shows the graph of the acceleration spectrum expressed in dB and defined by
in which [h(ω)] is defined by Eq. (3). We consider the reduced matrix model defined in Section 4 with N = 25 and three cases for the dispersion of the generalized mass, damping and stiffness random matrices (see Eqs. (87) to (90) 
in which random matrix [H N (ω)] is defined by Eq. (99). For each case, Monte Carlo numerical simulation is carried out with n S samples, denoted as θ 1 , . . . , θ n S , for which the samples ω → dB(ω; θ 1 ), . . . , ω → dB(ω; θ n S ) are numerically calculated on frequency band [1, 50] Hz with a sampling frequency step 0.1 Hz. For ω fixed, the mean value of random variable dB(ω) is estimated by
Finally, we introduce the functions ω → dB max (ω ; £) and ω → dB min (ω ; £) defined by dB max (ω ; £) = max j=1,...,n S dB(ω ; θ j ) , dB min (ω ; £) = min j=1,...,n S dB(ω ; θ j ) ,
in which £ = (θ 1 , . . . , θ n S ). 
Conclusions
We have presented the theoretical basis of a new method allowing the random uncertainties to be modeled for reduced matrix models in linear structural dynamics. The information used does not require the description of the local parameters of the mechanical model. The probability model is deduced from the use of the entropy optimization principle whose available information is constituted of the fundamental algebraic properties related to the generalized mass, damping and stiffness matrices which have to be positive-definite symmetric matrices, and the knowledge of these matrices for the mean reduced matrix model. An explicit construction and representation of the probability model have been obtained and are very well adapted to algebraic calculus and to Monte Carlo numerical simulation in order to compute the responses of the dynamical system.
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Appendix A This appendix concerns the calculation of the Jacobian matrix of transformation
[G ] ∈ Å + n (Ê)) and let G jk be such that G jj = G jj and G jk = √ 2 G jk if j < k. Consequently, there exists an 
Appendix B
This appendix concerns the transformation from rectangular to polar coordinates in Ê n . Let × = (σ 1 , . . . , σ n ) be the rectangular coordinates in Ê n and (r, £) be the polar coordinates such that £ = (θ 1 , . . . , θ n−1 ). The transformation is defined by σ 1 = r sin θ 1 , σ 2 = r cos θ 1 sin θ 2 , . . . , σ n−1 = r cos θ 1 cos θ 2 . . . cos θ n−2 sin θ n−1 and σ n = r cos θ 1 cos θ 2 . . . cos θ n−2 cos θ n−1 , in which −π/2 < θ j ≤ π/2 for j = 1, . . . , n−2 and −π < θ n−1 ≤ π. We have n j=1 σ 2 j = r 2 and d× = r n−1 h 1 (£) dr d£ in which h 1 (£) = | cos n−2 θ 1 cos n−3 θ 3 . . . cos θ n−2 |. Proba. Eng. Mech. 25 C. 
