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LAW OF LARGE NUMBERS FOR THE SPECTRAL RADIUS
OF RANDOM MATRIX PRODUCTS
RICHARD AOUN AND CAGRI SERT
Abstract. We prove that the spectral radius of an i.i.d. random walk on
GLd(C) satisfies a strong law of large numbers under finite second moment
assumption and a weak law of large numbers under finite first moment. No
irreducibility assumption is supposed.
1. Introduction
Let µ be a probability measure on GLd(C). For n ∈ N, denote by µ∗n
the n-fold convolution of µ by itself. This is the distribution of the product
Xn · · ·X1, where Xi’s are independent and identically distributed (i.i.d.) ran-
dom variables with distribution µ. Recall that a probability measure µ on
GLd(C) is said to have finite kth moment if∫
(logN(g))kdµ(g) <∞,
where N(g) = max{||g||, ||g−1||} for some operator norm ||.||. This definition
does not depend on the choice of the operator norm.
The classical law of large numbers of Furstenberg-Kesten [FK60] describes
the asymptotic growth rate of the product Ln := Xn · · ·X1 in norm. More
precisely, it says that if µ has finite first moment, then
1
n
log ||Xn · · ·X1|| a.s.−→
n→∞ λ1(µ),
where the constant λ1(µ) ∈ R is defined by this almost sure convergence and
called the first Lyapunov exponent of µ. Nowadays, this convergence can be
deduced from the subadditive ergodic theorem due to Kingman [Kin73].
The aim of this paper is to establish the analogous results for the spectral
radius. Unlike the operator norm, the behaviour of the spectral radius is highly
chaotic under multiplication of matrices. For instance, it does not enjoy a
simple property such as submultiplicativity.
Our first result is the following law of large numbers for the spectral radius
under finite second moment assumption. For g ∈ GLd(C), let ρ(g) denote its
spectral radius.
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2 RICHARD AOUN AND CAGRI SERT
Theorem 1.1 (Strong law of large numbers). Let µ be a probability measure
on GLd(C) with finite second moment and (Xn)n∈N a sequence of independent
random variables with distribution µ. For every n ∈ N, let Ln = Xn · · ·X1.
Then
1
n
log ρ(Ln)
a.s.−→
n→∞ λ1(µ).
Our second result is the weak law of large numbers for the spectral radius
under the optimal assumption of finite first moment.
Theorem 1.2 (Weak law of large numbers). Let µ be a probability mea-
sure on GLd(C) with finite first moment. With the notation of Theorem 1.1,
1
n log ρ(Ln) converges to λ1(µ) in L
1, i.e.
E
(∣∣ 1
n
log ρ(Ln)− λ1(µ)
∣∣) −→
n→+∞ 0.
In particular, 1n log ρ(Ln) converges to λ1(µ) in probability.
Remark 1.3 (Convergence of the moduli of other eigenvalues). More generally,
our results yield the corresponding laws of large numbers for the moduli of
all eigenvalues of the random matrix products: given g ∈ GLd(C), denote by
~ρ(g) = (ρ1(g), . . . , ρd(g)) the d-vector of moduli of eigenvalues of g ordered by
decreasing order. Then, if µ has finite second moment the following conver-
gence holds almost surely
1
n
log ~ρ(Ln) −→
n→+∞
~λ(µ),
where ~λ(µ) = (λ1(µ), · · · , λd(µ)) is the Lyapunov vector of µ (see §2.3). The
analog result for the weak law is also true.
A strong law for the spectral radius was previously proved by Guivarc’h
[Gui90, The´ore`me 8] and Benoist–Quint [BQ16b, Theorem 14.12] under two
additional assumptions. The first one is of algebraic nature and supposes that
the Zariski closure of the group Gµ generated by the support of µ acts strongly
irreducibly on Cd. The second one is a moment hypothesis and supposes that
µ has finite exponential moment.
Our approach is purely dynamical: it is based on the first Lyapunov gap, i.e.
the integer s = 1, . . . , d, such that λ1(µ) = · · · = λs(µ) > λs+1(µ). This allows
us to obtain Theorems 1.1 and 1.2 without the strong irreducibility assumption.
Such an approach is inspired by [AG19]. The improvement concerning the
moment assumption on µ is based on large deviation estimates for cocycles
established by Benoist–Quint in [BQ16a].
A notable feature of the laws of large numbers for the spectral radius con-
cerns the i.i.d. assumption. The Furstenberg–Kesten law of large numbers for
the norm holds for any random product Ln = Xn · · ·X1 with ergodic station-
ary increments Xi. In Section 4, we present a simple example of an ergodic
stationary random walk with Markovian increments for which Theorems 1.2
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and 1.1 fail. On the other hand, we recall that for any ergodic stationary
random walk Ln,
lim sup
n→+∞
1
n
log ρ(Ln)
a.s.
= λ1(µ),
thanks to [Mor12] (see also [AB02] and [OR17]).
Our proof of the strong law of large numbers is based on a careful quantita-
tive analysis of the distance between the attractive point and the repelling hy-
perplane in the projective space of random products Ln. This approach based
on, among others, large deviation estimates is the reason why we are only able
to prove the strong law of large numbers under finite second moment assump-
tion. The corresponding question with finite first moment remains open. On
the other hand, the proof of the weak law needs only a qualitative version of
the proof of the strong law. This accounts for the weaker and optimal finite
first moment assumption in Theorem 1.1.
Finally we note that both of Theorems 1.2 and 1.1 are also valid for the right
random walk Rn = X1 · · ·Xn under the same assumptions, by considering the
transposed random walk. Also, Theorems 1.1 and 1.2 remain true if we replace
C by any local field of arbitrary characteristic. Since the proofs can be adapted
without any substantial difficulty, we will restrict ourselves to C.
Acknowledgments. Both authors have the pleasure to thank AUB, CAMS
and ETH Zu¨rich for hospitality and excellent working conditions. C.S. is sup-
ported by SNF grant 178958.
2. Preliminaries
2.1. Linear algebra. We write V = Cd; we endow V with the canonical
Hermitian structure and denote by ||.|| the associated norm on V as well as
the operator norm on End(V ). For convenience, we shall work with this choice
norm but we remind that our results and hypotheses do not depend on such a
choice of norm. We denote by
∧k V the kth-exterior power of V that we endow
with the induced Hermitian structure.
Let P(V ) denote the projective space of V . For every non-zero vector v ∈ V
(resp. non-trivial subspace E of V ), we denote by [v] = Cv (resp. [E]) its image
in P(V ). We endow P(V ) with the Fubini-Study metric δ defined by:
∀x = [v], y = [w] ∈ P(V ), δ(x, y) := ||v ∧ w||||v|| ||w|| .
The action of g ∈ GL(V ) on a vector v will be simply denoted by gv, while
the action of g on a point x ∈ P(V ) will be denoted by g · x.
Let (e1, . . . , ed) be the canonical basis of V . Denote by K = Ud(C) the
unitary group, by A ⊂ GLd(C) the subgroup of diagonal matrices with positive
real coefficients. We denote by A+ ⊂ A the sub-semigroup given by A+ :=
{diag(a1, . . . , ad) | a1 > a2 > · · · > ad}. The KAK decomposition (or the
singular value decomposition) states that GLd(C) = KA+K. For an element
g ∈ GLd(C), we denote by g = kga(g)lg a KAK decomposition of g, i.e.
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kg, lg ∈ K and a(g) = diag(a1(g), . . . , ad(g)) ∈ A+. In this decomposition, the
middle factor a(g) is uniquely defined. Moreover,
a2(g)
a1(g)
=
||∧2 g||
||g||2 .
Even though the choice of kg and lg is not unique, we fix once for all a privi-
leged choice of a KAK decomposition. We call attracting point and repelling
hyperplane, respectively, the following point in P(V ) and projective hyperplane
of P(V ):
x+g = [kge1] , H
<
g = [〈l−1g e2, · · · , l−1g ed〉].
Observe that
H<g = (Cxgt)⊥.
We finally recall the following lemma that allows one to compare the norm
and the spectral radius of a matrix using the geometry of its projective action.
Lemma 2.2. [BQ16b, Lemma 14.14] Let g ∈ GL(V ). If δ(x+g , H<g ) > 2
√
a2(g)
a1(g)
,
then
ρ(g)
||g|| >
δ(x+g , H
<
g )
2
.
2.3. Some background on random matrix products. In this part, we re-
call some classical results of random matrix products theory, and prove Propo-
sition 2.5 and Proposition 2.7. The former is based on large deviations for co-
cycles due to Benoist–Quint (Theorem 2.4) and will be key to prove the strong
law with a finite second moment. The latter will be useful for the weak law
under a finite first moment. It relies on Lemma 2.6 which generalizes a known
fact under strong irreducibility assumption.
Let µ be a probability measure on GL(V ) with finite first moment. We
denote by Gµ the group generated by its support. Let Lµ be the subspace of
V given by
Lµ = {v ∈ V \ {0} | lim sup
n→+∞
1
n
log ||Lnv|| < λ1(µ) a.s.}.
Furstenberg–Kifer [FK83, Theorem 3.9] and Hennion [Hen84, The´ore`me 1]
showed that Lµ is the largest Gµ-invariant subspace of V such that the Lya-
punov exponent of the restriction of Ln is strictly smaller than λ1(µ). More-
over, for every v ∈ V \ {0}, the lim sup in the definition is actually an almost
sure limit.
A probability measure ν on P(V ) is said to be µ-stationary if µ ∗ ν = ν, in
other words, if for every continuous function f on P(V ),
∫∫
f(g · x) dµ(g) dν(x) =
LAW OF LARGE NUMBERS FOR THE SPECTRAL RADIUS 5∫
f dν. Furstenberg–Kifer [FK83] and Hennion [Hen84] showed that λ1(µ) can
be expressed as
λ1(µ) = sup
{∫∫
log
||gv||
||v|| dµ(g)dν([v]) |µ ∗ ν = ν
}
. (2.1)
In particular, when Lµ = {0}, for every µ-stationary probability measure ν on
P(V ),
∫∫
log ||gv||||v|| dµ(g) dν([v]) = λ1(µ), i.e. the cocycle
1 σ(g, [v]) := log ||gv||||v||
has unique cocycle average. Furthermore, if pi : Gµ −→ GL(V/Lµ) is the
canonical projection and pi∗µ is the pushforward of µ by pi, then Lpi∗µ = {0}
and λ1(pi∗µ) = λ1(µ).
Below, we recall the following
Theorem 2.4. [BQ16a, Proposition 3.2] Let G be a locally compact group, X a
compact metrizable G-space, µ a probability measure on G. Let σ : G×X −→ R
be a cocycle such that
∫
G (supx∈X |σ(g, x)|)2 dµ(g) < +∞. Let σ+µ and σ−µ be
its upper and lower average2. Then, for any  > 0, there exists a sequence Dn
of positive reals with
∑
nDn < +∞ such that for every n ∈ N and x ∈ X,
P
(
σ(Ln, x)
n
∈ [σ−µ − , σ+µ + ]
)
> 1−Dn.
The following result will be crucial to our considerations.
Proposition 2.5. Let µ be a probability measure on GL(V ). Assume that
µ has finite second moment. Then for every  > 0, there exists a sequence
(Dn)n∈N of positive reals with
∑
nDn < +∞ such that for every n ∈ N and
v ∈ V \ {0},
P
(
δ([v], [Lµ]) e
n(λ1(µ)−) 6 ||Lnv||||v|| 6 e
n(λ1(µ)+)
)
> 1−Dn, (2.2)
and
P
(
en(λ1(µ)−) 6 ||Ln|| 6 en(λ1(µ)+)
)
> 1−Dn. (2.3)
This proposition is precisely [BQ16a, Proposition 4.1] except for (2.2) where
the authors assume Gµ to be irreducible (in particular, Lµ = {0}). However,
their proof gives, without further substantial difficulty, the slightly more precise
estimate (2.2). For the convenience of the reader, we include a proof below.
Proof. It is enough to prove (2.2) since (2.3) follows from (2.2) by applying it
to each vector of a fixed orthonormal basis of V . Let L = Lµ and G = Gµ for
simplicity of notation. Also, let σ : G× P(V ) −→ R, (g, [v]) 7−→ log ||gv||||v|| . It is
readily seen that σ is an additive cocycle. By (2.1), its upper cocycle average
is σ+µ = λ1(µ). Thus, by Proposition 2.4, it is enough to prove is that for every
1i.e. σ(gh, x) = σ(g, h · x) + σ(h, x) for every (g, h) ∈ G2 and x ∈ X.
2We recall the definitions: σ−µ := inf{
∫∫
σ(g, x) dµ(g)dν(x);µ ∗ ν = ν} and σ+µ :=
sup{∫∫ σ(g, x) dµ(g)dν(x);µ ∗ ν = ν}
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 > 0, there exists a summable sequence (Dn)n such that for every v ∈ V \ L
and n ∈ N,
P
(
δ([v], [Lµ]) e
n(λ1(µ)−) 6 ||Lnv||||v||
)
> 1−Dn.
For v ∈ V \L, denote by v its projection onto the quotient V/L. Endow V/L
with the norm ||v+L|| := inf{||v+w||;w ∈ L}. Denote by pi : G −→ GL(V/L)
the canonical projection. Then, for every g ∈ G and v ∈ V \ L,
δ([v], [L]) =
||v||
||v|| ,
and
||gv||
||v|| >
||gv||
||v|| = δ([v], [L])
||pi(g)v||
||v|| . (2.4)
Moreover, the probability measure pi∗µ on V/L has unique cocycle average
σ+µ = σ
−
µ = λ1(pi∗µ) = λ1(µ). Applying again Proposition 2.4, we obtain the
desired estimate. 
Now, we introduce the tools needed for the weak law of large numbers. First,
we recall that the other Lyapunov exponents λk(µ) for k = 1, . . . , d alluded to
in the introduction are defined by the following almost sure limit
1
n
log ak(Ln) −→
n→∞ λk(µ), (2.5)
which exists in view of Furstenberg-Kesten’s theorem.
The following lemma is of independent interest and generalizes [BL85, Corol-
lary 3.4] where the result is proved under a strong irreducibility assumption.
The proof combines Oseledets’ theorem and Furstenberg–Kifer and Hennion’s
results. For a related result, see [PS19, Proposition 2.3].
Lemma 2.6. Let µ be a probability measure on GL(V ) with finite first moment.
For any sequence ([vn])n∈N in P(V ) that converges to some [v] ∈ P(V ) \ [Lµ],
we have
1
n
log
||Lnvn||
||vn||
a.s.−→
n→+∞ λ1(µ). (2.6)
Proof. Without loss of generality, we take ||vn|| = 1. In case λ1(µ) = · · · =
λd(µ), one easily sees that almost surely lim infn
1
n log ||Lnvn|| > λd(µ) =
λ1(µ), showing (2.6). So suppose this is not the case and let s ∈ {1, · · · , d−1}
be minimal such that λs(µ) > λs+1(µ). Write Ln = kna(n)ln in the KAK
decomposition where we denote a(n) =: diag (a1(n), · · · , ad(n)). Let F<n be
the subspace of V given by:
F<n := 〈l−1n es+1, · · · , l−1n ed〉.
By Oseledets’ theorem [Ose68], F<n converges almost surely to a random (d−s)-
dimensional subspace F< of V . For P-almost every ω ∈ Ω, F<(ω) satisfies:
lim
n
1
n
log ||Ln(ω)u|| = λ1(µ) ⇐⇒
n→+∞ u 6∈ F
<(ω).
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But since v 6∈ Lµ, we deduce by Furstenberg–Kifer and Hennion that 1n log ||Lnv||
converges almost surely to λ1(µ). Hence, almost surely, v 6∈ F<. Up to
choosing a P-full measure subset of Ω, we can suppose that for every ω ∈ Ω,
v 6∈ F<(ω). Now fix ω ∈ Ω. Since vn −→ v, there exist N0 = N0(ω) ∈ N and
0 = 0(ω) > 0 such that for every n > N0,
δ
(
[vn], F
<
n (ω)
)
> 0.
Let n > N0 and decompose vn in V = F<n (ω)⊕F<n ⊥(ω). Writing vn = v<n +v+n
we have ||v+n || > 0 and we obtain
||Ln(ω)vn|| = ||Ln(ω)v+n + Ln(ω)v<n ||
> ||Ln(ω)v+n || − ||Ln(ω)v<n ||
> as(n)0 − as+1(n).
By the defining property of s ∈ N, we deduce by (2.5) that
lim inf
n→+∞
1
n
log ||Ln(ω)vn|| > λ1(µ).
This finishes the proof. 
We deduce a qualitative version of Proposition 2.5 under a finite first mo-
ment assumption:
Proposition 2.7. Assume that µ has finite first moment. Then for every
 > 0,
P
(
δ([v], [Lµ]) e
n(λ1(µ)−) 6 ||Lnv||||v|| 6 e
n(λ1(µ)+)
)
−→
n→+∞ 1, (2.7)
uniformly in [v] ∈ P(V ), and
P
(
en(λ1(µ)−) 6 ||Ln|| 6 en(λ1(µ)+)
)
−→
n→+∞ 1. (2.8)
Proof. Convergence (2.8) follows immediately from Furstenberg–Kesten’s the-
orem. We prove (2.7). Recall that by (2.4) for every v ∈ V \ {0} we have
||Lnv||
||v|| >
||pi(Ln)v||
||v|| δ([v], [Lµ]), (2.9)
where pi : Gµ −→ GL(V/Lµ) is the canonical projection. In view of (2.9) and
Markov’s inequality, it is enough to show that
sup
v 6=0
E
(∣∣∣ 1
n
log
||pi(Ln)v||
||v|| − λ1(µ)
∣∣∣) −→
n→+∞ 0.
By compactness of P(V/Lµ), this is equivalent to showing that for every se-
quence ([vn])n in P(V/Lµ) that converges to some [v],
E
(∣∣∣ 1
n
log
||pi(Ln)vn||
||vn|| − λ1(µ)
∣∣∣) −→
n→+∞ 0. (2.10)
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Since Lpi∗µ = {0}, the convergence (2.10) follows from Lemma 2.6 and the
uniform integrability of the sequence of random variables { 1n log ||pi(Ln)vn||||vn|| |n ∈
N}. The latter is easily seen to hold, for example, by Kingman’s subadditive
ergodic theorem, the submultiplicativity of N(g) and the elementary inequality
| log ||gu||||u|| | 6 logN(g) true for every g ∈ GLd(C) and u ∈ Cd \ {0}. 
3. Estimates when λ1(µ) > λ2(µ)
In this section, we give estimates for the random matrix products when
λ1(µ) > λ2(µ). Our main goal is Proposition 3.1 which shows that with high
probability the attractive point x+Ln of the random walk Ln does not stay
exponentially close to the repelling hyperplane H<Ln . Proposition 3.1 treats
the L2 case, while its qualitative version, Proposition 3.8, treats the L1 case.
Given a probability measure µ on GLd(C), we denote by µˇ the pushforward
of µ by the map g 7→ gt, where gt is the transpose matrix of g.
Proposition 3.1. Assume that µ has finite second moment and that λ1(µ) >
λ2(µ). Then, for any  > 0, there exists a sequence (Dn)n∈N with
∑
nDn <
+∞ such that for every n ∈ N,
P
(
δ(x+Ln , H
<
Ln
) 6 e−n
)
< Dn.
The proof of Proposition 3.1 will be done through a series of lemmas.
Lemma 3.2. Under the assumptions of Proposition 3.1, there exists a constant
C > 0 such that for every x ∈ P(V ) \ [Lµ] there exists a summable sequence
(Dn)n of positive reals such that for every n ∈ N,
P
(
δ(x+Ln , Ln · x) > e−Cn
)
< Dn.
Proof. Let x = [v] ∈ P(V ) \ [Lµ]. Given g ∈ GL(V ), one can easily show that
δ(x+g , g · x) = δ(e1, aglg · x) 6
a2(g)
a1(g)
||g|| ||v||
||gv|| . (3.1)
Applying Proposition 2.5 to ||Ln|| and ||
∧2 Ln|| gives some summable sequence
(D′n)n such that for every n,
P
(
a2(Ln)
a1(Ln)
> e−n(λ1−λ2)/2
)
< D′n. (3.2)
Let  := (λ1 − λ2)/4 > 0. Since v 6∈ Lµ, applying again Proposition 2.5 to Ln
and Lnv, we get a summable sequence (D
′′
n)n such that for every n,
P
( ||Ln|| ||v||
||Lnv|| > e
n
)
< D′′n.
Now using (3.1), the desired estimate follows by taking C := (λ1 − λ2)/4 and
Dn := D
′
n +D
′′
n. 
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We deduce the following estimate from the previous lemma and Proposition
2.5. It says that the attracting directions of right random products stabilize
exponentially fast with high probability. It is reminiscent of the estimates
appearing in the usual proofs of Oseledets’ theorem (see e.g. [Rue79, §1]).
Lemma 3.3. Under the assumptions of Proposition 3.1, there exist a constant
C > 0, a summable sequence (Dn)n of positive reals such that for every n ∈ N,
P
(
δ(x+R2n , x
+
Rn
) > e−Cn
)
< Dn.
Remark 3.4. Unlike the other lemmas in this section as well as Proposition
3.1, the result of Lemma 3.3 fails if we replace the right random walk Rn by
the left random walk Ln.
Proof. Fix x = [v] ∈ P(V ) \ [Lµ]. Clearly, for every C > 0 and n ∈ N,
P
(
δ(x+R2n , x
+
Rn
) > e−Cn
)
6 P
(
δ(R2n · x, x+R2n) >
e−Cn
3
)
+ P
(
δ(Rn · x, x+Rn) >
e−Cn
3
)
+ P
(
δ(R2n · x,Rn · x) > e
−Cn
3
)
.
Since v 6∈ Lµ, Lemma 3.2 gives some C1 > 0 and some summable sequence
(D′n)n such that both P
(
δ(Rn · x, x+Rn) > e−C1n
)
and P
(
δ(R2n · x, x+R2n) > e−C1n
)
are < D′n for any n. Thus, by (3), it suffices to show that there exists some
C2 > 0 and some summable sequence (D
′′
n)n such that for every n,
P
(
δ(R2n · x,Rn · x) > e
−C2n
3
)
6 D′′n. (3.3)
Indeed, the desired estimate then follows by taking C = min{C1, C2}/2 and
Dn = max{D′n, D′′n}. To prove (3.3), we observe that
δ(R2n·x,Rn·x) = ||
∧2Rn(Xn+1 · · ·X2nv ∧ v)||
||R2nv|| ||Rnv|| 6
||∧2Rn|| ||v||2 ||Xn+1 · · ·X2n||
||R2nv|| ||Rnv|| .
Now, we apply Proposition 2.5 to ||∧2Rn||, ||R2nv||, ||Rnv|| and to ||Xn+1 · · ·X2n||
(which has the same distribution as ||Rnv||). Since λ1(µ) > λ2(µ), (3.3) follows
along the same lines as in the proof of Lemma 3.2. 
The following lemma expresses the fact that, with high probability, the
attracting directions of right random products do not stay exponentially close
to the projective subspace of lower expansion.
Lemma 3.5. Under the assumptions of Proposition 3.1, for every  > 0, there
exists a summable sequence (Dn)n∈N such that for every n ∈ N,
P
(
δ(x+Ln , [Lµ]) 6 e
−n) < Dn.
Proof. Fix x = [v] ∈ P(V ) \ [Lµ]. By Lemma 3.2, there exist a constant C > 0
and a summable sequence D′n of positive reals such that for every n > 1,
P(δ(x+Ln , Ln · x) > e−Cn) < D′n. (3.4)
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Let now  > 0. By (3.4),
P
(
δ(x+Ln , [Lµ]) 6 e
−n) < P (δ(Ln · x, Lµ) 6 e−n + e−Cn)+D′n. (3.5)
As in the proof of Proposition 2.5, for every v ∈ V \ Lµ, denote by v its
projection onto the quotient V/Lµ. Endow V/Lµ with the norm ||v + Lµ|| :=
inf{||v + w||;w ∈ Lµ} and denote by pi : G −→ GL(V/Lµ) the canonical
projection. By (2.4), we have
δ(Ln · x, [Lµ]) = ||pi(Ln)v¯||||Lnv|| .
Recalling that pi∗µ has a unique cocycle average, an application of Proposition
2.5 to ||pi(Ln)v¯|| and ||Lnv|| implies that there exists a summable sequence
D′′n() of positive reals such that for every n > 1,
P(δ(Ln · x, [Lµ]) 6 e−n + e−Cn) 6 D′′n(). (3.6)
Combining (3.5) and (3.6) proves the lemma for Dn() := D
′
n +D
′′
n(). 
In the next lemma, we estimate the probability of return of the attractive
point of Ln to exponentially small neighborhoods of hyperplanes.
Lemma 3.6. Under the assumptions of Proposition 3.1, for any  > 0, there
exists a summable sequence (Dn)n∈N of positive reals such that for every n ∈ N,
sup
H∈Hn,
P
(
δ(x+Ln , H) 6 e
−n) < Dn,
where Hn, is the set of projective hyperplanes H = (Cu)⊥ such that δ([u], [Lµˇ]) >
e−n/2.
Proof. We start by noting the following elementary inequality (see e.g. [BM11,
Lemma 4.1]): for every g ∈ GL(V ) and every u ∈ V \ {0},
||gtu||
||gt|| ||u|| 6 δ(x
+
g , H) +
a2(g)
a1(g)
. (3.7)
Since λ1(µ) > λ2(µ), by (3.2), there exist C > 0 and a summable sequence
(D′n)n such that the following holds for every n:
P(a2(Ln)/a1(Ln) < e−Cn) > 1−D′n. (3.8)
Let now  > 0. Applying Proposition 2.5 to the probability µˇ, we deduce that
there exists a summable sequence D′′n() such that for every non-zero vector u
of V and for every n ∈ N,
P
( ||Ltnu||
||Ltn|| ||u||
6 e−n/4δ([u], [Lµˇ])
)
< D′′n(). (3.9)
Let Dn() = D
′
n+D
′′
n(). Combining (3.7), (3.8) and (3.9), we deduce that for
every H = (Cu)⊥ and for every n:
P
(
δ(x+Ln , H) 6 e
−n/4δ([u], [Lµˇ])− e−Cn
)
< Dn().
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Thus, for every n,
sup
H∈Hn,
P
(
δ(x+Ln , H) 6 e
−3n/4 − e−Cn
)
< Dn(),
with Hn, defined as in the statement. Therefore, the lemma is proved for all
0 <  < C; a fortiori for every  > 0. 
Remark 3.7. The content of the previous lemma is closely related to regularity
properties of stationary measures on the projective space. It is shown in [AG19,
Theorem 2.4] that, when λ1(µ) > λ2(µ), there exists a unique µ-stationary
probability measure ν on the open subset P(V ) \ [Lµ] of P(V ). The measure
ν is the limit distribution of x+Ln and the projective subspace generated by
the support of ν is Uµ := [L
⊥ˇ
µ ]. This explains the condition on H appearing
in the previous lemma. Finally, we remark that since ν is non-degenerate on
Uµ (i.e. does not charge any projective hyperplane), the previous lemma is an
additional quantitative information on the regularity of ν.
Proof of Proposition 3.1. Since Ltn = X
t
1 · · ·Xtn has the same distribution as
the right random walk for the probability measure µˇ, and since µˇ and µ have
the same Lyapunov exponents, Lemma 3.3 gives some C > 0 and a summable
sequence (Dn)n such that for every n,
P
(
δ(x+Ltn
, x+
Ltbn/2c
) > e−Cn
)
6 Dn. (3.10)
Let Mn := Xn · · ·Xbn/2c+1. Since the n-tuples (X1, . . . , Xn) and (Xn, . . . , X1)
have the same distribution, the same lemma gives that
P
(
δ(x+Ln , x
+
Mn
) > e−Cn
)
= P
(
δ(x+Rn , x
+
Rn−bn/2c) > e
−Cn
)
6 Dn. (3.11)
Fix now 0 <  < C. Since for every n ∈ N, H<Ln = (x+Ltn)
⊥, by (3.10) and
(3.11), we get that for every n,
P
(
δ(x+Ln , H
<
Ln
) 6 e−n
)
6 2Dn + P
(
δ
(
x+Mn , H
<
Lbn/2c
)
6 3e−n
)
. (3.12)
But by Lemma 3.5, we can assume that P
(
δ(x+Ltn
, [Lµˇ]) > e
−n/2
)
> 1 −Dn.
Hence, since Mn and Lbn/2c are independent random variables for every n,
(3.12) yields that:
P
(
δ(x+Ln , H
<
Ln
) 6 e−n
)
6 3Dn + sup
H∈Hn,
P
(
δ(x+Mn , H) 6 e
−3n),
whereHn, is the set of projective hyperplanesH = (Cu)⊥ such that δ([u], [Lµˇ]) >
e−n/2. Since Mn has same distribution as Rn−bn/2c, we conclude by Lemma
3.6. 
The following is a qualitative version of Proposition 3.1 under the weaker
finite first moment assumption.
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Proposition 3.8. Assume µ has finite first moment and that λ1(µ) > λ2(µ).
Then for every  > 0,
lim
n→+∞P
(
δ(x+Ln , H
<
Ln
) 6 e−n
) −→
n→+∞ 0.
To avoid repetition, we limit ourselves to indicate the proof of this result:
Proof. One readily checks that using Proposition 2.7 (instead of Proposition
2.5) in the proofs of Lemmas 3.2, 3.3, 3.5 and 3.6, we obtain the conclusions
of these lemmas with Dn −→
n→+∞ 0 instead of
∑
nDn < +∞. Now the proof of
Proposition 3.1 applies verbatim to yield the desired result. 
4. End of the proof
The strategy of the proof is as follows. Using the estimates of the previous
section, we first prove the theorems when λ1(µ) > λ2(µ). We then deduce the
result in the case of a Lyapunov gap. Finally we check the validity of the result
when there is no Lyapunov gap.
Proof of Theorems 1.1 and 1.2. We first prove the strong law.
(i) Suppose λ1(µ) > λ2(µ). Combining Lemma 2.2, Proposition 3.1 and
(3.2), we get that for every  > 0,∑
n∈N
P
(
ρ(Ln)
||Ln|| 6 e
−n
)
< +∞.
By Borel–Cantelli’s lemma, we deduce that for every  > 0, almost
surely, there exists a random integer n0() such that for every n >
n0(), − 6 1n log ρ(Ln)||Ln|| 6 0. We deduce that the sequence 1n log
ρ(Ln)
||Ln||
converges to 0 almost surely. We conclude by Furstenberg-Kesten’s
theorem.
(ii) Assume now that there exists s = 2, . . . , d − 1 such that λ1(µ) =
λ2(µ) = · · · = λs(µ) > λs+1(µ). Denote by η the probability mea-
sure on GL(
∧s V ), given by the pushforward of µ by the group ho-
momorphism g 7→ ∧s g. Clearly, η has finite second moment and
λ1(η) > λ2(η). Applying Theorem 1.2 to η, we get that almost
surely 1n log ρ(
∧s Ln) −→
n→+∞ λ1(η) = sλ1(µ). But, for every n ∈ N,
ρ(
∧s Ln) 6 ρ(Ln)s. Thus λ1(µ) 6 lim inf
n→+∞
1
n log ρ(Ln).
Since lim sup
n→+∞
1
n log ρ(Ln) 6 λ1(µ), we are done.
(iii) Finally, suppose that λ1(µ) = · · · = λd(µ). Since a1(g)a2(g) · · · ad(g) =
|det(g)| for every g ∈ GLd(C), the usual law of large numbers shows
that λ1(µ) =
1
dE(log det |X1|). Since for every g ∈ GL(V ), ρ(g) >
| det(g)| 1d , we deduce that lim inf
n→+∞
1
n log ρ(Ln) > limn→+∞
1
dn log |det(Ln)| =
λ1(µ), showing that lim
n→+∞
1
n log ρ(Ln) = λ1(µ).
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This proves Theorem 1.1. By replacing the use of Proposition 3.1 by that of
Proposition 3.8 in the proof of Theorem 1.1, we deduce the convergence in
probability of the sequence 1n log ρ(Ln) to λ1(µ). The convergence in L
1 then
follows from the uniform integrability of { 1n log ρ(Ln) |n ∈ N}. 
We end this paper by giving an example of an ergodic stationary random
walk Ln = Xn · · ·X1, with increments Xi in Markovian dependence, and such
that the spectral radius ρ(Ln) fails to satisfy a law of large numbers. This
contrasts with the law of large numbers for the norm of Ln.
Example. Consider the following 3× 3 matrices in SL3(R):
a :=
3 0 00 1 0
0 0 1/3
 , σ :=
0 0 11 0 0
0 1 0
 and ω :=
0 1 00 0 1
1 0 0
 .
Let (Xn)n denote the Markov chain on the finite state E = {a, σ, ω} whose
transition probabilities are given by P (a, a) = 1/2, P (a, σ) = 1/2, P (σ, ω) =
1, P (ω, a) = 1 and all the other transition probabilities are zero. This is
an irreducible and aperiodic Markov chain with unique stationary probability
measure m := 12δa +
1
4δσ +
1
4δω. From now, we assume that X1 has initial
distribution m, so that (Xi)i is an ergodic stationary process.
As usual, for every n ∈ N, let Ln = Xn · · ·X1. We claim that, almost surely,
lim inf
n→+∞
1
n
log ρ(Ln) = 0 < lim sup
n→+∞
1
n
log ρ(Ln) = λ1. (4.1)
To see this, denote by τ (n) the nth return time of the Markov Chain (Xn)n>1
to a. It readily follows by construction of the transition kernel that we have
τ (n) 6 3n+ 1 for every n > 1. Moreover, conditionally on the event {X1 = a},
we have Lτ (n) = a
n. Since m(a) > 0, we deduce that almost surely,
lim sup
n→+∞
1
n
log ρ(Ln) >
1
3
log 3 > 0.
Let now G be the group generated by a, σ, ω and H be the diagonal subgroup
of SL3(R), so that G is the semidirect product of H ∩G and the finite group
{1, σ, ω}. Each element g ∈ G \ (H ∩ G) is a generalized permutation matrix
with spectral radius equal to 1. On the other hand, by construction, we have
P (lim sup{Ln 6∈ H}) = 1, i.e. almost surely Ln 6∈ H infinitely often. This
shows that
lim inf
n→+∞
1
n
log ρ(Ln) = 0,
and concludes the proof of (4.1). 
Remark 4.1. (Further directions) Note that the underlying algebraic structure
of the Markov chain in the previous example is somewhat degenerate. For
instance the group generated by the state space is irreducible but not strongly
irreducible. Moreover, the ergodic stationary Markov measure Pm on the shift
space is not of full-support. These lead to the natural problem of identifying
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the probabilistic and algebraic assumptions under which the spectral radius
of a random walk with ergodic stationary increments satisfies a law of large
numbers.
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