A two-stage algorithm is proposed for locating smooth and detailed disparity vector fields in a stereo image pair. The algorithm consists of hierarchical disparity estimation using a region-dividing technique and edge-preserving regularization. The hierarchical region-dividing disparity estimation increases the efficiency and reliability of the estimation process. At the second stage, the vector fields are regularized with an energy model that produces smooth fields while preserving discontinuities resulting from object boundaries. The minimization problem is addressed by solving a corresponding partial differential equation using a finite-difference method. Experiments show that the proposed algorithm provides accurate and spatially correlated disparity vector fields in various types of stereo images, even in the case of images with large displacements.
Introduction
One of the most important problems in stereo image processing is to locate corresponding points in the images, a process referred to as disparity estimation. As shown in Fig. 1 , stereo imaging involves two separate image views of a single world point w. The objective is to find the corresponding pair I 1 and I 2 in the image pair. If we assume that the two cameras are identical and their coordinate systems are aligned in parallel, the determination of disparity from I 1 to I 2 becomes finding a function d(x,y) such that: I 2 ͑ x,y ͒ϭI 1 ͑ xϩd͑x,y ͒,y ͒. ͑1͒
A number of studies have been reported on the correspondence problem since the 1970s. 1 In the IEEE Workshop on Stereo and Multi-Baseline Vision 2001, numerous state-of-the-art algorithms for disparity estimation are presented and evaluated. Scharstein and Szeliski recently discussed the taxonomy of existing stereo algorithms 2 and a test bed for the quantitative evaluation of the algorithms. 3 Generally, disparity estimation algorithms can be classified into four different categories based on the strategies used for the estimation: feature-based approaches, energy-based approaches, dynamic-programming-based approaches, and area-based approaches.
Feature-based approaches establish a correspondence between certain selected features extracted from the images. 4, 5 The features are the most prominent parts of the scene, such as edges, peaks, lines, or curves. They yield accurate information and are less sensitive to photometric variations. Their main drawbacks are the sparseness of the acquired disparity information and the error propagation from errors in locating the features. 6, 7 Energy-based approaches consist in solving the correspondence problem associated with energy minimization formulation. [8] [9] [10] [11] Alvarez et al. described an energy model that preserves discontinuities in the disparity map via the use of an anisotropic linear operator, 12 and Boykov et al. proposed a graph cut algorithm that is better and more efficient than the simulated annealing approach in solving the same optimization problem. 13 Both algorithms estimate dense disparity fields with high accuracy; their main problems are the computational load involved in solving the partial differential equation ͑PDE͒ and the local minimum problem.
Dynamic-programming-based approaches identify disparity vectors by searching for the minimum-cost path through all pairwise matching costs between two corresponding scanlines. 14, 15 Problems associated with such approaches are error propagation from the occlusion penalty and interscanline inconsistency. Tsai and Katsaggelos proposed a divide-and-conquer technique, which divides the original intrascanline problem into several subproblems in order to overcome the error propagation problem and increase efficiency. 16 However, the interscanline consistency problem still remains.
Area-based approaches use photometric similarity and spatial consistency. 17, 18 However, the matching process does not consider feature information, which is actually very important for the reliable and accurate estimation of dense fields. Moreover, it assumes that the disparities are equal for all the pixels of a matching window, resulting in the blurring of object borders and the removal of small details. Recently, many adaptive window methods have been proposed in order to overcome these problems. [19] [20] [21] In this paper, we solve the correspondence problem by proposing a two-stage algorithm consisting of dense disparity estimation and vector field regularization. We assume that stereo images are captured in identical parallel stereo cameras and that the intensities of corresponding points are the same ͑Lambertian surfaces͒. 22 In the case of images from a nonparallel camera setup, they can be reprojected on an aligned system of cameras by camera calibration and rectification. 23 Dense disparity vectors are estimated hierarchically using a region-dividing technique. 24 The region-dividing technique performs a bidirectional matching in the order of feature intensities to simultaneously increase the efficiency of the process and the reliability of the results. The resulting disparity map should be smooth and detailed; continuous surfaces should produce smooth disparity fields while preserving their discontinuities resulting from object boundaries. Therefore, at the second stage, the vector fields are regularized by means of the minimization of the energy function, which considers both the fidelity and the smoothness of the fields. 25 The energy model for edge-preserving regularization is inspired by Charbonnier et al.'s model for image restoration. 26 We adapted their energy models for the disparity field regularization by considering both disparity fields and original images. We find the final results by solving the corresponding nonlinear PDE iteratively. Figure 2 shows the overall process of the proposed disparity estimation algorithm.
Dense Disparity Estimation

Region-Dividing Technique
Most of the stereo images obey the ordering constraint. 16, 27 The ordering constraint states that if an object A is to the left of an object B in the left image, then object A will also appear to the left of object B in the right image, as shown in Fig. 3͑a͒ . The ordering constraint is a very powerful assumption for detecting occlusion and increasing the reliability of matching results. The constraint can be violated when small objects are in the foreground. Figure 3͑b͒ shows an example for which the constraint is violated. However, this case rarely occurs in practical situations, since object A is usually occluded in one of the images.
The region-dividing technique is based on the ordering constraint. The technique performs point matching in the order of the possibility of correct matching and divides the region into subregions at the true matching point. For example, Fig. 4 shows corresponding scanlines extracted from a pair of ''Piano'' stereo images. If (A,B) and (C,D) are matching pairs, point E must be matched in the region between B and D according to the ordering constraint. We establish the matching order according to edge intensities. In a parallel camera system, the search area is confined to the horizontal scanlines and the vertical edge plays an important role in the matching criteria. Therefore we assign a high weighting factor to the vertical edge points. We use a Canny edge detector to find edge intensities and directions. 28 We also employ a simple sum of absolute difference ͑SAD͒ function as a cost function to select the best match from a set of displacement candidates, where N is a matching window size: Kim, Choe, and Sohn: Disparity estimation using a region-dividing technique . . .
After the region splits into two subregions in the matching process, the search ranges of points in each subregion are restricted to that subregion. Thus, if an error is made in dividing the regions, the subsequent matching process in the false region produces erroneous results. Therefore, the true correspondence must be carefully checked in the matching process. In order to reject outliers, we perform a bidirectional consistency check for the matching points. According to the uniqueness constraints and the consistency constraints of stereo images, the disparity vector d l (x) estimated from the left image to the right image and the corresponding disparity vector d r (xϩd l (x)) estimated from the right image to the left image have the same scalar magnitudes with opposite directions. 29 With this property, it becomes possible to evaluate the reliability of the estimation and eliminate unreliable matching in the regiondividing process. If the matching condition satisfies Eq. ͑3͒, the disparity is authorized as the true disparity and the region is divided into two subregions. Otherwise, we do not assign disparity and skip to the next points in the order. Here is a matching threshold for bidirectional matching:
Hierarchical Dense Disparity Estimation
In windows-based algorithms, the reliability and efficiency depend on the size of a matching window. Large window sizes provide reliable but not detailed results. Moreover, employing a large window for each pixel in dense disparity estimation increases the computational load. We propose a two-step hierarchical approach to overcome these problems. The first step is a block-based initial disparity estimation in low-resolution images. The input stereo images are subsampled by a factor of 2 and split into rectangular blocks of size NϫN. The disparity vectors of each block are then estimated from the images, using region-dividing block matching. The maximum value of edge intensities in each partitioned block is used to establish the matching order. At the end of the first step, simple block matching without bidirectional check is performed for unmatched blocks in each subregion in order to make a full initial block disparity map. Figure 5 shows the estimated initial disparity vectors for the ''Head and Lamp'' and ''Man'' stereo image pairs used in the simulation. The original images are shown in Section 4.
In the second step, dense disparity vectors are estimated based on the initial vectors using the region-dividing technique in full-resolution images. In order to cover all the probable disparity candidates, nine initial vectors ͑one from the current block and eight from neighboring blocks͒ are tested within a small search range ␣ from the vector. Therefore, search ranges of pixels are restricted by two factors: initial vectors and the region-dividing technique. When applying the region-dividing technique, unmatched points are considered to belong to the occluded region. Figure 6 shows the dense disparity map, where the white regions represent occlusion. In Fig. 6͑b͒ , we can see that the algorithm fails to find disparity in a textureless background region.
Disparity Regularization
The disparity vectors estimated by the method described in Sec. 2.2 provide reliable disparity information for the most part. However, spatial correlation of the estimated vector fields is not considered, so that false vectors can be obtained by a wrong estimation or error propagation. The second problem is disparity assignment in occlusion for a full disparity map. Usually, occlusion labels on each scanline are replaced by the nearest neighboring background disparity. 3 We also followed that method, but it causes unnaturalness around the occlusion region. The resultant disparity vector map should be sufficiently smooth on continuous surfaces and preserve its discontinuities at the object boundaries well. Therefore, we propose to regularize the vector fields by minimizing the energy functional involving a fidelity term and a smoothing term as follows: where ⍀ is an image plane, a weighting factor of the smoothing term, and (ٌd,ٌI l ) a potential function whose gradient is given by
We have assumed parallel camera geometry so that the minimization problem can be solved by the following associated Euler-Lagrange equation:
with Neumann boundary conditions. We obtain the solution of Eq. ͑6͒ by calculating the asymptotic state (t→ϱ) of the parabolic system
This PDE corresponds to the nonlinear diffusion equation with an additional reaction term, 30 and g(ٌ͉I l ͉ 2 ) is a diffusivity function which plays the role of discontinuity marker.
We are interested in a smoothing process that reduces smoothing on object boundaries to preserve their discontinuities. Many edge-preserving diffusivity functions have been proposed. 26 We use the diffusivity function
proposed by Geman and McClure. 31 Figure 7 shows the graph of the diffusivity function.
In order to solve Eq. ͑7͒, we discretize the parabolic system by finite differences. All spatial derivatives are approximated by forward differences as
and the computationally expensive solution of the nonlinear system is avoided by using the first-order Taylor expansion in an implicit discretization as
is then discretized and approximated as Search range of dense disparity ␣ϭ2
Disparity regularization
Weighting factor ϭ2000
Gradient step sizes
Time step size ϭ0.0001
Number of iterations Tϭ150
and the regularized disparity field can be found in recursive manner by updating the field with the following equation:
͑12͒
In general, the local minimum problem is one of the most serious problems in energy-based methods because the energy functional ͑4͒ may be nonconvex due to its fidelity term. Alvarez et al. used a time-consuming scalespace approach in order to avoid the local-minimum problem for large displacements. 32 However, in the proposed algorithm, the preceding estimation steps in Sec. 2 provide sufficiently reliable initial data so that the local-minimum problem can be minimized.
Experimental Results
Experimental Setup
Three stereo image pairs with different contents and photographing environments are used to evaluate the performance of the proposed algorithm. The ''Head and Lamp'' image pair from the University of Tsukuba and a ''Sawtooth'' stereo image pair in Fig. 8 are provided on Scharstein's home page with ground truth disparity maps. The ''Head and Lamp'' image pair has a maximum disparity of 16 pixels in a size of 384ϫ288, and the ground truth disparity map is scaled by a factor of 16. The ''Sawtooth'' image pair includes planar objects with considerable texture information. Their maximum disparity is 20 pixels in a size of 434ϫ380, and the ground truth disparity map is scaled by 8. ''Man,'' the third image pair shown in Fig. 9 , is a video conferencing scene with low-textured content and captured with an extremely large baseline distance of 80 cm. The maximum disparity of the image pair is 65 pixels in a size of 256ϫ256. However, only a subjective evaluation is performed for the ''Man'' image pair, because the ground truth disparity map is not provided. Actually, the ''Man'' images were captured by a toed-in camera system, so that their epipolar lines are not exactly parallel, but we applied the same horizontal scanline search for simplicity, because the images are small and the main object is placed at the center of the image where epipolar line distortion is not serious.
There are seven parameters in the proposed algorithm: three for the disparity estimation stage and four for the regularization stage. The parameters used in the simulation are listed in Table 1 . Most parameters are selected empirically and intuitively, but the same set of parameters is used for all the experiments conducted in this section. In the case of the gradient step size, we applied different step sizes for the gradient of an image and that of disparity fields, because the values of the disparity fields are more sensitive to results than those of images.
We compared the proposed algorithm with the following five algorithms under the same conditions used in Scharstein's paper 2 
Subjective Evaluation
Figures 10 and 11, respectively, show estimated disparity maps and differences from the ground truth disparity of the ''Head and Lamp'' image. In the difference images, correct matches appear in medium gray ͑128͒, and brighter and darker pixels show the extent of deviation from the ground truth. In viewing the results, the graph cut and the cooperative algorithm show a very clean map with sharp object boundaries. However, serious errors appear around the object boundary region, such as on the left side of the plaster figure and the lamp in the image. The pixel-to-pixel stereo algorithm and the dynamic programming algorithm are better at finding the discontinuity, but they have the problem of error propagation in the horizontal direction. The proposed algorithm results in a clean map with good discontinuity localization. However, the algorithm fails to find disparity in narrow background areas such as the area between the arms of the lamp, and errors occur around object boundaries because of the leakage of diffusion. Figures 12 and 13 show the same types of results for the ''Sawtooth'' image pair. The same problems occur in the results of comparative algorithms, but the proposed algorithm generates a clean and sharp map while minimizing errors in the boundaries. Figure 14 is a disparity map and a reconstructed 3-D model of the ''Man'' image pair estimated by the proposed algorithm. The 3-D model is reconstructed using the estimated disparity map as a displacement map and original images as diffuse maps in 3-D Studio MAX. In the process, we extracted a textureless background region from the image and flattened it manually. We can see that the dense disparity vectors are estimated with high reliability and the 3-D scene is naturally generated in spite of the large displacements. This is one of the merits of a hierarchical estimation. Although epipolar lines are not horizontally parallel in the ''Man'' images, a horizontal scan provides satisfactory results.
Objective Evaluation
An objective evaluation of the proposed algorithm is performed in two categories. The first is a bad-matching percentage ͑BMP͒ of the estimated disparity map employed by Zitnick and Kanade. 34 Disparities that differ by only 1 from the ground truth are considered to be correct, and the BMP indicates the rate of false disparities in the map. The second is the root-mean-square error ͑RMSE͒ of the estimated map. The RMSE between the estimated map d e (x,y) and the ground truth map d T (x,y) is calculated by
͑13͒ Kim, Choe, and Sohn: Disparity estimation using a region-dividing technique . . .
The proposed algorithm does not deal with a boundary problem; thus the border of 20 pixels of the images is excluded from the evaluation. Table 2 and Fig. 15 show the comparative performances of the algorithms. ''Region-dividing'' means the results before regularization, and ''Final disparity'' the final disparity fields after regularization. The dynamic programming algorithm shows good results for the ''Head and Lamp'' image, which includes numerous bumpy objects, but the performance deteriorates in the ''Sawtooth'' image, which includes partially planar planes because of error propagation. On the contrary, the MMHM algorithm functions well with ''Sawtooth,'' but not with ''Head and Lamp.'' The performance of the pixel-to-pixel stereo algorithm and the cooperative algorithm belongs to the intermediate class in all categories. The graph cut algorithm is the best among the comparative algorithms. It shows excellent performance in the BMP evaluation, and good in the RMSE evaluation. In the BMP evaluation, the results of applying the proposed algorithm are somewhat inferior to several algorithms in the ''Head and Lamp'' images, and it is a good second to the graph cut algorithm in the ''Sawtooth'' ones. However, the proposed algorithm gives the best results in the RMSE category. The reason for this is that the regularization algorithm suppresses salient errors in occlusion, but that also causes the high BMP, because the regularization spreads errors to neighbor pixels.
Finally, we check the computational efficiency of the algorithm by measuring the operation time. The computation time of the proposed method on a Pentium IV PC running the Windows XP operating system is listed in Table  3 .
We cannot compare the computational efficiency with other methods, because they are executed under different conditions. According to referenced papers, the MMHM algorithm is the fastest, near to real-time processing, and the processing times of scanline methods are less than 10 s. In the case of the graph cut algorithm, the processing time varies from 20 to 700 s according to the parameters and options. The running time of the proposed algorithm is acceptable, but depends on the step size and iteration time. Optimal parameter decision methods and an efficient method to solve the PDE equation are desirable.
Conclusion
We have proposed a two-stage algorithm to find smooth and precise disparity vector fields in a stereo image pair. The algorithm consists of a dense disparity estimation and edge-preserving regularization. The first contribution of the paper involves hierarchical disparity estimation using the region-dividing technique, which provides remarkably reliable disparity vectors by considering ordering constraints. Secondly, the vector fields are regularized using the minimization of the energy function, which considers both the fidelity and the smoothness of the fields. We solve the minimization problem by solving the corresponding PDE with the finite-difference method. As shown in the simulation results, the proposed algorithm results in a clean map with good discontinuity localization. An objective evaluation using ground truth data demonstrates that the proposed algorithm is highly competitive with the other state-of-the-art algorithms. In particular, our algorithm shows the best results in an RMSE evaluation, and functions robustly on stereo images with large displacements. In conclusion, the proposed algorithm provides accurate and spatially correlated disparity vector fields for a variety of image types.
Our future work on this subject will follow three main directions. First, most parameters are determined experimentally. Parameter-optimizing techniques are needed in order to render the system stable and efficient. In particular, the time step size ͑͒ and the number of iterations (T) must be carefully decided. A large value of can speed up the algorithm, but may lead to a divergence in the PDE solution. On the other hand, a small and a large T will slow the computational time for the algorithm without improving the quality of the disparity fields. A statistical analysis of input images as a preprocessing may help in finding the optimal parameters.
The second goal of the work will be to improve the computational efficiency. In the proposed algorithm, a large part of the operation is used for solving the PDE. We are currently investigating methods to solve the PDE using a finite-element method ͑FEM͒ that can handle complicated geometry, general boundary conditions and nonlinear properties more easily and efficiently. Moreover, the FEMbased technique may be coupled to the 3-D model reconstruction technique. Finally, we plan to reinforce the algorithm for special regions such as repetitive textured region or textureless region. Most area-based matching algorithms as well as ours fail to find correspondence in such regions. We are now developing a robust disparity estimation algorithm including a special-region detection techniques. 
