Design and control of a multi-axis micro-electro-mechanical system array for coordinated micro-manipulation by White, Patrick Jesse
Scholars' Mine 
Masters Theses Student Theses and Dissertations 
2011 
Design and control of a multi-axis micro-electro-mechanical 
system array for coordinated micro-manipulation 
Patrick Jesse White 
Follow this and additional works at: https://scholarsmine.mst.edu/masters_theses 
 Part of the Mechanical Engineering Commons 
Department: 
Recommended Citation 
White, Patrick Jesse, "Design and control of a multi-axis micro-electro-mechanical system array for 
coordinated micro-manipulation" (2011). Masters Theses. 7748. 
https://scholarsmine.mst.edu/masters_theses/7748 
This thesis is brought to you by Scholars' Mine, a service of the Missouri S&T Library and Learning Resources. This 
work is protected by U. S. Copyright Law. Unauthorized use including reproduction for redistribution requires the 
permission of the copyright holder. For more information, please contact scholarsmine@mst.edu. 
DESIGN AND CONTROL OF A MULTI-AXIS MICRO-ELECTRO-MECHANICAL
SYSTEM ARRAY FOR COORDINATED MICRO-MANIPULATION
by
PATRICK JESSE WHITE 
A THESIS
Presented to the Faculty of the Graduate School of the 
MISSOURI UNIVERSITY OF SCIENCE AND TECHNOLOGY 
In Partial Fulfillment of the Requirements for the Degree
MASTER OF SCIENCE IN MECHANICAL ENGINEERING
2011
Approved by








Micro-electro-mechanical system design and implementation is a field that has 
received much attention over the past few decades. These robotic systems with features 
on the micro-scale have an unparalleled opportunity to change the way scientists interact 
with and understand micro and nano-scale phenomenon. Their capabilities allow 
experimentation that cannot be achieved with standard macro-scale equipment. Potential 
applications range from observing biological processes in living cells, to smart materials 
that automatically detect microcracks. So far, however, only a few truly successful 
applications have been realized. One of the most elusive goals in MEMS design is 
creating a system capable of coordinated motion tasks. This task requires an innovative 
approach to mechanism design and control.
In this work a novel micro-positioning stage is presented that is intended to be 
implemented in a very large scale array. The stages are actuated by custom optimized 
electro-thermal-compliant micro-actuators intended for high force applications. These 
actuators, in combination with mechanical amplification, enable a high degree of 
mobility which allows a large work area. Furthermore the stage itself has a small foot 
print to allow a high density of actuators to interact in the common workspace. Control 
of the stages is realized using vision feedback with Kalman Filtering for high-speed 
intersample estimation. An iterative learning controller is then used for high precision 
tracking. This approach gives a high degree of accuracy that is nearly as good as the 
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1. INTRODUCTION TO MEMS MANIPULATORS
1.1. MEMS FABRICATION
Micro-electro-mechanical systems (MEMS) are miniature devices that have 
features in the micrometer scale that are intended for study of micro and nano­
phenomenon. The technology represents a merging of micro-structures, micro­
electronics, micro-sensors, and micro-actuators. They range in complexity from simple 
passive micro-cantilevers [1], to very complex and interconnected systems. They are 
typically micro-machined in processes similar to that used by the semi-conductor 
fabrication industry. For this reason, silicon is often the material of choice. It is an 
excellent material because it is able to undergo large deflections without fracturing, and 
can be doped for electrical conductivity. These two features combined allow significant 
micro-actuation possibilities.
Creating structures that have micro-scale features requires a completely different 
manufacturing approach than that of macro-scale devices. Though the techniques are 
based on standard semiconductor fabrication techniques, modifications are needed to 
handle the unique requirements of MEMS. It is important to understand the advantages 
and caveats of MEMS production because it is the single most significant factor that 
influences their design.
1.1.1. Fabrication Technologies. A number of key technologies enable 
fabrication of devices on the micro scale. One such technology is photolithography. 
Photolithography is in both bulk and surface micromachining, which are the two primary 
fabrication techniques. In the process a layer of photoresist is patterned that protects the 
silicon underneath. Afterward a wet or dry etch is performed to remove the material not 
protected by the coating. The first step in the process is to clean the wafer chemically. 
Next a protective layer of adhesion promoter is applied in order to minimize lifting in the 
photo resist coating. The layer of photoresist is now applied. The wafer is spun at high 
speeds to insure that the coating is as flat as possible. It is now prebaked to prepare it for 
the next step. A mask is used to create a pattern on the wafer using UV light. Exposure 
causes the resist to degrade allowing it to be removed by a chemical solution. The result 
is a pattern of photo resist that is identical to the shape of the desired device. The wafer
2is now baked to harden the coating. Wet or dry etching is then used to remove the parts 
of the wafer not protected by the resist. The resist is then removed by either liquid resist 
stripper or oxidizing plasma.
Wet etching is a method used in some bulk micromachining processes in order to 
selectively remove silicon material from the wafer substrate. Typically an alkaline 
solution such as KOH is used. The solution is simply applied to the top of the wafer.
Any material not protected by a coating of photo resist is dissolved. The single-crystal 
silicon structure allows for a reasonably anisotropic etch because of differing etch rates in 
different directions. Some undercutting of the silicon device is inevitable, however.
After the material is removed, the wafer is rinsed in order to remove the solution. Wet 
etching is very inexpensive compared to other alternatives. It is not as common in 
MEMS production as dry etching because it leaves a more isotropic etch profile and 
requires more time. Unlike other methods, however, it is able to create diagonal etches in 
silicon wafers that have diagonal crystal planes.
Dry etching refers to a process such as reactive ion etching (RIE) in which 
chemically reactive plasma is used remove material. SF6 gas is often used in a RIE 
process to remove silicon. Much like wet etching, photoresist protects the device 
material from being dissolved. The etch profile is very anisotropic; a desirable 
characteristic. This process is used in both bulk and surface micromachining. Many 
variations exist such as inductively coupled plasma RIE (ICP-DRE) and deep RIE 
(DRIE). DRIE, also called the Bosch process, is a very desirable micromachining 
method because it can produce very high aspect ratio devices. This process involves an 
alternating RIE and application of a passivation layer to stop further etching and protect 
sides of the etched groove. DRIE can be used to produce etches of up to about 0.6 mm in 
silicon, unlike standard RIE processes than can only make cuts of about 10 pm.
1.1.2. SOI MEMS Fabrication. One popular MEMS fabrication technique is 
called Silicon-On-Insulator (SOI) micro-fabrication. Figure 1.1 shows a SOI wafer that 
is used as the raw material for creating a MEMS. The top layer is single crystal silicon.
It is referred to as the device layer because the entire MEMS will be etched from it.
Often it is doped to make it highly conductive so that current can easily pass through it. 
The second layer is a thin film of silicon dioxide referred to as the buried oxide (BOX)
3layer. Lastly is the silicon handle layer. This final layer is used exclusively to support 
the fragile MEMS after manufacturing. It is often about ten times thicker than the device 
layer and is typically nonconductive.
Si Device Layer Si02 Buried Oxide Layer
Si Handle Layer
Figure 1.1. A Standard Silicon-On-Insulator Wafer
Figure 1.2 (a)-(h) shows the steps in a typical SOI fabrication process [2], The 
first step shown in Figure 1.2 (b) is the deposition of the chrome and gold contact pads by 
sputtering. A lift-off process is used to remove the chrome and gold from areas other 
than where they are desired. Figure 1.2 (c) shows the next step which is to sputter 
photoresist, such as AZ1518, followed by a lift-off process required to remove the 
photoresist from areas where it isn’t needed. Essentially the photoresist has the exact 
shape of the eventual device to be manufactured. It protects the silicon underneath 
during the device etch. The next step is to flip over the wafer and apply photoresist to 
regions of the handle layer that should remain after the handle layer etch, as seen in 
Figure 1.2 (d). The portion of the handle layer that is not covered by the photoresist is 
now etched to the buried oxide layer by an Inductively Coupled Plasma Deep Reactive 
Ion Etching (ICP-DRIE) process. Figure 1.2 (e) shows the large hole in the handle layer 
left by this step. It is essential that the handle layer below the MEMS is removed or the 
device may stick to it after the oxide layer is removed; an effect known as stiction. The 
exposed oxide can now be removed by a concentrated Hydrofluoric acid solution as seen
4in Figure 1.2 (f). As shown in Figure 1.2 (g) the next step is to flip the wafer over again 
and etch through the device layer with another ICP-DRIE process to cut away the 
material around the MEMS. It is critical that the device layer is etched after dissolving 
the oxide layer or the residual stresses in the oxide layer may fracture the fragile MEMS 
The final step is to remove the photoresist with aluminum etchant. The MEMS is now 
fully fabricated and ready for testing.
Silicon BOX layer Chrome/Gold |  J  Aluminum
■ i  bbbhwl. msm
(el(a)
1__1 1____________________1....  L_f...
m
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Figure 1.2. The Steps of a Silicon-On-Insulation Fabrication Process
51.1.3. Surface Micro-machining. Surface micromachining is a process in 
which a device is built up from deposited layers, which are then etched [3]. Alternating 
layers of polycrystalline silicon and Si02 are deposited with low-pressure chemical- 
vapor-deposition (LPCVD) and selectively etched. A window etched in the oxide layer 
allows a layer of silicon to be directly applied to the previous layer. This allows three 
dimensional structures to be created without intermediate oxide layers. A representative 
profile demonstrating this concept can be seen in Figure 1.3 [3]. Notice that comb 
mounts directly to the underlying substrate. The SUMMiT V process, created by Sandia 
National Lab is capable of creating very intricate devices including gear systems with 
true pin joint structures. This requires interconnecting layers that could not have been 
produced with standard bulk machining. The method has other significant advantages. 
Cheaper materials such as glass or polymer can be used as a base substrate instead of 
silicon. Modem integrated circuits are fabricated in this manner, which allows a single 
chip to be fabricated with both mechanical and electrical components [3].
Sus&tndod Comb
peats Bbmp in  gar Anchor
Figure 1.3. Surface micro-machined profile
There are a few disadvantages of the process compared to bulk micromachining. 
The applied layers of silicon are not in a single crystalline arrangement. The 
polycrystalline silicon (often referred to as polysilicon) has properties that are more 
difficult to predict. Often phosphosilicate glass (PSG) is used as a sacrificial layer. 
Annealing in nitrogen at high temperatures dopes the polysilicon layer with PSG 
symmetrically in order to improve the grain structure and avoid residual strain [3].
Stiction is a problem in which the device bends and sticks to the substrate or a 
previous device layer after the sacrificial coating is removed [3], This is caused by
6capillary action between promoted by the evaporating solvent. Stiction limits the length 
of cantilever beams that can be produced. The problem can be reduced in a number of 
ways. One such method is applying a hydrophobic coating between the layers of 
polysilicon, thereby reducing capillary action. Two other methods are to soak the wafer 
in an alcohol solution while removing the HF solution [5] or adding dimples into the 
device structure [4],
1.2. MEMS ACTUATION METHODS
Though there are many variations of the fabrication process described above, 
nearly all share one common factor: the end product is a monolithic single-crystal Silicon 
device. Unlike with macro-scale devices, it is very difficult to assemble components 
such as joints. This means that all of the movement in the structure must be facilitated by 
mechanical flexure of the structure. The second factor of significance is that actuation 
for the device cannot be simply attached as with a macro-scale mechanism. The 
actuation for the system must be integrated into the structure of the device. This means a 
clever choice of actuation method is required. Though a large number of such methods 
exist, only the most common will be discussed here.
1.2.1. Electrostatic Comb Drives. Electrostatic comb drives are likely the 
single most prevalent MEMS actuator. One example is shown below in Figure 1.4 [6].
Figure 1.4. Electrostatic Comb Drive Actuator
This actuator works by electrostatic force that is created when a voltage is applied across 
the comb fingers. The fingers themselves do not contact each other. This means that the 
mechanism must be externally supported. The actuators provide fairly good
7displacement, but low force compared to other methods. The force in the comb drive 
follows
F  = n—--
( 1)
Where n is the number of fingers, g is the gap between neighboring fingers, h is the 
height of the fingers, V is the applied voltage, and eq is the permittivity of free space [6]. 
Electrostatic comb drives require very high voltages (up to 200 volts) in order to achieve 
sufficient displacement. This makes them difficult to integrate with standard circuitry. 
Comb drives are widely used because they are simple to design, simple to analyze, and 
have very high bandwidth. The downside of the actuators is that they require very close 
dimensional tolerances in the neighborhood of 3 pm between fingers. Not only does this 
require an extremely precise manufacturing process, but lose particles such as dust can 
either jam or short the combs, rendering them useless. A clean environment is therefore 
absolutely required. Preventing rotation of the combs is also essential so as to not short 
comb fingers by contact between them.
1.2.2. Thermal Actuators. Another popular actuator is the electro-thermal- 
compliant (ETC) actuator. These are popular because of their good force and 
displacement properties. They function on the premise of input current causing 
volumetric heating, which cases thermal expansion and therefore deflection. The two 
most common types are the bent-beam (or chevron) actuator [7] and the Guckel actuator 
[4], The former can be seen in Figure 1.5, while the ladder can be seen in Figure 1.6 [9].
Figure 1.5. A Bent-Beam Actuator
8Bent-beam thermal actuators focus the expansion of the two beams set at an angle 
to force the center point to bulge outward. This actuator is able to deliver extremely high 
force, but limited displacement due to its mechanical constraints.
Cold Arm
Flexure
Figure 1.6. The Guckel Micro-actuator undeflected (on left) and deflected (on right)
The Guckel actuator functions in a slightly different manner than the bent-beam 
ETC actuator. It operates on the premise of unequal thermal expansion of the hot and 
cold arms. The cold arm has a higher cross-sectional area, which means its current 
density, and therefore the volumetric heat generation, is lower. The mechanical 
constraints of the device force the actuator to bend in order to accommodate the 
expansion of the hot arm. The shape of the actuator amplifies this thermal expansion to 
produce a high tip displacement. This Guckel actuator is widely used because it is able to 
produce high force and high displacement simultaneously. They are also fairly robust to 
manufacturing defects and environmental contamination due to the fairly large gaps 
between the structures. There are two significant disadvantages of both types of ETC 
actuators, however. First, they are very difficult to analyze due to their multiple modes of 
heat transfer, nonlinear electro-thermal properties, and intra-device heat transfer. A 
number of models have been proposed, but are complicated, and have limited accuracy.
9The other limitation of ETC actuators is that their actuation speed is limited by their heat­
up and cool-down times. Their bandwidth is roughly 10 to 100 Hz.
1.2.3. Piezoelectric Actuators. The last significant actuation method that 
requires attention is the piezoelectric micro-actuator. These are more difficult to 
fabricate because they require the application of thin film of piezoelectric materials.
They are able to provide very high force output with low operating voltages and have 
extremely fast dynamic responses. The factor that limits their use is their typical strain 
limit of about 0.1-0.2%. This means that actuators must be very large to provide enough 
displacement for a standard MEMS manipulator. An amplification mechanism as seen in 
Figure 1.7 is needed to achieve micrometers of displacement [10].
Figure 1.7. Strain Amplifying Piezoelectric Actuator
1.3. MEMS SENSING METHODS
A variety of methods for sensing the attributes of MEMS have been proposed and 
implemented. Typically methods are divided into two categories: on-sensing, in which 
the actual sensor is integrated into the MEMS, and off-chip sensing methods, in which 
the sensor is external to the device.
1.3.1. On-Chip Sensing. On-chip sensing methods are viewed as the “ideal” 
for many MEMS applications because they can be fabricated with the device at no 
additional charge, and they typically provide an electrical signal as an output, which can 
be used to create a feedback control system. Though the sensor is on-chip, the signal
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processing and control equipment can either be external, or also integrated into the 
system.
1.3.1.1 Electrostatic Capacitive Sensing. Electrostatic comb drives can also be 
used as displacement sensors by detecting the capacitance of the comb. MEMS that are 
driven by electrostatic methods can simply use a redundant comb drive as a sensor [2], 
Simultaneous displacement and actuation of a single comb drive has also been 
demonstrated [11]. The frequency of the motion to be sensed is somewhat limited, 
however.
There are a number of other ways capacitive sensing can be used to detect 
displacement besides in comb drives. Figure 1.8 shows a memory cell that uses 
capacitive sensing [12]. The device detects the difference in capacitance between the 
strip in its two stable positions.
1.3.1.2 Piezoresistive Sensing. Sensing can also be accomplished by detecting 
material properties that change based on mechanical strain that occur during deflection or 
thermoelectric effects that occur during actuation. Piezoresistive sensing allows stress, 
and therefore displacement to be measured directly from the mechanism. These 
techniques techniques can produce a larger range of variation than capacitance 
techniques, which makes measurement easier [13]. One such system is shown in Figure
Figure 1.8. Memory cell with capacitance sensing
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1.9. A set of sensing beams separate from the actuator is monitored. Simultaneous 
sensing and actuating of a single thermal actuator is also possible [14]. One limitation 
with piezoresistive methods is that the effect of tension and compression on a single 
beam may cancel out corresponding changes in piezoresistivity and yield indeterminate 
results [14]. Also, very accurate material properties are needed over the whole range of 
motion in order to achieve accurate sensing.
Figure 1.9. Piezoresistive sensing mechanism
1.3.2. Off-Chip Sensing with Computer Microvision. Off-chip sensing 
is popular for MEMS sensing because standard measurement equipment can be used that 
is fairly straightforward to set up and calibration. Optical video imaging is likely the 
simplest sensing method available. Off-the-shelf vision processing software can 
automatically generate displacement measurements. Some microvision systems are also 
capable of six axis measurement by combining light microscopy for in plane 
measurement, and Brightfield imaging for out of plane measurement [15]. 
Interferography can be used to supplement the Brightfield imaging and increase the 
accuracy of out of plane displacement [16]. Measurement rates are somewhat limited, 
however, because both Brightfield imaging and interferography require stroboscopic 
illumination which is limited by the cycle time of the light source. The system is still 
capable of capturing frequencies in the tens of MHz, however. Machine vision based 
blur-imaging can also be used to determine the amplitude and frequency of vibration
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[17]. Such a system can be used under constant lighting, which makes it simpler to 
implement.
1.4. EXISTING MEMS MICRO-POSITIONING SYSTEMS
The focus of this research study is on developing an array of multi-degree-of- 
ffeedom MEMS micro-positioners. It is therefore pertinent to review previously 
designed MEMS systems. Since very few multi-DOF MEMS arrays have been realized, 
these two concepts will be reviewed separately.
1.4.1. Multi-DOF MEMS Micro-positioning Stages. A vast number of MEMS 
micro-positioning stages exist which are capable of precise positioning tasks in multiple 
axes. These stages tend to be designed in parallel kinematic arrangements. Parallel 
kinematic mechanisms (PKM) are closed-loop mechanisms in which the output table is 
connected to the base by at least two independent kinematic chains. One of the primary 
reasons for the use of parallel kinematics is that it eliminates the need for flexible 
electrical connections that move with the mechanism in order to reach the next actuator, 
as with serial kinematic mechanisms. PKM’s have a number of other traits that make 
them desirable for MEMS applications. First their interconnected structure gives them 
high stiffness, which tends to increase the bandwidth of the system. Higher bandwidth 
leads to faster positioning. Second, it is common that the multiple independent kinematic 
chains are designed such that the device is symmetric about one or more axes. Besides 
simplifying the analysis, it also serves to balance the device and prevent unwanted 
parasitic motion.
Figure 1.10 shows a 3 degree of freedom parallel kinematic MEMS positioning 
stage [2]. The stage has three electrostatic comb drives which collectively provide a 
horizontal, vertical, and angular position. Horizontal beams in parallel were employed to 
anchor the device to the substrate and prevent lateral or angular deflection from shorting 
out the comb drive fingers. The properties of the array are highly influenced by the 
choice of electrostatic actuators. Its workspace is a somewhat limited 18 pm and 1.72° at 
85 volts. However, its displacement is very accurately proportional to the square of input 
voltage, which makes open-loop control fairly simple to implement. One last note of 
interest is that the stage has a fairly high 465 Hz resonant mode.
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Figure 1.10. 3-DOF Electrostatic Positioning Stage
Another excellent example of a PKM MEMS positioning stage is the pHexFlex 
seen in Figure 1.11 [19]. It uses modified Guckel ETC actuators that are doubled layered 
which allow out of plane deflection. Each of the actuators is coupled to the output table 
with a thin bow. This not only supports the table, but allows deflection in all axes. The 
stage’s six actuators are therefore able to position the center table in all three dimensions 
and all three angles around those axes. The stage achieves a range of 8.4 pm x 12.8 pm x
8.8 pm x 1.10 x 1.0° x 1.9°. The bandwidth of thermal actuators tends to increase with 
decreasing size. The ones used in this design have a bandwidth of about 100 Hz. This 
means the dynamics of the mechanism structure, which is estimated to have a resonant 
frequency of 4 KHz, has little effect on the overall dynamics of the system.
1.4.2. MEMS Manipulator Arrays. As with many MEMS micro-positioners, 
the stages from Section 1.3.1 are radially oriented, meaning actuation is located around 
the perimeter of the positioner table. This orientation is inconvenient for coordinated 
motion because neighboring stages are separated from each other by a considerable 
distance. MEMS positioners have been arranged into arrays for coordinated tasks, but 
generally have a different approach. One such array, the Millipede, is seen in Figure 
1.12. This array is constructed by placing numerous single DOF cantilevers in a 
rectangular grid, which allows a massive number of measurements to be taken 
simultaneously [20]. The cantilevers are arranged in individual “cells” and are isolated 
from each other. This means the cantilevers can perform the same task in a coordinated 











Figure 1.11. 6-DOF MEMS Stage (A), Exploded View (B), and Packaged Device (C)
Figure 1.12. IBM’s Millipede Array
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Another very interesting array of MEMS manipulators can be seen in Figure 1.13 
[21] . This manipulator consists of four different probes that are arranged around a 
common workspace and is intended for manipulating small micro-particles. Each probe 
has one direction of movement. The inner probes move laterally toward the center while 
the outside probes move backwards to the center. The manipulator array is capable of 
coordinated motion tasks, but is quite limited in application. The size of the object that 
can be picked up must be smaller than the distance between the manipulators. 
Furthermore it is not suited to high-speed sorting since the entire array must be positioned 
near the object to be picked up by external means.
Figure 1.13. Multi-Probe Manipulator
1.5. MEMS APPLICATIONS
There are an immense number of applications for MEMS. Essentially they can be 
split up into two categories: micro manipulation tasks, and micro sensing tasks. Though 
some applications will involve both activities, nearly all will fit into at least one.
1.5.1. Micro-Sensing. Micro-sensing can be defined as using mechanical or 
electrical devices to observe the properties of phenomenon at the micro-scale. A 
distinction should be made between sensing micro-scale phenomenon with macro-scale 
equipment and sensing with micro-scale devices. The latter is still a developing field, 
and is most pertinent to this research work.
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One of the most famous applications of micro-sensing is the atomic force 
microscope (AFM). An AFM is a device in which a micro-cantilever equipped with a 
very fine tip is used to scan the surface of an object either by contacting (tapping or 
dragging) or by detecting minute forces between the sample and the cantilever [1], This 
technology is able to achieve resolution down to fractions of a nanometer. Some AFM’s 
are also capable of nano-lithography which is a nano-scale fabrication technique.
Another micro-sensing application of particular interest to this research project is sensing 
mechanical properties of living cells. Research has shown that there may be a link 
between cell elasticity and disease [22], Abnormal cells can be identified based on their 
stiffness properties. A handful of devices have been developed for cellular testing which 
are capable of force feedback on the micro-scale. One such device is shown in Figure
1.14. It was created in a multi-layer fabrication process in which layers of silicon are 
grown, and etched though. This allows simple pin joints to be created. The system uses 
optical traps fabricated into the gripper structure that are driven by external lasers. The 
gripper is both a manipulator and a sensor because it is able to compress a cell while real­
time elasticity measurements are acquired using vision feedback with video analysis.
Figure 1.14. Optical Controlled System for Force Sensing
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1.5.2. Micro-Manipulation. Similar to micro-sensing, micro-manipulation can 
be defined in terms of the object moved, or in terms of the size of the manipulator. Since 
manipulation of objects with micro-scale resolution is possible with commercially 
available equipment, it is most pertinent to discuss micro-scale manipulators that position 
micro or nano-scale objects. Micro-assembly of products promises an entirely new 
regime of miniaturization unparalleled by other technologies. Products with millimeter 
sized components can be replaced with ones that have micrometer, or nanometer 
components. Figure 1.15 shows manipulation of a carbon-nanotube (CNT). CNT are 
threadlike structures that have incredible strength considering their single nanometer 
diameter. Clearly manipulating such components is an essential part micro and nano­
assembly
Figure 1.15. Carbon-Nanotube Manipulation
Another very promising application for micro-manipulation is biological research. The 
previous section discussed sensing of properties of living cells. The fundamental 
problem with many of the sensors is that they must either be brought to the cell, or the 
cell must be brought to the sensor. This requires the merging of micro-sensing and 
micro-manipulation. The system in Figure 1.14 is capable of grasping a cell for testing, 
but the device itself is fixed to the substrate. Cells must be brought to it for testing. One 
way to accomplish this is with a separate gripper mechanism attached to a macro-scale 
positioning system. One such gripper is shown in Figure 1.15 [23]. This system uses 
opposing thermal actuators which each serve as a single side of the gripper mechanism. 
Long bows are used to separate the cells from the heat of the thermal actuators. This
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system is able to grip cells while the external positioning system moves the entire gripper 
with a captured cell to the desired drop-off location. The system has some significant 
capabilities, however it is fundamentally limited because of the need for an external 
positioning system and the lack of sensing. Furthermore, since the thermal actuators can 
only close the gripper, a cell that is larger than the undeflected gripper clearance cannot 
be grasped. A new gripper is therefore needed for each size of cell.
Flexure Hot arm Cold arm Gripper Arms
b. SU-8 layer (structural element) c. Cell holder
Figure 1.16. A Cellular Gripper Mechanism
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2. MODELING METHODOLOGY FOR ETC MICROACTUATORS
2.1. INTRODUCTION
Electro-thermal-compliant (ETC) microactuators have shown promise in MEMS 
mechanism design. They offer advantages over the more common electrostatic 
microactuator [6] in that they produce higher force, do not require close dimensional 
tolerances, and can operate in the electrical range of standard integrated circuit 
technology. ETC actuators have been widely used in a number of applications such as 
microgrippers [23]-[24], optical switches [25]-[26], and micropositioning stages [19].
One particular topology, the Guckel microactuator [8] has shown particular promise, and 
has been widely used. Figure 2.1 shows a drawing of a Guckel actuator with a 
modification proposed by the authors in which Ls ± £ / , .As per a standard ETC actuator 
[8], it operates on the premise that a current flow through the actuator will cause unequal 
thermal expansion of the hot and cold arms. The hot arm has a lower cross-sectional area 
than the cold arm, which means its current density, and therefore the volumetric heat 
generation, is higher. The mechanical constraints of the device force the actuator to bend 
in order to accommodate the expansion of the hot arm. The actuator amplifies the 
thermal expansion to produce a much higher tip displacement.
In many MEMS applications, higher actuator forces allow larger displacements, 
which in turn improves the workspace of an attached mechanism. One way to achieve 
higher force is to use larger actuators. This may not be possible in cases in which 
actuator length is limited in order to avoid stiction during manufacturing [3]. One 
common solution is to use ETC actuators connected in an array [24], however this is not 
practical when actuator footprint is limited. Another approach that does not increase 
footprint is through parameter optimization. Ratios such as Wc/Wh and Lk/L„ have been 
previously explored [19]. One parameter pair that has not been explored is the arm 
length ratio, defined here as Lh/Ls. Adjusting this ratio creates a new class of ETC 
actuators with new force to displacement properties. In effect, the actuator can be 
thought of as rotating around a point in the center of the flexure (marked “Flexure” in 
Figure 2.1). Changing the location of the flexure by decreasing Ls while leaving Lf and Lk
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constant changes the point of rotation, increasing the mechanical advantage of the 
actuator.
Figure 2.1. Modified ETC Actuator. As compared to standard ETC actuators [8], the 
cold and hot arm lengths are assumed to be unequal ( ± L/,). The vector u points in the
direction of primary displacement.
Related to the above discussion, one of the primary limitations of ETC actuators 
is the modeling complexity of their electro-thermal-mechanical interactions. Finite 
Element Analysis (FEA) is often employed because it is able to handle all modes of heat 
transfer, temperature dependent properties, and the statically indeterminate nature of the 
mechanical device constraints [9],[27]. While FEA is an excellent analysis tool, it is 
cumbersome for design, and ineffective for control systems design, which requires low 
order models.
Analytical methods have been developed that can accurately predict deflection of 
some ETC actuators [4] but do not predict actuator force. Force prediction is necessary 
for analysis of a complete device, such as a gripper or positioner, in which the ETC 
actuator is part of a larger mechanism. Thus, a new method is needed that is capable of 
solving the loading problem. In this chapter one such method is presented that uses a 
new lumped-parameter methodology to transform the structural and thermal models into 
a classical rigid-body mechanism composed of pure rotational and linear elements. The 
approach is based on the compliant mechanism design methodology. The proposed 
methodology is versatile enough to handle a variety of ETC topologies, and simple 
enough for dynamic and controls analysis of a complete MEMS stage.
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2.2. BACKGROUND: THERMAL AND STRUCTURAL MODELING
2.2.1. Coupled Electro-Thermal Analysis. ETC actuators have a variety of 
analytical complexities such as multiple modes of heat transfer, intra-device heat transfer, 
and temperature depended thermo-physical properties, [9] some of which are negligible. 
A reduced-order thermal analysis is typically employed that incorporates the primary 
effects [4], In the reduced order model conduction is simplified to one dimension since 
the beams in an ETC actuator are generally about two orders of magnitude longer than 
thick. The single-dimensional coordinate system is shown in Figure 2.2.
--------------- 1 /  L_
\ ---------------/  ----------- 7 *
Hot Arm Cold Arm Flexure
Figure 2.2. One-dimensional coordinate system for thermal analysis of an ETC actuator
In previous studies of polysilicon actuators, conduction through the beams and 
conduction from the beams to the substrate through air were considered [4]. The thermal 
analysis presented here follows similarly, but with convection included, and is derived 
without assuming any geometric similarities between the different actuator beams. The 
actuators described in Section 2.5 were created in a Silicon-On-Insulator (SOI) 
fabrication process, which leaves them suspended over the substrate by 0.5 mm. In this 
case natural convection from the exposed actuator surfaces and conduction through air to 
the substrate are significant. The expression




C p 2 Cp
H ( T ( x ) - T s),
C pwh





gives a second-order partial differential equation that describes the temperature within a 
single segment of the actuator. Each segment will be analyzed with a separate equation 
with the form of (2). Here ks is the thermal conductivity of silicon, ka is the thermal 
conductivity of a ir, C is the specific heat of the beam, is the beam density, is the 
width of the beam, h is the thickness of the actuator, J  is the current density, p, is the 
resistivity, T(x) is the temperature distribution, Ts is the temperature of the surrounding 
air and substrate, hr, /?«, and hs represent convection coefficients of the top, bottom, and 
side of the beam respectively, Az is the separation of the actuator from the substrate, and 
S is a conduction shape factor [4] given by
S h f 2Az 
w v h + 1. (4)
At steady-state, dr(x)/tan(j through a change of variables, (2) gives the standard 
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It should be noted that dimensions, and thus m, H, and /  vary with each link. Solving (5), 
yields the temperature distribution of the hot arm, cold arm, and flexure
Th{x) = Th+C[e ^  +c2e-'-* 
Tc (x) = Tc + c3e'“‘x + c^ e~m‘x 




respectively, where the subscripts denote the appropriate m2 and Tq parameters. 
Continuity of the temperature and rate of heat conduction across the beam interfaces 
gives 6 equations that can be simultaneously expressed as (9) where Xhc=wcmc/\Vhmh and 
kcf=wfn/wcmc, from which c\,.. .,c6 can be obtained as
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The average temperature for each segment is then calculated as,
T = j- \T(x)dx(IQ)
The transient thermal response can be approximated [31] by returning to (2) and
assuming a uniform temperature distribution in each beam, = 0. The temporal
response is then given by the first order differential equation,
j - t  + T . ( T - T , y  (11)
2.2.2. Structural Modeling. One well known analytical model for ETC 
microactuators [4] compares the actuator to a plane rigid frame from structural 
engineering. The thermal expansion load causes the actuator to be statically 
indeterminate with degree of indeterminacy of three. The three redundants are a 
horizontal load, Xj,a vertical force, X2, and a couple force, X3 at the base of the hot arm. 
The three redundants can be solved for using the force method by solving the 
simultaneous equations
f n f n 0
f n f 22 f n X 2 =
<10
<1<
f n f n f n . _X2 _ 0
( 12)
where f j  represent flexibility coefficients and the thermal expansions are given by,
AL = o l ( f - r , )  (13)
where a is the coefficient of thermal expansion.. In the standard case that Ls =Lh, 
and wc=wg the flexibility coefficients are [4],
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With the flexibility coefficients known, the redundants can be calculated using (20). The 
final step in the method is to use virtual work to calculate the deflection at the actuator 
tip as
« = ^ - f e - 3 X 3) (20)
2.3. COMPLIANT MECHANISM BASED LUMPED-PARAMETER MODEL
2.3.1. Lumped Parameter Compliant Modeling. Here, an alternative model for 
the ETC actuator is presented that uses compliant mechanism design methodologies.
One of the most popular compliant mechanism tools is the pseudo-rigid-body model 
(PRBM) [29]. The goal of the PRBM is to approximate the beam flexure by strategically 
placing pseudo pivots such that the resultant rigid-body mechanism closely approximates 
the behavior of the compliant mechanism.
One of the simplest compliant structures to model with the PRBM is a short 
compliant segment attached to a stiff segment. This compliant segment is referred to as a 
small-length-flexural pivot (SLFP). Since the compliant segment is much less stiff than 
the rigid segment, all of the deflection is considered to be focused in the SLFP when the 
beam is loaded. This means the kinematics of deformation of the complete system is 
emulated by rigid links with a rotational joint and torsional spring located at the center of 
the undeflected SLFP [29], The compliant beam and its matching PRBM are shown in 
Figure 2.3. The stiffness of the torsional spring is given by
(21)
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where If is the moment of inertia of the flexure. Since the flexure in the ETC actuator is 
much shorter and thinner than the cold arm, it is modeled as a SLFP
Load Load
Figure 2.3. A deflected small-length-flexural-pivot and its equivalent PRBM in which 
the compliant segment has been replaced with rigid links with torsional spring in the
center.
Another commonly encountered compliant mechanism is a fully compliant beam 
in which the end is loaded perpendicular to the beam, but a moment is applied in a such a 
way that the end of the beam remains parallel with the fixed end. This is referred to as a 
fixed-guided flexible segment (FGFS). The compliant segment deforms in such a way as 
to have an inflection point. The PRBM for the beam is three rigid segments with two 
torsional pivots [29], The undeflected segment and its equivalent PRBM is shown in 
Figure 2.4. The length of the center rigid link is determined with the characteristic radius 
factor, y, which is y =0.8517 for a FGFS. If L is the original undeflected length of the 
segment, the center rigid link in the PRBM will have length yL while the remaining 





where K g  is stiffness coefficient that varies with input angle. =2.67617 for a FGFS 
since the force is applied perpendicular to the segment end.
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In order to model the hot arm in the ETC actuator as a fixed-guided compliant 
segment, the following assumption is made:
Assumption: Rotation at the loaded end of the ETC actuator is small.
For large displacements, this assumption will be inaccurate. Furthermore, high 
axial loading of the beam, which occurs under high loading of the ETC actuator, 
amplifies the modeling error when the assumption fails. This situation is addressed in 
Section 2.4.
Figure 2.4. A deflected fixed-guided compliant segment and its PRBM in which the 
segment has been replaced with two rigid links and two torsional springs.
When a link is constrained axially, and expands due to a thermal load, the 
resultant external reaction force causes a mechanical stress on the link, which results in a 
mechanical strain. The total link deformation is given by,
S = L - L 0 = aATL +% % ,  (23)
s— v— ' A n




where Lo is the unloaded link length, L is the loaded length, a is the coefficient of
A T = T -Tthermal expansion, ' is the average temperature change, and Faxiai is the axial
force through the link. Rearranging (23), yields,
L = Ln+ aLnAT + ——F . ,u (j AE axia (24)
Therefore, the axially deformed beam segment can be treated as a single rigid link, a 
linear translation, and a linear spring. This is shown schematically in Figure 2.5.
Figure 2.5. Diagram showing the equivalent rigid body model for a thermally and
mechanically deformed beam.
Recall that the temperature changes are approximately first-order, (11). Solving 
for the A Tdynamics and taking the Laplace transform, the linear displacement is given
by,
(25]
/H  + l
2.3.2. Lumped Parameter ETC Model. Combining the PRBM in (21) and 
(22) and the rigid-body thermal model in (24), the ETC actuator can be modeled using 
standard mechanisms components as shown in Figure 2.6. Modeling the system in this 
manner, it becomes apparent that the ETC actuator is a 9 jointed mechanism (6 prismatic 
and 3 revolute) with 9 links yielding a mobility of 6 DOF [34]. However, at steady-state, 
the displacement of the 6 linear actuators are dependent on the single solution to the
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thermodynamic problem (5). Therefore, transiently the actuator has 6 DOF, but under 
steady-state thermodynamic conditions, the common dependency reduces the DOF to 
one. Note also that for some geometries or ranges of operation, one or more of the linear 
actuators may have negligible displacement, and thus can be removed.
2.3.3. Newtonian Solution Method. Now that the ETC actuator has been 
replaced with regular mechanism components, standard rigid body analysis techniques 
are valid. Here, a Newtonian solution is presented as follows. Figure 2.7 gives a free 
body diagram of the links. For this analysis, the output force is selected at point 4; 
however it can be placed at any point on the mechanism. The following equations
4
Figure 2.6. Actuator and its equivalent PRBM
(26)
(27)
c o s + F2xL2-isin K 2{dt i^o)
- K 3(0l - e l o - ( 0 3 - 0 3O)) = o (28)
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give the sum of horizontal forces, vertical forces, and moment about point 2 for link 23. 
The notation dio represents the initial angle of Qt corresponding to the undeflected position 
of the actuator. Similarly, the forces and moments of link 34567 follow
(29)
(30)
Fix Flx + FOM — 0
F  -  F = 01 37  1 1Y W
Fix((-^ 67 + -^ 56 A4) sin L45 
+ F^ y ((A>? 5^6 ~ T34) cos -A5 sin )
-  ^ 3  ~ 030 ) -  ^ 3 (^ -  03O -  -  £10 ))
-  A m r  ( ( A >7 +  L 56 )  S i n  A  -  4 , 5  C 0 S  A s  )  =  0
(31)
Aut 4
Figure 2.7. Free-body diagrams showing the force balance of the links
Final link lengths are given by,
A 2 — A, ( i - r ) i + « ( A - A ) - 2y (32)
Li 3 = A r + T \ A r S i n A + A x C0SA ^
V y (33)
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Finally, a vector loop calculation gives the horizontal and vertical loop closure equations,
AsX (A? As ) 3^ As A
= L23 cos + L34 cos 03
AsF As ( A7 As ) A “ A5 C0S A
= Ln  + L23 sin 6> + L34 sin #3.
(38)
(39)
Simultaneous solution of (26)-(39) yields the deflected position of the loaded actuator. 
This can be accomplished with any number of numerical software packages. Then, the 
output deflection, measured by the horizontal deflection of point 4, can be calculated as
7*23 cos <9, + T34 cos
2.3.4. Model Validation. In this section the rigid-body actuator model is 
compared against the structural model analysis presented in Section 2.2 and FEA. For 
uniform analysis, the average beam temperatures calculated analytically with the thermal 
analysis method in Section 2.2 are used in all three models. That is, the FEA does not 
include the electrothermal calculations so that any errors arising in the thermal analysis 
do not mask errors in the rigid-body analysis. Table 2.1 gives a list of the material 
properties for the SOI wafer used in this study. The dimensions of an actuator of interest 
are given in Table 2.2.
Table 2.3 gives the convection coefficients used in this study from [30], Note that 
the range of validity does not cover the entire Rayleigh number range of interest. Further 
research on convection coefficients in this scale is needed to improve the accuracy of the 
thermal analysis. The focus of this method, however, is on the rigid-body analysis, and 
therefore any reasonable convection coefficient is valid for comparison provided that the 
thermal analysis is consistent between all of the mechanical models. Thus, the 
convection coefficients used here are treated only as estimates.
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Table 2.1 Constants for Electrothermal Actuator Analysis
Symbol Q u a n t it y Value
E Young’s Modulus of silicon 169x109Pa
a Silicon coefficient of thermal expansion 3.987 x 1 O'6 °C'1
Pr Resistivity of doped silicon wafer 0.05 fi cm
Ts Substrate temperature 20 °C
kp Thermal conductivity of silicon 30 W m 1 °C l
ka Thermal conductivity of air 0.026 W m"1 °C'‘
c Specific heat of silicon 860 J kg 1 K"1
p Density of silicon 2300 Kg m‘3
Table 2.2 Benchmark Actuator Dimensions
Symbol Quantity Value (pm)
Lh Hot arm length 3000
Lc Cold arm length 2700
L f Flexure length 300
g Connector gap 90
Wh Hot arm width 60
Wc Cold arm width 350
W f Flexure width 60
Wg Gap width 350
h Device height 50
Az Device separation from substrate 500
An electro-thermal analysis following the method in Section 2.2.1 was performed 
with the dimensions and properties in Table 2.1, Table 2.2, and Table 2.3. Figure 2.8 
gives the result with input currents ranging from 5 mA to 25 in A. The thermal results 
were used to perform a mechanical analysis using the structural model in Section 2.2.2,
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the mechanism model in Section 2.3, and a Finite Element Analysis in ANSYS. Figure
2.9 shows displacement results for the three models. Due to the higher order of solution, 
the FEA results are treated as the “true” deflections. The results show that the structural 
model has over 120% error, while the lumped-parameter mechanism model error is 
within 20%. Thus, the lumped-parameter mechanism model demonstrates a significant 
accuracy improvement over the structural modeling approach.








HS Side 558 435 435
hy Top 62.4 25.7 39.9
hB Bottom 27.9 11.5 17.8
Temperature Distributions from Thermal Analysis
Figure 2.8. Thermal analysis temperature distributions showing the different temperature 
profiles for each of the beams in the actuator
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Comparison of Deflection Models
Figure 2.9. Comparison of actuator models showing the new compliant mechanism 
model more closely matches the FEA than the previously developed structural model
2.4. DESIGN AND OPTIMIZATION FOR LOADED ACTUATORS
In this section the ETC analysis problem is considered for actuators under 
loading. In particular, loading on ETC actuators with arm length ratios higher than 1, or 
Lh>Ls are considered. This ratio serves as a previously unexplored parameter that can be 
optimized for better force-to-deflection properties. Altering the ratio by decreasing the 
cold arm length, while leaving the length of the hot arm unchanged effectively changes 
the mechanical advantage of the actuator.
As discussed in Section 2.3.1, a key assumption of the analysis is that the loaded 
end of the hot arm does not rotate. It is well known that rotation under axial loading has 
the effect of softening the beam [29]. Precise calculations of this effect require solutions 
of elliptic integral functions [29],[32],[33], which can lead to a significant increase in 
modeling complexity. In lieu of the more complex approach, the authors propose a 
tuning parameter for the equivalent softening. That is, Young’s modulus for the actuator 
is replaced by,
Esoft ~  ^  soft E ’ (41
where 0<ksof,<\ is selected by tuning. A softening parameter ksoft = 0.62 was found to 
work well for the following study.
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Figure 2.10 shows the displacement of five unloaded actuators of the dimensions 
given in Table 2.2, but with Tc=[2700, 2200, 1700, 1200, 700] pm, thereby increasing the 
arm length ratio. The input to all models was the output of the thermal model presented 
in Section 2.2 at an input current of 26 mA. The mechanism model results with and 
without the correction factor for axial softening are shown. At this loading level the 
correction factor has little effect. Figure 2.11 shows the actuators with a moderate load 
of 10 mN and Figure 2.12 shows the actuators with a heavy 18 mN load. Under 
moderate and heavy loading the axial softening clearly plays an important role. In both 
cases, the softening tuning parameter is sufficient to provide reasonable results.
As expected, the arm length ratios demonstrate a gearing effect. Under light 
loading, increased arm ratios result in decreasing displacement. However, under 
moderate and heavy loading, the gearing factor increases, and arm ratios larger than one 
are able to move those loads farther. Indeed, for heavy loading, an am ratio of two 
achieves over four times the displacement as an arm ratio of one.
Compliant Mechanism Model Comparison with no Load
Figure 2.10. An unloaded deflection plot showing an arm ratio of 1 deflects furthest
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Compliant Mechanism Model Comparison with 10 mN Load
Figure 2.11. A moderately loaded deflection. The arrow indicates where the FEA and 
model predict highest deflection, at Lh/Ls=\ .5.
Compliant Mechanism Model Comparison with 18 mN Load
Figure 2.12. A moderately loaded deflection. The arrow indicates where the FEA and 
model predict highest deflection, at Z//Zs=2.
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2.5. EXPERIMENTAL RESULTS
2.5.1. Unloaded Results. In this section a bank of ETC actuators with 
varying arm length ratios are experimentally evaluated to compare with the predicted 
results from Section 2.4. An image of the fabricated ETC actuators is seen in Figure 
2.13. These actuators were fabricated using an SOI micro fabrication process [6]. Tests 
were carried out on a probe station with a Pixelink PL-B741F camera mounted to an 
Infinitube system with a 20x objective. This setup has a resolution of about 0.35 pm. 
Electrical input was provided by a National Instruments PCI-6723 DAQ board with an 
On Semiconductor TCA0372 operational amplifier to amplify the voltage by a factor of 
four.
Figure 2.14 shows step responses for five unloaded actuators with differing arm 
ratios, all to the same 25 volt pulse train. The actuators have a relatively fast initial 
response, but some demonstrate a slower overshoot effect.
Figure 2.15 shows the measured peak and steady state response of the actuators at 
25 volts plotted against arm ratio. Each experimental point on the graph is the average of 
three actuators. For comparison the mechanism model has also been included, evaluated 
at the experimentally recorded 17 mA.
Figure 2.13. Fabricated actuators with differing arm length ratios, or Lh>Ls. The 
actuators on the left are unloaded and the actuators on the right have an attached load.
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Figure 2.14. Step responses for actuators showing overshoot
Experimental and Mechanism Model Deflection
1.5
Lh/Ls Ratio
Figure 2.15. Experimental and compliant mechanism model results at 25 Volts, 17 mA. 
Error bars indicate the standard deviation of the response of the three actuators.
2.5.2. Loaded Results. In addition to unloaded actuators, actuators were also
fabricated with an attached flexure-based spring designed to show the increased force of 
the modified actuator topology. Figure 2.16 shows the actuator and attached spring. For 
small deflections the spring follows [29]
32 Ehw
r out T 3 AX 4 (42)
where Zm=2000pm and w,«=42.3 pm. The unmodified value of Young’s modulus is 
used in (42). The deflection of the actuator under load is calculated by including (40) and
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(42) in the simultaneous stet of equations from Section 2.3. Figure 2.17 shows the 
experimental results at 25 volts along with the mechanism model results evaluated at the 
experimentally recorded value of 17 mA. Both the model and results show that 
deflection increases with increasing arm ratio, which is expected.
/
Lm/2 w
7 T 7 T J7 7
Figure 2.16. Actuator with an attached spring for loaded deflection analysis
2.6. DISCUSSION AND CONCLUSIONS
For the unloaded data in Fig. 16, the experimental data shows the predicted trend 
of decreasing displacement for increasing arm length ratio, and above an arm length ratio 
of 2, the displacement match well. However, below a ratio of 2, the model exceeds the 
experimental results. One possible source of this error is the unmodeled intra-device heat 
transfer, or direct heat transfer from the hot arm to the cold arm. As the arm ratio 
increases, the view factor decreases, and thus the intra-device heat transfer will reduce, 
possibly explaining the increased accuracy at high arm ratios. Further advances in the 
analytical thermodynamic modeling are needed to include this effect.
The deflection from the compliant model seen in Figure 2.17 consistently exceeds 
the experimental results by about 1 pm. This could be related to an insufficiency of the
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constant correction for axial softening in (41). Further study of axial softening in ETC 
actuators is needed. Also seen in Figure 2.15 and Figure 2.17 is an increased device 
standard deviation at an high arm ratios. This indicates that the actuator performance 
may be more sensitive to manufacturing variations at larger arm ratios.
Experimental and Mechanism Model with Stiff Spring
Lh/Ls Ratio
Figure 2.17. Comparison of experimental loaded actuator results to the mechanism 
model. Error bars indicate the standard deviation of the response of the three actuators.
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3. MECHANISM AND ARRAY DESIGN
3.1. ARRAY CONCEPTS AND CLASSIFICATION
The primary goal of this research is to create a MEMS array capable of 
coordinated micro-positioning tasks. This requires an overlapping workspace of the 
manipulators in the array. Increasing the number of manipulators with overlapping 
workspaces allows increasingly advanced positioning tasks. For instance, one 
manipulator can push or pull a microparticle, but two are needed to grip. More complex 
tasks such as the handling of a delicate living cell may require that more than two sides 
are supported. Furthermore high throughput manipulation of multiple objects at once 
may require separate sets of manipulators for each particle. A high density of 
manipulators is therefore beneficial.
There are two fundamental challenges in MEMS array design. First is the size of 
the actuators versus the size of the workspace those actuators allow. The thermal 
actuators described in Section 2 are approximately two orders of magnitude larger than 
their workspace. This means it is not as trivial as simply placing stages next to each 
other, because their workspaces will be separated by about 100 workspaces. The other 
primary challenge with creating a MEMS array with the fabrication process in Section 
1.1 is that the entire system must be etched from a single layer. Therefore it is not 
practical to increase array density by placing actuators above or below the plane where 
manipulation will take place.
Multiple architectures for an array of manipulators can be conceptualized. Here 
two primary classes of are considered: Cartesian and radial arrays. The two arrangement 
have significantly different properties which leads to different advantages and 
disadvantages. It is therefore pertinent to discuss both conceptualizations in order to 
analyze which is more suited to the application.
3.1.1. Cartesian Arrays. A Cartesian array is defined here as an array of 
manipulators in which end effectors are arranged in an orthogonal grid in two or more 
dimensions. A planar Cartesian array has a two dimensional grid of actuators. Figure 3.1 
shows a planar Cartesian array of nine manipulators. Motion in at least two directions is 
required for each stage. It is not practical to locate actuators next to each stage because
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of their large size. Actuation must instead be located outside of the manipulator grid. 
The challenge is therefore to arrange the array such that each manipulator receives 
actuation force. Consider interior effector five in Figure 3.1. Force transferred to the 
fifth effector in the Y axis must cross over the line of actuation created by the last row 
(effectors 7-9). Similarly force transferred to the fifth stage in the X direction must pass 
over the line of actuation created by the first row of stages. Two types of layout, force 
bypass and cross force are considered.
Figure 3.1. A Cartesian array of 9 manipulators.
3.1.1,1 Force Bypass. One way to address the problem of passing force to 
interior end effectors through the line of actuation is to arrange the beams carrying force 
around other stages and other beams. Figure 3.2 shows a 16 stage force bypass array. 
Actuation is located around all four sides of the array, and beams carrying force to the 
interior nodes pass between other stages. As seen in the figure, each stage has two thin 
compliant segments that attach it to thicker rigid segments. The purpose of segments is 
to keep the stage from rotating while is actuated and therefore keep its motion strictly in 
one direction. This is because two compliant parallel segments act like a parallelogram
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four-bar linkage, which means the ground link (the rigid beam) and the coupler (the 
stage) are kept parallel to each other. This is a common concept used in mutli-DOF 
MEMS stages [6].
The Force Bypass array works fairly well for a small array, but as the number of stages 
increases, the number of beams that must run between stages increases. For example, 
following the layout of Figure 3.2, four beams are required to pass between stages in a
4x4 array. Assuming an NxN array, (N I2) are required to pass between neighboring 
stages. This trend makes very large scale arrays impractical.
Another area of concern is unwanted beam deflection which can occur when thin 
beams are used. Figure 3.3 shows an interior stage from a 6x6 force bypass array being 
actuated in the downward direction. The long horizontal portion of the rigid beam is 
required to bypass the other stages. Though this beam is intended to stay rigid, it does 
deflect. Therefore some actuation energy is lost. In addition to the unwanted 
deformation of the down axis beam, the beam which actuates the stage left also deflects
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down. This deflection is also unwanted as it causes rotation in the stage. Unwanted 
deflection in the “rigid” beams significantly limits the potential of this concept, 
particularly as the size of the array becomes large.
Figure 3.3. FEA showing the deflection of a stage from the interior of a 6x6 array.
3.1.1.2 Cross Force. Another way to pass force to interior stages through the 
line of actuation is to intersect the beams that carry force to each stage. This means 
beams that actuate stages in one direction may intersect several beams that actuate other 
stages in the other directions. Stiffness of thin beams to bending is lower than to axial 
tension, so the crossed beams simply bend to accommodate movement in perpendicular 
direction. Some unintended motion in the axial direction also occurs. The cross-force 
concept is shown in Figure 3.4.
A limitation of the cross force array is that energy is absorbed in each beam the 
actuation beam crosses. This means that large forces are needed to deflect stages in large 
arrays. Two solutions may reduce this effect. Reducing the number of crossed beams 
reduces the required actuation force. In Figure 3.4 the array is supported by structural 
beams that would be anchored to the substrate. Figure 3.5 shows the same 2x2 array with 
all of the support beams removed. The other method for reducing the activation energy is
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reducing the stiffness of the crossed beams to bending. Thinner beams are less stiff, but 
may be more difficult to fabricate. Longer beams are also less stiff, but require the stages 
to be further apart. Assuming a silicon material, 10 pm beam width and 100 pm spacing, 
numerical solutions indicate 1 mm long actuators could move a 2x2 stage less than 10 
pm. Therefore, this does not appear to be a viable solution for MEMS applications, but 
may be useful with softer materials in the nano-scale.
Figure 3.4. A 2x2 cross force array FEA. Stages are labeled with a number. Compliant 
beams for actuation are labeled with the direction and stage number, and unlabeled beams 
are intended for structural support. The #1 stage is shown actuated in the X direction.
3.1.2. Radial Arrays. The alternative orientation for a MEMS actuator array 
is radial, with the workspace at the center of the array. As seen in Figure 3.6, footprint is 
measured in degrees and radial length.
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Figure 3.5. A 2x2 cross force array with attached actuators
Figure 3.6. A schematic of the spatial constraints on a radial array
A convenient way of arranging a radial array is to use a long, thin beam as an end 
effector and locate the actual positioning stage farther out from the center, where more 
area is available. Figure 3.7 shows this concept as demonstrated by a CAD model. 
Adding more stages into the array is as simple as lengthening the end effector which in 
turn gives the stage a smaller angular footprint, thereby allowing more stages to reach the
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workspace. Lengthening the end effector has no negative effect on static displacement 
performance, though longer beams are more difficult to manufacture, and sag more under 
gravity load. The independence of efficiency and array size is in stark contrast to the two 
Cartesian array concepts previously discussed which lose efficiency as the size of the 
array increases. This was the primary reason the radial array concept was chosen over 
the other concepts.
3.2. FINAL DESIGN AND PROTOTYPE
A complete drawing of the final micropositioning stage with dimensions can be 
found in Appendix A. The prototype array has a number of significant features that give 
it beneficial mechanical characteristics. Each stage is capable of two-degrees-of- 
ffeedom. As seen in Figure 3.8, this is due being driven by three ETC microactuators. 
Each actuator is able to move in one direction only, so one is used for left, one for right, 
and one for up actuation. The left and right actuators are also antagonistically opposed.
Positioning Stage
Figure 3.7. A schematic of the spatial constraints on a radial array
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By energizing both actuators simultaneously the entire stage behaves as if it is 
mechanically stiffer, which enables more precise positioning. The radial axis is driven by 
a single Guckel actuator since only one direction of movement is needed in the radial 
axis. The deflection of the radial actuator is amplified 3.4 times by a lever. This ratio was 
determined with FEA optimization discussed in Section 3.4.2. The fulcrum of the lever 
is attached to the silicon handle layer. The lever behaves linearly even though it is 
angled. This is because the location of pivots determines the behavior of a compliant 
mechanism, not the distribution of material. Since the pivots are collinear, as shown in 
Figure 3.8, the lever behaves linearly with small angular deflections.
Figure 3.8. Fabricated positioning stage with significant features labeled
There are two different pivot topologies in the stage. Most of the pivots operate only in 
tension, so SLFPs are used because they have minimum stiffness to bending. The 
fulcrum pivot for the lever, and the pivot where the lever attaches to the end effector, 
however, are under compression during normal operation. The loading condition 
requires a different pivot topology so that the pivot does not buckle under the load. For 
these connections a Paros-Weisbrod pivot, as seen in Figure 3.9 is used.
A single manipulator array consists of six, two DOF positioning stages. Since 
each stage has three thermal actuators with two contact pads each, a total of 36 electrical
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contacts are needed to fully drive the array. The prototype is designed to be connected 
using a standard 40 pen dip connector. The layout of the array and electrical connections 
can be seen in Figure 3.10.
^ Z rotation axis
Figure 3.9. Schematic of a single-axis Paros Weisbrod pivot
Workspace
Figure 3.10. Electrical connections for the manipulator array
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3.3. FABRICATION RESULTS AND PROTOTYPE ANALYSIS
A batch of prototype wafers were fabricated at the Scientia Microfluidics by 
Bruce Flachsbart. The 4” SOI wafers used had a 50 pm thick device layer with a 
conductivity of 0.025-0.050 Q-cm, a 2 pm buried oxide layer, and a 500 pm handle layer 
with a conductivity of 1-10 Q-cm.
The first wafer run was quite successful in that multiple working stages were 
created. MEMS fabrication is often an iterative process because the fabrication steps 
must be customized to particular geometries. Fabrication defects typically necessitate 
subsequent processing runs.
During the first run of four prototype wafers, the first two broke during the early 
processing steps. The final two wafers survived all production steps. Some of the 
devices on both wafers have processing defects. The source of these defects must be 
understood in order to prevent them from occurring in the future.
3.3.1. Processing Defects. One of the most prevalent processing defects is 
portions of the buried oxide layer that were not fully removed during the HF acid etch, 
which is step (f) in Figure 1.2. The oxide was most fully etched at the center of each 
array, and least poorly etched near the handle layer. As shown in Figure 3.11, the 
problem was especially prevalent on up actuator hot arms. This is because the right side 
of the hot arm is surrounded by handle layer on three sides.
Another common processing defect is broken pivots. During final processing 
step, the photoresist removal rinse, surface tension produces high forces on the devices. 
The weakest part of the stages is their pivots, so the pivots tend to crack under the load. 
Figure 3.12 shows a broken SLFP.
The amount of device layer etching, shown in Figure 1.2 step (g) is also 
significant. The 3rd wafer received more DRIE than the 4th. As such some of the 
structures were overetched. Figure 3.13 shows a thermal actuator flexure that has been 
etched away from the actuator anchor. It was theorized that plasma eddy currents 
facilitated the premature mask erosion. The opposite problem, underetching was 
common on the 4th wafer since it received less DRIE. Figure 3.14 shows underetched 
patches of silicon which look like bubbles. The underetching itself did not cause any 
problems. However if it had been worse, it could have held a device from moving.
50
Figure 3.11. Undissolved Oxide on the up actuator hot arm. The red line outlines the
underlying handle layer.
Figure 3.12. A cracked SLFP
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Figure 3.13. Overetching on an actuator anchor
Figure 3.14. Underetched silicon
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One last processing defect is electrical shorts in the wafer. Typically the thermal 
actuators operate in the regime of 25 v, 30 mA. However some of the devices use about 
600 mA at the same voltage. The devices also have poor displacement properties and a 
high degree of parasitic motion. Based on FEA simulations a properly working actuator 
would bum up if 600 mA are ran through it. Therefore the high current usage must be 
related to an electrical short in the wafer. The cause of the short is still under 
investigation. Since only actuators on the 4th wafer demonstrate the short, it could be 
related to the underetched silicon problem. It could also be connected to surface charge 
transfer through undissolved oxide.
3.3.2. Wafer Evaluation. Each fabricated wafer has 3 manipulator arrays, 5 
individual stages, and a collection of actuators for various tests. Figure 3.15 shows a 
CAD image of the wafer with the naming convention for the device.
Figure 3.15. Naming convention for the prototype wafer
An inspection was carried out with both of the wafers. Some devices were inspected 
visually while others were tested for functionality.
Table 3.1 and Table 3.2 give the result for the 3rd and 4th wafer respectively.
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Table 3.1 Evaluation of the Devices on the Third Wafer
D evice W orking? N o te s D evice W orking? N o te s
S I n o T5 p ro b ab ly
S2 no T6 m ay b e
S3 p artia lly O v ere tch in g T7 p ro b ab ly
54 no O v ere tch in g TS
LI y e s E Yes
L2 n o O ve re tch in g A lx l n o
L3 b a re ly B roken p iv o ts , O v ere tch in g A 1x2 y e s
L4 n o B roken d u rin g  t e s t A lx3 y e s
15 y e s A lx 4 y e s
L6 y e s A lx5 y e s
R1 y e s A lx6 y e s
R2 no O v ere tch in g A 1x7 y e s
m p artia lly B roken p iv o ts A lx8 y e s
m p artia lly B roken p iv o ts A 1x9 y e s
R5 p artia lly B roken p iv o ts A lx lO y e s
R6 no O v ere tch in g A 2x1 y e s
B1 p artia lly O v ere tch in g A2x2 y e s
B2 y e s A 2x3 y e s
B3 p artia lly B roken p iv o ts A2x4 y e s
m y e s A2x5 y e s
m n o B roken p iv o ts A2x6 y e s
BS no B roken p iv o ts A 2x7 y e s
C l m ay b e O v ere tch in g A2xS y e s
C2 m ay b e O v ere tch in g A 2x9 y e s
C3 m ay b e O v ere tch in g A 2x10 y e s
C4 m ay b e O v ere tch in g A 3x l y e s
C5 m ay b e O v ere tch in g A3x2 y e s
C6 p ro b ab ly A3x3 y e s
C7 ' p ro b ab ly C h/eretching A3x4 y e s
CS p ro b ab ly A3x5 y e s
C9 p ro b ab ly A3x6 y e s
CIO p ro b a b ly A3x7 y e s
11 p ro b a b ly A3xS y e s
T2 p ro b ab ly A3x9 n o P artia lly  u n re le a s e d
13 p ro b ab ly A3xlO y e s
14 m ay b e O v ere tch in g
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Table 3.2 Evaluation of the Devices on the Fourth Wafer
D evice W ork ing? C o m m en ts D evice W ork ing? C o m m en ts
S i P artia lly Has sh o r t 15 n a N o t fully r e le a s e d
52 P artia lly N ot fu lly  re le a s e d , Has s h o r t 16 n o N o t fu lly  re le a s e d
S3 N o B urned  o u t on  te s t . 17 no N o t fu lly  re le a s e d
54 y e s IB no N o t fu lly  re le a s e d
LI N o B roken p iv o ts E y e s
L2 P artia lly M ajor PR le f t A lx l y e s
L3 N o B roken P ivots A ix l y e s
L4 n o B roken P ivots A 1x3 y e s
13 P artia lly Has sh o rt A lx 4 no N ot fu lly  r e le a s e d
16 P artia lly Has sh o rt A lx 5 no N o t fu lly  r e le a s e d
R1 P artia lly Has sh o rt Alx© n o N o t fu lly  r e le a s e d
R2 n o B roken p iv o ts A lx 7 m ay b e N o t fu lly  r e le a s e d
R3 no B roken p iv o ts , Has sh o rt, PR le f t A lxS no N o t fu lly  r e le a s e d
m n o B roken p iv o ts A ix 9 m ay b e N o t fu lly  r e le a s e d
m n o B roken p iv o ts A lx  10 m ay b e N o t fu lly  r e le a s e d
m p a rtia lly B roken p iv o ts A 2 x l no N ot fu lly  r e le a s e d
B1 no B roken p iv o ts A2x2 no N ot fu lly  r e le a s e d
B2 P artia lly N ot fu lly  re le a s e d A2x3 no N ot fu lly  r e le a s e d
B3 P artia lly B roken p iv o ts A2x4 no N ot fu lly  r e le a s e d
84 n o B roken p iv o ts A 2x5 no N o t fu lly  r e le a s e d
85 n o B roken p iv o ts A2x6 no N o t fu lly  r e le a s e d
B6 no B roken p iv o ts A2x7 no N o t fu lly  r e le a s e d
C l n o N ot fu lly  re le a s e d A2x8 no N o t fu lly  r e le a s e d
C2 n o N ot fu lly  re le a s e d A2x9 no N o t fu lly  r e le a s e d
C3 n o N ot fu lly  re le a s e d A 2xl0 no N o t fu lly  r e le a s e d
C4 no N ot fu lly  re le a s e d A 3 x l no N o t fu lly  re le a s e d
c s n o N ot fu lly  re le a s e d A3x2 no N o t fu lly  r e le a s e d
05 n o N ot fu lly  re le a s e d A3x3 no N ot fu lly  r e le a s e d
C7 n o N ot fu lly  re le a s e d A3x4 no N o t fu lly  r e le a s e d
CS n o N ot fu lly  re le a s e d A3x5 no N ot fu lly  r e le a s e d
C9 y e s A3x6 no N o t fu lly  r e le a s e d
CIO n o N ot fu lly  r e le a s e d A3x7 no N o t fu lly  r e le a s e d
11 n o N ot fu lly  r e le a s e d A3x8 no N o t fu lly  r e le a s e d
T2 p ro b a b ly A3x9 n o N o t fu lly  r e le a s e d
T3 p ro b a b ly A 3xl0 n o N o t fu lly  r e le a s e d
14 p ro b a b ly
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3.3.3. Suggested Improvements. The first wafer run was successful in that a 
number of stages were fully functional and able to be tested. The final research goal 
requires a fully functional array, however. A number of design and process changes may 
allow a higher fabrication success rate.
One of the most straightforward process modifications is to increase the HF etch 
time in order to more fully dissolve the buried oxide layer. Since the problem was most 
prevalent near the edges of the handle layer, device features should be located as far from 
the edges of the handle layer as possible. A gap of about 500 pm or more is 
recommended.
The overetching that is prevalent on the 3rd wafer also needs to be addressed. 
Reducing the etch time is not a good option because it leads to the underetching seen on 
the 4th wafer. Rather than increase the etch time, the wafer’s ability to tolerate the etch 
should be improved. This can be accomplished by increasing or doubling the thickness 
of the photoresist layer. Doubling the beam width will also reduce the thermal load on 
the beams, which should improve the survivability of the photoresist. Finally it has been 
proposed that etching holes throughout the device beams (as shown in Figure 1.10) may 
decrease the plasma eddy currents, which would, in theory, reduce the thermal load on 
the beams.
Reducing the surface tension on stage end effectors is also crucial to preventing 
their failure during fabrication. Figure 3.16 shows a modified device layer where 
portions of the surrounding silicon approach the center of the array. These extra 
structural members will carry some of the surface tension load. Leaving handle layer 
material under the members is also and option, but may increase the chances of 
undissolved oxide binding the device. The modification may also decrease the 
temperature of the beams during the device layer etch by absorbing some of the radiated 
heat.
Electrical shorts in the wafer are difficult to correct for because their precise cause 
is not known. If the shorts are related to the residual oxide from the incomplete buried 
oxide layer etch, increasing the etch time may eliminate the problem. Increasing the 
distance between different electrically active features may also decrease the electrical 
transmission between them. Previously a gap of 20 pm was used. Increasing this
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distance substantially is recommended. This is especially true for the up and right 
actuator anchor pads which are fairly closely positioned.
Figure 3.16. Modified handle layer intended to decrease surface tension on the beams
The electrical connections fabricated with the first run of prototypes were 
intended to be used with a dip-pin connector. Concerns were raised loads on the 
connector, which must pass though the back side of the wafer, causing the wafer to 
fracture. Making the connections with a wirebonder would eliminate the problem. 
Another option would be to pursue a surface mount connector.
Some final suggestions were made by Bruce to improve the fabrication process. 
Adding an HF dip before the metal contact pads are sputtered may improve their 
electrical conductivity. In addition the alignment targets (seen as blue circles on the left 
and right of the wafer in Figure 3.15) should be moved closer to the center of the wafer 
by a distance equal to their radius. Finally the layers on the handle layer mask should be 
switched to a dark field mask.
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3.4. STATIC DISPLACEMENT MODELING
3.4.1. FEA Approach and Validation. As described in Section 2, modeling a 
thermal actuator with an attached stage requires a coupled electro-thermal-mechanical 
analysis. The micro-positioning stage was designed and optimized with ANSYS Finite 
Element Analysis software because it is able to perform the coupled analysis and also 
incorporate a variety of nonlinear phenomenon.
ANSYS is a dimensionless software, which means the units of the output depend 
entirely on the units of the input values. For modeling MEMS, it is convenient to work 
with length units of pm. All values used in a given analysis must therefore be modified 
to fit this convention. Table 3.3 gives the pertinent conversions to units with a base 
length of pm.
Table 3.3 Units for ANSYS with pm as Base Length
Metric From Standard Unit Conversion To pm Unit
Length m 106 |um
Force N(Kg m/s2) 106 pN
Young’s Mod GPa 10‘6 KPa
Current A (C/s) 1 A
Voltage V (N m/C) W 2 pV
Power W (N m/s) W 2 pW
Heat Flux W/m2 1 pW/pm2
Resistivity Gem 10* Cl pm
Thermal Expansion pm/(mK) 10'6 pm/(pmK)
Thermal Conductivity W/(mK) 106 pW/(pmK)
Coupled problems analyzed with ANSYS can either be solved with the direct 
method, or with the sequential method. In the case of a thermal actuator, the direct 
method evaluates the electrical, thermal, and structural degrees of freedom in a single 
step, while the sequential method evaluates the electrical and thermal results first, and
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then the mechanical results. The sequential method was found to be substantially faster 
for ETC actuators when nonlinear temperature dependent parameters are involved. The 
first step is carried out with SOLID98 elements with only the temperature and voltage 
degrees of freedom allowed. The input to this analysis is the voltage placed across the 
contact pads, and the output of the analysis is a temperature distribution for each node in 
the actuator. The next step is to perform a mechanical analysis with SOLID92 Elements. 
The temperature of each node from the thermal analysis is applied to the model, and the 
deflection is calculated.
Accurately modeling an ETC actuator requires consideration of the nonlinear 
temperature dependent material properties and heat transfer. A comprehensive method 
for modeling a thermal actuator in ANSYS has been demonstrated [9]. The results for 
the “D2” actuator were duplicated in an attempt to validate the FEA in this study. Tables 
of material properties were taken directly from [9]. Figure 3.17 shows that the results run 
about 20% higher than those reported in the study.
FEA Model Verification
Figure 3.17. Actuator FEA Validation showing 20% higher deflections than the paper
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In order to completely model an ETC actuator from input voltage to output 
temperature a comprehensive thermal model incorporating all modes of heat transfer and 
nonlinear temperature-dependent properties is needed. This complete analysis is time 
consuming to set up. In particular modeling convection is labor intensive because the 
convection coefficients vary with both actuator topology and temperature. Convection 
coefficients for each beam width and for a variety of temperatures must be calculated and 
input into ANSYS, which is further complicated by the lack of accurate convection 
coefficients in the regime of the actuators in this study. In general, however, predicting 
the required voltage input of an ETC actuator is not necessary for stage design because 
voltage is easy to amplify in the range the actuators operate in. It is the temperature 
distribution and the maximum temperature that are significant. Therefore a lower-order 
thermal model that generates a similar temperature distribution is a good approximation 
for design work. Table 3.4 gives dimensions for two actuators analyzed with all three 
modes of heat transfer, and with only conduction. These two actuators will be referred to 
as the micro thin and micro thick actuators for discussion purposes. The voltage in the 
tests was scaled in order to produce a temperature distribution from about 300 K to 1600 
K, which is the entire working range of an ETC actuator since the melting point of silicon 
is 1687 K. Figure 3.18 shows the results for the micro thick actuator, which match very 
closely. Figure 3.19 shows the results for the micro thin actuator, which is similar in 
proportions to the final actuators. The conduction only model trends about 25% less than 
with all modes. This inaccuracy roughly counteracts the overestimated deflection shown 
in Figure 3.17. Therefore convection and radiation can be neglected for integrated stage 
and actuator design.
3.4.2. Static Design with FEA. In order for micro-positioning inside of an 
array to be possible, large deflections are required from the individual positioning stages. 
Larger actuators enable larger deflections, but require a larger footprint. It is therefore 
important to optimize deflection properties in order to produce the highest displacement 
with the smallest device footprint.
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Micro thick Heat Transfer Modes
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Figure 3.18. Comparison of conduction only to all modes for the micro thick actuator
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Figure 3.19. Comparison of conduction only to all modes for the micro thin actuator
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Table 3.4 Dimensions of Actuators for Heat Transfer Modes Comparison
Feature Length (pm) Micro Thin Actuator Micro Thick Actuator
Hot Arm Length (Lh) 223 223
Hot Arm Width (Wh) 4 4
Cold Arm Length (Lc) 190 190
Cold Arm Thickness (Wc) 25.5 25.5
Device Thickness (h) 2 20
Figure 3.20 shows an initial concept for a positioning stage. It has one 
manipulator that operates the theta direction (left only) and one actuator that actuates in 
the radial direction. It is relatively straightforward to increase the theta deflection by 
increasing the length of the end effector. It is more difficult to increase the deflection of 
the radial axis, however. Figure 3.21 shows another radial stage concept with a smaller 
1.5 mm radial actuator. The stage achieves 40% more displacement due to its lever that 
amplifies radial deflection. The high force actuators optimized in Section 2.4 can be 
geared up in this way to dramatically improve radial deflection performance.
A workspace of approximately 100 pm was chosen as efficient for sorting 
microparticles. The final stage was conservatively optimized to achieve 150 pm of 
deflection in an attempt to correct for any modeling inaccuracy. Figure 3.22 and Figure 
3.23 show the deflection of the micro-positioning stage at a maximum temperature of 
about 1200 K. The motion exceeds the 150 pm requirement in both directions.
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Figure 3.20. Radial positioning stage with 1.7 mm actuator
Figure 3.21. Radial positioning stage with 1.5 mm actuator and amplification lever. 
Note the larger deflection of this arrangement as compared to Figure 3.20.
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Figure 3.22. Theta actuation of final device at 1200 K maximum temperature
Figure 3.23. Radial actuation of final device at 1200 K maximum temperature
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3.5. DYNAMIC MODELING
3.5.1. Nonlinear Dynamic Four-Bar Modeling. An example of a fully 
compliant four-bar mechanism is shown in Figure 3.24.
Lagrange’s equation for this mechanism given by
d
d t
dKE x dKE OPE „ 
+ ----- = T
d(p2 J d(p2 d(p2 (43)
is applied to derive the dynamic model of the device [35]. Here KE represents the kinetic 
enegy of the links, and PE represents the energy stored in the pivots, and the mechanism 
angles <p;. are defined in Figure 3.24. Also defined by Figure 3.24, L, the length of link i,
r, and 0, describe the location of the center of mass of link i, and Kt is the stiffness of 
pivot i. Additionally in the following equations J, is the moment of inertia of link i, and 
(pm is the undeflected position of pivot i. Assuming energy storage at all of the pivots,
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and damping at the actuator, (43) can be expanded to give the dynamic model of the 
system [36]
A (<P2)(f>2 + \<P2 dA^  + Kx (<p2-<P20) + K 2 - (p20 -(p2+ (p20) ( l - y 3)
1  o<p2
+ K2 ((pA-(pA,-(p 2 +(pi())(YA-Y 2) + Ki {(pA-(pA() Y A + C(p2 =T
(44)
where the kinematic coefficients are given by
n  =
=
and the inertia of the system is described with
L2s\n((pA-(p2) 
v L3 sin{(p3 ~<pA) y
' L2 sin (^ >3 -<p2) ' 
L3sin((p3-(pA)
^ ( ^ 2 ) — (* 2^ + m 2r2 +rn3r3 ) y 3
+ [JA + mArA ) Ya + 2 c o s ~(p2)yr  
The Coriolis acceleration is given by
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dcp2 La sin2 ~(pA)
(44) through (48) are dependent all three mechanism angles. Since a four-bar linkage is a 
one degree-of-freedom mechanism, the angles relate directly to each other. The 
expressions
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can be used to solve for (p2 and q>4 in closed-form [34].
3.5.2. Linearized Dynamic Four-Bar Modeling. The model derived in Section 
3.5.1 is sufficient for system simulation, but is limited in usefulness for other 
applications. In particular it cannot be used with linear control theory. For this reason a 
linear model is desired. In general a linearization of a four-bar linkage might be a poor 
approximation because of their highly nonlinear behavior, however angular deflection in 
MEMS is typically small because deflection is due to mechanical compliance, which has 
finite limits due to material and actuation constraints. In this regime, a linearization can 
be a good approximation of the system.
The approach taken here is to generate a first order Taylor series approximation 
by linearizing individual angles, coefficients, and inertia. Afterward those linearized 
expressions will be applied to (44), and finally the resulting cross terms will be 
eliminated. A compliant mechanism lends itself to be linearized about its undeflected 
position, and at zero angular velocity. However, a linearization can be made about any 
general mechanism position. Table 3.5 summarizes the undeflected linearization point. 
The links are initially at right angles to each other because they were designed to be in 
the prototype described in Section 3.2.
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Table 3.5 Linearization Angles
<p2 Input linearization angle 7i/2
P20 Input undeflected position 7i/2
& Coupler linearization angle 0
3^0 Coupler undeflected position 0
% Output linearization angle 7i/2
<Pao Output undeflected position n/2
The first step in the process is to find a linear relationship between the input, coupler, and 
output angles. This is done by taking the first order Taylor series approximation of (49)
and (50), and defining ^  as the angular displacement from the undeflected position of 
link i.The linearized coupler and output angle follow
<Pa =Vi ~ ~ S(P2
<p3 = 0 -  0Sg?2.
The linearized angles can then be used to linearize the kinematic coefficients as







The partial of the potential energy can now be linearized using (51 )-(54) as
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Substituting (56)-(58) into (47) gives the approximation




The final term, the Coriolis acceleration, is a nonlinear expression multiplied by (^ 2 .
Since the linearization is being performed around zero velocity, the entire term is zero to 
first order. The equation of motion can now be written as
3.5.3. Approximation of Prototype as Decoupled Four-Bar Linkages. The
linearized model presented in Section 3.5.2 is valid for a compliant four-bar linkage. 
Though the positioning stage presented in Section 3.2 contains more than one closed- 
loop, it can be modeled by assuming that the two axes of the device are decoupled. This 
assumption reduces its DOF to one per axis, which makes a combination of linearized 
four-bars valid.
As shown in Figure 3.25, the radial axis can be represented as three separate four- 
bar linkages; loop 1 , in red, is made of links one through three, loop two, in yellow, is 
made of links four through six, and loop three, in violet, is made of links four, five, and 
eight. A ground pivot has been placed at pivot 7 and 10 in accordance to the assumption 
that the theta and radial axes are decoupled. The loop selection causes overlaps between 
components. For instance, pivot four can either be considered part of the first or second 
loop. Similarly pivot five and link five can be considered part of the second or third loop. 
In order to account for the duplication, the contribution of duplicated components are 
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A single expression relating torque at the actuator to angle at the actuator and its 
derivatives is needed. A linearized four-bar linkage can be viewed as a gearing system, 
where the gear ratio is given by (54). (62) and (63) can be rewritten in terms of the
actuator torque and angle using the conversions A7 ~ ^ and ~ where and o 
stand for input and output of the four-bar respectively. Combining (61)-(63) using the 
conversions above, and neglecting duplicate terms caused by the duplication of pivots 
and links between the loops yields the final equation for the radial axis,
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Figure 3.25. Radial axis represented as three four-bar mechanisms
Similarly, the theta axis can be represented as two separate four-bar linkages; loop 
4, in blue, is made up of links 5-7, loop 2, in green, is links 6,8 and 9. A ground pivot has 
been placed at pivot 5 in accordance to the assumption that the theta and radial axes are 
decoupled. Pivot 5 and Link 5 are duplicated between the loop. Similarly to the radial 
axis, the dynamics of the theta axis follow
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Using the same approach as the radial axis, and implementing the simplification that link 
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Figure 3.26. Theta axis represented as two four-bar linkages.
Collecting constant terms together, (64) and (67) can be rewritten as
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(68) and (69)show that the radial and theta axes of the positioning stage are a second 
order system. The bandwidth of a second order system follows [37]
cobw= c o j  l - 2, f + V 4 < r + 2 f + 2 (70)
Where is the natural frequency, and *= is the damping ratio. If the velocity if low, 
viscous damping due to air resistance on a MEMS has a negligible effect. Additionally,
energy loss at joints is assumed to be negligible, so s . Following this simplification, 
(70) can be used to write the bandwidth of the two axes as
Vl + V2CO,bw r =  Mr, (71)
0 _ (72)
3.5.4. Calculation of Prototype Bandwidth. The choice of a control strategy is 
based on the dynamics that are expected in the system. The dynamic performance of a 
mechanism stems from the vibratory properties of the mechanism itself as well as the 
dynamics of its actuators. Equations (71) and (72) give a way to estimate the bandwidth 
of the mechanism side of the problem based on its topology.
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For the prototype dimensions given in Appendix A, the mass of each link can be 
calculated using m ~ pLhw wjiere P -  2.329 g / cm .g ^  density 0f siHcon. The
j  —
moment of inertia of each link about its center of mass, is calculated using / 1 2 .
Table 3.6 gives the calculated values for the micro-positioner.
Table 3.6 Dynamic System Model Inertia Parameters
Link Length (pm) width (pm) Mass (Kg) J (Kg m2)
Li 1700 350 6.93E-08 1.67E-14
1-2 1100 100 1.28E-08 1.29E-15
l3 450 200 1.05E-08 1.77E-16
l4 1600 192 3.58E-08 7.63E-15
Ls 4750 100 5.53E-08 1.04E-13
u 2000 100 2.33E-08 7.76E-15
L7 1140 230 3.05E-08 3.31E-15
Ls 2000 100 2.33E-08 7.76E-15
l9 1140 230 3.05E-08 3.31E-15
The stiffness properties of the stage are calculated based on the assumption that 
deflection only occurs at pivots. Most of the stage employs SLFPs, the stiffness of which 
is given by (21). The stiffness of the actuators, Ki, K$, is estimated by neglecting the 
contribution of the hot arm. The remaining actuator structure is modeled as a SLFP. The 
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where h,b,R and t are defined by Figure 3.9, and ^  @R) J  ( 2  ^an(j 
Young’s Modulus of silicon is given by E= 169 GPa. The stiffness of the pivot is given
, K = l /Cby
Table 3.7 Dynamic System Model Stiffness Parameters
Pivot Pivot Type K (Nm)











Kn Actuator (SLFP) 1.44E-04
The bandwidth of the radial and theta axes can now be calculated via (71) and (72) 
respectively to be 4.49 KHz and 3.29 KHz respectively. Figure 3.27 shows a modal 




Figure 3.27. First theta vibration mode (a), first radial vibration mode (b)
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4. EXPERIMENTAL SETUP AND SYSTEM IDENTIFICATION
4.1. EXPERIMENTAL HARDWARE SETUP
4.1.1. Hardware Overview. The fragility and scale of MEMS prototypes 
poses a number of significant challenges for experimental testing. A number of key 
devices are needed to position the device, make electrical connections, and record 
feedback. A probe station is one of the most important elements of a MEMS 
experimental setup because it provides the structure with which to mount other hardware. 
The probe station used in this study is a modified Cascade Microtech Summit 9000, 
shown in Figure 4.1. It has a built-in three axis manual positioner which allows the 
prototype to be positioned in X,Y, and 0 axes. A boom for the optics system is also 
mounted to the probe station. The chosen optics system is a PixeLINK PL-B741F 
Firewire CMOS digital camera mounted to an Infinitube Standard with a 20x Infinity 
corrected objective. Also attached to the probe station platen are two MicroManipulator 












Figure 4.1. Probe station and experimental setup
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Electrical input is provided to the probe station by a National Instruments PCI- 
6723 multifuction data acquisition (DAQ) board. It has 32 output channels with 13 bit 
resolution. Each channel can provide ±10 V at 5 mA maxiumum current. Since this is 
not enough to power the ETC actuators alone, an operational amplifier is used to amplify 
the voltage and current.
4.1.2. Electrical Connections. One of the simplest ways to connect to a 
MEMS prototype is with probes. It is fairly standard to include gold contact pads into a 
MEMS manufacturing process. The probes in this experiment have very fine X, Y, and Z 
positioning and are capable of probing 10 pm and larger pads. A contact pad this size 
will require significant optical magnification, however. Pads must be about 1 mm in size 
to probe with the naked eye.
Voltage (V)
Figure 4.2. 15 experimental gain curves
Probes are convenient for connecting to MEMS prototypes, however they have 
two limitations in context of this research. The first is that a single array has 18 
manipulators, which would require 36 probes. A probe card is a collection of probes that 
are connected to a single manipulator. Though expensive, this would allow the entire
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array to be connected at once. The other problem is the integrity of the probed 
connection. The contact resistance between the probe and the contact pad varies with 
location, and also with usage. As current is passed between the probe and contact pad, 
the contact resistance changes. This effect can be thought of as similar to wear. Figure
4.2 shows 15 experimental gain curves generated from the same axis of the same 
positioning stage, but with different contact pad locations, and after different amounts of 
use. Since the devices in this study are identified from DAQ voltage to device 
displacement, changing contact resistance effectively increases positioning error. Based 
on the data in Figure 4.2, using an average gain can change the displacement as much as 
1.6 pm at 25 V.
Figure 4.3. Prototype wafer on PCB board with electrical connections
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An alternative to probing contact pads is to make electrical connections directly 
on the prototype wafer. The method of choice for making permanent connections to a 
MEMS is with a wirebonder. An ultrasonic wedge wirebonder is available in the ECE 
group at Missouri S&T, but it was not calibrated at the time of this project, and is not 
currently set up to bond on a 4” wafer. An alternative plan was therefore developed for 
making connections to the prototype wafer. As shown in Figure 4.3, one array was 
fabricated with a 2x20 matrix of electrical contact pads. This matrix was intended to 
match a standard 40 pin connector. Bonding individual wires by hand was chosen 
instead because it was thought to pose less risk of breaking the fragile wafer. Loctite 
3888 conductive epoxy was used to make the connections in order to avoid the high 
temperatures needed for standard solder, which will melt the gold on the contact pads.
Six connections were made which is enough to fully actuate one stage for testing.
Though the method was successful, difficulty was encountered in holding the wires 
steady enough, long enough, for the epoxy to harden.
4.1.3. Optics System. The PixeLINK camera used in this study is capable of 
26 frames per second running at a resolution of 1280x1024 pixels. As with many CMOS 
cameras, it is possible to increase the frame rate by decreasing the area of interest. Up to 
327 FPS is possible with a 320x240 area of interest. With the Infinitube and 20x 
objective, the system has a resolution of 0.353 pm/pixel.
An accurate iterative learning control system requires very precise input/output 
timing. The control was timed with the hardware counters on the DAQ board, so it is 
efficient for the DAQ board to also time camera frames. This is accomplished by means 
of an external trigger that runs from the DAQ counter output to the I/O connector on the 
camera. There are a number of trigger modes accessible though the PixeLINK Capture 
OEM program. Normally the camera will be in Free Run mode, which means it uses its 
own internal clock to trigger frames. Hardware Trigger Mode 0, which captures a frame 
for every trigger, was used for the experimental results in this paper. The camera is still 
capable of missing a trigger, or capturing multiple frames from one trigger, however. 
Though the problem can be minimized by decreasing the rate of the triggers, it cannot be 
completely eliminated. Instead a method was developed in order to notify the operator 
when one of the fore mentioned problems occur. While recording an AVI file, the
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Capture OEM software will only record a number of frames specified when the capture is 
started. It is therefore set to record a number of triggers equal to the duration of the 
waveform generated times the trigger rate, plus one frame. When running the program, if 
the capture finishes after the waveform has run, a frame has been duplicated. If the 
capture doesn’t finish, the program is waiting for the extra trigger. At this point a single 
trigger is generated from the second part of the Lab VIEW program. If the capture 
finishes, the camera has recorded all frames properly. However, if the capture does not 
complete, the camera has missed a frame. Further detail into trigger generation and the 
Lab VIEW program can be found in Section 4.1.4.
7  ^ NI Vision Assistant ^  ; ®  .....S ...; |
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Figure 4.4. Vision Assistant interface with measurement code
The feedback directly from the camera is in video format, but the control system 
used in this project requires coordinates of the manipulator. For this reason National
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Instruments Vision Assistant was used to automatically generate the required 
measurements. Vision Assistant performs the same functions as Lab VIEW with the 
vision module, but with a more convenient interface. Figure 4.4 shows the program 
interface with the code required to make measurements. The main window shows one 
frame of an AVI video. Three manipulators from an array are shown. The first step of 
the code is to take the image and extract a color plane out of it so that pattern matching 
can be used on the following step. The red color plane is extracted, however, any other 
color plane will work equally well. The next step is to use a pattern match to find the tip 
of the first manipulator from the area specified by the green rectangle. This is the 
calibration manipulator that should stay stationary. A stationary reference is required for 
the tests because the optics system has a tendency to drift and vibrate during tests. By 
calibrating off of a stationary feature on the wafer, these effects can be reduced or 
eliminated. The next step is to find the tip of the actuated manipulator with a second 
pattern match. Finally a caliper block is used to find the angle and distance from the 
stationary to the moving manipulator. The batch processing feature can now be used to 
analyze all of the frames at once and put the caliper results into a text file.
4.1.4. System Input Generation with Lab VIEW. As discussed in Section
4.1.1, the PCI-6723 DAQ board used in the experimental setup can output ±10 V at 5 mA 
max current. However a normal operating regime of the ETC actuators in the prototype 
is 30 V and 25 mA. Both voltage and current must be amplified in order to adequately 
power the array. A standard operational amplifier (op-amp) circuit is able to multiply 
voltage up to the current rating of the chip. An ON Semiconductor TCA0372 was chosen 
for the project. It is a two channel IC that is able to amplify voltage up to 40 V with a 
maximum current of 1 A. An amplification of four times is needed to achieve the 
maximum voltage. The circuit follows the diagram in Figure 4.5. The amplification of
the circuit is approximately ^  -1  + ^ 2/^1 if r 2is a 10 kO, and Ri a 3.3 kfl, the 
amplification is theoretically 4.03. Experimentally, however the op-amp gain was higher 
than the theoretical prediction. The precise gain is not of importance because the op-amp 
circuit is identified experimentally with the MEMS stage.
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Figure 4.5. Op-amp voltage amplification circuit
The Lab VIEW code used to generate system input on two channels and trigger 
the camera is given in Appendix B. It writes the information in a text file to the selected 
channels. The first column is time, the second is the first channel input, and the third is 
the second channel input. Basic operation of the program is as follows: First the data file 
is inputted and converted into two waveforms, one for each channel. Next the voltage 
output is started. Afterward the counter starts, which is synced to the voltage output task. 
It is not possible to start both tasks at the same instant. Since the program is structured to 
have no input, and therefore no trigger at t=0, the first trigger occurs at t=0+ffame rate, 
which means the required delay does not interfere with triggering. In order for an exact 
number of triggers to be output, the frame rate (1 to 300 Hz) divided by the sample rate 
(1 KHz) must be an integer. Since the camera records up to 300 frames per second, the 
valid frame rates are an element of [1 2 4 5 8 10 20 25 40 50 100 125 200 250]. Another 
factor of significance is the timing of triggers versus output. Though the DAQ board is 
able to time triggers and output to less than 1 ps, the camera takes a finite amount of time 
to capture a frame. A convenient exposure time is 0.22 ms. This means the measurement 
is recorded up to 0.22 ms after the output is generated. Experimentally this delay was 
observed to destabilize ILC learning. Instead, the camera is triggered a full 1 ms ahead of 
the input to the system. Though the measurement is a minimum of 0.66 ms early, this 
method was found to work much better experimentally. After all input and triggers have 
been generated, the next step in the program is to pause on the middle frame of the case 
block until the “extra trigger” button is clicked by the user. Afterward a second 
generation is started that writes zero volts on each analog input channel, and triggers
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exactly one more camera frame. The extra trigger is intended to address the problem 
with missed or duplicated frames discussed in Section 4.1.3.
4.2. SYSTEM IDENTIFICATION
Section 3.5 presents a dynamic model of the manipulation stage from input torque to 
output displacement. Not included in the model is the actuation dynamics. (25) gives the 
form of the solution, which is approximately first order, however there is significant 
uncertainty associated with the calculation. Since the eventual control system requires an 
accurate system model for filtering, an experimental model of the system should be 
generated.
Up A xis Response
Figure 4.6. Up axis frequency response in time
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4.2.1. Swept Sine Response. One of the most common experimental system 
identification methods is to observe the response of the system to a swept sine wave 
input. Input is of the form U(t)=A+0.5sin(2nft) where A=[l 2 3 4 5 6]. Camera frames 
were triggered at 200 Hz, and the up axis of a single stage was operated from 1 to 50 Hz. 
The response of the system is shown in Figure 4.6. Two things are apparent from the 
figure; significant system dynamics occur in the frequency range, as evidence by the 
change in slope from the high to low frequencies, and second, that the amplitude of the 
response changes as the voltage offset changes. This second factor indicates that the 
system gain is not constant.
For each of the tests in Figure 4.6 a magnitude response was generated. Since 
each sweep contains 6 frequencies, an Fast Fourier Transform (FFT) was run for the 2 
second duration of each frequency. The maximum peak of the FFT was scaled by 2/1, 
where 1 is the number of points in the result, in order to convert it into a continuous time 
amplitude. Finally this amplitude was divided by the input amplitude, 0.5, to account for 
its non-unitary gain. Figure 4.7 shows each of the magnitudes plotted with an asterisk. 
The response atri=l was too small to accurately distinguish from noise, and the response 
at 100 Hz (the Nyquist rate) was also excluded due to inaccuracy.
The system dynamics behave as first order with an input dependent gain. This 
matches with theory because the slow actuator dynamics are governed by heating, which 
is a first order effect. The nonlinear gain is expected because displacement is related to 
input power, which is proportional to the square of input voltage. Furthermore, nonlinear 
heat transfer modes will dominate at high input power. The mechanism dynamics are not 
present in the experimental results because as shown in Section 3.5.4, they are in the KHz 
range, which is much higher than the operating range of the ETC actuators. First order 
models of the system were fitted to each set of experimental points in Figure 4.7. 
Although the pole of the system moves closer to the origin as the offset increases, a 
constant pole of 80 rad/s fits the complete data quite well. Since the nonlinearity in the 
gain is static, the first order system dynamic equation for the up axis of the positioning 
stage follows
Y ^ x + x  = g(u(t))u{t)(74)
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Figure 4.7. Up axis magnitude plots (indicated with an *) and first order fitted models.
where Si11^ )) js a sta^c function. The value of wjp f,e discussed in Section 4.2.2.
The state-space representation is therefore
x = -80x + 80 g
(75)
which can be converted into discrete time as
x[ k  +1] = e - %od,x[k]  + (1 -  e- sodt)g (u[k ] )u[k]
y[k] = x[k] (76^
using the conversions ^  = , Bd = A~'(A< ~ 1)B , and C“=C [38],
The left axis was tested in the same manner over the frequency range 1 to 70 Hz. Figure 
4.8 shows the experimental magnitudes with fitted first order system models. The left 
axis shows all of the same trends as the up axis, but with a different pole location. A pole 
at 140 rad/s fits the data well. The system model for the left axis follows the same form 
of (74)-(76), but with a different pole.
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Figure 4.8. Left axis magnitude plots (indicated with an *) and first order fitted models.
4.2.2. Static Gain Determination. Section 4.2.1 presented a method used to 
identify the dynamics of the system. However, it remains to find the static gain function
&(w(0) xhere are a number of ways this information can be obtained. One method 
would be to record the steady-state output of the system to a large number of input 
voltages. While theoretically viable, it is cumbersome to implement, and difficult to 
know when enough data points have been collected. An alternative method is to use an 
optimization technique such as least squares to identify the gain curve from input-output 
data.
4.2.2.1 Least Squares Formulation. Least squares, when applied to system 
identification, is a technique used to determine system parameters with experimental 
input and output data. The technique can be used on any system that can be written with 
a finite difference equation. Finite difference equations from time steps equal to or 
greater in number than the number of parameters to be identified is required. If more
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finite difference equations are supplied than the number of parameters, the equations 
become over constrained. In this case, least squares is used to find the best fit from the 
data. In general, the more data that is supplied, the more accurate the fit is.
For one axis of the manipulation system (76) can be rewritten in matrix form for 
k= [0,1,...,n] as
> [ l f " y [0] " * ( i i [ 0 ] ) m [ 0 ]
= e - pd‘ (1 -  e~
_y[n]_ A n - 1]_ g ( u [ n - l ] ) u [ n - 1]
(77)
An ith order polynomial curve fit for the gain which takes the form of
g  (  u[k ])  = C0 + ... + C,w[*]'
assumed for plugging (78) into (77) gives
(78)
is
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The least squares analysis in (79) uses input and output data at each time step. In 
systems where the feedback is not available at the same rate as the input, a modified 
version is required. In this study, input to the system can be provided at any rate, but 
measurements are only available at slow rate allowed by the camera. Such a system 
requires that the states of the system be propagated from one measurement to the next 
measurement in order to use least squares estimation. The finite difference equation for 
propagating from time step k to k+n follows
y [ k  +  n ] =e- ">’dty [ k ] + ( \ - e - < >d,) [ e - (n- i)pdt -  l ]
u [ k ] u[k]i "Co"
u \ k  + n -  l] •• u \ k  + n - 1] _C,_
(80)











1i 1 V '-'S 1 S l__
e (n l)p dt .. 1 .. 0 o~ w[0] «[0]' ' c 0'
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(81)
Finally a few modifications are made. First, due to the structure of the Lab VIEW 
program, input and output of the system are not known at k=0. This requires the first 
finite difference equation to be skipped. Secondly, a 6th order curve fit was found to 
sufficiently fit the experimental gain curve. Also, Co is set equal to zero so that the gain 
curve is forced to pass through the origin so that an input of zero volts maps to zero 
micrometers of displacement. Lastly, a Kronecker product is used to write the expression 
more succinctly. The final form of the equation follows
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where I  is an identity matrix with dimensions equal to the number of measurements 
minus one. The solution of the gain curve coefficients in the over constrained problem 





4.2.2.2 Least Squares Validation. Two different random inputs were applied at 
1 KHz to two axes of a prototype micro-positioning stage. The two inputs can be seen in 
Figure 4.9. The system output was recorded at 100 Hz. Figure 4.10 shows the gain 
curves for both axes and both inputs generated with (83). The two gain curves for each 
axis are very close to one another, indicating that the least squares estimation is working 
properly.
Since it is not always possible to obtain 100 Hz feedback with the experimental 
system (as when the area of interest is large) it is important to find out how often 
measurements are needed to accurately determine the gain curve. By running the least 
squares optimization with only part of the measurement data, it is possible to find out 
how many measurement points are needed. The optimization is carried out with the full 
100 Hz (1,000 points), 10 Hz (100 points), and 1 Hz (10 points). This corresponds to 
1:101/0, 1:100 I/O, and 1:1000 I/O. Figure 4.11 shows that the gain curves for 100 Hz 
and 10 Hz are about the same, indicating that 10 Hz measurements are sufficient for 
system identification. However, the 1 Hz measurements are not enough to accurately 
identify the gain curve, as evidence by the inaccurate shape of the gain curve. It is likely 
that the ffeqeuency is not the limiting factor but rather the 10 data points used to create 
the curve. Identification with 1 Hz measurements may be possible with more than 10 
seconds of data.
Experimental System Inputs
Figure 4.9. Experimental system inputs for least squares validation
Fitted Gain Curves for Both Inputs and Axes
Voltage (v)
Figure 4.10. Gain Curves with 1 KHz input and 100 Hz feedback
Fitted Gain Curvss at Different Rates




The complexity of a control approach typically reflects the complexity of the 
system and measurement information. In the case of the prototype described in the 
Sections 3 and 4, there were a number of key challenges that required complex solutions.
The goal of the control approach is achieve high precision positioning at high 
speed. The primary application of the prototype array is to collect and sort micro­
particles. In the case of gripping living cells, positioning accuracy is related to the 
gripping forces that are applied to the cell. Human cells are typically between 5 and 10 
pm. Therefore the positioning error should be about 1 pm or less in order to insure the 
cell is not damaged while it is moved. The other requirement is on positioning 
bandwidth. A single blood sample may contain billions of cells. In order to produce a 
statistically significant count of blood cell condition, the cells should be tested as fast as 
the system will allow. Therefore a control system that can operate near the bandwidth of 
the system or beyond is particularly important.
The primary challenges encountered while meeting the above goals are related the 
vision-based feedback used in this study. Vision-based feedback was chosen for this 
study because of the complexity of integrating sensors into a MEMS. The chosen vision 
system has two primary limitations. First, as described in Section 4.1.3, machine vision 
software is required to process the video and output the position of the manipulator. The 
software is simplest to implement offline. Online implementation is possible, but 
typically requires dedicated processing units that may operate at only a fraction of the 
camera frame rate. Without real-time online machine vision, classical feedback control is 
not possible. Therefore the control system must be able to operate with delayed 
feedback. The second limitation of vision feedback is the finite camera frame rate. High 
bandwidth control necessitates high sampling rate control signals (~1 KHz) which is 
much faster than standard vision systems operate. Even if this were not the case, 
recording video at a frame rate the same as system input is impractical because of the 
large amount of memory required to store the video, and the vision processing time 
required to analyze that video. The highest frame rate possible with the full area of
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interest while also reliably avoiding the duplicated/missed frame problem discussed in 
Section 4.1.3. is 10 FPS, so the control system must be able to operate with only 10 Hz 
feedback.
The selected control approach is to use an Iterative Learning Control (ILC) to 
provide precision, and bandwidth despite feedback delays. The controller is discussed in 
Section. 5.2. The delayed feedback provided by the vision system was one of the 
primary factors that influenced the decision to use an ILC system. ILC learns offline, so 
the lack of real-time feedback is not a hindrance. Since each stage has a static 
nonlinearity related to the input voltage, standard linear control system design will not be 
able to provide the required precision. Furthermore, it is apparent from experimental 
results that there is a degree of nonlinear coupling between the axes. An ILC system is 
able to correct for these nonlinearities. By learning the system through repetitions of the 
desired task, it is able to find an input signal that maximizes tracking accuracy. This 
approach enables high bandwidth control with very low error. An ILC is only able to 
correct for errors that are trial invariant, however. This means it works best on systems 
that demonstrate highly repeatable behavior. System repeatability is discussed in Section
5.2.1.
Applying the ILC with slow camera feedback gives good tracking at measurement 
points, but poor intersample behavior. A Kalman Filter was used to correct this problem. 
By using a system model to estimate the position of the manipulators in between camera 
frames, it effectively increases the rate at which feedback is available. The filter is 
discussed in Section 5.4. The estimate is only as accurate as the model of the system, 
however. The complex form of the static gain nonlinearity requires accurate system 
identification. Since manufacturing variation will affect the system model, each 
manipulator must be identified separately. For this reason, a least squares optimization 
algorithm was employed to adaptively identify each axis of each manipulator. The 
technique is discussed in Section 0. A block diagram of the complete control system can 
be seen in Figure 5.1. The MATLAB code given in Appendix C implements the control 
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Figure 5.1. A vision-based ILC system with dashed lines for information at the camera 
frame rate and solid lines for information at the system input frequency. Items in the blue
box are processed offline between iterations.
5.2. ITERATIVE LEARNING CONTROL
An iterative learning control system is a performance-enhancing feedforward 
control scheme for systems that repeat the same trajectory. Before the start of each 
iteration, the ILC algorithm uses the error signal from the previous iteration(s) to generate 
an updated feedforward control signal. The algorithm is an optimization technique that 
searches for an input signal that decreases the tracking error. Figure 5.2 illustrates the 
learning process [40].
The model of the prototype presented in Section 4.2.1 is first order system, so a P- 
type algorithm [40] given by
“;+i (k) = uj (k) + yeJ(k + \)
ej{k) = yd(k)-y(k)’ (84)
Where u is the input, -v is the estimated position of the system, and kd is the desired 
trajectory, tracks the dynamics well. In (84), jis the ILC iteration, and k is the time step. 
The error signal is forward shifted by one time step in order to compensate for the usual 
one-step delay in the plant. The P-type algorithm does not require a model of the system 
to correct for error. This is convenient since many more complicated ILC algorithms 
require a linear model. Note that in (84), the input is voltage, but the error is in terms of
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displacement. Therefore the proportional learning gain, ^ , is also related to the system 
gain. Higher gains lead to faster correction, but can also cause oscillations or divergence. 
For the system in question a learning gain of between 0.07 and 0.1 was found to work 
well.
Figure 5.2. Time- and iteration-domain evolution of the ILC signals
An ILC system requires that the timing of input and output signals is highly 
accurate and repeatable. Triggering camera frames using the digital counter on the same 
DAQ board that is controlling the system allows for very precise timings. It was found 
that the camera used in the experiments was only able reliably trigger at 10 Hz with the 
maximum area of interest (AOI). As with many CMOS cameras it can run at higher 
frame rates with a decreased AOI. An AOI suitable for observing one device tip allows 
for a frame rate of up to 125 Hz. For many of the experiments in this thesis it is assumed 
that feedback is only available at 10 Hz, because this control method will be applied to an 
array of stages, which will require the full AOI to observe. However, for the purposes of 
the experiments in this section, measurements at 100 Hz are used in order to validate the
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intersample behavior. The 100 Hz measurements are only used for validation, and not 
used in the estimator, gain correction, or ILC.
10 Hz feedback with a proportional ILC is acceptable and accurate if the 
reference signal is slow enough that intersample dynamics are insignificant. An 
experiment was carried out to show that the system is able to accurately track a slowly 
changing reference. The reference used was a 4 second half-sinusoid with an amplitude 
of 30 pm. A learning gain of 0.1 was used in the ILC algorithm. Figure 5.3 shows the 
system and output after 15 iterations. Fig. 6 shows that the RMS error decreases nearly 
monotonically with ILC iterations. The final RMS error calculated at 10 Hz was 0.40 pm, 
while the RMS error calculated at 100 Hz was 0.79 pm. The modest increase shows that 
intersample error is present, but is a fairly negligible effect. This behavior becomes more 
significant with a faster signal.
5.2.1. System Repeatability. The fundamental limitation of an ILC system is 
the requirement that the system be repeatable. Assuming the system is perfectly 
repeatable, meaning multiple runs with the same input yields exactly the same output, 
there is theoretically an input signal that gives zero error. In practice, however, iteration 
varying system and measurement noise is present. These disturbances tend to be 
averaged out in the learning if they are small enough in magnitude. It is therefore 
important to characterize the system repeatability.
A test was carried out to characterize the repeatability of the positioning system 
and measurement system. A two axis random signal, seen in Figure 5.4, was generated 
and input to a positioning stage at 1 KHz. The measured system output, seen in Figure
5.5, was recorded at 100 Hz for 10 trials. The variation between runs, given by
where i is the run number, was calculated. The maximum value of St in the X and Y 
directions was 0.1129 pm and 0.1111 pm respectively. Potential sources of error are 
variations in the system dynamics and measurement noise. Both sources of error are 
iteration varying, and therefore cannot be corrected with the ILC. However, the desired 
positioning accuracy is 1 pm, the magnitude of the noise is small enough that it has a 
minimal effect on ILC performance
(85)
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Reference and Output on Final Proportional ILC Run
Figure 5.3. ILC with 10 Hz feedback alone is able to track a slow half-sinusoid 
accurately with minimal intersample behavior.
Radom Control Signal for Repeatability Test
Figure 5.4. Random input signal generated separately for each axis
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Radom Control Signal for Repeatability Test
Figure 5.5. Output of the repeatability test. The yellow signals are the 10 Y axis tests,
and the red signals are the 10 X axis tests
5.2.2. Intersample Error. In some cases slow feedback might not be enough 
information to control a system. In the case of an ILC control system, the error at 
measurement points might be very small, but the lack of control at intersample points 
might lead to large intersample error. Figure 5.6 shows a 4 Hz offset sine wave used as a 
reference trajectory shown at 1 KHz and at 10 Hz, which represents the input and output 
frequency respectively. A P-type ILC was used to track the new reference. Figure 5.7 
shows the 10 Hz reference and the output of the system after 10 ILC iterations. The 
distortion in the reference due to slow measurements has caused very poor intersample 
behavior. Since there is no information about the output in between measurement points, 
the controller is not able to correct for tracking error until another measurement is 
available. Figure 5.8 shows the error at 10 Hz and 100 Hz. The 10 Hz error is very low, 
signifying that the tracking near updates is good. However, intersample tracking is poor. 
After the first step, the peak error at the 10 Hz sampling rate is less than 0.5 pm, but the 
high speed measurement reviews much poorer tracking with peaks up to 13.8 pm. It is 
apparent that proportional ILC alone is not sufficient to track this reference.
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4Hz Sinusoidal Reference
Figure 5.6. The 4 Hz sinusoidal reference at 10 Hz and 1 KHz.
Output on Final Proportional ILC Run
Figure 5.7. The P-type ILC with 10 Hz feedback tracks the 4Hz signal at sample times
well, but poorly at intermediate points.
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Errors on Final Proportional ILC Run
Figure 5.8. Error graph for ILC without intersample estimation showing that error is very 
low at update points, but very high between updates.
5.3. MULTI-AXIS ADAPTIVE SYSTEM IDENTIFICATION
In order to implement the Kalman Filter described in Section 5.4, and accurate 
model is necessary. As described in Section 4.2.2, each axis of a manipulator was 
approximated as a first order system with a static gain nonlinearity relating to the input 
voltage. Variations between devices means gain curve for each axis and each 
manipulator may be different. These variations arise from geometric differences between 
the stages caused by variations in manufacturing, and from the isotropic properties of 
single-crystal-silicon. Furthermore, the curve may change with temperature and use. It is 
therefore important that the gain curve of each axis be identified individually, and that a 
new gain curve be identified during each experiment. Since new information is available 
at the end of each iteration, the least squares algorithm is run after collecting each set of 
data using the information from the current run as well as all previous runs.
The ILC is able to account for the nonlinear properties of the array, however it is 
still necessary to understand those effects in order to build an accurate model of the 
system for the Kalman Filter described in Section 5.4. Section 4.2.2.1 described the
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method for a single axis, however the stage has two degrees of freedom. Due to the 
coupling that occurs between the axes, the gain curves must be modified to include first 
order coupling. The new curves follow
Coupling term
g x ( ux[ k ] , u y [ k ] )  =  C l xux[k]'




where Dx and Dy represent the coupling effects of axis y on axis x and axis x on axis y, 
respectively. Equation (81) can now be rewritten for axis 1 with first order coupling from 
axis 2 as
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One solution to decrease intersample error discussed in Section 0 is to implement 
a Kalman Filter [41] to estimate the system output in between camera frames, effectively 
increase the feedback frequency. This allows the ILC to correct for error at a higher 
sampling rate than measurements are available, as well as decrease some trial varying 
disturbances that the ILC is not able to handle such as measurement noise. In order to 
apply the Kalman Filter, Assume a camera frame rate f c, and an estimation frequency/?, 
which should be chosen as the desired control frequency. Also assume/? is an integer 
multiple o f fc. The camera multiplier, N, isf/fc. The time step, dt is l/f. The system 
equations follow:
x{k  + 1) = Adx (k }  + Bdu(k) + w(k-^g
y ( k ) = C dx ( k ) + r ( k ) .  (90
where w is the modeling noise, r is the measurement noise, and k= {0,1,2,...}. The 




Z(0) = £[(x(0) -  x(0))(x(0) -  x (0 ))]. (92)
At each time step, k, the forward estimation is obtained as [42]
x ( k  1 1 = | k)  + B dv ( k ) (93)
M ( k  +  1) =  AdZ ( k ) A Td + Q (94)
where Q is the modeling covariance which is based on the measurement noise, to 
propagate to the next time step. Depending on the time step one of two things comes 
next. If k is a multiple of N, correct the estimate with the measured output using:
instead. Continue to propagate and update until an estimate at the final time step is 
obtained.
The Kalman Filter estimates the state at k  using measurement data up to time k  
only. Since the ILC system runs after all measurements have been collected, it is possible 
to use a Kalman Smoother to use measurement information up the final time step, k f  t o
generate a more accurate estimate [42], The estimate x k^ I can be obtained using
F ( k  + 1) = M ( k  + l ) C j  [  { k  + l ) C j  + R j '  
x ( k  + 1 1 k  +1) = x ( k  + 1 1 k )  + F ( k  + 1) [ + 1) -  C dx ( k  + 1 1 A)]




where R is the measurement covariance. If k is not a multiple of use
x ( k  + 1 1 k  + 1) = x { k  + 1 1 k) (98)
(99)Z ( k  + 1) =  M  ( k  + \ )
(100)
(101)
5.5. MULTI-AXIS CONTROL RESULTS
Now that all of the control elements have been introduced, they can be combined 
into a control system as per Figure 5.9. A set of experiments were carried out to show the 
effectiveness of the control method presented in Sections 5.2 though 5.4. The reference
102
trajectory is a 40 pm diameter circle centered at (-30 jam, 30 pm), which uses the radial 
and left theta axes of a single stage.
5.5.1. Tracking of a 3 Hz Signal. For the first test, the frequency of the circle 
is 3 Hz, while feedback is recorded at 10 Hz. Figure 5.10 shows the system output on the 
1st, 5th, and 10th runs. At the beginning of the test the gain curve is unknown, so a guess 
at the required reference must be made. The input on the 1st run was selected as
W„ (*) = 5 + 2 Sin j^ 3 ^  k j 5 which represents a guess based on a linearized system model.
The final output tracks the reference very closely. Figure 5.11 shows the tracking 
on the 10th run along with sample measurements. The estimate lies nearly on top of the 
reference, but the actual system output deviates slightly. Figure 5.14 and Figure 5.15 
show the tracking error in the X and Y directions. Here the total error is defined as
eu,ai = y«{k)~ym{h) ( 102)
the estimator error is defined as
ees, = y{k) - y m(k) (103)
and the ILC error is defined as
euc = yd (k) - y ( k) (104)
The total error in both axes on the 10th run stays below 1 pm. The tracking error is 
primarily related to the estimator, rather than the ILC.
Two different forms of learning occur during a single ILC iteration: ILC learning 
and model learning. The RMS tracking error is typically used as a measure of 
convergence in ILCs. Figure 5.18 shows the evolution of the RMS error with ILC 
iteration. This RMS error was calculated with (102) at 10 Hz. The system demonstrates 
monotonic convergence. The learning was stopped based on the near zero slope of this 
curve on the 10 iteration. The other form of learning that occurs in the controller is the 
determination of the gain curve with least squares. The value of the coefficients found 
using (88) are shown in Figure 5.19 and Figure 5.20. The coefficients have fairly flat 
slopes on the final iteration, indicated that they have nearly converged on final values.
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Figure 5.9. A flow chart detailing the steps in the developed control system
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System Output at At Certain ILC Runs
Figure 5.10. The system output at the first, middle, and final ILC run. The final output
tracks the reference well.
Output and Estimated Xand Y position



























System Output in the XAxis
System Output in the Y Axis
Figure 5.13. Y Axis Tracking on 1st and 10th Run
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Tracking Error in X
Figure 5.14. Tracking error in the X direction showing the total tracking error and the 
constitute components: estimation error and ILC error. Total error stays below 1 pm.
Tracking Error in Y
Figure 5.15. Tracking error in the Y direction showing the total tracking error and the 


























Figure 5.16. Control in the X direction
Y axis Control
























RMS Error vs. ILC Iterations
;igure 5.18. RMS error showing monotonic convergence
XAxis Gain Coefficients
Figure 5.19. Gain coefficients in the X axis curve
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Y Axis Gain Coefficients
Figure 5.20. Gain coefficients in the Y axis curve
5.5.2. Tracking above the Nyquist rate (7 Hz). In order to reconstruct a signal 
from its sampled version, the sampling frequency must exceed twice the highest signal 
frequency. The threshold is called the Nyquist frequency. Since the sampling frequency 
in the prototype system is 10 Hz, any measured signal 5 Hz or higher will be aliased. The 
Kalman Filter presented in 5.4 is able to construct the system output above the Nyquist 
rate, which allows the ILC to track the reference.
An experiment was carried out to demonstrate the effectiveness of the controller
to track a 7 Hz reference. The initial input on the first run is s , n j
Figure 5.21 shows the system output on the 1st, 5th, and 12th runs. Figure 5.22 shows that 
the controller is able to track the reference with minimal deviation. Figure 5.25 and 
Figure 5.26 show the tracking error in the X and Y directions. The error in each axis is 
understandably higher than with the 3 Hz reference, but still stays below 1.7 pm.
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System Output at At Certain ILC Runs
Figure 5.21. The system output at the first, middle, and final ILC run. The final output
tracks the reference well.
Output and Estimated Xand Y position



























System Output in the XAxis
System Output in the Y Axis
Figure 5.24. Y Axis Tracking on 1st and 12th Run
112
Tracking Error in X
Figure 5.25. Tracking error in the X direction showing the total tracking error and the 
constitute components: estimation error and ILC error. Total error stays below 1.5 pm.
Tracking Error in Y
Figure 5.26. Tracking error in the Y direction showing the total tracking error and the 
constitute components: estimation error and ILC error. Total error stays below 1.7 pm.
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6. CONCLUSIONS AND FUTURE WORK
6.1. SUMMARY OF RESULTS
In this thesis, a MEMS manipulation array was presented that is intended for 
coordinated micro-manipulation tasks. The array is comprised of six individual two- 
degree-of-ffeedom R-9 stages. The stages are arranged in a radial array such that all 
manipulators have access to a common 100 pm diameter workspace. Each axis on each 
stage can reach any point within the workspace, which gives maximum flexibility for 
coordinated motion tasks. The mechanical stage design incorporates features intended to 
improve deflection behavior. Each axis incorporates displacement amplification. The 
theta axis accomplishes this by the use of the long thin beam that carries actuation to the 
workspace. The radial axis is amplified by a linear lever. Since two directions of motion 
are required in the theta axis, it requires two antagonistically oriented actuators. This 
portion of the mechanism is symmetric in order to balance the device and reduce parasitic 
motion.
The stages are powered by ETC micro-actuators. These actuators offer high 
displacement and high force with a small footprint. However, they demonstrate complex 
nonlinear behavior and are difficult to analyze. A number of thermal models have been 
presented in literature to characterize the electro-thermal properties of the actuators. FEA 
models are able to incorporate nonlinear material properties, as well as nonlinear heat 
transfer [9], but are not sufficient for control and are cumbersome to for design. 
Reduced-order thermal models have also been presented which allow closed form 
analysis [4]. Many of these are conduction-only models because conduction through air 
is the dominant effect in surfaced micro-machined actuators due to their close proximity 
to the substrate. This thesis presents a modified thermal model that also includes 
convection, which is significant in the prototype in question because of the large 500 
micrometer air gap between the actuator and the underlying substrate. Several 
mechanical actuator models have also been presented in literature. Most rely on FEA. 
One exception is the structural model [4]. Results show that this structural model does 
not produce accurate results in the regime of the prototype. Furthermore the method only 
predicts unloaded displacement, and must be re-derived if the loading condition changes.
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This thesis presents a novel lumped-parameter mechanical analysis method based on 
standard compliant mechanism design methodology [29] which is able to accurately 
predict loaded and unloaded deflection. The accuracy of the method was demonstrated 
experimentally.
FEA was employed to design and optimize the static deflection properties of the 
stages. Uncertainty in the analysis was addressed by overdesigning the predicted 
maximum deflection. A dynamic model of the stage was developed based on decoupled 
four-bar linkages. The model produces manipulator position, velocity, and acceleration 
using actuator torque as the input. The model was linearized in order to find an estimate 
of the system bandwidth. The estimated bandwidth was shown to be in the KHz range, 
which is two orders of magnitude higher than the actuator bandwidth.
The prototype dynamics are identified experimentally. The swept sine wave 
analysis showed that each axis of the system behaves as a linear parameter varying first 
order system with a static nonlinearity related to the system gain. The nonlinearity was 
identified using a modified least squares method to directly calculate the optimal 
coefficients of a 6th order polynomial fit.
The desired application for the array requires high speed positioning and accuracy 
of about 1 pm. An ILC system was chosen to control the prototype because it is able to 
achieve high bandwidth, high precision control despite the nonlinearities and coupling 
demonstrated by the stages. Since the ILC runs offline between iterations, it is able to 
control the system with only the delayed camera feedback. The slow 10 Hz provided by 
the camera was not sufficient for the ILC because tracking in between measurements was 
poor. A Kalman Filter was therefore used to estimate the manipulator position in 
between camera frames, thereby increasing the frequency at which system measurements 
are available. This filter greatly reduced intersample error. The model required by the 
Kalman filter was generated using least squares model identification adaptively at the end 
of each ILC iteration. Using this system control was demonstrated at 3 Hz with a 
maximum error of less than 1 pm. The system was also used to track a 7 Hz reference, 




The designed prototype fulfilled its primary design requirements in terms of 
deflection and controllability. Single stage multi-DOF position tracking has been 
demonstrated. The next step is to pursue multi-stage coordinated motion tasks. The 
primary limitation of achieving this step is the current hardware. Future work will also 
include demonstrating a successful application of the array. One of the most promising 
applications is the handling and testing of living cells. A method must therefore be 
developed allowing the manipulators to contact the cells. A work table will be needed to 
hold the cells. One method would be to have a z-axis positioner come through the back 
side of the wafer. Another method would be to allow the handle layer to extend into the 
center of the array, thereby giving a surface with which to apply samples to. If realized, 
it would also likely strengthen the wafer.
APPENDIX A.










Figure A.l. Manufacturing drawing of the prototype. All dimensions are in pm. All
features are 50 pm thick.
APPENDIX B.
LABVIEW SYSTEM SIGNAL GENERATION PROGRAM
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Lab VIEW was used to generate the stage voltage signal and trigger the PixeLINK 
camera. The front panel of the program “2 Ch ILC” is shown in Figure B. 1. This where 
the input the text file is selected as well as the sample rate and trigger frequency. Figure 
B.2 shows the first frame of the block diagram where samples are written to the DAQ 
board. Figure B.3 is the second frame of the block diagram that simply waits for the 
extra trigger button to be pressed after the signal generation occurs. Lastly Figure B.4 is 
the final frame of the block diagram where zeros are written to every channel and the 
single extra trigger is generated.
Sample Rate Trigger FPS Samples Expected Triggers Extra Trigger Capture Done 
fflOOOOO '1 100 2500 - 250 ■'
Input filefcr Up and Left Channels
|  C:\Users\pjwvw9\Documents\Prototype expen ments\two axis itc\circle 8 
Pj coupled 6 hz\input.txt
Plot 0Waveform Graph
; m • ir nr m m  i s
t ' ......  ...  —--- r~-------
H I 2 Ch ILC with comments.'vi Front Panel I J l L j J I L ! c=3 (h3 S3 "
File Edit View Project Operate Tools Window Help
#J "1 15pt Application Font ▼ j So* | -Db^  |
Figure B.l. Fab VIEW program front panel
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Figure B.2. The block diagram of the first frame of the case block. This frame generates 
the input to the system from a file, and triggers the camera.
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5?|
Figure B.3. The block diagram of the second frame of the case block. This frame waits 
until the extra trigger button is pressed, and then goes on to the next frame.
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Figure B.4. The block diagram of the third frame of the case block. This frame writes 




The following MATLAB code was used for least squares system identification, 
Kalman filtering, and iterative learning control. The below code is located in the 
“initialize.m” MATLAB m-file. This code is run before any other part of the ILC 
experiment. It initializes information about the system and generates the first input.
% T h i s  p r o g r a m  i n i t i a l i z e s  t h e  I L C  b y  b u i l d i n g  t h e  r e f e r e n c e ,  g u e s s i n g  
t h e  f i r s t  i n p u t  a n d  l o a d i n g  i n f o r m a t i o n  a b o u t  t i m i n g  a n d  t h e  s y s t e m
c l c
c l e a r  a l l  
c l o s e  a l l
i lc = l ;
d t = 0 . 0 0 1 ;  
t e n d = 2 . 5 ;  
t = d t : d t : t e n d ;  
s t e p s = t e n d / d t ;  
l t = l e n g t h ( t ) ;
s t a l l = 0 . 5 ;  ^ n u m b e r  o f  s e c o n d s  b e f o r e  t r a c k i n g  b e g i n s
r a d i u s = 2 0 ;  % C i r c l e  r a d i u s  
c e n t e r x = 3 0 ;  
c e n t e r y = 3 0 ;  
f r e q = 3 ;
u p p e r = 7 ;  
l o w e r = 3 ;
m i d d l e = ( u p p e r + l o w e r ) / 2  ;  
a m p = ( u p p e r - l o w e r ) / 2  ;
i c a m e r a  t i m i n g  f o r  a  1 0  h z  r u n  
f p s = 1 0 ;
s k i p = 1 0 0 0 / f p s ;
K = s k i p * d t : s k i p * d t : t e n d ;  
l k = l e n g t h ( K ) ;
% C a m e r a  t i m i n g  f o r  a  1 0 0  h z  r u n  
f a s t f p s = 1 0 0 ;  
f a s t s k i p = l 0 0 0 / f a s t f p s  ;
K f a s t = f a s t s k i p ^ d t : f a s t s k i p * d t : t e n d ;  
l k f a s t = l e n g t h ( K f a s t ) ;
n = l t / l k ;
% M o d e l  h a n d  f i t  f r o m  f r e q u e n c y  r e s p o n s e  d a t a  
g a i n = 6 ;
% B u i l d  r a d i a l  m o d e l  
p r = 8  0 ;
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A r = e x p ( - p r * d t ) /
B r c 2 d = - ( A r - 1 ) ;
C r = l ;
% B u i l d  t h e t a  m o d e l  
p t = 1 4  0 ;
A t = e x p ( - p t * d t ) ;
B t c 2 d = - ( A t - 1 ) ;
C t = l ;
% b u i l d  m a t r i x  o f  p o w e r s  o f  A
c o u n t e r = n ;
i n d e x = l ;
w h i l e  c o u n t e r  > 0
c o u n t e r e c o u n t e r - 1 ;
A r k r o n ( i n d e x ) = A r A c o u n t e r ;
A t k r o n ( i n d e x ) = A t A c o u n t e r ;  
i n d e x = i n d e x + l ;
e n d
% ' c r e a t e  e m p t y  m a t r i c i e s  s o  d a t a  c a n  b e  a d d e d  t o  t h e m  e a c h  r u n
x s t a t e s =  [ ] ;
y s t a t e s = [ ] ;
x i n p u t m a t = [ ] ;
y i n p u t m a t = [ ] ;
% N o i s e
s i g m a W = 2 ;  % m o d e l i n g  n o i s e  
s i g m a V = 0 . 5 ;  % m e a s u r e m e n t  n o i s e
Q = [ s  i g m a W A  2 , 0 ; 0 , s  i g m a W A  2 ] ;
R = [ s i g m a V A 2 , 0 ; 0 , s i g m a V A 2 ] ;
s t a t e s = 2 ;
I = e y e ( s t a t e s , s t a t e s ) ;
g a m m a = 0 . 0 5 ;  % I L C  L e a r n i n g  g a i n
r e a d = l ;  % o n l y  r e a d  d a t a  o n  a n  a c t u a l  I L C  r u n
v t o d i s p = 2 . 8 3 4 ;
f i d = f o p e n ( 1 i n p u t . t x t ’ ,  ’ w ’ ) ;
% b u i l d  s m o o t h  s t e p  t o  g e t  t o  c i r c l e  e d g e .
f c = t f ( [ 1 ] ,  [ 1 / 2 5  1 ] ) ;  
f d = c 2 d ( f c , d t ) ;
s t e p t i m e ^ O : d t : 0 . 5 ;
f o r  i = l : l e n g t h ( s t e p t i m e ) 
i f  t  ( i ) < 0 . 2 5
s t e p x ( i ) = 0 ;  
s t e p y ( i ) = 0 ;
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c o n t s t e p x ( i ) = 0 ;  
c o n t s t e p y ( i ) = 0 ;
e l s e
s t e p x ( i ) = c e n t e r x ;  
s t e p y ( i ) = c e n t e r y - r a d i u s ;  
c o n t s t e p x ( i ) ^ m i d d l e ;  
c o n t s t e p y ( i ) = m i d d l e - a m p ;
e n d
e n d
f i l t e r e d x = f i l t f i l t ( f d . n u m { 1 , 1 } , f d . d e n { 1 , 1 } , s t e p x ) ;  
f i l t e r e d y = f i l t f i l t ( f d . n u m { l , 1 } , f d . d e n { l , 1 } , s t e p y ) ;  
f i l t e r e d c o n t x = f i l t t i l t ( f d . n u m { 1 , 1 } A f d . d e n { 1 , 1 } , c o n t s t e p x )  ;  
f i l t e r e d c o n t y = f i l t f i l t ( f d . n u m { 1 , 1 } , f d . d e n { 1 , 1 } , c o n t s t e p y ) ;
% b u i l d  t h e  r e f  a n d  w r i t e  w r i t e  t h e  f i r s t  c o n t r o l  t o  a  f i l e  
f o r  i = l : l t
i f  t  ( i ) < s t a l l
r e f  ( : , i )  =  [ f i l t e r e d x ( i )  ; f i l t e r e d y ( i ) ] ;
c o n t r o l ( : , i ) = [ f i l t e r e d c o n t x ( i ) ; f i l t e r e d c o n t y ( i ) ] ;
e l s e
r e f ( : , i ) = [ c e n t e r x + r a d i u s * c o s ( t ( i ) * 2 * p i * f r e q + p i / 2 ) ; c e n t e r y + r a d i u s * s i n ( t ( 
i ) * 2 * p i * f r e q + p i / 2 ) ] ;
c o n t r o l ( : , i ) = [ m i d d l e + a m p ^ c o s ( t ( i ) ^ 2 ^ p i ^ f r e q + p i / 2 ) ; m i d d l e + a m p ^ s i n ( t ( i ) * 2  
* p i * f r e q + p i / 2 ) ] ;  
e n d
% w r i t e  t h e  d a t a  t o  a  f i l e  
f p r i n t f ( f i d ,  T % i  \ t  % 2 . 4 f  \ t  % 2 . 4 f  
\ r \ n ’ , t ( i ) , c o n t r o l ( 1 , i ) , c o n t r o l { 2 , i ) ) ;
e n d
f c l o s e ( f a l l 1 ) ;  
c l e a r  i  g  l o o p  f i d  
f i g u r e ;
s u b p l o t ( 2 , 2 , 1 ) ,  p l o t ( t , c o n t r o l ( 1 , : ) )  
s u b p l o t ( 2 , 2 , 2 ) ,  p l o t ( t , c o n t r o l ( 2 , : ) )  
s u b p l o t ( 2 , 2 , 3 ) ,  p l o t ( c o n t r o l ( 1 , : ) , c o n t r o l ( 2 , : ) )
c l e a r  f r e q  g a i n  r a d i u s  c o u n t e r  i n d e x  s t a r t
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After recording a video and analyzing it with NI Vision Assistant, the second m- 
file “newloop.m” extracts data from the NI file, identifies the system with least squares, 
filters the data, and then generates a new input. The program code is below. It can run at 
either 10 or 100 Hz depending on the desired feedback. Make sure the exposure time for 
the camera remains constant while recording at both frequencies. Otherwise the timing 
estimation will be off.
■ % T h i s  p r o g r a m  r u n s  a  s i n g l e  I L C  i t e r a t i o n .  T h e  c o d e  b e g i n s  b y  l o a d i n g  
i n  t h e  o u t p u t  f i l e  f r o m  N I  V i s i o n  A s s i s t a n t  a n d  c o n v e r t i n g  t h e  
i n f o r m a t i o n  i n t o  c o o r d i n a t e s .  N e x t  L S  i s  u s e d  t o  u p d a t e  t h e  m o d e l ,  a n d  
a f t e r w a r d  t h e  e s t i m a t i o n  i s  r u n .  F i n a l l y  P - t y p e  I L C  i s  u s e d  t o  u p d a t e  
t h e  c o n t r o l  f o r  t h e  n e x t  i t e r a t i o n .
c l c
% p r o m p t  t h e  u s e r  t o  f i n d  o u t  w h a t  t h e  f r a m e  r a t e  i s  f o r  e a c h  r u n ,  a n d  
% w h e t h e r  o r  n o t  i t  i s  t h e  l a s t  r u n
v i d e o f r a m e r a t e = i n p u t ( ’ V i d e o  F r a m e  r a t e ?  ( 1 0  o r  1 0 0  F P S ) f ) ;  
i f  v i d e o f r a m e r a t e = = 1 0 0
f i n a l r u n = i n p u t ( T I s  t h i s  t h e  f i n a l  r u n ?  ( y / n ) T , f s ’ ) ;
e n d
g l o b a l  t h e t a r  t h e t a t
:o
o G e t  M e a s u r e m e n t  D a t a % % % t f St9-9-S^9'&5-9-9-9-9-&Q-$oaQ-Q.aQ-Q.<XQ.Q.OQ,o O O O O O O O O O O O O O O O O O O O O'O O'O'O O ' O ’O a 9- Q. Q. ’o 'a 'a t>
f i d  =  f o p e n ( 1 o u t p u t 1 ,  ? r ! ) ;
r a w  =  t e x t s c a n ( f i d ,  * % s  % s  % s  % s  % s ’ ) ;
% p i c k  c e l l  a r r a y s  o u t  o f  t h e  m a i n  c e l l  
d a t = r a w { 1 , 5 } ;
i = l ;
% T h e  t e x t  f i l e  r a n d o m l y  s w i t c h e s  b e t w e e n  t h e s e  t w o  s p a c i n g s .  S e l e c t  
t h e
% o n e  t h a t  w o r k s ,  
i f  1
g = 6 ;
f=4;
d a t s k i p = 7 ;
e l s e
g = 5 ;  
f=3;
d a t s k i p = 6 ;
128
e n d
% p i c k  o u t  i n d i v i d u a l  e l e m e n t s  a n d  c o n v e r t  t h e m  
w h i l e  f < = l e n g t h ( d a t )
d i s t ( i ) = s t r 2 n u m ( c e l l 2 m a t ( d a t ( f ,  1 ) )  ) ;  
a n g l e ( i ) = s t r 2 n u m ( c e l l 2 m a t ( d a t ( g ,  1 ) ) ) ;
f = f t d a t s k i p ;  
g = g + d a t s k i p ;  
i - i + 1 ;
e n d
f  c l o s e  ( : ’ a l l  r ) ;
c l e a r  a n g l e d a t  i  g  f  x d a t  y d a t
% S e l e c t  t h e  f r a m e  r a t e  a n d  p r o c e s s  a c c o r d i n g l y  
i f  v i d e o f r a m e r a t e = = 1 0
f o r  i = l : l k
x ( i ) = d i s t ( i ) * c o s d ( a n g l e ( i ) ) ;  
y ( i ) = d i s t ( i ) * s i n d ( a n g l e ( i ) ) ;
e n d
% C o n v e r t  d a t a  t o  c h a n g e s  ( i n  m i c r o n s )  
x s c a l e ( : , i l c ) = ( x - x ( 1 , 1 ) )  T / v t o d i s p ;  
y s c a l e ( : , i l c ) = ( y ( l , l ) - y ) ' / v t o d i s p ;
e l s e
% s e l e c t  m o r e  d a t a  
f o r  i = l : l k f a s t
x ( i ) = d i s t ( i ) ^ c o s d ( a n g l e ( i ) ) ;  
y ( i ) = d i s t ( i ) ^ s i n d ( a n g l e ( i ) ) ;
e n d
% C o n v e r t  d a t a  t o  c h a n g e s  ( i n  m i c r o n s )  
x s c a l e f a s t  ( :  ,  i l c )  =  ( x - x  ( 1 , 1 ) ' )  ’ /  v t o d i s p ;  
y s c a l e f a s t ( : , i l c ) = ( y ( l , l ) - y ) ’ / v t o d i s p ;
m e a s c o u n t = l ;
% p i c k  o u t  o n l y  t h e  s l o w  1 0  H z  d a t a  
f o r  k = l : l t
i f  r e m ( k , s k i p ) = = 0
x s c a l e  ( m e a s c o u n t , i l c ) = x s c a l e f a s t ( k / f a s t s k i p ,  i l c )  ;  
y s c a l e  ( m e a s c o u n t , i l c ) = y s c a l e f a s t ( k / f a s t s k i p , i l c )  ;
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m e a s u r e m e n t ( : , : , i l c ) = [ x s c a l e ( : , i l c ) ’ ; y s c a l e ( : , i l c )  T ] ;
% f i n d  t h e  g a i n  c u r v e  w i t h  L S  d a t a  f r o m  a l l  r u n s  
x s t a t e s t e m p = [ x s c a l e ( 2 : l k , i l c ) - A t A n * x s c a l e ( 1 ; l k - 1 , i l c ) ] ;  
y s t a t e s t e m p = [ y s c a l e ( 2 : l k , i l c ) - A r A n * y s c a l e ( 1 : l k - 1 ,  i l c )  ] ;
x i n p u t m a t t e m p = [ c o n t r o l ( 1 , n : l t - 1 , i l c ) 1 . A 2  c o n t r o l ( 1 , n : l t - l , i l c ) ’ . A 3  
c o n t r o l ( 1 , n r l t - 1 , i l c ) ' . A 4  c o n t r o l ( 1 , n : l t - 1 , i l c )  f . A 5  c o n t r o l ( 1 r n : I t -  
1 , i l c ) ’ . A 6  c o n t r o l ( 1 , n : l t - 1 , i l c ) ’ .  A 7  c o n t r o l ( 2 , n : I t -  
1 , i l c ) 1 . * c o n t r o l ( 1 , n : l t - 1 , i l c ) 1 ] ;
y i n p u t m a t t e m p = [ c o n t r o l ( 2 ,  n : l t - 1 , i l c ) 1 . A 2  c o n t r o l ( 2 ,  n : l t - 1 , i l c ) ’ . A 3  
c o n t r o l  ( 2 ,  n : . l t - l ,  i l c )  ’ . A 4  c o n t r o l  ( 2 ,  n :  l t - 1 ,  i l c )  ’ .  A 5  c o n t r o l  ( 2 ,  n :  l t -  
1 , i l c ) 1 . A 6  c o n t r o l ( 2 , n : l t - 1 , i l c ) ’ . A 7  c o n t r o l ( 1 , n : l t -  
1 , i l c ) ’ . * c o n t r o l ( 2 , n : l t - 1 , i l c ) ’ ] ;
x s t a t e s = [ x s t a t e s ; x s t a t e s t e m p ] ;  
y s t a t e s = [ y s t a t e s ; y s t a t e s t e m p ] ;
x i n p u t m a t = [ x i n p u t m a t ; x i n p u t m a t t e m p ] ;  
y i n p u t m a t = [ y i n p u t m a t ; y i n p u t m a t t e m p ] ;
d i m s t a t e s = l e n g t h ( x s t a t e s ) ;
; % B u i l d  t h e  " d i a g o n a l "  m a t r i x
A r m a t ^ k r o n ( e y e ( d i m s t a t e s , d i m s t a t e s ) , A r k r o n ) ;
A t m a t = k r o n ( e y e ( d i m s t a t e s , d i m s t a t e s ) , A t k r o n ) ;
x p h i = B t c 2 d * A t m a t * x i n p u t m a t ;  
y p h i = B r c 2 d * A r m a t * y i n p u t m a t ;
t h e t a t  ( : , i l c ) = x p h i \ x s t a t e s ;  
t h e t a r  ( : , i l c ) = y p h i \ y s t a t e s ;
% E s t i m a t e  h e r e ' % % % % % % -
p k p ( : ,  : , 1 ) =  1 0  * e y e ( s t a t e s , s t a t e s ) ;  % r e p l a c e  w i t h  b e t t e r  i n f o  l a t e r  
x h p  ( :  r 1 ) .  —  [ 0  ;  0  ]  ;
^ S e a r c h  f o r  t h e  c o r r e c t  g a i n  b y  i t e r a t i n g  t h e  e s t i m a t i o n
g. g  g, g, o % t>
m e a s c o u n t = l ;
% F i l t e r  u s i n g  a  d i s c r e t e  K a l m a n  F i l t e r  
f o r  k = l : l t
% A d j u s t  t h e  m o d e l ’ s  g a i n  
g a i n = c a l c g a i n ( c o n t r o l ( : , k , i l c ) , i l c ) /
C o n v e r t  t o  d i s c r e t e  b y  h a n d  b e c a u s e  i t s  f a s t e r  ( s t u p i d  m a t l a b )
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A =  [ A t ,  0 ;  0 ,  A r ]  ;
B = [ B t c 2 d * g a i n ( 1 ) , 0 ; 0 , B r c 2 d * g a i n ( 2 ) ] ;
O  [ C t ,  0 ;  0 ,  C r ]  ;
% p r o p a g a t e  p h a s e
x h m  ( :  ,  k + 1 ) = A * x h p  ( :  , k )  + B * c o n t r o l  ( :  ,  k ,  i l c )  ;  
p k m  ( : ,  :  ,  k + 1 : ) '  - A * p k p  ( : ,  :  ,  k )  * A '  + Q ;
% u p d a t e  p h a s e
i f  r e m ( k + 1 , s k i p ) = = 0  % u p d a t e  w i t h  a  m e a s u r e m e n t
K k ( : , : , k + l ) = p k m ( : , : , k + I ) * C r * ( C * p k m ( : f : , k + 1 ) * C ' + R ) A - 1 ;  
p k p  ( : ,  : ,  k + 1 ) =  ( I - K k  ( :  ,  : ,  k + 1 ) * C )  ^ p k m  ( :  ,  : ,  k + 1 ) ;
x h p  ( :  ,  k + 1 ) = x h m  ( : ,  k + 1 ) + K k  ( :  ,  :  ,  k + 1 ) *  ( m e a s u r e m e n t  ( :  ,  m e a s c o u n t ,  i l c )  -  
C * x h m ( : , k + 1 ) ) ;
r e s ( : , m e a s c o u n t ) ^ m e a s u r e m e n t ( : , m e a s c o u n t , i l c ) - C * x h m ( : , k + 1 )  
m e a s c o u n t = m e a s c o u n t + l ;
e l s e  % d o n f t  u p d a t e ,  j u s t  d u p l i c a t e  t h e  v a l u e s  
x h p ( : , k + 1 ) = x h m ( : , k + 1 ) ;  
p k p ( : , : , k + 1 ) = p k m ( : , : , k + 1 ) ;
e n d
e n d  % e n d  f i l t e r  l o o p
% S e t  i n i t i a l  v a l u e s  f o r  t h e  s m o o t h e r  
x b ( : , I t ) = x h p ( : , I t ) ;  
p b ( : , : , I t ) - p k p ( : , : , I t ) ;
% R u n  r e c u r s i v e  R T S  s m o o t h e r  
f o r  k - l t - 1 : — 1 : 1
S k  ( : ,  : ,  k )  = p k p  ( :  ,  : ,  k )  * A '  ^ p k m (  :  ,  : , k + l ) A - l ;
x b  ( : ,  k )  = x h p  ( : ,  k )  + S k  ( :  ,  :  ,  k )  *  ( x b  ( :  ,  k + 1 ) - x h m  ( : ,  k + 1 ) ) ;
e n d
% G e t  t h e  v a r i o u s  m e a s u r e m e n t s  f r o m  t h e  s t a t e s .  
m e a s c o u n t = l ;
f o r  k = l : I t
p r e c o v l l ( k , i l c ) = p k m ( 1 , 1 , k ) ;  
p r e c o v 2 2 ( k , i l c ) - p k m ( 2 , 2 , k ) ;  
p o s t c o v l l ( k , i l c ) - p k p ( 1 , 1 ,  k ) ;  
p o s t c o v 2 2 ( k , i l c ) - p k p ( 2 , 2 ,  k )  ;  
p r i o r i x ( k , i l c ) - C ( l , : ) * x h m ( : , k ) ;  
p r i o r i y ( k , i l c ) = C ( 2 , : ) * x h m ( : , k ) ;  
p o s t e r i o r i x ( k , i l c ) = C ( 1 , : ) * x h p ( : , k ) ;  
p o s t e r i o r i y ( k , i l c ) - C ( 2 , : ) ^ x h p ( : , k ) ;  
e s t i m a t e x ( k , i l c ) = C ( 1 ,  : ) * x b ( : , k ) ;  
e s t i m a t e y ( k , i l c ) - C ( 2 ,  : ) * x b ( : , k ) ;  
e s t f o r i l c ( : , k , i l c ) - C ^ x b ( :  ,  k )  ;
i f  v i d e o f r a m e r a t e — 1 0
: % G e t  s l o w e r  e s t i m a t i o n  i n f o r m a t i o n  t o  c o m p a r e  t o  d a t a
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i f  r e m ( k , 1 0 0 0 / f p s ) = = 0
r e f m e a s x ( m e a s c o u n t ) = r e f ( 1 , k ) ;  
r e f m e a s y ( m e a s c o u n t ) = r e f ( 2 , k ) ;
% c a l c u l a t e  t h e  e s t i m a t i o n  a n d  I L C  e r r o r s  
e r r o r s l o w x ( m e a s c o u n t , i l c ) = r e f m e a s x ( m e a s c o u n t ) -  
x s c a l e ( m e a s c o u n t , i l c ) ;
e r r o r s l o w y ( m e a s c o u n t , i l c ) = r e f m e a s y ( m e a s c o u n t ) -  
y s c a l e ( m e a s c o u n t , i l c ) ;
m e a s c o u n t = m e a s c o u n t + l ;
e n d
e l s e
% G e t  s l o w e r  e s t i m a t i o n  i n f o r m a t i o n  t o  c o m p a r e  t o  d a t a  
i f  r e m ( k , 1 0 0 0 / f a s t f p s ) = = 0
p o s t m e a s x ( m e a s c o u n t , i l c ) = p o s t e r i o r i x ( k ,  i l c ) ;  
p o s t m e a s y ( m e a s c o u n t , i l c ) = p o s t e r i o r i y ( k , i l c ) ;  
e s t m e a s x ( m e a s c o u n t , i l c ) = e s t i m a t e x ( k , i l c ) ;  
e s t m e a s y ( m e a s c o u n t , i l c ) = e s t i m a t e y ( k , i l c ) ;  
r e f f a s t x ( m e a s c o u n t ) = r e f ( 1 ,  k )  ;  
r e f f a s t y ( m e a s c o u n t ) = r e f ( 2 , k ) ;
% c a l c u l a t e  t h e  e s t i m a t i o n  a n d  I L C  e r r o r s  
e r r o r e s t x ( m e a s c o u n t , i l c ) = e s t m e a s x ( m e a s c o u n t , i l c ) -  
x s c a l e f a s t ( m e a s c o u n t , i l c ) ;
e r r o r e s t y ( m e a s c o u n t , i l c ) = e s t m e a s y ( m e a s c o u n t , i l c ) -  
y s c a l e f a s t ( m e a s c o u n t , i l c ) ;
e r r o r i l c x ( m e a s c o u n t , i l c ) = r e f f a s t x ( m e a s c o u n t ) -  
e s t m e a s x ( m e a s c o u n t , i l c ) ;
e r r o r i l c y ( m e a s c o u n t , i l c ) = r e f f a s t y ( m e a s c o u n t ) -  
e s t m e a s y ( m e a s c o u n t , i l c ) ;
e r r o r t o t a l x ( m e a s c o u n t , i l c ) = r e f f a s t x ( m e a s c o u n t ) -  
x s c a l e f a s t ( m e a s c o u n t , i l c ) ;
e r r o r t o t a l y ( m e a s c o u n t , i l c ) = r e f f a s t y ( m e a s c o u n t ) -  
y s c a l e f a s t ( m e a s c o u n t , i l c ) ;




i f  v i d e o f r a m e r a t e = = 1 0  
R M S t o t a l ( i l c ) = s q r t (
( s u m ( e r r o r s l o w x ( : , i l c ) . A 2 ) + s u m ( e r r o r s l o w y ( : , i l c ) . A 2 ) )
/ ( 2 * l e n g t h ( e r r o r s l o w x ( : , i l c )  ) ) ) ;
e l s e
R M S e s t ( i l c ) = s q r t (
( s u m ( e r r o r e s t x ( : , i l c )  . A 2 ) + s u m ( e r r o r e s t y ( : , i l c )  . A 2 ) )
/ ( 2 * l e n g t h ( e r r o r e s t x ( : , i l c )  ) ) ) ;
R M S i l c ( i l c ) = s q r t (
( s u m ( e r r o r i l c x ( : , i l c )  . A 2 ) + s u m ( e r r o r i l c y ( :  ,  i l c )  . A 2 ) )
/ ( 2 * l e n g t h ( e r r o r i l c x ( : , i l c ) ) )  ) ;
R M S t o t a l ( i l c ) = s q r t (
( s u m ( e r r o r t o t a l x ( : , i l c )  . A 2 ) + s u m ( e r r o r t o t a l y ( :  ,  i l c )  . A 2 )  )
/ ( 2 * l e n g t h ( e r r o r t o t a l x ( : , i l c )  ) ) ) ;
e n d
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i f  v i d e o f r a m e r a t e = = 1 0 0  
f i g u r e ;
p l o t  ( e s t i m a t e x  ( :  , : i l c )  ,  e s t i m a t e y  ( :  ,  i l c )  ,  x s c a l e f a s t ( : , i l c )  , y s c a l e f a s t ( : ,  
l c ) , r e f ( l ,  : ) , r e f  ( 2 , : ) )
l e g e n d ( T E s t i m a t e d ’ ,  ’ S y s t e m  O u t p u t ’ ,  ’ R e f e r e n c e ’ ) 
x l a b e l ( ’ X  D i s p l a c e m e n t  ( m i c r o n s ) ’ ) ;  y l a b e l ( ’ Y  D i s p l a c e m e n t  
( m i c r o n s ) ’ ) 
g r i d  o n
t i t l e ( ’ O u t p u t  a n d  E s t i m a t e d  X  a n d  Y  p o s i t i o n ’ )
e l s e
f i g u r e ;
p l o t  ( p o s t e r i o r i x  ( :  ,  i l c )  ,  p o s t e r i o r l y  ( :  ,  i l c ) : ,  e s t i m a t e x  ( : ,  i l c )  ,  e s t i m a t e y  ( 
, i l c ) , x s c a l e ( : , i l c ) , y s c a l e ( : , i l c ) ,  ’ * ’ , r e f ( 1 ,  : )  ,  r e f ( 2 ,  : )  )
l e g e n d ( ’ P o s t e r i o r i ’ , ’ S m o o t h e d ’ , ' S y s t e m  O u t p u t ’ , ’ R e f e r e n c e ’ ) 
x l a b e l ( ’ X  D i s p l a c e m e n t  ( m i c r o n s ) ’ ) ;  y l a b e l ( ’ Y  D i s p l a c e m e n t  
( m i c r o n s ) ’ ) 
g r i d  o n
t i t l e ( ’ O u t p u t  a n d  E s t i m a t e d  X  a n d  Y  p o s i t i o n ’ )
e n d
i f  n o t ( f i n a l r u n = = ’ y ’ )
% E r r o r  u s e d  i n  t h e  I L C  a l g o r y t h m  
e r r o r  ( : , : ; ,  i l c )  = r e f - e s t f o r i l c  ( :  ,  : ,  i l c )  ;
: % I L C  l e a r n i n g e q u a t i o n °  
f o r  i = l j l t
i f  i < l t
g, a  g. o o g.
O .O O O "Q O
c o n t r o l ( : , i , i l c + 1 ) ^ c o n t r o l ( : , i f  i l c ) + g a m m a ^ e r r o r ( : , i  +  1 , i l c )  
e l s e
c o n t r o l ( : ,  i , i l c + 1 ) ^ c o n t r o l ( : ,  i , i l c ) ;
e n d
% N e e d e d  b e c a u s e  c o n t r o l  c a n ’ t  b e  n e g a t i v e  
i f  c o n t r o l ( 1 , i , i l c + 1 ) < 0  
c o n t r o l ( 1 , i , i l c + 1 ) = 0 ;
e n d
i f  c o n t r o l ( 2 , i , i l c + 1 ) < 0  
c o n t r o l ( 2  p i , i l c + 1 ) = 0 ;
e n d
% N e e d e d  b e c a u s e  t h e  D A Q  m a x e s  o u t  a t  1 0 V  
i f  c o n t r o l ( 1 , i , i l c + 1 ) > 9 . 5  
c o n t r o l ( 1 , i , i l c + 1 ) = 9 . 5 ;
e n d
i f  c o n t r o l ( 2 , i , i l c + 1 ) > 9 . 5  
c o n t r o l ( 2 , i , i l c + 1 ) = 9 . 5 ;
e n d
e n d
% N e w  I n p u t  T e x t  F i l e % % % % % % % % % % % % %  
d a q n e w = f o p e n ( ’ i n p u t . t x t ’ , ’ w ’ ) ;
O O O O O O O O O O ' O ' O ' O ' S
00.0° o. 
o o o o o
f o r  i = l : I t
%write the data to a file 
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