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Three-Dimensional Extended Object Tracking and
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Murat Kumru and Emre O¨zkan, Member, IEEE
Abstract—In this study, we investigate the problem of tracking
objects with unknown shapes using three-dimensional (3D) point
cloud data. We propose a Gaussian process-based model to
jointly estimate object kinematics, including position, velocity
and orientation, together with the shape of the object in an
online fashion. We describe the unknown shape by a radial
function in 3D, and induce a correlation structure via a Gaussian
process. Furthermore, we propose an efficient algorithm to
reduce the computational complexity of working with 3D data.
This is accomplished by casting the tracking problem into
projection planes which are attached to the object’s local frame.
The proposed methods provide an analytical expression for the
object shape together with confidence intervals. The confidence
intervals, which quantify the uncertainty in the shape estimate,
can later be used for solving the gating and association problems
inherent in object tracking. The performance of the methods
is demonstrated both on simulated and real data. The results
are compared with an existing random matrix model, which is
commonly used for extended object tracking in the literature.
Index Terms—Extended Object Tracking, Gaussian Processes,
Shape Learning, Point Cloud Data.
I. INTRODUCTION
Object tracking can be described as making inference about
the unknown kinematics of an object using sequentially avail-
able noisy sensor data. The problem is explicitly referred to
as point object tracking when the number of measurements
returned from the object is limited to be at most one per
sensor scan. On the other hand, it is dubbed as extended object
tracking (EOT) when the object potentially originates multiple
measurements at a single scan. In the latter case, the mea-
surements not only convey information about the kinematics,
e.g., position, velocity and orientation, but they also naturally
reveal characteristics of the latent shape/extent. In order to
systematically assimilate this information, a solid body of
EOT literature relying on various extent representations has
been developed, [1]. These representations exhibit significant
variance in their compactness and expressive power. For exam-
ple, a group of EOT algorithms imposes simple shape models
such as a circle, a rectangle, or an ellipse. These essentially
achieve extent modeling with only a few parameters at the
cost of limited potential for shape description. A substantial
fraction of studies in robotics and autonomous driving resides
in this category as they utilize the bounding box model. [2]
considers pedestrian tracking by processing a partition of 3D
point cloud data. They model the extent of a pedestrian by a
bounding box. In [3], tracking for autonomous driving in urban
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settings is addressed. They formulate the problem in two-
dimensional (2D) motion space regarding the bounding box
model for objects. Another popular line of research, named
random matrix approach, approximates the object extent by an
ellipse, [4]–[7]. Random hyper-surface models (RHM), on the
other hand, formulates the EOT problem via a more flexible
extent representation for star-convex objects, [8], [9]. The
model is based on the Fourier series expansion of the spatial
extent, and the coefficients of the expansion are estimated
together with the kinematics. A specific adaptation of RHM
to tackle people tracking using depth data is presented in [10],
and therein 3D shape is approximated as a cylinder. From a
similar perspective, a more general tracking framework based
on the assumption that 3D object surface can be constructed
by some transformations, e.g., translation, rotation, of a plane
curve is proposed in [11]. However, this approach necessitates
a special formulation of the recursive estimator in accordance
with the particular transformation considered. This devalues
the virtue of the model for a standard tracking application as
there is typically no prior information about the object shape.
With its favorable analytical properties and close connec-
tions to the Bayesian paradigm, a Gaussian process (GP)
facilitates modeling of unknown functions. With this in mind,
the authors describe the latent extent of star-convex objects by
GP in [12] and [13]. These models estimate the pose of the
object while learning its arbitrary shape simultaneously. This
approach is applied to the multiple object tracking problem
in [14]. Several adaptations of the GP model have also been
investigated for specific application settings. Multiple sensor
fusion problem in automotive scenarios is addressed in [15].
[16] suggests a tracking filter processing measurements from
a high-resolution automotive radar; it is built upon the GP
extent representation. [17] focuses on object classification
making use of the extent estimates produced by a GP based
tracking algorithm. In [18], measurement models to leverage
both negative and positive information, i.e., where the object
should and should not exist, are developed with the aim of
effectively exploiting the laser range scanners in tracking.
These models rely on the GP description of the object extent.
An alternative approach for tracking is to make use of
a grid representation, which approximates the continuous
space as a collection of small-sized units. For instance, so-
called occupancy grids, which were initially motivated by the
mapping problem, have been adapted to tracking of dynamic
objects. In [19] and [20], local occupancy grids, which are
fixed to the local coordinate frame of the object, are uti-
lized for tracking arbitrarily shaped objects. Although this
representation can potentially lead to a rich description of
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2the latent shape, it is limited by the inherent assumption that
the individual cells are mutually independent. In particular,
this assumption possibly causes the inference to disregard the
consistent spatial patterns which are locally intrinsic in the
underlying object shape. Similarly, processing environmental
representations expressed by grids, neural networks are also
applied to object tracking, [21], [22]. All of these methods
come with a fundamental trade-off between spatial resolution
and memory consumption/computational load. Consequently,
a vast majority of the existing literature alleviates these issues
by formulating the tracking problem in 2D space. Besides,
another significant inconvenience associated with the grid-
based approach is the selection of grid size and cell resolution
without having a priori information about the object.
All of the approaches discussed so far prescribes object
tracking to infer some latent variables which are meant to
express the object extent, e.g., Fourier coefficients, random
matrices, occupancy grids. In contrast, it is also possible to
refer to an intuitive extent description which is formed as
a collection of point measurements. Using this notion, [23]
suggests to jointly estimate the self-motion and the track’s
motion using the Iterative Closest Point (ICP) algorithm and
a Kalman filter where the appearance of the object is stored
as an aggregation of LIDAR measurements and correspond-
ing features. [24] basically combines LIDAR data and color
information, and offers an inference method, named annealed
dynamics histograms, based on the iterative sampling of the
state space. They also do not model the shape explicitly instead
integrate measurements over time to obtain a point cloud
representation of the shape. Likewise, the object extent is
expressed as an accumulated point cloud in [25]. As a principal
difference, they formulate tracking as a batch optimization
on a sliding window of measurements rather than applying
a standard Bayesian estimator. These methods facilitate joint
tracking and shape learning of arbitrary objects in the pres-
ence of continuously available, high-precision and informative
measurements. However, as they do not feature a principled
representation of the underlying shape, there arise robustness
issues with the sparsity of the measurements due to increasing
distance, change of the vantage point and occlusions. In addi-
tion, dependence on the ICP algorithm to align point clouds
renders the tracking performance sensitive to the initialization
errors. Lastly, the storage and computational requirements
scale with the size of the object extent.
Motivated by several applications, such as medical, robotics,
computer vision and mechanical production, 3D modeling of
objects has been an active research topic for many years.
The proposed algorithms achieve 3D shape representations by
means of various tools, e.g., occupancy maps, polygon meshes,
implicit surfaces or collection of point clouds. A complete
review of this broad field is well beyond the scope of this
paper; instead, we focus our attention to those exploiting a GP-
based approach. Being a non-parametric model, GP establishes
a convenient basis for probabilistic modeling of an arbitrary
3D shape. In this regard, the central idea of learning an
implicit surface description by a GP was first suggested in
[26]. With a particular focus on the robotic grasping problem,
[27] and [28] consider how to exploit information collected
by various sensors, such as visual, haptic and laser, relying
on this shape representation. Both of these studies make use
of grid structures in the Cartesian coordinates. [29] examines
systematic ways to incorporate prior knowledge about the
object shape into the mentioned model. In this study, an
iterative rendering procedure is employed to reconstruct the
corresponding surface representation which is essentially em-
bedded as the solution of the implicit function. Note that all of
these studies address the modeling of stationary objects where
full information about the true pose is available. Besides,
none of these efforts accounts for the constraints of an online
tracking problem as they either require batch processing of the
measurements, [29], or maintain the implicit function on a 3D
grid, [27], [28], which do not provide an efficient base for a
recursive application.
In this study, we consider the problem of tracking 3D
objects while simultaneously learning their arbitrary shapes
using point cloud measurements. Estimating arbitrary shapes
from noisy 3D point cloud data is a challenging task, and the
problem gets even more severe when the objects are in motion.
This is mainly due to the inherent interdependence between the
pose and the shape description. Therefore, reliable estimation
of one necessitates precise information about the other. That
being said, we formulate the problem as a joint estimation
of both motion and shape variables where we can explicitly
account for the correlation in a stochastic framework. In this
pursuit, we first derive two novel probabilistic representations
of the 3D surface, which can be utilized alternatively. For
the first one, the unknown 3D surface is described by a
radial function defined for all spherical angles. The second
approach exploits the correspondence between a 3D shape and
its projections onto multiple planes, and thus expresses the
original 3D surface by a collection of 2D contours of these
projections. Then, the shape representations are achieved by
casting the above descriptions into the probabilistic domain by
GP modeling without imposing any parametric form. By doing
so, we attain a flexible basis to estimate various different-
shaped objects. Moreover, measurement models are developed
based on an efficient approximation of the GP. Finally, the
kinematics and the object shape are jointly inferred by an
extended Kalman filter regarding a unified state space model.
In this document, we extend our previous work on 3D object
tracking, [30], and present rigorous derivations of the models
discussed. Additionally, the performance of the proposed al-
gorithms is comprehensively evaluated on both simulated and
real measurements in a comparative manner.
The rest of this document is organized as follows. We
introduce a 3D extent description relying on the radial function
in Section II. The basics of the GP regression together with
an efficient recursive approximation are briefly reviewed in
Section III. A GP model for the given extent representation is
developed in Section IV. Section V derives a unified state
space model comprising of both the kinematic and extent
variables, and the inference method regarding this model is
described in Section VI. Subsequently, we propose the alterna-
tive approach relying on the object projections in Section VII.
The performance of the suggested algorithms are demonstrated
in Section VIII. Section IX concludes the article.
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Fig. 1: Object extent description in spherical coordinates.
II. EXTENT MODEL FOR 3D OBJECTS
To facilitate effective shape1 learning, a suitable description
of the object extent which meets the requirements of the prob-
lem is to be adopted. Specifically, it is required to have high
representational power to be able to express the latent extent
of an arbitrary object. In addition, it should be sufficiently
compact so that it will enable an efficient implementation of
the online tracking algorithm.
In this regard, we model the object shape in spherical coor-
dinates by means of a radial function f(θ, φ). The arguments
of this function are the azimuth, θ ∈ [−pi, pi], and the elevation
angles, φ ∈ [−pi2 , pi2 ], and the output, r, is the distance between
the center of the object and the point on the surface at the
corresponding spherical angle pair, i.e., r = f(θ, φ). Fig. 1
illustrates the representation for an arbitrary object.
Notice that this representation summarizes the 3D shape
exclusively by the external boundary (surface) of the object
considering that the point cloud measurements are merely
originated from the surface. Additionally, it implicitly assumes
that the latent shape is star-convex2. This assumption does not
introduce a strict limitation as star-convex shapes present an
adequately broad class for object tracking applications.
The main concern of the upcoming sections is to construct
a unified state space model to serve as a basis for the joint
estimation of the kinematics and the shape of the object.
The corresponding state vector includes both the kinematics
and a parametric description of the given extent model. This
description will basically be obtained by developing a GP
model for the radial function. In particular, we adopt a
recursive approximation of GP modeling to avoid associated
computational difficulties. This approach primarily accom-
plishes a probabilistic representation of the latent extent in
a principled manner. It conveniently accounts for the inherent
spatial correlation within the object surface. Besides, the GP
model is able to maintain the local uncertainty information
of the extent which becomes vital for robust tracking and
shape learning in scenarios including occlusions and sparse
sampling.
The next section first briefly introduces the standard GP
regression and then elaborates on its recursive approximation.
1Throughout this paper, we deliberately use the terms, extent and shape
interchangeably to contribute to a common understanding between researchers
from different fields, such as tracking, computer vision and robotics.
2A set S is star-convex with respect to the origin if each line segment from
the origin to any point in S is fully contained in S.
III. GAUSSIAN PROCESSES
A Gaussian Process (GP) is a stochastic model which
specifies a probability distribution in the function space for
a function f(·), [31]. We hereby engage a GP to model the
radial function expressing the unknown extent of the object. A
GP is uniquely defined by the mean µ(u) and the covariance
function k(u, u′) defined as
µ(u) = E[f(u)], (1a)
k(u, u′) = E[(f(u)− µ(u))(f(u′)− µ(u′))>]. (1b)
The corresponding GP model is denoted as
f(u) ∼ GP(µ(u), k(u, u′)),
where u is the input of the function.
A GP can also be interpreted as a collection of random
variables, any finite number of which have a joint Gaussian
distribution that is consistent with the specified mean and
covariance functions. The joint distribution of the function
evaluations at the inputs, u1, ..., uN , reads as f(u1)...
f(uN )
 ∼ N (µ,K), where µ =
µ(u1)...
µ(uN )
 , (2a)
and
K =
k(u1, u1) . . . k(u1, uN )... ...
k(uN , u1) . . . k(uN , uN )
 . (2b)
A. Gaussian Process Regression
Prior belief about the unknown function encoded by the GP
can be conveniently conditioned on the information provided
by observations. For this purpose, a noisy observation m
can be described as the true function output perturbed by an
independent Gaussian noise e,
m = f(u) + e, e ∼ N (0, R). (3)
Assume that we seek for the refined distribution of
the function values f , [f(uf1) . . . f(ufN f )]> at the inputs
uf , [uf1 . . . ufN f ]>. Available measurements are denoted by
m , [m1 . . . mN ]> which are originated from the inputs
u , [u1 . . . uN ]>. The GP model (2) together with the mea-
surement model (3) leads to the following joint distribution,
[
m
f
]
∼ N
(
0,
[
K(u,u) + IN ⊗R K(u,uf )
K(uf ,u) K(uf ,uf )
])
, (4a)
where K(u,uf ) =
k(u1, u
f
1) . . . k(u1, u
f
N f )
...
...
k(uN , u
f
1) . . . k(uN , u
f
N f )
 , (4b)
IN indicates an N-by-N identity matrix, and ⊗ is the Kro-
necker product. Notice that the mean function is set to be
identically zero for the sake of brevity. For an arbitrary mean
function, the derivation of the regression closely follows this
specific case, [31].
4By regarding the joint Gaussian distribution, the conditional
distribution p(f |m) is derived as
p(f |m) ∼ N (Am, P ), (5a)
where
A = K(uf ,u)K−1y , (5b)
P = K(uf ,uf )−K(uf ,u)K−1y K(u,uf ), (5c)
Ky = K(u,u) + IN ⊗R. (5d)
B. Recursive Gaussian Process Regression
The GP regression necessitates to process all available
information in a single batch as the complete measurement
vector m and the corresponding covariance matrix Ky appear
in (5). While this attribute can be interpreted to be the primary
strength of GP modeling since it enables to draw conclusions
directly from the observations, it also poses some compu-
tational problems for certain settings. Specifically, in object
tracking, the aim is to compute the posterior density p(f |m1:k)
at time k using measurements which are acquired sequentially
in time. For this problem, online inference can be achieved by
a recursive algorithm which efficiently updates the posterior
by considering only the newly available measurements. In this
respect, the standard GP regression is not applicable due to
its increasing needs for computational sources and memory
storage with the accumulation of measurements over time.
Therefore, we hereby rely on an approximation of the GP,
that basically summarizes the original model at a finite set of
basis points at which the model is maintained recursively. The
approximation was initially proposed in [32], [33], and then
applied to the object tracking problem in [12].
In this approach, the objective is to derive a formulation
of the posterior distribution p(f |m1:N ) that enables recursive
implementation. To this end, the posterior is first expanded as
the collection of the following terms by applying the Bayes’
law iteratively.
p(f |m1:N ) ∝ p(mN |f ,m1:N−1)p(f |m1:N−1), (6a)
∝ · · · p(mk|f ,m1:k−1) · · · p(f)︸ ︷︷ ︸
p(f |m1:k)
. (6b)
At this point, f is assumed to provide the sufficient statistics
for mk. Under this assumption, mk conditioned on f becomes
independent from all previous measurements, m1:k−1, i.e.,
p(mk|f ,m1:k−1) ≈ p(mk|f). (7)
Notice that the assumption becomes exact if the inputs of mk
form a subset of the inputs of f . Moreover, it can be claimed
to a reasonable approximation when the distance between the
inputs of mk and the inputs of f is sufficiently small compared
to the characteristic lengthscale of the covariance function. In
this study, we want to model the unknown radial function
whose input is the spherical angle pair. As the set of the
possible input values has a well-defined boundary, it is possible
to sufficiently sample this set by a finite number of basis points
which can be located equidistantly.
The above assumption leads to a setting where we essen-
tially treat f to be the latent variable and the measurements
provide noisy observations of it. Accordingly, once the mea-
surement likelihood and the initial prior densities are defined,
it is possible to apply recursive Bayesian inference for f . With
this in mind, we simply refer to the underlying GP model to
offer these densities in a principled way. At first, the joint
distribution of the measurement mk and f is revealed by the
definition of the GP as[
mk
f
]
∼ N
(
0,
[
K(uk, uk) +R K(uk,u
f )
K(uf , uk) K(u
f ,uf )
])
. (8)
Then, the joint distribution together with (5) computes the
following likelihood and prior densities,
p(mk|f) = N (mk;Hfkf , Rfk), (9a)
p(f) = N (0, P f0 ), (9b)
where
Hfk = H
f (uk) = K(uk,u
f )[K(uf ,uf )]−1, (9c)
Rfk = R
f (uk) = k(uk, uk) +R
−K(uk,uf )[K(uf ,uf )]−1K(uf , uk), (9d)
P f0 = K(u
f ,uf ). (9e)
The structure of (9) allows us to construct the following
state space model to which a standard Kalman filter can be
applied for recursive inference, [12].
xfk+1 = x
f
k, (10a)
mk = H
f (uk) x
f
k + e
f
k, e
f
k ∼ N (0, Rf (uk)), (10b)
xf0 ∼ N (0, P f0 ), (10c)
where xfk , f = [f(uf1) . . . f(ufN f )]>.
The benefits of having such a state space model for the
object extent are twofold: first, presumed dynamical charac-
teristics of the extent can easily be encoded into the model;
second, it can simply be augmented by another state space
model to obtain a unified representation.
In this study, we consider the following dynamical model
to express the evolution of the unknown object shape:
xfk+1 = F
fxfk +wk, wk ∼ N (0, Qf ), (11a)
where
F f = e−αT I, Qf = (1− e−2αT )K(uf ,uf ). (11b)
This model introducing a forgetting factor α with process noise
wk basically accounts for the possible changes in the object
extent. Therefore, it potentially facilitates tracking of nonrigid
objects. In addition, it enables recovery from erroneously inte-
grated shape information which might occur due to temporal
errors in the pose estimates, especially during the initial phases
of the tracking.
IV. GP MODELING OF OBJECT EXTENT
In this section, the radial function which expresses the
object extent is to be modeled via a GP. By doing so,
we will be able to facilitate effective shape learning in the
probabilistic framework by using incomplete and noisy point
measurements.
5GP lends itself conveniently to extent modeling since it
is naturally able to describe the spatial correlation between
different sections the object surface. In addition, it maintains
local uncertainty information associated with the object sur-
face which is vital for accurate gating and association of the
measurements leading to robust tracking performance.
As a GP model is uniquely defined by its mean and
covariance functions, the main focus of this discussion is to
properly construct these functions regarding the characteristics
of the extent representation. Note that we hereby put forward
a generic approach to be able to apply to arbitrarily shaped
objects; however, prior knowledge about the object shape
can also be systematically incorporated by adjusting these
functions accordingly, as in [29].
As discussed earlier, the output of the radial function is
the distance r, and the input is the pair of azimuth and
elevation angles (θ, φ), i.e., r = f(θ, φ). For notational
simplicity, the pair (θ, φ) is assigned to γ, i.e., γ , (θ, φ)
and r = f(γ). Therefore, we denote the mean and co-
variance functions as µ(γ) and k(γ,γ′), respectively, and
f(γ) ∼ GP(µ(γ), k(γ,γ′)) indicates the GP model.
A. Mean Function
The mean function is modeled to be an unknown constant
having a normal distribution, i.e.,
µ(γ) = r, where r ∼ N (µr, σ2r). (12)
Then, we integrate out the uncertainty in the mean and obtain
the GP model in the form of
f(γ) ∼ GP(µr, k(γ,γ′) + σ2r). (13)
B. Covariance Function
Selection of the covariance function for a GP is of great
importance since it basically determines the characteristics of
the functions to be learned. In this application, it is required
to conform to the fundamentals of 3D object geometry as it
encodes the spatial correlation between points on the extent.
The design of the covariance function is initiated from the
exponentiated quadratic function, which is accepted to be the
de facto choice in various fields, [31], as
k(γ,γ′) = σ2fe
− d2(γ,γ′)
2l2 , (14)
where σ2f stands for the prior variance, l is the lengthscale and
d(γ,γ′) calculates the relative distance between two inputs.
The unconventional aspect of the employed covariance
function is the formulation of the distance, d(γ,γ′). It is
simply utilized to imply higher correlation for closer regions
compared to those which are rather separated. An immediate
option for the distance definition could be the Euclidean dis-
tance, i.e., d(γ,γ′) = ‖γ − γ′‖. However, being inconsistent
with the basics of the spherical geometry, it leads to erroneous
correlation patterns for the extent defined in the spherical
coordinates. As a simple example, lets consider γ =
(
0, pi2
)
and γ′ =
(
pi, pi2
)
both pointing to the upper pole of a sphere.
For these inputs, the Euclidean distance is computed as pi
which is also equal to the distance for any two spherical angles
pointing exactly to opposite directions, e.g., the upper and the
lower poles, i.e., γ =
(
0, pi2
)
and γ′ =
(
0,−pi2
)
. To overcome
this problem, we set d(γ,γ′) to be the angle of the shortest
arc connecting the input points on a sphere. The analytical
expression for this definition can be written as
d(γ,γ′) = arccos
(
cos(φ) cos(φ′) cos(θ) cos(θ′)
+ cos(φ) cos(φ′) sin(θ) sin(θ′) + sin(φ) sin(φ′)
)
, (15)
where γ = (θ, φ) and γ′ = (θ′, φ′). Notice that with this
formulation, the distance takes values within the interval [0, pi],
and any coincident angle pair is mapped to 0 while opposite
directions compute pi.
Finally, the total covariance function is attained as
ktotal(γ,γ
′) = k(γ,γ′) + σ2r ,
= σ2fe
− d2(γ,γ′)
2l2 + σ2r . (16)
V. STATE SPACE MODEL
In this section, we will develop a state space model to
be regarded by the inference method which realizes object
tracking. This model is based on the state vector involving both
the kinematics and the extent representation of the object. In
this setting, joint estimation of this aggregated state variables
will be accomplished by a single inference algorithm. In other
words, the idea of leveraging the latent shape information for
object tracking is basically realized by this formulation.
The state vector is defined as xk ,
[
x¯>k f
>
k
]>
where
x¯>k ,
[
c>k v
>
k q
>
k
]>
includes the kinematic variables and
fk indicates the extent; ck is the center of the object and vk
stands for the velocity of the center; qk is the unit quaternion
vector, i.e., qk = [q0k q1k q2k q3k]
> and ‖qk‖ = 1, express-
ing the orientation of the local frame with respect to the global
frame.
The definition of the state vector makes use of two distinct
coordinate frames as shown in Fig. 2. The first one is the global
coordinate frame which is fixed to the sensor; the second one
is the local coordinate frame which is anchored at the center
of the object. As the local frame performs exactly the same
motion with the object, it allows to describe the extent in
a consistent manner. Accordingly, the extent information is
maintained in the local coordinate frame while the motion
dynamics are estimated in the global coordinate frame.
An overview of the state space model is given by the
following set of equations,
xk+1 = Fxk +wk, wk ∼ N (0, Qk), (17a)
mk,l = hk,l(xk) + ek,l, ek,l ∼ N (0, Rk,l), (17b)
x0 ∼ N (µ0, P0), (17c)
where the process, wk, and the measurement noise, ek,l, are
modeled as i.i.d. Gaussian random variables. The following
subsections will introduce the details of these equations start-
ing from the derivation of the measurement model.
6A. Measurement Model
In general, we assume that there are multiple point mea-
surements returned from an object at time k, which can be
represented by the set {mk,i}nki=1. A single measurement can
be expressed as
mk,l = ck + p((θ, φ)k,l)f((θ,φ)k,l) + e¯k,l,
e¯k,l ∼ N (0, R¯).
(18)
ck is the center of the object at time k; (θ, φ)k,l is the spherical
angle pair corresponding to the point on the object surface
that originates mk,l; p((θ, φ)k,l) is the unit-length vector in
the direction specified by (θ, φ)k,l; f(·) is the radial function;
and e¯k,l stands for the zero-mean Gaussian measurement noise
with covariance R¯.
Notice that for the measurement mk,l, the underlying spher-
ical angles (θ, φ)k,l are not immediately available; instead,
they can be expressed as a function of the measurement and
the object pose. To write this function, we first need an
intermediate representation of the original measurement mk,l
resolved in the local coordinate frame. It is simply obtained
by successive transformations of translation and rotation as
mLk,l (ck,qk) = R
L
G(qk)︸ ︷︷ ︸
Rotation
(mk,l − ck)︸ ︷︷ ︸
Translation
. (19)
RLG(q) is the rotation matrix from the global frame to the local
frame defined by
RLG(q) =
1− 2(q22 + q23) 2(q1q2 − q0q3) 2(q1q3 + q0q2)2(q1q2 + q0q3) 1− 2(q21 + q23) 2(q2q3 − q0q1)
2(q1q3 − q0q2) 2(q2q3 + q0q1) 1− 2(q21 + q22)
. (20)
The transformations referred in (19) are illustrated in Fig. 2.
mLk,l can be interpreted as a pseudo-measurement in the local
frame, and it will only be exploited to find out the spherical
angle pair, γk,l , (θk,l, φk,l), associated to mk,l. Please note
that the figure depicts the object by a spherical shape to
provide a straightforward description although the procedure
applies to any arbitrarily shaped object. Then, γk,l is easily
computed by converting mLk,l into the spherical coordinates.
With the aim of attaining a more precise formulation, the
measurement equation in (18) can be rewritten to explicitly
XL
YL
ZL
Local Frame
Global Frame
X
Y
Z
ck
mk , l
mLk,l
Fig. 2: Illustration of the coordinate frames and the vectors
regarded in the measurement model.
indicate that the spherical angle pair is a function of ck and
qk as implied by (19),
mk,l = ck + pk,l(ck)f
(
γk,l(ck,qk)
)
+ e¯k,l. (21)
Additionally, the unit-length vector pk,l(ck), starting from the
object center pointing towards the measurement, is defined by
pk,l(ck) =
mk,l − ck
‖mk,l − ck‖ . (22)
Finally, the GP representation as specified in (10) is sub-
stituted for the radial function resulting in the following
measurement model:
mk,l = ck + pk,l(ck)
[
Hf
(
γk,l(ck,qk)
)
fk + e
f
k,l
]
+ e¯k,l
= ck + H˜l (ck,qk) fk︸ ︷︷ ︸
=hk,l(xk)
+pk,l(ck)e
f
k,l + e¯k,l︸ ︷︷ ︸
=ek,l
= hk,l(xk) + ek,l, ek,l ∼ N (0, Rk,l), (23)
where
H˜l (ck,qk) = pk,l H
f
(
γk,l(ck,qk)
)
, (24a)
Rk,l = pk,l R
f
k,l p
>
k,l + R¯, (24b)
pk,l = pk,l(ck), R
f
k,l = R
f
(
γk,l(ck,qk)
)
. (24c)
B. Process Model
In this subsection, the process model describing the evolu-
tion of the states over time is discussed to complete the state
space model. For this purpose, the following linear Gaussian
model is considered:
xk+1 = Fxk +wk, wk ∼ N (0, Q), (25a)
x0 ∼ N (µ0, P0), (25b)
where wk denotes the Gaussian noise with covariance Q. Re-
call that the state vector is formed by concatenating the kine-
matics and the extent representation, i.e., xk ,
[
x¯>k f
>
k
]>
.
It is obvious that the dynamics of these two state components
does not interact with each other. Therefore, the process model
comprises of two independent subsystems and can explicitly
be written as
F =
[
F¯ 0
0 F f
]
, Q =
[
Q¯ 0
0 Qf
]
, (26a)
µ0 =
[
µ¯0
µf0
]
, P0 =
[
P¯0 0
0 P f0
]
. (26b)
While F f and Qf matrices, which model the evolution of the
extent, are specified in (11), the details of the motion dynamics
designated by F¯ and Q¯ will be exposed in Section VIII.
Finally, the initial covariance of the extent, P f0 , is determined
by the underlying GP model as presented in (9).
VI. INFERENCE
Having developed the state space model, the last step is to
design an effective inference method to realize object tracking
using point cloud measurements. While there are various
standard techniques to recursively compute the posterior distri-
bution of the state vector, we employ an extended Kalman filter
(EKF) due to the nonlinearities in the measurement model.
7To be able to process multiple measurements {mk,l}nkl=1 in
a single recursion at time k, we first need to slightly modify
the state space model. To this end, the following measurement
vector is created by concatenating the measurements together,
mk =
[
m>k,1, . . . , m
>
k,nk
]>
. (27)
Then, the corresponding measurement equation can be simply
written as
mk = hk(xk) + ek, ek ∼ N (0, Rk), (28a)
hk(xk) =
[
hk,1(xk)
>, . . . , h>k,nk(xk)
]>
, (28b)
Rk = diag [Rk,1, . . . , Rk,nk ] . (28c)
Notice that Rk is formed as a block diagonal matrix by con-
sidering that the noise coupled to the individual measurements
are mutually independent.
Consequently, the state space model considering the com-
plete set of measurements reads as
xk+1 = Fxk +wk, wk ∼ N (0, Q), (29a)
mk = hk(xk) + ek, ek ∼ N (0, Rk), (29b)
x0 ∼ N (µ0, P0). (29c)
The EKF regards the above representation to recursively
compute the estimate of the state vector, xˆk. Note that the
gradient of the measurement function ∂hk(xk)∂xk can be derived
analytically which is to be utilized in the measurement update
phase of each recursion.
VII. 3D EXTENT TRACKING USING PROJECTIONS
In the first part of this study, we developed a tracking
algorithm which is essentially based on the radial function
representation, f(θ, φ), of the underlying 3D object shape.
This function is further approximated via some basis points
at which the shape information is accumulated during infer-
ence. Notice that as there are two input arguments of the
radial function, the basis points are required to cover a two-
dimensional space at a sufficient density to be able to capture
the characteristics of the object shape. Also note that the
computational load and the memory storage scale with the
number of basis points since they are included in the state
vector and updated at each recursion. A naive attempt to
utilize fewer basis points for more efficient implementation
will naturally result in a degraded representational power,
potentially missing salient features of the 3D extent which
might in turn deteriorate tracking accuracy.
Having said that, in this section we will seek for an
alternative algorithm with improved computational properties.
This second approach essentially retains the basic structure of
the previous one; however, it fundamentally differs in the de-
scription of the object shape. In particular, multiple projections
of the object are exploited to express the original 3D extent.
Accordingly, the problem is reformulated as tracking the object
while simultaneously learning the contours of its projections.
This will eventually enable us to radically lower the number
of basis points without compromising the representational
power. The next section presents the alternative extent model
in details.
A. Projection Model
It is a long-standing idea to exploit projections, silhouettes
or images for expressing the corresponding 3D shape, [34],
[35]. Being inspired by these methods, we suggest to model
the object extent using projections onto several planes. Fig. 3
illustrates the idea for an example object with cone shape.
In this case, the object is projected onto three orthogonal
planes and the contours of these projections are essentially
utilized to represent the original 3D shape. In this exposition,
we assume that three orthogonal projections can sufficiently
approximate the 3D shape; however, the number of projections
can be increased to be able to generalize to a broader class
of objects. For a systematic discussion on the objects which
are exactly reconstructable from projections and the minimum
number of projections necessary for reconstructing such ob-
jects, interested readers can refer to [36].
The contour of each projection can be described by a radial
function in polar coordinates, i.e., r = f(θ), as shown in Fig.
3. The radial function maps the polar angle, θ, to the radial
distance, r, between the projection center and the contour.
Notice that having only one input argument, this function can
possibly be approximated by a less number of basis points
leading to a tracking algorithm demanding less computational
sources.
The rest of the derivation closely follows the first algorithm.
The unknown radial function on each projection plane is
modeled by a GP, i.e., f(θ) ∼ GP(µ(θ), k(θ, θ′)), whose mean
function is taken to be constant µ(θ) = µr, and the covariance
function is defined as
k(θ, θ′) = σ2fe
−
2sin2
(
θ−θ′
2
)
l2 + σ2r . (30)
Notice that the exponential term is structured to assure the
periodicity of f(·) such that f(θ) and f(θ+ 2pi) are perfectly
correlated since they basically correspond to the same point
on the projection contour.
Further Discussion: Expressing the 3D shape in terms of
a collection of projection contours enables us to introduce
separate probabilistic models for each contour to account for
application-specific knowledge about the objects. For example,
many targets in driving environments, such as cars, vans and
bicycles, possess two lines of symmetry, i.e., they are left-
right and back-forward symmetric, in their projections onto
the ground plane. In this case, to encode this information into
the corresponding GP model, the covariance function can be
designed as
k (θ, θ′) = σ2fe
− sin
2(θ−θ′)
2l2 + σ2r . (31)
As the covariance function is periodic with pi, the learned
contours will be symmetric as intended.
B. State Space Model
In this subsection, the state space model relying on the
extent description obtained by projection contours is to be
constructed. The state vector is defined as xk ,
[
x¯>k f
>
k
]>
where x¯>k ,
[
c>k v
>
k q
>
k
]>
includes the object kinematics
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Fig. 3: Illustration of a cone-shaped object and the corre-
sponding projection contours on three orthogonal planes. Point
cloud measurements and their projections are shown by red
and black plus signs, respectively.
and the extent is indicated by fk ,
[
f1k
>
f2k
>
f3k
>]> as a
collection of the projection contours. More specifically, f jk is
the parameterized description of the GP model for the radial
function specifying the contour of the projection on the jth
plane. ck is the center of the 3D object and vk stands for the
velocity of the center; qk is the unit quaternion vector.
1) Measurement Model: The measurement model makes
use of the local and global coordinate frames as defined earlier.
While the object motion is to be tracked in the global frame,
the shape is described in the local frame. In particular, the
projection planes are fixed to the local frame so that the
projections of the object onto the planes are kept unchanged
at any time. By doing so, it is enabled to accumulate extent
information over these planes by learning the latent contours
of the projections.
{mk,i}nki=1 denotes 3D point cloud measurements acquired
at time k. Firstly, each measurement mk,l is transformed
into the local frame to obtain mLk,l by (19). Thereafter, these
local measurements are to be projected onto each plane to
establish a relation between the projected measurements and
the projection contour on the corresponding plane. As an
example, let mLk,l be projected onto the j
th plane by
mjk,l = Pj m
L
k,l, (32)
where mjk,l ∈ R2 denotes the projection of mLk,l, and Pj ∈
R2x3 is the projection matrix.
Similarly to the former case, the projected measurement can
be described as
mjk,l = pk,l(ck,qk)f
j(θk,l(ck,qk)) + e¯k,l,
e¯k,l ∼ N (0, R¯),
(33)
where f j(·) is the radial function expressing the contour
of the projection on the jth plane; pk,l(ck,qk) is the unit-
length vector pointing from the projection center towards the
measurement; and e¯k,l is the Gaussian measurement noise
with covariance matrix R¯. Notice that unlike (21), the center
position is not superposed in (33) as the projection is specified
to be centered at the origin of the corresponding plane.
Therefore, the polar angle θk,l associated with the projected
measurement can be computed as
θk,l(ck,qk) = ∠mjk,l. (34)
Besides, the unit-length vector pk,l is obtained by
pk,l(ck,qk) =
mjk,l
‖mjk,l‖
. (35)
The next step is to plug the GP representation for the radial
function into (33) as
mjk,l = H˜l(ck,qk) f
j
k + e˜k,l, e˜k,l ∼ N (0, R˜k,l), (36)
where
H˜l(ck,qk) = pk,l(ck,qk)H
f (θk,l(ck,qk)), (37a)
e˜k,l = pk,l(ck,qk) e
f
k,l + e¯k,l, (37b)
R˜k,l = pk,lR
f
k,lp
>
k,l + R¯, (37c)
Rfk,l = R
f (θk,l(ck,qk)) . (37d)
Note that the projected measurements are not necessarily
located on the contour, instead some of them may fall within
the interior of the projection area as depicted in Fig. 3.
Accounting for this observation, the measurement model is
modified as
mjk,l = sk,lH˜l(ck,qk) f
j
k + e˜k,l, (38)
where sk,l ∈ [0, 1] is a random scaling factor. We approximate
s as a Gaussian random variable, i.e., sk,l ∼ N (µs, σ2s), since
a Kalman filter will be employed for inference.
Considering the characteristics of the scaling factor, the
measurement model can be rewritten as
mjk,l = µsH˜l(ck,qk) f
j
k︸ ︷︷ ︸
=gjk,l(xk)
+ (sk,l − µs)H˜l(ck,qk) f jk + e˜k,l︸ ︷︷ ︸
=ejk,l
= gjk,l(xk) + e
j
k,l, e
j
k,l ∼ N (0, Rjk,l), (39)
where
Rjk,l = σ
2
sH˜l f
j
k f
j
k
>
H˜>l + R˜k,l, (40a)
H˜l = H˜l(ck,qk). (40b)
Then, the expression for the projected measurement is
substituted into this equation as
PjR
L
G(qk)(mk,l − ck) = gjk,l(xk) + ejk,l. (41)
Finally, collecting the terms on one side of the equation, we
end up with the following implicit measurement model:
0 = PjR
L
G(qk)(mk,l − ck)− gjk,l(xk)− ejk,l︸ ︷︷ ︸
hjk,l(mk,l,xk,e
j
k,l)
= hjk,l(mk,l,xk, e
j
k,l). (42)
This measurement model together with the process model
introduced in Section V-B establishes the state space model.
9C. Inference
Similar to the former case, an EKF is employed to realize re-
cursive inference. To process all measurements instantaneously
at the update phase of the filter, the complete measurement
equation is written as
0 = hk(mk,xk, ek), ek ∼ N (0, Rk), (43)
where
hk(mk,xk, ek) =
[
h1k
>
, h2k
>
, h3k
>]>
, (44a)
hjk = h
j
k(mk,xk, e
j
k) =
[
hj
>
k,1, . . . ,h
j>
k,nk
]>
, (44b)
Rk = diag
[
R1k, R
2
k, R
3
k
]
, (44c)
Rjk = diag
[
Rjk,1, . . . , R
j
k,nk
]
for j ∈ {1, 2, 3}. (44d)
VIII. RESULTS
In this section, the performance of the proposed algorithms
is evaluated on both simulated and real measurements in
Section VIII-A and VIII-B, respectively. To be able to present
the results in a comparative manner, we also consider a random
matrix-based extended tracker, denoted as RM, as proposed
in [5]. Throughout this section, we will refer to the first
proposed method as ‘GPEOT’ (short for GP-based extended
object tracker); while ‘GPEOT-P’ will stand for the second
approach considering the projections.
Please recall that the developed algorithms regard the kine-
matic state which was defined as x¯>k ,
[
c>k v
>
k q
>
k
]>
. For
all of the experiments, we employ a dynamic model for the
kinematics which basically relies on the well-known almost
constant velocity model for the position and velocity, and it
models the orientation to be perturbed by an additive Gaussian
noise,
x¯k+1 = F¯ x¯k + w¯k, w¯k ∼ N (0, Q¯), (45a)
x¯0 ∼ N (µ¯0, P¯0), (45b)
where
F¯ =
[
F¯c 0
0 F¯q
]
, F¯c =
[
1 T
0 1
]
⊗ I3, F¯q = I4, (46a)
Q¯ =
[
Q¯c 0
0 Q¯q
]
, Q¯c =
[
T
3
3 T
2
2
T
2
2
T
]
⊗
σ2c 0 00 σ2c 0
0 0 σ2c
 ,
Q¯q = σ
2
q I4. (46b)
σ2c and σ
2
q are process noise variances for the center and the
quaternions, respectively.
A. Experiments with Simulated Measurements
To demonstrate the performance of the algorithms, various
simulation experiments are conducted. Section VIII-A1 ex-
amines the setting where the point cloud measurements are
simulated in MATLAB® for several dynamic objects with basic
shapes. In this case, the measurements are randomly sampled
from the objects’ surfaces. In Section VIII-A2, we make use of
a specialized sensor simulation environment, namely Blensor,
[37], that generates measurements for realistic vehicle models.
1) MATLAB Simulations: In this subsection, the algorithms
process point cloud measurements which are generated in
MATLAB. In particular, the measurements are originated from
random sources on the object surface and perturbed by additive
Gaussian noise. Three different-shaped objects, e.g., cube,
ellipsoid and cone, are tracked during the experiments. The
dimensions of the objects are as follows: the length of the
edge of the cube is 3 m, the semi-axes of the ellipsoid are
(2.5, 1, 1) m in length, and the base radius and height of the
cone are 1.5 m and 4 m, respectively.
The overall performance is evaluated based on the
Intersection-Over-Union (IOU) measure given by
IOU(Strue, Sˆ) =
volume(Strue ∩ Sˆ)
volume(Strue ∪ Sˆ)
, (47)
where Strue is the true object shape, and Sˆ stands for the
estimate. Notice that IOU simultaneously accounts for the
quality of the estimates of the kinematics and the extent. In
other words, an algorithm needs to produce accurate tracking
outputs together with precise shape description to attain high
IOU scores. Also note that in our discussion we deliberately
exclude the RMSE measure for the position estimates since
the suggested shape models do not imply a unique center
definition; instead, different center positions with compatible
radial functions can accurately represent the same object.
Two different scenarios are studied in the simulations: a
linear motion and a u-turn. In the first case, objects move
along a linear trajectory at a constant speed of 0.5 m/s. The
second experiment starts with a linear section, then it makes
a u-turn and ends with a final linear portion. Throughout the
trajectory, the linear speed is again kept constant at 0.5 m/s.
At each instant, 20 point measurements are originated from
random sources which are sampled from a uniform distribution
defined over the object surface. Each point measurement is
perturbed by i.i.d. Gaussian noise with covariance 0.12I3. The
measurements are produced at 10 Hz, hence the sampling time
of all algorithms is set to T = 0.1.
For GPEOT, the process noise standard deviations are set
to σc = 0.1 and σq = 0.005, and α = 0.0001 is used for the
forgetting factor in the extent dynamics; the hyper-parameters
of the GP model are set to µr = 0.3, σf = 1, σr = 0.2,
l = pi/8; R¯ = 0.12I3 is used for the measurement noise
variance; and the extent is represented by 642 basis points
which are evenly spaced with respect to their spherical angles.
For GOEOT-P, the process noise standard deviations are set to
σc = 0.1 and σq = 0.01, and α = 0.0001 is used for the
forgetting factor in the extent dynamics; the hyper-parameters
of the GP model are set to µr = 0, σf = 1, σr = 0.2,
l = pi/5; R¯ = 0.12I2 is used for the projected measurement
noise variance; each projection contour is represented by 50
basis points which are equidistantly located in [0, 2pi]; and
the parameters of the scaling factor are set to µs = 56 and
σ2s =
1
18 . Besides, we manually optimized the parameters of
the RM model to obtain a competent performance in both
scenarios: The scaling factor and the extension time constant
are set to 1/3 and 1, respectively.
Due to page limitations, we hereby present some instances
of our findings as representative examples. Typical results for
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(a) GPEOT (b) GPEOT-P (c) RM
Fig. 4: Typical results for the cube-shaped object during the u-turn experiment. (Blue and magenta surfaces represent the
estimated and true extent, respectively. In Fig. (a) yellow surface indicates the confidence interval of one standard deviation.
Red plus signs are the point measurements. Solid yellow and dashed black curves are the estimated and true trajectory,
respectively.)
(a) Linear motion experiments
(b) U-turn experiments
Fig. 5: Intersection-Over-Union (IOU) plots. (The signals are
averaged over 100 MC runs.)
the cube-shaped object performing a u-turn maneuver are illus-
trated in Fig. 4. Remember that GPEOT-P originally estimates
the latent shape by learning the associated projection contours;
therefore, to be able to visualize and interpret the results in
3D, we implemented a simple 3D reconstruction algorithm.
The algorithm basically starts from a conservative estimate of
the underlying 3D volume and refines the estimate by carving
out the sections that are inconsistent with the projections. Fig.
4b exhibits the reconstructed shapes as estimates.
All simulations are repeated 100 times with different re-
alizations of the measurement noise and the measurement
origins. Fig. 5 exhibits the IOU plots obtained by averaging
Fig. 6: True and estimated unit quaternions for the cube-
shaped object during the u-turn experiment. (The estimates
are averaged over 100 MC runs. Solid lines indicate the true
orientation; dashed and dotted lines stand for the estimates of
GPEOT and GPEOT-P, respectively. Color code is blue: q0,
green: q1, yellow: q2, red: q3.)
these Monte Carlo (MC) runs. For all experiments, GPEOT is
observed to outperform the other algorithms with respect to
the IOU measure. GPEOT and GPEOT-P produce successful
results for all three shapes while RM model shows satisfactory
performance only for the ellipsoid object. It is an expected
finding since both of the GP-based approaches are flexible
methods to represent any arbitrary star-convex shape, whereas
RM essentially models the underlying shape by an ellipsoid.
Additionally, the proposed algorithms are shown to be robust
enough to handle the model mismatch in kinematics occurring
in the u-turn scenario as the constant velocity model is
no longer valid for this motion pattern. A particular reason
for their robustness is that they can competently track the
orientation of the objects (see Fig. 6).
Computation time: Both of the proposed algorithms are
basically realized by an EKF, hence the estimates are recur-
sively updated using newly available measurements at each
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Fig. 7: Realistic vehicle models utilized in the Blensor exper-
iments.
(a) GPEOT (b) GPEOT-P
(c) GPEOT (d) GPEOT-P
Fig. 8: Results obtained during Blensor simulations. (In Figs.
(a) and (b), the bus is observed by two sensors at (0, 60, -5)
and (0, 15, 5). In Figs. (c) and (d), the jeep is observed by
two sensors at (0, 30, -5) and (0, -10, 5).)
time step. Therefore, the computational requirements do not
increase over time and are basically determined by the size
of the state vector and the number of the measurements.
The state dimension in GPEOT is dim(xk) = dim(ck) +
dim(vk) + dim(qk) + dim(fk) = 652, and in GPEOT-P, it
is dim(xk) = dim(ck) + dim(vk) + dim(qk) + dim(f1k ) +
dim(f2k ) + dim(f
3
k ) = 160. We utilize a naive implementa-
tion of EKF for each method without exploiting any code
optimization methods. Note that the partial derivatives used
in the measurement update phase of the filter are analytically
available. All simulations are conducted in MATLAB 2017a
on a standard laptop with Intel Core i7-6700HQ 2.60 Hz CPU
using 16 GB of RAM. Average computation time for an update
is recorded as 37.3 ms for GPEOT, 8.2 ms for GPEOT-P and
0.2 ms for RM model.
2) Blensor Simulations: To qualify the representational
power of the suggested algorithms, additional experiments
13.4 m
3.
3 
m
2.7 m 5.4 m2.3 m
2.
4 
m
(a) GPEOT
12 m
2.
7 
m
3.1 m 4.9 m2.3 m
2.
1 
m
(b) GPEOT-P
Fig. 9: Close-up views of the extent estimates obtained at the
last instant of the Blensor simulations.
are conducted in Blensor which is a high fidelity sensor
simulation environment. In these experiments, we consider
realistic models of two different types of vehicles, namely a
bus and a jeep, which are depicted in Fig. 7. In the scenario,
each vehicle makes a u-turn while being observed by two
Velodyne HDL-64E2 LIDAR sensors. The parameters of the
algorithms are kept the same as in the previous subsection
except the lengthscale of GPEOT is set to l = pi/12.
The overview of the tracking outputs is shown in Fig. 8.
Both of the proposed methods can successfully track two
different vehicles. Furthermore, the shape estimates obtained
at the last instant of the experiments are demonstrated by some
close-up views in Fig. 9. While GPEOT is able to capture a
highly detailed representation of the underlying object extent,
GPEOT-P achieves a satisfactory but rather rough shape es-
timate. Besides, GPEOT-P slightly underestimates the size of
the object due to the mismatch between the specified and true
values of the scaling factor used in the measurement model.
B. Experiments with Real Data
In this section, the performance of the algorithms is assessed
on real data. To this end, we hereby exploit the Kitti tracking
benchmark, [38]. The benchmark consists of various records
of real-world traffic scenarios captured by several sensor
modalities mounted on an ego vehicle. We form two scenarios
of different vehicles by extracting the corresponding sequences
of point measurements acquired by a Velodyne HDL-64E
laser scanner. The same sets of parameters as in the previous
subsections are utilized except the lengthscale of GPEOT is
set to l = pi/14.
The scenarios are visualized in Fig. 10. The first scenario
takes place on a highway where the ego and the target vehicle
move in the same direction, and the target pulls consistently
ahead in time. Figs. 11 and 12 demonstrate that both of the
algorithms accomplish successful tracking. Throughout the
experiment, the sensor can only observe the back and right
side of the target, thus the uncertainty of the extent on the
observed portion decreases in time while a high uncertainty is
properly associated with the unobserved section as explicitly
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(a) Scenario 1
(b) Scenario 2
Fig. 10: Example views captured by a camera mounted next
to the laser scanner on the ego vehicle. Left and right images
depict the initial and the intermediate frames of the scenarios,
respectively. Note that the highlighted vehicles are tracked by
the proposed algorithms using only point cloud measurements.
(a) Top view
(b) Diagonal view
Fig. 11: Scenario 1: GPEOT results. (Blue and yellow surfaces
indicate the estimated extent and the predicted uncertainty of
one standard deviation, respectively. Dashed bounding box
denotes the ground truth annotation of the target. Measure-
ments are shown only in (a) by red plus signs. Solid yellow
and dashed black curves are the estimated and true trajectory,
respectively. Dashed black arrow is the direction of the target.)
shown in Fig. 11. The GPEOT-P implementation uses the sym-
metric covariance function in (31) for the projection onto the
ground plane. Note that considering solid amount of empirical
evidence, this is a reasonable assumption for many targets in
driving settings. The implementation inherently assumes that
the corresponding projection contour is periodic with pi so
that the radial function takes exactly same values for f(θ)
and f(θ + pi). Accordingly, the reconstructed shape estimates
accurately captures the appearance on the unobserved section
of the object as seen in Fig. 12a.
In the second scenario, the ego vehicle waits stationary at
a road junction while the target vehicle crosses the street.
The experiment imposes two main challenges: First, the tar-
get is temporarily occluded by pedestrians and a column
of a building; second, there are respectable number of 3D
point measurements returned from the driver and the interior
(a) Top view
(b) Diagonal view
Fig. 12: Scenario 1: GPEOT-P results.
(a) GPEOT
(b) GPEOT-P
Fig. 13: Scenario 2. (Measurements are only visualized for the
first frame.)
structure of the target vehicle. The tracking outputs of the
algorithms are presented in Fig. 13. Note that GPEOT-P makes
use of the symmetric covariance function for the ground
projection as in the previous case. Both of the methods achieve
accurate tracking and prove their robustness against occlusions
and interior measurements.
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IX. CONCLUSION
A new approach is proposed which is capable of processing
3D point cloud data for tracking objects with unknown shapes.
The method can exploit the full potential of the information
hidden in point cloud measurements by estimating the object’s
shape simultaneously with its kinematic state including the
position, velocity and orientation. The proposed model is
flexible to express and learn a large variety of shapes which
may co-exist in a surveillance region. An alternative efficient
implementation of the method is also derived, which reduces
the computational requirements by utilizing plane projections.
The algorithms are efficient in the implementation such that an
extension to multi-target tracking framework is also possible.
The methods provide an analytical expression of the object’s
shape, and this information can later be used for online
identification and classification purposes in the future.
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