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A bstract
7 -Mn alloys show a host of antiferromagnetic phase transitions. In this thesis we 
show that these phase transitions in some aspects can be explained in terms of alloying. 
We solve the Classical Heisenberg Model for some sophisticated non-colHnear spin states 
in the presence of a finite number of impurities. The results suggest that the impurities 
can trap a local non-collinear arrangement of spins. By studying theoretically the 
Magnetic Diffuse Scattering for the particular dusters, after the addition of impurities, 
we showed that the diffuse peaks are centred at the Bragg peaks of the non-collinear 
spin structure. Thus we conduded that the alloying causes these phase transitions. We 
applied our m odd to three particular materials: MnNi, Mn^Pt, and MnCu. The results 
are in agreement with experiments.
Chapter One
♦j
1 .1  In trod u ction
In this thesis we will mostly deal with antiferromagnetic materials. In other 
words we are dealing with magnetism in solids. In order to understand magnetism  
in solids we need to know about the magnetic properties of a free atom or ion, since 
the behaviour may be different. This is due to the fact that, when we are dealing 
with the atomic case, we generally consider an isolated atom with no influence from 
its surroundings. On the other hand, when a solid is considered the effects of the 
surrou n d in g s can become very important. Thus the atomic properties of an atom  
do not necessarily survive in a solid. Since the atomic physics is strongest (this is 
because an ion in a crystal would be effected by the surroundings)) firstly we must 
know the magnetism of a free atom or ion then we can attempt to understand the 
magnetism of solids.
An atom derives its magnetic moment from electrons. There are two sources 
from which the electron can obtain its magnetic moment. The electrons can orbit 
around the nucleus therefore there can be a magnetic moment associated with each 
orbiting electron. Classically, the angular momentum of a particle is a property 
that depends on the particle’s linear momentum p and its displacement r from 
some prescribed origin. It is given by L =  r A p. The quantum mechanical operator 
L corresponding to this observable derives its definition directly from the classical 
expression above, with p replaced by its corresponding gradient operator. The 
second source of the magnetic moment of electrons is based on the spin of the 
electrons. In contrast to the angular momentum, spin angular momentum does
not relate to a particle’s coordinates or momenta, nor are the eigenstates of spin 
dependent on boundary conditions imposed in coordinate space. Spin is an internal 
property of a particle, like mass or charge. It is an extra degree of freedom attached 
to a quantum mechanical particle. Spin angular momentum is denoted by the symbol 
S. The Cartesian components of S, being angular momentum components, obey the 
commutation rules [Si} Sj) =  ih^-kS k. The spin magnetic moment of the electron 
has a constant magnitude. In a magnetic field the eigenstate of the spins can only be 
either parallel or antiparallel to the field. It may readily be shown that the spin is a 
consequence of the relativistic nature of the electron. Consider the Dirac equation, 
which describes the relativistic motion of an electron or positron by means of a wave 
function having four components. In the non-relativistic limit the electronic part of 
this equation may be separated by means of the Fold-Wouthuysen transformation to 
give an equation for the two component wave function describing the electron alone. 
In this limit the 4x4 7  matrices reduce to 2x2 Pauli spin matrices [1]. Now we can 
say that an atom derives its magnetic moment from electrons, which obtain their 
magnetic moment from two sources, called the spin and orbital angular momentum.
The resultant magnetic moment of an atom is then a special combination of 
these two magnetic moments ( angular and spin). This combination is accomplished 
according to Hund’s third rule in free atom and ions [2] (we will see later on that the 
Hund’s rules are the consequences of the exchange interactions). However, when a 
solid is considered the situation is completely different. (Here one can look at some 
particular energies in free atom and in a crystal, in order to see that the situation 
does not remain unchanged. For examples: Intraatomic Coulomb repulsion U of 
E q (l.ll)  is up to 10 eV whereas the energy per itinerant electron in a m etal due to
Coulomb interaction is about 1  eV. Although intraatomic exchange energy is about 
0.3 to 3 eV, direct inter atomic exchange energy is about 0.1 eV and 1 eV for 3d and 
4f electrons respectively. And so on). The solid as a whole can have a net magnetic 
moment. In studying the magnetic properties of any solid, it is important to know 
which magnetic atoms are present and how they are situated in the lattice. One 
can then focus attention on each crystallographically different type. However the 
magnetic properties of a given atom are usually profoundly influenced by the electric 
fields of neighbouring atoms, so tliat it is not usually sufficient to know which atoms 
are present. It is necessary to know, also, the details of the environment of the 
atoms. In this study we mainly consider the case of transition m etal alloys. Now we 
will try to understand the magnetism of these materials and see that the magnetism  
is not the same as in the atomic case.
These metals have partly filled 3d shells. The measured magnetic moments 
of these metals are very close to that given by the spin contribution alone. In order 
to understand this point we should review the wavefunction of electrons around a 
nucleus and take the crystal field into account. The wave function of a single electron 
under a central force is given by
*nlm =  (1 .1 )
the first part of the right hand side of this equation is the radial part and its prop­
erties are beyond our scope, but it can be found in any quantum mechanical text 
book[3]. Our interest is in the second part which is known as the spherical harmon­
ics in the literature. The d-electrons are of special interest here. The eigenfunctions 
of these electrons are those given in (1.1) with n =  3, / =  2 , and they can be spec­
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ified by a single index m  =  m/} m =  0, ± 1 , ±2. The expressions for the spherical 
harmonics Y2rn will be of main interest to us here as follows:
Y2±2 =  ( ^ ) V ^ ) sin2 fleXP(± i2 )^>
Y2 M =  T( ^  ) \ / (  ) sin 6 cos 6 ejcp(±i<j>),
Y2° =  ^ ) V l ^ ) ( 3 c o S2 e - l )  (1 .2 )
These expressions are complex; if we wish to have real wave functions, we can 
combine pairs of functions having the same |m |. This is possible for the free ion, 
because all functions Tpm, m  =  0, ± 1 , ±2 are degenerate. Having performed this we 
get a set of new functions
4 ,  =  - ( ^ ) W ,  -  + -x ) =
4 ,  =  ( ^ 1 + ^ - 1  ) =  * W ( g ) S '
4>-»> =  ( ^ ) ( *  + * - , )  =
' CM ).
called Cubic Harmonics. These functions are sketched in F ig (l.l)  with the radial 
part R(r) omitted. The similarity of the functions dxy1 dxz, dyz1 which may be 
defined by a common symbol t2gi is seen at first sight; the remaining two, which 
may be denoted egi are also inter-related, although this is not so obvious. Once we
have understood these properties of d electrons, we can now talk about the concept,
known as the ‘quenching of the qrbital angular momentum’ which is observed in the
first transition metal series where the crystal field effects (up to 5 eV) dominate the 
spin-orbit coupling (up to 1 eV), but not the Coulomb interactions (around 10 eV).
z
( C )  1 - 2
z
(e) i = 2
Fig 1.1 Orientations of 3d electrons
1-2 Q uenching o f the O rbital A ngular M om entum
The first transition elements have an incomplete 3d shell and two 4s electrons. 
In a compound they lose their outer valence (4s) electrons (Here we should point 
out that the situation is not so simple, especially for a group of the d and f block 
elements, it is evident that these atoms have more than one shell containing electrons
5
of roughly equivalent energies, even though these shells generally have quite different 
shapes and spatial distributions. When we bring the atoms together in such a way 
that their outer orbitals interact and in the case of the d and f blocks that we should 
not consider the interaction of the valence s (or p) orbitals in isolation. For example, 
if the 4s orbitals in Cu(29) form the delocalised states in the metal, we should not be 
surprised if the 3d orbitals are also influential, for we know from the atomic states 
that these orbitals have somewhat similar energies). Thus, the 3dfelectrons which 
are responsible for magnetism now become outermost electrons and they are subject 
to a strong crystal field due to neighbouring ions. Firstly we will discuss the role of 
the crystal field. For simplicity we assume the crystalline electrostatic potential to 
be of the following form:
V  =  Ax2 +  B y2 +  C z2 (1.4)
If the electron wave function is then we have
Ae =  m i  ^ e V ^ d x d y d z  (1*5)
as the interaction energy. For illustrative purpose, let us take the p state. Three
wave functions corresponding to the degenerate p state are
=  xf ( r ) *I>B =  y f ( r ) and =  z f { r ) (1 6 )
Substituting these wave functions into Eq(1.5) we find
Aca = A I ^ i B  + C) ^
A eB = B I 1 + ( C  +  A)I2 (1.7)
Aec = CI^ + {A +
6
where Ix =  e f  J  Jx*\f(r)\dxdydz  and I2 =  e f  J  J  x2y2\f(r)\dxdydz. It is obvious 
that the value Ix is the same if x is replaced by y or z and the value I2 is the same 
if xy is replaced by yz or zx.
From Eq(1.7) we see that the energies represented by AeA B C  be different 
if A, B, and C are different. In other words, the 2L-I-1 levels which have the same 
energy (degenerate levels) in a free atom are split up in a crystalline field. When the 
energy split, that is, Ae^ — Aec  for example, is large, it will produce two important 
effects. Firstly, the spin-orbit coupling is broken up so that S and L will be separately 
quantised in the direction of the field. Secondly, the three components of orbital 
angular momentum Lx, Lyi and jLz are essentially quenched by the crystalline field. 
Here we will give a brief explanation of what is meant by quenching.
In a free atom, the 2J+1 levels which have the same energy in the absence of a 
magnetic field will have different energies in the presence of an applied field. When­
ever there is an energy difference , there is a difference in population as demanded 
by the Boltzmann statistics. Without the field, the 2J+1 levels ranging from -J to 
+J are equally populated. The effect of magnetic field is to bring about a differ­
ence in energy and in turn a difference in population of the states- corresponding to 
different J values. In the presence of a strong crystalline field, as discussed earlier, 
the S vector and the L vector pre decoupled so we treat them separately. Since 
the spin is not coupled directly to the crystalline field, the S vector is not affected. 
However, so far as the orbital momentum is concerned, the effect of the crystalline 
field is to split the levels, the lowest of which then becomes a single ground state. 
For example: for L = l, one state, say becomes the ground state and the other
two states, say and become excited states. Prom here it is not so difficult to 
show that the expectation values of Lzi Lxf and Ly are identically zero for tJjq [4]. 
That means, even though the state V'c has a nonvanishing value of L  =  1, the time 
average of the projection of the /Orbital momentum vector upon a specified axis is 
zero. Under such circumstances^ the resultant magnetic moment J can be replaced 
by S. This is equivalent to saying that we have a non-magnetic orbital state or the 
orbital momentum is quenched. Although it is outside of our scope, we should re­
mind ourselves that the spin quenching is also possible in a strong crystal field[5]. 
This situation is found e.g. in the 4dn and 5dn series, where covalency mixing plays 
a more important role ( in this series the crystal field and spin-orbit effects become 
comparable with the Coulomb couplings). It is obvious from these examples that 
the purely ionic model becomes inadequate. However when we considered the rare 
earth metals the situation is different from the transition metals.
These metals have partially filled 4f shells which He inside the 5s2p6 shells. 
The magnetism comes from these shells, which are so far inside the atom that 
they are almost entirely unaffected by the crystal field. The crystal field for these 
materials are relatively small (up to 10- 1  eV). The Coulomb interactions between 
the electrons within the central ion remain dominant, for these involve energies of 
5 to 15 eV. The spin orbit coupling (0.3 to 5 eV) exercises a greater control over 
the orientations of L and S then those the crystal field. (On the other hand for the 
first transition series the crystal field effects(up to 10 eV) dominate the spin orbit 
coupling (up to 1  eV) but not the Coulomb interactions, so that the separate one 
electron momenta still couple together to give resultant L and S but their directions 
are strongly influenced by the crystal fields). So by comparing these two series of
metals one can easily say that the d electrons are not well localised in a crystal and 
they are different from the atomic orbitals. On the other hand the £ electrons are very 
well localised in the crystal and jthe localised orbitals would be practically identical 
with the original atomic orbitals and the magnetism of this type of crystal would 
be based on magnetic moments of individual atoms. This is the direct consequence 
of the f  shells which are surrounded by 5s2 p8 shells and they are not very strongly 
affected by crystal held.
So far we have discussed the origin of magnetism of atoms and free ions, and 
we compared the magnetism in transition metals and the rare earths. We saw that 
magnetism of atoms may be changed when the atoms are in a crystal (for example 
the first transition metal series) but sometimes it remains unchanged as in the case 
of rare earth series. After having this elementary knowledge w e‘can give a very 
general way of classifying the materials.
All material can be classified into different magnetic groups in two ways. 
First of all a pure classification is possible, on the basis of some macroscopic charac­
teristic of the substance ( for instance, its susceptibility). The value of this quantity, 
or its observed dependence on different physical factors, makes possible a classifi­
cation not based on the physical nature of either the atomic carriers of magnetism  
or interaction between these which determine the type of magnetic state. The sec­
ond alternative is a physical classification, in which physical factors are taken into 
account as completely as possible, especially the nature of the atomic carriers of 
magnetism and the character of the interaction between them. We will not go into 
the details of this classification. Our concern is antiferromagnetic materials, which
have no net magnetic moment jh«. an applied field, but the magnetic moments of 
individual atoms exhibit an ordered structure. The magnetic properties of given 
materials can be explained by analysing their spins. In attempting to explain the 
properties of spin, many different types of spin models have been introduced. We 
now briefly look at the physics behind these models.
1-3 T he E xchange In teraction
In this section we will look at the questions of; why the spins of two electrons 
( or two ions if they have a net magnetic moment) sometimes want to be paral­
lel and sometimes antiparallel to each other? What is the origin of the exchange 
interactions? and so on. Firstly pwe will discuss the origin of the exchange.
1-3-1 D irect E xchange. In order to understand this interaction we will con­
sider a system of two electron which are localised about the same nucleus. Therefore 
this interaction is related to intraatomic exchange, which is distinct from interatomic 
exchange where the interacting electrons are localised about different nuclei. We 
turn briefly to the latter at the end of this section.
In the intraatomic case two situations can be distinguished: Either the elec­
trons are in the same orbital, say V\t(r) or they are in different orbitals on the same 
atom, say V\»(r) V\>(r)- Tjiere are also two other distinct alternatives: The
directions of the electrons’ spin are usually either parallel or antiparallel ( these are 
called the triplet and singlet states, respectively ).
There are actually two interactions taking place between the§e two electrons. 
The first is caused by the Coulomb force, which in this case leads to the mutual
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repulsion of like charges. The second} which is a purely magnetic interaction, is 
from the Amperian force between the magnetic dipoles that each electron possesses 
by virtue of its spin. In the case of two electrons localised about the same nucleus, 
such as we are considering, the magnetic interaction between them is quite negligible 
compared with the electrostatic one.
Concerning this Coulomb energy, we find that because of the requirement of 
antisymmetry imposed by Pauli’s principle (since electrons are fermions ) a new term  
appears; since it has no classical' counterpart, it presents conceptual difficulties, but 
it can be regarded as a correction or modification of the Coulomb term produced by 
the Pauli principle. It is known as the direct exchange interaction, and it is peculiar 
to systems consisting of identical fermions in such proximity that ftheir spheres of 
in flu en ce  overlap so that there is a coupling between them. Its magnitude depends 
in fact, upon the amount of overlap of the wave functions of the interacting particles, 
as well as upon the relative orientations of their spins.
Let us consider separately the two cases distinguished above in which the 
electrons are: (a) in the same orbital, and (b) in different orbitals on the same atom. 
We see that in case (a), the system can only exist in the singlet state-as dictated by 
Pauli‘s principle. In this case there can be no evidence of an exchange interaction 
here because no other distinguishable configurations are possible. However, in case 
(b) an energy difference appears between the singlet and the triplet configurations.
Let us look at case (a) first: when the two electrons are in the same orbital, 
we know from the Pauli principle that they must have antiparallel spins. In that
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case the two-particle wave functions for the system can be written as
^»(r><r) = ^ « ( r)Xa(<r)
4>v(r, <r) =  v>.( r)x/s(ff) (1-8)
Here ^tt(r) is the atomic orbital in which the two electrons are located. The <j>u and 
<f>v correspond to states of identical energy, say Eu, so that the total energy of the 
system with the Coulomb repulsion turned off is just 2EU. The total wave function 
is then can be written as
^u(r l i CTl)
<Mr2 >°2 ) ^ 2^ 2)
(1.9)
which when written out in full becomes
=  -^ ' i ’u(Tl)'lPu(r 2)\Xa (,Tl ) X 0 M  -  X«(®s)X/j(®i)] (1.10)
If we now imagine the electrostatic force between the two electrons to be turned 
on, with the result that the system is perturbed slightly, the methods of first-order 
perturbation theory can be usecj to give an expression for the extra energy U pro­
duced in the system by this Coulomb repulsion between the electrons. In the usual 
quantum fashion, this expression for U turns out to be
U =  J  J  i ^ r 2 0 - 1 1 )
where r12 is the separation between the electrons, and dr1: dr2 are the elemental 
volumes of configuration space. Substitution of Eq.(l.lO ) into E q .(l.ll)  gives for U
\  X ) k a W X /s f o J - X a fo t e f lf a ) ]  /  / W r l ) i ’t ( T2)z-i>u(t l ) i ’«(T2)dTl dT2





This makes use of the fact that the bracketed spin factor in Eq.(l.lO ) is unity when 
a1 and a2 have opposite signs, ^and zero otherwise. W ith the Coulomb repulsion 
turned on the total energy of the system is just 2Eu +  U.
Next let us look at the case (b): When the two electrons are located on 
different orbitals on the same atom, there is no restriction upon the electrons’ spin 
alternatives; they can be either parallel or antiparallel. The result is that there axe 
now four one-particle wave functions corresponding to the possible configurations 
which the electrons can adopt, that is V\t(r)X)9 (°0 > ^*(r)Xa( ° 0
V\,M x/3 H -  Correspondingly, four possible antisymmetrical total wave functions 
can be written down. If this quartet is denoted by Tpj, and so forth, then the 
first possibility
lM ri ) x « K )  V\,(«i)x/}(<7i)
^ . ( ri ) z « ( ffi )  V\,(r2)X/3(<r2)
(1.14)
and the others are obtained by obvious permutations. Thus
and
* IV  =  ^
^ » (r l)X /s(« i)  V’, ( r i )X /3(°i) 
^ « (r2)X/3(*f2) V’»(r 2)X/3(<T2)
Viu(r1)x <j(cri)  i ( r i)x<,(^i) 
V’o(r2)x „ (<r2) ^ ( r 2)x a (ff2)
^ « (r i)X /j(» i)  l M ri ) x „ K )  




W ith the electrostatic force between the electrons turned off these represent four 
possible states of the system , but they all have the same energy, which is Eu +  Ev.
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The real wave functions of the system can be formed by linear combination of these 
four starting functions. The best combinations to represent the system are fpjjjj
$ H i ^2 W*I + V'ivOj ^  W*J ~  ^ i v ) '
Each of these four combinations are antisymmetric under a general transfor­
mation of both spin and positional coordinates as of course it has to be to satisfy 
the Pauli principle.
When the .Coulomb repulsion is switched on, we can see that there is an 
energy change between these states which is
/ /





and has, therefore, two values.
12 (1.18)
The first term in this expression is just the Coulomb energy U. The second 
term is known as the exchange integral and is conventionally represented by J. The 
total energy of the system is then Eu +  EV +  U ± J .  The lower energy state, obtained 
by taking the negative sign with J, corresponds to the case when the electrons* spin 
are parallel. It is triply degenerate. The state of higher energy, given by taking the 
positive sign with J, corresponds to the case when the electrons* spin are opposed. 
Therefore the triplet has always lower energy then the singlet. This is just the 
origin of Hund’s rule which says that the ground state of an atom has maximum 
multiplicity.
It is better to regard the/ integral J as a correction to the Coulomb energy 
U resulting from a coupling between spins of contiguous electrons. Nowadays it is
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called the exchange coupling. To look further at this viewpoint, which regards J as 
a correction to U, consider what happens as the two electrons approach very dose 
to each other so that (r2 — rx) —► 0 . As this happens each of wavefunctions Tpm, 
ipjj, and +  V'/v) which corresponds to triplet state, tend to zero since their
common orbital factor is zero when =  r2. (This contrast with the singlet state 
■^2 W j — rfiv)  which does not tend to zero in such circumstances). Obviously this 
means that no two dectrons of like spin may occupy the same position in spa.ce. This 
can be made even more dear by imagining one dectron to pass the other in space 
so that r2 — r 1 goes through zero and becomes negative. proportional
to the probability of finding one dectron at r1 and the other at r2. Its form will be 
having a sharp m in im u m  of zero at rx =  r2. So two dectrons of like spin can not 
occupy the same energy state, which is the consequence of the Pauli prindple. The 
singlet state on the other hand is the opposite of the triplet state. The probability 
function has a sharp maximum kt r1 =  r2. So the triplet pays less'Coulomb.
To summarise we can say that when the dectrostatic interaction between two 
electrons localised about the same nudeus is switched on, an extra energy term is 
added to the system due to the mutual repulsion between the electrons. Its value 
is U +J if the dectrons* spin are antiparallel and U-J if they are paralld. It is 
important to realise that the arguments rdate entirely to the exchange interaction 
appearing between two electrons localised about the same nudeus. The orbitals 
^u(t)  and V \ , ( r )  corresponding to different energy states-but assodated with the 
same nudeus-are automatically orthogonal. We found above that the energy of 
the triplet state lies bdow that of the singlet one. It can be shown that this is 
a direct consequence of the orthogonality of the dectrons* wave functions. When
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the electrons are localised about separate nuclei, as in the hydrogen molecule, for 
example, the non-orthogonality plays a vital role[6 ].
1-3-2 T he Form alism  o f E xchange. It is now known that, the exchange 
is related to the electrons’ spin. What we now want is to express the energy U ±  J  
in terms of spins. Pauli showed that the spin is a vector quantity. In accordance 
with this, we shall let the two electrons under consideration have the vector spin 
operator Sj and s2. The electrostatic energy between two electrons is U ±  J . If we 
wish to introduce a factor containing s 1 .s2 to replace the spin-dependent part ±  J , 
we must modify it. Various textbooks show how to modify this[7].. We will use the 
conventional way of this representation, which is
U - \ J [1 +  ^ ]  (1.19)
This expression can be extended to a system containing more than two electrons. 
In this case the exchange term can be written as
t  +  (1-20)
*<J= 1
in which the spin-dependent term is just
c1-2 1 )
This expression is known as the Dirac Hamiltonian, and its origin is between indi­
vidual pairs of electrons. A simplification of the Dirac Hamiltonian results from the 
fact that the couplings between the unpaired electrons in the sam£ ion are strong. 
They are positive and give each ion, in the ground state, the maximum spin moment 
consistent with the Pauli exclusion principle.
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So far all the formalism leads to a parallel alignment of electrons spins. When 
does the antiparallel alignment occur? This alignment occurs as a result of standard 
kinetic exchange[8]. The energy gain per electron is of order t2U-1 , where t is 
hopping term  and U is the Coulomb repulsion of two electrons.
The simple illustration of this exchange is as follows: Let us'take two lattice 
sites with two electrons and find out the ground state if
a) Sz= l  (Triplet)
b) Sz=0 (Singlet)
Let us consider the case a) first. Due to the Pauli exclusion principle there is no 




Fig. 1.2a Triplet alignment
Now let us take the case b). If the Coulomb repulsion (U=oo) is infinite, 
then the ground state is E  =  0 as in Fig(1.2b).









Et x - U
as in Fig(1.2c). This is the situation when the singlet ordering is favourable as in 
the case of 7 -Mn transition metal.
•t-1
U< Infinite
Fig. 1.2c Singlet alignment
Frequently, however, the context is rather the interaction between pairs of 
ions in which each constituent has a resultant spin. This case can still be worked 
within the above framework except that it is now concerned with a coupling between 
the resultant of all the electron spins in the ion. Suppose there are two ions labeled 
A and B, each having a number N of unpaired electron spins, 't'heir total spin 
operators are =  YIa  s i S B =  YIb  s>> respectively, where i and j refer to the 
different atoms A and B. Assuming that pairs of electrons with one constituent on
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each ion have the same exchange integral, say Ja b > then the expression (1 .2 0 ) gives 
the exchange term for the pair of ions as
- \ J a b W  +  4 E ^ , Eb3 ] (1 .22)
which is
- \ * a b W +  £ $ * ■ ]  ( i - 2 3 )
This is the Heisenberg Hamiltonian, and its spin-dependent term is evidently
The preceding relates to an ion for which the individual spins of the electrons 
in a shell can be summed straightforwardly to give the total S (=  ]T) s j ,  and this 
implies that either the ion’s total angular momentum is quenched or the spin-orbit
coupling of the electrons in question is insignificant compared with their exchange
interactions. The wide and often uncritical use of this Heisenberg Hamiltonian for 
ions is nevertheless, to be justified mainly by its success in accounting for a number of 
important phenomena and its simplicity. In this thesis we will use this H a m ilto n ia n .
As we mentioned above, /there are many exchange model, which were intro­
duced in order to explain spin-spin interactions in materials. We now briefly look 
at these interactions
1-3-3 O ther T yp es o f E xchange In teraction s
Type 1- D irect Intraatom ic E xchange C oupling. Discovered by Heisen­
berg and Dirac, this is coupling between two electrons belonging to the same atom. 
As a result of the Pauli principle, electrons having spins parallel to some preferred
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direction stay out of each others way to a greater extent then those having antiparal­
lel ones. The Coulomb repulsion between electrons with parallel spins is, therefore, 
reduced in comparison with the antiparallel case.
Type 2- D irect Interatom ic E xchange C oupling. Technically, whether 
the parallel or antiparallel spin alignment is energetically more favourable depends 
largely upon the degree of orthogonality of the wave functions describing the two 
interacting electrons. The truly orthogonal case occurs when the two electrons are 
in the same atom and always leads to the preference for parallel alignment as we 
already explained above. But as a degree of non-orthogonality is allowed into the 
problem, as in the case of electrons on different atoms for example, the end result 
depends more delicately upon the balance between certain terms. Calculation shows 
that in the majority of cases where the coupling between two electrons belonging to 
different atoms can be evaluated, the antiparallel alignment of their spins is preferred 
( the hydrogen molecule is the standard example[6 ]). This result is, of course, in 
direct contrast to the intraatomip case considered above.
A more physical view of the origin of this difference emerges from the real­
isation that, since in the molecular case the electrons are distributed around more 
than one ion core and are, therefore, inevitably more separated than in a comparable 
single-core case, their mutual interaction becomes relatively less important. In ad­
dition, since more than one nucleus is involved in this case, the relative importance 
of the interactions of the electrons with the ion cores is correspondingly increased. 
Both these influences tend to increase the importance of the interaction between 
the electrons and the ion cores. It is, therefore, perhaps not surprising that the
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increase in the electrons’ kinetic energy required by a rearrangement of the orbitals 
to give a parallel alignment of spins frequently outweighs the gain from the reduced 
Coulomb force between electrons. Consequently the antiparallel alignment is often 
found to be energetically favourable. This type of exchange coupling underlies the 
Heitler-London model of the hydrogen molecule and, hence, leads to the widely used 
concept of the covalent bond [6 ].
Type 3- Ind irect In teratom ic E xchange C oupling. The spins of two 
electrons localised on separate ions can be coupled over relatively large distance 
by means of an exchange coupling that acts between each localised spin and that 
of some intermediate electron. In this particular interaction this intermediary is a 
member of the itinerant class, so/that the direct s-d exchange interaction is the basis 
of the whole mechanism since the itinerant and localised electrons have generally s 
and d shell atomic o r ig in s , respectively. It is an extension of the direct intraatomic 
coupling (Type 1) considered above. As Zener[9] pointed out, this Type 1  coupling 
was conceived to exist between the spins of two electrons localised in the same shell of 
an atom say the d shell. But it also exists between the spins of two electrons localised 
in different shells of the same atom say one from a d shell and one from an s shell. 
In the simple view of a metal the s electrons are itinerant, but Zener argued that 
the same Type 1 coupling will nonetheless exist between the total unbalanced spin 
of an ion ( due to electrons in incomplete shells) and that of any nearby member 
of the itinerant class. However, the electron fluid has an important property: It 
is easily polarised by some local perturbation such as an excess charge or a local 
magnetic moment. Consequently, an ion possessing a net spin will be able in a metal 
to spin polarise the surrounding electron fluid by means of this direct s-d exchange
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coupling. This region of spin polarised electrons can likewise couple to the spin of 
any other nearby ion, and thus p. cooperative interaction results b.etween the ionic 
spins in a metallic ferromagnet using the itinerant class as an intermediate medium. 
This is the indirect interatomic exchange coupling.
Type 4- In teratom ic Superexchange C oupling. The superexchange was 
introduced when it became clear that in many nonmetalic solids there are strongly 
coupled spins localised on magnetic ions of a given species that are evidently very well 
separated from each other by ions of another species which is normally nonmagnetic. 
Examples of such compounds are MnSe, MnTe, or MnO. Anderson[10] has suggested 
that this interaction involves specifically an electron transfer from the normally 
nonmagnetic ion to a vacancy in a shell of the normally magnetic one. This would 
leave the previously nonmagnetic ion with an unbalanced spin, so that it would be 
paramagnetic and thus able to couple its spin with that of another nearby magnetic 
ion through the direct interatomic coupling (Type 2).
Type 5- D irect s-d  E xchange C oupling. This interaction is known as 
the RKKY coupling[ll]. In this model the electron fluid in the neighbourhood of 
the magnetic ion is imagined to be spin polarised with a parallel alignment to the 
ionic spin but with no particular refinement in the distribution of this polarisation 
about the ion. The RKKY result showed that this polarisation alternates in sign 
with increasing distance from the ion and they further showed th&t its amplitude 
decreases roughly as the cube of this distance. This oscillatory behaviour is the 
basis of the Friedel[12] oscillations.
Type- 6  C oupling T hrough  s-d  m ixing. These interaction^ are the concept
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of resonant scattering. It can Be said that an incident itinerant electron arriving 
in the ion’s vicinity in opportune circumstances can be temporarily captured in 
pseudoatomic states around the ion. These are formed from the mixing ( or hybridi­
sation) of the outer orbitals of the ion with the delocalised orbitals containing the 
itinerant electrons. Any vacancies in the ion’s inner shell give a net spin to the ion 
that couples by means of exchange with that of the incident electron, thus making 
the whole mechanism spin dependent.
Type 7- D irect Itin eran t E xchange. We now turn to an exchange that is 
distinguished from the rest by the fact that no localised electrons are involved. It is 
the direct exchange coupling that occurs between itinerant electrons in a m etal and 
that generally is called direct itinerant exchange. It occurred to early works looking 
for an explanation of ferromagnetism in pure metals[13] that just as the Type-1 
effective coupling exists between the spin of electrons within an atom, so there should 
be an analogous coupling between spins of contiguous itinerant electrons in a metal. 
This would tend to give a parallel alignment to all the spins of the itinerant electrons 
and so make the electron fluid ferromagnetic. But they realised that such alignment 
could only be achieved at the expense of an increased kinetic energy for the system. 
It was argued, however that in a system of low itinerant electron concentration the 
exchange interaction is dominant and leads to ferromagnetic alignment of the spins.
As we mentioned above, we will use the Heisenberg model throughout this 
study. This model Hamiltonian puts one spin on each site of a lattice and has the 
spins interacting with a vector interaction. Although it is outside the scope of this 
study, the reader is reminded that this Hamiltonian has two limiting cases known
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as the Ising model and the XY model. The coupling constant in one direction, say 
z, is taken to be different from those in the other directions. The Ising model has 
Jx =  Jy =  0, whereas the XY model has Jz =  0[14]. The Heisenberg model itself is 
very difficult to handle, especially for the antiferromagnetic case. If we restrict our 
attention to the classical limit, which is the large spin limit of S  —* oo, the Quantum  
mechanics goes away and the problem is much simplified.
The reasons for taking the Classical limit of the Heisenberg model can be 
listed as follows. Firstly, this limit is easier to handle. Secondly, it explains much of 
the physical behaviour observed/in some real materials. Thirdly, the materials we 
will consider have magnetic moments of about 2-3p B which is quite big compared 
with spin-half. All these reasons indicate that it is sometimes useful to take the 
Classical limit of this Hamiltonian use it to explain some of the observed proper­
ties of some real materials. We will now restrict our attention to those materials 
which we can most accurately describe using the Classical limit of the Heisenberg 
Hamiltonian. We should point out here that there are some other approaches to the 
same problem[39]. They are simply doing the band structure calculations. In other 
words they are using the itinerant model of electrons. Since the d electrons are not 
well localised this approach is not unacceptable. Crockford et all[39] for example 
calculated the magnetic moments of 7 -Mn for three spin arrangements and found 
that the magnetic moment of Mn atom is dose to experimental value. In addition to 
this they calculated the magnetic energy of these states and found that the energies 
of different phases axe nearly degenerate. This result is in a good fagreement with 
the dassical Heisenberg prediction. This implies that itinerant dectron effects do 
not significantly lift the degeneracy in 7 -Mn. Moreover, Samson, Heine et all, and
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Chana et al[40] found that itinerant electron model is usable for some materials( 
they call them as weak magnets) whereas for some other materials the Heisenberg 
model can describe the magnetism( they call these materials as strong magnets). 
However their calculations were about the disordered magnets. In other words they 
were interested in above the critical temperature. On the other hand, we are inter­
ested in mainly at the zero temperature where the magnetic moments are exist. So 
their calculations are not relevant to what we are doing. We are mainly interested 
about the fluctuations of spins. 1£ we had used the itinerant model we would obtain 
some information about the fluctuations of the magnetic moments but this fluctua­
tions would be the fluctuations of the magnitude of the spins which is not allowed 
in our model. In addition to all this, there is evidence[Endoh 19] for 7 -Mn that 
the itinerant electrons do not play an important role. Thus by using the classical 
limit of the Heisenberg model at least we can have an indication about the observed 
behaviour in some real materials. First of all we will talk about the materials, which 
are mainly transition metal alloys, and the experiments themselves.
Transition metal alloys based on 7 -Mn show very interesting behaviour. Man­
ganese quenched into a face centre cubic structure exhibits type-I antiferromag­
netism. This is a sequence 0 1  ferromagnetic x-y layers which alternate in spin 
direction along the z-axis,as in Fig(1.3). The z-axis becomes inequivalent to the 
other Cartesian directions and the magnetism induces a huge tetragonal distor­
tion of approximately six per cent parallel to the z-axis [15]. Neutrdn scattering [16] 
shows that the spins align parallel to the z-axis where they are held in place by 
spin-orbit coupling. As we already mentioned the structure of 7 -Mn is face centre 
cubic. Antiferromagnetism in f.c.c lattice is frustrated, with only a fraction of near­
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Fig. 1.3 Collinear spin Arrangement on the f.c.c
Geometrically frustrated lattices provide some of the most sophisticated and 
interesting types of antiferromagnet. The fundamental cause is that the frustration 
forces some of the bonds to gain less than their optimum energy. There is usually a 
variety of ways in which this loss can be spread amongst the different bonds, often 
leading to ground state degeneracy to leading order. This degeneracy is usually lifted 
on a smaller energy scale than that promoting the magnetism, and this then leads to 
the possibility of ’phase transitions’ between different magnetic ground states caused 
by fairly small changes in the magnetic interactions. In particular, alloying a frus­
trated antiferromagnet can lead to such a phase transition at quite modest doping. 
The alloying is the main thing in our model. The frustrated antiferromagnetism can 
be appreciated in a simple example. In Fig(1.3) we are taking the triangular lattice 
as an example. For an antiferromagnetic triangular lattice the sum of the three spins
26
(S! +  S2 +  S3 =  0) must give zero spin. If we make two of the three spins, sis shown 
in Fig(1.3), antiparallel to each other the third spin can not be made antiparallel to 
the first two spins. This is the simple picture of frustration. Since the f.c.c lattice 
is a collection of triangular lattice planes, the frustration can be appreciated in the 
f.c.c lattice as well.
Fig. 1.4 Simple Picture of Frustration in the Triangular lattice
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Fig. 1.5 Projection of Type-I ordering onto a square lattice
Some of the magnetic structures of f.c.c lattice can be projected onto two 
dimension without changing the/ direction of magnetic moments. For example, it is 
easy to appreciate that Type-I ordering (Fig(1.3)) can be projected onto an x-y plane
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yielding a square lattice with J1 = 2 J 2> since one-third of the nearest neighbours 
become next nearest neighbours in this projection. Here Jx and J2 are nearest 
and next nearest neighbour couplings respectively. This projection is pictured in 
Fig(1.5). Double Spin Density Wave (DSDW, Fig(1.6)) can be projected onto a 
square lattice as well as in Fig(1.7). This is not the only way to project the f.c.c 
lattice onto two dimension. For example if it is projected onto the (1,1,1) direction it 
will lead to a triangular lattice with Jx = J2. We have given a brief introduction to 
the projections of f.c.c , because there are some real materials that can be projected 
onto two dimensions without changing the nature of the materials. If this is the case 
then we may attem pt to understand those materials by using these two dimensional 
pictures instead of using more complicated three dimension. Firstly we will introduce 
some of real materials for which we can use the Classical Heisenberg model most 
accurately.
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Fig. 1.6 DSDW ordering of f.c.c lattice
When another transition metal is doped into the manganese there are quite
Fig. 1.7 Projection of DSDW onto a square lattice
dramatic changes in behaviour. Fe[17], Ir[18], Ni[19], and Cu[20] all substantially 
reduce the tetragonal distortion and for Fe, Ir, and Ni there is evidence of a cubic 
phase which is stabilised at doping concentrations of approximately a quarter.
Although the model we have established works for any frustrated antiferro­
magnetic system we will consider three such materials where the phenomenon has 
been observed by experiments. In other words we are taking three specific materials 
for which we can explain the magnetic phase transition by our model.
The first experiment we will consider is MnNi alloys. Mn1_xNir alloys shows 
a sequence of structural as well as magnetic phase transition as a function of Ni 
concentration[20]. The phase diagram of this alloy is shown in Fig(6.1) of chapter 
six. Diffuse neutron scattering experiments show that the moment on the nickel 
site is small[21]. The nickel atoms behave more like paramagnetic impurities. The 
experiments showed that the allby is face centre tetragonal ( is called the t2 phase) 
with ^ <  1 in the low doping regime (between 0-13% of doping) then it becomes
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orthorhombic when the doping concentration is between 13%-18%. There is a second 
tetragonal structure (this phase is sometimes called the tj phase) with f  >  1  when 
the doping is about 18%-20%. And finally the alloy becomes cubic by 25% doping. 
According to neutron diffraction experiments by Uchishiba[2 2 ] the spin direction in 
the t2 phase with  ^ >  1  is along the c-axis} while that in the t2 phase with f  <  1  
is orthogonal to c-axis. In both cases the nearest neighbour pair of Mn atoms has 
antiparallel spins. It is assumed that the same situation holds good in the case of the 
orthorhombic phase, so that ferromagnetic layers are always perpendicular to the 
spin direction which is parallel to the shortest axis [2 2 ]. Careful studies of order in the 
alloys shows a tendency for the atoms to order in a CusAu structure[23]. Another 
experiment suggests that Ni atoms anti-cluster[24], which means that there is a low 
probability of fin d in g  nearest neighbour impurities and an increased probability of 
fin d in g  next nearest neighbour impurities( this is a further evidence that there is 
a tendency to CusAu structure because of this anti-clustering). The best, one can 
get from the anti-clustering is the CusAu structure that one of the sublattices will 
be occupied by Ni atoms. For jfchis alloy we will look at the question of how the 
system might transform from one phase to another. Firstly it is worth pointing 
out here that the first two phases of MnNi have two dimensional correspondence. 
The projection of the first phase (it is generally called t2 phase) into the x-y plane 
leads to the collinear ordering of the square lattice, whereas the projection of the 
second phase (which is called tx phase) leads to the non-collinear arrangement ( We 
will see the square lattice in more detail in the next Chapter). This means that we 
can explain the phase transition of MnNi in two dimensions. We will explain this 
transition by using the idea of spin reorientation with spins rotating away from the
quantisation axis after Ni addition. As we already explained, the experiments say 
that there is a sequence of magnetic phase transition in MnNi alloys. At the end 
of the day we will learn that by alloying, the non-collinear phase may be stabilised. 
Studying the magnetic Diffuse scattering for particular clusters, we will learn that 
the scattering peaks corresponds to the non-collinear arrangement of spins if the 
clusters have a single impurity, ^/e will conclude in Chapter Six for this alloys that 
the alloying may cause a phase transition if
a) the Ni atoms anti-clusters
b) the number of such clusters are about the percolation threshold.
The MnsPt alloy has been much studied because of its first-order phase tran­
sition between two ordered antiferromagnetic phases at around 365° K [25]. It shows 
quite different behaviour compared with MnNi alloys, involving a transfer of mag­
netic scattering between symmetrically unrelated Bragg spots. In face-centre-cubic 
nomenclature, the Bragg spots shift from being type-I to type-III, although the par­
ticular phases involved are qu itunrelated  to their face-centre-cubic counterparts. 
This phase transition occurs for the stochiometric alloy as a function of tempera­
ture, but a brief look at the phase diagram[26], shows that the transition is strongly 
affected by alloying. The alloy crystallises in the Cu3Au structure with moments of 
about 3fiB sitting on the Mn atoms. The Pt atoms have a much smaller moment 
that they behave more like paramagnetic impurities. The initial problem of magnetic 
structure determination has proved non-trivial, with the original proposal[27] being 
recently challenged by Long[28]. In the new description the phase transition involves 
a reorientation of the spins between two phases which have identical angles between 
all the nearest neighbour spins, and are only different at next-nearest-neighbours.
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One phase has three possible orientations for the spins, much akin to the triangular 
lattice phase, while the new phase is predicted to have twelve different possible spin 
orientations, which has led to the name ’hedgehog* phase being proposed. In chap­
ter six we will predict this change of phase observed with alloying, giving further 
evidence that the proposed ’hedgehog’ phase is correct.
The final experiment of our concern is MnCu alloys. This alloy is different 
from the first two in the sense that the phase transition has not been observed. 
In this alloy the clustering of Cu atoms is observed[29]. Although the tetragonal 
distortion is reduced as Cu is introduced the antiferromagnetic moment decays and 
vanishes before the cubic phase is obtained[14]. For this alloy large single crystals 
with modest, viz about 1 0 % concentration of impurities have been studied with 
diffuse scattering[30]. The results are spectacular: Clustering of Cu atoms occurs 
very strongly over a fairly long length-scale and associated with this clustering is a 
muchlonger-length antiferroma^netic impurity associated with the original magnetic 
symmetry but perpendicular to the original direction. The scattering peak occurs 
exactly on the original Bragg spot. This is the experimental result that is very 
difficult to understand it. The reason for this is that the scattering peak is at the 
original Bragg spot. The peak at the origin says that all the Mn atoms rotate 
together. But why they should rotate together? One may think that this is because 
Cu atoms have perpendicular magnetic moment to the original direction. This may 
be the reason for this rotation. It can be argued that why the Cu atoms carry 
perpendicular magnetic moment? If they carry any magnetic moment, then the 
interaction would be some sort of exchange interactions as explained earlier. It was 
pointed out that if there is an exchange interaction, then the perpendicular Cu atoms
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are unlikely. As can be picked up from these lines of arguments, indeed MnCu is 
hard to understand. We will see in Chapter Six that the peak at the origin may be 
explained by using the idea of clustering of Cu atoms and non-collinear arrangement 
of spins when the Cu atoms arefintroduced.
These three materials will be explained by our model, although, the model 
works for any frustrated antiferromagnetic systems. But the model required a little 
bit of modification. For example, if we try to explain the magnetic phase transition 
of 7 -FeMn alloys, we must add a bigger magnetic moment into the system instead 
of adding paramagnetic impurities as in the case of MnNi, MnCu, Mn3 Pt. It is 
obvious that the model can be modified for specific materials. However, as we said 
above, three materials will be main interest for us in this thesis.
After giving a brief description of experimental studies, now we can introduce 
the main study step by step as follows: In Chapter Two we take the Classical limit 
of the Heisenberg model and find out the ground state ordering of spins for the 
two most common two dimensional Bravais lattices: the square and the triangular 
lattices. Taking the periodicity of the lattice into account we find a corresponding 
problem which is the structure factor. This structure factor plays the dominant 
topological role in our analysis. All the information about the lattice, its connectiv­
ity and whether or not it is frustrated is stored in this structure factor. As we will 
see, the m in im u m  of the structure factor corresponds to the m in im u m  of the Heisen­
berg Hamiltonian. So instead o  ^finding the ground state energy of the Heisenberg 
Hamiltonian we simply find the the minimum of the structure factor. For bipar­
tite lattices (for example the square lattice with only the first nearest neighbour
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interactions ) there is only one k point which leaves the structure factor m in im u m , 
This corresponds to an unfrustrated antiferromagnetic ordering. However for the 
non-bipartite lattices there is more than one k point which leaves the structure fac­
tor minimum. We will point out that more than one k points leads to non-unique 
solutions.
As a first example we considered the square lattice. As we will see later, if we 
include the second nearest neighbour interactions into account, we would find two 
different ground state orderings named as the collinear and the non-collinear phases. 
The collinear phase is the simplest ordering and is stable when x '< 0.5 (x =  -j*) 
whereas the non-collinear phase is stable when x >  0.5. It is obvious that at * =  0.5 
there is a phase transition between these two orderings. On the other hand, for the 
triangular lattice there are three ground state orderings depending on the x value. 
Each of the different ordering region has a stability. Again there is a phase transition 
between different antiferromagnetic orderings as a function of x. We will conclude in 
that Chapter that these two Bravais lattices have three dimensional correspondence, 
means that the spin ordering of these lattices are related to the real materials.
Once we have realised the existence of different orderings, then we may at­
tempt to understand the phase transition between different orderings. We know that 
this phase transition can be obtained as a function of x. But our aim is different: we 
are expecting that this phase transition occurs as a function of impurity concentra­
tion. That is why in Chapter Three we will try to stabilise the non-collinear phase 
by alloying. In order to do this we simply consider a cluster of collinear arrangement 
of spins when it is degenerate with the non-collinear phase, and remove some of the
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spins and find out which ordering is stable after these impurities. The calculation 
shows that after the impurities there is an xc critical point that, in the interval 
xc <  x <  0.5 (where 0.5 is the degeneracy point), the non-collinear arrangement has 
lower energy then the collinear one. This result suggests that the impurities ( or 
more precisely alloying) may caiise a first order antiferromagnetic phase transition. 
This result itself is not enough to say that the impurities cause a first order AF-AF 
phase transition. It may or may not cause a phase transition. One thing is certain 
that the impurities changes the boundaries of the collinear phase. This phase used 
to be stable when x <  0.5, but now it is stable when x <  xc. In order to talk about 
a phase transition we must go to magnetic diffuse scattering calculations which give 
information about the non-collinear arrangements of spins.
In Chapter Four we study magnetic diffuse scattering. This scattering gives 
the information about the non-collinear arrangement of spins. We will study this 
scattering in small clusters involving paramagnetic impurities and we will see that 
the fluctuations of the spins from the quantisation direction after alloying, cause a 
long range ordering of non-collinear spins. These fluctuations give a sharp diffuse 
scattering peak. Once we obtain this sharp peak, then we may be able to say that 
there is a long range ordering of non-collinear arrangement. Although, the results 
from Chapter Three and Chapter Four are the first indications of a magnetic phase 
transition between two ordered states, they are not enough to say that alloying 
causes a magnetic phase transition. The reason for this is, the considered clusters 
are so small that they are not comparable with the whole crystal. The required 
picture of the magnetic phase transition is that, many such clusters-must be created 
such that they interact with each other and percolate through the entire crystal.
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Once we have created infinitely many clusters then we may be able to talk about a 
phase transition between two ordered antiferromagnetic states.
In Chapter Five we develop a linearised theory for the classical Heisenberg 
model which allows us to approximately solve for the local distortion of spins around 
an impurity in a non-collinear antiferromagnet. Provided that the ratio of disturbed 
to undisturbed bonds is small, the theory should be applicable. The theory is 
particularly useful when alloying lifts the degeneracy which is often found in non- 
collinear magnets. We will use this theory for 7 -Mn alloys in general, and MnsPt 
in particular.
In Chapter Six we give three examples for which alloying causes a first order 
phase transition. The first example is MnNi alloy. Experimentally MnNi alloys 
shows a wealth of phase transition as a function of Ni concentration[19]. In order to 
explain this phase transition theoretically, we simply take the projection of the f.c.c 
lattice into a two dimensional square lattice. Applying the results for the square 
lattice to this projection one can easily understand this phase transition. In addition 
to this we will use the results of linearised theory as well. We will conclude for this 
alloys that the both methods can be used in order to explain the phase transition.
The second example is the MnsPt alloys. This alloy shows a first order phase 
transition at around 365° K [25]. In order to explain this transition theoretically we 
will use two different arrangement of spins and apply the results of the Chapter Five. 
We will see that the results we get from our theory is in agreement with experiments.
The final example is MnCu alloys. This alloy is completely different from first 
two. By using our model, we can predict the magnetic diffuse scattering and explain
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the special behaviour observed in MnCu[30] as arising from the local clustering of 
Copper impurities.
And finally in Chapter Seven we conclude.
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Chapter Two
P h ase T ransitions B etw een  M agnetic S ta tes
In this chapter we will try to explain the existence of different magnetic 
states. The magnetic properties of given materials can be explained by analyzing 
their spins. In attempting to explain the properties of spins, many different types of 
spin models have been introduced as we mentioned in Chapter One. For simplicity 
we will consider the Heisenberg model here.
2-1 T h e H eisen b erg m od el and its  classica l lim it
Heisenberg proposed in 1928 that [31] if the magnetic electrons were described 
by localised orbitals, then the resultant spins on the neighbouring atoms would align 
either parallel or antiparallel depending on the sign of the exchange integral J. Since 
we are dealing with antiferromagnetic systems, this model Hamiltonian is perhaps 
the simplest spin model with a localised spin on each lattice site interacting with its 
nearest neighbours via an antiferromagnetic coupling:
=  £  JijSi-S , (2 .1 )
where and are the resultant spins of neighbouring atoms, which are quantum  
mechanical operators satisfying the commutation relations (h =  1 )
[ S f , s f ] = E i£a M i S? (2.2).
7
The superscripts a ,/3 , 7  refer to space coordinates.
In a given system, the dominant Coulombic interactions between charges tend
to exhibit a balance, at the same time these charges tend to exhibit a fixed total
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spin subject to the Pauli exclusion principle. This spin would usually be maximum, 
according to Hund’s third rule. The total spin constraint is
8 ^8 * =  5 (5  +  1) (2.3)
and applies to each atom independently. If the given system is isolated, then the 
energy would be m in im u m , i.e the system  is stable or the energy is a constant. In 
order to obtain the ground state energy, the Hamiltonian must be minimised. How- 
ever, m in im is in g  the H a m ilton ian  subject to the constraint (2.3) yields a complicated 
quantum mechanical problem which is very difficult to solve, even approximately. It 
is now dear that the problem is very difficult. Does this mean that we are unable to 
understand the system? The answer is simply no! The rdationship between classical 
physics and quantum physics has been well known for a long time. Classical physics 
is a limiting case of quantum physics, where infinitdy many partides are consid­
ered. This means that quantum physics can be transferred to dassical physics, if 
infinitdy many partides act together. This idea may be brought to the Heisenberg 
m odd case. All the spins involved in the Hamiltonian Eq(2.1), may be considered 
as very large spins i.e S  •— ► oo.< In this limit, the quantum mechanical Heisenberg 
Hamiltonian becomes a dassical Hamiltonian and all three spin components com­
mute with the Hamiltonian and simultaneously with each other. If we normalise the 
spins by =  S~1Si then the commutation rdation becomes
7
which is zero in the dassical limit. Thus the spin can be taken as an ordinary three 
dimensional vector in this limit. According to commutation rdations, the spins may 
be chosen as ordinary c-numbers. The remainder of the problem is simply to find
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the relative direction in which each of the spins point in order that the Hamiltonian
ir  = S*£jyMi (2-la)
*3
is minimised. This classical limit allows us to treat the spins as vectors of fixed 
length, and the constraint becomes:
Sj.S,. =  S 2 (2.3 a).
We are interested in a Bravais lattice of spins, and the periodicity of such a lattice 
can be taken into account by using Bloch’s Theorem. The Bloch’s Transform of the 
spin is defined to be:
Sk =  Y  exp (».k.Ri)S j (2.5)
with the inverse transformation
Si =  - J =  Y  exP ( - ,k R i)Sk (2 -6 )
where N is the number of atomp in the lattice, Rj denoting their positions. (We 
have assumed one atom per unit cell). Noting that S _fc= S fc*, where S k* represents 
the complex conjugate of the spin, the Hamiltonian becomes:
H  =  Y ^ Y  7 k .S k.S_k =  X y „ Z „ £ 7 i „ |S k |2 (2 .7)
n k n k
in terms of the interaction parameters Jn, the coordination numbers Zni and the 
structure factor,
=  T n  £  “  R i )] ( 2 8 )
n ij
runs over all pairs of neighbours denoted by ij. n denotes any particular shell of
neighbours. The structure factor is itself normalised in the interval — 1 <  7 * <  1
with 7 0 =  1 .
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As we will see in the next section, the structure factor plays the dominant 
topological role in our analysis.
It is now dear that the Hamiltonian is greatly simplified in reciprocal space. 
In real space each spin interacts with its nearest neighbour, whereas in redprocal 
space the components only interact with themsdves.
As well as the Hamiltonian, the constraint can be rewritten in redprocal 
space as:
y !  ^ l c + k ' + q — G ^ k - S k '  =  S2N ^ j 6<i_G (2 .1 1 )
k,k',G G
where G  denotes a redprocal lattice vector and q is any vector. For q = 0, this 
constraint becomes:
^ E S< cV  =  SJ (2 .1 2 )
k
which yidds a normalisation for the sum of moduli. We have used the fact that Sk =  
S _k*. Constraint (2.11) is zero when q ^  0 which are the remaining constraints.
These constraints do not play a role in single collinear antiferromagnetism, but for
our more exotic non-collinear arrangements we will find that the constraints are the 
major factor in determining the spin orientations.
So far we have been dealing with the Heisenberg m odd. We started with 
a Hamiltonian in real space subject to a simple constraint. Infinitdy many pairs 
in real space brings a very difficult problem. In order to simplify this problem we 
transferred the H a m ilto n ia n  into redprocal space. This time the constraints are a 
real mess! Consequently the dassical limit of the Heisenberg Hamiltonian for any
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particular shell is
H  =  (2.13)
k
The ground state spin configuration will only involve Fourier components which 
minimise the structure factor:
H  =  J N S ' y ^  (2.14)
Although the structure factor is bounded by - 1 , it only achieves this value 
in systems which are not antiferromagnetically frustrated. In these bipartite sys­
tems, the structure factor is generally minimised by a unique k value which gives
a non-degenerate ground state, yrith only a choice of quantisation .direction for the 
moment axis necessary. For frustrated systems more than one point in reciprocal 
space minimises the structure factor; the classical ground state has a non trivial 
degeneracy.
Because of the lattice symmetries, the structure factor has the same value 
for all k points which are related by the point group. We have firstly looked at the 
correlation between spins orientation and the structure factor. Since the structure 
factor contains all information about the considered lattice, we will build the required 
tie between the spins ordering and the structure factor first.
2-2 T he S tru ctu re F acior and T opological F rustration
The structure factor, Eq(2.8), contains the essential information about the 
considered lattice topology, including its connectivity and whether or not it is frus­
trated is stored in this structure factor. Since we have restricted attention to Bravais 
lattices, the contribution of each site is the same. Hence, the structure factor can
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be rewritten as:
7 * =  Yn  ?  ^  e*P(*'k R i - ( R i +  A i ) )  =  *k -A i  (2 1 6 )
* A,- A,-
where we simply replaced the nearest neighbour lattice vector of R  ^ by R ; =
R i +  with Aj- being the Z primitive vectors connecting nearest neighbours. The
inversion symmetry ensures that the structure factor is real, and can be expressed
as y  cos term:
i t  =  f  I Z cosk A i (2 1 7 )
where Y2' indicates that we induce only one vector of each pair. Onq can easily verify 
that the maximum value of 7 * is achieved for k =  0 were all cos k. A j =  1 . The 
remaining question is whether the minimum value - 1  also obtained. The answer 
is positive for bipartite lattice and negative for a non-bipartite lattices: One can 
achieve this result in the following manner.
A bipartite lattice can be divided into two sublattices A and B. Choosing a 
two-point basis which consist of one site from A and neighbouring site from B, the 
original Brillouin zone is halved. The new reciprocal lattice vectors Q which are 
situated in the comers of the old Brillouin zone are the desired wave vectors which 
yield the m in im u m  - 1  of the structure factor, since they have the property that:
exptQ .R ; =  1  i f  R  ^ eA and exptQR^ =  —1 i f  R i eB (2.18).
The choice makes each nearest neighbour contribution exp —»Q(Ri — R^) =  —1 and 
therefore we obtain 7 k =  —1 .
As we mentioned above, the Q points which satisfies 7 k =  — 1  are situated on 
the comer of first BriUioun zone, which are a sum of half shortest reciprocal lattice 
vectors.
In order to prove that let us define a basis x x, x 2, x a out of nearest neighbours. 
Assuming exp^Q.x^) =  — 1 brings
Q .x *  =  ( 2 ^  +  1 )tt. (2 .1 9 )
One can define the reciprocal vectors as 
_  It. X n  A  X ,
G l  =  X 1 . [ x 2  A  X j ]  e< C  ( 2 -2 0 >-
In terms of Bravais lattice vectors. From eq(2.19) one can find that
Q =  =  \  rec*Proc(d  lattice  (2.21)
« »
so
Q =  -[(? ! +  G2 +  Gs] (2 .2 2 a)
in three dimension and
Q =  \ [ G 1 + G 2] (2.226)
in two dimension. For our two dimensional bipartite lattice example it is obvious 
that
Q =  \  [<?! +  G2] =  (± x , ±tt) (2.23).
It is quite obvious that using the primitive lattice vectors for the bipartite lattice 
one can obtain 7 k =  —1 .
The situation is not the same for non-bipartite lattice. For this case there 
are three lattice points R j, R j, R 3, so that any pair of these three are nearest 
neighbours. Let us call the corresponding primitive vectors which connect the three 
sites:
R j — R j =  6X, R 2 — R 3 =  S2 and R s — R j =  S2 (2.24)
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If we want 7 k =  —1 then there must be a k with
cos =  cos k£ 2 =  cos k£s =  — 1  (2.25)
This however implies that
k61 =  (2 nj +  1 )tt (2.26a)
kS2 =  (2 n 2 +  1 )tt (2.266)
k 6S =  (2 n , +  1 )tt (2.26c)
where the n* are arbitrary integers. Adding up the three equations above one obtains
k (^ i — R j +  R j — R s +  R s — R i) =  +  n2 +  +  3 )7r =  0 (2.27)
which can obviously not be true.
Since non-bipartite lattices cannot be split into two sublattices in the sense 
of a bipartite lattice, it is obvious that it is impossible to achieve - 1  for them. From 
the above discussion, we can define what we mean by topological frustration and 
how we can measure it:
Any lattice which is not bipartite is frustrated. The manifestation of topolog­
ical frustration is the fact that the structure factor 'yk does not reach its theoretical 
minimum of -1 . One can find the lower bound of the structure factor for these 
non-bipartite lattices. For example the lower bound of 'yk for the triangular lattice 
is [32]
7 * >  (2.28).
The importance of the structure factor and the frustration can be easily 
understood in two simple examples in two dimensions in the following section:
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2-2-lT w o Exam ples
In order to understand the differences between bipartite and frustrated lattice 
we will calculate the structure factor for the two most com m o n  Bravais lattices in 
two dimensions.
2-2-la T he Square L attice
One can choose the two primitive lattice vectors as aj =  (1,0), =  (0,1) in
the x-y plane as shown in Fig(2.1).
a ,  (0,1)
3 , 0 , 0 )
Fig. 2.1 Primitive lattice vectors of the Square Lattice
The coordination number is z = 4 and 4 lattice vectors connecting one lattice site 
to its nearest neighbours are i a ^  ± a 2. One therefore obtains:
7k =  ^ (exp ikx +  exp - i k x +  exp iky +  exp - i k y) =  ^(cos kx +  cos ky) (2.29)
Then it can be easily seen that 7k=0 =  1 and 7k=g  =  — 1, where
Q =  ± tt)
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(2.30)
is the wave vector of any corner of the first Brillouin zone. Thus 7k takes any value 
in the interval [-1,1] which is shown in Fig(2.2).
S t r u c t u r e  F a c t o r  o f  t h e  S q u a r e  l a t t i c e
-0 .5
Fig. 2.2 The Structure Factor of the Square Lattice
2 -2 -lb  The Triangular Lattice
The natural choice of the primitive lattice vectors is as a 1 =  (1,0) and a 2 =  
(1, as in Fig(2.3). Now we have z =  6. Then 6 lattice vectors connecting one 
lattice site to its nearest neighbours are ± a 1 ±£4 , and ± (a 1 — a ^ .  We therefore 
obtain:
l ro, kx 1 V3kl  2 Vsk
=  3 [2(cos —  + -  cos — y *-  C1 +  j cos “ 2^)1
Fig. 2.3 Primitive Lattice vectors of the Triangular lattice




k =  A [l,l]
Fig 2.4 Structure factor of the Triangular Lattice
( .33)
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This expression has maxima 7 TOM =  1 for k =  0 and has two minima 7min =  —|  
for k =  Q i? where Qx =  27t(^, ^ ) ,  and Q2 =  4 tt( |,0 ). 7 k >  —1 is a property of 
frustrated lattices. The plot of 7 k is shown in Fig(2.4).
In this subsection we have calculated the structure factor for two lattices: 
bipartite and non-bipartite. We will also show that the structure factor is important 
for finding the spin arrangement of any given lattice. In the following section we will 
find this arrangement for the square and the triangular lattices using the minima of 
the structure factor.
The problem which must be solved here is simply to find some special k 
points which lead to a minimum energy for the considered system. In ferromagnets 
one finds k , =  0 which is unique. On the other hand in antiferromagnets on a 
bipartite lattice one can also find a unique ks ^  0 which maps onto* itself under the 
point group operation. As we will see later, this unique k , gives a unique non-zero 
Fourier component of spin which specifies the magnetism. This component produces 
a unique direction to which all spins in the system are parallel. However, the lattices 
we are interested in have non-unique k5 points. These systems have a corresponding 
degeneracy and have frustrated spins.
When we discuss the frustration it would be useful to define a quantity which 
gives a measurement of frustration. One may define this quantity as:
„ _  HAf g  
Hf q
subscripts AFG and FG denotes antiferromagnetic and ferromagnetic ground states 
respectively. If only the nearest neighbour interactions are considered the two Hamil-
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tomans become:
h a f g  =  - J N apS 2 +  J N PS 2 (2.35)
and
H fg = (2.36)
where N B,/VAP, and JVp refer to the total, antiparallel, and parallel number of
bonds respectively. Using
N a p  + N p = N b  (2.37)
Eq(2.34) can be rewritten as
2 N p










Fig 2.5 K  Function of the square lattice 
Now the k  function is just a ratio of bonds, it is independent of energies. Here it 
can be easily seen that the m a x im u m  value of k, is 1. k  =  1 means that N p =  0
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and the system is unfrustrated. If k decreases the system becomes frustrated. It 
should be pointed out here that the k is positive definite. Thus a determination of 
k. gives an idea about the frustration. For example, for the collinear arrangement 
Neel state on the square lattice (is  we will see later in this chapter the square lattice 
has two different spin arrangement named as the collinear an the non-collinear) the 
k function is k =  1. Because N p = 0 for this case, and it tells us that the system is 
unfrustrated. It is not very difficult to drive the k for f.c.c. If we take the Type-I 
arrangement as an example then /c =  ^ which is smaller than 1 and it is frustrated 
as we already knew. A plot of k function for the square and the triangular lattices 
are shown in Fig(2.5) and Fig(2.6) respectively. Once we have defined this quantity, 
we can find the spin arrangements and different magnetic states on these lattices.
Fig 2.6 K  Function of the Triangular Lattice
2-3 Spin  A rran g e m en ts  an d  D ifferent M agnetic  S ta te s
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As we explained in Chapter One, the f.c.c lattice can be projected onto two 
dimension leading to either a square or a triangular lattice depending on how the 
projection takes place. So if we find the spin arrangement of these two lattices, then 
we can explain some of the spin structure of f.c.c lattice. When we work with these 
two dimensional lattices, we must include the second nearest neighbour interactions 
into the interaction Hamiltonian, because in the projection of f.c.c some of the 
nearest neighbours become next ^ hearest neighbours. This means that, although the 
second nearest neighbours are irrelevant for f.c.c, they must be taken into account for 
either square or triangular lattice, since they are not really next nearest neighbours. 
Firstly we will try the square lattice.
2-3a. Spin Arrangement of the Square Lattice:
In order to find the spin arrangement for any given lattice, one must find the 
number of k points which minimise the structure factor and correspondingly the 
Hamiltonian. The structure factor for the square lattice may be calculated as:
7 k =  ^ (cos K  +  cos ky) +  * cos kx cos ky (2.39)
where x =  -j*. The first term in this equation is the same as Eq(2.8), and the 
second term is due to second nearest neighbours-interactions. This structure factor 
is different from the Eq(2.8). Here the second nearest neighbour interactions are 
taken into account as well. As we said above, before finding the spin arrangements, 
we must find the number of k points which minimise the structure factor. When
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Fig2.7 The energies of three phases of the Square Lattice
1)- cos kx — cos ky =  —1 
and
H  = N S 24{J2 - J 1)
In this case the k function becomes as k =  .1+ x
2)-cos kx = — cos ky = ±1 
and
H = - 4  J2N S 2





In order to determine which of the spin configurations is the ground state, a plot of 
energy versus ^ ( =  *) is constructed, and this is shown in Fig(2.7). It can be seen 
that for J1 >  2J2 phase 1 is stable whereas for J1 <  2 J7 phase 2 is stable, the phase 
we have labeled 3 is never the ground state.
The spin arrangement corresponding to 1 is the unique unfrustrated Neel 
antiferromagnet. The non-zero spin component is at the comer of the first Brillouin 
zone pictured in Fig(2.8).
Substituting the unique k value in Eq(2.15), the real space spin ordering is 
obtained as
Sj =  e S e ip ( - - ( l ,  1 ) .^ )  (2.43)
a
where we have taken Sk — S y /N e, and e is a unit vector for some arbitrary direction. 
Using the term =  a(n, m ) for a translation vector one would obtain
S =  Se  exp(—i7r(n +  m )) (2.44)
which gives two possible spin direction depending on the sum of the integers n and
m:
a- when n  +  m is even,
S =  Se =  S+ (2.45)
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Origin 
Unique k point 
Two d istinc t k po in ts 
R eciprocal lattice vector 
S ee  text
Fig. 2.8 k points which minimise the structure factor for Square lattice
which leads to all nearest neighbours being antiparallel to each other and is named 
els the collinear magnetic state as in Fig(2.9).
The spin arrangement corresponding to 2 is a frustrated antiferromagnetic 
arrangement. There are two points which minimise the structure factor. These 
points corresponds to Q* =  J(1 ,0 ) and Q 2 =  ^(0 ,1) as shown in Fig(2.8). In this 
case the constraints of the H a m ilto n ia n  are not as simple e l s  previously. Since there 
is a vector q  =  Q x — Q 2 =  J ( l , l )  which maps one point onto the other is not a
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Fig. 2.9 Collinear Spin arrangement of the Square Lattice 
reciprocal lattice vector the constraint (Eq (2.11)) becomes:
SQi SQa ~  0
i.e. the spins are orthogonal and real. Also choosing q =  0 in the constraint gives:
|SQ l|2 +  lSQ f
Using the constraints and transforming back to real space gives the general solution:
Si =  S'[cos0e1 e^ p tQ j.R , -f sin0e2 expiQ 2.R t] (2.47)
where the two original directions e1 and e2 are orthogonal but otherwise are chosen 
arbitrarily. The 9 degree of freedom describes a continuous degeneracy. A general 
9 (6 ^  0 or 0 /  f )  gives a non-collinear magnetic state as shown in Fig(2.10).
2-3b Spin Arrangement of The Triangular Lattice:
As we did on the square lattice case, firstly we must find some k points 
which minimise the structure factor. The structure factor for the triangular lattice
■s(* =  £ ) ;
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Fig. 2.10 Non-colliuear Spin arrangement of the Square Lattice 
in terms of cosines:
ak \/3  ak
c, =  cos —— , c, =  cos — -——
1 2 ’  2 2
which may be chosen as independent variables. One can find the k points by min­
imising this structure factor. It gives four turning points:
(2.49)
1)
Cl =  — 2 ’Cj =  1 (2.50.a)
or
with the energy:
ci — 2>c2 — ^




k = (1 -  2a) (2.52)
2(1 + a)'
This state is stable(Fig(2.11)) when J2 < There are two distinct Fourier compo­
nents at Q x =  ^ ( | ,  ^ )  and Q 2 =  f f ( l ,0 )  pictured in Fig(2.12) which map onto
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Fig 2.11 Energies of four phases of the Triangular Lattice
The constraint(2.11) yields:
2|S+ |2 =  N ; S+ .S+ =  0 (2.53)
which leads to the solution
N
S+ =  \ l  —  exp(«^)[Sj -  =  ±1 (2.54)
and
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Fig. 2.12 k points which minimise the structure factor for the triangular lattice
for two arbitrary orthogonal directions ex and e2; the quantisation direction freedom. 
The angle </> corresponds to a simple rotation of the spin axes, but the variable 
a =  ±1 corresponds to a topological degeneracy, pictured in Fig(2*.13). This is the 
first example of a ground state which is necessarily non-collinear.
2)
Ci =  1, c2 =  - 1  
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(2.56.a)
J  ' • %tL
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Fig. 2.13 Spin arrangement of Triangular lattice:Phase 1
or
Cl =  - l , c 2 =  l  (2.56.6)
a jid
ci =  c2 =  0 (2.56.c)
with the Hamiltonian
H  =  N S 2[-2Jj -  2Jj] (2.57)
and
« =  \ (2-58)
which is stable for < J2 <  J x. There are three distinct Fourier components at
Q =  I (°> ^ ) >  Qi =  ^ )>  and Q 2 =  “  shown m Fig(2.12) which
map onto each other under the inversion symmetry. So the corresponding Fourier
components are real. The constraint(2.11) yields:
S4.Si =  «y |Si |, ; 5 3 |5 i |* =  JV (2.59)
1 = 1
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which leads to the solution:
S, =  5[ej sin0 cos ^expfiQ iZ j +  e2 s in f ls in ^ e x p ^ Q jfy  +  e3 cos 9exf\(iQ2R i)] (2.60) 
for the three arbitrary orthogonal directions as shown in Fig(2.14).
A:  -i
*  % #  % #
,  /  % ,  #  % .  #
k ----------- * ................• *1 v #*% # ’ *\  i « * »\  t « # *V « t # %V i t ♦ *\  * % » I\  » » • «* « f* # ** » I' * # «\  # t « *
%—  —
/  % /  % *
/  t  /  * #/  * *  % »/  « /  » »/  » /  * «• t * % >/  * /  * #/  t  /  ♦ »
/  * /  » f
*  % *  *  #% % *
— f — •?
Fig. 2.14 Spin arrangement of the Triangular lattice:Phase 2
3)
ci =  1>c2 =  4 ~ W " (2.61.o)
2




H = N S 2[—3J2 - H  (2.62)
J2
and




which is stable for J1 <  J 2. This state has six distinct Fourier components, but now 
the positions of these points varies as the ratio ^  is varied from 1 —♦ oo.These six 
points are pictured in Fig (2.12), where it is obvious that these points split if ^  is 
varied. The six components are labeled S ^ ,  S ^ ,  Sg^, where are continuously 
connected to the points ±Q ,. The inversion symmetry maps S^+ onto S^- . The 
constraints(9) yield:
S j+ .S /  = 0,Si+(Si +)* =  =  Y  (2-64)
Fig. 2.15 Spin arrangement of the Triangular Lattice:Phase 3
This tells us that the inversion symmetry maps S{+ onto S^-  and so =  (S ^ )* . 
When we think about these constraints more carefully, we can realise that each 
i requires two spin dimensions orthogonal to all other components. In three spin 
dimension only one component can be non-zero at one time. The spin arrangement
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from one such component is:
Si =  5[ej cos(^ +  Q^Ri) +  e2 cos(^ +  Q^Ri)] (2.65)
as shown in Fig(2.15).
4)
c > =  1>c > =  5 - ^  ( 2 6 6 a )
c* =  - 1’ Cl =  & ~ l  ( 2 6 6 6 )
and
H  =  N S ' l J t - 2 J a - j £  +  ^ _ ]  (2.67)
which is not stable anywhere.
63
2-4 D iscussion:
In this chapter we have found the spin arrangement of two common lattices 
using the classical limit of the Heisenberg model. Instead of using the Heisenberg 
Hamiltonian we have used the structure factor which is the only variable in this 
Hamiltonian. For the square lattice the minimum of the structure factor leads to 
two types of magnetic states known as collinear and non-collinear states which are 
stable when x <  0.5 and x >  0.5 respectively ( x =  ). On the other hand,
the triangular lattice has frustrated spin arrangements in three different magnetic 
states, all having different stability regions, in the first view one might say that 
this calculation has no relationship with the real materials. This is not true at 
all. In order to understand this point let us consider MnNi alloys. As we already 
mentioned in Chapter One the spin arrangements of this alloy has a two dimensional 
correspondence. If we take the projection of the spin arrangement of MnNi into the 
x-y plane, we would obtain a square lattice with * =  1, which says that in this 
projection the nearest neighbour strength becomes twice as big as the second nearest 
neighbour strength. This is not the only way to project the MnNi system onto a 
two dimensional system. Another projection can be made along the (1,1,1) direction 
which gives a triangular latticed In this projection half of the nearest neighbours 
in f.c.c becomes the second nearest neighbours so the ratio of ^  (second nearest 
neighbours strength/first nearest neighbours strength) would be 1 i.e. x =  1. The 
x value is |  and 1 for these projection respectively. As we already explained these 
points corresponds to the phase transition points, since x =  |  is the point that two 
phases of the square lattice are degenerate and the same is true for the case of the 
triangular lattice. Thus we can easily say that the calculations we have performed
so fax can easily be transferee! to the real materials. In other words if we find out the 
spin arrangements of the square and the triangular lattices, we would know the spin 
arrangements of some real materials as well (although we have taken MnNi alloys 
as an example, one can consider  ^other Mn-alloys as well).
Theoretically, a phase transition between these magnetic states is possible, 
for example a change in temperature causes a change in x  ( the ratio of two coupling 
constants ). When this x value is changed, the system may change its present phase 
if the required x  value is obtained. For instead, in order to have a magnetic phase 
transition from collinear to non-collinear on the square lattice the x  value must be 
changed from x <  0.5 to x >  0.5. The idea is the same for the triangular lattice. 
The question we want to tackle is a bit different: Although it is a phase transition 
between many magnetic states, we do not want to vary the temperature. W ithout 
varying the temperature how can we then observe a phase transition? There is an 
experimental way known as alloying. As we shall see in the next chapter, alloying 
causes a magnetic phase transition theoretically too...
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Chapter Three
Im purities and their role in changing the b oundaries o f  transition
In the previous chapter, it is proved that for the Heisenberg Hamiltonian 
either on a triangular lattice or cj>n a square lattice there are more than one different 
type of antiferromagnetic ground state as a function of x  (as =  jjJ-). When x  is 
varied the magnetic structure changes from one ordering to another one. This is 
the evidence of a first order magnetic phase transition when x is varied from one 
region to another one. The aim of this chapter is to find an explanation for this 
first order magnetic phase transition by alloying. Before going into further detail 
we shall review the boundaries of different magnetic states for triangular and square 
lattices.
3-1 B oundaries o f  different m agnetic sta tes
In chapter two we found ihe antiferromagnetic spin structures for the square 
and the triangular lattices. There it was mentioned that different magnetic states 
are stable in different regions. The square lattice has two distinct magnetic states 
named as collinear and non-collinear states. The collinear state yvith all nearest 
neighbours antiparallel to each other is the simplest one. This state is stable in the 
region 0 < * <  0.5. On the other hand the collinear phase with rows of up and rows 
of down is degenerate with the non-collinear phase and stable in the region x >  0.5. 
Whereas for the triangular lattice the number of regions are three all leading to 
different magnetic structures. It will be seen in the following subsection that these 
boundaries are changeable by impurities. First of all we will look at the effect of 
impurities in the collinear states of the square lattice. As we mentioned above there
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axe two collineax states and we will name them the simple collinear state where all 
nearest neighbours are antiparallel and degenerate collinear state where spins are 
rows of up and rows of down. Firstly we will take the simple case.
3-2 T he Effect o f  im purities in T he Sim ple C ollinear State
When the whole crystal is considered, analysing the effect of impurities be­
come very complicated in real space. There are infinitely many atoms with magnetic
i
moments interacting with each cither, so any attempt to solve this problem generally 
fails. However, in order to understand the effect of impurities one can simplify the 
problem such that the effect of an impurity can be brought to a small cluster. The 
idea is firstly to understand the effect of impurities in a small cluster. Of course one 
cluster in a given crystal is far away from leading to a phase transition. In order 
to have a possible phase transition the number of such clusters must be around a 
percolation threshold such that they percolate through the entire crystal. This is 
the most satisfying picture of how the phase transition might occurs.
3-2-1 T he Idea o f  a C luster C alculation
As has been mentioned above, the effect of impurities in a crystal is very 
complicated to deduce. Because there are infinitely many atoms and the interactions 
among them are almost always impossible to take into account. However one can 
simplify the problem by some approximation. For example the effecl of an impurity 
atom can be considered as a short range effect such that a certain number of atoms 
are influenced by the impurity atom. This certain number of atoms may occupy a 
small cluster in the whole crystal. Then by increasing the impurity concentration 
one can create many such clusters in the entire crystal. If the number of these
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clusters is big enough let us say around the percolation threshold that they can 
start to percolate through the entire crystal. Once this situation is obtained then 
one may talk about the idea of a/phase transition. But first of all we must know the 
effect of an impurity in such a cluster.
3-2-2 S ingle im purity in  a C hosen  C luster.
The aim  of this section is to analyse the effect of paramagnetic impurities in 
a chosen cluster. As we have seen in the previous chapter, the Heisenberg model 
predicts two different magnetic states for the square lattice: The collinear phase and 
the non-collinear phase. The non-collinear phase can be thought of as a superposi­
tion of the degenerate collinear phases as we mentioned in chapter one. Our goal is 
to find a theoretical explanation for a first order magnetic phase transition between 
different magnetic states. The ahtiferromagnetic square lattice can be divided into 
two sublattices A and B as in Fig(3.1). The nearest neighbours of A atoms are B 
atoms and vice versa.
Let us assume that one of the A atoms is replaced by a paramagnetic atom. 
The atoms in the A sublattice lose a parallel next nearest neighbour and the B atoms 
lose an antiparallel neighbour. From the A lattice point of view, the A moments 
have an increased field maintaining their original direction. But magnetic moments 
in the B sublattice lose an antiparallel neighbour which alters the balance between 
the parallel and antiparallel forces, weakening the field holding the moment in place.
g
So the atoms on the B sublattice feel a weaker field than the A atoms. Since the 
magnetic moments are normalised, the only possibility looks like a rotation away 
from the quantisation axis in order to compensate this weaker field. We will assume
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-►  A atom s 
(*') — ► B atom s
Fig. 3.1 Two Sublattices of Antiferromagnetic Square Lattice
that the impurity concentration is low such that the impurities can be isolated from 
each other. So the easiest way to start the analysis is a single impurity in a small 





Fig. 3.2 Small Cluster o f the Collinear Phase with one impurity
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First of all let us assume that the effect of an impurity is short-range and 
only four nearest neighbours would be affected by it. Which meand that these four 
spins would be disturbed after the paramagnetic impurity. Because the change in 
magnitude is not allowed (this is due to normalisation), the only possibility looks 
like a rotation of these four in the plane. However, in an antiferromagnetic system  
each spin feels a parallel magnetic field from surrounding atoms, which means that 
the spins in the system would remain unchanged even after the impurity. Although 
this is the case, it may happen ol indeed it can happen that the spins can trap a per­
pendicular component. This can be obtained in a simple manner: the Hamiltonian 
of the system is
H  =  \  £  Ja s i-s i  +  \  £ ( 5 ’ -  S<S<)A<
*
the minimum condition is satisfied if
6H _ _ .
— i  — * » “
1 3
SoS i =  y: Y2j &i~ =  x7 E j  paraHcl ^  perpendicular components
do not couple. So S^ ~ must self-trap. Once the spins around the impurity have an 
extra perpendicular component this causes a spontaneous symmetry breaking. This 
is the main idea that we are letting the spins have an extra perpendicular component 
( or rotating away from the quantisation axis). This rotation changes the interaction 
energy of the cluster. After the impurity addition the interaction Hajniltonian would 
be different from the original one. Let us say this-would be H^T).  Here T indicates 
that the Hamiltonian is taken into the account when the spins are rotated away from 
the quantisation axis. Now we will look at the energy gain by this rotation of spins 
after the impurity addition. In other words we want to look at the energy difference
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of ifj(T ) — Hq. Where the Hq is the Hamiltonian of the considered cluster with 
an impurity, but the remaining spins are exactly the same as before the impurity 
addition (they are not rotated). Taking a small cluster Fig(3.2) one can find how 
much energy can be gained by a paramagnetic impurity. This comes from the energy 
differences
ASff =  H 1( T ) - H ^  (3.1).
This energy varies as a function of (z =  ^ ) . As we will see in the following subsec­
tion that there is an xc critical point, which mainly controls this energy differences.
3-2-3 T he Critical point and its Im portance
As it is mentioned above the energy differences due to the impurity, varies as 
a function of (z =  ^ ) . However there is an xc critical point below which the energy 
difference is zero, whereas above it this energy varies. The main part of the problem 
here is to find this critical point. Once we have found this point then we may be 
able to talk about the stability ;of either phase. Before discussing this stabilising 
in more detail, we should look at how we can calculate this critical point. Let us 
turn back to our cluster calculation again (Fig(3.2)). As has been mentioned above, 
an impurity causes a spontaneous symmetry breaking, which leads to spins in the 
system reorienting themselves. An impurity in a small cluster (Fig(3.2)) changes 
the Heisenberg H am ilto n ia n . Let us a ssu m e  that the effect of the impurity is short 
range, and only four spins would have an extra perpendicular component. Then we 
can easily find the energy differences and the critical point from equation(3.1): For 
our chosen small cluster with a single impurity the energy difference is
A H  =  (6J,  -  4J2)(T i + T 2 +  2S).S  +  .T , -  S 2) (3.2)
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where T j and T 2 are four spins affected by the impurity in the system. The nor­
malisation of spins forces us to represent the affected spins as:
T j =  S cos 6 +  S# sin 0 (3.3.a)
T 2 =  S cos 8 — S* sin 6 (3.3 .b)
subject to S .S 1 =  0 and =  T 2.T 2 =  S2. Then the energy differences becomes
^  fj
4- c o n s t a n t 12 cos 6 — 8x cos 0 +  Ax cos 20 (3*4).
JXS 2
The remaining task is to calculate this energy in the ground state orientation. This 
tells us that the condition
0 0 8  =  2 — 4* (35)
must hold in the ground state. We know that cos 6 is bounded below by -1 and
above by +1. In order to get cos 0 in this interval x  must be
X >  i  (3.6).
This value of x does not help us at all. Even x —  ^ corresponds to degenerate 
magnetic states where collinear and non-collinear states have the same energy which 
indicates that the degeneracy can not be removed by this impurity. If we had found 
x c <  2 we would have easily said that the non-collinear phase is stabilised. But it 
should be bom  in mind that the effect of impurity is considered as short range. Let 
us assume that it has a bit longer range such that eight spins are effected as shown 
in Fig(3.3).
Now the differences of two Hamiltonians becomes:
6H = 2 / iT iR i +  2J1T 2 R 2 -  4Jr1T 1S -  4 / ^ 2 8  +  4^ 2^ 12  +  AJ2T XS
(3.7)
+4J2T jS -  6 / iR jS  -  CJjRjS +  8 /jR jS  +  8 JjR jS +  247jS2 -  28
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Fig. 3.3 One impurity in a Small Cluster with eight spins effected
Here the T spins are the same form as in the first example and the R  spins are:
R j =  —S cos <f> — S' sin <f> (3.8.a)
and
R 2 =  —S cos (f> +  S' sin <f> (3.8.6)
then the Hamiltonian becomes as:
6H =  —8 cos 0 — 4 cos(0 — (/>) —12 cos 0 +  4x cos 20 +  8x cos 0 +  16x cos ^  +  const (3.9).
JXS 2
This equation can be solved by direct calculation. However our interest is to solve 
it on the boundary of two magnetic phases where they are energetically degenerate. 
Supposing a small angle rotation for spins one can obtain a matrix equation as:
6H = {0 <t>)
which contains Eq(3.5) as well. From either Eq(3.9) or Eq(3.10) one can find the 
critical point as x c =  0.42725. Below the critical point the collinear phase is stable, 
whereas above it the non-collmear phase has lower energy. From eigenvalues of
Eq(3.10) one can easily see that the 9 values are bigger then thef<^ values. This 
indicate that if we walk away from impurity, the effect of it decreases. This tells us 
that the rotation of spins depends on the distance from the impurity. In other words 
the nearer spins to the impurity would be more effected and the rotation would be 
more appreciated, however the away spins would be less affected and the rotation 
would be negligible. As a result of this one may say that a single impurity can not 
cause a phase transition in a crystal.
Fig 3.4 Variation of 9 and (f) values in the interval 0.42725< x  < 0 .5
It has quite short range effect and it dies outside of a small cluster. We should 
point out here that the change on 9 and is in the region 0.42725 <  x <  0.5 (the 
phase we considered here is the collinear phase) because below the critical point 
there is no change of spins. When we examine the 9 and <f> values we can see that 
in the interval 0.42725 < x < 0.5 the 9 values are nearly twice as big as <f> values
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as depicted in Fig(3.4). These two calculations suggest that increasing the size of 
cluster changes the critical point. As is already known, for a duster, which was 
studied with four affected spins, gave an xc critical point which was bigger then 
the previously studied one. HoWever, bigger dusters change the critical point quite 
slowly. As is mentioned above there is a certain limit of the duster that, bigger 
dusters do not change the critical point. That is why we argued that the effect of 
an impurity is quite short range. Up to now all we have done is to chose a small 
duster of a collinear phase and look for the effect of an impurity when this phase 
is degenerate with the non-collinear one. It is known from chapter two that this 
phase is stable between 0 <  x <  0.5. But the duster calculation with an impurity 
showed that it is not stable when xc <  x <  0.5 as it was before. A probable 
interpretation of this is that the impurity stabilises the non-collinear phase in this 
particular duster. It does not mean that there is a phase transition (first order) 
in the entire crystal. Because there is only one duster in a huge crystal. It may 
be possible to talk about a first order AF-AF phase transition if infinitdy many 
dusters exist in the entire crystal such that the dusters interact with each other in 
some sense. As the concentration of impurities is increased the impurities will start 
to interact and to align in order to optimise the Heisenberg contributions. We may 
consider the non-collinear impurities as randomly distributed weakly interacting 
objects. Impurities within a certain range will align and droplets of coherently 
connected impurities will form. Long-range phase coherence occurs when one of 
these droplets percolates through the entire system. This is a more satisfying picture 
for how a phase transition might occur.
In order to see the phase transition one must go to experiments. As we Will
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see in chapter four, magnetic diffuse scattering studies gives the information about 
this phase transition. At the moment we can only say that it may happen above 
the critical point, which is our main interest at the time being. We know that below 
it no one can talk about a possible phase transition because there the collinear 
phase always wins. All attention so far was about this critical point. For these two 
examples there was only one impurity. One can tackle the problem in another way 
asking how the critical point would be affected if there were more impurities in a 
chosen cluster? And how it changes if the cluster size is increased? We will answer 
these questions with examples in the following section.
3-2-4 T h e Variation o f  th e  C ritical Point
In this section we will pay attention to the variation of the critical point in 
two cases: As a function of cluster size and as a function of impurity concentration. 
The former one is partly answered in the previous section. There two examples were 
studied. The first one which is rather a small cluster did not remove the degeneracy. 
It gave the critical point as the degeneracy point whereas the second one which is 
slightly bigger duster changed the critical point and it stabilised the non-collinear 
phase in the duster. As we explained previously the effect of the impurity dies out 
if we increase the duster size such that after a certain limit the outsider spins would 
not effect the critical point. (Inpother words after a certain limit of the duster size 
the outsider spins will be irrdevant to the critical point. But as we will see in the 
chapter four they are rdevant for the diffuse scattering studies.) However we have 
not found this limit yet. We will find this limit in two cases: a) By simply increasing 
the duster size and b) By increasing the impurity concentrations. For both cases
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we will find the exact value of the critical point by using the Green’s Functions 
technique.
3-2-4a Increasing th e C luster Size
We have already calculated the critical point for two clusters. Now we simply 
increase the size of the cluster and find out the critical point. The third cluster we 
will study, has 49 spins with the impurity as in Fig(3.5). In order to find the critical 
point we will use the same method as we previously used.
I i + f
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Fig. 3.5 49 spins in a Cluster
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Fig. 3.6 81 spins in a Cluster
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Fig 3.7 Critical point as a Function of Cluster sixe
This time the dimension of the characteristic matrix becomes slightly bigger. One 
can easily find from the secular determinant that the critical point is xc =  0.4131, 
which is lower than the first two ones. When we take bigger clusters as in Fig(3.6) 
having 81 spins, the matrix we must work with becomes as a 25x25 matrix. Using 
a numerical method one can find that the critical point as xc =  0.4094. We will 
find the critical point for three more clusters. For the first one the critical point is 
xc =  0.40833, where 121 spins ^re effected. For the second one the critical point 
is xc =  0.40798 involving 169 spins. Finally for the last one the critical point is 
xc =  0.40785 having 225 spins. This sequence of calculations shows that the critical 
point is decreasing with increasing the size of the cluster as in Fig(3.7). In order to  
find the exact value of the critical point we must go to reciprocal space where the 
Green’s functions come into account.
T he E xact Value o f  th e  C ritical poin t by G reen’s Functions.
In real space ( for the square lattice) we dealt with the effect of an impurity 
and calculated the critical point, which is a measure of the stability region of the 
considered magnetic state. What we known is that the presence of an impurity 
disturbs the ground state Hamiltonian and gives an extra Hamiltonian due to the 
loss of some of the bonds around it. This perturbative Hamiltonian leads us to the 
use of the Green’s Functions in order to find the exact critical value in the following 
way:
The Green’s function is simply
G(Z) =  [ Z -  H ] - 1 [G. 1)
where H is the Hamiltonian matrix. This quantity is easiest to understand in the
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basis for which H is diagonal, for which we find
G(Z)„„. =  y T t  (G.2).
The unitary matrix which diagonalises H is just the eigenvectors
Uin =  a? (G.3)
where
Y  =  Ena-  (G.4).
3
So in the original basis the Green’s function is
( G 5 )
IX 71
and the Green’s function contains all the energies and eigenvector information. For 
example the energies can be found from det[Z — H] =  0. Once we have found the 
energies then we can easily find the eigenvectors from \un.z _+E^(Z — En)G(Z)  which 
gives the wavefunctions. We can solve this problem for periodic systems by taking
P  •into account the finite number of degrees of freedom of the sublattices. In other 
words the Bloch’s theorem can be used in order to reduce an infinite dimensional 
problem to a solvable finite problem.
Green’s function’s real use is in impurity problems. If the fiam iltonian in­
volves a local disturbance, then the local Green’s function at the disturbance con­
tains all the information controlling the longer range consequences of the distur­
bance.
Now suppose that there is a local disturbance and that the Hamiltonian is
H  =  H0 + H 1 
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with H1 is local and H0 is periodic. In reciprocal space H0 is diagonal but H1 is long- 
range, whereas in real space H1 is local but H0 is everywhere that is why the problem 
is so difficult. However, we can deal with this problem in some circumstances. From 
the definition
G°(Z) =  [ Z -  H,,]-1
and
G{Z) =  [Z — H0 — H ,]-*
=  G°(Z)[ 1 -  H ^ i Z ) ] - 1 
=  G°(Z)  +  G°(Z)H1{1 -  G°(Z)H1\ - 1G°(Z)  (G.6)
where we can define the local change in the potential as
E(Z) =  J 1[ l-G ° (Z )H i r 1
=  [1 — H 1G°(Z)]~1H1 (G.7)
E(Z)  is the reason we can solve this problem because it is finite but has all the 
relevant information about H. When there is a pole away from the poles of G°(Z)  
from Eq(G.6) it is obvious that the only relevant bit is this local E (Z) since H1 
is local. We may give a quite general definition of ‘local* to mean that H1 has 
only a finite number of non-zero eigenvalues. The key is to note that E(Z) can be 
found exactly in the restricted subspace for which Hx is finite. In this subspace,
E i  H Ujb f  =  r K  and
£(z)w = n r < „ .  -  / TOG°(2)mm,r*']-ir ‘' (3.11a)
where
G ° ( 2 ) w = £ 6r G° ( z w ' -
Note that these are only relevant components in G°(Z) for fin d in g  £ (Z )( Here 
we have used that if =  then ]Cj =  ® provided that [1 —
in Eq(G.7) is not divergent). This is quite general, but if we have a 
pole which is not a pole of G°(^)i then we also have
\ m . { Z  -  En)G(Z)i} =  a"a"'
=  £  G°(E„)ii, zlim JZ  -  £„)E (Z )i,J,G ° (£ J J, i
i j •
and so the wavefunction a” is controlled by G°{En)ii, and £ (Z ) -  near Z =  En. If 
we restrict attention to the subspace where Hx is finite, then H1 is invertible and
S (Z )a/3 =  [H r1 -  G °(Z )l^  (3.116).
Poles will show up as solutions to
£  Hi $ Up  =  £  (3 !2 )
P P
and then
e ( ^ = s v w + £ 5 ? ¥ : .
n n
The first term is the regular term and the second term is the divergent bit where 
we are mainly interested. From this we immediately deduce that
a” =  £ G ° ( E n)ii f/" (3.13)
i
Therefore we need only solve
£  e i 3 P p  =  £  G°(E» U U0  (3 i4 )
P P
82
for En and Up, we can deduce the wavefunction from Eq(3.13). Let us apply this to 
an example. From the real space calculations we found that around an impurity the 
most effected spins are as shown in Fig(3.G l). For this cluster we need to know the 
local disturbance H1 first. This is not the same as Eq(3.1). It is rather fZj(T) — H'0. 
Using the small angle rotation of the spins from the quantisation axis, we can rewrite 
the perturbed Hamiltonian as
H A T )  =  - 5  £  fo, -  6i f  +  I  £ ( * o  -  ° i f (3.15)
<0j> [Oj]
where <  Oj >  and [Oj] runs over first and second nearest neighbours respectively 
and Bis are small rotations of the spins away from the quantisation axis. What 
we need now is to find the matrix element of [H-^- which can be represented by 
= <  W i W s  > . This is an NxN matrix whose elements are zero except those 
9x9 submatrix centred at the origin (here we are taking only first and second nearest 
neighbours into account, so those eight spins would feel a change in potential around 
the impurity. The other spins would feel simply the distortion of these eight spins). 
This submatrix is
H , =



















0 0 0 0
0 0 
I  0
0 0 0 0 
On the other hand the matrix elements of G are
(3.16).
(3.17).
If these states (i and j) are expanded in terms of eigenfunctions of HQ, the matrix
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elements become:
G i s r ' exp*k (R » -  R-j) 
%j~ N ^  E  -  E0(k) (3.18).
Notice that G -  depends only on (R^ — R^). Thus there are only six different matrix 
elements of G in this part of our problem. Using these elements, our 9x9 Green’s 
function operator can be expressed as
G =
where
/G 0 G , G , Go Go g 2 g 2 g 2 g 2 \
G1 G0 g 2 Go g 2 Go Go Go Go
G1 g 2 Go g 2 Go Go Go Go Go
Gi Go g 2 Go g 2 Go Go Go Go
G1 g 2 Go g 2 G0 Go Go Go Go
g 2 G0 g 2 Go Go Go Go Go Go
g 2 Gt Go Go Go Go Go Go Go
g 2 Gt Gt Go Go Go Go Go Go
\ g 2 G1 Go Go Go Go Go Go Go>
ca O II II K 
V 1
- E h





G _ ! y _ a s
2 N  A ^ E - E ,
G =  1 y  ci 2 +  c22 ~  1 





can be calculated from equation(3.18)( we have not defined G4 and Gs here because 
as we will see later, they are not relevant for our problem). Here we have used 
c1 =  cos kx and c2 =  cos ky. If we substitute these matrices into Eq(3.14) we would 
have a 9x9 matrix equation. It sepns that we are dealing with a 9x9 matrix equation. 
However, this is not the case, in fact we are not dealing with a 9x9 matrix. This 
problem is reducible by using the symmetry operations. A symmetry operation is a 
matrix that carries the system onto itself. This means that
g G g - 1 =  G, g H .g - 1 =  H,  
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(3.24)
where g is a symmetry operation. From Eq(3.12) we can write
Un =  H 1G°(En)Un
g l T  =  gH1g~1gGa(En)g~1gUn
=  H 1Ga(En)gUn (3.25).
this means that V symmetries g, gUn is also a solution. Now let us define a group 
G whose elements are point gro^ kp symmetries of our chosen finite cluster such as
G =  {g : point group symmetries} (3.26)
Examples of the elements of a such group are rotation( r), inversion( i), reflection 
through an axis( ga), and so on. If this group has an ‘Abelian’ subgroup( which 
means that there is a number of symmetry operations that they commute) such as 
G' =  {g1},  we can choose the solution to diagonalise the group G. For our particular 
cluster { l ,r ,r 2 =  i, rs} make an ‘Abelian’ group( here 1 is identity, r is 90° rotation, 
and i is inversion operations). For an illustration we will write down the explicit 
form of r which is
■1 a 0 0 0 0 0 0 0 -
0 0 0 0 1 0 0 0 0
0 i 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
.0 0 0 0 0 0 0 1 0.
and its eigenvectors are
(1  0 0 0 0 0 0 0  0 ) (G.9)





L 1 1 1 ) 11)
(0 1 - 1  1 - 1 0 0 0 0 ) 12)
(0 0 0 0 0 1 - 1  1 - 1 ) (G.13)
(0 1 i  —1 —  * 0 0 0 0 ) (G.14)
(0 0 O' 0 0 1 i - 1  - i ) (G.15)
(0 1 — i —1 0 0 0 0 ) (G.16)
(0 0 0 0 0 1 - i  - 1  i (G.17)
We have looked at all the solutions and found out that the best energy solution is 
Eq(G.12), the others are not the ground state energy solutions. It means that we 
can choose this wavefunction as our wavefunction( since it diagonalise G). Once we 
have decided which wavefunction must be used then we can attem pt to find the 
critical point.
6 ............ 2 .............7
Fig. 3.G1 The arrangement of distortion of spins in a small cluster
We are looking for zero energy solutions. It means that we need only E0(k) 
in equation(3.18). In order to find E0(k) we must use the explicit form of H0 in 
terms of 6 values. Which is
h o =  + j  -  e>)2 + - 1 -  e, y (3.27).
<*» hi]
86
This Hamiltonian can be transfered into k space by using the Fourier transform of 
0’s as
X fl<2 =  7 n E exp ~*R >(k +  k' ) V f
tkk'
E ^ 2 = E M - t
and
<*»
X  e<6: = T i E  exp(-ikR<-ik'Ry)0i6t, 
E v ,  =  E v - . i i
< ij>  fc
where
7t = ^  E  “ pW  -  Rj))
<*i>
where Z is the coordination number. Then the H0 is
which is






H 0 =  —2N(1 -  x) +  2( 1/ - x ) I f l t l 2(7tl - * 7 * ,)  (3.33)
H0 =  —2i\T(l -  x) +  X )  \ 0 f \ 2  -  2x -  Cj -  c2 +  2xclC2] (3.34)
r< 0 °kk' _  ___________ "tt1___________
E  -  Ek E  -  2[1 -  x -  +  xcjCj]
(3.35).
We are looking for zero energy solutions i.e E=0. Using the wave function it is easy 
to write a matrix equation as
0
H1G°</> =  a
- i ( G 0 +  G , - 2 G a) 
|(G 0 +  Gj -  2G2) 
~ \ { G q +  Gz - 2 G 2) 







where G0i G2i and Gs are as defined from equation(3.20) to Eq(3.23). If we substi­
tute HXG° into equation(3.11b) we would obtain
(1  -  tfxG >  = ,{ 1  +  i ( G 0 +  Gs -  2G2)]<f> =  0  (3.38)
Since the cluster is antisymmetric under 90° rotation then we need to calculate only
f (E )  =  1 +  ^(G 0 +  G, -  2G2) =  0 (3.39)
in order to find the critical point, which gives xc — 0.407760. This value of xc is lower 
then the previously found one. This is the exact value of xc for an impurity in the 
collinear phase. Now one can say that in the interval 0.407760 <  * <  0.5 the non- 
collinear phase may be stabilised. So it may be possible to remove degeneracy and 
observe a first order AF-AF phase transition in the previously calculated interval. 
This is the consequence of an irqpurity in the chosen cluster. We should point out 
here that the point group symmetry is now different from the ground state which 
is antisymmetric under 90° rotation. Now we want to move on to many impurities 
in a chosen cluster and look for the variation of xc critical point as a function of 
impurity concentration.
3-2-4b Increasing T he Im purity  C oncentration
In the previous section we have seen the variation of the critical point and its 
exact value. The exact value of it is found by using the Green’s function. Now we 
want to look at how the critical point varies as a function of impurity concentration. 
The way to look at it is the sajjhe as what we did for single impurity calculation. 
Here again a small cluster is going to be chosen freely and the effect of impurities will 
be analysed. The impurities are randomly distributed objects. So we can not decide
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about the position of impurities, the material itself decides where the impurities 
should go in the crystal. We discuss this point in more detail when we consider 
the experiments ( MnNi and MnCu case ). Thus it is expected that two clusters 
with the same size may give different critical point if the positions of impurities are 
different. We will discuss this point after the calculations. First of all let us choose 
a cluster(Fig(3.8)) with two impurities and find out the critical point.
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T1 = S 1 cos© - S 2 sin 0 
T2 = S 1 co s© + S 2 sin 0 
^  = S 1 cos<t> - S 2sin  <t> 
l^ = S 1 cos«t>+S2 sin <l>
S1 : S 2 -0
Fig. 3.8 Two Impurities in a small Cluster
In order to find this point, again we will look the energy differences as we did for 
the single impurity case. The energy difference for this new cluster is
SH  =  —4 cos 0 — 12 cos <j> +  z(cos 20 +  4 cos(0 — <j>) +  2 cos 0 +  8 cos <j>) (3.40).
The small angle approximation leads to a matrix equation as:
SH + constant =(6g ^ W x )  ( J )  (3-41)
The secular determinant of square matrix gives the critical point as xc = 0.357709. 
This is the point above which the spins want to rotate themselves perpendicular
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to the original direction. When we look at the change of spins we can easily see 
that below the critical point the/spin remain unchanged however above it the spins 







1.323 0.33 0.373 0.1 0.133 0.13 0.173 0.3
Fig 3.9 The variation of 6  and (f) values 
spins rotate more then the R  spins. This rotation is above the critical point. One 
can compare this result with the single impurity case. Before comparing it, we 
should remind that the number of affected spins are only eight. In other words the 
cluster size is very small. So we firstly should increase the cluster size gradually and 
find out the critical point as close as possible to the exact value of it which comes 
from the Green’s functions calculations. When we increase the size of the cluster
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the
C r i t i c a l  P o i n t  as a f u n c t i o n  of N
0 . 3 4
0 . 2 6
0 . 2 2
1 0 0
Fig 3.10 Critical point as a Function of cluster siae: 2 impurities
variation of x c would be as plotted in Fig(3.10). To find out whether or not the 
critical point converges to a certain value, we should continue increasing the cluster 
size, and find out the critical point for the considered clusters. We are pretty much 
sure that the critical point must approach a certain limit ( This is because as can be 
seen in Fig 3.9 the 6 values are bigger then the (f) values i.e spins outside the cluster 
will rotate less then the spins inside the cluster; This means that after a certain 
size of cluster, the outside spins will prefer to stay as they were before the impurity 
was added). We have not found this limit because the number of spins involved 
becomes very large if we continue to increase the size of the cluster. We can find
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the exact value of the critical point in reciprocal space by using Green’s functions. 
The calculation is straightforward because the ideas are the same as for the single 
impurity case. Now there are two impurities. So we would not repeat the calculations 
here. The result would be sufficient enough because tackling to two impurities case 
in terms of Green’s functions is no more than the extension of one impurity case. It 
should be pointed out here that the Green’s function calculations is slightly different 
from the single impurity case. Prom F'ig(3.G2) it is clear that the symmetry of this 
cluster is different from the single impurity case. It is antisymmetric under 180° 
rotation. One can define two symmetry operations as
g iU = U and g2U = - U
where gx and g2 are reflection operations along two perpendicular directions as shown 
in Fig(3.G2). These two operators are commute) the ‘Abelian group is glt g2, and 
gYg2 — inversion), so one can choose the wavefunction as
®i
g t u=u 
g 2 u=-u
g2
Fig. 3.G2 Symmetry of two impurities cluster
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which is the best energy solution( we have looked at the other eigenvectors as well,
but they are not the ground energy solutions). So one can easily verify that
0 
0
a  =  a{G0 -  G2) +  2b{G2 -  Gs) 4- 2c(Gx -  G4)










where G0...G7 can be calculated from Eq(3.18). Using the local disturbance H1 one 
can reduce the problem to a 2x2 determinant problem. From this determinant one 
can find the critical point as xc =  0.237413. In addition to this critical point the 
Green’s functions calculations shows that there is another point which corresponds 
to a stable energy state. This point is xce =  0.4117075 which is slightly bigger than 
the critical point of a single impurity. In other words Green’s functions say that 
there are two solutions to this problem. One of them is reasonable, which is the 
lower one and corresponds to the ground state ordering. The problem is the second
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one. We know that there are two impurities, each of them can be considered as 
an independent one impurity cluster. In other words two single impurity clusters 
created now. These two clusters interact with each other and make bonding and 
antibonding combination. We believe that the small xc corresponds to the bonding 
contribution whereas the second £>ne is due to the antibonding of these two clusters. 
However it can easily be said that the critical point is now smaller. As we expect 
the concentrations of impurity changes the critical point. Before moving on to a 
different cluster it might be useful to play with the position of impurities and find 
out the critical point. When we choose the impurities as nearest neighbours to each 
other as in Fig(3.11), the critical point would be x c = 0.410254, which indicates 
that the relative positions of impurities axe important.
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Fig. 3.11 Two nearest neighbour impurities in a cluster
When we want to find the critical point we must be aware of this. For any 
given lattice we can put the impurities wherever we want. But in the real material 
we are not allowed to do this. Because the structure of the alloy itself decides to do 
this positioning. For example in MnCu the two nearest neighbours of Cu atoms are 
favourable whereas in MnNi they are not. So when we are studying the critical point
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we must know which material is going to be chosen. Then we can decide where the 
impurities might go. Now we may go to another stage which is four impurities in a 
chosen cluster as in Fig(3.12a).
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Fig. 3.12b Four Impurities in a Cluster different positions of impurities
Again the goal is to find the critical point. First of all the energy differences
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are required. It is
6H + con s t  =  (0  1 2 ! a!2 0 x ) ( 5 )  (342)
The secular determinant gives xc — 0.311017. Now we can compare this result 
with a single impurity and double impurities. It is obvious that the critical point 
becomes smaller if the impurity concentration is increased. Again one can find the 
exact critical point by using the Green’s functions as xc =  0.167874. We found three 
critical points for three different' clusters. We saw that the critical point decreases 
with increasing the number of impurities, if the positions of impurities are carefully 
chosen so that one can obtain the best results from it. We should make this point 
more dear. Let us take the four impurities case in a duster. We have already 
said that for Fig(3.12a) the critical point xc =  0.167874. However, if we consider 
another possibility of four impurities as in Fig(3.12b) the critical point becomes 
xc =  0.412915. This indicates that the position of impurities are important but 
unfortunatdy we can not dedde where the impurities should go. This is controlled 
by the materials them sdves. For example in MnNi alloys the Ni atoms anti-duster 
means that the probability of finding two nearest neighbour impurities is very small, 
whereas for MnCu alloys the Cu atoms duster and the probability of two nearest 
neighbour impurities is quite big. It is obvious that materials dedde themsdves 
where the impurities might go. Although we do not know where to put impurities, 
we can explain the interaction of impurities. As we pointed out for the case of two 
impurities, we found two critical points. We mentioned that the existence of two 
critical points can be interpreted as two impurities play bonding and anti-bonding 
contribution. This idea can be generalised for three and four impurities cases. As 
we naivdy expect there must be many critical points as a result of this bonding and
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anti-bonding business. We believe that the smallest one, which corresponds to the 
ground state ordering is due to the bonding contributions and bigger ones ,which 
correspond to low-lying excitations, due to miying of bonding and antibonding.
All these interactions we have been talking about are the case of if the im­
purities are next nearest neighbours to each other. In other words if they are in 
the same sublattice that they g^ve the best result. We know from Fig(3.11) (this 
is a two impurities cluster) that if the impurities are nearest neighbours to each 
other the result is not very good. This interaction of impurities can be understood 
when we realise that the collinear phase is a combination of two spblattices as we 
explained earlier. If the impurities are in the same sublattice (for example if they 
are next nearest neighbours to each other) the spins in the another sublattice would 
feel uncomfortable since they lose some of antiparallel spins. In order to cancel this 
uncomfortable situation locally they would rotate and the result obtained from this 
situation is the best result we can obtain. However, if the impurities are in different 
sublattices (for example if they jaie nearest neighbours to each other) the obtained 
result is not as good as the former case. Let us take two impurities cluster as an 
example(Fig(3.11a)). As can be seen in this picture, the A atoms are unhappy since 
they axe losing one of their good neighbour. Same is true for B atoms. However, 
two of A atoms and two of B atoms are quite comfortable since they are losing one 
of their bad next nearest neighbour. The only possibility looks like As and Bs are 
uncomfortable. So these two atoms may rotate in order to cancel this slight unhap­
piness. When we compare this situation with the single impurity case we can easily 
say that the single impurity does better than two impurities( if the impurities are in 
different sublattices) since for the single impurity case, at least four spins (nearest
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neighbours to impurity) would be effected, but as we already explained, only two 
spins are unhappy and they may rotate.
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Fig. 3.11a Two impurities in different sublattices
However if the impurities are away from each other it does not make too 
much differences being on the same sublattice or different sublattices. The result 
is pretty much the same for two cases. This is because bonding and antibonding 
contribution to the local distortion in the presence of impurities. We should point 
out here that the same argument does not work for the improved collinear state. 
For this state if the impurities are on the same line, the result we can obtain is much 
better than if the impurities are opposite lines. This is the way hoW the impurities 
interact with each other.
By adding more impurities, we are increasing the local crystal field which 
is responsible for spin rotations. The big local crystal field causes more spins to 
rotate. If all the spins are rotated such that all of them have two perpendicular 
component the state can not remain collinear. It should be reminded that the last 
two calculations are in small clusters, it is not concerning the entire crystal. So it is 
still early to talk about a phase transition. The phase transition occurs if many such
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clusters are created such that they interact with each other and percolate through 
the entire crystal. So far our calculations are for the simplest collinear phase. There 
is another collinear phase which is degenerate with the non-collinear one. We want 
to study the impurities in this collinear phase now. But there is a little problem here 
because it is degenerate with the non-collinear phase and we should worry about 
how to stabilise this state. Firstly we call this state an improved collinear state in 
order to indicate that this phase is different from the collinear phase we have been 
considering so far and we will not think about stabilising the state at the time being. 
We simply look at the critical point if the impurity is present.
3-3 T h e C ritical Point in th e Im proved C ollinear S ta te
Now we are in a position that we can perform the cluster calculations and 
find out the critical point as we did for the simplest collinear state. We will start 
our calculations with a small cluster and zero anisotropy then we will increase the 
anisotropy and the size of the cluster. Let us chose a small cluster first(Fig(3.13)).
Fig. 3.13 One impurity in the degenerate Collinear phase: a  Small Cluster
The energy differences for the cluster is
SH =  - 2 T S  +  4TTX +  4xTT2 -  4xTS  +  4TXT2 +  12xTxS  -  2T2S  +  4xT2S  (3.43)
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Fig. 3.14 25 spins of degenerate collinear state with an impurity
where
T  = S  cos 0 +  S ' sin 6 (3-44)
T± = S  cos 6X -  S ' sin 01 (3.45.a)
T2 =f—S c o s  02 +  S' sin 02 (3.45.6)
when we substitute these T ’s into Eq(3.42) we would obtain
SH  =  -r-2 cos 6 +  4x cos(0 — ) — 4x cos(0 — 02) — 4x cos 6
(3.46)
—4 cos(91 — 02) — \2x  cos 61 +  2 cos 02 — 4x cos ff2 
Using the small angle approximation one can obtain xc critical point from the secular
determinant as x c =  0.5528. We know that this phase was stable when x >  0.5 before
the impurity addition now it is stable when * >  0.5528. One thing is certain that
in the interval 0.5 <  x < 0.5528 this phase is not stable. What is happening in that
interval then? We do not want to answer this question now. Firstly we want to
increase the size of the cluster and find out xc critical point. Let us take a bigger
cluster (Fig(3.14)).
In order to find the critical point we follow the same method as previously 
performed. Again using the small angle approximation one can find the critical point 
as xc =  0.628684. Obviously the non-stability region is increased. The increasing on 
x c is quite large. The question now is whether or not xc is converging to a certain 
value. As we know from the simplest collinear case the x c is converging and we 
found it as x c =  0.40776 by using the Green’s function method. Before using the 
Green’s functions for this case we want to continue to increase the size of the cluster 
and look at the change on xc. Now we will consider a big cluster (Fig(3.15)).
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Fig. 3.15 49 spins in degenerate collinear phase with an impurity
Using the same method one can find the critical point as x c =  0.677906. It 
is obvious from these three results that x c is increasing. As we shall see later on,
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the Green’s function calculation of x c says that the critical point is divergent. It 
means that one impurity changes the present phase to another one. However this 
is not the case. Because in real materials one impurity does not effect the system. 
This may means that we chose the wrong phase. The wrong chosen, thing is not the 
phase at all. What we missed was some kind of extra interactions. There must be 
other interactions which prevents this sudden phase transition. The model we have 
been tackling is the classical Heisenberg model:
#  =ESto +  *ESto (3-47)
where Si are classical spins of rpagnitude S and x  is the ratio of bond strengths 
between next nearest neighbours, denoted by [ij], and nearest neighbours, denoted 
by ij. In order to prevent this sudden phase transition by an impurity, we will 
include much smaller contributions corresponding to spin-orbit coupling, crystal 
field interactions, and other effects[31]:
=  - f  D S<S;]J -  \  E t t o 1)4 +  (5**)4 +  t o * ) 4] (3-48).
ij *
The first term is isotropic and prefers states with collinear ( although not necessarily 
antiparallel) spins, while the second term attempts to align the spins parallel to 
the Cartesian directions. Obviously, this fourth order contribution is non-linear in 
its own right, and therefore further complicates the optimisation under constraints 
problem. The choice y  >  0 and z  >  0 ensures that if the Heisenberg model allows 
a collinear ground state, then that solution will be stabilised by the additional 
smaller contribution. Once the collinear state is stabilised we can perform the cluster 
calculations and look at the variation of the critical point.
3-3-1 C lu ster C alcu lation
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It is proved previously that the improved collinear state can be stabilised by 
much smaller contributions. Now we want to find the critical point which is the 
main criteria to the phase transition. First of all we will fix those smaller terms and 
find out the critical point as a function of the cluster size. Basically we will choose 
a small cluster with an impurity and find out the critical point then increase the 
size of the cluster while the small terms are fixed. We have done this calculation 
for various y and z terms. The plot of the critical point versus jj .(where N is the 
number of spins in the cluster) shows that the critical point approaches the boundary 
point(Fig(3.16)). These calculations are real space calculations and far away from 
the exact value.
0 . 6 5
0 . 0 5
Fig 3.16 Critical point as a  Function of 1/N
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In order to find the exact critical point again we must use the Green’s functions
technique which is linearising the problem. In order to find the qritical point we 
must solve
d e t \ l - H 1G\ =  0 (3.49)
where
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E k =  2* +  2as(l -  cos fcx cos fcy) +  y(2 -  cos kx -  cos ky) +  (cos kx -  cos ky) (3.53)
Using the symmetry properties of the wave function the problem can be reduced to 
a 3x3 problem as
0 0.02 0.04 0.06
Fig 3.17 The Critical point as a function of y
We did two calculations: in the first calculation we set z = 0. and varied the y term.
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By setting z =  0, we obtained &fcx2 determinant as
i + T + ( Gl - Gj)
(G, - e , )  s i r  +  (G4 -  Gt ) (3.54a)
For z =  0 we calculated the critical point from this d e te r m in a n t As we can see 
in Fig(3.17) the critical point approaches to the boundary point. W hen y  =  0.12 
the critical point become smaller then 0.5 which is not usable for us. In the second 
calculation we set y = 0 and varied the z term. As can be seen in Fig(3.18) this 
time it goes below the boundary point when z =  0.12. These two
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Fig 3.18 Critical point as a function of z 
calculations are exact and can be compared with the results for the cluster calcula­
tions. When we perform the cluster calculations we did not know {he exact result. 
What we saw there that the critical point is increasing with the cluster size. Now
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we know that the critical point is divergent. It has a certain value and below that 
value the collinear state is not stable any more. So one might think that the non- 
collinear state is stable there. Hereafter one can repeat many impurity calculations 
by simply choosing more then one impurities in the cluster. We will not repeat the 
same calculations again. However the variation of the critical point is shown from 
Fig(3.19a) to Fig(3.19c) for different clusters.







Fig 3.19a Critical point as a Function of 1/N; 2 impurities 
In Fig(3.19a) we took a cluster with two impurities( the arrangement of impurities 
is shown in Fig(3.19al)). In order to get rid of divergancy we added just a bit y 
term into the Heisenberg Hamiltonian (y=0.001). As it can be seen in this picture 
the critical point increases with increasing the cluster size, as we predicted before.
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Obviously the critical point has a certain value, but we have not calculated it. 
However, it can be calculated by the Green function calculations.
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Fig 3.19b Critical point as a function of 1/N: 3 impurities 
In Fig(3.19b) we have considered three impurities in a cluster(position of impurities 
is shown in Fig(3.19bl)). Again the critical point is increasing with increasing the 
cluster size. Little bit of y term (y=0.001) ensures that the critical point is not 
divergent. We have not calculated the exact value of the critical point, however, it 
can be found by the technique we have used for the single impurity problem.
In Fig(3.19c) we plotted x c against 1/N in the presence of four impurities( 
position of impurities is shown in Fig(3.19cl.ps)). It is obvious that xc is increasing 
with the cluster size, y term (y=0.001) is included to the Heisenberg Hamiltonian
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Fig. 3.19bl Position of three impurities in a cluster
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Fig. 3.19cl Position of four impurities in a cluster 
to make sure that the critical point is not divergent. The exact value of it again can 
be calculated by using the Green’s function method.
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C r i t i c a l  P o i n t  as a f u n c t i o n  of 1 / N f 4 i m p u r i t i e s
.58




Fig 3.19c Critical point as a function of 1/N; 4 impurities
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3-4 D iscussion:
In this chapter we mainly^ ; investigated the effect of impurities in two collinear 
states named as simple and improved collinear states. In the simple collinear case 
we observed that after an impurity the state is stable below a critical point which is 
less than the boundary point. There is a region xc <  x <  0.5 that,the structure is 
not the collinear state. There the non-collinear state has lower energy. It is known 
from the previous chapter that without the impurity both states (collinear and non- 
collinear) have the same energy at the boundary point which is x =  0.5. But the 
impurity changed the boundary point. Now these two state are degenerate at the 
critical point. This means that if we add an impurity at the degeneracy point we 
can remove the degeneracy and Stabilise the non-collinear state. In the second case 
we add extra terms into the Hamiltonian in order to stabilise the improved collinear 
state which has the same energy as the non-collinear state. Without these extra 
terms (spin-orbit and crystal field) we saw that an impurity completely change the 
present state which is not the case for real materials. With these extra interactions 
we calculated the critical point. Again we observed that there is a region that the 
non-collinear state has lower energy. So one may say that the degeneracy can be 
removed by impurity additions. If it is so then impurities can cause a magnetic phase 
transition. It is still early to talk about a magnetic phase transition. In order to 
observe a magnetic phase transition we must go to experiments which are magnetic 
diffuse scattering studies. As we will see in chapter four, the impurities cause a 
magnetic phase transition in agreement with experiments. At the moment we can 
say that impurities changes the boundaries of the states and may cause a first order 
magnetic phase transition if the required amount of clusters were cfeated such that
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the interaction among the dusters percolate through the entire crystal. In other 
words if the amount of created flusters are about the percolation threshold. This 
is the most satisfying picture of how a phase transition might occurs. However, as 
we said above, we still need to go magnetic diffuse scattering experiments in order 




M agnetic  D iffuse Scattering as a  P robe
In the previous chapter it was pointed out that paramagnetic impurities may 
cause a first order magnetic phase transition. Because the impurities trap a local 
non-collinear arrangement as found previously. This phase transition can not be 
easily observed. There is an experimental technique known as magnetic diffuse 
scattering which gives information about fluctuation of magnetic moments. In order 
to understand whether or not impurities (in a fight doping regime) do cause a first 
order magnetic phase transition' one must analyze these scattering events. This is 
not a straight forward analysis. It is really a complicated problem. The origin of 
this scattering is neutron. In order to have a basic understanding of this scattering, 
we should give a brief introduction about the usage of neutrons in cqndensed matter 
physics.
U sage o f  N eu tron s in C ondensed M atter.
The usefulness of thermal neutrons arises from basic properties of the neutron. 
The theory of x-ray scattering is similar to the theory of neutron scattering in some 
sense. Both theories are important in the study of condensed matter. But we should 
develop neutron scattering in order to have some more information. The reason 
that the neutrons give more information than x-ray scattering can be summarised 
as follows.
Firstly the de Broglie wavelength of thermal neutrons is about the same order 
of interatomic distances in condensed matter. Thus, interference effects occur which
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yield information on the structure of the scattering system.
Secondly the penetration depth of neutron in matter is extremely long, largely 
because they are uncharged. Neutron scattering is therefore well suited to the study 
of bulk properties, and surface scattering effects can usually be neglected in the 
interpretation of data. Since a neutron is uncharged, it can penetrate deeply into 
the target and it comes close to the nucleus. Neutrons are thus scattered by nuclear 
forces, and for certain nuclides the scattering is large. An important example is 
light hydrogen which is virtually transparent to x-rays (this is because the x-ray 
scattering is proportional to atomic number Z and a hydrogen atom has only one 
electron) but which scatters neutrons strongly.
Thirdly, the energy of thermal neutrons is of the same order as that of many 
excitations in condensed matter. So when the neutron is inelasticly Scattered by the 
creation or annihilation of an excitation, the change in the energy of the neutron is 
a large fraction of its initial energy. Thus measurement of the neutron energies pro­
vides accurate information on the energies of the excitations, for example phonons. 
Thus the neutron scattering can be used for measuring phonon dispersion.
Fourthly, the neutron ha$ a magnetic moment, which means that neutrons 
interact with the unpaired electrons in magnetic atoms. Elastic scattering from 
this interaction gives information on the arrangement of electron spins. Inelastic 
magnetic scattering on the other hand gives the energies of magnetic excitations 
(magnons).
It is convenient to develop the theories of nuclear and magnetic scattering 
separately. Firstly we will derive a general expression for the neutron cross-section.
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Then we will consider the nuclear scattering and develop it for the magnetic case.








Fig 4.1 The Geometry of the Scattering 
The geometry of the scattering experiment is shown in Fig(4.1). A neutron specified 
by the wave vector k is scattered into a state with wave vector k', the transfer of 
momentum to the target sample is hic where the scattering vector #c =  k — k'. The 
basic quantity that is measured is the partial differential cross-section which gives 
the fraction of neutrons of incident energy E scattered into an element of solid angle 
dfl with an energy between E'  and E 1 -f dE' , the cross-section is described by
P a
dCldE' (4.1)
We begin by obtaining an expression for the differential cross-section for the elastic 
scattering (no energy loses). Then we will generalise it to the inelastic case.
The incident neutron has the state and the scattered neutron has the 
state V'k' • The direction of propagation of the scattered neutron with respect to the 
incident neutron is defined by the polar angle 6 and the azimuthal angle <j>. If the flux 
of incident neutrons defined as tjie number per unit area per unit time, is N, then
the number scattered per unit time into the element of solid angle dft =  sin Qd6d<f)
is
N ^ ) X l  (4.2)
where is the differential cross-section.
If the target sample has no excitations or the energy of low lying excitation is 
very big compared with energies of neutrons then clearly the scattering is elastic. To 
calculate the differential cross-section for this case we need to know .the probability 
of a transition from the plane wave state k to plane wave state k* both having the 
same energy. This probability is/given by Fermi’s Golden rule as
H W  = y  | j  (4-3)
where V  is the interaction potential that causes the transition, in our case the 
interaction between the incident neutron and the target sample, axfd ^ ( E 1) is the 
density of final scattering states per unit energy range. To evaluate the latter we 
must first decide upon the normalisation of our wave functions. For a large box of 
volume L3 the states and ^k/ are, respectively,
and
i> v =  -4-exp(ik'.r) 
La
It follows that our density of final state is [34]
Clearly,
and
dk' =  k'2dndk'
dE' =  dE =  — dk, 
m
so that
pA e )  = ( £ ) * $ « »  (4-4)





, . velocity o f  incident neutrons hk {A
« * o  = ------------------------- p ( )
da =  H  f  d ^ ' V ^ d n  (4.6)
(^™2) /drexp(—*k,.r)V'exp(ik.r) =< k'|V)k > (4-7)
%  =  \ <  k'l^ lk >  I’ (4-8‘“)
=  l/(« ) |2 (4.8.6)
where / (« )  is called the scattering amplitude.
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We turn now to the calculation of the partial differential cross-section that 
includes inelastic events. For such events the neutron energy is changed. This energy
hw =  ^ ( k 2 - k ' 2) (4.9)
is finite. The change in the neutron energy can be considered as the response of the 
target sample through a rearrangement of its various states.
A state of the target is labeled by the index A. In most cases this will have 
to be a composite label in order to specify a state completely. The corresponding
eigenvector is |A > , so that the initial state of the system and the incident neutron
can be described as
|k >  |A > =  |kA >  (4.10)
The states |A >  form a complete set. The energy associated with ,the target state 
described by |A >  is denoted by Ex. If the response of the target sample to the 
neutron interaction is to change from the state |A >  to the state |A' > , then the 
conservation of energy requires that
hw =  Ex, -  Ex (4.11)
then the cross-section becomes
=  j \  <  k'A'|V|kA >  |2 (4.12)
where the factor ^  arises from the density of final neutron states divided by the 
incident neutron flux.
The partial differential cross-section can be obtained from this last equation 
by incorporating the energy conservation. Using the properties of 5 function i.e
one can obtain the differential cross-section as
=  j \ <  k'A'|V|kA >  +  E X -  Ex,}  (4.14)
We must now sum over the final state A' as well as average over the initial states A, 
using a probability factor px. This factor might have the Boltzmann form
f c » « p < - & 0  ( ' }
or some other form such as the Bose-Einstein form in the case of phonons. Thus
P a .  k1
dCldE, = j T ; P x \ < ^ ' \ y \ ^ > \ 2^  +  E x - E x.) (4.16)
The horizontal bar in this equation stands for any relevant averages over and above 
those included in the probability px. This expression is the first Bom approximation 
to the cross-section. One consequence of the approximation is that the nuclear 
scattering amplitude depends on k =  k — k1.
When we derive the partial cross-section we have omitted the neutron spin. 
For a proper approach it must lie included. However, for the special case when the 
interaction operator V  is completely independent of neutron spin this omission is a 
good approximation. It is worth pointing out here that including the neutron spin 
brings an additional summation over pa for the spin probability to the differential 
cross-section.
For the time being we should remind that this is the cross-section that the 
experimentalists generally use. They simply measure the matrix element 
| <  k'A1 |y|kA >  |2 for different purposes. In order to calculate this matrix element 
we must know the detailed form of the interaction operator V. We will consider two
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different cases and calculate this matrix element by using some approximate form 
for V.
4-1-1 N u clear Scattering
Although our main interest will be in magnetic scattering, we shall briefly 
consider the nuclear contribution. Let us begin by considering the nuclear scattering 
from a single fixed zero-spin nucleus located at R. In reality of course, the nuclei 
in a solid are not strictly located nor axe they completely free. There is at the 
present no complete theory of the nudeon-nudeon interaction[33] but we know from 
experimental results that it has a very short range (of the order 1.5xl0~ls cm). 
Because this is much less then the wavdength of low-energy neutrons, and the 
nudear radius is only about an order of magnitude greater, the neutron-nudeus 
scattering can contain only s-wave components [34]. In other words the scattering 
is isotropic, and can therefore be characterised by a single parameter b called the 
scattering length, b can be complex, and the real part may be either positive or 
negative depending on the energy of the inddent neutron and the particular nudeus 
involved in the scattering. In general we can have different scattering lengths not 
only for each atomic type but also for each isotope.
The only form of V^r) which gives isotropic scattering in the Bom approxi­
mation is a delta function.
Thus we set
V-(r) =  ^ - b S ( r  -  R) (4.17)
7 7 1
This potential is called as the Fermi pseudo-potential. Using this pbtential one can
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easily calculate the cross-section from equation(4.7) by setting R  =  0
<  k'lV'lk > =  J  * e x p ( —ik'.r)5(r)exp(«k.r) =  6 (4.18)
Then the cross-section would be
g  =  | < k ' | V | k > ! 2 =  5J (4.19)
which gives a total cross-section
a  =  47r|6|2 (4.20)
We have taken the scattering length as a constant, independent of the neutron
energy. This is valid at the low neutron energies which are used.
Now we will consider the scattering from many fixed nuclei situated at lattice
sites R n. If we have a compound or if there are isotopes, the scattering amplitudes 
of the different nuclei may be different. In this case the total pseudopotential is
V'(r) =  ^  E  -  R ») <4'21)7 7 1  'n
now bn describes the scattering length of the nth nucleus. Thus
<  k'lV'lk > =  bn f  drexp(—ikf£(r — R n)exp(xkr) (4.22)
»
=  5 > » e * p ( ; KR n) (4.22.a)
n
with ic =  k — k; and the cross-section becomes
= T  E E  I <  a  X' IE 6» exP(*'cRr.)lffA >  \2S{energy) (4.23)d£ldE k \<r A'cr
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Since the nuclei are rigidly bound, exp(i#cRn) in the previous equation is not an
operator. So it follows that the matrix element is proportional
<  A|A' > =  6XX, (4.24)
which means that there is just one term in the sum over Af =  A. The sum of p x 
is unity by definition. This last results imply that Ex =  E x and the scattering is 
therefore elastic. In view of these various results, the expression (4.23) for scattering 
by a rigid array of nuclei reduce^ to
^  ~  R »')) <  °16»'*6» k  >  (4-25)
<r Tin1
since pa is unity by definition, this equation becomes
=  £  exp[t/e(Rn -  R ;)] <  b'n'bn >  (4.26)
nn'
In general bn will depend on which isotope is at the site R n and what nuclear spin
is associated with the isotope. Clearly there is no correlation between values of bn,
and bn for n  ^  n*, i.e.
< 0 „ > = < C  > < * » > = ! < & >  I’ * / n ^ n' (4.27a)
But if n =  n1,
<  b'n X  > = <  I U 2 > = <  |6|2 >  (4.276)
Therefore we can write
<  O n  > =  I <  6 >  |J +  6nn,(<  |6|2 >  - I  <  6 >  |J) (4.28)
This enables us to separate the cross-section into two parts
where the coherent cross-section is
( % ) c o h  = I < b >  |2|X )eXp(,,c R»)|2 (4-30)n
and the incoherent cross-section
=  N[<  |6|2 >  - |  <  6 >  [2] =  AT <  |6 -  <  6 >  I2 >  (4.31)
We see that only the mean scattering potential <  b >  gives rise to interference 
effects and coherent scattering, while the incoherent scattering is proportional to 
the mean-square deviation <  |6— <  6 >  |2 > . If the nucleus possesses a nonzero 
spin, then the nuclear scattering amplitude will depend upon the relative orientation 
of this spin with the neutron spin. Since these nuclear spins are disordered, they 
lead to a large incoherent scattering.
4-1-2 B ragg Scattering
The coherent elastic scattering from a rigid lattice is also referred to as Bragg 
scattering. This involves the quantity
^ e x p ( t ie .R J  (4.32)
n
which contains N terms. We evaluate the lattice sum ^ n exp(i/cRB) for a one 
dimensional crystal of lattice constant a and then write down the result for three 
dimensions. For a crystal of N atom with Rn =  na where n is an integer between 0 
and N -l
EW_1 1-expiNKO, sexp licna =  —----------:----- ( J
1 -  exp ika»=o
So it can be shown that
E  e X P ( * ' C' R n ) | 2  =  ^  y  N E  S(K ~ G )  ( 4  3 5 )
G
where is the volume of the unit cell and G  is a reciprocal lattice vector, This is 
an important result! The coherent or Bragg cross-section then becomes
= <  W* >  E  *(« -  G ) (4-36)
0 G
If the lattice has more than one atom per unit cell, say m atoms at pl9 p2, ... relative 
to some reference point in the unit cell, then
(%)coK  = E \H G ) \2S[k -  G) (4.37)
where
F(G)  =  E ”  <  >  e*p(iG.Pi) (4.38)
*=1
is the unit cell structure factor.
The important point is that there is no coherent scattering unless
K =  k — k' =  G (4.39)
By squaring this relation and making use of the fact that the magnitude of the 
reciprocal lattice vector in some direction hkl is equal to some multiple of 2 t v  times 
the inverse spacing of the plants in that direction, d(hkl), we obtain the familiar 
Bragg law
B in  0 =  —  ------- - (4.40)
2d{hkl) K }
for the angle 20 between the incident beam and the diffracted beam.
4-1-3 M agnetic Scatterin g
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We now turn our attention to the interaction between the magnetic moment 
of the neutron and those of the/ crystal. We will consider a very simple model in 
which neutrons are scattered from a system of fixed spins by the magnetic interaction 
of their dipole moments with those of the spins.
The cross-section for the scattering of the neutron from an initial state |t >  
to a final state | /  >  is proportional to the modulus squared of the matrix element 
<  f \V \ i  > , where V is the interaction potential between the neutron and the spin 
system. V is given by
V  =  -/x„ .B  (4.41)
where B  is the magnetic field created by the dipole moments of the spins. The 
magnetic vector potential at r djsie to one such dipole at the origin* is
A ( r ) = ( 4 4 2 )
where /i is the magnetic dipole moment of the spin. If we have large numbers of 
dipoles with dipole moments /iz at positions r2 then the total vector potential is
A (r) =  S ^ ‘ |r-r~ |»r,) (443)
To obtain the magnetic field we take the curl of this potential. We will find it 
expedient to make use of the vector identity
r — t
| r - r , | s |r — r,|
to write the magnetic field in the form
f t r  =  - V ( , 1 , ) (4.44)
B W  =  - £ E V A ^ A V ( f 4 7;i )] (4.45)
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Assuming for the purposes of illustration that the scattering dipole moments , are 
those of electrons, we can write the moments /xf in the form
eh .
n, =  s, (4.46)
m e
where the spin s l is a dimensionless variable. Similarly, the moment of the neutron 
can be written
/*„ =  4.47
m n
where gn =  —1.91. Then the interaction potential becomes
v (p ’’* ) -  ■ S S ?  £ ‘ » v  /' l‘ ' A < « * >
where r now represents the position vector of the neutron.
We write the initial state of the neutron as
|» > =  V~^ expik^.rl^ >- (4.49)
The i subscript here denotes the initial configuration. We have broken the neutron 
state into a spatial part, which we represent by a simple Schroedinger wavefunction, 
and a spin part. The factor qf V~* ensures that the neutron wavefunction is 
normalised to one neutron per volume V. Similarly, we can write the final state of 
the neutron in the form
1/ > =  K”5" exptkjr|sn > f  (4.50)
then the matrix element
<  f \V \ i  > =  y  <  «„ |/ J  t P r e x p - i k f rV(r,  Sn)expik^r[i„ > 4 (4.51)
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We now substitute for V(r, sn) from equation(4.48) and use the identity
/  d’ reip i/c. A F =  — * J  dsrexpi/cr/c A F (4.52)
Then
<  / |V |<  > =  <  S^ f  J ‘? r “ P*'e r Z ) , » '6 A (8l A /C| ^ T | ) 3»  > i  (4 ‘53)
where /c =  The integral over r can now be performed, and we get
<  f \V \ i  > =  9n °m V ~  <  a»l /  S  ^ k A (8< A k ) exp i/cR,|an >< (4.54)
* I
the vector quantity
« A ( s, A k) =  . a ( s , a -.) (4.55)
K
is the component of s{ in the plkne perpendicular to /c, which is the unit vector in 
the direction of k . Using the identity
y ]  s { expxk.Rj =  N~*~ sk (4.56)
i
one can write the matrix element as
<  f \V \ i  > =  <  *„|/S„/c A (sk A s)|*„ > i (4.57)m em  V
The problem here is to evaluate k  A (sk A k). Once we have calculated this quantity 
then the cross-section may be approximated to
/(]k)a|/c A (sk A k)\2 (4.58)
which is the perpendicular component of spin along k. This is the quantity that we 
need for evaluating the magnetic Bragg scattering. Now we want to consider the 
diffuse case where the spins fluctuate from their fixed values.
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4-2 M agnetic D iffuse Scattering
In the previous section we evaluated the cross-section of neutrons scattering 
from fixed spins of crystal. Now we want to consider the scattering in the presence 
of impurities.
If there is any impurity in the system, then we can express the spins as
S R =  S*° +  SSR (4.59)
where SSR is spin fluctuation. Then one can calculate the Fourier transform of the
spin as
Sk =  2 > °  +  «Sfi.)exp ik .R j (4.60)
i
Thus the magnetic scattering intensity
/(k )a |k  A (Sk A k)\2 (4.61)
can be written as
/(k)a|ic A [(Sk° +  £Sk) A k]|J (4.62)
which is
(4-63)
Here we have omitted terms like S^6S^ +  SSj^Sj .^ This is because the contribu­
tion from this term is small. This leads to a sum of two scattering. If we choose 
the propagating to be parallel to the spin direction, then the magnetic scattering 
intensity disappears. The only remaining thing is now diffuse, whidh is
J (* W /a l* A (^Sk A «)l2 (4*64)
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This is the quantity that gives information about fluctuations. In the next section 
we will use this approximation in order to see any non-collinear spin arrangement 
in the square lattice.
4-3 Exam ples:
Firstly we will consider the collinear arrangement on the square lattice 
Fig(2.8). Using equation(4.58) one can work out the magnetic Bragg spots. We 
showed the Bragg spots of thrfie phases in the square lattice from Fig(4.2a) to 
Fig(4.2c).
^  -»> M agnetic Bragg S p o ts
Fig. 4.2a Magnetic Bragg Spots Of the Collinear Phase
Fig(4.2a) is the Bragg spots of the simple collinear arrangement. Fig(4.2b) 
is the Bragg spots of the degenerate collinear arrangement and Fig(4.2c) shows the 
Bragg spots of the non-collinear arrangement in the first Brillioun zone.
The question is now whether or not the impurities cause a non-collinear
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M agnetic Bragg S p o ts
Fig. 4.2b Magnetic Bragg Spots of degenere collinear Phase
f
M agnetic Bragg S p o ts
Fig. 4.2c Magnetic Bragg Spots of Non-collinear Phase
arrangement in the collinear phase? In order to find out this we will work with the 
diffuse scattering. Firstly we will consider a small cluster with an impurity Fig(3.2). 
In the presence of the impurity we can represent the spins as
s ,  =  s,°
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(4.65)
We need £Sk for calculating the diffuse magnetic scattering. This is
*Sk =  Jf X )  *k R iS R, (4.66)
Ri
In this cluster we assume that only four spins would be effected after an impurity. 
So £SR are
*S(*o) =  - S tt (4.67)
SS(RJ =  (Tj -  S x) (4.68)
SS(,R2) =  (T , -  S ,)  (4.69)
then the Fourier transform of £S(R) is
£Sk =  —S0 expikRo +  (T 2 — S1)(exptkR1 +  exp — tkR 1)
(4:70)
+ (T 2 — S2)(exp tkR^ +  exp — ik R ,)
Using the Bravais lattice vectors of the square lattice as shown ip. Fig(2.1), this
equality becomes
£Sk =  2 c o s k x ( T 1 -  S J  -  S0 +  2 c o s k y ( T 2 -  S2) (4.71)
Using the equation(3.3a,3.3b) of chapter three for T  spins we can rewrite this equa­
tion as
«Sk =  S0[2 cos 0(cos k 9 +  cos fc^ ) — 1] +  S1[2(l — sin 0)(cos k y — cos fcx)] (£.72)
In order to find the scattering peaks, we need |k  A [£Sk A ic]|2. This gives |£Sfc —
[££Sfc]/c|2, again we can ignore the second term and work with only
|6Sk|2 =  S 2[2 cos 0(cos k x +  cos k y ) — l]2 +  4(1 — sin 0)2(cos k x — cos k y )2 (4.73)
Here we have used Sg.S]  ^ =  0. This can be separated into two parts as
|£SjJ2 =  4(1 — sin 0)2 (cos k x — cos k y )2 (4-74)
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and
|S|I |2 =  [2 cos 0(cos kx +  cos ky) — l]2 (4-75)
The first equation gives the scattering peaks when cos kx =  — cos ky =  1 or vice 
versa which is shown in Fig(4.3) by X.
Fig. 4.3 Diffuse Scattering Peaks of Collinear Phase after an Impurity
However the second equation gives scattering peaks when cos kx =  cos ky = 
—1, which is indicated by Y in Fig(4.3). It is obvious that the peaks at Y points 
corresponds to the Bragg spots of the collinear state. We know from chapter three 
that in the interval xc < x <  |  for the simple collinear phase the spins must be 
represented by two components after the impurity addition. In this interval these 
X peaks are observable. It is easy to see that the symmetry of the X peaks is the 
same as the symmetry of the non-collinear phase. Thus it may be concluded that 
the impurity trap a local non-collinear arrangement of spins. In addition to this we 
looked at the variation of |£5j_|2 as a function of k and as a function of the cluster 
size. (We must point out here that, for all the finite size of cluster we are using 86k
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instead of 6Sk. This means that the origin of the first Brillouin zone is moved to 
k=(7r,7r), since £Sk =  £k+q). The plot of \6S± \2 in Fig(4.4) shows that there is a 
peak around k =  ±(7r, 0), ±(0,7r)
k,v
Fig 4.4 Magnetic Diffuse Scattering in a small Cluster
'v
0 3 Jfe.
Fig 4.5a Magnetic Diffuse Scattering; 9 spins 
We observed that this peak spreads out towards the origin by increasing the size
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of the cluster as shown from Fig(4.5a) to Fig(4.5d). This results indicates that the 











k.2 0 2 3
Fig 4.5c Magnetic Diffuse Scattering; 36 spins 
which says that there is a long range correlation between the fluctuations. This
results is something like the results observed in MnCu alloys [29]. It means that the
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k3 - 2  0 1 2 
Fig 4.5d Magnetic Diffuse Scattering; 49 spins
3
occurs, it is probable that the system picks up another ordering. So the impurities 
may causes a first order antiferromagnetic phase transition if required amount of 
clusters are created such that the clusters interact with each other. This point will 
become more clear when we tackle more than one impurities in the chosen cluster.
In chapter three we saw that the critical point decreases with increasing 
impurity concentration. Now we want to look at more than one impurity cases. 
Firstly we will consider the two impurities case Fig(3.8). The critical point for this 
cluster is x c =  0.237413. The aim here is to calculate I^SjJ2 in order to find the 
diffuse scattering peaks. One can find 6S± as
SS± = 0.65tsin(^- +  y ) -  0 .1 9 t[ s in (^  -  y )  +  sin( “^  ~  y l  (4 -7 6 )
Where 0.65 and 0.19 are eigenfunctions of 6(f)i which are calculated at the critical 
point. The contour plot of I^SjJ2 in Fig(4.6) shows that we would get some scatter-
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ing peak at around k =  ±(7T, 0), ± ( 0 ,7r). The symmetry of this peak is not related
to
K
Fig 4.7a Magnetic Diffuse Scattering; 2 impurities, 18 spins 
the symmetry of the collinear phase. It is related to the symmetry of the non- 
collinear one. So it may be possible to say that the impurities do cause a phase
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Fig 4.6 Magnetic Diffuse Scattering; 2 impurities, small cluster
transition from collinear to non-collinear. One can compare this plot with the single 
impurity case. The diffuse peaks occur exactly at the same places. In order to 
make this comparing complete we should observe the scattering peaks by increasing 
the size of the cluster as we did for the single impurity case. As can be seen from 
Fig(4.7a) to Fig(4.7d) as we increase the cluster size the scattering peak spreads out
k,'v
Fig 4.7b Magnetic Diffuse Scattering; 2 impurities 28 spins
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Fig 4.7d Magnetic Diffuse Scattering; 2 impurities 48 spins
towards the origin and it converges to the exact calculations by the Green’s functions 
as can be seen in Fig(4.8). Again it is clear that at the exact critical point there is a 
long range correlation of the fluctuations. However, the magnetic diffuse scattering
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shows that there is a huge peak around the origin(Fig(4.8)) which is at the same 
place as the Bragg spot of the collinear phase. As we will see in chapter Five, this 
cluster is more convenient to the clustering of impurities as in MnCi^ alloys. In these 
alloys the diffuse scattering occurs at the original Bragg spot, indicating that the 
spins rotate together when Cu atoms introduced. Now we want to move on to three 
and four impurities in a cluster in order to complete the diffuse scattering in the 











Fig 4.8 Magnetic Diffuse scattering at the exact critical point; 2 impurities
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Fig. 4.9 Three Impurities in Collinear Phase
-6 -4 - 2 0 2 4 6
Fig 4.10 Magnetic Diffuse Scattering; 3 impurities, small cluster 
For the three impurities in a cluster Fig(4.9) one can calculate 6S± as
6S± =  0.48(cos kx — cos ky) +  0.11[cos(A;I +  2ky) — cos(2 kx +  fcy)] (4.77)
where again 0.48 and 0.11 are the eigenfunctions as indicated in the previous ex­
ample. In order to find the diffuse scattering again we must calculate I^SjJ2. The 
contour plot is given in Fig(4.10). The diffuse peaks are at the same positions as for 
the single impurity case, here it should be reminded that the cluster is again a small









1.0 -0.5 0.0 0.5
Fig 4.11 Magnetic Diffuse Scattering at the exact critical point;3 impurities 
related to the non-collinear arrangement. Firstly we should look at the variation of 
these peaks by increasing the cluster size as we have done previously. We observe 
that the scattering pattern spreads out towards the origin by increasing the cluster 
size the same as last two example above and it is converging to the .Green’s function 
calculations as in Fig(4.11) As can be seen in this picture there is a diffuse peak 
at the origin as well as half way between the comers of first Brilhoun zone. This 
cluster, like the previous two impurities cluster, is more relevant to MnCu alloys.
Finally in this section we will attem pt to calculate the diffuse scattering with 
four impurities. As we have been doing previously, we should calculate the 8S± once
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more. Using Fig(3.12) one can calculate it as
SS± =  -0 .4 7 s in (%  +  h )  +  0.36 Si n ( ? ^  -  -  0.36 s in ( ^2 2








- 3 - ■
(4.78)
- 3 - 2 - 1  0 1 2 3 " *
Fig 4.12 Magnetic Diffuse Scattering; 4 impurities, small cluster
In order to have the diffuse scattering we should calculate |6SjJ2. The contour plot
of it shows that the scattering pattern is similar to previously studied three example.
The remaining task is once more look at the variation of this peaks by increasing
143
the cluster size. It can be seen from Fig(4.12) to Fig(4.13c) that the scattering
.2 -i 0 . 1 . 1 . 5
Fig 4.13a Magnetic Diffuse Scattering; 4 impurities, 24 spins
- 3  - 2  - 1  0 I J  J
Fig 4.13b Magnetic Diffuse Scattering; 4 impurities, 34 spins 
peak spreads out towards the origin by increasing the cluster size,and it is nicely 
converging to the exact calculation by the Green’s function, as shown in Fig(4.14).
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Fig 4.14 Magnetic Diffuse Scattering at the exact Critical point, 4 impurities 
As we previously mentioned the symmetry of the scattering peak is not related to
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the symmetry of the collinear phase. Fig(4.14) indicates that there is a diffuse peak 
at the origin as well as half way between the comers of first Brillioun zone. The 
peak at the origin is the Bragg spot of the collinear phase indicating that the spins 
should rotate together when the impurities are introduced. However the peaks at 
the half way between the cornejfs of the Brillioun zone correspond* to non-collinear 
arrangement. Which peak has bigger intensity is not of interest at the tim e being 
because we do not know where we must put the impurities yet. For example, if we 
consider the MnNi alloys, it is obvious that Ni atoms should stay away from each 
other as a result of anti-clustering. However in MnCu alloys, the Cu atoms stay 
close to each other due to the clustering.
For the time being it may be said that impurities removes the degeneracy 
and stabilise the non-collinear phase, hence causes a phase transition from collinear 
to non-collinear, which was our main aim. In the previous chapter we calculated 
the stability regions of the considered states in the presence of impurities and we 
said that these impurities may cause a first order AF-AF phase transition. Now it 
is dear from  the diffuse scattering studies that in the presence of impurities we may 
obtain non-collinear arrangement of spins in a duster. As- we already pointed out, 
espedally for the anti-dustering of impurities this transition is more probable. In 
order to complete our calculations we will study this scattering for the improved 
collinear state as well with and without extra interactions in the Hamiltonian (spin- 
orbit coupling, crystal fidd, etc).
The improved collinear phase, as we saw in chapter two, is degenerate with 
the non-collinear phase. In the previous chapter we have seen that the impurities
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in this phase cause a sudden phase transition. In order to get rid of this sudden 
transition we said that some extra interactions must be included such as spin-orbit, 
crystal field etc. Once we have stabilised this phase by this extra interactions then 
we can try  the diffuse scattering calculations in order to see whether or not there is 
a phase transition. Firstly we will try no extra interaction case. Inf order to do the 
diffuse scattering we will follow the same method as previously used. A sequence of 
cluster calculations show that the symmetry of the scattering pattern is related to 
the symmetry of the non-collinear phase as can be seen in Fig(4.15).
Fig 4.15 Magnetic Diffuse Scattering From improved Coll.State:l impurity 
In this picture the origin is at the k =  (7r,0). This is due to the fact that we have 
used 66k to calculate the diffuse scattering. But we know that 5SJka5k+q, that is 
why the origin is removed. The symmetry of the scattering peak indicates that the 
magnetic ordering is non-collinear. If there is a non-collinear arrangement then one 
may say that the impurities change the present phase which was the collinear phase.
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The same calculation can be performed with more than one impurity. The result 
would be pretty much the same.We will not give the detailed calculations for this 
case. However the results as shown from Fig(4.16) to Fig(4.18) support
Fig 4.16 Magnetic Diffuse Scattering, Improved Coll. State: 1 impurity, big cluster
- 6  -4 - 2  0 2 4 t
Fig 4.17 Magnetic Diffuse Scattering, improved Coll. State: 2 impurities 
our prediction (in these pictures the origin is removed because of using 6 values as
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explained earlier). It says that impurities remove the degeneracy and stabilise the 
non-collinear arrangement. So there is a first order AF-AF phase transition in the 
presence of impurities in the considered cluster.
-* -« -J 0 * '
Fig 4.18 Magnetic Diffuse Scattering, improved Coll. state: 2 impurities, big cluster
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4-4 D iscussion:
In chapter three we saw ythat the boundaries of different arrangement can 
be changed by impurities, and we said that the impurities may cause a first order 
phase transition. In this chapter we studied the magnetic diffuse scattering after the 
impurity additions. We started with a small cluster of the simple collinear phase 
containing a single impurity. We saw that the symmetry of the diffuse scattering 
pattern is the same as the symmetry of the non-collinear phase. By increasing the 
cluster size we realise that the results converge to the exact results of the Green’s 
function calculations which says that there may or may not be a long rang ordering 
of the non-collinear phase depending on clustering or anti-clustering of impurities.
If there is a long range orcjer of the non-collinear phase then one may say that 
the impurities cause a phase transition. We realised that if the impurity concentra­
tion is increased the scattering pattern becomes visible even for small clusters. All 
these calculations suggest that the impurities may cause a first order antiferromag­
netic phase transition. In chapter three we saw that there is a limit for the cluster 
size that, making the cluster bigger does not change the xc critical point. However 
in this chapter we have proved that by increasing the cluster size the scattering pat­
tern converge to the exact results. This tells us that for the diffuse scattering, every 
fluctuation takes part. The same calculations of the diffuse scattering has been done 
for the improved collinear state. The results says that the symmetry of the diffuse 
scattering pattern is not related to the symmetry of the collinear arrangement.
So far in this chapter we studied the diffuse scattering as we already said. 
The clusters we have considered are small clusters and they are negligible compared
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with the crystal. Hence with a small cluster we can not talk about a phase transition 
because only a small number of spins become non-collinear in the presence of an 
impurity. If this is the case then how can we explain the phase transition in terms 
of alloying? Suppose that we have created many clusters in the crystal and these 
clusters talk to each other. In other words there is a correlation between clusters. 
When this happens then the lofig range order of non-collinear inipurities may be 
achieved ( we are assuming that all clusters are in phase. This is controlled by the 
temperature. If the temperature is low enough this ordering can be obtained). As 
a result of many clusters we can say that the impurities can cause a magnetic phase 
transition if the required amount of impurities (this amount must be around the 
percolation threshold that the clusters are about to percolate through the entire 
crystal) are doped into the system such that many clusters are created and they 
percolate through the entire crystal below a certain temperature (. this temperature 
is the Neel temperature for an antiferromagnetic systems).
Using the results from Chapter Three and Chapter Four we' can finally con­
clude that the alloying ’does’ cause a magnetic phase transition from one ordering 
to another if the required amount of impurities are doped such that infinitely many 
clusters are created and they interact with each other.
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Chapter Five
In this Chapter we develop a linearised theory for the classical Heisenberg 
model which allows us to approximately solve for the local distortion of spins around 
an impurity in a non-collinear antiferromagnet. Provided that the ratio of disturbed 
to undisturbed bonds is small, the theory should be applicable. The theory is 
particularly useful when alloying lifts the degeneracy which is often found in non- 
collinear magnets. We will see in the following Chapter that the thepry is applicable 
to both MnNi and MnsPt.
5-1 In trod u ction
Geometrically frustrated lattices provide some of the most sophisticated and 
interesting types of antiferromagnet. The fundamental cause is that the frustration 
forces some of the bonds to gain/less than their optimum energy. There is usually a 
variety of ways in which this loss can be spread amongst the different bonds, often 
leading to ground state degenerate at leading order. This degeneracy is usually lifted 
on a smaller energy scale than that promoting the magnetism, and this in turn leads 
to the possibility of phase transitions between different magnetic ground states.
We will be dominantly concerned with lattices related to the face-centre-cubic 
lattice. 7 -Manganese is the face-centre-cubic variety of manganese and Mn3Pt orders 
into a C u 3A u  structure, which finds the atoms on a face-centre-cubic lattice with 
one of the four natural sublattices occupied by platinums. Both of these systems 
show a variety of antiferromagnetic phases; 7 -Mn shows four experimentally[19], and 
Mn3Pt has two[27]. Many different theoretical explanations have been presented for 
the cause of these phase transitions [23,26].
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7 -Mn has type-I antiferromagnetism, which means that the magnetic Bragg 
spots appear half way between nuclear Bragg spots along either of the three cartesian 
directions. This type of magnetism can be described in terms of the collinear state 
for which we find alternating planes of up and down spins as we travel parallel to one 
of the three cartesian directions. This state finds precisely one third of the nearest 
neighbours parallel and hence frustrated. However, there is a large degeneracy to 
leading order, which can be described in terms of a superposition of the three possible 
collinear states. Equal amounts of all three possibilities shares the frustration equally 
between all bonds, and there are also phases for which there is a compromise, for 
example when we superimpose two collinear states. The magnetic Bragg intensity 
does not vary much in magnitude, although at a phase transition Bragg intensity 
would be shifted from one Bragg spot to another which is symmetrically related, as 
a second or third collinear component is introduced. It is important to realise that 
as more paramagnetic impurities are doped into the manganese, the ground state 
becomes more non-collinear. For almost pure manganese we have a» collinear phase, 
which transforms eventually to the equal bond phase via a sequence of compromise 
phases [19].
Mn3Pt shows quite different behaviour, involving a transfer of magnetic scat­
tering between symmetrically unrelated Bragg spots. In face-centre-cubic nomen­
clature, the Bragg spots shift from being type-I to type-III, although the particular 
phases involved are quite unrelated to their face-centre-cubic counterparts. This 
phase transition occurs for the stochiometric alloy as a function of temperature, 
but a brief look at the phase diagram[25,26], shows that the transition is strongly 
affected by alloying. The initial problem of magnetic structure determination has
153
proved non-trivial, with the original proposal[25,27] being recently challenged by 
Long[28]. In the new description the phase transition involves a reorientation of 
the spins between two phases which have identical angles between all the nearest- 
neighbour spins, and are only different at next-nearest-neighbours. One phase has 
three possible orientations for the spins, much akin to the triangular lattice phase, 
while the new phase is predicted to have twelve different possible spin orientations, 
which has led to the name ‘hedgehog’ phase being proposed.
5-2 T he linearised H eisenberg m od el
We are dealing with the ijfiost elementary description of magnetism, since the 
non-collinear nature of the states is significantly difficult to deal with: We work with 
the classical limit of the Heisenberg model. We use the representation:
H ° = \  £  + \  £ k [M< - 1] (5-i“)
»j *
where the second term constitutes Lagrange multipliers which will be used to con­
strain the lengths of the spins to unity. This Hamiltonian can be minimised directly:
a jj
gg^ =  E J< A  +  * A  =  0 (5.15)
from which we can deduce a ground state solution, Sj say, which has energy:
®o =  4 E a? (5 1 c)
i
in terms of the Lagrange multipliers. In principle we would have liked to have solved 
this Hamiltonian for systems which involve periodic choices of coupling constants, 
J - , which have local disturbances, such as missing bonds corresponding to paramag­
netic impurities. In practice this type of problem is prohibitively difficult in all but
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the most elementary cases [35], and so in this Chapter we will discuss a linearisation 
scheme from which we can deduce the likely physics.
We include an infinitesin|al interaction to some external field and solve the 
resulting problem perturbatively. We elect to couple our external field to several of 
the existing spins:
Hx = « ^ K iT .S i (5 .2 a)
i
where 6 is the infinitesimal coupling constant, measures the strengths with which 
the different spins feel the disturbance and T  is the orientation of the external field. 
In the presence of this Source’ term the ground state satisfies:
QTT
^ § - = E  +  K T  =  0  (5.25)
with energy:
£ = ^ E k. T - S , ~ I >  (5.2c)
t %
This constitutes the problem that we will attempt to solve. It is useful to realise that 
we are dealing with a fairly general Hamiltonian which includes, &s special cases, 
both a substitutional missing spin and an additional interstitial spin. To omit a spin 
we can orient T  antiparallel to the offending spin, couple it in precisely the same
way as the existing spin, and then choose 6 =  1 to ‘cancel’ the existing spin out. In
order to add a new interstitial spin, we can couple T  to the relevant neighbouring 
spins and then optimise the resulting solution over the orientation of T , effectively 
allowing the additional spin to clhoose its orientation.
Since we have been unable to solve our problem exactly, we have resorted to  
a perturbative expansion. We are intending to work with small distortions around
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a known solution and so we reformulate the problem in terms of the change with 
respect to some reference solution: That of the original Hamiltonian H0. We set:
S ^ S j + f i S ;  A< =  A? +  «Aj (5.3)
in terms of which the constraints become 2S®.tfSj +  6 St.6 Sl =  0. Inserting this as-
sumption into the governing equations and using the constraints and known solution
we obtain:
AjtfS, +  £  [fiS. -  (tfS,..S?)S?] +  6*  [ t  - (T.Sj)S?]
3
= —SXfSSj— i(A “ +  tfAi)*Si .«Si§? (5.4a)
I ~
with energy:
A E = SJ2  nT .S? + Ki± S S i -  \  £  * V M S *  (5.46)
i t  i
This result is exact and enables us to deduce the leading order perturbative correc­
tion directly: The right-hand side of (5.4a) can be neglected as can the final term  
in the energy (5.4b). Although we will not be concerned with the result here, if we 
wanted to proceed with the perturbation theory, we would also need the change in 
Lagrange multipliers:
-  K S J .T  +  i(A? +  6AJ6S..6S; (5.4c)
3
to complete the theory.
One of the more interesting issues is that of how several impurities interact 
with each other. Unfortunately, in the present analysis there is no point in including
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several impurities, because to thp order in which we solve the problem different im­
purities do not interact. The analysis is effectively identical when there are several 
impurities; the only difference being an additional label on the vector, T , and cou­
pling constant, k, to label the impurity type. In this Chapter we will be concerned 
only with the leading order effect of which type of ground state a particular type of 
impurity prefers.
In order to proceed further we have been forced into linearising the problem. 
In practice, this amounts to allowing each spin the freedom to rotate through a 
small angle picking up an additional small component perpendicular to its original 
direction. To describe this freedqm, we need to choose a local two-dimensional basis 
perpendicular to the original spin direction; one for each site. If we elect to use:
^  =  * - f r s ; i s ;
| Sj x  T  |
6 ° y T
Y j  =  .* I  (5.56)
| S? x  T  |
for atoms which are not originally parallel to T , and choose X  and Y  arbitrarily if
Sj is parallel to T , then in terms of:
T .Sj =  cos </>i ^ e ( 0 ,7r) (5.5c)
and:
6 S ,  =  - 6  [ a ^ + y . Y ; ]  (5.5<1)
to leading order:
+ £  Jij [x < -x ^  +  X i-Y ^ ] = Kj sin<j>i (5.6a)
J
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K v i  +  £  Ja  [*<•*>.» +  =  0 (5.66)
J
A £  =  J ^ K iT . S ? - y ^ ( c i « iii^ ij (5.6c)
« *
where we now recognise a linear problem for finding xi and y±. The coupling between 
the different components depends strongly on the allowed local rotational freedom, 
and for our particular chosen representation we find:
1  — cos2 <j>i — cos2 (f>j +  cos <j>i cos ^ S ° .S °  
sin <!>+ sin </>j
X i.X j = ----------- - ------------------±   3 ''  3 (5.7a)
co s^ T .[S j x S°] 
sin (f)i sin <f)jX^.Y i =  --------------------------------------------------------- (5*76)
S j.S j — cos ^  cos 4>j 
sin 4>i sin <}>■
Y i .Y j  =  — —  (5:7c)
The first observation we make is that for coplanar distortions (viz T  in the plane of a 
coplanar spin state), we have no need of the yi because the fluctuations perpendicular 
to the plane do not couple to the fluctuations in the plane. Secondly, if the impurity 
spin, T , is orthogonal to a coplanar spin state, then all the cos (j)^  all vanish and 
so again we have no need of the yi . We should point out that on a practical level 
this real-space formulation is not greatly useful, and we have only used it on finite 
clusters as an independent checljt for our analysis.
In the presence of the periodicity we can write these equations is k space as 
(*. y)lc« =  £  eik-<R‘+c->(z, y)la (5.8 o)
I
K Va =  £  e -M R .+ c .)^  sin K  (5.86)
I
W  = +  ^ £  eik.(Ri+c0 -R1, +c«')j(al,a, (5 .8 C)
N
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6S* = 6 (5.10)
we eventually derive:
^ a ^ a '  ^ k o o '  ® k o ' ^ a ^ a ' ^ k a a ' l / k a '  ^ k a  (5.9tt)
o' o'
5 3  ^ o * ^ o '  ^ k o o '  ® k o ' ^  v ~^ at-Yg' ^ k o o 'VIlol1 ® (5.96)
a '  o '
A E  =  SB +  6*E =  S £  KjT . S ? - ~ £  (5.9c)
i  k a
for the induced spin distortion/ ®ka 2/ka, and its energy, A 22. We will calculate
this energy for particular materials to understand which phase is stabilised by the
impurity spin. In order to find out whether or not there is a phase transition we 
should study the magnetic diffuse scattering, as we already pointed out in Chapter 
Four. The diffuse scattering profiles from our impurities can be deduced from the 
local spin deformation £Sk, which is elementary to deduce:
at
We will restrict attention to the square-modulus of the spin density, | £Sk |2. The 
remainder of the problem is to apply the theory to some particular materials.
The linear term in the energy is dominant if it exists. For the case of a 
missing spin, the orientation of the perturbation, T , is necessarily anti-parallel to 
one of the spins, Sj say, and the coupling is via the original bonding, viz K i =  J0i- 
We find that 8E — —8J2i =  simply measures the loss in energy
from the omitted spin. For the case of an additional spin, the vector T  represents 
the orientation of this additional spin and is free to rotate towards its preferred 
direction. The linear term then chooses this orientation so as to be antiparallel to 
the local field:
F =  S > S »  (5.11)
f
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and yields a contribution to the energy from the additional spin coming from its 
interaction with this local field. The quadratic term in the energy comes from the 
polarisation of the surrounding spins by the local impurity and constitutes the effect 
that we are dominantly interested in.
It is quite common for the systems in which we are interested that an addi­
tional spin is placed at a local (dead spot’, viz a point for which the local field, F , 
vanishes. The reason for this is that the substitutional site is usually one of high 
symmetry, and if there are an equal number of bonds to all of the possible sublat­
tices, then the local field will cancel in a pure antiferromagnet. For this situation it 
is the polarisability of the spin state which will select the preferred spin orientation 
for the moment impurity, and the impurity moment will be held in  place much more 
weakly than usual.
5-3  P red iction s for m anganese alloys
In order to set the scene, we should first off study the simplest variants of 
our model in order to check the internal consistency and validity of our results. 
Several features are special to non-collinear ground states: If we have a collinear 
ground-state, then the omission of a spin has absolutely no polarisation effect on 
the spin configuration predicted by our perturbation theory. This result comes 
from the fact that the local perturbation is parallel to the affected spins and so is 
attempting to alter their length, which is not permitted by the spin constraints. For 
a finite perturbation it is possible for a perpendicular distortion to self-trap[38]. This 
behaviour is not permitted by our linearisation, which prohibits such a non-linear 
response. For an impurity addition, on the other hand, there is no polarisation
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if there is a local field, F , for tfye same reason, but if the impurity spin is added 
at a ‘dead spot’ then there is a polarisation effect. The impurity spin orients itself 
perpendicular to the collinear spin direction and induces a short-range perpendicular 
distortion. At first sight one might have expected a long-range response to the 
impurity, because of the low-energy (Goldstone modes’, but because we are at a ‘dead 
spot’ there is no coupling to the underlying antiferromagnetism and the distortion 
necessarily decays. For non-collinear states there is almost always some form of 
polarisation coming from a local impurity, because usually not all of the affected 
spins are parallel to the impurity and so some of the neighbours can reorient and 
make use of the impurity.
Perhaps the simplest system to study is the square lattice Neel state. Due to 
collinearity, the only polarisation effects come from impurities added at ‘dead spots’ 
A spin sitting above a ‘square’, which couples uniformly to its four neighbours, yields 
a polarisation energy of: 62E  =  —0.3633862K2/ J y  where k  is the coupling constant. 
Since there are four bonds, for similar magnitude coupling constants the system only 
manages about 1/11 of the available bonding. This form might be anticipated from 
the fact that the competition is between one additional bond versus four original 
bonds (viz A® = 4  J) and second order perturbation theory, although the magnitude 
is rather more difficult to guess, The scale of the effect is the same order as the 
antiferromagnetism, and so for tbe more interesting frustrated antiferromagnets the 
disorder can lift any underlying degeneracy and predict the ground state.
Probably the simplest non-collinear system to study is the triangular lattice 
with its 120° ground state. This particular system  has only a discrete chiral de-
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generacy and local defects are unable to effect a transition between the degenerate 
ground states. The example is instructive, however, because it suggests what we 
might expect from a general non-collinear spin state. If a particular spin is infinites- 
imally reduced in length, the nearest-neighbours are able to rotate to compensate, 
because the local field they feel is at 120° to their direction. Although the moments 
are highly coordinated, with Z *= 6 , the frustration in the lattice ensures that only 
half of the bonds can be achieved in the ground state and so the stabilising field 
is smaller than that of the square lattice, (viz A° =  3 J). The natural site for an 
impurity lies above the plane, connecting to a triangle of momei^ts below. Once 
again we axe sitting at a ‘dead spot*, and so the additional moment is free to rotate. 
The impurity spin orients itself perpendicular to the coplanar spin configuration 
and induces a polarisation energy of: 62E  =  — 0 .5 /c2 /J , more than that for the 
square lattice. Considering the fact that there are now fewer bonds, this is a large 
difference. This difference can be attributed to two effects; firstly, the local field 
holding the spins in place is smaller, and secondly, the larger intrinsic coordination 
plays a role in extending the polarisation further from the impurity. In other words, 
since we only need three neighbours to balance the local field and we have six to 
choose from, there is more opportunity for the deformation to spread. This argu­
ment is general and quite central to an interpretation of these phenomena. The 
distortion in a frustrated antiferromagnet is usually stronger and longer-range than 
in a non-frustrated magnet. When we consider the reduction of the magnitude of 
a spin, however, the characteristics are different. The infinitesimal reduction yields 
a linear loss of 8E =  38J from the local field and a polarisation contribution of 
82E =  —0.5760862 J. This polarisation energy comes from a surprisingly small re-
gion with the distortion decaying very fast. Unlike the previous case, where the 
distortion was perpendicular to jjlhe plane of moments, now the distortion is in the 
plane of moments. The fact that all the spins sure 120° to each other now means 
that there is a loss of a factor of two in transmitting the coupling between spins and 
we would now need all six of the spins to compensate the local stabilising field of 
three. Even worse, some of the spins are actually parallel to the imposed distortion 
and these spins find it more difficult to reorient, further reducing the polarisation 
spread. Impurities composed of omitted spins polarise subject to the frustration, 
but impurity moments added at (dead spots’ can sometimes polarise effectively in a 
less frustrated way.
In Chapter Six we will apply the theory to two 
and MnsPt alloys. We will see that the theory can 
transitions in these alloys.
particular materials: MnNi 
predict the observed phase
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Chapter Six
T hree E xam ples
In previous chapters we have established a theoretical model, which can ex­
plain the first order antiferromagnetic phase transition for the square lattice. In 
this chapter we will show that this model can explain the antiferromagnetic phase 
transition for the real materials. We will consider three examples.
6-1 M n N i A lloys
Transition metal alloys based on 7 -Mn shows very interesting magnetic be­
haviour. Manganese quenched into a face centred cubic structure exhibits type-I 
antiferromagnetism. This is a sequence of ferromagnetic x-y layers'which alternate 
in spin direction along the z axis, the z axis becomes inequivalent to the other 
Cartesian directions and the magnetism induces a huge tetragonal distortion.
When another transition metal is doped into the manganese there are quite 
dramatic changes in behaviour. Fe[17], Ir[18], Ni[19], and Cu[20] all substantially 
reduce the tetragonal distortion/and for Fe, Ir and Ni there is evidence of a cubic 
phase which is stabilised by doping concentrations of approximately a quarter. In 
this particular study we will consider the case of MnNi.
Mn atoms have 2 .0  magnetic moment in a face centred cubic lattice. 
Mn1_INis alloys shows a sequence of structural as well as magnetic phase transition 
as a function of Ni concentration[19]. The phase diagram of this alloy is shown in 
Fig(6.1). Diffuse neutron scattering experiments show that the moment on the nickel
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site is small[23]. The nickel atoms behave more like paramagnetic impurities.
100
0
Fig 6.1 Experimental  Phase diagram of  MnNi  alloys, after Honda et al(1976)
The experiments showed that the alloy is face centre tetragonal ( it is called the 
t2 phase) with ^ <  1 at the low doping regime (between 0-13% of doping) then it 
becomes orthorhombic when the doping concentration is between 13%-18%. There 
is a second tetragonal structure /(this phase is sometimes called the t x phase) with 
J  > 1 when the doping is about 18%-20%. And finally the alloy becomes cubic 
by 25% doping. According to neutron diffraction experiments by Uchishiba[22] the 
spin direction in the t2 phase with ^ > 1 is along the c-axis, while that in the t 1 
phase with ^ <  1 is orthogonal to c-axis (we have pictured these phase in Fig(6.2a) 
and Fig(6.2b) respectively).
In both cases the nearest neighbour pair of Mn atoms has antiparallel spins. 
It is assumed that the same situation holds good in the case of orthorhombic phase, 
so that ferromagnetic layers are always perpendicular to the spin direction which 
is parallel to the shortest axis [22]. Careful studies of order in the alloys shows a 
tendency for the atoms to order in a CusAu structure[23]. Another experiment 
suggests that Ni atoms anti-cluster[24], which means that there is a low probability
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Fig.  6.2a t2 phase of  MnNi  alloys 
of finding nearest neighbour impurities and an increased probability of finding next 
nearest neighbour impurities. For this alloy we will look at the question of how the 
system might transform from one phase to another.
Fig. 6.2b tj phase of  MnNi  alloys
The aim here is to explain the magnetic phase transition in a theoretical 
way. Firstly we will restrict attention to t2 and t 1 phases in order to apply the
square lattice calculations to the alloys. Both phases can be projected onto the 
two dimensional square lattice without changing the orientation of spins. In this 
projection one would obtain J1 = 2J2 (where and J2 are the first and second 
nearest neighbours exchange coupling respectively). As we pictured in Fig(6.3) 
the projection of t 2 gives the simple collinear phase in the square lattice and the 
projection of phase is the non-collinear arrangement as shown in Fig(6.4).
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Fig.  6.3 The Projection of the t2 Phase
In order to explain the phase transition from t2 to in MnNi alloys we will 
restrict attention to the impurity concentration. But firstly we should review the 
square lattice.
6-1-1 The Square L attice
In order to understand the spin spin interaction in the square lattice we will 
consider the Heisenberg model as we did in chapter two and chapter three. The
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Fig. 6.4 The Projection of the tj Phase
Heisenberg Hamiltonian for a spin system is
(6.1)
This Hamiltonian predicts two different types of spin ordering for the ground state 
depending on the x value (as =  jJ) : Collinear (which is the projection of t2 phase) 
and non-collinear (projection of t 1 phase) as proved in chapter two. The non- 
collinear phase can be interpreted as a linear superposition of collinear phases as
shown in Fig(6.5).
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Fig. 6.5 Superposition of two collinear arrangement leads to non-collinear one
Using the periodicity of the lattice, one can rewrite the Hamiltonian in k
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space as
+  *T*> )l®k!2 (6-2)
where x =  7 *, 7 ^  =  |(co s kx +  cos ky) and 7 ia =  cos kx cos ky. In Chapter Two 
we have seen that the collinear and the non-collinear phases havefdifferent stabil­
ity regions as shown in Fig(2.7). After this review we can look at the effects of 
paramagnetic impurities in the square lattice.
6-1-2 T he Im purity  C alcu lations
In this section the effects of a paramagnetic impurity will be investigated in a 
small cluster in order to explain the possibility of a magnetic phase transition from 
t2 to t x in MnNi alloys.
We will start with a small cluster of t2 phase involving a paramagnetic im­
purity as shown in Fig(3.2). We are assuming that at least four spins would be 
affected after a paramagnetic impurity and they would have an extra perpendicu­
lar component. However in an antiferromagnetic system each spin feels a parallel 
magnetic from surrounding atoms. This means that the spins in the system would 
remain unchanged even after impurities. On the other hand an impurity causes a 
spontaneous symmetry breaking. This broken symmetry allows spins to have an 
extra perpendicular component
If we consider our small cluster (above) one can find how much energy can 
be gained by a paramagnetic impurity. This comes from the energy differences of
A H  =  H0 -  Hx (6.3)
where H1 and H0 are the Heisenberg Hamiltonians for rotated and unrotated spins
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in the chosen cluster respectively. This energy varies as a function of x(* =  
However one can find a critical xc point that below which the energy difference is 
zero. The critical point is xc =  |  for our chosen small duster, but if the size of 
the duster is increased the critical point is decreased. For example xc =  1 — i  
for a bigger duster (Fig(3.3)). We saw in chapter three that the exact value of the 
critical point can be found by ifsing the Green’s functions as i c -  0.407760 for a 
single impurity in the collinear state. As we mentioned in chapter two the collinear 
phase is stable when x <  0.5. But now we know after an impurity addition this phase 
is stable when x <  xc. The interval x c <  x <  0.5 is very important with respect to 
energy differences. In this interval the non-collinear arrangement has lower energy 
then the collinear one. So one may say that the arrangement is non-collinear in this 
interval. If this is the case the impurities stabilise the non-collinear phase and cause 
a first order phase transition.
Another interesting result comes from magnetic diffuse scattering studies. We 
saw in the previous chapter thai the magnetic diffuse scattering studies show that 
after the impurity addition the symmetry of the scattering pattern is the same as 
the symmetry of the non-collinear phase. However the dusters we have considered 
are small dusters and they are very very small compared with the crystal. Hence 
with a small duster we can not talk about a phase transition because only a small 
number of spins become non-collinear in the presence of an impurity. H this is the 
case then how can we explain the phase transition in terms of alloying? Suppose 
that we have created many dusters in the crystal and these dusters talk to each 
other. In other words there is a correlation between dusters. When this happens 
then the long range order of nbn-collinear impurities may be achieved ( we are
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assuming that all clusters are in phase. This is controlled by the temperature. If 
the temperature is low enough this ordering can be obtained). As a result of many 
clusters we can say that the impurities can cause a magnetic phase transition if the 
required amount of impurities are doped into the system such that many clusters are 
created and they percolate through the entire crystal below a certain temperature 
( this temperature is the Neel temperature for an antiferromagnetic systems). This 
result is in agreement with experiments [19]. Although the square lattice give some 
idea about the possibility of a first order phase transition, it is not enough to explain 
all the observed phases in MnNi alloys. In order to proceed further, we have forced 
to use the linearised Heisenberg Hamiltonian’ as explained in Chapter Five. Now 
we will attempt to explain the observed phase transition by using this idea.
6-1-3 T h e predictions o f  th e  Linearised th eory  for M nN i
The classical Heisenberg model exhibits a host of degenerate ground states 
for the face-centre-cubic lattice, pf which the most relevant three for us are depicted 
in Fig(6 .6 ) and are called the SSDW, DSDW and TSDW states (standing for Single, 
Double and Treble Spin Density Waves). The most sensible explanation for the ob­
served experimental phase diagram of 7-MnxNi1_ x[19] with nickel doping is that of 
a sequence of phase transitions between the SSDW state for undoped 7 -manganese, 
through an intermediate DSDW state, finally reaching a cubic TSDW state at about 
a quarter doping. The dominant antiferromagnetic interaction is probably repre­
sentable as nearest-neighbour Heisenberg-like and therefore the interaction which 
lifts the degeneracy is expected to have a smaller energy scale. Although many pos­
sible mechanisms for lifting this degeneracy have been proposed[36], we believe that
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the role of the alloy disorder is central to  an explanation for the phase diagram. The 
present model makes predictions for the amount of energy available to each of the 
different states from isolated impurities and thereby enables a comparison between 
the different states to be made.
SSDW DSDW
TSDW
Fig. 6.6 Three Spin Orderings in 7 -Mn
Before we move onto a comparison with the experiments, which involve the 
consideration of substitutional impurities, firstly we will consider the role of intersti­
tial impurities. This is not as absurd ■'£ might at first be considered, if one remembers 
that adding a small quantity of/ interstitial carbon into the alloys ‘alters the phase 
diagram considerably[37]. There are two natural sites to add an interstitial impu­
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rity; firstly there is a tetrahedral site in the centre of a tetrahedron of manganese 
atoms and secondly there is an octohedral site with six nearest neighbours.
Tetrahedral interstitials lie at ‘dead spots’. The additional spin tries to  align 
itself orthogonal to as many existing spins as it can. For the case of the SSDW and 
DSDW there is a direction which is orthogonal to all the collinear or copianar spins 
respectively, and impurities oriented in this direction yield a polarisation energy of: 
82E  =  — 0.5k2/J . For the TSD\^ state, however, all three spin dimensions are used 
in the ground state and there is no preferred direction for the impurity. Whatever 
the orientation of the impurity, the polarisation energy is: fPE =  —0.33333/c2/  J  
for the TSDW state. This type of impurity prefers a spin state employing a low 
number of spin d im en sio n s . This basic result appears to be true for all ‘dead spot’- 
impurities, which like to orient anti-parallel to existing spins and therefore prefer an 
unused spin direction.
Octohedral interstitials do not he at ‘dead spots’, since they only neigh­
bour three out of the four natural antiferromagnetic sublattices. The local field, 
F =  — 2#cS° , for the spin to which the impurity is not a neighbour. The linear con­
tribution does not break the degeneracy and yield a contribution of —26 k  to each 
state, when the impurity is aligned parallel to the sublattice which it does not neigh­
bour. The polarisation contribution does lift the degeneracy, however, and yields 0, 
—0.36338k2/  J  and —0.40126#c2/ /  for the SSDW, DSDW and TSDW states respec­
tively. The SSDW cannot benefit because it is collinear, and the TSDW is the best 
choice because it is the ‘m ost’ non-collinear state. It is possible (but unlikely) that 
octohedrally coordinated carbon impurities might explain the observed contraction
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of the Mn-Ni phase diagram under the action of a small amount of doped carbon. 
Once again, this result appears qjiite general and robust: When additional moments 
axe included at sites which feel a local field, the states which are preferred are those 
with the highest degree of non-collinearity.
Now we turn to the experimentally relevant case of substitutional doping. In 
these alloys it is generally believed that the nickel impurities do not carry moments 
and behave as paramagnetic impurities [36]. This leads us quite naturally to consider 
the predictions of our theory when a moment is infinitesimally reduced in magni­
tude. The linear contribution does not lift the degeneracy, yielding 8E  — 46J  for 
each state. The polarisation does lift the degeneracy quite strongly, however, yield­
ing 0 , —0.72676J and —0.90905/ for the SSDW, DSDW and TSDW respectively. 
The collinear SSDW can gain nothing but the other two form a strong polarisation 
cloud and recoup a sizable fraction of the lost bonding energy, viz about a quar­
ter. This calculation gives a satisfactory explanation for the phase transitions in
7 -manganese alloys. In the collinear phase the paramagnetic impurities can recoup 
none of their lost bonding energy, whereas in the non-collinear phases a contribu­
tion proportional to the impurity concentration times the original antiferromagnetic 
energy is regained. Since the energy scale which lifts the degeneracy is likely to be 
a small fraction of the antiferromagnetic energy scale, a doping level of a quarter to 
cause the phase transition seems perfectly reasonable. Remember that the undoped 
alloy suffers a distortion of around 6 % [15] and therefore the energy scale which 
lifts the degeneracy cannot be a lot smaller than J. Indeed, the magneto-elastic 
components must be of order J.
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KFig 6.7 Diffuse Scattering of TSDW state
If we proceed to a more direct verification of the theory, then we arrive 
at some problems. The definitive experiment that analyses local spin configura­
tions around alloy disorder is magnetic diffuse neutron scattering. The relevant 
experiments have been performed, and large peaks associated with non-collinear 
deformations around the alloy impurities have been observed[16]. The form of this 
scattering can be understood in terms of a minor reorientation of the surrounding 
shell of nearest neighbours. The present theory is for an isolated impurity, and 
the resulting distortion is much longer-range. However, one can try to understand 
whether there is still agreement with the diffuse scattering. It is elementary to 
deduce the redprocal-space spin density from the local impurity in d  polarisation 
cloud, and if we ignore the perpendicular nature of the scattering which is sensible in
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the highly non-collinear states, then we can associate the diffuse scattering with the 
square of the magnitude of the spin density. We plot this quantity for the TSDW  
state in Fig(6.7). Although there is obviously a large amount of scattering around 
the relevant Bragg spots, the form of this scattering is violently anisotropic and is 
dominantly found away from the line connecting the zone centre to the ‘vanishing’ 
magnetic Bragg spots [41]. Although this result is rather disappointing, the fact that 
the experiments were performed when the doping fraction is about a quarter implies 
that each manganese atom has Several neighbouring impurities on average, and so 
it is not that surprising that the longer-range aspects of the diffuse scattering are 
poorly described.
6-1-4 C onclusion
The projection of t2 and t 1 spin ordering for MnNi alloy corresponds to 
collinear and non-collinear spin ordering in the square lattice. It is experimentally 
known that the spin ordering changes from t2 to t± as a function of Ni concentration.
The problem we have tackled here is to investigate theoretically the effects 
of paramagnetic impurities in the collinear phase of the square lattice ( which is 
equivalent to t 2 phase) and looked for a possibility of non-collinear phase (t1 phase).
We started with a paramagnetic impurity in a small cluster and found a crit­
ical point below which the system is unaffected by an impurity, but above which the 
spins may have an extra perpendicular component. Studying the magnetic diffuse 
scattering we realised that in fact the impurities lead to a long range order of non- 
collinear arrangement. This indicates that the paramagnetic impurities cause a first 
order antiferromagnetic phase transition which is in agreement with experiments. In
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order to complete the explanation for MnNi, we have used the linearised Heisenberg 
Hamiltonian. The theory successfully predicts the expected phase diagrams as far as 
the energetics go, with the relevant degree of non-collinearity being either increased 
or decreased in agreement with the type of impurity found. The energy scale for 
which impurities break the degeneracy are always a small but significant fraction of 
the dominant antiferromagnetic coupling constant, and so we should usually expect 
alloying to cause phase transitions in frustrated systems with degeneracy. Alloying 
non-magnetic impurities into 7 -Mn is expected to destabilise the collinear ground 
state in favour of the fully non-collinear TSDW state.
We will compare the predictions of the linearised theory for these alloys with 
the Mn3Pt alloys in order to see that the theory is better for the second alloys at 
the end of following section.
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6-2 M nsP t Alloys
In this section we will consider M n zPt  alloys. Experimentally these alloys 
show a first order phase transition at around 365°K. The aim is the same as MnNi 
case, i.e explain this phase transition in a theoretical way.
The structure of M nzP t  is C uzAu-type. The atoms sit on an fee lattice 
which is reduced to a simple culiic lattice with four atoms per unit cell as shown in 
Fig(6.8).
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Fig. 6.8 Simple Cube with Four atom per unit cell
It is experimentally found that Mn atoms have 3 magnetic moments 
whereas P t atoms have a very small magnetic moment that we can ignore.
This alloy is experimentally interesting because it shows a first order AF-AF 
phase transition at 365°K[25]. From Fig(6.9) to Fig(6.11) we show the expected 
Bragg spots for fee and the two experimentally observed magnetic Bragg spots of 
M n zP t  in the two different phases.
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o F.C.C Bragg S pots
Fig. 6.9 Bragg Spots of the f.c.c Lattice
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Low tem peratu re Bragg S po ts
Fig. 6.10 Low temperature Magnetic Bragg spots of Mn3Pt
There are two phases: the low temperature, and the high temperature. The 
low temperature phase has three spin directions, all nearest neighbour spins in the 
system being oriented at 120° to each other as depicted in Fig(6.12).
i  / ~  y p
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Fig. 6.11 High Temperature Magnetic Bragg Spots of Mns Pt
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Fig. 6.12 Low Temperature Phase of Mns Pt
However the structure at high temperature is rather complicated[28]. The 
spins are pointing all over the place as in Fig(6.13).
Now we want to explain this phase transition in a theoretical way. In order
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Fig. 6.13 High Temperature Phase of Mns Pt 
to do this we will consider the Heisenberg model, which is
H =  J^  Si .SJ (6.4)
where ij runs over nearest neighbours. For our case one can rewrite this Hamiltonian
as
H=iE ( s i + s *+ s»)2 (6-5)
cubes
where the cubes in the sum is shown in Fig(6.14).
The three spins in the unit cell make a triangle. So this may lead to a 120° 
phase. Making all the unit cells identical, we can generate the low temperature
phase. But we know that this is not the only ground state ordering. There are other
orderings.
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Mn a to m s
Fig. 6.14 The Cube in Equation 6.5
Before generating these ground state orderings we want to compare the de­
generacy in M n 3P t  with the Kagome Net, since our system magnetically consists of 
planes of Kagome Nets. The Mn atoms form a Kagome Net as shown in Fig(6.15) 
and show a very high degeneracy[33].
Fig. 6.15 Kagome Net
Our system is magnetically degenerate too, but it is not as bad as the Kagome
Net.
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When we work with the Heisenberg model it predicts that the magnetic Bragg 
spots should be on the dashed line of Fig(6.16), which indicates that the degeneracy 
is quite high.
Fig. 6.16 Heisenberg Prediction of Magnetic Bragg Spots
Our task is not to worry about this degeneracy now. We know from experi­
ments that two different ground state orderings is observed. We should now worry 
about generating this orderings by using our unit cell.
6-2-1 Two Sym m etry O perations
Let us define two symmetry operations in order to generate two ground states 
orderings. The first symmetry operation is simply translation through three Carte­
sian axis. This .symmetry operation translates the unit cell along the three perpen­
dicular direction without changing the directions of spins in the unit cell as shown 
in Fig(6.17).
Translating the unit cell along three Cartesian axis produces the low temper-
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a  = x ,y ,z
Fig. 8.17 Translation of a unit cell Through a Cartesian Direction
X
Fig. 6.18 Translation+Simultaqeous Spin Reflection perpendicular to Translation axis 
ature phase, which is quite easy to generate.
The second symmetry operation is Translation +  Simultaneous Spin Reflec­
tion perpendicular to the translation axis. In Fig(6.18) we have shown one of these 
three symmetry operations.
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It is obvious that using this symmetry operation one can produce 12 spin 
directions which is the high temperature phase. Thus one can generate two different 
ground states ordering by using these two simple symmetry operations.
So far in our Heisenberg model we have included only the first nearest neigh­
bour interactions. The second nearest neighbour interactions were omitted at the 
first approach, but one can easily work out that these second nearest neighbours 
remove the degeneracy of the two ground state. There are two types of them: the 
first one is inside a unit cell. The first nearest neighbours force each second near­
est neighbour in a unit cell to be parallel to its opposite next nearest neighbour as 
shown in Fig(6.19).
Fig. 6.19 Next nearest Neighbour interactions in a unit cell
As can be seen in this picture S j , S2 and S3 are nearest neighbours to each 
other and they make a triangle. S4 is also a nearest neighbour of Sj and S2. Since
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the system  is antiferromagnetic one can easily write down that
Si  +  S 2 +  S 3 =  0
(6 .6 )
Sj +  S2 +  S4 =  0
This proves that S3 =  S4 which cire next nearest neighbours to each other. Using 
the same manner it is not difficult to see that S]^  =  S5 and S2 =  S6.
The second of these next nearest neighbour interactions is between two unit 
cells. In this case two next nearest Mn atoms have a common P t atom as a nearest 
neighbour as shown in Fig(6.20).
Pt atom
Fig. 6.20 Next Nearest Neighbour interactions between two unit cells
In this case one should include an extra interactions of spins into the Heisen­
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berg Hamiltonian; namely
t f  =  A E S«-Si +  Jr* E s «-s # (6.7)
[*j!
where the first term runs over the nearest neighbour, and the second term runs 
over the second nearest neighbours. This second term brings two alternatives to 
the spin direction. If J2 <  0 the parallel alignment of these paired next nearest 
neighbours gives the maximum negative energy contribution to the Eq(6.7). In this 
case the sum of three nearest neighbours (they make a triangle) gives zero total 
spin and it is good for an antiferromagnetic system. So if J2 <  0 then the parallel 
alignment of next nearest neighbour spins are favourable. This leads to the low 
temperature phase. However, if J2 >  0 , the maximum negative energy contribution 
to Eq(6.7) would come from the antiparallel alignment. In this case we would 
end up with S 1 .S3 +  S2 .S4 =  —2S 2. On the other hand it is easy to prove that 
Si-S ,  +  s 2 .s 4 =  § (S , +  S2 +  Sj +  S4 ) 2 >  0. This tells us that the best we can 
do is to make them orthogonal to each other. So one can say that if J2 >  0 , the 
perpendicular alignment is favourable. This leads to the high temperature phase.
It is now obvious that by in c lu d in g  the second nearest neighbour interactions 
into the Heisenberg Hamiltonian, we can remove the degeneracy. Experimentally 
we know that there are two ground state ordering depending on the temperature. 
The experimental phase diagram is shown in Fig(6.21).
One can predict from this phase diagram that the second nearest neighbour 
coupling varies as a function of temperature. That is why there are two different 




Fig. 6.21 Experimental Phase Diagram of Mns Pt
a theoretical way as we mentioned earlier. We will fix the temperhture where the 
two phases axe degenerate, in other words when J2 =  0. Then we will replace either 
a single P t with Mn or a single Mn with P t and find out which ordering has lower 
energy. Then we might be able to predict which state would be stabilised by this 
replacement. The interactions are now among the first nearest neighbours (J2 =  0). 
In Chapter Five we have developed a linearised theory especially for these alloys. 
Now we simply apply the prediction of this theory for Mn3Pt.
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6-2-2 Prediction o f the Linearised theory for M n3P t
Unlike the 7 -manganese system, where the disorder is huge, Mn3Pt is a 
well-ordered stochiometric alloy for which the experimentally induced compositional 
changes are small[25,27]. This material is therefore a much more suitable candidate 
for our theory. The experimental phase diagram indicates that there is a strong 
dependence of the phase boundary on the alloy concentration, with additional man­
ganese stabilising the triangular phase and with additional platinum stabilising the 
hedgehog phase: The theory should predict this.
We will consider the substitution of a platinum atom by a manganese atom  
Fig(6.22). The bond lengths are equal and so the additional bonds will have a very 
similar strength to the underlying bonds. We will treat all bonds as being equal. 
There are twelve nearest-neighbour manganese atoms at each platinum site. For 
both phases we are adding at a ‘dead spot’, with one each of the twelve hedgehog 
spin orientations and an equal mixture of the three sublattices for the triangu­
lar phase. The polarisation contribution to the hedgehog phase is* independent of 
the orientation of the impurity spin at: —0.7082362 J. For the coplanar triangular 
phase the polarisation depends strongly on the orientation of the impurity spin, 
ranging from —0.61654£2 J  when the impurity is coplanar with the spin state to: 
—0.95493£ 2 J  when the spin is perpendicular to the spin state. The prediction is 
straightforward, additional manganese should favour the triangular phase, with an 
energy saving of about J /4  per impurity. This is perfectly consistent with the ex­
perimental phase diagram. The physical explanation for the effect is identical to our 
previous examples, with the impurity at the ‘dead spot’ preferring the phase with
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R eplaced one(Pt)
Fig. 6.22 Substitution of a Pt atom by a Mn atom
the spin-space dimension which is unused.
When we consider the diffuse scattering profile for this triangular impurity, 
we find scattering very similar to that found for the 7 -manganese system, as depicted
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in Fig(6.23). The scattering is peaked around the existing Bragg spots and indicates 
a susceptibility towards the TSDW state as doping is increased. This is as might be 
expected, since from the point of view of the local impurity, we may also consider 
this type of doping to be locally 7 -manganese with more distant ‘disorder’ from the 
ordered platinum sites. In this picture the impurity reinstates the third dimension 
of the TSDW in place of eliminating it as was the case for the omission of a spin in 
the TSDW.
Fig 6.23 Diffuse Scattering of Mns Pt; Triangular Phase
The second type of impurity in this system is the substitution of a man­
ganese atom by a platinum atom Fig(6.24). There is very little similarity to the 7 - 
manganese system for this case. Each manganese atom has eight nearest-neighbour 
manganese atoms and four nearest-neighbour platinum atoms. Since all the neigh­
bouring spin orientations cure 120°, the first shell of neighbours polarise in an iden-
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Fig. 6.24 Substitution of a Mn atom by a Pt atom
tical way when considered independently, it is only the manner in which the polar­
isation cloud extends to more distant neighbours which lifts the degeneracy. Since 
there are eight nearest-neighbours achieving 50% of the bonding, the linear term 
is 6E =  =  4J.  The degeneracy is lifted by the polarisation fenergy which is:
—0.66679£2J  for the triangular phase and: —0.7585062J  for the hedgehog phase. 
The experimental prediction is again clear, additional platinum atoms should sta­
bilise the hedgehog phase. The energy saving per bond is much smaller than for 
the manganese substitution, being around J /1 0  per impurity. Since the polarisa­
tion only behaves differently at second nearest-neighbours, this difference is to be 
expected. The physical explanation for the stability fits well with our existing inter-
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pretation, where omission of spins prefers more highly non-collinear phases because 
the polarisation can spread further, there being less parallel spins which are difficult 
to polarise and more options in terms of neighbours to use. The theory agrees with 
experiment, in the sense that the observed phase boundary points in the right di­
rection, although we would predict a change in slope for the phase boundary at the 
stochiometric compound with the hedgehog phase dying out faster'with manganese 
doping than the triangular phase does with platinum doping. There is no dear 
evidence for this prediction, since the experiments are rather unclear[25,27].
Fig 6.25 Diffuse Scattering; hedgehog phase
The diffuse scattering calculation for the impurity in the hedgehog phase 
yields the profile depicted in Fig(6.25). The scattering is again peaked at the type I 




We have developed a linearised theory which approximately solves the Heisen­
berg model for the magnetic distortion around a local moment impurity in a non- 
collinear ground-state. We have looked at both total energies and induced spin 
densities. The theory can be applied to any non-collinear spin system. If the domi­
nant magnetic interaction yields /degenerate ground states, then this degeneracy will 
be lifted by weaker phenomena. Transitions between different states from a degen­
erate class can then be accomplished using alloying, which involves the dominant 
magnetic energy scale and might be expected to dominate the weaker effects which 
lift the degeneracy. All our calculations corroborate this basic hypothesis, with the 
energy scale from magnetic distortions being a sizable fraction of the original bond 
strengths.
We have recognised three basic impurity types: (1) The substitution of an 
existing magnetic atom by a paramagnetic impurity: (2) Either substitution or inter­
stitial doping of a magnetic imphrity at a local (dead spot’: (3) Either substitution 
or interstitial doping of a paramagnetic impurity at a site with a local field. For both
(1) and (3), the doping prefers the member of the degeneracy class which has the 
highest degree of non-collinearity. The reason for this choice is that the polarisation 
cloud surrounding the impurity spreads out further and more effectively in a high 
dimensional spin state. As well as the obvious idea that there are less collinear spins 
which are difficult to polarise, there is also the idea of using rotations of different 
directions for different purposes, with polarisation along different paths ending up 
polarising in different directions, rather than cancelling out as usually happens in
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coplanar states. For (2 ), however, we find an opposite result, with local ‘dead spot’ 
impurities preferring low-dimensional spin states. When optimising the distortion 
for this case, the impurity is free to take up any direction it might want. For a low 
dimensional spin state, it is best for the impurity to orient perpendicular to the spin 
state and then, since all the relative angles are 90° to the impurity field, there is no 
competition with the spin-magnifude constraint and the polarisability is maximum. 
For a three dimensional spin state there are always some spins with components 
parallel to the impurity spin which are less easy to polarise.
We have applied our theory to both 7 -manganese alloys and MnsPt. The 
theory successfully predicts the expected phase diagrams as far as the energetics go, 
with the the relevant degree of non-collinearity being either increased or decreased in 
agreement with the type of impurity found. The energy scale for which impurities 
break the degeneracy are always a small but significant fraction of the dominant 
antiferromagnetic coupling constant, and so we should usually expect alloying to 
cause phase transitions in frustrated systems with degeneracy.
Alloying non-magnetic impurities into 7 -manganese is expected to destabilise 
the collinear ground-state in favour of the fully non-collinear TSDW state. Substi- 
tion of manganese for platinum in Mn3Pt is expected to stabilise the triangular phase 
and substitution of platinum for manganese is expected to stabilise the hedgehog 
phase.
As far as magnetic diffuse scattering is concerned, all the manganese alloys 
considered showed a preponderence of scattering at type I Bragg spots. This is 
not immediately obvious, because all the fundamental geometries considered have
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ground state degeneracies which range over all the edges of the antiferromagnetic 
Brillouin zone which do not connect to the chemical Bragg spots. It would appear 
that the additional symmetry inherent to type I antiferrom a g n etism  is favoured by 
paramagnetic impurities. The details of the scattering are controlled by the point- 
symmetry of the isolated defects that we have considered, and this symmetry will 
not be representative of a heavily doped system. The range of the diffuse scattering 
has always proved to be about a half of the Brillouin zone, and there has been no 
opportunity for dramatic effects.
The theory is restricted to isolated impurities, and it would be useful to  
extend the perturbation theory to cope with interactions between impurities, effects 
which will attempt to drive the phase transitions between different antiferromagnets.
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6-3 M nCu Alloys
Experimentally for the case of 7 — M n 1_xC u x} large single crystal with mod­
est, viz about 10%, concentration of impurities have been studied with diffuse scat- 
tering[36]. The results are spectacular: clustering of copper atoms occurs very 
strongly over a long length scale and associated with this clustering is a much-longer 
range antiferromagnetic impurity associated with the original magnetic symmetry,
f
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Fig 6.26 Experimental Magnetic Diffuse Scattering of MnCu
Firstly, the basic idea is that locally some of a secondary phase is trapped. This
second phase is associated with scattering at new reciprocal space points which are
related to the original by point group symmetries, whereas the observed scattering
occurs at the original scattering centre. The scattering is miles away from where it
would naively be expected. This scattering is very difficult to understand. Firstly
the diffuse peak is at the original magnetic Bragg spot, suggesting that all spins are
rotating together when Cu atoms are introduced. If this is the case, what does cause
this rotation? One may think that the Cu atoms carry perpendicular moment, but
197
why they should carry perpendicular moment? We know from Chapter Three and 
Chapter Four that impurities trap a secondary phase. This is unlikely for MnCu 
alloys. The structure of MnCu is f.c.c and therefore it is totally different to the 
square lattice. In other words /We can not explain this observed diffuse peak by 
using the square lattice calculations.
In order to understand this diffuse scattering in this system we elect to use the 
Heisenberg model, but we include a parameter, x, whose existence can be attributed 
to the tetragonal distortion:
H = i  £  s i s >' +  T  £  <6 '8 )
where we assume that there is a unique collinear ground state, the first summa­
tion includes all anti-parallel bonds and the second summation includes all parallel 
bonds. The magnetic state which is stable finds alternating planes of ‘up’ and ‘down’ 
moments as we travel parallel to the z-axis as in Fig(1.2) The z-axis becomes inequiv­
alent to the other Cartesian directions and the magnetism induces a huge tetragonal 
distortion. This tetragonal distortion is controlled by our parameter x which should 
be less then unity. Experimentally, additional copper reduces the size of the tetrag­
onal distort ion [5], and so we ought to consider the consequences of increasing x in 
our model.
We are interested in non-collinear distortion. We will restrict attention to 
planer rotations, allowing each spin to be described by an angle, <j>j say. In order 
to obtain a linear problem one must restrict attention to the moment at which 
an impurity becomes stable and the distortion is infinitesimal, we can effectively 
linearise the problem. We can then let $  —► $ 0 +  (j> where 0 is the infinitesimal
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change, and then
H  -  ~ N ( Z _  -  xZ+ ) +  ^  E (* , -  4>,.f -  ^  E » J  -  ^ ' ) ! (6-9)
<«'>- <jj’>+
where Z_  and Z_|_ are the coordination numbers of antiparallel and parallel neigh­
bours respectively (Z_ =  8  and Z+ =  4 for face-centred-cubic). For the pure system  
we have translational symmetry and so we can transform to reciprocal space:
J 5 2 J S'2
H  = - N { Z _  -  Z+x) +  —  E M l Z M  - 7 tJ  -  »*+(l - 7 i+ )l (6 .1 0 )
k
where 7 fc± are the relevant normalised structure factors (for face-center cubic, 'yk_ — 
c^(ci+ £ 2 2  and =  Clc2 in terms of ci =  cosfafcj). We now clearly recognise a 
linear problem with an associated dispersion;
T c 2  »
e«, =  - 2 ~ [^ i.(l -  7 * -)  -  *z +(!  “  7*+)] (6-11)
from which we can define Green’s function, allowing us to solve problems with local 
impurities present.
We now move on to impurity calculations. The impurity potential is just
HimT =  JSPNimf{ Z _ - Z +x ) - - ' - f  E (^,-^)2 +  ^  E
(6.12)
where Nirnp is the number of impurities and j imp denote their positions. It is 
straightforward to construct reciprocal space Green’s function from our dispersion, 
then to transform them to realrspace, combine them with the impurity potential 
and thence find the Green’s function for the system with the impurities included.
We must isolate the bound state at zero energy by choosing x  to be the 
specific value at which a bound state first become stable, xc say? We can quite
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Mn Atoms
Fig. 6.27 Single Impurity
easily deduce the value of xc for any small cluster of impurities and further deduce 
the wavefunction of the bound state, which satisfies
V  =  £ [< ?°(*  =  0)]„.*V (6.13)
r r
for a local basis on which is invertible.tmp
The final technical requirement from our calculation is to deduce the form of 
the diffuse scattering. This can be shown to be proportional to
|i5k+q|2a{S ( 6 ' i 4 )
in reciprocal space, where Q is the position of the Bragg scattering from the original 
magnetism and uk is the Fourier transform of the bound-state wavefunction.
6-3-1 Results:
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For an isolated impurity as in Fig(6.27) the lowest values of xc are 0.95546J 
and 0.97893J. The reason for two critical points can be understood as follows: an 
impurity has two nearest neighbour planes, each can be taken independent from 
another. After the impurities these planes play bonding and antibonding mixtures 
of transverse distortions trappe^ in the planes above and below the impurity.
Two impurities in the same z plane as in Fig(6.28) plays similar bonding and 
antibonding contribution. Again there are two lowest xc points as 0.87598J and 
0.91204J
Two impurities one above the other in the next nearest neighbour z planes 
as in Fig(6.29), the lowest values of xc are 0,86115J, 0.96944J and 0.97088J. In this 
case there are three nearest neighbour planes with the intermediate plane yielding 
the strongly bound xc and the two external planes yielding a weaker bonding and 
antibonding contribution. This /way of interpreting the values of ajc is surprisingly 
powerful, classifying quite exotic clusters by the particular configuration of impuri­
ties which neighbour the closest pure planes.
Now let us consider the physical consequences of these results for MnCu. 
For pure 7 -Manganese the c /a  ratio is reduced by about 6 % and increases to unity 
with increasing Copper doping [14]. The expected value of * will therefore increase 
from it’s starting value towards unity with Copper concentration. Due to the fact 
that atomic overlaps are exponential, we might naively expect that the variation 
in x would be faster than that in c/a , and so variations of larger than 6 % might 




Fig. 6.28 Two impurities in the next nearest neighbour planes
atom trapping a transverse distortion is small but that a pair of nearby impurities 
might be able to do it. It is consequently possible that a ‘phase transition’, where 
the majority of the isolated impurities pick up moments, can be conceived of, as a 
function of increasing Copper concentration. It should be borne in mind that this 
assertion is pure conjecture.
The actual value that xc takes up is dominantly controlled by the few spins
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Cu
Fig. 6.29 Two Impurities in the same z plane
actually neighbouring the impurity, whereas the magnetic diffuse scattering is dom­
inated by the longer-range tails of the non-collinear impurities which make little 
contribution to the energetic. Before we move onto an interpretation of what one 
might expect from the magnetic diffuse scattering off our impurities, firstly we will 
simply present some of the results. In figure 5.29 we plot the magnetic diffuse pro­
file for the three particular impurity clusters that we have so far considered. The 
most obvious feature is that the first two configurations, which are more likely to be 
relevant for anti-clustering impurities, yield scattering as expected at the positions 
where the new phase appears, whereas for the third configuratioil, more relevant 
to clustering systems, there is a huge peak centred on the existing position of the
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magnetic Bragg scattering. The point-group symmetries of all three clusters are
Fig 6.30a A single isolated impurity
Fig 6.30b Two impurities in the next nearest neighbour planes
Fig 6.30c Two nearest neighbour impurities in the same plane
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different from the ground-state, with the first two being antisymmetric under 90° 
rotations and the third being antisymmetric under 180° rotations. We have the 
scattering in the correct place, but not quite of the required form.
The contour plot of the magnetic diffuse scattering profile of the second clus­
ter shows that there is a sharp peak around the magnetic Bragg spot, which corre­
sponds to the rotation of all the spins together when the Cu atoms are introduced 
Fig(6.31)
k. '  00
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Fig 6.31b Contour Plot of magnetic diffuse scattering: single impurity
In conclusion, we have been able to predict the observed relationship between
205
nuclear diffuse scattering and magnetic diffuse scattering found in MnCu [30]. The 
clustering found in MnCu ensures that there will be a preponderance of non-collinear 
impurities bound to planes with nearest-neighbour copper atoms, and therefore a 




In this thesis we have been trying to explain the first order magnetic phase 
transitions in 7 -Mn alloys. These alloys show a wealth of antiferromagnetic arrange­
ments of spins as a function of doping concentration. As we mentioned earlier, pure 
Mn is f.c.c in which the antiferroinagnetism is frustrated and this frustration leads to 
degenerate ground states. This degeneracy can be lifted by alloying and this leads to 
a possibility of a phase transition at quite modest doping. In order to model these 
phase transitions in a theoretical way we started with a simple cpse, namely the 
two dimensional case. It has been mentioned that somehow these two dimensional 
lattices are related to f.c.c.
We have used the classical limit of the Heisenberg model throughout this 
study and in Chapter Two we saw that the spin arrangements of the square and the 
triangular lattices are not uniqup. There is more than one spin ordering and this 
indicates that these lattices are non-bipartite and magnetically they are frustrated 
(for the square lattice case this result is obtained if the second nearest neighbour 
interactions are taken into account. If for example only the nearest neighbours are 
considered, the arrangement of spins would be unique. However, wo had to take the 
second nearest neighbours interactions into account because the square lattices we 
have considered so fax are special projections of f.c.c lattice where some of the nearest 
neighbours become next nearest neighbours in this projection.). It was pointed out 
that there is a phase transition as a function of x (which is the ratio of ^ ) .  The 
exchange couplings J1 and J2 depend upon the temperature and the aim was to fix
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the temperature and explain this transition in terms of alloying.
In order to investigate the effects of impurities we simply chose a cluster 
of collinear spin ordering at the degeneracy point and found out the ground state 
ordering after inputting the impurities. We saw in chapter three that the impurities 
remove the degeneracy and stabilise the non-collinear arrangement above a certain
critical point which is called xc. We investigated this critical point as a function of
/»
cluster size and as a function of impurity concentration. Using Green’s functions, 
we calculated the exact value of xc. All the results we have obtained indicated that 
impurities remove the degeneracy and stabilise the non-collinear arrangement as 
expected.
Although these results are the first indication of a first order AF-AF phase 
transition caused by alloying, it was not enough. In order to make sure that the 
alloying caused the first order phase transition we looked at the magnetic diffuse 
scattering studies of neutrons. The neutron is the most suitable probe for determin­
ing the magnetic structure of solids. The magnetic diffuse scattering studies give 
information about the fluctuations of spins. In chapter four we simply looked at 
these studies for different size of clusters and for different number of impurities. We 
saw that the symmetry of the magnetic diffuse scattering for the considered clusters 
axe the same as the symmetry of the non-collinear arrangement. T^ his was another 
evidence that the paramagnetic impurities trap non-collinear arrangement of spins 
and remove the degeneracy. However, the considered clusters were very small and 
they can not be compared with the entire crystal. In other words the phase transi­
tions from these considered clusters do not necessarily indicates that there is a phase
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transition for the considered crystal as well. In Chapter Four we said that one ran 
talk about a possibility of a phase transition if the number of clusters is around the 
percolation threshold that they percolate through the entire crystal and may lead 
to a phase transition.
The results obtained from chapter three and chapter four showed that the 
model we have established explains the first order magnetic phase transition in a 
two dimensional square lattice. In order to make sure that our model works for real 
materials we had to compare our results with experiments.
In Chapter Five we develop a linearised theory for the classical Heisenberg 
model which allows us to approximately solve for the local distortion of spins around 
an impurity in a non-collinear antiferromagnet. Provided that the ratio of disturbed 
to undisturbed bonds is small,f the theory should be applicable.* The theory is 
particularly useful when alloying lifts the degeneracy which is often found in non- 
collinear magnets.
In Chapter Six we have considered three examples. The first example was 
MnNi alloys. This alloy shows a wealth of first order antiferromagnetic phase tran­
sition as a function of Ni concent ration [19]. In order to explain the magnetic phase 
transition between ordered antiferromagnetic phases we paid attention to two mag­
netic arrangements of MnNi alloy. These two magnetic arrangements were t2 or 
Single Spin Density Wave (SSDW) and tx or Double Spin Density Wave (DSDW). 
As we pointed out in chapter feix, these two arrangement can be projected into 
the two dimensional square lattice without changing the orientations of spins. The 
projection of t2 is simply the collinear arrangements of the square lattice and the
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projection of t 1 is the non-collinear arrangements of the square lattice. So we have 
now a square lattice problem. It means that the calculations for the square lattice 
can be applied to these alloys. One can say that the paramagnetic impurities may 
cause a phase transition in MnNi alloys if the doping concentration is big enough 
so that it leads to a creation of many clusters (around the percolation threshold) 
which can interact with each other and percolate through the entire crystal leading 
to a phase transition. Since the alloy is MnNi, the clusters should involve a sin­
gle impurity, because Ni atoms anti-duster. It is known from Chapter Four that a 
duster with a single impurity traps a non-collinear arrangement of spins. So if the 
created dusters are single impurity dusters then the phase transition is possible. As 
it was explained in Chapter Six! the square lattice is not enough to explain all the 
observed phases in MnNi alloys. Then we applied the linearisation theory to these 
alloys in order to have some understanding of all the phase transitions. We saw that 
the phase transition occurs as a function of Ni concentration, starting from SSDW 
and ending up to TSDW(triple spin density wave).
The second example was MnsPt alloys. These alloys show a first order phase 
transition between two ordered antiferromagnetic phases at around 365° K[25]. The 
alloy crystallises in the CusAu structure with moments of about 3/iB sitting on the 
Mn atoms. The Pt atoms have a much smaller moment that we ignored. At low 
temperatures the moments order in the triangular lattice ground state as we pointed 
out in chapter six. Each moment is at a relative angle of 120° to each of its nearest 
neighbours and all the spins are coplanar. At intermediate temperatures there is a 
second antiferromagnetic phase characterised by twelve directions of spins as shown 
in Fig(6.13). In order to explain the experimentally observed first order magnetic
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phase transition between two ordered antiferromagnetic phases in terms of alloying 
we developed a linearisation theory which alloys the spins to have an infinitesimal 
rotation in the presence of impurities. Then we simply replaced either a Mn by 
Pt or a Pt by Mn at the degeneracy point and found out the polarisation energy. 
We saw that the replacement of Pt by Mn makes the low temperature phase more 
stable, whereas the replacement of Mn by Pt makes the intermediate temperature 
phase more stable which is in agreement with experiments. Thus the alloying lifts 
the degeneracy and leads to a phase transition as we expected. We must point out 
here that, although we applied the linearisation theory to both MnNi and MnsPt, 
it is more convenient to the later alloys because the structure is well ordered and so 
the experimentally induced compositional changes are small[25,27].
The final example was MnCu alloy. This alloy is different from the first two 
examples. The phase transition is not observed. Experimentally 7  — M n 1_ xCux, 
a large single crystal with modest, viz about 1 0 %, concentration of impurities have 
been studied with diffuse scattering[30]. The results are spectacular: clustering 
of copper atoms occurs very strongly over a long length scale and associated with 
this clustering is a much-longer range antiferromagnetic impurity associated with the 
original magnetic symmetry, but perpendicular to the original quantisation direction 
as in Fig(6.26) of chapter six.
Firstly, the basic idea is that locally some of a secondary phase is trapped. 
This second phase is associated with scattering at new reciprocal space points which 
are related to the original by point group symmetries, whereas the observed scat­
tering occurs at the original scattering centre. The scattering is miles away from
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where it would naively be expected. This peak is very difficult to understand. As 
we explained earlier, the peak around the origin ( at the original Bragg spot) says 
that all the spins are rotating together when Cu atoms are introduced. The detailed 
discussion to this point is given in Chapter Six. It is said that the structure is f.c.c 
and therefore totally different to the square lattice. In other words we can not apply 
the results for the square lattice to this alloys. In order to understand this diffuse 
scattering peak at the original Bragg spot, we elect to use the Heisenberg model, 
but we include a parameter, x, whose existence can be attributed to the tetragonal 
distortion.
The magnetic state which is stable finds alternating planes of ‘up’ and ‘down’ 
moments as we travel parallel to the z-axis as in fig(1.2) of chapter one. The z-axis 
becomes inequivalent to the other Cartesian directions and the magnetism induces a 
huge tetragonal distortion. This tetragonal distortion is controlled by our parameter 
x which should be less then unity. Experimentally, additional copper reduces the 
size of the tetragonal distortion[14], and so we ought to consider the consequences 
of increasing x in our model.
In order to understand the magnetic phase transition we simply look at the 
diffuse scattering. As we already/mentioned we can explain the experimental diffuse 
scattering peak (fig(6.25) of chapter six ) in a theoretical way by understanding the 
clustering of Cu atoms.
We conclude that the model we have established, can explain the first order 
magnetic phase transition between different antiferromagnetic phases provided that 
the considered system is a frustrated antiferromagnet i.e. has a degenerate ground
212
state. If this is the case, then tfye degeneracy can be lifted by alloying leading to a 
possibility of a phase transition..
213
Acknowledgements
I would like to express my gratitude to Dr. M W Long for being a very good 
supervisor to me. He did not only introduce me to this field and let me have part 
of his knowledge, but he also was a very good friend. His comments were always 
useful.
Many thanks to Prof. J M F Gunn, Dr. I V Lemer, Dr. D M Bird, and Prof 
D W Bullett for useful discussions and clarifying my understanding on many topics, 
to C A Hayward and P A Ewbank for helpful discussions.
Special thanks to Inonu University for the financial support.
References
[1 ] Slater JC; Quantum Theory Of Matters p293 
(McGraw-HILL Book Company New York)
[2] L.D Landau and E.M Lifshitz; Quantum Mechanics p251 
(Addision Wesley, 1965)
F. Hund;(1927)Linienspektren und Periodische System... , Springer,Berlin 
(Trans. Line Spectra and Periodicity of the Elements) Chap. V
[3] A. Messiah; (1962) Quantum Mechanics Vol.lI 
(North-Holland Publ. Comp., Amsterdam)
[4] S. Wang; (1966) Solid-State Electronics p475 
(McGraw-Hill Book Company)
[5] Krupicka s, and Stemberk J; Elements of Theoretical Magnetism  
(ILIFFE Books LTD London)
[6 ] Martin, D.H Magnetism in Solids p280 
(ILIFFE Books LTD London)
Katoni, M et al. (Edited by Flugge, S)
(Vol. XXXVII/2, Molecules, II, Springer, Berlin)
[7] Marrish, A.H; The Physical Principles of Magnetism p280 
(John Wiley, New York 1965)
Martin, D.H Magnetism in Solids p298 
(ILIFFE Books LTD London)
[8 ] Anderson P.W (1959) Phys. Rev. 115 p2
[9] Vonsovskii, S.V; 1946 Soviet Physc. JEPT (Engl, trans) 1 0  p468 
Zener, C 1951 Phys. Rev, 81, p440
214
Zener, C. and Qeikes R.R 1953 Rev. Mod. Phys. 25, pl91
[10] Anderson, P.W ; Magnetism, loc. d t. Vol. I, p25.
[1 1 ] Rudennan, M.A and Kittel, C; 1954 Phys. Rev. 96 p99 
Kasuya, T; 1956 Prog. Theoret. Phys. (Kyoto) 16 p45 
Yosida, K; 1957 Phys. Rev. 106 p893
[12] Friedel, J; 1952 Phil. Mag. '43, pl53.
[13] Frenkel, J; 1928 Z. Phys. 49 p31.
Bloch, F; 1929 ibid 57 p545
[14] Mahan G.D; Many Particle Physics, p53 
(Plenum Press-New York and London)
[15] Cowlam N, Bacon G E and Gillott L 1977 J Phys. F:Met Phys. 7 L315
[16] Henion B et al.; 1976 Proc. 2nd Int. Conf. on Neutron Scattering 
ed R M Moon (New York: US Department of Commerce) p825
[17] Endoh Y and Ishikawa Y 1971 J. Phys. Soc. Jap. 30 pl614
[18] Yamaoka T, Mekata Y andTakaki H 1974 J. Phys. Soc. Jap. *36 p438 
Yamaoka T; 1974 J. Phys. Soc. Jap. 36 p445
[19] Honda N, Tanji Y and Nakagawa Y 1976 J. Phys. Soc. Jap. 41 pl931 
Endoh Y and Ishikawa Y; 1971 J Phys Soc Jap 30 pl614
Coles BR; 1977 Physica B+C 91 pl67
Makhurane P and Gaunt P; 1969 J Phys C:Solid State 2  p959
[20] Coles BR 1977 Physica B+C 91 pl67
Makhurane P and Gaunt P 1969 J. Phys. C: Solid State Phys. 2  p959
[21] Moze O and Hicks T J; 1979 J. Magn. Magn. Mater. 14 p250
[22] Uchishiba H; 1971 J. Phys. Soc. Japan 241 p223
215
[23] Long M W; 1989 J. Phys.:Condens. Matter 1  p2857
[24] Moze 0  and Hicks T J; 1982 J. Phys. F:Met.Phys. 1 2  p i 
Long M W; 19i90 J. Phys.:Condens. Matter 2  p5383
[25] Kren E et al.; 1968 Phys. Rev. 171 p544
[26] Long M W; 1992 Int. J. Of Modem Phys. B (to appear)
[27] Kren et al.; 1967 J. Appl. Phys. 38 pl265 and [25]
[28] Long M W; 1991 J. Phys.iCondens. Matter 3 p7091
[29] Gaulin B D, Spooner S and Morii Y; 1987 Phys. Rev. Lett. 59 p6 6 8
[30] Moze O and Hicks T J; 1992? Phys. Rev. B 46 p915 
Tsunoda Y and Cable J; 1992 Phys. Rev. 46 p930
[31] Heisenberg W; 1928 Z. Phys. 49 p619
[32] Fehrenbacher R; 1990 Diplomarbeit, Bodensee Universitat Konnstanz p21
[33] Koester L; 1977 Springer tracts in modem physics, 80  
(Springer-Verlag, Berlin.)
[34] Lovesey S.W; Theory of Neutron Scattering from Condensed Matter 
(Clarendon Press. Oxford)
Binney J J, et al.; 1992 The Theory of Critical Phenomena 
(Clarendon Press. Oxford)
[35] Long M W and Bayri A; 1993 J.Phys.: Condens Matter 5 L15
[36] Kouvel J S and Kasper J S 1963 J. Phys. Chem. Solids 24 p529 
Cade N A and Young W 1977 Adv. Phys. 26 p393
Hirai K and Jo T 1985 J. Phys. Soc. Japan 54 p3567
Long M W and Yeung W 1987 J. Phys. C: Solid State Phys. 2 0  p5839
[37] Lowde Rd, Harley Rt, Saunders GA, Sato H, Scherm R and Underhill C;
216
1981 Proc Roy Soc A 74 p87
[38] Long M W and Moze 0; 1990 J. Phys. Condens Matter 2  p6013 
Long M W; 1990 J. Phys.:Condens. Matter 2  p5383
[39] Crockford D J, Bird D M and Long M W;
1991 J. Physc. Condens matter 3 p8665 
Duschanek H et al 1989 Physica B 161 pl39  
Kubler J, Hock K H, Sticht J and Williams A R;
1988 J. Phys. F: Met. Phys. 18 p 469
Sticht J et al 1989 J. Phys. Condens. Matter 1  8155 
Jo T and Hirai K; 1986 J. Phys. Soc. Japan 55 p2017 
Jo T and Qirai K; 1984 J. Phys. Soc. Japan 53 p3183
[40] Samson J H; 1983 Phys. Rev. B 28 p6387
Chana K S et al 1991 J. Phys. Condens. Matter 3 p6455 
Heine V et al 1981 J. Phys. F: Met. Phys. 1 1  p2645
[41] Long M W and Bayri A; 1993 in preparation
217
