ABSTRACT. We study a spatial asymptotic behaviour at infinity of kernels p t (x) for convolution semigroups of nonlocal pseudo-differential operators. We give general and sharp sufficient conditions under which the limits
INTRODUCTION AND STATEMENT OF RESULTS
In recent years, nonlocal integro-differential operators and the corresponding evolution equations have received much attention in both pure and applied mathematics. Nonlocal operators and related stochastic processes, often called diffusions with jumps, provide new methods in scientific modelling, in particular they allow us to model discontinuous phenomena, providing realistic correctives and refinements to established theories.
, A = (a ij ) 1≤i,j≤d be a symmetric nonnegative definite matrix, and let ν be a measure on R d \ {0} such that R d \{0} (1 ∧ |y| 2 ) ν(dy) < ∞, called Lévy measure. In this paper, under fairly general conditions on ν and A, we study a spatial asymptotic behaviour at infinity of the fundamental solution p t (x) := p(t, x) (the heat kernel) to the following nonlocal evolution equation
where L is a homogeneous pseudo-differential operator which is uniquely determined by its Fourier transform
where q:Phi_2 q:Phi_2 (1) ψ(ξ) = −iξ · b + ξ · Aξ + 1 − e iξ·y + iξ · y1 B(0,1) (y) ν(dy), ξ ∈ R d .
It is known that C
is a core of L on which it has the following integro-differential representation
a ij ∂ x i ∂ x j h(x) + h(x + z) − h(x) − 1 B(0,1) (z)z · ∇h(x) ν(dz).
The operator L is a generator of the Lévy process with jumps which is fully described by a convolution semigroup of probability measures {P t , t ≥ 0} on R d such that F(P t )(ξ) = R d e iξ·y P t (dy) = exp(−tψ(ξ)), ξ ∈ R d , t > 0. More precisely, its transition probabilities have the form P t (B − x),
The functions p t (·), whenever they exist, are densities of measures P t . For regular introduction to the theory of pseudo-differential operators, their evolution semigroups and related Lévy and Lévy-type processes we refer to [5, 21] . The existence and the regularity of densities for convolution semigroups are discussed in [36] (see also [22] )
The explicit expression of p t (x) is typically impossible to get. Therefore, it is a basic problem, both in probability theory and in analysis, to obtain the estimates as well as some information on the asymptotic behaviour of p t (x) in space and time. In case of uniformly elliptic and bounded divergence form operators, which generate the diffusion processes in R d , it is well known that the heat kernels enjoy the celebrated Aronson's Gaussian type behaviour [1] .
Investigations on asymptotic behaviour of isotropic α-stable (α ∈ (0, 2)) convolution semigroups date back to 1923 and 1960, when Pólya [46] and Blumenthal and Getoor [4] obtained the first results in this direction. With respect to a further study of asymptotic behaviour of convolution semigroups in space and time we refer to [2, 20, 40, 58, 48, 15, 35, 30] and references there. In recent papers [11, 32, 18 ] the case of unimodal and isotropic jump Lévy processes has been analyzed.
The paper which is the most related to our present work is the well known contribution of J. Dziubański [13] , where similar asymptotic problem for strictly stable semigroups on Lie groups, including Euclidean spaces, was studied. The argument in this paper is based on perturbation techniques and scaling properties, and essentially differs from our approach (see further discussion in Section 6.1). Our methods allows us to deal with a fairly general class of homogeneous integrodifferential operators L in Euclidean spaces, under reasonable conditions on A and ν. We do not require any scaling conditions and include the operators with highly anisotropic integral parts, with finite and infinite Lévy measures. Our argument is mainly based on a precise analysis of the radial asymptotics at inifnity for densities of convolutions of restricted multidimensional Lévy measures ν r ( · ) := ν( · ∩ B(0, r) c ) for large r > 0, and for the corresponding convolution exponents, which form a certain family of compound Poisson semigroups of measures. This can be effectively done under very powerful assumption involving the particular parameter function K (see (3) ). It provides us with a sufficient control of single convolutions ν r * ν r (x) in large x and r and gives a necessary compactification of convergence. These ideas are completely new in the context of asymptotic behaviour of convolution semigroups. A remarkable feature of our study is that we cover not only long-tailed Lévy measures (like that of a jump-stable type Lévy process), but also those with second moment finite, including exponentially localized Lévy measures, which turn out to be the most difficult case. Neither results nor methods of this type were previously known in this case. For instance, we derive the spatial asymptotics at infinity for heat kernels of relativistic stable operators (Section 6.2), tempered stable (Section 6.4) and compound Poisson semigroups, which are related to the so-called convolution operators. These classes of operators and corresponding Lévy processes are known to have interesting and important applications in (mathematical) physics and technical sciences [7, 41, 42, 43, 25, 37, 43, 56] , financial methematics [8, 9, 3, 39, 51] or even atmospheric sciences [31] .
We now turn to the presentation of our results. Denote
and Ψ(r) = (Re Φ) * (r) := sup |ξ|≤r Re Φ(ξ), r > 0.
Clearly, Φ(ξ) is a part of the Fourier symbol ψ(ξ) which corresponds to the integral part of the operator L and Ψ(r) is a maximal function of its symmetrization. We note that Ψ is continuous, non-decreasing and Ψ(0) = 0. Denote Ψ(∞) := lim r→∞ Ψ(r) = sup r>0 Ψ(r). One can check that
be the generalized right inverse function to Ψ. We have Ψ(Ψ − (s)) = s for s ∈ 0, Ψ(∞) and
we denote Γ E := {y : y/|y| ∈ E}.
The following will be the standing assumptions on the Gaussian matrix A and the Lévy measure ν throughout the paper.
(B) ν(dx) = ν(x)dx and there exists a nonincreasing function f : (0, ∞) → (0, ∞) and a constant (2) and
and κ ≥ 0 be such that (4) and
There is a nonempty and bounded set T ⊂ (0, ∞) and a constant C 2 > 0 such that
The first two assumptions (A) and (B) give a general framework for our study and determine the class of semigroups we work with. The condition (C) determines the type of convergence which is initially required from the densities of the underlying Lévy measures. Both conditions (B) and (C) are fundamental for the results obtained in the present paper. The last condition (D) is rather a technical assumption, which provides the existence and required regularity of the densities p t (x) for the measures P t (dx) over the given time-set T . Further discussion of the assumptions (A)-(D) is given in Remark 1. By [50, Th. 25.17] , for given ξ ∈ R d , the condition |y|>1 e ξ·y ν(dy) < ∞ -moment -moment (6) is equivalent to the existence of multidimensional exponential moment of order ξ of the semigroup {P t , t ≥ 0}, i.e.,
Moreover, the function
is definable and finite for every ξ ∈ R d satisfying (6) and the equality
holds. We prove below in Lemma 2 that our assumptions (B) and (C) yield (6) for every ξ = kθ, with θ ∈ E. In particular, the map θ → ψ(κθ) is well defined and uniformly bounded on E and (8) holds for all ξ = κθ, θ ∈ E.
The following theorem is a main result of this paper.
hm:main Theorem 1. Let the assumptions (A)-(D) hold. Specifically, let (C) and (D) be satisfied with some
We now discuss in a more detail our assumptions and results.
mptions Remark 1.
(a) The assumption (A) is self-explanatory (cf. [1] ). Observe that the differential part of the operator L induced by the matrix A does not play any important role in the main-order term in the asymptotics of the heat kernel p t (x). It only contributes to the exponent ψ(κθ) if κ > 0, i.e. if the decay of ν at infinity is exponential.
(b) We like to note that the density ν is not required to have any radiality, symmetry and monotonicity properties. We only assume in (B) that it is dominated by a nonincreasing profile f having certain regularity properties (2)-(3) and agreeing with ν on a given generalized cone only (as in (5)). The property (2) means that on average the profile f is sharp enough to reflect the behaviour of ν at zero. The function K appearing in (3) has been recently introduced in [24, Sec. 2.2] as a parameter describing the long jumps properties of Lévy processes driven by measures P t . It has an interesting stochastic interpretation: if ν ≍ f , then K(r) represents the rate of preference of single jumps of size at least r over arbitrary combinations of double jumps of size at least r. It is clearly a nonincreasing function such that K(r) ≥ Cν(B(0, r) c ), r ≥ 1 [24, Lem. 2.1]. In the cited paper, K was a main tool in a study of the localization properties of eigenfunctions of nonlocal Schrödinger operators corresponding to negative eigenvalues. Note that if ν is a radial nonincreasing function (in this case all p t inherit these properties and the corresponding semigroup is called isotropic unimodal), our result in Theorem 1 is sharp as well. (c) The condition (C) is local in the sense that it may be satisfied only for subsets E of the unit sphere (including singletons), leading to asymptotic results for p t on these sets (cf. Example 1). In particular, from the assertion (b) of Theorem 1 we can easily derive that if (C) holds with E = {θ} for given θ ∈ S
and the convergence in (4) is uniform in y on every compact set D ⊂ R d , we get uniform convergence in (9) in (t, y) on T × B(0, ̺) for every ̺ > 0. Our condition (4) can be seen as a one of possible multidimensional generalizations of the analogous asymptotic property known from the theory of one-dimensional sub-exponential and convolution-equivalent distributions in probability. With respect to a study in this area and some applications we refer to [33, 44, 45, 52, 57, 34, 47, 55] and references there, just to mention a few contributions. (d) It is instructive to see how essential for our results are the conditions (3) and (4). Some possible converse implications between the convergence (9) in Theorem 1 and these conditions are discussed in Proposition 1 in Section 4. It is also worth to point out that the convergence in (4) is not enough for the existence of exponential moments of p t , and, in consequence, for the convergence (9) in Theorem 1. Here the control of the second convolution as in (3) is crucial as well (cf. Example 2). Moreover, it can be conjectured that the condition K(1) = sup r≥1 K(r) < ∞ is actually not very far from the assumption that K(r) → 0 as r → ∞ in (3). For some other applications of the condition K(1) < ∞ and further discussion of it we refer the reader to our recent papers [23, 27, 29, 25, 26] . (e) As noticed in Section 6.3, the inequality in (D) depends only on the behaviur of ν around zero, which translates to the behaviour of Re Φ at infinity. Observe that if e −t 0 Re Φ(ξ) |ξ|dξ < ∞ for some t 0 > 0, then, thanks to the monotonicity, (D) holds true for every T = [t 0 , t 1 ] with t 1 > t 0 . It is easy to check that this integrability follows e.g. from the Hartman-Wintner type condition lim inf |ξ|→∞ Re Φ(ξ) log |ξ| > 0. On the other hand, one can verify that if ν ≍ f and there exists α > 0, r 0 > 0 and C ∈ (0, 1) such that Re Φ(λξ) ≥ Cλ α Re Φ(ξ), for every |ξ| > r 0 and λ ≥ 1, then there exists t 0 > 0 such that the assumption (D) holds with T = (0, t 0 ) (see e.g. [29, Lem. 5] and [28] ). Some examples are discussed in Section 6.
The following two-sided sharp estimate of p t in generalized cones Γ E , away from the origin, is a direct corollary from Theorem 1. It can be seen as a spherically local version of our estimates in [29, Thm. 3 and Thm. 4] . 
for every t ∈ T , y ∈ B(0, ̺) and x ∈ Γ E ∩ B(0, R) c .
The above bounds are of special interest if T ⊇ (0, t 0 ), for some t 0 > 0. As proven in Lemma 2 below, the function θ → ψ(κθ) is uniformly bounded on E, which gives that 0 < e − sup T | ψ(κθ)|−κ̺ ≤ e −t ψ(κθ)+κ(θ·y)
, for every t ∈ T , θ ∈ E and y ∈ B(0, ̺). Our second theorem is devoted to finite Lévy measures. In this case, the condition (D) can not hold for any nonempty set T ⊂ (0, ∞). If inf |ξ|=1 ξ · Aξ > 0 in (A), then despite the fact that ν(R d \{0}) < ∞ each measure P t (dx) is absolutely continuous with respect to the Lebesgue measure with bounded density p t (x). Lévy processes driven by this type of convolution semigroups are often called jump-diffusions and play an important role in scientific modelling (see e.g. [39] ). On the other hand, when A ≡ 0 and ν(R d \ {0}) < ∞, then {P t , t ≥ 0} is a compound Poisson semigroup of measures on R d , possibly with drift and atoms. In this case, we can still examine the spatial asymptotics at infinity of the functions
which are densities of the absolutely continuous components of P t (for more details see Preliminaries).
_second Theorem 2. Let the assumptions (A)-(C) hold. Specifically, let (C) hold with some E ⊂ S d−1 and κ ≥ 0 and suppose that ν(
, then the following hold. and κ ≥ 0, and suppose that ν(R d \ {0}) < ∞. If inf |ξ|=1 ξ · Aξ > 0 in (A) and for every compact set D ⊂ R d the convergence in (C) is uniform in (θ, y) on the rectangle E × D, then for every ̺ > 0 and ε ∈ (0, 1) there exists R > 0 such that
for every t ∈ T , y ∈ B(0, ̺) and x ∈ Γ E ∩ B(0, R) c . If A ≡ 0, then the same bounds hold for p t .
We like to emphasize that compound Poisson semigroups and related Lévy processes are also widely used in practice, mainly in queuing and risk theory (see e.g. [14, 51, 31] and references therein).
The rest of the paper is organized as follows. In Section 2 we recall the standard facts on decompositions of convolution semigroups and prove some auxiliary results. Some of them are of independent interest. In Section 3 we establish the asymptotics at infinity for densities of convolutions of the restricted Lévy measures ν r and for the densitiesp t of the absolutely continuous parts of the corresponding convolution exponents with r = 1/Ψ − (1/t). Section 4 contains the proof of Theorem 1, our main result, and Proposition 1. In Section 5 we first collect several auxiliary results for finite Lévy measures which are counterparts of those in Section 2 and then we apply them to prove our second main result, Theorem 2. Section 6 is devoted to detail discussion of applications of our general results to several particular classes of convolution semigroups.
PRELIMINARIES
Throughout the paper we assume that {P t , t ≥ 0} is a convolution semigroup of probability measures on R d , d ∈ {1, 2, ...}, which is uniquely determined by (1) with an arbitrary b ∈ R d , and a Gaussian matrix A and a Lévy measure ν satisfying our framework assumptions (A) and (B).
For every r > 0 we denote by {
• P r t , t ≥ 0} and {P r t , t ≥ 0} the semigroups of measures determined by
and
, r > 0, respectively. Note that {P r t , t ≥ 0} is a compound Poisson semigroup of probability measures of the formP
where ν n * r (x) denotes the densities of the n-fold convolutions ν n * r (dx) of the finite Lévy measures ν r (dx) = ν r (x)dx. Furthermore, since |F(
under the assumption (D), for every r > 0 and t ∈ T , the measures • P r t are absolutely continuous with respect to the Lebesgue measure with densities
Also, whenever A = 0, by {G t , t ≥ 0} we denote the semigroup of Gaussian measures determined by
All G t (dx) are absolutely continuous with respect to the Lebesgue measure with densities g t (x). To shorten the notation below, we set
With the above notation, under the assumption (D), for every r > 0 and t ∈ T we have the following: (11) and
The decomposition formulas (11)- (12) will be a starting point in the proof of our main result in Theorem 1. They will be applied with r = h(t), and, therefore, for simplification, below we will write
. In the proof of Theorem 2 we will also need a version of (11)- (12) for finite Lévy measures. If
we denote a compound Poisson semigroup of probability measures determined by
Each measure P t has the form
Thus, under the assumption ν(R d \ {0}) < ∞, for every t > 0, we have the following: (13) and (14) where b = b − |y|<1 yν(y)dy. In the latter case, each P t has an atom at t b.
Recall that
is the parameter function appearing in the assumption (B). The direct consequence of this assumption is that K(1) < ∞, which has a remarkable impact on the decay properties of the functions ν * n r (x) and p t (x) at infinity and provides some extra regularity of the profile function f . The following lemma collects some useful and basic auxiliary estimates that are a straightforward consequence of the results obtained recently in [29] . In what follows we will often use the fact that (see e.g. [ 
28, Proposition 1])
chaften chaften (16) |ν r | ≤ C 3 Ψ(1/r) with some C 3 > 0 for r > 0 and sup
The latter growth control condition is often referred as the doubling property of the function Ψ.
:useful Lemma 1. Let the assumption (B) holds. Then for every fixed r 0 > 0 we have the following.
(a) There are constants C 4 = C 4 (r 0 ) and C 5 = C 5 (r 0 ) such that for every |x| ≥ 2r 0 and r ∈ (0, r 0 ] one has |x−y|>r 0 |y|>r
(e) There exists C 11 = C 11 (r 0 ) such that for every n ∈ N and r ∈ (0, r 0 ] we have
(f) There exists C 12 = C 12 (r 0 ) such that we havē
Proof. We first prove the first inequality in (a). Observe that by (3) we have K(1) < ∞, which is equivalent to the existence of c 1 > 0 such that
Since the profile f is non-increasing and strictly positive, this implies that in fact for every r 0 > 0 there exists c 2 = c 2 (r 0 ) satisfying (17) and the first inequality in (a) can be proved by following the lines of the proof of [29, Lemma 3] . The second inequality in (a) follows directly from (2) and (16) .
To show (b), observe that by (17) one has We will need the following lemma. It gives a nontrivial result for κ > 0.
seful_2 Lemma 2. Let the assumptions (B) and (C) hold with some E ⊂ S d−1 and κ ≥ 0. Then for every fixed r 0 > 0 and n ∈ N one has
and lim
In particular, if κ > 0, then (6) holds for every ξ = kθ, with θ ∈ E, the function θ → ψ(κθ) is well defined and uniformly bounded on E, and (8) holds for ξ = κθ, θ ∈ E.
Proof. Fix r 0 > 0 and n ∈ N. By Lemma 1 (d), Fatou's Lemma and the assumption (C), we have
which is exactly the first inequality. Moreover, by Lemma 1 (e), for r ∈ (0, r 0 ], θ ∈ E, s > 1 and
Thus, by taking the lim inf as s → ∞ on both sides of the inequality and by applying Fatou's Lemma one more time, we get
Since the bound on the right hand side is uniform in (r, θ) on (0, r 0 ] × E and K(r) → 0 as R → ∞ by (B), we get the claimed uniform convergence. The second assertion follows directly from the inequality proven above (with n = 1), [50, Th.
25.17] and the Taylor expansion for the function e κ(θ·z)
.
We now discuss some known properties of the densities • p t , which are used in the present paper. As proven in [28, Lemma 8] , if (D) holds with some T ⊂ (0, ∞), then there are constants C 7 , C 8 and C 9 (dependent of T ) such that
, r > 0. The subscript T in the notation F T indicates that this function depends on a given set T appearing in (D) via the constants C 7 and C 8 . We will also need the following fact.
bda_est Lemma 3. Let the assumptions (A) and (B) hold. Then the following hold.
(a) If inf |ξ|=1 ξ · Aξ > 0 in (A), then for every t 0 > 0 there exists R 0 > 0 and C 13 , C 14 > 0 such that g t (x) ≤ C 13 tf (|x|)e −C 14 |x| 2 , as long as t ∈ (0, t 0 ] and |x| ≥ R 0 .
(b) If, furthermore, (D) holds with some set T ⊂ (0, ∞), then for every r 0 > 0 there exists R 0 ≥ r 0 and C 15 , C 16 > 0 such that
where
Proof. We first prove (a). If inf |ξ|=1 ξ · Aξ > 0, then it is known that there exist c 1 , c 2 > 0 such that the following Aronson-type upper estimate holds
We may assume that t 0 > 1. Suppose first that t ∈ [1, t 0 ]. The bound above implies
and we can easily find R 0 > 0 large enough such that for |x| ≥ R 0 the function e − c 2 2t 0 |x| 2 is not bigger than e −|x| log(1+|x|)
. Then, by Lemma 1 (c),
On the other hand, if 0 < t < 1, then
We now consider (b). Fix r 0 > 0 and assume first that inf |ξ|=1 ξ · Aξ > 0. We have
and it is enough to estimate both suprema on the right hand side for large |x|. It follows from the part (a) that we can find R 0 ≥ r 0 large enough such that for |x| ≥ R 0 we have sup |z|>
, whenever h(t) ≤ r 0 . To deal with the second supremum, we note that by (18) we have
It follows from [21, Lemma 3.6.22] that Ψ(r) ≤ 2Ψ(1)(1 + r 2 ), r > 0, which implies that 
which completes the proof of (b) in the case inf |ξ|=1 ξ ·Aξ > 0. The proof of (b) in case A ≡ 0 follows directly that the argument leading to the upper bound of sup |z|> 
ASYMPTOTICS OF CONVOLUTIONS OF THE LÉVY MEASURES
The following two lemmas will be basic for our further investigations.
em:conv Lemma 4. Let the assumptions (B) and (C) hold with some E ⊂ S d−1 and κ ≥ 0. Moreover, let r 0 > 0 be arbitrary. Then the following hold.
(a) For every n ∈ N, r ∈ (0, r 0 ], θ ∈ E and y ∈ R and κ ≥ 0 be as in the assumption (C). Fix r 0 > 0. (a) We first establish the pointwise convergence. The argument is based on induction on n. For n = 1 the assertion is just the assumption (C). Suppose now that the convergence in (19) 
We will prove that lim s→∞ V n,r,θ,y (s) = 0. Let R > 3r 0 and s > 2R + |y|. Observe that
and e κ(θ·y) (n + 1)
Thus, for arbitrary R > 3r 0 and s > 2R + |y|, we have , which can be rewritten in short as V n,r,θ,y (s) ≤ I 1 (s, r, θ, y, R) + e κ|y| I 2 (r, θ, R) + I 3 (s, r, θ, y, R) q:V_est q:V_est (21)
We first consider I 1 and I 3 . Observe that by (4) and the induction hypothesis (19) , both integrands under these two integrals go to zero pointwise as s → ∞, for any z and w ∈ B(0, R), respectively. Moreover, by Lemma 1 (b) and (e) and Lemma 2, there exist constants c 1 , c 2 = c 2 (|y|, R), c 3 = c 3 (r 0 , n), c 4 = c 4 (r 0 , n) and c 5 = c 5 (|y|, r 0 , R, n) such that for s ≥ 3(R + |y|) we have
Therefore, by bounded convergence, both integrals I 1 (s, r, θ, y, R) and I 3 (s, r, θ, y, R) tend to 0 as s → ∞, for r ∈ (0, r 0 ], θ ∈ E and y ∈ R d . To deal with I 5 , it is enough to observe that by Lemma 1 (e) and (b) and by the definition of the function K in (B) one has
with some c 6 = c 6 (r 0 , n) and c 7 = c 7 (r 0 , n). Therefore, (21), all the above observations taken together, Lemma 2 and our basic assumption (B) give lim sup s→∞ V n,r,θ,y (s) ≤ e κ|y| I 2 (r, θ, R) + e κ|y| n(C 0 C 10 /C 1 ) n−1 I 4 (r, θ, R) + c 7 K(r) and, letting R → ∞, finally lim s→∞ V n,r,θ,y (s) = 0. Since r ∈ (0, r 0 ], θ ∈ E and y ∈ R . We again use a induction on n. Observe that similarly as before, for n = 1 the assertion follows directly from the assumption (C). Suppose that for some n ∈ N the convergence in (20) holds uniformly in (r, θ, y) on each cuboid (0, r 0 ] × E × B(0, ̺), ̺ > 0. We have to prove that for every ̺ > 0 one has lim s→∞ sup (r,θ,y)∈(0,r 0 ]×E×B(0,̺) V n,r,θ,y (s) = 0. Observe that by following the estimates in part (a), we only need to show that 
An application of Lemma 2 and the assumption (B)
gives that the members on the right hand side go to zero as R → ∞, which is exactly our claim.
To this end, we will show (22) . Fix ̺ > 0 and let y ∈ B(0, ̺). We have 
By induction hypothesis both suprema on the right hand side of the above inequalities tend to zero as s → ∞, which completes the proof of (22) and the proof of the entire lemma.
The following result on the spatial asymptotics of the densityp t (x) is a consequence of Lemma 4.
v_Poiss Lemma 5. Let the assumptions (B)-(C) hold with some E ⊂ S d−1 and κ ≥ 0. Moreover, let r 0 > 0 be arbitrary and denote t 0 := 1/Ψ(1/r 0 ).
(a) For every t ∈ (0, t 0 ], θ ∈ E and y ∈ R d one has
Proof. (a) For t ∈ (0, t 0 ], θ ∈ E and y ∈ R d one may write
Ψ(1/h(t))
n−1 =:J(s,t,θ,y,n)
By Lemma 4 (a), lim s→∞ J(s, t, θ, y, n) = 0, for every t ∈ (0, t 0 ], θ ∈ E, y ∈ R d and n ∈ N. Moreover, by Lemmas 1 (e) and 2, for every t ∈ (0, t 0 ], θ ∈ E, y ∈ R d and n ∈ N, J(s, t, θ, y, n) ≤ (C 0 /C 1 )C n 11 + e κ|y| n(C 0 C 10 /C 1 ) n−1 , and, therefore, by dominated convergence, the above series tends to zero as s → ∞ giving (a).
To show (b), fix ̺ > 0 and observe that
J(s, t, θ, y, n).
Since, for every n ∈ N, and κ ≥ 0 be the subset of a unit sphere and the number appearing in assumption (C). Moreover, let R 0 ≥ r 0 be the radius provided by Lemma 3 (b). (a) We will show that for every t ∈ T , θ ∈ E and y ∈ R (24) where
If this is true, then by substituting y = w +tb h(t) (recall that b r is defined in (10)) the right hand side of (24) becomes e
−t ψ(κθ)+κ(θ·w)
with ψ given by (7) and we get exactly the assertion (a) of the theorem. Indeed, R d e κ(θ·z) λ t (dz) is a multidimensional exponential moment of order κθ of the measure λ t (dz) and, according to (7)- (8), we have
when A ≡ 0, and
Denote for shorthand
With this notation our goal is to show that lim s→∞ W T (s, t, θ, y) = 0, for t ∈ T , θ ∈ E and y ∈ R
. Recall that by (11)- (12), for every R > 3r 0 ∨ R 0 and s > 2R + |y|, we may write
With this, we have
which leads to the inequality
, that is, W (s, t, θ, y) ≤ I 1 (s, t, θ, y) + I 2 (s, t, θ, y, R) + I 3 (s, t, θ, y, R) + I 4 (s, t, θ, y, R) + I 5 (t, θ, R)e κ|y| q:W_est q:W_est (25) in short. Let now ̺ > 0 be an arbitrary positive number such that |y| ≤ ̺. We first estimate I 1 and I 2 . By Lemma 3 (b) and Lemma 1 (b) we have
with some c 1 = c 1 (T, R), c 2 = c 2 (r 0 , T ) and c 3 = c 3 (̺, R), uniformly in s > 3(R + ̺).
To deal with I 3 , we observe that by Lemmas 3 (b) and Lemma 1 (b), (f), we get e κ(θ·w) − 1 ν(w)dw ≤ e C 0 C 10 /C 1 . om_Lem2 om_Lem2 (26) This together with Lemma 1 (b), (f) implies that
for s ≥ 3r 0 + R + |y| , with c 6 = c 6 (r 0 , T, ̺). Thus lim s→∞ I 4 (s, t, θ, y, R) = 0, by bounded convergence. One more use of Lemma 3 (b) and (26) also gives that there exists c 7 = c 7 (r 0 , T ) and c 8 = c 8 (r 0 , T ) such that
Collecting all the above observations, we get lim sup s→∞ W (s, t, θ, y) ≤ c 5 K(r) + I 5 (t, θ, R)e κ|y| , W_est_2 W_est_2 (27) and by taking the limit R → ∞ we obtain that lim s→∞ W (s, t, θ, y) = 0, for every t ∈ T , θ ∈ E and y ∈ R 
We conclude by taking the limit R → ∞ on both sides of the above inequality.
We now discuss the possible converse implications between the convergence (9) of Theorem 1 and our key conditions (3) and (4).
onverse Proposition 1. Let P t : t ≥ 0 be a semigroup of probability measures determined by (1) such that the densities p t exist. Then we have the following. (a) If there exist E ⊂ S d−1 , κ > 0 and t 0 > 0 such that for every θ ∈ E the measures P t has mutlidimensional exponential moments of order κθ and for every θ ∈ E the convergence lim r→∞ p t (rθ − y) t ν(rθ) = e −t ψ(κθ)+κ(θ·y) q:lim_1 q:lim_1 (28) holds uniformly in t on (0, t 0 ) and locally uniformly in y ∈ R d (cf. (9)), then lim r→∞ ν(rθ − y) ν(rθ) = e κ(θ·y) , q:lim_2 q:lim_2 (29) for every θ ∈ E and almost every y ∈ R d (cf. (4)). If, in adition, the convergence in (28) is also uniform in θ ∈ E, then the same is true for (29) . (b) If there exist E ⊂ S d−1 and t 0 > 0 such that for every θ ∈ E the convergence lim r→∞ p t (rθ − y) t ν(rθ) = 1 q:lim_3 q:lim_3 (30) holds uniformly in t on (0, t 0 ) and locally uniformly in y ∈ R d , then
for every θ ∈ E and almost every y ∈ R d . If, in adition, the convergence in (30) is also uniform in θ ∈ E, then the same is true for (31). 
x ∈ R d \{0}, t 0 > 0, and the functions η 1 , η 2 :
uniformly in θ on S d−1 , then we have K(r) < ∞, for every r ≥ 1.
Proof. We only prove the assertion (a) and (c). The proof of (b) is just a simpler version of that of (a).
. By the Portmanteau theorem, however, this implies that
ν(x)dx, for every ε > 0 and y ∈ R d such that |y| > ε. manteau manteau (33) Also, since the convergence in (28) holds uniformly in t on (0, t 0 ) and locally uniformly in y ∈ R d , we get that for every y ∈ R d , θ ∈ E and δ > 0, there exists ε 0 > 0 and R > |y| + ε 0 such that for every t ∈ (0, t 0 ), z ∈ B(y, ε 0 ) and r ≥ R we have
In particular, for every ε ∈ (0, ε 0 ), t ∈ (0, t 0 ) and r ≥ R,
By simple change of variables, the middle integral takes the form B(rθ−y,ε) pt(z) t dz. So by taking the limit t → 0 + , thanks to (33) we get
Now, by changing variables one more time, by dividing all members of this chain of inequalities by |B(y, ε)| and by taking the limit ε → 0 + , we finally get
for almost all y ∈ R d , with δ depending on y. This clearly gives that the limit in (29) holds for every θ ∈ E and almost every y ∈ R d . By inspection of the above argument, we also see that the uniform convergence in θ on E in (28) implies the same for (29) . This completes the proof of (a).
(c) Observe that by (32) there exist the constants 0 < c 1 , c 2 < ∞ and R > 0 such that for every |x| ≥ R we have p t 0 (x) ≥ c 1 f (|x|) and p 2t 0 (x) ≤ c 2 f (|x|). Thus, by the semigroup property, we get
which immediately implies that K(R) < ∞. Hence, by strict positivity and monotonicity properties of the profile f , from this we can also derive that K(r) < ∞, r ≥ 1.
From the above proof we see that if we know that the limit lim t→0 + pt(x) t = ν(x) is pointwise on R d \ {0}, then in both parts (a) and (b) of the above proposition it is enough to assume that the convergence in (28) and (30) is only pointwise in y ∈ R d .
THE CASE OF COMPOUND POISSON CONVOLUTION SEMIGROUPS
In this section we give the proof of Theorem 2 which is devoted to finite Lévy measures. The argument is a modification of that from the previous sections. First recall that if ν(R d \ {0}) < ∞, then Ψ(∞) < ∞. This together with Fatou's lemma leads to the following two direct corollaries from Lemmas 1 and 2. Recall also that
stand for the densities of the absolutly continuous components of the measures P t .
:useful Corollary 3. Let ν(R d \ {0}) < ∞ and let the assumption (B) holds. Then for every fixed r 0 > 0 we have the following.
(a) There are constants C 4 = C 4 (r 0 ) and
(e) There exists C 11 = C 11 (r 0 ) such that for every n ∈ N we have
(f) There exists C 12 = C 12 (r 0 ) such that we have
with t 0 := 1/Ψ(1/r 0 ). and κ ≥ 0. There exists a constant C 17 > 0 such that
By following the lines of the proofs of Lemmas 4 and 5, based on Lemmas 1 and 2 replaced with Corollaries 3 and 4 formulated above, we obtain the following results on the convergence of convolutions of the finite Lévy densities and the corresponding densities p t . This can be done by direct inspection and, therefore, the proofs are omitted. (a) For every t ∈ (0, t 0 ], θ ∈ E and y ∈ R d one has
We are now in position to give the proof of our second main Theorem 2.
Proof of Theorem 2. The proof is in fact a version of that of Theorem 1. Theorefore, we mainly focus on pointing out the crucial differences and omit the details. Let the assumptions (A) and (B) hold and
and suppose that the assumption (C) hold with some E ⊂ S d−1 and κ ≥ 0. Let r 0 = 1 and R 0 ≥ r 0 = 1 be the radius provided by Lemma 3 (a) and let t 0 > 0 be fixed.
We first consider the case inf |ξ|=1 ξ · Aξ > 0 in the assumption (A). (a) It suffices to show that for every t ∈ (0, t 0 ], θ ∈ E and y ∈ R (36) If this is true, then by substituting y = w + t b (recall that b = b − |y|<1 yν(y)dy), the assertion (a) of the theorem also holds.
The convergence in (36) can be justified by following the estimates in the proof of Theorem 1 (a). First of all, note that the counterpart of (25) can be established by applying the decomposition formula (13) instead of (11), with λ t (z) replaced by g t (z). All the members on the right hand side of this estimate can be then effectively estimated by using Corollaries 3-4 and Lemma 3 (a) instead of Lemmas 1-2 and 3 (b). Also, the convergence of the corresponding member I 4 to zero follows directly from Lemma 7. (b) If the convergence in (C) is uniform in (θ, y) on each rectangle E × D, for every compact set
, then by the fact that |t b| is uniformly bounded in t ∈ (0, t 0 ], it is enough to prove that (36) holds uniformly in (t, θ, y) on each cuboid (0, t 0 ] × E × B(0, ̺), ̺ > 0. However, this can be done exactly in the same way as in the proof of Theorem 1 (b), by justifying that all the estimates established in part (a) and the convergence of the countepart of I 4 to zero are also uniform.
If A ≡ 0 in assumption (A), then the assertions of the theorem follows directly from Lemma 7.
6. DISCUSSION OF SPECIFIC CLASSES OF SEMIGROUPS xamples 6.1. Stable semigroups (possibly with drift and Gaussian part). First we consider the well known example of stable semigropus, e.g., semigroups generated by the Lévy measures
where α ∈ (0, 2) and g :
for some positive constant c and enerete enerete (38)
It is straightforward to verify that for f (s) = s
we have K(r) ≍ r −α → 0 as r → ∞ and, by (38) , the condition (2) holds as well. Thus the assumption (B) is satisfied. We also observe that in this case for θ ∈ S and for α = 1 additionally
then we obtain a strictly stable semigroup (see [50, Th. 14.7] ). We note that for strictly stable semigroups of measures similar result was obtained by J Dziubański in [13] under stronger assumption that g is symmetric and continuous on S
. The main novelty of our present result for stable semigroups in R d is that it does not require any symmetry assumptions (we can treat even highly asymmetric spherical densities g) and that it is local on the sphere S d−1 , i.e. we obtain the asymptotics in generalized cones Γ E for arbitrary subsets
, provided g is continuous and separated from zero on E.
On the other hand, our present results do not apply to those θ ∈ S d−1
for which g(θ) = 0. This case is much more difficult and requires essential modifications in our present framework. Its systematic study is a subject of our ongoing project.
For better illustration, we propose now to consider a particular example of stable Lévy measure and the corresponding heat kernel.
ex:ex1 Example 1. Let ν be a stable density on R 2 given by (37) with
It follows from Theorem 3 that for such ν, A = 0 and b = 0 we have
We note that the above convergence is uniform on every cube
for all t 0 > 0, δ ∈ (0, 1/2), ρ > 0. This, however, yields that there exists R > 0 such that
Hence the uniform continuity can not hold for any cube above with δ = 0, since it contradicts the continuity of p t (note that p t is smooth function for every t > 0 since Re Φ(ξ) ≍ |ξ| We can also slightly modify the stable examples considering densities such that
where α ∈ (0, 2], κ > 0, α > κβ > α − 2 and β > 1 if α = 2. In this case we have
if α = 2, t < t 0 , for every t 0 > 0 (see [28, Thm. 4] ). Then the results analogous to Theorem 3 also hold with g satisfying the same conditions. We omit the straightforward verification of assumptions of Theorem 1.
For the next examples we need the following Lemma. We consider here a class of dominating profiles (majorants) for Lévy measures with polynomial, stretched-exponential, exponential and superexponential decay at infinity and give a full characterization of the condition (3) in assumption (B) for this class. 6.2. Relativistic stable semigroups. We consider now an important class of evolution semigroups corresponding to the so-called relativistic stable operators L = −(m 2/α − ∆) α/2 + m, α ∈ (0, 2), m > 0 (see e.g. [7, 38, 49, 53, 23, 29, 12] ). The operator H 0 = √ m 2 − ∆ + m (i.e. α = 1) is known to describe the kinetic energy of a free quasi-relativistic particle and is one of the central objects of the modern investigations in PDEs and mathematical physics (see e.g. [6, 17, 41, 19] , the assumption (D) is also satisfied for every T = (0, t 0 ), with t 0 > 0, and we get the following result. Proof. We have already verified the assumptions of Theorem 1 above. We need only to check that ψ(m 1/α θ) = −m. Using [50, Th. 25.17] and Lemma 2, we get e −t ψ(ξ) = R d e ξ·y p t (y) dy, for every t > 0 and ξ ∈ R and some positive constant c 2 and g satisfies the nondegeneracy condition (38) .
Obviously Lemma 8 yields that such Lévy measures satisfy (B) with given profile f . We have We obtain the following theorem.
Theorem 5. Let A = 0 or inf |ξ|=1 ξ · Aξ > 0, b ∈ R d and let the Lévy measure ν be given by (42), with f and g specified above. Assume, in addition, that η is such that (D) holds on some bounded set T ⊂ (0, ∞), and that g satisfies (38) . Then for every t ∈ T there exist densities p t and for every θ ∈ S d−1 such that g is positive and continuous at θ we have and g(θ) ≥ c 2 > 0, θ ∈ E, then the convergence is uniform in (t, θ, y) on T × E × B(0, ρ) for every ρ > 0.
Semigroups with exponentially localized Lévy measures. Let
Lm:exp Lm:exp (45) ν(x) = g(x/|x|)f (|x|), where f (s) = 1 [0,1] (s) · η(s) + c 0 1 (1,∞) (s) · e −ms s −δ , s ≥ 0. def:off def:off (46) We assume here that m > 0, δ > .
