Abstract. Let Fq be the finite field with q elements and let p = char Fq. It was conjectured that for integers e ≥ 2 and 1 ≤ a ≤ pe − 2, the polynomial X q−2 + X q 2 −2 + · · · + X q a −2 is a permutation polynomial of F q e if and only if (i) a = 2 and q = 2, or (ii) a = 1 and gcd(q − 2, q e − 1) = 1. In the present paper we confirm this conjecture.
Introduction
Let F q be the finite field with q elements and let p = char F q . For integer n ≥ 0, there is a polynomial g n,q ∈ F q [X] satisfying (1.1) g n,q (X q − X) = a∈Fq (X + a) n .
The polynomial g n,q was introduced in [6] as a generalization of the even characteristic reversed Dickson polynomial [10] . A polynomial f ∈ F q [X] is called a permutation polynomial (PP) of F q if it induces a permutation of F q . The polynomial g n,q was studied in [4, 7] and the class turns out to be a rich source of PPs. The ultimate goal is to determine all PPs of F q e in the class g n,q ; this is a difficult question and a complete solution does not seem to be within immediate reach. The purpose of the present paper is to prove a conjecture about g n,q . It is known that for a ≥ 1, g q a+1 −2,q = f a,q , where (1.2) f a,q = X q−2 + X . Let e ≥ 2 and 1 ≤ a ≤ pe − 2. Then f a,q is a PP of F q e if and only if (i) a = 2 and q = 2, or (ii) a = 1 and gcd(q − 2, q e − 1) = 1.
Remark 1.2.
(i) When e = 1, all PPs of F q e in the class g n,q have been determined in [4] .
(ii) Define f 0,q = 0 and f −1,q = −X q e −2 . Then f a,q ≡ f r,q (mod X q e − X), where −1 ≤ r ≤ pe − 2 is the remainder of a modulo pe; hence we only need to consider 1 ≤ a ≤ pe − 2. is a q-linearized polynomial over F q . If f a,q is a PP of F q e , then 0 is the only root of L(X) in F q e , which happens if and only if gcd(1 + X + · · · + X a−1 , X e − 1) = 1. The gcd condition is satisfied if and only if a ≡ 0 (mod p) and gcd(a, e) = 1, i.e., gcd(a, pe) = 1. Hence a necessary condition for f a,q to be a PP of F q e is that gcd(a, pe) = 1.
When q is even, the conjecture follows from Payne's theorem [5, 14] . In fact, when q is even and q ≥ 4,
where X −1 (X q/2 + X q 2 /2 + · · · + X q a /2 ) is a PP of F q e if and only if a = 1 and gcd(q/2 − 1, q e − 1) = 1. When q = 2,
where
) is a PP of F 2 e if and only if a = 2. When a = 1 and regardless of q, the conjecture is obviously true. Therefore, to confirm Conjecture 1.1, it remains to prove that when q is odd, e ≥ 2 and 2 ≤ a ≤ pe − 2, f a,q is not a PP of F q e . This claim is proved by combining two different approaches:
(1) When 2 ≤ a ≤ e/4, the Hasse-Weil bound applied to (f a,q (X)−f a,q (Y ))/(X− Y ) implies that f a,q is not a PP of F q e . The proof of this claim can be found in a recent paper [9] ; a brief recap of that proof is included in the present paper for the sake of completeness. (2) For e/4 < a ≤ pe − 2, we use Hermite's criterion. The key is to choose a suitable integer N (0 < N < q e − 1) such that the coefficient of X
in the reduction of f N a,q modulo X q e − X is nonzero. The arguments in this part are quite involved. The choices of N are the results of numerous experimentations; the most difficult cases are those with small p. To make the proof more readable, we introduced certain auxiliary multivariate polynomials to keep track of the involved computations that would otherwise require cumbersome notations. The paper is organized as follows: Section 2 contains some preliminaries which include notations, conventions and a technical lemma. The proof of Conjecture 1.1 is given in Sections 3 -8, each dealing with a particular range of a: Section 3: 2 ≤ a ≤ e/4; Section 4: e/4 < a < e/3; Section 5: e/3 < a < e/2; Section 6: e/2 < a < e; Section 7: e < a < (p − 1)e; Section 8: (p − 1)e < a ≤ pe − 2. By Remark 1.3, these ranges cover all possible values of a.
The two approaches mentioned above, the Hasse-Weil bound [8, 15, 16, 17 ] and Hermite's criterion [12] , are well-known methods for studying PPs. The Hasse-Weil bound is particularly effective when dealing with PPs of finite fields with large q [1, 2, 9, 11, 18] . As for Hermite's criterion, the situation is somewhat different. There appears to be a tacit understanding that the criterion is easy to state but difficult to use; nontrivial applications of Hermite's criterion are rare. However, the work of the present paper suggests that Hermite's criterion may not have been utilized to its full strength previously; with due effort, it can offer solutions that other methods cannot.
Preliminaries
We maintain the following notations and conventions throughout the paper. For an integer s ≥ 0, let |s| q denote its base-q weight, i.e., for s = j≥0 s j q j , where s j ∈ {0, . . . , q − 1}, |s| q = j≥0 s j . A congruence equation x ≡ y (mod p) is also written as x ≡ p y. For integer N ≥ 0, let C(N ) be the coefficient of X q e −1 in the reduction of f N a,q modulo X q e − X. By Hermite's criterion [12, Theorem 7.4 ], if C(N ) = 0 for some 0 < N < q e − 1, then f a,q is not a PP of F q e . For E ∈ Z, let E * be the integer such that 1 ≤ E * ≤ q e − 1 and
denotes a sum over integers α, β, · · · in a range specified by the context subject to conditions ( * ), ( †), · · · . The multinomial coefficient n n1,...,n k , where n i ≥ 0 and
If n 1 + · · · + n k = n, we define n n1,...,n k = 0. Recall that if n = j≥0 n (j) p j and
i p j are the base-p expansions of n and n i , respectively, then [3] 
Lemma 2.1. Let s j and δ j (j ≥ 0) be nonnegative integers such that s j = δ j = 0 for all but finitely many j. Then
where the sum runs over all integers a ij ≥ 0 (0 ≤ i ≤ m, j ≥ 0) subject to the conditions 
s j a 0j , . . . , a mj .
From now on, q is a power of an odd prime p, e ≥ 2, 2 ≤ a ≤ pe − 2 and gcd(a, pe) = 1. The goal is to show that f a,q is not a PP of F q e .
The case
Proof. We only give a sketch; a detailed proof is given in [9] . Assume to the contrary that f a,q is a PP of F q e . Let
It can be shown that F (X, Y ) is absolutely irreducible, i.e., irreducible over the algebraic closure
Let λ denote the larger root of
We have
, which has at most one zero in F q e since f a,q is a PP of F q e . Hence F (X, Y ) has a zero (x, y) ∈ F 2 q e with x = y. Consequently, f a,q is not one-to-one on F q e , which is a contradiction.
4.
The case e/4 < a < e/3
In this section we will use the following notations. Let 0 < r < q and s > 0 be integers such that s ≡ −7r (mod q − 1) and s ≡ r/2 (mod q), i.e., s ≡ r((q 2 + 1)/2 − 8q) (mod q(q − 1)); see Remark 4.2 for the reason for this requirement. Let
Write
where a j , s j ∈ {0, . . . , q − 1}. Let
and (4.6)
The elements of E 1 can be determined as follows: Write (4.8)
where e j ∈ {0, . . . , q −1}.
. . ) through borrows in base-q. The elements of E 2 are determined similarly.
Lemma 4.1. In the above, if s ≤ q e−2a−1 (q − 1), then 0 < N < q e − 1 and
, where the sum is over all nonnegative integers α 3i , α 4i , 1 ≤ i ≤ a, subject to the conditions
, where the sum is over all integers α 4i , 1 ≤ i ≤ a, subject to (4.11) and
Proof. Assume that s ≤ q e−2a−1 (q − 1). Obviously, 0 < N < q e − 1. We have
,
and α ki ≥ 0 are integers such that
Assume that E * = q e − 1. We claim that E = 0. In fact, E ≥ − 2r(q e−a + 2q e−2a + 4q e−3a ) − 2s + r + 2rq e−2a+1 + 4rq e−3a+1 + sq
and E ≤ − 2r(q e−a + 2q e−2a + 4q e−3a ) − 2s + rq e−1 + 2rq e−a + 4rq e−2a + sq a = rq e−1 − 8rq e−3a + s(q a − 2) < q e − 1 (since r < q and s ≤ q e−a−1 ).
We further claim that α ka = 2 k−1 r for k = 1, 2, i.e., α ki = 0 for k = 1, 2 and 1 ≤ i ≤ a − 1. First, by (4.16), α 1a ≡ 2s ≡ r (mod q). Since 0 ≤ α 1a ≤ r < q, we have α 1a = r. Next, assume to the contrary that α 2i > 0 for some 1 ≤ i ≤ a − 1. Then by (4.16),
which is a contradiction. Hence the claim is proved. Now the equation E = 0 is precisely (4.12). Therefore (4.9) follows from (4.15). If s ≤ q e−3a−1 (q − 1), then by the above argument, E = 0 implies that α ki = 0 for k = 1, 2, 3 and 1 ≤ i ≤ a − 1, in which case the equation E = 0 becomes (4.14). Therefore (4.13) follows from (4.15).
Remark 4.2.
A necessary condition for (4.12) to have a solution for α 3i and α 4i (1 ≤ i ≤ a) is that s ≡ −7r (mod q − 1) and s ≡ r/2 (mod q).
Proof. Let α 3i , α 4i , 1 ≤ i ≤ a, be nonnegative integers satisfying (4.10) -(4.12). Write .
We have (4.27)
Assume that (4.23) and (4.25) are satisfied. Then
Thus by (4.6) and (4.27) we see that (4.12) is equivalent to
Now we have (by (4.9))
(by (4.24), (4.26))
which is (4.19).
If s ≤ q e−3a−1 (q − 1), the proof of (4.20) is similar but simpler; one uses (4.13) instead of (4.9).
4.1. The case 3a + 2 ≤ e < 4a. First note that in this case, a ≥ 3.
Proposition 4.4. Assume that 3a + 2 ≤ e < 4a. Let u be a positive integer such that 30u − 15 < q. Let r = q − 2u and
Proof. First note that 0 < r < q and 0 < s < q(q − 1) ≤ q e−3a−1 (q − 1). Clearly,
We have (4.33)
Note that j≥0 e j = q + 14u − 8 = |s| q . Hence E 2 = {(e 0 , e 1 , . . . )}. By (4.20),
Corollary 4.5. Assume that 3a + 2 ≤ e < 4a and that f a,q is a PP of F q e . Then q ∈ {3, 3 2 , 3 3 , 3 4 , 5, 5 2 , 7, 11, 13}.
Proof. By Hermite's criterion, C(N ) = 0. By (4.31), 
Hence the claim.
We now eliminate the q's in Corollary 4.5. We have We have First assume that 3a + 3 ≤ e < 4a. Let r = 3 and s = 14 + 12q + q e−3a . The base-q digits of s, q e−3a 4r and S 1 are given below.
digit
Let
When e ≥ 3a + 4, we have In the above, if e = 3a + 3, then In both cases, we find that
By (4.19),
Now assume that e = 3a + 2. Let r = 3 and s = 14 + 13q. The base-q digits of s and S 2 are given below. digit position 0 1 2 s 14 13
We have E 2 = {(2, 25)}. Hence
4.1.5. The case q = 5. First assume that 3a + 3 ≤ e < 4a. Let r = 3 and s = 4 + 2q + q e−3a . The base-q digits of s, q e−3a 4r and S 1 are given below.
When e ≥ 3a + 4 and a ≥ 4, we have In the above, if e = 3a + 3, then In all these cases, we find that
Now assume that e = 3a + 2. Let r = 3 and s = 4 + 3q. The base-q digits of s and S 2 are given below. digit position 0 1 2 3 s 4 3 S 2 2 0 0 1
We have E 2 = {(2, 0, 5)}. Hence
4.1.6. The case q = 3 4 . Let r = q − 10 and s = (q − 5) + 67q. First assume that 3a + 3 ≤ e < 4a. The base-q digits of s and S 2 are given below. digit position 0 1 e − 3a − 1 s 76 67
When e ≥ 3a + 4, we have E 2 = {(ǫ i0 , ǫ i1 , . . . ) : 1 ≤ i ≤ 3}, where In both cases, we find that
. Now assume that e = 3a+2. In this case, the digits of S 2 are modified as follows. digit position 0 1 2 s 76 67 S 2 54 2 7
We have E 2 = {(ǫ i0 , ǫ i1 , . . . It is easy to see that
3 . Let r = 1 and s = 14 + 5q. The base-q digits of s and S 2 are given below. digit position 0 1 e − 3a s 14 5 S 2 11 8
We have We have We have E 2 = {(0, 9)} and
4.1.9. The case q = 3. Let r = 1 and s = 2 + q e−3a . The base-q digits of s, q e−3a 4r and S 1 are given below.
:
4.2.
The case e = 3a + 1.
4.2.1.
The case q > 8. Let r = q − 2 and s = (q − 1) + 7q. The base-q digits of s, q e−3a 4r and S 1 are given below.
4.2.2.
The case q = 7. Let r = 1 and s = 4 + q. The base-q digits of s, q e−3a 4r and S 1 are given below. We have
4.2.3.
The case q = 5. Let r = 2 and s = 1 + q 2 . First assume that a ≥ 3. The base-q digits of s, q e−3a 4r and S 1 are given below.
We find that C(N ) = [F : X 0 X 2 X 
4.2.4.
The case q = 3. Let r = 1 and s = 2 + q. First assume that a ≥ 3. The base-q digits of s, q e−3a 4r and S 1 are given below.
We find that C(N ) = [F : X 2 0 X 2 X a X a+1 ] = 2 ≡ 3 0. When a = 2, the digits of S 1 is modified as follows. digit position 0 1 2 3 s 2 1 q e−3a 4r 1 1
We find that C(N ) = [F :
5.
The case e/3 < a < e/2
The proof in this section is smilier to but simpler than Section 4. We will use the following notations. Let 0 < r < q and s > 0 be integers such that s ≡ −3r (mod q − 1) and s ≡ r/2 (mod q), i.e., s ≡ r((q 2 + 1)/2 − 4q) (mod q(q − 1)). Let 
The elements of E 1 can be determined as follows: Write (5.8)
where e j ∈ {0, . . . , q −1}. If j≥0 e j > |2r| q +|s| q , E 1 = ∅. If j≥0 e j = |2r| q +|s| q , E 1 = {(e 0 , e 1 , . . . )}. If j≥0 e j < |2r| q +|s| q , elements (ǫ 0 , ǫ 1 , . . . ) ∈ E 1 are obtained from (e 0 , e 1 , . . . ) through borrows in base-q. The elements of E 2 are determined similarly.
Lemma 5.1. If s ≤ q e−a−1 (q − 1), then 0 < N < q e − 1 and
where the sum is over all nonnegative integers α 2i , α 3i , 1 ≤ i ≤ a, subject to the conditions
where the sum is over all integers α 3i , 1 ≤ i ≤ a, subject to (5.11) and
Proof. The proof is almost identical to the proof of Lemma 4.1. Assume that s ≤ q e−a−1 (q − 1). Clearly, 0 < N < q e − 1. We have
where (5.16)
Assume that E * = q e − 1. We claim that E = 0. First,
Write E = k(q e − 1), where k ≥ 0. Then by (5.16), −k ≡ −r + α 1a (mod q), and hence α 1a ≥ r − k. Thus by (5.16), k(q e − 1) = E ≤ −2r(q e−a + 2q e−2a ) − 2s + r − k + kq e−1 + 2rq e−a + sq a < k(q e−1 − 1) + sq a , whence k < sq a /(q e −q e−1 ) ≤ 1. Hence the claim is proved. By (5.16), α 1a ≡ 2s ≡ r (mod q). Since 0 ≤ α 1a ≤ r < q, we have α 1a = r. Now the equation E = 0 becomes (5.12). Therefore (5.9) follows from (5.15).
If s ≤ q e−2a−1 (q − 1), we claim that α 2a = 2r, i.e., α 2i = 0 for 1 ≤ i ≤ a − 1. Assume to the contrary that α 2i > 0 for some 1 ≤ i ≤ a − 1. Then by (5.16),
which is a contradiction. Hence the claim is proved. Now the equation E = 0 becomes (5.14). Therefore (5.13) follows from (5.15).
Proof. Identical to the proof of Proposition 4.3.
5.1. The case 2a + 2 ≤ e < 3a. Note that in this case, a ≥ 3.
Proposition 5.3. Assume that 2a + 2 ≤ e < 3a. Let u be a positive integer such that 14u − 7 < q. Let r = q − 2u and s = q − u + (7u − 4)q. Then
Proof. First note that 0 < r < q and 0 < s < q(q − 1) ≤ q e−2a−1 (q − 1). Clearly,
Since j≥0 e j = q + 6u − 4 = |s| q , we have E 2 = {(e 0 , e 1 , . . . )}. By (5.20),
Corollary 5.4. Assume that 2a + 2 ≤ e < 3a and that f a,q is a PP of F q e . Then q ∈ {3, 5, 5 2 , 7, 7 2 }.
Proof. By Hermite's criterion, C(N ) = 0. By (5.21), We find that We find that
: X We have We have We have We have
: X e−2a−1 X e−2a+1 X e−a−1 X e−a ] = 2 ≡ 3 0.
5.2.
The case e = 2a + 1.
5.2.1.
The case q > 4. Let r = q − 2 and s = (q − 1) + 3q. The base-q digits of s, q e−2a 2r and S 1 are given below.
5.2.2.
The case q = 3. Let r = 2 and s = 1 + q. First assume that a ≥ 3. The base-q digits of s, q e−2a 2r and S 1 are given below.
If a = 2, the digits of S 1 are modified as follows.
digit position 0 1 2
6. The case e/2 < a < e
The method of the previous two sections works for the case a + 2 ≤ e < 2a, but a slightly different method works better for the case e = a + 1.
6.1. The case a + 2 ≤ e < 2a. We will use the following notations. Let 0 < r < q and s > 0 be integers such that s ≡ −r (mod q − 1) and s ≡ r/2 (mod q), i.e., s ≡ r((q 2 + 1)/2 − 2q) (mod q(q − 1)). Let (6.1) N = rq e−a + s.
where s j ∈ {0, . . . , q − 1}. Let
Lemma 6.1. If s ≤ q e−a−1 (q − 1), then 0 < N < q e − 1 and
where the sum is over all nonnegative integers α 2i , 1 ≤ i ≤ a, subject to the conditions
Proof. Identical to the proof of Lemma 5.1.
Proposition 6.3. Assume that a + 2 ≤ e < 2a. Let u be a positive integer such that 6u − 3 < q. Let r = q − 2u and s = q − u + (3u − 2)q. Then
Proof. First note that 0 < r < q and 0 < s < q(q − 1) ≤ q e−a−1 (q − 1). Clearly, (6.10)
where (6.12)
Since j≥0 e j = q + 2u − 2 = |s| q , we have E 2 = {(e 0 , e 1 , . . . )}. By (6.8),
Corollary 6.4. Assume that a + 2 ≤ e < 2a and that f a,q is a PP of F q e . Then q ∈ {3, 3 2 }.
Proof. By Hermite's criterion, C(N ) = 0. By (6.9), C(N ) = 3 if u = 1 and q > 3, 2 · 5 · 7 if u = 2 and q > 9.
The conditions C(N ) = 0 with 1 ≤ u ≤ 2 and q > 6u − 3 give the following possibilities for p and q.
range of q u p≤ 3 3 3 < q ≤ 9 u = 1 3 3
6.1.1. The case q = 3 2 . Let r = 1 and s = 5 + 2q. The base-q digits of s and S 2 are given below.
6.1.2. The case q = 3. Let r = 1 and s = 2 + 2q + · · · + 2q e−a−2 + q e−a−1 . The base-q digits of s and S 2 are given below.
and for 2 ≤ i ≤ e − a − 2,
Then it is easy to see that
The case e = a + 1. 
(ii) If e = 4,
Proof. Let (c 1 , . . . , c e−1 ) be a solution of (6.13) and (6.14). Let (6.18)
c j (q j − 2) ≤ (q 2 − 1)(q e−1 − 2) = q e+1 − 2q 2 − q e−1 + 2 < q e+1 − q, we have k < q. Hence k = q − 2. Now (6.18) becomes Note that the sum of the coefficients of the left side of (6.20) is 2q +2 and c 1 +1 ≥ 1; hence these coefficients are obtained by borrowing twice from the base-q digits of 2q 2 + 2q e−1 , at least once from 2q 2 . Therefore Proof. Let (c 1 , . . . , c e ) satisfy (7.2) and (7.3). Let c j (q j − 2) ≤ (q − 1)(q e − 2) < q(q e − 1), we have k < q, and hence k = q − 2. Now (7.4) becomes (7.5) c 1 q + · · · + c e−1 q e−1 + (c e + 2)q e = q + q e+1 .
Note that the sum of the coefficients of the left side of (7.5) is q + 1. Thus we must have (c 1 , . . . , c e−1 , c e + 2) = (1, 0, . . . , 0, q). Hence the conclusion. By (7.1) and Lemma 7.1, we have C(q − 1) = q − 1 1 (u + 1)u q−2 ≡ p −(u + 1)u q−2 ≡ p 0. 
