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UNIQUENESS FOR THE CAUCHY PROBLEM FOR DEGENERATE PARABOLIC EQUATIONS AVNER FRIEDMAN
Consider a second order degenerate parabolic operator L. The present paper is concerned with the uniqueness of solutions of the Cauchy problem: Lu = / in a strip 0 < t ^ T, u(0, x) = φix) for all x in R n . It is proved that there is at most one solution subject to a growth condition which depends on the degeneracy of L. In the special case where L is ultraparabolic, uniqueness is proved under only onesided growth condition. The methods used involve the construction of comparison functions in suitable sequences of domains.
In § 1 we state the main results on uniqueness of regular solutions. The proofs are given in § 2. In § 3 we derive uniqueness results for weak solutions defined by means of stochastic differential equations. Finally, in § 4, a uniqueness theorem is proved in case L is ultraparabolic, for solutions satisfying only a onesided growth condition.
Results of the same nature as in § 1 were obtained in very special cases in [4] , [10] . Results overlapping with those of § 3 have recently been obtained by Sonin [12] ; for more details see Remark 1 of § 3.
1* Uniqueness of regular solutions* Let

Lu= ± a (j (t, x)-^;-+ Σ b t (t, x)^-+ C (t, x)u - §ί
where {a i5 ) is a symmetric positive semidefinite matrix. Let k t (l^i^p) and m be positive intergers such that 1 ^ k x < k 2 < < k p = m ^ n, and set
Here and in what follows, various positive constants will be denoted by the same symbol C. Note that (1.1) holds if (1.2) d t (r) = (1 + r 2 )^ , Pi ^ \ .
Δ
We shall assume: where μ lk , y k , δ k , λ are nonnegative numbers subject to the following conditions: 
Stronger assertions can be made in case the δ k vanish. Suppose (1.15) I 6i(ί, 
2. Proofs of Theorem 1*2• The proofs of Theorems 1, 2 are based on the construction of (i) a comparison function H(t, x), and (ii) a suitable family of increasing domains D R , R> 0. We begin with the proof of Theorem 1. We take
where k > 2β and
By direct computations one finds that
LH(t, x) <0
provided μ, v are positive and sufficiently large, and 134 AVNER FRIEDMAN (2.1) A.
Here we make use of (1. We wish to choose p = /t?(i2), ^ such that the partial derivative
at the points of Ό R x Γ is a derivative in a direction pointing into JD^. This direction is determined by the trajectories 
The function v cannot assume a negative minimum at points of
by the choice of p, rj in (2.6), and
at each point (£, α?) in D^. Taking i? -> co and noting that each point (£, x) with 0 < ί < η is contained in D R if iϋ is sufficiently large, it follows that (2.7) holds in the whole strip 0 < t < rj. Taking ε -+ 0 we conclude that u(t, x) = 0 in the strip 0 <£ t <£ ^. We can now proceed step by step to prove that u(t, x) = 0 in the strip 0 ^t^ T.
To prove Theorem 2 we note that (2.5) now becomes
V
We take p a fixed positive number >1 and independent of R, and
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We also take a(%") = 0 in the definition of H{t, x). Then, if μ 9 v are sufficiently large (depending on p) and η <£ l/(2μ), then LH < 0 in D R . We can now proceed as before to establish the inequality
in Z) Λ . Taking R -> oo (^ is fixed) and then ε -> 0, we conclude that
the cone D'ή is independent of p. Since this is true for any cone Ώ" R with base S P , u(t, x) = 0 in the strip 0 ^ t ^ η. A step-by-step argument gives u(t, x) = 0 in the strip 0 ^ ί ^ T.
We can take 
(C) Σ \σ ij (x)\ + ±\b i (x)\^C(l + \x\).
Recall [2] , [9] that if (1.4) holds and the a^x) have continuous second derivatives then there exists a matrix σ(x) satisfying (B). Consider the stochastic differential system (see [5] , [6] for the relevant theory)
where the Wj(t) are independent Brownian motions. Let G be any bounded domain in R n and denote by τ the exit time of (s, ζ(s)) from the cylinder [0, t) x G, where ξ(s) (0 ^ s ^ t) is the solution of (3.1) with ζ(0) = x.
is a weak solution of the equation Lu -0 if for any bounded domain G in R n and for every t e (0, Γ],
A slightly different definition was used in [12] . 
H(t, x) ^ E,H(t -τ, ξ(τ)) .
From this and (3.2) we obtain, for any ε > 0, Split the coordinates of x" into q sets:
where σ 0 = m + 1< σ x < < σ g = %, and let B 3 = {σ^i + 1, , σ y }. We can refine Theorems 1 -4 by imposing different growth conditions on the bi with respect to the variable x'J. We give here one example. Suppose (1 ^ i £ n). where k ^ m and the matrix (α^ ) is uniformly positive definite. Such operators are called ultraparabolic operators. If the coefficients are sufficiently regular, then (see Weber [13] , Ilin [7] , Sonin [11] ) there exists a fundamental solution Γ (t, x, y; τ, ξ, rj) for the Cauchy problem
Thus, if φ is continuous and bounded, then a solution of (4.2), (4.3) is given by
We shall assume: Under these assumptions the above mentioned fundamental solution exists and, for any K > 0, c > 0, Γ (t, x, y; τ, ξ, rj) Σ ί l 4-Γ(t, x, y; τ, ξ, η) 
where a?' = (x ί9 , α? Λ ), provided \ζ\ + \η\ ^ K, t -τ ^> c, where M, μ depend on K, c. [Sharper estimates are valid (see [7] ) but will not be needed here.] Furthermore, for the adjoint Cauchy problem
there also exists a fundamental solution Γ*(τ, ξ, Ύ]\ τ, f, rj) (r < τ). Using Green's identity as in [3; p. 29] and employing (4.4) and the analogous estimates for Γ*, one deduces that (t, x, y; τ, ξ, rj) = Γ*(τ, ζ, 27; t, x, y) .
Hence, (4.5) L*Γ(£, x, y; τ, ξ, rj) = 0 for each fixed (ί, x, y) .
Note that Γ ^ 0; the proof is as in the nondegenerate parabolic case [3; p. 45] .
THEOREM 6. Let (P), (Q) hold and let u(t, x) be a regular solution of (4.2) satisfying Proof. In view of Lemma 1 it suffices to prove the theorem in case u(t, x, y) ^ 0 in 77. lί k < m, then introduce 77 -{(ί, a?, i/, » fc+1> , yj; 0 < ί < T, (x, y, y k+1 , 
|
Hence by Theorem 9 in [3; p. 43] (which holds also for degenerate parabolic operators, since the proof requires only the weak form of the maximum principle), u -v ^ 0 in 77. Integrating both sides of (4.7) with respect to τ, 0 ^ r ^ f, for some t* e (0, ί), and taking R-> oo, we obtain (4.8) Γ ( ί Γ(t, x, y; τ, ξ, η)u(τ, ξ, rj)dξdΎ]dτ ^ t*u(t, x, y) . Theorem 9 in [3; p. 43] . From (4.9) with s = 0 we conclude that, for any (t, x, y), Γ(t 9 x, y; 0, f°, η«) > 0 for some (ί°, rf) .
provided ί* is sufficiently small.
Under the assumptions of Theorem 6, /or α%τ/ (f, x, y) and t*, p, ί°, rf as in (4.10) , and for any 0 < t < ί*, ί sufficiently small, A similar result holds for nondegenerate parabolic equations; see [3] , [1] . The proof given below employs a comparison argument as in [1] .
Proof. Take for simplicity ξ° = 0, rf = 0. Consider the function 
Writing [ ξ + ζ I 2 = I ξ | 2 + | ζ | 2 + 2f C and taking μ --(4α 0 λ + 1), the terms involving ξ ζ disappear from the right hand side. Taking λ sufficiently large and using (4.12), we then conclude that
We shall compare V with w(r, ί, rj) -Γ(ί, «, »; r, ί, i?) . This yields the assertion of the lemma (with a different λ) for any 0 < t < σ.
Substituting (4.11) into (4.8) we obtain (4.14) Γ [ ( u(τ, ζ, V) where μ, C are positive constants. We shall deduce from (4.14) that u = 0, employing an argument similar to that used in Lemma 5 of [8] . Let Taking ε > μ and using (4.14) one easily concludes that the right hand side converges to 0 if R-> oo. Since ^ ^ 0, L*Z < 0, it follows that u(t, x, y) == 0 in the strip 0 ^ ί <Ξ ?. Now proceed step by step to show that u = 0 in the strip 0 ^ ί ^ T. is a diffeomorphism from i2 & onto R k and that the first four derivatives of this mapping and of its inverse are bounded. Then, by the change of variables (4.15) we obtain an operator of the form (4.1) to which Theorem 6 can be applied. Consequently, Theorem 6 extends also to the operator L.
