Abstract. In the first part of this paper, we consider, in the context of an arbitrary hyperplane arrangement, the map between compactly supported cohomology to the usual cohomology of a local system. A formula (i.e., an explicit algebraic de Rham representative) for a generalized version of this map is obtained.
Introduction
Let W be a M-dimensional complex vector space, and consider an arbitrary weighted hyperplane arrangement (W, C, a) in W . This consists of the following data:
(1) A collection C of hyperplanes in W . We will assume that we are given polynomials f 1 , . . . , f r on W of degree one such that the hyperplanes in the collection C are the zero loci Z(f 1 ), . . . , Z(f r ). These are subsets of W , which need not pass through the origin. (2) A vector a = (a 1 , . . . , a r ) ∈ C r , which we will call a weighting of C. The weight of the hyperplane Z(f i ) is a i . Let U = W − Z(f 1 f 2 · · · f r ). The differential form corresponding to the weighting is
Now set ∇ = d + η : O U an → Ω U an and write L(a) for the kernel of ∇ which is a rank one local system on U.
Definition 1. The Aomoto complex of the weighted hyperplane arrangement (W, C, a) is the complex (A • (U), η) = (A • (U), η ∧ ·). Here A j (U) are global log j-forms on U and the differential in the complex takes ω → η ∧ ω with ω ∈ A j (U). By a result of Brieskorn [Bri73] , ⊕ j A j (U) ⊆ ⊕ j H 0 (U, Ω j ) is the DG algebra generated over C by df i f i , i = 1, . . . , r.
To motivate the discussion, let us assume first that the weights a i are " sufficiently small", for example assume that the absolute values | r i=1 ǫ i a i | ∈ C−Z >0 for all choices of ǫ i ∈ {0, 1} (we need the weights and their negatives to be satisfy the conditions (Mon) in [ESV92] )). In this case it is known by results of Esnault-Schechtman-Viehweg [ESV92] that the i-th cohomology group of the Aomoto complex represents H i (U, L(a)). It follows that H i (U, L(a)) = 0 for i > M. The map (2) is therefore interesting only when i = M. In this case it is "given" by an element (with a switch of factors)
) is computed by the Aomoto complex of a hyperplane arrangement in W × W : The hyperplanes are of the form H × W and W × H with weights a i and −a i for H = Z(f i ). It therefore makes sense to ask for a formula of an explicit element in A 2M (U × U) which gives rise to the element Σ in (3).
Remark 4. The question of determination of the image of the map (2) is in principle different from that of determining the map (2), see Section 3.5.1.
Theorem 5. Let
i (x, y) = f i (x) and f
i (x, y) = f i (y)). This element S ∈ A 2M (U × U) represents the cohomology class Σ ∈ H 2M (U × U, L(a) ⊠ L(−a)).
The Aomoto complex computes topological cohomological groups even when the weights a are not small, as shown by Looijenga [Loo99, Proposition 4.2]. We refer the reader to Section 1.2 for more details. The groups H i (U, L(a)) need to be replaced by hypercohomologies of complexes on suitable compactifications of U, and we have a generalization of the map (2) again in this set-up. Our main result, Theorem 48, gives an explicit form which represents the generalized mapping (2) (see also the map (45)). In Remark 50 we note that Theorem 5 holds for arbitrary weights. There is an entire collection of such forms, our S corresponds to "S M " in loc. cit.; all of these show up in the proof of Theorem 5 in roughly the following way: The element Σ is a suitable cohomology class of the diagonal in U × U, and should therefore vanish on the open subsets U ×U −{(x, y) ∈ U ×U | F (x) = F (y)}, where F is an arbitrary linear form on W . Therefore one should have (for Theorem 5 to hold) S exact in the Aomoto cohomology that computes the cohomology of the local system corresponding to the hyperplane arrangement given by adding {(x, y) ∈ W × W | F (x) = F (y)} with weight 0 to the product weighted arrangement (with weights a on one factor and weights −a on the other), see Corollary 82. The proof that S is exact features the other forms S (b) (one needs to also consider intersections of such open subsets). The above argument is carried out inČech cohomology, which leads to a full proof of Theorem 5.
1.2. The case of arbitrary weights. We give a description of Looijenga's results from [Loo99, Proposition 4.2] sufficient for the statement of a generalization of (2).
Let P be any smooth projective compactification of U, with P − U = ∪ α E α a divisor with normal crossings. Let V = P − ∪ ′ α E α , where the union is restricted to α such that a α is not a strictly positive integer. Similarly let V ′ = P − ∪ ′ α E α , where the union is restricted to α such that a α = Res Eα η, the residue of η on E α , is not an integer which is ≥ 0. Note that V ′ ⊇ V . Let q : U → V ′ and j : U → V denote the inclusion map. The cohomology of the Aomoto complex
The map (2) is replaced by the natural map (which is non-zero only for • = M)
The groups H M (V ′ , q ! L(a)) are dual to Aomoto cohomology groups (for the weight vector −a), and this set-up generalizes the case of small weights (if the weights are small then V = U, and
. Theorem 48, which is stated in this context, "computes" (7). Note that Theorem 48 specializes to Theorem 5 in the case of small weights. In fact Theorem 5 is also true for all choices of weights, see Remark 50.
1.3. Applications to invariant theory. Consider a finite dimensional simple Lie algebra g with a fixed Cartan decomposition and let R denote the set of positive simple roots. Let ( , ) be a normalized Killing form on h, the Lie algebra of the Cartan subgroup, such that (θ, θ) = 2 where θ ∈ h * is the highest root (identifying h and h * using the Killing form). For a dominant integral weight λ ∈ h * , let V λ denote the corresponding irreducible representation. Now suppose that we are given an n-tuple λ = (λ 1 , . . . , λ n ) of dominant integral weights of g. The space of coinvariants
is a fundamental object of invariant theory. Note that the space of invariants maps isomorphically to the space of coinvariants. It is easy to see that A( λ) is zero if λ i is not a positive sum of simple roots, and we will assume that this is indeed the case and write
Fix a point z = (z 1 , . . . , z n ) in the configuration space of n distinct points on A 1 . Let W = C M . The coordinate variables of W will be denoted by t 1 , . . . , t M . We will consider the variable t b to be colored by the simple root β(b). Consider the weighted hyperplane arrangement (W, C, a) in W given by the following collection of hyperplanes, and their attached weights (here κ is an arbitrary non-zero complex number):
(1) For i ∈ [1, n] and b ∈ [1, M], the hyperplane t b − z i = 0, with weight
Let U be the complement of the above hyperplane arrangement in W as before. The corre-
The basic connection between invariant theory and the topology of hyperplane arrangements arises from the following injective map constructed by Schechtman and Varchenko [SV91] :
Here V ( λ) * 0 is the zero weight space (for h) in the dual of
, and A i (U) the space of logarithmic differential forms of degree i on U. Note that A( λ) * is a subspace of V ( λ) * 0 . Remark 10. The map in [SV91] is for Verma modules for the corresponding Lie algebra without Serre relations, and is in this context an isomorphism. The representations V λ considered here are quotients of these Verma modules, and hence we get an injective map in (9).
Proposition 11. The induced mapping
We show that the injectivity in Proposition 11 follows from the unitarity results on conformal blocks [Ram09, Bel12] . is injection into a term in the Aomoto complex. But injection in a quotient of the top degree term in this complex is more subtle (indeed, the proof in our paper uses extension to compactifications).
There is a natural symmetric group acting on H M (A • (U), η):
We consider Σ M as the "color preserving" symmetric group acting on variables t 1 , . . . , t M . The map A( λ)
χ where χ is the sign character on Σ M . Therefore one obtains an injective map
Note that as in Section 1.2, we may write
In the case of small weights, this becomes
So the right hand side of (14) has a topological interpretation. Although this will not play a role in this paper, we note that the induced mapping
is flat for connections as z = (z 1 , . . . , z n ) varies in the configuration space of n-distinct points on A 1 . Here the left hand side of (15) has the Knizhnik-Zamolodchikov (KZ) connection, and the right hand side the Gauss-Manin connection [SV91, Lemma 6.6.3], [Loo12, Lemma 3.9, Lemma 3.10].
1.4. The image of the injective map (14). Looijenga's strategy for determining this image is the following: For simplicity of exposition we will assume, in the introduction, that κ is sufficiently large in absolute value so that the weights above are small (this assumption is eventually dropped). Therefore (also similarly for −a),
) and hence under the assumption of smallness of weights, there is an injection
Consider the map (14) for the dual weights λ * 1 , . . . , λ * n , and −κ for the value of κ. Since λ * = −w 0 λ, where w 0 is the longest element in the Weyl group, we can write
where γ(b) = −w 0 β(b) are simple positive roots. Therefore we may use the same vector space and variables t 1 , . . . , t M , just the colors change for the dual. The weights are now
. Equalities of weights above hold because the Cartan-Killing form is invariant under the Weyl group. These weights are negatives of the weights assigned for λ 1 , . . . , λ n and κ. We therefore have an injection
Dualizing, we find a surjection (χ is a sign character, hence self dual)
Now, there is a canonical isomorphism from invariants to coinvariants
Remark 21. Looijenga's assumption is subtle, and needs a justification since the map (19) factors through a representation theoretic duality (18), and also uses Poincaré-Verdier duality and the maps (9). Therefore Looijenga's proof assumes a compatibility property between topological and representation theoretic dualities, as well as a compatibility with Schechtman-Varchenko maps (9).
The results of the first part of the paper were motivated by the problem of proving this interesting compatibility property. In Theorems 48 and 5, which are valid for arbitrary weighed hyperplane arrangements, a "formula" for the (topological)
) (and a generalization) is obtained. By this we mean a de Rham representative for the corresponding element (which will be Σ M -invariant for the action on U × U) of the space (3).
This formula is compared with a formula for the actual composite (19) which is obtained using the work of Schechtman and Varchenko [SV91, Theorem 6.6]. These formulas coincide (up to a non-zero scalar), and one proves the assumption implicit in Looijenga's proof of [Loo12, Theorem 3.7].
1.5. The case of rational weights. In Section 10.4, we show that our results imply that A( λ) * carries a mixed Hodge structure over a cyclotomic field extension of Q if κ is an integer (or even a rational number). If κ = ℓ + g * where ℓ is a positive integer and g * the dual Coxeter number of g, then the F M (Hodge) part of A( λ) * coincides with the space of conformal blocks at level ℓ, for g classical or G 2 .
In Section 11 we give an example where the mixed Hodge structure on A( λ) * is not pure, by showing that the monodromy of the KZ system is not semisimple.
The Aomoto complex
The aim of this section is to make explicit what the Aomoto complex represents. We will have occasion to use the above result when D is not locally a hyperplane arrangement. Property (d) is used in an essential manner in this paper (Section 6); Property (e) can be avoided, but leads to a more satisfying picture.
2.2. Compactifications. Let P be any smooth projective compactification of U, with P − U = ∪ α E α a divisor with normal crossings. The higher cohomology H j (P, Ω Lemma 22. Suppose p ∈ E β ⊆ P . Assume a β is not an integer which is ≤ 0. Then the stalk of the hypercohomology at p of the complex (Ω
Note that in the above statement we allow p to be in the intersection of several E α ; For some (but not all) of these, a α could be an integer ≤ 0.
Proof. (Standard) We can replace P by the open polydisc D n . For simplicity assume that D is the union of coordinate hyperplanes (it can be assumed that it is a union of some coordinate hyperplanes, we will assume that all appear for ease of exposition).
Assume that η = i a i dlog z i , where a 1 (corresponding to β) is not an integer ≤ 0. Let A k be the denote the set of all subsets of {1, . . . , n} of cardinality k. The stalk of Ω k D * n (log E) at 0 is given by
where C{z 1 , . . . , z n } is the set of convergent power series. Thus to complete the proof, we need to show that the logarithmic de Rham complex is exact.
The aim is to construct homotopies using the one variable case. Let
We claim that δ k (α) extends by linearity to Ω k D * n (log E). This is a convergence issue, and reduces to the one variable case: If f (z) = m α m z m is a holomorphic function of z near zero, then m αm m+α z m also converges since the radius of convergence only improves. We now show (d + η)δ k + δ k+1 (d + η))(α) = α. The desired exactness follows immediately. We divide the proof into two cases
The desired equality follows.
Definition 23. Let X be a complex algebraic variety. We define the constructible derived category D b c (X) to be the subcategory of the bounded derived category of the category of sheaves of C vector spaces on X which are cohomologically constructible.
The following is a part of [Del70, Proposition 3.13]:
Lemma 24. Suppose p ∈ P . Assume that for every E β passing through p, a β is not a strictly positive integer. Then the local hypercohomology at p of the complex (Ω • P (log E), d + η) is isomorphic to the hypercohomology at p of Rk * L(a) where k : U → P (via the canonical map to Rk * L(a) obtained by adjunction).
where a α is not a strictly positive integer. Let j : U → V , k : V → P denote the inclusion maps. The following is a result of Looijenga.
Recall that j ! is an exact functor and
By adjunction this gives rise to a map j ! L(a) → Ω • η on V which is verified to be an quasiisomorphism using Lemma 22. We get isomorphisms
Now there is by adjunction a canonical map Ω
We claim this is an isomorphism, and hence complete the proof of Lemma 25. Once this claim is proved, the isomor-
We prove this claim by comparing local cohomologies at points p ∈ P . Let p ∈ P − V . If p does not lie on an E β with a β a positive integer, the desired isomorphism follows from Lemma 24. Now assume that p ∈ E β and a β a positive integer. Then the local cohomology at p of Ω • η is zero by Lemma 22. Therefore to conclude the proof we only have to verify that the stalk at p of Rk * j ! L(a) is zero. This stalk is isomorphic to the stalk of Rk * Ω • η , which can be computed analytically, and shown to be zero by the same method as Lemma 25. We can also proceed topologically to show that the stalk at p of Rk * j ! L(a) is zero as in the Lemma below (which for simplicity we prove only for two factors). This finishes the proof of Lemma 25.
Here there are no conditions on a 1 and a 2 1 . Proof. We need to compute
be the projection to the first factor, and show that Rp * j ! L(a) = 0, to do this, which is local on D * , we may assume a 1 = 0, and compute fiberwise along fibers of p, we need H 1 (D 2 , j ! L(a 2 )) = 0, which is clear.
A variation.
We could have takenV = P − ∪E α all α such that a α is either a strictly positive integer, or a non-integer. Let j ′ : U →V and k
. This comes about by combining the isomorphisms k
. . , E n be an enumeration of the irreducible components of P − U. The index set of α is therefore {1, . . . , n}.
Color the divisors E α by four colors (the divisor is colored, not the points on it!):
• If a α is not an integer, then color the divisor green,
• If a α is a positive integer then color the divisor white,
• If a α is a negative integer, color the divisor black,
• If a α equals zero, color the divisor blue.
Now form an extension of the sheaf L(a) on U to all of P as follows: The extension is
Here the ? in Rj i,? is ! if the color on E i is white, and * if black or blue, and either ! or * if the color is green (both produce the same answer). Note that j ! is exact and j ! = Rj ! . We claim that the resulting object in the derived category is independent of the ordering of divisors. To prove this we consider V = P − ∪ ′ E α , with E α either green or white. All of the sheaves produced have zero local cohomology at points of ∪ ′ E α , therefore all the sheaves are extension by zero from V . Restricted to V , all are derived lower star extensions from U which obviously commute.
This object is canonically quasi-isomorphic to any of the elements (27) as above.
2.5. Independence from choices of compactifications. We use standard adjunction properties in this section, see Remark 35. Suppose P ′ is another compactification of U with
β a divisor with normal crossings. Assume that there is a map π : P ′ → P which is identity over U. Let
with the union restricted to β and α with a ′ β and a α in the set R−{1, 2, 3, . . .
are both isomorphic to Aomoto cohomology and hence isomorphic. We want these to be isomorphic via a natural morphism
It suffices to construct such a morphism over V , by adjunction properties of Rk * where k : V → P . By Lemma 30 below, it is lower shriek extension through out in V and π −1 (V ), and the map (29) is evident over V (compare stalks of both sides on V − U, and show they are both zero by proper base change).
Assume we have coordinate systems u 1 , . . . , u M on P ′ and z 1 , . . . , z M near p ′ and p respectively so that u 1 = 0 is E ′ α 1 , and z j , 1 ≤ j ≤ s are the divisors E • passing though p. Therefore z j for 1 ≤ j ≤ s pull back to functions divisible by u 1 (in a neighborhood of p ′ ). Also the zeros of
with f (u) invertible near p ′ and m i > 0. The residue of the pullback of such dlog z i is m i , and η pulls back to a form with residue along E There is another way of getting canonical morphisms in this picture: Let
with the union restricted to β and α with a ′ β and a α in the set R − {0, −1, −2, −3, . . . }. Let j : U →V and j ′ : U →V ′ . Using this set-up, we may create a morphism which goes in a direction opposite to (29).
Using adjunction properties of j ! (see Section 2.3), it suffices to construct such a morphism overV . OverV , the residues over divisors in P ′ are sums of elements in {0, −1, −2, −3, . . . } (by using the same argument as in Lemma 30), and hence we extend using Rk * from U in P ′ , therefore we are again done using adjunction.
2.5.1. Compatibility with Aomoto cohomology. We know that (Ω
and hence a morphism
which has to coincide with the canonical morphism (31) by adjunction properties of morphisms. By [FC90, Lemma VI.3.4], for any i,
is acyclic for the functor π * (i.e., higher direct images vanish), and
The following determines the inverse of the quasi-isomorphism (31).
Proposition 33. The morphism (29) is the inverse of (31).
Proof. It suffices to show that the composition
is an quasi-isomorphism. By various adjunction properties,
therefore any homomorphism L(a) → L(a) is determined by its restriction to U and the proposition follows. 
. By Proposition 33 and the above, these elements correspond under the map on global cohomology induced by (29) and (31).
The main morphism
Definition 37. Let X be a complex algebraic variety. For an element F ∈ D b c (X), the Verdier dual DF is defined as follows
Recall that for any open inclusion j : V → X, and
] is almost the same as L(a), the only difference is extension over the blue divisors (divisors E α such that a α = 0)): In L(a), the extension is Rj * and in D(L(−a)), it is j ! . Therefore, in the notation of Section 2.4 (with colors on divisors for a)
Here the ? in Rj i,? is ! if the color on E i is white or blue, and * if black, and either ! or * if the color is green (both produce the same answer). Therefore there is an obvious map
Recall that M is the complex dimension of P .
Lemma 40.
Therefore, up to scale there is only possible morphism between the objects that appear in (39).
Proof. We first note the following: X be a complex algebraic variety, j:V → X an open inclusion, and F, G ∈ D b c (V ), Then j ! and Rj * are fully faithful: Hom X (j ! F, j ! G) = Hom V (F, G) and similarly for Rj * . These properties follow from adjunction (see Remark 35). In addition we also have (again by adjunction) Hom X (j ! F, Rj * G) = Hom V (F, G).
By the description (38) and (27) of D(L(−a)) and L(a) respectively, we now get
] restricted to U equals the local system L(a), and hence the last space in (42) equals
(Ω
This map is non-zero only for i = M: the RHS vanishes for i > M since it is computed by Aomoto cohomology, and the LHS vanishes for i < M. Therefore the only map of interest is
Therefore we have a canonical element
, and we will show that Σ is represented by an explicit form as follows:
Theorem 48. Let (as in (6), with f
In the case of small weights, Theorem 48 specializes to Theorem 5.
Remark 50. We can, for arbitrary weights, also consider the map L(a) ). Therefore, Theorem 5 holds for arbitrary weights.
3.3.
Here α is the map (39). The triangle on the left commutes because of the commutative diagram (60). Theorem 48 implies that the square on the right commutes. The vertical map on the right is the composite:
3.4. Action of symmetries. Suppose a finite group G acts on the hyperplane arrangement, permuting the hyperplanes, and preserving the corresponding weights. Then G acts on P ×P as well, and preserves the degree 2M form S (since any two forms commute) in the statement of Theorem 48. All objects and maps in (51) are preserved under the action of this finite group G.
3.5. Change of compactification. Let P ′ be another compactification of P , and we assume as before that there is a regular birational morphism π : P ′ → P . We use notation from Section 2.5 in this section. There is a natural commutative diagram, note D commutes with Rπ * , and maps (29) and (34). The commutativity is because of adjunction properties again.
Therefore the image of the map (45) does not depend upon the compactification chosen, under the identification of H • (P, L(a)) with the cohomology of the Aomoto complex (A • (U), η∧). The following is now immediate, Lemma 54. The image of the map (45) inside the cohomology of the Aomoto complex is
Therefore the image, under this identification, does not change if each a i is multiplied by multiplied by the same non-zero scalar.
3.5.1. Representation of image by algebraic forms.
Question 55. Is the image of (45) for i = M (the image is zero otherwise), the linear span of [Ω] with Ω ∈ A M (U) such that Ω does not have poles on divisors E α with a α = 0?
Lemma 56. The image of (45) for i = M contains the linear span of [Ω] with Ω ∈ A M (U) such that Ω does not have poles on divisors E α with a α = 0. = 0, b = 1, 2, i = 1, . . . , r. We get a weighted arrangement by assigning the weightsã: assign a i to f i (x, y) = 0. The associated differential form is
where
i , b = 1, 2. Note that P × P − U × U is a divisor with normal crossings E ′ . The resulting object in the derived category of P × P , i.e., L(ã) equals L(a) ⊠ L(−a), this can be seen also by showing the corresponding Aomoto cohomology for P × P equals the external product of the Aomoto complexes.
There is a switching factors automorphism σ of P × P which preserves the arrangements, but is −1 on weights of hyperplanes: σ(x, y) = (y, x).
Main steps. Let
(1) We will construct a non-zero class δ α ∈ H 2M ∆ (P × P, K) which maps to Σ ∈ H 2M (P × P, K). The details can be found in Section 5. Recall that Σ was defined in Section 3.2 (see (47)). We also explain in Section 5 that it suffices to show that the image of δ α in H 2M (P × P, K) coincides with the class [S].
(2) In Lemma 68, we show that H 2M ∆ (P × P, K) = C, and that δ α is a generator of this group.
(3) We construct a non-zero element S ∆ ∈ H 2M ∆ (P ×P, K) which maps to [S] ∈ H 2M (P × P, K), where S is as in Theorem 48. We show that S ∆ is a non-zero multiple of δ α . We refer to Section 7 for details.
The following consistency check is a good way of viewing the third step above. For such a S ∆ to exist, the image of [S] in H 2M (P × P − ∆, K) needs to be zero since we have an exact sequence (see the exact sequence on cohomology induced by the distinguished exact triangle in [KS94, Exercise I.2.5] with S = S k−1 and S k = ∅)
For a linear function F on W , we can form U F = P × P − Z(h) ⊆ P × P − ∆ where h(x, y) = F (x) − F (y), and Z(h) ⊂ U × U is the zero set of h. Therefore the image of [S] in H 2M (U F , K) should be zero. This would be true if the image of
is exact, note that U F − E ′ = U F ∩ (U × U). This follows from Corollary 82, which implies (see (77) for the definition of
Varying F , one could hope that U F form an open cover of P ×P −∆, and that a generalization of (58) would show that [S] vanishes in H 2M (P × P − ∆, K). The element S ∆ can then be hoped to arise from a cone construction.
But it seems to be difficult to ensure that U F form an open cover of P × P − ∆. Instead we use a slightly different strategy: We suitably blow up P × P outside of U × U and use a similar argument.
Some generalities
Let α : F → G be a morphism in D b c (P ). We will use the considerations of this section with α the mapping (39). First note that α produces a cohomology class
by Proposition 3.1.14 of [KS] . Clearly δ α also produces an element in H 0 of Rhom (p
, which is the object on the top right of the following diagram (the remaining objects and maps are explained below):
In the rest of this section we recall the maps in (60) which are all isomorphisms. The vertical map on the right in (60) is the morphism as in Proposition 3.1.
of [KS]:
Lemma 61. There is a natural isomorphism
The map (62) arises as follows
We note that the image of δ α (defined in (59)) under (62) is the map induced by α:
Lemma 63.
We recall how the morphism in Lemma 63 is constructed
Using prop 3.1.9, (iii), page 146 of [KS] we have a map induced by adjunction: 
We compose (65) with this morphism to complete the argument. Proposition 3.4.4 in [KS] shows that the constructed map is an isomorphism.
and RΓ(P, F ′ ) = RΓ(P, T ) * .
The morphism in Lemma 66 arises as follows:
and hence
Therefore all maps in (60) have been constructed, the key claim (standard) is
Lemma 67. The diagram (60) commutes.
Now let α be the mapping (39). We therefore have a class
, which in turn induces the mapping (45).
Proof. We claim that for all points p ∈ ∆ − U × U, there is a β such that p ∈ E ′ β with a ′ β ∈ C − {1, 2, . . . }. This is true because σ fixes p, and if p ∈ E ′ β then p ∈ E ′ σ(β) . Therefore the claim follows from the identities, a
by definition of σ(β)). We can use standard base change properties (Proposition 3.1.9 on page 145, and Proposition 3.1.1 on page 147 of [KS94] ). We also use the fact that L(a) restricted to ∆ ∩ (U × U) is trivial. This implies (a), and (b) follows from (a). To prove (c) we may localize in P , and reduce to a standard compatibility. We only need that the factor is non-zero which is clear because otherwise the map α in question, i.e., the map (39) would be zero on U.
Cohomology class of the diagonal
Let K = L(a) ⊠ L(−a) ∈ D b c (P × P ). Our aim in this section (see Proposition 85) is to construct an element S ∆ ∈ H 2M ∆ (P × P, K) which maps to [S] ∈ H 2M (P × P, K) (
see Theorem 48 for the definition of S).
In this section we construct a suitable P birational to P × P . Set ∆ ⊂ P the strict transform of ∆, and let L(a) denote the object in the derived category of sheaves on P for the product arrangement (with weights a and −a). By Section 2.5, we know that L(a) is represented by the Aomoto complex. We show
2M ( P , L(a)) goes to zero when restricted to U = P − ∆. (2) Carrying out the previous step keeping track of forms that appear in the vanishing, we construct an element in
We then define S ∆ to be the image of the element in the previous step. 6.1. Functorial Resolution and the diagonal. Let F 1 = 0, . . . , F M = 0 be linear hyperplanes in W such that dF 1 , . . . , dF M are linearly independent. The diagonal in W × W is cut out by h j (x, y) = F j (x) − F j (y) = 0 with j = 1, . . . , M. These meet transversally in W × W . Let Z(h j ) be the variety of zeroes of h j on U × U, and Z(h j )) ⊂ P × P its closure.
Remark 69. The intersection ∩ M j=1 Z(h j ) ⊂ P × P may be bigger than the diagonal ∆ ⊂ P × P , and therefore the complements P × P − Z(h j ) may not cover P × P − ∆. We pass to a blowup of P × P such that the strict transforms of Z(h j ) meet properly. It then follows that the strict transform meet in a locus which maps to ∆ ⊂ P × P .
Let π : P → P × P be a functorial resolution of singularities [BVP15] , following Section 2.1, of the pair (P × P,
, a divisor with simple normal crossings. Write E as a union ∪ β E β , letã β be the residue of η ′ = η (1) − η (2) along E β . As will be clear from what follows, P is a much better place for actual computations.
Definition 70. It is clear that Z(h j ) are irreducible components of E. Write
where E 0 is the union of the other irreducible components.
• The automorphism σ of switching the two factors in P × P lifts to P , so that each E β goes to E β ′ withã β ′ +ã β = 0 (canonical resolution of singularities).
• Let ∆ be the closure of ∆ ∩ (U × U) in P . It is easy to see that ∩ M j=1 Z(h j ) = ∆ using transversality (and dimension counting). ∆ maps to ∆ under P → P × P .
Let L(a) denote the object in the derived category of sheaves on P for the arrangement, (without the hyperplanes h j = 0), and the form
Recall that U = P − ∆. The middle vertical arrow is an isomorphism. The vertical arrow on the far right is obtained by restricting (71) to P × P − ∆, using the restriction map
The vertical map on the far left is induced by the isomorphism [KS94, Proposition 3.1.9]
The following lemma, which uses property (e) of resolution of singularities from Section 2.1, shows that this vertical map is an isomorphism. This result is not used, but gives a more satisfying picture.
Proof. We claim that for all points p ∈ ∆ − U × U, there is a β such that p ∈ E β with a β ∈ R − {1, 2, . . . }. This is true because σ : P → P fixes p, and if p ∈ E β then p ∈ E σ(β) . Therefore the claim follows from the identityã
by definition of σ(β)). We have used standard base change properties (Proposition 3.1.9 on page 145, and Proposition 3.1.1 on page 147 of [KS94] ), also that L(a) restricted to ∆ ∩ (U × U) is trivial.
, where U = P − ∆.
Now, U = P − ∆ has an open covering by open subsets of the form P − Z(h j ). An intersection of these open subsets has the form
where J ⊂ {1, . . . , M}.
6.2.Čech complexes. For a sheaf F on U = P − ∆, let
Elements α ∈ C p (F ) are determined by giving elements α j 0 ,...,jp ∈ F ( P {j 0 ,...,jp} ).
Also form the sheaf version (with a corresponding differential)
where k J denotes the inclusion of P {j 0 ,...,jp} → P − ∆. It is known that there is a quasi-
and differential given by D = d F + δ. It is again known that there is a quasi-isomorphism
6.3.Čech complex for twisted log de Rham complex. Let, as before,
• be a quasi-isomorphism where I
• is a complex of injectives. We obtain a commutative diagram of complexes
.2 for the definition. The above diagram maps to a similar diagram associated to I
• : The vertical map in the diagram below is a quasi-isomorphism, and C
• (I • )) is a complex of injectives.
Hence we obtain
• )) . Therefore, to prove Proposition 74, it suffices to show that the image of [S] 
where J runs through J = {j 0 < · · · < j p } and
This is because for any J,
The last inclusion needs an explanation: P is a compactification of U J , with complement
, justifying the inclusion above.
6.4. Some log forms. The following Shapovolov form, a log form on U × U was defined in equation (6) (76)
In fact for any 0 ≤ b ≤ M, we may define log forms on U × U of degree b:
a form of degree 2b + w = 2(M − w) + w = 2M − w. When w = 0, we recover S.
Remark 78. The form S 1,2,...,M corresponds to w = M and b = 0, hence
This form does not depend upon the weights a.
6.5. Proof of Proposition 74. The Shapovolov element S|U {i} , and zero in all intersections gives a closed element in D 2M . We claim that this is zero in cohomology. For this we need
which is a degree q = 2M − (s + 1) form. In particular when J = {1 < 2 < · · · < M}, we get
We give a proof of Proposition 80 in Section 8. We note the following corollary.
Corollary 82. For any q = 1, . . . , M, S = (η (1) − η (2) ) ∧ S q 6.6. Construction of the class supported on the diagonal from S. Our aim in this section is to construct
will then be the image of S ′ , see diagram (72). Using notation from Section 6.3, consider the exact sequences:
The hypercohomology groups H
• ∆ ( P , F • ) are therefore canonically isomorphic to cohomology of the cone of f , which in turn is canonically isomorphic to the cohomology of the cone of Γ( P , I
• ) → Γ( U , C • (I • )). We therefore obtain, using the diagram (75),
Lemma 83. The cohomology of the cone of Γ( P ,
• ) consistent with various exact sequences.
Remark 84. We have used the following standard fact about cones of morphisms: Suppose
is a short exact sequence of complexes (exact in each degree), then A • (with a shift) canonically maps to the cone of f , and this map is a quasi-isomorphism (see e.g., [Wei94, Exercise 1.5.7]).
The elements S and α from Section 6.5 give an explicit element in the cohomology of the cone of Γ( P , 
Consider the mapping A → A × A given z → ( z, 0) where the forms F i correspond to the coordinates. This map pulls back the diagonal to 0 ∈ A. There is therefore a map from the
where F ′• is the corresponding Aomoto complex of A. This map between the H 2M of the cones is clearly an isomorphism, since the cones compute topological cohomology groups with supports.
Therefore we need to show that the forms in the construction of S ∆ when pulled back to A together give a non-zero element in
pull back to zero, and hence the pull back element in the complex Cone 0 (f 0 ) sits in only one degree (see Remark 78 and Equation (79)), and is
. We need to multiply this function by a local generator of the local system L(a) × L(−a) 0 and view it as an image of an element in H 2M −1 (A − {0}, C) (computed inČech cohomology of the holomorphic de Rham complex for the coordinate covering A − {z i = 0}) of A − {0}).
Let g is a holomorphic function on A which is a local generator of L(a), i.e., dg + gη = 0. The corresponding element of H 2M −1 (A − {0}, C) is the image of gg(0)
−1 (the second coordinate is a constant), which is one plus a function that vanishes at zero.
To see that gg(0)
, we may apply Grothendieck residues [GH94, Page 651], and hence the proof of Theorem 48 is complete. In fact we only need to show that dlog z i produces a non-zero element in H 2M −1 (A − {0}, C), which is standard.
Proof of Proposition 80
For the proof of the proposition assume, without loss of generality, that q 1 = 1, q 2 = 2, . . . , q k = k. The left hand side of (81) is (with
The right hand side of (81) is as follows
Let us compare the coefficients of a i 1 . . . a i b on both sides of (81). Both coefficients are easily seen to be zero if i j = i j ′ for some j = j ′ . We will assume that this is not the case. Since k + b = M + 1, we may write a linear dependence equation of form k q=1 c q F q + b s=1 b s f is equals a constant with at least one coefficient not zero. We may assume that this constant is zero, and c 1 = 1 (if the f i are affinely dependent then both sides are zero). So after adjusting signs,
We will now simply replace F
wherever it appears (which is all terms of RHS of (81), and in all but one term on LHS of (81)).
The left hand side of (81) is
which is a sum
plus sum over c = 2, . . . , k of
The expression in (92) equals (using (89))
Therefore the coefficient of a i 1 . . . a i b on the LHS of (81) is (93) (
On the right hand side of (81) the desired coefficient of a i 1 . . . a i b is sum over ℓ = 1, . . . , b of
We replace dlog(F
1 − F
1 ) by (89) and calculate (95)
The quantity (94) is therefore equal to
It is now easy to see that (93) and (96) are equal and we are done.
Applications to invariant theory
We will use the notational set-up as in the introduction (Section 1.3).
9.1. Conformal Blocks. Let ℓ be a positive integer and consider an n-tuple of dominant integral weights λ = (λ 1 , . . . , λ n ) such that each (λ i , θ) ≤ ℓ) for each 1 ≤ i ≤ n. Let z = (z 1 , . . . , z n ) be an n-tuple of distinct points of A 1 ⊂ P 1 . Associated to this data there is the space of dual conformal blocks V g, λ,ℓ (P 1 , z 1 , . . . , z n ) which is a quotient of A( λ) (see the survey [Sor96] ). The following is an explicit description of the quotient:
Define an operator
with e 
where for a fixed z
where β : [1, . . . , M] → R is a map to the positive roots as in Section 1.3 and
Here, part part stands for the summation over all partitions of I = {1, . . . , M} into n disjoint parts I = I 1 ∪ I 2 ∪ ∪ I n and σ perm perm the summation over all permutations of the elements of {1, . . . , q}. The operators f γ are the standard f operators corresponding to simple roots γ.
Proof of Proposition 11.
2 Recall (see Section 1.3) that we need to show that
The cohomology of the Aomoto complex is independent of κ, and the map in Proposition 11 is linear in 1 κ
. Therefore an element in the kernel of the map for one value of κ, is in the kernel for any value of κ. We may therefore assume that κ = ℓ + g * where ℓ is a sufficiently large integer, and g * is the dual Coxeter number. We take ℓ large so that A( λ) * coincides with the space of conformal blocks
for the data λ at level ℓ (with the marked curve equal to P 1 , and the marked points z 1 , . . . , z n ). Note that there is always a surjective map A( λ) → V g, λ,ℓ (P 1 , z 1 , . . . , z n ). It is a consequence of [Ram09, Bel12] , and results of Deligne [Del71] that the map Remark 99. Since κ can be taken to be an integer in the proof of Proposition 11, there is a (cyclic) unramified cover π : U → U so that L(a) is an isotypical component of π * C. Let P be a smooth projective compactification of U ′ . It is shown in [Ram09, Bel12] that the corresponding injective map (100) V * g, λ,ℓ
is induced by an injective map (i.e. the forms in the image of (100) extend to compactifications) V * g, λ,ℓ (P 1 , z 1 , . . . , z n ) → H 0 ( P , Ω M ) = H M,0 ( P , C).
By results of Deligne (see [Ram09] ), the map H M,0 ( P ) → H M ( U , C) is injective. Therefore the map
is injective. Now (101) factors maps to an isotypical component of H M ( U , C) which equals H M (U, L(a)). Therefore (97) is injective.
9.4. Proof of a generalization of Theorem 20. We consider the maps (9) for two sets of data:
(1) The representations (λ 1 , . . . , λ n ), and κ.
(2) The representations (λ As in the introduction (see Section 1.3), these two give rise to the same hyperplane arrangement, but with weights that are negatives of each other. We therefore find a compactification P ⊇ U, and two objects (see Section 2.4) in the derived category D b c (P ): L(a) and L(−a). The map (14), and Proposition 11 gives rise to the following two injective maps (it should really be −η in the second equation but the sign does not affect the quotient):
Recall the form S ∈ A 2M (U × U) as in the statement of Theorem 5. We will use S to form a diagram, which will be shown to commute: (104) (
For a representation V of the group Σ M , the natural map
is an isomorphism. The mapS in (104) arises as follows. From S, one obtains a Σ Mequivariant map A M (U) * → A M (U), taking χ-isotypical components, we get (
Composing with the inverse of the natural map (105), we get the mapS in (104). The vertical map on the right of (104) is the inverse of the natural isomorphism (18) from invariants A( λ) * to coinvariants A( λ * ). The following result is a direct consequence of [SV91, Theorem 6.6], as we will explain in the next section.
Theorem 108 specializes to Theorem 20 for large |κ|.
Proof of Proposition 106
There is another way of obtaining the Schechtman-Varchenko maps (9) with the role of e's replaced by f 's and the highest weight vectors replaced by lowest weight vectors: Let
The lowest weight vector in V λ i is w 0 (v i ) where v i is the highest weight vector in V λ i , here w 0 is a lifting of the longest element of the Weyl group to G. Now, the weight of w 0 (v i ) is w 0 (λ i ) and 10.1. We will use Ω SV − for the Schechtman-Varchenko map for (λ * 1 , . . . , λ * n ). This does not change (106) since we have restricted the maps (9) always to invariants in forming that diagram, and Lemma 110. We will also identify V ( λ * ) * 0 and V ( λ) * 0 , as well as A( λ * ) and A( λ) by the Shapovolov form.
Consider the following diagram. Here the objects on the top row are to be considered as objects for the dual weights, using the above identification. Therefore the object on the top right is also A( λ * ). The vertical map A( λ) → A( λ) * is the inverse of the evident isomorphism A( λ) * → A( λ). (1) The square on the right "almost commutes", i.e., the two maps V ( λ) 0 → V ( λ) * 0 are not the same. They differ by a map to (n + V ( λ) * ) 0 .
(P 1 , z 1 , . . . , z n )? The only justification we have for this question is that the KZ connection behaves consistently as we see below.
By the description of conformal blocks given in Section 9.1, V ℓ | z = V g, λ,ℓ (P 1 , z 1 , . . . , z n ) = V ( λ) gV ( λ) + im T ℓ+1 z 10.6.1. Connections. For each ℓ, the KZ connection is a connection ∇ (ℓ) on (V λ 1 ⊗ . . . ⊗ V λn ) of the form (see (123))
