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Abstract
For detection of neutrinos from galactic supernovae, the planned Hyper-
Kamiokande detector will be the first detector that delivers both a high event
rate (about one third of the IceCube rate) and event-by-event energy information.
In this thesis, we use a three-dimensional computer simulation by the Garching
group to find out whether this additional information can be used to improve the
detection prospects of fast time variations in the neutrino flux.
We find that the amplitude of SASI oscillations of the neutrino number flux is
energy-dependent. However, in this simulation, the larger amplitude in some energy
bins is not sufficient to counteract the increased noise caused by the lower event
rate. Finally, we derive a condition describing when it is advantageous to consider
an energy bin instead of the total signal and show that this condition is satisfied if
the oscillation of the mean neutrino energy is increased slightly.
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Chapter 1
Introduction
The history of supernova observation goes back nearly two millennia, with the
first reports of a supernova written in the year 185 in ancient China. Later well-
known reports are from 1054 (the supernova resulting in the Crab Nebula) and
Kepler’s supernova in 1604. The assumption that these were new stars (from
Latin nova, meaning “new”) was finally rejected many centuries later. Today, it is
overwhelmingly clear that supernovae originate from stars exploding at the end of
their lifetime.
Baade and Zwicky in 1934 were the first to suggest that supernovae may be
produced by stars at the end of their lifetime, leaving behind a neutron star [2].
Hoyle and Fowler in 1960 described two basic mechanisms of supernovae: the
thermonuclear runaway ignition that is today associated with type Ia supernovae,
as well as the implosion of a stellar core [3]. Early simulations by Colgate and others
during the 1960s described the hydrodynamical behavior of the collapsing matter
and the role of neutrinos in energy transfer [4, 5]. The role of neutrinos in reheating
the stalled shock front and thus causing the explosion was described by Wilson
and Bethe in 1985 [6, 7], thus completing the now generally accepted explosion
mechanism of supernovae.
A core collapse supernova starts when the core of a massive star collapses because
its self-gravitation has become stronger than the electron degeneracy pressure. As
the density of the inner core grows rapidly, its equation of state stiffens. Infalling
matter now hits a “wall” and is reflected, forming an outgoing shock wave, which
uses up most of its energy to dissociate the nuclei and stagnates. Meanwhile, matter
from outer layers of the star keeps falling in, creating a mostly stationary accretion
shock front (SAS). In 2003, Blondin and others showed that small initial perturbations
during this phase, like inhomogeneities in the infalling matter, can cause intense
turbulence and sloshing motions of the shock front [8]. This phenomenon has since
been named “Standing Accretion Shock Instability” or SASI.1
Due to a lack of observational data from the inner regions of supernovae, progress
in supernova modeling has mostly come from computer simulations. With rapidly
1A simple yet very impressive demonstration of this phenomenon in shallow water – humorously
entitled SWASI – was described by Foglizzo and others [9].
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increasing computational power, simulations have just in recent years moved from
predominantly two-dimensional, axially symmetric models to three-dimensional
models with increasingly sophisticated treatment of energy-dependent neutrino
transport and other subtle effects. Since its discovery, SASI has been reproduced in
many different two- and three-dimensional simulations and could play a potentially
decisive role in triggering supernova explosions [10, 11]. These simulations have
shown that the sloshing motions of SASI cause time dependent oscillations of the
rate of matter infall, which lead to oscillations of the neutrino number flux. They
have also shown that SASI leads to time dependent oscillations of the mean neutrino
energy.
The supernova 1987A in the Large Magellanic Cloud was the first and to date
only supernova which was close enough to Earth for the associated neutrinos to be
detected by several neutrino detectors around the world, making it one of only two
identified astrophysical neutrino sources to date – the other one being, of course, the
Sun. The roughly two dozen events – twelve in the Kamiokande detector [12, 13],
eight in the IMB detector [14] and five in the Baksan detector [15] – displayed an
average energy and time distribution which are in agreement with the generally
accepted explosion mechanism. However, the data did not enable us to deduce
details of the mechanism, many of which remain contested until today.
The observational landscape today has improved dramatically since 1987: The
IceCube detector at the South Pole uses a 1 km3 large volume of ice as detector
material. Neutrinos interacting with the hydrogen nuclei in the ice produce positrons
through inverse beta decay on hydrogen nuclei:
p + ν¯e → n + e+
The typical energy of supernova neutrinos is O(10 MeV) and thus much higher
than the positron mass. The positrons are therefore highly relativistic and produce
Cherenkov radiation, which is then detected by optical modules embedded in the ice.
Due to its large volume, IceCube could deliver a very high event rate of O(106 Hz)
for a galactic supernova. On the other hand, the large distance between detector
modules means that IceCube will pick up at most one photon from any given
neutrino interaction. It is unable to differentiate these events from background and
will therefore need to rely on an increase of the event rate across all of its modules
to identify a supernova.
The Super-Kamiokande detector in Japan is a cylindrical tank in a mine about
1000 m underground. It relies on inverse beta decay, similar to IceCube, but has a
much higher density of detector modules, which makes it possible to reconstruct
individual events and measure the positron energy. Super-Kamiokande would be
able to see an essentially background-free signal, albeit with a much lower event
rate of O(104 Hz).
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The planned Hyper-Kamiokande detector is about 25 times larger than its pre-
decessor and will, once it is built, combine the best of both worlds, offering a high
event rate of about one third the IceCube rate, while providing the same very low
background and event-by-event energy information as its predecessor. Depending
on its distance from Earth, the next supernova in the Milky Way could cause between
106 and 108 events in these and a number of other detectors.
Lund and others were the first to analyze the power spectrum of SASI oscillations
and their detectability [16]. More recently, Tamborra and others have shown that,
using the IceCube detector, it is possible to see the oscillations of the neutrino
number flux caused by SASI for a range of supernova scenarios [17, 18].
In this thesis, we will look at the planned Hyper-Kamiokande detector and will
investigate whether its event-by-event energy information can help in discovering
SASI oscillations in the neutrino signal from future galactic supernovae. This could
lead to an experimental confirmation of the picture of the supernova explosion
mechanism which is currently mostly based on computer simulations. It could also
help clarify details of the mechanism, where current simulations give conflicting
results.
We will start by discussing the established knowledge of supernova and neutrino
physics in chapters 2 and 3, respectively. In chapter 4, we will describe our data set
and analysis techniques. In chapter 5, we will discuss the relative detection prospects
of the IceCube and Hyper-Kamiokande detectors depending on the supernova
distance. We will also investigate whether the amplitude of the SASI oscillations is a
function of neutrino energy and whether the SASI detection probability can thus be
improved by focussing on an appropriate energy range. Finally, we will conclude in
chapter 6 and give an outlook on future research directions.
3

Chapter 2
Core-Collapse Supernovae
2.1 Classification of Supernovae
2.1.1 Spectral Classification
A classification of supernovae into two types, based on their spectral lines, was
introduced by Minkowski in 1941 [19]. Zwicky later refined this classification into
five types, taking into account also the shape of the light curve [20].
Today, supernovae are divided into two basic types: type I, if their spectrum
contains no hydrogen lines, or type II, if it does. Both are divided into subtypes,
depending on the presence or absence of additional lines in their spectra. An
overview is given in figure 2.1.42 Georg G. Raffelt
Fig. 33. – Spectral classification of supernovas. The rate is measured in the supernova unit,
1 SNu = 1 SN per century per 1010 L ,B (B-band solar luminosity).
be seen across the entire visible universe, they have been systematically used to study the
expansion of the universe [112]. The 1998 detection of accelerated cosmic expansion by
this method [113, 114] was awarded with the 2011 physics noble prize to Saul Perlmutter,
Brian Schmidt and Adam Riess. Core-collapse SNe, on the other hand, show diverse
light curves, depending on the mass and envelope structure of the progenitor star, and
typically are dimmer than SNe Ia. At the time of this writing, a total of around 5600
SNe have been detected, primarily by the automated searches used for cosmology. A
table of all detected SNe is maintained by the Padova Astronomical Observatory, the
Asiago Supernova Catalogue (http://graspa.oapd.inaf.it). Note that the first observed
SN in a given year, for example 2011, is denoted as SN 2011A, counting until 2011Z,
and then continuing with small letters as SN 2011aa, 2011ab, and so forth. The simple
alphabet was exhausted for the first time in 1988. For historical SNe, the type is clear
when a pulsar or neutron star is seen in the remnant, or by the historical record of the
peak luminosity and light curve. For Tycho’s SN of 1572, a spectrum could be taken in
2008 by virtue of a light echo, confirming the suspected type Ia [115].
4
.
2. Explosion mechanism. – While a thermonuclear SN explosion is intuitively easy
to understand as a “fusion bomb,” core collapse is primarily an implosion and how to
turn this into an explosion of the stellar mantle and envelope is far from trivial and
indeed not yet fully resolved. The explosion could be a purely hydrodynamic event in
form of the “bounce and shock” scenario, first proposed in 1961 by Colgate, Grasberger
and White [116]. As the core collapses it will finally reach nuclear density where the
equation of state (EoS) sti↵ens—essentially nucleon degeneracy provides a new source
of pressure. When the collapse suddenly halts (core bounce), a shock wave forms at
Figure 2.1: Overview of spectral types and some of their properties. In total, more
than 6800 supernovae have been detected until June 2015 [21]. (Figure taken from
reference [22].)
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These spectral types are sometimes divided into additional subtypes like type IIP
(supernovae with a plateauing light curve) or type IIL (supernovae with a light curve
that falls off linearly). In addition, some supernovae can be sorted into one of these
categories but feature some peculiar properties [23, 24, 25, 26]. While suggestions
abound, the physical reasons are often unclear.
It is generally accepted, however, that these spectral properties are mostly deter-
mined by the outer layers of the progenitor – for example by the size of its hydrogen
envelope and by its 56Ni content [27]. Therefore, different spectral properties do not
generally correspond to different explosion mechanisms.
2.1.2 Classification by Explosion Mechanism
It is also possible to classify supernovae based not on their spectra, but on the
properties of their progenitor and thus on their explosion mechanism.
2.1.2.1 Thermonuclear Supernovae
It was first suggested in 1960 by Hoyle and Fowler that supernovae of type Ia in
the above classification system are caused by thermonuclear explosions [3]. Whelan
and Iben later proposed a progenitor model [28], which has since been refined into
the model that is widely used today. In this model, thermonuclear supernovae
originate in gravitationally bound systems of two stars, one of which is a white
dwarf consisting primarily of carbon and oxygen. If both stars are close enough, the
white dwarf will over time accrete matter from its companion, until its mass reaches
the Chandrasekhar mass limit. During accretion, the nuclear fuel in its core heats up
until a runaway fusion process starts, which releases O(1051 erg) within seconds.
A large part of this energy is released in the form of kinetic energy, ripping the
white dwarf apart and expelling its companion star. Neutrinos, which are created
mostly through electron capture on free protons and other nuclei, i. e.
e− + (A, Z)→ (A, Z− 1) + νe,
play only a minor role, being responsible for less than 10 % of the total energy
release [29].
While this mechanism is widely accepted, it is not without problems and many
authors have used observations of individual supernovae (such as SN2006gz [30]) as
well as observations of star populations [31] to argue that differing mechanisms, such
as the collision of two white dwarfs, may be at work for some type Ia supernovae.1
1For an overview of open questions and as yet unexplained observations, see reference [32].
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2.1.2.2 Core-Collapse Supernovae
In contrast to thermonuclear supernovae, whose progenitors are rather light white
dwarfs, core-collapse supernovae have heavy stars with more than about eight solar
masses as progenitors. In the core of such a star, temperatures and densities are
high enough for nuclear fusion to produce heavy elements up to iron. In the late
stages, the star has a core consisting mostly of iron and nickel. Once the mass of
this core crosses the Chandrasekhar limit, it starts to collapse and the core’s density
increases until it reaches nuclear density. At this point, its equation of state stiffens.
The infalling matter now bounces on the core and is reflected outwards as a shock
wave. When this shock wave is reheated by neutrinos, the outer shells of the star are
expelled and the inner core leaves either a neutron star or a black hole as a remnant.
While this basic mechanism is believed to be the same for most core-collapse
supernovae, their outer appearance can vary widely. Depending on the progenitor’s
properties, core-collapse supernovae therefore correspond to any of the spectral
types Ib, Ic and II.
Approximately 99 % of the energy, roughly 3× 1053 erg, is released in the form of
neutrinos. These are produced in the inner regions of the star and will traverse the
outer layers nearly unhindered. Measuring the neutrino flux and average energy
therefore allows us to study the processes at work during the explosion. In the
remainder of this thesis, we will focus on core-collapse supernovae.
2.2 Phases of a Core-Collapse Supernova
The progenitor of a core-collapse supernova is a massive star, that has completed all
phases of nuclear fusion in its core, which now consists of iron and nickel. Nuclear
burning is still ongoing in the outer shells, where additional iron is produced and
sinks down to the core, adding to its mass. Following figure 2.2, the “delayed
explosion mechanism” of a core-collapse supernova will progress in six phases:
1. Initial phase: Once the mass of the core reaches about MCh ≈ 1.4 M, the
self-gravitation is stronger than the electron degeneracy pressure. The core
becomes unstable and starts to collapse, leading to electron capture in nuclei,
with the resulting neutrinos transporting energy away from the core. This
process reduces the pressure and therefore accelerates the collapse.
2. ν trapping: After about 100 ms, the inner core reaches a density of about
1012 g/cm3. At this density, neutrinos are trapped by coherently enhanced
elastic scattering, since their mean free path is smaller than the radius of the
inner core. It will take them a fraction of a second to escape.
7
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Figure 2.2: Sketch of the six phases of the delayed explosion mechanism as described
in the text. In each panel, the upper section shows the dynamical processes, with
arrows representing velocity vectors, while the lower section shows the nuclear
composition of the star. (Figure taken from reference [33].)
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3. Bounce and shock formation: After about 110 ms, the density of the inner core
surpasses nuclear density, reaching about 3× 1014 g/cm3. At this point, the
equation of state of the inner core stiffens. Infalling matter now hits a “wall”
and is reflected, resulting in an outgoing shock wave.
4. Shock propagation: After about 120 ms, the shock wave reaches the outside of
the iron core, dissociating the iron nuclei into free nucleons. Since the electron
capture rate on free protons is much higher than on the larger, neutron-rich
nuclei, this leads to a sudden increase in the reaction
e− + p→ n + νe.
Since the matter density in the outer parts of the core is not high enough to
trap the neutrinos, a sudden νe burst is released.
5. Shock stagnation and ν heating: After about 200 ms, the shock wave stagnates
at a radius of about 100 km to 200 km, having used up most of its energy to
dissociate heavy nuclei into their constituent nucleons. The shock front now
becomes mostly stationary, while infalling matter from outer layers creates an
accretion shock, powering neutrino emission. At this phase, convection sets in
at the accretion shock layer.
Meanwhile, neutrinos are starting to escape from the inner core, depositing
energy in the material behind the shock front mainly by neutrino capture on
free nucleons:
ν¯e + p→ n + e+
νe + n→ p + e−
This heating increases the pressure in the region behind the shock front and
reignites the shock wave, leading to the explosion that expels the matter in the
outer shells of the star.
6. ν cooling: During the final phase, which has a duration of about ten seconds,
the remnant of the core, a proto-neutron star (PNS), cools by diffusive neutrino
transport.
Throughout this process, ν emission happens in three distinct steps, which can be
easily identified. (See figure 2.3.)
The first step is a prompt νe burst from electron capture, coinciding with phase 4
above. With a duration of roughly 10 ms, this is expected to give a very sharp and
unmistakeable feature of nearly pure νe, which is easily identifiable in figures 2.4
and 2.5. Neither ν¯e, nor neutrinos or antineutrinos of other flavors (referred to as
9
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νx) are expected in this phase. Since this signal originates in the iron core, which
collapses at a well-defined set of physical conditions, independent of the properties
of the outer shells of the star, it has turned out to be nearly unchanged for a variety
of different progenitors [34].
The second step has a duration of several 100 ms and coincides with the shock stag-
nation in phase 5 above. In this phase, the luminosities Lνe and Lν¯e are roughly equal
(and higher than Lνx ) while the average energies are unequal (〈Eνe〉 < 〈Eν¯e〉 ≈ 〈Eνx〉),
which contributes to the de-leptonization of the core. During this phase, the oscilla-
tions caused by SASI can be seen very clearly in figure 2.4 and somewhat less clearly
in figure 2.5.
The last step is the ν cooling (phase 6), which has a duration of roughly ten seconds.
In this phase, the supernova remnant cools through diffusive ν emission, whose
composition is governed by a number of different physical processes, including
nucleon-nucleon bremsstrahlung and neutrino-antineutrino pair annihilation [35,
36, 37, 38]. In this phase, the luminosities of the neutrino species are roughly equal,
Lνe ≈ Lν¯e ≈ Lνx , all falling off exponentially with time, while the average energies
remain unequal.
Figure 4-1: Three phases of neutrino emission from a core-collapse SN, from left to right: (1) Infall,
bounce and initial shock-wave propagation, including prompt νe burst. (2) Accretion phase with
significant flavor differences of fluxes and spectra and time variations of the signal. (3) Cooling of
the newly formed neutron star, only small flavor differences between fluxes and spectra. (Based on
a spherically symmetric Garching model with explosion triggered by hand during 0.5–0.6 ms. See
text for details.) We show the flavor-dependent luminosities and average energies as well as the IBD
rate in JUNO assuming either no flavor conversion (curves ν¯e) or complete flavor swap (curves ν¯x).
The elastic proton scattering rate uses all six species and assumes a detection threshold of 1 MeV
of unquenched proton recoil energy.
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Figur 2.3: Luminosity (upper panels) a d mean energy (lower panels) of νe (gr en),
ν¯e (blue) and νx (red) for a spherically symmetric model by t e Garching group.
From left to right, the panels show the prompt νe burst, the following phase of shock
stagnation, and finally the neutrino cooling. (Figure taken from reference [39].)
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Figure 2.4: Luminosity (in arbitrary units) of νe (green), ν¯e (blue) and νx (red) for the
data set described in chapter 4.1. It is easy to identify the νe burst and the following
phase of shock stagnation including the SASI oscillations at about 200 ms.
Figure 2.5: Mean energy (in MeV) of νe (green), ν¯e (blue) and νx (red) for the data set
described in chapter 4.1. At about 200 ms, we can identify the SASI oscillations.
11
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2.3 Computer Simulations of Core-Collapse Supernovae
Attempts to develop an understanding of the explosion mechanism of core-collapse
supernovae have been hindered by several factors:
• As is frequently the case in astrophysics, experiments that try to reproduce the
necessary conditions in a laboratory are simply not feasible.
• Neutrino astrophysics of supernovae is an extremely data-starved field, with
a total of about two dozen events from SN1987A.
• Data from optical observations of supernovae is far more widely available, but
of limited use: While it can inform us about many aspects of the outer layers
of the star, like their chemical composition, it gives very little insight into the
physical processes in the core at the moment of explosion. This is due to the
fact that, while the neutrino signal originates at the core at the instant of the
explosion, the photon signal originates when the shock wave of the explosion
hits the star’s photosphere.2
In the last decades, computer simulations of supernovae are an area which has
made remarkable progress, despite these factors. This was caused by a dramatic
increase in available computing resources as well as by notable increases in our
knowledge regarding many of the physical processes involved in the explosion of
a core-collapse supernova – whether it be various aspects of neutrino physics or
nuclear fusion cross sections.
Pioneering contributions to numerical modeling of supernova explosions were
made by Colgate & White [5], Arnett [42] and Wilson [43, 6]. Despite some excep-
tions, these early simulations were usually one-dimensional, imposing spherical
symmetry on the progenitor and the resulting processes [44]. Optical observations
of SN1987A made it obvious that this assumption is not fulfilled in nature [45],
increasing the interest in more complex two-dimensional simulations. Today, two-
dimensional simulations are still an area of ongoing research. Only in very recent
2Accordingly, the optical signal originates a few hours or days – depending on the size and com-
position of the star – after the neutrino signal. Since the neutrinos are highly relativistic, this time
difference is preserved on the way to Earth, which has motivated the creation of the SuperNova
Early Warning System (SNEWS) [40, 41]. SNEWS will notify subscribers in near-real time about
coincident neutrino bursts in the represented neutrino detectors, which are likely to signify a
galactic supernova. Since some of the detectors are able to give directional information, this
would allow astronomers to position their telescopes accordingly, thus potentially enabling them
to measure the supernova light curve at a very early stage, which is hardly possible by other means.
Additionally, SNEWS could inform other experiments that might not be able to trigger on the
supernova by themselves, to ensure that the data of those experiments gets scrutinized heavily
and stored permanently [40].
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years has it become feasible to simulate three-dimensional models including detailed
physical processes for neutrino creation and transport [44, 11].
The difficulty in simulating supernova explosions stems both from the huge
computation power required, as well as complex physical problems: Supernova
modelling stands out from most other fields of research in that it involves all known
fundamental forces – gravity as well as the strong and electroweak force. It also
includes non-linear hydrodynamics, relativistic effects and extreme conditions,
which are sometimes not well known from laboratory experiments. The relativistic
effects are currently often treated as a modified potential in Newtonian gravity to
simplify calculations, which might cause an error of some tens of percent in some
physical quantities and lead to a markedly different outcome [46].
In addition, it is not always obvious whether some property of a simulation is an
actual physical effect or just an artifact of the limitations inherent in the computer
model.
For example, the role of SASI oscillations in supernovae recently was the subject of
intense debate: While these oscillations were seen in a number of two-dimensional
simulations, early three-dimensional simulations did not show this phenomenon,
leading some authors to conclude that it had to be an artifact of the restriction of ro-
tational symmetry imposed on earlier simulations [47]. More recently, other authors
have found SASI oscillations in their three-dimensional simulations (including the
one used in this thesis, see figures 2.4 and 2.5), continuing the debate [11].
As another example, progenitors in computer simulations often do not explode
on their own but need to be ignited artificially. In fact, the first successful neutrino-
driven explosion in a three-dimensional simulation was only achieved very recently
by the Garching group [48]. It is still unclear whether the lack of explosions shows
flaws in our modeling of the known physical processes, or whether it points to new
physics – e. g. new particles, like axions or dark sector particles [49, 50, 51, 52] –,
which are completely missing from current models.
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Chapter 3
Neutrino Physics and Detection
Among the elementary particles that are known to exist, neutrinos are, without a
doubt, the most mysterious ones. Even today, 85 years after their original postulation
and nearly 60 years after the first experimental confirmation, they still pose many
questions and are considered to be among the most promising pointers to physics
beyond today’s standard model of particle physics.
In this chapter, we will start by discussing the history of neutrino physics and
their role in modern particle physics, with special focus on neutrino oscillations. We
will then go on to discuss general principles of neutrino detection through inverse
beta decay. Finally, we will describe in detail the current IceCube detector and the
planned Hyper-Kamiokande detector as well as their respective predecessors.
3.1 History of Neutrino Physics
It was already known in the 1920s that some nuclei undergo beta decay, expelling
an electron:
A
Z X → AZ+1 X′ + e− (+ν¯e)
Energy measurements of the end products revealed that the electron energy spec-
trum was continuous, as opposed to a discrete line, which one would expect in
a two-body decay if energy is conserved. While Bohr considered the possibility
that conservation of energy might not be valid in this situation [53], Pauli in 1930
proposed an alternative solution to this puzzle, by introducing a new particle – the
neutrino1 [59].
In the following years, work on the theoretical description of this new particle
progressed relatively quickly. In 1934, Fermi published a theoretical description of
beta decay [57], which included the interaction Hamiltonian of beta decay and a
discussion of the dependence of the beta decay end point spectrum on the neutrino
mass.
1Pauli originally called the proposed new particle “neutron”. After the discovery of what is today
called the neutron by Chadwick in 1932 [54], Pauli’s proposed particle was renamed “neutrino”.
This contraction of the Italian word “neutronino” – meaning “little neutron” – was jokingly
suggested by Amaldi [55, 56] and was later popularized by Fermi [57, 58].
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Experimental successes on the other hand were still far off. An early estimation
of the neutrino-nucleon scattering cross section by Bethe and Peierls resulted in
σ < 10−44 cm2 for a 2.3 MeV neutrino beam, leading them to the conclusion “that
there is no practically possible way of observing the neutrino”, even for higher
energies [60]. Several experiments during the next two decades delivered increa-
singly strong evidence for missing momentum in beta decay [61, 62, 63, 64, 65], but
non-conservation of energy was at the time still considered a possibility [66].
Finally, Reines and Cowan used a liquid scintillator detector in an attempt to
detect neutrinos through inverse beta decay (ν¯e + p → n + e+), without the need
to assume conservation of energy and momentum [67, 68]. In 1953, using the
Hanford nuclear reactor as a neutrino source, they found a tentative signal, which
was not yet conclusive [69]. Three years later, using the Savannah River nuclear
reactor, they were able to confirm this excess and thus demonstrate the existence of
neutrinos [70, 71].
A few years before, several experiments measuring the lifetime of double beta
decay had already suggested that neutrinos and antineutrinos are distinct particles
with different physical properties [72]. More evidence was found in the mid-1950s
by Davis [73], who used an antineutrino source to look for evidence for the reaction
37Cl+ ν¯e → 37Ar+ e−.
Within three years, Davis reached a sensitivity of 0.05 times the theoretical cross
section of the equivalent neutrino reaction
37Cl+ νe → 37Ar+ e−
without finding evidence for the reaction, thus conclusively demonstrating that
neutrinos and antineutrinos behave differently [74].
Around the same time, the neutrino’s parity and helicity were measured in intri-
cate experiments by Wu [75] and Goldhaber [76] and their respective collaborators.
In 1962, it was similarly concluded that muon neutrinos are distinct from electron
neutrinos. This was done by producing νµ in pion decay through pi± → µ± +
(νµ/ν¯µ) and observing that these neutrinos produced muons, rather than electrons,
in the detector [77].
After the discovery of the τ lepton in 1975 [78], the existence of a corresponding
neutrino species was generally expected. Experimental evidence for the existence of
ντ was finally found in 2000 by the DONUT experiment at Fermilab [79]. Experi-
mental measurements of the Z boson’s decay width at LEP show that there are no
additional light neutrinos [80].
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3.2 Neutrino Oscillations
3.2.1 The Solar Neutrino Problem
For centuries, the source of the energy generated in the Sun had been a mystery.
Early suggestions like chemical or gravitational energy would have given the Sun a
life time of several thousand or several million years, which appeared irreconcilable
with the discovery of fossils or rocks that appear to be several billions of years old.2
Nuclear fusion as a stellar energy source was suggested by Eddington in 1920 [82].
In 1939, Bethe expanded upon Eddington’s proposal and described two reaction
chains that are responsible for energy generation in the Sun: the pp chain (which
fuses four protons into a 4He nucleus) and the CNO cycle (which does the same
using a carbon nucleus as a catalyst) [83]. In both processes, the mass difference
between the initial and the final material is converted into neutrinos or photons
with energies of O(MeV). Both reaction chains are displayed in figures 3.1 and 3.2.
7Be + e  ! 7Li + ⌫e 7Be + p! 8B+  
7Li + p! 2 4He 8B! 8Be* + e+ + ⌫e
3He + 4He! 7Be +  
3He + 3He! 4He + 2 p 3He + p! 4He + e+ + ⌫e
2H+ p! 3He +  
p+ p! 2H+ e+ + ⌫e p+ e + p! 2H+ ⌫e
99.6% 0.4%
85%
15%
2 · 10 5%
8Be*! 2 4He
99.87% 0.13%
(8B)
(pp)
Figure 3.1: Reactions and branching ratios for the pp chain [84].
2An account of the discussion between Kelvin and contemporary geologists is given in reference [81].
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12C+ p! 13N+   13N! 13C+ e+ + ⌫e
13C+ p! 14N+  15N+ p! 12C+ 4He
14N+ p! 15O+  
17O+ p! 14N+ 4He
17F! 17O+ e+ + ⌫e
15O! 15N+ e+ + ⌫e
15N+ p! 16O+  
16O+ p! 17F +  
99.9%
0.1%
Figure 3.2: Reactions and branching ratios for the CNO cycle [84].
The interior of the Sun (like the interior of a supernova) is inaccessible to optical
observations because the mean free path of a photon is much smaller than the radius
of the Sun. It is therefore impossible to observe the photons generated in these
reactions in the Sun’s interior. Neutrinos with O(MeV) energies, on the other hand,
can escape nearly unhindered. If we are able to detect these solar neutrinos, we
could observe the nuclear fusion processes inside the Sun directly.
The importance of the reaction
3He+ 4He→ 7Be+ γ
was underestimated at first. Laboratory experiments in 1959 found that its cross sec-
tion was two orders of magnitude larger than previously thought [85]. Accordingly,
the reaction chain
7Be+ p→ 8B+ γ→ 8Be*+ e+ + νe
produces a neutrino flux that is much higher than previously expected. These
8B neutrinos can have an energy of more than 10 MeV, making them easier to
detect than neutrinos from other reactions which – although some of them are more
abundant – have a lower energy that is below the energy threshold required by
easily available detector materials.
Following this discovery, Bahcall and Davis in 1964 proposed an experiment using
380 000 l of perchlorethylene, C2Cl4, to look for the reaction
37Cl+ νe → 37Ar+ e−,
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which can be caused by 8B neutrinos [86, 87]. This reaction is advantageous due to
its low threshold energy of about 0.8 MeV, the easily available detector material and
an enhanced cross section due to three excited states of 37Ar [86]. Such an experiment
was expected to provide first direct evidence that nuclear fusion is indeed the source
of the energy generated in the Sun. In addition, since the reaction
7Be+ p→ 8B+ γ
has a strong temperature dependence, a measurement of the 8B neutrino flux can be
used to measure the temperature inside the Sun.
The detector was built in the Homestake Gold Mine in South Dakota, 1480 m
underground – corresponding to 4400 meters of water equivalent (m.w.e.) – to
reduce the background from cosmic ray muons.
First results published in 1968 found no evidence of solar neutrinos. By comparing
the resulting upper limit on the solar neutrino flux to theoretical predictions, it was
deducted that the CNO cycle is responsible for less than 9 % of the total energy
generation in the Sun. The best theoretical prediction for the expected neutrino flux,
however, was about twice as high as the experimental upper limit [88, 89].
In the mid-1980s, the Kamiokande experiment (see chapter 3.3.4) began measuring
solar neutrinos and similarly found an event rate that is about half the theoretically
predicted rate [90]. In the 1990s, a number of experiments began using gallium as a
detector material to look for solar neutrinos using the reaction
71Ga+ νe → 71Ge+ e−,
which has an energy threshold of about 0.2 MeV. This enables the detection of pp
neutrinos, which are by far the most abundant type of solar neutrinos. As we see
from figure 3.1, their flux is nearly four orders of magnitude higher than that of 8B
neutrinos.
The experiment GALLEX (GALLium EXperiment) and its successor GNO (Gal-
lium Neutrino Observatory) at the underground laboratory Gran Sasso, as well
as SAGE (Soviet-American Gallium Experiment) in the Baksan laboratory in the
Caucasus region, all measured the solar neutrino flux and found values that are a
little over half the theoretically predicted rate [91, 92, 93].
This decade-long discrepancy between theoretical predictions and experimental
measurements of the solar neutrino flux became known as the “solar neutrino
problem”. Experimental error as a source for this discrepancy seemed unlikely,
given that a number of very different experiments had found compatible results
independently. Another possible solution, mistakes in the standard solar model,
seemed improbable as well, given the excellent agreement of that model with
helioseismological measurements. It therefore appeared likely that a solution to
this problem was to be found in particle physics. Among the number of suggested
solutions, neutrino oscillations were a favorite of many physicists.
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3.2.2 Neutrino Oscillations
To explain experiments that appeared to violate the weak charge universality, in
1963, Cabibbo proposed a new description of leptonic decays of strongly interacting
particles [94]. Re-expressed in terms of the quark model, we write u and c for the
eigenstates of the up and charm quarks in both the strong interaction and the weak
interaction. For the down and strange quarks, we then find that the weak interaction
eigenstates d′ and s′ are not equal to the strong interaction eigenstates d and s. The
relation between both sets of eigenstates is given by the linear combination(
d′
s′
)
=
(
cos θC sin θC
− sin θC cos θC
)(
d
s
)
. (3.1)
The mixing angle θC ≈ 0.2 is called the Cabibbo angle.
In 1973, Kobayashi and Maskawa extended this description to include the third
generation of quarks [95]. The resulting 3× 3 matrix is called the Cabibbo-Kobayashi-
Maskawa matrix or CKM matrix.
Similarly, in the neutrino sector, the weak interaction eigenstates or flavor eigen-
states νe, νµ and ντ are distinct from the mass eigenstates ν1, ν2 and ν3. The flavor
eigenstates can be written as a linear combination of the mass eigenstates using the
Pontecorvo-Maki-Nakagawa-Sakata matrix or PMNS matrix,νeνµ
ντ
 =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s13s23eiδ c12c23 − s12s13s23eiδ c13s23
s12s23 − c12s13c23eiδ −c12s23 − s12s13c23eiδ c13c23
ν1ν2
ν3
 , (3.2)
where sij = sin θij, cij = cos θij and δ is a CP-violating phase.
Pontecorvo in 1957 first discussed the possibility of neutrino oscillations [96]. In
1962, Maki, Nakagawa and Sakata introduced a two-dimensional mixing matrix to
describe the relationship between “weak neutrinos” (νe and νµ) and “true neutrinos”
(which are given by linear combinations of the former, similar to equation (3.1)) [97].
A relation between neutrino oscillations in a two-flavor scenario and the solar
neutrino flux measurements was then hypothesized by Pontecorvo in 1967 [98].
Neutrinos are produced in the Sun in the flavor eigenstate νe. On the way between
Sun and Earth, the three constituent mass eigenstates can then propagate indepen-
dently from each other.3 When transformed back into flavor eigenstates in a detector
on Earth, a solar neutrino could interact as any one of the three weak interaction
eigenstates.
3This requires, of course, that the mass eigenstates are independent. In particular, at least two of the
three eigenstates need to have a finite mass.
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While other experiments had already found evidence of neutrino oscillations [99],
the direct experimental confirmation came in 2002 from the SNO (Sudbury Neutrino
Observatory) experiment. SNO is located in Canada’s Ontario province in a mine
shaft at about 2000 m (about 6000 m.w.e.) below the Earth’s surface. The location
is among the deepest underground laboratories in the world and provides an
excellent shielding against cosmic ray background, with about 70 muons per day
passing through the detector. The detector contains 1 kt of heavy water, D2O, in
a spherical acrylic vessel with a diameter of 12 m. This vessel is surrounded by
a support structure with a diameter of 17.8 m, which carries 9438 inward-looking
photomultiplier tubes (PMTs) and is filled with purified light water, which is used
as an active shield [100].
The SNO detector is able to detect solar 8B neutrinos through three different
reactions,
νe + d→ p + p + e− (CC)
ν+ d→ p + n + ν (NC)
ν+ e−→ ν+ e−, (ES)
where ν refers to a neutrino with any one of the three flavors. This enables it
to measure both the total neutrino flux (using elastic scattering (ES) and neutral
current (NC) interactions) and the electron neutrino flux (using charged current (CC)
interactions) in one experiment. The measured electron neutrino flux was lower
than predicted by theory, consistent with prior experiments. The total neutrino flux,
on the other hand, was found to be in agreement with the standard solar model
prediction, thus proving that the solar neutrino flux contained multiple neutrino
flavors [101].
Since this direct experimental confirmation of neutrino oscillations, many experi-
ments have tried to measure the four parameters of the PMNS matrix.
Even before the direct detection of neutrino oscillations by SNO, the Super-
Kamiokande collaboration (see chapter 3.3.4) found an asymmetry in the flux of νµ
in particle showers produced in the Earth’s atmosphere by cosmic rays. The number
of downward-going νµ events was significantly lower than that of upward-going νµ
events. If this is interpreted as νµ ↔ ντ oscillations of the upward-going neutrinos
while they travel through the Earth, it can be used to determine the oscillation angle
θ23 [99].
The second angle, θ12, was first determined in 2002 by SNO [102] and in the
following year through a combination of solar neutrino data and ν¯e disappearance
measurements by the KamLAND experiment [103, 104].
Until recently, the third angle was still compatible with zero. Measurements that
showed a first hint of a non-zero θ13 were announced in December 2011 by the
Double Chooz collaboration [105]. Three months later, the Daya Bay experiment
21
Chapter 3 Neutrino Physics and Detection
published results that showed θ13 to be significantly above zero [106], which was
confirmed just weeks later by the RENO collaboration [107].
Today, the best values for the mixing angles according to the Particle Data
Group [80] are
sin2 2θ12 = 0.846± 0.021
sin2 2θ13 = 0.093± 0.008
sin2 2θ23 = 0.999+0.001−0.018,
while the value of the CP-violating phase δ is still unknown [108].
3.2.3 The MSW Effect
In addition to the vacuum oscillations described before, neutrino oscillations can be
impacted by the presence of matter. Wolfenstein in 1978 pointed out that neutrino
oscillations may be enhanced by coherent forward scattering on matter. While
neutral-current scattering on neutrons is the same for all neutrino flavors and simply
yields a common phase shift of little physical importance, charged-current scattering
on electrons discriminates between νe and other flavors [109]. Mikheev and Smirnov
in 1985 studied the effect of a varying matter density on neutrino oscillations and
applied their findings to solar neutrinos [110]. The effect was accordingly named
the Mikheev-Smirnov-Wolfenstein (MSW) effect. Shortly afterwards, Bethe gave a
different derivation of the phenomenon described by Mikheev and Smirnov and
applied it to the solar neutrino experiments by Davis and others [111].
For simplicity, we will describe this effect in a two neutrino flavor picture. Further-
more, we will disregard the influence of neutral-current scattering on neutrons, as
discussed above. In the two flavor case, the relationship between flavor eigenstates
and mass eigenstates is given by(
νe
νµ
)
=
(
cos θC sin θC
− sin θC cos θC
)(
ν1
ν2
)
. (3.3)
Charged-current scattering on electrons in matter creates an effective potential
Veff =
√
2GFne for νe (but not for νµ). This changes the effective squared mass of νe
to grow linearly with the electron number density ne, which in the Sun and the Earth
is proportional to the total matter density ρ. In vacuum, the propagation eigenstates
– i. e. the eigenstates of the Hamiltonian – are equal to the mass eigenstates. In matter,
the additional term Veff modifies the propagation eigenstates as shown in figure 3.3.
We note that the masses of propagation eigenstates do not cross over – contrary to
those of the flavor eigenstates. Accordingly, when an electron neutrino is generated
in the center of the Sun at a high density and then travels outwards, it propagates
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Figure 3.3: Impact of the presence of matter with density ρ on the neutrino eigen-
states. The thin lines show the effective masses of the flavor eigenstates νe (diagonal)
and νµ (horizontal), while the thick lines show the evolution of the propagation
eigenstates. As discussed in the text, we use a simplified two-flavor picture and
ignore the effect of neutral-current scattering on neutrons, which is common to both
flavors. (Figure taken from reference [111].)
through a density gradient following the upper thick line in figure 3.3. Throughout,
it stays in the propagation eigenstate and is thus converted into a muon neutrino.
While the density inside the Earth is much smaller than in the center of the Sun,
the matter will still cause the propagation eigenstates and mass eigenstates to split
up and thus cause neutrino oscillations. This Earth matter effect and its detectability
in supernova neutrino spectra has been the subject of intense research [112, 113,
114, 115]. A more recent analysis, however, found that this effect is unlikely to be
detectable in current or next-generation detectors [116].
The phenomenology of supernova neutrino oscillations is very rich and includes
a number of additional effects. First calculations of the complete oscillation picture
were published in recent years [117], but the picture is still not clear and depends on
properties of the progenitor. Following reference [18], we will consider both the case
of no flavor swap (where all ν¯e detected on Earth are created as ν¯e at the supernova)
and the case of full flavor swap (where all ν¯e detected on Earth are created as ν¯µ or
ν¯τ). We expect the actual results to be somewhere in between these two extremes.
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3.3 Neutrino Detection in Water Cherenkov Detectors
There are several different types of neutrino detectors, which rely on different
detection mechanisms. We will focus on water Cherenkov detectors, leaving aside
liquid scintillator detectors (as used by Reines and Cowan [68] or, more recently, by
the KamLAND [118] and Borexino [119] experiments), radiochemical detectors (as
used by Davis [73, 89] or, more recently, by the GALLEX/GNO experiment [120]
and SAGE [121]) and all other detector types that are currently in use.
In water Cherenkov detectors, inverse beta decay (IBD) is generally the main
detection channel for supernova neutrinos, making up roughly 90 % of the events.
Therefore, instead of calculating all detection channels in great detail for each
detector, we will simply scale the IBD rate by the appropriate factor to take the other
detection channels into account.
3.3.1 Detection Mechanism
3.3.1.1 Inverse Beta Decay
Water Cherenkov detectors use the inverse beta decay (IBD) reaction on hydrogen
nuclei,
ν¯e + p→ n + e+,
to detect electron antineutrinos.
The threshold energy for this reaction, given by the difference between the proton
mass and the sum of neutron and positron mass, is Ethr ≈ 1.8 MeV. In the case of
much higher neutrino energy – typically 5 MeV to 50 MeV for supernova neutrinos –,
the resulting positron is highly relativistic. In this case, since its speed is higher than
the speed of light in water (cH2O = cvac/nH2O ≈ cvac/1.33), it will radiate Cherenkov
photons [122]. These photons will be radiated with an angle cos θ = 1/nβ, so in the
high-energy limit, where β ≈ 1, this angle is given by θ ≈ cos−1(1/n) ≈ 41◦.
These Cherenkov photons are detected by photo multiplier tubes (PMTs) and the
measured data is then transferred to a computing facility, where the measurements
from multiple PMTs are combined.
3.3.1.2 Neutron Detection
The free neutron, which was produced in IBD, will scatter on nuclei in the medium
and will finally get absorbed by a nucleus within seconds. The binding energy will
be released in the form of photons which can also be detected by the PMTs.
As pointed out by Beacom and Vagins in 2004 [123], the absorption time can be
reduced to a few tens of microseconds by adding small amounts of gadolinium
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chloride (GdCl3), whose thermal neutron capture cross section is about five orders
of magnitude larger than those of hydrogen nuclei, to the detector material. The
neutron capture on gadolinium would lead to a gamma cascade of 8 MeV, which
can be detected by the same PMTs as the Cherenkov photons.
This coincident detection of Cherenkov photons and the 8 MeV gamma cascade
from neutron capture is very unlikely to be imitated by background events and
could thus guarantee a near-instant high-certainty detection of neutrino-induced
IBD. It could also be used to improve directional information from supernova
neutrinos, or to reduce backgrounds in the search for the diffuse supernova neutrino
background [123]. A test facility called EGADS (Evaluating Gadolinium’s Action on
Detector Systems) was built starting in 2009 [124].
3.3.1.3 Time Resolution
The time resolution of the detector depends on the time resolution of the PMTs,
which is typically within a few nanoseconds, and the spatial resolution of the event
reconstruction. The latter is necessarily smaller than the detector’s total size, and can
thus be at most a few tens of meters, corresponding to roughly 100 ns (see figure 3.5).
The total time resolution of the detector will therefore be smaller than 1 µs.
The neutrinos from a supernova are highly relativistic, moving at speeds vν ≈ c.
The time-of-flight delay caused by finite neutrino masses is [16]
∆t = 0.57 ms
(mν
eV
)2 (30 MeV
E
)2 ( D
10 kpc
)2
, (3.4)
where mν is the mass of a neutrino species, E is the neutrino energy and D is the
distance between the supernova and a detector. For a galactic supernova with a
typical distance of less than 20 kpc (see figure 5.3), neutrino energies of 5 MeV to
50 MeV, and a neutrino mass below 0.2 eV4, this delay will typically be below 1 ms.
Neutrino flux variations at time scales of greater than 1 ms are therefore conserved
on the way between the supernova and the detector. Time-dependent variations
in the neutrino flux with a frequency of up to several 100 Hz can potentially be
observed in the detector signal.
4An upper limit of 0.2 eV on the sum of the three neutrino masses can be derived from cosmological
arguments [125]; the current experimental limit from β decay of tritium is about one order of
magnitude higher [126, 127]. The KATRIN experiment, which is currently under construction, is
expected to start data taking in late 2015 and to be sensitive to an electron neutrino mass of down
to 0.2 eV within five years [128].
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3.3.2 DUMAND and AMANDA
Starting in the mid-1970s, astroparticle physicists discussed using sea water to
build a large volume water Cherenkov detector under the name DUMAND (Deep
Underwater Muon and Neutrino Detector) [129]. The DUMAND design uses the
ocean water in several different ways simultaneously: as a shield against low-energy
cosmic rays, as a target for neutrino and muon interactions, and as a detection
medium in which highly relativistic particles produce Cherenkov photons. After
more than a decade of research, construction of a first prototype began in the late
1980s.
The goal of DUMAND was to build a detector with a very large detection volume,
in order to be able to observe muons or neutrinos with an energy of at least several
TeV. The proposed setup consisted of 36 strings, each equipped with 21 equidistant
optical modules, located off the coast of Hawaii at about 4 km to 5 km below the
ocean surface. The total instrumented volume was proposed to be 250 m× 250 m×
500 m or more than 30 megatons of water [130].
At a depth of 4 km to 5 km below the ocean surface, the background from sunlight
and from cosmic ray muons will be negligible. The main background will come from
bioluminiscence and from the radioactive potassium isotope 40K, each responsible
for an event rate of approximately 100 kHz per optical module. This background can
be reduced significantly by looking for events that produce a signal in multiple op-
tical modules within a very brief time interval. Such events are commonly generated
by high-energy particles, which produce a shower of Cherenkov photons, but are un-
likely to be generated by multiple independent radioactive decays. This coincident
detection technique reduces the background rate at the cost of excluding events from
lower-energy particles. Due to the relatively coarse instrumentation, the detector
would usually pick up only one Cherenkov photon from a supernova neutrino
induced IBD. To the detector, this would be indistinguishable from background.
In the wake of the supernova 1987A, Pryor and others suggested small modifica-
tions to lower the energy threshold of DUMAND, which would have enabled it to
detect the neutrino burst from a galactic supernova [131]. Several years later, Halzen
and others noted that even the original DUMAND design could measure supernova
neutrinos. They pointed out that, while any single event may be indistinguishable
from background, the temporary increase in event rate across all optical modules
could be statistically significant [132].
Unfortunately, DUMAND was cancelled after experiencing technical difficulties
in the first deployment [133]. Lessons learned from DUMAND were essential for
later underwater neutrino detectors like the Baikal telescope in Lake Baikal [134]
and ANTARES in the Mediterranean Sea [135].
Meanwhile, other groups worked on a detector called AMANDA (Antarctic Muon
And Neutrino Detector Array). While the basic detector design – a coarse grid of
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PMTs which uses water as shielding, detector material and propagation medium for
Cherenkov photons – was similar to DUMAND, AMANDA was located at the South
Pole and used a region of a 3 km thick ice sheet as the detector material, instead of
ocean water.
Compared to ocean water, ice is a very sterile medium. Bioluminiscence and
radioactive decays of naturally occuring 40K, which are the predominant sources
of background noise in ocean water, are negligible in the ice. The main sources
of noise in AMANDA are the dark noise from the PMTs and traces of 40K in the
glass housings of the optical modules. The total background rate is roughly 1 kHz
per optical module [136] – two orders of magnitude lower than in DUMAND.
Additionally, it is possible to operate a surface detector on top of AMANDA, whose
data can be used as a veto against air showers and for calibration.
Explorations for AMANDA began in 1991, and in 1993, the first strings were
deployed to a depth of 810 m to 1000 m. It was soon discovered, however, that
the high concentration of air bubbles at this depth caused strong light scattering,
which smeared out the arrival time of Cherenkov photons and made precise track
reconstruction impossible. Starting in 1995, four strings were deployed to a depth
of 1545 m to 1978 m, where the phase transition from air bubbles into air-hydrate
crystals has completed. While scattering was still nearly an order of magnitude
stronger than in water, it was low enough to enable track reconstruction [136].
Halzen and others had pointed out in 1994 that a supernova might be detectable
in AMANDA because of a temporary increase of the event rate across all optical
modules [132] and later concluded that AMANDA could view a radius of 17 kpc,
covering most stars in our galaxy [137]. Using the 1997 AMANDA setup consisting
of ten strings and 302 optical modules, Ahrens and others found that AMANDA is
able to cover about two thirds of the progenitor stars in our galaxy [138].
3.3.3 IceCube
While construction of AMANDA was ongoing, planning for a successor, the IceCube
detector, began. It shared the fundamental design as well as the location at the South
Pole.
Built between 2004 and 2010, IceCube consists of 78 strings in a triangular grid
pattern with a horizontal spacing of 125 m. Each string is instrumented with 60
digital optical modules (DOMs) with a horizontal spacing of 17 m. The DOMs are
glass spheres containing a PMT and readout electronics, which digitize the signal
and add a time stamp. The total instrumented volume is approximately 1 km3 of ice.
Starting in 2009, eight additional strings instrumented with 60 DOMs each were
added to create the DeepCore subdetector. Six of these strings (marked red in
figure 3.4) have a horizontal string-to-string spacing of 72 m and use PMTs with an
improved “super bialkali” photocathode that improves optical sensitivity by about
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Figure 3.4: Diagram showing the IceCube detector from the top (left) and the side
(right), with DeepCore highlighted. (Side view taken from reference [139].)
35 %. The final two infill strings have an even smaller horizontal distance of 42 m
and use a mixture of both PMT models. All additional DeepCore strings have a
smaller vertical distance of 7 m to 10 m between DOMs [139].
IceCube is designed to search for sources of neutrinos and cosmic rays with
energies in the TeV range or higher. The large instrumented volume is important for
accurately measuring the energy of high energy particle showers, which requires
that a large part of the particle shower is contained in the detector volume. DeepCore
increases the instrumentation density and thus lowers the energy threshold to the
multi-GeV range.
For detection of supernova neutrinos, whose energy is typically below 50 MeV,
the DOM density in IceCube is very low. The effective volume for the detection
of two photons from one IBD event is about two orders of magnitude smaller
than the effective volume for detection of just one photon [140]. Therefore, from
any given IBD event, at most one photon will likely be detected. Like DUMAND
and AMANDA, IceCube will therefore detect the neutrino burst associated with
a supernova as a temporary increase in the event rate across all DOMs. Since
IceCube is unable to identify whether any given event during such a neutrino burst
is caused by a supernova neutrino or not, it cannot provide event-by-event energy
information.
Like AMANDA, IceCube benefits from the very sterile detector medium. In
addition, IceCube uses detector components with reduced radioactivity, which
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leaves dark noise from the PMTs as the main background. The average background
rate is 540 Hz per DOM [141].
The IBD rate per DOM in IceCube is given by [141]
RIBD, DOM = Np, IC
∫
dEe Nγ(Ee)
∫
dEν
dΦν(Eν)
dEν
d σ(Ee, Eν)
dEe
, (3.5)
where dσ/dEe is the IBD cross section, differentiated with respect to the positron
energy (see appendix A.1), dΦν/dEν is the energy-dependent ν¯e flux (see ap-
pendix A.2), Nγ ≈ 178Ee/MeV is the number of Cherenkov photons produced by a
positron with energy Ee, and Np, IC is the number of hydrogen nuclei, i. e. possible
targets. In IceCube, this is given by Np, IC = npVeff, where np = 6.18× 1022 cm−3 is
the number density of protons in ice (ρice = 0.924 g cm−3) and Veff is the effective
detection volume per DOM.
IBD is responsible for approximately 94 % of the neutrino events in IceCube [141].
(The other events are mostly from scattering on electrons and from electron neutrino
and antineutrino capture on oxygen nuclei.) As discussed earlier, we can approxi-
mate the total event rate per DOM by dividing the IBD rate per DOM by this scaling
factor:
RDOM =
RIBD, DOM
0.94
(3.6)
Additionally, every DOM shows a background rate of rBG ≈ 540 s−1. By intro-
ducing a dead time of tdead = 250 µs after every hit, this background is reduced by
nearly 50 % to rBG ≈ 286 s−1, while reducing detector uptime and thus the measured
rate by approximately 13 %. 5 Using this, the total signal rate in the IceCube detector
is given by
RIC = NDOM
0.87RDOM
1+ RDOMtdead
, (3.7)
where NDOM = 5160 is the number of DOMs in IceCube [141, 18].
5In an earlier design of the IceCube data acquisition system, this dead time was enforced by a field
programmable gate array in the DOM. In that design, a minimum dead time of 110 µs was actually
necessary to avoid an overflow of the 4-bit event counter in each 1.6384 ms bin [141]. In situations
where the event rate reaches ∼ 1/tdead – for example, a supernova at . 2 kpc –, this could cause a
“whiteout” problem, where the detector is flooded with photons and becomes unable to produce
differentiated measurements beyond a maximum event rate.
This disadvantage was acknowledged by the IceCube collaboration and has since been eliminated
in a recent extension to the data acquisition system. This was done by introducing a data buffer
which stores every single hit at a O(10 ns) time resolution [142]. For very close supernovae, it is
thus possible to measure RIC = NDOMRDOM instead of equation (3.7). Since our work focusses on
improving detection prospects in situations with low signal, we will continue to use the dead time
technique in this thesis.
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3.3.4 Super-Kamiokande
The original Kamiokande (an abbreviation of “Kamioka Nucleon Decay Experi-
ment”) detector [143] was a cylindrical tank containing 3 kt of water, located under-
ground in the Kamioka mine in the Gifu region in Japan. It started operations in
1983 looking for nucleon decay and has increased lower limits on the proton lifetime
for a number of different decay channels.
Following detector upgrades, it produced a number of additional physics results,
including observation of solar 8B neutrinos and observation of atmospheric neu-
trinos. In February 1987, Kamiokande detected a dozen neutrinos from SN1987A
which until today remain half of all supernova neutrinos ever detected by human-
kind.
In 2002, part of the Nobel Prize for Physics was jointly awarded to Ray Davis Jr.
and to the Kamiokande collaboration’s Masatoshi Koshiba for their “pioneering con-
tributions to astrophysics, in particular for the detection of cosmic neutrinos” [144].
Kamiokande’s successor, the Super-Kamiokande detector [145], started data-
taking in 1996, after more than four years of construction. It is located in the
Mozumi mine in Japan’s Gifu region below 1000 m of rock shielding, corresponding
to 2700 m. w. e.
It is a cylindrical tank, similar in form to its predecessor, with a diameter of 39 m
and a height of 42 m, containing 50 kt of water. This total volume is divided by
a light-proof support structure into an outer shell with a width of approximately
2.5 m and an inner region with a diameter of 33.8 m and a height of 36.2 m. The
outer region is observed by photomultiplier tubes (PMTs) mounted on the outside
of the support structure and acts as an active veto against incoming particles such
as cosmic-ray muons and to shield against radioactivity from the surrounding rock.
The inner region contains roughly 32 kt of water and includes a fiducial volume
of approximately 22.5 kt of water surrounded by a 2 m wide shell to exclude anoma-
lous events resulting from charged particles passing close to the PMTs, and to act as
an additional shield against natural radioactive background from the surrounding
rock. The inner region was at first instrumented with 11 146 inward-facing PMTs
with a 50 cm diameter, resulting in an effective photocathode coverage of 40 % of
the inner detector’s surface. In November of 2001, during maintenance work in
preparation for a detector upgrade, a chain reaction triggered by an imploding PMT
destroyed more than half of the PMTs. The detector continued operations in 2002
with a reduced coverage of 19 % and was restored to full coverage for the third
phase, starting in 2006 [146].
A water purification system is employed to reduce scattering losses, which nega-
tively impact the detector’s energy resolution due to the delayed arrival time of the
scattered photons at the PMTs. For light at a wavelength of 420 nm, which is close to
the region of maximum efficiency of the PMTs, this results in an attenuation length
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of roughly 100 m, about twice the diagonal size of the inner detector, which is close
to 50 m.
As discussed earlier, a highly relativistic positron produced in an IBD event sends
out Cherenkov light in a cone with an angle of about 41◦. While IceCube, due to its
coarse instrumentation, is only able to detect at most one photon from any given
IBD event, Super-Kamiokande can detect multiple photons from every IBD event.
This produces an easily identifiable circle of hits in the PMTs (see figure 3.5) and
allows a very accurate reconstruction of events with neutrino energies as low as
4.5 MeV [146].
Figure 3.5: Unrolled view of the Super-Kamiokande detector with a Cherenkov
ring from an electron-like event. Colors indicate the number of photo-electrons
detected in each PMT. The plot in the lower right shows the distribution of arrival
times, which has a sharp peak with a width of less then 100 ns. (Figure taken from
reference [147].)
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Coincident detection techniques can be used to distinguish between multiple
events, and can also be used to identify and suppress uncorrelated noise like dark
noise of the PMT or radioactive decays in the PMT material. Other background
from radioactive decays in the detector medium or from penetrating cosmic rays
may be identifiable due to its reconstructed energy. As a result, the background
in Super-Kamiokande is very small and we will ignore it in the remainder of this
thesis.
For Super-Kamiokande, the IBD rate is given by
RIBD, SK = Np, SK
∫
dEe
∫
dEν
dΦν(Eν)
dEν
d σ(Ee, Eν)
dEe
. (3.8)
The number of hydrogen nuclei is Np, SK ≈ 2.1× 1033 in the inner detector region
and Np, SK ≈ 1.5× 1033 in the fiducial volume.
3.3.5 Hyper-Kamiokande
Hyper-Kamiokande [147] is the proposed successor to Super-Kamiokande. If con-
struction, which is expected to start in 2018, goes according to schedule, data-taking
could start in the year 2025 [148]. Its proposed location is about 8 km south of Super-
Kamiokande at 648 m underground, corresponding to a shielding of 1750 m. w. e.
Figure 3.6: Schematic view of the Hyper-Kamiokande detector. (Figure taken from
reference [147].)
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Hyper-Kamiokande follows the same basic design as its predecessor. It consists of
two nearly cylindrical tanks with outer dimensions of 48 m× 54 m× 247.5 m each.
The total detector mass is 990 kt (about 20 times the size of Super-Kamiokande),
containing an inner region of 740 kt, which includes a fiducial volume of 560 kt
(about 25 times the size of Super-Kamiokande’s fiducial volume). The surrounding
outer region with a thickness of 2 m will be viewed with 25 000 PMTs in order to
act as an active veto against cosmic-ray muon backgrounds and to shield against
radioactivity from the surrounding rock.
The inner region of each of the two tanks will be split into five separate com-
partments with a length of 49.5 m each, making each compartment comparable in
size to the whole Super-Kamiokande detector. The inner region will be equipped
with PMTs and is planned to reach a photocathode coverage of 20 %, about half the
maximum coverage reached in the Super-Kamiokande detector. As a baseline, this
goal could be reached by using 99 000 PMTs of the type used in Super-Kamiokande
with a 50 cm diameter. Additionally, improvements are possible either through a
reworked design of the protective shells for the PMTs or through use of a different
PMT model with better performance characteristics.
The water purification system of the detector will be upscaled to a higher capacity,
in order to reach the same water quality as in Super-Kamiokande. For light at a
wavelength of about 400 nm, this is expected to result in the same attenuation length
of about 100 m, still comfortably larger than the diagonal size of each compartment,
which is roughly 70 m.
Accordingly, Hyper-Kamiokande will also offer event-by-event energy informa-
tion with an energy resolution that should be comparable to that of its predecessor.
Similar to its predecessor, Hyper-Kamiokande’s IBD rate is given by
RIBD, HK = Np, HK
∫
dEe
∫
dEν
dΦν(Eν)
dEν
d σ(Ee, Eν)
dEe
(3.9)
but the number of hydrogen nuclei increases to Np, HK ≈ 3.7× 1034 for the fiducial
volume and Np, HK ≈ 4.9× 1034 for the whole inner detector region.
IBD is responsible for 88 % to 89 % of the neutrino events in Hyper-
Kamiokande [149]6, depending on the amount of flavor mixing. As discussed earlier,
the total event rate can therefore be approximated by dividing the IBD rate by this
scaling factor:
RHK =
RIBD, HK
0.89
(3.10)
6The cited paper gives a value of 88 % to 89 % for Super-Kamiokande. Given the strong similarities in
the design of both detectors, we expect this to be applicable to Hyper-Kamiokande as well. Note,
also, that even a deviation of several percentage points from this number would have very little
influence on the results of this thesis, since we are concerned not with detectability per se, but with
the detectability in certain energy ranges relative to each other.
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While its detector volume will be three orders of magnitude smaller than that
of IceCube, Hyper-Kamiokande’s much denser instrumentation means that it will
reach about one third of the IceCube event rate in the case of a future supernova.
Additionally, it features a background that is several orders of magnitude lower
and for most purposes negligible. As pointed out by Tamborra and others, it will
therefore be able to produce a better signal than IceCube for supernovae at large
distances [17]. We will consider this in detail in chapter 5.1.
Hyper-Kamiokande will also offer event-by-event energy information, which is
not available in IceCube in the relevant energy range. This energy information has
not been used in previous analyses of supernova neutrino detection. In chapter 5.2,
we will discuss whether this additional information can be used to improve the
detection prospects of time-dependent variations in the neutrino number flux.
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Data Processing and Analysis
We analyzed data from a simulation of a 27 M progenitor by the Garching
group [11]. The raw data is available from the Garching Core-Collapse Super-
nova Archive1. The data set used in this thesis was preprocessed by Irene Tamborra;
it is the same one that was used in reference [18].
We will start this chapter by describing the simulation and the preprocessing
of the raw data. Next, we will calculate the event rate in the IceCube detector
including a shot noise contribution. We will then describe how we calculate the
power spectrum of the event rate and use the power spectrum to identify the SASI
oscillations in the event rate.
In chapter 5, we will apply the data analysis techniques described in this chapter
to data from the Hyper-Kamiokande detector. Throughout both chapters, we will
show the data for two extreme cases – no flavor swap (NFS; where all ν¯e detected on
Earth were created by the supernova as ν¯e) and full flavor swap (FFS; where all ν¯e
detected on Earth were created as νx) –, as discussed at the end of chapter 3.2.3. In
all calculations, we will assume a supernova at a fiducial distance of 10 kpc.
4.1 Preparation of the Data Set
4.1.1 Description of the Simulation
All calculations in this thesis are based on data from a three-dimensional simulation
by the Garching group [11] for the 27 M progenitor by Woosley and others [150].
The simulation was performed with the PROMETHEUS-VERTEX code, which com-
bines the hydrodynamics solver PROMETHEUS with the neutrino transport code
VERTEX [151]. It included a detailed treatment of energy-dependent neutrino in-
teractions and used a ray-by-ray-plus approach, which takes into account not only
radial transport of neutrinos, but also non-radial neutrino advection and pressure
terms. The simulation used Newtonian gravity but included an additional effective
gravitational potential to account for modifications from General Relativity [11].
1 http://www.mpa-garching.mpg.de/ccsnarchive/archive.html
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4.1.2 Preprocessing and Selection of Observer Direction
The raw data from the simulation contains the energy flux, mean energy and lumi-
nosity of the supernova neutrinos at a radius of 500 km for different angular zones
and for each of the flavors νe, ν¯e and νx, respectively.
This data was preprocessed as described in appendix A of reference [18]. The
resulting data set contains the mean energy, mean squared energy and luminosity for
νe, ν¯e and νx during the time from 10.5 ms to 552.1 ms after the core-bounce (phase 3
in chapter 2.2). Radial fluxes are given for three observer directions: “Violet” and
“Light Blue” refer to opposite directions within the plane where SASI originates,
which results in a SASI amplitude that is approximately maximal, while the “Black”
direction lies outside of that plane and sees a smaller SASI amplitude.
We used the data for the observer direction with a maximum SASI amplitude,
referred to as the “Violet Direction” in reference [18]. Choosing a different observer
direction would simply result in a lower SASI amplitude, leading to a weaker signal
and, therefore, a lower detection probability. We will not discuss other observer
directions in this thesis, since we want to focus not on assessing detectability of
SASI oscillations, but on new methods of data analysis which make use of the
event-by-event energy information afforded by the Hyper-Kamiokande detector.
The preprocessed data set had a slightly varying time step-size of (0.50± 0.01)ms.
In addition, there were a number of gaps (where adjacent data points had a time
difference of roughly 1 ms) or duplicates (where adjacent data points had a time
difference of much less than 0.5 ms). To avoid any problems that might otherwise
arise from these small irregularities, we rebinned the data set. To that end, we
interpolated between the available data points and integrated the interpolated
function in steps of the bin length, tbin, to get the number of events per bin. In
our tests, the influence of tbin on the conclusions has been negligible; therefore, we
decided on tbin = 1 ms mainly for convenience.
4.2 Event Rate in IceCube
Using the data set described in the previous section, we can now use equation (3.7)
to calculate the expected event rate in the IceCube detector, RIC. (See figure 4.1.) We
find that our results agree with those given by Tamborra and others in figure 15 of
reference [18]. The SASI oscillations at 200 ms to 230 ms are clearly visible.
In any realistic setting, however, the detected data will not look as smooth as in
figure 4.1. Instead, it will contain a shot noise contribution, which we simulate using
a Poisson distribution for each 1 ms bin.
For the shot noise, in addition to the supernova event rate, we have to take into
account the background, which, at 286 s−1 per optical module, is RBG ≈ 1476 ms−1
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Figure 4.1: Total event rate in IceCube in the NFS (red) and FFS (orange) cases for a
supernova at a fiducial distance of 10 kpc.
Figure 4.2: Same data as in figure 4.1, but including a simulated shot noise.
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for the whole IceCube detector. The bin-to-bin fluctuations, which scale as
√
N for a
Poisson distribution with N events, will therefore reach a minimum of
√
RBG ≈ 38
for 1 ms bins, even if no supernova signal is present. The shot noise is therefore given
by
√
RBG + RIC. One example for a resulting distribution can be seen in figure 4.2.
4.3 Power Spectrum of the Total SASI Signal
For a more detailed analysis of the data, we will now calculate the power spectrum
of the event rate. We follow the approach given in appendix A of reference [16],
which we will describe in the remainder of this chapter.
4.3.1 Fourier Transform
We focus on the time interval of duration τ = 200 ms from 115 ms to 315 ms. As we
can see in figure 4.1, this interval contains in its middle at about 200 ms to 230 ms
the strongest SASI oscillations. Next, we multiply the event rate in this time interval
by the Hann window function
w(t) = 1− cos(2pit/τ) (4.1)
to suppress edge effects in the Fourier transform. This function is normalized such
that its average weight is unity:
τ∫
0
dt
w(t)
τ
= 1 (4.2)
A plot of the resulting function, RH(t) = w(t)R(t), is displayed in figure 4.3. The
Fourier transform of RH(t) is given by
h( f ) =
τ∫
0
dt RH(t) e−i2pi f t (4.3)
or, for the discrete case with equal bin width ∆ and tj = j∆,
h( fk) = ∆
Nbins−1
∑
j=0
RH(tj) e−i2pi fktj . (4.4)
We use a data set with the duration τ = 200 ms, which is split into Nbins = 200
bins, each of which has the width ∆ = 1 ms. The Fourier transform of the binned
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Figure 4.3: Total event rate in IceCube in the NFS case, multiplied by the Hann
window function.
data gives values for the discrete frequencies fk = k · δ f , with the frequency spacing
δ f = 1/τ = 5 Hz. The highest resolvable frequency (or “Nyquist frequency”) is
fmax = 1/(2∆) = 500 Hz.
For f = 0 and f = fmax, we define the spectral power as
P(0) =
|h(0)|2
N2bins
and P( fmax) =
|h( fmax)|2
N2bins
, (4.5)
while we define it as
P( fk) =
|h( fk)|2 + |h(− fk)|2
N2bins
= 2
|h( fk)|2
N2bins
(4.6)
for all other frequencies. The latter equality applies because the rate RH(tj) in
equation (4.4) is real, and therefore |h( fk)| = |h(− fk)|.
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Figure 4.4: Power spectrum of the total SASI signal in IceCube for the NFS case.
4.3.2 Normalization of the Power Spectrum
We will now normalize the power spectrum to the spectral power of the shot noise.
In IceCube, detectability of fast signal variations for a supernova at the fiducial
distance of 10 kpc is limited by the shot noise of the background [16]. In Hyper-
Kamiokande, on the other hand, the background is close to zero and the shot noise
of the neutrino signal is the limiting factor.
Our aim is, therefore, to calculate the shot noise of the “equivalent flat” (e. f.)
neutrino signal – that is, a neutrino signal that lacks the imprinted SASI oscillations,
but is equivalent to the available signal in all other regards. Such an idealized signal
is, of course, impossible to generate from the available data, let alone from first
principles. Instead, as a reasonable approximation, we use a running average of
the available signal. Since the oscillations have a period of roughly 12 ms, we will
average over ±6 ms. Using this approximation, we calculate the power of the shot
noise in appendix B. We find that it does not depend on the specifics of the e. f.
approximation.
Having defined the Fourier transform (in the previous section), as well as the
normalization of the power spectrum (in this section), we can now plot the power
spectrum. The results are displayed in figures 4.4 and 4.5.
40
4.3 Power Spectrum of the Total SASI Signal
Figure 4.5: Power spectrum of the total SASI signal in IceCube for the FFS case.
We can easily discern two main features: the low frequency background at
f . 30 Hz and a peak at f ≈ 80 Hz, which corresponds to an oscillation with a
period of roughly 12 ms – exactly the SASI oscillations that are visible by eye in the
signal in figure 4.1!
As a simple example, we model the SASI oscillations as a sinusoidal wave with a
frequency fSASI; i. e. we assume that the signal is proportional to 1+ a · sin (2pi fSASIt).
The power spectrum of this signal has peaks at f = 0 and f = fSASI, with relative
height given by
P( fSASI)
P(0)
=
a2
4
. (4.7)
In appendix B, we calculated the average power of the shot noise, resulting in
〈Pf 6=0〉
P(0)
=
3
2N
. (4.8)
For the sinusoidal modulations to be visible in the power spectrum, their power
needs to be higher than that of the shot noise, P( fSASI) > 〈Pf 6=0〉, which requires an
amplitude
a >
√
6
N
. (4.9)
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In the time interval from 100 ms to 300 ms, the number of events N from a super-
nova at the fiducial distance of 10 kpc will be O(105) in both IceCube and Hyper-
Kamiokande. This results in a minimum amplitude of about 1 %. Of course, the
power of the shot noise will often be higher than its average, so the amplitude will
need to be at least a few percent in order to reliably identify the associated peak in
the power spectrum above the shot noise background.
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Detectability of Fast Time Variations in
Hyper-Kamiokande
After introducing the data analysis techniques in the previous chapter, we will now
apply them to the data available in the future Hyper-Kamiokande detector. As in
the previous chapter, we will give results for the two extreme cases – no flavor swap
(NFS) and full flavor swap (FFS).
At first, we will briefly discuss the relative detection prospects of the IceCube and
Hyper-Kamiokande detectors depending on the supernova distance.
We will then use the event-by-event energy information that is available from
Hyper-Kamiokande but not from IceCube. Assuming a supernova at the fiducial
distance of 10 kpc, we will investigate whether the amplitude of the SASI oscillation
is a function of neutrino energy and whether the SASI detection probability in
Hyper-Kamiokande can thus be improved by focussing on a suitable energy range.
Finally, we will artificially increase the amplitude of the oscillation of the mean
energy and examine the results generated in this larger oscillation (LO) case.
For the most part, these calculations are equally valid for Super-Kamiokande.
However, since its inner detector volume is about 25 times smaller than Hyper-
Kamiokande’s, it would require a supernova at one fifth the distance to give the
same statistics.
5.1 Signal-to-Noise Ratio as a Function of Distance
We use equation (3.10) to calculate the event rate in the Hyper-Kamiokande detector,
RHK. As in chapter 4.2, we include a shot noise contribution, which we simulated
using a Poisson distribution for each 1 ms bin. Since the background in the Hyper-
Kamiokande detector is negligible, the shot noise is simply given by
√
RHK.
In figure 5.1, we show the resulting event rate and include the IceCube event rate
for comparison.
As a first, very simple measure for the relative detection prospects of the IceCube
and Hyper-Kamiokande detectors, we will calculate their signal-to-noise ratios as
the quotients of their total event rate divided by their bin-to-bin fluctuations.
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Figure 5.1: Total event rate in IceCube (NFS: red; FFS: orange) and Hyper-
Kamiokande (NFS: green; FFS: blue) for a supernova at a fiducial distance of 10 kpc,
including a simulated shot noise.
Figure 5.2: Signal-to-noise ratio S as a function of the supernova distance for IceCube
(NFS: red; FFS: orange) and Hyper-Kamiokande (NFS: green; FFS: blue).
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5.1 Signal-to-Noise Ratio as a Function of Distance
For IceCube, the shot noise is given in chapter 4.2. The signal-to-noise ratio as a
function of the supernova distance d is
SIC(d) = 〈RIC(d, t)〉√
RBG + 〈RIC(d, t)〉
. (5.1)
(We write 〈RIC(d, t)〉 to signify the average event rate per 1 ms bin during the
simulated time.) For Hyper-Kamiokande, on the other hand, the background is
negligible, and the bin-to-bin fluctuations are simply given by
√
RHK(d, t). The
signal-to-noise ratio SHK(d) =
√〈RHK(d, t)〉 is plotted in figure 5.2.
For very close supernovae, the IceCube event rate RIC is much higher than the
constant background. Accordingly, the shot noise in IceCube is
√
RBG + RIC ≈
√
RIC
and at small distances the signal-to-noise ratio S is proportional to √R for both
detectors.
Figure 5.2 shows that IceCube’s signal-to-noise ratio is superior to Hyper-
Kamiokande’s at distances below 9 kpc for FFS and below 10 kpc for NFS, while
Hyper-Kamiokande is superior for larger distances.
Figure 5.3 shows three different estimates for the galactic supernova rate as a
function of distance, as well as their average distance. The average distance is at
around 10 kpc and the distributions are roughly symmetric around that average,
so Hyper-Kamiokande will have superior statistics for the next galactic supernova
with a probability of about 0.5.
Figure 5.3: Estimates for the galactic supernova distribution as a function of distance
from Earth [152, 153, 124]. (Figure taken from [39].)
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5.2 Energy Dependence of the SASI Amplitude
As a next step, we want to determine whether there is a phase or amplitude differ-
ence in SASI oscillations between different neutrino energies. If such a difference
exists, the SASI oscillations in one energy range would be stronger than in the total
data set. In this case, it could be beneficial to examine only a certain energy range
instead of the total signal.
For the following calculations, we will assume that the distribution of neutrino
energies can be approximated by a Gamma distribution f (E, t) as discussed in
appendix A.2. The event rate within an energy range E1 < E < E2 is given by
R(E1, E2, t) = R(t)
E2∫
E1
dE f (E, t). (5.2)
5.2.1 No Flavor Swap
Figure 5.4 shows a comparison of this rate for a number of different energy bins.
It is easy to observe that the SASI oscillations in all bins are in phase. Focussing
on the relative amplitude, we notice some less obvious differences. To identify the
magnitude of these differences, we display the six extrema in the range from 200 ms
to 235 ms (the period with strongest SASI oscillations) in table 5.1. Additionally, we
display the relative amplitude
arel =
〈max〉 − 〈min〉
〈max〉+ 〈min〉 , (5.3)
where 〈max〉 is the average of the three maxima (2nd, 4th and 6th extremum), while
〈min〉 is the average of the three minima (1st, 3rd and 5th extremum), and the relative
signal-to-noise ratio
Srel(E1, E2) = 1
arel(0,∞)
√〈R(t)〉 arel(E1, E2) 〈R(E1, E2, t)〉√〈R(E1, E2, t)〉 (5.4)
=
arel(E1, E2)
arel(0,∞)
√√√√√ E2∫
E1
dEν f (Eν), (5.5)
which is the ratio of the absolute amplitude of the SASI oscillations to the bin-to-bin
fluctuations discussed in section 5.1. For ease of comparison, Srel is normalized such
that the value for the total signal is Srel(0,∞) = 1. The detection prospects in the
energy bin between E1 and E2 are better than in the total signal if Srel(E1, E2) > 1.
In appendix C.1, we show that this condition can also be derived by considering the
spectral power of a signal.
46
5.2 Energy Dependence of the SASI Amplitude
Figure 5.4: Comparison of event rates for different energy bins in the NFS case:
<5 MeV (gray-blue), 5 MeV to 10 MeV (blue), 10 MeV to 15 MeV (green), 15 MeV to
20 MeV (orange), 20 MeV to 25 MeV (red), >25 MeV (black)
E 1st 2nd 3rd 4th 5th 6th arel Srel
5 MeV to 10 MeV 39.6 43.4 36.8 43.7 35.8 42.1 0.07 0.28
10 MeV to 15 MeV 57.8 64.9 54.3 65.9 52.5 63.6 0.08 0.38
15 MeV to 20 MeV 46.7 54.7 44.0 56.6 42.7 54.8 0.11 0.48
20 MeV to 25 MeV 28.2 34.7 26.4 36.8 25.9 35.8 0.14 0.48
> 25 MeV 25.1 34.2 23.0 38.3 23.1 37.4 0.21 0.71
total signal 204 239 191 249 186 241 0.11 1.00
Table 5.1: Event rate per 1 ms bin in the Hyper-Kamiokande detector for the six
extrema in the time range from 200 ms to 235 ms, relative amplitude of the SASI
oscillations and relative signal-to-noise ratio in the NFS case. We exclude the lowest-
energy bin (<5 MeV) due to the very low event rate.
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Figure 5.5: Power spectrum of the total event rate in Hyper-Kamiokande for the NFS
case.
Figure 5.6: Power spectrum of the >25 MeV energy bin in Hyper-Kamiokande for
the NFS case.
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5.2 Energy Dependence of the SASI Amplitude
We find that the relative amplitude has a strong dependence on the energy bin,
with the amplitude in the highest-energy bin (>25 MeV) being three times as large
as in the low energy bin (5 MeV to 10 MeV) and nearly twice as large as in the total
signal. However, due to the much smaller event count and the corresponding larger
relative bin-to-bin fluctuations, the signal-to-noise ratio of the highest-energy bin is
still lower than that of the total signal. By adding up multiple energy bins, we can
see that Srel(20,∞) and Srel(15,∞) are closer to but still less than 1. In appendix C.2,
we discuss the result of combining two bins.
To cross-check this result, we calculate the power spectrum of the total event rate
(figure 5.5). As expected from figure 5.2, the SASI peak is about equally strong as in
the IceCube detector (see figure 4.4). When comparing the power spectrum of the
total event rate to the power spectrum of the highest-energy bin (figure 5.6), we see
that, while the SASI peak at 80 Hz to 100 Hz is clearly identifiable in both, it is more
prominent in the power spectrum of the total event rate.
5.2.2 Full Flavor Swap
Figure 5.7: Comparison of event rates for different energy bins in the FFS case:
<5 MeV (gray-blue), 5 MeV to 10 MeV (blue), 10 MeV to 15 MeV (green), 15 MeV to
20 MeV (orange), 20 MeV to 25 MeV (red), >25 MeV (black)
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In the other extreme case, full flavor swap, all ν¯e detected on Earth originate as νx
in the supernova. Compared to the NFS case, in the time interval with the strongest
SASI oscillations the neutrino number flux will be about a third lower, while mean
energies during the same time will be equal or slightly higher, as shown in figures 2.4
and 2.5.
In figure 5.7, we compare the event rates in 5 MeV bins. As in the NFS case, we
see that the SASI oscillations in all bins are in phase. Overall, the amplitude is lower
than in the NFS case, but there are still notable differences between the relative
amplitudes in various energy bins.
In table 5.2, we display the six extrema in the time interval from 200 ms to 235 ms
(the interval where the SASI oscillations are strongest). Additionally, we display the
relative amplitude arel and the relative signal-to-noise ratio Srel. We find that the
relative amplitude in the highest-energy bin is largest, being about twice as large
as in the overall signal and about three times as large as in the lowest-energy bins.
However, due to the much smaller event count and the corresponding larger relative
bin-to-bin fluctuations, the signal-to-noise ratio of the highest-energy bin is once
again lower than that of the overall signal. When adding up multiple energy bins,
we find that Srel increases but does not exceed the value 1. In appendix C.2, we
discuss the reason for this result.
In figures 5.8 and 5.9 we show the power spectrum of the total event rate and
the highest-energy bin, respectively. While both show a peak at the SASI frequency
of 80 Hz to 100 Hz, the peak is not as prominent as in the NFS case, which can be
explained by the lower overall event rate and the smaller amplitude of the variations
in the event rate. Because of the relatively large shot noise in the highest-energy
bin, the SASI peak may even be spread out to a point where it is hardly possible to
determine the precise SASI frequency.
E 1st 2nd 3rd 4th 5th 6th arel Srel
5 MeV to 10 MeV 27.1 28.6 25.9 28.7 25.3 28.2 0.04 0.32
10 MeV to 15 MeV 33.5 35.0 32.3 35.2 31.6 34.6 0.04 0.30
15 MeV to 20 MeV 27.0 28.7 25.4 29.1 25.4 28.6 0.05 0.39
20 MeV to 25 MeV 17.6 19.3 16.9 19.9 16.5 19.5 0.07 0.42
> 25 MeV 20.3 24.3 19.2 26.0 18.8 25.5 0.13 0.87
total signal 132.0 143.1 127.1 146.2 124.0 143.7 0.06 1.00
Table 5.2: Event rate per 1 ms bin in the Hyper-Kamiokande detector for the six
extrema in the time range from 200 ms to 235 ms, relative amplitude of the SASI
oscillations and relative signal-to-noise ratio in the FFS case. We exclude the lowest-
energy bin (<5 MeV) due to the very low event rate.
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Figure 5.8: Power spectrum of the total event rate in Hyper-Kamiokande for the FFS
case.
Figure 5.9: Power spectrum of the >25 MeV energy bin in Hyper-Kamiokande for
the FFS case.
5.2.3 Larger Oscillation of the Mean Energy
Finally, we want to examine the dependence of these results on the amplitude of the
oscillations of the mean energy. To do this, we model the mean energy in the time
interval from 200 ms to 235 ms as a sinusoidal wave that is in phase with the original
SASI oscillation but has an increased amplitude. Outside of this time interval, we
use the original data, which is displayed in figure 2.5. The resulting mean energy is
shown in figure 5.10. Apart from this modification, we analyze the data as described
before. We look at the NFS case only; the results for the FFS case are similar.
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Figure 5.10: Mean energy (in MeV) of ν¯e in the original data set (blue) and in the LO
case (red).
Figure 5.11: Comparison of event rates for different energy bins in the LO case:
<5 MeV (gray-blue), 5 MeV to 10 MeV (blue), 10 MeV to 15 MeV (green), 15 MeV to
20 MeV (orange), 20 MeV to 25 MeV (red), >25 MeV (black)
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As before, we start by splitting the signal into energy bins with a width of 5 MeV
(see figure 5.11). This time, we find that the two lowest-energy bins (<5 MeV and
5 MeV to 10 MeV) are out of phase. At 206 ms, where the other bins have a maximum,
these two bins have a minimum; during the following 30 ms, no regular oscillations
are visible.
In table 5.3, we list the values of the extrema for the higher-energy bins where the
oscillations are in phase. We also show the relative amplitude arel and the relative
signal-to-noise ratio Srel.
In each of the 5 MeV bins, the amplitude is larger than in the total signal. Due to
the lower event rate, the detectability in each bin is still worse than in the total signal.
However, combining the three highest-energy bins is obviously advantageous, since
these three bins are in phase and have a relative amplitude that is roughly equal.
We find that the resulting event rate is nearly half the total event rate and the
signal-to-noise ratio improves upon that of the total signal.
Using the condition (C.14) derived in appendix C.2, we can check whether it is
helpful to combine the >15 MeV bin with the 10 MeV to 15 MeV bin, where the
relative amplitude of the SASI oscillations is one third lower. From table 5.3, we
see that, during the time interval of SASI oscillations, the event rate (and thus the
event count) in the 10 MeV to 15 MeV bin is about half that of the >15 MeV bin. As
a result, the condition takes the form
0.12 > 0.18 · 2
(√
1+
1
2
− 1
)
≈ 0.08
and is clearly fulfilled. We calculate Srel(10,∞) = 1.23 > Srel(15,∞), in agreement
with the prediction.
E 1st 2nd 3rd 4th 5th 6th arel Srel
10 MeV to 15 MeV 54.5 67.7 51.4 66.2 49.4 62.6 0.12 0.54
15 MeV to 20 MeV 42.1 61.1 39.8 57.1 38.3 53.6 0.18 0.73
20 MeV to 25 MeV 26.0 38.2 24.5 37.0 23.7 35.1 0.20 0.64
> 25 MeV 26.5 32.2 24.4 38.3 24.4 37.8 0.18 0.59
> 15 MeV 94.6 131.5 88.7 132.4 86.4 126.5 0.18 1.14
total signal 204 239 191 249 186 241 0.11 1.00
Table 5.3: Event rate per 1 ms bin in the Hyper-Kamiokande detector for the six
extrema in the time range from 200 ms to 235 ms, relative amplitude of the SASI
oscillations and relative signal-to-noise ratio in the LO case. We exclude the low-
energy bins, where the oscillations are out of phase.
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Figure 5.12: Power spectrum of the >10 MeV energy bin in the Hyper-Kamiokande
detector in the LO case.
In figure 5.12 we show the power spectrum of the >10 MeV energy bin. We see
that the SASI peak is very pronounced, comparing favorably with the peak in the
power spectrum of the total signal, which is displayed in figure 5.5.
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Conclusions and Outlook
While the explosion mechanism of core-collapse supernovae is understood in prin-
ciple, many details remain unclear. Computer simulations often give conflicting
results and are plagued by systematic uncertainties, since out of the three desirable
main features of a simulation – three-dimensionality, detailed treatment of neutrino
interactions, full inclusion of General Relativity – at most two are currently feasible
in any one simulation. In the foreseeable future, experimental confirmation can only
come from a measurement of the neutrino flux from the next galactic supernova.
Since galactic supernovae are expected to occur just a few times per century on
average, the next one would be a once-in-a-lifetime opportunity.
In this thesis, we tried to find an analysis technique that improves our chances
to detect fast time variations in the supernova neutrino flux. As an example, we
used the data set from a three-dimensional simulation by the Garching group,
which exhibits clearly visible oscillations in the neutrino number flux and the mean
neutrino energy. These oscillations are evidence for the standing accretion shock
instability (SASI), which is a hotly debated feature that appears in some simulations
but is absent in others.
After describing the current state of knowledge concerning supernova and neutri-
no physics, we showed how the neutrino flux would appear in IceCube. We then
explored whether Hyper-Kamiokande can improve upon IceCube’s capabilities
by taking advantage of the event-by-event energy information that is available in
Hyper-Kamiokande but not in IceCube.
We split the signal into energy bins with a width of 5 MeV and found that the SASI
oscillations are in phase across all bins. The amplitude of the oscillations varies with
energy and is particularly large in the highest-energy bin. The increased amplitude
is counteracted by the lower event rate, which causes an increase in the shot noise.
In the simulation that we analyzed here, we found that the latter effect dominates,
making it disadvantageous to split the signal into energy bins.
From the power spectrum of the signal, we derived a simple indicator of the
signal strength and a condition for when it is advantageous to look at a subset of the
signal. Finally, we showed that a slight increase in the amplitude of the oscillations
55
Chapter 6 Conclusions and Outlook
of the mean energy is sufficient to fulfill this condition. Whether this case is realized
in nature remains to be seen.
Looking ahead, the future of supernova research is exciting. Due to improve-
ments in both software and hardware, the next few years will see sophisticated
three-dimensional simulations become more and more commonplace. On the ex-
perimental side, the research community is waiting eagerly for the next galactic
supernova. In the meantime, supported by a strong interest in other areas of neutri-
no physics, many new detectors (like Hyper-Kamiokande) and improved detection
techniques (like the use of gadolinium to capture free neutrons from inverse beta
decay) are being proposed or implemented. The community is well-prepared for
the next galactic supernova and intends to make the most of it and observe it in as
many channels as possible – neutrinos, the very early light curve with help from
SNEWS, and hopefully even gravitational waves.
SN1987A netted only two dozen neutrino events, but confirmed the rough picture
that had existed before and led to giant steps forward for neutrino astrophysics.
Thanks to newer, much larger detectors, the observation of a future galactic super-
nova will net several orders of magnitude more events, bringing a wealth of data to
this very data-starved field. Not only would this result in a flurry of activity in the
field and answer many remaining questions about supernovae, it could also give
new impulses to many related areas of research, be it particle physics at very high
energies or stellar nucleosynthesis. If speculations about an unknown energy loss
channel are confirmed, it may even open the doors to go beyond today’s standard
model of particle physics.
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Calculation of the Detection Rate
A.1 Energy-Dependent IBD Cross Section
For the energy dependence of the inverse beta decay (IBD) cross section, dσ/dEe,
we used a formula derived by Strumia and Vissani [154]. In this section, we will
extract the equations that are necessary for the calculations. These equations will
use the definitions
s−m2p = 2mpEν (A.1)
s− u = 2mp(Eν + Ee)−m2e (A.2)
t = m2n −m2p − 2mp(Eν − Ee) (A.3)
f1 =
1− (1+ ξ)t/(4M2)
[1− t/(4M2)](1− t/M2V)2
(A.4)
f2 =
ξ
[1− t/(4M2)](1− t/M2V)2
(A.5)
g1 =
g1(0)
(1− t/M2A)2
(A.6)
g2 =
2M2g1
m2pi − t
, (A.7)
with the constants ∆ = mn − mp ≈ 1.293 MeV, M = (mp + mn)/2 ≈ 938.9 MeV,
M2A ≈ 1 GeV2, M2V ≈ 0.71 GeV2, g1(0) = −1.27 and ξ = 3.706.
In its most compact form, the energy dependent IBD cross section can be written as
d σ(Eν, Ee)
dEe
= 2mp
d σ
dt
if Eν ≥ Ethr =
(mn + me)2 −m2p
2mp
, (A.8)
where Ethr is the threshold energy for IBD. dσ/dt is given by
d σ
dt
=
G2F cos
2 θC
2pi(s−m2p)2
|M2|. (A.9)
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The matrix element |M2| can be calculated to be
|M2| = A(t)− (s− u)B(t) + (s− u)2C(t), (A.10)
where
A(t) ≈ M2( f 21 − g21)(t−m2e )−M2∆2( f 21 + g21)− 2m2e M∆g1( f1 + f2) (A.11)
B(t) ≈ tg1( f1 + f2) (A.12)
C(t) ≈ f
2
1 + g
2
1
4
(A.13)
are the NLO approximations instead of their more complicated precise values. This
introduces an error of typically below 1 %, depending on the neutrino energy.
A.2 Energy-Dependent ν¯e Flux
The energy-dependent ν¯e flux dΦν/dEν in the detector can be written as
dΦν(Eν, d, t)
dEν
=
1
4pid2
L(t)
〈Eν〉(t) f (Eν, t), (A.14)
where d is the distance between the supernova and the detector, L is the neutrino
luminosity of the supernova in the observer direction, 〈Eν〉 is the mean neutrino
energy, and f is the spectral distribution of neutrino energies. It can be approximated
by a normalized Gamma distribution [38, 155]:
f (Eν) =
Eαν
Γ(α+ 1)
(
α+ 1
A
)α+1
exp
[
− (α+ 1)Eν
A
]
(A.15)
In this formula, A is an energy scale, while α determines the shape of the distribution:
α = 2 corresponds to a Maxwell-Boltzmann distribution, while α > 2 corresponds to
a “pinched” spectrum, which is more typical for neutrino spectra from supernovae.
The first two energy moments of the distribution are
〈Eν〉 =
∞∫
0
dEν Eν f (Eν) = A (A.16)
〈E2ν〉 =
∞∫
0
dEν E2ν f (Eν) =
α+ 2
α+ 1
A2, (A.17)
and therefore,
α =
〈E2ν〉 − 2A2
A2 − 〈E2ν〉
. (A.18)
Both the mean energy and the mean squared energy are part of the data set
described in chapter 4.1. This enables us to calculate the Gamma distribution, and
thus the flux, from these formulas.
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Calculation of the Shot Noise Power
In order to estimate the shot noise in the Hyper-Kamiokande detector, we consider
a signal consisting of a sequence t1,...,N of measured arrival times, which sample the
rate R(t) over the signal duration τ. The Fourier transform of this signal is
g( f ) =
τ∫
0
dt R(t)e−i2pi f t =
N
∑
j=1
e−i2pi f tj (B.1)
and the spectral power is G( f ) = |g( f )|2.
If we choose the “equivalent flat” neutrino signal introduced in chapter 4.3.2 (see
figure B.1), the value of 2pi f tj (modulo 2pi) is distributed approximately uniformly.
The sum in equation (B.1) can therefore be considered a random walk with unit
step size in the complex plane [16, 114]. Accordingly, the ensemble average is
independent from frequency for f 6= 0 and follows the normalized exponential
distribution p(G) = N−1e−G/N , which has the expectation value 〈G〉 = N.
For f = 0 meanwhile, the Fourier transform is g(0) = ∑Nj=1 1 = N and the spectral
power is G(0) = N2. Accordingly,
〈G f 6=0〉
G f=0
=
1
N
. (B.2)
Introducing the Hann window function defined in equation (4.1) modifies the
expectation value of the spectral power to be 〈G〉 = 〈w2〉N, where 〈w2〉 = 3/2 [16].
Switching now to the variables defined in chapter 4.3.1, that were binned and
multiplied by the Hann function, we define the shot noise as the frequency-averaged
spectral power, excluding f = 0 and f = fmax.
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Figure B.1: The “equivalent flat” signal (green). For comparison, we also show the
regular 1 ms bin event rate shifted down by 80 ms−1 (gray).
We find that
Pshot = 〈P( fk)〉 = 2〈|h( fk)|
2〉
N2bins
=
2
N2bins
· 〈|h( fk)|
2〉
|h( f0)|2
· |h( f0)|2
=
2
N2bins
· 3
2
1
Nevents
· N2events
=
3Nevents
N2bins
.
It is important to note that in this approximation, the shot noise only depends
on the total number of events and the number of bins, both of which remained
unchanged by the multi-bin averaging that brought upon the “equivalent flat”
signal.
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The Relative Signal-to-Noise Ratio Srel
C.1 Derivation of Srel From the Power Spectrum
Let us assume that the total signal consists of Ntot events and contains SASI oscilla-
tions with a relative amplitude atot. The minimum relative amplitude needed for the
oscillations to be detectable in the power spectrum is amin, tot =
√
6/Ntot, according
to equation (4.9).
Furthermore, let us assume that a subset of that signal consists of Nsub events and
contains SASI oscillations with a relative amplitude asub. The minimum relative
amplitude needed for the oscillations to be detectable in the power spectrum is
amin, sub =
√
6/Nsub.
The detectability of the SASI oscillation in that subset is better than in the total
signal, if
asub
amin, sub
>
atot
amin, tot
. (C.1)
Inserting the formulas for amin, we have
asub
√
Nsub > atot
√
Ntot (C.2)
asub
atot
√
Nsub
Ntot
> 1. (C.3)
If the subset is an energy bin,
Nsub =
∫
dt Rsub(t) (C.4)
=
∫∫
dt dE Rtot(t) f (E, t) (C.5)
≈
∫∫
dt dE Rtot(t) f (E) (C.6)
= Ntot
∫
dE f (E, t) (C.7)
where Rsub and Rtot are the event rates of the subset and the total signal, respectively,
and f (E) is the time-average of f (E, t). Since f (E, t) typically varies by less than
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10 % during the time interval where the SASI oscillations are strongest, this is a good
approximation.
Inserting this approximation of Nsub into the condition (C.3), we get
asub
atot
√∫
dE f (E, t) > 1. (C.8)
If we choose the subset to be all events with an energy between E1 and E2, this
condition is equivalent to Srel(E1, E2) > 1.
C.2 The Combined Srel of Multiple Bins
Let us assume that we have two energy bins, which are disjoint subsets of a total
signal. Each bin i consists of Ni events, contains SASI oscillations with a relative
amplitude ai and has a relative signal-to-noise ratio Si. We also assume that the SASI
oscillations are in phase across the two bins. Furthermore, without loss of generality
we let S1 ≥ S2.
The combination of both bins then consists of N1+2 = N1 + N2 events, contains
SASI oscillations with a relative amplitude
a1+2 =
a1N1 + a2N2
N1 + N2
(C.9)
and, as discussed in appendix C.1, its relative signal-to-noise ratio can be written as
S1+2 = a1+2atot
√
N1+2
Ntot
. (C.10)
Combining both bins increases the detectability if S1+2 > S1. Solving this condi-
tion for a2, we find:
a1N1 + a2N2
N1 + N2
√
N1 + N2 > a1
√
N1 (C.11)
a1N1 + a2N2 > a1
√
N1(N1 + N2) (C.12)
a2N2 > a1N1
(√
1+
N2
N1
− 1
)
(C.13)
a2 > a1
N1
N2
(√
1+
N2
N1
− 1
)
(C.14)
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In the limiting case where N2  N1,√
1+
N2
N1
≈ 1+ N2
2N1
and the condition (C.14) simplifies to
a2 >
a1
2
. (C.15)
Put another way, if the relative amplitude in a bin with a very low event rate is
at least half of the relative amplitude of the total signal, substracting that bin from
the total signal will not increase Srel. Accordingly, in the NFS and FFS cases, where
the relative amplitude of the SASI oscillations in the lowest-energy bin is greater
than half the relative amplitude of the total signal, disregarding these bins will not
improve the detectability of SASI oscillations.
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