Incorporating prior knowledge like lexical constraints into the model's output to generate meaningful and coherent sentences has many applications in dialogue system, machine translation, image captioning, etc. However, existing auto-regressive models incrementally generate sentences from left to right via beam search, which makes it difficult to directly introduce lexical constraints into the generated sentences. In this paper, we propose a new algorithmic framework, dubbed BFGAN, to address this challenge. Specifically, we employ a backward generator and a forward generator to generate lexically constrained sentences together, and use a discriminator to guide the joint training of two generators by assigning them reward signals. Due to the difficulty of BFGAN training, we propose several training techniques to make the training process more stable and efficient. Our extensive experiments on three large-scale datasets with human evaluation demonstrate that BFGAN has significant improvements over previous methods.
I. INTRODUCTION
I N MANY real-world natural language generation scenarios, it is required to introduce lexical constraints into the generated sequences. The lexical constraint can be a pre-defined word, a phrase or a sentence fragment that is desired to be appear in the output. This task is called lexically constrained sentence generation [1] which is an active research topic in natural language generation. For example, to avoid universal responses in the dialogue, a contextual keyword can be introduced into the reply [2] . For machine translation, some specific domain terminologies may need to be introduced into the translation results [3] . For image captioning, to mitigate the out-of-domain Manuscript issue, image tag words can be incorporated into the output sentences [4] . To generate user reviews with specific constraint words for certain products.
In recent years, recurrent neural network (RNN) based models have made remarkable progress in several natural language generation tasks, including neural machine translation [5] , product review generation [6] , abstractive summarization [7] , table-to-text generation [8] , and affective text generation [9] . However, existing auto-regressive models usually generate sentences incrementally from left to right by beam search (BS) [10] . It is difficult for these models to directly generate sentences containing lexical constraints. Replacing an arbitrary word in output with the desired word will damage the fluency of the sentence. Given additional information about a word [11] , [12] , there is no guarantee that the wanted word will in the outputs.
Various lexically constrained decoding methods [1] , [3] , [4] have been proposed for lexically constrained sentence generation, some of which extends beam search to allow the inclusion of lexical constraints. As argued in [3] , the methods [1] , [4] have high computational cost in practice. Moreover, these methods do not consider what specific words need to be included at the beginning of generation, but try to force specific words into sentences at every time step of the generation process. This unnatural way of generating may affect the quality of the generated sentence. They are usually used for machine translation task where the search space is limited and highly conditioned on the source sentence. But in other generation tasks, there may be many more candidate sentences, they would fail when the greedy pruning is unable to find high-quality sentences satisfying the constraints due to the large search space.
Another more natural way of generating lexically constrained sentences is based on a Backward and Forward Language Model (B/F-LM) introduced in [13] , where a backward and a forward language model work together to generate lexically constrained sentences. The backward language model takes the lexical constraint as input to generate the first half of the sentence. Then the forward language model takes this first half as input to generate the whole sentence. These two language models are trained using maximum likelihood estimation (MLE) objectives. As argued in [14] , they suffer from the exposure bias due to the discrepancy between training and inference stage: each language model generates a sequence conditioned on its previously generated ones during inference but they are trained to generate a sequence given ground-truth words.
More importantly, during preliminary experiments, we observed that the first half of the sentence generated by the backward language model and the second half of the sentence generated by the forward model tend to be semantically inconsistent or incoherent. This issue stems from the fact that the two language models are trained separately, but are required to output together. In other words, there is no interaction between the two language models during training, and neither of them can get access to the outputs from each other. We believe a better way is to jointly train the two language models and let them get access to each other's output during training.
To this end, we propose a new method, dubbed Backward-Forward Generative Adversarial Network (BFGAN), to address the above issues for lexically constrained sentence generation. Our method contains three modules: a Backward Generator, a Forward Generator, and a Discriminator. We extend the B/F-LM [13] in the following ways: To solve the issue of discrepancies between training and inference in B/F-LM, we employ a discriminator to learn to distinguish real sentences and generated constrained sentences. This discriminator outputs reward signals to guide the joint training of the two generators. The two generators try to cooperate to generate lexically constrained sentences that can fool the discriminator. In order to improve the coherence of the generation, we introduce the dynamic attention mechanism into the forward generator. With the dynamic attention mechanism, the scope of attention increases with the recursive operation from the beginning to the end of the sentence, and the forward generator can attend the first half sentence which is generated by the backward generator during inference.
Following SeqGAN [15] and LeakGAN [16] , we model the lexically constrained sentence generation as a sequential decision making process and train the two generators with policy gradient. To our best knowledge, this is the first time that GANs have been used for generating lexically constrained sentences. Practically, it has been difficult to train GANs for text generation, especially to train two generator jointly for lexically constrained sentence generation. We propose several training techniques to make the training process more stable and efficient. These training techniques allow the BFGAN to be trained on large-scale datasets and longer sentences (more than 20 words) compared to previous approaches [15] , [17] . The BFGAN can be also trained without additional labels.
We conduct extensive experiments on three large-scale datasets. For evaluation, we use BLEU score and SLEU score [18] to test the fluency and diversity of the generated sentences. In addition, we build a user-friendly web-based environment and launch a crowd-sourcing online study for human evaluation. In all cases, BFGAN shows significant improvements compared to the previous methods.
The rest of the paper is organized as follows. In Section II, we discuss prior work in the fields of lexically constrained sentence generation and introduce GANs for text generation. Then, Section III shows the BFGAN method in detail. Experiments and results are reported in Section IV. Qualitative analysis is shown in Section V. We draw conclusions and future work in the end.
II. RELATED WORK

A. Lexically Constrained Decoding
To incorporate pre-specified words or phrases in the output, one solution is lexically constrained decoding, which relies on a variant of beam search. To make existing image captioning models generalize to out-of-domain images containing novel scenes or objects, [4] propose constrained beam search (CBS) based on the finite-state machine, which is an approximate search algorithm capable of enforcing image tag over resulting output sequences. [1] propose grid beam search (GBS) to force certain words to appear in the output for machine translation, which is a more efficient and general method with linear complexity. This method can be seen as adding an additional constrained dimension to the beam. The hypothesis must meet all constraints before they can be considered to be completed. [3] point out that both CBS and GBS are time-consuming, and their computation graphs are difficult to be optimized when running on GPUs. They propose a fast lexically-constrained decoding based on dynamic beam allocation (DBA), which can be seen as a GPU-optimized version of GBS. They introduced several techniques to speed up GBS, with little loss of performance.
Nevertheless, these methods still generate sentences from left to right. They do not consider what specific words need to be included at the beginning of generation, but try to force specific words into sentences at every time step of the generation process, which may affect the quality of the generated sentence. We find that this problem is more serious when applying these methods to unconditional lexically constrained sentence generation tasks due to the large search space. Because our method starts with the given word, it has already known the lexical constraint before the generation, which is a more natural way. Our experimental results show that the BFGAN significantly outperforms GBS [1] on the tasks of sentence generation with one lexical constraint.
B. Backward and Forward Language Modeling
To generate lexically constrained sentences, [13] first propose three variant backward and forward language models (B/F-LM): separated, synchronized, and asynchronously backward and forward language model (called sep-BF, syn-BF, and asyn-BF). Their experiments show that asyn-BF is the most natural way of modeling forward and backward sequences. [2] incorporate the asyn-BF model into the seq2seq framework to generate conversation reply containing the given keyword.
The way BFGAN generates lexically constrained sentences is similar to asyn-BF as discussed in Section I. However, as discussed above, training backward and forward models separately with MLE will suffer from serious exposure bias, especially for unconditional language models. The two models in asyn-BF have never been trained together. The essential difference of our method is that it incorporates a discriminator to guide the joint training of the two generators. The experimental results show that BFGAN performs constantly better than state-of-the-art models.
C. GANs for Text Generation
Applying adversarial learning [19] to text generation has recently drawn significant attention, which is a promising framework for alleviating the exposure bias issue [20] . [15] take the sequence generation as a sequential decision making process. They propose SeqGAN which uses the output of the discriminator as reward and trains generator with policy gradient. [21] extend SeqGAN model for dialogue generation. Instead of training binary classification as discriminator, [17] propose RankGAN that uses a ranker to make better assessment of the quality of the samples. MaliGAN [22] uses importance sampling combined with the discriminator output to deal with the reward vanishing problem. To address the sparse reward issue in long text generation, [16] propose LeakGAN which leaks the feature extracted by the discriminator to guide the generator.
BFGAN is distinct in that it employs two generators for lexically constrained sentence generation, and employs a discriminator to guide the joint training of the two generators. In order to solve the problem of difficult training of the model. We propose several training techniques to make the training process more stable and efficient. To the best of our knowledge, this is the first time a GAN has been successfully used for generating lexically constrained sentences.
III. METHODOLOGY
In this section, we present our BFGAN framework in detail. Subsection III-A provides an overview of our approach, Subsection III-B elaborates the proposed backward and forward generators, and Subsection III-C introduces the discriminator. The training methods are described in Subsection III-D.
A. Overall Architecture
The process of generation is shown in Figure 1 , which involves three modules:
Discriminator: It learns to distinguish real sentences from machine-generated lexically constrained sentences. It guides the joint training of two generators by assigning them reward signals.
Backward Generator: Given a lexical constraint, the backward generator takes it as the sentence's starting point, and generates the first half sentence backwards.
Forward Generator: The sequence produced by the backward generator is reversed and fed into the forward generator. It then learns to generate the whole sentence with the aim of fooling the discriminator.
B. Backward and Forward Generators
Let w c denote the given lexical constraint. We denote the generated lexically constrained sentence with length m as s = w 1 . . . w c . . . w m . 1 The first half sentence (backward) s <c = 1 Note that w c can be a word, a phrase or a sentence fragment, and can also appear at the beginning, or the end. . θ and θ represent the parameters of the backward generator and the forward generator, respectively. The joint probability of the sentence can be written as:
where
The backward generator G (bw) θ models the probability of the backward half sentence:
The forward generator G (fw) θ models the probability of the forward half sentence:
The two generators have the same structure but have distinct parameters. To improve the coherence of the constrained sentence, we employ an LSTM-based language model with dynamic attention mechanism (called attRNN-LM) as generator. This attention mechanism is similar to attention in RNN-Seq2Seq [23] , but its scope of attention increases dynamically with the recursive operation from the beginning to the end of the sentence. In contrast, the RNN-Seq2Seq's attention scope is fixed to the hidden states of the encoder. This attention mechanism is also called self-attention and it is used in other models, such as Transformer [24] and A-RNN [25] . The architecture of attRNN-LM is shown in Figure 2 . As with the RNN-LM, the model encodes the input sequence w 1 . . . w t into a sequence of hidden states h 1 . . . h t . The attention context vector z t at step t is computed as a weighted average of history hidden states h 0:t−1 :
There are two variants of attRNN-LM: the first one called attoRNN-LM (see Figure 2 (a)) is similar to A-RNN, which uses the context vector z t together with hidden state h t to predict the output at time t:
Another variant called attinRNN-LM (see Figure 2 (b)) uses the linear combination of z t and w t−1 as input to RNN to get the hidden state s t and output at time t:
The attRNN-LM allows for a flexible combination of history generated words for every individual word. The forward generator can attend the first half sentence which is generated by the backward generator during inference. Empirically, we find that both the attinRNN-LM and attoRNN-LM perform better than RNN-LM for our problems, and attinRNN-LM performs slightly better than attoRNN-LM.
C. Discriminator
The discriminator D φ learns to distinguish real sentences and generated lexically constrained sentences. It guides the joint training of two generators by assigning proper reward signals. This module can be a binary classifier or a ranker [17] . Following previous methods [15] , [16] , [18] , we use Text-CNN [26] as the discriminator which outputs a probability indicating whether the input is generated by humans or machines in the experiments. 2 D. Training 1) Pre-Training: The two generators are firstly pre-trained by standard MLE loss. Note that our method can be trained without additional labels. Given a sentence, we randomly sample a notional word for it as the lexical constraint, then we take the first half and reverse its word order as a training sample for backward generator. We repeat this way to construct multiple training samples for each real sentence. The forward model is trained the same as the standard RNN language model.
After pre-training the generators, we pre-train the discriminator by providing positive examples from the human-written sentences and negative examples generated from the generators. Given a positive sample s, we construct multiple negative samplesŝ in the following ways: 1) We slice a random sentence fragment in the middle of the sample s, and take this sentence fragment as a negative sample (denoted as Slice). For example, given a sentence "my pastor recommended this book, and it was really insightful.," we may get a sentence fragment like this: "recommended this book, and it was really"; 2) We take the sentence fragment as the lexical constraint for BFGAN to generate a complete sentence by beam search with the beam width 5 (denoted as Constrained Beam Search); 3) We use BFGAN to generate a complete sentence containing the lexical constraint from sampling (denoted as Constrained Sampling); 4) We use the backward generator to generate a half sentence without any constraint by sampling and the forward generator to generate a complete sentence by sampling (denoted as Sampling). By constructing different types of strong negative samples and weak negative samples, the generalization ability of the discriminator is increased. Therefore it can provide better reward signals for the generators. We train the discriminator using gradient ascend of the discriminator loss:
2) Policy Gradient Training: The discriminator's output D φ (ŝ) is the probability that the generated sentenceŝ is written by human. We use D φ (ŝ) as the reward r to encourage the two generators to work together to generate sentences which are indistinguishable from human-written sentences. The generators are trained by the REINFORCE algorithm [27] :
The gradient of Eq. (13) is approximated using the likelihood ratio trick [28] , [29] :
where b is the baseline value to reduce the variance of the estimate.
3) Training Techniques:
To construct the lexical constraints during policy gradient training, we randomly sample a batch of real sentence at each step. For each real sentence s with length m, we slice it from the middle into a sentence fragment s c at length m − Δ × i. This sentence fragment is taken as the lexical constraint and fed into the generators to generate a fake example. In order to gradually teach the model to produce stable sentences, we provide more and more difficult lexical constraints, which is a form of curriculum learning [30] . We increase the i to make the lexical constraints shorter and shorter. For generators, the part of lexical constraint s c is trained with cross entropy loss and the remaining generated words are trained with policy gradient. [22] , [31] , [32] also use similar ideas to make the process of reinforcement learning easier for text generation.
To make the training stable and prevent the perplexity value skyrocketing, we apply teacher forcing to give the generators access to the gold-standard targets after each policy training step. Monte Carlo (MC) search is used to estimate the reward for every generation step in [15] . As argued in [21] , this sampling process is time-consuming especially for long sentence generation, thus making it hard to be applied to large-scaled datasets. In our experiment, given the lexical constraint, the generators use beam search to generate the whole sentenceŝ, which is consistent with the inference stage. Then we get the reward D φ (ŝ) for each generated word from the discriminator. We empirically found these techniques can improve the efficiency and stability of training.
During the adversarial training of SeqGAN [15] , the values of rewards may become smaller when the discriminator is stronger than the generator. Thus, the rewards need to be rescaled before being fed into the generator. One reward rescaling method is proposed in MaliGAN [22] , which estimates and uses the relative reward values within a mini-batch instead of the absolute rewards. Similarly, LeakGAN [16] propose a simple, time-efficient, and rank-based method to rescale the rewards, named as bootstrapped rescaled activation. The main idea is to rank the rewards within a mini-batch and assign them new reward values based on the rankings. We applied both of these reward rescaling tricks in our method.
The details of training procedure are summarized in Algorithm 1.
IV. EXPERIMENTS
The experiments are designed for answering the following questions: Q1: Since we employ two variants attRNN-LM as the generators, compared with RNN-LM, which model is the most effective one? Q2: What is the performance of the model after training with the proposed adversarial learning. Q3: Judging from the human views, how does the proposed approach compare with the existing methods? Q4: How effective are each kind of training techniques we proposed?
A. Datasets
In the experiments, we evaluate the proposed method on three lexically constrained sentence generation tasks. The first one is to generate user reviews with lexical constraints for Amazon for i = 1, D-steps do 12:
Sample s from real data, construct the negative samplesŝ.
13:
Update D φ using s as as positive samples andŝ as negative samples.
14:
end for 15: end for 16: end for products. The publicly available Amazon Product Reviews Corpus (APRC) [6] , which is built upon Amazon product data [33] , is used in this task. We set the vocabulary size to 10 K, and the maximum length of the sentences to 35. After preprocessing, the first corpus contains 350 K review sentences.
The second task is Chinese sentence making. We manually crawl and build Chinese Sentence Making Corpus (CSMC) 3 which contains 107 K Chinese common words or idioms. Each common word or idiom have several example sentences which contain that word or idiom. There are 1.34 M example sentences. The maximum length of these sentences is 30. Compared with the first task, this task is a more open-domain task and training the model on CSMC will be more challenging.
The third task is to generate conversational responses with lexical constraints. We follow the task setting in [2] which takes B/F-LM [13] as a content-introducing approach to introducing keyword for dialogue systems. It first uses pointwise mutual information to predict a noun as a keyword, reflecting the main gist of the reply. Then B/F-LM is used to generate the reply containing the given keyword. This method can effectively solve the problem of universal reply (e.g, "I don't know"). For this task, a publicly available dialogue corpora DailyDialog [34] which is a high-quality manually labeled dialogue dataset is used. We use 82,792 single-turn conversation pairs and the maximum length of conversation pairs is set to 60. Unlike the previous two tasks, this task is a conditional lexically constrained sentence generation task.
B. Structure Comparison of Generator (Q1)
To answer the first question, we train the forward generators with RNN-LM, attinRNN-LM, and attoRNN-LM structures on CSMC dataset separately. All the generators are 2-layer charlevel LSTMs with 1024 hidden units. The dimension of word embeddings is set to 1024. The batch size, dropout rate, threshold of element-wise gradient clipping and initial learning rate of Adam optimizer [35] are set to 128, 0.5, 5.0 and 0.001. Layer Normalization [36] is also applied.
We use the perplexity (PPL) metric to evaluate the generators. In addition, we use BLEU score as an additional evaluation metric. Following [15] , [17] , we randomly sample 10,000 sentences from the test set as the references. For each generator, we let it generate 10,000 sentences by sampling. We report the average BLEU-4 scores of the generated sentences. The results are shown in Table I . From the results we can see that both attinRNN-LM and attoRNN-LM perform better than RNN-LM, and attinRNN-LM achieves the best performance. In the following experiments, we use the attinRNN-LM structure as the backward and the forward generators.
C. Evaluation of BFGAN (Q2)
Hyperparameters: In this experiment, we train the BFGAN on APRC, CSMC and DailyDialog datasets. The hyperparameters of the backward and the forward generators trained on CSMC are the same as those in the first experiment. Since the APRC dataset is smaller than CSMC, we set both backward and forward generators to one layered word-level LSTM with 1024 hidden units when training on APRC. For DailyDialog, both backward and forward generators are set to one layered word-level LSTM with 512 hidden units. For The hyperparameters of the discriminator, the filter window sizes is set to be 3, 4, 5, 6, and 7, and the kernel numbers of each filter sizes are 512, 512, and 256 for APRC, CSMC and DailyDialog datasets, respectively. The batch size and the Δ of adversarial training are set to 64 and 1 for all tasks. For each K of adversarial training, the number of training iterations on APRC, CSMC and DailyDialog tasks are set to 5,000, 10,000, and 1000, respectively.
Baselines: We take the BF-MLE (the backward and the forward generators trained with MLE respectively), and the B/F-LM (the backward and forward LSTM based language models) [13] as the baselines. Note that the only difference between BF-MLE and B/F-LM is that the BF-MLE incorporates the selfattention mechanism. Both of them are trained with MLE. The difference between BF-MLE and BFGAN is that BF-MLE only trained with MLE respectively but without jointly adversarial learning in BFGAN. As we discussed in Section II, grid beam search (GBS) [1] is a more efficient and general method than CBS [4] . And DBA [3] , which may lose a little of performance compared to GBS, is a GPU-optimized version of GBS. So we take GBS as another strong baseline rather than CBS and DBA. In addition, we compare the basic BFGAN with BFGAN-rescale (the BFGAN which use Bootstrapped Rescaled Activation [16] to rescale the reward during training), and the BFGAN-Mali (the BFGAN that use the same reward rescaling as in the MaliGAN [22] during training). As we mentioned in Section I, given additional information about a word, there is no guarantee that the wanted word will in the outputs. In DailyDialog task, we also compare the simple baseline called (cS2S) where a sequence-to-sequence model receives a constraint word/phrase as an additional input and generates an output contains that constraint word/phrase. To be fair, all generative models use roughly the same number of parameters.
For the APRC and CSMC tasks, all the lexical constraints are randomly selected sentence fragments (could also be words or phrases) with length from 1 to 5 from the test set. For each query in DailyDialog task, we follow the pointwise mutual information approach used in [2] to predict a noun as a lexical constraint. For GBS, we apply GBS inference algorithm on forward generator to generate 10,000 sentences with lexical constraints. For each of the other models, we let its backward generator generate 10,000 half sentences with lexical constraints, and its forward generator generate complete sentences. Except for GBS, we use beam search for other methods to generate the sentences in Daily-Dialog task. The beam width of all methods is set to 5. Since the APRC and CSMC tasks are unconditional generative tasks, where do not have additional conditional constraints like the query in task DailyDialog. Given the same lexically constraint word/phrase, it would generate the same sentences if we use beam search, thus we use sampling to generate sentences in these two tasks.
Evaluation Metrics: Unlike the DailyDialog dataset that has a single ground-truth sentence as the reference for each test sample, the unconditional lexically constraint generation tasks APRC and CSMC do not have a single ground-truth sentence. Following the evaluation in [15] , [16] , [18] , we randomly sample 10,000 sentences from the test set as the references, then use the BLEU score to measure the similarity degree between the generated sentences and the real sentences. Besides using this BLEU score to measure the sentence fluency, we further use the self-BLEU (SLEU) score (the lower value is the better) which is used in [18] to evaluate the sentence diversity.
Results: For the DailyDialog task, Table II reports the standard BLEU scores (multiplied by 100) that use a single ground-truth sentence as the reference. As expected, we find that the simple baseline cS2S cannot ensure that keywords appear in the outputs. Only 12.96% of the outputs in 10,000 test samples contain the pre-defined keywords. cS2S still tends to generate universal reply (e.g., thank you) and results in the lowest BLEU scores. However, all the other baselines and our methods are 100% sure II  BLEU SCORES (MULTIPLIED BY 100) USING SINGLE GROUND TRUTH AS  REFERENCE ON DAILYDIALOG   TABLE III  BLEU AND SLEU SCORES ON CSMC   TABLE IV BLEU AND SLEU SCORES ON APRC that the keywords appear in the output and achieve higher BLEU results. Moreover, we can see that all the BFGAN based methods significantly outperform the baselines.
For a given query in the DailyDialog task, there are other reasonable replies besides the ground truth. Thus we also use the evaluation methods used in the APRC and CSMC tasks for further evaluation. The BLEU scores (with 10,000 random sampled reply sentences from the test as the reference) and the SLEU scores are used to measure the sentence fluency and diversity. Since the reference set here for each generated sentence contains 10,000 sentences instead of one golden sentence, it is reasonable to have much higher BLEU scores. These evaluation results of each task are shown in Table III, Table IV and, Table V , respectively.
Firstly, we can see that the BF-MLE performs better than B/F-LM on all tasks. This result shows the effectiveness of attinRNN-LM again. Secondly, we find that the BLEU-4 score of BF-MLE is lower than the forward generator only (see Table I   TABLE V  BLEU AND SLEU SCORES ON DAILYDIALOG   and Table III ) in CSMC task. In other words, the fluency of the sentences generated by the two generators together is worse than that generated by the forward generator only. These results validate that the two generators trained separately indeed suffer from more serious exposure bias than one generator. However, after training the two generators with the proposed adversarial learning, the BLEU scores of all BFGAN variants are much higher than those of BF-MLE and B/F-LM on all datasets. These results demonstrate the effectiveness of the proposed BFGAN framework. We can observe that the BLEU scores of GBS are lowest in two unconditional tasks CSMC and APRC. These two tasks may have many more candidate sentences than the conditional task. GBS would fail when the greedy pruning is unable to find high-quality sentences satisfying the constraints due to the large search space. For the conditional task DailyDialog, the GBS perform better than B/F-LM and BF-MLE but worse than BFGAN-rescale. In addition, the BFGAN-rescale achieves the highest BLEU scores on all tasks.
From the results of SLEU score, compared with other models, we find that the BFGAN-rescale suffers from more serious mode collapse [37] . On all datasets, we can see that the SLEU scores of BF-MLE and B/F-LM are lower than those of other models. The BF-MLE and B/F-LM can generate sentences with higher diversity. These results are in line with the evaluation in [18] , where the SLEU score of various text GAN is higher than that of model trained by MLE. We can see that the SLEU scores on APRC dataset of BFGAN are close to those of BF-MLE and B/F-LM, but for CSMC dataset, the SLEU scores of B/F-LM are much lower than those of BFGAN variants. One reason might be that because the CSMC dataset is a more open-domain dataset, the B/F-LM surfers from more serious exposure bias on this dataset and often generates unreal samples. These low quality samples may have greater diversities. As argued in [38] , [39] , neural dialogue models tend to generate universal responses (serious mode collapse) by beam search. This might be the reason why we can see that the GBS achieves the highest SLEU scores on the DailyDialog task.
D. Human Evaluation (Q3)
To further evaluate the proposed method, we conduct several human evaluations on CSMC and DailyDialog tasks. In this [1] . In addition, we compare BFGAN with human, which can be regarded as a Turing test. All comparisons are blind paired comparisons.
For CSMC task, we randomly pick 50 common words or idioms as lexical constraints. For each lexical constraint, we randomly pick a real sample that contains this constraint from the dataset as a human-written sample. For DailyDialog task, we follow the pointwise mutual information approach used in [2] to predict a noun as a lexical constraint. We randomly pick 50 conversation pairs. Then we let all methods generate a lexically constrained sentence for each lexical constraint. Then we launch a crowd-sourcing online study asking evaluators to decide which generated sentence is better.
We build a user-friendly web-based environment based on Flask 4 for human evaluation. The interface for human interaction is illustrated in Figure 5 . For each round, the human evaluation interface presents two sentences which are generated by two different methods with the same lexical constraint, then asks evaluators to choose the better one. Ties are permitted. A total of 50 evaluators 5 participate in the evaluation. Table VI presents the results on CSMC dataset. The comparison result between BFGAN and BF-MLE is shown at the top. The comparison result between BFGAN and GBS is shown in the middle. At the bottom of the table is the comparison result between BFGAN and human-written samples. We can see that only 4% sentences generated by GBS and 6% sentences generated by BF-MLE were considered better than those produced by the BFGAN. We can observe a significant quality improvement from the BFGAN. From the result of comparison between BFGAN and human-written samples, we can see that 56% sentence groups make the evaluators unable to tell which is better. Surprisingly, there is 6% sentences generated by the BFGAN are considered even better than human-written samples. Table VII presents the results on DailyDialog dataset. We can see that GBS performs better on this conditional task than on CSMC. There are still only 21% sentences generated by GBS and 16% sentences generated by BF-MLE considered better than those produced by the BFGAN. From the result of comparison between BFGAN and human-written samples, we can see that 51% sentence groups make the evaluators unable to tell which is better. These results show that our method can generate high quality lexically constrained sentences and significantly outperform other baselines.
V. QUALITATIVE ANALYSIS
A. Samples
We show some generation examples of three different datasets in Figure 3, Figure 4 , and Figure 6 , respectively. We can see that the BFGAN can generate high-quality lexical constrained sentences, compared with BF-MLE and GBS. Some of them are even indistinguishable from sentences written by human. Especially for CSMC dataset which is more open-domain and challenging than APRC, we can see that the fluency and semantics of samples generated by BF-MLE and GBS are significantly lower than the samples generated by BFGAN. The quality of the samples generated by GBS is even worse than BF-MLE on these unconditional tasks. But on the conditional task DailyDialog, the quality of the samples GBS is better than on those tasks.
B. Dynamic Attention Mechanism
Since we introduce the dynamic attention mechanism into the generators, we qualitatively evaluate the effectiveness of it through the visualizations of the attention weights. Figure 8 provides two visualization BFGAN generated samples of the attention weights in CSMC dataset. Figure 8(a) and (b) present the generated sentences and we highlight in red two output words for two time steps. For each highlighted generated word, we visualize the attention weights of each previous generated word, where darker shades indicate larger attention weights. We can see that the dynamic attention mechanism helps learn a better generator that promotes the coherence, by learning to associate the currently-generated word with informative contextual words. We show some visualization samples on APRC dataset in Figure 7 .
C. Sentence Length Analysis
With the length of the generated sentences increases, the discrepancy between training and inference (as we mentioned in Section I) would be more serious. To further show that the proposed method can alleviate this issue, we report the relationships between the generated sentence length and BLEU-4 or SLEU-4 scores in Figure 9 and 10. From Figure 9 , we can see that as the length of generated sentences grows, the BLEU scores of the BFGAN-based models decrease slightly, while the BLEU scores of other baselines decrease rapidly. These results indicate that the performance of our method is more robust over longer sentence generation. to highlight the lexical constraints. Since the original generated sentences are Chinese, we manually translate them into English alongside. Fig. 4 . Some generated examples on APRC. GRID: grid beam search (GBS), REAL: human-written samples which contain the lexical constraints. We use [·] to highlight the lexical constraints. Fig. 5 . For each round, the human evaluation interface presents two sentences which are generated by two different methods and contain the same lexical constraint. Then it asks users to choose "I think the first sentence is better" or "I think the second sentence is better" or "I think the two sentences are of the same quality". Each human evaluation contains 50 rounds in total.
D. Ablation Study for the Training Process
In order to show the effectiveness and stability of our training method, we plot the curves of BLEU-4 scores of the BFGANrescale model with various settings when training on the Daily-Dialog task as shown in Figure 11 . We can see that the model with full training settings performs best. In addition, curriculum Fig. 6 . Some generated examples on DailyDialog. GRID: grid beam search (GBS), REAL: human-written samples which may not contain the predicted lexical constraints. We use [·] to highlight the lexical constraints. learning and Teacher-Forcing are beneficial for the stability of model training. Without Teacher-Forcing, the model could even collapse during training. Training the discriminator with multiple types of negative samples can further improve the performance.
As for the curriculum learning, the hyperparameter Δ may effects the stability of the training. In Figure 12 , We plot the curves of BLEU-4 scores of the BFGAN-rescale model trained with different Δ on DailyDialog task. As expected, the smaller Δ can make the training more stable and results in higher BLEU scores. This result also demonstrate the effectiveness of curriculum learning.
Our method constructs four different types of negative samples to train the discriminator. In order to further investigate the contribution of each negative type, we report the BLEU-4 scores and SLEU-4 scores of the BFGAN-rescale model trained under various negative sample settings on DailyDialog task as shown in Figure 13 . We find the most important negative sample type is Sampling (see Section III-D). One possible explanation to its Fig. 7 . Visualization of attentions on APRC. The blocks under the words represent the attention weights. Darker shades indicate larger attention weights. We use [·] to highlight the lexical constraints. effectiveness might be that the negative samples of this type are generated by the generators from scratch without given any real sentence fragment, thus the discriminator can more direct access to the distribution of the generators. In addition, we can see that each negative type can increase the fluency or diversity of the models' outputs. 
VI. CONCLUSION AND FUTURE WORK
In summary, our key contributions are as follows:
r We propose a new method, called BFGAN, to address the challenge of generating sentences with lexical constraints. BFGAN significantly improves the quality of lexically constrained sentence generation compared with state-ofthe-art methods.
r To ease the training of BFGAN, we propose an efficient and stable training algorithm. Furthermore, it does not need additional labels.
r Extensive experiments based on three large-scale datasets and human evaluations demonstrate significant improvements over previous methods. For future work, we plan to extend our method to generate sequences with multiple lexical constraints.
