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Consider the system of linear equations Ax = b where A is an n x n real 
symmetric, positive definite matrix and b is a known vector. Suppose we are 
given an approximation to x, lZ,, and we wish to determine upper and lower 
bounds for 11 x - 5 11 where II ... /j indicates the euclidean norm. Given the 
sequence of vectors {ri}:=, , where ri = ArjWl and r. = b - Al& it is shown 
how to construct a sequence of upper and lower bounds for II x - 5 11 using the 
theory of moments. 
In addition, consider the Jacobi algorithm for solving the system x = Mx + b, 
viz., xi+i = Mxi + b. It is shown that by examining 5, = xi+1 - xi, it is 
possible to construct upper and lower bounds for II xi - x /I. 
1. INTRODUCTION 
Consider the system of linear algebraic equations 
Ax =b, (l-1) 
where A is an 71 x TZ real symmetric, positive definite matrix and b is a given 
vector. Assume we have an approximation to x so that 
x=S+e, (14 
where 5 is the approximation vector and e is the error vector. We are concerned 
with determining upper and lower bounds for (1 e 11 , where 11 ... /I indicates 
the euclidean norm of the vector. 
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In order to compute bounds for the norm of the error vector, it is natural 
to compute the residual sector, 
r,, = b - &. (1.3) 
Thus since r,, = Ae, 
ti < II e II < II A-l /I II r. II . (1.4) 
Here Ij A /I indicates the spectral norm of the matrix A. Assuming that 
jl A // = 1 (this can be accomplished via a simple scaling of (l.l)), we see that 
even though (( rr, // is “small”, the bound for (1 e j/ can be quite large when 
/I A-l /I is very large. 
By computing additional information, it is possible to obtain more precise 
upper and lower bounds on the euclidean length of the error vector. In 
Section 2, we give an algorithm which depends upon computing an auxilliary 
sequence of vectors and an explicit knowledge of all the eigenvalues of 
the matrix A. The bounds are actually obtained as a solution to a linear 
programming problem. 
In Section 3, we use the same sequence of vectors as described in Section 2 
but we assume that the only information that the investigator has is an upper 
bound on the largest eigenvalue of A and a nontrivial lower bound for the 
smallest eigenvalue. Using the theory of moments, an algorithm is given for 
determining upper and lower bounds. Then in Section 4, we consider the 
Jacobi iterative method for solving the system of Eqs. (1. l), and we show it is 
possible to establish bounds for the error by examining the difference of 
successive iterates. Finally, a numerical example is given in Section 5. In a 
future report, we shall give methods for improving the approximate solution 
using the techniques described in this paper. 
2. BOUNDS USING LINEAR PROGRAMMING 
Consider the Kyylov sequence [6], 
ri+r = Ari (i = 0, l)..., k - 1 < n), 
where r. is defined by (1.3). Thus 
ri = Air0 (i = 0, l,..., k). 
We define 
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so that 
(r, , r*) = W~‘r, 9 Aqr,), 
= (AP+qrO ) r,), 
= k%+a (P, Q = 0, l,..., 4. 
Since A is symmetric and positive definite, we have 
Alli = x,u, (i = 1, 2,..., n) 
with 
and 
0 < a < A, < A, < ... < A, < b. 
Now writing 
r. = i @+i , 
i=l 
we have 
CL m = (AmTo , To) = $J oli2Airn (m = 0, 1,. 
i=l 
Since e = A-%, , 
11 e 11’ = (A-%,, ro) = f athi = P-2 
,.., 2k). (2.1) 
(2.2) 
i=l 
Equations (2.1) and (2.2) are equivalent to 
CL m= s b A” &a(A) (m = - 2, 0, l,..., 2k), (2.3) a 
where the weight function of the Stieltjes integral is determined as follows: 
a(A) = 0 for a < h < A, , 
a(X) = a12 + Lx22 + ... + at2 At<A<ht+1 (t=1,2 ,..., n-l), 
a!(X) = cq + cd22 + ... + a(,2 A, < X < b. 
The problem of determining an upper and lower bound for /I e I/ is equi- 
valent to the following: 
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Given the (2k + 1) moments pi , determine upper and lower bounds for 
P-2. 
The solution to this classical problem (cf. [7]) is dependent upon the 
amount of information available. 
Suppose we know the eigenvalues of the matrix A. An example of this is the 
usual five-point approximation to Poisson’s equation with Dirichlet boundary 
conditions in a rectangular region. Thus to determine an upper bound for 
II e 112, we wish to maximize 
subject to the constraints 
Yi 2 0 (i = I,..., n). 
(2.4) 
The numerical solution to this problem can be obtained by the simplex 
algorithm of G. Dantzig [3]. Special techniques may be used to take advantage 
of the fact that a Vandermonde system is solved at each iteration of the sim- 
plex algorithm. A lower bound for I[ e [I2 may be obtained by determining the 
n 
minimum of C yihi2 subject to the constraints (2.4) by the simplex 
algorithm. i=l 
3. ERROR BOUNDS USING THE THEORY OF MOMENTS 
In the more usual situation, one has the information that 
O<a,(X,<b for i = I,..., n. 
This is a problem in the classical theory of moments which has been solved 
by A. A. Markov. In order to give a numerical algorithm for determining 
bounds for II e II , we review some facts from the theory of Gaussian quadra- 
ture. 
Suppose we are given {~i}~~O, and a function r+(h) (a 6 h < b), and we 
wish to determine (L, U) so that 
We can determine a quadrature rule such that 
pr = 
s 
b A’ da(h) = 2 AitiT + f Bj.qr for Y = 0, l,..., 2k + m - 1, 
a i-l j=l 
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where {Ai , tJf=, and {Bj}y& are unknown and {x~}~~ is specified. Then 
I 
b 
where 
a <17 <b- (3.1) 
Thus if v(h) = XY- and m = 1, 
R[h-21 = - 2(K + 1)+2"+3' I" 0 - 4 [ fil (A - 411 2dc4+ 
a 
Hence for x1 = a, the Gauss-Radau type quadrature rule yields an upper 
bound for Ji h-2 da(X) and if zi = b, we have a lower bound. It can be 
shown (cf. [7, p. SO]) that these bounds are attainable. 
It is not necessary to solve the equations for the quadrature rule. Let us 
note that 
/.L+. = f Aitir + B,xIr (Y = 0, l)...) 2K), 
i=l 
where xi may be a or b. Let us write 
for all Y and for z1 = a (3.2) 
so that 
P-2 .---P-2* - > 
From (3.2), we see that ,Gr satisfies a (k + 1)-th order difference equation 
&L + ht%-1 + .‘. +gkpr-k - t%-(k+l) = 0 (3.3) 
and t 1 , i 2 ,..., ik , and a are the roots of the characteristic polynomial 
Since p(a) = 0, we must have 
foak+l + &ak + ...+gka- 1 =o. (3.4) 
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Thus using (3.3) and (3.4) and the fact that pr = j& for r = 0, I,..., 2k, we 
have enough equations to determine {g,}f=, . Having determined {gi},“,,, 
one can solve for ,& by recurring twice backwards with Eq. (3.3). 
To determine a lower bound for the error, viz., p-a , it is necessary to solve 
for {gi}FZO from equations similar to (3.3) and the additional equation 
gObk+l + g,b’l + ... - gk b--1=0. 
Note that to solve for {gi},“=, , it is necessary to change only one row in the 
matrix and one can use the devices given in [2] for solving such a modified 
system efficiently. 
For large K, the system of linear equations which one solves for the coef- 
ficients of the difference equation may be quite ill-conditioned. For that 
reason it is sometimes preferable to solve explicitly for the quadrature rule. 
As is well-known, the nodes of the quadrature rule are the roots of orthogonal 
polynomials. Now the orthogonal polynomials satisfy a three term recurrence 
relationship, viz., 
Pi+1(4 = (5,+1 - 4P,(4 - Q‘%-lol) 
P-l@) = 0, POW = 1. 
The coefficients {fj}j”=r , {Q},“=;’ can be computed directly using the Lanczos 
algorithm [8]. 
Again, let 
r0 = b - AS. 
We generate a sequence of vectors {zi}~~~ such that 
(2. 2.) = 1; for i #j ZP I for i = j. 
Let 
z. = r. x (It r. II)-‘. 
Then for j = 0, l,..., K, 
%tl = rlj+l X Wj+l * 
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For numerical stability, one must reorthogonalize zj+r with respect to all the 
previous zj’s. Let 
0 
J= 
61 rll 
71 ' 
i. 0 
. . 
. . . 
. . 
7)k 
?k ‘fk+l 1 
It is well-known (cf. [5]) that the eigenvalues of J are the roots of the poly- 
nomial fk+r(h). In order to compute the upper bound for 11 e // , we need to 
compute the Gauss-Radau quadrature rule with the fixed node a. This can 
be accomplished by the following algorithm suggested by Mr. David 
Galant [4]. Let 
C = J - al. 
So C is a real symmetric positive definite or semidefinite matrix. Let 
C = FFT, 
where F is the lower triangular Choleski factor of C. Now let 
. . iik 
+jk fk+l 1 (k+l)X(k+l) 
and 
. . - 
Tk-1 
jjk-I fk 0 
0 0 1 (k+l)X(k+l) 
Then the eigenvalues of (C + ~1) yield the nodes of Gauss-Radau rule. By 
using a variant of the algorithm described in [5], it is possible to compute 
the quadrature rule. In order to compute the Gauss-Radau rule with the 
fixed node b, one performs similar operations to those described above on the 
matrix C = bl - J. 
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4. ERROR BOUNDS FOR THE JACOBI METHOD 
Consider the system of equations, 
cy =f, (4.1) 
where C is a real, symmetric positive definite matrix of order n. Let 
D = diag[(cIl)-112,..., (cn,)-li2]. 
We may write (4.1) in the form 
DCDD-l Y = Df (4.2) 
or equivalently, 
Ax=b. (4.3) 
Note that the diagonal elements of the matrix A are all equal to one. Hence 
A=I-M, 
where the diagonal elements of M are zero. We shall assume that M is 
convergent, viz., max 1 hi(M)1 < 1. The Jacobi method, viz., 
l<i<?2 
xi+1 = Mxi+b (i = 0, l,...) 
is frequently used to solve (4.3). 
Let 
ei = x - xi = Mie, and Si = xii-l - xi = M%, . 
The vector Si is the dzzerence vector. Since 
si = xi+1 - xi = Mxi + b - xi = b - Axi , 
the difference vector is the residual vector associated with xi . Note that 
ei = (I - M)-l Si = (I - M)-l MiS, . 
Given {Si}~=, , we compute 
(% , 69) = (% , MP+q%) = ~p+q, (p + q = o,..., 24. 
Thus 
II ekfl II2 = (e k+l , eK+l) = ((I - M)-l M”+%, , (I - M)-l Mk+%,). 
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Since M is symmetric, we have 
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MU~ = (iui 7 (i = 1, 2,..., n) 
and we assume 
Thus 
v m = 
I 
a 5” d/t?(t) (m = 0, l,..., 2k) 
e 
and 
We wish to determine upper and lower bounds for 11 e,, ]j . This problem 
was first discussed by H. Weinberger [9] for k = 1. 
Again, if the eigenvalues of M are known then one can use linear program- 
ming for determining upper and lower bounds of Ij e,,, Ijz. Thus to determine 
an upper bound for 11 ek+r 112, we wish to maximize 
subject to the constraints 
-&wi.p = vm (m = 0, l,..., 24 
wi 3 0 (i = 1, 2 ,..., n). 
If the eigenvalues are unknown, then we are unable to use the arguments 
associated with the residual vector since the (2k + 1)-th derivative of 
cp(<) = .LJ~“+~/(~ - [)’ is not of constant sign in the interval (c, d). 
Now, if we can determine a polynomial p& [) such that 
P2k(5) = co + cd + . *. + CWP > fi forc<.$<d 
then this will determine an upper bound for 11 ek+i ]I2 since 
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The polynomial ~a~(() is not unique and, consequently, we desire that 
polynomial for which 
Co”0 + ... + czkvak = min. 
Unfortunately, there do not seem to be any numerical algorithms which 
will satisfactorily solve this problem in general. 
Let h = (1 - 6) so that 
where 
a=l-d, 6=1-c 
ps = ,b As da(h) s (s = - 2, - l,..., 24. a 
It is easy to verify that 
where 
ps = (- l)sLISvo, 
dvo = v1 - v. 
A%, = A(‘&lvo) 
and hence pS = (So, (I - My 6,). Our problem now is to determine upper 
and lower bounds for 
p-2-2@+ 1)1*-l. 
In order that there exist a distribution function a(h) in the interval (a, b) 
associated with {&::-a , it is necessary and sufficient that 
and 
M 
G 
P-2 P-1 1 
/*-lj PO 
. pk-1 
l&k 
. 
-pk-1 pk p2k 
. . . . . 
Yk-2 ’ ’ . . Yzk-2. (k+l) xtk+l) I 
BOUNDS FOR THE ERROR OF LINEAR SYSTEMS 161 
where 
Yj = - WPcj - (a + 6 tLj+1+ I-%+21 (4.4) 
be positive semidefinite (cf. [l]). It is easy to see why G must be positive 
semidefinite. Note from (4.4) 
Yj -= - I 
b (UbN - (a + b) 2’1 + Xjf2) &Y(A) 
” 
Hence, 
= 
i 
b xqx - a) (b - A) da(A). 
a 
k-l k-l 
zTGz = c 1 yi+jqzj 
i--l j=-l 
A similar argument shows that M must be positive semidefinite. Observe 
that there are two elements which are unknown in G and two elements which 
are unknown in M and they occur in either the first row or column of the 
matrix. 
FIGURE 1 
Since M and G are positive semidefinite, it is necessary and sufficient that 
det(M) 2 0 and det(G) >, 0 in order that the values p-z , pm1 be consistent 
with some distribution or(h) with moments p,, , pi ,..., psk. The positive 
semidefinite property of M and G is equivalent to the nonnegativity of the 
subdeterminants indicated in Fig. I. 
We partition the Hankel matrix M as follows: 
b-1 tL0 CL1 )*.*) pk 
M= 
409/37/l-‘I 
B 
-___ . I 1 c 
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Since M is positive semidefinite 
det(M) = det(C) det(A - BClBr) > 0 
so that 
det 
[ 
p-2 + r1 P-1 + r2 1 2 0, p-1 + r2 PO + r3 (4.5) 
where 
[ 1 r1 Y2 = - BC-1B’ f-2 73 
The matrix - BC-lBT can easily be computed by applying the Choleski 
algorithm to the matrix 
One must begin the pivoting operation, however, from the bottom diagonal 
element and after K eliminations, the upper 2 x 2 matrix will contain 
- BC-lBT. In a similar fashion, 
det - &-2 + (a + @P-1- PO + Sl, -4-1 + (a + 4Po - Pl + % 
- 
&k + (a + b)Po - Pl + s2, - abo + (a + @Pl - Pz + s3 1 
3 0. (4.6) 
From Eq. (4.3, we see that 
(CL-2 + r1) (PO + y3) - (P-1 + y2j2 3 a 
and hence, since p. + r3 3 0, by the positive semidefiniteness of M, 
/*-2 a (P-1 + y212 
PO + r3 
_ y1 _ (P-1 + R2Y _ R 
~0 + R3 
1' 
From (4.6), we have 
det 
[ 
P-2 + Sl P-l + s2 1 3 0, P-1 + s2 s3 
where 
s 
3 
= a&., - (a + 4th + P2 - s3 <o 
ub 
since ub > 0, and hence 
~-2 < (P-1 + S2)” _ s 
s3 
1’ 
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Therefore, 
(P-1 + R212 
R3 
- R, < pb2 < (k s+ “I2 - S, . (4.7) 
3 
Thus to determine the maximum of 
P-2 - w + 1) P-1, 
it is simply necessary to examine the boundary of the shaded region in Fig. 2. 
A short calculation yields (Q1 , Q2) for which 
(/L-I + R,)’ 
/.+=--RI - 
R3 
FIGURE 2 
Then, pP2 - 2(k + 1) p-l = max, subject to (4.7), if 
/gP-1 + S212 _ s 
1 
= d 
G-1 83 
- 2(k + 1) P-1 
4-l 
with 
/&=-s2+@+l)s3 and Q1 < I-& < Q2; 
otherwise the maximum occurs at pyI = Q1 or & = Q2 according to 
plil = maxiQ1 , mint-- S2 + (k + 1) S3 , Q2)>. 
Similarly, the minimum occurs at 
~4, = ma4Q1 , mini- R2 + (k + 1) R3, Q2>>. 
Thus, it is possible to determine upper and lower bounds for 11 e,,, jl , and 
these bounds are attainable. 
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TABLE Ia 
Error Bounds Computed from Residual Vector Using Gauss-Radau Quadrature Rule 
Lower bounds Upper bounds 
a = 1.1169171,mz a = 10-z a = 1.116917,,-r a = 10-a 
k b = 1.988831 b = 1.99 b = 1.988831 b = 1.99 
1 1.35 1.35 3.40101 4.21,,1 
2 1.55 1.54 2.05,,1 2.52,,1 
3 1.66 1.66 9.40 1.12,,1 
4 1.81 1.81 6.89 8.08 
5 1.89 1.89 4.84 5.50 
D 11 e II2 = 2.700138. 
* After 10 iterations. 
TABLE II 
Error Bounds Computed from Difference Vectors Using Determinantal Inequalities 
Lower bounds Upper bounds 
a = 1.116917,,-1 a = 10-t 
k b = 1.988831 b = 1.99 
1 1.35 1.35 
2 1.43 1.43 
3 I .48 1.48 
4 1.56 1.56 
5 1.59 1.59 
a = 1.116917,,-2 
b = 1.988831 
__ ____-__ 
5.29101 
3.88,,1 
2.05,,1 
1.70101 
1.29,,1 
a = 10-z 
b = 1.99 
___--- 
6.59101 
4.82,,1 
2.51,,1 
2.08,,1 
1.57101 
TABLE III 
Error Bounds Computed from Difference Vectors Using Linear Programming 
k Lower bounds Upper bounds 
1 1.35 5.04101 
2 1.45 3.86,,1 
3 1.55 1.73101 
4 1.61 1.50101 
5 1.62 1.04,,1 
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5. A NUMERICAL EXAMPLE 
Consider the system of equations 
Ax=b 
where A is a tri-diagonal matrix with elements (- 1, 2, - 1) and b = 0, 
the null vector. It is well-known that 
&(A) = 2 + 2 cos $, j- 1,2 ,***, 71. 
The Jacobi matrix M is also tri-diagonal and has elements (a, 0, $). Here 
h,(M) = jr cos - , 
n-t1 
j = 1, 2 ,..., n. 
The Jacobi method was used for solving the system for n = 20 and 
x0’ = (1, l,..., 1). In Tables I, II, and III, we give the error bounds associated 
with the error vector of xl0 . To use the methods of Section 3, we must 
compute, in addition, (r,} for p = 0, I,..., K. In Tables II and III, we give 
bounds for the error using the difference vectors {6,-,} for p = 0, I,..., K. 
Note that the bound using the residual vector is slightly better than those 
computed using the difference vectors, but it requires additional work to 
compute {r,}“,, whereas the difference vectors are computed in the natural 
sequence of events. In addition, note that the lower bounds are less influenced 
by the interval of the eigenvalues than are the upper bounds. Furthermore, 
we see in this case that a knowledge of all the eigenvalues does not provide 
much smaller intervals for the error. 
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