Abstract: We formulate versions of Hampel's theorem and its converse, establishing the connection between qualitative robustness and weak continuity in full generality and under minimal assumptions.
Qualitative robustness
The original definition of qualitative robustness was given by Hampel (1971) in a setting that reveals the educational background of the author and time (for more vivid description, see Tibshirani, 1998) . Thus, a procedure (understood hereafter mostly as "estimator", but we would like to enjoy a bit broader level of generality) is viewed not simply as a function t applicable to n datapoints, but as a collection, of such functions, t n , one for every sample size n. In a similar spirit, the data are not just points in some sampling space X , but they are rather random elements of X ; so are then t n , random elements with values in some decision space D.
The relevant σ-fields and similar mathematical necessities are inherited from the metric structure of the underlying spaces, X or D. We can afford to be quite general, and assume merely that these spaces are Polish, that is, separable and metrizable by a complete metric. Once declaring that, we believe that we can ignore any further mathematical subtleties of this nature, and safely assign any random element under consideration its distribution (law), an element of the space P(X ) or P(D) of all probability measures on X or D, respectively. In particular, we write L P (t n ) for the distribution of t n when the data are independent and identically distributed according to the law P . Other sampling schemes would be possible, but are not discussed here.
Finally, we want to be able to evaluate the proximity of the distributions under consideration. This intention could be, as pointed out by Davies (1993) , a starting point for a very thorough reconsideration of the foundations of robustness; having said that, we limit ourselves to the topology of the weak convergence of probability measures as defined in the influential book Billingsley (1968) -the choice that came as obvious at the times of Hampel (1971) . The chosen topology can be metrized by the Prokhorov metric π; see Huber (1981) or Section 5. Definition 1. Let P be a probability measure from P(X ). A procedure t n is called qualitatively robust at P if for any > 0 there is δ > 0 such that
for all sufficiently large n.
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After the introduction by Hampel (1971) , which reappeared in the more settled form in Hampel, Ronchetti, Rousseeuw and Stahel (1986) , and the influential treatment by Huber (1981) , all in the context of estimation and independent sampling, qualitative robustness was extended to hypothesis testing framework by Lambert (1982) and Rieder (1982) ; dependent data models of time series flavor were considered by Papantoni-Kazakos (1984) , Boente, Fraiman and Yohai (1987) ; some further theoretical aspects were addressed by Cuevas (1988) . It seems that despite these developments, its use for evaluating robustness was not too intense: a few relevant references are Rieder (1983) , Good and Smith (1986) , Cuevas and Sanz (1989) , Machado (1993) , and He and Wang (1997) . The fade-out citation pattern is indicated by the only 21st century exception retrieved from scholar.google.com, Daouia and Ruiz-Gazen (2006) .
In the universe of mathematical sciences, qualitative robustness turns out to be similar to the notion of stability used in the theory of differential equations: after a small change in initial conditions, the new solution stays in a tube enclosing the original one. As the name indicates, and the definition clearly shows, qualitative robustness does not provide any "quantitative" appraisal: the procedure is judged either not robust or robust-however, in the latter case we do not know "how much". The rush for "more" and "most" robust methods might have been the reason that other robustness criteria gained more following. Nevertheless, given the multitude of "desirable features" considered in the screening of aspiring dataanalytic techniques, qualitative robustness may be just enough to draw a a dividing line in the territory of robustness-especially in complex situations where classical criteria modeled in standard circumstances may loose steam.
Weak continuity in functional setting
Qualitative robustness acquires a succinct expression for procedures representable as functionals on the space P(X ). Such a representation means that there is a functional, T , defined on a subset of P(X ) rich enough so that the identity
holds true for all relevant collections of x i 's; hereafter, ∆ x1,...,xn stands for the empirical probability measure supported by the points x 1 , x 2 , . . . , x n , the probability measure assigning mass 1/n to every of the x i 's. In practical considerations, the functional representation often comes in an intuitive way: for the procedure called arithmetic mean, it follows from the identity
For procedures represented by functionals, qualitative robustness at P follows from the weak continuity of T -that is, continuity with respect to the topology of weak convergence of probability measures. for any > 0. Let us formulate this notion in the language of metric spaces.
Definition 2. A functional T is called weakly continuous at P , if for any > 0 there is δ > 0 such that
for any value θ and τ of T at P and Q, respectively. The somewhat strange appearance of word "any" in the definition needs further explanation. The above example of arithmetic mean may well be one of very few unambiguous ones; if we try to find such a representation for a procedure called median, we have to cope with various complications, like what to do when n is even-which is easily resolved in the location case, but may not be that easy to handle in the more complex, say, regression context. It is conceptually cleaner to consider the t n 's forming the procedures as multi-, set-valued mappings; while it turns out that being univalued is still an essential requirement in situations that matter, relaxing this condition in the global context may streamline the theory. A tempting alternative of omitting the ambiguous data configurations from the domain of T could raise doubts about what T may do at "singular" points; as pointed out by Portnoy and Mizera (1998) discussing Ellis (1998) , working with set-valued procedures may help to achieve a better theoretical control over the behavior of T in such situations.
So, we rather consider the values of t n , as well as those of T to be subsets of X , the equation (2) then expressing the equality of sets. In the domain of set-valued functionals, we define weak semicontinuity of T at P by the requirement that for any > 0 there is δ > 0 such that π(P, Q) < δ implies that T (Q) ⊆ T (P ) , the set T (P ) containing all points within distance from the set T (P ). This seems to be equivalent to Definition 2, but is not: T is weakly continuous at P , if and only if it is weakly semicontinuous and univalued at P . Univalued functions (with values that are singletons, set consisting of precisely one element) are special cases of set-valued ones; Definition 2 requires T to be univalued at P , but not necessarily elsewhere.
The fact that functionals and procedures are allowed to be set-valued causes, however, one formal complication: it is not completely clear whether we are still entitled to speak about their distribution in a mathematically consistent manner. There are ways to formalize the notion of law for set-valued random functions; however, we do not wish to invoke this level of abstraction. In practice, a lot of procedures consist of functions yielding unique values with probability one-we will call such set-valued functions lawful, as we can speak about their distributions without ambiguities. Thus, the 1 regression estimator is lawful as long as the distribution of covariates is continuous. However, its location version, median, is not lawful for even n, unless we consider its lawful version: a univalued selection from the estimator, that is a univalued function picking always one value from the set of all possible ones. Such a selection may be deterministic, as the usual midpoint of the median interval, or randomized: a lawful version of the sample median may be a point selected at random according to the uniform distribution on the median interval.
We stress that lawful versions are introduced exclusively for "law enforcement", to ensure that the symbol L(t n ) in the definition of qualitative robustness is welldefined. As far as other aspects are concerned, we will consider functionals in their original set-valued appearance. The behavior of a univalued selection can be different: for instance, the set-valued median is weakly semicontinuous, but its univalued version may not be.
Weak continuity implies qualitative robustness
The thrust of this note, however, does not lie in futile generalizations, but in a general version of the following result, with minimal assumptions. Theorem 1. Suppose that a procedure t n is represented by a functional T . If T is weakly continuous at P , then any lawful version of t n is qualitatively robust at P .
The version of this theorem as proved by Hampel (1971) required beyond weak continuity at P also the global pointwise continuity of all t n . Verifying such continuity (globally, for all possible arguments of the t n 's!) may be difficult, and often impossible, because the property may not hold true. As no other version of the theorem was available, the pointwise continuity assumption became standard, as in the summary presentation by Hampel, Ronchetti, Rousseeuw, and Stahel (1986) . It was Huber (1981) , who besides giving the theorem the name of Hampel, noted that weak continuity of T at P is all what is needed. (A somewhat related global version was given already by Hampel, requiring weak continuity at all P ; pointwise continuity then follows. The Hampel's proof suggests that some version of local pointwise continuity, or even local boundedness would be sufficient; but such a condition seems to be hard to formalize.) Huber's version (Theorem 6.2 in Chapter 2), however, uses for the first π in (1) the Lévy metric, instead of the Prokhorov one. This restricts potential applications to D = R (we remark that the metrics are topologically, but not uniformly equivalent). In other words, it turned out that the assumption of pointwise continuity is probably not necessary-but the proof was given only for procedures yielding single values, not for vector-valued ones (like regression estimators)
Nonetheless, we would not be keen to fill this gap in the literature by mathematical subtleties, if not for the following. When trying to publish the results of Mizera and Volauf (2002) , we were accused that our investigations of weak continuity of procedures based on halfspace depth bear no relevance not only to the practice of data analysis, but neither to any statistical theory. We thought that the characterization of Hampel (1973) -that for procedures representable by functionals, qualitative robustness "can essentially be described by continuity of the estimator with respect to Prohorov metric"-is reasonably well-known and can be believed in any desired generality. However, our claims happened to be, perhaps along the lines of Tukey (1962) , "judged as pieces of pure mathematics, and criticized according to its purest standards". Indeed, what is not proved is not a theorem. To deflect the criticism, we eventually published at the preamble of Mizera and Volauf (2002) a theorem identical to Theorem 1 (with the only difference that the detail concerning "any lawful version" was missing). As the scope of Mizera and Volauf (2002) was other than spending time with the possibly lengthy proof, we avoided the arduous task by promising that "the proof of the theorem will appear elsewhere in the literature". So, our Section 5 can be understood as finally fulfilling that promise.
Qualitative robustness and consistency implies weak continuity
We include also the converse to Theorem 1, to make this note self-containedalthough it essentially follows the treatment of Hampel (1971) . The appropriate formulation of the converse requires some insights into the nature how the procedure is represented by a functional. We remark that the general question of representability by functionals may involve some delicate aspects; Hampel (1971) and Huber (1981) addressed the question to some extent (see also Mizera, 1995) . For example, such representation exist only when the t n 's exhibit some mutual consistency-if an empirical probability for a given n arises as an empirical probability for some other n, the corresponding t n should yield the same result. However, we do not want to go into more depth than needed here.
Definition 3. A representation of a procedure t n by a functional T is called consistent at P , if t n converges in probability to T (P ) whenever the data are independent and identically distributed according to the law P .
Developing all the theory in the set-valued context, we have to include an appropriate definition of convergence in probability: for the purposes of Definition 3, we say that a sequence of random sets E n converge to E in probability, if for any selected subsequence x n ∈ E n , the distance of x n to E converges to 0 in probability. In the set-valued terminology, this may be called rather "upper convergence", but for the present purpose, the name and definition are good enough; the interesting cases will be those when E = {x} is a singleton, and then the term "convergence" is justified, and means that x n converges to x in probability for any sequence t n selected from the E n 's. Proposition 1. If a procedure t n is represented by a functional T weakly continuous at P , then this representation is consistent at P .
Definition 4.
A representation of a procedure t n by a functional T is called regular, if (i) it is consistent for every P in the domain of T ; and (ii) for every P and every τ ∈ T (P ), there is a sequence P ν of empirical probabilities weakly converging to P , the functional T is univalued at every P ν , and T (P ν ) converges to τ .
The following result serves as a "prototype" of the converse part of Hampel's theorem. It can be used for disproving qualitative robustness in nonregular casesin particular, when T is not univalued at P . Proposition 2. Suppose that a procedure t n is represented by a functional T . If there are Q ν , R ν such that (i) both Q ν and R ν weakly converge (in n) to P ; (ii) T (Q ν ) converges to θ and T (R ν ) to τ , where θ = τ ; (iii) T is univalued at every Q ν and R ν ; (iv) the representation of t n by T is at every Q ν and R ν consistent-then no lawful version of t n is qualitatively robust at P .
The converse to Theorem 1 is formulated for regular representations.
Theorem 2. Suppose that the representation of a procedure t n by a functional T is regular. If some lawful version of t n is qualitatively robust at P , then T is weakly continuous (in particular, uniquely defined) at P .
Proofs
The proof of the general version of Theorem 1 turned out (for us) to be an exercise in the modern theory of empirical processes. If there is no other way, it may explain why it did not appear much earlier.
Let Q n be the (random) empirical probability measure supported by independent random variables Z 1 , Z 2 , . . . , Z n , each with the distribution Q. We suppose that S is a Polish metric space with a metric d. Lemma 1. For fixed E ⊆ S and any > 0, the sequence Q Q n (E) > 2 converges to 0 as n → ∞, uniformly in all Q ∈ P(S) such that Q(E) ≤ .
Proof. Use the Chebyshev inequality for the Bernoulli sequence of independent events with p = Q(E) ≤ ,
The lemma follows.
For E ⊂ S, E denotes the -fattening of E, the set of all x ∈ S within distance from S. The Prokhorov metric π(P, Q), defined as the infimum of all > 0 such that P (E) ≤ Q(E )+ for all measurable E, is uniformly equivalent to the bounded Lipschitz metric β,
The latter is defined as
where BL(S) stands for the set of all real functions on S satisfying
in particular, |f | ≤ 1 for all f from BL(S). Given > 0 and a set F with metric , the symbol N ( , F, ) denotes the -covering number of F in metric , the minimal number of -balls that cover E.
Lemma 2. Let K be a totally bounded subset of S. For every > 0,
tends to 0 uniformly in all Q ∈ P(K ).
Proof. Proceeding as in the proof of Theorem 6 of Dudley, Giné and Zinn (1991) , we obtain an upper bound for (5),
The inequality
and the fact that N (2 , K , d) ≤ N ( , K, d) together imply, given the total boundedness of K, that the covering numbers in (6) are bounded uniformly in n. Hence the expressions in (6) and consequently in (5) tend to 0, uniformly in Q.
Lemma 3. Let P ∈ P(S). For any > 0, there exists a totally bounded subset K of S,
uniformly in all Q ∈ P(S) such that π(P, Q) ≤ /2. Proof. Given > 0, choose a compact subset K of S such that P (K) ≥ 1 − /2; here we use the fact that a probability measure on a Polish space is tight, in the terminology of Theorem 1.4 of Billingsley (1968) . Fix η > 0 and choose n 0 such that (5) in Lemma 2 is bounded by η/3 for all n ≥ n 0 . Choose n 1 such that
, and 1 2304 n 1 2 ≤ η 3 ;
note that the first inequality also implies n 1 ≥ n 0 . Suppose that Q is an element from P(S) such that π(P, Q) ≤ /2; then
. . , Z n be independent random variables with the distribution Q each. Let N Q be the (random) number of Z i ∈ K ; let Q K denote the conditional probability on K defined by Q K (E) = Q(E ∩ K )/Q(K ). Using again the Chebyshev argument as in Lemma 1, for the Bernoulli series of events with p = Q(K ) ≥ 1 − , we obtain, using the first two inequalities in (9), that for any n ≥ n 1 ,
uniformly in Q. The Chebyshev inequality yields once again, now together with the third inequality in (9), that for n ≥ n 1 ,
again uniformly in Q. Dividing the expression within (8) by p = Q(K , we obtain for n ≥ n 1 that satisfying assumptions (ii), (iii), and (iv), such that T is univalued, and the representation of t n by T is consistent at both Q and R; by qualitative robustness, we can pick them so that for some n 1
for all n ≥ n 1 . The consistency at Q and R yields n 2 such that for all n ≥ n 2 , P d(T (Q n ), T (Q)) ≥ Take n ≥ max{n 1 , n 2 }. Applying the Strassen theorem to (16) and (17) (given that T is univalued at Q and R), we obtain that
Combining (18), (19) with (14) and (15) yields that d(θ, τ ) = π(δ T (Q) , δ T (R) ) < , a contradiction.
Proof of Theorem 2. Suppose that θ, τ ∈ T (P ), θ = τ . By the regularity of T , there are Q ν and R ν that satisfy the assumptions of Proposition 2. Hence θ = τ . The same argument yields that θ must be equal to the limit (possibly in a one-point compactification of D) of any other sequence T (P ν ) such that P ν → P . Hence, T has a unique limit at P , equal to T (P ).
A personal remark
This note could be perceived as a variation on what my friend in Bratislava once proclaimed as a theme of one of his art exhibitions: "What We Could Become Otherwise". While, perhaps in somewhat old-fashioned manner, my interactions with Jana Jurečková never meant a collaboration in the technical sense of word, she indisputably influenced the topic of my thesis (and a great deal of my subsequent research) by putting robustness on our map of the world. The only appropriate adjective to describe the patience she had with a student like me is "endless"; I can fully appreciate its extent only now, dealing with my own students-an example that sins not always go unpunished. She apparently knew better-in the spirit of the quote, this time from the context of Czech music underground: "The history never asks about difficulties, only about achievements."
