Unfalsified direct adaptive control method using multiple controllers is examined in this paper. Given a pre-chosen cost function and a set of controllers with the same specified structure, the mathematical proof of stability for this method is provided under the minimum assumption that there exists at least one stabilizing controller in the candidate controller set. Comparison with the adaptive control method using multiple plant models by Narendra et. al. is made. Simulation results are presented to demonstrate the efficacy of the proposed method.
INTRODUCTION
In the literature of adaptive control, there are several methods involving switching among a set of controllers, such as switching adaptive control proposed by Fu and Barmish [19] , hysteresis switching reported by Middleton et. al. [20] , Morse et.al. [21] , and Weller and Goodwin [22] , supervisory control produced by Morse( [24] , [25] ) and also studied by Hocherman-Frommer et. al. [26] and Narendra and Balakrishnan [27] , localization approach proposed by Zhivoglyadov et.al. ([28] , [29] , [30] , [31] , [32] ), and others. Another alternative approach, unfalsified direct adaptive control introduced by Safonov and his co-workers( [3] , [5] , [6] , [9] , [10] , [11] ) can reliably judge a controller's performance even if it is not in the loop.
In a recent paper [5] the stability and convergence of unfalsified direct adaptive control system using multiple controllers is studied. More explicitly, assuming that the candidate controller set C contains at least one robustly stabilizing and robustly performing controller, it is proved that, if a well-designed data-driven cost function which is monotonically non-decreasing in time and uniformly bounded above for all conceivable plant data, is used, and if the system with such a cost function is cost-detectable, unfalsified adaptive algorithms can consistently and reliably identify controllers that can achieve stability and performance specifications based on cost-minimization. Thus two questions arise: 1) how to check a system with a pre-designed cost is cost-detectable or not; 2) how to extend the result on unfalsified stability of a fictitious loop [5] to the guaranteed stability of the real switching system. model is sufficiently close to the true plant so that it is within the robustness margin of its associated controller model, our assumption that there is at least one stabilizing controller in the candidate controller set is easier to satisfy. Such relaxation on the assumptions is very helpful for controller design of highly nonlinear systems, such as controller design for spacecrafts and autopilot crafts [34] . This paper is organized as follows. In Section 2, problem formulation and a new switching algorithm are given. Stability analysis of the switching algorithm is provided in Section 3. Examples and comparison are presented in Section 4. Conclusion follows in Section 5.
PROBLEM FORMULATION
In adaptive control using multiple controllers based on unfalsified control theory, a set C of candidate controllers is given. The problem is to discover which, if any, of the controllers is robustly stabilizing and robustly performing. At any instant, the candidate controller which has the minimum unfalsified cost value is identified and switched into the loop. The system structure is illustrated in Fig. 1 .
In this paper, we will consider a system e e L L 2 2 : → Σ , whose general structure is given in Fig.2 Fig.1 are assumed to be zero in Fig. 2 . We are given a finite set of controllers C = { } and W m (s) the reference model to be followed. W m (s) is known to be a stable linear time invariant model. To build the stability property for the adaptive controller-chosen scheme based on unfalsified control theory, we will adopt the following definitions and assumptions. 
, it is said to be finite-gain stable; Otherwise, it is said to be unstable. □ Remark 1: 1) in the above two definitions of stability, the latter one is stronger than the former; 2) In any real system,
is a vector of time functions composed of reference input 
Definition 5 (Stabilizing controller):
A stabilizing controller is a controller with which a system is stable; otherwise, the controller is called a destabilizing controller for the plant. □ Definition 6 (Unfalsified stability [5] ): Given data
, we say that the stability of the system given in Fig. 1 
associated with any controller K∈
Otherwise, it is said to be unfalsified. □ Remark : Unfalsified stability is the stability property of a candidate controller had it been in the system all the time during the information was collected, while stability in definition 4 is the stability property of the true system.
Definition 7 (Cost function):
Cost function (i.e. performance specification) of a controller j C at any timeτ ,
, is chosen as:
where ε is some non-negative constant, [6] , unfalsified cost level) : A controller K∈ C is said to be falsified by measurement information if this information is sufficient to deduce that the performance
, would be violated if the controller were in the feedback loop. Otherwise the control law K is said to be unfalsified, and γ is the unfalsified cost level of the controller. □ Remark 2: Definition 6 and definition 8 are both about falsification. Definition 6 is the falsification concerning a controller's ability to stabilize a plant, while definition 8 is the falsification concerning a controller's ability to satisfy a pre-designed performance specification. Stability requirement may be included in the performance specification or may not. Obviously, by definition 8, at any timeτ ,
□ Definition 9 (Cost detectability : A system is said to be cost detectable if, whenever stability of the system in Fig. 1 associated with
Assumptions
The following assumptions will be adopted in this paper. A1: There is at least one stabilizing controller j C in the set C of candidate controllers, such that:
A1 is the only assumption on the set of candidate controllers. □
Algorithm
The problem addressed in this paper is: given W m (s), C, cost function (1) and assumptions A1, select a controller from C to control W p (s) that would satisfy the cost function (1) and stabilize the plant. This problem can be solved by applying the following data-driven adaptive switching algorithm. The goal of this algorithm is to choose a controller from C which stabilizes the plant and achieves 
Falsification and Switching:
using (4), (2) and (1) for all
End □ Remark 4: C ) (t is a monotone shrinking set, that is, if
STABILITY ANALYSIS
Lemma 1: Consider the system of Fig. 2 . If each candidate controller
C has the structure in Fig. 3 
. (3) □
Proof:
Consider the system in Fig. 2 
According to (4),
for the jth candidate controller j C can be generated by the jth fictitious-reference-signal(FRS) generator in Fig. 4 .
At the same time, by Fig. 3 
Equations (4) and (5) 
. □
Remark 5:
Equations (4) and (5) can be written as:
where 
(t) ) , w (t), y(t) (u(t), w w
□
Proof:
For compactness of notation, in this proof we denote can be derived from (8b). Therefore, (8) is established. □
Lemma 3:
The system in Fig. 1 with cost function (1) Stability of the system with K is falsified by some data 
. (10) □
Proof:
For compactness of notation, in this proof we denote Thus, as (10) is established. □ Theorem 1: Consider system Σ in Fig. 2 , using Algorithm 1 and cost function (1) . If assumption A1 is satisfied, the system is stable. □
For compactness of notation, in this proof we denote 
There are two possibilities for min
T : 1) If min
T is finite, then l C is falsified and will never be used again. Another controller will be switched online. Since there is finite number of controllers in algorithm 1 and falsified controller will never be reused, there must exist a finite times of switching, such that after some switching, the online controller's staying time +∞ → min T ; otherwise, assumption A1 is violated. This reduces to possibility 2).
2) If
+∞ → min T , l C will never be falsified and will be kept online forever. is the output of the ith identification model.
. λ is a non-negative forgetting factor that determines the weight of past data and λ = 0.05 . Here 2 , 1 = i since we have two plant models and their corresponding controllers.
Adaptive control using multiple controllers based on unfalsified control
All initial conditions, parameters and structures of candidate controllers, reference model and input reference signal are the same as in 3.1. In this method, algorithm 1 and cost function (1) are used with 0 = ε . After simple derivation, we know that all the results in section 2 still hold for this example. C and this keeps being true, 2 C is switched into the loop and stays there and thus the system becomes unstable. The wrong decision of switching to an unstablizing controller and of keeping it in loop after the system becomes unstable may come from one fact, that is making decisions of switching only based on output signals, while stability is associated with input signal too. Out of this consideration, a new cost function (1) in method B is used. This demonstrates that a stabilizing controller can be successfully chosen and system can be stabilized with the method proposed in this paper.
Results

CONCLUSION
In this paper, we studied the problem of stability of adaptive control method using multiple controllers. A cost function which is proved to be cost-detectable is employed. System stability is guaranteed under the assumption that at least one controller can satisfy the stability and performance specification. Supporting simulation results show that the proposed method is efficient. 
