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METHOD OF VARIATIONS OF POTENTIAL OF QUASI-PERIODIC SCHRO¨DINGER
EQUATION
JACKSON CHAN
UNIVERSITY OF TORONTO
Abstract. We study the one-dimensional discrete quasi-periodic Schro¨dinger equation
−ϕ(n+ 1) − ϕ(n− 1) + λV (x+ nω)ϕ(n) = Eϕ(n), n ∈ Z
We introduce the notion of variations of potential and use it to define “typical” potential. We show that
for “typical” C3 potential V , if the coupling constant λ is large, then for most frequencies ω, the Lyapunov
exponent is positive for all energies E.
1. Introduction
Given any function V : T→ R, we have a family of quasi-periodic discrete Schro¨dinger equations
(1.1) −ϕ(n+ 1)− ϕ(n− 1) + λV (x+ nω)ϕ(n) = Eϕ(n), n ∈ Z
where (x, ω) ∈ T× T are parameters.
Equation (1.1) can be rewritten as a first order difference equation:(
ϕ(n+ 1)
ϕ(n)
)
=
(
λV (x + nω)− E −1
1 0
)(
ϕ(n)
ϕ(n− 1)
)
.
The monodromy matrix of this equation is
M[a,b](x, ω,E) =
(
λV (x + bω)− E −1
1 0
)
. . .
(
λV (x+ aω)− E −1
1 0
)
.
To study the properties of the spectrum and eigenfunctions of equation (1.1) for generic (x, ω), we make use
of the Lyapunov exponent. It is defined by
L(ω,E) = lim
n→∞
1
n
∫
T
∥∥M[1,n](x, ω,E)∥∥ dx
By Kingman’s subadditive ergodic theorem, if the shift x 7→ x+ ω is ergodic, then the limit exists and
L(ω,E) = lim
n→∞
1
n
∥∥M[1,n](x, ω,E)∥∥
for almost all x ∈ T.
For analytic potential V , Bourgain, Goldstein[BG] and Goldstein, Schlag[GS1] showed that the Lyapunov
exponent is positive for large |λ|. Furthermore, if L(ω0, E0) > 0, then for most ω close to ω0, there exists
δ > 0 such that
the spectrum of (1.1) in (E0 − δ, E0 + δ) is pure point and the corresponding eigenfunctions
decay exponentially.
This property is called Anderson localization. (See the recent monograph by Bourgain[Bo] for more details.)
Generalization of the method of [BG] and [GS] for potential in a Gevrey-class was established by Klein[Kl].
In this paper, we use Goldstein and Schlag’s methods introduced in a recent work[GS2] to study the
spectrum and eigenfunctions of equation (1.1). We develop these methods for smooth potentials in the
perturbative regime.
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It is well known that the monodromy matrix is of the form
M[a,b](x, ω,E) =
(
f[a,b](x, ω,E) −f[a+1,b](x, ω,E)
f[a,b−1](x, ω,E) −f[a+1,b−1](x, ω,E)
)
where
f[p,q](x, ω,E) = det
[
H[p,q](x, ω)− E
]
H[p,q](x, ω) =

λV (x + pω) −1
−1 λV (x+ (p+ 1)w) −1
−1 . . .
. . . −1
−1 λV (x+ qω)

The spectrum of the Schro¨dinger equation
−ϕ(n+ 1)− ϕ(n− 1) + λV (x + nω)ϕ(n) = Eϕ(n),
with zero boundary conditions ϕ(a− 1) = 0 and ϕ(b+ 1) = 0, consists of the eigenvalues of H[a,b](x, ω).
If V (x + mω) ≈ V (x + nω) for some m,n ∈ [a, b], m 6= n, one says that the equation exhibits “reso-
nance”. Difficulties in studying the spectrum of H[a,b](x, ω) arise when resonances occur; two eigenvalues of
H[a,b](x, ω) can be very close and the corresponding eigenfunctions need not be “localized”.
We develop methods to deal with resonances by defining some functions E(s)(x, ω) which take their values
in spH[−Ns,Ns](x, ω), for appropriate Ns+1 ≍ eN
τ
s , s = 1, 2, . . . In Part I, for C1 potential, we eliminate a
small part of T × T from the domain of E(s)(x, ω) at each step. This allows us to exclude the case when
two eigenvalues of H[a,b](x, ω), b − a ≍ Ns+1, become too close. We are then able to define exponentially
decaying eigenfunctions. The result is the following theorem.
Theorem 1.1. Given V ∈ C3(T), let J = V (T). There exists λ0 = λ0(V ) such that, for any |λ| > λ0, the
following holds:
There is Ω = Ω(V, λ) ∈ [0, 1], mes([0, 1] \ Ω) . λ−1/2, such that for any ω ∈ Ω there exists Eω ⊂ λJ ,
mes
(J \ λ−1Eω) . λ−1/2, with L(ω,E) & logλ for all E ∈ Eω. Also, for any E ∈ Eω, there is x ∈ T and
{ϕ(n)}, |ϕ(n)| . e−c|n| such that
−ϕ(n+ 1)− ϕ(n− 1) + V (x+ nω)ϕ(n) = Eϕ(n).
In a recent paper, Bjerklo¨v[Bj] has obtained similar results.
The major drawback of the method in Part I is that part of the spectrum is also eliminated. To include
all spectral values, we use variations of potential in Part II. Given a C3 potential V , any C3 function V˜
satisfying the conditions
max
x∈T
|V (x) − V˜ (x)| < δ
max
x∈T
|V ′(x) − V˜ ′(x)| < δ
max
x∈T
|V ′′(x) − V˜ ′′(x)| < δ
can be written, near x = 0, in the form
V˜ (x) = V (x) + η + ξx+
1
2
θx2 + x3R(x)
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where |η|, |ξ|, |θ| < δ, R ∈ C3(T \ {0}), |∂αR| . 1 for any index |α| ≤ 2. More generally, since T is compact,
we can find large integer T so that
(1.2) V˜ (x) = V (x) +
T∑
m=1
[
ηm + ξm
(
x− m
T
)
+
1
2
θm
(
x− m
T
)2
+
(
x− m
T
)3
Rm
(
x− m
T
)]
for all x ∈ T, where η = (η1, . . . , ηT ), ξ = (ξ1, . . . , ξT ), θ = (θ1, . . . , θT ) ∈
T∏
1
[−δ, δ], and Rm ∈ C3(T \ {0}),
|∂αRm| . 1 for any index |α| ≤ 2. This motivate the following definition.
Definition. Let T be a large integer, 0 < δ ≪ 1T 5 . Suppose Rm(ηm, ξm, θm;x) are C3 functions, m =
1, 2, . . . , T , (η, ξ, θ) ∈
3T∏
1
[−δ, δ], x ∈ T, satisfying the following conditions:
|∂αRm(ηm, ξm, θm;x)| . 1
T
for any index |α| ≤ 3(1.3)
Rm(0, 0, 0;x) ≡ 0(1.4)
Rm(ηm, ξm, θm;x) = −x−3
(
ηm + ξmx+
1
2
θmx
2
)
for |x| ≥ 1
2T
(1.5)
Define a (T, δ)–variation of potential by
W (η, ξ, θ, {Rm};x) =
T∑
m=1
vm
(
ηm, ξm, θm;x− m
T
)
where
vm(ηm, ξm, θm;x) = ηm + ξmx+
1
2
θmx
2 + x3Rm(ηm, ξm, θm;x)
By (1.4) and (1.5),
vm(0, 0, 0;x) ≡ 0
and
vm(ηm, ξm, θm;x) = 0 for |x| ≥ 1
2T
.
Denote the collection of (T, δ)–variations of potential by S(T, δ). The set of parameters (η, ξ, θ) has
measure (2δ)3T . We want to define a notion of “typical” potential by using the normalized measure on this
set of parameters. Hence, a set S ⊂ S(T, δ) is called (1− ε)-typical if
|S| := min
{Rm}
1
(2δ)3T
mes
{
(η, ξ, θ) ∈ [−δ, δ]3T :W (η, ξ, θ, {Rm}; .) ∈ S
} ≥ 1− ε
The main result in this paper, summarized in the following theorem, is that for typical C3 potential V˜ ,
we have positive Lyapunov exponent for all energies E.
Theorem 1.2. Given any V ∈ C3(T), |V ′(x)|+ |V ′′(x)| ≥ c > 0, there is λ0 = λ0(V ) such that for |λ| > λ0,
one has a collection of variations {Sℓ = Sℓ(V, λ)}∞ℓ=1, Sℓ ⊂ S(T (ℓ), δℓ), logT (ℓ+1) ≍
(
T (ℓ)
)α
, 0 < α ≪ 1,
∞∑
ℓ=1
(
1− |Sℓ|
) ≤ λ−β, so that for any potential
V˜ (x) = V (x) +
∞∑
ℓ=1
W (ℓ)
(
η(ℓ), ξ(ℓ), θ(ℓ), {R(ℓ)m };x
)
where W (ℓ) ∈ Sℓ, there exists Ω = Ω(λ, V˜ ), mes(T \ Ω) ≤ λ−β, so that the Lyapunov exponent L(ω,E) ≥
1
4 logλ for any ω ∈ Ω, E ∈ R.
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There are two central technical problems which one has to deal with in order to establish Theorem 1.2. The
first one consists of the splitting of eigenvalues of equation (1.1) on a finite interval [−N,N ]. The technology
for this splitting was developed in the recent work by Goldstein and Schlag[GS2] in the case of analytic
potential. It is based on avalanche principle[GS1], elimination of resonances and localized eigenfunctions on
a finite interval. We modify this method for smooth potential and prove the following result:
Proposition 1.3. Using the notation of Theorem 1.2, there exists integers T ′s, logT
′
s ≍ logT (s), such that
for any nested sequence of intervals Fs,ks = [ ksTs , ks+1Ts ), and x ∈ T, ω ∈ Ω, there is a sequence integers{Ns = Ns(x, ω)}, with logNs ≍ logT ′s, so that
(1.6) |E1 − E2| > exp(−N τs )
for distinct eigenvalues E1, E2 ∈
(
spH[−Ns,Ns](x, ω)
) ∩ Fs,ks .
The second problem is as follows. The eigenvalues of the problem (1.1) on a finite interval [1,N] have
a smooth parameterization as E1(x) < E2(x) < . . . < EN (x), x ∈ T. This general result is due to the
self adjointness of the the problem (1.1) and non-degeneracy of the the eigenvalues of (1.1) restricted on
a finite interval. The problem is how to eliminate multiple resonance, i.e. |Ei(x) − Ej(x +mω)| < δ and
|Ei(x)− Ek(x+ nω)| < δ for m 6= n. To deal with this problem, we need to evaluate the quantity
(1.7) |∂xEj |+ |∂xxEj |
from below.
This problem was also studied in [GS2]; for analytic potential, the problem was solved using discriminant
of polynomials and Sard-type arguments. This method has no modification for smooth potentials. To solve
this problem, we need to introduce variations of the potential. The most basic idea of our method is as
follows.
“Typical” smooth functions F (x) are Morse functions, i.e. the quantity
(1.8) |∂xF |+ |∂xxF |
has a “good” lower bound, gauged according to the “size” of F . On the other hand, there is a basic relation
between ∂xEj and the potential V (x):
(1.9) ∂xEj =
N∑
k=1
V ′(x+ kω)|ϕj(x)(k)|2
where ϕj(x)(.) is a normalized eigenfunction of (1.1) on the interval [1, N ] corresponding to Ej(x). Relation
(1.9) enables one to express the “genericity” of the potential V in terms of the lower bound for (1.7), provided
ϕj(x)(.) is exponentially localized. We use Sard-type arguments to show that the total mass of those ω for
which there is no “response” in (1.9) under the variations of V , is extremely small.
We will use a KAM-type approach to prove Theorem 1.2. At each scale, we need to establish the following
inductive hypothesis:
h1. Localization in finite interval. This means that at each scale, we can find Ns such that the eigen-
functions of H[−Ns,Ns] decay exponentially for |n| >
√
Ns
h2. Estimate the number of eigenvalues and separation of eigenvalues.
h3. |∂xE|+ |∂xxE| > exp(−Nσs )
h4. Elimination of multiple resonances.
In section 6, we first use a Diophantine condition to obtain an upper bound of the number of entries that
can lead to resonance. Using this bound, we can find N1 such that the entries where resonance occur is
far away from the edge of [−N1, N1]. This will give us exponentially decaying eigenfunctions, hence (h1) in
the first scale. We show how (h1) implies (h2) in the first scale in Section 7; this will be the base case for
Proposition 1.3.
In section 8, we introduce variations of potential. Using the results from Appendix F, we show that for
typical potential, if the eigenvalues are separated, then (1.7) has a “good” lower bound. Due to its technical
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nature, we defer the proof of (h4) in Appendix E. There, we show that if (h3) is satisfied, then multiple
resonances do not occur for most frequencies ω. This forms a major part of the inductive hypothesis used in
Section 9. With no multiple resonances, we can define inductively C3 functions E
(s)
k (x, ω) which take values
in spH[−Ns,Ns](x, ω), with exponentially decaying eigenfunctions.
In Section 10, we take V˜ as a limit of the varied potential. We show that lower estimate for (1.7), which we
have established for E(s)(x, ω), still holds for the eigenvalues of H[−Ns,Ns](x, ω) with the limiting potential
V˜ . Then, we will be able to prove Theorem 1.2.
Author is thankful to M. Goldstein for his suggestion to study the case of smooth quasi-periodic potential
using the variations of the potential and for advising author during the work on this project. Author also
benefited a great deal from learning the material of the work by Goldstein and Schlag[GS2], while it was in
progress during the last few years.
Part 1.
2. Elimination of flat slope
In Part I, we consider a C1 potential V (x). It is well known that problems in studying the eigenvalues and
eigenfunctions for quasi-periodic potential, to large extent, arises from the small denominator in the Green’s
function. The KAM type approach to this problem developed by Goldstein, Schlag[GS1, GS2] consists of
so-called multi-scale analysis which relate the eigenvalues of a relatively short interval with those of a longer
interval.
At initial scale, the small denominator is of the form V (x+mω)−V (x+nω), −N1 ≤ m,n ≤ N1. Clearly,
when |V ′(x)| is small, this brings additional difficulties to the problem, since |V (x) − V (x + nω)| will be
small for most frequencies ω. In this section, we eliminate the part of the torus where the slope of V is flat,
i.e. |V ′(x)| is small. We then eliminate a set of frequencies that lead to resonance.
Throughout Part I, let V ∈ C1(T), max
x∈T
V (x) −min
x∈T
V (x) ≤ max
x∈T
|V ′(x)| ≤ C0; furthermore, assume V
has m0 monotonicity intervals. Set A = {x ∈ T : |V ′(x)| < ε}. Next two lemmas give an upper bound of the
measure of the spectral values that we have to exclude due to the elimination of flat slope.
Lemma 2.1. mesV (A) ≤ ε
Proof. ε ≥ ∫
A
|V ′(x)|dx = ∫
R
#{x ∈ A : V (x) = E}dE ≥ mesV (A). 
Take J = [min
x∈T
V (x),max
x∈T
V (x)]. Let J \ V (A) = ⋃
i
[αi, βi], hi = βi − αi. Define h : [0,∞) → [0,∞) by
h(y) =
∑
i:hi≤y
hi. h is increasing, continuous from the right, and h(0) = 0. Hence, there is δ > 0 such that
h(δ) < ε. Fix 0 < δ < ε10 ≪ 1C0 such that h(δ) < ε. Set R = {i : hi > δ}. Let
E(0) =
⋃
i∈R
[αi + 2δ
2, βi − 2δ2]
Lemma 2.2. #R ≤ C0δ−1, mes(J \ E(0)) ≤ 2ε+ 4C0δ.
Proof.
(#R)δ ≤
∑
i∈R
hi ≤ C0
mes(J \ E(0)) = mesV (A) + h(δ) + (#R)(4δ2) ≤ 2ε+ 4C0δ

Next, we eliminate some frequencies to avoid resonances. Having eliminate flat slope, we can obtain an
upper bound of the measure of the set of frequencies we eliminate.
For any i ∈ R, let αi = yi0 < yi1 < · · · < yi,ni = βi, δ2 ≤ yik − yi,k−1 < 2δ2 for 2 < k < ni − 1 and
yi1−yi0 = yi2−yi1 = δ2 = yi,ni−1−yi,ni−2 = yi,ni−yi,ni−1. For 1 ≤ k ≤ ni, consider Tik = V −1
(
[yi,k−1, yik]
)
.
6 JACKSON CHAN UNIVERSITY OF TORONTO
Since V has m0 monotonicity intervals, Tik consists of at most m0 intervals, each with length less than
(2δ2)ε−1 < 2δ.
Say Tik =
Jk⋃
j=1
[aikj , bikj ], Jk ≤ m0. Set B˜ikj =
⋃
|ℓ−k|≤2
⋃
1≤m≤Jℓ
{
[aiℓm, biℓm]− [aikj , bikj ]
}
,
B˜ikj(n) =
{
ω ∈ [0, 1] : {nω} ∈ B˜ikj
}
,
Bikj =
⋃
0<|n|≤N21
B˜ikj(n) where N1 = ⌊δ−1/4⌋
D(1)i =
⋃
1<k<ni
Jk⋃
j=1
(aikj , bikj)×
(
[0, 1] \Bikj
)
Lemma 2.3. Let E ∈ [αi + 2δ2, βi − 2δ2], i ∈ R. Suppose (x, ω) ∈ D(1)i such that |V (x) − E| ≤ δ2. Then
|V (x+ jω)− E| > δ2 for 0 < |j| ≤ N21 .
Proof. E ∈ [yi,k−1, yik] for some k, 2 < k < ni − 1. |V (x) − E| ≤ δ2 =⇒ x ∈ Tiℓ, |ℓ − k| ≤ 1. Say
x ∈ [aiℓm, biℓm]. If |V (x + jω)− E| ≤ δ2 then x+ jω ∈ Tiℓ˜, |ℓ˜ − k| ≤ 1. Thus, we have |ℓ− ℓ˜| ≤ 2 =⇒ jω ∈
B˜iℓm =⇒ ω ∈ B˜iℓm(j). This contradicts the construction of D(1)i if 0 < |j| ≤ N21 . Hence |V (x+jω)−E| > δ2
for 0 < |j| ≤ N21 . 
Define
D(1) =
⋃
i∈R
D(1)i
Corollary 2.4. If E ∈ E(0), (x, ω) ∈ D(1), |V (x)− E| ≤ δ2. Then |V (x+ jω)− E| > δ2 for 0 < |j| ≤ N21 .
For later sections, we also need an upper bound of the number of components in D(1).
Definition. A set U1 ⊂ R (or U2 ⊂ R2) is said to be K–simple if U1 =
K⋃
k=1
Jk where Jk are intervals
(U2 =
K⋃
k=1
Dk where Dk are rectangles). If U1 is K–simple, write complU1 ≤ K.
Lemma 2.5. For any i ∈ R, complBikj ≤ 5m0δ−1, mesBikj < 40m0δ1/2.
Proof. {[aiℓm, biℓm]− [aikj , bikj ]} is an interval. Hence compl B˜ikj ≤
∑
|ℓ−k|≤2
Jℓ ≤ 5m0
compl B˜ikj(n) ≤ n(5m0)
complBikj ≤ 5m0
∑
0<|n|≤N21
n ≤ 5m0(N21 )2 ≤ 5m0δ−1
mes {[aiℓm, biℓm]− [aikj , bikj ]} ≤ (biℓm − aiℓm) + (bikj − aikj) < 4δ
mes B˜ikj(n) = mes B˜ikj < (5m0)(4δ) = 20m0δ
mesBikj < (2N
2
1 )(20m0δ) ≤ 40m0δ1/2

Corollary 2.6. complD(1) ≤ 5m20C0δ−3
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Proof.
complD(1)i ≤ nim0(5m0δ−1)
complD(1) ≤ 5m20δ−1
∑
i∈R
ni ≤ 5m20δ−1(C0δ−2)

Corollary 2.7. Let L =
∑
i∈R
∑
1<k<ni
∑
j
(bikj − aikj). Then
mes
(⋃
i∈R
⋃
1<k<ni
⋃
j
(aikj , bikj)× [0, 1] \ D(1)
)
≤ 40m0δ1/2L
To simplify notation, henceforth we will write D(1) = ⋃k ⋃ℓ(a(1)k , b(1)k )× (ω(1)kℓ , ω¯(1)kℓ ).
3. Eigenvalues and Eigenfunctions at first scale
We now construct a function E(1)(x,w), which take values in spH[−N1,N1](x, ω), with corresponding
eigenfunction ϕ(1)(x, ω), which is exponentially decaying. We will also derive some additional properties of
E(1).
Take λ = δ−4,
H[−N1,N1](x, ω) =

λV (x −N1ω) 1
−1 λV (x− (N1 − 1)ω) 1
−1
. . .
−1
−1 λV (x +N1ω)

Lemma 3.1. Let (x, ω) ∈ D(1). Then H[−N1,N1](x, ω) has a unique eigenvalue in
[
λV (x)− 2, λV (x) + 2].
Proof. (x, ω) ∈ D(1) =⇒ V (x) ∈ E(0), |V (x + jω) − V (x)| > δ2 = λ−1/2 for 0 < |j| ≤ N1. By Lemma B.4,
H[−N1,N1](x, ω) has a unique eigenvalue in
[
λV (x) − 2, λV (x) + 2]. 
Denote the eigenvalue of H[−N1,N1](x, ω) in Lemma 3.1 by E
(1)(x, ω).
Lemma 3.2. E(1)(x, ω) is C1 in D(1). There are C1 functions {ϕ(1)(x, ω)(n)}
|n|≤N1
defined in D(1) such
that
N1∑
n=−N1
∣∣ϕ(1)(x, ω)(n)∣∣2 = 1,
H[−N1,N1](x, ω)ϕ
(1)(x, ω) = E(1)(x, ω)ϕ(1)(x, ω) .
Also,
∂xE
(1)(x, ω) =
N1∑
n=−N1
V ′(x+ nω)|ϕ(1)(x, ω)(n)|2
∂ωE
(1)(x, ω) =
N1∑
n=−N1
nV ′(x+ nω)|ϕ(1)(x, ω)(n)|2
Proof. These follow from general results in Appendix A. 
Lemma 3.3.
∣∣ϕ(1)(x, ω)(n)∣∣ < λ− 13 |n|∣∣ϕ(1)(x, ω)(0)∣∣.
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Proof. We prove the case for n > 0; the case for n < 0 is similar.
By Poisson’s formula,
ϕ(1)(x, ω)(n) =
[
H[1,N1] − E(1)(x, ω)
]−1
(n, 1)ϕ(1)(x, ω)(0)
Since
|λV (x +mω)− E(1)(x, ω)| ≥ |λV (x+mω)− λV (x)| − |λV (x)− E(1)(x, ω)|
> λ1/2 − 2 for 1 ≤ m ≤ N1 ,
and N1 ≤ δ−1/4 = λ1/16, by Corollary C.8, one has
|ϕ(1)(x, ω)(n)| < λ− 13 |n||ϕ(1)(x, ω)(0)| .

Corollary 3.4.
1
2
λ39/40 < |∂xE(1)(x, ω)| ≤ C0λ
|∂ωE(1)(x, ω)| ≤ C0N1λ
Proof. ∑
n6=0
|ϕ(1)(x, ω)(n)|2 ≤ 2
∞∑
n=1
λ−
1
3n ≤ 4λ− 13
(x, ω) ∈ D(1) =⇒ |V ′(x)| ≥ ε > δ 110 = λ− 140
|∂xE(1)(x, ω)| ≥ λ|V ′(x)| |ϕ(1)(x, ω)(0)|2
− λ
∑
n6=0
|V ′(x+ nω)| |ϕ(1)(x, ω)(n)|2
≥ λε(1 − 4λ− 13 )− λC0(4λ− 13 ) > 1
2
λ
39
40

We now construct a set of frequencies such that the image of E(1)(., ω) contains most of the spectral
values. We will need this in Section 4 when we eliminate the situation when sp
(
H[−N1,N1](x, ω)
)
and
sp
(
H[−N1,N1](x+ jω, ω)
)
are close to each other. Recall that L =
∑
k
(b
(1)
k − a(1)k ).
Lemma 3.5. There exists Ω(1) ⊂ [0, 1], mes([0, 1] \ Ω(1)) ≤ δ1/4 such that for any w ∈ Ω(1), one has
mes
(
V −1(E(0)) \ D(1)ω
) ≤ 40m0δ1/4L
compl
(
V −1(E(0)) \ D(1)ω
) ≤ 40m0C0δ−7/4L .
Proof. By Corollary 2.7,∫ 1
0
mes
(
V −1(E(0)) \ D(1)ω
)
dω = mes
[⋃
k
(a
(1)
k , b
(1)
k )× [0, 1] \ D(1)
] ≤ 40m0δ1/2L .
Let B(1) =
{
ω ∈ [0, 1] : mes(V −1(E(0)) \ D(1)w ) ≥ 40m0δ1/4L}. Then mesB(1) ≤ δ1/4.
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Take Ω(1) = [0, 1] \B(1). If ω ∈ Ω(1), then mes(V −1(E(0)) \ D(1)ω ) < 40m0δ1/4L. Each interval (a(1)k , b(1)k )
is contained in either D(1)ω or V −1
(E(0)) \ D(1)ω . Since b(1)k − a(1)k ≥ δ2C−10
#
{
(a
(1)
k , b
(1)
k ) ⊂
(
V −1(E(0)) \ D(1)ω
)} ≤ (40m0δ1/4L)(δ2C−10 )−1 .

For ω ∈ Ω(1), let V (V −1(E(0)) \ D(1)ω ) = Rω⋃
r=1
(Eωr, Eωr), Rω ≤ 40m0C0δ−7/4L. Define
E(1)ω = E(0) \
⋃
r
(Eωr − δ2, Eωr + δ2)
Lemma 3.6. For any ω ∈ Ω(1), one has mes(E(0) \ E(1)ω ) ≤ 120m0C0δ1/4. Suppose |V (x) − E| ≤ δ2,
E ∈ E(1)ω . Then x ∈ D(1)ω .
Proof.
mes
(E(0) \ E(1)ω ) ≤ (40m0δ1/4)C0 + (40m0C0δ−7/4)(2δ2)
= 120m0C0δ
1/4
The second assertion follows from the construction of E(1)ω . 
Next two lemmas provide us some flexibility concerning the size of the monodromy matrices we can use.
We will use them in Section 4 to obtain the hypothesis of the Avalanche Principle.
Lemma 3.7. Let ω ∈ Ω(1), λ−1E ∈ E(1)ω . Suppose N1 ≤ b− a ≤ 5N1. Then
log
∣∣f[a,b](x, ω,E)| ≥ (b− a) log(λ1/2 − 2) + log dist(E, spH[a,b](x, ω))
Proof. Let spH[a,b](x, ω) =
{
µn
}b
n=a
, |λV (x+ nω)− µn| ≤ 2. Say
|E − µn0 | = dist
(
E, spH[a,b](x, ω)
)
.
If |E − µn0 | > λ1/2 − 2 then |E − µn| > λ1/2 − 2 for all n. Hence
log
∣∣f[a,b](x, ω,E)∣∣ = ∑
n6=n0
log |E − µn|+ |E − µn0 |
≥ (b− a) log(λ1/2 − 2) + log dist(E, spH[a,b](x, ω)) .
If |E−µn0 | ≤ λ1/2−2 then |E−λV (x+n0ω)| ≤ λ1/2 =⇒ x+n0ω ∈ D(1)ω . Therefore, |E−λV (x+nω)| > λ1/2
for n 6= n0 =⇒ |E − µn| > λ1/2 − 2 for n 6= n0.
Hence
log |f[a,b](x, ω,E)| ≥ (b − a) log(λ1/2 − 2) + log dist
(
E, spH[a,b](x, ω)
)

Lemma 3.8. Let E ∈ spH[a,b](x, ω), N1 ≤ b− a ≤ 5N1, w ∈ Ω(1), λ−1E ∈ E(1)w . If
|λ−1E − V (x+ jω)| < λ−1/2 for some j, a+Nϑ1 < j < b−Nϑ1 then |E − E(1)(x+ jω, ω)| < 10λ−
1
3N
ϑ
1 .
Proof. |λ−1E − V (x+ jω)| < λ−1/2 = δ2 ⇒ x+ jω ∈ D(1) ⇒ E(1)(x+ jω, ω) is defined. Also, similar to the
construction of E(1), E is the only eigenvalue of H[a,b](x, ω) in
[V (x+ jω)− 2, V (x+ jω) + 2]
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Let
p = max{a, j −N1} , q = min{b, j +N1},
Y =
[
q∑
ℓ=p
∣∣ϕ(1)(x + jω, ω)(ℓ− j)∣∣2]1/2
ϕ˜(ℓ) =
Y
−1ϕ(1)(x+ jω, ω)(ℓ− j) if ℓ ∈ [p, q]
0 ℓ ∈ [a, b] \ [p, q]
Then ‖ϕ˜‖ = 1.
p+Nϑ1 < j < q −Nϑ1 =⇒ 1− Y 2 ≤ 2
∞∑
n=Nϑ1
|λ− 13n|2 ≤ 1
2
∥∥[H[a,b](x, ω)− E(1)(x+ jω, ω)]ϕ˜∥∥ ≤ Y −1[|ϕ(x + jω, ω)(p− 1)|+ |ϕ(x + jω, ω)(q + 1)|]
< 10λ−
1
3N
ϑ
1
Using Lemma A.5, since E is the only eigenvalue of H[a,b](x, ω) in [V (x + jω)− 2, V (x+ jω) + 2], we have
|E − E(1)(x+ jω, ω)| < 10λ− 13Nϑ1 
4. Elimination of Resonances
In this section, we use the result from Appendix E to avoid the situation when sp
(
H[−N1,N1](x, ω)
)
and
sp
(
H[−N1,N1](x+ jω, ω)
)
are close to each other, by eliminate part of the domain in D(1). Then we construct
a function E(2)(x, ω) which takes value in spH[−N˜(2),N(2)](x, ω), N˜
(2), N (2) ≍ eNτ1 , and the corresponding
eigenfunctions ϕ(2)(x, ω). We will obtain some basic properties of E(2) and ϕ(2) in this section; additional
properties, including hypothesis for Avalanche Principle, will be derived in section 5, where the general
inductive construction is done.
Recall that a set U ⊂ R2 is called K–simple, denoted complU ≤ K, if U =
K⋃
k=1
Dk where Dk are
rectangles.
Lemma 4.1. There is m–simple set D˜(2) ⊂ D(1), m ≤ e2Nϑ1 , which satisfies the following conditions:
(1) mes
(D(1) \ D˜(2)) ≤ e− 12Nϑ1 L
(2) If (x, ω) ∈ D˜(2) and (x + jω, ω) ∈ D(1) for some j, 0 < |j| ≤ N22 , where N2 = ⌊eN
τ
1 ⌋, τ < ϑ, then∣∣E(1)(x, ω)− E(1)(x+ jω, ω)∣∣ > 4e−Nϑ1 .
Proof. For 0 < |j| ≤ N21 , by construction of D(1), x ∈ D(1)ω =⇒ |V (x)− V (x+ jω)| > λ−
1
2 . If x+ jω ∈ D(1)ω ,
then ∣∣E(1)(x, ω)− E(1)(x + jω, ω)∣∣
≥ |λV (x) − λV (x+ jω)| − |λV (x) − E(1)(x, ω)| − |λV (x + jω)− E(N1)(x+ jω, ω)|
≥ λ1/2 − 4 > 4e−Nϑ1 .
Consider Dk :=
((
a
(1)
k , b
(1)
k
)× [0, 1]) ∩ D(1). Let a(1)k = x0 < x1 < · · · < xn = b(1)k , xi − xi−1 < e−Nϑ1 ,
n ≤ 2eNϑ1 (b(1)k − a(1)k ). For any |j| > N21 , let Tk(j) =
{
(x, ω) ∈ Dk : x+ jω ∈ D(1)ω
}
, Tk(j) consists of at
most |j|C0δ−2 components. (See Corollary 2.6) On each of these components, the function
Fj(x, ω) = E
(1)(x, ω)− E(1)(x+ jω, ω)
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is C1.
∂xFj(x, ω) = ∂xE
(1)(x, ω)− ∂xE(1)(x + jω, ω)
|∂xFj(x, ω)| ≤ 2C0λ
∂ωFj(x, ω) = ∂ωE
(1)(x, ω)− ∂ωE(1)(x+ jω, ω)− j∂xE(1)(x+ jω, ω)
|∂ωFj(x, ω)| ≥ |j|
(1
2
λ39/40
)− 2C0N1λ > 1
4
|j|λ39/40 > 0
Apply Proposition E.1 to each of the components of Tk(j). (Note that even though the components are not
rectangles, the boundary consists of two verticle lines and two lines with slope −1j ;
1
|j| ≪ (2C0λ)
(
1
4 |j|λ39/40
)−1
.)
We get rectangles [xi−1, xi]× [ωiℓ, ω¯iℓ] such that{
(x, ω) ∈ Tk(j) : |Fj(x, ω)| ≤ 2e−Nϑ1
} ⊂⋃
i
⋃
ℓ
[xi−1, xi]× [ωiℓ, ω¯iℓ] =: Dk(j)
mesDk(j) ≤ |j|C0δ−2(b(1)k − a(1)k )
[
2(4e−N
ϑ
1 )
1
4 |j|λ39/40
+ 2e−N
ϑ
1
2C0λ
1
4 |j|λ39/40
]
< (b
(1)
k − a(1)k )e−
3
4N
ϑ
1
complDk(j) ≤ 2eN
ϑ
1 (b
(1)
k − a(1)k )|j|C0δ−2
Set
D˜(2) = D(1) \
(⋃
k
⋃
N21<|j|≤N
2
2
Dk(j)
)
mes
(D(1) \ D˜(2)) ≤∑
k
∑
N21<|j|≤N
2
2
(b
(1)
k − a(1)k )e−
3
4N
ϑ
1 < e−
1
2N
ϑ
1 L .
m = compl D˜(2) ≤
∑
k
∑
N21<|j|≤N
2
2
2eN
ϑ
1 (b
(1)
k − a(1)k )|j|C0δ−2 ≤ e2N
ϑ
1

By taking away a set of measure zero in D˜(2), we obtain
D(2) =
⋃
k
⋃
ℓ
(a
(2)
k , b
(2)
k )× (ω(2)kℓ , ω¯(2)kℓ ) ⊂ D˜(2)
where b
(2)
k − a(2)k < e−N
ϑ
1 , ω¯kℓ − ωkℓ < e−N
ϑ
1 , complD(2) ≤ e2Nϑ1
We now show that E(1)(x, ω) and spH[a,b](x, ω), b−a ≍ N1, are separted, provide that the entries near the
edge of the interval [a, b] are separated from V (x), i.e. |V (x)−V (x+jω)| > λ1/2 for j ∈ [a, a+Nϑ1 ]∪[b−Nϑ1 , b].
The hypothesis of the Avalanche Principle will follow from the following lemma.
Lemma 4.2. Let (x, ω) ∈ D(2), ω ∈ Ω(1), λ−1E ∈ E(1)ω ,
∣∣E − E(1)(x, ω)∣∣ < 2e−Nϑ1 . Suppose |V (x + jω) −
λ−1E| > λ−1/2 whenever a ≤ j ≤ a +Nϑ1 or b − Nϑ1 ≤ j ≤ b where 1 ≤ a ≤ a + N1 ≤ b < a + 5N . Then
dist
(
spH[a,b](x, ω), E
) ≥ e−Nϑ1 .
Proof. Let spH[a,b] =
{
µj
}b
j=a
, |µj − λV (x + jω)| ≤ 2. If |E − λV (x + jω)| > λ1/2 for all j ∈ [a, b] then
|E − µj | > λ1/2 − 2 =⇒ dist
(
spH[a,b](x, ω), E
)
> λ1/2 − 2.
Suppose |E − λV (x + j0ω)| ≤ λ1/2, a + Nϑ1 < j0 < b − Nϑ1 . Since E ∈ E(1)ω , x + j0ω ∈ D(1)ω . So
|E − λV (x + jω)| > λ1/2 for all j 6= j0, a ≤ j ≤ b, dist
(
spH[a,b](x, ω), E
)
= |E − µj0 |. By Lemma 3.8,∣∣µj0 − E(N1)(x + j0ω)∣∣ < 10λ− 13Nϑ1 < e−Nϑ1 . Since x ∈ D(2)ω , one has ∣∣E(1)(x, ω) − E(1)(x + j0ω)∣∣ > 4e−Nϑ1
Therefore,∣∣E − µj0 ∣∣ ≥ ∣∣E(1)(x, ω)− E(1)(x+ j0ω)∣∣− ∣∣E(1)(x, ω)− E∣∣− ∣∣E(1)(x+ j0ω)− µj0 ≥ e−Nϑ1

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Corollary 4.3. Let (x, ω) ∈ D(2), ω ∈ Ω(1), λ−1E ∈ E(1)ω , |E − E(1)(x, ω)| < e−Nϑ1 . Suppose |V (x + jω)−
λ−1E| > λ−1/2 whenever
a ≤ j ≤ a+Nϑ1 or b−Nϑ1 ≤ j ≤ b+Nϑ1 or c−Nϑ1 ≤ j ≤ c
where
1 ≤ a ≤ a+N1 ≤ b ≤ b+ 1 +N1 ≤ c ≤ a+ 5N1 ≤ N22
Then
log ‖M[a,b](x, ω,E)‖ ≥ (b− a) log(λ1/2 − 2)−Nϑ1
log ‖M(b,c](x, ω,E)‖ ≥ (c− b− 1) log(λ1/2 − 2)−Nϑ1
and
log ‖M[a,b](x, ω,E)‖ + log ‖M(b,c](x, ω,E)‖ − log ‖M[a,c](x, ω,E)‖ ≤ 20 log(λC0) + 20Nϑ1 .
Proof. This follows from Lemma 3.7, Lemma C.10 and Lemma 4.2. 
Let x ∈ D(2)ω , ω ∈ Ω(1), λ−1E ∈ E(1)ω , |E − E(1)(x, ω)| < 2e−Nϑ1 . Suppose 0 < a < b ≤ N2 such that
|V (x + jω) − λ−1E| ≥ λ−1/2 for a ≤ j ≤ a + Nϑ1 and b − Nϑ1 < j ≤ b, b − a ≥ N1. Let a < j1 < j2 <
· · · < jm < b be such that |V (x+ jiω)− λ−1E| ≤ λ−1/2. By construction of D(1), ji − ji−1 > N21 . So choose
a = k0 < k1 < · · · < kn = b such that min
i,ℓ
|ji − kℓ| > Nϑ1 , N1 < kℓ − kℓ−1 ≤ 2N1.
Let
A1 =M[a,k1](x, ω,E)
(
1 0
0 0
)
Aℓ =M(kℓ−1,kℓ](x, ω,E) , ℓ = 2, 3, . . . , n− 1
An =
(
1 0
0 0
)
M(kn−1,b](x, ω,E)
Lemma 4.4. With notation as above,
log |f[a,b](x, ω,E)| =
n∑
ℓ=2
log ‖AℓAℓ−1‖ −
n−1∑
ℓ=2
log ‖Aℓ‖+O(λ−cN1) .
Proof. If [kℓ−1, kℓ] does not contain any ji, then |λV (x + jω) − E| ≥ λ1/2 for all j ∈ [kℓ−1, kℓ]. Hence
log ‖Aℓ‖ ≥ N1 log(λ1/2 − 2).
If ji ∈ [kℓ−1, kℓ], since kℓ−1 + Nϑ1 < j < kℓ − Nϑ1 , dist
(
spH[kℓ−1,kℓ](x, ω,E) ≥ e−N
ϑ
1 (Lemma 4.2). By
Lemma 3.7, log ‖Aℓ‖ ≥ N1 log(λ1/2 − 2)−Nϑ1 .
Also, applying Lemma C.10, we get
log ‖Aℓ‖+ log ‖Aℓ−1‖ − log ‖AℓAℓ−1‖ ≤ 20
(
log(λC0) +N
ϑ
1
)
.
The assertion follows from the Avalanche Principle. 
Next, we show that there is N ≈ N2 such that the Green’s function
(
H[1,N ](x, ω) − E
)−1
(k, 1) decay
exponentially. In fact, the Green’s function decay exponentailly if resonance does not occur near the edge.
Lemma 4.5. Let (x, ω) ∈ D(2), ω ∈ Ω(1), λ−1E ∈ E(1)ω , |E − E(1)(x, ω)| < e−Nϑ1 . Suppose |V (x + jω) −
λ−1E| > λ−1/2 for j ∈ [N −Nϑ1 , N ] where N2 ≤ N < N22 . Then E /∈ spH[1,N ](x, ω) and
log
∣∣[H[1,N ](x, ω)− E]−1(n, 1)∣∣ ≤ −1
5
n logλ
for n > N1 −Nϑ1 .
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Proof. We can choose pk, qk such that
N1 ≤ qk − pk ≤ 2N1 , pk < qk−1 < pk+1 < qk
qk−1 − pk > Nϑ1 , [1, N ] =
K⋃
k=1
[pk, qk] ,
|V (x+mω)− λ−1E| > λ−1/2 for |m− pk| ≤ Nϑ1 or |m− qk| ≤ Nϑ1
The first assertion follows from Lemma C.4 and C.9 if we can show that dist
(
H[pk,qk](x, ω), E
) ≥ e−Nϑ1 .
But this follows from Lemma 4.2.
Applying Lemma 4.4, and note that we can choose ki such that min
i
|n− ki| = |n− ki0 | ≤ 2Nϑ1 , we get
log
∣∣[H[1,N ](x, ω) − E]−1(ki0 , 1)| = log |f(ki0 ,N ]| − log |f[1,N ]|
= −
i0+1∑
ℓ=2
(
log ‖AℓAℓ−1‖ − ‖Aℓ‖
)
+O
(
λ−cN1
)
= −
i0∑
ℓ=1
log ‖Aℓ‖+
i0+1∑
ℓ=2
(
log ‖Aℓ‖+ log ‖Aℓ−1‖−
log ‖AℓAℓ−1‖
)
+O(λ−cN1)
≤ −ki0 log(λ1/2 − 2) + i0Nϑ1 + i0
(
20(log(λC0) +N
ϑ
1 )
)
≤ −1
4
ki0 log λ
and
log
∣∣[H[1,N ](x, ω)− E]−1(n, 1)∣∣ ≤ −1
4
ki0 logλ+ 2N
ϑ
1 log(λC0 + 2)
≤ −1
5
n logλ

In the next two lemmas, we find N ≈ N2 such that the entries near the edge of [1, N ] are separated from
V (x).
Lemma 4.6. Suppose x ∈ T, ω ∈ Ω(1), λ−1E ∈ E(1)ω , N ≫ N1. Then either
(a) |λV (x+ jω)− E| > 12λ1/2 for N −N1 < j ≤ N ; or
(b) |λV (x+ jω)− E| > 12λ1/2 for N < j ≤ N +N1.
Proof. If |λV (x+j0ω)−E| < 12λ1/2 for some N−N1 < j0 ≤ N then (x+j0ω, ω) ∈ D(1) since E ∈ E
(1)
ω . Hence
|λV (x + jω)− λV (x + j0ω)| > λ1/2 for |j − j0| ≤ N21 . In particular, this is true for all j,N < j ≤ N +N1.
Thus |λV (x+ jω)− E| > 12λ1/2 for N < j ≤ N +N1. 
Let (x1, ω1), (x2, ω2) ∈
(
a
(2)
k , b
(2)
k
)× (ω(2)kℓ , ω¯(2)kℓ ) ⊂ D(2). For N2 −N1 < j ≤ N2 +N1,
|(x1 + jw1)− (x2 + jω2)| ≤ |x1 − x2|+ |j| |ω1 − ω2|
≤ (b(2)k − a(2)k )+ (N2 +N1)(ω¯(2)kℓ − ω(2)kℓ )
. e−N
ϑ
1 .
Suppose |λV (x1 + jω1)− E1| > 12λ1/2 for N2 −N1 < j ≤ N2. The for |E2 − E1| < 14λ1/2,
|λV (x2 + jω2)− E2| > λ
1/2
3
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for N2 −N1 < j ≤ N2. Hence, we have the following lemma.
Lemma 4.7. For each (a
(2)
k , b
(2)
k ) × (ω(2)kℓ , ω¯(2)kℓ ), there exist N (2)kℓ , |N (2)kℓ − N2| ≤ N1, such that for any
(x, ω) ∈ (a(2)k , b(2)k )× (ω(2)kℓ , ω¯(2)kℓ ) ∩ Ω(1), λ−1E ∈ E(1)ω , |E − E(x, ω)| < e−N
ϑ
1 , one has
|λV (x+ jω)− E| > λ
1/2
3
for N
(2)
kℓ −N1 < j ≤ N (2)kℓ . Furthermore, the Green’s function [H[1,N(2)ij ](x, ω)−E]
−1(n, 1) decay exponentially.
Proof. With no resonances near the edge, the second assertion follows from Lemma 4.5. 
For each component (a
(2)
k , b
(2)
k ) × (ω(2)kℓ , ω¯(2)kℓ ), fix N˜ (2)kℓ , N (2)kℓ such that the Green’s functions
(
H
[1,N
(2)
kℓ ]
−
E
)−1
(j, 1) and
(
H
[−N˜
(2)
kℓ ,−1]
−E)−1(−j,−1) decay exponentially for all (x, ω) ∈ (a(2)k , b(2)k )× (ω(2)kℓ , ω¯(2)kℓ ). We
can now construct C1 function E(2)(x, ω) which take values in spH
[−N˜
(2)
kℓ ,N
(2)
kℓ ]
(x, ω).
Lemma 4.8. If (x, ω) ∈ (a(2)k , b(2)k )× (ω(2)kℓ , ω¯(2)kℓ ), then
spH
[−N˜
(2)
kℓ ,N
(2)
kℓ ]
(x, ω) ∩ (E(1)(x, ω)− e−N1 , E(1)(x, ω) + e−N1) 6= ∅ .
Proof. Let
ψ(j) =
ϕ
(1)(x, ω)(j) |j| ≤ N1
0 |j| > N1∥∥[H
[−N˜
(2)
kℓ ,N
(2)
kℓ ]
(x, ω)− E(1)(x, ω)]ψ∥∥ ≤ ∣∣ϕ(1)(x, ω)(1)∣∣ + ∣∣ϕ(1)(x, ω)(−N1)∣∣
≤ 2(λ− 13N1) < e−N1 .
The assertion now follows from Lemma A.4. 
Lemma 4.9. Suppose E1, E2 ∈ spH[−N˜(2)kℓ ,N(2)kℓ ](x, ω)∩
(
E(1)(x, ω)−e−Nϑ1 , E(1)(x, ω)+e−Nϑ1 ), H
[−N˜kℓ,N
(2)
kℓ ]
(x, ω)ψi =
Eiψi, ‖ψi‖ = 1. If |ψi(k)| ≤ e−c|k| for |k| ≥ N1 then E1 = E2.
Proof. Assume E1 6= E2. Let
ϕi(k) =
ψi(k)
[∑
|j|≤N1
|ψi(j)|2
]−1/2
for |k| ≤ N1
0 |k| > N1
‖ϕi‖ = 1,
∥∥[H[−N1,N1](x,w) − Ei]ϕi∥∥ ≤ 2(2e−N1). Since
spH[−N1,N1](x, ω) ∩
(
E(N1) − 1
2
λ1/2, E(N1) +
1
2
λ1/2
)
=
{
E(N1)(x, ω)
}
,
by Lemma A.5
min
|c|=1
∥∥ϕ(N1)(x, ω)− cϕi∥∥ < √2(4e−N1)(1
2
λ1/2
)−1
.
Hence, there is |c| = 1 such that
400λ−1e−2N1 > ‖ϕ1 − cϕ2‖2 = 2 + 2Re c¯〈ϕ1, ϕ2〉
=⇒ |〈ϕ1, ϕ2〉| > 1− 200λ−1e−2N1
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Since H[−N¯kℓ,N˜kℓ](x, ω) is hermitian,
0 = |〈ψ1, ψ2〉|
≥
∣∣∣ ∑
|k|≤N1
ψ1(k)ψ2(k)
∣∣∣− ∑
|k|>N1
∣∣ψ1(k)ψ2(k)∣∣
& |〈ϕ1, ϕ2〉| −
∑
|k|>N1
e−2|k| > 0

Lemma 4.8 and Lemma 4.9 show that H
[−N˜kℓ,N
(2)
kℓ ]
(x, ω) has unique eigenvalue E(2)(x, ω) ∈ (E(1)(x, ω)−
1
2e
−Nϑ1 , E(1)(x, ω) + 12e
−Nϑ1
)
for ω ∈ Ω(1), x ∈ D(2)ω ,
∣∣E(2)(x, ω) − E(1)(x, ω)∣∣ < e−N1 , the eigenfunction
ϕ(2)(x, ω) corresponding to E(2)(x, ω) decay exponentially, ‖ϕ(2)(x, ω)‖ = 1. Using Lemma A.5, by multi-
plying c to ϕ(2), |c| = 1, we can choose
‖ϕ˜(1)(x, ω) − ϕ(2)(x, ω)‖ ≤ e−N1
where
ϕ˜(1)(x, ω)(k) =
ϕ
(1)(x, ω; k) |k| ≤ N1
0 |k| > N1
Together with Lemma 4.7, this shows that |ϕ(2)(x, ω)(k)| ≤ e− 15 |k| for all k, since ϕ(1)(x, ω) decay exponen-
tially.
5. Inductive construction of eigenvalue E(s+1) and eigenfunction ϕ(s+1)
In this section, we will derive Theorem 1.1. First, to constructE(s+1), we assumeE(1), . . . , E(s), ϕ(1), . . . , ϕ(s)
have been defined with the following properties:
(1) The domain of E(k) and ϕ(k)(., .)(j) is D(k), D(1) ⊃ D(2) ⊃ · · · ⊂ D(s); complD(k) < e4Nϑk−1 ,
mes
(D(k−1) \ D(k)) < e−Nϑk−1 for 1 ≤ k ≤ s where Nk ≍ eNτk−1 (τ < ϑ).
(2) D(k) = ⋃
i
⋃
j
(a
(k)
i , b
(k)
i ) × (ω(k)ij , ω¯(k)ij ), b(k)j − a(k)j < e−N
ϑ
k , ω¯
(k)
jℓ − ω(k)jℓ < e−N
ϑ
k . For each i, j, there
is N˜
(k)
ij , N
(k)
ij ≈ Nk such that H[−N˜(k)ij ,N(k)ij ](x, ω)ϕ
(k)(x, ω) = E(k)(x, ω)ϕ(k)(x, ω) for all (x, ω) ∈
(a
(k)
i , b
(k)
i )× (ω(k)ij , ω¯(k)ij ).
(3)
∑
j
∣∣ϕ(k)(x, ω)(j)∣∣2 = 1; ∣∣ϕ(k)(x, ω)(j)∣∣ ≤ λ− 15 |j|.
1
2λ
39/40 < |∂xE(s+1)(x, ω)| ≤ C0λ; |∂ωE(s+1)(x, ω)| ≤ C0Ns+1λ.
(4)
∣∣E(k)(x, ω)− E(k−1)(x, ω)∣∣ < e−Nk−1 , ∥∥ϕ(k)(x, ω)− ϕ˜(k−1)(x, ω)∥∥ < e−Nk−1 where
ϕ˜(k−1)(x, ω)(n) =
ϕ
(k−1)(x, ω)(n) if − N˜ (k−1)ij ≤ n ≤ N (k−1)ij
0 otherwise
(5)
∣∣E(k−1)(x, ω)− E(k−1)(x+ jω, ω)∣∣ ≥ 2e−Nϑk−1 if (x, ω) ∈ D(k) and (x + jω, ω) ∈ D(k−1), |j| ≤ N2k
(6) spH
[−N˜
(k)
ij ,N
(k)
ij ]
(x, ω) ∩ (E(k−1)(x, ω)− e−Nϑk−1, E(k−1)(x, ω) + E−Nϑk−1) = {E(k)(x, ω)}
(7) There is Ω(1) ⊃ Ω(2) ⊃ . . .Ω(s−1), mes(Ω(k−1) \ Ω(k)) < e− 12Nϑk−1 , such that mes(D(k−1)ω \ D(k)ω ) <
e−
1
2N
ϑ
k−1 for all ω ∈ Ω(k)
(8) For ω ∈ Ω(k), there is E(k)ω ⊂ E(k−1)ω ⊂ · · · ⊂ E(1)ω , mes
(E(k−1)ω \ E(k)ω ) < e− 12Nϑk−1 , such that if
x ∈ D(k−1)ω , E ∈ E(k)ω ,
∣∣E − E(k−1)(x, ω)∣∣ < e−Nϑk−1 then x ∈ D(k)ω
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(9) Let (x, ω) ∈ D(k), ω ∈ Ω(k), λ−1E ∈ E(k)ω , e−Nϑk+1 < |E(k)(x + jω, ω) − E| < e−Nϑk . Suppose
|E(k)(x+ jω, ω)− E| > e−Nϑk whenever
−a ≤ j ≤ −a+Nϑk or b−Nϑk ≤ j ≤ b, x+ jω ∈ D(k)
where a, b ≈ Nk+1. Then
log |f[a,b](x, ω,E)| ≥ 1
4
(a+ b) logλ
For the first scale, these conditions were proven in Section 3. Furthermore, we assume that for (x, ω) ∈
D(k+1), ω ∈ Ω(k), λ−1E ∈ E(k)ω ,
∣∣E − E(k)(x, ω)∣∣ < 2e−Nϑk , the following conditions (and the corresponding
conditions in [-N,-1]) hold.
10. Suppose |E(k−1)(x+ jω, ω)− E| > e−Nϑk−1 whenever
a ≤ j ≤ a+Nϑk or b−Nϑk ≤ j ≤ b, x+ jω ∈ D(k−1)
where 1 ≤ a ≤ a+Nk ≤ b < a+ 5N . Then dist
(
spH[a,b](x, ω), E
) ≥ e−Nϑk .
11. Suppose |E(k−1)(x+ jω, ω)− E| > e−Nϑk−1 whenever
a ≤ j ≤ a+Nϑk or b−Nϑk ≤ j ≤ b+Nϑk or c−Nϑk ≤ j ≤ c, x+ jω ∈ D(k−1)
where
1 ≤ a ≤ a+Nk ≤ b ≤ b+ 1 +Nk ≤ c ≤ a+ 5Nk ≤ N2k+1
Then
log ‖M[a,b](x, ω,E)‖ ≥ (b− a) log(λ1/2 − 2)−Nϑk
log ‖M(b,c](x, ω,E)‖ ≥ (c− b− 1) log(λ1/2 − 2)−Nϑk
and
log ‖M[a,b](x, ω,E)‖ + log ‖M(b,c](x, ω,E)‖ − log ‖M[a,c](x, ω,E)‖ ≤ 20 log(λC0) + 20Nϑk .
12. Suppose |E(k−1)(x + jω, ω) − E| > e−Nϑk−1 for j ∈ [N − Nϑ1 , N ] where Nk+1 ≤ N < N2k+1. Then
E /∈ spH[1,N ](x, ω) and
log
∣∣[H[1,N ](x, ω)− E]−1(n, 1)∣∣ ≤ −1
5
n logλ
for n > Nk −Nϑk .
With some abuse of notation, we use E(0)(.ω) to denote λV and e−N
ϑ
0 means λ1/2. Then the last three
conditions were proven, for k=1, in Section 4. We now begin to prove these condtions inductively for higher
scale. As in section 4, we need to eliminate the case when spH[−Ns,Ns](x, ω) and spH[−Ns,Ns](x+ jω, ω) are
close.
Lemma 5.1. There is D(s+1) ⊂ D(s), D(s+1) =
M⋃
j=1
D
(s+1)
j where D(s+1)j =
⋃
ℓ
(
a
(s+1)
j , b
(s+1)
j
)
×
(
ω
(s+1)
jℓ , ω¯
(s+1)
jℓ
)
,
b
(s+1)
j − a(s+1)j < e−N
ϑ
s , ω¯
(s+1)
jℓ − ω(s+1)jℓ < e−N
ϑ
s , M ≤ e2Nϑs , which satisfies the following conditions:
(1) mes
(D(s) \ D(s+1)) ≤ e− 12Nϑs L
(2) If (x, ω) ∈ D(s+1) and (x+ jω, ω) ∈ D(s) for some 0 < |j| ≤ N2s+1 where Ns+1 = ⌊eN
τ
s ⌋, τ < ϑ, then∣∣E(s)(x, ω)− E(s)(x + jω, ω)∣∣ > 4e−Nϑs .
Proof. For |n| ≤ N2s , this follows from conditions (4) and (5). For |n| > N2s , the proof is essentially the same
as proof of Lemma 4.1, given the estimate on derivatives of E(s) from condition (3). (Also see remark after
Lemma 4.1.) 
We will first prove conditions (10)–(12) for k=s.
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Lemma 5.2. Let (x, ω) ∈ D(s+1), ω ∈ Ω(s), λ−1E ∈ E(s)ω ,
∣∣E − E(s)(x, ω)∣∣ < 2e−Nϑs . Suppose |E(s−1)(x +
jω, ω) − E| > e−Nϑk−1 whenever a ≤ j ≤ a +Nϑs or b − Nϑs ≤ j ≤ b where 1 ≤ a ≤ a + Ns ≤ b < a + 5N .
Then dist
(
spH[a,b](x, ω), E
) ≥ e−Nϑs .
Proof. Let a < j1 < j2 < · · · < jm ≤ b be such that x + jiω ∈ D(s)ω and
∣∣E − E(s)(x + jiω, ω)∣∣ < 12e−Nϑs .
Then∣∣E(s−1)(x + jiω, ω)− E(s−1)(x+ ji+1ω, ω)∣∣ ≤ ∣∣E(s−1)(x+ jiω, ω)− E(s)(x + jiω, ω)∣∣
+
∣∣E(s)(x+ ji, ω, ω)− E∣∣+ ∣∣E − E(s)(x + ji+1ω, ω)∣∣
+
∣∣E(s)(x+ ji+1ω, ω)− E(s−1)(x+ ji+1ω, ω)∣∣
< e−Ns +
1
2
e−N
ϑ
s +
1
2
e−N
ϑ
s + e−Ns < 2e−N
ϑ
s
By condition (5), |ji− ji+1| > N2s . Also, j1 > a+Nϑs and jm < b−Nϑs . The assertion follows from condition
(12) and Lemma C.9. 
Corollary 5.3. Let (x, ω) ∈ D(s+1), ω ∈ Ω(s), λ−1E ∈ E(s)ω , |E − E(s)(x, ω)| < e−Nϑs . Suppose |E(s)(x +
jω, ω)− E| > e−Nϑs whenever
a ≤ j ≤ a+Nϑs or b−Nϑs ≤ j ≤ b+Nϑs or c−Nϑs ≤ j ≤ c, x+ jω ∈ D(s)ω
where
1 ≤ a ≤ a+Ns ≤ b ≤ b+ 1 +N1 ≤ c ≤ a+ 5Ns ≤ N2s+1
Then
log ‖M[a,b](x, ω,E)‖ ≥ (b− a) log(λ1/2 − 2)−Nϑs
log ‖M(b,c](x, ω,E)‖ ≥ (c− b− 1) log(λ1/2 − 2)−Nϑs
and
log ‖M[a,b](x, ω,E)‖ + log ‖M(b,c](x, ω,E)‖ − log ‖M[a,c](x, ω,E)‖ ≤ 20 log(λC0) + 20Nϑs .
Proof. This follows form Lemma 5.2, condition (9) and Lemma C.10. 
Lemma 5.4. Let (x, ω) ∈ D(s+1), ω ∈ Ω(s), λ−1E ∈ E(s)ω ,
∣∣E − E(s)(x, ω)∣∣ < 2e−Nϑs . Suppose |E(s−1)(x +
jω, ω)− E| > e−Nϑs−1 for j ∈ [N −Nϑs , N ] where Ns+1 ≤ N < N2s+1. Then E /∈ spH[1,N ](x, ω) and
log
∣∣[H[1,N ](x, ω)− E]−1(n, 1)∣∣ ≤ −1
5
n logλ
for n > Ns −Nϑs .
Proof. Let 1 < j1 < j2 < · · · < jm ≤ N be such that x + jiω ∈ D(s)ω and
∣∣E − E(s)(x + jiω, ω)∣∣ < 12e−Nϑs .
By condition (5), |ji − ji+1| > N2s . Also, j1 > N2s and jm < N − Nϑs . (See the proof of Lemma 5.2) By
condition (11), we can partition [1, N ] so that the hypothesis of Avalanche Principle is satisfied, and the
assertion follows. (See Lemma 4.4 and Lemma 4.5) 
Next, we show that there is N ≈ Ns+1 such that the Green’s function
(
H[1,N ](x, ω)− E
)−1
(k, 1) decays
exponentially and then we will be able to define E(s+1) and ϕ(s+1).
Let (x, ω) ∈ D(s+1), ω ∈ Ω(s), λ−1E ∈ E(s)ω ,
∣∣E − E(s)(x, ω)∣∣ < 2e−Nϑs . By condition (5), if there is
n0 ∈ [Ns+1−Ns, Ns+1] such that x+n0ω ∈ D(s) and |E−E(s)(x+n0ω, ω)
∣∣ < 2e−Nϑs then |E−E(s)(x+n, ω)∣∣ ≥
2e−N
ϑ
s for all n ∈ (Ns+1, Ns+ 1 +Ns].
For each i, j, we can find N
(s+1)
ij , |N (s+1)ij − Ns+1| ≤ Ns such that |E − E(s)(x + n, ω)
∣∣ ≥ e−Nϑs for all
n ∈ [N (s+1)ij − Ns, N (s+1)ij ], (x, ω) ∈ (a(s+1)i , b(s+1)i ) × (ω(s+1)ij , ω¯(s+1)ij ). Hence by Lemma 5.4, the Green’s
function [H
[1,N
(s+1)
ij ]
(x, ω)− E]−1(n, 1) decay exponentially.
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Fix N
(s+1)
ij , N˜
(s+1)
ij , such that H[−N˜(s+1)ij ,N
(s+1)
ij ]
(x, ω) has a unique eigenvalue E(s+1)(x, ω) in
(
E(s)(x, ω)−
e−N
ϑ
s , E(s)(x, ω) + e−N
ϑ
s
)
for all (x, ω) ∈
(
a
(s+1)
j , b
(s+1)
j
)
×
(
ω
(s+1)
jℓ , ω¯
(s+1)
jℓ
)
,
∣∣E(s+1)(x, ω) − E(s)(x, ω)∣∣ <
e−N
ϑ
s . (See Lemma 4.8 and Lemma 4.9) We can define ϕ(s+1)(x, ω)(n) such that
H[−N˜,N ](x, ω)ϕ
(s+1)(x, ω) = E(s+1)(x, ω)ϕ(s+1)(x, ω)∑
n
|ϕ(s+1)(x, ω)(n)|2 = 1
‖ϕ˜(s)(x, ω)− ϕ(s+1)(x, ω)‖ . e−NseNϑs < e− 12Ns
where ϕ˜(s) is as defined in condition (4).
Lemma 5.5.
|ϕ(s+1)(x, ω)(n)| < λ− 15λ
1
2
λ39/40 < |∂xE(s+1)(x, ω)| ≤ C0λ
|∂ωE(s+1)(x, ω)| ≤ C0Ns+1λ
Proof. The first assertion follows from Lemma 5.4 and the fact that ‖ϕ˜(s)(x, ω) − ϕ(s+1)(x, ω)‖ < e− 12Ns
since ϕ(s) decay exponentially. This also gives the estimate of the derivatives of E(s). (See Corollary 3.4) 
Lemma 5.1 and Lemma 5.5 establish conditions (1)–(6) for the s+1 scale.
Let B(s+1) =
{
ω ∈ Ω(s) : mes([E(s)(., ω)]−1(E(s)ω ) \ D(s+1)w ) ≥ e− 12Nϑs }, Ω(s+1) = Ω(s) \ B(s+1). As in
Lemma 3.5, mes(Ω(s) \ Ω) ≤ e− 12Nϑs . Also, for any ω ∈ Ω(s+1), one has
mes
(
E(s)(., ω)−1(E(s) \ D(s+1)ω )
)
. e−N
ϑ/2
s .
For ω ∈ Ω(s+1), suppose D(s+1)ω =
⋃
r
(
a
(s)
r (ω), b
(s)
r (ω)
)
. Let
E˜(s+1)ω,r = RanE(s)(., ω)
∣∣∣
D
(s+1)
ω ∩
(
a
(s)
r (ω),b
(s)
r (ω)
) =⋃
k
(
Er,k, E¯r,k
)
E˜(s+1)ω =
⋃
r
⋃
k
(
Er,k + e
−Nϑs , E¯r,k − e−N
ϑ
s
)
E(s+1)ω =
⋃
r
⋃
k
(
Er,k + 2e
−Nϑs , E¯r,k − 2e−Nϑs
)
Then mes
(E(s) \ E(s+1)) < e−Nϑ/4s . It is clear that for ω ∈ Ω(s+1), if x ∈ D(s)ω , E ∈ E(s+1)ω , ∣∣E−E(s)(x, ω)∣∣ <
e−N
ϑ
s then x ∈ D(s+1)ω . This establishes conditions (7) and (8).
The next two lemma give us condition (9) and complete the inductive procedure.
Lemma 5.6. Let ω ∈ Ω(s+1), E ∈ E(s+1)ω . Suppose
∣∣E−E(s+1)(x+ jω, ω)∣∣ ≥ e−2Nϑs whenever (x+ jω, ω) ∈
D(s+1) for |j| ≤ 4Ns+1. Then
log |f[−N˜,N ](x, ω,E)| ≥
N
(s+1)
ij + N˜
(s+1)
ij
4
logλ
Proof. For x˜ = x+ j0ω, |j0| ≤ 3Ns+1, if
(
x˜+ jω, ω) ∈ D(s), |j| ≤ 4Ns, then either
(1) (x˜+ jω, ω) /∈ D(s+1), or
(2) (x˜+ jω, ω) ∈ D(s+1), |E − E(s+1)(x + jω, ω)| > e−2Nϑs
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In (1), E ∈ E(s+1)ω =⇒ |E(s)(x˜+ jω, ω)− E| > 12e−N
ϑ
s . In (2),
|E − E(s)(x, ω)| ≥ |E − E(s+1)(x, ω)| − |E(s+1)(x, ω)− E(s)(x, ω)| > 12e−2N
ϑ
s .
By condition (11), we can apply Avalanche Principle to obtain the assertion. 
Lemma 5.7. Let (x, ω) ∈ D(s+1), ω ∈ Ω(s+1), λ−1E ∈ E(s+1)ω , e−Nϑs+1 < |E(s+1)(x + jω, ω)− E| < e−Nϑs .
Suppose |E(s)(x+ jω, ω)− E| > e−Nϑs whenever
−a ≤ j ≤ −a+Nϑk or b−Nϑs ≤ j ≤ b, x+ jω ∈ D(k)
where a, b ≈ Nk+1. Then
log |f[−a,b](x, ω,E)| ≥ 1
4
(a+ b) logλ
Proof. By construction
spH[−N˜,N ](x, ω) ∩
(
E(s)(x, ω)− e−Nϑs , E(s)(x, ω) + e−Nϑs ) = {E(s+1)(x, ω)}∣∣E(s)(x, ω)− E(s+1)(x, ω)∣∣ < e−Ns
=⇒ ∣∣E − E(s)(x+ jω, ω)∣∣ ≥ e−Nϑs for (x+ jω, ω) ∈ D(s), 0 < |j| ≤ N2s+1
=⇒ there exist |E˜ − E| ≤ e−2Nϑs such that ∣∣E˜ − E(s)(x + jω, ω)∣∣ ≥ e−2Nϑs , |j| ≤ Nss+1
By Lemma 5.6, log |f[−N˜,N ](x, ω, E˜)| >
N
(s+1)
ij +N˜
(s+1)
ij
4 logλ. Applying Lemma B.5 gives
log |f[−N˜,N ](x, ω,E)| >
N
(s+1)
ij + N˜
(s+1)
ij
4
logλ− 2Ns+1 .

By taking the limit as s goes to infinity, we can prove Theorem 1.1:
Theorem 5.8. There is Ω = Ω(V, λ) ∈ [0, 1], mes([0, 1] \ Ω) . λ− 12 , such that for any ω ∈ Ω there exists
Eω ⊂ λJ , mes
(J \ λ−1Eω) . λ− 12 , with λ(ω,E) & logλ for all E ∈ Eω. Also, there is x ∈ T and {ϕ(n)},
|ϕ(n)| . e−c|n| such that
−ϕ(n+ 1) + ϕ(n− 1) + V (x+ nω)ϕ(n) = Eϕ(n).
Proof. Take Ω =
⋂
Ω(k), Eω =
⋂ E(k)ω . For any ω ∈ Ω and E ∈ Eω, one has
1
N
(k)
ij + N˜
(k)
ij
log
∥∥M
[−N˜
(k)
ij ,N
(k)
ij ]
(xk, ω, E)
∥∥ & logλ,
k = 1, . . . where e−Nk < |E − E(k)(xk, ω)| < e−Nk−1 , xk ∈ D(k)ω .
A subsequent of {xk} converges. Without loss of generality, we may assume x = lim xk. Take ϕ(n) =
limϕ(k)(xk, ω)(n). 
Part 2.
6. Resonance at first scale
In Part II, we introduce variations of potential (Section 8), and show that for typical variation, the
resulting potential leads to positive Lyapunov exponent for all spectral value. In this section, we show that
by choosing appropriate length for the interval in the first scale, we can get an upper estimate of the number
of terms where resonances can occur.
Let V ∈ C3(T) be such that |V ′(x)| + |V ′′(x)| ≥ 2c > 0 for all x ∈ T. Note that the assumption implies
V has finitely many critical points. Let x1, . . . , xn be the critical points of V . There exists δ > 0 such that
|V ′(y)| ≥ c |y − xi| whenever |y − xi| < δ
20 JACKSON CHAN UNIVERSITY OF TORONTO
for any i = 1, 2, . . . , n.
Suppose
C0 = min
{|V ′(y)| : y ∈ T \⋃
j
(xj − δ, xj + δ)
}
> 0 ,
C1 = max
y∈T
(|V ′(y)|+ |V ′′(y)|) .
and V has m0 monotonicity intervals.
In the next two lemmas, we find an upper bound of the number of entries that can lead to resonance.
Lemma 6.1. Take any E ∈ R, 0 < ε < min{ 16cδ2, C20}. Then
V −1(E − ε, E + ε) =
m⋃
i=1
(ai, bi), m ≤ m0, bi − ai . ε1/2
Proof. Each monotonicity interval of V can intersect with at most one component (ai, bi) of V
−1(E−ε, E+ε)
so m ≤ m0. ∫ xj+δ
xj
|V ′(y)|dy ≥
∫ δ
0
ctdt =
c
2
δ2
so (ai, bi) does not contain any (xj , xj + δ). Similarly, (ai, bi) does not contain any (xj − δ, xj). Therefore,
(ai, bi) intersects with at most one (xj1 , xj1+δ) and one (xj2−δ, xj2). Suppose (ai, bi)∩(xj1 , xj1+δ) = (y1, y2)
2ε ≥
∫ y2
y1
|V ′(y)|dy
≥ c
∫ y2
y1
(y − xj1 )dy
=
c
2
[
(y2 − xj1 )2 − (y1 − xj1)2
]
≥ c
2
(y2 − y1)2
Similarly, if (ai, bi) ∩ (xj2 − δ, xj2) = (y3, y4) then 2ε ≥ c2 (y4 − y3)2.
bi − ai = (y2 − y1) + (y4 − y3) + mes
[
(ai, bi) \
⋃
j
(xj − δ, xj + δ)
]
≤ 2
(4ε
c
)1/2
+
2ε
C0

Fix N ≫ 1, λ = N8·2m0 , such that
λ−1/2 < min{1
6
cδ2, C20} .
Lemma 6.2. For any x ∈ T, E ∈ R, if ω satisfies the Diophantine condition
(6.1) ‖ℓω‖ & |ℓ|−β
1 < β < 2 , then
#
{
|ℓ| ≤ N2m0 : x+ ℓω ∈ V −1(E − λ− 12 , E + λ− 12 )} ≤ m0
provided δ < δ0(m0, β).
Proof. Suppose, for contradiction, that
x+ ℓ1ω, x+ ℓ2ω ∈ (ai, bi) ⊂ V −1(E − λ−1/2, E + λ−1/2) .
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Then, by Lemma 6.1,
N−β2
m0
< |ℓ1 − ℓ2|−β . ‖(ℓ1 − ℓ2)ω‖ < bi − ai .
(
λ−1/2
)1/2
= N−2·2
m0
This is false for sufficiently large N (or equivalently, for sufficiently small δ). 
It is well known that almost all ω ∈ T satisfied condition (6.1). In particular, given any interval (ω, ω¯),
there is ω ∈ (ω, ω¯) such that condition (6.1) is satisfied.
With the upper bound provided by Lemma 6.2, we can now find N (1) such that all the resonance term is
far away from the edge of [−(N (1))2, (N (1))2]. In this case, the Green’s function H[1,(N(1))2](x, ω)(k,N (1)+1)
will decay exponentially and we get exponentially decaying eigenfunctions.
Lemma 6.3. For any x ∈ T, and any ω satisfying condition (6.1), there is N (1)(x, ω) ≤ N2m0−1 such that
|V (x+ jω)− V (x)| ≥ λ−1/2
for all
j ∈
[
−(N (1)(x, ω))2,−N (1)(x, ω)) ∪ (N (1)(x, ω), (N (1)(x, ω))2] .
Proof. If |V (x+ jω)− V (x)| ≥ λ−1/2 for all j ∈ [−N2,−N) ∪ (N,N2] then we can take N (1)(x, ω) = N .
So assume there is j1 ∈ [−N2,−N)∪(N,N2] such that |V (x+j1ω)−V (x)| < λ−1/2. If |V (x+jω)−V (x)| ≥
λ−1/2 for all j ∈ [−N4,−N2) ∪ (N2, N4] then we can choose N (1)(x, ω) = N2.
So assume there is j2 ∈ [−N4,−N2) ∪ (N2, N4] such that |V (x + j2ω) − V (x)| < λ−1/2. Continue this
process if there is ji ∈ [−N2i ,−N2i−1)∪ (N2i−1 , N2i ] such that |V (x+ jiω)− V (x)| < λ−1/2. Since
#
{
0 < |j| ≤ N2m0 : |V (x + jω)− V (x)| < λ−1/2
}
≤ m0 − 1
we can find N (1)(x, ω) ≤ N2m0−1 such that
|V (x+ jω)− V (x)| ≥ λ−1/2
for all
j ∈
[
−(N (1)(x, ω))2,−N (1)(x, ω)− 1] ∪ [N (1)(x, ω) + 1, (N (1)(x, ω))2] .

Take K,L ∈ N such that 20C1λ1/2 < K < 30C1λ1/2, 20C1λ5/8 < L < 30C1λ5/8. Let x˜i = iK , i =
1, 2, . . . ,K and ω˜j =
j
L , j = 1, 2, . . . , L. Define
Ui = (x˜i − 1
32C1
λ−1/2, x˜i +
1
32C1
λ−1/2), Vj = (ω˜j − 1
32C1
λ−5/8, ω˜j +
1
32C1
λ−5/8)
Then T× T = ⋃
i,j
Ui × Vj . Moreover, there is ωˆj ∈ Vj satisying condition (6.1) for each j.
Lemma 6.4. For each i, j, there is N
(1)
ij ≤ N2
m0−1
such that |V (x+ kω)− V (x)| ≥ 78 λ−1/2 for all (x, ω) ∈
Ui × Vj, k ∈
[
−(N (1)ij )2,−N (1)ij ) ∪ (N (1)ij , (N (1)ij )2].
Proof. Let N
(1)
ij = N
(1)(x˜i, ωˆj). For any (x, ω) ∈ Ui×Vj , k ∈
[
−(N (1)ij )2,−N (1)ij )∪(N (1)ij , (N (1)ij )2], we have
|V (x+ kω)− V (x)| ≥ |V (x˜i + kωˆj)− V (x˜i)| − |V (x˜i + kωˆj)− V (x˜i + kω)|
− |V (x˜i + kω)− V (x+ kω)| − |V (x) − V (x˜i)|
≥ λ−1/2 − C1|k(ωˆj − ω)| − 2C1|x˜i − x|
≥ 7
8
λ−1/2

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Notation: Λ
(1)
ij =
[
−(N (1)ij )2, (N (1)ij )2].
Let
J
(1)
ij := #
{
ℓ ∈ Λ(1)ij : |V (x˜i + ℓωˆj)− V (x˜i)| <
1
2
λ−1/2
}
≤ #
{
|ℓ| ≤ N2m0 : |V (x˜i + ℓωˆj)− V (x˜i)| < 1
2
λ−1/2
}
≤ m0 .
We have distinct eigenvalues
E
(1)
ijk(x˜i, ωˆj) ∈ spHΛ(1)ij (x˜i, ωˆj) , 1 ≤ k ≤ J
(1)
ij ,
such that there is ℓk ∈
[−N (1)ij , N (1)ij ], ∣∣E(1)ijk(x˜i, ωˆj)− λV (x˜i + ℓkωˆj)∣∣ ≤ 2, |V (x˜i + ℓkωˆj)− V (x˜i)| < 12λ−1/2.
By perturbation theory and Lemma A.1, we can define C3 functions E
(1)
ijk(x, ω), ϕ
(1)
ijk(x, ω)(ℓ), ℓ ∈ Λ(1)ij , for
(x, ω) ∈ Ui × Vj such that
H
Λ
(1)
ij
(x, ω)ϕ
(1)
ijk(x, ω) = E
(1)
ijk(x, ω)ϕ
(1)
ijk(x, ω)
∂xE
(1)
ijk(x, ω) = λ
∑
ℓ∈Λ
(1)
ij
V ′(x+ ℓω)
∣∣ϕ(1)ijk(x, ω)(ℓ)∣∣2
∂ωE
(1)
ijk(x, ω) = λ
∑
ℓ∈Λ
(1)
ij
ℓ V ′(x + ℓω)
∣∣ϕ(1)ijk(x, ω)(ℓ)∣∣2
∑
ℓ∈Λ
(1)
ij
∣∣ϕ(1)ijk(x, ω)(ℓ)∣∣2 = 1
Furthermore,
|E(1)ijk(x, ω)− λV (x)| ≤ |E(1)ijk(x, ω)− E(1)ijk(x˜i, ω)|+ |E(1)ijk(x˜i, ω)− E(1)ijk(x˜i, ωˆ)|
+ |E(1)ijk(x˜i, ωˆ)− λV (x+ ℓkωˆ)|+ |λV (x+ ℓωˆ)− λV (x)|
≤ (λC1)|x− x˜i|+ (λN2m0C1)|ω − ωˆ|+ 2 + 1
2
λ1/2
≤ 3
4
λ3/4
Lemma 6.5. For any (x, ω) ∈ Ui × Vj, N (1)ij < ℓ ≤ (N (1)ij )2, one has(
H(
N
(1)
ij ,
(
N
(1)
ij
)2](x, ω)− E(1)ijk(x, ω))−1 (N (1)ij + 1, ℓ) . λ− 12 (ℓ−N(1)ij ) .
Proof.
|λV (x+mω)− E(1)ijk(x, ω)| ≥ |λV (x+mω)− λV (x)| − |λV (x)− E(1)ijk(x, ω)|
≥ 7
8
λ1/2 − (3
4
λ1/2
) ≥ 1
8
λ1/2
for any m ∈ (N (1)ij , (N (1)ij )2]. Also (N (1)ij )2 ≤ N2m0 ≤ λ1/2. The assertion follows from Corollary C.8. 
Corollary 6.6.
∣∣ϕ(1)ijk(x, ω)(ℓ)∣∣ ≤ λ− 12 (|ℓ|−N(1)ij ), N (1)ij < |ℓ| ≤ (N (1)ij )2.
In the next few sections, we will derive some properties of E
(1)
ijk. But we need to know that these are the
only eigenvalues of H
Λ
(1)
ij
(x, ω) near V (x).
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Lemma 6.7. For any (x, ω) ∈ Ui × Vj,
spH
Λ
(1)
ij
(x, ω) ∩
(
λV (x) − 1
4
λ1/2, λV (x) +
1
4
λ1/2
)
⊂ ⋃
k
{
E
(1)
ijk(x, ω)
}
.
Proof. By construction, spH
Λ
(1)
ij
(x˜i, ωˆj) ∩
(
λV (x˜i) − 12λ1/2 + 2, λV (x˜i) + 12λ1/2 − 2
) ⊂ ⋃
k
{
E
(1)
ijk(x˜i, ωˆj)
}
.
Suppose
µ(x0, ω0) ∈ spHΛ(1)ij (x0, ω0) ∩
(
λV (x0, ω0)− 1
4
λ1/2, λV (x0, ω0) +
1
4
λ1/2
)
for some (x0, ω0) ∈ Ui × Vj . Then we can define C1 function
µ(x, ω) ∈ spH
Λ
(1)
ij
(x, ω) , |∂xµ(x, ω)| ≤ λC1, |∂ωµ(x, ω)| ≤ λN2m0C1
on Ui × Vj . But
|µ(x˜i, ωˆj)− λV (x˜i)| ≤ |µ(x˜i, ωˆj)− µ(x0, ωˆj)|+ |µ(x0, ωˆj)− µ(x0, ω0)|
+ |µ(x0, ω0)− λV (x0)|+ |λV (x0)− λV (x˜i)|
≤ λC1|x˜i − x0|+ λN2m0C1|ωˆj − ω0|+ 1
4
λ1/2 + λC1|x0 − x˜i|
≤ 1
2
λ1/2 − 2
Hence µ(x˜i, ωˆj) = E
(1)
ijk(x˜i, ωˆj) for some k. Therefore µ(x, ω) = E
(1)
ijk(x, ω). 
7. Separation of eigenvalues at first scale
We develop a method to find a lower estimate for the separtion between eigenvalues of HΛij (x, ω). This
method, first introduced in [GS2] for analytic potential, is based on the orthogonality of eigenfunctions
corresponding to different eigenvalues of the self-adjoint matrix HΛij (x, ω).
Lemma 7.1. Let (x, ω) ∈ Ui×Vj, E1, E2 ∈
(
λV (x)− 34λ1/2, λV (x)+ 34λ1/2
)
. Then for any n ∈ [−(N (1)i )2,−N (1)i ),
one has ∣∣ log |f
[−(N
(1)
ij )
2,n]
(x, ω,E1)| − log |f[−(N(1)ij )2,n](x, ω,E2)|
∣∣ ≤ |E1 − E2| .
Proof. Let
{
µm
}n
m=−(N
(1)
ij )
2 = spH[−(N(1)ij )2,n]
(x, ω), |µm − λV (x +mω)| ≤ 2. Then for any E ∈
(
λV (x) −
3
4λ
1/2, λV (x) + 34λ
1/2
)
|µm − E| ≥ |λV (x+mω)− λV (x)| − |λV (x+mω)− µm| − |λV (x) − E|
≥ 7
8
λ1/2 − 2− 3
4
λ1/2
≥ 1
16
λ1/2 .
For each m, there exists E ∈ (E1, E2) ⊂
(
λV (x) − 14λ1/2, λV (x) + 14λ1/2
)
such that∣∣ log |µm − E1| − log |µm − E2|∣∣ = |E1 − E2||µm − E| ≤ 2λ−1/2|E1 − E2|∣∣ log |f
[−(N
(1)
ij )
2,n]
(x, ω,E1)| − log |f[−(N(1)ij )2,n](x, ω,E2)|
∣∣
≤
∑
m
∣∣ log |µm − E1| − log |µm − E2|∣∣
≤ (N (1)ij )2
[
16λ−1/2|E1 − E2|
]
≤ λ1/8[16λ−1/2|E1 − E2|]
≤ |E1 − E2|
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
Corollary 7.2. Let (x, ω), E1, E2, n be as in Lemma 7.1. Then∣∣f
[−(N
(1)
ij )
2,n]
(x, ω,E1)− f[−(N(1)ij )2,n](x, ω,E2)
∣∣ ≤ |E1 − E2|e|E1−E2|∣∣f[−(N(1)ij )2,n](x, ω,E1)∣∣ .
Proof. With
{
µm
}
as in proof of Lemma 7.1, note that sgn(µj − E1) = sgn(µj − E2). So
sgn f
[−(N
(1)
ij )
2,n]
(x, ω,E1) = sgn f[−(N(1)ij )2,n]
(x, ω,E2) .
Hence, there is Γ between |f
[−(N
(1)
ij )
2,n]
(x, ω,E1)| and |f[−(N(1)ij )2,n](x, ω,E2)| such that∣∣f
[−(N
(1)
ij )
2,n]
(x, ω,E1)− f[−(N(1)ij )2,n](x, ω,E2)
∣∣
=
∣∣|f
[−(N
(1)
ij )
2,n]
(x, ω,E1)| − |f[−(N(1)ij )2−n](x, ω,E2)|
∣∣
=
∣∣ log |f
[−(N
(1)
ij )
2,n]
(x, ω,E1)| − log |f[−(N(1)ij )2,n](x, ω,E2)|
∣∣ · Γ
≤ |E1 − E2| · Γ .
But
Γ ≤ max
{
|f
[−(N
(1)
ij )
2,n]
(x, ω,E1)|, |f[−(N(1)ij )2,n](x, ω,E2)|
}
≤ e|E1−E2||f
[−(N
(1)
ij )
2,n]
(x, ω,E1)| .

Lemma 7.3. For any (x, ω) ∈ Ui × Vj, 1 ≤ k ≤ J (1)ij ,∑
N
(1)
ij <|n|≤(N
(1)
ij )
2
∣∣f
[−(N
(1)
ij )
2,n]
(x, ω,E
(1)
ijk(x, ω))
∣∣2 < 4λ−1 ∑
n∈Λ
(1)
ij
∣∣f
[−(N
(1)
ij )
2,n]
(x, ω,E
(1)
ijk(x, ω))
∣∣2 .
Proof.
{
f
[−(N
(1)
ij )
2,n]
(x, ω,E
(1)
ijk(x, ω))
}
n∈Λ
(1)
ij
satisfies the Schro¨dinger equation with zero boundary condition.
Hence, there is µ ∈ R such that
f
[−(N
(1)
ij )
2,n]
(x, ω,E
(1)
ijk(x, ω)) = µϕ
(1)
ijk(x, ω)(n) .
By Corollory 6.6,∑
N
(1)
ij <|n|≤(N
(1)
ij )
2
∣∣f
[−(N
(1)
ij )
2,n]
(x, ω,E
(1)
ijk(x, ω))
∣∣2 = µ2 ∑
N
(1)
ij <|n|≤(N
(1)
ij )
2
∣∣ϕ(1)ijk(x, ω)(n)∣∣2
≤ 2µ2
∑
n>N
(1)
ij
λ−(|n|−N
(1)
ij )
≤ 2µ2 λ
−1
1− λ−1
< 4λ−1µ2
= 4λ−1
∑
n∈Λ
(1)
ij
∣∣f
[−(N
(1)
ij )
2,n]
(x, ω,E
(1)
ijk(x, ω))
∣∣2 .

Lemma 7.4. For any (x, ω) ∈ Ui × Vj,
∣∣E(1)ijk(x, ω)− E(1)ijℓ (x, ω)∣∣ > e−|Λ(1)ij |3/4 if k 6= ℓ.
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Proof. For any n ∈ [−N (1)ij , N (1)ij ],
∣∣f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijk(x)
) − f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijℓ (x, ω)
)∣∣
≤
∥∥∥
 f[−(N(1)ij )2,n](x, ω,E(1)ijk(x, ω))
f
[−(N
(1)
ij )
2,n−1]
(
x, ω,E
(1)
ijk(x, ω)
)
−
 f[−(N(1)ij )2,n](x, ω,E(1)ijℓ (x, ω))
f
[−(N
(1)
ij )
2,n−1]
(
x, ω,E
(1)
ijℓ (x, ω)
)
∥∥∥
=
∥∥∥M[−N(1)ij −1,n−1](x, ω,E(1)ijk(x, ω))
f[−(N(1)ij )2,−N(1)ij −1](x, ω,E(1)ijk(x, ω))
f
[−(N
(1)
ij )
2,−N
(1)
ij −2]
(
x, ω,E
(1)
ijk(x, ω)
)

−M
[−N
(1)
ij −1,n−1]
(
x, ω,E
(1)
ijℓ (x, ω)
)f[−(N(1)ij )2,−N(1)ij −1](x, ω,E(1)ijℓ (x, ω))
f
[−(N
(1)
ij )
2,−N
(1)
ij −2]
(
x, ω,E
(1)
ijℓ (x, ω)
)
∥∥∥
≤
∥∥∥M[−N(1)ij −1,n−1](x, ω,E(1)ijk(x, ω))−M[−N(1)ij −1,n−1](x, ω,E(1)ijℓ (x, ω))∥∥∥ ·∥∥∥
f[−(N(1)ij )2,−N(1)ij −1](x, ω,E(1)ijk(x, ω))
f
[−(N
(1)
ij )
2,−N
(1)
ij −2]
(
x, ω,E
(1)
ijk(x, ω)
)
∥∥∥+ ∥∥∥M[−N(1)ij −1,n−1](x, ω,E(1)ijℓ (x, ω))∥∥∥ ·
∥∥∥
f[−(N(1)ij )2,−N(1)ij −1](x, ω,E(1)ijk(x, ω))
f
[−(N
(1)
ij )
2,−N
(1)
ij −2]
(
x, ω,E
(1)
ijℓ (x, ω)
)
−
f[−(N(1)ij )2,−N(1)ij −1](x, ω,E(1)ijℓ (x, ω))
f
[−(N
(1)
ij )
2,−N
(1)
ij −2]
(
x, ω,E
(1)
ijℓ (x, ω)
)
∥∥∥
≤
∣∣∣E(1)ijk(x, ω)− E(1)ijℓ (x, ω)∣∣∣(λC2)n+N(1)ij |µ|
+ (λC2)
n+N
(1)
ij +1
(∣∣E(1)ijk(x, ω)− E(1)ijℓ (x, ω)∣∣e|E(1)ijk(x,ω)−E(1)ijℓ(x,ω)||µ|)
where C2 = log
(
2max
y∈T
|V (y)| + 1), |µ|2 = ∑
m∈Λ
(1)
ij
|f
[−(N
(1)
ij )
2,n]
(x, ω,E
(1)
ijk(x, ω))|2. (µ is the same as in the
proof of Lemma 7.3)
If
∣∣E(1)ijk(x, ω)− E(1)ijℓ (x, ω)∣∣ ≤ e−|Λ(1)ij |3/4 = e−(N(1)ij )3/2 then
∣∣f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijk(x, ω)
)− f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijℓ (x, ω)
)∣∣ ≤ e− 12 |Λ(1)ij |−3/4 |µ|
for all n ∈ [−N (1)ij , N (1)ij ].
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Therefore,∑
n∈Λ
(1)
ij
∣∣∣f[−(N(1)ij )2,n](x, ω,E(1)ijk(x, ω))− f[−(N(1)ij )2,n](x, ω,E(1)ijℓ (x, ω))∣∣∣2
=
∑
N
(1)
ij <|n|≤(N
(1)
ij )
2
∣∣∣f[−(N(1)ij )2,n](x, ω,E(1)ijk(x, ω))− f[−(N(1)ij )2,n](x, ω,E(1)ijℓ (x, ω))∣∣∣2
+
∑
|n|≤N
(1)
ij
∣∣∣f[−(N(1)ij )2,n](x, ω,E(1)ijk(x, ω))− f[−(N(1)ij )2,n](x, ω,E(1)ijℓ (x, ω))∣∣∣2
≤
∑
N
(1)
ij <|n|≤(N
(1)
ij )
2
[∣∣f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijk(x, ω)
)∣∣2+∣∣f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijℓ (x, ω)
)∣∣2]
+
(
2N
(1)
ij + 1
)
e−|Λ
(1)
ij |
3/4 |µ|2
≤ 4λ−1
∑
n∈Λ
(1)
ij
[∣∣f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijk(x, ω)
)∣∣2 + ∣∣f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijℓ (x, ω)
)∣∣2]
+
(
2N
(1)
ij + 1
)
e−|Λ
(1)
ij |
3/4 |µ|2
≤ λ−1/2
∑
n∈Λ
(1)
ij
[∣∣f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijk(x, ω)
)∣∣2 + ∣∣f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijℓ (x, ω)
)∣∣2]
But E
(1)
ijk(x, ω) 6= E(1)ijℓ (x, ω) =⇒
{
f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijk(x, ω)
)}
n∈Λ
(1)
ij
and{
f
[−(N
(1)
ij )
2,n]
(
x,w,E
(1)
ijℓ (x, ω)
)}
n∈Λ
(1)
ij
are orthogonal. Hence∑
n∈Λ
(1)
ij
∣∣f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijk(x, ω)
)− f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijℓ (x, ω)
)∣∣2
=
∑
n∈Λ
(1)
ij
[∣∣f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijk(x, ω)
)∣∣2 + ∣∣f
[−(N
(1)
ij )
2,n]
(
x, ω,E
(1)
ijℓ (x, ω)
)∣∣2] .
This contradiction shows that ∣∣E(1)ijk(x, ω)− E(1)ijℓ (x, ω)∣∣ > e−|Λ(1)ij |3/4 .

8. Variations of potential
In this section we introduce variation of potential and the notion of “typical” variations. We then derive
some properties of E
(1)
ijk for typical variations.
Definition. Let T be a large integer, 0 < δ ≪ 1T 5 . Suppose Rm(ηm, ξm, θm;x) are C3 functions, m =
1, 2, . . . , T , (η, ξ, θ) ∈
3T∏
1
[−δ, δ], x ∈ T, satisfying the following conditions:
|∂αRm(ηm, ξm, θm;x)| . 1
T
for any index |α| ≤ 3(8.1)
Rm(0, 0, 0;x) ≡ 0(8.2)
Rm(ηm, ξm, θm;x) = −x−3
(
ηm + ξmx+
1
2
θmx
2
)
for |x| ≥ 1
2T
(8.3)
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Define a (T, δ)–variation of potential by
W (η, ξ, θ, {Rm};x) =
T∑
m=1
vm
(
ηm, ξm, θm;x− m
T
)
where
vm(ηm, ξm, θm;x) = ηm + ξmx+
1
2
θmx
2 + x3Rm(ηm, ξm, θm;x)
By (8.2) and (8.3),
vm(0, 0, 0, {Rm};x) ≡ 0
and
vm(ηm, ξm, θm, {Rm};x) = 0 for |x| ≥ 1
2T
.
Denote the collection of (T, δ)–variations of potential by S(T, δ). A set S ⊂ S(T, δ) is called (1−ε)-typical
if
|S| := min
{Rm}
1
(2δ)3T
mes
{
(η, ξ, θ) ∈ [−δ, δ]3T : v(η, ξ, θ, {Rm}; .) ∈ S
} ≥ 1− ε
Remark 8.1. We assume δ ≪ λ−1/2. Since max
y∈T
∣∣V˜ (y)− V (y)| . δ, one has
∣∣V˜ (x+ jω)− V˜ (x)∣∣ ≥ 7
8
λ−1/2 for j ∈ Λ(1)ij \
[−N (1)ij , N (1)ij ]
for any (x, ω) ∈ Ui × Vj . Hence, we can define E˜(1)ijk(x, ω) and ϕ˜(1)ijk(x, ω) on Ui × Vj , such that
H˜
Λ
(1)
ij
(x, ω)ϕ˜
(1)
ijk(x, ω) = E˜
(1)
ijk(x, ω)ϕ˜
(1)
ijk(x, ω) , ‖ϕ˜(1)ijk(x, ω)‖ = 1
E˜
(1)
ijk(x, ω) and ϕ˜
(1)
ijk(x, ω) have the same properties of E
(1)
ijk(x, ω) and ϕ
(1)
ijk(x, ω), shown in Section 6 and
Section 7.
Remark 8.2. These functions depend on {ηm}, {ξm}, {θm}. It is for the simplicity of notations that the
dependence is not explicitly written.
For the remaining of this section, we fix (x˜, ω˜) ∈ Ui × Vj , ω˜ satisfies condition (6.1).
Remark 8.3. We can define an one-to-one correspondence between Λ
(1)
ij and a subset of [1, T ] as follow: For
any ℓ ∈ Λ(1)ij , there is unique ℓ′ ∈ [1, T ]∩N such that − 12T < {x˜+ ℓω˜}− ℓ
′
T ≤ 12T . If m, ℓ ∈ Λ
(1)
ij , m 6= ℓ, then
the Diophantine condition implies m′ 6= ℓ′.
Remark 8.4. If p 6= q′ for all q ∈ Λ(1)ij , then ∂ξpH˜Λ(1)ij (x˜, ω˜) = 0.
Let ̺ = 12 dist
(
E˜
(1)
ijk(x˜, ω˜), sp H˜Λ(1)ij
(x˜, ω˜)\{E˜(1)ijk(x˜, ω˜)}) > 12e−|Λ(1)ij |3/4 . We now show that if the eigenvalues
are separated, then we have control how much the eigenfunctions change when we perturbed the potential.
Lemma 8.5. ∥∥∂ξp ϕ˜(1)ijk(x˜, ω˜)∥∥ ≤
{
λ
̺T if ∃ q ∈ Λ
(1)
ij such that q
′ = p
0 otherwise
∥∥∂θp ϕ˜(1)ijk(x˜, ω˜)∥∥ ≤
{
λ
̺T 2 if ∃ q ∈ Λ(1)ij such that q′ = p
0 otherwise
∥∥∂θp∂xϕ˜(1)ijk(x˜, ω˜)∥∥ ≤
{
λ
̺T if ∃ q ∈ Λ(1)ij such that q′ = p
0 otherwise
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Proof. By Lemma A.2,
∥∥∂ξp ϕ˜(1)ijk(x˜, ω˜)∥∥ ≤ ∥∥∥−12πi
∮
|z−E˜
(1)
ijk(x˜,ω˜)|=̺
[
z − H˜
Λ
(1)
ij
(x˜, ω˜)
]−1
∂ξpH˜Λ(1)ij
(x˜, ω˜)
[
z − H˜
Λ
(1)
ij
(x˜, ω˜)
]−1
dz
∥∥∥
≤
{
1
2π (2π̺)
λ/T
̺2 =
λ
̺T if ∃ q ∈ Λ
(1)
ij such that q
′ = p
0 otherwise
The proofs for the other two inequalities are similar. 
Fix η = (η1, . . . , ηT ) ⊂ (−δ, δ)T . The next lemma shows that for “typical” ξ, θ, the eigenvalues are Morse
functions.
Proposition 8.6. For λ2
|Λ
(1)
ij |
2δ
̺ T ≪ ε≪ 1, one has
mes
{
(ξ, θ) ∈ (−δ, δ)2|Λ(1)ij | : ∣∣∂xE˜(1)ijk(x˜, ω˜)∣∣ ≤ ε, ∣∣∂xxE˜(1)ijk(x˜, ω˜)∣∣ ≤ ε} ≤(|Λ(1)ij | ελδ)2
Proof. Let ϕ˜00(x, ω) = ϕ˜
(1)
ijk(x, ω)
∣∣∣
(ξ,θ)=(0,0)
, E˜00(x, ω) = E˜
(1)
ijk(x, ω)
∣∣∣
(ξ,θ)=(0,0)
λ−1∂xE˜
(1)
ijk(x˜, ω˜) =
∑
ℓ∈Λ
(1)
ij
∂xV˜ (x˜+ ℓω˜)
∣∣ϕ˜(1)ijk(x˜, ω˜)(ℓ)∣∣2
=
∑
ℓ∈Λ
(1)
ij
[
V ′(x˜+ ℓω˜) + ξℓ′ +O
( δ
T
)] [∣∣ϕ˜00(x˜, ω˜)(ℓ)∣∣2 +O( |Λ(1)ij |δλ
̺ T
)]
= λ−1∂xE˜00(x˜, ω˜) +
∑
ℓ∈Λ
(1)
ij
ξℓ′
∣∣ϕ˜00(x˜, ω˜)(ℓ)∣∣2 +O( |Λ(1)ij |2δλ
̺ T
)
By Lemma F.1,
(2δ)−T mes
ξ :
∣∣∣∣λ−1∂xE˜00(x˜, ω˜) + ∑
ℓ∈Λ
(1)
ij
ξℓ′
∣∣ϕ˜00(x˜, ω˜)(ℓ)∣∣2∣∣∣∣ ≤ λ−1ε

= (2δ)−|Λ
(1)
ij |mes
{ξm′}m∈Λ(1)ij : ∣∣λ−1∂xE˜00(x˜, ω˜) +
∑
ℓ∈Λ
(1)
ij
ξℓ′
∣∣ϕ˜00(x˜, ω˜)(ℓ)∣∣2 ≤ λ−1ε

≤ |Λ(1)ij |
λ−1ε
δ
.
This expression does not depend on θ. So{
(ξ, θ) :
∣∣∂xE˜(1)ijk(x˜, ω˜)∣∣ ≤ ε} ⊂ Ξ× (−δ, δ)|Λ(1)ij |
where (2δ)−T mesΞ ≤ |Λ(1)ij |λ
−1ε
δ .
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Fix ξ0 ∈ Ξ. Let ϕ˜0(x, ω) = ϕ˜(1)ijk(x, ω)
∣∣∣
θ=0
, E˜0(x, ω) = E˜
(1)
ijk(x, ω)
∣∣∣
θ=0
λ−1∂xxE˜
(1)
ijk(x˜, ω˜) =
∑
ℓ∈Λ
(1)
ij
∂xxV˜ (x˜+ ℓω˜)
∣∣ϕ˜(1)ijk(x˜, ω˜)(ℓ)∣∣2 + 2 ∑
ℓ∈Λ
(1)
ij
∂xV˜ (x˜ + ℓω˜)ϕ˜
(1)
ijk(x˜, ω˜)(ℓ)∂xϕ˜ijk(x˜, ω˜)(ℓ)
=
∑
ℓ∈Λ
(1)
ij
[
V ′′(x˜+ ℓω˜) + θℓ′ +O
( 1
T
)] [∣∣ϕ˜0(x˜, ω˜)(ℓ)∣∣2 +O( |Λ(1)ij |δλ
̺T 2
)]
+ 2
∑
ℓ∈Λ
(1)
ij
[
V ′(x˜+ ℓω˜) + ξℓ′ + O
( δ
T
)] [
ϕ˜0(x˜, ω˜)(ℓ) +O
( |Λ(1)ij |δλ
̺T 2
)][
∂xϕ˜0(x˜, ω˜)(ℓ) +O
( |Λ(1)ij |δλ
̺T
)]
= λ−1∂xxE˜0(x˜, ω˜) +
∑
ℓ∈Λ
(1)
ij
θℓ′
∣∣ϕ˜0(x˜, ω˜)(ℓ)∣∣2 +O( |Λ(1)ij |2δλ
̺T
)
Similar calculation shows that
(2δ)−T mes
{
θ :
∣∣∂xxE˜(1)ijk(x˜, ω˜)∣∣ ≤ ε for fix ξ0 ∈ Ξ} ≤ |Λ(1)ij |λ−1εδ

Corollary 8.7. Given ω ∈ Vj satisfying condition (6.1), one has
(2δ)−3T mes
{
(η, ξ, θ) : min
x∈T
[∣∣∂xE˜(1)ijk(x, ω)∣∣+ ∣∣∂xxE˜(1)ijk(x, ω)∣∣] ≤ ε for some i, k} . m0 |Λij |2̺ εδ2
provided ε > exp(−NA/2).
Proof. Let K ≍ ( ̺ε
λ|Λ
(1)
ij |
)−1 ∈ N, xm = mK . Since∣∣∂xxE˜(1)ijk(x, ω)∣∣ . λ̺ , ∣∣∂xxxE˜(1)ijk(x, ω)∣∣ . λ̺2 ,
if
∣∣∂xE˜(1)ijk(xm, ω)∣∣ > 2ε then ∣∣∂xE˜(1)ijk(x, ω)∣∣ > ε for all x ∈ (xm− 12T , xm+ 12T )∩Ui; and if ∣∣∂xxE˜(1)ijk(xm, ω)∣∣ >
2ε then
∣∣∂xxE˜(1)ijk(x, ω)∣∣ > ε for all x ∈ (xm − 12T , xm + 12T ) ∩ Ui. The assertion follows from Proposition
8.6. 
Proposition 8.8. There is a set of variations S1, 1−|S1| ≤ e− 12NA such that for any W ∈ S1, the potential
V˜ = V +W has the following property: There is a set Ω1 = Ω1(V˜ ) ⊂ T, mes(T \ Ω1) ≤ e− 12NA so that for
any i, j, k one has
|∂xE˜ijk(x, ω)|+ |∂xxE˜ijk(x, ω)| > e−NA
for all x ∈ Ui, ω ∈ Ω1 ∩ Vj .
Proof. Applying Corollary 8.7 with ε = e−N
A
, the assertion follows from Fubini’s theorem. 
9. Inductive construction using elimination of multiple resonances
In this section, we will construct inductively the eigenvalues E(s+1), with exponentially decaying eigen-
functions ϕso, of HΛso. We will also obtain an upper estimate on how many eigenvalues in an interval
containing λV (x) and use it to show the norm of the monodromy matrix MΛso is large.
Suppose for each r, 1 ≤ r ≤ s, we have constructed a set of variations Sr, 1 − |Sr| ≤ eNAr /2 where
Nr ≍ N τr−1, such that for any potential
(9.1) V˜ = V +
s∑
r=1
W (r), W (r) ∈ Sr
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there is a set Ωs = Ωs(V˜ ) ⊂ Ωs−1 ⊂ T, mes(Ωs−1\Ωs ≤ e−NAs /2, satisfying the following inductive hypothesis:
For each i, j there is Λ
(s)
ij =
[
−(N (s)ij )2, (N (s)ij )2] and C3 functions E˜(s)ijk and ϕ(s)ijk defined on Ui × Vj ,
H˜
Λ
(s)
ij
(x, ω)ϕ˜
(s)
ijk(x, ω) = E˜
(s)
ijk(x, ω)ϕ˜
(s)
ijk(x, ω)
such that, for any (x, ω) ∈ Ui × Ωs ∩ Vj ,
(1) H˜
Λ
(s)
ij
(x, ω) ∩
(
λV˜ (x)− 14λ1/2, λ+ 14λ1/2
)
= {E˜(s)ijk(x, ω)}
K
(s)
ij
k=1 , K
(s)
ij . N
(s)
ij ;
(2) If E ∈ (λV (x)− 14λ1/2, λV (x) + 14λ1/2), dist(E, spHΛ(s)ij (x, ω)) < e−Nβs then for any N ≈ (N (s)ij )2,
one has
log
∣∣∣[H[1,N ](x, ω)− E]−1(n, 1)∣∣∣ ≤ −1
4
n logλ
for N
(s)
ij < n ≤ N . In particular,
∣∣ϕ˜(s)ijk(x, ω)(n)∣∣ ≤ λ− 12 (|n|−N(1)ij ) if N (s)ij < |n| ≤ (N (s)ij )2;
(3)
∣∣E˜(s)ijk(x, ω)− E˜(s)ijℓ (x, ω)∣∣ > e−|Λ(s)ij |3/4 if k 6= ℓ;
(4)
∣∣∂xE˜(s)ijk(x, ω)∣∣+ ∣∣∂xxE˜(s)ijk(x, ω)∣∣ ≥ e−NAr /2.
The above conditions, for s=1, are proven in Section 6–8.
Fix V (s) := V˜ in the form of (9.1). To simplify notations, we will write Eijk(x, ω) for E˜ijk(x, ω) and
ϕijk(x, ω) for ϕ˜ijk(x, ω). Let Ns+1 ≍ eNτs .
To begin the inductive procedure, we use results from Appendix E to eliminate a set of frequencies to
avoid the situation where the distance between spHΛ(s)ij(x, ω) and spHΛ(s)pj
(x+ nω, ω) is small. After that,
we will be able to apply the Avalanche Principle.
Lemma 9.1. There exists B(s+1) ⊂ Os, mesB(s+1) ≤ e− 12Nβs , such that for each Ui × Vj, there is N (s+1)ij ,
logN
(s+1)
ij ≍ logNs+1, so that dist
(
E, spH
Λ
(s)
pj
(x+ nω, ω)
)
> 12e
−(Nβs =: ε2 whenever
∣∣E − E(s)ijk(x, ω)∣∣ < ε2
for any x ∈ Ui, x+nω ∈ Up, ω ∈ Vj ∩Ω(s) \B(s+1), for all n ∈
[
−(N (s+1)ij )2,−N (s+1)ij
)
∪
(
N
(s+1)
ij , (N
(s+1)
ij )
2
]
Proof. If
∣∣E(s)ijk(x, ω)− E(s)pjr(x+ nω, ω)∣∣ > ε for all p, r, Ns+1 < |n| ≤ (Ns+1)2, (x,w) ∈ Ui × Vj ∩ Ω(s) then
choose N
(s+1)
ij = Ns+1. Otherwise, let
F1(x, ω) = E
(s)
ijk(x, ω)− E(s)pjr(x+ n1ω, ω)
F2(x, ω) = E
(s)
pjr(x+ n1ω, ω)− E(s)ajc(x+ n2ω, ω)
where Ns+1 ≤ |n1| ≤
(
Ns+1
)2
,
(
Ns+1
)4 ≤ |n2| ≤ (Ns+1)8.
Since
∣∣∂xE(s)(x, ω)∣∣ + ∣∣∂xxE(s)(x, ω)∣∣ ≥ e−NA/2 by Theorem E.6,
mesB
(s+1)
j := mes
{
ω ∈ Vj ∩ Ωs : ∃x ∈ Ui, x+ n1ω ∈ Uk such that∣∣F1(x,w)∣∣ ≤ ε/2 , ∣∣F2(x+ n1ω, ω)∣∣ ≤ ε/2
}
≤ εϑ|Ui| |Vj |
Let B(s+1) =
∑
j B
(s+1)
j ,
mes(Os \B(s+1)) ≤
∑
i,j
εϑ|Ui| |Vj |
≤ λεϑ ≤ εϑ/2 .

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Denote Λ
(s+1)
ij =
[
−(N (s+1)ij )2, (N (s+1)ij )2].
The following lemma and its corollary provide the hypotheis for Avalanche Principle. They are similar to
Lemma 5.2 and Corollory 5.3 in Part I. (Note that because of Lemma 9.1, we already know that there is no
resonance entries near the edge.)
Lemma 9.2. Let (x, ω) ∈ Ui×Vj∩Ωs\B(s+1), E ∈
(
λV (x)− 14λ1/2, λV (x)+ 14λ1/2
)
. Suppose dist
(
E, spH
Λ
(s)
ij
(x, ω)
)
<
1
2e
−Nβs . Then dist
(
E, spH[−a,b](x+ nω, ω)
)
> 12e
−Nβs where N
(s+1)
ij . |n| ≤
(
N
(s+1)
ij
)2
, a, b ≍ Ns.
Proof. The assertion follows from condition (2) and Lemma C.9. 
Corollary 9.3. Let x, ω,E as in Lemma 9.2, −(N (s+1)ij )2 ≤ c ≤ d < N (s+1)ij , d − c > 10Ns then we can
choose c = a0 < a1 < · · · < aK = d, ak − ak−1 ≍ Ns,
Ak =M(ak−1,ak](x, ω,E) k = 2, . . . ,K − 1
A1 =M[a0,a1](x, ω,E)
(
1 0
0 0
)
aK =
(
1 0
0 0
)
M(aK−1,aK ](x, ω,E)
such that
log
∣∣f[c,d](x, ω,E)∣∣ = K∑
k=1
log
∥∥AkAk−1∥∥− K−1∑
k=2
log ‖Ak‖+O
(
Ns+1λ
−N
)
.
Proof. The hypothesis of Avalanche principle is verified by Lemmas 9.2 and C.10. 
Similar to Section 7, we need now to show that the spectrum of H
Λ
(s+1)
ij
(x, ω) near E
(s)
ijk(x, ω) is separated.
Lemma 9.4. If E1, E2 ∈
(
E
(s)
ijk(x, ω)− 12e−
(
N(s)
)β
, E
(s)
ijk(x, ω) +
1
2e
−
(
N(s)
)β)
then for −(N (s+1)ij )2 ≤ a <
b < −N (s+1)ij , |Λ(s)pq | < b− a ≤ 5|Λ(s)pq |, one has∣∣∣ log ∣∣f[a,b](x, ω,E1)∣∣− log ∣∣f[a,b](x, ω,E2)∣∣ ∣∣∣ . e 12Nβs |E1 − E2| .
Proof. Let J =
{
j ∈ [a, b] : |E(s)pjℓ(x+ jω, ω)− E(s)ijk(x, ω)| < e−N
β
s
}
. Then #J ≤ N (s+1)ij .
Let {µj}bj=a = spH[a,b](x, ω), |µj − λV (x+ jω)| ≤ 2∣∣∣ log ∣∣f[a,b](x, ω,E1)∣∣− log ∣∣f[a,b](x, ω,E2)∣∣ ∣∣∣
≤
∑
j∈J
∣∣ log |µj − E1| − log |µj − E2| ∣∣+∑
j /∈J
∣∣ log |µj − E1| − log |µj − E2| ∣∣
≤ N (s+1)ij
(1
2
e−
(
N(s)
)β)−1
|E1 − E2|+ (b− a)
(1
2
λ1/2
)−1|E1 − E2| .

Corollary 9.5. E1, E2 as in Lemma 9.4, then∣∣∣ log ∣∣f[−(N(s+1)ij )2,n](x, ω,E1)∣∣ − log ∣∣f[−(N(s+1)ij )2,n](x, ω,E2)∣∣ ∣∣∣
. e
1
2N
β
s |E1 − E2|
Corollary 9.6. If E1, E2 ∈
(
E
(s)
ijk(x, ω)− 12e−N
β
, E
(s)
ijk(x, ω) +
1
2e
−Nβs
)
∩ spH
Λ
(s+1)
ij
(x, ω), E1 6= E2, then
|E1 − E2| > e−(N
(s+1)
ij )
ϑ
.
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Proof. The proof is essentially the same as in Lemmas 7.2, 7.3, 7.4. 
Applying the same method as in Section 8, we can show the following lemma, which gives conditon (4).
Lemma 9.7. There is a set of variations Ss+1, 1 − |Ss+1| ≤ e−NAs+1/2, such that for any W ∈ Ss+1, the
potential V˜ = V (s)+W has the following property: There is a set Ωs+1 = Ωs+1(V˜ ) ⊂ Ωs, mes(Ωs \Ωs+1) .
e−N
A
s+1/2 so that for any i, j, k one has
|∂xE˜(s+1)(x, ω)|+ |∂xxE˜(s+1)(x, ω)| > e−NAs+1
for all x ∈ Ui, ω ∈ Ωs+1 ∩ Vj.
For the first scale, we know that the number of eigenvalues close to V (x) is bounded by m0 ≪ N (1)ij
since there are at most m0 resonance entries. For the general inductive step, we will count the number of
eignevalues of H
Λ
(s+1)
ij
(x, ω) near E
(s)
ijk(x, ω) in the following lemma.
Lemma 9.8. If ω ∈ Ωs+1, then
#
{
E ∈ spH
Λ
(s+1)
ij
(x, ω) : dist
(
E,H
Λ
(s)
ij
(x, ω)
)
<
1
2
e−N
β
s
}
.
∣∣Λ(s+1)ij ∣∣1/2
Proof. By Corollary 9.3, ifH
Λ
(s+1)
ij
ϕ = Eϕ, ‖ϕ‖ = 1, dist(E,H
Λ
(s)
ij
(x, ω)
)
< 12e
−Nβs then |ϕ(n)| . e−|n|−N(s+1)ij
if |n| > N (s+1)ij .
Let L = ⊕
dist
(
E,H
Λ
(s)
ij
(x,ω)
)
< 12 e
−N
β
s
ker
(
H
Λ
(s+1)
ij
−EI). Then |ϕ(n)| . e−|n|−N(s+1)ij if |n| > N (2)ij for all ϕ ∈ L,
‖ϕ‖ = 1. Hence there is ψ ∈ R[−2N(s+1)ij ,2N(s+1)ij ] such that ϕ · ψ 6= 0.
But by Lemma A.6, dimL . N (s+1)ij .
∣∣Λ(s+1)ij ∣∣1/2. 
Lemma 9.9. If w ∈ Ωs+1, e−(Ns+1)γ < dist
(
E, spH
Λ
(s+1)
ij
(x, ω)
)
then log
∣∣f
Λ
(s+1)
ij
(x, ω)
∣∣ > |Λ(s+1)ij |4 logλ.
Proof. If
∣∣E−E(s)pjk(x+nω, ω)∣∣ ≥ 12e−Nβs for n, p, k then the assertion follows immediately from the Avalanche
Principle.
So suppose
∣∣E−E(s)p0jk0(x+n0ω, ω)∣∣ < 12e−Nβs , ω ∈ Ωs+1. Then ∣∣E−E(s)pjk(x+(n0+n)ω, ω)∣∣ ≥ 12e−(N(1))β ,
N
(s+1)
pj < |n| ≤
(
N
(s+1)
pj
)2
.
Take E˜ = |E − E˜| . e−Nβs such that ∣∣E˜ − E(s)pjk(x+ nω, ω)∣∣ ≥ 14e−Nβs . By Lemma 9.8 and Lemma B.5,
log
∣∣f
Λ
(s+1)
ij
(E)
∣∣ > log ∣∣f
Λ
(s+1)
ij
(E˜)
∣∣− ∣∣Λ(s+1)ij ∣∣1/2(N (s+1))γ .

10. Proof of Main Theorem
We have defined C3 functions V (1), V (2), . . . ,
∥∥V (ℓ+1) − V (ℓ)∥∥ . e−(N(ℓ))ν , and
T ⊃ Ω(2) ⊃ Ω(3) ⊃ . . . , mes(Ω(ℓ+1) \ Ω(ℓ)) . e−(N(ℓ)). Let V̂ = limV (ℓ) ∈ C3(T), Ω = ⋂Ω(ℓ),
Ĥ
Λ
(ℓ)
ij
(x, ω) =

V̂
(
x− |Λ(ℓ)ij |ω
) −1
−1 V̂ (x− (|Λ(ℓ)ij | − 1)ω) −1
−1 . . .
. . . −1
−1 V̂ (x+ |Λ(ℓ)ij |ω)

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Then
∥∥Ĥ
Λ
(ℓ)
ij
(x, ω)−H
Λ
(ℓ)
ij
(x, ω)
∥∥ . e−(N(ℓ))ν .
To establish Theorem 1.2, we need to show that the eigenvalues and eigenfunctions of Ĥ
Λ
(ℓ)
ij
(x, ω) have the
same properties shared by the eigenvalues and eigenfunctions of the potential V (ℓ). We do this by comparing
the corresponding eigenvalues and eigenfunctions.
By Lemma B.4, we can define
Ê
(ℓ)
ijk(x, ω) ∈ sp ĤΛ(ℓ)ij (x, ω) , ω ∈ Ω , x ∈ Uij
such that
∣∣Ê(ℓ)ijk(x, ω)− E(ℓ)ijk(x, ω)∣∣ . e−(N(ℓ))ν .
Lemma 10.1. dist
(
Ê
(ℓ)
ijk(x, ω), sp ĤΛ(ℓ)ij
(x, ω) \ {Ê(ℓ)ijk(x, ω)}) > e−(N(ℓ)ij )ν .
Proof. This follows from Corollary 9.4, Lemma B.4 and the definition of Ê
(ℓ)
ijk(x, ω) above. 
Lemma 10.2. There is
∥∥ϕˆ(ℓ)ijk(x, ω)∥∥ = 1 such that
Ĥ
Λ
(ℓ)
ij
(x, ω)ϕˆ
(ℓ)
ijk(x, ω) = Ê
(ℓ)
ijk(x, ω)ϕˆ
(ℓ)
ijk(x, ω),∥∥ϕˆ(ℓ)ijk(x, ω)− ϕ(ℓ)ijk(x, ω)∥∥ . e−(N(ℓ))ν
Proof.∥∥[Ĥ
Λ
(ℓ)
ij
(x, ω)− Ê(ℓ)ijk(x, ω)
]
ϕ
(ℓ)
ijk(x, ω)
∥∥ ≤ ∥∥Ĥ
Λ
(ℓ)
ij
(x, ω)−H
Λ
(ℓ)
ij
(x, ω)
∥∥+ ∥∥[H
Λ
(ℓ)
ij
(x, ω)− E(ℓ)ijk(x, ω)
]
ϕ
(ℓ)
ijk(x, ω)
∥∥
+
∣∣E(ℓ)ijk(x, ω)− Ê(ℓ)ijk(x, ω)∣∣
. e−(N
(ℓ))ν
The assertions follows from Lemma A.5 and Lemma 10.1. 
Corollary 10.3. w ∈ Ω. If ∣∣E − Ê(ℓ)ijk(x, ω)∣∣ < 12e−(N(ℓ))β then
dist
(
E, sp Ĥ
Λ
(ℓ)
pj
(x+ nω, ω)
)
>
1
2
e−(N
(ℓ))β
for all N (ℓ+1) < |n| ≤ (N (ℓ+1))2. Also,
#
(
E ∈ sp Ĥ
Λ
(ℓ+1)
ij
(x, ω) : dist
(
E, sp Ĥ
Λ
(ℓ)
ij
(x, ω)
)
<
1
2
e−(N
(ℓ))β
)
.
∣∣Λ(ℓ+1)ij ∣∣1/2
Proof. Same as in Lemma 9.1 and Lemma 9.6. 
Let f
Λ
(ℓ)
ij
(x, ω,E) = det
(
Ê
Λ
(ℓ)
ij
(x, ω)− E).
Lemma 10.4. If ω ∈ Ω ∩ V (ℓ)j , x ∈ Ui
dist
(
E, spH
Λ
(ℓ)
ij
(x, ω)
)
>
1
2
e−(N
(ℓ))γ
Then log
∣∣fˆ
Λ
(ℓ)
ij
(x, ω,E)
∣∣ > |Λ(ℓ)ij4 logλ.
Proof. For ℓ = 1, let
{
µk
}
= spH
Λ
(2)
ij
(x, ω),
∣∣λV̂ (x+ kω)− µk∣∣ ≤ 2.
Let K =
{
k :
∣∣E − µk∣∣ ≤ λ1/2}. If k ∈ K, then∣∣V (x+ kω)− λ−1E∣∣ ≤ ∣∣V (x+ kω)− V̂ (x+ kω)∣∣+ ∣∣V̂ (x+ kω)− λ−1E∣∣
. λ−1/2 .
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By Lemma 6.2, #K ≤ m0. Hence
log
∣∣fˆ
Λ
(1)
ij
(x, ω,E)
∣∣ > [Λ(1)ij (x, ω)−m0] logλ1/2 −m0(N (1))γ
>
|Λ(1)ij |
4
logλ .
For ℓ > 1, there is |E˜ − E| . e−(N(ℓ−1))β such that dist
(
E˜, spH
Λ
(ℓ−1)
pj
(x+ nω)
)
> e−N
(ℓ−1))β . By the
Avalanche Principle
log
∣∣fˆ
Λ
(ℓ)
ij
(x, ω, E˜)
∣∣ > Λ(ℓ)ij |
4
logλ .
In view of Corollary 10.3, we get
log
∣∣fˆ
Λ
(ℓ)
ij
(x, ω,E)
∣∣ > |Λ(ℓ)ij |
4
logλ
(see Lemma 9.7). 
Lemma 10.5.
∣∣∂xÊ(ℓ)ijk(x, ω)− ∂xE(ℓ)ijk(x, ω)∣∣ . e−(N(ℓ))ν .
Proof.∣∣∂xÊ(ℓ)ijk(x, ω)− ∂xE(ℓ)ijk(x, ω)∣∣ ≤ λ ∑
n∈Λ
(ℓ)
ij
∣∣V̂ ′(x+ nω)∣∣ ∣∣ϕˆ(ℓ)ijk(x, ω)(n)∣∣2 − V ′(x+ nω)∣∣ϕ(ℓ)ijk(x, ω)(n)∣∣2
≤ λ
∑
n
V̂ ′(x+ nω)− V (2)′(x+ nω)∣∣ ∣∣ϕˆ(ℓ)ijk(x, ω)(n)∣∣2
+ λ
∑
n
∣∣V (2)(x+ nω)∣∣ ∣∣ϕˆ(ℓ)ijk(x, ω)(n)∣∣2 − ∣∣ϕ(ℓ)ijk(x, ω)(n)∣∣2
. e−(N
(ℓ))2

Lemma 10.6.
∥∥∂xϕˆ(ℓ)ijk(x, ω)− ∂xϕ(ℓ)ijk(x, ω)∥∥ . e− 12Nνℓ .
Proof.
∂xϕ
(ℓ)
ijk(x, ω) =
[∮
|z−E
(ℓ)
ijk|=̺
(
H
Λ
(ℓ)
ij
(x, ω)− z)−1[∂xHΛ(ℓ)ij (x, ω)](HΛ(ℓ)ij − z)−1dz
]
ϕ
(ℓ)
ijk(x, ω)
where ̺ = 12e
−(N(ℓ))ν . Hence∥∥∂xϕˆ(ℓ)ijk(x, ω)− ∂xϕ(ℓ)ijk(x, ω)∥∥ ≤ ∮ ∥∥(Ĥ − z)−1(∂xĤ)(Ĥ − z)−1 − (H − z)−1(∂xH)(H − z)−1∥∥dz
+
[∮ ∥∥(H − z)−1(∂xH)(H − z)−1∥∥dz]∥∥ϕˆ(ℓ)ijk(x, ω)− ϕ(ℓ)ijk(x, ω)∥∥∥∥(Ĥ − z)−1(∂xĤ)(Ĥ − z)−1 − (H − z)−1(∂xH bigr)(H − z)−1∥∥
≤ ∥∥(Ĥ − z)−1 − (H − z)−1∥∥ ∥∥(∂xĤ)(Ĥ − z)−1∥∥
+
∥∥(H − z)−1∥∥ ∥∥∂xH − ∂xĤ∥∥ ∥∥(Ĥ − z)−1∥∥
+
∥∥(H − z)−1∥∥ ∥∥∂xH∥∥ ∥∥(Ĥ − z)−1 − (H − z)−1∥∥
. e−
1
2 (N
(ℓ))ν
since
(
Ĥ − z)−1 − (H − z)−1 = (Ĥ − z)−1 [(H − z)− (Ĥ − z)] (H − z)−1 and ∥∥(Ĥ − z)−1∥∥ . eNνℓ ,∥∥(H − z)−1∥∥ . eNνℓ . 
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Lemma 10.7.
∣∣∂xxÊ(ℓ)ijk(x, ω)− ∂xxE(ℓ)ijk(x, ω)∣∣ . e− 12 (N(ℓ))ν .
Proof.∣∣∂xxÊ(ℓ)ijk(x, ω) − ∂xxE(ℓ)ijk(x, ω)∥∥ ≤ λ ∑
n∈Λ
(ℓ)
ij
∣∣∣V̂ ′′(x+ nω)∣∣ϕˆ(ℓ)ijk(x, ω)(n)∣∣2 − V (ℓ)′′(x+ nω)∣∣ϕ(ℓ)ijk(x, ω)(n)∣∣2∣∣∣
+ 2λ
∑
n∈Λ
(ℓ)
ij
∣∣∣V̂ ′(x+ nω)ϕˆ(ℓ)ijk(x, ω)∂xϕˆ(ℓ)ijk − V (ℓ)′(x + nω)ϕ(ℓ)ijk(x, ω)∂xϕ(ℓ)ijk∣∣∣
. e−
1
2 (N
(ℓ))ν

Corollary 10.8.
∣∣∂xÊ(ℓ)ijk(x, ω)∣∣ + ∂xxÊ(ℓ)ijk(x, ω)∣∣ ≥ e− 12Nνℓ .
Proof. Since
∣∣∂xE(ℓ)ijk(x, ω)∣∣+ ∣∣∂xxE(ℓ)ijk(x, ω)∣∣ ≥ e−(N(ℓ))ν , the assertion follows from Lemma 10.5 and Lemma
10.7. 
Theorem 10.9. Given any V ∈ C3(T), |V ′(x)|+|V ′′(x)| ≥ c > 0, there is λ0 = λ0(V ) such that for |λ| > λ0,
one has a collection of pertubed potentials {Sℓ = Sℓ(V, λ)}∞ℓ=1, Sℓ ⊂ S(T (ℓ), δℓ), logT (ℓ+1) ≍
(
T (ℓ)
)α
,
0 < α≪ 1,
∞∑
ℓ=1
(
1− |Sℓ|
) ≤ λ−β, so that for any potential
V˜ (x) = V (x) +
∞∑
ℓ=1
W (ℓ)
(
η(ℓ), ξ(ℓ), θ(ℓ), {R(ℓ)m };x
)
where W (ℓ) ∈ Sℓ, there exists Ω = Ω(λ, V˜ ), mesΩ ≤ λ−β, so that the Lyapunov exponent L(ω,E) ≥ 14 log λ
for any ω ∈ Ω, E ∈ R.
Proof. Fix E,ω. For each ℓ, from Corollary 11.8, we have
mes
{
x ∈ T : dist(E, spH
Λ
(ℓ)
ij
(x, ω)
) ≤ e−(N(ℓ))r} ≤ e−c(N(ℓ))ν .
Let J =
∞⋃
ℓ=1
{
x ∈ T : dist(E, spH
Λ
(ℓ)
ij
(x, ω)
) ≤ e−(N(ℓ))r}. If x ∈ T \ J then
1
|Λij | log
∥∥MΛij (x, ω,E)∥∥ ≥ 1|Λij | log ∣∣fΛij (x, ω,E)∣∣
≥ 1
4
logλ .
From above, mesT \ J > 0. But 1|Λij | log
∥∥Mij(x, ω,E)∥∥ → L(ω,E) for almost all x since ω ∈ R \ Q.
Therefore L(ω,E) ≥ 14 logλ. 
Appendix A. Matrix Functions
Let A : (a, b) → Mm×m(C) be C1, A(x) self-adjoint for every x ∈ (a, b). Suppose E : (a, b) → R is such
that E(x) is a simple eigenvalue of A(x), and
spA(x) ∩
[
E0 − 3δ
2
, E0 +
3δ
2
]
= {E(x)} ⊂
(
E0 − δ
2
, E0 +
δ
2
)
, δ > 0 .
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Let P (x) be the orthogonal projection on the eigenspace of A(x) with eigenvalue E(x). By Riesz formula
for orthogonal projection of self-adjoint matrix
P (x) =
1
2πi
∮
|z−E0|=δ
(
zI −A(x))−1dz
P ′(x) =
1
2πi
∮
|z−E0|=δ
(
zI −A(x))−1A′(x)(zI −A(x))−1dz
Hence P : (a, b)→Mm×m(C) is C1
‖P ′(x)‖ ≤ 1
2π
(δ
2
)−1‖A′(x)‖(δ
2
)−1
(2πδ) =
1
4δ
‖A′(x)‖ .
Lemma A.1. A : (a, b)→Mm×m(C), E : (a, b)→ R as above. Then E is C1 and
E′(x) =
(
A′(x)ϕ(x), ϕ(x)
)
where ϕ(x) is a normalized eigenvector of A(x) with eigenvalue E(x).
Proof. For any x0 ∈ (a, b), choose ϕ0 ∈ RanP (x0), ‖ϕ0‖ = 1. Then
(
P (x0)ϕ0, ϕ0
)
= 1. There exists
neighborhood U of x0 such that
(
P (x)ϕ0, ϕ0
)
> 0 for every x ∈ U .
E(x) =
(
A(x)P (x)ϕ0 , ϕ0
)(
P (x)ϕ0, ϕ0
) for x ∈ U
E is C1 since A and P are C1.
E′(x0) =
(
A′(x0)P (x0)ϕ0, ϕ0
)
+
(
A(x0)P
′(x0)ϕ0, ϕ0
)(
P (x0)ϕ0, ϕ0
) − (A(x0)P (x0)ϕ0, ϕ0) (P ′(x0)ϕ0, ϕ0)(
P (x0)ϕ0, ϕ0
)2
=
(
A′(x0)ϕ0, ϕ0
)
+
(
P ′(x0)ϕ0, A(x0)ϕ0
)− (A(x0)ϕ0, ϕ0)(P ′(x0)ϕ0, ϕ0)
=
(
A′(x0)ϕ0, ϕ0
)
+ E(x0)
(
P ′(x0)ϕ0, ϕ0
)− E(x0)(P ′(x0)ϕ0, ϕ0)
=
(
A′(x0)ϕ0, ϕ0
)
.

Lemma A.2. Let x0, ϕ0, U be as in proof of Lemma A.1. Define ϕ(x) =
(
P (x)ϕ0, ϕ0
)−1/2(
P (x)ϕ0
)
for
x ∈ U . Then ϕ(x) is a normalized eigenvector of A(x) with eigenvalue E(x). ϕ : U → Rn is C1 and
ϕ′(x0) = P
′(x0)ϕ0.
Proof. Since P (x) is an orthogonal projection,(
P (x)ϕ0, ϕ0
)
=
(
P (x)2ϕ0, ϕ0
)
=
(
P (x)ϕ0, P (x)ϕ0
)
= ‖P (x0)ϕ0‖2 .
Therefore, ‖ϕ(x)‖ = 1.
Since P is C1, ϕ is C1,
ϕ′(x0) = −1
2
(
P (x0)ϕ0, ϕ0
)− 32 (P ′(x0)ϕ0, ϕ0)(P (x0)ϕ0)+ (P (x0)ϕ0, ϕ0)− 12 (P ′(x0)ϕ0)
= −1
2
(
P ′(x0)ϕ0, ϕ0
)
ϕ0 + P
′(x0)ϕ .
It remains to show
(
P ′(x0)ϕ0, ϕ0
)
= 0.
P (x) = P (x)2
P ′(x0) = P
′(x0)P (x0) + P (x0)P
′(x0)(
P ′(x0)ϕ0, ϕ0
)
=
(
P ′(x0)P (x0)ϕ0, ϕ0
)
+
(
P (x0)P
′(x0)ϕ0, ϕ0
)(
P ′(x0)ϕ0, ϕ0
)
= 2
(
P ′(x0)ϕ0, ϕ0
)
.
Hence
(
P ′(x0)ϕ0, ϕ0
)
= 0. 
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Lemma A.3. A : (a, b)→Mm×m(C), E : (a, b)→ R as above. If A is C2, then E is C2 and
|E′′(x)| ≤ ‖A′′(x)‖ + 1
2δ
‖A′(x)‖2 .
Proof. For any x0 ∈ (a, b), define ϕ(x) in a neighborhood U of x0 as in Lemma A.2, ‖ϕ(x)‖ = 1,
A(x)ϕ(x) = E(x)ϕ(x) for everyx ∈ U
E′(x) =
(
A′(x)ϕ(x), ϕ(x)
)
for everyx ∈ U .
Since ϕ(x) is C1, if A is C2 then E′ is C1. So E is C2.
E′′(x0) =
(
A′′(x0)ϕ(x0), ϕ(x0)
)
+
(
A′(x0)P
′(x0)ϕ(x0), ϕ(x0)
)
+
(
A′(x0)ϕ(x0), P
′(x0)ϕ(x0)
)
=
(
A′′(x0)ϕ(x0), ϕ(x0)
)
+ 2
(
A′(x0)P
′(x0)ϕ(x0), ϕ(x0)
)
|E′′(x0)| ≤ ‖A′′(x0)‖+ 2‖A′(x0)‖ ‖P ′(x0)‖
≤ ‖A′′(x0)‖+ 1
2δ
‖A′(x0)‖2
Let V : R→ R be continuous, piecewise smooth, 1–periodic. Define
H[m,n](x,w) =

V (x+mw) −1
−1 V (x+ (m+ 1)w) −1
−1 . . .
. . . −1
−1 V (x+ nw)

Then H[m,n](x,w) is continuous; H[m,n](., w) and H[m,n](x, .) are piecewise smooth. It is well-known that the
eigenvalues of H[m,n](x,w) are simple. So the eigenvalues E
(m)
[m,n](x,w) < · · · < E(n)[m,n](x,w) of H[m,n](x,w)
are continuous.
Let
{
ϕ
(ℓ)
[m,n](x, ω)(j)
}
m≤j≤n
be a normalized eigenvector of H[m,n](x, ω) with eigenvalue E
(ℓ)
[m,n](x, ω).
Suppose ∂xH[m,n](x0, ω0) exists. For fixed k, let
E0 = E
(k)
[m,n](x0, ω0),
δ =
1
2
dist
(
E
(k)
[m,n](x0, ω0),
{
E
(ℓ)
[m,n](x0, ω0)
}
ℓ 6=k
)
> 0 .
Since E
(ℓ)
[m,n] are continuous, there exists neighborhood U of x0 such that for every x ∈ U
spH[m,n](x, ω0) ∩
[
E0 − 3δ
2
, E0 +
3δ
2
]
=
{
E
(k)
[m,n](x, ω0)
} ⊂ (E0 − δ
2
, E0 +
δ
2
)
.
By Lemma A.1,
∂xE
(k)
[m,n](x0, ω0) =
n∑
j=m
V ′(x0 + jω0)
∣∣ϕ(k)[m,n](x0, ω0)(j)∣∣2 .
Similarly,
∂ωE
(k)
[m,n](x0, ω0) =
n∑
j=m
jV ′(x0 + jω0)
∣∣ϕ(k)[m,n](x0, ω0)(j)∣∣2 .

Lemma A.4. If A is n × n, self-adjoint, and ‖Aϕ‖ < ε for some ϕ, ‖ϕ‖ = 1. Then there exists λ ∈
spA ∩ (−ε, ε).
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Proof. If A is not invertible, then take λ = 0. If A−1 exists, then 1 = ‖ϕ‖ = ‖A−1Aϕ‖ < ‖A−1‖ε. Let
λ1, . . . , λn be the eigenvalues of A,
1
ε
< ‖A−1‖ = 1
min |λi| =⇒ min |λi| < ε .

Lemma A.5. Let A be n×n, self-adjoint. Suppose ‖Aϕ‖ < ε, Aψ = 0, ‖ϕ‖ = ‖ψ‖ = 1. If |µ| > δ for every
µ ∈ spA \ {0} then min
|c|=1
‖ϕ− cψ‖ . ε/δ provided 0 is simple eigenvalue.
Proof. Let ψµ be normalized eigenvectors of A with eigenvalues µ 6= 0,
ε2 > ‖Aϕ‖2 = λ2|(ϕ, ψ)|2 +
∑
µ6=0
µ2|(ϕ, ψµ)|2 > δ2
∑
µ6=0
|(ϕ, ψµ)|2
‖ϕ− cψ‖2 = ‖ϕ‖2 − c¯(ϕ, ψ)− c(ψ, ϕ) + |c|2‖ψ‖2
= 2 [1− Re c¯(ϕ, ψ)] [|c| = 1]
min
|c|=1
‖ϕ− cψ‖2 = 2 [1− |(ϕ, ψ)|]
≤ 2 [1− |(ϕ, ψ)|2] [|(ψ, ϕ)| ≤ 1]
= 2‖ϕ− (ϕ, ψ)ψ‖2
= 2
∑
µ6=0
|(ϕ, ψµ)|2
< 2ε2/δ2

Lemma A.6. Let L,M be subspaces of Rn. If dimL > dimM , then there is ψ ∈ L, ‖ψ‖ = 1, such that
(ψ, ϕ) = 0 for all ϕ ∈M.
Proof. Suppose, for contradiction, that L ∩M⊥ = {0}. Since R =M⊕M⊥, we have L ⊂ M. But this is
impossible because dimL > dimM. Hence, there is ψ ∈ L ∩M⊥, ‖ψ‖ = 1. 
Appendix B. Mini-max principle
Mini-max Principle: Let A be n× n hermitian matrix, with eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λn. Then
λj = min
dimM=j
max
x∈M
‖x‖=1
(Ax, x)
= max
dimM=n−j+1
min
x∈M
‖x‖=1
(Ax, x) .
Lemma B.1. Let A,B be n × n hermitian matrices, with eigenvalues λ1 ≤ . . . λn and µ1 ≤ · · · ≤ µn
respectively. Suppose there is α > 0, y ∈ Rn such that Ax = Bx + α(x, y)y for all x ∈ Rn. Then the
eigenvalues of A and B interlace, i.e. µ1 ≤ λ1 ≤ µ2 ≤ λ2 ≤ · · · ≤ µn ≤ λn.
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Proof.
µj = min
x∈Mj
‖x‖=1
(Bx, x) for some Mj, dimMj = n− j + 1
λj = max
dimM=n−j+1
min
x∈M
‖x‖=1
(Ax, x)
≥ min
x∈Mj
‖x‖=1
(Ax, x) = min
x∈M˜j
‖x‖=1
[
(Bx, x) + α|(x, y)|2] ≥ µj
On the other hand,
λj = min
x∈Mj
‖x‖=1
(Ax, x) for some M˜j, dim M˜j = n− j + 1
Let Uj ⊂ M˜j ∩ (Ry)⊥, dimUj = n− j for j < n.
µj+1 = max
dimM=n−j
min
x∈M
‖x‖=1
(Bx, x)
≥ min
x∈Uj
‖x‖=1
(Bx, x) = min
x∈Uj
‖x‖=1
(Ax, x) ≥ λj .

Corollary B.2. Let A,B be hermitian matrices, with eigenvalues λ1 ≤ · · · ≤ λn and µ1 ≤ · · · ≤ µn
respectively. Suppose rank(A−B) = k. Then
µj ≤ λj+k
λj ≤ µj+k .
Lemma B.3. Let A,B be n× n hermitian matrices, rank(A−B) = k > 0, B 6= 0. Then
log | detB| − log | detA| ≤ 2k log ‖B‖ − 2k log dist(spA, 0) .
Proof. detA = 0⇐⇒ dist(spA, 0) = 0. In this case, the inequality is trivial. So assume detA 6= 0.
Let λ1 ≤ · · · ≤ λn and µ1 ≤ · · · ≤ µn be the eigenvalues of A and B respectively. Suppose µ ≤ 0 < µi+1.
By Lemma B.2, λj−k ≤ µj < 0 for k < j ≤ i ; 0 < µℓ ≤ λℓ+k for i < ℓ ≤ n− k.
log | detB| − log | detA| =
∑
k<j≤i
(
log |µj | − log |λj−k|
)
+
∑
i<j≤n−k
(
log |µj | − log |λj+k|
)
+
∑
j≤k
log |µj |+
∑
j>n−k
log |µj | −
∑
i−k<j≤i+k
log |λj |
≤ 2k log ‖B‖ − 2k log dist(spA, 0) .

Lemma B.4. Let A,B be n × n hermitian matrices, with eigenvalues λ1 ≤ · · · ≤ λn and µ1 ≤ · · · ≤ µn
respectively. Then |λj − µj | ≤ ‖A−B‖, j = 1, . . . , n.
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Proof.
µj = max
x∈Mj
‖x‖=1
(Bx, x) for some M j , dimM j = j
λj = min
dimM=j
max
x∈M
‖x‖=1
(Ax, x) ≤ max
x∈Mj
‖x‖=1
(Ax, x)
≤ max
x∈Mj
‖x‖=1
(Bx, x) + max
x∈Mj
‖x‖=1
(
(A−B)x, x)
≤ µj + ‖A−B‖ .
Similarly, µj ≤ λj + ‖A−B‖. 
Lemma B.5. Let A be an n × n hermitian matrix. Given an interval (E′, E′′), let E = E′ − n(E′′ − E′),
E = E′′ + n(E′′ − E′). If m = #(spA ∩ (E,E)), then for any E1, E2 ∈ (E′, E′′) one has
log | det(A− E2)| − log | det(A− E1)| ≤ 1 +m log ‖A− E2‖ −m log dist(spA,E1)
Proof. We prove the case for E1 < E2. (The case for E2 < E1 is similar.) Let λ1 ≤ · · · ≤ λn be the
eigenvalues of A, λr ≤ E < λr+1, λs < E ≤ λs+1.
For j > s, |E2 − λj | < |E1 − λj |
For j ≤ r, |E2 − λj ||E1 − λj | ≤
|E2 − E1|+ |E1 − λj |
|E1 − λj | ≤
E′′ − E′
n(E′′ − E′) + 1 = 1 +
1
n
For r < j ≤ s, |E2 − λj ||E1 − λj | ≤
‖A− E2‖
dist(spA,E1)
log | det(A− E2)| = log
n∏
j=1
|E2 − λj |
= log
n∏
j=1
|E1 − λj |+
∑
j≤r
log
|E2 − λj |
|E1 − λj | +
∑
r<j≤s
log
|E2 − λj |
|E1 − λj | +
∑
j>s
log
|E2 − λj |
|E1 − λj |
≤ log | det(A− E1)|+ n log
(
1 +
1
n
)
+m
(
log ‖A− E2‖
∣∣− log dist(spA,E1))
The assertion now follows since n log
(
1 + 1n
) ≤ 1. 
Appendix C. 1 dimensional difference Schro¨dinger equation
Consider the 1 dimensional difference Schro¨dinger equation:
−ϕ(k − 1)− ϕ(k + 1) + λv(k)ϕ(k) = Eϕ(k) , k ∈ Z
where v(k) ∈ R, |v(k)| ≤ C.
The eigenvalues of this equation with Dirichlet boundary conditions, ϕ(a − 1) = ϕ(b + 1) = 0, are the
same as the eigenvalues of
H[a,b] =

λv(a) −1
−1 λv(a+ 1) −1
−1 . . .
. . . −1
−1 λv(b)

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Given initial condition ϕ(a− 1), ϕ(a), the solution of this equation, for b ≥ a, can be written as(
ϕ(b + 1)
ϕ(b)
)
=M[a,b](E)
(
ϕ(a)
ϕ(a− 1)
)
where M[a,b](E) is the monodromy matrix
M[a,b](E) =
a∏
k=b
Ak, Ak =
(
λv(k) − E −1
1 0
)
The entries of the monodromy Mn are
M[a,b](E) =
(
f[a,b](E) −f[a+1,b](E)
f[a,b−1](E) −f[a+1,b−1](E)
)
where f[a,b](E) = det
(
H[a,b] − E
)
.
If E /∈ spH[a,b], then by Cramer’s rule,(
H[a,b] − E
)−1
(k, ℓ) =
(
H[a,b] − E
)−1
(ℓ, k) [a ≤ k ≤ ℓ ≤ b]
=
f[a,k−1](E)f[ℓ+1,b](E)
f[a,b](E)
.
By convention, f[a,a−1](E) = f[b+1,b](E) = 1.
Poisson’s Formula: If −ϕ(n− 1)− ϕ(n+ 1) + v(n)ϕ(n) = Eϕ(n), E /∈ spH[a,b]. Then for a ≤ m ≤ b
ϕ(m) =
(
H[a,b] − E
)−1
(m, a)ϕ(a − 1) + (H[a,b] − E)−1(m, b)ϕ(b + 1) .
Notation:
T[a,b] = H[a,b] − diag
(
λv(a), . . . , λv(b)
)
=

0 −1
−1 0 −1
−1 0 . . .
. . . −1
−1 0

Note that
∥∥T[a,b]∥∥ ≤ 2.
Fix a, b. Let n = b− a+ 1.
Lemma C.1. If µ = 12 mina≤j≤b
|λv(j) − E| > 2, then dist(spH[a,b], E) > µ and log |f[a,b](E)| > n logµ.
Proof. Let µ1 ≤ · · · ≤ µn be the eigenvalues of
(
H[a,b] − E
)
, µ˜j = λv(ij) − E , µ˜1 ≤ · · · ≤ µ˜n . By Lemma
B.4, |µj − µ˜j | ≤
∥∥T[a,b]∥∥ ≤ 2. Hence |µj | ≥ 2µ− 2 > µ. Therefore
log |f[a,b](E)| = Σ log |µj | > n logµ .

Lemma C.2. If µ = 12 minj 6=j0
|λv(j) − E| > 2, then #(sp(H[a,b] − E) ∩ [−µ, µ]) ≤ 1 and
log |f[a,b](E)| > (n− 1) logµ+ log dist(spH[a,b], E) .
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Proof. Let µ1 ≤ · · · ≤ µn be the eigenvalues of
(
H[a,b] − E
)
,
µ˜j = λv(ij)− E , µ˜1 ≤ · · · ≤ µ˜n , µ˜j¯ = λv(j0)− E .
Then |µj | > µ for j 6= j¯
log |f[a,b](E)| =
∑
j 6=j¯
log |µj |+ log |µj¯ |
> (n− 1) logµ+ log dist(spH[a,b], E)

Lemma C.3. If µ = 12 min |λv(j)− E| > 2, |E| ≤ max |λv(j)| = λC then
log
∣∣(H[a,b] − E)−1(k, ℓ)∣∣ < −1
2
|ℓ − k| logµ
provided |ℓ− k| > λϑ, λ > λ0(ϑ,C).
Proof. Without loss of generality, assume ℓ > k. Let
H[a,b;k,ℓ] =
H[a,k−1] H[k,ℓ]
H[ℓ+1,b]

f[a,b;k,ℓ](E) = det
(
H[a,b;k,ℓ] − E
)
rank
(
H[a,b] −H[a,b;k,ℓ]
) ≤ 4. Since log dist(spH[a,b], E) > logµ > 0, by Lemma B.3
log |f[a,b;k,ℓ](E)| − log |f[a,b](E)| ≤ 8 log ‖H[a,b;k,ℓ] − E‖
log
∣∣(H[a,b] − E)−1(k, ℓ)∣∣ = log ∣∣f[a,k−1](E)∣∣+ log ∣∣f[ℓ+1,b](E)∣∣ − log ∣∣f[a,b](E)∣∣
= log
∣∣f[a,b;k,ℓ](E)∣∣− log ∣∣f[a,b](E)∣∣− log ∣∣f[k,ℓ](E)∣∣
≤ 8 log∥∥H[a,b;k,ℓ] − E∥∥− log ∣∣f[k,ℓ](E)∣∣
≤ 8 log(2λC + 2)− (ℓ− k + 1) logµ
< −1
2
(ℓ− k) logµ provided (ℓ− k) > λϑ

Lemma C.4. If µ = 12 minj 6=j0
|λv(j) − E| > 2, |E| ≤ max |λv(j)| = λC, E /∈ spH[a,b]. Then
log
∣∣(H[a,b] − E)−1(k, ℓ)∣∣ < −1
2
|k − ℓ| logµ+ 8∣∣ log dist(spH[a,b], E)∣∣
provided |k − ℓ| > λϑ, λ > λ0(ϑ,C).
Proof. Without loss of generality, assume k < ℓ. If j0 < k < ℓ or k < ℓ < j0, then
log
∣∣(H[a,b] − E)−1(k, ℓ)∣∣ = log ∣∣f[a,k−1](E)∣∣+ log ∣∣f[ℓ+1,b](E)∣∣ − log ∣∣f[a,b](E)∣∣
= log
∣∣f[a,b;k,ℓ](E)∣∣− log ∣∣f[a,b](E)∣∣ − log ∣∣f[k,ℓ](E)∣∣
≤ 8 log∥∥H[a,b;k,ℓ] − E∥∥+ 8∣∣ log dist(spH[a,b], E)∣∣ − (ℓ− k + 1) logµ
< −1
2
|k − ℓ| logµ+ 8| log dist(spH[a,b], E)|
Suppose k ≤ j0 ≤ ℓ. Let
H˜[a,b](E) = diag
(
λv(a), . . . , λv(j0 − 1), 2µ+ E, λv(j0 + 1), . . . , λv(b)
)
+ T[a,b]
f˜[a,b](E) = det
(
H˜[a,b](E)− E
)
.
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By Lemma C.3,
log
∣∣(H˜[a,b](E)− E)−1(k, ℓ)∣∣ ≤ 8 log(2λC + 2)− (ℓ− k + 1) logµ
rank
(
H˜[a,b](E)−H[a,b]
)
= 1. By Lemma B.3
log
∣∣f˜[a,b](E)∣∣− log ∣∣f[a,b](E)∣∣ ≤ 2 log ∥∥H˜[a,b](E)− E∥∥− 2 log dist(spH[a,b], E)
≤ 2 log(2λC + 2) + 2∣∣ log dist(spH[a,b], E)∣∣
log
∣∣(H[a,b] − E)−1(k, ℓ)∣∣ = log ∣∣f[a,k−1](E)∣∣ + log ∣∣f[ℓ+1,b](E)∣∣− log ∣∣f[a,b](E)∣∣
= log
∣∣(H˜[a,b](E)− E)−1(k, ℓ)∣∣+ log ∣∣f˜[a,b](E)∣∣ − log ∣∣f[a,b](E)∣∣
≤ 10 log(2λC + 2)− (ℓ− k + 1) logµ+ 2∣∣ log dist(spH[a,b], E)∣∣
< −1
2
|k − ℓ| logµ+ 8∣∣ log dist(spH[a,b], E)∣∣

Lemma C.5. Let K ∈Mn×n(C). Then
∣∣ log | det(I +K)|∣∣ . n‖K‖ provided ‖K‖ < 12 .
Proof. sp(I +K) ⊂ {z ∈ C : |z − 1| ≤ ‖K‖}, det(I +K) = Πλ where the product runs over the eigenvalues
of I +K with corresponding algebraic multiplicity. So(1
2
)n
<
(
1− ‖K‖)n ≤ | det(I +K)| ≤ (1 + ‖K‖)n
if ‖K‖ < 12 . Therefore ∣∣ log | det(I +K)|∣∣ . n‖K‖ .

Lemma C.6.
∣∣∣∣∣ log
∣∣∣∣det

a1 1
1 a2 1
1
. . .
1
1 an

∣∣∣∣− n∑
j=1
log |aj |
∣∣∣∣∣ . nmin |aj |
provided min |aj | > 2.
Proof.
det

a1 1
1 a2 1
1
. . .
1
1 an
 =
(
n∏
j=1
aj
)
1 1/a1
1/a2 1 1/a2
1/a3
. . .
. . .

∣∣∣∣∣ log
∣∣∣∣det

a1 1
1 a2 1
1
. . .
1
1 an

∣∣∣∣− n∑
j=1
log |aj |
∣∣∣∣∣ =
∣∣∣∣∣ log
∣∣∣∣ det [I +

0 1/a1
1/a2 0 1/a2
1/a3
. . .
. . .

]∣∣∣∣
∣∣∣∣∣ . nmin |aj |
provided min |aj | > 2. 
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Lemma C.7. If min
a≤k≤b
|λv(k) − E| ≥ λA, a ≤ i < j < b. Then∣∣∣f[a,i](E)f[j,b](E)
f[a,b](E)
∣∣∣ ≤ λ−A|j−i−1|
provided n = b− a+ 1 . λA.
Proof.
log
∣∣f[a,i](E)∣∣ ≤ i∑
k=a
log |λv(k) − E|+ nλ−A
log
∣∣f[j,b](E)∣∣ ≤ b∑
k=j
log |λv(k) − E|+ nλ−A
log
∣∣f[a,b](E)∣∣ ≥ b∑
k=a
log |λv(k) − E| − nλ−A
log
∣∣∣f[a,i](E)f[j,b](E)
f[a,b](E)
∣∣∣ ≤ − ∑
i<k<j
log |λv(k)− E|+ 3nλ−A
≤ −|j − i− 1| logλA + 3nλ−A

Corollary C.8.
∣∣(H[a,b] − E)−1(i, j)∣∣ ≤ λ−A(|i−j|+1) if min
a≤k≤b
|λv(k) − E| ≥ λA, n . λA.
Lemma C.9. Suppose [a, b] =
K⋃
k=1
[a′k, b
′
k], a
′
1 = a, b
′
K = b, a
′
k < b
′
k−1 < a
′
k+1 < b
′
k for
k = 2, 3, . . . ,K − 1, b′k−1 − a′k > nτ for k = 2, 3, . . . ,K. Assume that∣∣(H[a′,b′] − E)−1(i, j)∣∣ ≤ exp(−γ|i− j|)
when |i− j| ≥ 12nτ for all k. Then E /∈ spH[a,b] provided n > n0(τ, γ).
Proof. Suppose, for contradiction, that H[a,b]ϕ = Eϕ, ‖ϕ‖ = 1. Let
xk = ⌊1
2
(a′k + b
′
k−1)⌋ , k = 2, . . . ,K .
Then a′k < xk < xk+1 < bk. For any j ∈ [xk, xk+1], by Poisson’s formula
ϕ(j) =
(
H[a′k,b′k] − E
)−1
(j, a′k)ϕ(a
′
k − 1) +
(
H[a′k,b′k] − E
)−1
(j, b′k)ϕ(b
′
k + 1)
|ϕ(j)| ≤ 2 exp[−γ
2
nτ
]
since |j − a′k| ≥ 12nτ , |j − b′k| ≥ 12nτ .
Similarly, for j ∈ [a, x2] ∪ [xk, b],
|ϕ(j)| ≤ exp[−γ
2
nτ
]
Since
[a, b] =
(K−1⋃
k=2
[xk, xk+1]
)
∪ [a, x2] ∪ [xk, b]
1 =
b∑
j=a
|ϕ(j)|2 ≤ n[4 exp(−γnτ)]
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But this is false for sufficiently large n. 
Lemma C.10. Suppose |E| ≤ λ max
a≤n≤c
|v(n)| =: λC0, dist
(
spH[a,c], E
)
= κ. If a < b < c then
log
∥∥M[a,b](E)∥∥+ log ∥∥M[b+1,c](E)∥∥ − log ∥∥M[a,c](E)∥∥ ≤ 20[log(λC0)− log κ]
provided λC0 ≫ 1.
Proof.
‖M[a,c](E)‖ ≥ |f[a,c](E)|
‖M[a,b](E)‖ ≤ |f[a,b](E)|+ |f[a,b−1](E)|+ |f[a+1,b](E)| + |f[a+1,b−1](E)|
‖M[b+1,c](E)‖ ≤ |f[b+1,c](E)|+ |f[b+1,c−1](E)|+ |f[b+2,c](E)| + |f[b+1,c−1](E)|
(C.1)
‖M[a,b](E)‖ ‖M[b+1,c](E)‖
‖M[a,c](E)‖
≤
(|f[a,b](E) + · · · )(|f[b+1,c](E)|+ · · · )
|f[a,c](E)|
Expand the numerator, we get 16 terms. One of the terms is
|f[a+1,b−1](E)| |f[b+2,c−1](E)| =
∣∣∣∣∣det

I1
H[a+1,b−1]
I2
H[b+2,c−1]
I1

∣∣∣∣∣ =: | det H˜|
rank
(
H[a,c] − H˜
)
= 8. By Lemma B.3
log |f[a+1,b−1](E)f[b+1,c−1](E)| − log |f[a,c](E) ≤ 16 log ‖H˜‖ − 16 log dist(spH[a,c], E)
Therefore
|f[a+1,b−1](E)| |f[b+1,c−1](E)|
|f[a,c](E)|
≤
(
2λC0 + 2
κ
)16
Same estimate holds for other terms in (C.1). So
‖M[a,b](E)‖ ‖M[b+1,c](E)‖
‖M[a,c](E)‖ ≤ 16
(
2λC0 + 2
κ
)16
Hence
log ‖M[a,b](E)‖ + log ‖M[b+1,c](E)‖ − log ‖M[a,c](E)‖ ≤ log 16 + 16 log
(
2λC0 + 2
κ
)

Appendix D. Avalanche Principle
Proposition D.1. (Goldstein, Schlag)[GS1] Let A1, . . . , An be a sequence of 2× 2 matrices whose deter-
minants satisfy
max
1≤j≤n
| detAj | ≤ 1 .
Suppose that
min
1≤j≤n
‖Aj‖ ≥ µ > n
and
max
1≤j<n
[
log ‖Aj+1‖+ log ‖Aj‖ − log ‖Aj+1Aj‖
]
<
1
2
logµ .
Then ∣∣ log ‖An . . . A1‖+ n−1∑
j=2
log ‖Aj‖ −
n−1∑
j=1
log ‖Aj+1Aj‖
∣∣ . n
µ
.
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Proposition D.2. (Goldstein, Schlag)[GS2] For a0 < a1 < · · · < an, if the monodromy matrices
M(aj−1,aj] =: Aj satisfy the conditions of Proposition 1, then∣∣∣ log ‖M(a0,an]‖+ n−1∑
j=2
log ‖M(aj−1,aj ]‖ −
n∑
j=2
log ‖M[aj−2,aj ]‖
∣∣∣ . n
µ
.
Moreover, if Aj :=M(aj−1,aj ] for 1 < j < n,
A1 :=M[a0,a1]
(
1 0
0 0
)
and An :=
(
1 0
0 0
)
M(an−1,an]
satisfy the conditions of the proposition, then∣∣∣∣∣ log f[a0,an](E) +
n−1∑
j=2
log ‖M(aj−1,aj ]‖ −
n−1∑
j=3
log ‖M(aj−2,aj ]‖
− log
∥∥∥M[a0,a2](1 00 0
)∥∥∥− log ∥∥∥(1 0
0 0
)
M(an−2,an]
∥∥∥∣∣∣∣∣ . nµ
Appendix E. Implicit Function
Definition. D0 ⊂ R2 is n–simple if D0 =
J0⋃
j=1
Dj , where Dj are rectangles, J0 ≤ n.
Proposition E.1. Let f(x, y) be C1 on (a, b) × (c, d) =: D. Assume ∂yf(x, y) ≥ µ > 0,
∣∣∂xf(x, y)∣∣ ≤
κ forall (x, y) ∈ D. Given ρ > 0, there exists n–simple set D0 ⊂ D, n = 2m, |D \D0| ≤ (b− a)
(
2ρ
µ +
1
m
κ
µ
)
such that |f(x, y)| ≥ ρ on D0.
Proof. For x ∈ (a, b), define s+(x) = {y ∈ (c, d) : f(x, y) ≥ ρ}, s−(x) = {y ∈ (c, d) : f(x, y) ≤ −ρ} and
y+(x) =
{
d if s+ = ∅
inf s+ s+ 6= ∅
y−(x) =
{
c if s− = ∅
sup s− s− 6= ∅
Let
Jk =
(
a+
k − 1
m
(b− a), a+ k
m
(b− a)
)
, xk = a+
2k − 1
2m
(b− a), k = 1, 2, . . . ,m,
yk,1 = min
{
y+(xk) +
1
2m
κ
µ
, d
}
yk,2 = max
{
y−(xk)− 1
2m
κ
µ
, c
}
Take
Dk,1 = Jk × (yk,1, d)
Dk,2 = Jk × (c, yk,2)
D0 =
⋃
k
(Dk,1 ∪Dk,2)
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Then |f(x, y)| ≥ ρ on D0 and
0 < yk,1 − yk,2 ≤ 2ρ
µ
+
1
m
κ
µ
=⇒ |D \D0| ≤ (b− a)
(2ρ
µ
+
1
m
κ
µ
)

Lemma E.2. Suppose f : [a, b]→ R is C2, monotone. If |f ′′(x)| ≥ C for all x ∈ (a, b), then
mes {x ∈ [a, b] : |f(x)| ≤ ε} . ( ε
C
)1/2
.
Proof. Without loss of generality, assume f is increasing. (Otherwise, consider −f .)
Let (a˜, b˜) ⊂ [a¯, b¯] = {x ∈ [a, b] : |f(x)| ≤ ε}. If f ′′(x) ≥ C then there is c˜ ∈ (a˜, b˜) such that
f(b˜)− f(a˜) = f ′(a˜)(b˜ − a˜) + 1
2
f ′′(c˜)(b˜ − a˜)2
2ε ≥ 1
2
C(b˜ − a˜)2
b˜− a˜ . ( ε
C
)1/2
.
If f ′′(x) ≤ −C then
f(a˜)− f(b˜) = f ′(b˜)(a˜− b˜) + 1
2
f ′′(c˜)(b˜− a˜)2
f(b˜)− f(a˜) = f ′(b˜)(b˜− a˜) + 1
2
[−f ′′(c˜)](b˜− a˜)2
2ε ≥ 1
2
C(b˜ − a˜)2
b˜− a˜ . ( ε
C
)1/2
mes
{
x ∈ [a, b] : |f(x)| ≤ ε} = sup(b˜− a˜) . ( ε
C
)1/2

Corollary E.3. Suppose f : [a, b]→ R is C3, such that |f ′(x)|+ |f ′′(x)| ≥ C, |f ′′(x)| + |f ′′′(x)| ≤ κ. Then
for ε . C . κ(b− a), one has
mes {x ∈ [a, b] : |f(x)| ≤ ε} . κ
C
( ε
C
)1/2
(b − a).
Proof. Let xi = a +
b−a
N i, i = 0, 1, 2, . . . , N where
C
8κ ≤ b−aN ≤ C4κ . On each xi, either |f ′(xi)| ≥ C2 or
|f ′′(xi)| ≥ C2 .
If |f ′′(xi)| ≥ C2 then |f ′′(x)| ≥ C4 for all x ∈ [xi−1, xi] since sgn f ′′ does not change in [xi−1, xi], f has at
most two monotonicity intervals in [xi−1, xi]. Hence mes {x ∈ [xi−1, xi] : |f(x)| ≤ ε} .
(
ε
C
)1/2
.
If |f ′(xi)| ≥ C2 then |f ′(x)| ≥ C4 for all x ∈ [xi−1, xi]. So mes {x ∈ [xi−1, xi] : |f(x)| ≤ ε} ≤ 2εC/4 .
(
ε
C
)1/2
.
Therefore
mes {x ∈ [a, b] : |f(x)| ≤ ε} . N( ε
C
)1/2
.
κ
C
( ε
C
)1/2
(b − a) .

Let Fℓ(x, y) be C
3 on (aℓ, bℓ)× (c, d), where (aℓ, bℓ), (c, d) ⊂ T, ℓ ∈ {1, 2}. Suppose
0 < µ ≤ |∂yF1(x, y)|
|∂yFℓ|, |∂xFℓ|, |∂xxFℓ|, |∂yyFℓ|, |∂xyFℓ| ≤ κ
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Since ∂yF1 6= 0, we can define y(., t) such that F1
(
x, y(x, t)
)
= t for x ∈ π1
(
F−11 (t)
)
. Furthermore,
|∂xy(x, t)| ≤ κ
µ
, |∂xxy(x, t)| ≤ 4κ
3
µ2
Let xi = a1 +
i
N , i = 0, 1, 2, . . . , ⌊N(b1 − a1)⌋ =: N1. Define
ξi = min {|∂xy(x, t)| : (x, t) ∈ [xi−1, xi]× [−ε, ε]} .
Suppose ξi ≤ ̺. Then there is t ∈ [−ε, ε] such that
mes
{
y
([
xi−1, xi
]
, t
)} ≤ ̺
N
+
4κ3
µ3N2
.
Since |y(x, s)− y(x, t)| ≤ |s−t|µ , ⋃
t∈[−ε,ε]
{
y
([
xi−1, xi
]
, t
)} ⊂ [c˜i, d˜i]
d˜i − c˜i ≤ ̺N + 4κ
3
µ2N2 +
2ε
µ . Write (c, d) \
⋃
i:ξi≤̺
[c˜i, d˜i] =
J⋃
j=1
(cj , dj), J ≤ N1 + 1. On each (cj , dj), define
the inverse functions of y, i.e. F1
(
φjk(y, t), y
)
= t for y ∈ (cj , dj) ∩ π2
(
F−11 (t)
)
, k = 1, 2, . . . ,Kj, Kj ≤
N1 +
b1−a1
d−c
κ
µ ≤ 2N1 provided N ≥ 1d−c κµ .
Lemma E.4. Let y0 ∈ (cj + 2εµ , dj − 2εµ ). Then |φjk(y0, s)− φjk(y0, t)| ≤ 2εµ̺ for any s, t ∈ [−ε, ε] such that
φjk(y0, s) and φjk(y0, t) are defined.
Proof. Let a = φjk(y0, s), b = φjk(y0, t). Then F1(a, y0) = s. Since |∂yF1(x, y)| > µ and |s− t| ≤ 2ε, there
is y1 ∈ [y0 − 2εµ , y0 + 2εµ ] ⊂ (cj , dj) such that F1(a, y1) = t. Hence, y(x, t) is defined for all x between a and
b. Therefore, there exists x˜ between a and b such that
2ε/µ
|φjk(y0, s)− φjk(y0, t)| ≥
|y(a, s)− y(a, t)|
|φjk(y0, s)− φjk(y0, t)| = |∂xy(x˜, t)| > ̺

Lemma E.5. Suppose b1 − a1 > ε1/100 and d− c > ε1/100. If
|∂xF2(x, y)|+ |∂xxF2(x, y)| ≥ C > ε1/100
for all (x, y) ∈ (a2, b2)× (c, d), then for κ ≤ ε−1/100, µ ≥ ε1/100, one has
mes
{
y ∈ (c, d) : ∃ x ∈ (a1, b1), n > ε
−1/10
such that |F1(x, y)| ≤ ε, |F2(x+ ny, y)| ≤ ε
}
. εϑ(d− c)(b1 − a1) .
Proof. Choose ̺ = ε1/25, N ≍ ε−1/10. Fix jk, t, n. Let f(y) = F2
(
φjk(y, t) + ny, y
)
. Then
f ′(y) = (∂xF2)(∂yφjk + n) + ∂yF2
f ′′(y) = (∂xxF2)(∂yφjk + n)
2 + (∂xF2)(∂yyφjk) + 2(∂xyF2)(∂yφjk + n) + ∂yyF2
for all y where f is defined.
|f ′(y)|+ |f ′′(y)| ≥

C
2 (n− ̺−1)− κ if |∂xF2| ≥ C2
C
2 (n− ̺−1)2 − κ 4κ
3
µ2̺3 − 2κ(κ+ n)− κ if |∂xxF2| ≥ C2
≥ nC
4
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By Corollary E.3,
mes
{
y ∈ (cj + 2ε
µ
, dj − 2ε
µ
) : |f(y)| ≤ ε1/2
}
.
κ
nC
(ε1/2
nC
)1/2
(dj − cj)
Also, by Lemma E.4,
|F2(φjk(y, s) + ny, y)− F2(φjk(y, t) + ny, y)| ≤ κ|φjk(y, s)− φjk(y, t)| ≤ 2κε
µ̺
for all s such that φjk(y, s) is defined. If |f(y)| > ε1/2 then
|F2
(
φjk(y, s) + ny, y
)| > |f(y)| − 2κε
µ̺
> ε
Hence,
mes
{
y ∈ (c, d) : ∃ x ∈ (a1, b1), n > ε
−1/10
such that |F1(x, y)| ≤ ε, |F2(x+ ny, y)| ≤ ε
}
. (N1 + 1)(2N1)
κ
C
(ε1/2
C
)1/2
(d− c)
∑
n>ε−1/10
1
n3/2
+N
( ̺
N
+
4κ3
µ2N2
+
6ε
µ
)
. εϑ(d− c)(b1 − a1)

Fix n1 ≪ n2. Let
F1(x, ω) = E1(x, ω)− E2(x+ n1ω, ω) for (x, ω) ∈ (a1, b1)× (c, d)
F2(x˜, ω) = E2(x˜, ω)− E3(x˜+ n2ω, ω) for (x˜, ω) ∈ (a2, b2)× (c, d)
where |∂xEℓ(x, ω)|+ |∂xxEℓ(x, ω)| > δ. Also, assume
|∂xEℓ|, |∂ωEℓ|, |∂xxEℓ|, |∂xωEℓ|, |∂ωωEℓ|, |∂xxxEℓ|, |∂xxωEℓ| ≤ κ
Theorem E.6. For ε≪ n1δ,
mes
{
ω ∈ (c, d) : ∃ x ∈ (a1, b1), x+ n1ω ∈ (a2, b2)
such that |F1(x, ω)| ≤ ε, |F2(x+ n1ω, ω)| ≤ ε
}
. εϑ(d− c)(b1 − a1) .
Proof. Let x˜i = a1 +
n1δ
4κ i, ω˜j = c+
n1δ
4κ j, Dij = [x˜i−1, x˜i]× [ω˜j−1, ω˜j]. Either
(1) |∂ωF1| > n1δ4 for all (x, ω) ∈ Dij ; or
(2) |∂ωωF1| > n1δ4 for all (x, ω) ∈ Dij .
Choose µ so that
(
n1δ
4
)100
> µ > ε1/100. In case (1),
mes
{
ω ∈ (ω˜j−1, ω˜j) : ∃x ∈ (x˜i−1, x˜i)|F1(x, ω)| ≤ ε, |F2(x+ n1ω, ω)| ≤ ε
}
. εϑ(ω˜j − ω˜j−1)(x˜i − x˜i−1)
In case (2), consider G1 = ∂ωF1, G2 = F2. Applying Lemma E.5 to G1, G2 gives
mesΩij := mes
{
ω ∈ (ω˜j−1, ω˜j) : ∃x ∈ (x˜i−1, x˜i)|G1(x, ω)| ≤ µ , |G2(x + n1ω, ω)| ≤ µ
}
. µϑ(ω˜j − ω˜j−1)(xi − xi−1)
Also,
mes
{
ω ∈ (ω˜j−1, ω˜j) \ Ωij : ∃x ∈ (x˜i−1, x˜i)
|F1(x, ω)| ≤ ε , |F2(x+ n1ω, ω)| ≤ ε
}
. εϑ(ω˜j − ω˜j−1)(x˜i − x˜i−1) .
Hence,
mes {ω ∈ (c, d) : ∃x ∈ (a1, b1), |F1(x, ω)| ≤ ε, |F2(x+ n1ω, ω)| ≤ ε}
. εϑ(d− c)(b1 − a1)
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
Appendix F. Volume of Hyperplane
Given 0 6= a = (a1, . . . , aN) ∈ RN , C ∈ R. Let P (a, C) =
{
x ∈ RN , a · x = C}. Suppose ai 6= 0. For any
δ > 0 define
Pi,δ(a, C) = {x ∈ P (a, C) : |xj | ≤ δ for j 6= i} .
Then VolN−1
(
Pi,δ(a,C)
)
= ‖a‖|ai| (2δ)
N−1.
Lemma F.1. Suppose aj ≥ 0 for all j = 1, . . . , N , Σaj = 1. For any C ∈ R, δ, ε > 0, let
Pδ(a, C, ε) = {ξ ∈ (ξ1, . . . , ξN ) : |ξj | ≤ δ for all j, |a · ξ − C| ≤ ε}
Then (2δ)−N mesPδ(a, C, ε) ≤ N εδ .
Proof. Write ξ = t a‖a‖ + η where η · a = 0. Then ξ · a = t‖a‖.
From the hypothesis, there is |ai| ≥ 1N
ξ ∈ Pδ(a, C, ε) =⇒ t ∈
[ C
‖a‖ −
ε
‖a‖ ,
C
‖a‖ +
ε
‖a‖
]
=: J
mesPδ(a, C, ε) ≤
∫
J
Pi,δ(a, y)dy =
2ε
|ai| (2δ)
N−1

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