In this paper we describe a modification to Stochastic Gradient Descent (SGD) that improves generalization to unseen data. It consists of doing two steps for each minibatch: a backward step with a small negative learning rate, and then a forward step with a larger learning rate. This was initially inspired by ideas from adversarial training, but we show that it can be viewed as a crude way of canceling out the bias that arises when we train on a finite data set. Experiments with deep neural networks on a range of machine learning tasks show consistent improvements using our proposed method.
Introduction
Recently, the concept of training on adversarial examples has been proposed [6, 11, 20, 34] . We had previously attempted to use adversarial training for speech-recognition tasks, but failed to obtain any improvement. It occurred to us that a "model-space" version of adversarial training might work better, and this became the backstitch method, which is as follows. When processing a minibatch, instead of taking a single SGD step, we first take a step with −α times the current learning rate, for α > 0 (e.g. α = 0.3), and then a step with 1 + α times the learning rate, with the same minibatch (and a recomputed gradient). So we are taking a small negative step, and then a larger positive step. This resulted in quite large improvements -around 10% relative improvement [37] -for our best speech recognition DNNs trained with lattice-free MMI (LF-MMI) [25] .
In this paper we try this method on a number of applications of DNNs, and present a theory that suggests why it might work.
In Section 2 we will discuss finite-sample bias and how it affects learning tasks where we are training on samples from an underlying distribution. Section 3 analyzes backstitch training from this perspective and discusses the conditions under which it cancels finite-sample bias. Section 4 discusses the interaction of backstitch training with various other aspects of the training algorithms. Section 5 shows our experimental results on multiple datasets, and we conclude in Section 6.
Finite-sample bias
When we estimate parameters from a finite amount of data, the estimates may be biased. A classic example is estimating a mean and variance from data using Maximum Likelihood: the expected value of the estimated variance is less than the true variance. In this section we derive a quite general expression for the bias that arises when we estimate parameters from a finite amount of data. Later we will show that, under appropriate conditions, the backstitch algorithm can counteract this bias.
Suppose we are minimizing a loss function L θ (X), where θ is a parameter vector (e.g. of a neural network) and the random variable X is a training example; in a classification example, a sample x might consist of feature vector, class label pairs.
Let us suppose that θ * minimizes the expected loss E [L θ (X)] w.r.t the underlying distribution of X. Letθ be an estimate of θ obtained by minimizing the empirical loss
samples, x 1 , . . . x n of X. We will assume that L θ (·) is twice differentiable at θ * and has a full-rank Hessian, and that the order of expectation (integration) and differentiation may be interchanged.
We further suppose that the objective function is well enough approximated by a quadratic function, that we can get a good estimateθ by doing a single iteration of Newton's method starting from the true global optimum θ * . (Obviously in real life we would never have access to θ * .) This gives us:
(1) whereĝ
with
In other words,ĝ is the parameter gradient averaged over n training samples and H is Hessian averaged in the same way; everything in (1) except θ * is a random variable because of the dependency on the randomly drawn samples x 1 . . . x n .
We would like to evaluate the bias E[θ − θ * ], but this is nontrivial because of the nonlinear nature of matrix inverse in H −1 . Let us write the expected Hessian as H, and define
thus we have H = H + D; we expect D to be small if n is large. Then,
, and retaining up to the first order term 1 of the series (I + X) −1 = I − X + X 2 − X 3 . . ., we obtain:
(5) Substituting this approximation into (1), taking expectations and rearranging to get the bias, we have:
Since E[ĝ] = 0 and H is not a random variable, we can drop the first term, leaving:
We can compute the expectation on the r.h.s. in (7) by expanding the summations in (2) and noticing that the "cross-terms" (between differently numbered samples) are zero, giving:
If the gradient and Hessian are independent, the bias is zero.
But if they're not, what would it take to cancel out this bias? Suppose we add a non-random (fixed) correction term c to the gradients g used in (1), it is clear that it would change the estimated valueθ by − H −1 c; and in expectation this would be the same as −H −1 c (ignoring O(1/n 2 ) terms). So to cancel out the bias of (8), we would want to train with a modified gradient g = g + c (9) where
We will show in the next section that backstitch training leads to an extra term in the gradient whose expected value looks a lot like the expression for c in (10).
Backstitch training
In this section we write down the algorithm used in backstitch training and show how it may help to counteract the estimation bias that we discussed above. We write as if we were training on individual training samples, not minibatches. The use of minibatches does not fundamentally change the math because we can treat the minibatch itself as the random variable X.
We first write down an iteration of regular SGD with learning rate ν:
where g t is the gradient w.r.t. the sample x it chosen on the t'th iteration:
In backstitch, we first take a step with the opposite sign, and then a larger step with normal sign. Let α ≥ 0 be the backstitch scale. Taking slight liberties with notation, we split the iteration into two halves: θ
(14) where g t+ 1 2 is the gradient computed with the updated parameters but with the same data, i.e.:
We can telescope the two updates into one by making a quadratic approximation to L θ (x it ), giving: θ
If we view this as a correction term c added to the gradient as in (9), then we could write it as:
c t = α(1 + α)νH t g t (17) If the problem is "perfectly conditioned" in the sense that the expected Hessian H is identity, and we choose α such that α(1 + α)ν = 1/n, where n is the number of training samples (or the number of minibatches, if we are using minibatches), then the expected value of c t would be equal to the "ideal" c in (10) . This suggests why backstitch might be useful 2 .
Discussion of the theory
We have shown-not very rigorously-that under some rather strong conditions, our backstitch training algorithm could cancel out the principal O(1/n) terms in the bias in the parameter estimate, giving us a less-biased way of estimating the parameters. We will leave it to other authors to perform a more rigorous analysis, as our main interest in the method is a practical one. We feel that at least we have shown that backstitch is not a completely crazy thing to do. We also hope that the ideas presented may inspire others to come up with more precise methods to reduce parameter-estimation bias.
An alternative and perhaps more intuitive way of looking at backstitch is to say that in the first step, we are subtracting the effect of the current minibatch from the model, so that in the second step the data acts more like freshly sampled data, and less like "tainted" data that we have already trained on.
The analysis above inspired us to try replacing (14) with a version that used a more general combination of the two computed gradients g t and g t+ 1 2 , leading to a method that has two tunable parameters instead of the single value α. However we did not find any experimental evidence that the more general version was better than the simple version, so we will not say anything more about it.
We believe that of the assumptions we made in the math, the most problematic one is the assumption the loss function is well approximated by a quadratic. Numerical experiments bear out our conclusions as long as our loss functions are quadratic; but when we applied our analysis to the classic example of the variance estimate being biased when estimating the mean and variance of a distribution, we got an expression for the bias that was wrong by a constant factor.
Other aspects of backstitch training
In this section we discuss some implementation issues in backstitch training and how it interacts with various other methods.
Efficiency and backstitch interval
Naïvely implemented, backstitch training would take twice as long per epoch as regular training because we need to train twice on each minibatch. To speed it up, we have experimented with versions where we do the backstitch training every m minibatches, and do normal SGD updates in between. We call this m value the "backstitch interval"; m = 1 means doing it every update, m = 4 means doing it every 4th update. We have found that the performance improvement we obtained with α = 0.3 and m = 1 can be more efficiently obtained with α = 1.0 and m = 4, at least for speech recognition tasks (we have not done such extensive experiments on other applications).
Interaction with natural gradient
Many of our experimental results are in a Kaldi [24] -based setup where we use Natural Gradient (NG) [39, 28, 18] for training, as described in [26] . Natural Gradient can be viewed as a change of variables into a space where the Fisher matrix is identity; and if the objective function can be interpreted as a log probability or likelihood of some kind, under certain regularity conditions the Fisher and Hessian should have the same value (up to the negative sign [21] . So from a theoretical perspective there is a reason to expect that backstitch training should work particularly well with NG. We have experimented with backstitch with NG disabled (details not in this paper), and while the improvement from backstitch is somewhat less when NG is not used, it does still help. Also, some of our experiments reported here are with setups where NG is not supported, and we still see improvements.
Interaction with natural gradient updates
We are using the "online NG" method described in [26] . This involves updating an estimate of the Fisher matrix every few minibatches. It is necessary for the SGD to converge to an optimum, that the estimate of the Fisher matrix should be obtained from previous minibatches; otherwise a bias arises. For backstitch training we modified our NG implementation to ensure that the Fisher-matrix estimates used in the NG code are not contaminated with the current minibatch. With reference to the two-step training procedure of Equations (13) and (14), we freeze the Fisher-matrix estimates during the first step and allow them to be updated only during the second. We experimented with doing it the "wrong way" (updating the Fisher matrix on the first step, allowing the second step to use contaminated Fisher-matrix estimates), and this degraded the results.
Backstitch training and parameter maximum changes
In our Kaldi-based neural net training tools, to prevent instability we enforce a maximum parameterchange (in Euclidian distance in parameter space). This is done at two levels: per component (roughly: per layer), and globally. There is no maximum change per individual parameter. Our normal defaults are a max-change of 0.75 (in Euclidean distance in parameter space) per component per minibatch, and a max-change of 2.0 globally per minibatch, enforced first per component and then globally.
When implementing backstitch training we tried to ensure that the same "effective" learning-rate matrix (after imposing the max-change) was used in both the first and second steps. The way we did this was by scaling the max-change constraints before applying them, by α in the first pass and 1 + α in the second pass.
Backstitch training and momentum
The interaction of backstitch training with momentum is non-trivial and we have not implemented the combination. Most of our setups do not use momentum, as NG is effective in preventing instability and we usually find that momentum hurts performance. The only experiments here that used momentum are the baseline (non-backstitch) versions of the cross-entropy trained TDNN-LSTM systems, with momentum at 0.5.
Backstitch training and dropout
For experiments with dropout, we ensure that the dropout masks used in the first and second passes for a particular minibatch are the same. We found that if we do not ensure this, backstitch does not improve performance.
Slow start backstitch training
We noticed that when backstitch is introduced partway through training, there is a sharp degradation in both training-set and validation-set objective function, which is then quite rapidly reversed. If we start training with backstitch enabled, this degradation is visible at the start of training. These objective function values are measured separately from the normal training process, without applying backstitch. We do not understand why this happens, but in order to prevent any possible bad effects, in the Kaldi-based setups we always linearly increase α from zero to the specified α value over the first 15 iterations 3 .
Experiments
We did experiments on four applications: speech recognition, image classification, RNNLM based language modeling, and neural machine translation.
Speech Recognition
We conducted experiments with the Kaldi speech recognition toolkit [24] , with techniques including speed perturbation [14] , i-vector adaptation [31] and pronunciation and silence probability modeling [4] . We did extensive experiments on three different LVCSR tasks using backstitch SGD training with different setups, including different criteria (CE and LF-MMI [25] ) and different network architectures-Time-Delay Neural Network [36, 22] (TDNN) with ReLU nonliearities [42, 17] , Bidirectional LSTM [10, 7] (BLSTM) consisting of stacked LSTMP layers [29] , and a mixture of TDNN and unidirectional LSTM [23] (TDNN-LSTM) which was found not only outperforms BLSTM, but is also computationally more efficient. The backstitch scale α, backstitch interval m (see Sec. 4.1) and number of epochs were tuned for each individual backstitch training experiment, therefore these hyper-parameters vary across different setups 4 . The baseline systems' number of epochs had been tuned previously. A common configuration is, α = 1.0, m = 4, meaning we use α = 1.0 once every 4 minibatches. Some older experiments, before we introduced the faster version, use α = 0.3, m = 1. The number of epochs with backstitch training is 1.5 ∼ 2 times the number of epochs with normal training because we found that word error rate (WER) continues to improve for more epochs with this method. All the other hyper-parameters are kept unchanged from those in the normal training experiment 5 . The results of LF-MMI and CE systems are shown in Table 1 (α = 0.0 means the baseline SGD training). While improvements are consistently observed across all the setups, they are most prominent with LF-MMI+TDNN-LSTM (which happen to be our best systems) at around 10% relative WER improvement. 3 An iteration is how long it takes for each job to process a fixed amount of data in our framework, tuned to take about 2 to 5 minutes' worth of GPU time. For a typical acoustic model this is a few hundred minibatches. 4 However we never used Switchboard rt03 for tuning; if the reader is concerned that this might bias the results, please focus on the rt03 numbers in Table 1 . 5 Except that momentum is disabled when doing backstitch training in CE systems. See Section 4.5. log-probability plot for output Figure 1 : Plot of objective function vs iterations on AMI-SDM using LF-MMI+TDNN-LSTM (we continued backstitch training for twice the epochs of normal training). Figure 1 compares the training objective functions between regular SGD and the backstitch method, on our LF-MMI+TDNN-LSTM system on the AMI-SDM dataset. The main observation, which we consistently see, is that the difference between train and validation objective functions is smaller when using backstitch.
Image Classification
We also used Kaldi's "nnet3" neural network toolkit for image classification experiments with CIFAR [16] . The architecture is a form of Wide Residual Network [40] .
Our residual blocks [8] have pre-activation nonlinearities, but with ReLU first, so a non-bottleneck res-block would be (ReLU, batch-norm, conv, ReLU, batch-norm, conv); we did this because our batch-norm [12] implementation does not include the trainable scale and shift, so to retain modeling power it needs to come after the ReLU. The skip-layer ("residual" connection) passes through the first ReLU and batch-norm. The ResNet configuration is shallow, with two res-blocks operating on a 32x32 image, then two res-blocks on a 16x16 image, then three bottleneck res-blocks [9] on an 8x8 image, then spatial averaging over the 8x8 image and a projection to the the output soft-max.
Between the three groups of res-blocks we downsample with a single convolutional layer with 3x3 filters (without a nonlinearity), and there is also a convoulutional layer at the beginning of the network (again, without a nonlinearity), so the total number of convolutions is 20. The number of filters in the 3 groups of res-blocks was (48, 128 and 384) respectively, and the bottleneck dimension in the 3rd group was 192. The model has 2.6 million parameters.
The minibatch size is 256. We do not use momentum, and the learning rate schedule decreases exponentially from 0.003 to 0.0003. However, we add gradients, rather than average, over samples, so the conventionally described learning rate varies from about 0.76 to 0.076. Instability is controlled by maximum parameter-changes (Sec. 4.4) and NG [26] 8 . After the specified number of epochs we use a training-data subset to optimize a linear combination of the models from the last few checkpoints/iterations of training (this actually helps more for image recognition than it does for speech tasks). Our toolkit does not support L2 regularization because the interaction with NG (at least, for non-convolutional layers) is non-trivial, so we approximate it by periodically scaling down the parameters; this turned out to be essential for image classification. 6 To our knowledge, this is the best number ever reported on AMI-SDM. 7 These results are with the entirety of eval2000, not the easier Switchboard-only subset which has become popular lately. Our best WER, 12.7%, is 8.4% on the subset. Numbers close to 6% have been published on this subset [38, 30] but these are not comparable because we trained only on Switchboard and used a conventional ARPA language model. 8 For convolutional layers we apply it slightly differently than described in the paper: we first compute the gradient over the whole minibatch, then when estimating the column-space Fisher matrix we treat the different rows of the parameter matrix as the observations, and vice versa for the row-space Fisher matrix-instead of treating different training samples as the observations. The parameter matrix for convolutional layers has num-rows equal to the number of output filters, and num-cols equal to the number of input filters times the number of pixels in the patch.
For augmentation we use horizontal flipping and up to 4 pixels of random horizontal and vertical shift (padding with nearest pixel); we do not use any image preprocessing or normalization such as ZCA or mean/std normalization.
Our baseline experiments were run for 140 epochs on CIFAR-10 and 170 epochs on CIFAR-100, while backstitch training was run for 190 epochs on CIFAR-10 and 210 epochs on CIFAR-100 with α = 0.5, m = 1 (using more epochs did not help the baseline). Table 2 shows the results (we only ran this once). The test error rate improves by 0.34 and 1.97 percentage points respectively. Figure 2 gives the log-likelihood comparison between backstitch training and normal training, which shows a similar trend to those in our speech experiments. 
Language Modeling
For the RNNLM [19] based language modeling task, we trained a two-layer LSTM language model with CE objective functions on English Penn Treebank dataset [35] , using Keras with the TensorFlow backend. The code is from [5] , which is a Keras reimplementation of [13] . The vocabulary size is 10, 000, the hidden dimension is 896, and the total number of parameters is 30 million. SGD is used as the baseline with minibatch size 32 and the learning rate being halved if the perplexity was not reduced significantly on the validation set after one epoch of training. The backstitch scale is tuned to be 0.2. We stopped the training when the loss on the validation set started to increase, and evaluated the perplexity on the test set. We see similar trends from their objective plots (not shown here) as before. The final perplexity on the test set is reduced from 118.5 to 109.8 using backstitch training.
Neural Machine Translation
We carried out neural machine translation experiments with backstitch under two different language pairs and data settings. For the Chinese-English (zh-en) experiment, we used a collection of LDC parallel data amount to 2.04 million sentences on each side and 42.7 million tokens on the English side. We used eval05 and eval08 dataset from NIST OpenMT Evaluation for validation and testing. For the Romanian-English (ro-en) experiment, we used the official evaluation data from WMT16 news translation task [2] . The training set of the evaluation data is consisted of 0.608 million sentences on each side and 15.7 million tokens on the English side. All the data except Chinese were tokenized and truecased with the scripts in Moses [15] , while the Chinese data was only tokenized with the Stanford Chinese Segmenter [3] . The BPE encoding [33] was then applied to the training set of both language pairs to reduce vocabulary size. We chose the number of new symbols created to be 39.5k.
All the experiments were conducted with the standard attention-based seq2seq model [1] implementation in the Nematus toolkit [32] . For the seq2seq model, we set the vocabulary size as 40k and used hidden dimension size 1024. We performed dropout with dropout rate 0.2 for the input bi-directional encoding and the hidden layer, and 0.1 for the source and target word embedding. To avoid gradient explosion, gradient clipping constant 1.0 was used. We chose AdaDelta [41] as the optimization algorithm for training and implemented backstitch on top of it. We used decay rate ρ = 0.95, ε = 10 −6 for all the reported results. For zh-en experiments, backstitch scale α = 0.5 was used and we trained the system until the log probability on validation set stopped increasing for 10k updates, while for ro-en we used α = 0.3, and we stopped if we do not observed an increase for 25k updates.
The results are in Table 3 . We observed improvements in BLEU score for all the experiments with backstitch training. On the Romanian-English task, where there is less parallel data and the model is more prone to overfitting, we see more improvement. Log-likelihood plots are in Figure 3 . 
Conclusion
In this paper we proposed a modified Stochastic Gradient Descent method consisting of a negative and a positive step for each minibatch. We showed that the proposed method can be considered as a way to approximately eliminate the parameter estimation bias that comes from training on finite data. We showed that it reduces the difference between training and validation objective functions, and improves results on a variety of applications of neural networks.
