Abstract. One of the most famous conjecture in graph theory is Hedetniemi's conjecture stating that the chromatic number of the categorical product of graphs is the minimum of their chromatic numbers. Using a suitable extension of the definition of the categorical product, Zhu proposed in 1992 a similar conjecture for hypergraphs. We prove that Zhu's conjecture is true for the usual Kneser hypergraphs of same rank. It provides to the best of our knowledge the first non-trivial and explicit family of hypergraphs with rank larger than two satisfying this conjecture (the rank two case being Hedetniemi's conjecture). We actually prove a more general result providing a lower bound on the chromatic number of the categorical product of any Kneser hypergraphs as soon as they all have same rank. We derive from it new families of graphs satisfying Hedetniemi's conjecture. The proof of the lower bound relies on the Zp-Tucker lemma.
1. Introduction 1.1. Categorical product and coloring. Let G = (V, E) and G ′ = (V ′ , E ′ ) be two graphs. Their categorical product, denoted G × G ′ , is the graph defined by
Hedetniemi's conjecture -one of the most intriguing conjecture in graph theory -states that the chromatic number of the categorical product of two graphs is the minimum of their chromatic numbers. Hedetniemi's conjecture has been verified in many cases, but the general case is still open. Tardif [23] and Zhu [27] provide extensive surveys of this topic. There exists also a categorical product for hypergraphs, defined by Döfler and Waller [9] in 1980. Using this definition of the categorical product of hypergraphs, Zhu [26] conjectured in 1992 that a generalization of Hedetniemi's conjecture holds for hypergraphs as well. Let G = (V, E) and G ′ = (V ′ , E ′ ) be two hypergraphs. Their categorical product, denoted G × G ′ , is the hypergraph defined by
, . . . , (u r , u ′ r )} : r ∈ Z + , {u 1 , . . . , u r } ∈ E, {u ′ 1 , . . . , u ′ r } ∈ E ′ } , where the u i 's and the u ′ i 's do not need to be distinct. In other words, a subset of V × V ′ is an edge of G × G ′ if its projection on the first component is an edge of G and its projection on the second component is an edge of G ′ . Note that this product can be made associative by a natural identification and thus defined for more than two hypergraphs.
We recall that a proper coloring of a hypergraph is an assignment of colors to the vertices so that there are no monochromatic edges. The chromatic number of a hypergraph G, denoted χ(G), is the minimum number of colors a proper coloring of G may have. If the chromatic number is k or less, the hypergraph is k-colorable.
The chromatic number of the product is at most the chromatic number of each of the hypergraphs, since a coloring of any of them provides a coloring of the product. The difficult part in this conjecture is thus the reverse inequality.
When G and G ′ are graphs, their categorical product according to the definition for hypergraphs is not a graph anymore, since it will in general contain edges of cardinality four. Anyway, the chromatic number does not depend on the definition we take for the categorical product, as it can be easily checked (further explanations are given in the next paragraph). Thus Conjecture 1 is a true generalization of Hedetniemi's conjecture.
We take this remark as an opportunity to give another point of view on this categorical product for hypergraphs. Let e ∈ E and e ′ ∈ E ′ . Consider the set of all simple bipartite graphs with no isolated vertices and with color classes e and e ′ . The edges of the product G × G ′ obtained from e and e ′ are in one-to-one relation with these bipartite graphs. When G and G ′ are graphs, these bipartite graphs are those with two vertices in each color class and no isolated vertices. Such bipartite graphs all have a perfect matching: in other words, any edge of the product of the graphs seen as hypergraphs contains an edge of the product with the usual definition of the categorical product of graphs. It explains why the chromatic number of the categorical product of two graphs does not depend on the definition we take for the categorical product.
1.2. Kneser hypergraphs. In 1976, Erdős [10] initiated the study of Kneser hypergraphs KG r (H) defined for a hypergraph H = (V (H), E(H)) and an integer r ≥ 2 by
. . , e r } : e 1 , . . . , e r ∈ E(H), e i ∩ e j = ∅ for all i, j with i = j}.
These hypergraphs enjoy several properties, which are interesting from both graph theoretical and set theoretical point of views, especially when r = 2, i.e. when we are dealing with Kneser graphs. Among many references dealing with the Kneser hypergraphs, one can cite [5, 15, 28] . For Kneser graphs, there are much more references, see [11, 16, 20, 21, 22, 24] among many of them. There are also "usual" Kneser hypergraphs, which are obtained with H = ([n],
[n] k ). They are denoted KG r (n, k). In the present paper, we prove that Conjecture 1 is true for the usual Kneser hypergraphs, which provides to the best of our knowledge the first non-trivial and explicit family of hypergraphs not being graphs for which Conjecture 1 is true. We actually prove a more general result involving the colorability defect of a hypergraph. The r-colorability defect of a hypergraph H, introduced by Dol'nikov [8] for r = 2 and by Kříž [13, 14] for any r, is denoted cd r (H) and is the minimum number of vertices to be removed from H so that the remaining induced subhypergraph is r-colorable. The subhypergraph of H induced by a set X is denoted H[X] and is the hypergraph with vertex set X and with edge set {e ∈ E(H) : e ⊆ X} (note that this definition of an induced subhypergraph departs from the usual way to define it). We have thus
Kříž [13, 14] 
The case t = 1 is Kříž's theorem. Note that the product in this theorem involves an arbitrary number of Kneser hypergraphs, while in Conjecture 1 only two hypergraphs are involved. The reason is that the categorical product of hypergraphs is associative and if the conjecture holds for two hypergraphs, it can be straightforwardly extended to the product of any number of hypergraphs. On the contrary, it is easy to see that Theorem 1 for only two Kneser hypergraphs does not imply its correctness for any number of Kneser hypergraphs.
We will actually see that a stronger result involving the r-alternation number instead of the r-colorability defect holds. The r-alternation number of a hypergraph has been introduced by Alishahi and Hajiabolhassan [4] and it provides better lower bounds for Kneser hypergraphs. The definition is given later in the paper.
The fact that Conjecture 1 is true for the usual Kneser hypergraphs is obtained via the easy equality
and a theorem by Alon, Frankl, and Lovász [6] stating that
Corollary 1. Let r ≥ 2 be an integer and let n 1 . . . , n t and k 1 , . . . , k t be positive integers such that n ℓ ≥ rk ℓ for ℓ = 1, . . . , t. We have
If Conjecture 1 is true, then the equality of Corollary 1 is also true when the Kneser hypergraphs have not the same rank r. However, we were not able to find a proof of this more general result. When r = 2, Corollary 1 implies the already known fact that Hedetniemi's conjecture is true for the usual Kneser graphs [7, 12, 25] . 
Proof of Theorem 1. The theorem is a direct consequence of Lemmas 1 and 2.
2.2. Reduction to the case when r is a prime number. The proof of Lemma 1 is based on the following lemma. Given a hypergraph H and two positive integers s and C, we define a new hypergraph T H,C,s by
Lemma 3. The following inequality holds for any positive integer r Y j ] is a subhypergraph of H obtained by the removal of at most r(s − 1)C + cd r (T H,C,s ) vertices.
Proof of Lemma 1. Assume for a contradiction that there is proper coloring c of KG
) > C holds because Theorem 1 holds for r ′ . There is thus a monochromatic edge in KG
. We define h(e 1 , . . . , e t ) to be the color of such an edge. Since c is a proper coloring of KG
Lemma 3 implies via a direct calculation that (r
, which is in contradiction with the starting assumption.
2.3. Proof of the main result when r is a prime number. The proof of Lemma 2 makes use of a "Z p -Tucker lemma" proposed in [18] as a slight generalization of a "Z p -Tucker lemma" used by Ziegler [28] in a combinatorial proof of Kříž's theorem (proof inspired by Matoušek's proof of the special case of usual Kneser graphs [17] ). Before stating it, we introduce some notations. We denote by Z r the cyclic and multiplicative group of the rth roots of unity. We denote by ω one of its generators. Let x = (x 1 , . . . , x n ) and x ′ = (x ′ 1 , . . . , x ′ n ) be two vectors of (Z r ∪ {0}) n . By the notation "x ⊆ x ′ ", we mean that the following implication holds for all i ∈ [n]
The number of nonzero components of a vector x is denoted |x|. We introduce also the notation supp j (x) for the set of indices i such that
, where m is a positive integer, we define ω · (ω j , k) to be (ω j+1 , k). It defines a free action of Z r on Z r × [m]. A map between two sets on which Z r acts freely is equivariant if it commutes with the action of Z r .
Lemma 4 (Z p -Tucker lemma). Let p be a prime number, n, m ≥ 1, α ≤ m and let
be a Z p -equivariant map satisfying the following two properties:
The second ingredient of the proof is a Z p -equivariant map
where we assume p to be a prime number. For B ⊆ Z p , we define ω · B to be ∪ b∈B {ωb}. Since p is a prime number, it defines a free action of Z p on 2 Zp \ {∅, Z p }. We extend the action of Z p on 2 Zp × · · · × 2 Zp \ ({∅, Z p } × · · · × {∅, Z p }) by defining ω · (B 1 , . . . , B t ) to be (ω · B 1 , . . . , ω · B t ). This action is again free. We can thus define such a Z p -equivariant map ε(·), which gives a "sign" to each t-tuple (B 1 , . . . , B t ) ∈ 2 Zp × · · · × 2 Zp such that at least one of the B ℓ 's is not in {∅, Z p }.
Proof of Lemma 2. Without loss of generality, we assume that
Denote by V ℓ and by E ℓ respectively the vertex set and the edge set of H ℓ . The cardinality of V ℓ is denoted by n ℓ and we arbitrarily identify V ℓ and [n ℓ ]. Let c :
We endow E 1 × · · · × E t with an arbitrary total order such that (S 1 , . . . , S t ) (T 1 , . . . , T t ) if c(S 1 , . . . , S t ) < c(T 1 , . . . , T t ). We shall apply the Z p -Tucker lemma (Lemma 4) with n = t ℓ=1 n ℓ , α = n − cd p (H 1 ) + p − 1, and m = α + C − 1. The lower bound on C, and thus on the chromatic number, will be a direct consequence of the inequality α + (m − α)(p − 1) ≥ n. To that purpose, we define a map λ :
From this x, we define t vectors y 1 , . . . , y t as follows: the vector y 1 is the vector made of the first n 1 entries of x, the vector y 2 is the vector made of the following n 2 entries of x,... and the vector y t is made of the last n t entries of x. The vector y ℓ is thus an element of (Z p ∪ {0}) n ℓ . We define also A ℓ to be the set of ω j such that supp j (y ℓ ) contains at least one edge of E ℓ . Two cases have to be distinguished. 
If A ℓ ∈ {∅, Z p } for all ℓ ∈ [t], we define s(x) to be the first nonzero entry of x. Otherwise, we define s(x) to be ε(A 1 , . . . , A t ). We always have in this case 1 ≤ v(x) ≤ α.
Second case:
. Among all such t-tuples and over all j, select the one that is minimal for . We define then v(x) to be α + c(S 1 (j), . . . , S t (j)) and s(x) to be ω j with j ∈ [p] such that (S 1 (j), . . . , S t (j)) has been chosen. Note that because of the definition of and because c(·) is a proper coloring, c(S 1 (j), . . . , S t (j)) = C, and thus α + 1 ≤ v(x) ≤ α + C − 1, as required.
The fact that such a map λ is Z p -equivariant can be easily checked. It remains to check that this map satisfies the two required properties for the application of Z p -Tucker lemma.
Let x ∈ (Z p ∪{0}) n \{(0, . . . , 0)} such that v(x) ≤ α. We are necessarily in the first case. We seek the condition under which making one of its zero components a nonzero one does not modify v(x). Such a transformation cannot concern an entry in a y ℓ with ℓ such that A ℓ = ∅, nor it can concern an entry in a y ℓ with ℓ such that A ℓ = Z p . It remains to see what happens when the transformation concerns an entry in a y ℓ with ℓ such that A ℓ / ∈ {∅, Z p }. If A ℓ increases its cardinality by one because of this transformation, then v(x) increases by at least one. Hence, making a zero component of x a nonzero one modifies v(x) only if at least one of the A ℓ is not in {∅, Z p } and if none of the A ℓ 's are modified by this transformation. Therefore, making a zero component of x an nonzero one while not modifying v(x) does not modify s(x) as well. For x ⊆ x ′ ∈ (Z p ∪ {0}) n \ {(0, . . . , 0)} such that v(x ′ ) ≤ α, we necessarily have v(x) ≤ v(x ′ ). Thus, according to the discussion we just proposed,
We are necessarily in the second case. Define (S (i) 1 , . . . , S (i) t ) to be the t-tuple used in the computation of v(x (i) ). Suppose for a contradiction that the s(x (i) )'s are pairwise distinct for i = 1, . . . , p. Then the (S (x (p) ). It contradicts the fact that c(·) is a proper coloring. Hence, the s(x (i) ) are not pairwise distinct for i = 1, . . . , p.
3. Improvements via alternation number 3.1. Main theorem involving the alternation number. An alternating sequence is a sequence x 1 , x 2 , . . . , x m ∈ Z r such that any two consecutive terms are different. For any x = (x 1 , x 2 , . . . , x n ) ∈ (Z r ∪ {0}) n and any permutation π ∈ S n , we denote by alt π (x) the maximum length of an alternating subsequence of the sequence x π(1) , . . . , x π(n) . Note that by definition this subsequence uses only elements of Z r . In particular, if x = (0, . . . , 0), then alt π (x) = 0 for any permutation π.
Let H = (V, E) be a hypergraph with n vertices. We identify V and [n]. The r-alternation number alt r (H) of H is defined as
In other words, for each permutation π of [n], we choose x such that alt π (x) is maximal while none of the supp j (x)'s contain an edge of H; then, we take the permutation for which this quantity is minimal. This number does not depend on the way V and [n] have been identified. We clearly have |V | − alt r (H) ≥ cd r (H). Theorem 1 can now be improved with the help of the alternation number. 
This theorem implies that Conjecture 1 holds for Kneser hypergraphs KG r (H) of same rank whose chromatic number equals 
Lemma 5 can be proved via a technical lemma similar to Lemma 3. We define T H,C,s by
Lemma 7. The following inequality holds for any positive integer r alt r ( T H,C,s ) ≤ r(s − 1)C + alt rs (H).
We omit the proofs of Lemmas 5 and 7 since they are very similar to the proofs given in Section 2.2. The proof of Lemma 6 is also almost identical to the proof of Lemma 2: it uses the Z p -Tucker lemma (Lemma 4) and the sign ε(·) of Section 2.3. We sketch the main changes.
Sketch of proof of Lemma 6. Let n ℓ be the cardinality of V ℓ . Without loss of generality, we assume that n 1 − alt p (H 1 ) = min ℓ∈ [t] (n ℓ − alt p (H ℓ )). Moreover, we identify V ℓ and [n ℓ ] in such a way that the permutation for which the minimum is attained in the definition of alt p (H ℓ ) is the identity permutation id.
Let c :
Let n = t ℓ=1 n ℓ , α = n − n 1 + alt p (H 1 ) + p − 1, and m = α + C − 1. We define a map
To that purpose, we define for an x ∈ (Z p ∪ {0}) n the vectors y 1 , . . . , y t and the sets A 1 , . . . , A t as in the proof of Lemma 2. If A ℓ ∈ {∅, Z p } for all ℓ ∈ [t], we define s(x) to be the first nonzero entry of x. Otherwise, we define s(x) to be ε(A 1 , . . . , A t ). We always have in this case 1 ≤ v(x) ≤ α as required.
Second case: A ℓ = Z p for all ℓ ∈ [t]. For each j, there is at least one t-tuple (S 1 (j), . . . , S t (j)) ∈ E 1 × · · · × E t and S ℓ (j) ⊆ supp j (y ℓ ) for all j ∈ [p]. Among all such t-tuples and over all j, select the one that is minimal for . We define then v(x) to be α + c(S 1 (j), . . . , S t (j)) and s(x) to be ω j with j ∈ [p] such that (S 1 (j), . . . , S t (j)) has been chosen. Note that because of the definition of and because c(·) is a proper coloring, c(S 1 (j), . . . , S t (j)) = C, and thus α + 1 ≤ v(x) ≤ α + C − 1, as required.
The map λ satisfies the condition of Lemma 4. The lower bound on C, and thus on the chromatic number, is a consequence of the inequality α + (m − α)(p − 1) ≥ n.
Schrijver graphs are graphs whose chromatic numbers equal their strong altermatic numbers. This inequality provides another proof of the fact that Schrijver graphs satisfy Hedetniemi's conjecture. For some graphs of the families (1) and (2) above, the equality between the chromatic number and the strong altermatic number holds, which allows to derive yet another proof that they satisfy Hedetniemi's conjecture. 
