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Abstract

Controlling an indoor flying robot through an on-board processor has drawn the
attentions of many researchers. While most of them use single rotor conventional
helicopter and program their robots with low-level language such as C, we researched
a different approach by proposing an on-board computation of sensing, actuator
control and communication system for a coaxial helicopter with Java. Once we have
developed a robust and time efficient Java control system, then we can research flight
control and navigation of the helicopter with the aim of eventually using it in site
assessment tasks in urban disaster search and rescue.

The coaxial helicopter has advantages over other aerodynamic structures in indoor
flight. So, we choose the Lama X.R.B coaxial helicopter and research how to convert
it into a computer controlled helicopter. As Java is a high-level safe language, its
object-oriented and safe features can be advantageous when we develop a
complicated real-time system.

A series of problems need to be solved in order to develop such system. The problems
can be categorized into four main areas: (a) controlling the four actuators that control
the helicopter, (b) reading and processing the sensor data, (c) communication with the
host over a wireless network, and (d) developing a software architecture to achieve all
the above in real-time, with sufficient CPU time left for flight control and navigation
in subsequent research projects. Flight control requires both good actuator control and
an accurate model of the dynamics. This thesis focuses on actuator control, leaving
flight control for future research.

To solve these problems, we have obtained a Sun SPOT for use as an on-board
processor to control the helicopter’s actuators and to manage the on-board sensors.
Also, one of our colleagues had developed a real-time operating system called
JARTOS and we can embed JARTOS into the Sun SPOT to manage this system to
make sure the higher priority processes run in real-time. In order to control the
helicopter’s actuators, we developed pulse train generation software to simulate the
radio control pulse train. For managing the on-board sensors, we developed software

ix

I2C protocol to read sensor information. We also redesigned all the software to allow
each function running under the management of JARTOS. Finally, all the
communication between the remote helicopter and the host Macintosh are done by
internal IEEE 802.15.4 software support in the Sun SPOT.

However, we found that incomplete support of the Sun SPOT firmware and uncertain
behaviours of the Java virtual machine brought us a series of problems, mainly
performance problem. We know that controlling an aerial vehicle’s actuators requires
micro second level accuracy. But with the Sun SPOT’s multi layer architecture, time
is wasted in inter-board communication. We have provided evidences of possible
performance improvement with a proposed new firmware release as reference for
future development.

Thus, we have developed a prototype on-board system for the control of a dual rotor
helicopter. We have researched the requirements of each area of the software: actuator
control, sensor reading, wireless communication and host graphical user interface.
First, we wrote standalone programs to experiment in each area. Then we
decomposed each program into sets of interacting processes that can run under
JARTOS. The result is a working system that is too slow for flight control. The main
problem is that the I2C communication is very slow. We are discussing a fix for this
with Sun.
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Chapter 1

Introduction

1.1 Objectives
The main purpose of our research is to develop a system suitable for supporting
research into flight control, driving and navigation of a X.R.B Lama toy-size coaxial
helicopter (Figure 1.1). This thesis is about solving the problems of building a realtime actuator control, sensing and communication system. It does not include flight
control, driving or navigation. They will be the topic of a following thesis.

The system development includes both hardware replacement for the off-the-shelf
embedded electronics in the Lama and Java software development for the host
platform, a Macintosh running Mac OS X 10.5, and the remote helicopter platform - a
Sun SPOT. Also, we are applying a Java programmed Real-Time Operating System
(RTOS) that was developed in our laboratory by one of our colleague [Lu, 2007] in
our software to manage the multi-thread environment.

Figure 1.1 Hirobo Lama Coaxial Helicopter
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1.2 Research Methodology
Similar research has been done in our laboratory on controlling a Dragonflyer
helicopter with an off-board host [Asthana, 2007]. In that research, a human operator
can control the helicopter motion and receive sensor feedback with a GUI (Graphic
User Interface) developed using LabView. However, there is a fundamental problem
with that design. As the control logic is processed in the host machine (Figure 1.2),
the latency of the wireless communication can cause delays when receiving flight
control commands, which may further results in losing control of Dragonflyer. Also,
loss of wireless link, even for short period, degrades the control.

Figure 1.2 Dragonflyer Control Architecture

In our attempt to solve this problem, we use an on-board processor to deal with the
sensing, flight control, driving, and navigation AI and use the host only as a remote
control command input and information display platform. The idea is that Lama will
perform a certain level of autonomous flight. So when the transmission of commands
from host is disturbed by wireless latency or noise, the on-board processor will
continue to issue the flight commands. We are also going to mount sensors on-board
and connect them to the central processor to provide information about the helicopter
and the surrounding environment. Therefore, we changed the architecture to that
illustrated in the Figure 1.3. This eliminates the loss of control that latency problem
might cause.
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Figure 1.3 Lama Control Architecture

Realizing the above control architecture brings us the problem of integrating sensing,
flight control and communication with the helicopter into a single system. To
construct such system, we first modelled the Lama dual-rotor helicopter to identify
controllable and measurable variables. Then we designed and implemented hardware
and software to use these variables to control the Lama and measure its status. During
the whole development process, we have to make design compromises and choices to
solve performance and integration issues.

We have to consider the design in four main areas: (a) controlling the helicopter’s
four actuators (two rotor motors and two swash plate servos), (b) reading and
processing the sensor data (from one nIMU and four ultrasonic sensors), (c)
communication with the host over the IEEE 802.15.4 (Zigbee) wireless network, and
(d) developing a software architecture to achieve all the above in real-time, with
sufficient CPU time left for flight control and navigation in subsequent research
projects.

To solve these problems, we selected a Sun SPOT [SPOTManual, 2007] as our
central processor. As the Sun SPOT is a new device (only became available half way
through the project - November 2007) and is programmed in Java, significant
questions posed by this choice are: (a) whether it has the hardware I/O and software
libraries required for helicopter control, and (b) whether the performance required for
adequate helicopter control can be achieved in Java.
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When I started this project, the Sun SPOT was not available for purchase. However,
my supervisor had seen the beta version and talked to a person testing it. As a result,
he decided that the Sun SPOT, which was advertised to be released early in this
thesis, was the processor for control and scheduling. However, a delay occurred
because when it first came on the market, it was only sold in the United States. We
had previously determined that the TINI system was too slow for this application.

The Sun SPOT contains Java programmed hardware and a Java software development
kit. The Sun SPOT has internal support for IEEE 802.15.4 (Zigbee) wireless protocol,
which provides us with realizable wireless communication between the host machine
and the remote helicopter platform. Also, the Sun SPOT has an interface board that
can provide I/O ports for connecting actuators and sensors.

As a central processor in the Lama, the Sun SPOT carries the responsibility to read
the on-board sensors and control the on-board actuators as well as talk to off-board
host. To manage tasks and make sure the higher priority tasks execute in real time, we
use a RTOS to schedule all the processes running on the Sun SPOT.

JARTOS is a real time operating system programmed in the high-level safe-language
Java and it is ideal for the embedded Sun SPOT because the Sun SPOT has powerful
computation ability with an ARM9 running at 180MHz as its main processor. Also,
the Sun SPOT is mostly Java programmed and totally compatible with the JARTOS.

1.3 Overview
The content of the thesis is split into the following chapters:

• Chapter 2 includes literature review on various topics that is concerned in this
research. They are site assessment, indoor aerial robot, coaxial helicopter,
helicopter model and Lama related research.

• Chapter 3 discusses the design of the Lama and presents a mathematical model of
the Lama.

• Chapter 4 describes the original circuit in Lama and its functionality. This serves
as a pre-knowledge if we wants to put the Sun SPOT on-board.
4

• Chapter 5 focus on our design of replacement electronics. Only general
architecture is illustrated in this chapter, detail circuit diagrams are covered in
later chapters.

• Chapter 6 gives an introduction to the Sun SPOT and provides examples of using
radio communication and I/O with the Sun SPOT sensor board.

• Chapter 7 explains in detail the I2C protocol that we use to connect sensors to the
Sun SPOT. We propose several solutions to implement I2C, as we found that it is
not supported in Sun SPOT firmware.

• Chapter 8 describes the methods used to connect and control two types of sensors
with the I2C bus that we constructed in the previous chapter.

• Chapter 9 explains in detail the controlling of the servos and motors in the Lama
using the Sun SPOT. We propose two solutions to control actuators with different
levels of modification to the original circuit.

• Chapter 10 introduces a JAva Real-Time Operating System (JARTOS) that was
designed by a colleague. The Operating System (OS) will be used in our software
design to manage tasks.

• Chapter 11 presents a complete design to integrate the functionalities like sensing,
control and wireless communication realised in isolation in previous chapters into
a software system that runs under the JARTOS.

• Chapter 12 concludes our research by discussing the problem encountered in each
of the four areas and their solution and suitability of the Sun SPOT for the control
of a helicopter. It also outlines our future work.
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Chapter 2
Literature Review1

2.1 Site Assessment
A disaster is a natural or man-made event that negatively affects life, property,
livelihood or industry, often resulting in permanent changes to human societies,
ecosystems and environment. Huge disasters in history have caused up to millions of
casualties [Wikipedia, 2008] and disasters are destroying building and killing people
right now [HIS, 2008].

Most disasters that cause large number of casualties happen in metropolitan areas.
Thus, rescuers may have to enter collapsed buildings to save survivors. Previous
research in our laboratory [Greer et al., 2002] on urban disaster rescue identified the
importance of site assessment. Site assessment provides the information necessary for
rescuers to accomplish a mission, such as possible location of survivors and their
condition, and dangerous situations that might threaten rescuers’ lives. Rescue teams
cannot safely enter the disaster site until they acquire sufficient information by site
assessment.

Since partially collapsed buildings are highly unstable, a manned helicopter cannot fly
close to the disaster site because the vibration of helicopter blades may cause further
collapse. As a result, site assessment can only be performed with the limited
information that rescuers can gather from the boundary of the site. Therefore, site
assessment takes time. In the Thredbo landslide in 1997, police contained the site 1
hour after the accident happened. But it took a further 5.5 hours to finish the
assessment and allow rescuers to enter the site [Hand, 2000].

1

Part of this chapter is derived from a previously published paper [Chen an McKerrow, 2007].
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With technology advancing, ground robots have started to be used in rescue missions.
However, ground robots are slow and their ability to cross rough terrain, such as big
slopes or streams, is limited. In extreme condition such as the WenChuan earthquake
that happened in China few months ago, where the epicentre is surrounded with high
mountains, site assessment is nearly impossible with only ground units involved.

Hence, the ideal tool for site assessment is a flying robot that can be deployed near the
dangerous site and fly into it. Then the flying robot can perch and stare to gather
information. This robot must also have the ability to fly indoors to detect survivors
under partially collapsed buildings.

To achieve indoor flight, the flying robot needs to negotiate narrow corridors with all
kinds of obstacles. Therefore, this robot needs to be able to fly in six degree of
freedom with minimum meandering and be equipped with sensors to know its own
state and detect the environment. This robot must be easy to control and perform a
certain level of autonomous flight because it is most likely to be controlled by
untrained personnel.

2.2 Indoor Aerial Robot

Because an indoor aerial robot needs to fly in a very complicated environment, the
stable flight constraints for them is much more restricted than outdoor flying robots.
There are several kinds of aircraft structures that have been used in indoor flight by
robotic researchers. The most common types are airships, ultra-light fixed-wing
planes, flapping-wing aircrafts, single-rotor helicopters and four-rotor helicopters.

Airships [Iida, 2001] are easy to fly by using lightweight gas such as helium to
produce lift against gravity. Therefore, energy that is used in other aerial structure to
generate an external lift force is saved. Airships can move with several DC motors
(Figure 2.1) and suffer minimal damage when they hit obstacles, with proper
protection. The aerodynamics of an airship is relatively simple compared to other
structures, so it is easy to model. However, an airship has limited moving freedom
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and cruising speed. And it is very easy to be disturbed by external forces such as
wind. Another disadvantage is the need for helium to fly.

Figure 2.1 Airship and Its Flight Unit1

Ultra-light fixed-wing planes [Nicoud and Zufferey, 2002] [Green and Oh, 2003] are
constructed with lightweight material and fly very slowly indoors. This structure is
easily to control, but it cannot hover and requires space to make a turn. Nicoud and
Zufferey designed a model plane, which can navigate in a 10*10 m room with a speed
of 1.4 meter per second. The disadvantage of unable to hover is fatal as site
assessment robot is very likely to work in a constrained space. Although Green and
Oh solve this problem and improve their airplane by introducing a fly state that is
similar to a helicopter (Figure 2.2) in their latest research [Green and Oh, 2008], the
limited payload for ultra-light fixed-wing planes is still a big disadvantage.

Figure 2.2 Ultra-light Fixed-wing Plane and Its Helicopter-like Flying State2

1
2

This figure is derived from [Iida, 2001].
This figure is derived from [Green and Oh, 2008].
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Flapping-wing aircrafts [Deng et al., 2003] simulate the flight behaviours of a
hummingbird or an insect (Figure 2.3). The bionic feature of this design makes it
famous and attracts a lot of attention. However, this design remains a laboratory
invention rather than a practical application. Although sustained flight has been
demonstrated with Linear-Quadratic Regulator (LQR) controller, full motion control
with payload in an indoor environment has not been achieved. The main drawbacks of
this design are its limited payload and very complex non-linear dynamics. The latter
makes its driving control a very difficult problem.

Figure 2.3 Artist’s Conception of Future Flying Insect Robot1

Conventional single-rotor helicopters [Amidi et al., 1999] [Sanchez et al., 2007] use a
main rotor to generate lift and a tail rotor to balance the torque caused by main rotor
rotation (Figure 2.4). Motions of a single-rotor helicopter are mainly controlled by a
swash plate that links to the main rotor. The swash plate changes the collective pitch
and cyclic pitch of the main rotor through servos, to enable the helicopter to move in
six degrees of freedom. This structure causes strong cross coupling between control
inputs. Thus, control of single-rotor helicopter is difficult due to its coupled dynamics.
Furthermore, exposed tail rotor blades have a high possibility to collide with
something in an indoor environment, making them dangerous.

1

This figure is derived from Micro mechanical Flying Insect (MFI) project website at
http://robotics.eecs.berkeley.edu/~ronf/MFI/FIGURES/quanfront.jpg.
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Figure 2.4 Conventional Toy-size Helicopter1

Four-rotor helicopters [Pounds et al., 2002] [McKerrow, 2004] use four rotors to
achieve stable hovering and flight. The rotors can be enclosed to avoid collision and
the mass can be distributed from the centre to make the helicopter easier to control.
The four rotors have fixed pitch and no servo is connected to the rotors. Hence,
helicopter movements are controlled by the differences between four forces that are
generated by changing the rotational velocity of the rotors. A representative four-rotor
helicopter is the Dragonflyer (Figure 2.5), which was used in research into control
with a remote host in our laboratory [Asthana, 2007].

Figure 2.5 Dragonflyer Four Rotor Helicopter2

We have published a paper [Chen and McKerrow, 2007] that concludes some of the
disadvantages in Dragonflyer. The Dragonflyer is difficult to control even by a skilled
operator. This is partially because of its highly coupled dynamics, but the main reason
of Dragonflyer’s instability is the deficiency of its structure. Lift forces in the
Dragonflyer apply to the centre of gravity through carbon fibre frame. The helicopter
1
2

This figure is derived from [Sanchez et al., 2007].
This figure is derived from [McKerrow, 2004].
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will remain stable hovering if the four lift forces are the same and the sum of these
forces equals the gravity force. However, any difference in rotor speed or rotor pitch
angle or rotor size, which has great possibility to happen due to manufacturing
inconsistency or assembly fault, can cause force or torque unbalance. And then it will
result in pitch, roll and yaw movement of helicopter. This is the reason that
Drangonflyer has to use three gyros to provide feedback for closed loop control to
stabilize roll, pitch and yaw.

There are also coaxial helicopters [De Nardi and Holland, 2006] [Rezgui et al., 2006]
that use two rotors that rotate in opposite directions to cancel the torque (Figure 2.6).
Compared to a single-rotor helicopter, coaxial design has a more compact structure
without a tail rotor and can provide stronger thrust and higher lift efficiency with two
main rotors. Main rotor blade collision can be avoided with a protection frame that
surrounds the helicopter. Also, coaxial helicopters share a lot of aerodynamic features
with single-rotor helicopter, thus the aerodynamics and modelling theories for coaxial
helicopters are much more sophisticated than for other novel designs. The only
disadvantage of the coaxial helicopter is the increased mechanical complexity. The
rotor hub needs to be carefully designed to drive two counter-rotating rotors. But, the
complexity is reduced by removal of the gear mechanism that drives the tail rotor.

Figure 2.6 Epson uFR-II Coaxial Helicopter1

A coaxial helicopter design attracts us for its several theoretical advantages
(discussion of these advantages will be covered in Chapter 3). In order to investigate

1

This figure is derived form EPSON website at http://www.epson.co.jp/e/newsroom/news_2004_08_18.htm.

11

the flying features of coaxial helicopters and develop a model that can be used for
research, we bought a Lama X.R.B from Hirobo Model Enterprise Company [Hirobo,
2007]. The Lama X.R.B is a radio-controlled coaxial helicopter and an ideal tool for
understanding the coaxial configuration.

2.3 Coaxial Helicopter

The first successful application of coaxial helicopter is QH-50 series, which is
developed by Gyrodyne Company back in 1946 for the United States Navy (Figure
2.7). QH-50 is a remote control Unmanned Aerial Vehicle (UAV) for anti-submarine
missions. It can carry over 500kg payload with maximum speed at 148km per hour.

Figure 2.7 QH-50 in Operation1

The most well known coaxial helicopters are Ka-25 and Ka-50 from Kamov
Company. The Ka-25 series are used for transportation and the Ka-50 series are attack
helicopters. The Kamov Company also designed a Ka-137 unmanned coaxial
helicopter (Figure 2.8). It can be used in air reconnaissance, border guard, police and
ecology patrolling and other tasks. As an advanced aerial robot, Ka-137 can fly at
145km per hour cruising speed with payload 50 to 80kg.

1

This figure is derived from Gyrodyne Helicopter Historical Foundation website at
http://www.gyrodynehelicopters.com.
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Figure 2.8 Kamov Ka-137 Unmanned Aerial Vehicle

The Airscooter Corporation brings the idea of coaxial flight to a new area. They
designed the first Personal Air Vehicle AirScooter II (Figure 2.9) using coaxial
design. It can fly at the speed up to 100km per hour with useful payload over 150kg.
And the AirScooter II can fly approximately two hours with its 18L fuel tank.

Figure 2.9 AirScooter II1

2.4 Helicopter Model
The first step towards an autonomous indoor flight rescue helicopter is to build an
accurate helicopter model. Only with the model can we determine the correct inputs
for control algorithm that allows the helicopter to fly as required. The helicopter
model contains two components: the mechanical model and the model for generation

1

This Figure is derived from AirScooter website at http://www.airscooter.com/pages/airscooter_media_files.htm.

13

of aerodynamic forces and torques. For a mini helicopter with the size like Lama,
aerodynamics can be approximated with simple algebraic relations. Therefore,
mechanical model determines most of the helicopter dynamics [Kondak et al., 2007]
and is the focus of our research.

Kondak et al. provide a general modelling procedure to model mini Vertical Take-Off
and Landing (VTOL) vehicles and apply it to a Quad-rotor helicopter [Kondak et al.,
2007]. McKerrow [McKerrow, 2004] and Pounds et al. [Pound et al., 2006] also have
done great work on modelling four-rotor helicopter (Figure 2.10). Gavrilets et al.
[Gavrilets et al., 2003] and Sanchez et al. [Sanchez et al., 2007] each presents a very
good model for standard single rotor mini helicopter. There is also modelling for
coaxial helicopter in [Gavrilets et al., 2003] [Dzul et al., 2002].

Figure 2.10 Dragonflyer Modelling1

Helicopter models are quite different for structure variations, but modelling takes
similar approaches. A robot frame (or body frame) and an inertial frame (or world
frame) are always constructed to simplify expressions. Then kinematic, static or
dynamic equations can be calculated for a specific structure. The Hirobo Lama is
special not only for its coaxial design, but also because only its bottom rotor is
connected to a swash plate. So only the bottom rotor can change its cyclic pitch
during flight. Also, there is no way to control the collective pitch of Lama’s rotors as
the relative angle of rotors’ blades is fixed. Therefore, we have to design a new model
based on the particular structure of Lama.

1

This Figure is derived from [McKerrow, 2004].
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2.5 Lama Related Research
Previous research [De Nardi and Holland, 2006] [Rezgui et al., 2006] [Wong et al.,
2006] has been done on modifying Lama. Rezgui et al. improve Lama’s stability
under gust by adding a fin in the tail. Wong et al. design PID controllers and modelbased sliding mode controllers, which take feedback from an embedded vision
camera, for automatic takeoff and landing control of Lama. Nardi et al. put a micro
controller and sensors on the helicopter and propose neural network controllers. The
helicopter achieves autonomous flight by taking sensor feedback, of which the
accuracy has been improved by implementing unscented Kalman filter [De Nardi and
Holland, 2006].

Although the above designs are innovative, they all have serious weaknesses when
applied directly to a site assessment mission. Rezgui et al. only make mechanical
modification on the helicopter, thus the stability performance is worse than achieved
by implementing a control algorithm. Wong et al. apply the controller on the remote
host, which has the same problem as Dragonflyer design because communication
delay can cause helicopter crash. Thus the performance of the controller does not
work as well as their simulation and that is the reason they only perform automatic
takeoff and landing experiment.

Nardi et al. go furthest towards meeting the rescue application criteria. In their design,
there is an embedded micro controller to realize control strategy, which eliminates
communication delay. A state estimation procedure has also been considered to
improve the accuracy of sensor’s feedback. However, because their research is not
specifically for robotic site assessment task, a few important features related to robot
rescue are missed in their design. They do not consider the problems of entering a
window, target finding, flying in restricted space, and obstacle avoidance.
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Chapter 3
Model of Lama1

Lama is a toy-size coaxial helicopter controlled by a radio transmitter. In this chapter,
we are going to investigate the design of the Lama and discuss the benefits of its
design to be applied in a site assessment task. Also, we are going to present a
theoretical model of the Lama that will define the controllable and measurable
parameters of the Lama.

3.1 Coaxial benefit
The advantages for the coaxial design illustrated here includes power efficiency,
compact structure, rotor symmetry, and lack of cross coupling. These features make
the coaxial design suitable for site assessment: the power efficiency enhances a
coaxial helicopter’s operation time; the compact structure decreases a coaxial
helicopter’s chance to hit obstacles; and the rotor system symmetry and lack of cross
coupling make the control of a coaxial helicopter easy and safe.

3.1.1 Power Efficiency and Compactness
The main reason that a coaxial helicopter is special is that it uses two contra-rotating
rotors to balance each other’s torque that they apply to the helicopter fuselage when
they rotate. Without a tail rotor, a coaxial helicopter can devote all its power to
developing lift, which increases the power efficiency of a coaxial helicopter.
Experimental data shows that the coaxial design requires 5% less power in hover for
same given thrust as single-rotor helicopter [Coleman, 1997].

Also, the coaxial configuration has a more compact structure than a single-rotor
because it does not need to mount a rear shaft longer than the main rotor's blade-

1

Most of this chapter is derived from a previous published paper [Chen an McKerrow, 2007].
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swept radius in the airframe. The result of this is a reducing of coaxial-rotor helicopter
size by 35-40% as compared with the single-rotor one. Another result is that the
moment of inertia of the coaxial helicopter decreases, which increases its
controllability and manoeuvrability [Petrosyan, 2008].

These benefits of coaxial helicopters results in two series of legendary coaxial
helicopters: Ka-25 series and Ka-50 series from the Kamov Company. The Ka-25
series are mainly used for transport, which takes advantage of coaxial design’s high
power efficiency and high payload. The Ka-50 series are attack helicopters. They
have small vulnerable area and fast yaw angle speed in hover owing to coaxial design,
which increases their survivability in combat.

3.1.2 Rotor System Symmetry

Figure 3.1 Dissymmetry of Lift in Forward Flight

A fundamental disadvantage of a single-rotor helicopter is its dissymmetry of lift in
forward flight (Figure 3.1). In forward flight, the advancing rotor blades travel
through the air quicker than the retreating blade (the speed difference is twice the
helicopter forward speed), which means that airflow over advancing rotor could be
supersonic while the retreating side could enter the stall condition and barely generate
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lift. Therefore, Dissymmetry of lift results in an upper speed limit for single-rotor
helicopter in forward flight.

Coaxial helicopter solves this problem because any time on either side of the rotor
disk, there are an advancing blade and a retreating blade, thus the lift difference will
be cancelled, at least theoretically. Sikorsky Company produced the XH-59A to test
this Advancing Blade Concept in 1972. As development went on, the XH-59A was
able to reach and maintain speeds in exceeds of 515 kilometres per hour in level flight
in 1978 [Ruddell, 1981].

3.1.3 Lack of Cross Coupling
Control cross coupling exists in all other rotor configurations and causes control
complexity. For coaxial helicopter, its lack of control cross coupling can be described
by the following facts: (a) for translational flight along any axis, the movement of
only one control is required, (b) control along each axis is symmetrical, and
unaffected by the controls along the other axes, and (c) comparable translational
accelerations in all directions are obtainable.

Freedom from control cross coupling is due to the symmetry of the coaxial rotor
system. Benefit from that, a coaxial helicopter has exact and excellent hovering
positioning. Also, a coaxial helicopter can fly robust and stable when it is disturbed
by external forces.

3.2 Design of Lama

In the off-the-shelf Lama set, there are a radio transmitter and the Lama helicopter
(Figure 3.2). The transmitter has four channel inputs, which control the throttle, pitch,
yaw and roll of Lama respectively. After receiving joystick commands from a human
operator, the transmitter transmits these commands to the helicopter’s embedded
electronic circuit through a radio link.
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Figure 3.2 Commercial Lama Set

The electronic circuit then translates these commands into actuator inputs to generate
cyclic pitch in the bottom rotor and rotation in both rotors. These controls to rotors
cause forces and torques to be applied to the helicopter and result in helicopter
movement. There is also a yaw gyro embedded in the helicopter to provide feedback
to the electronic circuit for stabilizing the yaw movement of the helicopter.

Figure 3.3 Top Rotor of Lama

The two rotors are the most important mechanisms in this helicopter because they
generate the forces and torques applied to helicopter body to move the helicopter. The
top rotor (Figure 3.3) of the helicopter is driven by a motor but not linked to any
servo, so a mechanical stabilizer is used to induce cyclic pitch control of the rotor
when it senses the inclination of the fuselage. As the movement of the helicopter body
can cause force unbalance in the stabilizer, inclination of the fuselage can be sensed
by the stabilizer. Also, weight of stabilizer determines response time. The top rotor is
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used to balance bottom rotor torque to control yaw. The bottom rotor (Figure 3.4) is
driven by the second (back) motor and controlled by two servos, which link to the
rotor by a swash plate. They can control the cyclic pitch of the bottom rotor directly.
The left and right servos control the lateral (roll) and longitudinal (pitch) cyclic pitch
of the bottom rotor respectively.

Figure 3.4 Bottom Rotor of Lama

The rotational velocity of each rotor is controlled by the front and back motors. The
front motor controls the blade speed of the top rotor, while the back motor changes
the bottom rotor. Both rotors cannot change their collective pitch, so the relative pitch
between two blades is fixed. For a given rotor, when the pitch of one blade increases
the pitch of the other blade decreases maintaining a constant average pitch. Therefore,
height control can only be achieved by changing the rotational velocity of both rotors.

Cyclic pitch of the top rotor is changed by stabilizer to stable the helicopter
movement. Lateral cyclic pitch of the bottom rotor results in the roll of the helicopter
and body movement along the y axis (sideway), while the longitudinal cyclic pitch of
the rotor causes the pitch of the helicopter and body movement along the x axis
(forward and backward). Yaw of the helicopter is produced by the rotational velocity
difference between the two rotors. Changing the rotational velocity of two rotors
simultaneously achieves the vertical movement of the body along the z axis (vertical).

Lama is designed specifically for indoor flight. Therefore, it sacrifices characteristics
that are not required in indoor flight such as high-speed flight and fast response to
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achieve stable hovering and accurate movement, which increases its safety during
flight. This sacrifice resulted in several mechanical design decisions.
•

First, it uses a stabilizer on the top rotor, which slows the top rotor’s response
to rapid changes in cyclic pitch of the bottom rotor by automatically
controlling the cyclic pitch of the top rotor in an attempt to hold it in its
current plane of rotation. The resultant forces oppose pitch of the helicopter
damping its response.

•

Second, cyclic pitch of the bottom rotor is controlled by a sliding swash plate,
rather than a conversional ball bearing swash plate. This design reduces the
overall height of rotor shaft, which reduces the inertia of the rotors around the
x and y axes. Also, it reduces the torque that cyclic pitch creates around the
centre of gravity, for damping the response.

•

Third, there is no collective pitch control in Lama, so it does not need a swash
plate for the top rotor and simplifies the control of the bottom rotor. As a
result, lift can only be controlled by changing rotational velocity. This results
in a slower response when changing lift.

These three design features decrease the manoeuvrability of Lama but increase its
stability and hence make it easier to fly in a small space.

3.3 Modelling of Lama
Before we continue our analysis of Lama, we need to construct a robot frame R and a
world frame W to better illustrate the modelling of Lama (Figure 3.5). These two
frames are both right-hand frames. The robot frame is fixed to the helicopter at the
!
centre of gravity and moves with the helicopter relative to the world frame. And the
!
world frame is fixed to the original location of the robot frame.

21

Figure 3.5 Robot Frame and World Frame

All equations will be expressed in the robot frame. When equations need to be
expressed in the world frame, they will be transformed by a transformation matrix
(Equation 1).
W

TR = Rot(z, " )Rot(y,# )Rot(x,$ )Trans(dx ,dy ,dz )

(1)

where (",#, $ ) is the yaw, pitch and roll angles respectively and (dx ,dy ,dz ) is the

!

distance between the helicopter’s centre of gravity and its original location of the
!

helicopter.

!

And the rotation matrix is

Rot R = Rot(z, " )Rot(y,# )Rot(x,$ )
&c# c" s$ s# c" % c$ s" c" s# c$ + s" s$ )
+
(
= (c# s" s$ s# s" + c" c$ c$ s# s" % s$ c" +
+*
(' %s#
s$ c#
c$ c#
W

(2)

where c" = cos(" ) and s" = sin(" ) .

!

!

!
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3.3.1 Force and Torque Balance
When Lama is in a stable condition (hovering or moving with constant speed), the
forces and torques applied are balanced. Unbalance of force will result in linear
acceleration ( F = m " a ), while unbalance of torque will result in angular acceleration
( " = I # $ ).

!
We will consider stable hovering as an example. Force balance is achieved when the

!

sum of the thrust from the two main rotors equals to the gravitational force due to the
weight of the helicopter (Equation 3). We can also describe it as all forces and torques
in all directions sum to zero.
R

Ftop + R Fbot = (mtop + mbot + mshaft + mbody ) " g

(3)

The lift forces are generated by rotation of the rotor blades. Blade rotation will cause

!

torque to be applied to the helicopter body. Since the blades are driven to rotate
though the air, the aerodynamic drag will also produce opposing torques to the rotor
hubs. On the other hand, the gravity force will not generate any torque because it acts
through Lama’s centre of gravity. In a stable hovering condition, the rotor torques
should also be balanced (Equation 4).
R

!

drag R
drag
" top # R " top
= " bot # R " bot

(4)

3.3.2 Inertia
Inertia (moment of inertia) opposes linear and angular acceleration to stabilize
motion. To calculate the moment of inertia of Lama, we need to divide the whole
airframe into parts. For simplicity we assume the propellers can be modelled as thin
plates, the rotor shaft can be modelled as a thin cylinder, and the helicopter fuselage
that contains motor, battery and electronics can be modelled as a solid cuboid of
height h , width w , and depth d .

!

Then the inertia of a blade rotating about its centre is
!
!
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1
mtop lradius2
12
1
R
I py = mtop lchord 2
12
1
R
I pz = mtop (lradius2 + lchord 2 )
12
R

I px =

(5)

where lradius is the length of the propeller and lchord is the width of the propeller

!

(Figure 3.6).
!

!

Figure 3.6 Inertia of Propellers

As the blade rotates around one end, we use the parallel axes theorem to calculate the
inertia around the centre of rotation. As there are two blades per rotor we can either
multiply the inertia by two, if we assume the blades are identical, or add the inertia for
its two blades. Since the size of bottom rotor is the same as the top rotor, it has similar
inertia. The blades are made from very light material (1.5 g each) to reduce the inertia
and increase the change rate of rotational velocity, which improves the response of
Lama to throttle changes.

The top rotor differs from the bottom rotor in having a stabilizer at around 70 degrees
2
to the rotor blades. It contributes an additional inertia to the top rotor of 2 " mstab rstab

with mstab = 2.5g is the mass of each weight.

!
!

The inertia of the rotor shaft is
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rshaft 2
Isx = mshaft (
+
4
rshaft 2
R
Isy = mshaft (
+
4
1
R
Isz = mshaft rshaft 2
2
R

lshaft 2
)
12
lshaft 2
)
12

(6)

where the rshaft is the radius of the shaft and lshaft the length of the shaft (Figure 3.7,
left figure).

!

!

!

Figure 3.7 Inertia of Rotor Shaft and Helicopter Fuselage

Then inertia of helicopter fuselage (Figure 3.7, right figure)is
1
m body (h 2 + w 2 )
12
1
R
I fy = mbody (h 2 + d 2 )
12
1
R
I fz = mbody (w 2 + d 2 )
12
R

I fx =

(7)

We obtain these equations with the assumption that the centre of gravity is on the

!

concentric line of the rotor shaft. If it is not, then we need to apply the parallel axes
theorem to the moment of inertia of the rotors and the rotor shaft with following
equation
Incg = Icg + ml 2

(8)

where l is the distance between the new rotational axis and the original rotational

!

axis.

!
25

When the centre of gravity is not on the rotor centre line, cyclic pitch will be required
to balance the resultant torque reducing its control range. Hence, it is better to balance
the load on Lama to minimise the distance from the center of gravity to the rotor
centre line.

3.3.3 Dynamics
Because helicopter motions are dominated by the two main rotors, we first need to
understand the behaviours of the two rotors in flight before analysing the dynamics of
Lama.

Bottom rotor
The bottom rotor is linked to two servos, which control its lateral pitch and
longitudinal pitch respectively. Therefore, we can control the cyclic pitch of the
bottom rotor to command the Lama to pitch and roll. And the bottom rotor is also
linked to a motor that provides rotational thrust.

To show the force generated by the bottom rotor, we first need to make a few
assumptions. To simplify the analysis, we assume that the centre of gravity is on the
concentric axis of the rotor shaft. Also, for a small helicopter, the lift generated by the
propellers can be expressed as

"ClU 2 S
2
Fl =
= K l# blade
2

(9)

where " is density of the air, S = lradius " lchord is surface area of the blade, U is the

!

flow velocity, Cl is the lift coefficient and " blade is the velocity of the rotor blades.

!

!

!
A spinning rotor also produces a drag force due to air resistance (Equation 9).
!
!
"CdU 2 S
2
Fd =
= K d# blade
2

where Cd is the drag coefficient.

!

!

Therefore, the force generated by the bottom rotor can be calculated as
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(10)

l
d
2
2
Fbot = Fbot
" Fbot
= (K l " K d )# blade
= K# blade

(11)

!

Figure 3.8 Decomposition of Lift Force

Since the purpose of modelling is for controlling Lama, the variables we use should
be reflected into control space. Considering there are pitch and roll joystick controls
in the transmitter, it is reasonable for us to define a and b the longitudinal and lateral
cyclic pitch of the bottom rotor respectively. Notice α is the angle between thrust
vector and the z axis, as shown in the Figure 3.8. From simply geometry, we calculate
!
!
x 2
y 2
(F ) + (F )
tan 2 " = bot z 2 bot
(Fbot )
tan 2 " = tan 2 a + tan 2 b
cos a # cosb
cos" =
1$ sin 2 a # sin 2 b

!

Therefore, Fbot can be expressed as
R

!

(12)

Fbot = T ( a,b) " Fbot

(13)

!
where
$ "sin a # cosb '
)
&
T ( a,b) =
sinb # cos a )
2
2 &
1" sin asin b & "cos a # cosb)
(
%
1

!

(14)

27

Top rotor
The top rotor of Lama is driven by a motor and not linked to any servo, so we can
only control its rotational velocity. With a stabilizer bar attached to the top rotor, it
forms a Hiller control system. This control system has the effect of changing blade
pitch in reaction to helicopter tilt to slow and stabilize tilt motion.

When hovering, the top rotor disk plane is horizontal and generates a vertical lift force
through the centre of gravity and the stabilizer bar spins in a horizontal plane. In this
situation, the pitch of the top blades, which is the angle of blades to the rotor disk
plane, is fixed and measurable. If the helicopter pitches due to control input or other
interference, the top rotor will try to stay in a horizontal plane due to the inertia of the
stabilizer, which results in cyclic pitch of the blades to oppose the helicopter pitch.
Therefore, the stabilizer acts like a Proportional Integral (PI) control law to stabilize
the helicopter by controlling the change rate of the angle of the top rotor disk.

Figure 3.9 Rotors’ Response in Forward Flight

As illustrated in state (a) of Figure 3.9, the forces generated by the two main rotors
are balanced with the gravitational force. Their directions are both concentric with the
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rotor shaft when hovering. In state (b), the bottom rotor pitches in response to a pitch
command. The pitch of the bottom rotor will cause torque to be applied to the
helicopter body, as the force generated by the bottom rotor is no longer through the
centre of gravity. This torque will make the helicopter body pitch as in state (c). As
the rotor shaft are very stiff, they do not rotate around the helicopter frame rather the
rotor plane rotate around the helicopter frame. At this stage, the top rotor attempts to
remain rotating in a horizontal plane due to the inertia of the stabilizer. And since the
top rotor now generates a force that does not go through the centre of gravity, this
force will cause a torque that opposes the pitch torque to make the helicopter body
swing until all three forces go through the centre of gravity again, as in state (d).

The above analysis describes the transition procedure of the Lama from hovering state
to forward pitch and translation state. To obtain a dynamic equation that describes the
behaviours of the top rotor, we need to consider it within a single state. We know that
the top rotor in not linked to any servo, so it only generates a lift force that is along
the z axis if the Lama remains in the same state. Therefore, we have

" 0 %
$
'
z
R
Ftop = R Ftop
=$ 0 '
$F '
# top &

!

(15)

In state (a), (b) and (d), we have a force through the centre of gravity. In state (c), the
top rotor force is not through the centre of gravity, so the total force produces an x
(translation) component as well as a z (lift) component.

Torque
The thrust vectors R Fbot and R Ftop generate torques R " bot and R " top due to separation
between the centre of gravity and the rotor hubs. The gravitational force does not
generate torque because the helicopter is free to rotate around its centre of gravity.
!
!
!
!
Denote the distance between centre of mass to the hubs of the two rotors as l bot for
the bottom rotor and l top for the top rotor and (E 1, E 2 , E 3 ) for the robot frame axes,
we have

!

!

!
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l bot = l1bot E 1 + l 2bot E 2 + l 3bot E 3

(9)

l top = l1top E 1 + l 2top E 2 + l 3top E 3

!

The torques are defined by
R

" bot = l bot # R Fbot

% l 2 T 3 ( a,b) $ l 3 T 2 ( a,b)(
bot
*
' bot
= ' l 3botT 1 ( a,b) $ l1botT 3 ( a,b) * + Fbot
' l1 T 2 ( a,b) $ l 2 T 1 ( a,b)*
bot
)
& bot

(10)

% $l 2 (
' 1A *
R
R
" top = l top # Ftop = ' l A * + Ftop
' 0 *
)
&

!

3.3.4 Gyroscopic Torque
In hovering condition, the spin axes of main rotors are parallel to the z axis of the
robot frame. When Lama rolls or pitches, it changes the directions of momentum
vectors of the main rotors. This results in a gyroscopic torque that tries to turn the spin
axis to align with the precession axis.

Because the top rotor is not driven, it will automatically change cyclic pitch to
balance any forces produced by gyroscopic torque. In contrast, the gyroscopic torque
of the bottom rotor will oppose body rotation.

For a roll, the spin is around the z axis ( " p ), the roll rate is around the x axis ( " x ), so
the gyroscopic torque of the bottom rotor must be around the y axis.
R

!

!

!

(18)

Similarly, for pitch the torque is around the x axis.
R

!

" gy = I pz# p $ # x
R

" gx = R I pz# p $ # y

(19)

No gyroscopic torque occurs with yaw movement because the spin and precession
axes remain parallel.
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3.3.5 Coriolis and Centripetal Acceleration

Figure 3.10 Coriolis and Centripetal Acceleration

The rotors spin within a plane parallel to the xy plane, so when the Lama yaws the
blades of the rotors experience coriolis acceleration. Coriolis acceleration represents
the difference between the relative acceleration measured from non-rotating axes and
from rotating axes. Because the yaw rate of Lama is relatively slow, we can neglect
this acceleration in modelling. Centripetal acceleration that is the change of the
object's velocity vectors among different segments, also acts on the blades. Since the
blade material can be considered as rigid under this situation, we can neglect this
acceleration in modelling (Figure 3.10).

3.3.6 Complete Dynamic Model
Based on the analysis we make above and Newton-Euler’s equations of motion, we
define v as velocity of the helicopter and " as angular velocity of the helicopter and
R

!

!

mv« + m( m " v ) = Ftop
R

!

!

I the moment of inertia of the whole airframe. We have

(

!
+ T ( a,b) # Fbot + R TW " mg

)

"#« + # $ R "# = R % bot + R % top & R % gy & R % gx & R % drag
& R % drag
bot
top

(21)

"˙ =W Rot R # v

(22)

"˙ = W # $

(23)

!
!

(20)

where
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%1 t" s#
'
c#
W = '0
'&0 s# c"

t" c# (
*
$s# * is the transformation matrix that decides the Euler angles
c# c" *)

from angular rate and t" = tan(" ) .
!

As we do not include flight control as part of this thesis, the theoretical model of
!
Lama is not used by any other part of this thesis. However, we provide the model here
with the concern of future development of this project. If we are going to implement
flight control, this model can be used to determine the helicopter’s position vector
with the assumptions that we know the torques and forces applied to the helicopter.

Also, studying the dynamic model of the Lama helped us to understand how this
helicopter works (Figure 4.1). Based on this understanding, we were able to determine
the control variables of the helicopter model (Figure 3.11). Therefore, we are able to
design actuator control and sensor control that are suitable for flight control in the
future.

Figure 3.11 Helicopter Dynamic Model Inputs and Outputs
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Chapter 4

Lama Electronics

The original Lama electronics mainly perform two tasks: receiving radio commands
from the transmitter and controlling the motors and servos. Understanding the Lama
radio control sequence and its electronic circuit design are essential for us to apply the
Sun SPOT on-board.

4.1 Lama in Radio Control
In the original design of the helicopter, a human operator controls the helicopter via a
radio transmitter. The transmitter has four channels, which are joystick controls for
throttle, roll, pitch and yaw of the helicopter. Throttle controls the helicopter’s vertical
movement; yaw controls helicopter’s heading; pitch controls the helicopter’s forward
and backward movement; and roll controls the helicopter’s sideway movement
(Figure 4.1).

Figure 4.1 Lama Radio Control Loop

After receiving joystick commands from a human, the transmitter transmits these
commands to the helicopter’s on-board electronic circuit through a radio link. The
electronic circuit then translates these commands to servo inputs and motor inputs to
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generate lateral and longitudinal cyclic pitch, rotor velocity and velocity difference
between the two rotors. These rotations of the rotors cause forces and torques to be
applied to the helicopter and result in helicopter movement. Cyclic pitch affects
helicopter’s pitch and roll; rotor speed affects helicopter’s vertical velocity; and rotor
speed difference affects helicopter’s yaw.

There is also a yaw gyro embedded in the helicopter to provide feedback to the
electronic circuit about the yaw velocity of the helicopter for closed the control loop.
Closing the loop on yaw velocity with a gyro has made this helicopter easier to fly.

4.2 Lama’s original electronics

With information we obtained from Lama’s user manual and the Hirobo website, we
can determine the block diagram of Lama as illustrated in Figure 4.2. When a person
issues a flight command through a transmitter joystick, the transmitter will encode the
analogue input into a pulse width and insert it into a pulse train. A pulse train contains
eight pulses, one for each command channel. The first four pulses are used to
represent the throttle, pitch, yaw, and roll input respectively, while the last four pulses
are not used. The width of each pulse shows the input value for each channel and is
proportional to the position of the respective joystick.

Figure 4.2 Lama Original Electronics

34

We connected an oscilloscope to Lama pulse train receiver pin and measured the
minimum, maximum and standard length for the first four channels (Figure 4.3).

Figure 4.3 Width Range for Each Channel

Each row of pictures represents a channel. The first row represents channel 1 and the
other rows represent channel 2, 3, and 4 sequentially. And the first column in each
row represents the minimum length for each channel, the second column in each row
represents the default length for each channel, and the third column in each row
represents the maximum length for each channel. Channel 3 is unusual as its default
length is the maximum length.1

Figure 4.4 Transmitter Joystick Maps to Channel Number

1

Each vertical line in the graphic represents 1ms and each horizontal line represents 2V.
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By examining the relations between the joystick inputs and channel width, we obtain
Figure 4.4 and Table 4.1.

Table 4.1 Pulse Train Map to Control Channels

When Lama picks up these pulse trains through its radio receiver circuit, detector
demodulates the radio signal commands to a pulse train. This pulse train is passed to
an embedded micro-controller, which extracts the 4 commands from the pulse train.
Then the micro-controller interprets the pulse width to actual power applied on the
actuators, and sends commands to rotors and motors to drive the helicopter as
instructed. At the same time, the yaw gyro will provide feedback of the helicopter’s
yaw velocity. The micro-controller calculates the error between the commands
measured and yaw rates. It then uses a control law to calculate the velocity difference
between the two rotors that is required to correct the error in the yaw.

4.3 Lama’s Radio Receiver

To understand how Lama radio system works, we reverse-engineered the circuit in
Lama. With this understanding, we can then design our own replacement circuit to
Lama while using as much of the original circuit as possible to minimize modification
to the system and hence reduce the complexity of the additional electronics.

The following circuit (Figure 4.5) are produced with information gathered from the
Internet and reverse engineering of Lama. Therefore, it does not present an accurate
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circuit diagram of Lama radio receiver (Lama circuit is different after TP1), rather a
general description of what is happening in that particular circuit segment.

Figure 4.5 Radio Receiver Circuit Diagram

When the aerial picks up radio signal, the FM detector TA31136 will retrieve pulse
train and output it in TP11. Then the pulse train is transmitted through a comparator to
improve quality, which generates an inverted pulse train in pin 4 of comparator.
Again the inverted pulse train signal is inverted and magnified by the MOSFET in the
bottom left corner of the diagram. After this, the output pulse train is fed into pin 1of
a decoder. And the decoder decodes the signal in first four channels and outputs them
to a customize micro-controller chip to control the servos and motors.

1

Notice that in our later design of replacement circuit, TP1 is the point where we insert the Sun SPOT generated
pulse train to replace the pulse train received from the radio transmitter.
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Chapter 5

Design of Replacement Electronics

With the above understanding of the original Lama electronics, we can propose a
design to replace the functions provided by the original Lama electronics. The
functions include radio communication and actuator control. Then we add new
functions to the Lama to achieve sensing ability. The content discussed in this chapter
is only a theoretical design. The actual hardware and software implementation will be
covered in later chapters.

5.1 Replacement of Actuator Control

To replace the functions of the original electronics in Lama, that control motors and
servos based on transmitter inputs to make the helicopter fly, we have examined two
methods. One method uses as many original circuits as possible; the other method
uses none of the old Lama circuit.

5.1.1 Minimum Modification Replacement Design

Figure 5.1 Minimum Modification Replacement Design
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As illustrated in Figure 5.1, this design makes minimum modification on the original
circuit. We only discard the radio receiver part of the Lama electronic circuit and
replace it with the Sun SPOT interface to the Host Macintosh. The servos and motors
are still connected to the Lama micro-controller and the yaw gyro feedback still feeds
to the micro-controller to close the yaw control loop.

In this design, the Sun SPOT receives commands from the Host Macintosh - which
are issued by a human operator using a GUI - and interprets the commands into a
pulse train. Control logic can be added into the SPOT to make the control more stable
and more accurate. The pulse train that contains pulse width information is connected
to the Lama micro-controller as in the original Lama circuit.

This design makes use of Lama’s servo controllers, motor controllers and yaw gyro.
The Sun SPOT functions as a wireless communication tool and performs control
logic. The benefits of using the Lama micro-controller is that it executes the following
functions: (a) power electronics, including motor drives, and voltage monitors, (b)
mapping from a pulse train to separate command channels, (c) rate gyro stabilization
of yaw, and (d) the control of the four motors, including tunning of control
parameters. Thus, we start with a working helicopter, to which we have to provide
servo commands via a pulse train.

5.1.2 Complete Modification Replacement Design

Figure 5.2 Complete Modification Replacement Design

As illustrated in Figure 5.2, this design discards all the old Lama electronics and
controls the servos and motors directly (through motor controllers and servo
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controllers) from the Sun SPOT. After receiving commands from the base station, the
Sun SPOT interprets the commands and generates output pulses to motor control
amplifiers and servo controllers to control the helicopter movement.

This design has the advantages that: (a) it eliminates the encoding and decoding of the
pulse train, (b) the software in the Sun SPOT has to produce four separate pulses of
length 0.5 to 2ms every 20ms and not an eight pulses pulse train every 20ms, reducing
the complexity of the software, and (c) individual control of the motor may allow
greater flexibility in control.

It has the disadvantages that: (a) the power electronics has to be replaced; (b) the gyro
control of yaw has to be implemented in the Sun SPOT, (c) the mapping from control
commands to servo commands has to be done in the Sun SPOT, and (d) it may adds
extra weight.

5.2 Adding New Sensors
It is important for both the human operator and the embedded control algorithm to
know the current position and attitude of the helicopter. A human pilot needs this
information in decision-making and a control algorithm needs the sensor feedback to
close the control loop.

Figure 5.3 nIMU

To measure the present state of the helicopter, a nIMU (Figure 5.3) from
MEMSENSE is to be used. The nIMU is a typical Inertial Measurement Unit (IMU)
that contains a 3D accelerometer, a 3D gyro and a 3D magnetometer. Therefore, we
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can measure the linear acceleration and angular velocity of the helicopter in 6 Degrees
Of Freedom (DOF), and then calculate the current position and attitude of the
helicopter. Magnetometer outputs can also be used to increase the accuracy of this
calculation. The outputs of nIMU are internally compensated by a temperature sensor.

Sensing the surrounding environment is also necessary to enable the helicopter to
achieve autonomous flying. For instance, when hovering, we need to measure
helicopter’s height above the floor; and when following corridor, we need to measure
the width and the heading of the corridor. Also, we need to measure the position of
potential obstacles that might cause danger to the helicopter.

To measure the environment, we use Ultrasonic Range Finder SRF08 pulse wave
ultrasonic sensors (Figure 5.4). The ultrasonic sensor can measure the distance
between the helicopter and the obstacles. We can use these range measurement for
calculating the current position of the helicopter and correcting the drift of IMU.

Figure 5.4 SRF08 Ultrasonic Sensor

Both nIMU and Ultrasonic sensors have built-in support for the I2C protocol. And the
Sun SPOT sensor board has two pins that can be dedicated to the I2C SDA (data) and
SCL (clock) lines. I2C is simple, easy to understand, and can support multiple devices
on one bus. Therefore, I2C is a good protocol for interfacing sensors to the Sun SPOT
(Figure 5.5).
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Figure 5.5 Sensor I2C Bus Connections
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Chapter 6
Sun SPOT1

Sun SPOT stands for Sun Small Programmable Object Technology. The Sun SPOT
contains hardware and software for realizing its functionalities. In this chapter, we
will introduce these hardware and software components. Also, we provide a demo
application that shows the basic operation of the Sun SPOT, at the end of this chapter.

6.1 Sun SPOT Introduction
Although Java is considered to provide better structure and more secure programs
than C, it is seldom used in real-time applications. With Java programs, it is difficult
to meet the real-time requirement due to the slow processing speed that results from
the interpreting of the byte code. However, the aim of the Sun SPOT is to improve the
performance of Java, so speed will not be an obstacle to stop Java from being applied
in real-time systems. The basic idea of the Sun SPOT is to develop real-time
application using Java.

Figure 6.1 Sun SPOT Kit

1

Some of the content in this chapter is derived from [SPOTTheory, 2006].
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The Sun SPOT provides a typical set of hardware for real-time project development
and aims to make hardware projects into Java software projects. A complete Sun
SPOT kit contains a base station and an eSPOT (Figure 6.1). The eSPOT contains the
Main Board with a rechargeable LI-ION battery and an example of an eSPOT
Daughter Board - the eDemo Board. The base station has an eSPOT Main Board
without a battery and power is supplied by the USB connection to a host workstation.
The base station serves as a radio gateway between a remote Sun SPOT and the host
workstation during operation (using IEEE802.15.4 wireless communication).

6.2 eSPOT

The eSPOT contains three physical layers (Figure 6.2), which are a battery layer, a
processor board layer (Main Board), and a sensor board layer (eDemo Board). The
eSPOT supports built-in battery power management, built-in radio with mesh
networking connectivity and built-in sensing and actuating with expandable ability.
Programming of the device is entirely in Java using standard Java tools such as the
Netbeans IDE [Meike and Poursohi, 2008].

Figure 6.2 Layer Configuration of the eSPOT1

6.2.1 eSPOT Main Board
The eSPOT Main Board (Figure 6.7) contains a main processor, memory, power
management circuit, IEEE802.15.4 radio transceiver and antenna, and connectors to
battery and daughter board (Figure 6.3).

1

The left part of this figure is derived from [SPOTTheory, 2006].
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Figure 6.3 Main Board Circuit Diagram1

Main Processor
The main processor is an Atmel AT91RM9200 system on chip (SOC) integrated
circuit that incorporates the ARM920T ARM Thumb processor. The ARM executes
at 180MHz maximum internal clock speed and consumes approximately 44mW of
power in normal operation. The processor uses the external bus interface (EBI)
module to control and access Flash and pSRAM memories. And it can be reset by the
power controller.

Figure 6.4 Pin Out for Top Connector (J2)2

1
2

This figure is derived from [SPOTTheory, 2006].
This figure is derived from [SPOTTheory, 2006].
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The SOC has a large collection of peripheral interface units. These include USB,
Ethernet MAC, programmable I/O (PIO) controller, Serial Peripheral Interface (SPI)
controller, TWI two-wire (I2C) interface, universal synchronous/asynchronous serial
interface (USART), three 16-bit counter/timers and so on (Figure 6.4).

Some of the peripherals such as internal counter/timers and parallel IO controller can
be accessed using software. And some interfaces such as the USB host port, one
USART, and I2C are not used directly in the current eSPOT software implementation
although all signals are brought to the inter-board connector. The incomplete support
for I2C creates problems in interfacing to sensors that we discussed in the previous
chapter.

Power Circuit and Power Controller
The eSPOT can be powered with any combination of rechargeable battery, external
voltage or the USB Host. The power circuit charges the battery, regulates the power
to the main and application boards, provides standby power during deep-sleep, and
manages the attention button and power LEDs.

A Linear Technology LTC3455 U2 manages power regulation. The LTC3455 is an
integrated Li-ION battery charger, USB power manager and dual switching regulator.
When either external or USB power is applied and the battery is below 4.05V, a timed
constant current charge will start.

Figure 6.5 Power Modes Transition
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The Sun SPOT has power conservation firmware that uses three modes of operation:
Run, Idle and Deep-sleep (Figure 6.5). The Sun SPOT is in Run mode if all
processors and radio is running. In this case, the main board draws between 70mA
and 120mA and the daughter board can draw up to 400mA. In Idle mode, the ARM9
clocks are shut off and radio is off. Power consumption reduces to 24mA in this
mode. For Deep-sleep mode, all regulators are shutdown except for power-control
Atmega and pSRAM. Power consumption reduces to only 32uA in this mode. When
used in a real-time control application, it will be required to stay in run mode all the
time.

The power controller is an 8-bit Atmel Atmega88. Its firmware is responsible for
running a 64-bit millisecond real time clock, waking up the system when an alarm or
external interrupt occurs, and waking up and putting the system into deep-sleep from
the attention button.

Battery
The internal battery is a 3.7V 720maH rechargeable lithium-ion prismatic cell. The
battery has internal protection circuits against over discharge, under voltage and
overcharge conditions. The battery can be charged from either the mini-USB port or
from an external source with a 5V ±10% supply. The battery cannot be changed for
another type of battery as the charging and power management systems are tuned for
this specific battery (Figure 6.6).

Figure 6.6 Battery
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Wireless Radio
The wireless network communications uses an integrated radio transceiver, the TI
CC2420. The CC2420 is IEEE 802.15.4 compliant (Zigbee) and operates in the
2.4GHz to 2.4835GHz ISM unlicensed bands.

The IC contains a 2.4GHz RF transmitter/receiver with digital direct sequence spread
spectrum (DSSS) base band modem with MAC support. The IC has 250kbps effective
bit rate is and -90dBm receive sensitivity. The antenna is an inverted-F antenna
printed on the top layer of the printed circuit board. It is tuned to 2450MHz and has a
characteristic input impedance of 115Ω unbalanced.

Figure 6.7 eSPOT Main Board

SPI Bus
Serial Peripheral Interface (SPI) is a serial bus standard established by Motorola and
supported by many manufacturers [SPI Docs, 1996] [SPI Docs, 2004]. Compared to
the I2C, the SPI also provides good support for communication with slow peripheral
devices. However, the SPI is more suitable in applications that require large amount
of data stream transfer as the SPI can support up to 50MHz transfer rate.
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The SPI bus has four signals: clock (SCLK); master output, slave input (MOSI);
master input, slave output (MISO); and slave select (SS) (Figure 6.8). To start a
transfer, the master generates clock and selects the slave device to communicate with.
And a full duplex data transmission occurs during each SPI clock cycle.

Figure 6.8 SPI Connections in Single Master, Single Slave Mode

The SPI does not have an acknowledgement mechanism and the master requires one
slave select pin for each slave device in a typical connection. Therefore, the SPI is
efficient for single master, single slave application and the complexity of
implementing the SPI increases with more than one slave connected to the master.

6.2.2 eDemo Board
The supplied eDemo Board is an example of eSPOT daughter boards that can be
connected to the eSPOT Main Board as long as it meets the following three
requirements. These requirements are: connect to the main board with a Hirose DF1730 connector; act as a slave in SPI communication with the main board; contain SPI
flash memory for storing configuration information.

The eDemo Board contains an Atmega88 processor, flash memory, a light sensor, an
accelerometer, eight tri-colour LEDs and two switches. The Atmel Atmega88 controls
the tri-colour LEDs and communicates with the Main Board ARM9 as a SPI (Serial
Peripheral Interface) slave device. And there is an SPI EEPROM memory for storing
configuration information (Figure 6.9).
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Figure 6.9 eDemo Board Circuit Diagram1

eDemo Board Peripherals
The eDemo Board (Figure 6.11) functions as a hardware interface board between the
Sun SPOT and other devices. Therefore, there are a lot of peripherals in the eDemo
Board that can be used by programmers for input or output (Figure 6.10).

Figure 6.10 eDemo Board P1 Interface

LEDs and pushbuttons are controlled by an Atmega88 and act as input and output by
change of state. And there are accelerometer and light sensor in eDemo Board to
provide convenient sensing capabilities.

1

This figure is derived from [SPOTTheory, 2006].
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In I/O connector P1, there are several pins that provide connections for different
functions. There are five general-purpose digital I/O pins (D0 to D4). D0 and D1 can
be used as UART data lines RX and TX respectively (TTL level). D2 and D3 can be
used as I2C SDA and SCL lines respectively, though I2C is not supported in software.
H0 to H3 are high voltage output pins with VH the output voltage. And A0 to A3 are
input pins for analogy to digital conversion.

Figure 6.11 eDemo Board

6.3 Java on the Metal
Most of the traditional Java virtual machines are written in C or C++. But C/C++ are
not good languages for virtual machine construction as C is too low level a language
and C has no provision for garbage collection. The Squawk Virtual Machine (VM) is
a Java VM primarily written in Java and designed for resource-constrained devices.
Squawk is compliant with the Connected Limited Device Configuration (CLDC) 1.1
Java Micro Edition (Java ME) and runs on micro-controllers without the need for an
underlying operating system, as if Java is running on the bare metal (Figure 6.12).
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Figure 6.12 Squawk VM Comparing to Standard JVM1

By running on the bare metal, Squawk avoids the need for an operating system (OS)
in the Sun SPOT. The OS functionality provided in the Squawk VM requires less
memory than other embedded OSs such as embedded Linux. The Squawk OS
functionality includes the handling of interrupts, networking stack, and resource
management [Simon et al., 2006].

Figure 6.13 Split Architecture of Squawk VM2

Squawk uses a split architecture (Figure 6.13). On the host machine the Java byte
code is transformed into a more compact and optimised execution format and
packaged into a suite file for downloading to the Sun SPOT. The VM on the SPOT
1
2

This figure is derived from [Cifuentes et al., 2006].
This figure is derived from [McKerrow et al.2, 2007].
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interprets the suite file into applications. Applications are represented as objects that
are instances of the Isolate class to isolate them from one another and to communicate
between each other. It implements green threads that emulate a multi-threaded
environment without relying on an underlying operating system [McKerrow et al.,
2007].

To overcome the problem that Java is run-time compiled, parts of the on-board VM
and run-time environment are written in C rather than Java, which improves
performance and removes the need for just-in-time compilation. JIT compilation is
designed for load once run once systems like games on mobile phones. Embedded
real-time system are typical load once run many times, requiring a different
compilation model.

Interrupts are handled by assembler routines that set bits in an interrupt status word.
The scheduler checks the interrupt status word and resumes the thread for the device
driver for that interrupt.

6.4 Sun SPOT Demo
To test the basic functionalities of the Sun SPOT, we designed a demo to control LED
on the eDemo Board and read the states of the switches from the eDemo Board.

Figure 6.14 GUI and SPOT in Demo Application
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As illustrated in Figure 6.14, the first and the second LEDs (LED0 and LED1) to the
left in eDemo Board are turned on by ticking checkbox in the desktop control panel.
The states of the switches are displayed in the panel as well. LED6 and LED7 are
used to show radio communication status.

Figure 6.15 LEDs and Switches Initialization

To start the program, we create instances for the eDemo Board, the LEDs and the
switches (Figure 6.15). The object-oriented property of the Java Language allows us
to assign each hardware object an instance to represent it.

Figure 6.16 Host Loop in Demo Application

Figure 6.16 shows the code to set up bi-direction radio communication in the host end
(coding for radio communication takes a similar structure in the SPOT end). First, we
open a radio stream communication to SPOT’s address and assign a random port (37
in this example). Then we start an infinite loop to repeatedly call the transmitData( )
and receiveData( ) functions. The details of these two functions are illustrated in
Figure 6.17.
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Figure 6.17 Receive and Transmit Data through Radio

Inside the transmitData( ) function, we write the required states of the LEDs based
on the checkbox input in GUI to the Sun SPOT. While inside the receiveData( )
function, we read the states of the switches on the eDemo Board and display them in
the GUI. The program will hold (release CPU) after we issued IOStream.readInt( )
(line 132) until it receives validate data through radiostream.

Figure 6.18 Open Radiostream Communication

This example uses radiostream for wireless communication. In line 77 of SPOT end
code, we open a radiostream communication (Figure 6.18), which calls a
RadioDataIOStream class. We can see the detail of the open( ) function in the
RadioDataIOStream class in Figure 6.19. It first initiates a new radiostream
connection, then creates two datastreams with that connection: one is used for input
and the other one for output. The radiostream takes the MAC address of the other
device that it connects to and a randomly assigned port number as arguments.
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Figure 6.19 Details of Open Radio Stream

We can also use a radiogram for wireless communication. A typical way to set up a
radiogram is illustrated in Figure 6.20. We first initiate a new radiogram connection,
and then create two datagrams with that connection.

Figure 6.20 Open Radiogram Communication

We have chosen to use the Sun SPOT as the on-board control processor for our
helicopter. Whether it is suitable or not is one of the research questions that we are
exploring. The problems and opportunities created by using Java for real-time control
are explained in later chapters, as is the capability of the Sun SPOT hardware and
software.

6.5 Sun SPOT Research
The team that developed the Sun SPOT are continuously working on small projects
called “Friday Project”. These projects are small but interesting and only take one day
from design to finish because of the powerful functions and the “easy to use” feature
of the Sun SPOT. One representative “Friday Project” is the rocket launch project
(Figure 6.21). In that project, they put a Sun SPOT on a small rocket and use the Sun
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SPOT embedded accelerometer to record the data. The data is sent back to a remote
Macintosh by the Sun SPOT wireless hardware.

Figure 6.21 Sun SPOT in Small Rocket1

The Sun SPOT has also been used in real life project. In the project Blackbox, the
world’s first mobile modular data centre, the Sun SPOT are used to monitor the
environment inside the container as well as provide the location of Blackbox with
external GPS receiver connected (Figure 6.22).

Figure 6.22 Sun SPOT in Project Blackbox 2

1

This figure is derived from Sun SPOT staff blog at http://blogs.sun.com/davidgs/entry/the_birth_of_the_sun.
This figure is derived from Sun website at http://research.sun.com/spotlight/2007/2007-0207_Spots_on_Tour.html
2
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The Sun SPOT team will post the latest news and projects about the Sun SPOT in
their forum1. This forum is also the official site to discuss problems in developing Sun
SPOT projects with staff in the Sun SPOT team or other programmers that are using
the Sun SPOT.

From our experience, most of the questions we posted about the Sun SPOT hardware
or software have been well answered. For example, we have the idea of implementing
I2C in software by reading a post discussing a relative problem in the forum. The
forum is a good place for studying and investigating the Sun SPOT and its functions.

1

The forum address is https://www.sunspotworld.com/forums/index.php.
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Chapter 7

I2C

Inter-Integrated Circuit (I2C) bus is an industrial standard protocol to be mainly used
in control systems and automatic systems. We select the I2C bus as the protocol for
controlling on-board sensors and receiving sensor feedback. The main reason for this
choice is that a lot of the low cost sensors available for use on low cost robots use the
I2C bus. However, while the Main and the eDemo Board have pins allocated for I2C,
we found that the I2C bus is not supported in the Sun SPOT firmware. We propose
three designs to realize the I2C using the Sun SPOT. One design, the software I2C,
has been implemented with limited success and will be used to drive the sensors in
I2C bus. The main issue with this design is performance. The other two designs are
also presented here as a reference for future enhancement of this project.

7.1 I2C Introduction1

The I2C bus was introduced by Phillips Semiconductors in 1992 with the release of
version 1.0[I2CSpec, 2000]. Update version 2.0 and 2.1 were released in 1998 and
2000 respectively. They added the High Speed Mode (Hs-mode) and some bug fixes.
I2C bus applications have increased rapidly in consumer electronics, industrial
electronics, and telecommunication.

7.1.1 I2C Bus Concept
The rapid acceptations of the I2C bus resulted from its several features that provide
benefits for both designers and manufacturers. From the designer’s perspective, I2C
bus is simple because it uses only two bus lines: a serial data line (SDA) and a serial
clock line (SCL). Adding devices to the I2C bus does not require additional
interfacing because the bus interface is already integrated on-chip. From the

1

The structure and some content of this section are based on [I2CSpec, 2000].
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manufacturer’s perspective, the I2C bus provides multiple devices support in one bus
which results in compact packaging and minimum interconnection wires.

The I2C bus uses the SDA line and the SCL line to transmit data between devices
connected to the bus. Each device is identified by a unique address and can operate as
either a transmitter or receiver during communication. Also, devices can be masters or
slaves in transmission depending on whether the device initiates a data transfer and
generates a clock signal to accompany the transfer (Table 7.1).

Table 7.1 I2C Terminologies

7.1.2 I2C General Characteristics
Both the SDA and the SCL are bi-directional lines and connect to a positive supply
voltage though pull-up resistors. Therefore, both lines are HIGH when the bus is free.
And the output of devices connected to the bus must have an open-drain or opencollector to pull down the bus for transmitting LOW states. One clock pulse is
generated for each bit transferred and the data on the SDA line is only valid when the
SCL line is HIGH.

Because of the possibility that a number of devices with different technology (CMOS,
NMOS, TTL) can be connected to the I2C bus, logic levels for LOW and HIGH are
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defined in two ways: one uses fixed voltage, the other uses voltage relative to VDD.
Since we only use I2C standard mode in our research, Table 7.2 describes Logic level
for I2C bus in standard mode.

Table 7.2 Logic Level for I2C Bus Standard Mode

7.1.3 I2C START and STOP Condition
To initiate a transmission, a master generates a START (S) condition to claim the bus.
After the START condition, the I2C bus is considered to be busy. And to end a
transmission, a master needs to generate a STOP (P) condition to free the bus after the
START condition.

If a repeated START (Sr) is generated after a START condition instead of a STOP
condition because the master still wants to use the bus, then the repeated START is
considered functional identical to the START condition.

A START condition is generated by setting the SDA line from HIGH to LOW while
the SCL stays HIGH. And a STOP condition is generated by setting the SDA from
LOW to HIGH while the SCL stays HIGH (Figure 7.1).
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Figure 7.1 START and STOP Condition

7.1.4 I2C Data Transfer

After master generates a START condition, a slave address is sent. Since we only use
up to five devices in our research, we only discuss about 7-bit address here. This 7
bits slave address is followed by an eighth bit that indicates the data transfer direction.
A ZERO indicates a WRITE transmission and a ONE indicates a READ transmission.
Only a STOP condition can terminate a data transfer, but a master can still generate a
repeated START and address another slave without generating a STOP if it wishes to
continue to communicate on the bus.

Figure 7.2 READ and WRITE Sequence

In response to master’s addressing, addressed slave will return an acknowledgement.
Then the master and slave can start to communicate with each other. In the master
READ mode, acknowledge is sent by the master after each data byte to indicate
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whether further data is needed from slave. While in the master WRITE mode,
acknowledge is sent by the slave after each data byte to indicate receiving data
successfully (Figure 7.2).

Other than the features introduced in the previous sections, I2C bus has other
characteristics. These characteristics include clock synchronization, bus arbitration,
Fast Speed Mode (F/S-mode), and High Speed Mode (Hs-mode). As we are not going
to deal with these features in our research, they are not discussed here.

7.2 I2C in Sun SPOT

To connect I2C to Sun SPOT, we have three options:

One option is to use D2 and D3 pins of P1 connector in the eDemo Board. The D2
and the D3 pins are described as supporting I2C protocol and can act as the SDA and
the SCL line in communication by the Sun SPOT documentation. However, we found
that there is no supplied software for implementing such setting. Therefore, we have
to design our own I2C software (Section 7.2.1) if we want to implement this
configuration.

Another option is to use D0 and D1 pins of P1 connector in the eDemo board with a
serial to I2C converter (Section 7.2.2). The D0 and the D1 pins are described as
supporting serial protocol and can act as RX and TX line in communication by Sun
SPOT documentation. And there is software in the Sun SPOT SDK (Software
Development Kit) to support this setting. Also, we have purchased an I2CtoPC device
that can convert between serial and I2C. Thus, the converter can enable Sun SPOT to
talk to I2C devices (Figure 7.3).
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Figure 7.3 I2CtoPC Converter

A third possible attempt is to remove the Sun SPOT eDemo Board and use pins in
inter connector J2 of the Main Board (Section 7.2.3). Pin 7 and 9 are derived from
ARM9 and support I2C bus. And we have obtained eProto Board that brings out the
pins of J2 to connector P2 from one Sun SPOT staff (Figure 7.4). We should be able
to use eProto Board to communicate with I2C devices.

Figure 7.4 Sun SPOT eProto Board

In the following section, we will describe the effort we made in realizing the above
three options and some problems we met during development. We will refer the first
option as ‘Software I2C’, the second option as ‘Serial to I2C Converter’, and the third
option as ‘eProto Board I2C’.

64

7.2.1 Software I2C

Software Implementation
Although there is no software that directly supports I2C with the D2 and the D3 pin,
there is an AT91_I2C class in the Sun SPOT SDK that implements I2C with pins in
the J2 connector and an II2C class as an interface class for I2C protocol. Therefore,
we can use these classes as our reference for development.

To implement II2C interface, we have to realize five functions that are provided in the
interface. The five functions are:
•

isIdle( ) checks if the connection is idle;

•

start( ) generates I2C START bit-sequence;

•

stop( ) generates I2C STOP bit-sequence;

•

receive(boolean ack) receives data from the bus, ack is to decide whether
receive further byte from slave or not;

•

transmit(byte d) transmits data d to the bus, this function may return a
boolean that indicates an acknowledgement from slave device that receives the
data.

Figure 7.5 I2C Pin Assignments

First, we assign the D2 and the D3 pin to the SDA and the SCL pin respectively
(Figure 7.5). Then we can start to implement the above five functions. Command
sequences for isIdle( ), start( ), and stop( ) methods are based on the I2C
specification1. sdaHigh( ), sdaLow( ), sclHigh( ), and sclLow( ) methods found in
the code mean to sets the states of the I2C lines and sdaIsHigh( ) and sclIsLow ( )
methods query the states of the I2C lines (Figure 7.6).

1

The START sequence in I2C generated by setting the SDA line from HIGH to LOW while the SCL stays HIGH.
And the STOP sequence in I2C generate by setting the SDA line from LOW to HIGH while the SCL stays HIGH.
[I2CSpec, 2000]
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Figure 7.6 isIdle( ), start( ) and stop( ) Functions

And transmit( ) function (Figure 7.7) examines each bit of byte d and sets the SDA
line to HIGH or LOW based on whether that bit is logic ‘1’ or ‘0’ while generates
clock in the SCL line. After transmission of the data byte, we listen to the SDA line
for a possible acknowledge bit if the SDA line is set LOW by the receiver.

Figure 7.7 transmit( ) Function

On the other hand, receive( ) function interprets states in SDA line into received data
(Figure 7.8). We listen to the SDA line for incoming data and store the data to byte d.
At the same time, we also need to generate a clock to enable transmission as Sun
SPOT is always the master in the I2C communication. After we receive a whole byte,
we can issue an Acknowledge if we want to receive further data or a NotAcknowledge (NA) if we want to end the transmission.

66

Figure 7.8 receive( ) Function

The three lines that are commented out are used for clock stretching, which is a
mechanism to synchronize the master and the slave. As it does not function well and
may result in an infinite loop, we comment them out.

Software I2C Demo

Figure 7.9 Software I2C Demo Set-ups

To debug and test the performance of our software, we purchased a PCF8574 I2C 8bit
I/O card and connected it to Sun SPOT (Figure 7.9). The I/O card can act as an I2C
slave in the I2C communication and display output data as LED states. We have to
provide pull-up resistors to the I2C bus because the eDemo Board does not. The
circuit diagram of the experimental set-ups is illustrated in Figure 7.10.
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Figure 7.10 Software I2C Demo Circuit Diagram

We develop a host application where we can input a string value to control the LED
states in the I/O card. Since what we input is a string, the host program changes it
automatically to a hexadecimal value to indicate the LED state (‘0’ is ON and ‘1’ is
OFF) (Figure 7.11).

Figure 7.11 Take Input and Convert It to Hex Value

Figure 7.12 Software I2C Demo Application

The program runs as expected (Figure 7.12). Logic ‘1’ turns off the LED and logic ‘0’
turns on the LED. Notice that the first LED on the right represents the highest bit and
it is always ON (return logic ‘0’) because we have connected a switch to it.
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Performance Problem
To understand the performance of our software I2C protocol, we use internal timer to
measure each function (transmit( ), receive( ), start( ) and stop( )) by replacing the
comment in Figure 7.13 to functions that we want to evaluate.

Figure 7.13 Timer to Measure Interval

To minimise the error, we measure the total time for executing 100 times for each
function.1 As marked in Figure 7.14, we found out the average timing for READ and
WRITE sequence illustrated in Figure 7.2.

Figure 7.14 Timing for WRITE and READ I2C Sequence

From the data we obtained, it takes approximately 9.82ms for transmitting a byte and
10.15ms for receiving a byte. This is really slow considering an I2C bus running in
standard mode can operating at 100kHz (nearly 100us for one byte).

1

In a previous test, we have measure the time for executing an empty “for loop” once is around 0.97ms.
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With further investigation into the code, we found out that the setHigh( ) and setLow(
) functions are actually the source of poor performance. Executing one of them takes
nearly 0.3ms. The reason for consuming so much time is that the ARM chip AT91
needs to send a SPI commands to the eDemo Board every time to change the states of
the pins in the eDemo Board.

However, if Sun can develop eDemo Board firmware support for the I2C bus, the
performance can be improved significantly by adding a new command to send a byte
or small array of bytes to reduce the frequency of sending SPI commands.
•

A readByte( ) command and a writeByte( ) command would require the use
of the Java setHigh( ) and setLow( ) functions to handle I2C protocols. So
while the transmission of a byte can be reduced from 27(= data(8*3) +
ack(1*3)) SPI commands1 to 1, there is no saving in the number of SPI
commands for the protocol bits (3 for stop, 4 for start). Therefore, the
performance improvement is about one order of magnitude.

•

A read(count, buffer[]) command and a write(count, buffer[]) command
require the firmware to handle the I2C protocol bits and clock. However, this
has the advantage of up to 2 orders of magnitude improvement in
performance. For example a read of 10 bytes would require 240(= 10*8*3)
for the data and 37(= start(4) + stop(3) + ack(10*3 = 30)) for the I2C protocol.
This is a total of 277 bit operations requiring 277 SPI commands. Thus the
improvement could be as high as 35 times (277/8) and the improvement is
even greater when more bytes are transferred in one transaction. This assumes
that most of the time goes in the SPI command. As the I2C bus can be driven
at up to 100kHz, the above data (10*8 + 10*1 + 7 = 97 cycles) could take as
little as 1msec to transfer on the I2c buss. In contrast, at present each SPI
command is taking 0.3 ms.

So either way there is potential for considerable improvement in performance with
I2C bus implemented in firmware in the future release of the Sun SPOT SDK.

1

Each bit requires 3 bit settings - 1 for the data and 2 for the clock.
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7.2.2 Serial to I2C Converter

I2CtoPC Converter Introduction
The I2CtoPC converter is a device developed by i2cchip.com [i2cchip, 2008] to allow
conversion between USB/RS232 to I2C protocol. This device uses a BL233B I2C to
serial IC to realize the conversion and supports converting from both RS232 and USB
interface to up to three different I2C buses. It acts as an I2C master in the I2C
communication.

When galvanic isolation is selected, the I2CtoPC converter can be powered from an
external 9V power adapter. The operating power of the BL233B IC can be 3V or 5V,
which can be selected through jumper J6. The three I2C buses are pulled up by 1.5k
resistors. Bus 1 and 2 run with the same voltage as the BL233B and the voltage of
Bus 3 can be different from BL233B and can be selected to 3V or 5V through jumper
J8.

Figure 7.15 Connectors in I2CtoPC

The I2CtoPC converter also supports TTL level serial if we solder extra J1 and J2
jumpers on the board and mount a female 6-way Micro-Match connector on CN9
(Figure 7.15). While J1 is fitted and J2 and J3 are connected to the USB side, we can
use the serial pins in the Sun SPOT to control I2CtoPC through CN9 connector.

Experimental Set-ups
The D0 and D1 pins on the eDemo Board support TTL-level serial protocol and act as
RX and TX pins respectively. This property is implemented in the Sun SPOT
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firmware. With the above modification, we then can connect the Sun SPOT eDemo
Board to I2Cto PC through D0, D1 and CN9 (Figure 7.16).

Figure 7.16 I2CtoPC Demo Circuit Diagram
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The I2CtoPC uses a simple ASCII format. Only capital hex characters are used for all
data and I2C addresses. There are also command chars that are used to manipulate the
I2C bus. Some of the important commands are:
•

‘S’: Generates an I2C START or repeated START sequence;

•

‘P’: Generates an I2C STOP sequence;

•

‘G’: Selects one of the three I2C buses;

•

‘N’: Sends a Not-Acknowledge to notice slave to stop sending extra data;

•

‘J’: Sets the control registers such as enable interrupts or set I2C timing.

We can use the eDemo Board to issue these commands and send them to the I2CtoPC
board. And then we control the I2C bus from the Sun SPOT (Figure 7.17).

Figure 7.17 I2CtoPC Commands

Current Status
We can issue commands from a PC to I2CtoPC board and control an I2C device (8bit
I/O Card). However, we cannot get the Sun SPOT serial software working properly.
Also, we cannot connect the Sun SPOT serial pins directly to the TTL CN9
connector. As their voltage is incompatible, we need a level converter chip.
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7.2.3 eProto Board I2C
The eProto Board is a newly released add-on Daughter Board that can be connected to
the Sun SPOT Main Board. It contains the identification flash memory, SPI address
decode, 3V to 5V DC converter, and three lines of pins that are wired to the interboard J2 connector (Figure 6.4). It enables us to wire signals to the pins in the J2
connector.

We examined the circuit diagram of the eProto Board and found out that pins A4 and
A5 are wired to ARM9 SDA and SCL pins. Also, there is an AT91_I2C class that
supports the ARM9 I2C protocol. Therefore, it is reasonable for us to use the
following experimental set-up (Figure 7.18).

Figure 7.18 eProto Board Demo Circuit Diagram

The AT91_I2C class calls methods from the IAT91_PIO class, which is the Parallel
IO (PIO) controller class for the ARM9. On the ARM chip, the TWD (I2C SDA) and
the TWCK (I2C SCL) lines are mapped to PA25 and PA26 of the AT91 PIO
Controller respectively [AT91Docs, 2006].
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Figure 7.19 Sample Code to Use eProto Board

In order to use the eProto Board, we first need to create its instance in line 40 of the
code in Figure 7.19. And then we create a PIO control instance to control the I2C
pins. As discussed before, SDA and SCL lines are represented by PA25 and PA26 in
PIO controller. Therefore, we can construct an I2C bus in line 48.

Current Status
Because the current release of the Sun SPOT SDK does not have good support of the
latest add-on board (eProto Board), we have software exceptions when we try to run
the application (Figure 7.20).

Figure 7.20 Software Exceptions with eProto Board

7.2.4 Conclusion for I2C Solutions
We designed three possible ways to implement I2C bus with the Sun SPOT. We have
successfully demonstrated an application using the first solution, which is Software
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I2C. The second and the third solutions are currently not working. But we have
provided circuit diagrams and example code to implement the second and the third
solutions as a reference for future development of the project.

There is a fourth possible method for implementing I2C. The ARM chip has I2C pins
that are available on connect J2. It also has C I2C routines, but they are not available
in the Java wrapper class.
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Chapter 8

Sensor Control

We need to communicate with a nIMU and one or more ultrasonic sensors in the I2C
bus. However, the ultrasonic sensor only works on a 5V I2C bus while the Sun SPOT
pins can only output 3V. Therefore, we need a level converter chip to convert I2C bus
voltage. In this chapter, we will describe the I2C bus voltage conversion between the
Sun SPOT end and the sensor end. Also, we will introduce the commands sequences
to read the sensor data, and the code to implement these sequences. To show
comparison, we also add the code for each commands sequences with the assumption
that the I2C protocol is supported in the firmware. Finally, we discuss performance
issue.

8.1 I2C Bus Voltage Conversion
Sun SPOT D2 and D3 pins use 3V logic. In the demo application in Chapter 7, we
connected the PCF8574 8bit I/O card directly to the Sun SPOT D2 and D3 pins as the
I/O card can operate at 3V. However, if we want to connect the ultrasonic sensor to
the Sun SPOT, we need a level converter to convert I2C bus voltage, because the
ultrasonic sensor only works on a 5V I2C bus.

Figure 8.1 PCA9543A Control Register

To convert I2C bus voltage, the most convenient way is to use an I2C bus switch or
multiplex chip. Therefore, we choose the 2-channel I2C bus switch PCA9543A to act
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as a level converter chip (Figure 8.1). This chip can connect up to three I2C buses
with different voltages and the programmer can select which bus to be enabled by
writing to its internal register.

Figure 8.2 Sensor Connection Circuit Diagram
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As the ultrasonic sensor only operates in 5V I2C bus and the nIMU can operate in
either 5V or 3.3V I2C bus, we decide to use both channels in the PCA9543A to
improve its extensibility for future development (Figure 8.2).

As can be seen in Figure 8.2, the 3V I2C bus from the Sun SPOT has been converted
to two buses at 3V and 5V voltage respectively. And the ultrasonic connects to the 5V
I2C bus at channel 0, while the nIMU connects to the 3V I2C bus at channel 1.

The address pins A0 and A1 in the PCA9543A has been pulled up to avoid address
collision with the ultrasonic sensor1, which means the PCA9543A has an address of
0xE6. The channel initialisation code (Figure 8.3) only needs to be run once after
powering up the whole system. After initialisation, the PCA9543A acts transparent to
commands in the I2C bus like a wire unless it is addressed by the master.

Figure 8.3 Initialise Channels in PCA9543A

To execute the above code, a total of 61(= 4 + 3+ 2*(8 + 1)*3)2 SPI commands need
to be sent. By the contrast, if we have I2C implemented in firmware, we can use the
following code design (Figure 8.4) and it needs only 8(= 4 + 3 + 1)3 SPI commands.

Figure 8.4 Initialise Channels in PCA9543A with I2C in firmware

1

The default address for the ultrasonic sensor is 0xE0. If both A0 and A1 are pulled down, the address for the
PCA9543A will be 0xE0 too.
2
4 for start, 3 for stop, 3 for each bit (1data+2clock), and 1 for acknowledgement.
3
4 for start, 3 for stop, and 1 for writing buffer.
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8.2 Use Ultrasonic Sensor SRF08
After we connect the ultrasonic sensor to the I2C bus and initialise the channels in the
PCA9543A, we can start ultrasonic ranging by issuing a sequence of commands
(Figure 8.5). Line 49 indicates a WRITE operation to the internal register. 0x51 in
line 50 means to return the result in centimetres, we can also change the unit of the
result to inches (0x50) or microseconds (0x52).

Figure 8.5 Start Ultrasonic Sensor Ranging

The above code takes 88(= 4 + 3 + 3*(8 + 1)*3) SPI commands for the whole
transaction. However, we can reduce the number of SPI commands to 8(= 4 + 3+ 1)
with the following code (Figure 8.6).

Figure 8.6 Start Ultrasonic Sensor Ranging with I2C in firmware

It takes 65ms for a ranging to complete. After ranging is completed, the result is
stored in the internal registers of the ultrasonic sensor (Table 8.1). Location 2 and 3
stores the latest ranging result in 16bit unsigned integer. The further 16 results
indicates echo’s from more distant objects. The ultrasonic sensor SRF08 is capable of
sensing as far as 6 metres1.

1

The code for reading ultrasonic sensor data is in Figure 8.12.
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Table 8.1 Internal Registers in Ultrasonic Sensor

The default address of the ultrasonic sensor is 0xE0 and it can be change from 0xE0
up to 0xF2 by sending a series of commands to the ultrasonic sensor’s command
register.

Figure 8.7 Change Ultrasonic Sensor Address

Compared to code in Figure 8.7, which sends 169(= 4 + 3 + 6*(8 + 1)*3) SPI
commands, the following version (Figure 8.8) only sends 8(= 4 + 3 + 1) SPI
commands.

Figure 8.8 Change Ultrasonic Sensor Address with I2C in firmware
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According to the documentation, the maximum range and the analogue gain of the
ultrasonic sensor can both be changed. Default value for maximum range is 31, which
is equivalent of 11 metres range and is further than the actual maximum range of the
SRF08. Since default value for maximum range is sufficient for our application and
the default value for analogue gain is associated with the maximum range, we do not
need to change their values and they will not be discussed here.

8.3 Use nIMU
After we connect the nIMU to the I2C bus, we can decide its address by issuing a
general call to the bus (0x00). And the nIMU will respond to the general call with its
address (Figure 8.9). Since we only need to use this function once for each nIMU to
determine its address, performance improvement is not necessary. Therefore, we do
not provide the I2C firmware version for this function.

Figure 8.9 Get nIMU Address

Once we know the address of the nIMU, we can then read sensing data from it. The
nIMU data are formatted as samples and each sample contains 38 bytes. Each byte
represents different meanings (Table 8.2).
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Table 8.2 Sample Format for nIMU

From one sample, we can get gyro, accelerometer and magnetometer values in three
directions1. The coordinate system is constructed based on the nIMU package (Figure
8.10).

Figure 8.10 nIMU Coordinate System2

However, values in the sample are only raw values. We need to transform the raw
values we received to the actual value by the following equation.

1
2

The code for reading nIMU data is in Figure 8.14.
This figure is derived from nIMU documentation.
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The device range is different for each component. For gyro, the range is 600; for
accelerometer, the range is 4; and for magnetometer, the range is 3.8.

8.4 Sensor Control Demo

To test our design and our software, we soldered a circuit board and connect a nIMU
and an ultrasonic to it (Figure 8.11). The Li-Po battery is providing power for the
nIMU.

Figure 8.11 Sensor Control Demo Set-ups

Figure 8.12 is the circuit diagram of the test circuit board. We used a ribbon cable to
bring the pins in the P1 connector of the eDemo Board to the test circuit board (left of
the circuit). I2C bus from the eDemo Board has been converted to two I2C buses: one
supports 5V voltage and is used to connect to the ultrasonic sensor (bottom right), the
other supports 3V voltage and is used to connect to the nIMU (top right).
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Figure 8.12 Test Circuit Board Diagram

Once the host issues a start ranging command, the Sun SPOT will first start ultrasonic
sensor’s ranging. And then the Sun SPOT will wait for 65ms for the ranging to
complete and read the ultrasonic sensor data (Figure 8.13).

Figure 8.13 Read Ultrasonic Sensor Data

The above code sends 1037(= 2*4 + 3 + 38*(8 + 1)*3) SPI commands in the whole
transaction. This is equivalent to 342ms of transmission time. If we can use I2C in
firmware, we can reduce the total SPI commands to 14(= 2*4 + 3 + 3) and save
338ms in transmission (Figure 8.14).
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Figure 8.14 Read Ultrasonic Sensor Data with I2C in firmware

After reading the ultrasonic sensor data, the Sun SPOT will begin to read the nIMU
data. Reading sensors data in sequence avoid bus collision, as we have not
implemented interrupt mechanism for the I2C bus yet.

Figure 8.15 Read nIMU Data

The above transaction takes 943(= 4 + 3 + 39*(8 + 1)*3) SPI commands to finish
(Figure 8.15). While its I2C in firmware version only takes 9(= 4 + 3 + 2) SPI
commands and saves 308ms in transmission (Figure 8.16).

Figure 8.16 Read nIMU Data with I2C in firmware
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Figure 8.17 Host Output

In Figure 8.17, we can see that the sensor feedback has been displayed in the GUI. To
simplify the GUI, we only select to the latest echo from the ultrasonic sensor and the
accelerometer and gyro value from the nIMU to be displayed.

However, with the current software I2C, the performance for reading sensors’ data is
poor. Reading one nIMU sample requires approximately 390ms and reading one
ultrasonic ranging data requires approximately 380ms. We have raised the problem of
SPI commands taking too much time in the Sun SPOT forum. And staff in the Sun
SPOT team has received our feedback. We are hoping that we can improve the
performance with the comparison code we presented when the I2C is integrated in the
Sun SPOT firmware.
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Chapter 9

Actuator Control

Based on Section 5.1 (Replacement of Actuator Control) and Section 4.3 (Lama
Radio Receiver), we have two options for controlling Lama’s servos and motors. One
option is to use Sun SPOT to generate a pulse train carrying control information and
insert that pulse train into Lama’s original circuit, which results in minimum
modification to the circuit. The other option is to control each motor and servo
directly from Sun SPOT with an R/C power amplifier, which results in full
replacement of the Lama original circuit.

As described in this chapter, we can control the Lama by generating an external pulse
train. Therefore, we take the minimum modification approach and present the full
replacement approach as reference for future development.

9.1 Minimum Modification Implementation
For minimum modification, we set up a switch in TP1 (Figure 4.3) in original circuit
to select whether the pulse train used for control is from radio transmitter or from Sun
SPOT (Figure 9.1).

Figure 9.1 Adding Switch to Enable Pulse Train Control from Sun SPOT
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The pulse train generated by the R/C transmitter for all joysticks at their default
setting, is shown in the top oscilloscope trace in Figure 9.2. By capturing that image
we were able to measure the timing of the pulse train. In previous research we have
found that motor controllers and servo controllers reject commands when any of pulse
width, interval width, synchronization pulse width, and pulse train frame time vary
more than a certain amount from the normal. For example, when frame times
(synchronization pulse) are too short servos chatter.

Figure 9.2 Pulse Train Generated by Sleep Method (below) Compare to Original Lama Pulse
Train (above)

The measurements for the Lama control are given in Table 9.1. The aim of the Sun
SPOT software is to generate a pulse train to match these times without consuming a
lot of CPU time.

Table 9.1 Time Constrain for Pulse Train

Pulses can be generated by high output pin H0 in the SunSPOT (Figure 9.3). In order
to generate a pulse train, we have to generate pulses and intervals between pulses. To
generate pulses, we have two options: one is to use a sequence of startPulse( )
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functions and the other is to use setHigh( ) or setLow( ) functions. To generate
intervals, we also have two options: one is to follow each pulse with a Utils.sleep( )
method to represent the intervals; the other is to use AT91 internal timer to generate
interrupts to manage the width of the pulses.

Figure 9.3 Pulse Train Generation Circuit Diagram

If we combine each pulse generation method with each interval generation method,
we have four possible solutions in total to generate a pulse train. We discuss these in
the following two sections. In Section 9.1.1, we discuss three methods that do not
work very well, and in Section 9.1.2 we discuss the one that works the best.

9.1.1 Sleep Method + startPulse( ), Sleep Method + setHigh( ) or
setLow(), Timer + startPulse()
As explained before in the last section, we can use Utils.sleep( ) method to generate
an interval and use startPulse( ) to generate pulses (Figure 9.4). In the parameters
field of startPulse( ), the first variable represents the output pin for the pulses and the
second variable represents the output logic state. The width of each pulse is specified
in the third parameter.
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Figure 9.4 Generate Pulses with startPulse( ) and Utils.sleep( )

One of the limitations of Java ME is that sleep periods are specified in milliseconds,
with minimum period being one millisecond1. As the pulses for R/C control vary
between 500 and 1500us, putting the pulse generation thread to sleep does not have
the resolution to generate the desired pulse width. And with code in Figure 9.5, we
measure that the average time for Utils.sleep(1) is around 2ms. In addition, the pulse
train has a total length greater than 28ms that cannot be used for controlling the
helicopter (Figure 9.2).

Figure 9.5 Measure Average Time for Utils.sleep(1)

In the second method, we will use setHigh( ) or setLow( ) functions instead of using
startPulse( ) function to generate the pulse. However, as Utils.sleep( ) is far away
from being accurate to represent the interval, it makes no difference which method we
use to generate pulse.

1

Sun SPOT implement Java ME instead of Java SE, sleep method can only accept millisecond integer input.
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Our third attempt is to use startPulse( ) to generate the pulse and use timer interrupt1
to generate the interval (Figure 9.6).

Figure 9.6 Generate Pulse with startPulse( ) and Timer Interrupt

Although this method generates a very good pulse train in stable condition, its
performance becomes poor when we try to change the width of each pulse in GUI.
Some pulses disappeared and some pulses merged with other pulses (Figure 9.7).

Figure 9.7 Exceptions When Changing the Pulse Width

There are some explanations for this unusual situation. One is because of the
inaccuracy of pulse width generated by the startPulse( ) function. Test application
shows that specifying 1ms in startPulse( ) actually returns a pulse with width around
1.05ms. Another reason is that the start time of the pulse has roughly 80us to 280us

1

Detail introduction of the internal timer will be covered in the next section.
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latency. A third possible reason is that the AT91 internal timer is inaccurate, though
we have no evidence to prove that.

As a summary, the three methods listing in the section are all not good enough to
produce a pulse train. Therefore, the only solution left is to use setHigh( ) or setLow(
) to generate pulse and to use internal timer to general timer interrupt.

9.1.2 Timer Interrupt + setHigh( ) or setLow( )

The AT91 Timer Counter includes three identical 16-bit Timer Counter channels.
Each channel can be independently programmed to perform a wide range of functions
including frequency measurement, event counting, interval measurement, pulse
generation, delay timing and pulse width modulation. Each channel has three external
clock inputs, five internal clock inputs and two multi-purpose input/output signals that
can be configured by the user. Each channel drives an internal interrupt signal that can
generate processor interrupts.1

The Timer Counter can operate in two distinct modes: Capture and Waveform
Generation. In either mode the Timer count rate is determined by which internal clock
is used. The available clock speeds are:
•

29,952 KHz: One count = 0.0334us. Max duration = 2.188ms.
(TimerCounterBits.TC_CLKS_MCK2)

•

7,488 KHz: One count = 0.1335us. Max duration = 8.752ms.
(TimerCounterBits.TC_CLKS_MCK8)

•

1,872 KHz: One count = 0.5342us. Max duration = 35.009ms.
(TimerCounterBits.TC_CLKS_MCK32)

•

468 KHz: One count = 2.1368us. Max duration = 140.034ms.
(TimerCounterBits.TC_CLKS_MCK128)

•

32.768 KHz: One count = 30.5176us. Max duration = 2,000ms.
(TimerCounterBits.TC_CLKS_SLCK)

1

This paragraph is derived from Sun SPOT SDK Java Document.
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We use two timers in our program: one manages pulse width and the other manages
interval width. First, we configure both timers to run in capture mode with a 468 kHz
clock. Then we set the interval width and pulse width in Register C in different
timers, as Register C is the register that stores the time duration for generating a timer
interrupt. After all the setting, we start both timers and enable interrupts in both
timers. At last, we can set output pin to HIGH or LOW and wait for the interrupt
signal to stop output. The code segment that generates the synchronization pulse and
the interval after the pulse is in Figure 9.8.

Figure 9.8 Use Timers to Generate Pulse Train
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Figure 9.9 Timer Generated Pulse Train

We can generate a pulse train with very good quality with this method (Figure 9.9)
and we designed a GUI to enable remote control of the width of each pulse and
interval (Figure 9.10). As can be seen in Figure 9.10, we can control the first four
channels with sliders with range between 600ms to 1600ms. And we can also control
the width of the synchronization pulse, pulse interval and the last four free channels
with different range values. We set these range values based on the pulse train that is
produced by the original electronics in Lama (Table 9.1) and indicators in the sliders
are the default value for each channel.

Figure 9.10 GUI to Control Pulse Train

When we apply the pulse train to TP1 in the Lama electronics, we can control the
servos and motors in the Lama as if we were issuing the commands through a radio
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transmitter except for the occasional glitch. The motors sometimes start and stop
suddenly when the pulse train for controlling throttle is in the initial state, which
means we are not issuing any command. But the motors remain stable when rotating
after increasing the throttle input.

Although the pulse train seems ideal for inserting into Lama circuit, we notice some
exceptions. As illustrated in Figure 9.11, occasionally the width of channels increases
randomly. We disabled the deep-sleep mode of the Sun SPOT but still get the same
result. Therefore, the possible reason for the exception is that the interrupt signal is
sometimes blocked because a background process, such as garbage collection, takes
priority for CPU time. This implies that most, if not all, the CPU time is used in
generating the pulse train. R/C controller pulse train generation is a CPU intensive
problem [Asthana, 2007].

Figure 9.11 Pulse Width Exceptions

Tuning the Pulse Train
Because internal latency, such as JVM execution or SPI commands, of the software
program, we cannot expect the pulse width in the pulse train to be exactly the same as
we specified in the GUI. Therefore, we need to tune our pulse train so that the GUI
input can generate roughly the same actuator output compared to transmitter input. In
Table 4.1, we have already obtained the range for each channel of a pulse train. Now
we need to investigate the pulse train produced by the Sun SPOT so that we can
produce same range for each channel using GUI in order to control the servos and
motors within their ranges (Figure 9.12).
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Figure 9.12 Servos’ Range1

With the oscilloscope, we find out that the actual pulse width is around 100us longer
than we specified in GUI. And we also find out that all channels are affecting by
interference, which could be minimised by increasing free channels’ width.

Also, channels that are close to each other appear to be related from our observation.
If we decrease a channel to a certain amount, it may affect the following channel and
decrease the following channel dramatically. For instance, we cannot set channel 2
width to be shorter than 720us. Otherwise channel 3 will be affected and no longer
controllable.

Besides these facts, pulse interval width can only be set within a certain ranging. Too
short the pulse interval width can cause increasing interference on all channels and the
pulse interval width longer than 800us results in all channels to be meaningless and
loses control over the Lama actuators.

Therefore, we redesign the GUI with a set of new default values and ranges with the
previous discovery and make sure control actuators using GUI has roughly the same
result compared to control actuators using radio transmitter (Figure 9.13). And we
also change control over synchronization pulse width to have control over time frame
width.
1

First row is right servo’s range and second row is left servo’s range. From left to right is their leftmost, median,
rightmost range respectively.
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Figure 9.13 Tuned GUI to Control Pulse Train

9.2 Full Replacement Implementation
As generating a full pulse train is much more convenient for controlling the actuators
than using direct control, we only present the direct control design with demo
application here for future development reference. It should result in less CPU usage
because channels can be pulsed in parallel, once per frame, leaving large amount of
idle time for other processes.

In our design, we use GWS ICS-300 Li speed controller (or Skybone 7) for
controlling rotors and GWS MINI F servo for controlling cyclic pitch of Lama. Both
of these can be set up to use LiPo batteries (higher output voltage protection for the
battery than NiCad batteries). A LiPo battery is used in addition to Sun SPOT battery
to power the servos as LiPo battery can provide sufficient power capacity in a
lightweight package. High output pins in Sun SPOT eDemo Board are used to control
individual actuators (Figure 9.14).
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Figure 9.14 Control Actuators Directly with Sun SPOT

9.2.1 Direct Motor Control Demo
We constructed a demo application to test our design (Figure 9.15) before attempting
to control the Lama motors. We use a normal ICS-300 speed controller and a NiCad
battery, which should make no difference from using LiPo battery and its compatible
controller as we are testing the software.

Figure 9.15 Direct Motor Control Demo Set-ups
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We can control the speed of the fan using a GUI (Figure 9.16) in the servo pulse
slider and we can start or stop the fan with the start or stop button. The speed of the
fan is positive correlated to servo pulse width but not linear.

Figure 9.16 GUI Controlling Fan Speed

Once we specify our inputs, they are transmitted using a radiostream. In the Sun
SPOT side, H0 is used to output the pulses. As we described before, startPulse( ) can
generate pulse with quite good precision as long as there is not a start time constrain
(Figure 9.17).

Figure 9.17 Generate Pulse in SPOT

9.3 Conclusion for Two Actuator Control Solutions
Control of servos and motors with either pulse train or direct control can both be
realized. The reason we choose pulse train instead of direct control for controlling
servos and motors is considering the effort for making full replacement with the
original electronics. Other than that, full replacement means discarding all the original
Lama electronics, including the yaw gyro, which is useful for compensating the yaw
movement. Although interference and noise exist in each channel with pulse train,
they can be overcome with tuning of the pulse train.
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Chapter 10
JARTOS Overview1

Using a real-time operating system written in a high-level safe language is crucial for
integrating on-board functionalities that the Lama has. JARTOS is a newly developed
real time operating system. The fact that it is programmed with a high-level safe
language (Java) provides it some unique advantages over an ordinary RTOS,
including safeness, easy to understand and use.

10.1 Introduction to Real-Time Operating System
A real-time operating system (RTOS) is an operating system designed for real-time
applications. These applications include embedded systems, industrial control and
reactive systems, scientific research equipments and so on. A RTOS is required to
ensure that real time processes execute correctly within specified response-time
constraints [Laplante, 2004].

10.1.1 Real-Time Concept
Based on the strictness of the time constrain, programs in RTOS can be divided into
hard (or immediate) real-time program and soft real-time program [Liu, 2000]. A hard
real-time program must guarantee to finish its execution before each time deadline. A
soft real-time program only has to meet a deadline that is defined by the average time
of multiple running.

Based on the design architecture, RTOSes can be divided into event-trigger operating
systems and time-driven operating systems. An event-trigger RTOS switches its
execution task when it detect an external event or receive an interrupt. A time-driven
RTOS switches execution task based on a predefined time frame or clock. Therefore

1

Some of the content in this section is derived from [Lu, 2007] with author’s authorization.
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the time-driven RTOS provides more deterministic multitasking while event-trigger
RTOS ensures the execution of the higher priority tasks. However, most modern
RTOSes are designed with both methods - implementing time-sharing scheduling
with priority driven pre-emptive scheduling.

10.1.2 Tasks
A task is a set of program instructions that is loaded into memory for execution.
Compared to data, which takes up space, tasks take up time. In real-time computing, a
task is defined as an independent activity performed by an RTOS [Barrent and Park,
2005].

Figure 10.1 Task States Transition1

A task can be in one of the following five states (Figure 10.1):
•

Dormant: The task is loaded into memory but is not available to the real-time
system kernel;

•

Ready: The task is waiting to be executed but its priority is lower than the
currently running task;

•

Waiting: The task is being held from execution because it requires external
resource or events;

•

1

Running: The task is executing and has control over the CPU;

This figure is derived from [Lu, 2007].
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•

ISR (Interrupt Service Routine): An interrupt has occurred when the task is
running and the CPU is dealing with the interrupt and leaves the task in this
state.

Tasks in real-time systems can be classified as hard real-time tasks, soft real-time
tasks and non-real-time tasks based on descending time requirement. Also, tasks in
real-time systems can be classified as periodic, aperiodic and sporadic according to
the predictability their execution time [Krishna and Shin, 1997]. A periodic task
executes repetitively at a regular interval. An aperiodic task always executes along
with a particular event. A sporadic task executes repeatedly but with different
bounded interval times.

10.1.3 Scheduling
Scheduling is the main function of an RTOS. It manages the execution time of
different tasks. A good scheduling technique is the key for a RTOS to meeting the
real-time constrains. The common approaches to scheduling in a real-time system are
clock-driven, weighted round-robin, and priority-driven [Liu, 2000].

In a real-time system that uses clock-driven scheduling, execution time for each task
is fixed and known and is chosen before the system begins execution. A schedule of
tasks is stored in memory before the system starts running for use at run time. This
scheduler schedules tasks at specific times, thus minimizing scheduling overhead. A
popular way to ensure the regular execution time is to use a hardware timer. In a
given time frame, the scheduler selects tasks for execution until the next time frame.
And then the scheduler blocks and waits for the time to expire. The scheduler will
resume scheduling when the time expires as indicated by a timer interrupt.

In a real-time system that uses weighted round-robin scheduling, each task is put into
a First-In-First-Out (FIFO) queue when it becomes ready for execution. The task in
the queue executes at most one time slice when it is its turn. If the task is not finished,
it is pushed to the end of the queue and waits for its next turn.
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In a real-time system that uses priority-driven scheduling, each task is scheduled
based on individual priorities. This scheduling technique can be further divided into
pre-emptive scheduling and non-pre-emptive scheduling. Pre-emptive scheduling
guarantees that higher priority tasks run first. If a task is executing and a higher
priority task is placed in the queue, the kernel will send an interrupt to suspend the
current task and execute the higher priority task. For non-pre-emptive scheduling,
tasks cooperate with each other to share CPU time. A task will run without any
interruption and explicitly give up control of the CPU when it finishes execution.
Inter-task communication becomes very important under this scheduling strategy to
make sure there is not a task that consumes too much CPU time.

10.1.4 Interrupt
For the kernel to know whether the status of devices has been changed or an event has
happened, one solution is to use polling to continuously check each device register
flag. Although it is simple to understand and design, polling can waste CPU time to
keep checking repeatedly. We can use an interrupt to inform kernel when device state
has changed or an event happened. However, the current task is halted and interrupts
takes time.

A real-time system that supports interrupts always has an interrupt handling
mechanism to save the state of the current execution task and service the interrupt
task when an interrupt occurs. The state of the interrupted task will be restored once
the interrupt service routine is completed.

There are different types of interrupts based on the interruption sources. They are
maskable interrupt, non-maskable interrupt and software interrupt [Valvano, 2007].
Maskable interrupt is a hardware interrupt that can be ignored by setting interrupt
register. Non-maskable interrupt is a hardware interrupt that is often crucial to the
system and cannot be ignored. Software interrupt is generated by execution of an
instruction and it is often used to implementing system calls.

104

10.1.5 Memory Management
In a multitasking system, the content of each task needs to be saved and restored in
memory [Laplante, 2004]. Static memory allocation manages the partitioning of
memory at system generation time. And dynamic memory allocation is a common
way to allocate run-time stack and allocate memory to meet the requirement of realtime tasks. Safe allocation of memory is essential for a RTOS to reduce system
indeterminism and eliminate deadlock possibility. Garbage collection is an automatic
memory management that reclaims memory used by objects that will never be
accessed again. Garbage collection is an efficient way to avoid memory leak.

10.1.6 System Performance
Performance of a real-time system can be evaluated based on response time, timeloading and memory-loading [Laplante, 2004]. Response time is the time between
receipt of an interrupt and completion of saving the state of the executing task and
starting to service the interrupt task. Time-loading is the percentage of time that CPU
performs useful processing. Memory-loading is the percentage of available memory
that is being used by the system.

10.2 Introduction to a Safe RTOS
For an RTOS, meeting the real-time requirement is not the only issue of concern.
Maintaining safety when it is running is also a key feature for an RTOS. To maintain
safety, language features that might accidentally crash other programs or the
operating system when is used inappropriately needs to be eliminated from its
programming language.

10.2.1 Low-level Language Features Threatening a RTOS
Low-level language features are referred as the features that directly manipulate
hardware or memory. Because the results of misuse of low-level features happen in
run-time, a compiler cannot always detect them or provide warnings or errors when
the programmer misuses these features.
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Low-level features include:
•

Accessing and manipulating specific memory locations;

•

Writing to hardware registers;

•

Saving and restoring system state including register contents before and after
handling an interrupt;

•

Programming an interrupt handler.

The specific features are machine dependent. The fundamental problem of
programming with low-level features is that it is impossible to eliminate all errors.
Therefore, programming without low-level feature, in other words using a high-level
safe language, is the only way to produce a reliable operating system and applications.

10.2.2 High-level Languages

The C Programming language
C is the language used most frequently in embedded programming. Compared to
assembly language, C has a more readable format and allows the compiler take
control of the registers so that the programmer cannot modify the register directly.

However, C is not a safe language for several reasons. First, C uses pointers, a
mechanism that allows the programmer to accidentally overwrite or corrupt crucial
data. Second, C has no internal support for exceptions. All errors are handled by
return values, which results in inefficient and complex error handling code. Also, C
does not have a run-time environment and the programmer needs to take
responsibility of memory management and watch for misbehaviour of data structures.

The Java Programming Language
Java is designed to be safe and robust. Java programs are run by a Java virtual
machine, which handles a lot of low-level features. Hence, Java has a lot of
advantages over other programming languages. However, safety has a cost in
increased execution time.
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First, Java uses reference instead of pointers and all memory management is handled
in the JVM. The programmer can still access memory location by using object
reference instead of pointers. Also, Java supports run-time data structure checking and
dynamic memory allocation to data structures. Java can use assertions to verify data
type consistency. Besides these, Java has full support for exception handling.
Programmers can define exceptions that need to be caught by the JVM. Lastly, Java
has run-time garbage collection to restore the memory that was used by objects and
will never be accessed again to avoid memory leaks.

Although the above features make Java to be a safe language, there are still some
problems to be handled in order to use Java to program a RTOS.

Java is designed to be just-in-time complied. This feature is important for distribution
of small Java applications or applets. Because Java programs are probably to be
downloaded from the web to different platform, just-in-time compilation enables
“write once, and run everywhere”. However, a real-time system is normally compiled
once and runs on the same platform for many times. This difference means that the
Java compiler will not produce optimised code for a real-time system.

Another issue with Java is its thread. Although threading mechanism in Java is easier
to use and functions well, threads can result in indeterminism in concurrent
programming. As the programmer does not know when a thread is running, it is may
be fatal for a hard real-time task to meet time requirement.

10.2.3 Low-level Issues in Using High-level Language
It is necessary for an RTOS to manage hardware or interrupts. For example, the
RTOS may need to query or set the state of a hardware I/O port or generate a
hardware system clock for an interrupt. These low-level operations are always not
supported in most high-level language. Therefore, we need to be able to call low-level
code in our high-level programming whenever necessary. However, we have to
ensure the low-level code that is called can be “trusted”. That is, the code will not
cause system crash or other errors in run-time. We also have to ensure all the libraries
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used by the RTOS or the application to be written in a safe language or “trusted” lowlevel language.

10.3 Introduction to JARTOS
JARTOS stands for JAva Real-Time Operating System. It is programmed using a safe
high-level language (Java) and designed to be a time-sharing system with a
cooperative scheduling approach [Lu, 2007]. Tasks in the JARTOS run in each time
frame and the JARTOS switches processes based on a timer interrupt.

10.3.1 Real-time Design Issues
The main requirement for an RTOS is to ensure all the processes meet time deadlines.
And indeterminism in execution time is against that requirement. Therefore,
minimizing the possibility of indeterminism is the main concern in the design of a
real-time system.

Scheduling
Under a cooperative scheduling approach, a process will only give up the processor
when it is finished. Therefore, we need to design tasks that are small and fast to be
executed. That means instead of designing a single long process that execute by itself,
we can design two or more short processes. So that after each process is finished, it
can start other processes to finish the whole task. This way it gives up the CPU during
each execution and allows other tasks to use the CPU to meet the real-time
requirement.

Interrupts
Interrupts are the main cause of indeterminism because they stop the current process
from execution and cause the processor to service the interrupt. Hence, we can use
polling to minimize the number of interrupts. However, polling may not be as
efficient as an interrupt and consumes too much CPU time. Therefore, it is a trade off
when designing a real-time system to determine the percentage of using polling or
interrupts. This trade off should also be considered when designing the interrupting
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hardware. A fleeting interrupt (short pulse) places much tighter timing constraints on
the software than a handshake interrupt (when a bit is read to reset the interrupt) does.

Inter-process Communication
Dividing a single task into multiple processes requires these processes to share data.
Resource access control is realized using different solutions.

The simplest and fastest solution is to use global variables. The problem of using
global variables in a pre-emptive RTOS is that a higher priority task can pre-empt
lower priority task at inappropriate time and corrupt the data [Laplante, 2004].
Although setting critical sections could eliminate this situation, the critical sections
may cause the system delays its response to an interrupt because the interrupt handler
has to have a mechanism to check for critical sections and then to wait for the process
to release the critical section before it can update a value.

Other solutions for inter-process communication include mailbox, semaphore, and
event flags. No matter which method is used, situations may happen that a process is
waiting for a signal that will be sent from another process. Therefore, programmers
have to avoid creating deadlocks where a process stops and waits for a signal from the
other process while the other process also waits for signal from the previous process.

10.3.2 Design of JARTOS
JARTOS uses a split architecture in its design, where the Operating system (OS) layer
is completely isolated from the user applications layer (Figure 10.2). Adopting this
design allows the application programmer to focus on the design and programming of
the application problem, while all the other system management tasks are done by the
OS.1

1

In some situations, modifying methods or variables in the OS layer is still necessary.
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Figure 10.2 JARTOS Architecture1

The OS layer provides the main components of JARTOS, including OS Methods, OS
Processes, OS Tables and Supervisor Calls.

The OS methods work together to provide the scheduling ability of the run-time
kernel. The Main method is called to start the OS kernel by enabling timer interrupts
and then calling the scheduler to schedule the first process. Performance probes are
placed in the scheduler to measure process performance.

The OS processes provide the functionalities of an operating system besides
scheduling. There is a timer process that maintains the timetable and sets flags to tell
the scheduler when to run time-triggered processes. There are other processes
responsible for normal operating system routines, such as message monitoring,
performance analysis, timeout report, garbage collection, and idle process. There is
also a terminate process to disable the timer interrupt and stop the scheduler when
exceptions such as timeout happen.

1

This figure is derived from [Lu, 2007].
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The OS tables set up space to store variables and data to be used in common
operations of the OS. They include OS table, process table, scheduler table, message
table, common data table and so on.

The supervisor calls can be executed by processes to work with the OS. A process can
use these calls to start or stop other processes, communicate with other processes,
respond to events or interrupts. Programmers can also use some supervisor calls to get
the state of the OS or simulate software event for debugging, testing or performance
measurement. By restricting this functionality to supervisor calls, we stop poorly
written application code corrupting the OS table.

The application layer runs above the OS layer to manage user applications. The Start
Application process starts an application and set up processes necessary to run the
application. At least one of the processes will be scheduled to run after this initial setup. The Stop Application terminates all processes of a running application. The Event
Monitor process polls I/O for external events or interrupts and sets scheduler flags to
call processes to respond to the events or interrupts.

10.3.3 JARTOS in Sun SPOT

Figure 10.3 Implementation of JARTOS in Sun SPOT

To implement the JARTOS design architecture into Sun SPOT, the whole system is
divided into three Java files (Figure 10.3) [Lu et al., 2008].
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The SunSpotApplication.java extends the format of a default Sun SPOT application
and will be loaded on the start or reset of the Sun SPOT. This file represents the OS
layer in the design of the JARTOS and should not be modified by programmers.

The Process.java consists a Process class that implements Runnable. This file
manages user processes’ properties, including names of the process, execution
frequency of the process, timeout of the process and other inter-process
communication properties.

The Application.java represents the application layer in the design of the JARTOS
and manages all user applications. If programmers want to add an application to
JARTOS, they can write an application class that extends the Process class and add it
in the StartApplication class.

JARTOS Demo
We set up a demo that performs the same functions as the Sun SPOT demo in Chapter
6. But this time the application runs on top of the JARTOS and the threads are
managed by the JARTOS.

The difference between a sequential program and a program managed by a scheduler
is illustrated by Figure 10.4. For a sequential program, the whole program is enclosed
in an infinite loop to enable repeated execution of the program. Each part of the
program is started when the previous program is finished and a loop is used to wait
for incoming commands. While for a scheduled program, scheduler starts its
processes every time tick for repeated execution of the program. Each process is
isolated and a process is started by the other processes setting its start flag. Waiting
process loops by calling itself to start when a time period runs up.
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Figure 10.4 Architecture Difference between a Sequential Program and a Scheduled Program

As the SunSpotApplication.java and the Process.java provide OS functionalities and
should not be modified by application developers, we only add our code into the
Application.java file. We first construct two applications that extend the Process class
so that each application is a process. And then we specified properties for each
application to allow them to be managed by JARTOS.

Figure 10.5 Application 1 Read from Radiostream
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Application 1 receives the LED states specified by checkboxes in the host and update
LED in the Sun SPOT (Figure 10.5) and application 2 transmits the switch states in
the Sun SPOT to be displayed in the host (Figure 10.6).

Figure 10.6 Application 2 Write to Radiostream

An application can have up to nine properties, based on when the schedular schedules
each application process. The first property is the application’s name. The second
property is the execution frequency of the application, which determines how many
time ticks between executions of the process. The third property is the time tick on
which to start the process (phase). The forth property is the timeout. The other
properties are relative to inter-process communication and we are not going to discuss
them here.

Figure 10.7 Set Applications Properties
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As can be seen in Figure 10.7, we set both applications to run once every two time
ticks from the first time tick and the timeout is 1000 time ticks. The program runs as
expected and Figure 10.8 is part of the output in the host for radio transmission with
the numbers indicating the loops of transmission. We set a very long period of
timeout here because the intent of this demo is to show an application that works on
top of the JARTOS. In real life application, timeout will be set according to
requirements.

Figure 10.8 Radio Transmission Sequence in the Host
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Chapter 11

Design of Helicopter Control Software

The design of the helicopter control software requires a redesign of the software that
manages the control of the actuators, receiving environment data from the sensors,
and communicating with the host machine to work under the JARTOS. In this
redesign, stand-alone programs have to be decomposed into sets of communicating
processes, with each process performing part of a whole task. The second stage is to
design process scheduling to allow processes to function well under scheduler
management. Also, it requires innovative interaction of processes to achieve each task
without any process consuming executive CPU time.

11.1 Software Architecture

Figure 11.1 Sun SPOT Software Architecture

The Sun SPOT is required to perform a lot of functionalities, including controlling
actuators, initialising and managing sensors, and communicating with the host
machine. These functionalities can be divided into five main tasks. They are radio

116

communication, motor control, nIMU control, ultrasonic sensor control and other
supporting functions. In order to manage such a multi-task environment, we use
JARTOS, a real time operating system programmed with Java that sits on top of the
Squawk JVM and the Sun SPOT libraries (Figure 11.1).

Figure 11.2 Redesign of (a) A Program with A Loop to (b) Loop through Scheduler

To use an RTOS to schedule our program, we need to optimise our code to perform
each sub task in a simple process. Once a process starts, it must cooperate with other
tasks by giving up the CPU as soon as it can. When it ends, it either sets the scheduler
flag to run another process if it is finished or it sets its own scheduler flag to run itself
again to complete the task. For example, a loop in a program can be replaced by linear
code which loops through the scheduler as shown in Figure 11.2.This requirement to
give up the CPU so that other processes can run is fundamental to cooperative
scheduling and constrains the design.

11.2 Process Design
We divide a task into several small processes by studying the timing requirements of
each function that it performs. We aim to find break points where it can be separated
into different processes. In the previous chapters we developed stand-alone programs
that work for the individual tasks. In order to integrate the functions used in these
programs into processes that can be managed by the JARTOS scheduler, we need to
measure the time consumed by each program and function. With timers inserted into
the code, we measured program execution time (Table 11.1).
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Table 11.1 Average Time Consumed for Different Functions1

The minimum time step for JATOS is a time tick of 11ms in an extremely optimised
situation [Lu, 2007] without any applications running. This means that in every time
tick the Sun SPOT uses slightly less than 11ms to perform the OS scheduling
overheads. Since we are using the RTOS in a real world application, we set a time
tick to 25ms as our design goal.2

11.2.1 Pulse Train Generation Process Design
Setting time tick to 25ms has an advantage in performing the actuator control task
with a pulse train. generatePulseTrain( ) can be divided into generating the pulse
train, which takes from 13.8 to 9.8ms (typically 11.8ms), and generating the
synchronization pulse, which takes around 11ms. Therefore, if we can manage to have
the time tick at around 25ms and call the pulse train generation each time tick, we do
not need to generate a synchronization pulse. Figure 11.3 is the pulse train process
timing in a 25ms time tick scheduler without generating synchronization pulse. We
can see that the pulse train generation process has taken most part of a time tick and
the execution time left will be occupied by the idle process that is called by the OS.

1

I2C bus channel initialisation for PCA9543A only needs to be called once when the program starts. Therefore,
we have not designed processes for that function.
2
25ms time tick means update 40 times a second, which is acceptable for an aerial vehicle application.
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Figure 11.3 Pulse Train Generation Process Timing in 25ms Time Tick1

11.2.2 Ultrasonic Sensor Control Process Design
To read data from the ultrasonic sensor over the I2C bus, we have to initiate the range
finder and request it to send an echo (startRanging( )), and then once the echo is
received to read the echo (readRangingData( )).

Figure 11.4 startRanging( ) Components

We first start by examining the startRanging( ) function. As in Figure 11.4,
startRanging( ) contains one start( ) and one stop( ) functions, which takes around
1.35ms for executing each of them. And startRanging( ) also contains three
transmit( ) functions, which takes around 9.45ms each, giving a total execution time
of 31.05ms(= 1.35*2 + 9.45*3).

1

As described in the previous chapter, “time” is the number of time ticks between executing the process once and
“phase” is the time tick to start the process. And Idle process will be represented as space in the following figures.
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Figure 11.5 startRanging( ) Coding

With reference to the actual coding of the startRanging( ) (Figure 11.5), we can
divide the whole function into three processes. Process 5, Process 6, and Process 7
take 10.8ms, 9.45ms and 10.8ms to execute respectively. All these processes are
around 10ms and can be run within a 25ms time tick. Once a previous process
finishes, it calls the next process to run (Figure 11.6).

Figure 11.6 Implementing Process 5 in JARTOS1

With similar steps, we can further investigate the readRangingData( ) and divide it
into processes. From Figure 11.7, we can see that execution time for
readRangingData( ) is 386.95ms(= 1.35*3 + 9.45*3 + 10.13*35).

1

Process numbering starts from 5 in JARTOS because the first four processes are system processes. “Application”
means the user application. Therefore, “Application 1” is Process 5, “Application 2” is Process 6, and so on and so
forth.
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Figure 11.7 readRangingData( ) Components

We can also find that the receive( ) function executes 35 times in one
readRangingData( ) function call. Therefore, instead of creating 35 processes that
perform the same task of the receive( ) function, we create one process and repeatedly
execute it 35 times to read the buffer (Figure 11.8).1 Process 8, 9, 10, 11 and 12 take
10.8ms, 9.45ms, 10.8ms, 10.13ms and 11.48ms to execute respectively.

Figure 11.8 readRangingData( ) Coding

1

In real design, we divide the task into two processes: Process 7 executes 34 times and Process 8 executes 1 time.
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Repeatedly executing Process 11 for 34 times to read the buffer is realized by setting
a flag to zero on the finish of Process 6 and incrementing the flag with each execution
of Process 7 (Figure 11.9).

Figure 11.9 Implementing Process 11 in JARTOS

With above decomposition of the task into processes, we can calculate the scheduling
timing for the ultrasonic sensor control task (Figure 11.10). Because a ranging needs
65ms second to complete, we leave t3 to t5 blank to wait for 75ms and then start the
processes that read the ranging data.

Figure 11.10 Ultrasonic Sensor Control Timing in 25ms Time Tick
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Repeatedly executing one process for multiple times while maintaining the other
processes execute sequentially for one time cannot be realized with “time” and
“phase”. Therefore, we disable the current process once it finishes running in Figure
11.6 and Figure 11.9. This way we can neglect the effects on the processes that are
brought by the “time” and “phase” variables and we can set these two variables to
default value 1 (Figure 10.10).

11.2.3 nIMU Control Process Design

Figure 11.11 readnIMUData( ) Components

Processes design for nIMU control is easier than ultrasonic sensor control. Because
there is only one function, readnIMUData( ), that performs the nIMU control task.
First, we obtained the execution time for readnIMUData( ) is 397ms(= 1.35*2 + 9.45
+ 10.13*38) (Figure 11.11).

Then we can design processes for readnIMUData( ). Compared to Process 11 in
readRangingData( ) that executes 34 times, we also have Process 14 that executes 37
times (Figure 11.12). Timing for readnIMUData( ) is presented in Figure 11.13.
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Figure 11.12 readnIMUData( ) Coding

Figure 11.13 nIMU Control Timing in 25ms Time Tick

11.2.4 Radio Communication and Update Functions Process
Design
Process design for radio communication, updatePulseTrain( ), and updateLED( ) is
different from sensor control. Because these tasks do not need to run in every time
tick and there is no process that requires running multiple times in these tasks.
Therefore, “time” and “phase” parameters are used in scheduling these tasks. The two
update functions are executed in the same time tick of the receiveData( ) as they
“update” based on the newly received commands. And all the radio communication
functions and update functions are executed every four time ticks (Figure 11.14).

124

Figure 11.14 Radio Communication and Update Functions Timing in 25ms Time Tick

As a conclusion of the discussion in this section, we have designed 16 processes to be
embedded into the scheduler (Table 11.2). Each of these processes requires around
10ms execution time and can be scheduled under a 25ms time tick.

Table 11.2 Application Processes Table
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11.3 Problem with Current Process Design
The biggest problem with current process design is timing. As can be seen in the
previous section, most of the processes take around 10ms to execute once. Therefore,
we can only execute one process in a time tick as the OS processes have already taken
11ms of the total 25ms in a time tick. This means that, for example, it needs 48 time
ticks to perform the ultrasonic sensor control task alone, which is 1200ms. If we can
increase the time tick to 100ms, and then we have around 90ms free CPU time in each
time tick, which is enough for executing 8 processes. It still needs 6 time ticks to
perform the ultrasonic sensor control task, which is 600ms (Figure 11.15).

Figure 11.15 Ultrasonic Sensor Control Timing in 100ms Time Tick

The poor performance of the software I2C protocol is the main reason for consuming
too many time ticks in performing only one task. As we discussed in Chapter 8,
338ms can be saved in executing readRangingData( ) function if the I2C is
implemented in firmware.

Although increasing the length of the time tick seems to be a solution, the slow update
rate can lead to fatal results because we are controlling an aerial vehicle. Also,
increasing the time tick causes a redesign of the motor control as changing the time
tick changes the synchronization pulse width and makes the pulse train no longer
functional.

As we mentioned in Chapter 9, the current pulse train generation software requires
CPU intensively when generating pulses and does not give up CPU during the whole
process, which also causes timing problem. Therefore, a possible solution is to change
the pulse train generation task to run as a background thread that is managed by JVM
under instructions from JARTOS.
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11.4 Redesign of Processes
We have to make compromise between performance and hardware limitation to
integrate all processes into the scheduler in JARTOS. We decide to use 100ms time
tick and make pulse train generation run as a background thread. Also, we read only
the first 5 echoes from the ultrasonic sensor as they already contain the information
for nearer obstacles. And because a nIMU sample contains a fixed number of 38 bites,
we still need to read all the nIMU data for a complete sample. Radio communication
and update function processes can be added after the start ranging process, as there is
a 65ms interval to wait for the ranging to complete (Figure 11.16).

Figure 11.16 Helicopter Control Timing in 100ms Time Tick

Figure 11.16 illustrated all processes scheduling design except pulse train generation.
As we discussed in the previous section, pulse train generation is not available in a
100ms time tick, as it requires running nearly every 22ms. Therefore, we add it as a
background thread scheduled by JARTOS (Figure 11.17).

Figure 11.17 Pulse Train Generation Running in Background Thread

127

In the beginning of each time tick, we start a pulse train calling process to run the
thread that manages the pulse train generation process. The thread is managed by Java
Timer Class to run in for a fixed interval and stopped after executing the pulse train
generation process four times. Then at beginning of the next time tick, the above
procedures are repeated again.

11.5 Future Potential Performance Improvement
As can be seen in Figure 11.16, scheduling all the processes once takes 7 time ticks,
which is equivalent to 700ms. That means sensing information are updated 1.43 times
per second in the helicopter, which is not fast enough for controlling an aerial vehicle.
However, there is potential performance improvement over that updated rate with
future update of the software or changes to the hardware configuration.

11.5.1 Performance Improvement with I2C Fixed
If we can improve the performance of the I2C as we discussed in Chapter 8, we can
reduce the time consumed by sensor control and data transfer significantly (Table
11.3).

Table 11.3 Possible Improvements in the Average Time Consumed for Sensor Control1

We can design new process scheduling based on the assumption of the I2C
performance improvement in Figure 11.18. We can see that in this design the update
rate has increased to 10 times per second, which is acceptable for many control
application (for example a mobile robot) but is still slow for aerial vehicle control.
However, there is no time left for including actuator control in the process schedule.
1

The calculation of new time consumed is based on discussion on Section 8.4.
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Figure 11.18 Helicopter Control (without Actuator Control) Timing in 25ms Time Tick

11.5.2 Alternative Actuator Control with Parallel Pulses
Currently we are using a pulse train to control the on-board actuators in Lama for its
simplicity of implementation. However, we have problems (mainly timing problems)
in generating a pulse train that is suitable for actuator control. Therefore, we have
considered changing actuator control by pulse train to parallel pulses to control the
actuators directly with the Sun SPOT by each pulse controlling one motor controller
or servo controller.

Parallel pulses are simple to generate using the startPulse( ) method and the pulse
width can be accurately specified in the method (Figure 11.19). A typical actuator
control pulse is 1.5ms and starting four pulses sequentially takes 2.55ms on average
(Figure 11.20).

Figure 11.19 Actuator Control with Parallel Pulses
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Figure 11.20 Average Timing for Generating Four Pulses

Now we can integrate the new actuator control process into the process design in
Figure 11.18. In order to make sure the new actuator control process runs in every
time tick, we divide the radio transmit function into transmit nIMU data and transmit
ultrasonic sensor data (Figure 11.21). With this design, we manage to execute all
processes within 100ms, with revised I2C (section 11.5.1).

Figure 11.21 Helicopter Control (with Actuator Control) Timing in 25ms Time Tick

11.5.3 Sun SPOT Network
So far, all the computation is done in a single Sun SPOT and the computational power
of one Sun SPOT is not enough for performing all helicopter control tasks as
currently designed. It is possible for us to use multiple Sun SPOTs ( supports wireless
mesh networking) to realize the functions that are now done with one Sun SPOT to
improve performance (Figure 11.21), provided Lama can carry the extra weight.

Figure 11.21 Sun SPOT Helicopter Control Network
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Chapter 12

Conclusion

12.1 Summary
The work performed during this thesis presents an on-board computation system that
is suitable for supporting research into flight control, driving and navigation of a
coaxial helicopter.

We begin our thesis in Chapter 1 and 2 with the need for an embedded control aerial
vehicle to be applied in site assessment. Then we present a model in Chapter 3 for the
Lama coaxial helicopter to justify the reason for choosing Lama and coaxial design,
as well as identify the variables for controlling and measuring the Lama.

In order to construct an on-board system with sensing, control and communication
abilities, we investigate Lama’s original radio control circuit in Chapter 4 and propose
the design of replacement electronics with external sensors in Chapter 5.

To implement the design, we discuss each part for constructing the whole system in
the next few chapters. The whole system can be divided into: host GUI and wireless
communication between the host and the helicopter, ultrasonic sensor and nIMU
control, and actuator control.

Chapter 6 introduces the key component of the system - Sun SPOT - and provides a
demo to show the basic functionalities of the Sun SPOT. Following that, we describe
in Chapter 7 the possible solutions of the I2C protocol to allow the Sun SPOT to
manage sensors and realize one of them with a demo showing READ and WRITE in
the I2C bus. Chapter 8 describes detail command sequences to control the sensors on
the I2C bus. To allow a human operator to remotely control Lama’s servos and
motors from the host machine, we present two solutions in Chapter 9. Although both
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solutions can be realized, we choose pulse train for its simplicity and some other
advantages.

Chapter 10 introduces a Real-Time Operating System named JARTOS, which is a
Java programmed RTOS developed in our laboratory by one of our colleague and will
be used in Sun SPOT to manage the multi-thread environment. In Chapter 11, we
discuss the integration of all processes into JARTOS. We explain process-scheduling
design in detail and propose solutions to the problems exist in our original processscheduling design.

12.2 Conclusion

The whole system is essential for future flight control and navigation control that will
allow the helicopter to be used in the site assessment task. Currently, we can remote
control the helicopter’s embedded actuators and read data from the sensors in the
helicopter with a Sun SPOT from our Macintosh host. Although integrating all the
tasks into JARTOS has only been realized with limited success (too slow), individual
task can run successfully on top of JARTOS. This problem can be easily solved with
a future release of the Sun SPOT firmware that supports I2C protocol.

With the experience that we gained during the development, we found that the Sun
SPOT is not suitable for this real-time application with current version of the
software. It does not contain firmware support for I2C, which is a frequently used
protocol in real-time system design. Therefore, we have to implement I2C protocol
with software. However, the multiple layer structure of the Sun SPOT wastes time
doing inter-board communication, which causes the transfer rate of our software I2C
protocol to be much worse than standard I2C protocol and results in serious timing
issue in processes scheduling under JARTOS. Also, the generation of pulse train is
influenced by timing inaccuracy of the pulse generation software in the Sun SPOT.
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12.2 Future Work
An on-board computation system is only the first step towards an autonomous site
assessment aerial robot. The next step, after solving the I2C timing problem, is to
develop control algorithms that take sensor feedback and tune the control loops so
that the helicopter can perform a basic level of autonomous flight, including stable
hovering and move forward at constant speed. Once this can be done, we can then
develop basic navigation behaviours such as hover on the spot and trajectory
following. These will be used to build an autonomous navigation system so that a
remote unskilled operator can fly the surveillance mission.
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Appendix A

Hardware Documentation
Sun SPOT Documentation
Sun SPOT Owner’s Manual
https://www.sunspotworld.com/docs/Orange/SunSPOT-OwnersManual.pdf
Sun SPOT Developer’s Guide
https://www.sunspotworld.com/docs/Orange/spot-developers-guide.pdf
Sun SPOT Theory of Operation
https://www.sunspotworld.com/docs/Orange/SunSPOT-TheoryOfOperation.pdf
Sun SPOT Library APIs
https://www.sunspotworld.com/docs/Orange/javadoc/

I2C Bus and Device Documentation
I2C Bus Specification and User Manual
http://www.standardics.nxp.com/support/documents/i2c/pdf/i2c.bus.specification.pdf
USB & RS232 to I2C/SPI Adaptor & Controller Datasheet
http://www.i2cchip.com/pdfs/i2c2pc.pdf
PCA9543A Datasheet
http://www.nxp.com/acrobat/datasheets/PCA9543A_43B_43C_4.pdf

Sensor Documentation
Ultrasonic Sensor SRF08 Technical Specification
http://www.robot-electronics.co.uk/htm/srf08tech.shtml
nIMU Nano Inertial Measurement Unit Serise Documentation
http://www.memsense.com/images/downloads/65/Datasheet-v2.11.pdf

Motor Controller Documentation
GW/ICS300 Speed Controller Datasheet
http://www.gwsus.com/english/product/speedcontroller/300.htm
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Appendix B

System Library
Class EDemoBoard_I2C
This class supports the software I2C protocol.
Field Summary
IOPin

sdaPin
I2C data pin.

IOPin

sclPin
I2C clock pin

Constructor Summary
EDemoBoard_I2C(IOPin sdaPin, IOPin sclPin)
Construct an I2C bus with a data pin and a clock pin.
Method Summary
void

start()
I2C start sequence.

void

stop()
I2C stop sequence.

boolean

transmit(byte d)
Transmit a byte, return true if receive acknowledgement.

byte

receive(boolean ack)
Receive a byte, send a ACK if set true/ NAK if set false.

void

sclHigh()
Set clock line to high.

void

sclLow()
Set clock line to low.

boolean

sclIsLow()
Query whether clock line is low.

void

sdaLow()
Set data line to low.

void

sdaHigh()
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Set data line to high.
boolean

sdaIsHigh()
Query whether data line is high.

Class SRF08
This class supports ultrasonic sensor control.
Field Summary
II2C

i2cBus
I2C bus.

byte

sonarAddr
Ultrasonic sensor’s I2C address for write.

byte

sonarAddr_Read
Ultrasonic sensor’s I2C address for read.

Constructor Summary
SRF08(II2C i2cBus, byte sonarAddr, byte sonarAddr_Read)
Construct an ultrasonic sensor with the I2C bus it connects to and its I2C address for
write and read.
Method Summary
void

changeAddr(byte newAddr)
Change ultrasonic sensor’s I2C address.

void

startRanging()
Start ultrasonic sensor’s ranging.

byte[]

readRangingData(int NORegister)
Read ranging data.

Class nIMU
This class supports nIMU control.
Field Summary
II2C

i2cBus
I2C bus.

Constructor Summary
nIMU(II2C i2cBus)
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Construct an nIMU with the I2C bus it connects to.
Method Summary
byte

getAddress()
Get the address of a nIMU.

byte[]

readnIMUData(int NORegister, byte nIMUAddr_Read)
Read nIMU data.

Class Actuator
This class supports motor control.
Field Summary
IAT91_TC

timer
AT91 internal timer.

IOutputPin

hiPin
Pulse train output pin.

static int

interwidth
Pulse interval width.

static int

chan1width
Channel 1 pulse width.

static int

chan2width
Channel 2 pulse width.

static int

chan3width
Channel 3 pulse width.

static int

chan4width
Channel 4 pulse width.

static int

freechanwidth
Free channels (channel 5 to 8) pulse width.

static int

timeframewidth
Time frame width.

static

generatePulse

boolean

Start or stop pulse train generation.

Constructor Summary
Actuator()
Construct a pulse generation object to control motors.
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Method Summary

void

updatePulseTrain(int timeframewidth, int interwidth, int chan1width,
int chan2width, int chan3width, int chan4width, int freechanwidth,
boolean generatePulse)
Update the variables of the pulse train based on commands from the
host.

void

generatePulseTrain()
Generate pulse train.

JARTOS classes are created by Qinghua Lu [Lu et al., 2008] and they are not
included in the appendix of this thesis.
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