Introduction
Some remarks on heuristic possibilistic clustering are considered in the first subsection of the section. The second subsection includes notes about fuzzy approximations of a fuzzy tolerance.
Preliminary Remarks
In general, cluster analysis refers to a spectrum of methods, which try to divide a set of objects } ,..., { 1 n x x X  into subsets, called clusters, which are pairwise disjoint, all non empty and reproduce X via union. Heuristic methods, hierarchical methods, optimization methods and approximation methods are main approaches to the cluster analysis problem solving. Clustering methods have been applied effectively in economical studies, management, risks analysis and marketing. Clustering algorithms in general can also be divided into two types: hard versus fuzzy. Hard clustering assigns each object to exactly one cluster. In fuzzy clustering, a given pattern does not necessarily belong to only one cluster, but can have varying degrees of memberships to several clusters. Heuristic methods of fuzzy clustering, hierarchical methods of fuzzy clustering and optimization methods of fuzzy clustering were proposed by different researchers. The most widespread approach in fuzzy clustering is the optimization approach. Moreover, a possibilistic approach to clustering was proposed by Krishnapuram and Keller [1] and the possibilistic approach to clustering can be considered as a way in the optimization approach in fuzzy clustering because all methods of possibilistic clustering are objective functionbased methods. On the other hand, a heuristic approach to possibilistic clustering was proposed in [2] . The essence of the proposed heuristic approach to possibilistic clustering is that the sought clustering structure of the set of objects is formed based directly on the formal definition of fuzzy cluster and possibilistic memberships are determined also directly from the values of the pairwise similarity of objects. Heuristic algorithms of possibilistic clustering display high level of essential clarity and low level of a complexity. Heuristic clustering algorithms which are based on a definition of the cluster concept are called algorithms of direct classification or direct clustering algorithms. Direct heuristic algorithms of possibilistic clustering can be divided into two types: relational versus prototype-based. A fuzzy tolerance relation matrix is a matrix of the initial data for the direct heuristic relational algorithms of possibilistic clustering and a matrix of attributes is a matrix for the prototype-based algorithms. In particular, the family of direct prototype-based heuristic algorithms of possibilistic clustering includes  D-AFC-TC-algorithm: using the construc- 
is met for the matrix, then the matrix is called a fuzzy equivalence matrix. Fuzzy tolerance matrices do not naturally possess property of transitivity. So, transitivity needs to be imposed artificially into fuzzy tolerance matrices. Computing a unique transitive closure of a fuzzy tolerance matrix is the possibilities for turning a fuzzy tolerance matrix into fuzzy equivalence matrix. A method for construction of the transitive closure of a fuzzy tolerance matrix is given, for example, in [3] . Other possibilities are the computation of a transitive opening of a fuzzy tolerance matrix, where allowed that elements are either raised or lowered with respect to their initial value [4] . A transitive opening of a fuzzy tolerance is the reflexive, symmetric and min-transitive fuzzy relation. Notice that it can be several transitive openings of a fuzzy tolerance. An effective algorithm to computing the maximal transitive opening of a fuzzy tolerance is proposed in [4] . Computing a transitive approximation of a fuzzy tolerance is more general possibility for turning for turning a fuzzy tolerance matrix into fuzzy equivalence matrix than computing a transitive closure or a transitive opening of a fuzzy tolerance. The corresponding TAGA-algorithm is proposed and investigated in [5] . Different approximations of an initial fuzzy tolerance matrix can be generated depending on the selection of an aggregation operator shall be constructed by using the TAGAalgorithm according to the corresponding aggregation operator
. Note that the approximation 1 T which is generated by the maximum operator T . The TAGA-algorithm can be inserted into direct prototype-based heuristic algorithms of possibilistic clustering instead the procedure of computing a transitive closure of a fuzzy tolerance. So, the main goal of this paper is a consideration of new direct prototype-based heuristic algorithms of possibilistic clustering based on a transitive approximation of a fuzzy tolerance. The contents of this paper is as follows: in the second section basic con- [6] artificial data set is given, in the fourth section some final remarks are stated.
Content Details
Basic definitions of a heuristic approach to possibilistic clustering are considered in the first subsection of the section. The second subsection includes remarks on the data preprocessing. A leap heuristic and a procedure for automatic selection of an aggregate operator are given in the third subsection. Plans of proposed algorithms are described in the fourth subsection. be fuzzy sets on X , which are generated by a fuzzy tolerance T . The  -level fuzzy set
Basic Concepts of the Clustering Method
the membership degree of the element
Value of  is the tolerance threshold of fuzzy clusters elements. The membership degree of the element
where an  -level
. Membership degree can be interpreted as a degree of typicality of an element to a fuzzy cluster. Let T is a fuzzy tolerance on X , where X is the set of objects, and
is the family of fuzzy clusters for some
is called a typical point of the fuzzy cluster
can have several typical points. That is why symbol e is the index of the typical point. Let
be a family of fuzzy clusters for some value of tolerance threshold  ,
, which are generated by some fuzzy tolerance T on the initial set of elements
is met for all fuzzy clusters ) ( 
of the set of objects among n fuzzy clusters for some tolerance threshold 
and a condition (5) are met for all fuzzy clusters l
, then the allotment is the allotment among fully separate fuzzy clusters. Allotment 
where c is the number of fuzzy clusters in the allotment
is the number of elements in the support of the fuzzy cluster l A ) ( , can be used for evaluation of allotments. Maximum of criterion (6) corresponds to the best allotment of objects among c fuzzy clusters. So, the classification problem can be characterized formally as determination of the solution
The problem of cluster analysis can be defined in general as the problem of discovering the unique allotment
, resulting from the classification process.
On the Data Preprocessing
The initial data should be presented as a matrix of attributes
, where the value t i x is the value of the t -th attribute for i -th object. Thus, the proposed approach to clustering can be used with the data matrix by choosing a suitable metric to measure similarity. The two-way data can be normalized, for example, as follows:
or using a formula
So, each object can be considered as a fuzzy set
are their membership functions. Of course, some other methods for the data normalization are described in different bibliographical sources. The matrix of coefficients of pair wise dissimilarity between objects )] , ( [
can be obtained after application of some distance function to the matrix of normalized data
is the widely used distance for fuzzy sets
. The squared normalized Euclidean distance (10) does not satisfy the min-transitivity condition. The fact was demonstrated in [3] where some other distances for fuzzy sets are also considered. The matrix of fuzzy tolerance for fuzzy sets is a general parameter of direct prototype-based heuristic algorithms of possibilistic clustering. 
Some Additional Remarks
The unique allotment among unknown number с of fuzzy clusters can be selected from the set of allotments which depends on the tolerance threshold. An idea of a leap in similarity values for finding of the appropriate value   of the tolerance threshold can be useful for the aim. That is why some appropriate value   of the tolerance threshold must be detected in the ordered sequence
For the purpose, a leap heuristic can be used and the heuristic can be described as a three-step procedure [2] :
in the ordered sequence . In particular, a distance between fuzzy relations can be used for the purpose. The distance between fuzzy relations is given in [2] . For a case of a fuzzy tolerance T and its transitive approximation
, the distance can be written as follows 
is the most preferable fuzzy relation for clustering and stop. So, a transitive approximation of the fuzzy tolerance which is obtained in step 2 of the procedure will be most near to the fuzzy tolerance in sense of the distance (11). (4) and (5) . The value of the membership function of the fuzzy cluster which corresponds to the first class is maximal for the sixth object and is equal one. So, the sixth object is the typical point of the first fuzzy cluster. The membership value of the tenth object is equal one for the second fuzzy cluster. Thus, the tenth object is the typical point of the second fuzzy cluster. Notice that in a case of using the downmedian operator in the TAGA-algorithm, the first class of the obtained allotment is formed by 5 elements and the second class is composed of 11 elements. In a case of automatic constructing an acceptable transitive approximation is met for the transitive approximation obtained by using the mean operator. Moreover, Table 1 present also values of the tolerance threshold in obtained allotments. So, the results of classification obtained from the D-AFC-TAGA-algorithm seem to be appropriate than the results which were obtained from the D-AFC-TC-algorithm.
Plans of Clustering Procedures

Conclusions
The family of direct prototype-based heuristic algorithms of possibilistic clustering for detection of unknown number of fuzzy clusters is proposed in the paper. The proposed algorithms based on constructing a transitive approximation of a fuzzy tolerance and these algorithms can be applied directly to the object by attributes data, by choosing a suitable distance between fuzzy sets to measure similarity. The result of application of the basic version of proposed algorithms to Sneath and Sokal's data seems to be satisfactory in comparison with the result obtained from the D-AFC-TC-algorithm. So, the proposed algorithms are more precise and effective tools for exploratory data analysis than the algorithms based on a transitive closure of a fuzzy tolerance.
