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ABSTRACT 
Let I’,, denote the permutation matrix corresponding to the n-cycle (1 2 ... n), 
and let K, denote the 2 X 2 matrix of 1’s. We investigate the permanent minimiza- 
tion problem over the face determined by (I, + I’,,) b K, of the polytope of n X n 
doubly stochastic matrices, and in doing so we answer a couple of open questions in 
the theory of permanents. 
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1. INTRODUCTION 
Let R, denote the convex polytope of n X n doubly stochastic matrices. 
For a square (0,l) matrix D of order 72, let 
fl( D) := {A E fl,,jA < D), 
where A < D denotes that every entry of D is less than or equal to the 
corresponding entry of A. Then a( D> is a face of 0, with all the permuta- 
tion matrices P d D as its vertices. Thus the barycenter B, of ND) is given 
bY 
B, = - 
pe:D z“’ . 
where the summation runs over all permutation matrices P Q D. It is also 
known that the dimension of fl( D) is given by 
dim Cl(D) = #(D) - 2n + 1, 
where #(D> denotes the number of l’s in D. 
Let D be a square (0, 1) matrix. In connection with the minimization 
problem for the permanent function over faces of a,, a matrix A E fl( D) is 
called a minimizing matrix over fl(D> if per A < per X for all X E n(D). 
We denote by Min( 0) the set of all minimizing matrices over 0(D). D is 
called baycentric if B, E Min( D>, and is called cohesive if Min( D) CT 
Int(fl( D)) # 0, where Int(n( D)) stands for the interior of n(D) with 
respect to the Euclidean topology [I]. Since, clearly B, E Int(Q(D)), we see 
that every barycentric matrix is cohesive. However cohesive matrices need 
not be barycentric in general. (See [2] for example.) 
Let D = [dij].Apair(P,~)ofp ermutation matrices satisfying PDQ = D 
is called an automorphism of D. Let 
S, := ((i,j)(dij = 11. 
Define a relation N on So such that (r, s) - (k, I) if and only if there is an 
automorphism of D which takes d,, into d,,. Then this relation is clearly an 
equivalence relation. 
In [l], the following problems are posed. 
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PROBLEM 1 (Problem 4 of [l]). Is there always a matrix A = [UijI E 
Min( 0) such that all the entries in each equivalence class of S, are constant? 
PROBLEM 2 (Problem 5 of [l], Problem 16 of [5]). Is Min(D) a convex 
polytope? If not, is it connected? 
In this paper we Investigate the permanent minimization problem over 
some faces of IR,, and give answers to the above problems. 
Let I, and K, denote the identity matrix of order n and the all l’s matrix 
of order n respectively. Let P,, denote the permutation matrix of order n 
with l’s in the positions (1,2), (2,3), . . . , (n - 1, n), and (n, 1). Let H, 
denote the square (0,l) matrix of order 2n defined by 
H, := (I,, + P,,) 8 E<,, 
where @ stands for the Kronecker product. 
Consider the face fl(H,). Its dimension is #(H,) - 2 x 2n + 1 = 
4n + 1. We minimize the permanent over the face SZ(H,) of R,,. A matrix 
A E fi(H,) has the form 
A= 
x, Y, 0 *.. 0 0 
0 x, Y, ... 0 0 
0 0 x, . . 0 0 
. . . . . . . . . . 
0 0 0 **- x,_, Y,_, 
Y,, 0 0 *** 0 x, 
(1.1) 
where Xi, Yi, i = 1,2,. . . , n, are all of size 2 X 2. 
For a real number x, let T,,(x) denote the 2n x 2n matrix defined by 
x Y 0 .** 0 0 
0 x Y .** 0 0 
00X’. 0 0 
T”(x)=. . . : . .> . . . . . . . . . . . 
0 0 0 *** x Y 
Y 0 0 .-* 0 x 
(1.2) 
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where X = xK,, Y = yK,, with x + y = i. Then it can be readily computed 
that 
perTn(x) = (2x’)” + (4xy)” + (2~“)“. (1.3) 
We see here that per T,,(x) is a polynomial function of x, on the interval 
O,<X<& 
2. BEHAVIOR OF per T,(x) AS A FUNCTION OF x 
From (1.3) we define 
F,(x) := (2x”)” + [4*(k - ZK)]” + [2(i - r)‘]“, 0 < x Q $, (2.1) 
which satisfies F,,(x) = F,(i - x) and so has symmetry about the line x = f. 
The general problem of permanent minimization over the face aR(H,) relies 
heavily on (2.1). In fact, we will see in the next section that the minimum 
permanent over fl( H,) is equal to 
Pu,, := min{F,,( x)10 < x < +}, (2.2) 
and the set of minimizing matrices is completely determined by the set 
r, := {t/F,(5) = pu,,O < 5~ +}. (2.3) 
For small values of n > 4, numerical computation indicated that F,(x) 
has global minima at exactly two values. That is, r, = {&, i - 5,) for some 
&,,  0 < f < i, and moreover, $ IS not a minimum point for any n 3 4. 
Another feature suggested by these calculations is that the values of E, seem 
to be on their way to converging to certain finite limits, as yet to be 
determined. (See Table 1.) 
TABLE 1 
n r, EL, = F,(5”) F”(O.25) 
4 0.217439, 0.282561 4.37797 x 10-3 4.39453 x 10-3 
5 0.195925, 0.304075 9.87433 x 1O-4 1.03760 x 1O-3 
6 0.187535,0.312465 2.21387 x 1O-4 2.51770 x 1O-4 
7 0.182947, 0.317053 4.94743 x 10-S 6.19888 X 1O-5 
8 0.180041, 0.319959 1.10359 x 10-5 1.53780 x lo-’ 
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We devote the remainder of this section to a rigorous treatment of the 
function in (2.1). Specifically, we apply the method of asymptotic series 
expansions to furnish an analytic justification of our empirically based conclu- 
sions for all n > 4. This will formally enable us to settle, in the negative, both 
Problems 1 and 2 stated in Section 1, as well as provide some qualitative 
information. 
First, in order to simplify calculations, we will introduce a change of 
variable in (2.1). For - 1 < * < 1, let x = i<l - z). (Note that x = f ,rr\ 
corresponds to z = 0.) Define 
1-z 
a,,( 5) := S”F,, 4 
i I 
= (I + z)‘~ + [2(1 + z)(l - z)]~ + (1 -z)? (2.4) 
Note that a,(z), and therefore F,(x), is identically constant. Also, @,i(z) is 
an even polynomial, so that z = 0 is automatically a critical point. In fact, 
LEMMA 1. For n > 4, a,,(z) attains a relative maximum at z = 0. 
Proof. It suffices to show that Q,,,(z) < a,,(O), i.e., 
(1 + zy + 2”( 1 - ?)” + (1 - zyn < 2” + 2 
for z near 0. By using the expansion 
we see that this inequality can be replaced by 
2 2rr 
i 1 2 - n2” < 0( z”). 
Since 2 - 112” = n(4n - 2 - 2”) < 0 for all n 2 4, we are done. ??
Clearly, a similar argument shows that for n = 2,3, Qn( .z) attains a 
relative minimum at z = 0. We leave it to the reader to verify that for these 
n, Q,,(z) in fact attains its global minimum on the interval - 1 < z < 1 at this 
point. [In view of upcoming remarks, this may be accomplished by showing 
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that, as defined in (2.5) below, p,,(z) > 0 for 0 < z < 1.1 Hence from now 
on, assume n > 4. From Lemma 1, we see that an(O) = 2” + 2 can never be 
the global minimum for the function Q,,(z) on the interval - 1 < z Q 1. 
Moreover, since Q”(z) is an even function with Qn(+ 1) = 22”, the global 
minimum must occur at a symmetric pair of relative minima { - r,, r,} in 
- 1 < z < 1. Without loss of generality, we may restrict the domain of 
interest to 0 < z < 1. In order to find the global minimum in this interval, 
we first search for critical points. 
Setting (d/d~)@~(z) = 0 eventually leads to the equation 
Vn(z) := (1 + Z)2n-1 - 2nz(1 - za)nl - (1 - z)2n-1 = 0, (2.5) 
or equivalently, 
where G”(z) := (1 + z)” - 2”2(1 - .z)~-‘, and E,(Z) := (1 - z)2n-1/ 
(1 + z)“- ‘. Evidently, z = 0 is a solution of (2.6), as expected. 
Now, for fixed z (0 < z < 1) and as n + a, we have &(z> = 
0((1 + z)“), and since (1 + z)-’ = 1 - z + 0(z2), it follows that E,(Z) = 
0((1 - z)~~-‘). Hence for large n, we may consider the asymptotically 
“close” equation 
6”(Z) = 0, O<z<l. (2.7) 
LEMMA 2. For n > 5, Equation (2.7) has exactly two solutions s’,, f=,, 
withO<,?“<?,,<<. Moreooer,~,,JOand?,,~~a.s~n+~. 
Proof. By making the change of variable z = l/w, w > 1, Equation 
(2.7) can be transformed to 
w+1 ” 
i I 2 = (w - ,>,-1, 




> w - 1 = tn. 
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Since w > I, it follows from the first of these simultaneous conditions that 
t > 1. But by dividing them, it must also hold that t = 2(w - l)/(w + 11, so 
we have 1 < t < 2. Eliminating w altogether yields t n - 2t ‘-I + 2 = 0, 
and making the final change of variable t = l/(1 - u) gives us 
p,(u) := (1 - u)II + 1L - ; = 0, o<u<+, (2.8) 
with the old variable 
1 - 2u 
==3- (2.9) 
Solving (2.8) is equivalent to finding the intersection points of the graphs of 
u = (1 - u)” and the straight line u = t - u. (See Figure 1.) Clearly, 
p,(O) = + > 0, p,(i) = (i)” > 0, and p,(i) = (2)” - f < 0 for n >, 5. 
[However, p,(u) > 0 for n < 4; the proof is left as an exercise.] This 
indicates that for n > 5, there are exactly two roots G’, and & of Equa- 
tion (2.8), with 0 < &‘, < $ < fi,, < 4. Moreover, from graphical considera- 
tions it is clear that as n + 00, &‘, J 0 and p,, t i, and we are done via (2.9). 
We remark here that it is easy to check directly from Equation (2.8) that 
6, = 0(1/n>, a fact we will literally expand on later. 
v=o.5-u 
FIG. 1. 
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The preceding analysis of Equation (2.7) can now be used to examine 
more thoroughly the behavior of the perturbed Equation (2.6). First define 
functions 
i(z) := (1 + z)2”-1, fn(z) := (1 + zy - (1 - zy, 
and g,(z) := 2”2(1 - z’)“-‘. 
Note that Equation (2.5)-and hence Equation (2.6)--can be written as 
%(4 :=fnW - g,(4 = 0, 
and Equation (2.7) can be written as 
Now a routine calculus exercise shows that for 0 < z < 1, the following 
properties hold: 
(1) O_<f$z) <j:(z). 
(2) f,(O) = 1; f,(l) = 2sn-1; fi< z) increases, and is concave upward. 
(3) f"(0) = 0; f,(l) = 22n-1; fn(z> increases, and is concave upward. 
(4) g,,(O) = g,,(l) = 0, gn(z) > 0; the only critical points are a relative 
maximum at .z = (2n - 1)-1/2 and a relative minimum at z = 1. 
(5) g”<+> < fn($>. 
Putting this information together with Lemma 2, it becomes clear that as 
a consequence we have the following. (See Figure 2.) 
THEOREM 1. For n > 4, Equation (2.6) has exactly two solutions s,, r,,, 
with 0 = s, < I-,, < i. Furthermore, r,, - ?,, = O(l/n4”). 
The case rz = 4 may be handled computationally. Clearly, from the 
observation that ?” < r,, < i, ?,, t 4, and the sandwich theorem, it follows 
easily that r, is asymptotic to ?,,, i.e., lim,,Jr,,/?“:,) = 1, written rn = ?“. 
However, we can say much more. The last assertion of Theorem 1 may be 
formally derived via the following short argument. Make the change of 
variable (2.9) in the original equation (2.6) to obtain the analogue of Equation 
(2.8): 
Pn(U> - %(u) = 0, o,<u,<;, (2.10) 
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FIG 2. 
where S,,(u) := l/2 zn-1(1 - ujnpl. Now in terms of u, Theorem 1 guaran- 
tees the existence of two solutions of (2.10): a small positive root (Y, (which 
approximately equals Cu, of the proof of Lemma 21, and & = i. Let 
h,, = LY, - &,,. Since p,(&) = 0, the mean value theorem gives us ~~(a,) 
= h,(d/du)p,(cu:,), h w ere cr, < a:, < GE,. Hence, upon substituting u = LY,, 
in (2.10), and because hn = 0(1/n> (and similarly for IY, and oh>, we obtain 
nO(l)h, = 2-““+‘0(1), or h, = O((l/n)4-“1. Changing back via (2.9) fin- 
ishes the result. 
We have therefore demonstrated that the function a,,(z) in (2.4) has 
exactly one critical point at z = r, in the interval 0 < z < 1, where by 
previous remarks the global minimum must occur, and that this point is “well 
approximated’ by F,, for large n. In particular, a consequence of Theorem 1 
is that r, and F,, have identical asymptotic series expansions in powers of 
l/n, since lim.,, nP(r, - ?,> = 0 for every p > 0. 
Using these ideas, we now turn our attention to establishing asymptotic 
rates of growth for r, and @,,(r,). Using standard techniques (but omitting 
the somewhat tedious details), we find that (to five decimal places), 
THEOREM 2. With a, = -0.30807, a2 = -0.65172, we have 
1 
r ,I =;+zL+u”+o _ n ( 1 n2 n3 ’ 
194 
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where A = 21i3 + 2-2/3 = 1.88988. 
From this, it is evident that @,,(r,,) < Q>,(O) for large r~ Transforming 
back to the original variables via (2.1) and (2.4), we get the following. 
COROLLARY. For n > 4, the global minimum of F,,(x) occurs at r,, = 
{ 5,, t - &,I, where 
2,=;+ (2.11) 
with b, = 0.07702, b, = 0.16293. 
With the corresponding minimum value pUn defined in (2.2>, Equation 
(2.11) gives 
P, = Fn( 5n) = A x (t)“, (2.12) 
versus F,(i) = l/4” + 2/B”. Also from these considerations, it is plain to 
see that r,, = { &, i - &J -+ ($, f} as n 4 ~0. The numerical data in Table 1 




a +-s, f 
FIG. 3. 
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3. THE FACE i-NH,) 
ForannXnmatrix Aandfora,p~(1,2,...,n],let A(olp>denote 
the matrix obtained from A by deleting the rows in (Y and the columns in P. 
The following are well-known properties of minimizing matrices. 
(i) If D is fully indecomposable, then every minimizing matrix over 
a(D) is also fully indecomposable [3]. 
(ii) Let A = [aij] E Min(D). Then per A(ilj) = per A if aij > 0 [3]. 
(iii> Let A = [a,,a,,..., a,] E Min(D). If columns j, k of D are identi- 
cal, then the matrix obtained from A by replacing each of aj and ak by 
(aj + a,>/2 is also a minimizing matrix. A similar statement holds for rows 
[31. 
We determine the minimum permanent and the minimizing matrices over 
Ck(H,). In the sequel, let Jp denote the matrix +K,. 
THEOREM 3. The minimum permanent over fl( H,) is equal to p,,. as 
defined in (2.2) or in (2.12). 
Proof. Let A E Min(H,) and let B = (JZ @ **a CB J2)A(JZ @ **. @ JZ>. 
Then B E Min( H,) by property (iii), since rows 2i - 1 and 2i of H, are 
identical and columns 2i - 1 and 2i of H, are identical for each i = 
1,2,. . . , n. Note that B = T,(r) for some x, 0 < x < $. Thus the theorem 
follows from (I.3), (2.0, (2.2), and (2.12). ??
THEOREM 4. Let x = 5, be the unique critical point of the F,(x) on the 
interual 0 < x < f assured in Section 2. Then Min(H,) = IT,(&), T,(i - 
~Jl. 
Proof. Since I, = I &, i - &J, we need to show that Min( H,) = 
{T,( 5) I 5 E r,). 
It is clear that T,( 5) E Min( H,) for 5 E I’,,. 
To show Min( H,) c (T,,( 5) 1 .$ E r,,}, let A E Min( H,). It suffices to 
show that A has the form T,(x) for some x. Write A as in (1.1). Then 
a(X,) = *** = I and c+(Y,) = a.. = a(Y,> where, for a matrix M, 
(T(M) denotes the sum of all the entries of M. Let, say, U( Xi) = 4x and 
a(Y,) = 4~. Then by property (i), x # 0 and y # 0. 
Let X = xK, and Y = yK,. We need to show that X, = X and Yi = Y 
for all i = 1,2,. . . , n. We first show the following. 
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ASSERTION 1. All the row sums and column sums of Xi are equal, and 
all the row ~~172s and columns sums of Y, are equal, for each i = 1,2, . . . , n. 
Suppose, on the contrary, that one of the Xi’s or Yi’s, say X,, has different 
row sums. Then Y, also has different row sums. Let 
B = (I, @JZ @ *a. @ JZ) A& 6~ *.. @ J2) 
Then B E Min(H,) by property (iii), and B has the form 
B= 
where 
X’ Y’ a** 0 0 0 
0 x Y -a* 0 0 
0 OX’. 0 0 
. . . . . . . . . . 
;, ;, ;, ..: x’ r 
Y 0 0 *.. 0 x 
for some x1, x2, yl, yz 2 0 such that x1 + x2 = 2x, y1 + yz = 2y. We may 
again assume that x1 > x2. Let 
(3.2) 
Then B ’ E Min( I&,). Let B, = (1 - t) B + tB ’ and let g(t) = per B,. Then 
there is an E > 0 such that B, E Min( H,) for all t such that - E < t < 1 + E. 
Since g(t) is a polynomial in t of degree < 2 such that g ‘(0) = g ‘(1) = 0, it 
follows that g(t) is a constant function of t. Thus by choosing a suitable value 
of t in B,, we get a minimizing matrix C of the form 
C= 
- X” y” 0 . . . 0 0 
0 x Y *-- 0 0 
0 0 x . . 0 0 
. . . . .1 
. . . . . 
;, (j ;, ..: ;( + 
Y 0 0 *-* 0 x 
(3.3) 
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where either X” or Y” has a zero row. We can assume that the second row of 
X” is a zero row. Then 
x” = 2x 2x 
[ 1 0 0’ y” = i[l -,4x 1,4x]. 
But then 0 < x < i. We compute 
per C( 11 1) = k(4xy)“-1, 
per C(lI3) = +(2y”)“-‘. 
(3.4) 
(3.5) 
Let C’ = (JZ @ I,,,_ ,,)C. Th en C ’ E Min( H,). Notice that C ’ is equal to 
the matrix obtained from C by replacing X” and Y” with X and Y, 
respectively. By (1.31, we have 
per C’ = (2x’)” + (22~‘)~ + (4x1~)“. (3.6) 
If x = i, then y = i, and (3.41, (3.6) give us 
per C(lI1) = $($)“S’, per C’ = (a)” + 2(i)‘, 
contradicting property (ii). Thus x < a and hence 1 - 4x > 0, so that it 
follows, from property (ii), (3.4), and (3.5), that 
(4xy)“-’ = (2 y2)“-- ‘. (3.7) 
Since x, y > 0, we get from (3.7) that 2r = y, which yields x = d, y = 5. 
But even with these values of x and 21, we obtain from (3.4) and (3.6) that 
per C(lI1) = i(i)“-‘, per C’ = (A)” + 2($)n, 
contradicting property (ii) again. 
Therefore it is proved that X, cannot have different row sums. 
Similarly we can show that the row sums and columns sums of each of 
X,, X, >...> X,,Y,,Y,,.. . , Y,, are the same, completing the proof of Asser- 
tion 1. 
Now we show that X, = X. We can write 
x,= ; b 1 1 n 
198 ISMOR FISCHER AND SUK-GEUN HWANG 
forsome a,b > 0. Let G = (I, @Jz CB *** @Ja)A(Zs @Js CB **a @J,).Then 
G E Min(H,,), and hence 
0 = per G(l ) 1) - per G(l(2) = (u - b)(2zt2)“-1, 
from which it follows that a = b, i.e., that X, = X. 
Similarly we can show that Xi = X, Yi = Y for all i = 1,2,. . . , n, and the 
proof is complete. ??
For example in the case n = 4, the minimum permanent over flZ(H,) is 
/LLq = 0.00437797.. . ) which is uniquely attained at the following two matri- 
ces: 
a a b b 
a a b b 
a a b 





b b a a 
b b a a 
b b a 





where a = 0.217439.. . and b = 0.5 - a. Notice that the above two matri- 
ces are different from the barycenter of WH,), which is Z”(0.25). 
In all of the cases known so far, Min(D) is either a singleton set or an 
infinite convex set. The matrix H, is the first example of a (0,l) matrix D 
such that Min( D) is a finite set with more than one element. 
If n > 4, then we have that H, is nonbarycentric and cohesive by 
Lemma 1 and Theorem 4. Since Min(H,,) consists of exactly two elements, 
we have the following. 
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COROLLARY. lf n > 4, then Min( H,) is not connected and hence not 
convex. 
Notice that the above corollary solves Problem 2 negatively. 
Now we show that all the positions at which H, has 1 are equivalent 
under the relation discussed in Section 1. Remember that for a (0,l) matrix 
D we denote by So the set of all positions (i, j) such that dij = 1. 
PROPOSITION. In H,, all the S,n-positions are equivalent. 
Proof. Write H, as 
K, = 
E, F, 0 ... 0 0 
0 E, F, ... 0 0 
0 0 E, ‘. 0 0 
. . . . . . . . . . 
0 0 0 --*’ E,_, F,::, 
F,, 0 0 ... 0 E, 
For each i = 1,2,. . . , n, let Ui, Vi be the set of positions where Ei, Fi lie, 
respectively. Then 
S,” = U, u v, u *** u U” u v, u v, u 0.. u V”. 
For each i = 1,2,. . . , n, clearly all the positions in Vi are equivalent and 
all the positions in Vi are equivalent. By choosing 
we get an automorphism (P, Q> of H, which takes the (1, 1) entry of Ei into 
the (1, 1) entry of Et_ 1 and the (1,l) entry of Fi into the (1, 1) entry of Fi_ 1 
for each i = 1,2, . . . . n, where we assume naturally that E, = E, and 
F, = F,. Thus all the (U, U V, U *a- U U,)-positions are equivalent and all 
the (V, U V, U **- U V,)-positions are equivalent. Let L, denote the k X k 
permutation matrix with l’s in the positions (i, j) such that i + j = k + 1, 
and let L2 0 
Q' = o L,_, @Jo,. 
[ 1 
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Then (I”, Q’> f arms an automorphism of H,, which takes the (1,l) entry of 
E, into the (1, 1) entry of F,. Therefore all the positions in S,,, are 
equivalent. W 
As a final note, we remark that even though H, is a matrix such that all 
the positions in S, 
such that all 
are equivalent, there is no minimizing matrix A = [ajj] 
aij ti’lh (i, j) E SHV, are constant. This gives a negative answer 
to Problem 1. 
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