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Abstract
Let R be a non-commutative ring. The commuting graph of R denoted by (R), is a graph
with vertex set R \ Z(R), and two distinct vertices a and b are adjacent if ab = ba. In this
paper we investigate some properties of (R), whenever R is a finite semisimple ring. For any
finite field F, we obtain minimum degree, maximum degree and clique number of (Mn(F )).
Also it is shown that for any two finite semisimple rings R and S, if (R)  (S), then there
are commutative semisimple rings R1 and S1 and semisimple ring T such that R  T × R1,
S  T × S1 and |R1| = |S1|.
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1. Introduction
The study of algebraic structures, using properties of graphs, has become an
exciting research topic in the last twenty years, leading to many fascinating results
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and questions. There are many papers on assigning a graph to a ring and investiga-
tion of algebraic properties of the ring using the associated graph, for instance see
[1–4]. The purpose of this paper is the classification of rings using their commuting
graphs. This idea establishes a connection between graph theory and ring theory and
beneficial for these two branches of mathematics. In this article we shall mainly be
interested in characterizing and discussing the semisimple rings with respect to their
commuting graphs. This paper scratches the surface of the combinatorial properties
of the commuting graphs of semisimple rings.
Throughout the paper, all rings are assumed with unity 1 /= 0. If R is a ring,
Z(R) denotes the center of R. If X is either an element or a subset of the ring R,
then CR(X) denotes the centralizer of X in R. For any non-commutative ring R, we
introduce a graph with vertex set R \ Z(R) and join two vertices a and b if a /= b
and ab = ba. This graph is called the commuting graph of R and denoted by (R).
If F is a field, for any i, j , 1  i, j  n, we denote Eij , the n× n matrix in Mn(F)
whose (i, j)-entry is 1 and other entries are zero. Also, I and Ir denote the identity
matrix and the identity matrix of size r , respectively. A cyclic matrix in Mn(F) is
a matrix whose minimal and characteristic polynomials are the same. For any two
matrices A ∈ Mn(F) and B ∈ Mm(F), we define
A⊕ B =
[
A 0
0 B
]
∈ Mn+m(F ).
For a graph G, the set of all vertices of G is denoted by V (G) and the degree
of a vertex v is the number of edges incident to v and denoted by d(v). We de-
note the minimum and maximum degree of the vertices of G by δ(G) and (G),
respectively. If G is a graph, the complement of G, denoted by Gc, is a graph with
vertex set V (G) in which two vertices are adjacent if and only if they are not adja-
cent in G. A path P is a sequence v0e1v1e2 · · · ekvk whose terms are alternately
distinct vertices and distinct edges, such that for any i, 1  i  k, the ends of ei
are vi−1 and vi . The number k is called the length of P . If v0 and vk are adja-
cent in G by an edge ek+1, then P ∪ {ek+1} is called a cycle. A Hamilton cycle
of G is a cycle that contains every vertex of G. A graph is Hamiltonian if it con-
tains a Hamilton cycle. For any graph G, a subset X of V (G) is called a clique
if the induced subgraph on X is a complete graph. The maximum size of a clique
in a graph G is called the clique number of G and denoted by ω(G). For any
graph G, a subset X of V (G) is called an independent set if the induced subgraph
on X has no edges. The maximum size of an independent set in a graph G is
called the independence number of G and denoted by α(G). In the present arti-
cle we show that for any ring R = Mn(F), where n > 1 and F is a finite field,
the minimum degree and maximum degree of the graph (R) are |F |n − |F | − 1
and |F |n2−2n+2 − |F | − 1, respectively. Also it is shown that for any two finite
semisimple rings R and S, if (R)  (S), then there are commutative semisimple
rings R1 and S1 and semisimple ring T such that R  T × R1, S  T × S1 and
|R1| = |S1|.
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2. Results
We begin our study of commuting graph of a ring R by the following theorem.
Theorem 1. For any ring R and x, y ∈ V ((R)c), there is a path between x and y
in (R)c whose length is at most two.
Proof. If xy /= yx, then x and y are adjacent in (R)c and there is nothing to
prove. So assume that xy = yx. Since x and y are non-central, we can choose two
non-central elements a and b such that xa /= ax and yb /= by. Now if ay /= ya, then
x − a − y is a path between x and y in (R)c. Similarly if xb /= bx, then there is the
path x − b − y in (R)c. So assume that ay = ya and xb = bx. Therefore a + b ∈
CR(x) ∪ CR(y). It implies that x − (a + b)− y is a path of length two between x
and y in (R)c. 
Remark 1. Let R be a non-commutative ring and a − b be an edge in (R)c. It
means that ab /= ba and hence a + b ∈ CR(a) ∪ CR(b). So a + b ∈ R \ Z(R) and
we have the triangle a − (a + b)− b − a containing the edge a − b in (R)c.
One of the important classes of non-commutative rings are full matrix rings. We
want to study the commuting graph of this kind of rings, that is Mn(F) in which F
is a finite field and n  2. Note that since the center of Mn(F) is the set of all scalar
matrices, we have |V ((Mn(F )))| = |F |n2 − |F |.
Lemma 1 [9, Corollary 4.4.18]. Let F be a field and n is a natural number. If
A ∈ Mn(F) is a cyclic matrix, then CMn(F)(A) is the set of all matrices which are
polynomial in A with coefficients in F.
The following lemma is well known when F is an algebraically closed field. We
want to generalize it for any arbitrary field.
Lemma 2. Let F be a field and n is a natural number and A,B ∈ Mn(F). If
CMn(F)(A) ⊆ CMn(F)(B), then there is a polynomial f (x) ∈ F [x] such that B =
f (A).
Proof. LetE be the algebraic closure of F . We claim thatCMn(E)(A) ⊆ CMn(E)(B).
Suppose that {αj }j∈J is a basis for E as a vector space over F . Without loss of
generality assume that αj0 = 1, for some j0 ∈ J . Now for an arbitrary element X of
CMn(E)(A), there exist indices j1, . . . , jm in J such that X =
∑m
k=1 αjkXk , where
Xk ∈ Mn(F), for any k, 1  k  m. Since AX = XA, we have A(∑mk=1 αjkXk) =
(
∑m
k=1 αjkXk)A. Thus
∑m
k=1 αjk (AXk −XkA) = 0. Note that since {αj }j∈J is a
linearly independent set over F , we conclude that XkA = AXk , for any k, 1  k 
m. Also since CMn(F)(A) ⊆ CMn(F)(B), we have BXk = XkB, for any k, 1  k 
m. Hence X ∈ CMn(E)(B) and the claim is proved.
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Now since E is an algebraically closed field, by [9, Theorem 4.4.19], there is a
polynomial g(x) = etxt + · · · + e0 ∈ E[x] such that B = g(A). Thus the system of
linear equations
∑t
k=0 xkAk = B, where xk’s are unknowns, has a solution x0 =
e0, . . . , xt = et in E. Since all coefficients of this system of linear equations are in
F and F ⊆ E, so it has a solution in F and this proves the theorem. 
First we want to determine the number of connected components of the graph
(M2(F )), for any finite field F .
Theorem 2. If F is a finite field, then (M2(F )) is a graph with |F |2 + |F | + 1
connected components of size |F |2 − |F | which each of them is a complete graph.
Proof. Clearly, every non-scalar matrix in M2(F ) is a cyclic matrix. So by Lemma
1, for any vertex A of (M2(F )), we have d(A) = |F |2 − |F | − 1. Now, suppose
that there exists a matrix C ∈ M2(F ) such that CA = AC and CB = BC, where A
and B are two vertices in (M2(F )). The matrix C must be a polynomial in A and
a polynomial in B, too. It implies that there exist some elements a1, a2, b1, b2 ∈ F
such that C = a1I + a2A and C = b1I + b2B and therefore A and B are adjacent in
(M2(F )). So any connected component of (M2(F )) is a complete graph and each
of them is of size |F |2 − |F |. Finally, since (M2(F )) is a graph with |F |4 − |F |
vertices, the number of its connected components is equal to (|F |4 − |F |)/(|F |2 −
|F |) = |F |2 + |F | + 1. 
In order to determine the maximum degree of the graph (Mn(F )), we need the
following lemma.
Lemma 3. Let F be a field and n  2. If A is a non-scalar matrix in Mn(F) and
CMn(F)(A) has maximum dimension over F , then dimF CMn(F)(A) = n2 − 2n+ 2
and A is similar to either aI1 ⊕ bIn−1 or aIn + bE12, for some a, b ∈ F .
Proof. If n = 2, by Theorem 2, the assertion is clear. Thus suppose that n > 2. By
a simple calculation one can see that dimF CMn(F)(aI1 ⊕ bIn−1) = dimF CMn(F)
(aI + bE12) = n2 − 2n+ 2. Assume that p(x) = pr11 (x) · · ·prkk (x) ∈ F [x] is the
minimal polynomial of A, where pi(x)’s are distinct irreducible polynomials in
F [x]. First assume that k > 1. By the primary decomposition theorem [8, The-
orem 12, p. 220], without loss of generality, one may assume that A has the form
A1 ⊕ · · · ⊕ Ak , where Ai is a square matrix of size ni with the minimal polynomial
p
ri
i (x), for any i, 1  i  k. Since A /= 0, at least one of Ai’s, say A1, is non-zero.
Now suppose that
X =


X11 · · · X1k
...
.
.
.
...
Xk1 · · · Xkk


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is an arbitrary element in CMn(F)(A), where Xij is a matrix of size ni × nj , for any
i, j , 1  i, j  k. Since AX = XA, it is easily checked that AiXij = XijAj , for
any i, j , 1  i, j  k. But the minimal polynomials of Ai and Aj are coprime for
any i /= j , by [13, Theorem 27.5.2, p. 122], we conclude that Xij = 0, for each
i /= j . On the other hand, since CMn(F)(A) ⊆ CMn(F)(A1 ⊕ 0 ⊕ · · · ⊕ 0) and
CMn(F)(A) has maximum dimension, we have A2 ⊕ · · · ⊕ Ak is a scalar matrix.
Moreover, since CMn(F)(A) is contained in CMn(F)(0 ⊕ A2 ⊕ · · · ⊕ Ak) and also
is contained in CMn(F)(I ⊕ A2 ⊕ · · · ⊕ Ak), we conclude that A1 is a scalar matrix.
It follows from the maximality of the dimension of CMn(F)(A), that n1 = 1 and
A = aI1 ⊕ bIn−1 for some a, b ∈ F .
Next suppose that k = 1. Without loss of generality we may assume that A has
rational form asB1 ⊕ · · · ⊕ Bl . IfB1 = · · · = Bl has size s, then sinceBi’s are cyclic
matrices, by Lemma 1, it is not hard to see that dimF CMn(F)(A) = sl2. Moreover
since n > 2 and l  n/2, we have sl2 < n2 − 2n+ 2, a contradiction. Thus we
have r1 > 1 and the minimal polynomials of B1 and Bl are different. Since for
any i, 1  i  l − 1, the minimal polynomial of Bi+1 divides the minimal poly-
nomial of Bi , we see that pr1−11 (A) = pr1−11 (B1)⊕ · · · ⊕ pr1−11 (B1)⊕ 0 ⊕ · · · ⊕
0. Since we have CMn(F)(A) ⊆ CMn(F)(pr1−11 (A)), by maximality of the dimen-
sion of CMn(F)(A), Bl is a scalar matrix. Thus p1(x) = x − λ, where λ ∈ F . Since
CMn(F)(A) = CMn(F)(A− λI), we may assume that A has Jordan form as J1 ⊕
· · · ⊕ Jt , where for any i, 1  i  t , Ji has the form,


0 1 · · · 0
0 0
.
.
.
...
...
...
.
.
. 1
0 0 · · · 0


.
Since A is not a cyclic matrix, t > 1. If J1 is an m×m matrix, then Am−1 = E1m ⊕
· · · ⊕ E1m ⊕ 0 ⊕ · · · ⊕ 0. By maximality of the dimension of CMn(F)(A), every Jor-
dan block of size less that m is a zero matrix. We have CMn(F)(A) ⊆ CMn(F)(Am−1).
Ifm > 2, thenE12 ∈ CMn(F)(Am−1) \ CMn(F)(A), a contradiction. ThusA = E12 ⊕
· · · ⊕ E12 ⊕ 0 ⊕ · · · ⊕ 0. Now, since two linear transformations T1(X) = E12X −
XE12 and T2(X) = E12X, where X ∈ M2(F ) have nullity 2, it is not hard to see
that CMn(F)(A) has maximum dimension, whenever the number of E12’s in Jordan
form of A is one. This completes the proof. 
Corollary 1. If F is a finite field and n  2, then ((Mn(F ))) = |F |n2−2n+2 −
|F | − 1.
Theorem 3. Suppose thatF is a finite field and n  2. Then δ((Mn(F ))) = |F |n −
|F | − 1.
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Proof. Assume that R = Mn(F) and A is an arbitrary vertex of (R). Since
d(R)(A) = |CR(A)| − |Z(R)| − 1, it is sufficient to show that the minimum pos-
sible value for |CR(A)| is |F |n. Suppose that A has the rational form A1 ⊕ · · · ⊕ Ar ,
for some r , where for each 1  i  r , Ai is a di × di cyclic matrix and so the
minimal polynomial of Ai has degree di . Obviously each matrix X of the form
f1(A1)⊕ · · · ⊕ fr(Ar) is contained in CR(A), where fi(x) ∈ F [x], for any 1  i 
r . Since the degree of minimal polynomial of Ai is di , X has |F |d1 · · · |F |dr = |F |n
possibilities. Hence for each A ∈ R, we have |CR(A)|  |F |n. Now, by Lemma 1,
for a cyclic matrix A the equality holds and the proof is complete. 
Now we are in a position to prove our main theorem.
Theorem 4. Let R and S be two finite semisimple rings such that (R)  (S).
Then there are commutative semisimple rings R1 and S1 and semisimple ring T such
that R  T × R1, S  T × S1 and |R1| = |S1|.
Proof. By Wedderburn–Artin Theorem [11, p. 33], suppose that R  Mn1(F1)×· · · ×Mnr (Fr) and S  Mm1(E1)× · · · ×Mms (Es), where Fi’s and Ej ’s are finite
fields and ni’s, mj ’s and r, s are natural numbers. Let v1 = (A11, . . . , A1r ) be a
vertex of maximum degree in (R). Clearly exactly one of the components of v1,
say A11, is non-central. Since v1 is a vertex of maximum degree in (R), the vertex
A11 in (Mn1(F1)) has maximum degree. By Lemma 3, without loss of general-
ity, assume that A11 = λI + µE1j , where j = 1 or 2, and λ and µ /= 0 are two
elements of F . Let N1 be the set of all vertices in (R) with maximum degree
among all vertices in (R) such that are not adjacent to v1. So the first components
of all vertices in N1 are vertices with maximum degree in (Mn1(F1)) and their
other components are central. In particular, all vertices whose first components are
contained in ({Ek1|1  k  n1} ∪ {Ejk|1  k  n1}) \ {Ej1} and their other com-
ponents are central, are contained in N1. Suppose that v2 = (A21, . . . , A2r ) is a
vertex with maximum degree among all vertices in (R) which are adjacent to all
vertices in N1. Since the first component of v2 commutes with all elements of the
above set, by an easy calculation, we obtain it is central. Also, clearly exactly one of
the components of v2, say A22, is non-central. Let N2 be the set of all vertices
in (R) which have maximum degree among all vertices in (R) such that are
not adjacent to v2. Similar to N1, the second components of all vertices in N2
are vertices with maximum degree in (Mn2(F2)) and their other components are
central. Suppose that v3 = (A31, . . . , A3r ) is a vertex with maximum degree among
all vertices in (R) which are adjacent to all vertices in N1 ∪N2. Again similar
to v2, the first and the second components of v3 are central and exactly one of its
other components, say A33, is non-central. If we continue this procedure, we obtain
a sequence of vertices vj = (Aj1, . . . , Ajr ), such that for any j , the only non-central
component of vj is in j th position, where 1  j  r ′ and r ′ is the number of ni’s
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which are greater than 1. On the other hand, there is no vertex in (R) such that
is adjacent to all vertices in N1 ∪ · · · ∪Nr ′ . Since (R)  (S), we have r ′ = s′,
where s′ is the number of mj ’s which are greater than 1.
Now for any i, 1  i  r ′, assume thatWi is the set of all vertices with minimum
degree among all vertices in (R), adjacent to all common neighbors of vertices
v1, . . . , vi . By Lemma 2, for any i, 1  i  r ′, the j th components of all vertices
of Wi are polynomials in Ajj , for any j , 1  j  i, and their other components are
central. By Lemma 3, since for any i, 1  i  r ′ and for any j , 1  j  i, all matri-
ces Ajj have minimal polynomials of degree 2, we conclude that |Wi | = (|F1|2 −
|F1|) · · · (|Fi |2 − |Fi |)|Fi+1| · · · |Fr |. Now let ϕ : (R)→ (S) be a graph isomor-
phism. Without loss of generality, assume that for any i, 1  i  r ′, the non-central
component of ϕ(vi) is in position i. Since (R)  (S) we have,
(|F1|2 − |F1|) · · · (|Fi |2 − |Fi |)|Fi+1| · · · |Fr |
= (|E1|2 − |E1|) · · · (|Ei |2 − |Ei |)|Ei+1| · · · |Es |
for any i, 1  i  r ′. It implies that |Fi | = |Ei |, for any i, 2  i  r ′. Now sup-
pose that W′2 is the set of all vertices in (R) which are adjacent to all neigh-
bors of v2. If we repeat the above proof as we did for W1, we obtain |W′2| =|F1|(|F2|2 − |F2|)|F3| · · · |Fr |. So |F1|(|F2|2 − |F2|)|F3| · · · |Fr | = |E1|(|E2|2 −
|E2|)|E3| · · · |Es |. On the other hand, we have (|F1|2 − |F1|)|F2| · · · |Fr | = (|E1|2 −
|E1|)|E2| · · · |Es |. It follows that |F1| = |E1| and hence |Fr ′+1| · · · |Fr | = |Es′+1|
· · · |Es |.
Furthermore, we have d(vi) = |F1|n21 · · · |Fi−1|n2i−1 |Fi |n2i−2ni+2|Fi+1|n2i+1
· · · |Fr |n2r − |F1| · · · |Fr | − 1, for any i, 1  i  r ′. Again, since (R)  (S), we
have d(vi) = d(ϕ(vi)), for any i, 1  i  r ′. It follows that
|F1|n12 · · · |Fi−1|n2i−1 |Fi |n2i−2ni+2|Fi+1|n2i+1 · · · |Fr |n2r
= |E1|m21 · · · |Ei−1|m2i−1 |Ei |m2i−2mi+2|Ei+1|m2i+1 · · · |Es |m2s
for any i, 1  i  r ′. Also since |V ((R))| = |V ((S))|, we obtain |F1|n21
· · · |Fr |n2r = |E1|m21 · · · |Es |m2s . Therefore we have ni = mi , for any i, 1  i  r ′.
Thus we may assume that R  T × R1 and S  T × S1, where T  Mn1(F1)×· · · ×Mnr′ (Fr ′) and R1 and S1 are two commutative semisimple rings with the same
orders, as required. 
Corollary 2. If F and E are two finite fields and n,m  2 which (Mn(F )) 
(Mm(E)), then n = m and F  E.
Conjecture. LetR be a ring and F be a finite field and n  2. If(R)  (Mn(F )),
then R  Mn(F).
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Now we want to determine ω((Mn(F ))), for a finite field F .
Theorem 5. Suppose that F is a finite field and n  2. Then ω((Mn(F ))) =
|F | n24 +1 − |F |.
Proof. By a theorem due to Schur [12], we know that the maximum number of
linearly independent commuting matrices in Mn(F) is equal n24  + 1. On the other
hand, ω((Mn(F ))) is the maximum number of non-central commuting matrices in
Mn(F). Therefore ω((Mn(F ))) = |F | n
2
4 +1 − |F | and the proof is complete. 
In the next theorem we obtain a lower bound for the independence number of the
graph (Mn(F )), for any finite field F .
Theorem 6. If F is a finite field and n  2, then the following hold:
(i) If n < |F |, then α((Mn(F )))  (|F |2 + |F | + 1)|F | n
2−n−2
2 .
(ii) If n  |F |, then α((Mn(F )))  (|F |2 + |F | + 1)|F |(|F |−1)(n− |F |2 )−1.
Proof. If n = 2, by Theorem 2, we have α((Mn(F ))) = |F |2 + |F | + 1. There-
fore assume that n > 2 and define dn = α((Mn(F ))). Suppose S is a non-
commuting set of maximum size in (Mn−1(F )). Consider an arbitrary element
A ∈S. If there is an element of F , say λA, which is not an eigenvalue of A, then let
E(A) =
{[
A u
0 λA
]
|u ∈ Fn−1
}
.
Otherwise, all elements of F are eigenvalues of A. Suppose that for any non-zero
element λ of F , vλ(A) is an eigenvector for A corresponding to eigenvalue λ and
let W(A) be the subspace of Fn−1 generated by {vλ(A)|λ ∈ F, λ /= 0}. So we have
dimF W(A) = |F | − 1. In this case put
E(A) =
{[
A w
0 0
]
|w ∈ W(A)
}
.
Now it is easy to check that
⋃
A∈S E(A) is a non-commuting set of Mn(F). More-
over, if |F | > n, then the first case occurs and so |E(A)| = |F |n−1, for any A ∈S.
So in this case, we have dn  |F |n−1dn−1. Now by induction hypothesis, we have
dn  |F |n−1dn−1  |F |n−1|F |n−2dn−2  · · ·  (|F |2 + |F | + 1)|F | n
2−n−2
2 .
On the other hand, if |F |  n, then |E(A)|  |F ||F |−1, for any A ∈S. Hence in
this case, we have dn  |F ||F |−1dn−1. Thus by induction hypothesis, the following
inequalities hold.
dn  |F ||F |−1dn−1  |F |2(|F |−1)dn−2  · · ·  |F |(n−|F |+1)(|F |−1)d|F |−1.
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Now using the first part for d|F |−1, we find
dn  |F |(|F |−1)
(
n− |F |2
)
−1
(|F |2 + |F | + 1)
and the proof is complete. 
Now we prove that for any finite non-commutative ring R, the graph (R)c is
Hamiltonian.
Theorem 7. If R is a finite non-commutative ring, then (R)c is Hamiltonian.
Proof. We show that if R is a finite non-commutative ring and r = |R \ Z(R)|, then
for each vertex x ∈ R \ Z(R), d(R)c (x) > r2 and Dirac’s theorem follows the result,
see [6, p. 54]. By the definition of (R), we have d(R)c (x) = |R \ CR(x)|. On the
other hand, we know that CR(x) is a subgroup of the additive group (R,+) and
so |CR(x)| | |R|. It implies that |CR(x)|  |R|2 and therefore |R \ CR(x)|  |R|2 >|R\Z(R)|
2 . It shows that d(R)c (x) >
r
2 and the proof is complete. 
Remark 2. In [5] it has been proved that for any ring R, if every set of pairwise non-
commuting elements of R is finite, then [R : Z(R)] is a finite ring. It implies that,
for any non-commutative ring R, [R : Z(R)] is finite if and only if α((R)) is finite.
Also, in [10] it has been proved that every infinite ring R has an infinite commutative
subring. Thus if R is a non-commutative ring such that ω((R)) is finite, then R is
a finite ring.
Theorem 8. Let R be a non-commutative ring. If (R) is a triangle-free graph,
then R  M2(Z2) or R is isomorphic to the upper triangular matrix ring of order 2
over Z2.
Proof. By Remark 2, R should be a finite ring. For any x ∈ V ((R)), if x −
y is an edge of (R), then y = x + 1, since otherwise x − (x + 1)− y − x is a
triangle. It implies that CR(x) = Z(R) ∪ {x, x + 1}, for any x ∈ R \ Z(R). There-
fore we conclude that Z(R) = {0, 1}. Suppose that R is a local ring (A ring R
is called local if it has a unique maximal left ideal), so the Jacobson radical of
R, J (R), is a nilpotent ideal. Since R is not a field, J (R) /= {0}. Assume that n
is the smallest natural number such that J (R)n = {0}. Let a be an arbitrary ele-
ment in J (R)n−1 \ {0}. Thus J (R) ⊆ CR(a). Since a2 = 0, a + 1 is an invertible
element, and so we have J (R) = {0, a}. Now the kernel of the right R-module
homomorphism ϕ : R → J (R), defined by ϕ(x) = ax, is equal to J (R). It implies
that |R|  4, a contradiction, since we know that every ring with unity and at most
four elements is commutative.
Thus by [11, Corollary 19.19, p. 286], R has a non-trivial idempotent, say e.
Let x be an element of eRe \ {0, e}. Note that x /= 1 and so e − x − (1 − e)− e
is a triangle in (R), a contradiction. Hence eRe = {0, e} and similarly (1 − e)
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R(1 − e) = {0, 1 − e}. Also, if x, y are two distinct elements of eR(1 − e) \ {0},
then x − (x + 1)− y − x is a triangle in (R), a contradiction. Thus eR(1 − e) and
similarly (1 − e)Re have at most two elements. First assume that one of the two sets
is trivial. Since we can write R = eRe ⊕ eR(1 − e)⊕ (1 − e)Re ⊕ (1 − e)R(1 −
e), we conclude that |R|  8. Now noting that R is a non-commutative ring with
unity, so |R| = 8 and it is known that R is isomorphic to the upper triangular matrix
ring of order 2 over Z2, see [7].
Next suppose that eR(1 − e) and (1 − e)Re both have two elements. We show
that J (R) = {0}. Clearly we have J (R) = (eRe ∩ J (R))⊕ (eR(1− e) ∩ J (R))⊕
((1− e)Re∩ J (R))⊕ ((1− e)R(1 − e) ∩ J (R)). Since J (R) has no non-zero idem-
potent element, eRe ∩ J (R) = (1 − e)R(1 − e) ∩ J (R) = {0}. By contradiction, as-
sume that J (R) /= {0}. Without loss of generality, suppose that eR(1 − e) ∩ J (R) /=
{0}. Let eR(1 − e) ∩ J (R)= {0, r} and (1 − e)Re = {0, s}. Since rs ∈ eRe ∩ J (R),
we conclude that rs = 0 and similarly sr = 0. Thus r − (r + 1)− s − r is a triangle
in (R), a contradiction. Hence J (R) = {0}. Now, since |R| = 16, by Wedderburn–
Artin Theorem, we have R  M2(Z2) and the proof is complete. 
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