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Abstract
In this paper, existence and uniqueness of solutions to a non-linear, initial value
problem is studied. In particular, we consider a special type of problem which
physically represents the time evolution of particle number density resulted due to
the coagulation and fragmentation process. The coagulation kernel is chosen from
a huge class of functions, both singular and non-singular in nature. On the other
hand, fragmentation kernel includes practically relevant non-singular unbounded
functions. Moreover, both the kernels satisfy a linear growth rate of particles at
infinity. The existence theorem includes lesser restrictions over the kernels as com-
pared to the previous studies. Furthermore, strong convergence results on the
sequence of functions are used to establish the existence theory.
Keywords: singular coagulation; multi-fragmentation; existence; uniqueness; strong
solutions
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1 Introduction
We consider the general non-linear, initial value problem representing particle coagulation
and multi-fragmentation
∂f(x, t)
∂t
=
1
2
∫ x
0
K(x− y, y)f(x− y, t)f(y, t) dy − f(x, t)
∫ ∞
0
K(x, y)f(y, t) dy
+
∫ ∞
x
b(x, y)S(y)f(y, t) dy− S(x)f(x, t) (1.1)
supported with the initial data,
f(x, 0) = f0(x) ≥ 0, for all x > 0. (1.2)
In equation (1.1), the function f(x, t) denotes the number density of the particles of
volume x > 0 at time t ≥ 0. The coagulation kernel K(x, y) represents the rate of
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coagulation (or aggregation) of particles with volume x and y to form larger agglomerates.
The selection rate of particles of volume y for fragmenting into smaller particles, is denoted
by the function S(y) and the distribution of daughter particles x formed due to the
fragmentation of y is represented by the breakage function b(x, y). Further, the first and
the third terms of equation (1.1) denote the formation or birth of particles with volume x
in the system. On the other hand, the second and the forth terms denote the removal or
death of particles having volume x from the system. In general, each of f(x, t), K(x, y),
S(x) and b(x, y) are assumed to be non-negative functions. Moreover, the coagulation
kernel K(x, y) is considered to be a symmetric function of x, y and the breakage function
satisfies the relations∫ y
0
b(x, y) dx ≤ ν, and
∫ y
0
xb(x, y) dx = y. (1.3)
The first integral in (1.3) represents the total number of fragments produced during the
breakage event of particle volume y and the second integral represents the volume con-
servative property of system during particle fragmentation. In this work, we consider the
number of fragments to be bounded by a positive and finite quantity ν.
The study of coagulation-fragmentation (CF) equations with different forms of kernels is
of great interest in the fields of engineering sciences [e.g. Qamar and Warnecke (2007a,b);
Maas et al. (2010) (chemical engineering), Smikalla et al. (2011) (pharmaceutical), Kind
(1999) (food processing) etc.] as well as in mathematical sciences [Stewart (1991); Lau-
renc¸ot and Mischler (2002); Banasiak and Lamb (2012); Ganesan (2012)]. From theoret-
ical point view, study on existence and uniqueness of solutions for the CF-equations is
gathering high importance. In the literature, several articles by Stewart (1989, 1990a,b);
Da Costa (1995); Dubovskiˇı and Stewart (1996); Laurenc¸ot (2000); Escobedo et al. (2003);
Lamb (2004) can be found where the existence, uniqueness theory of the solutions has
been established. In most of the above mentioned articles, the authors have considered a
non-singular, unbounded coagulation kernel. Beside these articles, some notable works by
von Smoluchowski (1916, 1917); Kapur (1972); Sastry (1975); Ding et al. (2006) can be
found where the modeling of the CF-equations incorporating several physical phenomenon
are done by considering singular coagulation kernels [For details, please see Appendix-A].
In this regard, it is needed to mention that in industrial engineering sectors like phar-
maceutical, food processing etc. dust formation of particles is unwanted due to their
handling difficulty. So, the coagulation kernels are set with functions having singularity
at the coordinate axes. Therefore, the dust particles tend to coagulate at a high rate
to form larger agglomerates. However, the mathematical existence of solutions for the
CF-equations with singular coagulation kernels has not been studied so extensively. Very
recently, Saha and Kumar (2014); Camejo et al. (2015); Camejo and Warnecke (2015)
have studied the existence theory for the problems with singular coagulation kernels. Let
us briefly look through the works done in these articles. Camejo et al. (2015) proved the
existence theory using weak L1 compactness theory, for a pure aggregation problem with
a very restrictive class of singular coagulation kernel satisfying
K(x, y) ≤ k
(1 + x+ y)λ
(xy)σ
, 0 ≤ σ ≤ 1/2, 0 ≤ λ− σ < 1.
On the other hand, Saha and Kumar (2014) proved the existence and uniqueness of mass
conserving, strong solutions of the CF-equations with almost similar type of singular
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coagulation kernel as used by Camejo et al. (2015) and an unbounded class of non-singular
fragmentation kernels. Later, Camejo and Warnecke (2015) extended the existence theory
of weak solutions of the CF-equations for a wide range of singularity over the coagulation
kernel. In their article, Camejo and Warnecke (2015) have considered
K(x, y) ≤ k
(1 + x)λ(1 + y)λ
(xy)σ
, σ ≥ 0, 0 ≤ λ− σ < 1
and the multiple fragmentation kernel is chosen to be at most linear,
0 ≤ S(x) ≤ xθ for θ ∈ [0, 1[
along with the following restrictions over the breakage function∫ y
0
b(x, y)x−2σ dx ≤ Cy−2σ,
∫ y
0
bq(x, y) dx ≤ B1y
qτ1,
∫ y
0
x−qσbq(x, y) dx ≤ b2y
qτ2
where C,B1, B2 are positive constants and q > 1, τ1, τ2 ∈ [−2σ − θ, 1− θ].
1.1 State of the art
For a fixed T (> 0), we consider the strip
S := {(x, t) : 0 < x <∞, 0 ≤ t ≤ T} ,
and define Υr,σ(T ) to be the space of all continuous functions f with the bounded norm
‖f‖Υ := sup
0≤t≤T
∫ ∞
0
(
xr +
1
x2σ
)
|f(x, t)| dx, r ≥ 1, σ ≥ 0. (1.4)
It can be easily verified that Υr,σ(T ) is a Banach space. Furthermore, let Υ
+
r,σ(T ) denotes
the space of all non-negative functions from Υr,σ(T ). In this article, we aim to prove the
existence of solutions for the CF-equation (1.1), (1.2) under the following assumptions
over the coagulation and fragmentation kernels;
(A1) K(x, y) ≤ k
(1 + x+ y)λ
(xy)σ
, where σ ≥ 0, 0 ≤ λ− σ ≤ 1,
(A2) S(x) ≤ s0x
α, where 0 ≤ α ≤ min [r, 1 + 2σ], r ≥ 1, and
(A3)
∫ y
0
x−2σb(x, y) dx ≤ N¯y−2σ and for any y satisfying y ≥ x, sup
x∈[x1,x2]
xb(x, y) ≤ b¯, for
all 0 < x1 < x2 <∞.
Here, k, s0, N¯ and b¯ are considered to be positive constants.
Substituting σ = 0 and λ = 1 in (A1), we obtain the coagulation kernel considered by
Dubovskiˇı and Stewart (1996). Similarly, K(x, y) of Camejo et al. (2015) can be obtained
from (A1), whenever 0 ≤ σ ≤ 1/2. In this regard, using the inequality (x + y)p ≤
2p (xp + yp) for all x, y, p ≥ 0, the coagulation kernel of Camejo and Warnecke (2015) can
be written as
K(x, y) ≤ k
(1 + x+ y + xy)λ
(xy)σ
≤ 2λk
[
(1 + x+ y)λ
(xy)σ
+ (xy)λ−σ
]
.
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Thus, the above relation indicates that K(x, y) of Camejo and Warnecke (2015) includes
an additional non-singular class of functions in the form (xy)λ−σ with 0 ≤ λ − σ ≤ 1,
than the class considered in (A1). However, coagulation kernel involving the above class
of non-singular, unbounded functions has already been dealt in our previous article Saha
and Kumar (2014). So in the present study, we emphasis on the strong singularity con-
ditions over x and y by widening the working range of σ. Thus, the coagulation kernel of
Camejo and Warnecke (2015) and (A1) can be treated to be equivalent when the class of
singular functions are taken into account. Moreover, with the above mentioned bounds
over the coagulation term, we are able to include the generalized form of Brownian mo-
tion kernel [von Smoluchowski (1917)] and granulation kernel [Kapur (1972)] into our
consideration.
Besides the coagulation kernel, the selection function considered in this work (A2), in-
cludes a wider class of unbounded function compared to that of Camejo and Warnecke
(2015). Furthermore, we impose lesser restrictions over the breakage functions (A3) than
that of Camejo and Warnecke (2015). In this regard, let us take an example of the
following breakage function
b(x, y) = (τ + 2)
xτ
yτ+1
, with τ + 1 > 0,
which are well known in the literature as the ‘power law kernels’ [Banasiak et al. (2013)].
Let σ is so chosen that (τ + 1) > 2σ, then∫ y
0
x−2σb(x, y) dx =
(τ + 2)
yτ+1
∫ y
0
xτ−2σ dx =
(τ + 2)
(τ − 2σ + 1)
yτ−2σ+1
yτ+1
=
(τ + 2)
(τ − 2σ + 1)
y−2σ.
Also, for 0 < x1 ≤ x ≤ x2 <∞, where x1, x2 are finite and x ≤ y, we get
sup
x∈[x1,x2]
xb(x, y) ≤ (τ + 2)
(
x
y
)τ+1
≤ (τ + 2).
Thus, the condition (A3) is a realistic assumption on b(x, y) which is satisfied by the
power law kernels.
Our existence result is motivated upon the work of Dubovskiˇı and Stewart (1996). In
the next section, we state and prove the existence theorem. Since, strong convergence
results are used to prove the theorem so, the existence of strong solutions to the initial
value problem (IVP) (1.1), (1.2) is obtained. In section 3, the uniqueness property of the
solutions is studied.
2 Existence theorem
Theorem 2.1. Let the functions K(x, y), b(x, y) and S(x) be non-negative and continu-
ous for all x, y ∈]0,∞[ and satisfy the condition (A1), (A2) and (A3). If the initial data
f0(x) belongs to Υ
+
r,σ(0), then the IVP (1.1), (1.2) has at least one solution in Υ
+
r,σ(T ).
Proof. Recalling the assumptions (A1) and (A2), we observe that the kernels K(x, y)
and S(x) exhibit unbounded rates. Therefore, we first truncate both the coagulation
and selection function in order to construct the following sequence of continuous kernels
{Kn, Sn}
∞
n=1 with compact support for each n ≥ 1, from the class defined in (A1) and
(A2)
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Kn(x, y)
{
= K(x, y), when x, y ≥ 1
n
, and x+ y ≤ n, ,
≤ K(x, y), elsewhere,
and
Sn(x)
{
= S(x), when 0 ≤ x ≤ n,
≤ S(x), elsewhere.
Therefore, for the above defined ‘cut-off’ kernels Kn and Sn the IVP (1.1) is written as
∂fn(x, t)
∂t
=
1
2
∫ x
0
Kn(x− y, y)fn(x− y, t)fn(y, t) dy − fn(x, t)
∫ ∞
0
Kn(x, y)fn(y, t) dy
+
∫ ∞
x
b(x, y)Sn(y)fn(y, t) dy − Sn(x)fn(x, t), (2.1)
with the truncated initial data
fn(x, 0)
{
= f0(x), when 0 ≤ x ≤ n,
≤ f0(x), elsewhere.
(2.2)
Now for each n ≥ 1, the existence of continuous non-negative solutions fn for the problem
(2.1) can be established by following the works of Stewart (1989); Camejo and Warnecke
(2015). Thus a sequence of continuous, non-negative solutions {fn}
∞
n=1 to the problem
(1.1) is obtained which satisfy
fn(x, t) ∈ Υ
+
r,σ(T ), for each n ≥ 1. (2.3)
Now corresponding to the solutions fn, we define the (r + 2)−number of moments as
Mi,n(t) =
∫ ∞
0
xifn(x, t) dx, i = −2σ, 0, 1, 2, . . . , r, and n ≥ 1, (2.4)
and establish the boundedness of these (r + 2) moments.
2.1 Boundedness of the moments Mi,n(t):
For i = 1, we have
dM1,n(t)
dt
=
∫ ∞
0
x
∂fn(x, t)
∂t
dx.
Since Kn and Sn have compact support, all the integrals appeared after computing right
hand side of the above equation are finite and they cancel out. Hence, for all n ≥ 1 and
0 ≤ t ≤ T we get a constant independent of n, such that
M1,n(t) =
∫ ∞
0
xf0(x) dx = M¯1. (2.5)
Now proceed to check the behavior of the moment M−2σ,n. Therefore, multiplying with
the weight x−2σ and integrating, equation (2.1) is written as
dM−2σ,n(t)
dt
=
1
2
∫ ∞
0
x−2σ
∫ x
0
Kn(x− y, y)fn(x− y, t)fn(y, t) dy dx
−
∫ ∞
0
x−2σfn(x, t)
∫ ∞
0
Kn(x, y)fn(y, t) dy dx
+
∫ ∞
0
x−2σ
[∫ ∞
x
b(x, y)Sn(y)fn(y, t) dy − Sn(x)fn(x, t)
]
dx.
Let us now perform some mathematical computations,
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(i) change the order of integration of the first integral and third integral in the r.h.s.
of the above equation.
(ii) substitute x− y = x¯, y = y¯ and again replace x¯ = x and y¯ = y, to get
dM−2σ,n(t)
dt
=
1
2
∫ ∞
0
∫ ∞
0
[
(x+ y)−2σ − x−2σ − y−2σ
]
Kn(x, y)fn(y, t) dx dy
+
∫ ∞
0
∫ y
0
x−2σb(x, y)Sn(y)fn(y, t) dx dy −
∫ ∞
0
x−2σSn(x)fn(x, t) dx.
(2.6)
For σ ≥ 0 and x, y > 0, we have the inequality
(x+ y)−2σ ≤ x−2σ + y−2σ.
Therefore, using the positivity of the functions Sn, fn and the above inequality in the
relation (2.6), we get
dM−2σ,n(t)
dt
≤
∫ ∞
0
∫ y
0
x−2σb(x, y)Sn(y)fn(y, t) dx dy −
∫ ∞
0
x−2σSn(x)fn(x, t) dx.
Using (A3) in the above relation, we obtain
dM−2σ,n(t)
dt
≤
(
N¯ − 1
) ∫ ∞
0
y−2σSn(y)fn(y, t) dy
≤s0
(
N¯ − 1
) ∫ ∞
0
yα−2σfn(y, t) dy
=s0
(
N¯ − 1
) [∫ 1
0
yα−2σfn(y, t) dy +
∫ ∞
1
yα−2σfn(y, t) dy
]
. (2.7)
From the condition (A2), we have (α− 2σ) ≤ 1.
(i) If 0 ≤ (α − 2σ) ≤ 1, then y ≤ 1 implies yα−2σ ≤ 1 ≤ y−2σ, and y > 1 implies
yα−2σ < y.
(ii) If (α − 2σ) < 0, then y ≤ 1 implies 1 ≤ yα−2σ ≤ y−2σ, and y > 1 implies yα−2σ <
1 < y.
Therefore, the relation (2.7) is written as
dM−2σ,n(t)
dt
≤s0
(
N¯ − 1
) [∫ 1
0
y−2σfn(y, t) dy +
∫ ∞
1
yfn(y, t) dy
]
≤s0
(
N¯ − 1
) [
M−2σ,n(t) + M¯1
]
.
From the above relation, we find that for t ∈ [0, T ]
M−2σ,n(t) ≤
[
s0
(
N¯ − 1
)
+ 1
]
M¯1 exp
(
s0N¯T
)
=: M¯−2σ. (2.8)
Here, M¯−2σ is a constant term, independent of n. Thus the uniform boundedness of
the truncated moment M−2σ,n is obtained. We now move forward to obtain the uniform
boundedness of the other truncated moments of (2.4) for i = 2, . . . , r. Integrating the
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equation (2.1) with the weight x2 and using the bounds over the kernels and proceeding
as before, we obtain
dM2,n(t)
dt
≤k
∫ ∞
0
∫ ∞
0
(xy)1−σ(1 + x+ y)λfn(x, t)fn(y, t) dy dx
≤k
∫ ∞
0
∫ ∞
0
[
(xy)1−σ + x1+λ−σy1−σ + x1−σy1+λ−σ
]
fn(x, t)fn(y, t) dy dx
=k
∫ 1
0
∫ 1
0
[
(xy)1−σ + x1+λ−σy1−σ + x1−σy1+λ−σ
]
fn(x, t)fn(y, t) dy dx
+ k
∫ 1
0
∫ ∞
1
[
(xy)1−σ + x1+λ−σy1−σ + x1−σy1+λ−σ
]
fn(x, t)fn(y, t) dy dx
+ k
∫ ∞
0
∫ 1
0
[
(xy)1−σ + x1+λ−σy1−σ + x1−σy1+λ−σ
]
fn(x, t)fn(y, t) dy dx
+ k
∫ ∞
1
∫ ∞
1
[
(xy)1−σ + x1+λ−σy1−σ + x1−σy1+λ−σ
]
fn(x, t)fn(y, t) dy dx.
If (1− σ) > 0, then obviously 0 < (1− σ) ≤ 1 and
dM2,n(t)
dt
≤ k
[
3M¯21 + 4M¯1M¯−2σ + M¯
2
−2σ
]
+ 4kM¯1M2,n(t).
If (1− σ) ≤ 0, then
dM2,n(t)
dt
≤ k
[
3M¯21 + 4M¯1M¯−2σ + M¯
2
−2σ
]
+ 2k
[
M¯1 + M¯−2σ
]
M2,n(t).
Recalling equations (2.5) and (2.8), we have M¯1 and M¯−2σ to be constants independent
of n respectively. Thus from the above inequality, we can easily obtain
M2,n(t) ≤ M¯2, for all 0 ≤ t ≤ T, n ≥ 1, (2.9)
where the constant M¯2 is independent of n.
Similarly, for r ≥ 3 and integrating (2.1) with the weight x3, we get
dM3,n(t)
dt
≤
3k
2
∫ ∞
0
∫ ∞
0
(xy)1−σ(x+ y)(1 + x+ y)λfn(x, t)fn(y, t) dy dx.
Simplifying, we get
dM3,n(t)
dt
≤


3k
[
3M¯1M¯−2σ + 2M¯
2
1 + M¯
2
2 + 3M¯1M¯2 + M¯2M¯−2σ +
(
M¯1 + M¯−2σ
)
M3,n
]
,
whenever 0 ≤ σ < 1,
3k
[
M¯2−2σ + 5M¯1M¯−2σ + M¯
2
1 + M¯2M¯−2σ + M¯1M¯2 + M¯
2
2 +
(
M¯1 + M¯−2σ
)
M3,n
]
,
whenever 1 ≤ σ < 2,
3k
[
M¯2−2σ + 4M¯1M¯−2σ + 3M¯
2
1 + M¯2M¯−2σ + M¯1M¯2 +
(
M¯1 + M¯−2σ
)
M3,n
]
,
whenever σ ≥ 2.
Hence a constant M¯3 independent of n can be obtained for all 0 ≤ t ≤ T and n ≥ 1, such
that
M3,n(t) ≤ M¯3. (2.10)
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So, for i > 3 we can proceed further in a similar way to obtain the uniform boundedness of
the truncated moments, that is, Mi,n(t) ≤ M¯i where, i = 1, 2, . . . , r, n ≥ 1 and 0 ≤ t ≤ T .
Next, to get the uniform boundedness of M0,n(t), we proceed as below
dM0,n(t)
dt
=
∫ ∞
0
[
1
2
∫ x
0
Kn(x− y, y)fn(x− y, t)fn(y, t) dy −
∫ ∞
0
Kn(x, y)fn(x, t)fn(y, t) dy
+
∫ ∞
x
b(x, y)Sn(y)fn(y, t)− Sn(x)fn(x, t)
]
dx.
Using the positivity of the functions b, Sn, fn and performing a similar computation as
done to obtain (2.6), we get
dM0,n(t)
dt
≤
∫ ∞
0
∫ y
0
b(x, y)Sn(y)fn(y, t) dx dy −
∫ ∞
0
Sn(x)fn(x, t) dx
≤ (ν − 1) s0
∫ ∞
0
yαfn(y, t) dy
= (ν − 1) s0
[∫ 1
0
yαfn(y, t) dy +
∫ ∞
1
yαfn(y, t) dy
]
≤ (ν − 1) s0
[∫ 1
0
fn(y, t) dy +
∫ ∞
1
yrfn(y, t) dy
]
≤ (ν − 1) s0
[
M0,n(t) + M¯r
]
.
Hence for all 0 ≤ t ≤ T and n ≥ 1, we have
M0,n(t) ≤ M¯0, (2.11)
where M¯0 is a constant independent of n.
Therefore, combining all these above relations we obtain constants M¯i (independent of
n), such that
Mi,n(t) ≤ M¯i, for all i = −2σ, 0, 1, . . . , r, t ∈ [0, T ] and n ≥ 1. (2.12)
We now state and prove the following lemma.
Lemma 2.1. The sequence of solutions {fn}
∞
n=1 is relatively compact in the uniform-
convergent space of continuous functions over a compact rectangular subset of S.
Proof. We define a compact rectangular strip of S as
S¯ :=
{
(x, t) :
1
X
≤ x ≤ X, 0 ≤ t ≤ T
}
,
where X(≫ 1) is any finite real number. This lemma is proved in the following steps,
1. uniform boundedness of the sequence {fn} is obtained over S¯, and
2. then the equi-continuity of the sequence {fn} with respect to both the volume
variable x and time variable t is established over a subset of S¯.
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2.2 Uniform boundedness of {fn}
∞
n=1:
In order to deal with the singularity present in the kernel Kn, we consider the following
mathematically equivalent form of equation (2.1)
x
∂fn(x, t)
∂t
= −
∂C(fn)(x, t)
∂x
+
∂F(fn)(x, t)
∂x
, (2.13)
where
C(fn)(x, t) :=
∫ x
0
∫ ∞
x−u
uKn(u, v)fn(u, t)fn(v, t) dv du,
and
F(fn)(x, t) :=
∫ ∞
x
∫ x
0
ub(u, v)Sn(v)fn(v, t) du dv.
Using the positivity of Kn, fn and the fact that fn ∈ Υ
+
r,σ(T ), we can estimate that
x
∂fn(x, t)
∂t
≤
∂F(fn)(x, t)
∂x
.
Furthermore, recalling assumption (A2) and using the fact that x ≤ v and u ≤ x in the
term F , we can write
x
∂fn(x, t)
∂t
≤
∂
[
xb¯s0M¯α
]
∂x
= b¯s0M¯α.
Considering f¯0 := max
1
X
≤x≤X
fn(x, 0), we have
fn(x, t) ≤ f¯0 +Xb¯s0M¯α =: L (say), (2.14)
for all (x, t) ∈ S¯. This L is a constant independent of n, and thus we establish the
uniform bondedness of fn over the rectangular strip S¯.
2.3 Equicontinuity w.r.t. volume−variable x:
Let 1
X
≤ x < x′ ≤ X . Therefore, to establish the equicontinuity of fn with respect x, we
need to show that, corresponding to arbitrary ǫ > 0, there exists an δ(ǫ) such that
|x′ − x| < δ(ǫ) implies |fn(x
′, t)− fn(x, t)| < ǫ.
According to the construction, each of the kernels Kn and Sn are continuous over the
closed rectangles
[
1
X
, X
]
× [z1, z2] and
[
1
X
, X
]
, respectively. Here, we consider 0 < z1 ≤
y ≤ z2 <∞ and these z1 and z2 will be determined in the following study. Furthermore,
b(x, y) is continuous over [ 1
X
, X ]× [z1, z2]. Therefore, whenever 0 < δ(ǫ) < ǫ the following
relations hold true;
sup
|x′−x|<δ
|f0(x
′)− f0(x)| < ǫ, sup
|x′−x|<δ
|Kn(x
′, y)−Kn(x, y)| < ǫ,
sup
|x′−x|<δ
|Sn(x
′)− Sn(x)| < ǫ, sup
|x′−x|<δ
|b(x′, y)− b(x, y)| < ǫ.
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Now for each n ≥ 1, we write
|fn(x
′, t)− fn(x, t)| ≤ |f0(x
′)− f0(x)|
+
∫ t
0

12
∫ x′
x
Kn(x
′ − y, y)fn(x
′ − y, s)fn(y, s) dy︸ ︷︷ ︸
I1
+
1
2
∫ x
0
|Kn(x
′ − y, y)−Kn(x− y, y)| fn(x
′ − y, s)fn(y, s) dy︸ ︷︷ ︸
I2
+
1
2
∫ x
0
Kn(x− y, y) |fn(x
′ − y, s)− fn(x− y, s)| fn(y, s) dy︸ ︷︷ ︸
I3
+ |fn(x
′, s)− fn(x, s)|
∫ ∞
0
Kn(x
′, y)fn(y, s) dy︸ ︷︷ ︸
I4
+ fn(x, s)
∫ ∞
0
|Kn(x
′, y)−Kn(x, y)| fn(y, s) dy︸ ︷︷ ︸
I5
+
∫ ∞
x
|b(x′, y)− b(x, y)|Sn(y)fn(y, s) dy︸ ︷︷ ︸
I6
+
∫ x′
x
b(x′, y)Sn(y)fn(y, s) dy︸ ︷︷ ︸
I7
+ |Sn(x
′)− Sn(x)| fn(x
′, s)︸ ︷︷ ︸
I8
+ Sn(x) |fn(x
′, s)− fn(x, s)|︸ ︷︷ ︸
I9

 ds. (2.15)
Let us define
ζn(t) := sup
|x′−x|<δ
|fn(x
′, t)− fn(x, t)| ,
1
X
≤ x, x′ ≤ X.
We first estimate the integral I5 having infinite range as follows,
I5 ≤
∫ z1
0
|Kn(x
′, y)−Kn(x, y)| fn(y, s) dy︸ ︷︷ ︸
J1
+
∫ z2
z1
|Kn(x
′, y)−Kn(x, y)| fn(y, s) dy︸ ︷︷ ︸
J2
+
∫ ∞
z2
|Kn(x
′, y)−Kn(x, y)| fn(y, s) dy︸ ︷︷ ︸
J3
.
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Now, the integral J1 is written as
J1 ≤ 2k
∫ z1
0
(1 + x+ y)λ
(xy)σ
fn(y, s) dy
≤ 2λk
∫ z1
0
1 + xλ + yλ
(xy)σ
fn(y, s) dy
≤ 2λk
1 + xλ
xσ
∫ z1
0
yσ
y2σ
fn(y, s) dy + 2
λk
1
xσ
∫ z1
0
yλ+σ
y2σ
fn(y, s) dy
≤ 2λk(1 +X)Xσzσ1
∫ z1
0
1
y2σ
fn(y, s) dy + 2
λkXσzλ+σ1
∫ z1
0
1
y2σ
fn(y, s) dy
≤ 2λk(1 +X)Xσ
[
M¯−2σz
σ
1 + M¯−2σz
λ+σ
1
]
.
We choose z1, such that z
σ
1 M¯−2σ ≤ ǫ and z
λ+σ
1 M¯−2σ ≤ ǫ. Therefore,
J1 ≤ 2
λ+1k(1 +X)Xσǫ.
Since, Kn is equicontinuous over
[
1
X
, X
]
× [z1, z2], therefore we have
J2 ≤ ǫM¯0.
Next, the integral J3 gives
J3 ≤ k
∫ ∞
z2
(1 + y)λ
yσ
∣∣∣∣(1 + x
′)λ
(x′)σ
−
(1 + x)λ
xσ
∣∣∣∣ fn(y, s) dy
≤ k
∫ ∞
z2
(1 + yλ)
yσ
∣∣∣∣
(
1 +
1
x′
)σ
(1 + x′)λ−σ −
(
1 +
1
x
)σ
(1 + x)λ−σ
∣∣∣∣ fn(y, s) dy
≤ kδ (1 +X)
∫ ∞
z2
(
yλ−σ +
1
yσ
)
fn(y, s) dy.
Let φ(x) be non-negative, measurable and ψ(x) is a positive and non-decreasing function
for x > 0, then we have∫ ∞
z
φ(x) dx ≤
1
ψ(z)
∫ ∞
0
φ(x)ψ(x) dx, z > 0, (2.16)
when the integrals exists and are finite. Now in (2.16), we first consider φ(x) = xλ−σfn(x),
ψ(x) = x and then φ(x) = fn(x), ψ(x) = x respectively, to get∫ ∞
z2
yλ−σfn(y, s) dy ≤
1
z2
M¯2, and
∫ ∞
z2
1
yσ
fn(y, s) dy ≤
1
zσ2
∫ ∞
z2
fn(y, s) dy ≤
1
z1+σ2
M¯1.
Using the above relations, we get
J3 ≤ kδ (1 +X)
[
1
z1+σ2
M¯1 +
1
z2
M¯2
]
≤ 2kδ(1 +X)ǫ,
where z2 is so chosen that
1
z1+σ
2
M¯1 < ǫ and
1
z2
M¯2 < ǫ. Combining the estimates of J1, J2
and J3, we get
I5 ≤
[
M¯0 + 2
λ+1k(1 +X)Xσ + 2kδ(1 +X)
]
ǫ.
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The term I4 is taken care in a similar manner as I5 to obtain a constant B1, such that∫ t
0
|fn(x
′, s)− fn(x, s)|I4 ≤ B1
∫ t
0
ζn(s) ds,
In order to estimate I6, we write
I6 =
∫ x
x′
|b(x′, y)− b(x, y)|Sn(y)fn(y, s) dy +
∫ ∞
x′
|b(x′, y)− b(x, y)|Sn(y)fn(y, s) dy
≤ǫs0M¯⌈α⌉ + 2
∫ ∞
x′
b(x′, y)Sn(y)fn(y, s) dy.
Recalling the relation (2.16), we set φ(y) = b(x′, y)Sn(y)fn(y) and ψ(y) = y and get
I6 ≤ǫs0M¯⌈α⌉
[
1 + 2Xb¯
]
.
The integrand in I7 is continuous in S¯. Therefore, using (A3) and the above argu-
ments we can easily obtain a constant independent of n, such that I7 < B2ǫ. Using
sup|x′−x|<δ |Sn(x
′)− Sn(x)| < ǫ and (A2), I8 and I9 can be estimated as
I8 < Lǫ and I9 ≤ s0X
αζn(s),
respectively. Now the first integral I1 is written as,
I1 ≤
k
2
(1 +X)λ
∫ x′
x
fn(x
′ − y, s)fn(y, s)
(x′ − y)σyσ
dy ≤
k
2
(1 +X)λXσL
∫ x′
x
fn(x
′ − y, s)
(x′ − y)σ
dy.
Substituting x′ − y = z, we get
I1 ≤
k
2
(1 +X)λXσL
∫ x′−x
0
fn(z, z)
zσ
dz ≤
k
2
(1 +X)λXσLM¯−2σδ(ǫ).
Similarly, for the other integrals I2 and I3 can be obtained as small quantities. Therefore,
recalling the relation (2.17) and using all the above estimates, we obtain
ζn(t) ≤ B3ǫ+ B4
∫ t
0
ζn(s) ds,
where B3 and B4(:= B1+s0X
α) are constants independent of n and ǫ. Therefore, applying
Gronwall’s inequality, we get
ζn(t) ≤ B3 exp(B4T )ǫ. (2.17)
Hence, the equicontinuity with respect to x on S¯ is obtained.
2.4 Equicontinuity w.r.t. time−variable t:
Let 0 ≤ t ≤ t′ ≤ T . Therefore, the equation (2.1) can be rearranged as follows:
|fn(x, t
′)− fn(x, t)| ≤
∫ t′
t
[
1
2
∫ x
0
Kn(x− y, y)fn(x− y, s)fn(y, s) dy
+ fn(x, s)
∫ ∞
0
Kn(x, y)fn(y, s) dy
+
∫ ∞
x
b(x, y)Sn(y)fn(y, s) dy + fn(x, s)Sn(x)
]
ds. (2.18)
12
We aim to show that
|fn(x, t
′)− fn(x, t)| < ǫ, whenever |t
′ − t| < δ(ǫ).
We now proceed to estimate the first integral of relation (2.18). Without any loss of
generality, we consider 2
X
≤ x ≤ X . Therefore, we can write
∫ x
0
Kn(x− y, y)fn(x− y, s)fn(y, s) dy ≤k (1 +X)
λ
∫ x
0
1
(x− y)σyσ
fn(x− y, t)fn(y, t) dy
=k (1 +X)λ
∫ 1/X
0
fn(x− y, t)
(x− y)σ
fn(y, t)
yσ
dy
︸ ︷︷ ︸
J4
+ k (1 +X)λ
∫ x
1/X
fn(x− y, t)
(x− y)σ
fn(y, t)
yσ
dy
︸ ︷︷ ︸
J5
.
Substituting, x− y = z in J4 and using similar estimate like I1, we get
J4 ≤
∫ x
x−1/X
fn(z, t)
zσ
fn(x− z, t)
(x− z)σ
dz ≤ LXσ
∫ x
1/X
fn(x− z, t)
(x− z)σ
dz < LXσM¯−2σδ(ǫ).
Similarly, J5 can be estimated and hence we obtain
1
2
∫ x
0
Kn(x− y, y)fn(x− y, s)fn(y, s) dy < kL (1 +X)
λXσM¯−2σδ(ǫ).
In this regard, let us denote {(x, t) : 2
X
≤ x ≤ X, 0 ≤ t ≤ T} =: S˜ ⊂ S¯.
For the second integral of the inequality (2.18), we recall the estimation of I4 to get a
constant B5 (independent of n), such that
fn(x, s)
∫ ∞
0
Kn(x, y)fn(y, s) dy ≤ LB5.
For (x, t) ∈ S¯, the third integral of (2.18) can be estimated as∫ ∞
x
Sn(y)b(x, y)fn(y, s) dy =
1
x
∫ ∞
x
xb(x, y)Sn(y)fn(y, s) dy
≤b¯s0X
∫ ∞
0
yαfn(y, s) dy ≤ b¯s0XM¯⌈α⌉.
Finally, the last term of the inequality (2.18) can be written as Sn(x)fn(x, s) ≤ Ls0X
α.
Combining the estimates of all the four terms in the relation (2.18), we get
|fn(x, t
′)− fn(x, t)| <
∫ t′
t
[
kL (1 +X)λXσM¯−2σδ(ǫ) + LB5 + b¯s0XM¯⌈α⌉ + Ls0X
α
]
ds
< B6δ(ǫ), (2.19)
where B6 := kL (1 +X)
λXσM¯−2σδ(ǫ)+LB5+b¯s0M¯⌈α⌉+Ls0X
α, is a constant independent
of n and ǫ. Therefore, {fn} is equicontinuous with respect to the variable t on S˜.
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Thus, from the results (2.17) and (2.19), we can conclude that there exists constants B3,
B4 and B6 being independent of n and ǫ, such that
sup
|x′−x|<δ, |t′−t|<δ
|fn(x
′, t′)− fn(x, t)| ≤ [B3 exp(B4T ) + B6] ǫ, (2.20)
whenever 2
X
≤ x ≤ x′ ≤ X , 0 ≤ t ≤ t′ ≤ T .
Furthermore, combining the relations (2.14), (2.20) along with the Arzela`-Ascoli theorem
[Ash (1972); Edwards (1994)], we get the existence of a subsequence {fns}
∞
s=1, which is
relatively compact in the uniform-convergence topology of continuous functions on each
rectangle S˜.
2.5 Proof of Theorem 2.1:
By means of diagonal method we can select a subsequence {fp}
∞
p=1 of the sequence {fn}
∞
n=1
that converges uniformly on each compact subset of S to a continuous non-negative
function f . Let us consider an integral
∫ z¯2
z¯1
(
xj +
1
x2σ
)
f(x, t) dx, 0 ≤ j ≤ r, σ ≥ 0.
Now, the subsequence {fp} ensures that for all ǫ > 0 there exists p ≥ 1 such that, the
following relation holds good.
∫ z¯2
z¯1
(
xj +
1
x2σ
)
f(x, t) dx ≤
∫ z¯2
z¯1
(
xj +
1
x2σ
)
fp(x, t) dx+ ǫ. (2.21)
Furthermore, ǫ, z¯1 and z¯2 are arbitrary in (2.21). Therefore, for all 0 ≤ j ≤ r and 2σ ≥ 0,
we have ∫ ∞
0
(
xj +
1
x2σ
)
f(x, t) dx ≤ M¯j + M¯−2σ. (2.22)
We aim to show that f(x, t) is a solution to the initial-value problem (1.1) and (1.2). In
this regard, let us replace Kn, Sn, fn in (2.1) with Kp −K +K, Sp − S + S, fp − f + f
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respectively, and rearrange the terms to obtain
(fp − f)(x, t) + f(x, t) = f0(x) +
∫ t
0
[∫ x
0
1
2
(Kp −K)(x− y, y)fp(x− y, s)fp(y, s) dy
+
∫ x
0
1
2
K(x− y, y)(fp − f)(x− y, s)fp(y, s) dy
+
∫ x
0
1
2
K(x− y, y)(fp − f)(y, s)f(x− y, s) dy
+
∫ x
0
1
2
K(x− y, y)f(x− y, s)f(y, s) dy
− fp(x, s)
∫ ∞
0
(Kp −K)(x, y)fp(y, s) dy
− (fp − f)(x, s)
∫ ∞
0
K(x, y)fp(y, s) dy
− f(x, s)
∫ ∞
0
K(x, y)(fp − f)(y, s) dy
− f(x, s)
∫ ∞
0
K(x, y)f(y, s) dy
+
∫ ∞
x
b(x, y)(Sp − S)(y)fp(y, s) dy
+
∫ ∞
x
b(x, y)S(y)(fp − f)(y, s) dy
+
∫ ∞
x
b(x, y)S(y)f(y, s) dy− (Sp − S)(x)fp(x, s)
]
ds
−
∫ t
0
[S(x)(fp − f)(x, s)− S(x)f(x, s)] ds. (2.23)
Using previous arguments, we can easily get∫ ∞
0
|Kp −K| (x, y)fp(y, s) dy ≤ B7ǫ,
∫ ∞
0
K(x, y) |fp − f | (y, s) dy ≤ B8ǫ,∫ ∞
x
b(x, y) |Sp − S| (y)fp(y, s) dy ≤ B9ǫ,
∫ ∞
x
b(x, y)S(y) |fp − f | (y, s) dy ≤ B10ǫ
where B7, B8, B9 and B10 are constants. Hence, in (2.23) when p → ∞, all the terms
involving integrals over the infinite range tend to zero due to the estimates of their tails.
Furthermore, it has already been proved earlier that the difference terms of equation (2.23)
involving the integrals over finite ranges are convergent. Hence, using the definition of
convergence of a sequence, it can easily be proved that all the integrals involving (Kp−K),
(Sp−S) and (fp−f) tend to zero as p→∞. Thus, in the limiting case (2.23) reduces to
f(x, t) = f0(x) +
∫ t
0
[
1
2
∫ x
0
K(x− y, y)f(x− y, s)f(y, s) dy− f(x, s)
∫ ∞
0
K(x, y)f(y, s) dy
+
∫ ∞
x
b(x, y)S(x)f(y, s) dy − S(x)f(x, s)
]
ds. (2.24)
The estimates of the tails and the continuity of f(x, t) together implies that the r.h.s. of
(1.1), evaluated at f , is a continuous function on S. Moreover, relation (2.21) ensures that
f(x, t) ∈ Υ+r,σ(T ) and differentiation of (2.24) with respect to t establishes that f(x, t) is
a continuous and differentiable solution of the IVP (1.1), (1.2).
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3 Uniqueness theory
In this section, we prove the uniqueness of the solutions in the space Υ˜+r,σ(T ), where r ≥ 2,
σ ≥ 1 and Υ˜+r,σ(T ) denotes the positive cone of the Banach space defined by
Υ˜r,σ(T ) = {f(x, t) ∈ C (]0,∞[, [0, T ]) : ‖f‖Υ˜ <∞}
endowed with the norm
‖f‖Υ˜ := sup
0≤t≤T
∫ ∞
0
(
xr +
1
x2σ
)
|f(x, t)| dx.
We now state and prove the following theorem:
Theorem 3.1. Let the functions K(x, y), b(x, y) and S(x) be non-negative and continu-
ous for all x, y ∈]0,∞[ and satisfy the condition (A1), (A2) and (A3). If the initial data
f0(x) belongs to Υ˜
+
r,σ(0), then the IVP (1.1), (1.2) has a unique solution in Υ˜
+
r,σ(T ).
Proof. Let for t 6= 0, v1(x, t) and v2(x, t) be two distinct solutions of (1.1), (1.2) along
with v1(x, 0) = v2(x, 0). Let V (x, t) := v1(x, t) − v2(x, t) and we construct an auxiliary
function
V(t) :=
∫ ∞
0
(
x2 +
1
xσ
)
|V (x, t)| dx.
Following the construction of V (x, t), we get it to be absolutely continuous over the
interval ]0,∞[×[0, T ] and hence the function V (x, t) satisfies equation (1.1). Therefore,
the derivative of the solutions is obtained as
∂V (x, t)
∂t
=
1
2
∫ x
0
K(x− y, y) [v1(x− y, t)v1(y, t)− v2(x− y, t)v2(y, t)] dy
−
∫ ∞
0
K(x, y) [v1(x, t)v1(y, t)− v2(x, t)v2(y, t)] dy
+
∫ ∞
x
b(x, y)S(y)V (y, t) dy − S(x)V (x, t). (3.1)
For all t ∈ R, we define
sgn(t) =


1, when t > 0,
0, when t = 0,
−1, when t < 0,
and
d|w(t)|
dt
= sgn(w(t))
dw(t)
dt
.
Multiplying both sides of (3.1) by the weight
(
x2 + 1
xσ
)
then integrating with respect to
x over the range ]0,∞[ and using the fact that V(0) = 0, we get
V(t) =
∫ t
0
∫ ∞
0
(
x2 +
1
xσ
)
sgn (V (x, s))
×

12
∫ x
0
K(x− y, y) [v1(x− y, s)v1(y, s)− v2(x− y, s)v2(y, s)] dy︸ ︷︷ ︸
V1
−
∫ ∞
0
K(x, y) [v1(x, s)v1(y, s)− v2(x, s)v2(y, s)] dy
+
∫ ∞
x
b(x, y)S(y)V (y, s) dy︸ ︷︷ ︸
V2
−S(x)V (x, s)︸ ︷︷ ︸
V3

 dx ds. (3.2)
Let
V4 := K(x, y) [v1(x, s)v1(y, s)− v2(x, s)v2(y, s)] .
Considering the integral V1, changing the order of integration and substituting x−y = x
′,
y = y′, we obtain
1
2
∫ ∞
0
(
x2 +
1
xσ
)
sgn (V (x, s))V1 dx
=
1
2
∫ ∞
0
∫ ∞
0
(
(x+ y)2 +
1
(x+ y)σ
)
sgn (V (x+ y, s))V4 dx dy.
Using the above relation and the symmetry of K(x, y), the term V(t) is written as
V(t) =
1
2
∫ t
0
∫ ∞
0
∫ ∞
0
[(
(x+ y)2 +
1
(x+ y)σ
)
sgn (V (x+ y, s))
−
(
x2 +
1
xσ
)
sgn (V (x, s))−
(
y2 +
1
yσ
)
sgn (V (y, s))
]
V4 dx dy ds
+
∫ t
0
∫ ∞
0
(
x2 +
1
xσ
)
sgn (V (x, s)) [V2 − V3] dx ds. (3.3)
Now, for x, y ≥ 0 and s ∈ [0, T ], we define the following weight function
w(x, y) :=
[(
(x+ y)2 +
1
(x+ y)σ
)
sgn (V (x+ y, s))−
(
x2 +
1
xσ
)
sgn (V (x, s))
−
(
y2 +
1
yσ
)
sgn (V (y, s))
]
.
Further, we have the following relation
v1(x, s)v1(y, s)− v2(x, s)v2(y, s) =v1(x, s)(v1 − v2)(y, s) + v2(y, s)(v1 − v2)(x, s)
=v1(x, s)V (y, s) + v2(y, s)V (x, s).
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Therefore, V(t) can be represented as
V(t) =
1
2
∫ t
0
∫ ∞
0
∫ ∞
0
w(x, y)K(x, y)[v1(x, s)V (y, s) + v2(y, s)V (x, s)] dy dx ds
+
∫ t
0
∫ ∞
0
(
x2 +
1
xσ
)
sgn (V (x, s)) [V2 − V3] dx ds
=
1
2
∫ t
0
∫ ∞
0
∫ ∞
0
w(x, y)K(x, y)v1(x, s)V (y, s) dy dx ds︸ ︷︷ ︸
Ia
+
1
2
∫ t
0
∫ ∞
0
∫ ∞
0
w(x, y)K(x, y)v2(y, s)V (x, s) dy dx ds︸ ︷︷ ︸
Ib
+
∫ t
0
∫ ∞
0
(
x2 +
1
xσ
)
sgn (V (x, s)) [V2 − V3] dx ds︸ ︷︷ ︸
Ic
.
Now, for all x, y > 0, we have
1
(x+ y)p
≤
1
xp
+
1
yp
, if p > 0 and (x+ y)p ≤ xp + yp, if 0 < p < 1,
and taking in account that for all t1, t2 ∈ R that sgn(t1) sgn(t2) = sgn(t1t2) and |t1| =
t1 sgn(t1), we obtain
w(x, y)V (y, t) ≤
[(
(x+ y)2 +
1
(x+ y)σ
)
−
(
x2 +
1
xσ
)
−
(
y2 +
1
yσ
)]
|V (y, t)|
≤2xy|V (y, s)|. (3.4)
So, the integral Ia gives
Ia ≤k
∫ t
0
∫ ∞
0
x1−σ(1 + x)λv1(x, s) dx︸ ︷︷ ︸
Ia1
∫ ∞
0
y1−σ(1 + y)λ|V (y, s)| dy︸ ︷︷ ︸
Ia2
ds. (3.5)
Now, estimating Ia1
Ia1 =
∫ 1
0
x1−σ(1 + x)λv1(x, s) dx+
∫ ∞
1
x1−σ(1 + x)λv1(x, s) dx
≤2
[∫ 1
0
(
x1−σ + xλ−σ+1
)
v1(x, s) dx+
∫ ∞
1
(
x1−σ + xλ−σ+1
)
v1(x, s) dx
]
,
1. when x ≤ 1 then both of x1−σ, xλ−σ+1 ≤ 1,
2. when x ≥ 1 then both of x1−σ, xλ−σ+1 ≤ x2 as λ− σ + 1 ∈ [1, 2].
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Therefore,
Ia1 ≤4
[∫ 1
0
v1(x, s) dx+
∫ ∞
1
x2v1(x, s) dx
]
≤4
[∫ 1
0
1
x2σ
v1(x, s) dx+
∫ ∞
1
xrv1(x, s) dx
]
, [x ≤ 1⇒
1
x
≥ 1.]
≤4
[∫ 1
0
(
xr +
1
x2σ
)
v1(x, s) dx+
∫ ∞
1
(
xr +
1
x2σ
)
v1(x, s) dx
]
≤4
∫ ∞
0
(
xr +
1
x2σ
)
v1(x, s) dx = 4‖v1‖Υ˜.
Similarly, it can be shown that Ia2 ≤ 4V(s). Therefore,
Ia ≤ Γ1
∫ t
0
V(s) ds, where Γ1 := 16k‖v1‖Υ˜.
In a similar way we can show that Ib ≤ Γ2
∫ t
0
V(s) ds.
The third integral Ic is estimated as follows,
Ic =
∫ t
0
∫ ∞
0
x2
[∫ ∞
x
b(x, y)S(y)|V (y, s)| dy − S(x)|V (x, s)|
]
dx ds
︸ ︷︷ ︸
Ic1
+
∫ t
0
∫ ∞
0
1
xσ
[∫ ∞
x
b(x, y)S(y)|V (y, s)| dy − S(x)|V (x, s)|
]
dx ds
︸ ︷︷ ︸
Ic2
.
Changing the order of integrations of the first terms of both Ic1 and Ic2, we get
Ic1 =
∫ t
0
[∫ ∞
0
∫ y
0
x2b(x, y)S(y)|V (y, s)| dx dy −
∫ ∞
0
y2S(y)|V (y, s)| dy
]
ds,
and, Ic2 =
∫ t
0
∫ ∞
0
[∫ y
0
1
xσ
b(x, y)S(y)|V (y, s)| dx− S(y)|V (y, s)|
]
dy ds.
Considering Ic1, we have x ≤ y and use the relation (1.3), to get
Ic1 ≤
∫ t
0
[∫ ∞
0
y2S(y)|V (y, s)| dy −
∫ ∞
0
y2S(y)|V (y, s)| dy
]
ds = 0.
For the relation Ic2, using the positivity of S(y) and fact x ≤ y implies
yσ
xσ
≥ 1 along with
the assumption (A3), we get
Ic2 ≤
∫ t
0
∫ ∞
0
∫ y
0
1
x2σ
b(x, y)yσS(y)|V (y, s)| dx ≤N¯
∫ t
0
∫ ∞
0
1
yσ
S(y)|V (y, s)| dy ds
≤N¯s0
∫ t
0
∫ ∞
0
yα−σ|V (y, s)| dy ds
≤ N¯s0
∫ t
0
V(s) ds.
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Thus V(t) is estimated as
V(t) ≤ Γ
∫ t
0
V(s) ds, where Γ :=
[
Γ1 + Γ2 + N¯s0
]
.
Applying Gronwall’s Lemma, we get
V(t) = 0, which implies, v1(x, t) = v2(x, t) for all 0 ≤ t ≤ T.
Hence, the uniqueness of the solution is obtained.
4 Conclusion
In this work, a thorough mathematical investigation on the existence and uniqueness
of strong solutions to the continuous CF-equation (1.1), (1.2) is performed. Here, the
coagulation kernel includes a huge class of singular functions. Therefore, we suitably con-
struct a sequence of truncated problems, in order to take care the singular coagulation
kernel. Using some standard results from Dubovskiˇı (1994), the existence of solutions for
these truncated problems is obtained. Next, we establish that the solutions are uniformly
bounded and equicontinuous both in x and t, over a compact rectangular strip. Now,
using the Arzela`-Ascoli theorem, a strongly convergent subsequence of the solutions is
obtained, whose limiting function is proved to be the solution of the IVP (1.1), (1.2). The
study is completed by establishing the uniqueness of the solutions under some additional
restrictions. Beside mathematical significance, the present study includes several physi-
cally important singular coagulation kernels like, Brownian diffusion kernel, granulation
kernel, EKE kernel, activated sludge flocculation kernel etc. [Please see Appendix-A, for
further details]. However, the non-random coalescence kernel of Sastry (1975) is still
beyond the scope of our present study.
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Appendix A. Singular kernels
1. Brownian diffusion kernel : K(x, y) ≤ k
(
x1/3 + y1/3
) (
x−1/3 + y−1/3
)
[von Smolu-
chowski (1917)].
2. Granulation kernel : K(x, y) ≤ k(x+ y)a(xy)−b, a, b > 0 [Kapur (1972)].
3. Equi-partition of kinetic energy (EKE) kernel : K(x, y) ≤ k
(
x1/3 + y1/3
)2√ 1
x
+ 1
y
[Hounslow (1998)].
4. Activated sludge flocculation kernel : k
(
x1/3 + y1/3
)q [
8yc +
(
x1/3 + y1/3
)3]−1
, 0 ≤
q ≤ 3 and yc is a critical volume [Ding et al. (2006)].
5. Non-random coalescence kernel : K(x, y) ≤ k(x2/3+y2/3) (1/x+ 1/y) [Sastry (1975)].
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