ABSTRACT In network function virtualization (NFV), network function implemented in software on the generally shared servers is called virtualized network function (VNF). The characteristics of virtualization provide service function chain (SFC) provisioning with the required flexibility by allowing for placing VNFs anywhere and anytime. However, there may be a large number of servers with low utilization across the network at the low-load time, leading to enormous loss of energy. VNF consolidation, as an effective way to address this issue, allows for energy saving by consolidating VNFs into as fewer servers as possible. Unfortunately, it involves multiple conflicting goals, such as energy saving, bandwidth usage minimization, and migration cost reduction, which makes it hard to implement in practical environments. In order to achieve the tradeoff among these goals, this paper proposes a VNF consolidation method, VCMM, which determines appropriate servers to be turned off by leveraging neural network with multiple network status characteristics as input. The neural network is trained using the particle swarm optimization algorithm (PSO). VCMM migrates VNFs on servers to be turned off by adopting a greedy mechanism. Through extensive simulations, we demonstrate that the proposed VCMM outperforms prior approaches in terms of energy, bandwidth, and migration costs.
I. INTRODUCTION
Network Function Virtualization (NFV), by leveraging standard IT virtualization technology, deploys network function software in virtual machines (VMs) of industry standard, high-volume, sharable servers, aiming to reduce Capital Expenditure (CAPEX) and Operational Expenditure (OPEX) [1] , [2] . In NFV, network function deployed with software in VMs is called virtualized network function (VNF). By chaining together different network functions, service function chain (SFC) tailored for different purposes can be created [3] , [4] . For instance, an SFC for security is chained in the order of firstly a firewall, then a NAT, finally a proxy. Owing to the characteristics of virtualization allowing for placing VNFs anywhere and anytime, SFC provisioning is endowed with the more flexibility. On the other hand, the efficiency of a network is tightly dependent on the placement of the VNFs as well as the routing of SFCs [5] , [6] . For this
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reason, many optimization approaches have been proposed on initial VNF placements for SFC requests [5] , [6] . The involved goals consist of, for example, minimizing energy cost and maximizing acceptance ratio.
However, as SFC requests dynamically arrive and depart with evolving resource requirements, a large number of underutilized servers exist across the network especially at low load time [5] , [6] . Whereas, the servers in idle state constantly consume 70% of their peak consumption energy [7] . Therefore, it is necessary to perform VNF consolidation at appropriate time to minimize the number of servers necessary to host VNFs. By leveraging the VM live migration [8] , VMs deployed with VNFs can be consolidated into less servers in order to save energy. Taking Fig.1 for example, by migrating the VNF1 instance from the server s1 to the server s2, the consolidation makes s1 unoccupied and turned off. Consequently, the energy consumption of s1 is saved. Unfortunately, the server consolidation involves multiple conflicting goals, such as energy saving; bandwidth usage minimization and migration cost reduction. For example, the VNF consolidation is helpful for the energy saving, where the involved migration inevitably leads to migration cost. The migration cost is defined as the revenue loss at the service downtime due to the migration [9] . Such migration, if excessively done at inadequate moments, can pose enormous migration cost. Furthermore, inappropriate migrations may result in more energy consumption, bandwidth usage and migration cost. Achieving the tradeoff among these goals is one of the main challenges of the VNF consolidation.
However, existing work on the VNF consolidation in NFV is limited. The authors in [10] considered that same VNF instances can be reused by different SFCs, and they reconfigured same type network functions of different SFCs in fewer VNF instances so as to reduce the number of deployed VNF instances. Unfortunately, the server energy consumption is neglected in their work.
In this study, we formulate the VNF consolidation problem in NFV with multiple conflicting objectives including energy, bandwidth and migration cost. In order to solve the NP hard VNF consolidation problem, we propose a VNF consolidation method called VCMM. Since SFC requests dynamically arrive and depart with evolving resource requirements, VCMM is performed periodically. VCMM leverages an artificial neural network [11] called policy network as a learning agent, which observes multiple status characteristics at the end of each time interval and outputs the probability of servers to be turned off in the next interval. Moreover, we employ the Particle Swarm Optimization algorithm (PSO) [12] to optimize the parameters involved in the policy network, so as to output an optimal policy of turning off servers. For the VNFs to be migrated (whose hosting servers are to be turned off), VCMM adopts a greedy mechanism to migrate them to a new optimal location. Extensive simulations show that the proposed VCMM can achieve significant performance gains over existing methods in terms of the energy, bandwidth and migration cost.
The rest of this paper is organized as follows. The related work is described in section II followed by section III proposing the system model and problem formulation. Then, the VCMM approach is designed in section IV. Next, the experiments are given in section V. Finally, sectionVI summarizes the paper.
II. RELATED WORK
There are a very limited number of studies on the VNF consolidation in NFV. The authors of [10] formulated the VNF consolidation problem as an Integer Linear Programming (ILP) problem with the objective of maximizing the decrement of VNF instance number. Then a greedy algorithm was proposed to search a suboptimal solution. However, the energy cost was ignored in the defined problem. The authors of [13] studied the problem of elastic VNF placement, aiming to balance the trade-off between elastic overhead and resource consumption. However, only one type of VNF was considered in their study. The authors of [14] , [15] assumed the load of the servers changed periodically, and one cycle had N stationary intervals. Given all the feasible solutions of VNF placement at each interval, they respectively used the Markov and Multi-Stage Graph methods to work out the best placement of the VNFs in each interval. However, they did not consider new upcoming requests and the departures of requests accommodated. Instead, our proposed VCMM is applicable to a dynamic scenario where requests are coming and departing constantly.
The VNF consolidation in NFV is closely related to the VM consolidation in virtualized datacenters. In other words, some existing VM consolidation methods tailored for the virtualized datacenters are, to some extent, applicable to the VNF consolidation problem in NFV. Unfortunately, the consolidation algorithms cannot achieve an excellent performance in NFV, since most of proposals [16] - [21] adopted a threshold based mechanism to address the VM consolidation in the virtualized datacenters. For example, the authors of [16] proposed a virtualized data center consolidation algorithm, the main idea of the consolidation algorithm was migrating the VMs on the underutilized servers to other servers, so as to minimize the number of active machines used. The authors of [17] periodically migrated the VMs away from the underutilized servers to other proper servers, so as to save energy cost by turning off the underutilized servers. These mentioned previous works considered only a particular status indicator, i.e. the server load, to decide whether servers need to be turned off. However, in NFV, the selection criterions of servers to be turned off should be based on multiple status indicators since the VNF consolidation involves multiple conflicting goals. This paper provides a comprehensive analysis of multiple status indicators to determine a more appropriate VNF consolidation policy in NFV. has resource requirement r t v vnf for each resource type t ∈ T . For the simplicity in this paper, we consider all SFCs without branch. We assume that the VNFs do not increase the number of packets or the size of packets, which means the traffic capability incoming to or departing from a VNF is equal. Of course, our method is also applicable to other SFC structures like ones with branch. This assumptions were also adopted in the most papers cited in the summarization literature [23] .
III. SYSTEM MODEL AND PROBLEM FORMULATION
We 
C. VNF CONSOLIDATION PROBLEM
We assume that a system does not deal with any other resource allocation like initial VNF placement [5] , [6] during the VNF consolidation process. Otherwise, it may cause resource constraint violation. Two types of variables are used to characterize the solution to the consolidation problem. The first ones are relevant to the replacements of VNFs and rerouting between them, whereas the second group is composed by the variables associated to the server state and VNF migration.
The We specify a VNF can only be placed on a single substrate node, since we assume a VNF is implemented by an integrated software in a single VM. And this assumption is also adopted by most of existing work about the VNF placement. To this end, constraint (1) is defined as follows:
In order to ensure a feasible arrangement of VNFs, the resource capability of each type provided for all VNFs from a server v sn must be no more than the total resource capability of the server v sn . Therefore, we have constraint (2) as follows:
In the similar way, constraint (3) is defined to specify the total bandwidth offered by a substrate link must not exceed its available bandwidth.
Next, we define constraint (4) to construct the flow conservation condition for each pair of connected VNFs. For a given logic link (v vnf , u vnf ) ∈ E VNF i of the ith request and VOLUME 7, 2019 a given substrate node v sn ∈ V SN , we have
A hosting server of a VNF must be in the ON state. Accordingly, constraint (5) is defined as follows.
Finally, constraint (6) establishes a VNF is migrated if its hosting servers are different before and after the consolidation.
1) ENERGY COST
Reducing energy cost is the promise of performing the VNF consolidation. It has been reported that the energy consumption of a server is approximately proportional to CPU utilization [24] , [25] . The energy consumption related with other components, such as memory and storage, is very small [22] . See the equation (7).
Here, ct CPU v sn and cr CPU v sn are the total and rest CPU capability of the server v sn . P idle and P max denote the energy consumption in the idle (no load on the server) and peak (fullloaded) state respectively. The idle power P idle is α times of the maximum power P max . Instead of achieving instantaneous optimality, we turn to seeking VNF consolidation policies in favor of energy in a long-term. The same goes for the migration and bandwidth cost mentioned later. Accordingly, the total energy cost in a long-term average is
where ρ is the price of one unit of energy consumed. h and H represent the hth time interval and total time intervals respectively.
2) BANDWIDTH COST
Given thousands of substrate nodes and VNFs in practice, an inefficient VNF placement will cause high bandwidth overhead of inter-traffic among VNFs which in turn leads to a low acceptance ratio due to lack of bandwidth resource [26] . For these reasons, we minimize the bandwidth consumption by distributing appropriate ON-state servers across the substrate network. We formulate the bandwidth usage during the hth time interval, which is calculated as the sum of the allocated bandwidth of each substrate link for connecting the VNFs.
N h represents the total number of SFCs during the hth time interval. The bandwidth cost in a long-term average is defined as
Here is the price of one unit of bandwidth usage.
3) MIGRATION COST
Similar to the work [15] , we characterize the migration cost by the amount of lost Mbit during the downtime T down for the migrated VNFs when live migration occurs. Let the parameter γ characterize the revenue loss of one Mbit of lost traffic. Then, the migration cost in a long-term average can be written as
where N (j) represents the total number of running SFCs when performing the jth round of consolidation. M represents the total rounds of consolidations. tb v vnf is the total incoming traffic volume of v vnf . In order to balance the two aforementioned objectives, we compose them into a system-wide objective function C total using weight factor θ 1 , θ 2 and θ 3 ∈ [0, 1]. (12) where
The key notations in this paper are summarized in Table 1 .
Searching an optimal solution for the VNF consolidation is an NP-hard problem even for instantaneous optimality, since the VNF consolidation can be reduced to the initial placement of VNFs, which has been proved NP-hard [27] , [28] . Both problems have the same resource constraints. In the initial placement of VNFs, the VNFs are placed with the objective of minimizing energy cost, and the paths between the VNFs are computed with the objective of minimizing bandwidth cost. Come back to the VNF consolidation problem, the VNFs are replaced with the objective of minimizing not only the energy cost but also the migration cost. The path computation is in the same way as the one in the initial placement problem. Therefore, our VNF consolidation problem is also NP-hard. 
IV. THE VCMM METHOD
We propose the VNF consolidation method based on multiple status characteristics (VCMM), which is jointly implemented by two algorithms. First, a learning agent based server management algorithm is used to output server ON/OFF policy according to four status characteristics. The server ON/OFF policy suggests which servers should be turned off. Then, under the server ON/OFF policy given by the first algorithm, a greedy migration algorithm is utilized to decide where migrated VNFs are moved.
A. SERVER MANAGEMENT ALGORITHM
Whether a server should be turned off relies on multiple status characteristics. Here we consider four related status characteristics as introduced in the next subsection. We apply the learning agent before the consolidation to derive the server ON/OFF policy, i.e. the probabilities of servers to be turned off. The agent takes the four related status characteristics as input, and makes decisions according to a policy network which is trained from historical data.
Our work is based on the assumption that all SFC requests follow an invariable distribution. Consequently, if a VNF consolidation optimization method works well for historical requests data, it is likely to have the similar performance for on-line dynamic SFC requests.
In the following, we will explain how the four status characteristics are related with the server ON/OFF policy.
1) INPUT CHARACTERISTICS a: INCOMING TRAFFIC VOLUME OF SERVERS (ITV(s))
It reflects the current total incoming traffic volume of VNFs on a server s. If the server s is to be turned off from its ON state, the VNFs on it must be migrated away from it. The involved migration cost is proportional to the total incoming traffic volume, as specified in the formula (11) . Hence, if ITV(s) is high, the server may tend to keep ON state in order to reduce the migration cost, otherwise, tend to be turned off for energy saving with low migration cost.
b: SERVER CONNECTIVITY (CO(s))
Each server connects to the network via an access switch/router a(s). When the link bandwidth connecting to the access switch/router a(s) is low, the server s cannot be utilized well. This is because the bandwidth resource constraint may be violated due to insufficient bandwidth if we put VNFs on the server s. In this case, the server s may tend to be turned off for the purpose of reducing energy wastage. CO(s) is quantified by the ratio of the rest bandwidth sum to the total bandwidth sum of the adjacent links of a(s).
where L(a(s)) denotes the adjacent link set of the access switch/router a(s). BWr(e) and BWt(e) are the residual and total bandwidth of the link e.
c: NEIGHBOR SERVER CAPABILITY NC(s)
It reflects the available resource capability of servers near to s. A high NC(s) indicates very rich resource near around the server s to meet the SFCs requirements. Consequently, the server s may tend to be turned off so that the energy cost can be reduced. In contrast, when NC(s) has a small value, which means a shortage of resource near around the server s, then the server s may tend to be kept ON state so as to avoid needless migrations. We assume the servers can be turned on as needed for example when new VNFs are deployed. If a server is switched on again soon after it was turned off, then the involved migration is needless. NC(s) can be inferred by the following formula.
where H (u) is the hops of u away from a(s). cr t u represents the residual resource capability of a server u for resource type t.
d: INCREMENTAL TRAFFIC LEVEL OF NEXT TIME INTERVAL (NIT)
We assume that the arrival and departure of the SFC requests can be estimated by the machine learning techniques [29] - [31] . The assumption is feasible. For example, the work [31] shows their request prediction algorithms achieve an accuracy of about 90%. We also assume predictable traffic of each request. In other words, traffic levels of each SFC at different times can be known in advance. It is reasonable since, for example, traffic matrices of data-center and backbone networks exhibit strong diurnal patterns and are typically cycle-stationary [32] - [34] . Therefore, NIT can be obtained from the predicted traffic levels of deployed SFCs and the estimated traffic level of arrival and departure SFC requests. If NIT is high, which indicates the requested server resource will increase in the next interval, a server may tend to be kept ON state to avoid needless migration. Otherwise, the server has more probability of being turned off for energy saving. Here the normalized NIT is adopted to increase the convergence speed of the policy network training mentioned in subsection 3).
NIT =
NIT p NIT p max (17) where NIT p is the incremental traffic level during the next time interval. NIT p max denotes the maximal level of incremental traffic throughout the whole time intervals.
The four status characteristics of an ON-state server s mentioned above constitute a characteristic vector V (s) = (ITV (s), CO(s), NC(s), NIT ). We construct a characteristic matrix M f , which will be the input of the policy network, by cascading the characteristic vectors of all N ON-state servers.
In M f , the ith row corresponds to the characteristic vector of the ith ON-state server.
2) THE POLICY NETWORK
We construct a simple policy network based on an artificial neural network composed of four layers as showed in Fig.2 . The first is an input layer which corresponds to the characteristic matrix M f , the last is an output layer that outputs the probability of each server to be turned off. The second layer, convolution layer, is responsible to linear computation of the input matrix. The third layer, activation layer, applies a SIGMOD function to transfer the output values of the convolution layer into decimals ranging from 0 to 1.
The used linear formula in the second layer is written as
W and g respectively denote the weight coefficient vector and the bias. Then C(s) is transmitted to the SIGMOD function of the third layer to produce a probability P(s) for the server s. The probability P(s) indicates the likelihood of yielding a better result if turning off the server s. The SIGMOD function is represented by
The server ON/OFF policy, which is closely related to the parameters W and g, is crucial for the VNF consolidation to achieve a high cost efficiency of network running. Hence we have to optimize the parameters W and g in the constructed policy network using training data set. Next, we will introduce how to train the policy network by employing PSO algorithm.
3) TRAINING
The neural network requires a time-consuming training process. PSO, as a well-known evolutionary computation method, has been proved to efficiently optimize the neural network model. Hence, we employ PSO to overcome the policy network optimization. In PSO, a swarm of particles, represented as potential solutions, iteratively search the optimal solution following the current optimum particles. Each particle p is associated with two vectors: the position vector
and the velocity vector
Here D is the dimensions of the solution space. The position and velocity of each particle can be initialized using random value within the corresponding ranges.
At each iteration, the particles are updated according to the following formulas:
Equation (20) calculates a new velocity on the dth dimension for each particle (potential solution). Equation (21) updates each particle's position in solution space. In the update equations, w represents the inertia weight, c 1 the cognition weight, and c 2 the social weight. r d 1 and r d 2 are two random variables for the dth dimension which are uniformly distributed in the range of [0, 1] . pBest d is the position, on the dth dimension, of the local optimum particle of the previous iteration, and gBest d represents the position, on the dth dimension, of the global optimum particle who has achieved the best fitness so far.
When PSO is applied in the policy network training, the position vector X p of each particle p represents a combination of parameter values of the policy network. The training process is showed in Fig.3 . At the beginning, PSO initializes several particles that have distinct parameter combinations. Under the parameter combination of each particle p, the system respectively completes the running procedure of the whole training data set, which is denoted as R p . The consequent long-term average total cost C total (see equation (12)) of R p is evaluated, which characterizes the fitness of the particle p. Then the system chooses an optimal particle in this round as the local optimal particle and updates the global optimal particle. Finally, based on the global and local optimal particles, the system updates each particle and repeats the above process until the predefined iteration times are reached. 4 shows the running procedure of R p , i.e., the procedure of running training data set based on the learning agent into which the position vector X ρ of ρ is plugged. Suppose, before the running, all servers are OFF-state and have no VNFs on them. During the running, the learning agent outputs the server ON/OFF policy at the end of each time interval, based on the four collected status characteristics. Under the server ON/OFF policy, the network system performs VNFs migrations (as introduced in next subsection). After that, the system continues to deal with the resource allocation (including providing resource for arrival requests and releasing resource for departing requests, as well as handling scaling requests of deployed SFCs).
B. THE VNF MIGRATION ALGORITHM
For the VNFs on the servers to be turned off as indicated by the server ON/OFF policy, a greedy migration algorithm is designed to move them to other appropriate servers. The algorithm firstly identifies a largest-loaded VNF v Time Complexity: Since the training process of the policy network of the learning agent is usually conducted off-line, a long execution time is trivial. When the learning agent is put into use, at each round of VNF consolidation, it needs performing one time of mathematical computation to determine the ON/OFF policy for each ON-state server. Hence, the time complexity of the learning agent based server management algorithm is O(N ). The N represents the number of all the servers. In the greedy migration algorithm, for each VNF to be migrated, each server is compared against an optimal server by two times of routing computation. The routing computation is accomplished by Dijkstra algorithm with the time complexity of O(M 2 ), the M is the number of the substrate nodes. Therefore, the time complexity of the greedy migration algorithm is O(L * M 2 ), the L is the number of the VNFs to be migrated. In all, the time complexity of our proposed VCMM is
V. EVALUATION
We carry out extensive simulations with the purposes of: i) evaluating the impact of different weights in the objective function on the different types of cost we take into account; ii) evaluating the impact of different execution cycle of the VNF consolidation on the different types of cost; iii) evaluating the impact of each status characteristic on the performance of VCMM; iv) evaluating the impact of the parameter γ and α on the performance of VCMM (γ is the revenue loss of one Mbit of lost traffic and α represents the ratio of the energy consumption of a server in idle and peak time); v) evaluating the impact of initial VNF placement method on the performance of VCMM; vi) comparing the performance and efficiency of the proposed VCMM with other consolidation algorithms. We firstly introduce the simulation environment. Then we provide the simulation results.
A. EVALUATION SETTINGS
In terms of the service downtime for migration of a VNF instance, T down are set to 2 seconds. The price of one unit of bandwidth usage is 1, and , the price of one unit of energy consumed, is 1. We assume that the servers have a maximum power P max equal to 1000 W. According to [12] , we have the inertia weight w = 0.5, the cognition weight c 1 = 1.494, and the social weight c 2 = 1.494, for PSO. It is known that NFV is still not widely deployed. The actual characteristics of NFV infrastructure are still not completely understood, meanwhile the realistic data about SFCs are not publicly available for us. Thus, we use a threelevel fat-tree datacenter network topology as the substrate network to evaluate the performance of our method as in existing work [26] and [35] , and SFC is simulated like [15] .
1) SUBSTRATE NETWORK
Two scales of the fat-tree datacenter network topology are adopted.
The topology of the small-scale datacenter network is showed in Fig.5 . A small-scale datacenter network topology is considered with degree 4, containing 64 servers connected by 20 switches: 4 pods of 2 switches in the aggregation layer and 2 switches in the core layer. Thus there are 96 bi-directional physical links. Each physical server is equipped with 48 cores. Bandwidth of each physical link is set to 10 Gbps except links between edge switches and physical servers is 1 Gbps. A large-scale fat-tree datacenter network topology is considered with degree 8, containing 256 physical servers in 8 racks connected by 80 physical switches. Thus, there are 512 bi-directional physical links. The physical servers and link bandwidth are configured as in the small-scale network.
2) SFC REQUESTS
Similar to the work [15] , we consider three kinds of SFC, each with two access switches: an ingress one and an egress one. The first kind of SFC has one Firewall (FW) only. The second contains one FW and one Intrusion Detection System (IDS). The last has one FW, one IDS and one Encryption VPN (EV). We control the requests arrive dynamically following the Poisson distribution with the mean 50 requests per 100 time units in the small-scaled network, and 150 requests per 100 time units in the large-scaled network. Each request has an exponentially distributed lifetime with an average of u = 1000 time units. The ingresses and egresses are randomly selected from the switches in the substrate network. Since all types of resource in servers are shared and allocated in the same way, we consider only the CPU resource each VNF requests for simplicity. This assumption was also adopted in the most papers cited in the summarization literature [23] . As referenced in the study [15] , the CPU requirement r CPU v vnf of a VNF v vnf depends on the packet length L packet and the bandwidth of the flow incoming to the VNF b v vnf , that satisfies (22) We assume the length of packets in a same flow is equal. According to the data reported in [13] , commercial appliances FW, IDS, EV have respectively the values of 120 µs, 160 µs and 82.76 µs for the packet processing times. We use the same packet processing times for their virtualized peers. The bandwidth of each SFC is chosen among the values of the set [100Mbps, 150Mbps, 200Mbps, 250Mbps, 300Mbps] according to a Zipf distribution [36] . Accordingly, the CPU capability requirements of the VNFs in SFCs are obtained according to the equation (22) . All requests have scaling-up and scaling-down demand at the probability pro ∈ (0, 1). For simplicity, we assume that the arrival and departure times of SFC requests, as well as their resource demand changes, are known in advance so that the resource demand in the next time interval can be directly derived rather than by prediction techniques.
For each new request, we will use two distinct method Multi-Stage Graph (MSG) method [37] and Greedy method [39] to solve the initial VNF placement problem. And for deployed requests, we will handle the scaling requirement by a greedy approach [38] .
B. RESULTS

1) THE EVALUATION OF THE IMPACT OF THE DIFFERENT WEIGHTS
We evaluate the impact of different weights in the smallscale network by comparing four different configurations for the coefficients in the objective function. γ and α are set to 5 and 0.5, respectively. The Greedy method is adopted to solve the initial VNF placement problem. The first one highlights more the minimization of the servers energy consumption (θ 1 = 0.9), the second one aims at degrading the migration cost (θ 2 = 0.9), the third one puts more emphasis on reducing the bandwidth usage (θ 3 = 0.9) and the last one attempts to balance between these three objectives (θ 1 = θ 2 = θ 3 = 0.33). Fig.6 shows the optimal solution performance we obtained for the four cases by VCMM. The first configuration (θ 1 = 0.9) results in more bandwidth and migration cost. This is because it puts more emphasis on reducing the number of ON-state servers for energy saving by a large number of migrations, and the small number of ON-state servers inevitably increases the routing path length of SFCs. The configuration that highlights most on the migration cost (θ 2 = 0.9) requires the least number of migrations. However, it requires the most number of ON-state servers and has the highest server power consumption. Since more ON-state servers are in service, the SFCs can be deployed with shorter path length. The third configuration (θ 3 = 0.9) that puts more emphasis on reducing the bandwidth usage, achieves very similar results to the second one. This is because reducing the path length of VOLUME 7, 2019 FIGURE 6. The impact of the different weights on the long-time average performance for each request. SFCs requires more ON-state servers. As a result, migrations are more unnecessary and reduced. The configuration (θ 1 = θ 2 = θ 3 = 0.33) which balances the three objectives has less power consumption than the second and third configuration. Meanwhile, it has less bandwidth usage and migration cost than the first configuration. Consequently, by varying those three weights, VCMM is able to obtain a trade-off between the server energy consumption, the bandwidth usage and the migration cost. We set θ 1 = θ 2 = θ 3 = 0.33 to emphasis fairly on the three objectives for the following experiments.
2) THE EVALUATION OF THE IMPACT OF THE DIFFERENT TIME INTERVALS
We evaluate the impact of different consolidation time intervals in the small-scale datacenter by varying the time interval from 50 time units to 150 time units. Also, γ and α are set to 5 and 0.5, respectively. The Greedy method is adopted to solve the initial VNF placement problem. Fig.7 shows that when the time interval is increasing, the energy cost increases while the migration and bandwidth cost decrease. This is because performing more consolidations helps reduce the ON-state servers at the cost of more migrations and longer paths of SFCs. Therefore, the consolidation time interval is also crucial for achieving a good trade-off between the conflicting objectives.
3) THE EVALUATION OF THE IMPACT OF EACH STATUS CHARACTERISTIC
The impacts of each status characteristic are evaluated by running VCMM with the Greedy as the initial VNF placement method when ignoring the corresponding characteristic. γ and α are set to 5 and 0.5, respectively. Fig.8 shows the performance of VCMM in different cases where different status characteristics are ignored. (a) In the case of ignoring incoming traffic volume of servers (ITV), that is, ITV is not considered when determining which servers are turned off, the migration cost increases largely in comparison to the one in the case of considering all four characteristics. The reason may be that a large number of servers with large ITV are decided to be turned off due to ITV is not considered in VCMM. As a result, their hosted VNFs with large ITV are migrated, leading to high migration cost (since the migration cost is proportional to the traffic of VNFs migrated as showed in Eq. (11)). (b) In the case of ignoring server connectivity (CO), the energy cost is higher than that in the case of considering all four characteristics. This can be explained by that ignoring CO may produce a situation that lots of servers are not turned off while the bandwidth of their adjacent links is very limited. Consequently, these servers cannot be utilized well due to the lack of the bandwidth of their adjacent links. More other servers are turned on to satisfy resource requirement of SFCs. (c) In the case of ignoring neighbor server capability (NC), we observe from Fig.8 that the absence of NC from VCMM poses increases in the energy, bandwidth and migration cost. This is because if NC is neglected when determining servers to be turned off, it may occur that almost all servers in some areas of the substrate network are turned off, which leads to imbalanced distribution of ON-state servers in the substrate network and consequently link congestion. In this situation, a large number of SFCs are deployed along longer paths to satisfy the bandwidth requirements. On the other hand, the system may turn on some servers very soon in these areas so as to optimize the routing paths of the SFCs. From this aspect, more servers are turned on. Meanwhile, the migrations involved in the previous consolidation were needless for the VNFs in these areas. (d) The energy and migration cost increase when incremental traffic level of next time interval (NIT) is neglected. This can be caused by that since NIT is not considered when determining servers to be turned off, it may occur oversupply of servers when NIT reduces. The energy cost increases as a result. Conversely, when NIT increases, the servers are turned on again very soon after they were turned off in the previous consolidation, or their adjacent servers are turned on. From this aspect, the migrations for the VNFs of these servers were also needless in the previous consolidation.
4) THE EVALUATION OF THE IMPACT OF THE PARAMETER γ AND α
The idle energy consumption P idle of a server is equal to α times of the maximum energy consumption P max of the server where the parameter α characterizes how much the server energy consumption depends on the handled traffic. The value of α can vary from 0 to 1. When α = 1, the server energy consumption is irrelevant to the handled traffic, and turning off a server can reduce a maximum amount of energy consumption. When α = 0, which implies P idle = 0, the server energy consumption is dependent on only the handled traffic. The revenue loss of one Mbit of lost traffic is denoted by γ . In order to evaluate the impact of the parameter γ and α on the performance of VCMM, we run the VCMM with the Greedy as the initial VNF placement algorithm in the small-scaled network by varying γ and α.
We observe from Fig.9 that when α = 0, the energy and bandwidth cost keep unchanged as γ increases. This can be well understood that turning off a server cannot reduce the energy consumption when α = 0. Therefore, any migrations do not occur in order to reduce the migration cost during the consolidation. This can be confirmed in Fig.9(c) that the migrations are least in the case of α = 0. The migrations appearing in this case are due to the scaling-up requests of VNFs. It is worth noting that more migrations in the consolidations reduce the use of servers while the reduction in the use of servers inevitably leads to longer routing path of SFCs, on the contrary, the less the migrations in the consolidations, the more the ON-state servers, the shorter the routing path of SFCs. Therefore, the bandwidth cost has a significantly positive correlation with the number of migrations. This is the very reason why the bandwidth cost also keeps unchanged as γ increases when α = 0.
When α > 0, the energy cost increases with a growing γ under a fixed α, while the bandwidth cost behaves in the opposite way. Eventually, both of them come into a steady state. This can be explained by that when α > 0, appropriate migrations can bring into less ON-state servers with less energy cost. As γ increases, which implies migrations become more expensive, VCMM will suppress the migrations so as to reduce the migration cost. In this case, the number of ON-state servers becomes larger with an increasing energy cost. Eventually, when γ becomes extremely large, the migrations are so expensive that the saved energy cost through the consolidations is far less than the paid migration cost. Therefore, any migrations do not occur in the consolidations as γ becomes extremely large. As a result, the bandwidth and energy cost come into the steady state by taking no migrations in the consolidation. Additionally, we can observe from Fig.9 a smaller α makes the bandwidth and energy cost reach the steady state faster. This is due to that when α decreases, turning off servers plays a slighter role in the energy saving. Consequently, a smaller α can more easily make VCMM not take any migrations in the consolidations. This is also confirmed in Fig.9(c) . For example, the number of migrations of α = 0.3 keeps stable since γ increases to 0.5; while in the case of α = 0.5, only after γ increases to 50.0, the number of migrations remains stable as γ increases.
The migration cost in different combinations of α and γ are presented in Table 2 where the migration cost significantly increases as γ grows under a fixed value of α. This is a natural result of expensive migrations indicated with a large γ .
5) THE EVALUATION OF THE IMPACT OF THE INITIAL VNF PLACEMENT ALGORITHM
We compare the performance of VCMM with the Greedy algorithm as the initial VNF placement algorithm (referred as to VCMM(Greedy)) to that of VCMM with the MSG algorithm as the initial VNF placement algorithm (referred as to VCMM(MSG)). γ and α are set to 5 and 0.5, respectively. Fig.10 shows the performance of VCMM(Greedy) and VCMM(MSG), as well as two baselines: No Consolidation with the two initial VNF placement algorithms Greedy and MSG (referred as to NCon(Greedy) and NCon(MSG), respectively) in which any consolidations do not occur and only initial placement and scaling requests of VNFs are handled. The results indicate that VCMM(MSG) has better performance than VCMM(Greedy) in terms of acceptance ratio, energy cost, bandwidth cost and migration cost. This is mainly due to that the MSG makes better arrangement of VNFs than the Greedy when initially placing the VNFs. This is confirmed also in Fig.10 where NCon(MSG) exhibits better performance than the NCon(Greedy) algorithm.
It worth noting that VCMM(Greedy) achieves almost same acceptance ratio with lower energy consumption when compared with the baseline NCon(Greedy). This is because VCMM(Greedy) performs consolidations periodically with purpose of reducing ON-state servers. On the other hand, although VCMM(Greedy) turns off some servers periodically, the OFF-state servers are allowed to be turned on later as needed to meet the requirements of new SFC requests. As a result, VCMM(Greedy) does not degrade the acceptance ratio. The low energy consumption of VCMM(Greedy) is paid with an increase in the migration cost as shown in Fig.10 (d) . The same result and reason go for the pair of VCMM (MSG) and NCon(MSG).
6) THE PERFORMANCE AND EFFICIENCY COMPARISON OF THE VCMM WITH OTHER CONSOLIDATION METHODS
We compare VCMM with a prior approach Threshold based method (TbM) [20] . TbM is a related method that focuses on VM consolidation in datacenters. When the server utilization ratio is below the predefined threshold, the method tries to move the VMs and turn off these servers. When applied in our case of VNF consolidation, the TbM method also turns off the servers whose utilization ratio is below the predefined threshold. The VNFs on these servers are migrated by our proposed greedy VNF migration algorithm.
The simulation experiments are conducted in the small and large scales of scenarios. The Greedy method is chosen as the initial VNF placement method, and γ and α are set to 5 and 0.5, respectively. The threshold of TbM is set so that TbM can achieve a best total cost. Fig.11 confirms VCMM outperforms TbM in terms of the bandwidth cost, energy cost and migration cost. This consequence is owing to that in TbM, the selection criterion of servers to be turned off is too simple to facilitate an effective VNF consolidation. More concretely, TbM neglects the future resource requirement when choosing servers to be turned off. It may occur that, the servers are turned on again soon to meet the incremental resource requirement after they were turned off. The migration cost increases as a result. Furthermore, TbM ignores the neighbor server capability when deciding the servers to be turned off. For this reason, the distribution of the ON-state servers may show a great imbalance across the whole substrate network. This imbalance distribution easily leads to hot spot links so that bandwidth minimization is hindered. Last but not least, TbM does not take the bandwidth resource of the servers' adjacent links into account when choosing servers to be turned off. Hence, it may occur that the servers are in ON state but the link bandwidth resource connecting to them is starved. Consequently, the ON-state servers cannot be utilized well by SFCs but still consume a large amount of energy with keeping ON-state. In contrast, VCMM remedies these shortcomings by considering the multiple status characteristics when determining which servers should be turned off. We also measure the average execution time of VCMM and TbM for each round of consolidation. The result is presented in Table 3 that the time-efficiency of VCMM comparable to that of TbM although VCMM requires considering multiple status characteristics. This is owing to that when compared with TbM, VCMM requires just a simple additional linear computation which produces the probabilities of the servers to be turned off based on the four status characteristics.
VI. CONCLUSION
In this paper, we modeled the server consolidation problem in NFV with multiple conflicting objectives. To solve the problem, a server consolidation method (VCMM) is proposed based on multiple status characteristics. The VCMM method was implemented jointly by a neural network based server management algorithm and a greedy VNF migration algorithm. The PSO algorithm was employed for training the learning agent. Through extensive simulations, the algorithm is evaluated using different parameter configurations and conditions. Furthermore, we demonstrated that the proposed VCMM outperformed existing algorithms in terms of the energy, bandwidth and migration cost.
