In the past, recursive algorithms, such as PageRank originally conceived for the Web, have been successfully used to rank nodes in the citation networks of papers, authors, or journals. They have proved to determine prestige and not popularity, unlike citation counts.
Introduction
When Brin and Page made public their PageRank algorithm in 1998 (Brin and Page, 1998) , they would probably hardly have imagined what an enormous impact on computer science this would have in the decade to come. They presented a straightforward method of Article Influence when related to papers) and SCImago Journal Rank (SJR), respectively. Ding (2011) computes weighted PageRank for authors in the information retrieval field. She assigns weights based on the number of publications or citations to nodes rather than edges, and experiments with various damping factors in the PageRank formula. A similar study for author co-citation networks is conducted by Ding et al. (2009) . Yan and Ding (2011) explore co-authorship networks in the informetrics field. They calculate PageRank for authors with different damping factors and draw the conclusion that the damping factor does not have much influence on ranking in this type of network. They also define a weighted PageRank in which more weight is assigned to authors with more citations. Ma et al. (2008) computed PageRank for papers in the field of biochemistry and molecular biology. Xing and Ghorbani (2004) defined the "weighted PageRank" by multiplying the rank of each in-linking node by two factors: the in-degree of the current node divided by the sum of in-degrees of the nodes linked to by the in-linking node, and the out-degree of the current node divided by the sum of out-degrees of the nodes linked to by the in-linking node. This enabled more rank to be transferred to more "popular" nodes, i.e. to those that had relatively numerous in-links and/or out-links. The authors reported some success compared to the standard PageRank in obtaining more relevant results from a (very) small set of Web pages. Their approach does not seem reasonable in the case of citation networks of papers or authors because it is not clear why a paper (author) should be rewarded for citing many other papers (authors), i.e. the out-degree factor is doubtful. If just the in-degree factor was retained, their method would somewhat resemble the work by Ding (2011) . Sidiropoulos and Manolopoulos (2005) adapted PageRank for publication citation networks in that they gave less weight to the citations from more distant publications (in terms of graph path). They were also the first to compare new ranking methods with established awards such as the ACM SIGMOD E. F. Codd Innovations Award. Walker et al. (2007) ranked publications in two distinct citation networks of physics papers.
Weighted PageRank considering time
They included the age of publications in the PageRank algorithm by favouring citations from more recent articles. They also experimentally verified the until then theoretical concept that the average path length of a random surfer following citations between research publications is only around two. Yan and Ding (2010) also bring time into play when they give more weight to more recent citations (i.e. to the citations from publications that appear shortly after the cited papers). In addition, they more heavily weight citations from prestigious articles, but their prestige (article influence score) is not computed recursively in a self-contained way (like PageRank) but rather taken from a citation database. In their "TimedPageRank", Yu et al. (2004) simply decrease the weight of a citation exponentially with the citation age using a base (decay rate) of 0.5. For the prediction of popularity a paper will enjoy in future years, they apply an "ageing factor" as well that linearly declines a paper's TimedPageRank with the paper's age.
In summary, all the authors of the above studies on (time-)weighted PageRank report its superiority to the standard PageRank but, at the same time, find a high correlation of various PageRank variants and other bibliometric measures such as citation counts. None of the studies, however, has combined time information from both the citation and collaboration graphs to rank computer science researchers via the "time-aware" PageRank described in this paper.
Methods
The methods of time-aware PageRank described in this paper are based on the techniques used by Fiala et al. (2008) by including the time factor in their PageRank modifications that take into account not only citations between authors but also other information such as the number of common publications between two authors linked by a citation. The key concept
was that citations between authors should not be weighted the same but should rather be based on a number of factors reflecting the behaviour of authors. For instance, a citation between two authors who often collaborate with each other is considered less valuable than that between two authors who have never co-authored a single publication. We invite the reader to get more explanations and see examples in Fiala et al. (2008) . In the following paragraphs, we will re-define "the bibliographic PageRank" from our previous work and expand it with time aspects so that it allows for the computation of "time-aware bibliographic PageRank".
Definitions
To understand Figure 1 , let G P = (P  A, E P , T P ) be an undirected, edge-weighted, bipartite graph (co-authorship graph), P  A a set of vertices (P = {p 1 , ..., p n } a set of publications, A = { a 1 , ..., a m } a set of authors), E P  P × A a set of edges, and T P an n × m matrix of nonnegative weights -publication years. Each edge {p, a}  E P , p  P, a  A means that author a has (co-)authored publication p that appeared in year T P pa . (If T P ij = 0 then there is no such edge {i, j} in E P .) Let G C = (P, E C , T C ) be a directed edge-weighted graph (publication citation graph), P = {p 1 , ..., p n } a set of vertices (the same set of publications), E C  P × P a set of edges (citations between publications), and T C an n × n matrix of non-negative weights -citation years. Before assigning weights to the edges in E, we further define:
the number of citations from u to v; 
Time-aware PageRank
Now, we associate a vector of weight pairs 
We then define the rank R(u) for author u as follows, bearing in mind that the superscipt i means an index in vector τ and not a year: 
If we wish to ignore time (i.e. publication and citation years) and set all the coefficients t1…tk to infinity, vector τ uv takes the form ((c u,v , b u,v 
which is exactly how the time-unaware modifications of PageRank were defined by Fiala et al. (2008) . These modifications penalized citations by colleagues (influence of c) but relaxed the penalty in some circumstances such as a great number of co-authors (influence of b). Now we can easily show how Eq. (2) can be further reduced to the standard PageRank formula.
First, we set all b's to zero and take into account only the collaboration coefficients c:
Second, we disregard the co-authorship information by setting all c's to zero and obtain the weighted PageRank formula, in which the edges in the author citation graph G are weighted with w's:
And third, we set all the edge weights w in G to 1 and receive a standard PageRank formula which is equivalent to that by Brin and Page (1998) :
where d is the damping factor (set to 0.9 in our experiments) and D out (v) is the out-degree of vertex v. The damping factor represents the probability of following a link from the current node in the graph. Brin and Page (1998) The edge weights are pre-computed so the convergence of the PageRank modifications above does not differ from the standard PageRank (depending on d). In our experiments (see Section 5), the rankings became relatively stable after 20 to 30 iterations and we always continued to 50 iterations at most.
Example
In Figure 2 there is a simplified example of an author citation graph E with four nodes u, q, v, r, three edges (u,q), (u,v) , and (u,r). and three weight vectors τ uq , τ uv , and τ ur assigned to them. Similarly, but perhaps less strictly, it happens in 1990 if the co-authorship relation between the authors is weaker (left) and stronger (right). Therefore, the co-authorship and other information entering the PageRank computation should always reflect the time of citation.
This is exactly what we do in our time-aware PageRank modifications and formalize it in Eq. (1). In 1980 the contribution is 1 (left) and ⅓ (right), in 1990 it is ½ (left) and ⅓ (right), and, finally, in 2000 it is ⅓ in both cases. Thus, the total weight of citations in scenario 1 is 11/6, almost twice as much as that in scenario 2. Therefore, we may feel that the time-aware weighting has brought more justice to the prestige computation.
Data
To conduct practical experiments with the new evaluation method (time-aware PageRank), we needed to acquire some real-world data. For this purpose, we decided to download publication data from the Web of Science database, which is a well established data source for bibliometric studies. As we were only interested in the field of computer science, it was first necessary to determine the field boundaries. Since WoS does not enable the science domain to be specified in a straightforward way, we were forced to limit ourselves to publications appearing in journals classified as computer science sources. The data collection we have chosen has an obvious limitation: it is biased towards computer scientists who prefer publishing their research in journals, although it is well known that computer science research is presented at conferences to a greater extent than other fields of science (Bar-Ilan, 2010; Franceschet, 2010; Wainer et al., 2011) . On the other hand, computer science journal articles receive more citations on average than conference papers (Franceschet, 2010) and we can expect that with a growing pressure on the visibility of papers and a faster journal editorial process, both of which we have been witnessing in recent years, the need for publishing computer science research in journals will increase.
5.
Results and discussion Table 1 shows the standings of the top 50 researchers as calculated by the "basic" methodscitation counts, in-degree, HITS, standard PageRank and weighted PageRank. By definition, citation counts are always greater or equal to in-degree. Since authors are not disambiguated, some names evidently represent more people with the same name as we can easily convince ourselves using a bibliographic database, e.g. in the case of "Jain, AK" or "Tanaka, K". On the other hand, some other names are apparently unique, e.g. "Kanade, T". The top authors by citations, in-degree, and HITS are very much the same with "Jain, AK", "Pentland, A", "Duin, RPW", and "Kanade, T" always appearing at the top. The interpretation of "Sapiro, G" being more highly ranked than "Kanade, T" in citations but more lowly ranked in in-degree is that "Sapiro, G" received more citations than "Kanade, T" but from fewer authors than "Kanade, T" did. Top-ranked authors by PageRank and by weighted PageRank are different from the first three rankings but similar to each other, with "Srinivasan, GR" and "Murley, PC" being at the very top. Table 1 should be placed here.
Time-aware versus time-unaware rankings
As far as the rankings by the "advanced" methods (both time-aware and time-unaware) are concerned, the top 50 researchers in each ranking are shown in Tables A.1 Tables 2, 3 , and 4 examine this aspect. In Table 2 we can see how the time-aware methods are correlated with each other. The table is symmetric and presents Spearman's rank correlation coefficients for each pair of time-aware rankings. The coefficients, which are all significant at the 0.01 level two-tailed, vary between 0.97 and 1 and suggest a very high correlation of all time-aware rankings. Similarly, very high Spearman's rank correlation coefficients can be observed in Table 3 Table 4 , but the coefficients would be quite similar to those for the time-aware PageRanks regarding the high correlation between the time-aware and time-unaware rankings in Table 3 . Table 2 should be placed here. Table 3 should be placed here. Table 4 should be placed here.
ACM A. M. Turing Award winners
In a further experiment, we wanted to compare the rankings obtained by the various methods with a "true" human-made baseline ranking of some kind. In the computer science domain, such a "ranking" can be made of the list of ACM A. M. Turing Award laureates. Even though the list of award winners is actually not a ranking, it enables one to compare computergenerated lists of authoritative researchers with the scientists considered prestigious by their peers and has been successfully used in several comparative studies in the past (e.g. , 2005 , or Fiala et al., 2008 . Table 5 Table 5 comprise citations and in-degree (the most frequently used research evaluation method) followed by HITS, PageRank, and weighted PageRank. Then there is a block of seven time-unaware PageRank modifications and a set of their seven time-aware counterparts. The ranks generated by the recursive techniques (from HITS onwards) were computed after fifty iterations (with the Spearman's rho between the rankings of two consecutive iterations being very close to 1 after just a few iterations) and are less important than the summary figures at the bottom of the table. Table 5 should be placed here.
Sidiropoulos and Manolopoulos
These numbers are the best rank, worst rank, average rank, medium rank, and standard deviation. Obviously, the lower the numbers the "better" the ranking in that it places the Table 5 is displayed in Figure 4 (the award winners without ranks do not appear there). Fig. 4 should be placed here.
In Figure 4 we can see a general slight shift towards better ( J" and the sudden worsening of his rank with collaborationT and publicationsT or the overall bad performance of HITS for almost all of the authors, but this may also be interpreted as a feature of that particular ranking. For instance, the relatively bad ranks of "Sifakis, J" reveal that he has relatively frequently collaborated with the researchers citing him (both collaboration and collaborationT) and that he has written a great number of publications but rather after he was cited, thus having a good rank in publications and a bad rank in publicationsT. Some other authors, such as "Kay, A" or "Engelbart, D" are very badly ranked by almost all of the methods. This may be caused by the fact that they did not publish in journals in the time period under investigation. And indeed, they both have only three publications in our data set. But as we pointed out earlier, the individual ranks are less important and not discussed here than the overall trend, in which time-aware PageRanks seem to be closer to the "true" ranking than the other indicators.
ACM SIGMOD E. F. Codd Innovations Award winners
To bring additional evidence that would document the superiority of the time-aware methods over the time-unaware ones, we take advantage of yet another award -ACM SIGMOD E. F.
Codd Innovations Award. The award winners from the years 1992 to 2011 are shown in Table 6 along with the ranks achieved in various rankings. ("Bayer, R" was not present in our data and, therefore, was not ranked.) Again, the ranks generated by the standard PageRank are in a darker column and the aggregate indicators yielded by both the time-unaware and timeaware rankings outperforming PageRank are highlighted. For instance, all seven worst ranks by time-aware methods outperform PageRank, but only one time-unaware worst rank does. In total, 24 time-aware indicators are better than PageRank compared to only 8 time-unaware ones. Also in Figure 5 we can see that allCoauthorsT and allDistCoauthorsT generally produce better ranks for the award winners. The worst ranked researchers, "Kitsuregawa, M"
and "Selinger, P", published relatively few journal articles in the time period under study (14 and 3, respectively), but there is no such gap between them and the other laureates as in Figure 4 . Table 6 should be placed here. other. In Figure 7 box plots of the time-aware and time-unaware rankings are presented for each pair of rankings. In the case of both awards we can observe that the boxes of the timeaware rankings tend to be placed more towards lower (better) ranks than those of the timeunaware rankings. Fig. 6 should be placed here. Fig. 7 should be placed here.
Conclusions and future work
Algorithms based on the recursive technique called PageRank (Brin and Page, 1998) , which was first applied to the Web graph in order to determine the significance of Web pages, have been successfully used in many other situations since then. These methods enable one to evaluate nodes in any directed graphs and rank them according to their importance. In bibliometrics, citation networks of papers or authors, among others, can represent such directed graphs in which the nodes are papers (or authors) and the edges are citations between them. The prominence of researchers has long been detected by first-order methods such as simple citation counts, but it has been shown that popularity, not prestige, is often reflected by citation numbers. On the contrary, higher-order (recursive) methods such as PageRank are able to find prestigious actors that may have fewer citations but from prestigious sources.
Also, PageRank-like ranking methods for bibliographic networks can take advantage of the additional information that is not present in a Web graph to weight edges in the network, e.g.
co-authorship (Fiala et al., 2008) or time data (Walker et al., 2007 , Yan and Ding, 2010 , or Yu et al., 2004 . Fiala et al. (2008) assigned different weights to the edges in a citation network of authors bearing in mind that a citation from a colleague was less valuable than that from a foreign researcher, but they did not distinguish whether the possible collaboration occurred before the citation was made or afterwards. In this article, we have made an attempt to remedy this situation. The main contributions of the research presented in this paper are as follows:
 We extended the model by Fiala et al. (2008) to incorporate the time of publications (and citations) in their "bibliographic PageRank" to create a "time-aware PageRank" for bibliographic networks. In this model, citations between researchers weight differently depending on a number of factors such as the number of common publications and whether or not they were published before a citation was made. 
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