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Resumen
Cuando hablamos en concreto de optimizacio´n convexa (cuya base teo´rica es el ana´lisis con-
vexo) nos referimos a minimizar funciones convexas reales definidas para una variable con-
tenida dentro de un subconjunto convexo de un espacio af´ın. Pero con el paso del tiempo se
encontro´ que muchos problemas de optimizacio´n convexa no eran diferenciables en el punto
o´ptimo y aqu´ı es donde surge la necesidad e importancia de estudiar Optimizacio´n Convexa
no Diferenciable ya que debido a ella no solo se desarollo´ nueva teor´ıa matema´tica sino que
tambie´n las te´cnicas abarcadas por este campo de estudio son importantes en aplicaciones
de ingenier´ıa, las cuales, tambie´n requieren de estudios estad´ısticos.
Este trabajo inicia haciendo memoria de conocimientos de optimizacio´n convexa lo cual nos
permite llegar de forma natural a lo que son funciones convexas no diferenciables. Con ello
llegamos finalmente a lo que es un subgradiente y las propiedades de e´ste, del cual se hace
uso cuando la diferenciabilidad en el sentido cla´sico falla. En el primer cap´ıtulo se estudian
teoremas que brindan condiciones bajo las cuales un problema de optimizacio´n convexo no
diferenciable pasa a ser diferenciable manteniendo propiedades de convexidad, lo cual facilita
en cierto modo la bu´squeda de una solucio´n o´ptima.
Muchos problemas de programacio´n matema´tica incorporan para´metros que se suponen cono-
cidos en el momento de resolver el problema. Sin embargo, si el problema de optimizacio´n
es un modelo que representa una situacio´n real, en la que se debe tomar una decisio´n, es
frecuente que se desconozcan los valores de algunos para´metros que intervienen en el modelo.
Es aqu´ı donde nos encontramos con lo que es incertidumbre lo cual nos lleva a trabajar con
problemas estoca´sticos. En el cap´ıtulo 2 presentamos la teor´ıa necesaria para convertir un
problema estoca´stico a uno determin´ıstico por medio de el principio de equivalencia cierta y
de esta forma, encontrar un o´ptimo es menos complicado de lo que era en un inicio.
En muchos problemas, la no diferenciabilidad puede tratarse transformando la parte que
provoca la no diferenciabilidad, pero esto no garantiza que e´sta desaparezca del todo, por
lo que pueden emplearse los me´todos presentados, los cuales resuelven en cada iteracio´n un
subproblema diferenciable, siempre teniendo en cuenta que las transformaciones hechas no
son necesariamente u´nicas. El contenido del cap´ıtulo 3 nos presenta una serie de ejemplos
donde ponemos en evidencia como tratar problemas que au´n conservan la no diferenciabilidad
pero sin dejar de lado las propiedades de convexidad, esto combinado con los conocimientos
adquiridos con las propiedades de subgradiente, facilita en gran medida la bu´squeda de una
solucio´n o´ptima.
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Los me´todos para resolver problemas convexos no diferenciables, var´ıan dependiendo de la
funcio´n que modele el problema de optimizacio´n, el cap´ıtulo 4 contiene alguno de los algorit-
mos ma´s conocidos en el a´rea de no diferenciabilidad y las pruebas de convergencia de cada
uno de e´stos.
Para finalizar este trabajo el cap´ıtulo 5 presenta dos ejemplos los cuales se detallan y se
presentan resultados de estos mismos, para ello se hizo uso de CVX, que es un sistema de
modelado basado en MATLAB para la optimizacio´n convexa.
La investigacio´n del tema que ha consistido en la bu´squeda bibliogra´fica de libros y art´ıculos
en internet, se han seleccionado de acuerdo a los objetivos del trabajo y se presentan en
cada cap´ıtulo conteniendo la informacio´n principal, conceptos, teoremas y dema´s resultados
importantes, se concluye con la presentacio´n del documento que se espera sea una base para
posteriores trabajos que profundicen en el estudio de esta a´rea.
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Introduccio´n
La Matema´tica, como ciencia, vive y crece con el intercambio de ideas entre los cultivadores
de diferentes a´reas del conocimiento y el desarrollo del quehacer de la vida del ser humano
y su entorno; y por su puesto alimentada por investigaciones que se desarrollan d´ıa a d´ıa en
distintos espacios de la actividad cient´ıfica (Ve´ase [9])
La programacio´n lineal fue planteada como un modelo matema´tico desarrollado durante la
Segunda Guerra Mundial a fin de reducir los costos del eje´rcito y aumentar las pe´rdidas del
enemigo. Los fundadores de la te´cnica son George Dantzig, quien publico´ el me´todo simplex
en 1947, John Von Neumann, que desarrollo´ la teor´ıa de la dualidad en el mismo an˜o y Leonid
Kantoro´vich, un matema´tico ruso que utilizo´ te´cnicas similares aplicadas a la economı´a antes
de Dantzig y que gano´ el premio Nobel en economı´a en 1975. (Ve´ase [7])
En el a´rea de investigacio´n operativa la programacio´n lineal estudia la minimizacio´n de una
funcio´n lineal restringida a un conjunto definido por desigualdades lineales. Es una her-
ramienta fundamental gracias a:
• La existencia de algoritmos eficientes de resolucio´n como el simplex (a pesar de su
complejidad no polinomial).
• La cantidad de problemas que entran dentro de este paradigma.
• La cantidad de problemas que sin ser lineales pueden ser aproximados o resueltos me-
diante sucesiones de e´stos.
Sin embargo existen numerosos problemas en los que las herramientas lineales no son sufi-
cientes (Ve´ase [13]) y que dan lugar al estudio de la programacio´n no lineal. Por ejemplo:
• Problemas de mı´nimos cuadrados originados en la teor´ıa de redes neuronales.
• Problemas de disen˜o estructural (meca´nico, ele´ctrico, espacial).
• Problemas de control o´ptimo (lanzamiento cohete-sate´lite, planeamiento de produccio´n).
• Problemas de control o´ptimo estoca´stico (operacio´n de una represa, de una red de
poliductos, portafolio de acciones).
• Problemas de ruteo en redes de transporte y telecomunicaciones.
VII
Las funciones no diferenciables, marcaron un paradigma en la teor´ıa moderna de opti-
mizacio´n. Se encontro´ que muchos problemas de optimizacio´n convexa no eran diferenciables
en el punto o´ptimo. As´ı, un enfoque completamente diferente se desarrollo´, en donde fue
concebida la nocio´n de subdiferencial.
De esta forma los enfoques modernos de la teor´ıa de optimizacio´n deben sus or´ıgenes al
ca´lculo de variaciones que ha sido estudiado por ma´s de tres siglos y que tambie´n fue crucial
en el desarrollo del ana´lisis funcional.
Los me´todos computacionales para la optimizacio´n no diferenciable se desarrollaron en dos
direcciones:
a) La investigacio´n dirigida a resolver determinados tipos de problemas de minimizacio´n
con funciones no diferenciables que tienen una estructura especial y que se define de
forma expl´ıcita
b) La investigacio´n sobre la elaboracio´n de me´todos para resolver clases ma´s generales de
problemas, que no suponen de antemano el conocimiento de la estructura espec´ıfica de
la funcio´n a minimizar pero requieren la evaluacio´n de la funcio´n y sus gradientes (o
sus ana´logos en el caso no diferenciable) en cualquier punto dado.
Para el primer grupo, se cuenta con numerosos trabajos sobre me´todos para resolver proble-
mas de minimizacio´n. Para el segundo grupo una serie de obras se dedican a la minimizacio´n
de funciones convexas lineales a trozos. Para la solucio´n de varios problemas de optimizacio´n
no diferenciable en los que se dan expl´ıcitamente los puntos donde la funcio´n no es diferencia-
ble (por ejemplo, las funciones con valores absolutos), se han desarrollado te´cnicas especiales
de suavizado.
En lo que se refiere a me´todos generales de optimizacio´n no diferenciable, se pueden distinguir
dos clases ba´sicas en los cuales se requiere el ca´lculo del subdiferencial.
1. Me´todos de gradiente generalizado. Para minimizar funciones diferenciables, se usan
con frecuencia mu´ltiples versiones del me´todo de gradiente, que es natural, ya que
la direccio´n negativa del gradiente en un punto dado es una direccio´n de descenso.
La seleccio´n de un taman˜o de paso en la mayor´ıa de estos me´todos tiene por objeto
disminuir de manera significativa el valor de la funcio´n objetivo en cada iteracio´n.
2. El me´todo de planos de corte para resolver problemas convexos. El de Kelley por
ejemplo se basa en aproximaciones lineales a la gra´fica de una funcio´n convexa por
medio de hiperplanos de soporte; en cada iteracio´n el me´todo resuelve un problema de
programacio´n lineal con un nu´mero creciente de restricciones en cada iteracio´n.
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Metodolog´ıa
A continuacio´n se describen los aspectos importantes de la metodolog´ıa de este trabajo.
1. Tipo de investigacio´n. Este proyecto es de caracter bibliogra´fico aplicado.
1.1 Bibliogra´fico:
Se hara´ una recopilacio´n de libros impresos, libros obtenidos en internet, tesis
de grado y art´ıculos en linea para contar con el material suficiente que cubra
las necesidades del estudio y las que puedan surgir ma´s adelante. El objetivo es
compilar de forma coherente la informacio´n mas u´til y destacada de los resultados
que se aplicara´n en el tema en cuestio´n.
1.2 aplicado:
Ya que se pretende estudiar diversas aplicaciones con la la teor´ıa que se presentara´
en este texto y en base a ello hacer uso de las herramientas que nos proporcione
e´sta para finalmente hacer uso de sofware (MATLAB u Octave) y aplicar e´sto a
los problemas que se pretendan estudiar y de esta manera tener una mejor visio´n
de lo importante que es la optimizacio´n convexa y los beneficios que nos genera.
2. Forma de trabajo:
Se tendra´n reuniones perio´dicas (una o´ dos veces por semana) con el asesor para tratar
los aspectos de la investigacio´n tales como analizar y estudiar la teor´ıa, tratar los
diferentes aspectos del trabajo escrito y las presentaciones de avances.
3. Exposiciones.
Se tendra´n dos exposiciones:
• Primera exposicio´n (pu´blica): Presentacio´n del Perfil del Proyecto de Inves-
tigacio´n.
• Segunda exposicio´n (pu´blica): Presentacio´n final del Trabajo de Investigacio´n:
resumen de resultados y aplicaciones.
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Cap´ıtulo 1
Fundamentos de Optimizacio´n
Convexa
1.1 Conjuntos convexos
A lo largo de este proyecto, R denotara´ el sistema de nu´meros reales y Rn es el espacio
eucl´ıdeo de n−uplas x = (x1, x1, . . . , xn). Se trabajara´ en Rn al menos que se especifique lo
contrario. El producto interno de dos vectores x, x∗ ∈ Rn esta´ expresado como:
〈x, x∗〉 = x1x∗1 + . . .+ xnx∗n
El s´ımbolo A es usado para denotar una matriz con entradas reales de m×n y su correspondi-
ente transformacio´n lineal x 7−→ Ax de Rn a Rm. La matriz transpuesta y la correspondiente
transformacio´n lineal adjunta de Rn a Rm esta´ denotada por A∗ de modo que se tiene una
identidad:
〈Ax, y∗〉 = 〈x,A∗x∗〉
Definicio´n 1.1. Si x, y son puntos distintos en Rn, el conjunto de puntos de la forma:
(1− λ)x+ λy = x+ λ(y − x), λ ∈ R
es llamado l´ınea a trave´s de x e y. Un subconjunto M de Rn es llamado conjunto af´ın si
(1− λ)x+ λy ∈M ∀x, y ∈M λ ∈ R
El conjunto vac´ıo ∅ y el espacio Rn son en s´ı ejemplos extremos de conjuntos afines. La
definicio´n tambie´n incluye el caso cuando M consiste de un u´nico punto.
Definicio´n 1.2. : Un conjunto C ⊂ X se dice convexo si para todo par de puntos x, y ∈ C
se tiene
[x, y] := {αx+ (1− α)y : α ∈ [0, 1]} ⊂ C
donde [x, y] es el segmento de recta que une x e y.
1
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Figura 1.1: Conjunto convexo y no convexo
Definicio´n 1.3. : La suma vectorial [2]
λ1x1 + λ2x2 + . . .+ λmxm
es llamada combinacio´n convexa de x1, x2, . . . , xm si los coeficientes λi son no negativos
y
m∑
i=1
λi = 1
Definicio´n 1.4. Sea S ∈ Rn (no necesariamente convexo). Se define la ca´psula convexa
de S de la siguiente manera:
co(S) = {
k∑
i=1
xiλi|k ∈ N, x1, . . . , xk ∈ S, λ1, . . . , λk ∈ R+
k∑
i=1
λi = 1}
Es decir, que es el conjunto de todas las posibles combinaciones convexas de puntos de S y
R+ se refiere a los reales positivos incluyendo el cero.
Observacio´n 1.1. Sean S, S0 ⊆ Rn, entonces:
• S ⊆ co(S).
• S es convexo si y so´lo si co(S) = S.
• Si S ⊆ S0 entonces co(S) ⊆ co(S0)
Proposicio´n 1.1. co(S) es un conjunto convexo
Demostracio´n
Sean x, y ∈ co(S), es decir:
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Figura 1.2: Ca´psula convexa
x =
k∑
i=1
vixi y y =
m∑
i=1
µiyi (1.1)
donde x1, . . . , xk, y1, . . . , ym ∈ S y v1, . . . , vk, µ1, . . . , µm son ponderadores de las combina-
ciones convexas.
Sea λ ∈ [0, 1] y λx+ (λ− 1)y = λ
k∑
i=1
vixi + (1− λ)
m∑
i=1
µiyi
llamando zi = xi, αi = λvi, ∀i = 1, . . . k y zk+i = yi, αk+i = (1− λ)µi ∀i = 1, . . . ,m se tiene
que λx+ (1− λ)y =
k+m∑
i=1
αizi con
zi ∈ S, αi ∈ [0, 1], ∀i = 1, . . . , k +m y
k+m∑
i=1
αi = 1
Luego, por la definicio´n (1.2) se tiene que λx+ (1− λ)y ∈ co(S) es convexo.

Proposicio´n 1.2. El conjunto co(S) es el convexo ma´s pequen˜o (en el sentido de la in-
clusio´n) que contiene a S, es decir, co(S) =
⋂{C ⊆ Rn|C convexo, S ⊆ C}
Demostracio´n
Sea x ∈ ⋂{C ⊆ Rn|C convexo, S ⊆ C}. Entonces x ∈ C, ∀C convexo, tal que S ⊆ C. Luego
x ∈ co(S), que es un convexo particular que contiene a S.
Sean ahora, x ∈ co(S) y C un convexo cualquiera que contiene a S. Entonces, co(S) ⊆
co(C) = C, por lo tanto, x ∈ C. Luego, x ∈ ⋂{C ⊆ Rn|C convexo, S ⊆ C}.
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Politopo Simplex
A
B
C
D
E
F
G
H
Figura 1.3: Politopo y simplex

Proposicio´n 1.3. La ca´psula convexa de un conjunto C ⊂ X, no vac´ıo, es el conjunto de
todas las combinaciones convexas de elementos de C.
Tambie´n podemos definir la ca´psula af´ın de C como la coleccio´n de todas las combinaciones
afines de puntos en C. E´sta es la dimensio´n af´ın ma´s pequen˜a de un sub espacio que contiene
a C. Por ejemplo: la ca´psula convexa af´ın de dos puntos distintos es una recta unidimensional
conteniendo estos dos puntos. Similarmente, la ca´psula lineal de C es la coleccio´n de todas
las combinaciones lineales de puntos en C [2].
Definicio´n 1.5. :
• La ca´psula convexa de un nu´mero finito de puntos x1, x2, . . . , xk+1 ∈ K es llamada
politopo.
• Si x1, x2, . . . , xk y xk+1 son af´ınmente independientes, es decir que x2−x1, x3−x1, . . . , xk+1−
x1 son linealmente independientes, entonces la co(x1, x2, . . . , xk+1) es llamada un sim-
plex con ve´rtices x1, x2, . . . , xk+1
La Figura 1.3 nos muestra un ejemplo de un politopo y un simplex en Rn. Note que el
nu´mero ma´ximo de vectores linealmente independientes en Rn es n y por lo tanto no podr´ıa
haber ningu´n simplex en Rn teniendo ma´s de n+ 1 ve´rtices.
Teorema de Caratheodory [2]
Por definicio´n, un punto en el conjunto de una ca´psula convexa puede ser representado como
una combinacio´n convexa de un nu´mero finito de puntos en el conjunto. El siguiente teorema
muestra que cualquier punto x en la ca´psula convexa de un conjunto C puede ser representado
como una combinacio´n de a lo sumo n + 1 puntos en C. El teorema es trivialmente cierto
para x ∈ C.
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Teorema 1.1. : Sea C un conjunto arbitrario en Rn. Si x ∈ Co(C), x ∈ Co(x1, . . . , xn+1)
donde xj ∈ C, para j = 1, . . . , n+ 1. En otras palabras x se puede representar como:
x =
n+1∑
j=1
λjxj; xj ∈ C para j = 1, . . . , n+ 1
n+1∑
j=1
λj = 1; λj > 0 para j = 1, . . . , n+ 1
Demostracio´n [2]
Como x ∈ co(S), x = ∑kj=1 λjxj, donde λ > 0 para j = 1, . . . , k, x ∈ S y ∑kj=1 λj = 1. Si
k 6 n+ 1 el resultado es evidente.
Procederemos por contradiccio´n.
Con este fin, note que x2− x1, x3− x1, . . . , xk − x1 son linealmente independientes, entonces
existen escalares µ2, µ3, . . . , µk no todos cero tal que
∑k
j=2 µj(xj − x1) = 0.
Haciendo µ1 = −
∑k
j=2 µj se sigue que
∑k
j=1 µjxj = 0, por lo que
∑k
j=1 µj = 0 donde no
todos los µj son iguales a cero. Note que al menos uno de los µj es mayor que cero. Entonces:
x =
k∑
j=1
λjxj + 0 =
k∑
j=1
λjxj − α
k∑
j=1
µjxj =
k∑
j=1
(λj − αµj)xj
para cualquier α ∈ R. Ahora, escogemos α como sigue:
α = min
16j6k
{
λj
µj
| µj > 0
}
=
λi
µi
para algu´n i ∈ {1, . . . , k}
Note que α > 0. Si µj 6 0, λj − αµj > 0, y si λj
µj
> λi
µi
α y por lo tanto λj − αµj > 0. En
otras palabras, λ−αµj > 0 ∀j = 1, . . . , k. En particular λi−αµi = 0 por la definicio´n de α.
Por lo tanto
x =
k∑
j=1
(λj − αµj)xj, donde λj − αµj > 0, j = 1, . . . , k,
k∑
j=1
(λj − αµj) = 1, y adema´s λj − αµi = 0.
Es decir que se ha presentado x como combinacio´n convexa de a lo sumo k − 1 puntos de S.
Este proceso se puede repetir hasta que x sea representado como una combinacio´n convexa
de ma´ximo n+ 1 puntos de S.

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1.1.1 Propiedades topolo´gicas de los conjuntos convexos
A continuacio´n desarrollaremos algunas propiedades topolo´gicas para conjuntos convexos [2].
Como un preliminar a esta parte tendremos que dado un punto x ∈ Rn un ε-vecindario
alrededor del conjunto es Nε(x) = {y :‖ y − x ‖< ε}. Primero revisaremos las definiciones
de: clausura, interior y frontera de un conjunto arbitrario en Rn, usando el concepto de
ε−vecindario.
Definicio´n 1.6. : Sea S un conjunto arbitrario en Rn.
• Clausura: Se dice que un punto x ∈ Rn esta´ en la clausura de S si
∀ ε > 0, S ∩Nε(x) 6= ∅
• Interior:Un punto x se dice que esta´ en el interior de S si
∃ε > 0 tal que Nε(x) ⊂ S.
• Frontera: Un punto x se dice que esta´ en la frontera si ∀ ε > 0 se tienen que
Nε(x) ∩ S 6= ∅ y Nε(x) ∩ Sc 6= ∅
• Acumulacio´n: Un punto x es de acumulacio´n de S si
∀ ε > 0 se tiene que (Nε(x)− {x}) ∩ S 6= ∅
Notacio´n:
• Denotaremos por S a la clausura del conjunto S. Adema´s se tiene que S es cerrado si
S = S.
• Denotaremos por S˚ al interior del conjunto S y e´ste es abierto cuando S˚ = S
• Denotaremos por fr(S) a la frontera del conjunto S.
• Denotaremos por S ′ al conjunto de puntos de acumulacio´n de S
Finalmente, un conjunto es acotado si puede ser contenido en una bola de radio suficiente-
mente grande. Un conjunto es compacto si es cerrado y acotado. Note que el complememeto
de un conjunto abierto es un conjunto cerrado (y viceversa) y que los puntos de acumulacio´n
de cualquier conjunto y su complemento son el mismo.
una manera un poco ma´s fa´cil de asimilar e´stas definiciones es de forma gra´fica considerando
S = {(x, y) : x2 + y2 6 1}, este conjunto representa todos los puntos dentro del circulo con
centro C(0, 0) y radio r = 1. (Ve´ase 1.4)
Fa´cilmente se puede verificar que S es cerrado, es decir, S = S.
Adema´s S˚ consiste en todos los puntos que esta´n estrictamente dentro del circulo, esto es,
S˚ = {(x, y) : x2 + y2 < 1}.
Finalmente, S ′ consiste de los puntos en el circulo, esto es, S ′ = {(x, y) : x2 + y2 = 1}.
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(a) Cerradura S (b) Interior S˚ (c) Acumulacio´n S′
Figura 1.4: Topolog´ıa del conjunto S = {(x, y) : x2 + y2 6 1}
Caracterizaciones de conjuntos
• Un conjunto S es cerrado si y solo si contiene todos sus puntos de acumulacio´n, es decir
S ′ ⊂ S.
• S = S ∪ S ′ es el cerrado ma´s pequen˜o que contiene al conjunto S.
• Un conjunto S es abierto si y solo si e´ste no contiene ninguno de sus puntos frontera,
mas precisamente S ′ ∩ S = ∅.
• S˚ ⊆ S, por la tanto, tenemos que S˚ = S−S ′ mientras que necesariamente S ′ 6= S− S˚.
Un conjunto puede ser ni abierto ni cerrado, los u´nicos conjuntos que son abiertos y cerrados
a la vez son el conjunto vac´ıo (∅) y el mismo Rn. Tambie´n consideremos que cualquier punto
x ∈ S puede ser un punto interior o frontera S. Sin embargo S 6= S˚ ∪ S ′, es decir que S no
necesita contener sus puntos frontera.
Existe otra definicio´n equivalente de conjunto cerrado, desde el punto de vista que es un
conjunto cerrado.
Esta definicio´n esta´ basada en las sucesiones de puntos contenidos en S.
Un conjunto es cerrado si y solo si para cualquier sucesio´n convergente de puntos {xk}k∈N ∈ S
con punto l´ımite x, tenemos que x ∈ S.
La equivalencia de e´sta y la definicio´n previa de cerradura es fa´cilmente de ver ya que el punto
l´ımite x de cualquier sucesio´n convergente de puntos en S debe encontrarse en el interior o
en la frontera de S, de lo contrario deber´ıa existir un ε > 0 tal que {x :‖ x−x ‖< ε}∩S = ∅
contradiciendo que x es el punto l´ımite de una sucesio´n contenida en S.
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Segmento de linea entre puntos del interior y cerradura de un conjunto [2]
Dado un conjunto convexo con interior no vac´ıo, el segmento de linea (excluyendo los pun-
tos finales) que une un punto del interior del conjunto con un punto de la clausura de este
pertenece al interior del conjunto. Este resultado se muestra a continuacio´n.
Teorema 1.2. Sea S un conjunto convexo en Rn con interior no vac´ıo. Sea x1 ∈ S y
x2 ∈ S˚. Entonces λx1 + (1− λ)x2 ∈ S˚ ∀ λ ∈ (0, 1)
Demostracio´n:
Como x2 ∈ S˚ existe un ε > 0 tal que {z :‖ z − x2 ‖< ε} ∈ S. Sea y tal que
y = λx1 + (1− λ)x2; λ ∈ (0, 1) (1.2)
Para probar que y ∈ S˚ es suficiente construir un vecindario sobre y que tambie´n pertenece a
S. En particular mostraremos que {z :‖ z− y ‖< (1−λ)ε}. Sea z tal que ‖ z− y ‖< (1−λ)ε
(ve´ase 1.2), ahora bien, como x1 ∈ S{
x :‖ x− x1 ‖< (1− λ)ε− ‖ z − y ‖
λ
}
∩ S
es no vac´ıo, en particular, existe z1 ∈ S tal que
‖ z1 − x1 ‖< (1− λ)ε− ‖ z − y ‖
λ
(1.3)
Ahora, sea z2 =
z − λz1
1− λ de (1.2), la desigualdad de Schwartz y (1.3) tenemos:
‖ z2 − x2 ‖=‖ z − λz1
1− λ − x2 ‖ = ‖
(z − λz1)− (y − λx1)
1− λ ‖
=
1
1− λ‖(z − y) + (x1 − λx1)‖
6 1
1− λ(‖ z − y ‖ +λ ‖ x1 − z1 ‖)
< ε
Por lo tanto, z2 ∈ S. Dada la definicio´n de z2 notemos que z = λz1 + (1 − λ)z2, como z1 y
z2 pertenecen a S, entonces z tambie´n pertenece a S. Hemos mostrado que para cualquier z
con ‖ z − y ‖< (1− λ)ε pertenece a S. Por lo tanto y ∈ S˚.

Corolario 1.1. Sea S un conjunto convexo. Entonces S˚ es convexo.
Demostracio´n
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Sean x, y ∈ S˚ y t ∈ [0, 1]. Entonces existen λ, µ > 0 tales que B(x, λ) ⊂ S y B(y, µ) ⊂ S. No
es dif´ıcil ver que B((1− t)x + ty, (1− t)λ + tµ) ⊂ S, usando la convexidad de S, lo que nos
dice que (1− t)x+ ty ∈ S˚ y con esto hemos probado que S˚ es convexo.

Corolario 1.2. Sea S un conjunto convexo con interior no vac´ıo. Entonces S es convexa.
Demostracio´n
Asumiendo que S˚ 6= ∅. Sea x1, x2 ∈ S, por Teorema 1.2 tenemos que
λx2 + (1− λ)z ∈ S˚ ∀ λ ∈ (0, 1), z ∈ S˚
Sea µ ∈ (0, 1) fijo. Por Teorema 1.2:
µx1 + (1− µ)[λx2 + (1− λ)z] ∈ S˚ ⊂ S ∀λ ∈ (0, 1)
Si tomamos el l´ımite cuando λ se aproxima 1 se tiene que: µx1 + (1− µ)x2 ∈ S.

Corolario 1.3. Sea S un conjunto convexo con interior no vac´ıo. Entonces (S˚) = S.
Demostracio´n
Claramente (S˚) ⊆ S. Sea x ∈ S escogemos y ∈ S˚ (asumiendo que S˚ 6= ∅ ). Entonces:
λx+ (1− λ)y ∈ S˚ ∀λ ∈ (0, 1)
Haciendo λ→ 1− se sigue que x ∈ (S˚).

Corolario 1.4. Sea S un conjunto convexo con interior no vac´ıo. Entonces ˚(S) = S˚
Demostracio´n:
Note que S˚ ⊆ ˚(S). Sea x1 ∈ ˚(S), necesitamos mostrar que x ∈ S˚. Existe un ε > 0 tal que
‖ y − x1 ‖< ε implica que y ∈ S. Ahora, sea x1 6= x2 ∈ S˚ y sea y = (1 + δ)x1 − δx2, donde
δ =
ε
2 ‖ x1 − x2 ‖ . Como ‖ y − x1 ‖=
ε
2
, y ∈ S. Pero λy + (1− λ)x2 donde
λ =
1
1 + δ
∈ (0, 1)
Como y ∈ S y x2 ∈ S˚ entonces por Teorema 1.2, x1 ∈ S˚.

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(a) S es no cerrado (b) f discontinua (c) f no acotada
Figura 1.5: Inexistencia de solucio´n de minimizacio´n [2]
1.1.2 Teorema de Weierstrass
Un resultado muy importante y ampliamente utilizado se basa en los conceptos anteriores.
Este resultado relaciona la existencia de una solucio´n de minimizacio´n para un problema de
optimizacio´n [2].
• Podemos decir que x es una solucio´n de minimizacio´n al problema min{f(x)|x ∈ S},
siempre que x ∈ S y f(x) 6 f(x) ∀x ∈ S. En tal caso, decimos que existe un mı´nimo.
• Por otra parte, decimos que α = inf{f(x)|x ∈ S} si α es la mayor de las cotas
inferiores de f en S; estos es: α 6 f(x) ∀ x ∈ S, es decir que no hay α > α tal
que α 6 f(x) ∀x ∈ S.
• Similarmente, α = max{f(x)|x ∈ S} si existe una solucio´n x ∈ S tal que α = f(x) >
f(x) ∀x ∈ S.
• Por otro lado, α = sup{f(x)|x ∈ S} si α es la menor de las cotas superiores de f en S;
esto es α > f(x) ∀x ∈ S, y no hay otro α < α tal que α > f(x) ∀x ∈ S
En la Figura (1.5) se ilustran tres momentos en los que el mı´nimo no existe.
En la Figura (1.5a) el ı´nfimo de de f sobre (a, b) esta´ dado por f(b) pero como S no es
cerrado y en particular b /∈ S el ı´nimo no existe.
En la Figura (1.5b) tenemos que inf{f(x)|x ∈ [a, b]} esta´ dado por el l´ımite de f(x) cuando
x tiende a b por la izquierda. ( lim
x→b−
f(x)). Como f es discontinua en b no existe una solucio´n
de minimizacio´n.
La figura (1.5c) ilustra cuando f no es acotada sobre un conjunto S = {x : x > a}
Ahora probaremos formalmente este resultado cuando S es no vacio´, cerrado y acotado, f
continua en S, con e´stas condiciones el mı´nimo, a diferencia de las situaciones en la Figura
1.5, si existe.
Teorema 1.3. Sea S un conjunto no vac´ıo, compacto y sea f 7−→ R continua en S entonces
el problema min{f(x) : x ∈ S} alcanza su mı´nimo; esto es, existe una solucio´n de mini-
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mizacio´n para este problema.
Demostracio´n:
Como f es continua en S y S es cerrado y acotado, f tambie´n esta´ acotada (recordar que f
es continua), como S 6= ∅, existe una cota inferior (la ma´s grande) α ≡ inf{f(x) : x ∈ S}.
Ahora, sea 0 < ε < 1 y consideremos el conjunto Sk = {x ∈ S : α 6 f(x) 6 α + εk} ∀ k =
1, 2, . . . . Por la definicio´n de ı´nfimo se tiene que Sk 6= ∅ ∀ k, entonces, podemos construir
una sucesio´n de puntos {xk} ⊆ S seleccionando un punto xk ∈ Sk ∀ k = 1, 2, . . . Como S es
acotado, existe una subsucesio´n convergente {xk}K → x indexada por el conjunto K. Por la
cerradura de S tenemos x ∈ S; y por la continuidad f se tiene que como α 6 f(x) 6 α+εk ∀ k
tenemos que:
α = lim
k→∞; k∈K
f(xk) = f(x)
Por lo tanto, hemos demostrado que existe una solucio´n x ∈ S tal que f(x) = α =
inf{f(x)|x ∈ S}, entonces x es una solucio´n de minimizacio´n.

Separacio´n y soporte de conjuntos
Las nociones de hiperplano soporte y separacio´n de conjuntos convexos son muy importantes
en optimizacio´n. Casi todas las condiciones de optimalidad y dualidad se relacionan con
algu´n tipo de separacio´n o soporte de conjuntos convexos [2]. Los resultados que veremos a
continuacio´n esta´n basados en el siguiente hecho geome´trico: Dado un conjunto cerrado S
y un punto y ∈ S existe un u´nico punto x /∈ S con con una distancia mı´nima desde y y un
hiperplano que separa a y y S.
Distancia mı´nima de un punto a un conjunto convexo [2]
Para establecer el importante resultado anterior seguiremos la ley del paralelogramo.
Sean a y b dos vectores en Rn. Entonces:
‖ a+ b ‖2 = ‖ a ‖2 + ‖ b ‖2 + 2atb
‖ a− b ‖2 = ‖ a ‖2 + ‖ b ‖2 −2 atb
Sumando ambas se tiene:
‖ a+ b ‖2 + ‖ a− b ‖2= 2 ‖ a ‖2 +2 ‖ b ‖2
Este resultado se ilustra en la Figura (1.6) y puede ser representado de la siguiente manera:
La suma de las normas al cuadrado de las diagonales de un paralelogramo es igual al doble
de la suma de sus normas al cuadrado.
De la teor´ıa ba´sica de geometr´ıa en espacios vectoriales normados se tiene que un hiperplano
cerrado H en X puede ser representado por: [5]
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a
b
a+ b
a− b
Figura 1.6: Ley del paralelogramo
Definicio´n 1.7. Sean a ∈ Rn, α ∈ R fijos. Se llama hiperplano al conjunto
H = {x ∈ Rn/aTx = α}
Un hiperplano H define dos semiespacios:
H− = {x ∈ Rn/aTx 6 α}
H+ = {x ∈ Rn/aTx > α}
Cabe destacar que la unio´n de estos semiespacios da como resultado todo el espacio en el
cual se esta´ trabajando y la interseccio´n de e´stos nos da como resultado el hiperplano bajo
el cual esta´n definidos (Ve´ase 1.7)
Figura 1.7: Hiperplanos definidos por H
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Figura 1.8: H es el hiperplano separador entre S e y.
Teorema 1.4. Hahn-Banach Sea S un convexo cerrado no vac´ıo, y /∈ S. Entonces existen
p ∈ Rn, p 6= 0, α ∈ R, tales que
pTy > α
pTx 6 α, ∀x ∈ S
Demostracio´n
Sea x ∈ S tal que 〈y − x, x− x〉 6 0, ∀x ∈ S.
Sean p = y − x 6= 0 y α = 〈p, x〉. tenemos que
〈p, x− x〉 6 0, ∀x ∈ S
Por lo tanto
〈p, x〉 6 〈p, x〉 = α ∀x ∈ S (1.4)
Por otro lado
〈p, x− x〉 = 〈p, x− y + y − x〉 = 〈p, x− y〉+ 〈p, y − x〉 = 〈p, x− y〉+ ||p||2 6 0, ∀x ∈ S
lo que implica que
〈p, x〉+ ||p||2 6 〈p, y〉, ∀x ∈ S
Como ||p||2 6= 0, se tiene que
〈p, x〉 < 〈p, y〉, ∀x ∈ S (1.5)
Por (1.4), se tiene que 〈p, x〉 6 α ∀x ∈ S y por (1.5), se tiene que α < 〈p, y〉, lo que concluye
la demostracio´n.

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Figura 1.9: H1 y H2 son dos hiperplanos soporte en el punto ω
El teorema anterior introduce la nocio´n de hiperplano separador (Ver Figura 1.8)
Definicio´n 1.8. Sea S un convexo cerrado no vac´ıo. Un hiperplano soporte de S es un
hiperplano H tal que H ∩ S 6= ∅ y {S ⊆ H+ ∨ S ⊆ H−}
Para asimilar e´sta definicio´n presentamos la Figura (1.9)
El siguiente teorema nos permitira´ deducir una caracterizacio´n para un conjunto convexo no
vac´ıo cualquiera (Ver [11]).
Teorema 1.5. Sea S ⊆ Rn un conjunto convexo y sea x un punto en la frontera de S. En-
tonces S tiene un hiperplano soporte en x.
Separacio´n de dos conjuntos convexos
Hasta ahora hemos discutido la separacio´n de un conjunto convexo con un punto que no
pertenece a este conjunto y hemos discutido el soporte de conjuntos convexos en puntos
frontera. Adema´s, si tenemos dos conjuntos convexos disjuntos, ellos pueden ser separados
por un hiperplano H tal que uno de estos conjuntos pertenece a H+ y el otro pertenece al
conjunto H−. En efecto, este resultado resulta cierto, incluso si estos dos conjuntos tienen
algunos puntos en comu´n siempre y cuando el interior de e´stos sea disjunto. Este resultado
se hace preciso por el siguiente teorema.
Teorema 1.6. Sea S1, S2 dos conjuntos convexos no vac´ıos de Rn y suponga que S1
⋂
S2 = ∅.
Entonces, existe un hiperplano que separa S1 y S2, es decir, que existe un vector no nulo
p ∈ Rn tal que
inf{ptx| x ∈ S1} > sup{ptx| x ∈ S2}
Demostracio´n ([2] y [11])
Sea S = S1S2 = {x1−x2| x1 ∈ S1 y x2 ∈ S2}. Note que S es un conjunto convexo. Adema´s
0 ∈ S porque de lo contrario S1
⋂
S2 ser´ıa no vac´ıo por Teorema 1.5 y Teorema 1.4 existe un
vector no nulo p ∈ Rn tal que
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ptx > 0 ∀x ∈ S
de donde se concluye
pt(x2 − x1) 6 0 ∀x1 ∈ S1, x2 ∈ S2

1.2 Funciones convexas
Funciones convexas y co´ncavas tienen muchas propiedades importantes y especiales. Por
ejemplo: cualquier mı´nimo local de una funcio´n convexa sobre un conjunto convexo es
tambie´n un mı´nimo global. A continuacio´n introduciremos temas importantes de funciones
convexas y desarrollaremos algunas de sus propiedades [2].
Definicio´n 1.9. Sea f : S 7−→ R, donde S es un conjunto convexo no vac´ıo de Rn.
• La funcio´n S se dice que es convexa en S si:
f(λx1 + (1− λ)x2) 6 λf(x1) + (1− λ)f(x2)
para cada x1, x2 ∈ S y para cada λ ∈ (0, 1).
• La funcio´n f es estrictamente convexa en S si la desigualdad es estricta:
f(λx1 + (1− λ)x2) < λf(x1) + (1− λ)f(x2)
para cada x1, x2 ∈ S y para cada λ ∈ (0, 1).
• La funcio´n f es llamada co´ncava (estrictamente co´ncava) en S si −f es convexa
(estrictamente convexa) en S.
Sean x1 y x2 dos puntos en el dominio de f. Entonces una funcio´n f es convexa, si el segmento
de recta que une dos puntos (x1, f(x1)) y (x2, f(x2)) del gra´fico de f esta´ por encima de la
gra´fica de la funcio´n de f (Ver [9]), como lo muestra la Figura(1.10).
Los siguientes son algunos ejemplos de funciones convexas [2].
1. f(x) = 3x+ 4
2. f(x) = |x|
3. f(x) = x2 − 2x
4. f(x) = (−x) 12
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Figura 1.10: Interpretacio´n geome´trica de funcio´n convexa en R [9]
5. f(x1, x2) = 2x
2
1 + 2x
2
2 − 2x1x2
6. f(x1, x2, x3) = x
4
1 + x
2
2 + 3x
2
3 − 4x1 − 4x2x3
Note que en cada uno de los ejemplos las funciones son convexas sobre Rn. Excepto para el
ejemplo 4, la funcio´n no esta´ definida para x < 0. Se pueden construir ejemplos de funciones
que son convexas en una regio´n pero no sobre todo Rn. Por ejemplo f(x) = x3 no es convexa
sobre R, pero es convexa sobre S = {x : x > 0}.
De ahora en adelante nos concentraremos en funciones convexas, pues el resultado para fun-
ciones co´ncavas puede ser obtenido fa´cilmente notando que f es co´ncava si y so´lo si −f es
convexa.
Un conjunto asociado a una funcio´n convexa f es Sα = {x ∈ S : f(x) 6 α}, α ∈ R,
usualmente referido como conjunto de nivel (Ver [2]). A veces este conjunto es llamado un
conjunto subnivel, para diferenciarlo del conjunto supernivel {x ∈ S : f(x) > α}. Note que
e´stos tienen propiedades a las de una funcio´n co´ncava.
Teorema 1.7. Sea S un conjunto convexo no vac´ıo en Rn y sea f : S 7−→ R una funcio´n
convexa. Entonces el conjunto de nivel Sα = {x ∈ S : f(x) 6 α}; α ∈ R, es un conjunto
convexo.
Demostracio´n:
Sean x1, x2 ∈ Sα. Entonces x1, x2 ∈ S y f(x1) 6 α y f(x2) < α. Ahora, sea λ ∈ (0, 1) y
x = λx1 + (1 − λ)x2. Por la convexidad de S se tiene que x ∈ S, por otro lado, dada la
convexidad de f se tiene:
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Figura 1.11: Conjunto de nivel de una variable
f(x) 6 λf(x1) + (1− λ)f(x2) 6 λα(1− λ)α = α
Por lo tanto, x ∈ Sα, y por consiguiente, Sα es convexo.

Continuidad de funciones convexas [2]
Una propiedad importante de funciones convexas y co´ncavas es que son continuas en el inte-
rior de su dominio.
Teorema 1.8. Sea S un conjunto convexo no vac´ıo en Rn y sea f : S 7−→ Rn una funcio´n
convexa. Entonces f es continua en el interior de S.
Demostracio´n:
Sea x ∈ S˚. Para probar la continuidad de f en x, es necesario mostrar que dado ε > 0 existe
un δ > 0 tal que ‖ x− x ‖6 δ ⇒ |f(x)− f(x)| 6 ε.
Sea entonces ε > 0. Dado que x ∈ S˚ ∃η > 0 tal que B(x, η) ⊆ S
Claramente x± ηei ∈ S con ei vector cano´nico. Luego, es claro que
x =
1
2
(x+ ηei) +
1
2
(x− ηei)
⇒ f(x) = f(1
2
(x+ ηei) +
1
2
(x− ηei))
6 1
2
f(x+ ηei) +
1
2
f(x− ηei); ∀i = 1, . . . , n
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de donde
0 6 1
2
f(x+ ηei) +
1
2
f(x− ηei)− f(x)
=
1
2
f(x+ ηei) +
1
2
f(x− ηei)− 1
2
f(x)− 1
2
f(x)
=
1
2
[f(x+ ηei)− f(x)] + 1
2
[f(x− ηei)− f(x)] es decir
0 6 1
2
[f(x+ ηei)− f(x)] + 1
2
[f(x− ηei)− f(x)]
De aqu´ı se desprende que ∀i f(x + ηei) − f(x) y f(x − ηei) − f(x) no pueden ser si-
multa´neamente negativos.
Sea k = max{f(x± ηei)− f(x)| ∀i = 1, . . . , n} ⇒ 0 6 k <∞ y definimos δ = min{ η
nk
,
εη
nk
}
Sean αi > 0 ∀i = 1, . . . , n tales que: x− x =
n∑
i=1
αidi
di =

ηei si x− x > 0
−ηei si x− x < 0
Luego:
||x− x||2 = ||
n∑
i=1
αidi||2
=
n∑
i=1
n∑
j=1
αiαjdidj
=
n∑
i=1
α2i ||di||2
= η
n∑
i=1
α2i
6 δ2
As´ı se tiene que
n∑
i=1
α2i 6
δ2
η2
= min{ 1
n2
,
ε2
n2k2
} lo que implica en particular que
αi 6 min{ 1
n
,
ε
nk
} ∀i = 1, . . . , n
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⇒ f(x) = f(x− x+ x)
= f(
n∑
i=1
αidi + x)
= f(
n∑
i=1
1
n
(nαidi + x))
6
n∑
i=1
1
n
f(nαidi + x)
=
n∑
i=1
1
n
f(nαidi + x+ nαix− nαix)
=
1
n
n∑
i=1
f((1− nαi)x+ nαi(x+ di))
6 1
n
n∑
i=1
[(1− nαi)f(x) + nαif(x+ di)]
= f(x) +
n∑
i=1
αi[f(x+ di)− f(x)]
Luego (de la definicio´n de k y por la cota establecida para αi)
f(x)− f(x) 6
n∑
i=1
αi[f(x+ di)− f(x)]
6 k
n∑
i=1
αi
6 ε
Para terminar falta probar que f(x) + f(x) 6 ε
Sea y = 2x− x. Notemos que ||y − x|| = ||x− x|| 6 δ, luego f(y)− f(x) 6 ε.
Pero f(x) = f(
1
2
y +
1
2
x) 6 1
2
f(y) +
1
2
f(x) implica que
1
2
[f(x)− f(x)] 6 1
2
[f(y)− f(x)] 6 1
2
ε
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Luego |f(x)− f(x)| 6 ε y se tiene el resultado.

Note que las funciones convexas y co´ncavas pueden no ser continuas en todo lugar. Sin
embargo, por el Teorema (1.8), los puntos de discontuindad solo son permitidos en la frontera
de S, como se ilustra en la siguiente funcio´n convexa definida en S = {x : −1 6 x 6 1}:
f(x) =
{
x2 para |x| < 1
2 para |x| = 1
1.3 Funciones convexas no diferenciables
Las causas de no diferenciabilidad de un problema de optimizacio´n son diversas, sin embargo,
con un fin explicativo se pueden agrupar en dos: [3]
• La no diferenciabilidad de las funciones del problema, aunque las variables sean con-
tinuas.
• La no continuidad de las variables del mismo, aunque las funciones pudieran ser difer-
enciables en un conjunto ma´s amplio de puntos que el conjunto solucio´n del problema.
Se entiende por no continuidad de las variables el hecho de que alguna de ellas so´lo
pueda tomar valores enteros, o que sea continua por tramos o que sea semicontinua.
1.3.1 Subgradiente
Las funciones convexas poseen algunas propiedades usuales de diferenciabilidad, y una de
ellas es la existencia de la derivada direccional lateral (derecha e izquierda) en toda direccio´n
en un punto interior de su dominio. As´ı como en el caso usual de la derivada direccional
de una funcio´n diferenciable puede ser escrita en te´rminos del vector gradiente, que esta´
asociado con un hiperplano tangente al gra´fico de la funcio´n, la derivada lateral derecha
de una funcio´n convexa, no necesariamente diferenciable puede ser escrita en te´rminos de
vectores subgradientes que esta´n asociados con hiperplanos soportes al ep´ıgrafo de la funcio´n.
En lo sucesivo nos referiremos a la derivada direccional derecha como derivada direccional
[14].
Definicio´n 1.10. Sean f : Rn 7−→ R, x ∈ Rn; la derivada direccional de f en x con respecto
a y es definida como el siguiente l´ımite:
f ′(x) = lim
t→0+
f(x+ ty)− f(x)
t
si este l´ımite existe.
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Figura 1.12: Ep´ıgrafo de una funcio´n f en R [12]
Hipo´grafo y ep´ıgrafo de una funcio´n
Una funcio´n f en S puede ser completamente descrita por el conjunto {(x, f(x))|x ∈ S} ⊂
Rn+1, denominado grafo de la funcio´n. Se puede construir uno de dos conjuntos que esta´n
relacionados al grafo de la funcio´n f : el ep´ıgrafo y el hipo´grafo de f.
Definicio´n 1.11. Sea S un conjunto no vac´ıo en Rn, y sea f : S 7−→ R. El ep´ıgrafo de f
denotado por epi(f), es un subconjunto de Rn+1 definido por:
{(x, y)|x ∈ S, y ∈ R, y > f(x)}
El hipo´grafo de f denotado por hyp(f) es un subconjunto de Rn+1 definido por:
{(x, y)|x ∈ S, y ∈ R, y 6 f(x)}
Teorema 1.9. Sea S un conjunto convexo no vac´ıo en Rn, y sea f : S 7−→ R. Entonces f
es convexa si y solo si el epi(f) es un conjunto convexo.
Demostracio´n [11]
”⇒” Sea f convexa. Sean (x, α), (y, β) ∈ epi(f), λ ∈ [0, 1]. Entonces por convexidad
λ(x, α) + (1− λ)(y, β) = (λx+ (1− λ)y, λα + (1− λ)β) ∈ S × R
Como f es convexa, entonces
f(λx+ (1− λ)y) 6 λf(x) + (1− λ)f(y) 6 λα + (1− λ)β
Puesto que f(x) 6 α y f(y) 6 β. Luego
λ(x, λ) + (1− λ)(y, β) ∈ epi(f)
Por lo tanto epi(f) es convexo.
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”⇐”
Sea ahora epi(f) un conjunto convexo. Claramente se tiene que (x, f(x)), (y, f(y)) ∈ epi(f)
y por lo tanto, para λ ∈ [0, 1] se tiene:
λ(x, f(x)) + (1− λ)(y, f(y)) ∈ epi(f)
es decir
(λx+ (1− λ)y, λf(x) + (1− λ)f(y)) ∈ epi(f)
de donde se concluye que f es convexa.

Definicio´n 1.12. Sean f : Rn 7−→ R, x0 ∈ Rn Un vector s ∈ Rn tal que:
f(x) > f(x0) + 〈s, x− x0〉, ∀x ∈ Rn
es llamado un subgradiente de f en x0.
El conjunto de subgradientes de una funcio´n f en el punto x0 es llamado subdiferencial de f
en x0 y se denota por ∂f(x0). [14]
Ejemplo 1.1. Sea f(x) = min{f1(x), f2(x)}, donde f1 y f2 son definidas como sigue:
f1(x) = 4− |x|, x ∈ R
f2(x) = 4− (x− 2)2, x ∈ R
Como f1(x) 6 f2(x) para 1 6 x 6 4, f puede ser representada de la siguiente forma:
f(x) =

4− |x| si 1 6 x 6 4
4− (x− 2)2 en otro caso
En la Figura 1.13 se muestra la funcio´n co´ncava f. Note que ξ = −1 es la pendiente y por
lo tanto el subgradiente de f en cualquier punto x en el intervalo abierto (1, 4). Si x < 1 o
x > 4, ξ = −2(x− 2) es el u´nico subgradiente de f. En los puntos x = 1 y x = 4, los subgra-
dientes no son u´nicos porque muchos hiperplanos soportes existen. En x = 1, la familia de
subgradientes esta´ caracterizada por λ∇f1(1) + (1− λ)λf2(1) = λ(−1) + (1− λ)(2) = 2− 3λ
para λ ∈ [0, 1]. En otras palabras, cualquier ξ en el intervalo [−1, 2] es un subgradiente de f
en x = 1, y e´stos corresponden a las pendientes de la familia de hiperplanos soporte de f en
x = 1. En x = 4, la familia de subgradientes esta´ caracterizada por λ∇f1(4)+(1−λ)∇f2(4) =
λ(−1) + (1− λ)(−4) = −4 + 3λ para λ ∈ [0, 1]. En otras palabras, cualquier ξ en el intervalo
[−4,−1] es un subgradiente de f en x = 4
1.3. FUNCIONES CONVEXAS NO DIFERENCIABLES 23
Figura 1.13: figura del ejemplo de subgradiente [2]
Figura 1.14: Interpretacio´n geome´trica del subgradiente en R [14]
Definicio´n 1.13. Si ∂f(x0) 6= ∅ entonces diremos que f es subdiferenciable en x0.
Geome´tricamente, s ∈ Rn es un subgradiente de la funcio´n convexa f en x0 si el grafo de f en
Rn+1 esta´ por encima del gra´fico del hiperplano y = f(x) + 〈s, x−x0〉. Como (x0, f(x0)) esta´
en el hiperplano, este hiperplano constituye un hiperplano soporte a epi(f) en (x0, f(x0)).
Esto es, la existencia de un vector subgradiente establece la existencia de un hiperplano
soporte no vertical a epi(f) en (x0, f(x0)).
El siguiente teorema muestra que cada funcio´n convexa o co´ncava tiene al menos un subgra-
diente en el interior de su dominio. La prueba se basa en el hecho que un conjunto convexo
tiene un hiperplano soporte en sus puntos l´ımite.
Teorema 1.10. Sea S un conjunto no vac´ıo en Rn, y sea f : S 7−→ R convexa. Entonces,
para x ∈ S˚, existe un vector ξ tal que el hiperplano
H = {(x, y) : y = f(x+ ξt(x− x))}
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es soporte para epi(f) en [x, f(x)]. En particular,
f(x) > f(x) + ξt(x− x) ∀x ∈ S
estos es: ξ es un subgradiente de f en x
Demostracio´n
Por Teorema (1.9), epi(f) es convexo. Note que (x, f(x)) pertenece a la frontera del epi(f),
por el Teorema (1.5) existe un vector no nulo (ξ0, µ) ∈ Rn × R tal que
ξt0(x− x) + µ[y − f(x)] 6 0 ∀(x, y) ∈ epi(f) (1.6)
Note que µ no es positivo, porque de otra manera, la desigualdad (1.6) sera´ contradictoria al
elegir y suficientemente grande.
Ahora mostraremos por contradiccio´n que µ < 0. Suponga que µ = 0, entonces ξt0(x− x) 6
0 ∀x ∈ S. Como x ∈ S˚, existe λ > 0 tal que x + λξ0 ∈ S y por lo tanto λξt0ξ0 6 0. Esto
implica que ξ0 = 0 y (ξ0, µ) = 0, contradiciendo el hecho que (ξ, µ) es un vector no nulo. Por
lo tanto, µ < 0. Denotando
ξ0
|µ| por ξ y dividiendo la desigualdad (1.6) por |µ| tenemos:
ξt(x− x)− y + f(x) 6 0 ∀(x, y) ∈ epi(f) (1.7)
En particular, el hiperplano H = {(x, y)| y = f(x) + ξt(x − x)} es soporte de epi(f) en
(x, f(x)). Haciendo y = f(x) en (1.7) se obtiene f(x) > f(x) + ξt(x− x) ∀x ∈ S.

El siguiente teorema establece que toda funcio´n convexa es subdiferenciable en el interior de
su dominio [14].
Teorema 1.11. Sea f una funcio´n convexa definida en un convexo S, entonces en cada punto
x0 ∈ S˚ se tiene que ∂f(x0) 6= ∅.
Demostracio´n
El punto(x0, f(x0)) es un punto frontera de epi(f) y como epi(f) es convexo, podemos aplicar
el Teorema (1.5) tomando S = epi(f), entonces existe un vector no nulo (a, β) ∈ Rn × R tal
que
〈(a, β), (x, y)〉 6 〈(a, β), (x0, f(x0))〉
Para todo (x, y) ∈ epi(f), esta relacio´n es equivalente a:
〈a, x〉βy 6 〈a, x0〉+ βf(x0). (1.8)
como el lado derecho es independiente de y y y > f(x), para todo x ∈ S, si β > 0, el lado
izquierdo se puede hacer tan grande como se quiera haciendo variar y, lo cual es una con-
tradiccio´n, por lo tanto, β 6 0.
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Si β = 0 entonces a 6= 0 luego, para todo x ∈ S se tiene:
〈x, a〉 6 〈x0, a〉
Como x ∈ S˚ entonces existe ε > 0 tal que x1 = x0 + aε ∈ S, tomando x = x1 en la u´ltima
desigualdad obtenemos: ε〈a, a〉 6 0 lo cual es absurdo. Luego β < 0, dividiendo ambos
miembros de (1.8) por β y tomando y = f(x) obtenemos:
f(x) > f(x0) +
〈
−a
β
, x− x0
〉
∀x ∈ S (1.9)
as´ı −a
β
∈ ∂f(x0), esto concluye la prueba.

1.3.2 Funciones convexas diferenciables
Definicio´n 1.14. [2] Sea S un conjunto no vac´ıo en Rn, y sea f : S 7−→ R. Entonces f se
dice que es diferenciable en x ∈ S˚ si existe un vector ∇f(x), llamado vector gradiente; y una
funcio´n α : Rn 7−→ R tal que:
f(x) = f(x) +∇f(x)t(x− x)+ ‖ x− x ‖ α(x, x− x) ∀x ∈ S
do´nde lim
x→x
α(x, x− x) = 0.
La funcio´n f se dice que es diferenciable en S ′ ⊆ S si e´sta es diferenciable en cada punto de
S ′. Esta representacio´n de f es llamada expansio´n (serie de Taylor) de primer orden de f en
el punto x.
Note que si f es diferenciable en x, solo podr´ıa haber un vector gradiente el cual esta´ dado
por:
∇f(x) =
(
∂f(x)
∂x1
, . . . ,
∂f(x)
∂xn
)t
≡ (f1(x), . . . , fn(x))t
do´nde fi(x) =
∂f(x)
∂xi
es la derivada parcial de f respecto a xi en x.
Teorema 1.12. Sea f una funcio´n convexa definida en un conjunto convexo S de Rn y sea
x un punto interior de S. Supo´ngase que f es diferenciable en x entonces posee un u´nico
subgradiente en x, es decir ∂f(x) = {∇f(x)}.
Demostracio´n [2]
(Ve´ase [2]). Por Teorema 1.10 el conjunto de subgradientes de f en x es no vac´ıo. Ahora,
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sea ξ un subgradiente de f en x como resultado del Teorema 1.10 y la diferenciabilidad de f
en x, para cualquier vector d y para λ suficientemente pequen˜a, se obtiene
f(x+ λd) > f(x) + λξtd
f(x+ λd) = f(x) + λ∇f(x)td+ λ||d||α(x;λd)
Restando la ecuacio´n de la desigualdad se obtiene:
0 > λ[ξ −∇f(x)]td− λα(x;λd)
Si dividimos por λ > 0 haciendo λ 7−→ 0+, se sigue que [ξ − ∇f(x)]td 6 0. Escogiendo
d = ξ −∇f(x), la u´ltima desigualdad implica que ξ = ∇f(x).

La siguiente proposicio´n garantiza la existencia de la derivada direccional de las funciones
convexas (bajo ciertas hipo´tesis generales).
Proposicio´n 1.4. Sea f : S 7−→ R, convexa. Sean x ∈ S y d 6= 0 tales que existe η > 0 que
cumple x+ λd ∈ S, para todo λ ∈ [0, η[. Entonces f ′(x+ d) existe.
Demostracio´n
Sean 0 < λ1 < λ2 < η. Entonces
f(x+ λ1d) = f(
λ1
λ2
(x+ λ2d) + (1− λ1
λ2
)x) 6 λ1
λ2
f(x+ λ2) + (1− λ1
λ2
)f(x)
implica
f(x+ λ1d)− f(x)
λ1
6 f(x+ λ2d)− f(x)
λ2
As´ı, la funcio´n ϕ(λ) =
f(x+ λd)− f(x)
λ
es mono´tona (no decreciente) y por lo tanto
infλ>0 ϕ(λ) existe (estamos en R).
Pero infλ>0 ϕ(λ) = limλ 7−→0+ ϕ(λ) = f ′(x, d), luego la derivada direccional existe.

El teorema siguiente permite caracterizar la convexidad de las funciones diferenciables, es-
tableciendo que el hiperplano soporte de la funcio´n, en un punto cualquiera de la frontera
del ep´ıgafo, acota inferiormente a la funcio´n.
Teorema 1.13. (Caracterizacio´n de convexidad en el caso diferenciable) Sea S un
conjunto abierto no vac´ıo en Rn y sea f : S 7−→ R diferenciable en R. Entonces f es convexa
si y so´lo si para cualquier x ∈ S se tiene:
f(x) > f(x) +∇f(x)t(x− x) ∀x ∈ S
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De igual forma, f es estrictamente convexa si y so´lo si para cada x ∈ S se tiene:
f(x) > f(x) +∇f(x)t(x− x) ∀x 6= x ∈ S
Demostracio´n [11]
”⇒” Sea f convexa. Dado x, x ∈ S se tiene que
f(λx+ (1− λ)x) 6 λf(x) + (1− λ)f(x), ∀λ ∈ [0, 1]
Reordenando tenemos que
f(x+ λ(x− x))− f(x)
λ
6 f(x)− f(x), ∀λ ∈ [0, 1]
por Proposicio´n (1.4) y tomando l´ımite λ 7−→ 0+ :
f ′(x, d) = ∇f(x)t(x− x) 6 f(x)− f(x)
que implica
f(x) > f(x) +∇f(x)t(x− x), ∀x, x ∈ S
”⇐” Sean x, x ∈ S. Entonces
f(x) > f(λx+ (1− λ)x) + 〈∇f(λx+ (1− λ)x), (1− λ)(x− x)〉 ∀λ ∈ [0, 1]
f(x) > f(λx+ (1− λ)x) + 〈∇f(λx+ (1− λ)x), λ(x− x)〉 ∀λ ∈ [0, 1]
multiplicando la primera desigualdad por λ, la segunda por (1− λ) y sumando, se tiene
λf(x) + (1− λ)f(x) > f(λx+ (1− λ)x) ∀λ ∈ [0, 1]
es decir, f es convexa.

El siguiente teorema da una caracterizacio´n suficiente y necesaria para funciones convexas.
Para una funcio´n f de una variable, la caracterizacio´n se reduce a una pendiente creciente.
Teorema 1.14. Sea S un conjunto abierto no vac´ıo en Rn y sea f : S 7−→ R diferenciable
en S. Entonces f es convexa si y so´lo si para cada x1, x2 ∈ S se tiene:
[∇f(x2)−∇f(x1)]t(x2 − x1) > 0.
Similarmente, f es estrictamente convexa para cualquier x1, x2 ∈ S distintos, entonces se
tiene:
[∇f(x2)−∇f(x1)]t(x2 − x1) > 0.
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Demostracio´n [11]
De acuerdo al teorema anterior
f(x1) > f(x2) + 〈∇f(x2), x1 − x2〉 ∀x1, x2 ∈ S
f(x2) > f(x1) + 〈∇f(x1), x2 − x1〉 ∀x1, x2 ∈ S
Sumando las desigualdades anteriores, se tiene que
0 > 〈∇f(x2), x1 − x2〉+ f(x1) + 〈∇f(x1), x2 − x1〉 = 〈−∇f(x2) +∇f(x2), x2 − x1〉
es decir, 〈∇f(x2)−∇f(x1), x2 − x1〉 > 0 ∀x1, x2 ∈ S.

Aunque los teoremas (1.13) y (1.14) dan una caracterizacio´n suficiente y necesaria para fun-
ciones convexas, comprobar estas condiciones desde el punto de vista computacional es muy
dif´ıcil. Una caracterizacio´n ma´s simple y manejable, al menos para funciones cuadra´ticas
puede obtenerse siempre que la funcio´n sea dos veces diferenciable.
Funciones dos veces diferenciables [2]
Una funcio´n f que es diferenciable en x se dice que es dos veces diferenciable en x si la
representacio´n de la expansio´n de segundo orden (serie de Taylor) de la siguiente definicio´n
existe.
Definicio´n 1.15. Sea S un conjunto no vac´ıo en Rn y sea f : S 7−→ R. Entonces f se dice
que es dos veces diferenciable en x ∈ S˚ si existe un vector ∇f(x), y una matriz sime´trica
H(x) de n× n, llamada matriz hessiana y una funcio´n α : Rn 7−→ R tal que:
f(x) = f(x) +∇f(x)t(x− x) + 1
2
(x− x)H(x)(x− x)+ ‖ x− x ‖2 α(x, x− x)
para cada x ∈ S, donde lim
x 7−→x
α(x, x− x) = 0.
La funcio´n f se dice dos veces diferenciable en el conjunto abierto S ′ ⊆ S si es dos veces
diferenciable en cada punto de S ′.
Cabe sen˜alar que para funciones dos veces diferenciables, la matriz hessiana H(x) esta´ com-
puesta por las derivadas parciales de orden dos fij(x) ≡ ∂
2f(x)
∂xi∂xj
; i = 1, . . . , n. j = 1, . . . , n y
esta´ dada de la siguiente forma:
H(x) =

f11(x) f12(x) . . . f1n(x)
f21(x) f22(x) . . . f2n(x)
...
...
. . .
...
fn1(x) fn2(x) . . . fnn(x)

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Ejemplo 1.2. Sea f(x1, x2) = 2x1 + 6x2 − 2x21 − 3x22 + 4x1x2. Entonces tenemos
∇f(x) =
[
2− 4x1 + 4x2
6− 6x2 + 4x1
]
y H(x) =
(−4 4
4 −6
)
Por ejemplo, tomando x = (0, 0)t, la expansio´n de segundo orden de esta funcio´n esta´ dada
por
f(x1, x2) = (2, 6)
(
x1
x2
)
+
1
2
(x1, x2)
(−4 4
4 −6
) (
x1
x2
)
El Teorema 1.15 muestra que f es convexa si y so´lo si su matriz hessiana es semi-definida
positiva (PSD) en todo S; esto es:
Definicio´n 1.16. Para cualquier x ∈ S tenemos que xtH(x)x > 0 para todo x ∈ Rn
Teorema 1.15. (Caracterizacio´n de convexidad para una funcio´n dos veces difer-
enciable) Sea S ⊆ Rn un abierto, convexo, no vac´ıo y sea f : S 7−→ R dos veces diferenciable
en S. Entonces, f es convexa si y so´lo si H(x) es semi-definida positiva ∀x ∈ S
Demostracio´n [2]
Supo´ngase que f es convexa y sea x ∈ S. Necesitamos mostrar que xtH(x)x > 0 para
cualquier x ∈ Rn.
Como S es abierto, entonces dado cualquier x ∈ Rn, x + λx ∈ S para |λ| 6= 0 y suficiente-
mente pequen˜o, por Teorema 1.13 y la doble diferenciabilidad de f, tenemos las dos siguientes
expresiones
f(x+ λx) > f(x) + λ∇f(x)tx (1.10)
f(x+ λx) = f(x) + λ∇f(x)tx+ 1
2
λ2xtH(x)x+ λ2||x||2α(x, λx) (1.11)
sustrayendo (1.10) de (1.11), obtenemos
1
2
λ2xtH(x)x+ λ2||x||2α(x, λx) > 0
Dividiendo por λ2 > 0y haciendo λ 7−→ 0, se tiene que xtH(x)x > 0.
Inversamente, supongamos que la matriz hessiana es definida semi-positiva en cada punto de
S. Consideremos x, x ∈ S. Entonces, por el teorema del valor medio tenemos:
f(x) = f(x) +∇f(x)t(x− x) + 1
2
(x− x)tH(xˆ)(x− x) (1.12)
donde xˆ = λx+ (1− λ)x para algu´n λ ∈ (0, 1). Note que xˆ ∈ S y que H(xˆ) es semi-definida
positiva, por lo tanto (x− x)tH(xˆ)(x− x) > 0, y de (1.12) se concluye que
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f(x) > f(x) +∇f(x)t(x− x)
ya que la desigualdad anterior es cierta para cualquier x, x ∈ S, f es convexa por Teorema
1.13

Para entender esta condicio´n, en el caso de una funcio´n en R se tiene que cumplir que
f ′′(x) > 0, y esto significa que la derivada es creciente (para ser exacto, no decreciente). En
general ∇f(x) > 0 india que la gra´fica de la funcio´n tendra´ curvatura positiva en x
1.3.3 Mı´nimo y ma´ximo de funciones convexas
En esta parte se considerara´n problemas de minimizar y maximizar una funcio´n convexa
sobre un conjunto convexo y se desarrollaran las condiciones necesarias y suficientes para
optimalidad [2].
Definicio´n 1.17. Sea f : Rn 7−→ R y consideremos el problema a minimizar f(x) sujeto
a x ∈ S. Un punto x ∈ S es llamado solucio´n factible para el problema. Si x ∈ S y
f(x) > f(x) para cada x ∈ S, x es llamado una solucio´n o´ptima, solucio´n o´ptima
global o simplemente una solucio´n para el problema.
La coleccio´n de soluciones o´ptimas es llamada solucio´n o´ptima alternativa.
• Si x ∈ S y si existe un ε−vecindario Nε(x) alrededor de x tal que f(x) > f(x) para
cada x ∈ S ∩Nε(x), x es llamado solucio´n o´ptima local.
• Si x ∈ S y f(x) > f(x) para todo x ∈ S∩Nε(x), x 6= x para algu´n ε > 0, x es llamada
solucio´n o´ptima local estricta.
• Si x ∈ S es el u´nico mı´nimo local en S ∩Nε(x), para algu´n vecindario Nε(x) alrededor
de x, x es llamada solucio´n o´ptima local fuerte o aislada
Todos estos tipos de o´ptimo local o mı´nimo local a veces tambie´n se denominan como
mı´nimo relativo. La Figura (1.15) ilustra ejemplos de mı´nimos locales y globales para
el problema de minimizar f(x) sujeto a x ∈ S
Teorema 1.16. Sea S un conjunto convexo no vac´ıo en Rn y sea f : S 7−→ R convexa en S.
Considere minimizar el problema f(x) sujeto a x ∈ S. Suponga que x ∈ S es una solucio´n
o´ptima local para el problema, entonces:
1. x es una solucio´n o´ptima global.
2. Si x es una solucio´n mı´nima estricta o f es estrictamente convexa, x es la u´nica
solucio´n o´ptima global y tambie´n es un mı´nimo local.
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Figura 1.15: Mı´nimo local y global [2]
Demostracio´n [2] V
1. Sea ε > 0 tal que f(x) 6 f(x), ∀x ∈ Vε(x) = {x ∈ S| ||x− x|| < ε} y supongamos que
x no es o´ptimo global.
Es decir, existe y ∈ S tal que f(y) < f(x). Luego, para λ ∈]0, 1[
f(λy + (1− λ)x) 6 λf(y) + (1− λ)f(x) < λf(x) + (1− λ)f(x) = f(x)
para λ suficientemente pequen˜o (en realidad basta con elegir λ <
ε
||y − x||), se tiene
que λy + (1 − λ)x ∈ Vε(x), lo cual es una contradiccio´n pues x es el mı´nimo local en
Vε(x)
2. Como f es estrictamente convexa, entonces f es convexa. Luego, por (1), x es mı´nimo
global.
Supongamos que no es u´nico, esto es, que existe y ∈ S con y 6= x, tal que f(y) = f(x).
Entonces
f(
1
2
y +
1
2
x) <
1
2
f(y) +
1
2
f(x) = f(x)
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lo que implica que existe z ∈ S, z = 1
2
y+
1
2
x, distinto de x, tal que f(z) < f(x). Esto
contradice el hecho que x es mı´nimo global.

A continuacio´n, se presenta una condicio´n necesaria y suficiente para la existencia de una
solucio´n global. Si tal solucio´n o´ptima no existe, entonces inf{f(x) : x ∈ S} es finito, pero
no se alcanza en ningu´n punto de S o´ e´ste es igual a −∞.
Teorema 1.17. Sea f una funcio´n convexa en Rn y S un conjunto convexo en Rn Consid-
eremos el problema de optimizacio´n
min
x∈S
f(x).
Entonces x es un mı´nimo local de f sobre S si y so´lo si existe s ∈ ∂f(x) tal que
〈s, x− x〉 > 0 para toda x ∈ S
Demostracio´n [2]
”⇒” Supo´ngase que 〈s, x − x〉 > 0 para toda x ∈ S, donde s es un subgradiente de f en x.
Por la convexidad de f tenemos:
f(x) > f(x)〈s, x− x〉 > f(x), ∀x ∈ S
y por lo tanto x es una solucio´n o´ptima del problema dado.
”⇐” Supo´ngase que x es una solucio´n o´ptima para el problema, ahora definamos los siguientes
conjuntos
Λ1 = {(x− x, y)| x ∈ Rn, y > f(x)− f(x)}
Λ2 = {(x− x, y)| x ∈ S, y 6 0}
donde Λ1 y Λ2 son convexos. Asimismo Λ2
⋂
Λ2 = ∅ porque sino existir´ıa un punto (x, y) tal
que
x ∈ S 0 > y > f(x)− f(x)
contradiciendo la hipo´tesis de que x es una solucio´n o´ptima del problema. Por Teorema 1.6
existe un hiperplano que separa Λ1 y Λ2, es decir, existe un vector no nulo (p, µ) y un escalar
α tal que
〈p, x− x〉+ µy 6 α ∀x ∈ Rn, y > f(x)− x (1.13)
〈p, x− x〉+ µy > α ∀x ∈ S, y 6 0 (1.14)
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Si hacemos x = x y y = 0 en (1.14), se sigue que α 6 0. Continuando, hacemos x = x y
y = ε > 0 en (1.13), se sigue que µε 6 α. Como esto es cierto para cada ε > 0, µ 6 0 y
α > 0. Para resumir, hemos demostrado que µ 6 0 y α = 0. Si µ = 0 de (1.13) 〈p, x− x〉 6 0
para cada x ∈ Rn. Si hacemos x = x+ p, se sigue que
0 > 〈p, x− x〉 = ||p||2
y por lo tanto p = 0. Como (p, µ) 6= (0, 0), se tiene que µ > 0. Dividiendo (1.13) y (1.14) por
−µ y denotando p
µ
por s, se tienen las siguientes desigualdades:
y > 〈s, x− x〉, ∀x ∈ Rn, y > f(x)− f(x) (1.15)
〈s, x− x〉 > 0, ∀x ∈ S, y 6 0 (1.16)
haciendo y = 0 en (1.16) se obtiene 〈s, x − x〉 > 0 para todo x ∈ Rn. De (1.15) es evidente
que
f(x) > f(x) + 〈s, x− x〉 ∀x ∈ Rn
Por lo tanto, s es un subgradiente de f en x con la propiedad de 〈s, x − x〉 > 0 para todo
x ∈ S

Maximizar una funcio´n convexa
Se desarrollara´ una condicio´n necesaria para un ma´ximo de una funcio´n convexa sobre un
conjunto convexo. Desafortunadamente, esta condicio´n no es suficiente. Por lo tanto, es
improbable, que varios ma´ximos que satisfagan la condicio´n del Teorema 1.18 existan. En
el caso de minimizar, no existe informacio´n local de tales soluciones que podr´ıan llevar a
mejores puntos. Por lo tanto, maximizar una funcio´n convexa es una tarea mucho ma´s dura
que minimizar una funcio´n convexa.
Teorema 1.18. Sea f : Rn 7−→ R una funcio´n convexa y sea S un conjunto convexo no
vac´ıo en Rn. Considere el problema:
max
x∈S
f(x)
Si x ∈ S es una solucio´n o´ptima local,
〈s, x− x〉 6 0
para cada x ∈ S, donde s ∈ ∂f(x)
Demostracio´n [2]
Supo´ngase que x ∈ S es una solucio´n o´ptima local. Entonces existe un ε−vecindario Nε(x)
tal que f(x) 6 f(x) ∀x ∈ S⋂Nε(x). Sea x ∈ S y note que x+ λ(x− x) ∈ S⋂Nε(x) para
λ > 0 y suficientemente pequen˜o, por lo tanto:
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f [x+ λ(x− x)] 6 f(x) (1.17)
Sea s un subgradiente de f en x. Por la convexidad de f se tiene
f [x+ λ(x− x)]− f(x) > λ〈st, x− x〉
La desigualdad anterior junto con (1.17) implica que λ〈s, x − x〉 6 0 y dividiendo por λ se
sigue el resultado.

1.4 Condiciones de optimalidad y dualidad
Optimizacio´n sin restricciones [11]
En esta seccio´n, obtendremos condiciones necesarias y suficientes para resolver problemas no
lineales irrestrictos (que es el caso en que S = Rn), es decir, problemas del tipo:
(P ) min f(x)
x ∈ Rn
En general supondremos que f es una funcio´n una o dos veces continuamente diferenciable.
Teorema 1.19. (Condiciones necesarias de optimalidad) Sea x∗ la solucio´n local de
(P ) y supongamos f ∈ C2(S), donde S es un conjunto abierto que contienen a x∗. Entonces
a) ∇f(x∗) = 0
b) La matriz Hessiana H(x∗) es semidefinida positiva.
Demostracio´n [11]
Sea d ∈ Rn, no nulo dado y consideremos la funcio´n g(α) = f(x∗ + αd)
a) Como x∗ es un mı´nimo local de f se tiene que
f(x∗) 6 f(x∗ + αd) ∀α > 0 suficientemente pequen˜o
Es decir
0 6 f(x
∗ + αd)− f(x∗)
α
Tomando l´ımite
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0 6 lim
α 7−→0+
f(x∗ + αd)− f(x∗)
α
= g′(0)
Ahora, por la regla de la cadena se tiene que g′(α) = ∇f(x∗ + αd)td, lo que implica
que g′(0) = ∇f(x∗)td, por lo tanto
0 6 ∇f(x∗)td
Como d es arbitrario, tomando d = ei, siendo ei el i−e´simo vector de la base cano´nica,
se deduce que
∂f(x∗)
∂xi
= 0⇒ ∇f(x∗) = 0
b) Consideremos el desarrollo de Taylor de segundo orden
g(α) = g(0) + g′(0)α +
1
2
g′′(0)α2 + (α2)
donde la funcio´n (t) cumple lim
t7−→0
(t)
t
.
Considerando que g′(α) = ∇(x∗+αd)td y g′′(α) = dtH(x∗+αd)d. la expresio´n anterior
se escribe
f(x∗ + αd)− f(x∗) = α∇f(x∗)td+ α
2
dtH(x∗)d+ (α2)
por lo tanto, como ∇f(x∗) = 0 y f(x∗ + αd) − f(x∗) > 0, para α > 0 suficientemente
pequen˜o, se tiene que
0 6 dtH(x∗)d+ (α
2)
α2
Tomando α 7−→ 0 se obtiene que H(x∗) es semidefinida positiva.

Teorema 1.20. Sea f ∈ C2(S), con S abierto. Supongamos que x∗ ∈ S satisface:
a) ∇f(x∗) = 0
b) La matriz H(x∗) es definida positiva
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Entonces x∗ es un mı´nimo local estricto.
Demostracio´n [2]
Como f es dos veces diferenciable en x∗, se debe tener para x∗ ∈ Rn,
f(x) = f(x∗) +∇f(x∗)t(x− x∗) + 1
2
(x− x∗)tH(x∗)(x− x∗) + ||x− x∗||2α〈x∗, x− x∗〉 (1.18)
Como α〈x∗, x− x∗〉 7−→ 0 cuando x 7−→ x∗.
Por contradiccio´n, supongamos que x∗ no es un mı´nimo local estricto, es decir, suponga que
existe una sucesio´n {xk} convergiendo a x∗ tal que f(xk) 6 f(x∗), xk 6= x∗ y denotando
xk − x∗
||xk − x∗|| por dk, por lo tanto, (1.18) implica que
1
2
dtkH(x
∗)dk + α〈x∗, x− x∗〉 ∀k (1.19)
Pero ||dk|| = 1 para cada k; y por lo tanto existe una familia de ı´ndices K tal que {dk}K
converge a d, donde ||d|| = 1. Considerando esta subsucesio´n y el hecho que α〈x∗, xk−x∗〉 7−→
0 cuando k ∈ K aproxima´ndose a ∞, (1.19) implica que dtH(x∗)d 6 0. Esto contradice la
hipo´tesis que H(x∗) es definida positiva cuando ||d|| = 1. Por lo tanto, x∗ es efecto un mı´nimo
local estricto.

1.4.1 Optimizacio´n con restricciones
Para el caso con restricciones, las condiciones de optimalidad son algo ma´s complicadas que
para el caso irrestricto. Comencemos con algunas definiciones previas.[11]
Definicio´n 1.18. Sea f : Rn 7−→ R. Se dice que d ∈ Rn es direccio´n de descenso de f
en x si ∇f(x)td < 0
Definicio´n 1.19. Sea S un conjunto no vac´ıo en Rn y x ∈ S. Se llama cono de direcciones
admisibles de S en x al conjunto:
A(x) = {d| d 6= 0, x+ λd ∈ S, ∀λ ∈ [0, η[ para algu´n η > 0}
Denotaremos por D(x) = {d| ∇f(x)td < 0} al conjunto de direcciones de descenso.
Adema´s, por simplicidad notacional y si no hay posible confusio´n, escribiremos A = A(x) y
D = D(x). Ambos conjuntos pueden ser vac´ıos.
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Teorema 1.21. Sea f : Rn 7−→ R diferenciable en x ∈ S. Si x es mı´nimo local del problema
(P ) min f(x) (1.20)
x ∈ S (1.21)
entonces A⋂D = ∅
Demostracio´n
Razonando por contradiccio´n, supongamos que existe d ∈ A ∩ D, entonces
d ∈ A =⇒ ∃η > 0 tal que x+ λd ∈ S, λ ∈ [0, η[
d ∈ D =⇒ ε > 0 tal que f(x+ λd) < f(x), λ ∈ [0, ε[
Luego, f(x + λd) < f(x) para todo λ ∈]0,min{ε, η}[ lo que contradice la minimalidad local
de x.

Muy frecuentemente el conjunto factible S esta´ descrito mediante un sistema de inecuaciones,
que denominaremos restricciones. Sean g1, g2, . . . , gm, funciones de Rn en R, diferenciables,
Consideremos tambie´n el conjunto
S = {x ∈ Rn| gi(x) 6 0, i = 1, . . . , }
que es un convexo cuando las funciones g1, . . . , gm son convexas en Rn.
Definicio´n 1.20. Sea x ∈ Rn. Si una restriccio´n gi verifica gi(x) = 0 entonces se dice que
es activa en x. Adema´s I = {i| gi(x) = 0} denota el conjunto de ı´ndices de restricciones
activas en x
Sea ahora el conjunto G = {d| ∇gi(x)td < 0, ∀i ∈ I}, el cual denotaremos simplemente por
G.
Teorema 1.22. Sea x un punto factible de (P ), es decir, gi(x) 6 0 i = 1, . . . ,m. Entonces,
si x es un mı´nimo local de f, se cumple que G ∩ D = ∅
Demostracio´n
Basta probar que G ⊆ A y luego concluir usando el Teorema 1.21
Sea d ∈ D y consideremos el caso i ∈ I. Entonces ∇gi(x)td < 0, luego existe ηi > 0 tal que
gi(x+ λd) < gi(x) λ ∈]0, ηi[
Notar que el lado derecho de esta u´ltima desigualdad es nulo, entonces se tiene que
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gi(x+ λd) < 0 λ ∈]0, η[
para η = min
i∈I
{ηi}.
Tomemos ahora i /∈ I. Como x es factible, entonces cumple gi(x) < 0. De all´ı, por con-
tinuidad, se deduce que existe εi > 0 tal que gi(x+ λd) < 0 λ ∈ [0, εi[
Sea ε = min
i/∈I
{εi} y ∆ = min{η, ε}. Entonces podemos decir que
gi(x+ λd) 6 0 i = 1, . . . ,m ∀λ ∈ [0,∆[
Entonces d ∈ A, lo que completa la demostracio´n.

1.4.2 Problemas con restricciones de igualdad y desigualdades
Teorema 1.23. (Karush-Huhn-Tucker, desigualdades) Sea x la solucio´n de (P ) y
supongamos que {∇gi(x)| i ∈ I} es un conjunto linealmente independiente. Entonces existen
µ1, . . . , µm ∈ Rn tales que
∇f(x) +
m∑
i=1
µi∇gi(x) = 0
µigi(x) = 0 i = 1, . . . ,m
µi > 0 i = 1, . . . ,m
Demostracio´n [11]
Sabemos del Teorema 1.21, que D ∩G = ∅. Entonces, no existe una direccio´n d ∈ Rn tal que
∇f(x)td < 0
∇gi(x)td < 0 i ∈ I
Definiendo
A =

∇f(x)t
...
∇gi(x)t
...

i∈I
Podemos interpretar lo anterior como: no existe d ∈ Rn tal que Ad < 0. Entonces existe
p 6= 0 tal que
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Atp = 0
p = 0
Notemos que
p =

µ0
...
µi
...

i∈I
entonces
µ0∇f(x) +
∑
i∈I
µi∇gi(x) = 0
donde los coeficientes µ0, µi > 0 para i ∈ I, no son todos nulos.
Afirmamos que µ > 0. En efecto, si µ0 = 0, entonces se tiene que
∑
i∈I µi∇gi(x) = 0, donde
los coeficientes µi, i ∈ I no son todos nulos. Eso contradice la hipo´tesis de independencia
lineal.
As´ı, podemos redefinir los coeficientes µi ← µi
µ0
, ∀i ∈ I, con lo cual
∇f(x) +
∑
i∈I
µi∇gi(x) = 0
µi = 0 i ∈ I
donde los coeficientes µi i ∈ I no son todos nulos.
Tambie´n sabemos que gi(x) = 0 para i ∈ I y que gi(x) < 0 para i /∈ I, entonces, definiendo
µi = 0 ∀i /∈ I, se concluye que
∇f(x) +
m∑
i=1
µi∇gi(x) = 0
µigi(x) = 0 i = 1, . . . ,m
µi > 0 i = 1, . . . ,m
lo que completa la demostracio´n.

Ejemplo 1.3. Veremos aqu´ı cua´n importantes son las hipo´tesis del Teorema 1.23. El sigu-
iente problema es un problema cla´sico, que tiene como solucio´n o´ptima el punto x∗ =
[
1
0
]
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(P ) min −x1
−(1− x1)3 + x2 6 0
−x2 6 0
Figura 1.16: El Teorema de KKT no es aplicable en el o´ptimo
Como puede verse en la Figura 1.16, la versio´n del teorema de Karush-Kuhn-Tucker (KKT)
no es aplicable en este caso, pues los gradientes de g1 y g2 no son linealmente independientes
en x∗. En efecto:
∇g1(x∗) =
(
3(1− x∗1)2
1
)
=
(
0
1
)
∇g2(x∗) =
(
0
−1
)
∇f(x∗) =
(−1
0
)
Se observa que no existen µ1, µ2 > 0 que satisfagan
(−1
0
)
+
(
0
1
)
µ1 +
(
0
−1
)
µ2 =
(
0
0
)
Acontinuacio´n, se presenta sin demostracio´n el enunciado del teorema de Karush-Kuhn-
Tucker, extendido al caso de restricciones de igualdad y desigualdad [11].
Teorema 1.24. Sean las funciones f : Rn 7−→ R, gi : Rn 7−→ R i = 1, . . . ,m y gi : Rn 7−→
R j = 1, . . . , l diferenciables. Consideremos el problema
(P ) min f(x)
gi(x) 6 0 i = 1, . . . ,m
hj(x) = 0 j = 1, . . . , l
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Sea x un punto factible. Supongamos que el conjunto {∇gi(x), ∇hj(x)| i ∈ I, j = 1, . . . , l}
es linealmente independiente.
Entonces, si x es solucio´n de (P ), existen µi ∈ R, i = 1, . . . ,m, vj ∈ R, j = 1, . . . , l tales
que
∇f(x) +
m∑
i=1
µi∇gi(x) +
l∑
j=1
vj∇hj(x) = 0
µigi(x) = 0 i = 1, . . . ,m
µi > 0 i = 1, . . . ,m
Tal como en el caso de desigualdades, la hipo´tesis de independencia lineal de los gradientes
de las restricciones activas es demasiado fuerte y el teorema sigue siendo va´lido au´n cuando
esta hipo´tesis no se cumpla.
1.4.3 Dualidad Lagrangiana
Comenzaremos con la definicio´n de la funcio´n lagrangiana y los multiplicadores de Lagrange,
que nos permiten manejar las restricciones incorpora´ndolas a la funcio´n objetivo. A con-
tinuacio´n veremos que´ son la funcio´n y el problema dual. Esta teor´ıa hace que terminemos
produciendo un problema convexo a partir de cualquier problema de optimizacio´n.
Partimos de un problema de optimizacio´n en forma esta´ndar
minimizar fo(x)
sujeto a fi(x) 6 0 para i = 1, . . . ,m
hi(x) = 0 para i = 1, . . . , l (1.22)
x ∈ Rn
Se define la funcio´n lagrangiana L : Rn × Rm × Rl 7−→ R asociada al problema (1.22) como
L(x, λ, v) = f0(x) +
m∑
i=1
λifi(x) +
l∑
i=1
vihi(x)
Llamamos a λi el multiplicador de Lagrange asociado a la desigualdad fi(x) 6 0, igual que
los vi son los multiplicadores de Lagrange de sus igualdades correspondientes hi(x) = 0. De
forma vectorial, consideramos a λ y v las variables duales o vectores multiplicadores de La-
grange de nuestro problema.
La funcio´n dual de Lagrange es el mı´nimo de la funcio´n lagrangiana con respecto a x
θ(λ, v) = inf
x∈D
L(x, λ, v)
Dado un problema de programacio´n no lineal hay otro problema de programacio´n no lineal
asociado con el, el primero es llamado problema primal y el otro es llamado problema dual
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lagrangiano. Bajo ciertas condiciones de convexidad y restricciones adecuadas, los problemas
dual y primal poseen valores objetivos o´ptimos iguales, por lo tanto, es posible resolver el
problema primal de manera indirecta resolviendo el problema dual [2].
Considere el siguiente problema de programacio´n no lineal, el cual es llamado problema primal
Problema primal P:
minimizar f(x)
sujeto a gi(x) 6 0 para i = 1, . . . ,m
hi(x) = 0 para i = 1, . . . , l
x ∈ X
El problema dual lagrangiano se indica a continuacio´n.
Problema dual lagrangiano D
maximizar θ(λ, v)
sujeto a λ, v > 0
donde θ(λ, v) = inf{f(x) +
m∑
i=1
λigi(x) +
l∑
i=1
vihi(x) : x ∈ X}
Note que la funcio´n dual lagrangiana θ puede tomar el valor de −∞ para algunos vectores
(λ, v). Como el problema dual consiste en maximizar el ı´nfimo (la mayor de las cotas inferi-
ores) de la funcio´n f(x)+
m∑
i=1
λigi(x) +
l∑
i=1
vihi(x), a veces se refieren a e´ste como dual viable.
Este problema es convexo sin depender de que el problema principal lo sea o no, para ello
enunciamos la siguiente proposicio´n [3].
Proposicio´n 1.5. La funcio´n dual de un problema de maximizacio´n es una funcio´n convexa
en cualquier subconjunto convexo de su dominio, siempre que este no sea el vac´ıo.
Demostracio´n [3]
Sea D1 un subconjunto convexo del dominio D de la funcio´n dual de un problema de maxi-
mizacio´n. Recordar que una funcio´n f es convexa si cumple con:
f(αx+ (1− α)y) 6 αf(x) + (1− α)f(y) ∀α ∈ [0, 1]
Ahora procedemos a demostrar que la funcio´n dual θ es convexa.
∀x, y ∈ D1 ⊆ D. Por ser D1 un conjunto convexo se tiene que
µx+ (1− µ)y ∈ D1 ∀µ ∈ [0, 1] ∀x, y ∈ D1 ⊆ D
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Por tanto, ∀µ ∈ [0, 1] ∀x, y ∈ D1 ⊆ D se tiene que
θ(λ, v) = inf
x,y∈D1
L(µx+ (1− µ)y, λ, v)
= inf
x,y∈D1
{f(µx+ (1− µ)y) + λg(µx+ (1− µ)y) +
vh(µx+ (1− µ)y)
= inf
x,y∈D1
{µf(x) + (1− µ)f(y) + λ(µg(x) + (1− µ)g(y)) +
v(µh(x) + (1− µ)h(y))}
= inf
x,y∈D1
{µ(f(x) + λg(x) + vh(x)) +
(1− µ)(f(y) + λg(y) + vh(y))}
= inf
x,y∈D1
{µL(x, λ, v) + (1− µ)L(y, λ, v)}
6 µ inf
x,y∈D1
L(x, λ, v) + (1− µ) inf
x,y∈X
L(x, λ, v)
= µθ(λ, v) + (1− µ)θ(λ, v)

El siguiente teorema muestra que el valor objetivo de cualquier solucio´n factible para el
problema dual produce una cota inferior en el valor objetivo de cualquier solucio´n factible
para el problema primal [2].
Teorema 1.25. Dualidad de´bil Sea x una solucio´n factible para el problema P ; esto es
x ∈ X, g(x) 6 0 y h(x) = 0. Sea (u, v) una solucio´n factible para el problema D; esto es
u > 0. Entonces f(x) > θ(u, v).
Demostracio´n
Por definicio´n de θ, y como x ∈ X, tenemos:
θ(u, v) = inf{f(y) + utg(y) + vth(y)| y ∈ X}
6 f(x) + utg(x) + vth(x)
6 f(x)
ya que u > 0, g(x) 6 0 y h(x) = 0. Esto completa la prueba.

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Y se cumple sea o no convexo nuestro problema. La diferencia f(x) − θ(x) (donde f(x) es
solucio´n del primal y θ(x) la solucio´n dual) es la distancia o´ptima de dualidad. En algunos
casos se utiliza este valor como cota inferior para el valor o´ptimo cuando el problema es dif´ıcil
de resolver, ya que el problema dual siempre sera´ convexo y permitira´ resolver de forma efi-
ciente el valor de θ(x).
Cuando la distancia o´ptima de dualidad es cero decimos que hay dualidad fuerte, y significa
que el problema dual de Lagrange nos da el mejor resultado posible (es decir, que la solucio´n
del primal y el dual coinciden). Para que esto se cumpla se tienen que dar unas determinadas
condiciones que se conocen como hipo´tesis de cualificacio´n. Uno de los posibles requisitos es
la condicio´n de Slater:
Condicio´n de Slater [14]
Diremos que la condicio´n de calificacio´n de restricciones de Slater se satisfacen si
1. Las funciones gi (de restriccio´n) son convexas y las funciones hj son afines.
2. Existe b tal que gi(b) = 0 para i = 1, . . . ,m
Es decir, tiene que existir un punto b estrictamente viable, lo que quiere decir que no so´lo
cumple las restricciones, sino que cumple las desigualdades con un margen positivo, o de
forma estricta.
La condicio´n de Slater tambie´n nos garantiza que si se cumple (y el problema es convexo) se
puede encontrar una solucio´n para el problema dual.
Teorema 1.26. Holgura complementaria Consideremos la pareja primal-dual
(P ) min ctx
Ax = b
x > 0
(D) max bty
Aty 6 c
Sean x∗ e y∗ o´ptimos respectivos de (P ) y (D), si s∗ = c− Aty∗. Entonces x∗ts∗ = 0.
Inversamente, si x∗ e y∗ son factibles para los problemas primal y dual respectivamente, y si
x∗ts∗ = 0, entonces las soluciones x∗ e y∗ son o´ptimas respectivas para (P ) y (D).
Demostracio´n [11]
Como x∗ e y∗ son o´ptimos respectivos de (P ) y (D), entonces ctx∗ = bty∗, de donde se tiene
1.4. CONDICIONES DE OPTIMALIDAD Y DUALIDAD 45
ctx∗ = bty∗ = x∗tAty∗ = x∗(c− s∗) = x∗tc− x∗ts∗
lo que implica que x∗ts∗ = 0.
Inversamente, x∗ts∗ = 0 implica que x∗tc − x∗tAty∗ = 0, es decir ctx∗ − bty∗ = 0, que es la
condicio´n de optimalidad de x∗ e y∗.
Cap´ıtulo 2
Control O´ptimo Estoca´stico
2.1 Introduccio´n
Muchos de los problemas de programacio´n matema´tica incorporan para´metros que se suponen
conocidos en el momento de resolver el problema. Sin embargo, si el problema de optimizacio´n
es un modelo que representa una situacio´n real en la que hemos de tomar una decisio´n, es
frecuente que se desconozcan los valores de algunos de los para´metros que intervienen en el
modelo. Este desconocimiento da lugar a que en el momento de adoptar una decisio´n se
desconozcan las posibles consecuencias de la misma [16].
La teor´ıa de control tiene como objetivo determinar decisiones o acciones de control dirigidas
a optimizar el comportamiento de un sistema que evoluciona con el tiempo. Dependiendo
del feno´meno a estudiar, la dina´mica del sistema se puede modelar por medio de:
• Ecuaciones diferenciales, si el sistema se estudia en tiempo continuo.
• Ecuaciones en diferencia, si el sistema se estudia en tiempo discreto.
Adema´s, estas ecuaciones pueden ser estoca´sticas o determin´ısticas dependiendo si el sistema
incorpora elementos aleatorios o no [18].
En base a la informacio´n disponible acerca de los posibles resultados de una accio´n en
cualquier proceso de toma de decisiones, podemos decir que cuando tomamos una decisio´n
estamos ante una situacio´n de [16]:
• Certidumbre: Si cada accio´n da lugar a un resultado conocido e invariable.
• Riesgo: Si cada accio´n lleva a un posible resultado y cada resultado lleva asociada
una probabilidad de que ocurra, probabilidad conocida para el decisor (normalmente
estudiada mediante te´cnicas estad´ısticas), la toma de decisiones esta´ expuesta a la
accio´n que se produzca finalmente en el futuro.
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• Incertidumbre: Si cada accio´n tiene una consecuencia de entre un conjunto de posibles
resultados, pero se desconocen las probabilidades de estos posibles resultados.
Para resolver problemas en los que se desconocen los valores de algunos de los para´metros
que intervienen en el modelo (situaciones de riesgo o de incertidumbre), es posible adoptar
distintas soluciones˝. En determinadas circunstancias y en base a la informacio´n disponible
acerca de los para´metros desconocidos, es posible sustituir˝estos valores por una estimacio´n
de los mismos, una medicio´n no exacta de su valor esperado o bien tratar estos para´metros
como variables aleatorias [16].
Asimismo, se dispone de informacio´n sobre el estado del sistema en el tiempo inicial y final,
y se conoce la forma de la funcio´n objetivo a optimizar. El problema sera´ elegir un control (o
decisio´n) de entre todos los considerados admisibles que maximice la funcio´n objetivo para
las restricciones impuestas por el sistema. Ese control considerado o´ptimo tiene la propiedad
de determinar automa´ticamente la trayectoria del estado del sistema [17].
2.2 Probabilidad y procesos estoca´sticos
El propo´sito de esta seccio´n es revisar to´picos de probabilidad, procesos estoca´sticos y ca´lculo
estoca´stico cuyos resultados sera´n utilizados posteriormente [19].
Definicio´n 2.1. Sea Ω un conjunto no vac´ıo. Considere una σ−a´lgebra, F , la cual es una
familia de subconjuntos de Ω tal que:
i) Ω ∈ F
ii) Si A ∈ F , entonces Ac ∈ F , donde Ac = Ω− A, es el complemento de A.
iii) Si A1, A2, . . . , Ai, . . . es una sucesio´n de conjuntos en F , entonces
∞⋃
i=1
Ai ∈ F
En particular, si F es una σ−a´lgebra de Ω, se dice que el par (Ω,F) es un espacio medible.
Si A es el conjunto en F , se dice que A es F medible (o simplemente que A es medible con
respecto de F).
Definicio´n 2.2. Sea (Ω,F) un espacio medible y sea R = R ∪ {−∞,∞} el conjunto de los
reales extendidos. Se dice que una funcio´n µ : F 7−→ R es una medida sobre F si:
i) µ(∅) = 0
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ii) µ(A) > 0 para todo A ∈ F
iii) µ es σ−aditiva, es decir, si {Ai} es una sucesio´n de conjuntos disjuntos (dos a dos) en
F entonces:
µ
( ∞⋃
i=1
Ai
)
=
∞∑
i=1
µ(Ai)
En este caso se dice que (Ω,F , µ) es un espacio de medida. A µ(A) se le llama la medida
del conjunto A ∈ F . En particular, si µ(Ω) = 1, se dice que µ es una medida de probabilidad.
Si µ es una medida de probabilidad, se acostumbra a escribir µ ≡ P y se dice que (Ω,F , P )
es un espacio de probabilidad. As´ı mismo, se dice que P (A) es la probabilidad del evento
A ∈ F . Tambie´n se dice que un evento A ∈ F es casi seguro (y se abrevia c.s) si P (A) = 1.
Cuando se tienen dos conjuntos arbitrarios Ω y Ω′, y una funcio´n f : Ω 7−→ Ω′, para cualquier
conjunto B ⊂ Ω′, se define la funcio´n inversa mediante
f−1(B) = {ω ∈ Ω| f(ω) ∈ B}
Definicio´n 2.3. Sea (Ω,F , µ) un espacio de medida. Se dice que X : Ω 7−→ R es una
funcio´n F−medible si X−1(−∞, x] = {ω ∈ Ω|X(ω) 6 x} ∈ F ∀x ∈ R.
En particular, sea B(R) el conjunto de Borel, es decir, la σ−a´lgebra ma´s pequen˜a que con-
tiene todos a los intervalos de R. En este caso, se dice que una funcio´n X : Ω 7−→ R es una
funcio´n F−medible si X−1(B) = {ω ∈ Ω|X(ω) ∈ B} ∈ F ∀B ∈ B(R)
No´tese que si X−1(B) ∈ F , entonces su medida µ(X−1(B)) esta´ bien definida para el caso
especial donde µ ≡ P es una medida de probabilidad, en cuyo caso se dice que X es una
variable aleatoria.
Definicio´n 2.4. Sea X una variable aleatoria. La funcio´n de distribucio´n de X es la funcio´n
FX : R 7−→ [0, 1] dada por
FX = P (X 6 x) ∀x ∈ R
La medida de probabilidad inducida por X es la medida de probabilidad sobre el conjunto
Boreliano B(R) definida PX(B) = P{X ∈ B} para todo B ∈ B(R).
No´tese que PX(B) = P [X
−1(B)]. Adema´s, la funcio´n de distribucio´n de X y la medida de
probabilidad inducida por X esta´n relacionadas mediante FX(x) = P (−∞, x]
Las variables aleatorias que se considerara´n, ξ, sera´n discretas, es decir, toman un nu´mero
finito de valores, ξω, ω ∈ Ω, de manera que cada elemento acontece con probabilidad
P (ξ = ξ) = wω tal que
∑
ω∈Ω w
ω = 1.
2.2. PROBABILIDAD Y PROCESOS ESTOCA´STICOS 49
Se define la funcio´n de distribucio´n acumulativa como
F (ξ) = P ({ω ∈ Ω|ξ 6 ξ}) = P (ξ 6 ξ)
Adema´s, la esperanza de una variable aleatoria se calcula como
E[ξ ] =
∑
ω∈Ω
wωξω
y la varianza es
V ar[ξ ] = E[ξ − E[ξ ]]2
Dado α ∈ (0, 1), un punto η se llama α−cuantil de ξ si y so´lo si η = min{ξ ∈ ξ |F (ξ) > 0}
2.2.1 Procesos estoca´sticos
En el estudio de las variables aleatorias se han explorado las caracter´ısticas aleatorias del
feno´meno pero se ha mantenido una premisa por defecto, que esas caracter´ısticas aleatorias
permanecen constantes a trave´s del tiempo. Al incluir en el estudio la presencia de la vari-
able determin´ıstica tiempo se esta´ considerando que, de alguna forma, la variable aleatoria
depende del tiempo [32].
En otras palabras, la variable aleatoria dependera´ del feno´meno probabil´ıstico y del tiempo.
En consecuencia, cualquier funcio´n que se establezca en te´rminos de la variable aleatoria,
sera´n tambie´n dependientes del tiempo.
Definicio´n 2.5. Un proceso estoca´stico es una coleccio´n o familia de variables aleatorias
{Xt| t ∈ T}, ordenadas segu´n el sub´ındice t que en general se suele identificar con el tiempo.
Por tanto, para cada instante t tendremos una variable aleatoria distinta representada por
Xt, con lo que un proceso estoca´stico puede interpretarse como una sucesio´n de variables
aleatorias cuyas caracter´ısticas pueden variar a lo largo del tiempo.
A los posibles valores que puede tomar la variable aleatoria se le denominaran estados, por
lo que se puede tener un espacio de estados discreto y un espacio de estados continuo. Por
otro lado, la variable tiempo puede ser de tipo discreto o de tipo continuo. En el caso del
tiempo discreto se podr´ıa tomar como ejemplo que los cambios de estado ocurran cada d´ıa,
cada mes, cada an˜o, etc.. En el caso del tiempo continuo, los cambios de estado se podr´ıan
realizar en cualquier instante.
Por tanto, dependiendo de co´mo sea el conjunto de sub´ındices T y el tipo de variable aleatoria
dado por Xt se puede establecer la siguiente clasificacio´n de los procesos estoca´sticos:
• Cadena: Proceso de estado discreto y tiempo discreto (unidades producidas de un
producto).
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• Proceso de saltos puros: Procesos de estado discreto y tiempo continuo (unidades pro-
ducidas hasta el instante t).
• Proceso de estado continuo y tiempo discreto: X continua y t discreto (toneladas de
produccio´n diaria de un producto).
• Proceso continuo: Proceso de estado continuo y tiempo continuo (velocidad de un
veh´ıculo en el instante t).
Una Cadena es un proceso estoca´stico en el cual el tiempo se mueve en forma discreta y la
variable aleatoria so´lo toma valores discretos en el espacio de estados. Un Proceso de Saltos
Puros es un proceso estoca´stico en el cual los cambios de estados ocurren en forma aislada
y aleatoria pero la variable aleatoria so´lo toma valores discretos en el espacio de estados.
En un Proceso Continuo los cambios de estado se producen en cualquier instante y hacia
cualquier estado dentro de un espacio continuo de estados [32].
2.3 Planteamiento del problema de control o´ptimo
En un Problema de Control O´ptimo (PCO) debemos especificar [21]:
1. Como evoluciona el sistema de intere´s, es decir, se debe especificar el modelo dina´mico
del sistema.
2. Co´mo se va controlar el sistema, es decir, se debe especificar el conjunto de estrategias
admisibles tambie´n llamadas pol´ıticas de control o simplemente pol´ıticas o estrategias.
3. Restricciones adicionales (por ejemplo, en el estado del sistema o en las estrategias), si
es necesario hacerlas.
4. Co´mo se va medir˝la respuesta del sistema a cada una de las distintas estrategias
admisibles, es decir, se debe especificar la funcio´n objetivo, tambie´n llamada ı´ndice de
funcionamiento.
Dadas estas cuatro componentes, el PCO se puede resumir como sigue: optimizar la funcio´n
objetivo sujeta a las restricciones en 1, 2, y 3.
Se considera un sistema dina´mico, formulado en tiempo discreto, para un nu´mero dado N
de etapas o per´ıodos, cuya situacio´n inicial viene dada por el vector n−dimensional x0 y
que evoluciona en el tiempo, dicha evolucio´n depende del valor que se da a ciertas variables,
llamadas variables de control, que permiten influir en el sistema [4].
• Sea a(k) el vector m−dimensional de variables de control en la etapa o per´ıodo k, para
k ∈ {0, 1, . . . , N − 1}.
• Representamos por x(k), para cada k ∈ {0, 1, . . . , N − 1}, el vector n−dimensional
llamado vector de variables de estado, que nos indica la situacio´n del sistema en la
etapa o per´ıodo k.
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La evolucio´n del sistema en el tiempo viene descrita por un sistema de ecuaciones en difer-
encias finitas, conocido como ecuacio´n de estado:
x(k + 1) = f(x(k), a(k), k) para k = 0, 1, . . . , N − 1
con: x(0) = x0
Siendo f una funcio´n:
f : Rx × Rm × {0, 1, . . . , N − 1} 7−→ Rn
(x, a, k) 7−→ f(x, a, k)
Se supone que para cada k, Ω(k) es el conjunto de controles admisibles.
La funcio´n objetivo es del tipo:
J =
N−1∑
k=0
F [x(k), a(k), k] + S[x(N)]
siendo F y S funciones definidas como:
F : Rn × Rm × {0, 1, . . . , N − 1} 7−→ R
(x, a, k) 7−→ F (x, a, k)
y
S : Rn 7−→ R
x 7−→ S(x)
respectivamente.
Es decir, el sistema dina´mico parte del estado inicial x0. En el per´ıodo o etapa 1 (correspon-
diente a k = 0), hay que elegir un control a(0) ∈ Ω(0), en dicho per´ıodo o etapa se realiza
una aportacio´n a la funcio´n objetivo dada por F [x(0), a(0), 0] y se inicia el per´ıodo o etapa
2 (correspondiente a k = 1) con el siguiente valor del vector de estado:
x(1) = f(x(0), a(0), 0)
En dicho per´ıodo o etapa 2 (correspondiente a k = 1), hay que elegir un control a(1) ∈ Ω(1),
se realiza ana aportacio´n a la funcio´n objetivo dada por F (x(1), u(1), 1) y se inicia el per´ıodo
o etapa 3 (correspondiente a k = 2) con el siguiente valor del vector de estado:
x(2) = f(x(1), a(1), 1)
Se sigue de esta manera hasta que por u´ltimo comienza el per´ıodo o etapa N (correspondiente
a k = N −1) con estado inicial x(N −1), y hay que elegir un control a(N −1) ∈ Ω(N −1), se
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realiza una aportacio´n a la funcio´n objetivo dada por F [x(N−1), a(N−1), N−1], alcanzando
el sistema un estado final
x(N) = f(x(N − 1), a(N − 1), N − 1)
y por el hecho de terminar en dicho estado, se realiza una aportacio´n a la funcio´n objetivo
dada por S[x(N)]. Ve´ase la Figura 2.1.
Figura 2.1: Control o´ptimo en tiempo discreto
Un control o´ptimo se define como un control
a(k) ∈ Ω(k) ⊂ Rm para k = 0, 1, . . . , N − 1
(por tanto admisible), que maximiza la funcio´n objetivo.
Por tanto, el problema que nos ocupa es el siguiente:
Dado un sistema con condicio´n inicial x0 y que evoluciona en el tiempo de acuerdo a la
ecuacio´n de estado x(k+1) = f(x(k), a(k), k), se trata de encontrar para cada k un vector de
control que sea admisible y haga que la funcio´n objetivo alcance el valor ma´ximo. Expresando
en te´rminos matema´ticos se tratara´ de:
max
{a(k)}N−1k=0
J =
N−1∑
k=0
F [x(k), a(k), k] + S(N) (2.1)
sujeto a: x(k + 1) = f(x(k), a(k), k) para k = 0, 1, . . . , N − 1
con: x(0) = x0
a(k) ∈ Ω(k)
La secuencia de controles a∗ = (a∗(0), a∗(1), . . . , a∗(N−1))′ que resuelve el problema se llama
control o´ptimo y x∗ = (x∗(0), x∗(1), . . . , x∗(N))′, determinado por la ecuacio´n de estado a
partir de x(0), se llama trayectoria de estado o´ptima o camino o´ptimo.
Obse´rvese que no se ha exigido ninguna condicio´n de diferenciabilidad a ninguna de las
funciones en el planteamiento del problema.
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2.4 Resolucio´n del PCO por me´todos usuales
En multitud de ocasiones la ley de control de un determinado sistema de control se decide
por criterios de maximizacio´n de beneficios o minimizacio´n de esfuerzos. A tal fin, se define
una funcio´n en el espacio de trayectorias del sistema y se aplican te´cnicas de optimizacio´n,
especialmente adaptadas a la estructura de nuestro problema. Veremos dos de estas te´cnicas:
la programacio´n dina´mica y el principio del ma´ximo de Pontryagin, que proporcionan visiones
complementarias del problema.
2.4.1 El principio de ma´ximo
Hay varias te´cnicas generales para estudiar Problemas de Control O´ptimo (PCO) como son
el ana´lisis convexo y la programacio´n lineal (usualmente en espacios euclidianos de dimensio´n
infinita). Sin embargo, por razones computacionales, en la mayor´ıa de las aplicaciones las
te´cnicas ma´s usadas son el principio del ma´ximo (que algunos autores llaman el principio de
Pontryagin) y la programacio´n dina´mica [21].
Ahora bien, conside´rese el PCO determin´ıstico (todo esto con el fin de ver como utilizar este
principio) con espacio de estados X = Rn, espacio de acciones A = Rm y modelo dina´mico
[21]
xk+1 = F (k, xk, ak) ∀k = 0, 1, . . . , N − 1 (2.2)
con estado inicial x = x0. La funcio´n objetivo que se desea minimizar es el costo total:
V (pi, x) =
N−1∑
k=0
L(k, xk, ak) + C(xN) (2.3)
sobre el conjunto de estrategias pi = {ak}.
A grandes rasgos, la idea del principio del ma´ximo consiste en usar el me´todo de multipli-
cadores de Lagrange para minimizar (2.3) sujeto a la restriccio´n˝(2.2) en la forma
xk+1 − F (k, xk, ak) = 0 ∀k = 0, 1, . . . , N − 1 (2.4)
Despue´s introducimos los multiplicadores de Lagrange p0, p1, . . . , pN en Rn, a los que llamare-
mos vectores adjuntos (tambie´n llamados vectores de co-estado) y definimos el Lagrangiano
V˜ (pi, x, p∗) = V (pi, x) +
N−1∑
k=0
pk+1 · [xk+1 − F (k, xk, ak)] (2.5)
donde p∗ = {p0, p1, . . . , pN}. Por lo tanto, sustituyendo (2.3) en (2.4) y usando el hamiltoniano
definido para cada k = 0, 1, . . . , N − 1 :
H(k, xk, ak, pk+1) = pk+1 · F (k, xk, ak)− L(k, xk, ak) (2.6)
un poco de a´lgebra nos permite reescribir (2.4) como:
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V˜ (pi, x, p•) =
N−1∑
k=0
[pk · xk −H(k, xk, ak, pk+1)] + C(xN) + pN · xN − p0 · x0
Finalmente, bajo las siguientes hipo´tesis y usando resultados de optimizacio´n se obtiene el
teorema de El principio del ma´ximo
Hipo´tesis 2.3
a) Para cada k = 0, 1, . . . , N − 1, las funciones de costo L(k, x, a) y C(x) son de clase C1
en x y a.
b) Para cada k = 0, 1, . . . , N − 1 y a ∈ A, la funcio´n F (k, x, a) es de clase C1 en x.
c) Para cada k = 0, 1, . . . , N − 1 y x ∈ Rn, el conjunto {F (k, x, a)| a ∈ A} es convexo
Teorema 2.1. (El principio del ma´ximo - caso determin´ıstico, tiempo discreto). Suponga
que se cumple la Hipo´tesis (2.3). Supo´ngase tambie´n que existe una estrategia o´ptima
a∗• = {ak| k = 0, 1, . . . , N − 1} para el PCO (2.2) - (2.3) y sea x∗• = {x∗k| k = 0, 1, . . . , N} la
trayectoria correspondiente que se obtiene de (2.2) con estado inicial x∗0 = x0. Entonces existe
un conjunto p• = {p0, p1, . . . , pN} de vectores adjuntos que satisfacen la ecuacio´n adjunta
pk = Hx(k, x
∗
k, a
∗
k, pk+1) ∀k = 0, . . . , N − 1 (2.7)
es decir:
pk = Fx(k, x
∗
k, a
∗
k)
′pk+1 − Lx(k, x∗k, a∗k)
con la condicio´n terminal
pN = Cx(x
∗
N) (2.8)
y la maximizacio´n del hamiltoniano
H(k, x∗k, a
∗
k, pk+1) = max
a∈A
H(k, x∗k, a, pk+1) (2.9)
para k = 0, 1, . . . , N − 1.
El nombre principio del ma´ximo para el Teorema 2.1 viene precisamente de la condicio´n (2.9).
Observacio´n 2.1. El Teorema 2.1 da condiciones necesarias de optimalidad, a saber,
la existencia de la sucesio´n p• de vectores adjuntos que satisfacen (2.7), (2.8) y (2.9). Bajo
hipo´tesis adecuadas estas condiciones tambie´n son suficientes. De hecho, si tales condiciones
se satisfacen, entonces la bu´squeda de un par o´ptimo (a∗•, x
∗
•) se reduce a resolver un prob-
lema con valores de frontera que consiste de:
a) Las ecuaciones (2.2) y (2.7), que tambie´n se conocen como las ecuaciones cano´nicas
del PCO.
b) las condiciones de frontera de (2.8) y x∗0 = x0.
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c) La maximizacio´n del hamiltoniano. es decir, encontrar a∗• tal que:
H(k, x∗k, a
∗
k, pk+1) = max
a∈A
H(k, x∗k, a, pk+1).
2.4.2 Programacio´n dina´mica
La programacio´n dina´mica, introducida por Bellman (1957), fue creada inicialmente para re-
solver problemas formulados en tiempo discreto, aunque posteriormente ser´ıa adaptada para
la resolucio´n de problemas en tiempo continuo. La programacio´n dina´mica lo que hace es
resolver un problema de N etapas o per´ıodos, mediante la resolucio´n de N problemas de una
etapa o un per´ıodo [4].
El problema de control o´ptimo en tiempo discreto (2.1) (Planteamiento del problema es-
toca´stico) del cap´ıtulo 2, Verifica una propiedad importante, llamada de causalidad que se
expresa en los siguientes te´rminos [4]:
Propiedad de causalidad.Para cualesquiera j, r ∈ {0, 1, . . . , N − 1}, con j < r, se verifica
que x(r) depende u´nicamente de x(j) y de los controles {a(j), a(j + 1), . . . , a(r − 1)}.
Es decir, dado el estado de x(j) en el que se encuentra el sistema dina´mico al comienzo de
la etapa (o per´ıodo) j + 1, para cualquier etapa posterior r se verifica que el estado que
se alcanzara´ al finalizar dicha etapa, x(r) depende exclusivamente del estado x(j) y de los
controles que se apliquen entre las etapas j + 1 y r tal como se aprecia en la Figura (2.2)
Figura 2.2: Propiedad de causalidad
En otras palabras, dados dos estados cualesquiera del sistema, uno anterior y otro posterior,
el valor que tome el estado posterior depende u´nicamente del valor del estado anterior y de
los valores de los controles intermedios entre ambos estados.
Esta propiedad se verifica como consecuencia directa de la estructura del problema. En
efecto, teniendo en cuenta la ecuacio´n de estado se tiene que:
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x(j + 1) = f(x(j), a(j), j)
y que
x(j + 2) = f(x(j + 1), a(j + 1), j + 1)
= f(f(x(j), a(j), j), a(j + 1), j + 1)
y as´ı sucesivamente, hasta obtener:
x(r) = f(x(r − 1), a(r − 1), r − 1)
= f(f(x(r − 2), a(r − 2), r − 2), a(r − 1), r − 1)
...
= Ψ[x(j), a(j), a(j + 1), . . . , a(r − 1)]
en donde esta u´ltima funcio´n Ψ se obtiene al ir sustituyendo de manera recurrente el vector
de variables de estado por el valor que resulta al aplicar la ecuacio´n de estado.
Como consecuencia de esta propiedad, el estado inicial x(0) y el conjunto de controles
{a(0), a(1), . . . , a(N − 1)}
determinan la trayectoria del vector de estado {x(0), x(1), . . . , x(N)}. Utilizando la notacio´n:
a[0, N − 1] = {a(0), a(1), . . . , a(N − 1)}
y en general:
a[j,N − 1] = {a(j), a(j + 1), . . . , a(N − 1)}
la funcio´n objetivo de la seccio´n 2.2.1 se puede escribir como
J = J0{x(0), a[0, N − 1]}
Por lo que si x(0) esta´ dado, para maximizar J so´lo hay que determinar los controles
a[0, N − 1].
La propiedad de causalidad no siempre se cumple en modelos econo´micos dina´micos. Por
ejemplo: una decisio´n a tomar en cierto momento futuro por una autoridad econo´mica puede
estar afectando al estado presente de dicha economı´a por medio de las expectativas de los
agentes. En tales casos, la formulacio´n del modelo de optimizacio´n dina´mica no corresponde
con el problema (2.1) en el que, como se ha comprobado, se cumple el supuesto de causalidad
[4].
Consideremos de nuevo el PCO determin´ıstico en (2.2) y (2.3) pero por conveniencia no-
tacional escribiremos las variables xk y ak como x(k) y a(k), respectivamente. As´ı pues,
tenemos el modelo dina´mico [21]:
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x(k + 1) = F (k, x(k), a(k)) ∀k = 0, 1, . . . , N − 1; x(0) = x0 (2.10)
con funcio´n objetivo
V (pi, x) =
N−1∑
k=0
L(k, x(k), a(k)) + C(x(N)) (2.11)
donde pi = {a(k)}. El espacio de estados es X = Rn y el de acciones de control es un conjunto
cerrado A ⊂ Rm.
La programacio´n dina´mica se basa en el siguiente principio de optimalidad que introdujo
Bellman y cuya demostracio´n es evidente.
Teorema 2.2. El principio de optimalidad Sea a∗(·) = {a∗(0), . . . , a∗(N − 1))} una es-
trategia o´ptima para el problema (2.10) - (2.11) y sea x∗(·) = {x∗(0), . . . , x∗(N)} la trayecto-
ria correspondiente, en particular, x∗(0) = x0. Entonces para cualquier tiempo s ∈ {0, . . . , N−
1}, la estrategia truncada˝a∗(k) para s 6 k 6 N − 1, es la estrategia o´ptima que lleva el
sistema (2.10) del punto x∗(s) al punto x∗(N).
Para ver como se usa el Teorema 2.2, consideremos el PCO (2.10) - (2.11) pero so´lo del
tiempo s en adelante (con 0 6 s 6 N − 1), con estado inicial˝x(s) = x, es decir, sea
V (pi, s, x) =
N−1∑
k=s
L(k, x(k), a(k)) + C(x(N)). (2.12)
y sea v(s, x) el correspondiente costo mı´nimo, es decir:
v(s, x) = inf
pi
V (pi, s, x). (2.13)
Adema´s como en el tiempo terminal N no se aplican acciones de control, definimos
v(N, x) = C(x). (2.14)
Luego, con el Teorema 2.2 interpretamos s y x∗(s) = x como el tiempo y el estado iniciales,
se sigue de (2.12) y (2.13) que
v(s, x) = V (a∗(·), s, x)
=
N−1∑
k=s
L(k, x∗(k), a∗(k)) + C(x∗(T ))
= L(s, x, a∗(s)) + V (a∗(·), s+ 1, x∗(s+ 1))
= L(s, x, a∗(s)) + v(s+ 1, x∗(s+ 1)).
Por lo tanto, como x∗(s+ 1) = F (s, x∗(s), a∗(s)) = F (s, x, a∗(s)), obtenemos
v(s, x) = L(s, x, a∗(s)) + v(s+ 1, F (s, x, a∗(s))). (2.15)
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Pero por la definicio´n (2.13), v(s, x) es el costo mı´nimo de operar el sistema del tiempo s al
tiempo N, de modo que
v(s, x) 6 L(s, x, a) + v(s+ 1, F (s, x, a)) ∀a ∈ A. (2.16)
Finalmente, combinando (2.15) y (2.16) vemos que
v(s, x) = min
a∈A
[L(s, x, a) + v(s+ 1, F (s, x, a))] ∀s = 0, . . . , N − 1 (2.17)
y que el mı´nimo en el lado derecho de (2.17) se alcanza en a∗(s), como en (2.15).
La ecuacio´n (2.17) con la condicio´n terminal (2.14) se llama la ecuacio´n de programacio´n
dina´mica (EPD) o ecuacio´n de Bellman, y es la base del algoritmo de programacio´n
dina´mica en el siguiente teorema
Teorema 2.3. El teorema de programacio´n dina´mica Sean J0, J1, . . . , JN las funciones
sobre X definidas hacia atra´s(de s = N a s = 0) como
JN(x) = C(x) (2.18)
y para s = N − 1, N − 2, . . . , 0
Js(x) = min
a
[L(s, x, a) + Js+1(F (s, x, a))] (2.19)
Suponga que para cada s = 0, 1, . . . , N − 1 existe una funcio´n a∗s : X 7−→ A que alcanza el
mı´nimo en el lado derecho de (2.19) para todo x ∈ X. Entonces la estrategia markoviana
pi∗ = {a∗0, . . . , a∗N−1} es o´ptima y la funcio´n de valor coincide con J0, es decir:
inf
pi
V (pi, x) = V (pi∗, x) = J0(x) ∀x ∈ X (2.20)
De hecho, para cada s = 0, . . . , N, Js coincide con la funcio´n en (2.13) y (2.14), es decir,
v(s, x) = Js(x) ∀ 0 6 s 6 N, x ∈ X (2.21)
Es importante observar que (2.21) significa que el algoritmo (2.18) - (2.19) da el costo o´ptimo
(o costo mı´nimo) de PCO (2.10) - (2.11) con tiempo y estado inicial 0 6 s 6 N−1 y x(s) = x,
respectivamente.
Consideremos ahora el sistema estoca´stico en el que (2.10) y (2.11) se sustituyen por
x(k + 1) = F (k, x(k), a(k), ξ(k)) ∀k = 0, . . . , N − 1; x(0) = x (2.22)
V (pi, x) = E
[
N−1∑
k=0
L(k, x(k), a(k)) + C(x(N))
]
(2.23)
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con pi = {a(k)} y las perturbaciones ξ(0), . . . , ξ(N − 1) en (2.22) son variables aleatorias
independientes e ide´nticamente distribuidas (i.i.d) con valores en algu´n espacio S. Resulta
entonces que, con algunos cambios adecuados, pra´cticamente todo lo que aparece en los
pa´rrafos anteriores sigue siendo va´lido.
Ma´s precisamente, en las expresiones en las que aparece la funcio´n F debemos escribir
F (s, x, a, ξ(s)) en lugar de F (s, x, a), adema´s, se debe tomar la esperanza en las expresiones
donde aparezcan te´rminos estoca´sticos, o sea, en el lado derecho de (2.12), (2.15) - (2.17) y
(2.19).
2.4.3 Sistema lineal con objetivo cuadra´tico (LQ)
El enunciado del problema, en te´rminos matema´ticos, es el siguiente:
max
{a(k)}N−1k=0
J =
1
2
∑N−1
k=0 [x(k) +Wkx(k)
tΛkuk] +
1
2
x(N)tWNx(N)
sujeto a: x(k + 1) = Akx(k) +Bku(k) k = 0, 1, . . . , N − 1
con: x(0) = 0 (2.24)
en donde, para cada k dada:
• x(k) es el vector de estado (n−dimensional).
• a(k) es el vector de control (m−dimensional).
• Mk, Bk Λk son matrices dadas, siendo Mk de dimensiones n×nBk : n×mWk : n×n,
siendo sime´trica y semidefinida negativa, Λk : m×m y definida negativa, vt es el vector
traspuesto de v
A continuacio´n en la Proposicio´n (2.1), se resuelve el problema, por programacio´n dina´mica
Proposicio´n 2.1. Para el Problema (2.24) se obtiene la siguiente solucio´n o´ptima: para
k = 0, 1, . . . , N − 1, el control o´ptimo y la funcio´n valor son, respectivamente:
u∗(k) = Gkx(k), J∗k =
1
2
x(k)tKkx(k)
en donde
Gk = −Θ−1k Ψtk
y
Kk = Φk −ΨkΘ−1k Ψtk k = 0, 1, . . . , N − 1, KN = WN
siendo
Φk = Wk +M
t
kKk+1Mk
Θk = Λk +B
t
kKk+1Bk
Ψk = M
t
kKk+1Bk
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Adema´s, l˜a evolucio´n del sistema controlado, viene dada por:
x∗(k + 1) = [Mk +BkGk]x∗(k), para K = 0, 1, . . . , N − 1 (2.25)
Demostracio´n.
Utilizamos el me´todo de induccio´n sobre k.
Vamos resolviendo el problema dado, hacia atra´s en el tiempo.
• Final: Sea x(N) dado. Entonces, la aportacio´n a la funcio´n objetivo, por el hecho de
que el sistema finalice en dicho estado, es
J∗N{x(N)} =
1
2
x(N)tWNx(N) =
1
2
x(N)tKNx(N) (2.26)
en donde se ha definido la matriz KN = WN , que sera´ u´til en los pro´ximos pasos a
seguir.
• Per´ıodo N : sea x(N − 1) dado. La ecuacio´n de Bellman para este per´ıodo es:
J∗n−1{x(N − 1)} = max
a(N−1)
{
1
2
x(N − 1)tWN−1x(N − 1)
+
1
2
a(N − 1)tΛN−1u(n− 1) + J∗N{MN−1x(n− 1) +BN−1a(N − 1)}
}
teniendo en cuenta (2.26), se obtiene que la expresio´n anterior es igual a:
J∗N−1{x(n− 1)} = max
a(N−1)
{
1
2
x(N − 1)WN−1 + 1
2
a(N − 1)tΛN−1a(N − 1)
+
1
2
[MN−1x(N − 1) +BN−1a(N − 1)]t +KN [MN−1x(N − 1) +BN−1a(N − 1)]
}
= max
a(n−1)
{
1
2
x(n− 1)t[WN−1 +M tN−1KNMN−1]x(N − 1)
+
1
2
a(N − 1)t[ΛN−1 +BtN−1KNBN−1]a(N − 1)
+ x(N − 1)tM tN−1KNBN−1a(N − 1)
}
= max
a(N−1)
{
1
2
x(N − 1)tΦN−1x(N − 1)
+
1
2
a(N − 1)tΘn−1a(N − 1) + x(n− 1)tΨN−1a(N − 1)
}
en donde:
ΦN−1 = WN−1 +M tN−1KNMn−1
ΘN−1 = ΛN−1 +BtN−1KnBN−1
ΨN−1 = M tN−1KNBN−1
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imponiendo la condicio´n necesaria de mı´nimo (gradiente igual a cero), se obtiene que:
a(N − 1)ΘN−1 + x(N − 1)tΨN−1 = 0
por ser ΘN−1 matriz sime´trica, se tiene que:
ΘN−1a(N − 1) + Ψtn−1x(N − 1) = 0
de donde se llega a que:
a(N − 1) = −ΘtN−1ΨtN−1x(N − 1)
Obse´rvese que la matriz ΘN−1 posee inversa, ya que por hipo´tesis, Λn−1 es definida
negativa y KN = WN es semidefinda negativa, por lo que ΘN−1 es definida negativa y
por consiguiente no singular y posee matriz inversa. La condicio´n es tambie´n suficiente
de optimalidad global, por ser co´ncava la funcio´n objetivo.
Podemos poner:
a∗(N − 1) = GN−1x(N − 1)
en donde:
GN−1 = −Θ−1N−1ΨtN−1 = −[ΛN−1 +BtN−1KNBn−1]−1N tN−1KNMN−1
Entonces
J∗N−1 =
1
2
x(N − 1)tΦN−1x(N − 1)
+
1
2
x(N − 1)tGtN−1ΘN−1GN−1x(N − 1)
+x(n− 1)tΨN − 1GN−1x(N − 1)
Se puede poner:
J∗N−1 =
1
2
x(N − 1)tKN−1x(N − 1)
en donde
KN−1 = ΦN−1 +GtN−1ΘN−1GN−1 + 2ΨN−1
= ΦN−1 −ΨN−1Θ−1N−1ΨtN−1
• Hipo´tesis de induccio´n: per´ıodo k + 1. Sea x(x) dado. Supongamos que la proposicio´n
es cierta para k (segu´n hipo´tesis de induccio´n). Ahora hay que demostrar que tambie´n
se cumple para k − 1 (que corresponde al per´ıodo k).
• Per´ıodo k : sea x(k − 1) dado. La ecuacio´n de Bellman para este per´ıodo es:
J∗k−1{x(k − 1)} = max
a(k−1)
{
1
2
x(k − 1)tWk−1x(k − 1)
= +
1
2
a(k − 1)tΛk−1a(k − 1) + J∗k{Mk−1x(k − 1) +Bk−1a(k − 1)}
}
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Teniendo en cuenta la expresio´n para J∗k de la hipo´tesis de induccio´n, se obtiene que la
expresio´n anterior es igual a:
J∗k−1 = max
a(k−1)
{
1
2
x(k − 1)tWk−1x(k − 1) + 1
2
a(k − 1)tΛk−1a(k − 1)
+
1
2
[Mk−1x(k − 1) +Bk−1a(k − 1)]tKk
[Mk−1x(k − 1) +Bk−1a(k − 1)]}
= max
a(k−1)
{
1
2
x(k − 1)t[Wk−1 +M tk−1KkMk−1]x(k − 1)
+
1
2
a(k − 1)t[Λk−1 +Btk−1KkBk−1]a(k − 1)
+ x(k − 1)tM tk−1KkBk−1a(k − 1)
}
= max
a(k−1)
{
1
2
x(k − 1)tΦk−1x(k − 1) + 1
2
u(k − 1)t + Θk−1u(k − 1)
+x(k − 1)tΨk−1a(k − 1)
}
en donde:
Φk−1 = Wk−1 +M tk−1KkMk−1
Θk−1 = Λk−1 +Btk−1KkBk−1
Ψk−1 = M tk−1KkBk−1
Imponiendo la condicio´n necesaria de mı´nimo (gradiente igual a cero), se obtiene que:
a(k − 1)tΘk−1 + x(k − 1)tΨk−1 = 0
por ser Θk−1 matriz sime´trica, se tiene que:
Θk−1a(k − 1) + Ψtk−1x(k − 1) = 0
de donde se llega a:
a(k − 1) = −Θ−1k−1Ψtk−1x(k − 1)
Obse´rvese que la matriz Θk−1 posee inversa, ya que por hipo´tesis, Λk−1 es definida
negativa y Kk+1 es semidefinida negativa, por lo que Θk−1 es definida negativa y por
consiguiente no singular y posee matriz inversa. La condicio´n es tambie´n suficiente de
optimalidad global, por ser co´ncava la funcio´n objetivo.
Podemos poner:
a∗(k − 1) = Gk−1x(k − 1)
Gk−1 = −Θ−1k−1Ψtk−1
= −[Λk−1 +Btk−1KkBk−1]−1Btk−1KkMk−1
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Entonces
J∗k−1{x(k − 1)} =
1
2
x(k − 1)tΦk−1x(k − 1)
+
1
2
x(k − 1)tGtk−1Gtk−1Θk−1x(k − 1)
+x(k − 1)tΨk−1Gk−1x(k − 1)
Se puede poner:
J∗k−1{x(k − 1)} =
1
2
x(k − 1)tKk−1x(k − 1)
en donde
Kk−1 = Φk−1 +Gtk−1Θk−1Gk−1 + 2Φk−1Gk−1
= Φk−1 −Ψk−1Θ−1k−1Ψtk−1
El sistema encontrado es lineal segu´n expresio´n (2.25). Ello se comprueba inmediata-
mente sustituyendo en la ecuacio´n de estado el control o´ptimo obtenido.

2.5 Problema de control estoca´stico LQ
En esta seccio´n se estudia una versio´n del problema estoca´stico (2.1) en el caso de que las
perturbaciones aleatorias sean de tipo aditivo.
Enunciado del problema.
Consideremos el siguiente sistema dina´mico formulado en tiempo discreto:
x(k + 1) = f(x(k) + a(k), v(k), k) para k = 0, 1, . . . , N − 1
con: x(0) = x0
en donde para cada k :
x(k) es el vector de variables de estado, perteneciente al espacio Sk.
a(k) es el vector de variables de control, pertenecientes al espacio Ck.
v(k) es el vector de perturbaciones aleatorias, pertenecientes al espacio Dk.
La secuencia en la que van a ir tomando valores las diferentes variables, a trave´s del tiempo,
es la que aparece en la Figura (2.3)
El control a(k) esta´ restringido a tomar valores pertenecientes al conjunto Ωk[x(k)], que
depende del estado del sistema en ese per´ıodo k, es decir:
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Figura 2.3: Etapas y variables en el problema de control estoca´stico en tiempo discreto
a(k) ∈ Ωk[x(k)] para cada x(k) ∈ Sk ∀ k = 0, 1, . . . , N − 1
La perturbacio´n aleatoria v(k) viene caracterizada por una distribucio´n de probabilidad
Pk(•|x(k), a(k))
que puede depender expl´ıcitamente de x(k), a(k), pero es independiente de v(k − 1), v(k −
2), . . . , v(0).
Consideremos las leyes de control (tambie´n llamadas pol´ıticas), consiste en una secuencia de
funciones:
pi = {µ0, µ1, . . . , µN−1}
en donde cada funcio´n ak transforma el estado x(k) en el control a(k) = µk[x(k)], de manera
que se verifica que
µk[x(k)] ∈ Ωk[x(k)], ∀x(k) ∈ Sk
Las leyes de control que cumplen esta condicio´n se llamara´n admisibles.
El problema consiste, exactamente, en lo siguiente:
dado un estado inicial x0, se trata de encontrar una ley de control admisible
pi = {µ0, µ1, . . . , µN−1}
que maximice el funcional siguiente:
max Jpi(x0) = E
{∑N−1
k=0 F [x(k), µk[x(k)], v(k), k] + S[x(N)]
}
sujeto a: x(k + 1) = f [x(k), µk[x(k)], v(k), k] k = 0, 1, . . . , N − 1
con: x(0) = x0
µk[x(k)] ∈ Ωk[x(k)] ∀x(k) ∈ Sk
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en donde E{•} significa esperanza matema´tica. Por otra parte, las funciones F, s y f esta´n
dadas.
Se trata de encontrar una ley de control o´ptimo pi∗, para la cual se verifique:
Jpi∗(x0) = max
pi∈Π
Jpi(x0)
en donde Π es el conjunto de leyes de control admisibles. Entonces la funcio´n J∗, es definida
de la siguiente forma:
J∗(x0) = Jpi∗(x0)
Es la funcio´n que asigna a cada estado inicial x0 el valor objetivo o´ptimo J
∗(x0) y se llama
funcio´n valor o´ptimo.
Observacio´n 2.2. Si el problema anterior es de minimizar, en lugar de maximizar, se puede
expresar de la forma enunciada anteriormente, sin ma´s que cambiar el signo del funcional
objetivo.
Ejemplo 2.1. Problema de control estoca´stico de un sistema lineal con funcio´n objetivo
cuadra´tica. Se trata de calcular:
{a(0), a(1), . . . , a(N − 1)}
para los que se alcanza el
min J = E
{∑N−1
k=0
[
1
2
x(k)tWkx(k) +
1
2
a(k)tΛka(k)
]
+
1
2
x(N)tWNx(N)
}
sujeto a: x(k + 1) = Λkx(k) +Bka(k) + v(k) k = 0, 1, . . . , N − 1
con: x(0) = x0
En donde, para cada k se tiene:
x(k) es el vector de variables de estado n−dimensional.
a(k) es el vector de variables de control m−dimensional.
Por otra parte {v(k)}k=0,1,...,N son vectores aleatorios normales, tales que:
E{v(k)} = 0, E{v(k)v(k)t} = Qk ∀ k
E{v(k)v(l)t} = 0, k 6= l
por lo que se trata de vectores aleatorios normales, serialmente incorrelados (por tanto, in-
dependentes) y de media cero.
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Esto nos lleva al enunciado del problema en te´rminos matema´ticos:
max
{u(k)}N−1k=0
J = E
{
1
2
N−1∑
k=0
[x(k)tWkx(k) + u(k)
tΛkx(N)
tu(k)] +
1
2
x(N)tWNx(N)
}
sujeto a: x(k + 1) = Mkx(k) +Bku(k) + v(k), para k = 0, 1, . . . , N − 1
con: x(0) = x0 (2.27)
en donde, para dada k :
x(k) es el vector de estado (n−dimensional).
a(k) es el vector de control (m−dimensional)
Mk, Bk, Λk son matrices dadas, siendo Mk de dimensiones n×n, Bk : n×m, Wk : n×n
siendo sime´trica y semidefinida negativa. Λk : m×m y definida negativa, zt es el vector
traspuesto de z
Por otra parte, {v(k)}N−1k=0 son vectores aleatorios independientes, tales que:
E{v(k)} = 0, E {v(k)v(kt)} = Qk, E {v(k)v(l)t} = 0, si k 6= l
En la siguiente proposicio´n se resuelve el problema, por programacio´n dina´mica
Proposicio´n 2.2. Para el problema (2.27) se obtiene la siguiente solucio´n o´ptima: para
k = 0, 1, . . . , N − 1, el control o´ptimo y la funcio´n valor son, respectivamente
a∗(k) = Gkx(k) J∗{x(k)} = 1
2
x(k)tKkx(k) + 1
2
N−1∑
i=k
E
{
v(i)tKi+1v(i)
}
en donde
Gk = −Θ−1k Ψtk
y
Kk = Φk −ΨkΘ−1k Ψtk, para k = 0, 1, . . . , N − 1, con KN = WN
siendo
Φk = Wk +M
r
kKk+1Mk
Θk = Λk +B
t
kKk+1Bk
Ψk = M
t
kKk+1Bk
Adema´s, la evolucio´n del sistema controlado viene dada por:
x∗(k + 1) = [Mk +BkGk]x∗(k) + v(k), para k = 0, 1, . . . , N − 1 (2.28)
Demostracio´n
Utilizamos el me´todo de induccio´n sobre k. Vamos resolviendo el problema dado, hacia atra´s
en el tiempo.
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• Final: sea x(N) dado.
entonces, la aportacio´n a la funcio´n objetivo, por el hecho de que el sistema finalice en
dicho estado es:
J∗N = E
{
1
2
x(N)tWNx(N)
}
=
1
2
x(N)tWNx(N)
=
1
2
x(N)tKNx(N) (2.29)
en donde se ha definido la matriz KN = WN , que sera´ u´til en pro´ximos pasos a seguir.
• Per´ıodo N : sea x(N − 1) dado.
La ecuacio´n de Bellman para este per´ıodo es:
J∗N−1{x(N − 1)} = max
u(N−1)
{
1
2
x(N − 1)tWN1x(N − 1)
+
1
2
u(N − 1)tΛN−1a(N − 1) + J∗N{x(N)}
}
en donde:
x(N) = Mn−1x(N − 1) +BN−1a(N − 1) + v(N − 1)
Teniendo en cuenta (2.29) se obtiene que la expresio´n anterior es igual a :
J∗N−1{x(N − 1)} = max
u(N−1)
{
1
2
x(N − 1)tWN−1x(N − 1)
+
1
2
a(N − 1)tΛN−1a(N − 1) + 1
2
x(N)tKNx(N)
}
siendo
x(N) = MN−1x(N − 1) +BN−1a(N − 1) + v(N − 1)
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Por lo tanto:
J∗N−1{x(N − 1)} = max
u(N−1)
{
1
2
x(N − 1)t[WN−1 + AtN−1KNAN−1]x(N − 1)
+
1
2
a(N − 1)t[ΛN−1 +BtN−1KNbN−1]a(N − 1)
+x(N − 1)tAtN−1KNBN−1a(N − 1)
+
1
2
x(N − 1)tAtN−1KNv(N − 1)
+
1
2
a(N − 1)tBtN−1KNv(V − 1)
+
1
2
v(N − 1)tKNMN−1x(N − 1)
+
1
2
v(N − 1)tKNBN−1a(n− 1) + 1
2
v(N − 1)tKNv(N − 1)
}
= max
a(N−1)
{
1
2
x(N − 1)ΦN−1x(N − 1) + 1
2
a(N − 1)tΘN−1a(N − 1)
+x(N − 1)tΨN−1a(N − 1)
1
2
E{v(N − 1)tKNv(n− 1)}
}
en donde
ΦN−1 = WN−1 + AtN−1KNMN−1
ΘN−1 = ΛN−1 +BtN−1KNBN−1
ΨN−1 = M tN−1KNBN−1
Imponiendo la condicio´n necesaria de mı´nimo (gradiente igual a cero), se obtiene que:
a(N − 1)ΘN−1x(N − 1)tΨN−1 = 0
por ser ΘN−1 matriz sime´trica, se verifica que:
ΘN−1a(N − 1) + ΨtN−1x(N − 1) = 0
de donde se obtiene que:
a(N − 1) = −Θ−1N−1ΨtN−1x(N − 1)
Obse´rvese que la matriz ΘN−1 posee inversa, ya que por hipo´tesis, ΛN−1 es definida
negativa y KN = WN es semidefinida negativa, por lo que ΘN−1 es definida negativa y
por consiguiente no singular y posee matriz inversa. La condicio´n es tambie´n suficiente
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de optimalidad global, por ser co´ncava l˜a funcio´n objetivo.
Podemos poner:
a∗(N − 1) = GN−1x(N − 1)
en donde:
GN−1 = −Θ−1N−1ΨtN−1 = −[ΛN−1 +BtN−1KNBN−1]−1BtN−1KNMN−1
Entonces,
J∗N−1{x(N − 1)} =
1
2
x(N − 1)tΦN−1x(N − 1)
+
1
2
x(N − 1)tGtN−1ΘN−1GN−1x(N − 1)
+x(N − 1)tΨN−1GN−1x(N − 1)
+
1
2
E{v(N − 1)KNv(N − 1)}
Se puede poner:
J∗N−1{x(N − 1)} =
1
2
x(N − 1)tKN−1x(N − 1) + 1
2
E{v(N − 1)tKNv(n− 1)}
en donde:
KN−1 = ΦN−1 +GtN−1ΘN−1GN−1 + 2ΨN−1GN−1
ΦN−1 −ΨN−1Θ−1N−1ΨtN−1
• Hipo´tesis de induccio´n: per´ıodo k + 1. Sea x(k) dado.
Supongamos que la proposicio´n es cierta para k (segu´n hipo´tesis de induccio´n). Ahora
hay que demostrar que tambie´n se cumple para k − 1 (que corresponde al per´ıodo k).
Per´ıodo k : sea x(k − 1) dado.
La ecuacio´n de Bellman para este per´ıodo es:
J∗k−1{x(k − 1)} = max
a(k−1)
{
1
2
x(k − 1)tWk−1x(k − 1) + 1
2
a(k − 1)tΛk−1a(k − 1)
+J∗k−1{x(k)}
}
en donde
x(k) = Mk−1x(k − 1) +Bk−1a(k − 1) + v(k − 1)
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Teniendo en cuenta la expresio´n para J∗k de la hipo´tesis de induccio´n, se obtiene que la
expresio´n anterior es igual a:
J∗k−1{x(k − 1)} = max
a(k−1)
E
{
1
2
x(k − 1)tWk−1x(k − 1) + 1
2
a(k − 1)tΛk−1a(k − 1)
+
1
2
x(k)tKkx(k) + 1
2
N−1∑
i=k
[v(i)tKi+1v(i)]
}
siendo
x(k) = Mk−1x(k − 1) +Bk−1a(k − 1) + v(k − 1)
Por tanto,
J∗k−1{x(k − 1)} = max
a(k−1)
E
{
1
2
x(k − 1)t[Wk−1 + Λtk−1KkΛk−1]x(k − 1)
+
1
2
a(k − 1)t
[
Λk−1 +Btk−1KkBk−1
]
a(k − 1)
+x(k − 1)tAtk−1KkBk−1a(k − 1) +
1
2
x(k − 1)tΛk−1Kkv(k − 1)
+
1
2
a(k − 1)tBtk−1Kkv(k − 1) +
1
2
v(k − 1)tKkΛk−1x(k − 1)
+
1
2
v(k − 1)tKkBk−1a(k − 1) + 1
2
v(k − 1)tKkv(k − 1)
+
1
2
N−1∑
i=k
[v(i)tKi+1v(i)]
}
= max
a(k−1)
{
1
2
x(k − 1)tΦk−1x(k − 1) + 1
2
a(k − 1)tΘk−1a(k − 1)
+x(k − 1)tΨk−1a(k − 1) + 1
2
N−1∑
i=k−1
E{v(i)tKk+iv(i)}
}
en donde:
Φk−1 = Wk−1 + Atk−1KkAk−1
Θk−1 = Λk−1 +Btk−1KkBk−1
Ψk−1 = Atk−1KkBk−1
Imponiendo la condicio´n necesaria de mı´nimo (gradiente igual a cero), se obtiene que:
a(k − 1)tΘk−1 + x(k − 1)tΨk−1 = 0
Por ser Θk−1 matriz sime´trica, se verifica que:
Θk−1a(k − 1) + Ψtk−1x(k − 1) = 0
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de donde se obtiene que:
a(k − 1) = −Θk−1Ψtk−1x(k − 1)
Obse´rvese que la matriz Θk−1 posee inversa, ya que por hipo´tesis, Λk−1 es definida
negativa y Kk−1 es semidefinida negativa, por lo que Θk−1 es definida negativa y por
consiguiente no singular y posee matriz inversa. La condicio´n es tambie´n suficiente de
optimalidad global, por ser co´ncava la funcio´n objetivo.
Podemos poner:
a∗(k − 1) = Gk−1x(k − 1)
en donde:
Gk−1 = −Θ−1k−1Ψtk−1 = [Λk−1 +Btk−1‖kBk−1]−1Btk−1KkAk−1
Entonces,
J∗k−1{x(K − 1)} =
1
2
x(k − 1)tΦk−1
+
1
2
x(k − 1)tGtk−1Θk−1Gk−1x(k − 1)
+x(k − 1)tΨk−1Gk−1x(k − 1) + 1
2
N−1∑
i=k−1
E{v(i)Ki+1v(i)}
Se puede poner:
J∗N−1{x(k − 1)} =
1
2
x(k − 1)tKk−1x(k − 1) + 1
2
N−1∑
i=k−1
E{v(i)tKi+1v(i)}
en donde:
Kk−1 = Φk−1 +Gtk−1Θk−1Gk−1 + 2Ψk−1Gk−1
= Φk−1 −Ψk−1Θ−1k−1Ψtk−1
El sistema controlado es lineal. Ello se comprueba inmediatamente sin ma´s que sustituir
en la ecuacio´n de estado el control o´ptimo obtenido.

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2.6 Principio de equivalencia cierta
El trabajo pionero de Bellman con e´nfasis en los modelos que utilizan variables de estado y el
me´todo de programacio´n dina´mica ha generado una teor´ıa de la toma de decisiones dina´micas
bajo incertidumbre y en particular, en el control estoca´stico y adaptativo. Una de las ideas
en esta a´rea con una gran cantidad de atractivo pra´ctico y conceptual es la de equivalencia
cierta.
La idea ba´sica aqu´ı es definir una pol´ıtica de decisio´n poniendo la incertidumbre igual a su
valor esperado dadas las observaciones. Si bien a primera vista el contenido intuitivo ba´sico
detra´s de esta idea parece bastante claro, no es fa´cil dar formulaciones matema´ticas precisas
de este principio.[29].
Notacio´n.
Si T ⊂ R, t ∈ T y y : T 7−→ Y entones y−t denota el pasado de y definido por y−t :
T ∩ (−∞, t) 7−→ Y con y−t (τ) := y(τ) para τ < t. Como de costumbre UT denota todos los
mapeos de T a U, es decir, UT := {f | f : T 7−→ U} como aparece en un contexto diferente,
esto no se confundira´ con transposicio´n [29].
Definicio´n 2.6. Se dice que una solucio´n es anticipativa, si los valores de las variables
son u´nicos, implantables e independientes del escenario que acontezca [28].
Definicio´n 2.7. Sea U ⊂ UT y F : U 7−→ Y T entonces, se dice que F es [29]
• No anticipativa si u, v ∈ U y u(t′) = v(t′) para t′ 6 t lo que implica Fu(t′) = Fv(t′)
para t′ 6 t
• Estrictamente no anticipativa si u(t′) = v(t′) t′ < t implica Fu(t′) = Fv(t′) para t′ 6 t
La idea ba´sica de esta estrategia consiste en evitar adelantar innecesariamente decisiones a
etapas anteriores, si estas se precisan efectuar con posterioridad. De esta forma, la solucio´n
que se obtiene considera todos los escenarios posibles en situaciones futuras, pero no se sub-
ordina a ninguno de ellos y adema´s proporciona las decisiones a tomar en el momento en el
que e´stas se necesitan [28].
Definicio´n 2.8. Un sistema dina´mico de incertidumbre esta´ definido por un mapeo G :
U × Ω 7−→ Y llamado planta tal que ∀ω ∈ Ω G(•, ω) es estrictamente no anticipativa.
Denotaremos un sistema dina´mico de incertidumbre por su planta G.
Veremos una pol´ıtica de control como una receta para decidir el control en base a las ob-
servaciones, que respeta las restricciones del flujo de informacio´n impuestas por la siguiente
definicio´n.
Definicio´n 2.9. Una ley de control es un mapeo F : Y 7−→ U observe que es
i No anticipativa.
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ii Es tal que la ecuacio´n impl´ıcita en u
u = FG(u, ω) ∀ ω ∈ Ω
tiene solucio´n u´nica en U (esta solucio´n depende claramente de F y ω y se denotara´n
por F u(ω,F )).
iii De forma que el flujo de informacio´n de G es no anticipativa en el sistema de cir-
cuito cerrado, con esto queremos decir que si ∃t ∈ T tal que ∀u ∈ U, G(u,w1)(t′) =
G(u,w2)(t
′) para t′ 6 t entonces Fu(w1, F )(t′) = Fu(u,w2)(t′) para t′ 6 t.
En el caso discreto ∃ T tal que T = [t0, t0 + 1, . . . , t1], −∞ < t0 6 t1 6∞ con U = U t
y Y = Y t
La idea ba´sica es la siguiente: Suponemos que nos enfrentamos a la decisio´n de elegir un
control a ∈ A para minimizar J(a, x) [29]
En el caso de tener informacio´n perfecta, es decir, si a(k) = µk(x(k)) es conocido, esto lleva
a escoger a∗(x) tal que
J(a∗(x), x) 6 J(a, x) ∀ a ∈ A
Sin embargo, si so´lo los conocemos a trave´s de las observaciones y no podemos resolver
el problema de encontrar la ley de control o´ptimo correspondiente no tiene ningu´n me´rito
utilizar la ley de control
aˆ := E{a∗(x)| y(x) = y}
donde hemos supuesto que esta expectativa condicional esta´ bien definida˝a esta idea se le
llama equivalencia de certidumbre, ahora se formalizara´ el marco dina´mico.
Sea T = {t0, t0 + 1, . . . , t1} con ∞ < t0 6 t1 6∞ y se asume que la planta G y la funcional
de costo J esta´n dadas y que el control de entrada es un subconjunto de un espacio vectorial
finito. Por simplicidad se asume que U = UT y Y = Y T .
Sea v ∈ U, k ∈ T y considere el siguiente problema de control determin´ıstico
min
u∈Uv,k
J(u, ω) (2.30)
donde
Uv,k = {u ∈ U |u(k′) = v(k′) para k′ < k}
Sea u∗(v, k, ω) un control de minimizacio´n. Considerando que su valor en el tiempo k define
un mapeo R : U × Ω
R(v, ω)(k) = u∗(v, k, ω)(k)
Este R(u, o)(k) es el control que usar´ıamos en en el tiempo k si nos encontramos con que
la informacio´n es perfecta (ω es conocido) pero las decisiones previas (el control v antes del
tiempo k) ya se han decidido.
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Las observaciones hasta el tiempo k que habr´ıan ocurrido bajo los supuestos anteriores esta´n
dadas por G(v, ω) y G(v, ω)(k′) para k′ 6 k estando disponible en el momento k.
La idea de equivalencia de certeza ya explicada anteriormente, sugerir´ıa usar en el tiempo k
el valor de control
E{R(v, ·)(k)|G(v, ·)(τ) = y(τ) τ 6 k}
(Asumiendo que esta esperanza esta´ bien definida.) Luego se define un mapeo S : U ×Y 7−→
U definido por
S(v, y)(k) = E{R(v, ·)(k)|G(v, ·)(τ) = y(τ) τ 6 k}
Este mapeo en no anticipativo en y y es estrictamente no anticipativo en v. Consideremos
ahora ecuaciones simulta´neas
S(v, y) = u; u = v
que nos dice que la equivalencia de certeza se usa para todo k, estas ecuaciones definen un
mapeo
F ce : Y 7−→ U
tambie´n define una ley de control segu´n lo explicado. Llamaremos F ce ley de control de
equivalencia de certeza. El uso de esta ley de control es conocido como principio equivalente
de certeza, y diremos que la propiedad de equivalencia de certidumbre es va´lida para un
problema de control estoca´stico si la ley de control o´ptimo F ∗ = F ce [29].
En el siguiente ejemplo se resuelve un problema de control estoca´stico lineal−cuadra´tico,
con perturbaciones aleatorias de tipo multiplicativo, para el que no se verifica el principio de
equivalencia cierta [4].
Ejemplo 2.2. Se considera el siguiente problema de control estoca´stico:
min
a(0), a(1)
J = E{[x(0)− 2]2 + [x(1)− 3]2 + [x(2)− 3]2 + a(0)2 + [a(1)− 1]2}
sujeto a x(1) = αx(0) + 2a(0) + 1
x(2) = x(1) + ba(1)− 2
con x(0) = 1
en donde x es la variable de estado, a es la variable de control, α es una variable aleatoria
normal de media 1 y varianza 1 que se realiza al final del primer per´ıodo, b es una variable
aleatoria normal de media 3 y varianza 4 que se realiza al final del per´ıodo 2, siendo α y b
independientes.
a) Resolver el problema.
b) Comprobar que este problema no cumple el principio de equivalencia cierta
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Figura 2.4: Per´ıodos y variables en el ejemplo 2.2
Solucio´n. En la figura (2.4) aparece el esquema habitual correspondiente a este problema.
a) Resolvemos por programacio´n dina´mica.
• Final: Sea x(2) dado. Entonces:
J∗2{x(2)} = [x(2)− 3]2
.
• Segundo per´ıodo: sea x(1) dado.
La ecuacio´n de Bellman correspondiente al per´ıodo es:
J∗1 = min
a(1)
E{[x(1)− 3]2 + [a(2)− 1]2 + J∗2{x(2)}}
en donde
x(2) = x(1) + ba(1)− 2
Por tanto,
J∗1{x(1)} = min
a(1)
E{[x(1)− 3]2 + [a(1)− 1]2 + [x(1) + ba(1)− 5]2}
Efectuando operaciones y teniendo en cuenta que
E{b} = 3, E{b2} = var(b) + [E{b}]2 = 13
se llega a que
J∗1 = min
a(1)
[2x(1)2 − 16x(1) + 35 + 14a(1)2 − 32a(1)1 − 32a(1) + 6x(1)a(1)]
Aplicando las condiciones de optimalidad se obtiene:
a∗(1) =
16− 3x(1)
14
J∗1{x(1)} =
1
14
x(1)2 − 64
7
x(1) +
117
7
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• Primer per´ıodo: sea x(0) = 1 dado.
La ecuacio´n de Bellman para este per´ıodo es:
J∗0 = min
a(0)
E{1 + a(0)2 + J∗1{x(1)}}
en donde
x(1) = α + 2a(0) + 1
Por tanto
J∗0 = min
a(0)
E{1 + a(0)2 + 19
14
[α + 2a(0) + 1]2 − 64
7
[α + 2a(0) + 1] +
117
7
}
Efectuando operaciones y teniendo en cuenta que
E{α} = 1, E{α2} = var(a) + [E{a}]2 = 2
se llega a que
J∗0 = min
a(0)
E
[
45
7
a(0)2 − 52
7
a(0) +
87
14
]
Aplicando las condiciones de optimalidad, se obtiene:
a∗(0) =
26
45
y
x(0) = 1, a∗(0) =
26
45
por lo que
x∗(1) = α +
97
45
y el valor que tome finalmente α no se conocera´ hasta el final del per´ıodo 1, cuando
se realice la variable aleatoria α.
a∗(1) =
16− 3x ∗ (1)
14
x∗(2) = α− 3
14
αb+
143
210
b+
7
45
y el valor que tome finalmente no se conocera´ hasta el final del per´ıodo 2, cuando
se haya realizado la variable aleatoria b.
Por otra parte
J∗ = J∗0 =
2563
630
b) En el problema dado, sustituimos las variables aleatorias α y b por sus respectivas
esperanzas matema´ticas, que son 1 y 3 y quitamos el operador esperanza matema´tica en
la funcio´n objetivo, obteniendo el siguiente problema de control o´ptimo determin´ıstico:
min
a(0),a(1)
J =
{
[x(0)− 2]2 + [x(1)− 3]2 + [x(2)− 3]2 + a(0)2 + [a(1)− 1]2}
sujeto a x(1) = x(0 + 2a(0)) + 1
x(2) = x(1) + 3a(1)− 2
con x(0) = 1
Resolvemos el problema por programacio´n dina´mica.
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• Sea x(2) dado. Entonces
J∗2{x(2)} = [x(2)− 3]2.
• Segundo per´ıodo. Sea x(1) dado.
La ecuacio´n de Bellman correspondiente a este per´ıodo es:
J∗1{x(1)} = min
a(1)
{
[x(1)− 3]2 + [a(1)− 1]2 + J∗2{x(1) + 3a(1)− 2}
}
Se resuelve dicha ecuacio´n de Bellamn, obteniendo la siguiente solucio´n:
a∗(1) =
16− 3x(1)
10
J∗1{x(1)} =
11
10
x(1)2 − 32
5
x(1) +
94
10
• Primer per´ıodo. Sea x(0) = 1 dado.
La ecuacio´n de Bellman correspondiente a este per´ıodo es:
J∗0 = min
a(0)
{
1 + a(0)2 + J∗1{2 + 2a(0)}
}
Se resuelve dicha ecuacio´n de Bellman, obtenie´ndose la siguiente solucio´n:
a∗(0) =
10
27
J∗0 =
34
27
Comparando los controles o´ptimos obtenidos para e problema determin´ıstico definido
en este apartado y para el problema estoca´stico resulto en a), se observa que son
diferentes, por lo que no se cumple el principio de equivalencia cierta.
2.7 Equivalencia cierta para el problema LQR
El ejemplo anterior muestra claramente que el punto crucial es la pregunta: ¿Que´ se entiende
por ley de control de equivalencia cierta? Esta es precisamente la pregunta que hemos tratado
de responder en la seccio´n anterior.
Debido a lo anterior, en esta seccio´n mostraremos que el problema-LQR es el equivalente
cierto.
Consideremos primero el problema LQR en tiempo discreto. Sea T = [k0, k0+1, . . . , k1], −∞ <
k0 6 k1 < ∞, U = Rm, U = UT , Y = Rp, Y = Y T y la planta G definida ana´logamente
como en 2.8 a trave´s del estado x ∈ Rn por
x(k + 1) = A(k)x(k) +B(k)u(k) + w1(k)
y(t) = C(k)x(k) + w2(k)
x(k0) = x0 y(k0) = 0 (2.31)
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con {x0, w1(k0), . . . , w1(k1)w2(k0), . . . , w2(k1)} vectores aleatorios Gaussianos mutuamente
independientes, E{x0} := x0E{(x0− x0)(x0− x0)t} := Σ(k0); w1, w2 ruido blanco con media
cero y covarianza V1(k), V2(k) respectivamente y A(k), B(k) y C(k) matrices de dimensio´n
apropiada para k ∈ T . La funcio´n de costo esta´ dada por
k1−1∑
k0
[xt(k + 1)R(k + 1)x(k + 1) + ut(k)R2(k)u
t(k)] + xt(k1)P1x(k1) (2.32)
con P1 = P
t
1, R1(k) = R
t
1(k) y R2(k) = R
t
2(k) matrices de dimensio´n apropiada, R1(k) >
0, R2(k) > 0 para k ∈ T y P1 > 0.
La ley de control admisible consiste en todos los mapeos no anticipativos de Y en U . Supong-
amos, como en toda la teor´ıa de control o´ptimo LQR, que la ecuacio´n de Riccati en tiempo
discreto
P (k − 1) = [A(k − 1)−B(k − 1)F (k − 1)]t[R1(k) + P (k)]A(k − 1), P1(k1) = P1 (2.33)
F (k − 1) = [Bt(k − 1)(R1(k) + P (k))B(k − 1) +R2(k − 1)]−1Bt(k − 1)[R1(k) + P (k)]A(k − 1)
(2.34)
tiene una solucio´n para k0 6 k 6 k1.
Ahora, probaremos lo siguiente
Teorema 2.4. El problema LQG en tiempo discreto es el equivalente cierto.
Demostracio´n.
La prueba se basa en dos teoremas, el primero no es ma´s que un ejercicio de teor´ıa LQ (de-
termin´ıstico).
Teorema 2.5. Para el problema en consideracio´n, el control u(v, k, ω) introducido en 2.30
para k ∈ {k, k + 1, . . . , k1} esta´ dado por
(u)∗(v, k, ω)(k′) = F (k′)x(k′, ω) + L(k′, ω) (2.35)
donde F es definida por (2.34) y L esta´ dada por
L = −F˜w1 − ˆˆF (2.36)
con
F˜ = [Bt(k)(R1(k + 1) + P (k + 1))B(k) +R2(k)]
−1 ·B(k)(R1(k + 1) + P (k + 1))
ˆˆ
F = [B(k)t(R1(k + 1) + P (k + 1))B(k) +R2(k)]
−1 ·Bt(k)N(k, ω)
donde N(k, ω) es la solucio´n de la ecuacio´n en diferencias hacia atra´s
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N(k, ω) = [A(k)−B(k)F (k)]TN(k + 1, ω) + [A(k)−B(k)F (k)]k · [R1(k + 1) + P (k + 1)]w1(k, ω)
N(k1, ω) = 0 (2.37)
finalmente, x en 2.35 esta´ definida recursivamente por la ecuacio´n de planta 2.31 con
u(k′) =
{
v(k) k′ < k
−F (k′)x(k′, ω) +L(t′, ω) k′ > k
Ahora, con el Teorema 2.5 es fa´cil identificar cua´l es el mapeo R de 2.30. Por lo tanto
R : (u, ω) 7−→ u˜
con u˜ dado por
u˜ = −Fx+ L (2.38)
con x definida recursivamente por
x(k + 1, ω) = A(k)x(k, ω) +B(k)u(k) + w1(k, ω)
x(k0, ω) = x0(ω)
y L dada por 2.36 para k0 6 k 6 k1.
Pasemos ahora al ca´lculo del mapeo S del LQG en el caso de que el esta´ definido como en
2.30, en general
Teorema 2.6. Sea u˜ definida como se indico´ anteriormente y y esta´ dada por la ecuacio´n
de planta 2.31 (consideremos en ambas ecuaciones a u como una funcio´n determin´ıstica).
Entonces E{u˜| y−k } esta´ dada por E{u˜(k)| y−k } = −F (k)E{x(k, ω)| y−k }.
Demostracio´n.
Resolviendo 2.37 y sustituyendo el resultado en 2.36 se muestra que L(k, ω) es linealmente
dependiente en w1(k, ω), w1(k + 1, ω), . . . , w1(k1, ω). En otras palabras, las mediciones del
tiempo hasta k son funciones histo´ricas w1(k0, ω), . . . , w1(k1 − 1, ω) y de w2(k, ω). Por lo
tanto, L(k, ω) es independiente de y−k .
Del Teorema 2.6 se sigue que S : U × Y 7−→ U esta´ definida por S(u, ω)(k) = −F (k)xˆ con
xˆ(k) := E{x(k)| y−k }. La evaluacio´n de xˆ(k) es simplemente el filtro de Kalman en tiempo
discreto y se define recursivamente por
xˆ(k + 1) = A(k)xˆ(k) +B(k)u(t) + Lˆ(k) · [y(k)− C(k)xˆ(k)]
xˆ(k0) = x0
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con Lˆ(k) la ganancia del filtro de Kalman, obtenida, como es bien sabido por una solucio´n
de un tipo de ecuacio´n de Riccati. Es importante observar que Lˆ(k) es determin´ıstica.
Para calcular la ley de control de la equivalencia cierta basta ahora con resolver las ecuaciones
S(u,y) = u que despue´s de la sustitucio´n en la expresio´n anterior para S , da como resultado
F ce : Y 7−→ U definida por
(F cey)(k) = −F (k)kˆ
con xˆ(k) definida recursivamente por
xˆ(k + 1) = [A(k)−B(k)F (k)]xˆ(k) + Lˆ(k) · [y(k)− C(k)xˆ(k)]
xˆ(k) = E{x0}
que define como es bien sabido la ley de control de retroalimentacio´n o´ptima para el problema
de LQG. Llegamos a la conclusio´n de que el problema LQG es el equivalente cierto.

Con esto concluimos la prueba del Teorema .
Para el problema de LQG en tiempo continuo la demostracio´n es bastante parecida pesar que
se utilizan tres teoremas en lugar de dos, se llega a la misma conclusio´n. Dado que nuestro
tema de estudio consideramos solamente el tiempo discreto, se deja como objeto de estudio
a lector la parte de tiempo continuo.
Para finalizar, en esta seccio´n hemos dado un marco general para definir la ley de control
de la equivalencia cierta. La idea ba´sica es que la equivalencia cierta elige una pol´ıtica de
control, en cada instante de tiempo, como el control de la esperanza condicional (dadas las
mediciones hasta ese momento) de lo que ser´ıa el control o´ptimo si no hubiera incertidumbre.
Dentro de este marco, no es dif´ıcil demostrar que los problemas LQG de tiempo discreto y
continuo son equivalentes ciertos. Hemos presentado aqu´ı una prueba expl´ıcita del caso de
intervalos de tiempo finitos, pero estos resultados se extienden fa´cilmente al caso de tiempo
infinito.
Cap´ıtulo 3
Modelamiento en Optimizacio´n
Convexa No Diferenciable
Las causas de la no diferenciabilidad de un problema de optimizacio´n son diversas, sin em-
bargo, con un fin explicativo se pueden agrupar en dos:
• La no diferenciabilidad de las funciones del problema, aunque las variables del problema
sean continuas.
• La no continuidad de las variables del mismo, aunque las funciones pudieran ser difer-
enciables en un conjunto ma´s amplio de puntos que el conjunto solucio´n del problema.
Se entiende por no continuidad de las variables el hecho de que algunas de ellas so´lo
pueda tomar valores enteros, o que sea continua por tramos o que sea semicontinua.
En muchos problemas la no diferenciabilidad tiene su origen en las dos causas mencionadas,
por lo que no hay que considerarlas excluyentes. Adema´s, hay casos en los que un modelo
del primer tipo que, en un principio, no es lineal ni diferenciable, puede pasar a ser difer-
enciable transformando la parte del modelo que provoca la no diferenciablidad lineal. En
otros, cabe la posibilidad de transformarlo en un problema del segundo tipo, es decir, de
programacio´n entera mixta mediante la incorporacio´n de variables enteras y/o binarias. Si
bien persiste la no diferenciabilidad, se emplearan los me´todos de resolucio´n del cap´ıtulo
anterior que resuelven en cada iteracio´n un subproblema diferenciable. Aunque con esto no
se esta´ suponiendo que sean los u´nicos casos en que dicha transformacio´n pueda darse ni que
no existan transformaciones alternativas.
3.1 El problema del portafolio
En finanzas, un portafolio o cartera es una combinacio´n de las inversiones realizadas por
una institucio´n o un individuo. La creacio´n de un portafolio es parte de una estrategia de
diversificacio´n de la inversio´n y limitar el riesgo. Al ser propietario de varios activos, deter-
minados tipos de riesgos (en particular, el riesgo espec´ıfico) puede reducirse. Los activos del
portafolio pueden incluir cuentas bancarias, acciones, bonos, opciones, warrants, certificados
de oro, materias primas, contratos de futuros, las instalaciones de produccio´n, o cualquier
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otro elemento que se espera que conserve su valor.
En la construccio´n de una cartera de inversiones de una institucio´n financiera generalmente
e´sta llevara´ a cabo su propio ana´lisis de la inversio´n, mientras que un particular puede hacer
uso de los servicios de un asesor financiero o una institucio´n financiera que ofrece servicios
de gestio´n de cartera.
Gestio´n de un portafolio
La gestio´n de la cartera implica decidir que´ activos incluir en el portafolio, teniendo en cuenta
los objetivos del titular de la cartera y las cambiantes condiciones econo´micas. La seleccio´n
consiste en decidir cua´les son los bienes a comprar, ¿cua´ntos comprar, cua´ndo comprar, y que
activos desinvertir. Estas decisiones siempre implican algu´n tipo de medicio´n del resultado o
rendimiento de la cartera, y el riesgo asociado a este cambio (es decir, la desviacio´n esta´ndar
del retorno). Normalmente, se compara con el rendimiento esperado de carteras con paquetes
de activos diferentes.
Los objetivos y circunstancias de los inversores tambie´n deben ser considerados. Algunos
inversores son ma´s reacios al riesgo que otros.
Modelos de gestio´n de un portafolio
Algunos de los modelos financieros utilizados en el proceso de valoracio´n, seleccio´n de valores
y gestio´n de carteras incluyen:
• Maximizacio´n el rendimiento, dado un nivel determinado de riesgo.
• La teor´ıa moderna de gestio´n de portafolios o Modelo de Markowitz.
• Teor´ıa del Arbitraje de Precios
Al tiempo t = 0 se tiene un monto M que se desea invertir a una semana en un portafolio
de inversio´n, integrado con acciones de n empresas. Se tiene como datos los precios diarios
de cada una de las acciones en los tres meses previos a t = 0. El nu´mero de acciones de
cada empresa se deben terminar de tal forma que el riesgo del portafolio sea mı´nimo y su
rendimiento semanal sea mayor o igual a una r∗ dada [39].
Para tener una mejor idea del problema, revisemos algunos conceptos de finanzas.
Un monto M0 que se invierte en el banco a un intere´s r anual, al te´rmino de un an˜o se
convierte en un monto M1 igual a
M1 = M0 + rM0 = (1 + r)M0
Observemos que r =
M1 −M0
M0
es la ganancia relativa, se le conoce como el rendimiento de
la inversio´n y en el caso de los depo´sitos a plazo fijo coincide con la taza de intere´s.
En el caso de las acciones, como de otros activos financieros, el rendimiento durante un
per´ıodo de tiempo se define por las variaciones relativas del precio del activo y esta´ dado por:
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r =
P 1 − P 0
P 0
(3.1)
con P 0 al tiempo inicial y P 1 al tiempo final. Observemos que P 1 = (1 + r)P 0, por lo que el
concepto de rendimiento coincide con el que definimos para depo´sitos bancarios.
Los rendimientos de un depo´sito bancario son deterministas porque al depositar el dinero
sabemos de antemano el rendimiento exacto que se recibira´ a la fecha de vencimiento; en el
caso de las acciones, las variaciones del precio dependen de muchos factores: del desempen˜o
de la empresa, de la situacio´n econo´mica del pa´ıs, del tipo de cambio, de las tasas de intere´s
e inclusive de que tan optimistas o pesimistas son los participantes en el mercado accionario.
En suma, son tantos los los factores que intervienen, que es dif´ıcil prever de antemano si se
incrementara´n o se reducira´n, y ma´s dif´ıcil au´n, en cua´nto lo hara´n.
Dado que no podemos determinar con certeza el rendimiento a futuro de cada accio´n, e´sta
se comporta como una variable aleatoria. En consecuencia, al tiempo t = 0, a lo ma´s que
podemos aspirar es a calcular el valor esperado del rendimiento de una accio´n.
Una forma de calcular el valor esperado de una variable aleatoria es a trave´s del ca´lculo del
primer momento de distribucio´n. ¿Que´ tipo de distribucio´n tienen los rendimientos de los
activos con riesgo? Para tener una idea analicemos el comportamiento histo´rico de e´stos; por
ejemplo, a trave´s de un histograma de los rendimientos diarios de cada accio´n.
3.1.1 Formulacio´n matema´tica del problema
En el mercado financiero hay participantes a quienes se denominan agentes financieros que
compran y venden activos financieros. Los activos financieros se clasifican en activos fi-
nancieros de renta fija, cuyos rendimientos son deterministas, y activos financieros de renta
variable, acciones y bienes de consumo cuyos rendimientos tienen incertidumbre.
El modelo de mercado con el que se trabajara´ tiene las siguientes reglas:
a) Se trabaja en un mercado ideal en el que los bancos prestan y dan cre´ditos a la misma
tasa de intere´s.
b) Principio de comparacio´n: entre dos inversiones al mismo plazo, los inversionistas pre-
fieren aquella que tenga rendimientos ma´s altos.
c) Principio de aversio´n al riesgo: si una inversio´n no tiene rendimientos fijos entonces tiene
un riesgo. Entre dos inversiones con plazo y rendimiento estimado igual, se prefiere la
de menor riesgo. Una inversio´n con riesgo debe tener rendimientos ma´s altos que otra
similar con riesgo menor. La tolerancia al riesgo es personal.
d) Principio de no arbitraje: no se puede tener un portafolio de inversio´n cuyo precio
inicial P 0 sea cero, pero cuyo precio P 0 > 0 y su valor esperado estrictamente mayor
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que cero; o sea que sin invertir un centavo se tenga una posibilidad de hacer una
ganancia positiva.
e) Para simplificar el modelo se asume que se pueden comprar fracciones de acciones.
f) Por realismo se permiten compras en corto; es decir, que se puede pedir prestado para
comprar ciertas acciones. En este caso, para distinguir el dinero prestado del propio, a
las cantidades prestadas que se inviertan se denotan con signo negativo.
Planteamiento del problema
Definicio´n de la funcio´n objetivo, de las variables y los datos del problema.
Objetivo: Dados n activos con rendimiento esperado r¯i y varianza estimada σ¯i, determinar
el portafolio con costo M y rendimiento esperado r∗ que tenga mı´nimo riesgo.
El rendimiento relativo de un activo Ai se denotara´ por ri y se define por la expresio´n (3.1).
Si el precio al tiempo final P i1 es una variable aleatoria, tambie´n lo es ri. Sea mi el nu´mero
de acciones que se compran del activo i. Entonces
M = m1P
0
1 + . . . ,+mnP
0
n
1 =
m1P
0
1
M
+ . . .+
mnP
0
n
M
Sean wi =
miP
0
i
M
la variable que representa el porcentaje del capital M invertido en el activo
Ai. Las variables wi son las variables del problema de optimizacio´n. La ventaja de definir
a las variables como wi es que e´stas no dependen del monto a invertir, por lo que podemos
plantear el problema para cualquier monto M.
Las restricciones que deben satisfacer las wi son las siguientes:
a) Para que se cumpla el requisito de que el costo del portafolio sea igual a M se debe
satisfacer que
n∑
i=1
wi = 1
b) La segunda restriccio´n es que el rendimiento del portafolio sea mayor al de un depo´sito
a plazo fijo, supongamos que se cumple si es igual a r∗.
Para formular esta restriccio´n en te´rminos de las wi, se hace lo siguiente: denotemos
por V 0 el valor del portafolio al tiempo t1, y como rp a los rendimientos del portafolio
al tiempo t = 1. El rendimiento del portafolio es igual a
rp =
V 1 − V 0
V 0
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como V 0 = M entonces:
rp =
1
M
n∑
i=1
mi[P
1
i − P 0i ]
=
n∑
i=1
miP
0
i
M
[P 1i − P 0i ]
P 0i
=
n∑
i=1
wiri
La segunda restriccio´n se formula matema´ticamente de la siguiente forma:
E(rp) =
n∑
i=1
wiE(ri)
≈
n∑
i=1
wir¯i
= r∗
La funcio´n a minimizar se llama la funcio´n objetivo. La funcio´n objetivo es el riesgo del
portafolio. El riesgo de un portafolio puede medirse de muchas formas. En el caso que se
suponga que los rendimientos son normales, la varianza del portafolio es una buena medida
de su riesgo ya que cualquier otra medida de riesgo depende de la varianza. La varianza de
un portafolio se calcula de la forma siguiente:
V ar(rp) = E[(rp − E(rp))2]
= E[(
n∑
i=1
wiri − E(rp))2]
=
n∑
i=1
n∑
j=1
wiwjE[ri − E(ri)]E[rj − E(rj)]
=
n∑
i=1
n∑
j=1
Cov(ri, rj)wiwj
≈
n∑
i=1
n∑
j=1
Cov(ri, rj)wiwj
La formulacio´n matema´tica del problema del portafolio o´ptimo es:
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min
1
2
n∑
i=1
n∑
j=1
Cov(ri, rj)wiwj
sujeto a:
n∑
i=1
wir¯i = r
∗
n∑
i=1
wi = 1
La funcio´n objetivo se divide por un medio por comodidad.
El formular matema´ticamente el problema de esta forma es idea de Markowitz, ganador del
Premio Nobel de Economı´a por su teor´ıa de riesgo-rendimiento.
Ahora veamos que el problema planteado es en efecto un problema de optimizacio´n con-
vexa, para ello se debe probar que tanto la funcio´n objetivo y el conjunto definido por las
restricciones son convexos.
El problema que se plantea es:
min
1
2
wt[Σw]
sujeto a: w ∈ Ω
con Ω = {e ∈ Rn|h1(w) = r · w − r∗ = 0, h2(w) = ~1 · w − 1 = 0} donde ~1t = (1, 1, . . . , 1).
La matriz de varianza−covarianza es definida positiva por lo que este problema admite una
solucio´n u´nica w ∈ Ω siempre que w sea un punto regular. Observemos que salvo en el caso
de que el portafolio se componga de activos que tienen todos el mismo rendimiento, el resto
de los portafolios admisibles son regulares ya que
V = {~r,~1}
es un conjunto linealmente independiente. Por otro lado, el espacio de direcciones admisibles
esta´ formado por
N(x) = {y ∈ Rn|~1y = 0, ~1ty = 0}
con dimensio´n n− 2.
Al aplicar las condiciones de primer orden, se obtiene el siguiente sistema lineal de ecuaciones:
[Σ]w − λr − µ~1 = 0 (3.2)
wtr = r∗ (3.3)
~1tw = 1 (3.4)
Por comodidad se puso signo negativo en los te´rminos que tienen los multiplicadores de
Lagrange. En el caso de las restricciones de igualdad, el signo de los multiplicadores de
Langrange no es importante. El sistema anterior tiene como solucio´n u´nica a
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w∗ = λ[Σ]−1r + µ[Σ]−1~1 (3.5)
Al sustituir w∗ en (3.3) y (3.4) se obtiene el siguiente sistema de ecuaciones para µ y λ
rt[Σ]−1rλ+~1t[Σ]−1µ = 1 (3.6)
~1t[Σ]−1rλ+~1t[Σ]−1~1µ = 1 (3.7)
cuya solucio´n es:
λ =
r∗A−B
∆
µ =
C − r∗B
∆
con
A = ~1t[Σ]−1~1, B = ~1t[Σ]−1
C = rt[Σ]−1r, ∆ = AC −B2
∆ 6= 0 siempre que los rendimientos de las acciones no sean todos iguales. Obeservemos que
por la desigualdad de Cauchy−Schwartz, ∆ > 0, ya que
|〈r,~1〉Σ−1| 6 ||r||Σ−1||~1||Σ−1
con ||w||Σ−1 = wt[Σ]−1w.
Por otro lado, la varianza del portafolio mı´nimo es
(σ∗)2 = (w∗)t[Σ](w∗)
= (w∗)t[Σ](λ[Σ]−1r + µ[Σ]−1~1)
= λ(w∗r) + µ(w∗~1)
Al sustituir λ y µ y al usar el hecho que w∗ esta´ en Ω se obtiene que
(σ∗)2 =
A(r∗)2 − 2Br∗ + C
∆
(3.8)
A cada portafolio admisible w se le puede asociar un punto (σw, rw) en el plano, cuto eje de
abcisas representa σ y el eje de las ordenadas a r. A σw se le llama volatilidad del portafolio
w. El conjunto {(σw, rw)|w ∈ Ω} se le llama el conjunto de riesgo−rendimiento. Los puntos
(σ∗, r∗), correspondiente a los portafolios o´ptimos w∗, esta´n sobre la frontera del conjunto de
riesgo−rendimiento ya que dado un r∗ tienen la volatilidad mı´nima. Determinemos la forma
de la frontera despejando a r∗ de la expresio´n (3.8), entonces, dado σ, r se obtiene que
r(σ) =
B
A
±
√
∆
A
(σ2 − 1
A
)
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Figura 3.1: Una combinacio´n convexa de dos portafolios eficientes produce otro portafolio
eficiente
cuya gra´fica es una hipe´rbola. En la Figura 3.1 se representa la gra´fica de un conjunto de
riesgo−rendimiento
El portafolio de mı´nima varianza se obtiene igualando la primera derivada de σ respecto a r
e igualando a cero:
dσ
dr
=
2Ar − 2B
∆
= 0 ⇒ RMV = B
A
El valor de σMV =
1√
A
. Por lo que r(σ) es una hipe´rbola con ve´rtice en
(
1√
A
,
B
A
)
y
as´ıntotas
B
A
±
√
∆
A
σ
Para el portafolio de mı´nima varianza los multiplicadores de Lagrange correspondientes son
λMV = 0 y µMV =
1
A
. En consecuencia
wMV =
[Σ]−1~1
A
lo que es equivalente a resolver el sistema
[Σ]w
MV
=
~1
A
Observemos que la curva que va del portafolio de mı´nima varianza hacia arriba, representa
aquellos portafolios que dado un riesgo tienen rendimiento ma´ximo, por lo que a la parte
superior de la curva se le llama frontera eficiente.
Por otro lado, si escogemos µ = 0 se obtiene que rd =
C
B
, siempre que B 6= 0, entonces, si
denotamos como wd al portafolio correspondiente obtenemos que
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[Σ]wd =
r
B
, σd =
√
C
B
Notemos que cualquier w∗ que satisfaga la ecuacio´n (3.5) se puede escribir en te´rminos del
portafolio de mı´nima varianza wMV y del portafolio wd ya que
w∗ = (λB)wd + (µA)wMV (3.9)
lo que implica que cualquier portafolio sobre la frontera se puede escribir como combinacio´n
lineal de los portafolios wd y wMV . Observemos que w
∗ satisface tambie´n la ecuacio´n (3.4)
ya que (λB) + (µA) = 1.
Este resultado no so´lo se cumple para los portafolios wd y wMV sino para cualquiera dos
portafolio w1 y w2 sobre la frontera de la regio´n de riesgo−rendimiento con rendimientos r1
y r2 respectivamente. Como w1 se puede escribir como w1 = (1 − a)wMV + awd y w2 =
(1− b)wMV + bwd, con a, b > 0, entonces, resolviendo para w1, w2 y sustituyendo en (3.9) se
obtiene que todo portafolio en la frontera se puede escribir como combinacio´n lineal de dos
portafolios sobre dicha frontera.
Como consecuencia, si se desea invertir en la bolsa una cantidad de dinero, en lugar de tratar
de integrar uno mismo su portafolio, basta con seleccionar dos fondos de inversio´n en el
mercado que este´n sobre la frontera eficiente e invertir en ellos [39].
3.2 Maximizacio´n de la utilidad
En matema´ticas aplicadas, las funciones lineales y no lineales pueden representar algu´n crite-
rio para tomar decisiones. Por ejemplo, si una funcio´n simboliza utilidades, los ingresos, cos-
tos o nivel de contaminacio´n de una empresa, esa variable debe seleccionarse adecuadamente
por la persona que va a tomar la decisio´n con el fin de conseguir un objetivo preestablecido
[31].
El criterio ma´s comu´n para elegir alternativas tiene como objetivo maximizar algo (la ganan-
cia de una empresa, la utilidad que tiene un producto o servicio para consumidor, etc.) o
minimizar (el costo de produccio´n total o de un producto dado). Econo´micamente, se clasi-
fica a esos problemas de maximizacio´n o minimizacio´n bajo el t´ıtulo de optimizacio´n, que
debe entenderse como la bu´squeda de lo mejor. No obstante, matema´ticamente, los te´rminos,
ma´ximo y mı´nimo no implican una optimizacio´n. Es por ello que el te´rmino general para
ma´ximo y mı´nimo como conceptos matema´ticos, se designa ma´s apropiadamente como val-
ores extremos.
Uno de los objetivos fundamentales de una empresa es lograr el ma´ximo beneficio (o utilidad,
denotado por la letra U). La utilidad o beneficio que espera una empresa es la cantidad
monetaria que ha de ganar al vender sus productos y obtener un ingreso I(x) por esa venta,
menos la parte que corresponde a solventar los gastos (costos C(x)) necesarios para llevar a
cabo la produccio´n.
U = I(x)− C(x)
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Resulta obvio que para determinar la utilidad es un requisito conocer tanto el nivel de ingre-
sos que tiene la empresa como el nivel de costos en el que incurre para producir.
El ingreso I(x) esta´ en funcio´n de la cantidad de productos vendidos, es decir, se vende x
cantidad de productos a un determinado precio p. En el momento en el cual la cantidad de
art´ıculos que se vende se multiplica por su precio, se tiene un monto monetario que caracteriza
al ingreso de la empresa, es decir:
I(x) = (p)(x)
La empresa siempre espera vender la mayor cantidad de art´ıculos que le sea posible a fin de
obtener el ma´ximo de ganancia, pero tambie´n es cierto que si desea vender tales montos, lo
hara´ con el objetivo de reducir al ma´ximo los costos en los que incurre al llevar a cabo su ciclo
productivo, es decir, la empresa espera optimizar sus recursos al maximizar su beneficio
y minimizar sus costos.
Maximizar el beneficio de cualquier empresa implica:
1. Maximizar el ingreso, es decir, vender la mayor cantidad de art´ıculos posibles, con un
nivel de costos constante.
2. Maximizar el ingreso y reducir el nivel de costos.
3. Minimizar los costos y mantener constante su nivel de ventas de forma que su ingreso
no se vea afectado.
Naturalmente, el punto dos ser´ıa el ideal para una empresa, pero es el ma´s dif´ıcil de lograr,
por lo que es comu´n buscar rutas alternativas para que se cumplan en la medida de lo posible
los puntos 1 y 3.
Como puede observarse, cuando se requiere maximizar el beneficio se tienen dos posibilidades
para lograrlo: minimizar los costos o maximizar el ingreso. Este punto es importante para
recalcar que para maximizar el beneficio es necesaria en la mayor´ıa de las ocasiones una
maximizacio´n del ingreso, punto clave para obtener las mayores ganancias posibles [31].
3.2.1 Formulacio´n matema´tica del problema
En determinados casos, la funcio´n de utilidad no cumple las hipo´tesis habituales de buen com-
portamiento, no siendo diferenciable en todo el conjunto de oportunidades de un problema
de optimizacio´n. Tal es el caso de la funcio´n de utilidad de bienes perfectamente comple-
mentarios o funcio´n de utilidad de coeficientes fijos. En esta funcio´n, el nivel de utilidad
se determina por el consumo de las cantidades de los n bienes complementarios combinados
en una proporcio´n fija, por lo que no se puede conseguir mayores niveles de utilidad con un
aumento del consumo de so´lo unos pocos bienes, sino que deber´ıa crecer el consumo de dichos
bienes en forma proporcional para alcanzar mayores niveles de utilidad [3].
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Definicio´n 3.1. Diremos que una funcio´n de utilidad representa las preferencias de una
persona cuando se tiene que y % x si y so´lo si u(y) > u(x) [38].
Teorema 3.1. (Convexidad de´bil). Para cualquier x ∈ X los conjuntos Qx = {y ∈
X| y % x} son convexos [38].
As´ı pues, la utilidad alcanzada viene dada por la menor utilidad proporcionada por uno de
los n bienes complementarios que se recoge en la siguiente funcio´n
U(x1, x2, . . . , xn) = min{a1x1, 11x2, . . . , anxn} con aj > 0 ∀j
El problema de maximizar la utilidad vendra´ dado por el siguiente planteamiento:
max U(x1, x2, . . . , xn) = max{min{a1x1, a2x2, . . . , anxn}}
sujeto a p1x1 + p2x2 + . . .+ pnxn 6M
x1, x2, . . . , xn > 0
La funcio´n de utilidad no es lineal y no es diferenciable en los puntos (x1, . . . , xn) tales que
aixi = ajxj con i 6= j, pues no es derivable en dichos puntos. Sin embargo es una funcio´n
continua y co´ncava.
Alternativamente al tratamiento anterior, este tipo de funcio´n admite una transformacio´n que
consiste en introducir una nueva variable que representara´ el valor de la funcio´n objetivo, por
ejemplo: u
MIN
, tal que u
MIN
= min{a1x1, a2x2, . . . , anxn} y dado que uMIN es igual al menor
valor de todos los te´rminos aixi, i = 1, 2, . . . , n, se establecen tantas cotas superiores a esa
nueva variable como variables xi se contemplen (bienes perfectamente complementarios), de
tal manera que el modelo resultante sera´:
max U(x1, x2, . . . , xn, uMIN ) = uMIN
sujeto a: p1x1 + p2x2 + . . .+ pnxn 6M
u
MIN
6 aixi ∀1, 2, . . . , n
x1, x2, . . . , xn >
p1, p2, . . . , pn > 0
M > 0
De esta forma, el problema de programacio´n no lineal no diferenciable se ha transformado en
uno de programacio´n lineal con una variable y n restricciones lineales ma´s que la formulacio´n
original [3].
Debemos asegurarnos que el problema anterior sea convexo, es evidente que las restricciones
de e´ste sean convexas, por lo que solo falta verificar que la funcio´n objetivo tambie´n lo sea,
para ello presentamos el siguiente teorema [38]
Teorema 3.2. Las preferencias son convexas si y so´lo si para cualquier par de canastas
x, y ∈ X, 1 > α > 0 si y % x, entonces αy + (1− α)x % x
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Demostracio´n.
⇒ Sean x, y ∈ X tales que x % y. Entonces, tanto, x como y pertenecen a Qx y como este
conjunto es convexo αy + (1− α)x % x
⇐ Sean x, y canastas en Qx. Luego, por condicio´n de convexidad αy + (1− α)x esta´ en Qx.
Luego, por definicio´n de Qx αy + (1− α)x % x

La convexidad refleja la idea que las personas prefieren la diversidad. Este no es un supuesto
muy restrictivo y en te´rminos generales refleja como son las preferencias de las personas.
3.3 Problema de localizacio´n de instalaciones capaci-
tado en dos etapas
Los problemas de localizacio´n de instalaciones han sido estudiados ampliamente en la liter-
atura, ya que surgen en una gran variedad de situaciones reales (telecomunicaciones, escuelas,
hospitales). Ba´sicamente, un problema de localizacio´n se caracteriza por los siguientes ele-
mentos [30]:
• Un conjunto de localizaciones posibles para las instalaciones. Para cada una se tiene
informacio´n sobre los costos/beneficios de abrir o construir la instalacio´n en dicha
localizacio´n.
• Un conjunto de clientes que deben ser asignados para su servicio a alguna de las in-
stalaciones. Para los clientes, tambie´n se cuenta con informacio´n sobre la cantidad de
demanda y los costos por ser atendidos desde alguna de las instalaciones.
• Una lista de requerimientos que deben ser cumplidos por las instalaciones abiertas y
las asignaciones realizadas a los clientes.
• Una funcio´n de costo/beneficio.
El objetivo del problema de localizacio´n de instalaciones es encontrar cua´les instalaciones
deben ser abiertas de manera que se optimice esa funcio´n de costo/beneficio.
Hay una gran variedad de problemas de localizacio´n de instalaciones. Si el conjunto de pun-
tos de demanda y localizacio´n de las instalaciones es finito, se conoce como problema de
localizacio´n de instalaciones discreto. Si todos los datos son exactos, se refiere al modelo
como determin´ıstico, si los valores de algunos para´metros son dados por una distribucio´n de
probabilidad, el modelo se considera estoca´stico. Podemos clasificar tambie´n el modelo como
capacitado o no capacitado, esto es, si las instalaciones cuentan con una capacidad limitada
o no para satisfacer la demanda de los clientes.
En este problema, un u´nico producto es producido en un conjunto de plantas con capacidades
conocidas y enviado a un conjunto de almacenes tambie´n con capacidades conocidas, desde
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los cuales se enviara´ el producto hacia un conjunto de clientes para finalmente abastecer sus
demandas. Usar una determinada planta o almace´n incurre en un costo fijo, adema´s del
costo por transportar cada unidad de producto entre las plantas y los almacenes y entre los
almacenes y los clientes.
El objetivo del problema de localizacio´n capacitado en dos etapas es determinar cua´les plan-
tas y cua´les almacenes deben utilizarse, asc´omo la cantidad de producto que va de cada
planta a cada almace´n y de cada almace´n a cada cliente.
El manejo de la cadena de suministro implica no solo el movimiento de los bienes, sino
tambie´n decisiones como: do´nde producir, localizar plantas y centros de distribucio´n, as´ı
como cua´nto producir en cada lugar.
Las decisiones de localizacio´n, adema´s de necesarias, son tal vez las ma´s importantes y dif´ıciles
para lograr cadena de suministro eficiente.
Problema de localizacio´n de instalaciones no capacitado
El problema de localizacio´n de instalaciones se puede clasificar en distintas categor´ıas depen-
diendo de las restricciones que se consideran. Entre ellas tenemos los Problema de localizacio´n
de instalaciones:
• No capacitado. en e´ste no se consideran l´ımites de capacidad para ninguna de las insta-
laciones; cada cliente recibe la demanda requerida desde algunas de las instalaciones.
• Capacitado. Cuando se considera un l´ımite de capacidad para cada una de las insta-
laciones. Este problema puede ser dividido en otras categor´ıas como por ejemplo, el
problema de localizacio´n de instalaciones capacitado con restricciones de abastecimiento
de una sola fuente.
El problema que se considera es el problema de localizacio´n de instalaciones capacitado en dos
etapas, donde la primera etapa se refiere a las fa´bricas o plantas de produccio´n, en esta etapa
la decisio´n a ser tomada es cua´les fa´bricas abrir de un conjunto de posibles localizaciones
para e´stas. La segunda etapa se refiere a los depo´sitos y la decisio´n que se busca tomar es
cua´les depo´sitos abrir entre un conjunto de posibles localizaciones para los mismos.
La siguiente decisio´n esta´ relacionada a los clientes, se busca hacer las asignaciones de cada
cliente a los depo´sitos abiertos y tambie´n asignar los depo´sitos a plantas abiertas y definir
el flujo de producto a trave´s de ellos para satisfacer las restricciones de demanda de cada
cliente.
3.3.1 Formulacio´n al problema y relajaciones propuestas
Es conocido que la formulacio´n de un problema es de gran importancia para su resolucio´n.
Para formular el problema se describen los siguientes para´metros:
• I conjunto de plantas potenciales.
• J conjunto de almacenes potenciales.
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• K conjunto de clientes.
• bi capacidad de la planta i.
• pj capacidad de la planta j.
• qk demanda del cliente k.
• cij costo por transportar una unidad de producto desde la planta i hasta el almace´n j.
• djk costo por transportar una unidad de producto desde el almace´n j hasta el cliente
k.
• fi costo por emplear la planta i.
• gj costo fijo por emplear el almace´n j.
Definimos tambie´n las siguientes variables de decisio´n:
• yi ∈ {0, 1}, donde yi = 1 si so´lo si la planta i es empleada y 0 en otro caso.
• zj ∈ {0, 1}, donde zj = 1 si y so´lo si el almace´n j es empleado y 0 en otro caso.
• xij > 0, cantidad de producto enviado desde la planta i hasta el almace´n j.
• sjk > 0, cantidad de producto enviado desde el almace´n j hasta el cliente k.
El problema puede ser formulado mediante el siguiente modelo de programacio´n lineal entero
mixto.
ω = min
∑
i
fiyi +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk (3.10)
sujeto a:
∑
j
xij 6 bi i ∈ I (3.11)
∑
i
xij 6 pj j ∈ J (3.12)
∑
j
sjk > qk k ∈ K (3.13)
∑
i
xij >
∑
k
sjk j ∈ J (3.14)
xij 6 mijyi i ∈ I, j ∈ J (3.15)
sjk 6 ljkzj j ∈ J, k ∈ K (3.16)
xij, sjk ∈ R+, yi, zj ∈ {0, 1} (3.17)
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Las restricciones (3.11) y (3.12) aseguran que no sean excedidas las capacidades de las plan-
tas y los almacenes respectivamente. La restriccio´n (3.13) asegura que las demandas de los
clientes sean satisfechas. La restriccio´n (3.14) impide que los almacenes env´ıen producto no
recibido mientras que (3.15) y (3.16) impiden que una planta o un almace´n env´ıen producto
si no han sido elegidos. Las restricciones (3.17) son conocidas como restricciones lo´gicas, en
ellas R+ representa el conjunto de nu´meros reales no negativos.
Las cantidades mij y ljk en las restricciones (3.15) y (3.16) son cotas superiores conocidas a
las variables xij y sjk, por ejemplo:
mij = min{bi, pj}; ljk = min{pj, qk}
Esta formulacio´n tiene i+ j variables binarias, i× j + j × k variables continuas y i+ 2× j +
k + i× j + j × k restricciones.
Relajaciones propuestas
Las cotas lagrangianas han sido ampliamente utilizadas como base de muchas te´cnicas nume´ricas,
por ejemplo en los esquemas de ramificacio´n y acotamiento para problemas enteros y com-
binatorios. La mayor´ıa de los enfoques de relajaciones lagrangianas para el problema de
localizacio´n capacitado en dos etapas esta´n basados en dualizar las restricciones de demanda
o las restricciones de capacidad de planta.
Se presentan 3 relajaciones lagrangianas para el problema de localizacio´n capacitado en dos
etapas. Estas relajaciones poseen ciertas propiedades de descomposicio´n de manera que re-
solver el problema lagrangiano es ma´s fa´cil que resolver el original y conservando la calidad
de la soluciones con respecto al valor o´ptimo del problema tanto como sea posible. Las rela-
jaciones se describen a continuacio´n:
Relajacio´n RA1: Relajamos las restricciones (3.14), que no permiten que un almace´n j
env´ıe producto que no recibio´.
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ω = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
j,k
djksjk +
∑
j
uj
(∑
k
sjk −
∑
i
xij
)
sujeto a:
∑
j
xij 6 bi i ∈ I
∑
i
xij 6 pj j ∈ J
∑
j
sjk > qk k ∈ K
xij 6 mijyi i ∈ I, j ∈ J
sjk 6 ljkzj j ∈ J, k ∈ K
xij, sjk ∈ R+, yi, zj ∈ {0, 1}
El problema lagrangiano se descompone en un subproblema para la primera etapa en (x, y)
con i variables binarias, i× j variables continuas y i+ j + i× j restricciones:
ω1 = min
∑
i
fiyi +
∑
(i,j)
ci,jxij −
∑
i,j
ujxij
sujeto a:
∑
j
xij 6 bi i ∈ I
∑
i
xij 6 pj jijJ
xij 6 mijyi i ∈ I, j ∈ J
xij ∈ R+, yi ∈ {0, 1}
y en |K| subproblemas para la segunda etapa en (s, z) con j variables binarias, j×k variables
continuas y j + 1 restricciones:
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ωk2 = min
∑
j
gjzj +
∑
j
djksjk +
∑
j
ujsjk
sujeto a
∑
j
sjk > qk
sjk 6 ljkzj j ∈ J
sjk ∈ R+, ′, zj ∈ {0, 1}
Donde la cota ωRA1 = ω1 +
∑
k ω
k
2 .
Relajacio´n RA2: Relajamos las restricciones (3.15), que no permiten que una planta i
env´ıe producto si no ha sido elegida para ser empleada.
ω = min
∑
i
fiyi +
∑
j
gjzj
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
(i,j)
uij(xij −mijyi)
sujeto a:
∑
j
xij 6 bi i ∈ I
∑
i
xij 6 pj j ∈ J
∑
j
sjk > qk k ∈ K
∑
i
xij >
∑
k
sjk j ∈ J
sjk 6 ljkzj j ∈ J, k ∈ K
xij, sjk ∈ R+, yi, zj ∈ {0, 1}
El problema lagrangiano se descompone en |I| subproblemas con solo una variable binaria
yi :
ωi1 = min
{
fiyi −
∑
j uijmijyi
}
sujeto a: yi ∈ {0, 1}
Lo cual se puede resolver de manera anal´ıtica.
Y un subproblema para (x, s, z) con j variables binarias, i× j + j × k variables continuas y
con i+ 2× j + k + j × k restricciones:
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ω2 = min
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
(i,j)
uijxij
sujeto a:
∑
j
xij 6 bi i ∈ I
∑
i
xij 6 pj j ∈ J
∑
j
sjk > qk k ∈ K
∑
i
xij >
∑
k
sjk j ∈ J
sjk 6 ljkzj j ∈ J, k ∈ K
xij, sjk ∈ R+, zj ∈ {0, 1}
Donde la cota ωRA2 =
∑
i ω
i
1 + ω2.
Relajacio´n RA3: Relajamos las restricciones (3.16), que no permiten que un almace´n j
env´ıe producto si no ha sido elegido para ser utilizado.
ω = min
∑
i
fiyi
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
(j,k)
ujk(sjk − ljkzj)
sujeto a:
∑
j
xij 6 bi i ∈ I
∑
i
xij 6 pj j ∈ J
∑
j
sjk > qk k ∈ K
∑
i
xij >
∑
k
sjk j ∈ J
xij, sjk ∈ R+, yi, zj ∈ {0, 1}
El problema lagrangiano se descompone en |J | subproblemas con solo una variable binaria
zj.
ωj1 = min
{
gjzj +
∑
k
ujkljkzj
}
sujeto a: zj ∈ {0, 1}
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Lo cual se puede resolver de manera anal´ıtica.
y con un subproblema para (x, s, y) con i variables binarias i× j + j × k variable continuas
y con i+ 2× j + k + i× j restricciones:
ω2 = min
∑
i
fiyi +
∑
(i,j)
djksjk +
∑
(j,k)
ujksjk
sujeto a:
∑
j
xij 6 bi i ∈ I
∑
i
xij 6 pj j ∈ J
∑
j
sjk > qk k ∈ K
∑
i
xij >
∑
k
sjk j ∈ J
xij, sjk ∈ R+, yi ∈ {0, 1}
Donde la cota ωRA3 =
∑
j ω
j
1 + ω2.
El valor o´ptimo de la relajacio´n Lagrangiana se usa como cota dual y la solucio´n lagrangiana se
usa como punto de partida o referencia para producir una solucio´n factible. Frecuentemente,
una relajacio´n lagrangiana es considerada como buena si produce una cota dual cercana al
valor o´ptimo original, sin embargo, la calidad de la cota factible obtenida en base a esa
solucio´n lagrangiana puede ser tomada en cuenta tambie´n al evaluar la relajacio´n.
Resolviendo las relajaciones propuestas por medio del algoritmo del subgradiente, obtenemos
cotas lagrangianas del problema y se aplica un algoritmo simple que recupera factibilidad a
partir de dichas soluciones lagrangianas
3.4 Recuperacio´n de ima´genes
En el desarrollo de este ejemplo se estudia un caso particular en el que la funcio´n objetivo
es convexa y no diferenciable con restricciones lineales. Ma´s concretamente, se presenta el
problema de programacio´n cuadra´tica generalizada.
Por comodidad, se usara´ la siguiente notacio´n:
min F (x) = α(
1
2
xtHx+ ptx) +
mif∑
j=1
|ctjx− bj|+
mif+mdf∑
j=mif+1
max{ctjx− bj, 0}
sujeto a: ctjx = bj 1 6 j 6 mi
ctj 6 bj mi <6 jmi +md
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donde α ∈ R+, H ∈ Rn sime´trica y definida positiva, p, cj, cj ∈ Rn y bj bj ∈ R.
Antes de presentar el problema en concreto, definiremos lo que es una imagen y a lo que se
refiere recuperarla [27].
Definicio´n 3.2. Una imagen en escala de grises es una aplicacio´n
ω : Ω = [0, 1]× [0, 1] 7−→ [0,∞)
(x, y) 7−→ f(x, y)
donde se asocia a cada punto (x, y) del cuadrado unidad un nu´mero ω(x, y) que determinara´
la intensidad de brillo o escala de gris de la imagen en ese punto.
Figura 3.2: Ejemplo de una imagen y su gra´fica en escala de grises.
Por diversos motivos, una imagen ω puede verse afectada por dos tipos de distorsio´n, un
difuminado y una distorsio´n aditiva o ruido de forma que se tiene:
Z = Hω + η
donde:
• z es la imagen distorsionada.
• ω es la imagen original.
• H es el difuminado.
• η es el ruido.
El objetivo es reconstruir ω a partir de z en el caso especial de ausencia de difuminado, es
decir, z = ω + η.
Por ejemplo, en la Figura 3.2 tenemos una imagen a la izquierda y su correspondiente escala
de grises o intensidades (ω) a la derecha y en la Figura 3.3 ambas representaciones z para
una distorsio´n aditiva de la imagen de la Figura 3.2 presentada anteriormente.
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Figura 3.3: Ejemplo de una imagen distorsionada y su escala de grises.
La eliminacio´n o reduccio´n de este tipo de ruido es fundamental en diversos procesos de
visio´n por computador, por ejemplo en ima´genes tomadas con una ca´mara digital u otros
dispositivos tales como un esca´ner. En algunas aplicaciones (por ejemplo me´dicas) es esencial
que el tratamiento de las ima´genes conserve los bordes, ya que son los elementos cr´ıticos en
etapas posteriores para el conteo de objetos o el reconocimiento de estructuras.
Si observamos la imagen distorsionada de la izquierda de la Figura 3.3 fa´cilmente recono-
ceremos las siglas UC, lo que nos puede llevar a pensar que la recuperacio´n planteada es un
proceso en cierto sentido trivial o innecesario, sin embargo basta un vistazo a su escala de
grises para darnos cuenta de que no es as´ı. Este efecto se debe a la visio´n humana tambie´n
posee algu´n tipo de procesado de ima´genes, de forma que podemos reconocer ciertos patrones.
Para abordar el problema de la recuperacio´n de ima´genes, teselaremos el dominio de la imagen
utilizando n = m2 cuadrados o p´ıxeles y supondremos constante la intensidad en cada uno
de los subdominios:
x1,m x2,m . . . xm,m
...
... . . .
...
x1,2 x2,2 . . . xm,2
x1,1 x2,1 . . . xm,1
donde xi,j representa la intensidad en el cuadrado (i, j).
As´ı que la imagen distorsionada vendra´ dada por una matriz de datos, z, que reordenada en
forma vectorial da lugar al problema de mı´nimos cuadrados regularizado:
min F (x) =
α
2
||x− z||22 + TV (x) (3.18)
sujeto a x > 0
donde el para´metro de penalizacio´n, α, mide la prioridad que damos al te´rmino mı´nimo
102 CAPI´TULO 3 Modelamiento
cuadra´tico frente a
TV (x) =
1
m
(
m∑
i=1
m−1∑
j=1
|xi,j − xi,j+1|+
m−1∑
i=1
m∑
j=1
|xi,j − xi+1,j|
)
Este segundo te´rmino, TV (x), mide la variacio´n total en niveles de gris de una imagen x reor-
denada en forma matricial. Su uso esta´ especialmente indicado para recuperar ima´genes con
bordes cortantes. Adema´s puede expresarse como la norma de un producto matriz−vector.
En efecto, sea E = (ei,j) la matriz (m− 1)×m dada por
ei,j =

1 si i = j
−1 si i = j − 1 para i = 1, . . . ,m− 1
0 en otro caso
Entonces
TV (x) = ||Ctx|| con C = 1
m
E ⊗K I
I ⊗K E
donde ⊗K es el producto de Kronecker y C tiene mif = 2m(m− 1) columnas y m2 filas. De
este modo el problema (3.18) puede reescribirse como
min F (x) =
α
2
||x− z||22 + ||Cx||1 (3.19)
sujeto a: x > 0
Notemos que en nuestra formulacio´n hemos an˜adido restricciones de cota sobre las variables,
pero podemos encontrar otras formulaciones que han eliminado tales restricciones. Esto se
debe fundamentalmente a que la resolucio´n del problema es ma´s sencilla.
3.4.1 Otra formulacio´n equivalente
El problema de la recuperacio´n de ima´genes, como es usual en matema´ticas, puede enfocarse
desde varias perspectivas distintas. Ahora consideraremos una formulacio´n equivalente a
(3.19), aumentando considerablemente el nu´mero de variables, para obtener un problema de
programacio´n cuadra´tica convexa esta´ndar (sin te´rminos no diferenciables). Introduciendo
variables auxiliares, podemos convertir el problema (3.19) en el problema:
min G(x, u, v) =
α
2
||x− z||22 +
∑mif
i=1 (ui + vi) (x, u, v) ∈ Rn × Rmif × Rmif (3.20)
sujeto a: C
t
x− u+ v = 0
x, u, v > 0
Veamos que ambos problemas son equivalentes. Antes de comenzar, llamemos pˆ el vector de
te´rminos lineales de (3.19) y p˜ el de (3.20), de forma que se tiene
p˜ =
 pˆe
e

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siendo e = (1, . . . , 1)t. En primer lugar tenemos que x es solucio´n de (3.19) si y so´lo si existen
λ ∈ Rt y µ ∈ Rn tales que:
αx+ pˆ+ Cλ− µ = 0 (3.21)
λi =
{
1 si ctix > 0
−1 si ctix < 0 (3.22)
λi ∈ [−1, 1] si ctix = 0 (3.23)
µ > 0, µ · x = 0 (3.24)
x > 0 (3.25)
Por otra parte (x˜, u˜, v˜)t es solucio´n de (3.20) si so´lo si existen λ˜ ∈ Rmif , µ˜x ∈ Rn, µ˜u ∈ Rmif
y µ˜v ∈ Rmif cumpliendo:αx˜0
0
+
pˆe
e
+
 C−I
I
 λˆ−
µ˜xµ˜u
µ˜v
 =
00
0
 (3.26)
µ˜x · x˜ = 0 µ˜x > 0
µ˜u · u˜ = 0 µ˜u > 0
µ˜v · v˜ = 0 µ˜v > 0
 (3.27)
C
t
x˜− u˜+ v˜ = 0
x˜, u˜, v˜ > 0
}
(3.28)
Ahora veamos la equivalencia de estos dos sistemas de optimalidad. Supongamos que (x˜, u˜, v˜)
e solucio´n de (3.20), entonces de la primera igualdad de la condicio´n (3.26) obtenemos la
condicio´n (3.21) y de las otras igualdades tenemos que:
λ˜ = e− µ˜u (3.29)
λ˜ = −e+ µ˜v (3.30)
de donde usando la positividad de los multiplicadores (ver (3.27)) se deduce que λ˜i ∈ [−1, 1].
Si ctix˜ > 0, por (3.28) tenemos que u˜i− v˜i > 0 =⇒ u˜i > v˜i > 0, lo que por (3.27) implica que
(u˜u)i = 0 y por tanto, de (3.30) λ˜i = 1.
Si ctix˜ > 0 =⇒ λ˜i = −1.
Por todo ello, obtenemos las condiciones (3.22) y (3.23). Por u´ltimo, es claro que tomando
x = x˜ y µ = µ˜x se satisfacen las condiciones (3.24) y (3.25), luego, x˜ es la solucio´n de (3.19).
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Ahora para el rec´ıproco, si x es la solucio´n de (3.19), tomando u˜i = max{ctix, 0} y v˜i =
max{−c˜tix, 0} se cumple la condicio´n (3.28). Con µ˜x = µ, µ˜x = e−λ y µ˜v = e+λ, es claro que
se cumple la condicio´n (3.26), las condiciones sobre el signo y la primera igualdad de (3.27).
Veamos que estos valores tambie´n cumplen el resto de la condicio´n (3.27), distinguiendo tres
casos:
• Si ctix > 0, entonces λi = 1, (µ˜)i = 0 y v˜i = 0.
• Si ctix < 0, se tiene que λ˜i = −1 por tanto (µ˜v)i = 0 y u˜i = 0.
• Si ctix = 0 tenemos u˜i = 0 y v˜i = 0.
Luego se cumple la condicio´n (3.27)completa, obtenie´ndose que (x, u˜, v˜) cumple las condi-
ciones de optimalidad para (3.20) y por tanto es la solucio´n de ese problema.
Hemos logrado obtener una formulacio´n cuadra´tica esta´ndar equivalente a (3.19), pero au-
mentando considerablemente el nu´mero de variables. En principio es ma´s sencillo abordar la
resolucio´n nume´rica de (3.20).
Veamos que este problema es en efecto convexo, para ello presentamos el siguiente teorema:
Teorema 3.3. Sea λ > 0 y α > 0. Definimos Fα(x) : RN 7−→ R como
Fα(x) =
1
2
||y − x||22 + λψα(x)
donde
ψα = ||Dx||1 − Sα(x)
Sα(x) = min
v∈RN
{||Dv||1 + α
2
||x− v||22}
Si 0 6 α 6 1/λ entonces Fα es convexa.
Si 0 6 α < 1/λ entonces Fα es estrictamente convexa.
Demostracio´n.
Fα =
1
2
||y − x||22 + λ||Dx||1 − λSα(x)
=
1
2
||y − x||22 + λ||Dx||1 − min
v∈RN
{
||Dv||1 + α
2
||x− v||22
}
= max
v∈RN
x
{
1
2
||y − x||22 + λ||Dx||1 − λ||Dv||1 −
λα
2
||x− v||22
}
= max
v∈RN
{
1
2
(1− λα)||x||22 + ||Dx||1 + g(x, v)
}
=
1
2
(1− λα)||x||22 + ||Dx||1 + max
v∈RN
g(x, v)
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donde g(x, v) es af´ın en x. El u´ltimo te´rmino es convexo ya que es el ma´ximo puntual de un
conjunto de funciones convexas, por lo que Fαes convexa si 1 − λα > 0 y es estrictamente
convexa cuando 1− λα > 0.
3.5 Fractales y finanzas
A lo largo de la historia, la industria bancaria ha sufrido importantes pe´rdidas por fallos
operacionales. Consciente de ello, el Comite´ de Basilea publico´, en 2004, un nuevo acuerdo
de capital en el que instaba a las entidades financieras medir, controlar y gestionar su riesgo
operacional. En este contexto el valor en Riesgo (VaR) se convierte en un elemento crucial
para la medicio´n del riesgo operacional.
¿Que´ es el valor en riesgo−VAR?. Se trata de un me´todo para cuantificar la exposicio´n al
riesgo de mercado, utilizando te´cnicas estad´ısticas tradicionales. Partamos de la base que los
agentes econo´micos de hoy enfrentan riesgos de diferente naturaleza, como por ejemplo de
cre´dito, de mercado, de liquidez, operacional, legal, etc. El valor en riesgo vendr´ıa a medir la
pe´rdida que se podr´ıa sufrir en condiciones normales de mercado en un intervalo de tiempo
y con un cierto nivel de probabilidad o de confianza.
Desde entonces han surgido diversas alternativas metodolo´gicas para su cuantificacio´n.
En la gama de alternativas de medicio´n avanzada, el me´todo de distribucio´n de pe´rdidas
(LDA, por sus siglas en ingle´s), que involucra herramientas del ca´lculo actuarial, ha sido el
ma´s generalmente utilizado en este campo.
Definicio´n 3.3. Un Sistema de Funciones Iteradas (IFS, por sus siglas en ingle´s) en un
espacio me´trico completo X, consiste en un nu´mero finito de transformaciones contractivas
de X, w1, w2, . . . , wN , denotado por {X|w1, w2, . . . , wN}.
Bajo el contexto que se esta´ trabajando tenemos la siguiente definicio´n de fractal.
Definicio´n 3.4. Al compacto A∞, punto fijo de la transformacio´n W se le llama Fractal
asociado al {X|w1, w2, . . . , wN}, se le conoce tambie´n como el atractor˝del IFS.
Ahora, debido al amplio campo donde se encuentran y aplican los fractales y debido a que
es un tema que esta´ en investigacio´n, se pueden encontrar otras definiciones, las ma´s usuales
son:
1. Los fractales son los objetos matema´ticos que conforman la Teor´ıa del caos.
2. Los fractales son objetos cuya dimensio´n es un nu´mero racional.
3. Un fractal es un objeto que su dimensio´n de Hausdorff−Besicovich es mayor que su
dimensio´n topolo´gica.
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4. Un objeto fractal es aquel que tiene auto semejanza y su dimensio´n es racional.
Lo que nos lleva a definir el siguiente concepto.
Definicio´n 3.5. Dimensio´n fractal. Sentido gene´rico: Nu´mero que sirve para cuantificar
el grado de irregularidad y fragmentacio´n de un conjunto geome´trico o de un conjunto natural.
La dimensio´n fractal no es necesariamente entera.
3.5.1 Planteamiento del problema
A continuacio´n, se presenta la llamada estimacio´n fractal, basada en sistemas de funciones
iteradas, como posible alternativa para la medicio´n del riesgo.
En aplicaciones pra´cticas un problema crucial es el llamado problema inverso, que se for-
mula de la siguiente manera: dado f en un espacio me´trico (S, d), encontrar una contraccio´n
T : S 7−→ S que admita un u´nico punto fijo fˆ ∈ S tal que d(f, fˆ) sea lo suficientemente
pequen˜o. Si se resuelve el problema inverso con precisio´n adecuada, se puede identificar f
con el operador T que tiene a fˆ como punto fijo.
Una solucio´n aproximada del problema inverso es la solucio´n del siguiente problema de opti-
mizacio´n restringida, que llamaremos el problema (3.31) :
min
P∈C
d∞(TPF, F ) (3.31)
donde TPF es un operador que aproxima a F y que depende de un vector de probabilidades
P que es tomado de un conjunto C y d∞(x, y) es la me´trica del supremo.
Con un sistema fijo de mapeos wi y para´metros δi, el problema inverso puede ser resuelto,
si es posible, usando los para´metros pi. Estos deben ser elegidos en el siguiente conjunto
convexo:
C =
{
P ∈ Rn| pi > 0, i = 1, . . . , N.
N∑
i=1
pi =
N−1∑
i=1
δi
}
En efecto, a continuacio´n probamos que efectivamente el conjunto C es convexo.
Teorema 3.4. El conjunto C definido por:
C =
{
P ∈ Rn| pi > 0, i = 1, . . . , N.
N∑
i=1
pi =
N−1∑
i=1
δi
}
es convexo.
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Demostracio´n.
Sean A, B y C definimos la recta l : A + (B − A)t; t ∈ R. Consideremos el punto x ∈ RN
que pertenece a la recta l, as´ı tenemos que:
x = A+ (B − A)t
N∑
i=1
xi =
N∑
i=1
(Ai + (Bi − Ai)t)
=
N∑
i=1
Ai +
(
N∑
i=1
Bi −
N∑
i=1
Ai
)
t
=
N∑
i=1
Ai(1− t) + t
N∑
i=1
Bi
=
(
1−
N∑
i=1
δi
)
(1− t) + t
(
1−
N∑
i=1
δi
)
=
(
1−
N∑
i=1
δi
)
(1− t+ t)
=
(
1−
N∑
i=1
δi
)
es decir:
N∑
i=1
xi =
(
1−
N−1∑
i=1
δi
)
Se ha hecho uso del hecho que:
N∑
i=1
Ai =
(
1−
N∑
i=1
δi
)
N∑
i=1
Bi =
(
1−
N∑
i=1
δi
)
por lo tanto C es convexo.

Teorema 3.5. La funcio´n
D(P ) : RN 7−→ R
= d∞(TP (f), f)
es convexa
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Demostracio´n.
Si escogemos P1, P2 ∈ RN y λ ∈ [0, 1] entonces:
D(λP1 + (1− λ)P2) = sup
x∈[0,1]
|TλP1+(1−λ)P2f(x)− f(x)|
Notar que: −f(x) = −λf(x)− (1− λ)f(x).
Tenemos que:
|TλP1+(1−λ)P2f(x)− f(x)| 6
∣∣∣∣λ(P1f(w−1i (x))) + i−1∑
j=1
P1j +
i−1∑
j=1
δj −
i−1∑
j=1
δj
+(1− λ)(P2f(w−1i (x))) +
i−1∑
j=1
P2j − f(x)
∣∣∣∣
6 λ|TP1(f(x))− f(x)|+ (1− λ)|TP2(f(x))− f(x)|
6 λ sup
x∈[0,1]
|TP1(f(x))− f(x)|+ (1− λ) sup
x∈[0,1]
|TP2(f(x))− f(x)|
= λD(P1) + (1− λ)D(P2)
De donde:
D(λP1 + (1− λ)P2) 6 λD(P1) + (1− λ)D(P2)
Por lo tanto, la funcio´n D es convexa.

Estos dos u´ltimos teoremas nos dicen que lo que hemos estado trabajando es un problema de
optimizacio´n convexa, pues la funcio´n objetivo a minimizar D(P ) es convexa y el conjunto
solucio´n C, de dicho problema, es convexo.
3.6 Control de inventario
El inventario es el conjunto de suministros, materias primas, productos en proceso y producto
terminado, el mantener almacenados todos estos elementos representa un costo para la em-
presa. La reduccio´n de este costo ha sido siempre una preocupacio´n para los administradores,
pero el problema de reduccio´n del inventario implica no solamente la reduccio´n f´ısica de las
existencias en almace´n, sino nuevas estrategias para administrar y controlar esas existencias.
Por otra parte, en la administracio´n del inventario, los objetivos, las pol´ıticas y las decisiones
que se tomen deben ser congruentes con los objetivos de mercadotecnia, financieros y de
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fabricacio´n.
En todo momento, las decisiones referentes al inventario esta´n entrelazadas con las decisiones
de planeacio´n de capacidad, con las estructuras de planeacio´n a largo, mediano o corto plazo,
as´ı como en las fases de ejecucio´n y control de la administracio´n de las operaciones.
El inventario se clasifica de acuerdo al estado de los insumos requeridos en el proceso de
produccio´n, de esta forma existen inventarios de:
• Materias primas: materiales utilizados para elaborar los componentes de los produc-
tos terminados.
• Componentes: partes o sub montajes que se encuentran listos para ir al ensamble
final del producto.
• Materiales en proceso: aquellos sobre los que se efectu´a un trabajo o que se encuentra
entre una operacio´n y otra.
• Productos terminados: los que se encuentran listos para ser embarcados a un cliente
de acuerdo a un pedido.
Existen adema´s otras dos clases de inventario: los materiales que preceden a la produccio´n
y los materiales de mantenimiento. Ambos requieren de inversiones significativas, son esen-
ciales en la fabricacio´n y pueden administrarse ma´s eficazmente utilizando la informacio´n del
sistema formal de planeacio´n y control, as´ı como de te´cnicas apropiadas para el control y
reduccio´n de inventarios [36].
3.6.1 Planteamiento del problema
Un comerciante se dedica a la venta de un u´nico producto. Para los per´ıodos 1, 2, . . . , N, se
consideran las siguientes variables [4]:
x(k − 1) es el stock disponible al principio del per´ıodo k.
u(k − 1) es el stock pedido (e inmediatamente suministrado), al comienzo del per´ıodo
k.
v(k − 1) es la demanda durante el per´ıodo k, con distribucio´n de probabilidad dada.
Por otra parte,
h es el coste de tener en stock una unidad no vendida al final del per´ıodo k.
c es el coste de cada unidad de stock pedida.
p es el coste por unidad de demanda no atendida por no tener stock disponible.
B es la capacidad de almace´n.
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Se supone que v(0), v(1), . . . , v(N−1) son variables aleatorias independientes y que el exceso
de demanda no se pierde sino que es atendido en cuanto hay stock adicional disponible (es
decir, que puede haber stock negativo).
Formular el problema de optimizacio´n dina´mica estoca´stica que tiene ante s´ı el comerciante,
si quiere minimizar costes es el siguiente [4]:
min E
{N−1∑
k=0
[c× u(k) + p×max(0, v(k)− x(k)− u(k)) + h×max(0, x(k) + u(k)− v(k))]}
sujeto a: x(k + 1) = x(k) + u(k)− v(k)
con: x(0) = x0
0 6 u(k) 6 B − x(k) k = 0, 1, . . . , N − 1
Ahora bien [37],
E
{N−1∑
k=0
[
c× u(k) + p×max(0, v(k)− x(k)− u(k)) + h×max(0, x(k) + u(k)− v(k))
]}
(3.32)
= c× u(k) +
N−1∑
k=0
p×max(0, v(k)− x(k)− u(k)) · Pr(xk)
+
N−1∑
k=0
h×max(0, x(k) + u(k)− v(k)) · Pr(xk)
donde Pr(xk) es la probabilidad de la demanda en k sea igual a xk. Considerando que
N−1∑
k=0
Pr(xk) = 1.
Sea
∆E[Jpiv(k)] = E[Jpiv(k + 1)]− E[Jpiv(k)] (3.33)
Entonces, ∆E[Jpiv(k)] es el cambio en el costo total esperado cuando cambiamos de k a k+1.
Para una funcio´n de costo convexa la mejor cantidad de demanda Q sera´ la ma´s baja
donde ∆E[Jpiv(k)] es mayor o igual a cero. Por lo tanto, seleccionamos k la ma´s pequen˜a
para la cual
∆E[Jpiv(k)] > 0 (3.34)
La ecuacio´n anterior es va´lida si
E[Jpiv(k + 1)]− E[Jpiv(k)] > 0 (3.35)
sustituyendo la ecuacio´n (3.32) en la ecuacio´n (3.35) nos lleva a
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c× u(k + 1) +
N∑
k=0
p×max(0, v(k + 1)− x(k + 1)− u(k + 1)) · Pr(xk)
+
∞∑
k=N+1
h×max(0, x(k + 1) + u(k + 1)− v(k + 1)) · Pr(xk) (3.36)
−
[
c× u(k + 1) +
N−1∑
k=0
p×max(0, v(k + 1)− x(k + 1)− u(k + 1)) · Pr(xk)
+
∞∑
k=N
h×max(0, x(k + 1) + u(k + 1)− v(k + 1)) · Pr(xk)
]
> 0 (3.37)
c +
N∑
k=0
p× Pr(xk)−
∞∑
k=N+1
h× Pr(xk)
> 0
Pr(x(Q)) > h− c
h+ p
donde Pr(x(k)) es la probabilidad que la demandda v es menor o igual a la cantidad de la
orden k. El costo total esperado E[Jpiv(k)] sera´ minimizado por el valor ma´s pequen˜o de k
(llamado Q∗) que satisfaga la ecuacio´n anterior.
3.7 Sistemas de Control en Red (NCS)
Los recientes avances tecnolo´gicos en comunicacio´n y sistemas de control digital han mostrado
un progreso notable en los u´ltimos an˜os, lo que impulsa la aparicio´n y el desarrollo de sistemas
de control en red (NCS.: Networked Control System). Los NCS son sistemas de control de
retroalimentacio´n completamente distribuidos, en los que se cierra un circuito de control a
trave´s de una red de comunicacio´n para conectar los sensores, el controlador y los actuadores.
En comparacio´n con los sistemas tradicionales de control punto a punto, los NCS reducen
el cableado, facilitan el diagno´stico, el mantenimiento del sistema y aumentan la flexibilidad
y la fiabilidad del sistema. Por lo tanto, los NCS son cada vez ma´s populares en diversos
contextos como: automo´viles, aviones, plantas de fabricacio´n y cirug´ıa remota [35].
Sin embargo, el ancho de banda finito y el servicio limitado en las redes de comunicacio´n
causan algunos problemas y desaf´ıos nuevos, tales como retrasos aleatorios, pe´rdidas de
paquetes, transmisio´n multipack y desorden de paquetes. En general, las pe´rdidas de paquetes
significan que el retraso de la transmisio´n de paquetes a trave´s de las redes es infinito. Por
lo tanto, los retrasos aleatorios son el principal problema y desaf´ıo en NCS, y la aleatoriedad
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de los retrasos generalmente se ve afectada por muchos factores estoca´sticos (por ejemplo,
carga de red, competencia de nodos y congestio´n de red).
El retraso de red tiende a ser estoca´stico ya que se ve afectado por muchos factores es-
toca´sticos (por ejemplo, carga de red, competencia de nodos y congestio´n de red). El modelo
de retardo estoca´stico se puede dividir en dos categor´ıas: el modelo en el que los retrasos
son mutuamente independientes y el modelo en el que los retrasos son probabil´ısticamente
dependiente.
Cuando se desconoce la dependencia probabil´ıstica, el modelo de retardo estoca´stico mu-
tuamente independiente se aplica a menudo al modelado y control de NCS con retardos
aleatorios. Se pueden estudiar tres estrategias principales de control (que incluyen control
estoca´stico, control robusto y control predictivo) [35].
3.7.1 Formulacio´n del problema
A la hora de disen˜ar un controlador en tiempo discreto es frecuente partir de un controlador
continuo obtenido mediante los me´todos cla´sicos y discretizar e´ste u´ltimo, en lugar de realizar
el disen˜o directamente en tiempo discreto.
Se va a considerar los sistemas de control en red ilustrados en la Figura 3.4.
Figura 3.4: Sistemas de control de red con retardo
La comunicacio´n con retardo entre el sensor y el controlador se representa como τ sck , entre el
actuador y controlador como τ cak . Estos var´ıan al azar. Todos los retardos son independientes
en todo el horizonte y sus distribuciones de probabilidad son conocidas apriori. El per´ıodo de
muestreo, que es un valor positivo se denota por h. La longitud de los retrasos pasados son
conocidos por el controlador. La planta que se va controlar esta´ representada por el sistema:
x˙(t) = Ax(t) +Bu(t) +Bww(t) (3.38)
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donde x ∈ Rm es el estado, u ∈ Rp es la entrada y w es el ruido blanco con varianza incre-
mental unitaria Rw.
La sincronizacio´n de las sen˜ales en el sistema de control se ilustra en la Figura 3.5. E´sta
muestra los retardos τ sck , τ
ca
k . El paso de tiempo es denotado por tk y el estado discretizado
por xk.
Figura 3.5: Diagrama de sen˜ales
El paso de tiempo se denota por tk y el estado discretizado se denota por xk. Se asume que
el retardo total satisface la siguiente condicio´n 3.39,
τ sck + τ
ca
k < Zh (3.39)
donde Z es un entero positivo. Usando esta suposicio´n, se puede considerar que el retardo
total es ma´s largo que el per´ıodo de muestreo considerado. El proceso lineal con el actuador
de retencio´n de orden cero en la entrada, muestreado perio´dicamente
xk+1 = A˜xk + Γ˜(τk)
uk−Z...
uk
+ B˜wwk (3.40)
donde
A˜ = eAh, B˜ =
∫ h
0
eAs dsBw (3.41)
τk = {τ sck−Zτ cak−Z . . . τ sck τ cak } (3.42)
Γ˜(τk) =
qk∑
i=0
Φ(tk+1 − ti+1k , tk+1 − tik, Ii + Z − k) (3.43)
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3.7.2 Sistemas de operador delta
Al usar la representacio´n del operador delta, el sistema es calculable incluso si el per´ıodo de
muestreo h es pequen˜o. A partir de la relacio´n del operador delta, el sistema (3.40) puede
transformarse en
∆xk
∆h
=
xk+1 − xk
h
= A∗xk + Γ(τk)
uk−Z...
uk
+B∗wwk (3.44)
donde
A∗ =
1
h
(A˜− I), Γ(τk) = 1
h
Γ˜(τk), B
∗
w =
1
h
B˜w (3.45)
introduciendo un vector vk
vk = [u
t
k−Z+1 . . . u
t
k−1]
t (3.46)
el sistema (3.44) se escribe de la siguiente forma:
∆xk
∆h
= [A∗ ΓZ(τk) Γa(τk)]
 xkuk−Z
vk
+ Γ0(τk)uk +B∗w wk (3.47)
aqui
ΓZ ∈ Rm×p, Γa ∈ Rm×(Z−1)p, Γ0 ∈ Rm×p (3.48)
No´tese que las matrices [A∗ ΓZ(τk) Γa(τk)] y Γ0(τk) dependen del retardo de tiempo τk.
Cuando el per´ıodo de muestreo h es muy pequen˜o, la matriz (3.41) puede ser una matriz
unitaria. Mientras que mediante el uso del operador delta se hace posible el ca´lculo nume´rico
que implica que (3.45) no es una matriz de unitaria.
3.7.3 formulacio´n del problema en tiempo discreto
Las condiciones del problema para el sistema (3.47) esta´ dada por la funcio´n de costo:
J = E
{
h
N∑
k=0
[
xk
uk
]
W
[
xk
uk
]
+ xtN+1QfxN+1
}
(3.49)
donde W es semidefinida-positiva y denotada como
w =
[
Q S
St R
]
(3.50)
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Sea asume que R es definida positiva y Qf es semidefinida positiva.
Falta demostrar que la funcio´n de costo J∗ es convexa para k ∈ {0, 1, . . . , N − 1}.
Observe que J∗(xN) es convexa porque es cuadra´tica. Supongamos que para k, J∗k (xk) es
convexa. Pues xk = Axk−1 + Buk−1 + Bwwk−1 es un mapeo af´ın de (xk−1, uk−1) a xk para
wk−1 fijo, la funcio´n J∗k (Axk−1 +Buk−1 +Bwwk−1) es conjuntamente convexa en (xk−1, uk−1)
para wk−1 fijo.
Sea Uk(x) = {u ∈ U : Ax+Bu+Bww ∈ Xk+1 ∀w ∈ Dk}. Ahora se mostrara´ que Uk(x) es un
mapeo convexo. Sea x1, x2 dos estados iniciales y sean u1 ∈ Uk(x1) y u2 ∈ Uk(x2) debemos
mostrar que λu1 + (1− λ)u2 ∈ Uk(λx1 + (1− λ)x2) para cualquier w ∈ Dk, se tiene:
A(λx1+(1−λ)x2)+B(λu1+(1−λ)u2)+Bwwk = λ(Ax1+Bu1+Bwwk)+(1−λ)(Ax2+Bu2+Bwwk)
como Xk+1 es convexo, la ecuacio´n anterior muestra que λx1 +(1−λ)x2 ∈ Xk+1 lo que implica
que λu1 + (1− λ)u2 ∈ Uk(λx1 + (1− λ)x2).
Cap´ıtulo 4
Me´todos para optimizacio´n no
diferenciable
En este cap´ıtulo se describira´n los me´todos estudiados para la minimizacio´n de funciones que
son convexas pero no diferenciables. De igual forma se dara´n las pruebas de la convergencia
de cada me´todo [7].
4.1 Me´todo del subgradiente
Este es el me´todo ma´s sencillo y es muy parecido al me´todo de gradiente para funciones
diferenciables pero cuenta con algunas modificaciones [7].
1. El me´todo de subgradiente se aplica directamente a la funcio´n no diferenciable.
2. Los taman˜os de paso no son elegidos por bu´squeda lineal. En la mayor´ıa de los casos,
el taman˜o de paso es fijo.
3. A diferencia del me´todo del gradiente, el me´todo de subgradiente no es un me´todo de
descenso; el valor de la funcio´n puede incrementar.
En este caso solo se tratara´ el problema de minimizar una funcio´n sin restricciones, es decir,
minimizar f : Rn 7−→ (0,+∞] donde f es convexa.
El me´todo de subgradiente usa la iteracio´n:
x(k+1) = xk − αkgk
xk : es el punto resultante de la k−e´sima iteracio´n.
gk : es cualquier subgradiente de f en xk.
αk > 0 : es el k−e´simo taman˜o de paso.
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As´ı, en cada iteracio´n del me´todo de subgradiente, se hace el paso en la direccio´n del sub-
gradiente negativo.
Cuando la funcio´n es diferenciable, la u´nica eleccio´n posible de gk es ∇f(xk), y el me´todo del
subgradiente se reduce al me´todo de gradiente (excepto por la eleccio´n del taman˜o de paso).
Un problema en el me´todo de subgradiente es que se toma cualquier subgradiente en cada
iteracio´n, por lo tanto, no se toma en cuenta cual es la eleccio´n de subgradiente que hace
decrecer el valor de la funcio´n en el nuevo punto.
Puede ocurrir que −gk no sea una direccio´n de descenso para f en xk, es decir, que no se
cumple necesariamente
〈−gk, ξk〉 6 0 ∀ξ ∈ ∂f(x∗)
En el me´todo del subgradiente se utilizan varios taman˜os de paso, los cuales influyen en la
convergencia del me´todo. Los taman˜os de paso ma´s usuales son los siguientes [7]:
1. Taman˜o de paso constante. Se toma αk = α una constante positiva que es inde-
pendiente de k.
2. Longitud de paso constante. Se toma αk = γ/||gk||2. esto implica que ||xk+1 −
xk||2 = γ
3. Cuadrados sumables. En este caso se toma αk de tal manera que
αk > 0,
∞∑
k=1
α2k <∞,
∞∑
k=1
αk =∞
4. Paso decreciente. Se toma αk tal que:
αk > 0, lim
k 7−→∞
αk = 0,
∞∑
k=1
αk =∞
El me´todo del subgradiente es un procedimiento iterativo que puede ser usado para resolver
el problema de maximizar (minimizar) una funcio´n co´ncava (convexa) no necesariamente
diferenciable, el me´todo se define como sigue [30]:
1. Iniciamos con un punto x0 ∈ Rn y elegimos una sucesio´n de pasos dados por nu´meros
positivos {αk}∞k=0
2. Construimos la sucesio´n xk+1 = xk−αksk, con sk ∈ ∂f(xk), que eventualmente converge
a la solucio´n o´ptima del problema.
Calculamos un subgradiente sk ∈ ∂f(xk+1), si sk+1 = 0 paramos, xk+1 es el punto
o´ptimo.
Caso contrario.
3. Proseguimos con el paso 2 hasta cumplirse una condicio´n de parada establecida.
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4.1.1 Convergencia del subgradiente
Dado que el me´todo el subgradiente no es un me´todo de descenso se hara´ en cada iteracio´n
lo siguiente
fkbest = min{fk−1best , f(xk)}
y se hace ikbest = k si f(x
k) = fkbest, es decir, se guardara´ el mejor punto obtenido hasta la
iteracio´n k.
Ahora, para probar la convergencia del me´todo se supondra´ que existe un mı´nimo de la
funcio´n f, digamos x∗. Tambie´n se supondra´ lo siguiente:
1. La norma de los subgradientes es acotada, es decir, existe G ∈ R tal que ||gk|| 6 G
para toda k.
2. Se conoce un nu´mero R tal que R > ||x1 − x∗||2.
Teniendo en cuenta lo anterior y que x∗ es cualquier punto o´ptimo entonces
||xk+1 − x1||22 = ||xk − αkgk − x∗||22
= ||xk − x∗||22 − 2αkg(k)t(xk − x∗) + α2k||gk||22
6 ||xk − x∗||22 − 2αk(f(xk)− f(x∗)) + α2k||gk||22 (4.1)
donde la u´ltima desigualdad se cumple por la definicio´n de subgradiente, es decir, gk cumple
que
f(x∗) > f(xk) + 〈gk, x∗ − xk〉
Aplicando la desigualdad (4.1) recursivamente se obtiene que
||xk+1 − x∗||22 6 ||x1 − x∗||22 − 2
k∑
i=1
αi(f(x
i)− f(x∗)) +
k∑
i=1
α2i ||gi||22
Usando el hecho de que ||xk+1 − x∗||22 > 0 y ||x1 − x∗||22 6 R se tiene que
2
k∑
i=1
αi(f(x
i)− f(x∗)) 6 R2 +
k∑
i=1
αi||gi||22 (4.2)
por otro lado,
k∑
i=1
αi(f(x
i)− f(x∗)) > (
k∑
i=1
αi) min
i
(f(xi)− f(x∗)) +
k∑
i=1
||gi||22
= (
k∑
i=1
αi)(f
k
best − f(x∗))
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combinando esta desigualdad con (4.2) se obtiene que
fkbest − f(x∗) = min
i
(f(xi)− f(x∗)) 6
R2 +
k∑
i=1
α2i ||gi||22
2
k∑
i=1
αi
(4.3)
Finalmente, usando la hipo´tesis de que ||gk||2 6 G, se consigue la siguiente desigualdad
fkbest − f(x∗) 6
R2 +G2
k∑
i=1
αi
2
k∑
i=1
αi
(4.4)
De esta desigualdad se desprenden varios resultados de convergencia, dependiendo del taman˜o
de paso que se este´ usando se tendra´ una mejor aproximacio´n al punto o´ptimo.
1. Taman˜o de paso constante. Cuando αk = α, se tiene usando (4.4)
fkbest − f(x∗) 6
R2 +G2α2k
2αk
Cuando k 7−→ ∞ entonces, el lado derecho converge a G2α/2.
2. Longitud de paso constante. Usando αk = γ/||gk||2 y la desigualdad (4.3) se obtiene
fkbest − f(x∗) 6
R2 + γk
2
k∑
i=1
αi
6 R
2 + γk
2γk/G
Usando αi > γ/G. cuando k 7−→ ∞ el lado derecho converge a Gγ/2.
3. Cuadrados sumables. Ahora supongamos que
||α||22 =
∞∑
i=1
α2k <∞,
∞∑
i=1
αi =∞
Entonces se tiene que
fkbest − f(x∗) 6
R2 +G2||α||22
2
∞∑
i=1
αi
Cuando k 7−→ ∞ el lado derecho converge a cero. As´ı el me´todo del subgradiente
converge.
120 CAPI´TULO 4. ME´TODOS PARA OPTIMIZACIO´N NO DIFERENCIABLE
4. Paso decreciente. Si la sucesio´n αk converge a cero y
∑
αi = ∞, entonces el lado
derecho de la desigualdad (4.4) converge a cero, lo cual implica que el me´todo del
subgradiente converge. Para probar esto, sea  > 0. Entonces existe un entero N1 tal
que αi < /G
2 para i > N1. Tambie´n existe un natural N2 tal que
N2∑
i=1
αi >
1

(R2 +G2
N−2∑
i=1
α2i )
Ahora, sea N = max{N1, N2}, entonces para k > N se tiene que
R2 +G2
∑k
i=1 α
2
i
a
∑k
i=1 αi
6 R
2 +G2
∑N1
i=1 α
2
i
2
∑k
i=1 αi
+
G2
∑k
N1+1
α2i
2
∑N1
i=1 αi + 2
∑k
i=N1+1
αi
6 R
2 +G2
∑N1
i=1 α
2
i
2

(R2 +G2
∑N1
i=1 α
2
i )
+
G2
∑k
N1+1
( αi/G
2)
2
∑k
i=N1+1
αi
=

2
+

2
= 
As´ı el me´todo del subgradiente converge.
A partir de la ecuacio´n (4.2) se puede obtener un criterio de paro para nuestro me´todo. De
nuevo, suponiendo que R > ||x1 − x∗||2 y usando la desigualdad (4.2) se tiene que
f(x∗) > 2
∑k
i=1 αif(x
i)−R2 −∑ki=1 α2i ||gk||22
2
∑k
i=1 αi
= lk (4.5)
donde lk puede ser calculado a partir de la k−e´sima iteracio´n. La iteracio´n lk no es necesari-
amente creciente, por lo que se puede guardar la mejor cota superior de {lk}.
lkbest = max{l1, . . . , lk}
4.2 Me´todo de planos de corte
Existen me´todos en los cuales toda la informacio´n previa es usada para obtener una nueva
iteracio´n. Esta informacio´n puede ser utilizada para crear un modelo de la funcio´n f, de tal
manera que se obtenga una aproximacio´n lineal al problema original. Esto es usado en los
me´todos de planos de corte [7].
Al tomar en cuenta la informacio´n acumulada en las iteraciones anteriores {yi, f(yi), si ∈
∂f(yi)}li=1 se puede construir la siguiente aproximacio´n lineal a trozos de f
fˆl(y) = max
1,...,l
f(yi) + 〈si, y − yi〉
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Por construccio´n, fˆl(y) 6 f(y) para toda y ∈ Rn y tambie´n se tiene que fˆl(y) 6 fˆl+1(y) para
toda y ∈ Rn. As´ı se modela la funcio´n a minimizar con aproximaciones lineales.
Para que el me´todo este´ bien definido, se necesita especificar una conjunto compacto C y
restringir nuestro modelo a C para asegurar que cada iteracio´n este´ bien definida.
El algoritmo del me´todo de planos de corte es el siguiente:
1. Sea δ > 0 y C un conjunto compacto que contiene el punto mı´nimo de f. Sea k =
1, y1 ∈ C y f0 = −∞.
2. Calcular f(yk) y el subgradiente sk ∈ ∂f(yk).
3. Definir δk = f(y
k)− fˆk−1(yk) > 0.
4. Si δk < δˆ.
5. Actualizar el modelo fˆk(y) = max{fˆk−1(y), f(xk) + 〈sk, y − yk〉}.
6. Calcular yk+1 ∈ arg miny∈C fˆk(y).
7. Hacer k = k + 1 e ir al paso 2.
4.2.1 Convergencia del me´todo planos de corte
Hasta donde sabemos, la convergencia de este algoritmo en un nu´mero finito de pasos no esta´
teo´ricamente garantizado, lo que podr´ıa haber desalentado su implementacio´n pra´ctica hasta
la fecha. Sin embargo, hay muchas variantes de este algoritmo propuesto en la literatura
te´cnica que hace que este me´todo sea computacionalmente competitivo y pra´ctico en muchos
casos.
Entre las variantes de e´ste se consideran
• Algoritmo centro de gravedad (CG). xk es el centro de gravedad de Pk−1.
• Me´todo de plano de corte de elipsoide de volumen ma´ximo (MVE). xk es el centro del
ma´ximo volumen elipsoidal contenido en Pk−1.
• Me´todo de plano de corte del centro de Chebyshev. xk es el centro de la bola ma´s larga
contenida en Pk−1.
• Me´todo de plano de corte del centro anal´ıtico (ACCPM). x∗ es el centro anal´ıtico de
(definido por desigualdades) Pk−1.
122 CAPI´TULO 4. ME´TODOS PARA OPTIMIZACIO´N NO DIFERENCIABLE
A comparacio´n del me´todo del subgradiente, el me´todo de planos de corte brinda un criterio
de paro basado en δk el cual no existe en el me´todo del subgradiente.
Ahora bien, por construccio´n el modelo satisface que
fˆk(y) 6 f(y)
y de aqu´ı se sigue que
min
y
fˆk(y) 6 min
y
f(y)
Entonces, si el criterio de paro se satisface se tiene para alguna k que f(yk)− yˆk−1(yk) < δ,
lo cual implica que
f(yk) < δ + fˆk−1(yk) = δ + min
y
fˆk−1(y) 6 δ + min
y
f(y)
4.3 Me´todo de haces
Utilizando como motivacio´n el algoritmo anterior, se construye un nuevo me´todo utilizando
la regularizacio´n de Moreau-Yosida, cuyas propiedades probadas a continuacio´n son impor-
tantes para este trabajo.
4.3.1 Regularizacio´n de Moreau Yosida
Sea f : Rn 7−→ (−∞, +∞] una funcio´n propia y convexa, adema´s supongamos que f alcanza
su mı´nimo. Se define la regularizacio´n de Moreau Yosida de f para λ > 0 como sigue
Fλ(v) = min
x∈Rn
{f(x) + 1
2λ
||x− v||2} (4.6)
El punto p(v) ∈ Rn que cumple f(p(v)) + 1
2λ
||p(v)− v|| = Fλ(v) esta´ bien definido dado que
la funcio´n que se esta´ minimizando es estrictamente convexa y f alcanza su mı´nimo.
Teorema 4.1. Sea f : Rn 7−→ (−∞,+∞] una funcio´n propia, cerrada y convexa, entonces,
la funcio´n Fλ(v) es cerrada y estrictamente convexa.
Demostracio´n.
Dado que f es cerrada y la norma es una funcio´n continua, entonces se sigue inmediatamente
que Fλ(v) es cerrada. Ahora, por la convexidad de f y dado que la funcio´n norma es
estrictamente convexa entonces Fλ es estrictamente convexa.

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Proposicio´n 4.1. Si f : Rn 7−→ (−∞,+∞] es una funcio´n propia, cerrada y convexa.
Entonces Fλ es finita y diferenciable en cualquier parte con gradiente dado por
∇Fλ(v) = 1
λ
(v − p(v))
Ma´s au´n,
||∇Fλ(v)−∇Fλ(v′)||2 6 1
λ
〈∇Fλ(v)−∇Fλ(v′), v − v′〉
para toda v, v′ ∈ Rn. Adema´s
||∇Fλ(v)−∇Fλ(v′)|| 6 1
λ
||v − v′||
para toda v, v′ ∈ Rn.
Demostracio´n
(Finita), S f es una funcio´n propia, existe x ∈ Rn tal que f(x) < ∞. As´ı Fλ es finita dado
que
Fλ(v) 6 f(x) +
1
2λ
||x− v||2 <∞
(Diferenciabilidad). Sea d ∈ Rn unitario, v ∈ Rn y t > 0. Por definicio´n de Fλ
Fλ(v + td)− Fλ(v)
t
=
minx[f(x) +
1
2λ
||x− v − td||2]−minw[f(w) + 1
2λ
||w − v||2]
t
>
[f(p(v + td)) +
1
2λ
||p(v + td)− v − td||2]
t
−
[f(p(v + td)) +
1
2λ
||p(v + td)− v||2]
t
=
1
2λ
||p(v + td)− v − td||2 − ||p(v + td)− v||2
t
=
1
2λ
||p(v + td)− p(v) + p(v)− v − td||2
t
− ||p(t+ td)− p(v) + p(v)− v||
2
t
=
1
2λ
||p(v)− v − td||2 − ||p(v)− v||2
t
− 1
λ
〈p(v + td)− p(v), d〉
donde se uso´ el hecho de que Fλ(v) 6 f(p(v + td)) +
1
2λ
||p(v + td)− x||2. Ahora, al tomar el
l´ımite cuando t 7−→ 0 se obtiene
lim
t7−→0
Fλ(v + td)− Fλ(v) > 1
λ
〈v − p(v), d〉
Por otro lado, dado que Fλ(v + td) 6 f(p(v)) +
1
2λ
||p(v)− v − td||2
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Fλ(v + td)− Fλ(v)
t
=
minx[f(x) +
1
2λ
||x− v − td||2]−minw[f(w) + 1
2λ
||w − v||]2
t
6
[f(p(v)) +
1
2λ
||p(v)− v − td||2]− [f(p(v)) + 1
2λ
||p(v)− v||2]
t
=
1
2λ
||p(v)− v − td||2 − ||p(v)− v||2
t
De nuevo, al tomar t 7−→ 0
lim
t7−→0
Fλ(v + td)− Fλ(v)
t
6 1
λ
〈v − p(v), d〉
Por lo tanto
∇Fλ(v) = 1
λ
(v − p(v))
Para probar las aseveraciones restantes se observa lo siguiente:
||∇Fλ(v)−∇Fλ(v′)||2 = 1
λ
〈∇Fλ(v)−∇Fλ(v′), v − p(v)− v′ + p(v′)〉
=
1
λ
〈∇Fλ(v)−∇Fλ(v′), v − v′〉+ 1
λ
〈∇Fλ(v)−∇Fλ(v′), p(v′)− p(v)〉
Se mostrara´ que el u´ltimo te´rmino es negativo. Para hacer esto primero se verificara´ lo
siguiente: sea ξ ∈ ∂f(v) y ξ′ ∈ ∂f(v′), entonces 〈ξ − ξ′, v − v′〉 > 0. Para probar esto, se
toman en cuenta las desigualdades siguientes, asociadas a ξ y ξ′, y posteriormente aplicadas
a v′ y v respectivamente
f(v′) > f(v) + 〈ξ, v′ − v〉
f(v) > f(v′) + 〈ξ, v − v′〉
sumando estas dos desigualdades se sigue que
〈ξ − ξ′, v − v′〉 (4.7)
Por optimalidad de p(v) y de p(v′) se tiene que
0 ∈ ∂(f(p(v)) + 1
2λ
||p(v)− v||2)
y
0 ∈ ∂(f(p(v)) + 1
2λ
||p(v′)− v′||2)
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Por lo tanto, ∇Fλ(v) = 1
λ
(v−p(v)) ∈ ∂f(p(v)) y ∇Fλ(v′) = 1
λ
(v′−p(v′)) ∈ ∂f(p(v′)) usando
(4.7) se obtiene
〈∇Fλ(v)−∇Fλ(v′), p(v′)− p(v)〉 6 0 (4.8)
La prueba de u´ltima desigualdad es consecuencia de (4.8)
||∇Fλ(v)−∇Fλ(v′)||2 6 1
λ
〈∇Fλ(v)−∇Fλ(v′), v − v′〉
6 1
λ
||∇Fλ(v)−∇Fλ(v′)||||v − v′||
Por lo tanto, ||∇Fλ(v)−∇Fλ(v′)|| 6 1
λ
||v − v′||

La regularizacio´n de Moreau-Yosida es importante en nuestro trabajo por la proposicio´n an-
terior y porque tiene los mismos mı´nimos que la funcio´n f como se muestra en la siguiente
proposicio´n.
Proposicio´n 4.2. Los siguientes enunciados son equivalentes
1. v ∈ arg min{f(x)|x ∈ Rn}
2. v = p(v)
3. ∇Fλ(v) = 0
4. v ∈ arg min{Fλ(x)|x ∈ Rn}
5. f(v) = f(p(v))
6. f(v) = Fλ(v)
Demostracio´n
1 ⇒ 2 Dado que v ∈ arg min{f(x)|x ∈ Rn} se tiene que
f(v) = f(v) +
1
2λ
||v − v||2 6 f(x) + 1
2λ
||x− v||2
para toda x ∈ Rn. Entonces, p(v) = v
2 ⇒ 3 Supongamos que p(v) = v, entonces ∇Fλ(v) = 1
λ
(v − p(v)) = 0.
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3 ⇒ 4 Dado que Fλ es convexa, entonces si∇F∇(v) = 0 se debe tener que v ∈ arg min{Fλ(x)|x ∈
Rn}
4 ⇒ 5 Usando el inciso 2, v = p(v) y por lo tanto f(v) = f(p(v)).
5 ⇒ 6 Por definicio´n de Fλ e hipo´tesis se tiene la siguiente desigualdad
f(v) = f(p(v))
6 f(p(v)) + 1
2λ
||p(v)− v||2
= Fλ(v)
6 f(v) + 1
2λ
||v − v||2
As´ı f(v) = Fλ(v).
6 ⇒ 1 Dado que Fλ(v) = f(v) entonces p(v) = v. As´ı, por optimalidad de v
0 ∈ ∂f(v) + 1
λ
(v − p(v)) = ∂f(v)

Tomando como base el me´todo de planos de corte se construye el me´todo de haces. Se
empezara´ agregando un punto xk al conjunto de informacio´n que se acumula conforme se
realizan iteraciones. Se seguira´n usando el modelo lineal y se obtendra´ un nuevo punto en la
iteracio´n usando la regularizacio´n de Moreau-Yosida [7].
El algoritmo para el me´todo de haces es el siguiente:
1. Se fija δˆ > 0, m ∈ (0, 1), x0 (punto inicial), y0 = x0 y k = 0. Se calcula f(x0) y
s0 ∈ ∂f(x0) y se define fˆ0(y) como sigue
fˆ0(y) = f(x
0) + 〈s0, y − x0〉 (4.9)
es decir, fˆ0(y) es un hiperplano soporte de f en x
0.
2. Se calcula la siguiente iteracio´n
yk+1 ∈ arg min
y∈Rn
fˆk(y) +
µk
2
||y − xk||2 (4.10)
donde µk > 0 es una sucesio´n creciente tal que µ 7−→ 0 y
∞∑
k=1
µk =∞.
4.3. ME´TODO DE HACES 127
3. Se define δk como sigue
δk = f(x
k)− [fˆk(yk+1) + µk
2
||yk+1 − xk||2]
4. Si δk 6 δˆ entonces el algoritmo termina.
5. Se calcula f(yk+1) y sk+1 ∈ ∂f(yk + 1).
6. Si f(xk) − f(xk+1) > mδk entonces xk+1 = yk+1 (a esto se le llama paso serio), si no
pasa entonces xk+1 = xk (paso nulo).
7. Se actualiza el modelo
fˆk+1(y) = max
k
{fˆk(y), f(yk+1) + 〈sk+1, y − yk+1〉} (4.11)
8. k = k + 1 y se regresa al paso 2.
Esta es una versio´n ba´sica del me´todo de haces, otras implementaciones se pueden tomar en
cuenta tales como bu´squeda lineal, actualizacio´n del para´metro µk, etc [7].
Ahora bien, antes de realizar las pruebas e convergencia sera´ ma´s conveniente en teor´ıa y
pra´ctica trabajar con el dual del problema (4.10) como se vera´ a continuacio´n. Primero, se
reescribira´ el modelo (4.11) de manera ma´s conveniente.
Se define el error de linealizacio´n con centro en xk como sigue
ei = f(x
k)− [f(yi)− 〈si, y − yi〉]
para i = 1, . . . , K + 1. Utilizando el error de linealizacio´n, nuestro modelo (4.11) se vuelve
de la siguiente forma
fˆk(y) = max
i=1,...,k+1
{f(yi) + 〈y − yi〉}
= max
i=1,...,k+1
{f(xk)− ei − 〈si, xk − yi〉+ 〈si, y − yi〉}
= f(xk) + max
i=1,...,k+1
{−ei + 〈si, y − xk〉} (4.12)
en donde todo lo usado es conocido debido a la acumulacio´n de informacio´n que se tiene.
Al considerar el problema (4.10), usando (4.11) se tiene que
min
y∈Rn
fˆk(y) +
µk
2
||y − xk||2 = min
y, r
{r + µk
2
||y − xk||2}
r > f(xk)− ei + 〈si, y − xk〉 (4.13)
para i = 1, . . . , k+ 1. Introduciendo multiplicadores de Lagrange α ∈ Rk=1+ , el lagrangiano se
escribe como sigue
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l(y, r, λ) = r +
µk
2
||y − xk||2 +
k+1∑
i=1
αi(f(x
k)− ei + 〈si, y − xk〉 − r)
= (1−
k+1∑
i=1
αi)r +
µk
2
||y − xk||2 +
k+1∑
i=1
αi(f(x
k)− ei + 〈si, y − xk〉 − r)
as´ı, por convexidad
min
y,r
max
α
L(y, r, λ) = max
α
min
y,r
L(y, r, α) (4.14)
Dado que ambos lados son finitos se debe tener que 1−∑k+1i=1 αi = 0. As´ı por condiciones de
optimalidad de primer orden
∇Ly(r, α) = µk(y − xk) +
k+1∑
i=1
αis
i = 0
Entonces se tiene que
µk(y − xk) = −
( k+1∑
i=1
αi
)
(4.15)
Al denotar ∆k+1 = {α ∈ Rk+1+ |
∑k+1
i=1 αi = 1}, combinando la ecuacio´n (4.14) y (4.15), se
obtiene que al resolver el problema (4.9) es equivalente a resolver
max
α∈∆k+1
µk
2
|| −∑k+1i=1 αisi||2
µk
+
k+1∑
i=1
αi(f(x
k)− ei + 〈si, −−
∑k+1
i=1 αis
i
µk
〉)
= f(xk) + max
αk∈∆k+1
1
2µk
||
k+1∑
i=1
αis
i||2 −
k+1∑
i=1
αiei (4.16)
Definicio´n 4.1. Sea α ∈ ∆k+1 una solucio´n o´ptima del problema (4.16) en la iteracio´n k,
se define el subgradiente agregado y el error de linealizacio´n agregado respectivamente como
sigue
sˆk =
k+1∑
i=1
αis
i y eˆk =
k+1∑
i=1
αiei (4.17)
Lema 4.1. Sea α ∈ ∆k+1 una solucio´n para el problema (4.16), entonces
1. sˆk ∈ ∂fˆk(yk+1).
2. fˆk(y
k+1) = f(xk)− 1
µk
||sˆk||2 − eˆk.
3. δk =
1
2µk
||sˆk||2 + eˆk.
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Demostracio´n.
1. De la ecuacio´n (4.15) −µk(yk+1 − xk) = sˆk. As´ı, dado que yk+1 es o´ptimo para (4.9)
0 ∈ ∂fˆk(yk+1) + µk(yk+1 − xk)
de donde µk(y
k+1 − xk) es la derivada de la parte cuadra´tica de la regularizacio´n.
Entonces
−µk(yk+1 − xk) ∈ ∂fˆk(yk+1)
2. Por convexidad, no hay brecha de dualidad entre (4.13) y (4.16). As´ı,
fˆk(y
k+1) +
µk
2
||yk+1 − xk||2 = f(xk)− 1
2µk
||sˆk||2 − eˆk
fˆk(y
k+1) = f(xk)− µk
2
||−1
µk
sˆk||2 − 1
2µk
||sˆk||2 − eˆk
= f(xk)− 1
µk
||sˆk||2 − eˆk
3. Usando el inciso 2 y la definicio´n de δk
δk = f(x
k)− fˆk(yk+1)− µk
2
||yk+1 − xk||2
= f(xk)− µk
2
||yk+1 − xk||2 − f(xk) + 1
µk
||sˆk||2 + eˆk
=
1
2µk
||sˆk||2 + eˆk

Lema 4.2. Para el subgradiente agregado y el error de linealizacio´n agregado, se tiene que
sˆk ∈ ∂eˆkf(xk)
Demostracio´n.
Usando el inciso 1 del lema anterior, sˆk ∈ ∂fˆk(yk+1) y por construccio´n de fˆk 6 f. Entonces
f(y) > fˆk(y) = fˆk(yk+1) + 〈sˆk, y − yk+1〉
= f(xk)− 1
µk
||sˆk||2 − eˆk + 〈sˆk, y − xk + xk − yk+1〉
= f(xk) + 〈sˆk, y − xk〉 − eˆk + 〈sˆk, xk − yk+1〉 − 1
µk
||sˆk||2
= f(xk) + 〈sˆk, y − xk〉 − eˆk
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
Los lemas anteriores son muy importantes para las pruebas de convergencia que se dara´n
adelante. Antes de eso, se define la pieza lineal agregada como sigue
feˆk(y) = f(x
k) + 〈sˆk, y − xk〉 − eˆk
Lema 4.3. Para feˆk se tiene lo siguiente
1. feˆk = fˆk(y
k+1) + 〈sˆk, y − yk+1〉
2. feˆk(y) 6 fˆk(y)
4.3.2 Convergencia del me´todo de haces
Se supondra´ que f es una funcio´n cerrada y finita en Rn. Adema´s, sea
Ks = {k ∈ N| la k − e´sima iteracio´n fue un paso serio}
Este ana´lisis se dividira´ en dos partes, primero se supondra´ que |Ks| =∞.Adema´s se definira´
δˆ = 0, es decir, el algoritmo hara´ iteraciones una infinidad de veces.
Lema 4.4. Se considera el me´todo de haces y sea f = minx f(x) > −∞. Entonces,
∑
k∈Ks
δk 6
f(x0)− f
m
<∞
Lema 4.5. Supongamos que f ∗ = limk∈Ks f(x
k) > −∞ y |Ks| =∞
1. si
∑
k∈Ks
1
µk
= ∞, entonces el cero es un punto de acumulacio´n de {sˆk}k∈Ks , esto es
lim inf ||sˆk|| = 0.
2. si µk > c > 0 y arg minx f(x) 6= ∅, entonces la sucesio´n {xk}k∈KS es acotada.
Demostracio´n.
1. Por el inciso 3 del lema 4.1, se tiene que 0 6 1
2µk
||sˆk||2 = δk − eˆk 6 δk. As´ı, por el lema
anterior, dado que f(xk) es una sucesio´n decreciente cuando k ∈ Ks∑
k∈Ks
||sˆk||2
2µk
6
∑
k∈Ks
δk 6
f(x0)− f ∗
m
As´ı, sˆk 7−→ 0 sobrek ∈ Ks.
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2. Sea x∗ ∈ arg miny f(y). Por definicio´n f(x∗) 6 f(y) para toda y ∈ Rn. Ahora, para
k ∈ Ks
||x∗ − xk+1||2 = ||x∗ − xk||2 + 2〈x∗ − xk, xk − xk+1〉+ ||xk − xk+1||2
= ||x∗ − xk||2 + 2
µk
〈x∗ − xk, sˆk〉+ 1
µ2k
||sˆk||2
= ||x∗ − xk||2 + 2
µk
(〈x∗ − xk, sˆk〉+ 1
2µk
||sˆk||2)
6 ||x∗ − xk||2 + 2
µk
(fˆ(x∗)− f(xk) + eˆk + 1
2µk
||sˆk||2)
6 ||x∗ − xk||2 + 2
µk
(f(x∗)− f(xk) + δk)
6 ||x∗ − xk||2 + 2
µk
δk
donde se uso´ el hecho de que sˆk ∈ ∂eˆkf(xk) y el inciso 3 del lema 4.1. Haciendo lo
anterior k veces
||x∗ − xk+1||2 6 ||x∗ − x0||2 + 2
k+1∑
i=1
δi
µi
6 ||x∗ − x0||2 + 2
c
∑
k∈Ks
δk
Usando el lema 4.4 se tiene que el lado derecho es acotado y por tanto, la sucesio´n
{xk}k∈Ks es acotada.

Teorema 4.2. Supongamos que f ∗ = limk∈Ks f(x
k) > −∞ y que |Ks| = ∞. Si la sucesio´n
{µk} es acotada y creciente, entonces {xk}k∈Ks tiene al menos un punto de acumulacio´n que
es o´ptimo.
Demostracio´n.
Por el lema 4.4 y 4.1 se sigue que 0 6 eˆk 6 δk 7−→ 0 para k ∈ Ks. Luego, por el inciso 1 del
lema 4.1
sˆk ∈ ∂eˆkf(xk)
para cualquierk ∈ Ks. Luego, por el inciso 2 del lema 4.1, existe una subsucesio´n {sˆnk}
que converge a cero. Dado que {xk}k∈Ks es acotada, entonces {xˆnk} tambie´n es acotada.
Tomando (si es necesario una subsucesio´n) xnk −→ x∗, se tiene que
(xˆnk , sˆnk , eˆnk) −→ (x∗, 0, 0)
con esto, (x, ) 7−→ ∂f(x) es continua, as´ı 0 ∈ ∂f(x∗)

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En este momento solo se ha tomado en cuenta |Ks| = ∞, ahora se vera´ el caso cuando
|Ks| <∞. Se supondra´ que k0 es la u´ltima iteracio´n donde se tiene un paso serio.
Lema 4.6. Sea xk0 el u´ltimo paso serio y {yk+1}k>k0 la sucesio´n de pasos nulos. Entonces
para toda k > k0 y y ∈ Rn
f(xx0)− δk + µk
2
||y − yk+1||2 = fˆ(yk+1) + 〈sˆk, y − yk+1〉+ µk
2
||y − xx0||2 (4.18)
Demostracio´n.
Se verifica lo siguiente
||y − xx0||2 = ||y − yk+1 + yk+1 − xx0||2
= ||y − yk+1||2 + 2〈y − yk+1, yk+1 − xk0〉+ ||yk+1 − xk0||2
= ||y − yk+1||2 − 2
µk
〈y − yk+1, sˆk〉+ ||yk+1 − xk0 ||2
Usando la definicio´n de δk se obtiene
f(xk0)− δk + µk
2
||y − yk+1||2 = fˆk(yk+1) + µk
2
(||yk+1 − xk0||2 + ||y − yk+1||2)
= fˆk(y
k+1) + 〈y − yk+1, sˆk〉+ µk
2
||y − xk0||2

Teorema 4.3. Sea xk0 el u´ltimo paso serio y sea {yk+1}k∈Ks la sucesio´n de pasos nulos. Si
{µk}k>k0 es no decreciente, entonces δk −→ 0.
Demostracio´n.
Sea y = yk+2 en lema anterior, entonces
f(xk0)− δk + µk
2
||yk+2 − yk+1||2 = fˆk(yk+1) + 〈sˆk, yk+2 − yk+1〉+ µk
2
||yk+2 − xk0||2
= feˆk(y
k+1) +
µk
2
||yk+2 − xk0 ||2
6 fˆk+1(yk+2) +
µk
2
||yk+2 − xk0||2
6 fˆk+1(yk+2) +
µk+1
2
||yk+2 − xk0||2
= f(xk0)− δk+1
donde la u´ltima igualdad se deduce de que µk 6 µk+1. Por lo tanto
µk
2
||yk+2 − yk+1||2 + δk+1 6 δk (4.19)
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Ahora, se probara´ que la sucesio´n {yk} es acotada. Usando de nuevo el lema anterior con
y = xk0
f(xk0)− δk + µk
2
||xk0 − yk+1||2 = fˆk(yk+1) + 〈sˆk0 , xk0 − yk+1〉
= feˆk(x
k0) 6 fˆk(xk0) 6 f(xk0)
As´ı
||xk0 − yk+1||2 6 2δk
µk
6 2δk0
µk0
Dado que {δk} es decreciente y µk es no decreciente, {yk} es una sucesio´n acotada.
Por otro lado, sea C constante de Lipschitz para f y fˆk en B(x
x0 ,
δk0
µk0
). Combinando
−mδk 6 f(yk+1)− f(xx0)
y
δk 6 f(xk0)− fˆk(yk+1)
y sustituyendo y = yk en (4.11) en la iteracio´n k − 1 se tiene que f(yk) + fˆk(yk), as´ı
(1−m)δk 6 f(yk+1)− fˆk(yk+)
= f(yk+1) + f(yk) + fˆk(y
k)− fˆk(yk+))
6 2C||yk+1 − yk||2
combinando esta desigualdad con (4.19)
δk − δk+1 > ||yk+2 − yk+1||2 > (1−m)
2
8C2
µkδ
2
k >
(1−m)2
8C2
µk0δ
2
k+1
As´ı, sumando sobre k > k0
(1−m)2
8C2
µk0
∑
k>k0
δ2k 6
∑
k>k0
(δk − δk+1 6 δk0
lo cual implica que δk −→ 0.

Teorema 4.4. Sea xk0 la u´ltima iteracio´n con paso serio del me´todo de haces. Si {µk}k>k0
es no decreciente, entonces xk0 es una solucio´n o´ptima.
Demostracio´n.
Dado que las suposiciones son las mismas que en el teorema anterior, entonces δk −→ 0
implica que eˆk −→ 0 y ||sˆk|| −→ 0 por el inciso 3 del lema 4.1. De nuevo, por el inciso 1 del
lema 4.1
sˆk ∈ ∂eˆkf(xk0)
para todo k > k0. Por el teorema ?? que asegura que la correspondencia (x, ) 7−→ ∂f(x) es
continua, se concluye que 0 ∈ ∂f(xk0).

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4.4 Me´todo del gradiente pro´ximo
Sea f : Rn 7−→ (−∞,+∞] una funcio´n propia, convexa y cerrada. Se define el operador
pro´ximo como proxf : Rn 7−→ Rn de f como [7]
proxf (v) = arg min
x
{f(x) + 1
2
||x− v||2} (4.20)
donde || · || es la norma euclidiana. Es decir, el operador pro´ximo es aquel que cumple
f(proxf (v)) +
1
2
||proxf (v)− v|| = F (v)
De aqu´ı que el operador pro´ximo y la regularizacio´n de Moreau-Yosida este´n relacionadas.
El operador pro´ximo es estrictamente convexo dado que la norma euclidiana lo es y tiene
valor finito en todas partes. As´ı, tiene un u´nico minimizador para cualquier v ∈ Rn (incluso
cuando domf ( Rn).
A menudo se encuentra el operador pro´ximo de una funcio´n escalada λf (λ > 0) el cual
puede ser expresado por
proxλf (v) = arg min
x
{f(x) + 1
2λ
||x− v||2} (4.21)
En la Figura (4.1) se representa lo que hace el operador pro´ximo. Las l´ıneas delgadas grises
representan las curvas de nivel de la funcio´n convexa f y la l´ınea gruesa negra representa la
frontera del dominio esencial de f. Evaluar los puntos azules en el operador pro´ximo tiene
como resultado los puntos en rojo respectivamente. Los puntos en el dominio esencial de la
funcio´n se mantienen en el dominio y se mueven hacia el mı´nimo de la funcio´n, mientras que
los puntos fuera del dominio esencial se mueven hacia la frontera de este y hacia el mı´nimo
de la funcio´n. El para´metro λ controla la proporcio´n a la cual el operador pro´ximo mapea
puntos del dominio esencial de f hacia el punto mı´nimo.
Figura 4.1: Operador pro´ximo evaluado en varios puntos
Por la definicio´n del operador pro´ximo, proxf (v) es un punto que se encuentra entre x
∗ =
min f y cerca de v. En el caso de proxf (v), el para´metro λ puede ser interpretado como un
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peso relativo entre estos dos te´rminos.
Cuando f es la funcio´n indicadora de C ⊆ Rn, es decir
IC(x) =

0 si x ∈ C
+∞ si x ∈ C
As´ı el operador pro´ximo se puede ver como una proyeccio´n generalizada. Esta perspectiva
sugiere varias propiedades que se espera que el operador pro´ximo cumpla.
Si f(x, y) = φ(x) + η(y), es decir, f puede ser separada por dos funciones que dependen de
cada una de las variables, entonces:
proxf (v1, v2) = (proxφ(v1), proxφ(v2))
Esto se observa directamente de la definicio´n del operador pro´ximo y del hecho que f es
separable.
Una generalizacio´n de este resultado se tiene si f(x) =
∑n
i=1 fi(xi), entonces, el operador
pro´ximo ser´ıa
(proxf (v))i = proxfi(vi) (4.22)
En otras palabras, este caso se reduce a evaluar el operador pro´ximo de funciones escalares.
Ahora, si f(x) = αφ(x) + b, con α > 0, entonces
proxλf = proxαλφ(v) (4.23)
La prueba de esto es inmediata de la definicio´n del operador pro´ximo.
Proposicio´n 4.3. Sea f una funcio´n propia, convexa y cerrada, definida sobre Rn. Entonces
p = proxf (x) si y so´lo si x− p ∈ ∂f(p)
Demostracio´n
Supongamos que p = proxf (x), esto se cumple si y solo si
0 ∈ ∂f(p) + (p− x)
⇔ x− p ∈ ∂f(p)

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4.4.1 Puntos fijos
Los puntos fijos del operador pro´ximo juegan un papel fundamental cuando se trata de
minimizar la funcio´n f como lo enuncia el siguiente resultado.
Teorema 4.5. x∗ minimiza a f si y so´lo si x∗ = proxf (x∗)
Demostracio´n.
⇒ Supongamos que x∗ minimiza a f, es decir, f(x) > f(x∗) para cualquier x. Entonces
f(x) +
1
2
||x− x∗||2 > f(x∗) = f(x∗) + 1
2
||x∗ − x∗||2
y por lo tanto x∗ minimiza a f(x) +
1
2
||x− x∗||2. As´ı, tenemos que x∗ = proxf (x∗).
⇐ Como xˆ minimiza f(x) + 1
2
||x− v||2 si y so´lo si
0 ∈ ∂f(xˆ) + (xˆ− v)
entonces si x∗ es punto fijo de proxf , 0 ∈ ∂f(x∗).

Dado que los minimizadores de f son puntos fijos del operador proxf , el problema de mini-
mizar f se convierte en un problema de punto fijo. Si el operador proxf fuera una contraccio´n,
la sucesio´n definida por xn+1(xn) con x0 ∈ S converge al u´nico punto fijo del operador proxf .
El operador pro´ximo no necesariamente es una contraccio´n, pero es firmemente no expansivo.
Considerar el siguiente problema
minh(x) = f(x) + g(x)
Donde f : Rn 7−→ R y g : Rn 7−→ (−∞,+∞] son funciones propias, cerradas, convexas y f
es diferenciable. En esta forma se puede partir el problema en dos, en donde una parte es
diferenciable. La forma en la cual se parte el problema no es u´nica y puede llevar a diferentes
implementaciones del me´todo del gradiente pro´ximo [7].
El me´todo del gradiente pro´ximo es:
xk+1 = proxλλg(xk − λk∇f(xk))
donde λk > 0 es el taman˜o de paso.
Es decir, es como hacer un descenso por gradiente de la parte diferenciable y luego aplicar el
operador proximal de g.
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4.4.2 Convergencia del me´todo del gradiente pro´ximo
Primero supongamos que ∇f es Lipschitz con constante L ∈ (0, 1), s decir
||∇f(x)−∇f(y)|| 6 L||x− y||
para toda x, y ∈ Rn. Adema´s supongamos que x∗ ∈ arg minh 6= ∅. Se define
Gλ(x) =
1
λ
(x− proxλg(x− λ∇f(x)))
Esta expresio´n tiene la siguiente propiedad
Gλ(x)−∇f(x) ∈ ∂g(x− λGλ(x))
En efecto, por la proposicio´n 4.3
proxλg(x− λ∇f(x)) = p ⇔ 0 ∈ ∂g(p) +
1
λ
(p− (x− λ∇f(x)))
⇔ (x− λ∇f(x))− p
λ
∈ ∂g(p)
⇔ Gλ(x)−∇f(x) ∈ ∂g(x− λGλ(x))
ahora se probara´ que h(xk) − h(x∗) decrece con una rapidez 1/k si un taman˜o de paso
λk = 1/L es usado. Del hecho que ∇f es Lipschitz se tiene que
f(y) = f(x) + 〈∇f(x), v〉+
∫ 1
0
〈∇f(x+ λv)−∇f(x), v〉dλ
6 f(x) + 〈∇f(x), v〉+
∫ 1
0
||f(x+ λv)−∇f(x)||||v||dλ
6 f(x) + 〈∇f(x), v〉+
∫ 1
0
Lλ||v||2dλ
= f(x) + 〈∇f(x), v〉+ L
2
||v||2
donde v = y − x. Sustituyendo y = x− λGλ(x) en la desigualdad anterior se obtiene
f(x− λgλ(x)) 6 f(x)− λ〈∇f(x), Gλ(x)〉+ λλ2L2||Gλ(x)||2
Dado que 0 < t 6 1/L se tiene que
f(x− λgλ(x)) 6 f(x)− λ〈∇f(x), Gλ(x)〉+ λλ22||Gλ(x)||2
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Luego, al tomar la funcio´n h y la desigualdad anterior
h(x− λGλ(x)) 6 f(x)− λ〈∇f(x), Gλ(x)〉+ λ
2
||Gλ(x)||2 + g(x− λGλ(x))
6 f(z) + 〈∇f(z), x− z〉 − λ〈∇f(x), Gλ(x)〉+ λ
2
||Gλ(x)||2 +
g(z) + 〈Gλ(x)−∇f(x), x− z − λGλ(x)〉
= f(z) + g(z) + 〈Gλ(x), x− z〉 − λ
2
||Gλ(x)||2
= h(z) + 〈Gλ(x), x− z〉 − λ
2
||Gλ(x)||2 (4.24)
donde la segunda desigualdad se tiene del hecho de que f y g son convexas y Gδ(x)−∇f(x) ∈
∂g(x−Gλ(x)). Ahora, sea x+ = x− λGλ(x), la desigualdad anterior con z = x implica que
h(x+) 6 h(x)− λ
2
||Gλ(x)||2
lo cual nos dice que se tiene un me´todo de descenso.
Igualmente, al tomar la desigualdad (4.24) con z = x∗ ∈ arg minh se tiene que
0 6 h(x+)− h(x∗) 6 〈Gλ(x), x− x∗〉 − λ
2
||Gλ(x)||2
=
1
2λ
(||x− x∗||2 − ||x− x∗ − λGλ(x)||2)
=
1
2λ
(||x− x∗||2 − ||x+ − x∗||2)
Por lo tanto
||x− x∗|| 6 ||x+ − x∗||
es decir, la distancia al conjunto arg minh decrece.
Al sumar las desigualdades anteriores con x = xi−1, x+ = xi y t = 1/L se obtiene que
k∑
i=1
(f(xi)− f(x∗)) 6 1
2λ
k∑
i=1
(||xi−1 − x∗||2 − ||xi − x∗||2)
=
1
2λ
(||x0 − x∗||2 − ||xk − x∗||2)
6 1
2λ
||x0 − x∗||2
Dado que f(xi) es no decreciente
f(xk)− f(x∗) 6 1
2λ
k∑
i=1
(f(xi)− f(x∗)) 6 1
2kλ
||x0 − x∗||2
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
As´ı se tiene el resultado deseado.
Cap´ıtulo 5
Ejemplos Nu´mericos
5.1 Subgradiente proyectado para el problema dual
Consideramos el problema de minimizar una funcio´n cuadra´tica estrictamente convexa sobre
el cuadrado unidad donde P  0
min (1/2)xTPx− qTx
sujeto a: x2i 6 1 i = 1, 2, . . . , n
El lagrangiano es:
L(λ, x) = (1/2)xT (P + diag(2λ))x− qTx+ 1Tλ
Por lo que
x∗(λ) = (P + diag(2λ))−1q
El subgradiente proyectado para el dual es:
x(k) = (P + diag(2λ))−1q, λ(k+1)i = (λ
(k)
i + αk((x
(k)
i )
2 − 1))
La funcio´n dual es diferenciable, por lo que podemos usar un taman˜o de paso fijo α (siempre
que sea lo suficientemente pequen˜o).
Las iteraciones x(k) no son factibles, pero podemos construir un xˆx(k) factible cercano como
xˆ
(k)
i =

1 x
(k)
i > 1
−1 x(k)i < −1
x
(k)
i −1 6 x(k)i 6 1
Consideramos n = 50, salto de paso fijo α = 0.1, λ(1) = 1
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Figura 5.1: Valores del l´ımite inferior gval y el l´ımite superior fval versus el nu´mero de
iteracio´n k. Usamos un taman˜o de paso fijo con α = 0.1
5.2 Procesamiento de sen˜al adaptativo
Suponemos que (x, y) ∈ Rn tienen alguna distribucio´n conjunta. Nuestro objetivo es en-
contrar un vector de peso w ∈ Rn para el cual wTx sea un buen estimador de y. (Esta es
una regresio´n lineal; podemos agregar un componente adicional a x que siempre es uno para
obtener un estimador af´ın de la forma wTx + v) Nos gustar´ıa elegir un vector de peso que
minimice
J(w) = El(wTx− y)
donde l es una funcio´n de pe´rdida convexa. Por ejemplo, si:
• l(u) = u2 : error de media cuadra´tica.
• l(u) = |u| : error media absoluta.
Pero consideraremos aqu´ı el caso ma´s general. Por supuesto, J es convexo, por lo que
minimizar J sujeto a ω es un problema de optimizacio´n convexa.
Consideramos una configuracio´n en l´ınea, donde no conocemos la distribucio´n de (x, y). En
cada paso (que podr´ıa corresponder al tiempo, por ejemplo), se nos da una muestra (x(i), y(i))
de la distribucio´n. Despue´s de k pasos, podr´ıamos usar las k muestras para estimar la dis-
tribucio´n.
Esta aproximacio´n requiere que almacenemos todas las muestras anteriores, y necesitamos
resolver un gran problema cada vez que entra una nueva muestra.
En su lugar, utilizaremos el me´todo del subgradiente estoca´stico , que es realmente simple.
En particular, no requiere esencialmente almacenamiento (ma´s alla´ del valor actual de ω), y
muy poco ca´lculo. La desventaja es que es lento.
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En cada paso, se nos da una muestra (x(k), y(k)) imparcial de la distribucio´n con ruido del
subgradiente de J en w(k), basado en la muestra x(k), y(k) :
g(k) = l′(w(k)Tx(k+1) − y(k+1))x(k+1)
donde l′ es la derivada de (o subgradiente de l si esta es no diferenciable) de l. Este es un
subgradiente con ruido imparcial de J.
El algoritmo en l´ınea ser´ıa:
w(k+1) = w(k) − αkl′(w(k)Tx(k+1) − y(k+1))x(k+1)
donde
- l(u) = u2 da el algoritmo LMS (media de mı´nimos cuadrados).
- l(u) = |u| da el algoritmo sign.
- w(k)Tx(k+1) − y(k+1) es el error de prediccio´n.
Datos del problema: n = 10, (x, y) ∼ N (0,Σ), Σ aleatoria con E(y2) ≈ 12, αk = 1/k
Figura 5.2: Error de prediccio´n w(k)Tx(k+1) − y(k+1) vs. iteracio´n k
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Figura 5.3: Distribucio´n emp´ırica del error de prediccio´n para w∗ (ma´s de 1000 muestras)
Recomendaciones
A continuacio´n se presentan algunas recomendaciones referentes a distintos aspectos que
conlleva hacer un trabajo de este tipo:
• Estudiar optimizacio´n convexa no diferenciable requiere de conocimientos vistos en
la materia de Me´todos de Optimizacio´n I, por lo que ha sido una buena forma de
profundizar y terminar de asimilar muchos conceptos y propiedades, por ello ser´ıa
bueno que consideren este tema para incluirse en los estudios de licenciatura.
• El estudio de optimizacio´n convexa no diferenciable, abre camino para estudiar distintas
aplicaciones por lo cual puede considerarse como una opcio´n para trabajos futuros.
• Aunque han habido eventos para impulsar el uso de LATEX para la elaboracio´n de doc-
umentos matema´ticos, se recomienda crear talleres de distintos software matema´ticos,
como MATLAB/Octave, Mathematica, Maple, GAMS, Scilab y otros, ya sea para tener
herramientas a la hora de presentar un trabajo con aplicacio´n matema´tica o ampliar
las habilidades de los estudiantes.
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Conclusiones
La optimizacio´n no diferenciable produce una serie de dificultades que la mayor´ıa de veces no
pueden ser superadas por me´todos tradicionales, por lo que es necesario poseer conocimiento
de te´cnicas propias para su desarrollo.El estudio de optimizacio´n convexa es indispensable
para el tema estudiado ya que proporciona propiedades que permiten resolver problemas de
gran dimensio´n de forma eficiente en te´rminos computacionales. Esto se debe a que la con-
vexidad de e´ste puede hacer la diferencia al momento de resolver el problema.
Respecto a la parte de control o´ptimo estoca´stico (en tiempo discreto) fue bastante dif´ıcil
encontrar material ya que la mayor´ıa de textos disponibles se limitan a estudiarlo en tiempo
continuo. Debo aclarar que lo que hace a un problema estoca´stico es una o ma´s variables
aleatorias definida por una distribucio´n de probabilidad (perturbacio´n, ruido blanco). Por
ello, el estudio del principio de equivalencia cierta facilitaba en gran medida el proceso de
encontrar una solucio´n (siempre y cuando la parte aleatoria de la funcio´n sea aditiva) ya que
gracias a ello el ruido blanco (perturbacio´n, variable aleatoria) desaparece y nos quedamos
con un problema determin´ıstico, el cual es menos complicado de tratar.
Teniendo conocimiento de que´ tipo de problema tenemos y la transformacio´n que se ha hecho,
podemos llegar a que el problema que se tiene finalmente se haya convertido en diferencia-
ble (raras veces pasa) o se mantenga no diferenciable que es lo usual; so´lo queda escoger el
algoritmo para encontrar la solucio´n o´ptima.
Se ha presentando una lista de algoritmos con su respectiva prueba de convergencia, aunque
los presentados sean los ma´s conocidos, el algoritmo puede variar dependiendo de las carac-
ter´ısticas del problema, mientras se mantenga la convexidad del problema, no surge compli-
cacio´n alguna en las variantes que pueda tener el algoritmo.
Recordar siempre que el me´todo del subgradiente no es un me´todo de descenso, por lo que
no es de extran˜ar que en un principio podamos observar co´mo los datos no poseen un com-
portamiento mono´tono como se muestra en la Figura (5.1).
Para presentar los ejemplos, se ha utilizado el sistema de modelado CVX, el cual esta´ basado
en MATLAB. CVX resulto´ ser una herramienta bastante efectiva e intuitiva de usar, pues
la sintaxis usada es muy similar a la descripcio´n matema´tica del problema y requiere que el
problema a resolver sea convexo.
145
Cap´ıtulo 6
Anexos
CVX es un sistema de modelado basado en Matlab para la optimizacio´n convexa. CVX
convierte a Matlab en un lenguaje de modelado, lo que permite especificar restricciones y
funciones objetivos utilizando la sintaxis de expresio´n esta´ndar de Matlab.
En su modo predeterminado, CVX admite un enfoque particular para la optimizacio´n con-
vexa. Bajo este enfoque, las funciones y conjuntos convexos se crean a partir de un pequen˜o
conjunto de reglas del ana´lisis convexo, comenzando desde una biblioteca base de funciones
y conjuntos convexos.
Es muy importante tener en cuenta tambie´n lo que no es CVX. No es una herramienta de
uso general para la optimizacio´n no lineal, ni es una herramienta para verificar si el modelo
es convexo o no.
El paquete CVX incluye una creciente biblioteca de ejemplos, de los cuales hemos elegidos
dos para presentarlos en este trabajo (Ve´ase Cap´ıtulo 5).
6.1 Algoritmo para subgradiente proyectado del prob-
lema dual
Acontinuacio´n se presenta el co´digo para el problema dual [41] presentado en el cap´ıtulo 5.
El co´digo fue escrito por Almir Mutapcic y se encuentra disponible en subgrad method dual prob.m
% Subgradient method for the dual problem.
%
% Primal QCQP problem:
% minimize (1/2)x’Px - q’x
% subject to x^2 <= 1
%
% where P is a positive definite matrix (objective is strictly convex)
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%
% Dual problem is:
% maximize -(1/2)q’(P + diag(2*lambda))^{-1}q - sum(lambda)
% subject to lambda => 0
%
% where lambda are dual variables
%
% EE364b Convex Optimization II, S. Boyd
% Written by Almir Mutapcic, 01/19/07
%
% generate a problem instance
n = 50; % number of variables n
% generate problem data (P should be positive definite)
randn(’state’,1); % set state so problem is reproducable
A = randn(n,n);
P = (A’*A);
q = randn(n,1);
eigsP = eig( P );
fprintf(1,’Constructed mtx with min eig = %3.4f and max eig = %3.4f\n’,...
min(eigsP), max(eigsP));
%********************************************************************
% optimal solution of the primal QCQP problem
%********************************************************************
cvx_begin
variable x(n,1);
dual variable lambda_opt;
minimize( 1/2*x’*P*x - q’*x )
subject to
x.^2 <= 1 : lambda_opt;
cvx_end
f_min = cvx_optval;
fprintf(1,’QCQP optimal value is %0.4f.\n\n’,f_min);
%********************************************************************
% projected subgradient method applied to the primal problem
%********************************************************************
fp = [+Inf]; fpbest = [+Inf];
disp(’Starting projected subgradient algorithm for the primal problem...’)
% initial point
x = zeros(n,1);
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k = 1;
MAX_ITERS = 100;
while k < MAX_ITERS
% subgradient calculation
g = P*x - q;
% primal objective values
fval = (1/2)*x’*P*x - q’*x;
fp(end+1) = fval; fpbest(end+1) = min( fval, fpbest(end) );
% step size selection
alpha = (fval-f_min)/norm(g)^2;
% projected subgradient update
x = x - alpha*g; k = k + 1;
% projection onto the feasible set (saturation function)
x = max( min( x, 1 ), -1 );
end
%********************************************************************
% subgradient method applied to the dual problem
%********************************************************************
f = [+Inf]; fbest = [+Inf];
g = [-Inf]; gbest = [-Inf];
disp(’Starting the subgradient algorithm applied to the dual problem...’)
% initial point
lambda_1 = ones(n,1);
lambda = lambda_1;
k = 1;
while k < MAX_ITERS
% subgradient calculation
x_star = (P + diag(2*lambda))\q;
h = x_star.^2 - 1;
% dual objective values
gval = -(1/2)*q’*x_star - sum(lambda);
g(end+1) = gval; gbest(end+1) = max( gval, gbest(end) );
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% primal objective values
x_star = max( min( x_star, 1 ), -1 ); % find nearby feasible point
fval = (1/2)*x_star’*P*x_star - q’*x_star;
f(end+1) = fval; fbest(end+1) = min( fval, fbest(end) );
% step size selection
alpha = 0.1;
% projected subgradient update
lambda = max(0, lambda + alpha*h); k = k + 1;
end
%********************************************************************
% plot results
%********************************************************************
figure(1), clf
set(gca, ’FontSize’,18);
semilogy( [1:MAX_ITERS],fbest-gbest, ’b-’, ’LineWidth’,1.5 ), hold on,
semilogy( [1:MAX_ITERS],fbest-f_min, ’r-’, ’LineWidth’,1.5 ), hold on,
semilogy( [1:MAX_ITERS],fpbest-f_min,’k-’, ’LineWidth’,1.5 ), hold on,
xlabel(’k’);
ylabel(’convergence’);
legend(’duality gap’,’optim gap dual’,’optim gap primal’,1);
figure(2), clf
set(gca, ’FontSize’,18);
plot( [1:MAX_ITERS], g, ’b-’, ’LineWidth’,1.5 ), hold on,
plot( [1:MAX_ITERS], f, ’g--’, ’LineWidth’,1.5 ), hold on,
xlabel(’k’);
ylabel(’best values’);
axis([1 40 -50 0]);
legend(’gval label’,’fval label’,4);
%print -depsc dual_prob_subgrad_conv
figure(3), clf
set(gca, ’FontSize’,18);
plot( [1:MAX_ITERS], gbest, ’b-’, ’LineWidth’,1.5 ), hold on,
plot( [1:MAX_ITERS], fbest, ’g--’, ’LineWidth’,1.5 ), hold on,
xlabel(’k’);
ylabel(’best values’);
axis([1 40 -50 0]);
legend(’gbest label’,’fbest label’,4);
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6.2 Algoritmo para el problema de procesamiento de
sen˜al adaptativo
Acontinuacio´n se presenta el co´digo para el problema dual [40] presentado en el cap´ıtulo 5.
El ejemplo de procesamiento de sen˜al adaptativo fue sugerido por Trevor Hastie en el texto
[40], el co´digo fue escrito por Almir Mutapcic y esta´ disponible en stoch subg online reg.m
% On-line learning and regression example via stochastic subgradients.
%
% EE364b Convex Optimization II, S. Boyd
% Written by Almir Mutapcic, 01/19/07
%
%********************************************************************
% generate a problem instance
%********************************************************************
n = 10; % number of weights (variables)
% generate a random Sigma_x covariance matrix
randn(’state’,1); % set state so problem is reproducable
S = randn(n,n);
Sigma_x = S’*S;
% linear relationship
a = randn(n,1)/sqrt(n);
Sigma_y = a’*Sigma_x*a + 0.1;
Sigma_xy = Sigma_x*a;
Sigma = [Sigma_x, Sigma_xy; Sigma_xy’, Sigma_y];
R = sqrtm(Sigma);
%********************************************************************
% stochastic subgradient method with diminishing step sizes (sign alg)
%********************************************************************
f = [+Inf]; fbest = [+Inf]; errors = [+Inf];
MAX_ITERS = 5000;
iter = 1;
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w = zeros(n,1); % initial point
whist = [w];
while iter < MAX_ITERS
if( rem(iter,500) == 0 ), fprintf(1,’iter: %d\n’,iter), end
% generate a new sample from the distribution
z = R*randn([n+1 1]);
x = z(1:n); y = z(n+1);
% noisy subgradient calculation
e = w’*x - y;
g = sign(e)*x;
% step size selection
alpha = 1/iter;
% objective values
errors(end+1) = e;
fval = abs(e);
f(end+1) = fval;
fbest(end+1) = min( fval, fbest(end) );
% subgradient update
w = w - alpha*g; iter = iter + 1; whist = [whist, w];
end
w_sign = w;
% compute optimal (lms) weight that minimizes mean-square error
% using analytical formula
w_lms = Sigma(1:n,1:n)\Sigma(1:n,n+1);
%********************************************************************
% report and plot problem results
%********************************************************************
% generate random samples
NSAMPLES = 1000;
Z = R*randn([n+1 NSAMPLES]);
X = Z(1:n,:); Y = Z(n+1,:);
err_sign = ( w_sign’*X - Y );
abserr_sign = abs( err_sign );
err_lms = ( w_lms’*X - Y );
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abserr_lms = abs( err_lms );
disp(’ ’)
fprintf(1,’Sign abs predict error %3.4f\n’,mean(abs(err_sign)));
fprintf(1,’Sign mean-square error %3.4f\n’,mean((err_sign).^2));
disp(’ ’)
fprintf(1,’LMS abs predict error %3.4f\n’,mean(abs(err_lms)));
fprintf(1,’LMS mean-square error %3.4f\n’,mean((err_lms).^2));
iters = [1:MAX_ITERS];
figure(1), clf
set(gca, ’FontSize’,18);
plot( iters, errors, ’b-’,’LineWidth’, 1 )
axis([1 300 -40 40])
xlabel(’k’);
ylabel(’pred error’);
%print -depsc online_reg_errors
% histogram plots
figure(2), clf
edges = linspace(-2,2,40);
[count] = histc( err_sign, edges )’;
bar( edges, count, ’histc’ );
hline = findobj(gca,’Type’,’line’); delete(hline)
hpatch = findobj(gca,’Type’,’patch’);
set(hpatch,’FaceColor’,[0.91,0.91,0.91])
set(gca, ’FontSize’,16);
axis([-2 2 0 150]);
title(’sign’)
%print -depsc online_reg_dist
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