Abstract-The exact-repair regenerating codes for distributed storage system are studied in this work. A novel coding scheme is proposed for code construction for any (n, k, d = k) system. It is shown that the proposed codes are optimum, in the sense that any operating point satisfying the lower bound for the storage-bandwidth trade-off can be achieved with the proposed construction. As a consequence, the optimum linear trade-off of exact-regenerating system is fully characterized for any systems with d = k. The proposed codes are linear, and can be generated by multiplication of an encoder matrix with a so-called data matrix. The exact regenerating property is provided based on fundamental properties of matrix determinants, and in particular, generalized Laplace expansion for determinant. Thus the code is called determinant code. Importantly, the field size required for this code construction is (n), the total number of nodes in the system.
I. INTRODUCTION

W
ITH the growth of data driven technologies in recent years, the size of data to be stored as well as the number of users accessing data have been dramatically increased. Distributed storage systems (DSS) are widely being employed as the backbone of such large-scale storage systems, in order to increase reliability. While storage components are individually unreliable and subject to temporal or permanent failures, the data need to be protected against inaccessibility of data centers. Such reliability can be guaranteed in the cost of introducing redundancy into the system, and storing redundant data, which further requires excess storage capacity. However, without a replacement mechanism for out-of-access nodes, the entire system will eventually crash, once a certain number of nodes fail. Modern distributed storage systems are equipped with a repair procedure to maintain the system and reproduce the data lost due to node failures. The repair process of a failed node is performed by downloading data from accessible nodes in the system and recovering the lost data. Efficiency of a DSS is It is desired to design regenerating codes with minimum pernode storage capacity α, and repair-bandwidth β. However, it turns out that for a given file of size F, there is a whole family of pairs of (α, β) that simultaneously provide datarecovery and node-repairability. In other words, there is a fundamental trade-off between achievable α and β, where decreasing one is only possible at the cost enlarging another one. The characterization of the this trade-off for general parameters (n, k, d) remains an open problem for exact-repair scenario.
B. Overview of Related Works
In a seminal work, Dimakis et.al [2] formulated the functional repair problem and fully characterized the optimal tradeoff between storage and repair bandwidth for any set of parameters (n, k, d). It was shown that for a given F, a pair of (α, β) is achievable if and only if it satisfies
Interestingly, it was shown that the functional repair problem is intimately related to the network coding problem [3] . From (1) it can be seen that for a fixed file of size F in an (n, k, d)-DSS, there is trade-off between values of α and β. More precisely, one can reduce α at the cost of increasing β, or reduce β by increasing α. Characterization of the trade-off is widely open for the exact-repair problem, except for very special cases. This problem is well understood for two extreme points on the trade-off, namely, minimum bandwidth regenerating (MBR; minimum possible β) and minimum storage regenerating (MSR; minimum possible α) points, for which it is shown that functional and exact repair can achieve the cut-set bound. That means asking for identical replication of the missing node does not limit the achievable parameters (α, β), for these extreme points.
The first explicit code construction for the MBR point was introduced in [4] , which achieves the cut-set bound for general (k, d) and n = d+1. The latter constraint was later relaxed in [5] , where the product-matrix (PM) code construction is introduced. This framework provides explicit and optimum codes (for MBR) for all feasible sets of parameters (n, k, d).
On the other hand, for the MSR point, several code constructions are proposed for specific range of parameters. A computer search code was reported for (n, k, d) = (5, 3, 4) in [6] . The case of (n, k, d) = (n, k, k + 1) with n > 2k is addressed in [7] through a non-explicit code construction. It is shown that interference alignment technique is necessary for a wide range of system parameters [8] . In [8] , [9] a family of interference alignment based codes is developed for a more general range of parameters, i.e., (n,
Furthermore, it is also shown that (a modified version of) the product-matrix construction can be used to design MSR codes as long as d ≥ 2k − 2 [5] , [10] . This result is completed by showing that for general parameters (n, k, d), the MSR trade-off point can be asymptotically achieved using interference alignment by increasing number of symbol extensions [11] - [13] .
This distinction between the functional and exact repair proeblems was first shown by Tian [14] , where he proved a non-vanishing gap between the optimum trade-off of the two repair scenarios for a (4, 3, 3) system. This was based on a computer-aided approach to solve an optimization problem over a large number of variables. Other analytical lower bounds on the optimum trade-off were later introduced for general range of parameters, which show the fundamental distinction between the functional and exact repair tradeoff [15] - [19] . However, in the absence of matching code constructions, it is not clear if these bounds are tight or not.
More recently, a new bound is developed for the trade-off of a DSS with d = k, under the assumption of employing linear regenerating codes [20] - [22] . It was shown that the trade-off for these systems is a piece-wise linear function with k corner points. This bound is shown to be tight if system parameters further satisfy (n, k, d) = (k+1, k, k), for which explicit codes are proposed in [23] , [24] , [25] that achieve the upper bound. This yields a complete characterization for linear (k + 1, k, k) DSS. However, it is not clear if the existing code constructions are scalable, and the same trade-off can be achieved when the number of nodes increase from n = k + 1. While it is shown that some of the corner points on this trade-off can be achieved for larger values of n, using a probabilistic argument [26] , the scalability question remains unsolved in general.
C. Summary of the Results
In this work, we propose a novel code construction for exact regenerating codes, in order to relax the constraint n = k + 1. The new code has an explicit construction for any (n, k, k) system, and can be designed for all the corner points on the trade-off obtained in [20] . Hence, with the new code proposed here, we have a pair of matching lower and upper bounds, which together provide a complete characterization for the optimum trade-off of an (n, k, k) DSS, as stated in Theorem 1.
The new code proposed here has a linear structure, and hence can be obtained by multiplying the data by an encoder matrix. More precisely, the construction consists of two phases. The first phase is called precoding, in which local parities are added to the set of data symbols. Then all the data symbols as well as the parity symbols are located into a matrix, called data matrix. The placement of entries in the matrix follows a specific pattern to guarantee certain properties. The data matrix is then multiplied by a generator matrix in the second phase of encoding, where each row of the output forms the data stored in one of the nodes. The second phase is similar to the product-matrix framework, and not surprisingly, the proposed code subsumes the MBR product-matrix code as a special case.
The exact repair mechanism of the proposed code is guaranteed by providing the repair data each helper sends to repair a failed node. The proof of the exact regenerating property is based on matrix determinant properties, and in particular, on a generalization of the Laplace expansion for matrix determinants. However, the storage capacity decays as a function of n for codes introduced in [23] and [25] , while the same storage can be achieved using a determinant code.
In the presence of many other constructions proposed for exact regenerating codes, the so called determinant codes introduced in this work is the first class of exact-regenerating codes with arbitrary number of nodes, that is universally optimum over the interior of the trade-off.
In particular, we compare the system storage capacity of the determinant codes proposed in this work with two other known constructions in the literature with the best performance (to the best of our knowledge). Figure 1 demonstrates F, the storage capacity of the system, as a function of n, the total number of nodes, for a fixed k and a given pair of (α, β). The layered code proposed in [25] , can be generated for arbitrary number of nodes, but the storage capacity of the code is decaying as n grows. In particular, it is clear from the figure that 25% of the storage capacity will be wasted in a system with n = 10 nodes. Another construction is proposed in [23] , where in order to increase n, each time an empty node is added to the system and all permutations of the resulting code will be stacked to generate a super code. The storage capacity of this code is also shown in Figure 1 (in blue). Not surprisingly, this codes also looses storage capacity as n increases, due to having dummy nodes. The performance of the determinant code, proposed in this work, is also shown (in magenta), where one can see that the same value of F can be achieved regardless of the number of nodes n.
Finally, it is worth mentioning that the construction given in this paper requires a fairly small field size. In particular, the code can be generated in any field, in which there exists an n × k matrix with every k rows being linearly independent. This can be easily guaranteed by standard matrix constructions provided that the underlying field has at least n distinct items.
D. Paper Organization
The rest of this paper is organized as follows: We first present the main result of this work in Section II. Then, we introduce our novel coding scheme in Section III, followed by an illustrative example in Section IV, which demonstrates the fundamental properties of the proposed code. The general proof for exact-regenerating property of the code is presented in Section V, but some of details of the proofs for lemmas are postponed to the appendices. Finally, we conclude the paper in Section VI. Since the proposed construction works based on fundamental properties of matrix minors, we also briefly review some of the important definitions and properties of these matrices in Appendix B.
II. MAIN RESULT
We are interested in the optimum trade-off of the exactrepair regenerating codes for distributed storage system. The following theorem, that is the main result of this work, characterizes this trade-off.
Theorem 1: The linear optimum trade-off of an exact-repair distributed storage system with parameters (n, k, d = k) is given by the convex hull of the set of extreme points given by
for m = 1, 2, . . . , k. Proof: Consider an exact-repair regenerating code for an (n, k, k) system. Note that any subset of k + 1 nodes in this code satisfy data-recovery and node-repairability properties, and hence form a (k + 1, k, k) system. Therefore, any lower bound for the trade-off of a (k + 1, k, k) exact-repair regenerating code is a lower bound for an extended system with n nodes too. The linear trade-off 1 for (k + 1, k, k) exact-repair regenerating DSS is characterized in [20] - [22] , and given by
where = kβ/α takes values in {0, 1, . . . , k}. It turns out that this trade-off is indeed a piece-wise linear function (see Figure 2 ) that connects (normalized) operating
Here m is an integer which can take values in {1, 2, . . . , k}.
The optimum trade-off of an (n, k, k) cannot be lower than the function described above, which is indeed the convex hull of the normalized values given in (2) . This proves the converse part of the theorem. In order to complete the proof, it remains to provide a code construction with n nodes that achieves this trade-off. It is worth noting that achieving the corner points is sufficient, since the intermediate points can be achieved by space sharing between codes provided for the extreme points. To this end, we introduce the so-called determinant codes in the next section, and prove the exact-repair and data-recovery properties for these codes in Section V.
III. DETERMINANT CODES
In this section we present our construction for Determinant codes, along with the repair data sent by a helper to a failed node. We need to introduce some notation before presenting the coding scheme.
Notation: We will frequently use the notion of sequence throughout this paper, which is an ordered collection of (not necessarily distinct) integer numbers, e.g., I = 2, 5, 3 . In particular, we denote the sequence 1, 2, . . . , k by [k] for any integer k. For a sequence I notation x ∈ I implies that x appears in the sequence I. For two sequences I and J , we call I a subsequence of J and denote it by I ⊆ J if every element of I appears in J (regardless of their order). In particular I ⊆ [k] implies that all the entries of I are integer numbers from {1, 2, . . . , k}. We also denote by |I| the length of sequence I. Moreover for a sequence I and an element x ∈ I, define ind I (x) = {y ∈ I : y ≤ x} , to be the rank of x in sequence I.
For a sequence I with ordered elements
Moreover, for an increasing sequence I and an integer number x, notation I ∪ x refers to a new sequence which is obtained by inserting x into a proper position of I, such that the obtained sequence remains ordered.
Moreover, for a matrix = [ψ i, j ], and sequence of rows and columns indicated by I = x 1 , . . . , x t and J = y 1 , . . . , y t , we denote by [I, J ] the sub-matrix with rows and columns indicated by I and J respectively, that is
Finally, we the minor D I, J is defined as
where det (A) denotes the determinant of matrix A. We may also exchangeably use |A| for matrix determinant.
A. Code Construction
For a given k, and fixed m ∈ {1, . . . , k}, we wish to construct an exact regenerating code for an (n,
and provides a storage capacity of F = m k+1 m+1 . The code construction is a two stage procedure. In the first stage, we precode the original F data symbols to generate local parities, i.e., parities that depend only on a certain number of data symbols. This stage maps the original F = m k+1 m+1
In the second stage, we systematically allocate these intermediate symbols into a data matrix M which will be multiplied by a generator matrix to form the content of each node in the desired distributed storage system.
Precoding: First, we partition the original set of F = m k+1 m+1 data symbols into two subsets F = V ∪ W, and label their elements as 
This provides one parity symbol for each collection of m data symbols of W indexed by the same J . Note that we do not introduce any parity equation for v x,J , and they remain unprotected. The total number of parity symbols is given by
Moreover, the total number of intermediate symbols (including data and parity symbols) will be
These symbols are indexed by pairs of (x, J ), where |J | ∈ {m, m + 1} and x ∈ J . 
This is a key property as we will see later.
Remark 2: It is worth noting that the total number of information symbols with the above labeling satisfies
Data Matrix: Next, we allocate the intermediate (information and parity) symbols in a data matrix M of size 
Multiplication by Generator Matrix: In the second stage of encoding, we multiply the data matrix M by a generator matrix to obtain the symbols stored in each of the n nodes. To this end, we pick an n × k matrix such that any k rows of are linearly independent in F q . There are several standard constructions for such matrices, such as Vandermonde matrix or Cauchy matrix.
Finally, we define the code using a matrix product
The data stored in the i -th node is given by α linear combinations in the i -th row of C. In other words, node i stores W i given by
where i is the i -th row of , for i ∈ [n]. Proof of this proposition is presented in Section V. Repair Mechanism: Next, we determine the repair data sent in order to repair a failed node. Let node f ∈ [n] fails, and a set of helper nodes H ⊆ {1, 2, . . . , n} \ { f } with |H| = k wishes to repair node f . Note that, unlike (n, k, d) = (k + 1, k, k) system where there is only one possible set of helpers for each failed node, in an (n, k, k) system the set of helpers are not unique. Hence, the repair data that a 
Then, the repair data sent from helper h ∈ H to repair f is obtained by
Note that in this equation matrices h , M, and H h→ f are of dimensions 1 × k, k × α, and α × α, respectively, and hence S H h→ f is a vector of length α. However, from the definition of the helper matrix in (9), it can be seen that the entire column I of H h→ f is zero for every I with h / ∈ I. Therefore, the number of non-zero columns in H h→ f is at most equal to the number of I that include h, which is to f , and the original vector S H h→ f will be reproduced at the destination by padding zeros at proper positions. 2 Finally, we define the reconstruction matrix H f , which is also an α × α matrix, with rows and columns labeled by I and J , respectively. This matrix is given by
Note that the helper matrices H h→ f and the reconstruction matrix H f only depend on the code parameters, ψ i, j 's, and do not depend on the file symbols.
The following proposition presents the exact-repair process. 
Here H h→ f is the helper matrix defined in (9) , and H f is the reconstruction matrix defined in (11) .
The proof of this proposition is presented in Section V. The following corollary summarizes the properties of determinant codes.
Corollary 1: For any k and m ∈ {1, 2, . . . , k}, the code construction described in this section with node content defined in (8) and repair data defined in (10) provides an exact-repair regenerating code for an (n, k, k) distributed storage system with α = Hence the proof is just an immediate consequence of these two propositions. Moreover, the parameters (α, β, F) can be directly evaluated from the code construction.
Before a formal presentation of the proofs of propositions stated in this section, we demonstrate the code construction as well as the repair process through an example in Section IV. Following the steps of this example will be insightful, and can clarify the main proofs presented in Section V.
IV. AN ILLUSTRATIVE EXAMPLE
In this section we demonstrate the code construction of Section III through an example, along with showing file recovery and node repair procedures. Consider a distributed storage system with n = 6 and d = k = 4. The construction in Section III offers codes with different values of α and β, parameterized by m ∈ {1, 2, . . . , k}. For the sake of illustration, we fix m = 2, which corresponds to
From Remark 3 it turns out that field size q = 7 is sufficient for this code construction. We first split a total of F = 20 data symbols into F = V ∪ W, and label them as Finally, we need a generator matrix n×k , for which we can pick a Vandermonde matrix generated by {1, 2, 3, 4, 5, 6}, i.e., ψ i, j = i j −1 (mod 7). This is given by Next, we examine data recovery and node repair processes for this example.
Data Recovery: Suppose that a data collector connects to a set of k = 4 nodes, say K = {2, 4, 5, 6}. The data stored in these nodes, namely row vectors { 2 M, 4 M, 5 M, 6 M}, can be stacked in matrix form as ⎡
Matrix K is full rank (since it is a sub-Vandermonde matrix), and therefore invertible. Hence, matrix M can be recovered by multiplying by
By decoding M, we have all the original F = 20 data symbols.
Node Repair: Next, suppose that node f = 5 fails, and we wish to repair it by downloading β = 3 symbols from a set of k = 4 helper nodes, say H = 2, 3, 4, 6 .
The repair data sent from node h ∈ H to node 5 is given by the β = 3 non-zero elements of the row vector
, where W h = h M is the content of node h, and H h→ f is defined in (9) . For the sake of clarity we evaluate H 3→5 for h = 3. Note that this is a 6 × 6 matrix, whose rows are labeled by length m = 2 subsequences of [k] = 1, 2, 3, 4 , and its columns are indexed by length m = 2 subsequences of H = 2, 3, 4, 6 . For further clarification, rows of 2,3,4,6 3→5 are indexed by J ∈ { 1, 2 , 1, 3 , 1, 4 , 2, 3 , 2, 4 , 3, 4 }, and its columns are indexed by I ∈ { 2, 3 , 2, 4 , 2, 6 , 3, 4 , 3, 6 , 4, 5 }. Moreover, from (9) , all the entries in columns labeled by I = 2, 4 , I = 2, 6 , and I = 4, 6 are zero, because h = 3 does not appear in these column labels. = det 5 6 4 1
All other non-zero entries can be obtained in a similar manner. This results in the helper matrix H 3→5 in (14) given at the top of previous page.
The other repair matrices H h→5 can be found in a similar manner, as 
Finally, we need to compute the decoder matrix H 5 as defined in (11) . The value positioned at row J and column I of this matrix is given by evaluating a minor of size m = 2, as
The complete form of matrix H
5 can be found in (15) , at the top of previous page.
In the rest of this section, we will show that the content of the missing note, W 5 = 5 · M, can be exactly recovered from the repair data sent by nodes in H = 2, 3, 4, 6 . More precisely, we will argue that the repair identity in (12) holds for f = 5 and H = 2, 3, 4, 6 , i.e.,
This allows us to compute the missing data in W 5 . To this end, the reconstruction matrix H 5 should be also invertible. This can be easily checked for this specific example, but we will show invertability of general matrix minors in Appendix B.
Note that both sides of the above equation are 1 × 6 matrices (row vectors), whose entries are labeled by length m = 2 subsequences of H = 2, 3, 4, 6 , namely, 2, 3 , 2, 4 , 2, 6 , 3, 4 , 3, 6 , and 4, 6 . In order to show the equality, we need to check that the coefficients of each of the v-symbols (and w-symbols) are identical in the corresponding entries of the two sides. We will prove this claim in its general form in Section V, and only examine two coefficients for the sake of illustration here.
We focus on the I = 3, 6 entries of the sides of (16) . For the left hand side we have
where in (17) we used the fact that the column labeled by I = 3, 6 is zero, in both H 2→5 and of H 4→5 because 2 / ∈ 3, 6 and 4 / ∈ 3, 6 ; and the equality in (18) is simply the expansion for matrix products. Similarly, the RHS of (16) can be written as
In order to show equality between (18) and (19) ( 
(v 4, 2,4 in LHS)
Similarly, we can set x = 4 and J = 2, 4 in the double summations in (19) , to determine the contribution of
The difference between these contributions is given by 
In other words, the difference between coefficient of v 4, 2,4 can be written as a matrix determinant, when expanded w.r.t. its last column. The last equation in (20) holds due to the fact that the matrix has two identical columns, and thus its determinant is zero. This implies that coefficients of v 4, 2, 4 in (18) and (19) 
w-symbols:
Recall that not all w-symbols are independent, due to the parity equations introduced in (14) . Hence, instead of showing equality of coefficients for each individual w-symbol, we demonstrate such equality for a batch of them grouped in a parity equation. More precisely, for a fixed J , we show the total contribution of w x,J over all x ∈ J in (18) is identical to that of (19) .
For the sake of brevity, let us restrict our attention to a specific J , say J = 2, 3, 4 . The total contribution of symbols w 2, 2,3,4 , w 3, 2,3,4 and w 4, 2,3,4 (respectively located at M 2, 3,4 , M 3, 2,4 , and M 4, 2,3 ) in (18) 
in RHS)
We can further simplify the difference between (w ·, 2,3,4 in LHS) and (w ·, 2,3,4 in RHS) as given in (21) on top of this page. It is worth noting that three symbols w 2, 2,3,4 , w 3, 2,3,4 and w 4, 2,3,4 share the same coefficient (with alternating signs), which is a matrix determinant. By factorizing the common coefficient, we obtain last equation in (21) , in which the term w 2, 2,3,4 − w 3, 2,3,4 + w 4, 2, 3, 4 is identical to zero due to the parity equation in (14) . This demonstrates the crucial role of precoding and identities in (6) in the repair process of the code. An argument along similar lines shows that the contributions of every batch of w-symbols in (18) and (19) are identical.
V. PROOF OF THE MAIN RESULT
In this section we show that the construction proposed in Section II results in an (n, k, k) exact-repair regenerating code. To this end, we need to prove Proposition 1 and Proposition 2.
A. Proof of Data Recovery Property
Proof: of Proposition 1 We first show that the original data can be recovered from any subset of k nodes. Consider an arbitrary subset of nodes K of size |K| = k. The content of node i ∈ K is given by i M. Let K be the k × k submatrix formed by collecting the corresponding k rows of . The encoded data observed by the data collector can be seen as K · M, from which M can be recovered, provided that K is invertible. The latter condition holds since is chosen to be a matrix such that every k rows are linearly independent. This completes the proof.
B. Proof of Exact Regenerating Property
We prove the exact regenerating property in two stages. We first show that
for every f ∈ [n] and H ⊆ [n] \ { f } with |H| = d = k. Then we show that H f is a full-rank matrix, and hence its inverse is well defined. The following two lemmas state two simple, yet important, properties of matrix determinant, which will be used for the proof of this proposition.
Lemma 1 
Then the determinant of matrix [Ĩ,J ] is given by
Applying the breaking rule of (29) on the outer double summation in (28), we get the chain of equations in (31), on top of the next page. Note that we used Lemma 1 to rephrase the inner terms in (30), as shown at the top of the next page, in terms of minors (matrix determinants) given in (31). Moreover, the fact (J \ x ) ∪ x =J is used to simplify the second term in (31). Finally, in (32), as shown at the top of the next page, data matrix entries M x,J 's are replaced in terms of intermediate symbols from (7).
Next we analyze the two summations in (32) individually. Note that D I ∪ f , J ∪ x in the first summation is the determinant of a sub-matrix of . However, since x ∈ J ,
entry x appears twice in J ∪ x , and hence this matrix has two identical copies of the x-th column of . Therefore this minor, the determinant of a matrix with two identical columns, is always zero for every J ⊆ [k] and x ∈ J . Thus, In order to analyze the second summation in (31), we can simplify it using the chain of equations in (33) at the top of this page. Note that last equality in (33) follows from the parity equation in (6) , that implies x∈J (−1) indJ (x) w x,J = 0, for everyJ ⊆ [k] with |J | = m +1. Plugging this back into (32), we can conclude the summation in the LHS of (32) is identical to zero, which immediately proves the equation in (24) . Since (24) holds for every position index I, we can conclude (22) .
Finally, we can multiply both sides of (22) by
Recall from Lemma 2 that the reconstruction matrix H f is always invertible, and hence this multiplication is valid.
This together with W f = f · M imply the desired equation in (12) . This completes the proof of our claim in Proposition 2.
VI. CONCLUSION
We proposed a novel code construction for exact-repair regenerating codes. The proposed scheme is linear and it is shown that both stored and repair data can be generated by matrix multiplications, which is important from practical point of view. The construction is suitable for any distributed storage system with (n, k, d) = (n, k, k). For a given n (total number of nodes) and k (number helpers), a total of k different codes can be generated each with an individual pair of parameters (α, β). By space-sharing between such codes, we can achieve an entire range of operational points (α, β). Interestingly, this region matches with the lower bound we have previously reported for the optimum trade-off of an (n, k, k) system [20] .
Therefore, this code construction together with the previously known bound provide a complete characterization for the optimum exact-repair trade-off of the (n, k, k) DSSs. This is a significant step towards understanding the exact-repair problem for distributed storage systems.
The proposed construction provides the first scalable family of exact-regenerating codes for the entire trade-off, whose performance (storage-capacity) does not decay as the number of nodes grows. This justifies our conjecture, that similar to the functional repair case, the optimum trade-off of exact regenerating systems does not depend on n, and can be fully determined in terms of k and d. Perhaps the next interesting step would be to generalize this construction to d > k.
Another important property of the proposed code is the fact that it requires a fairly small field size. Indeed the field size is only constrained by existence of an n × k matrix with the property that every k rows being linearly independent. This constraint can be easily satisfied (e.g. using Vandermonde or Cauchy matrices) as long as the underlying field has n distinct elements, and hence field size would be of order n.
Lastly, but not the least, the proposed codes are scalable, in the sense that one can append new nodes to an existing system, without changing neither the content nor the repair data of the existing nodes, provided that the total number of nodes does not exceed the underlying field size. This is an important advantage that facilitates system extension when additional nodes can be employed. which is the identity claimed in the lemma. This completes the proof.
APPENDIX B A REVIEW ON MINOR DETERMINANT MATRICES
The code construction presented in this paper is mainly based on properties of matrix minors. We provide a formal definition along with some basic properties of matrix minors in this section. 
Note that X (1) = X T , the transpose of matrix X. Moreover, the decoder matrix defined in (11) is a matrix of minors of order m, generated by k × k matrix [H, K].
The following theorem provides us with a simple formulation of the inverse of a matrix of minors (if it exists). 
where I c = [k]\I, and σ ( i 1 , i 2 , . . . , i m ) = i 1 +i 2 +· · ·+i m .
