Abstract. Let (M, g) be a smooth, compact Riemannian manifold with smooth boundary, with n = dim M = 2, 3. We suppose the boundary ∂M to be a smooth submanifold of M with dimension n − 1. We consider a singularly perturbed nonlinear system, namely Klein-Gordon-Maxwell-Proca system, or Klein-Gordon-Maxwell system of Scrhoedinger-Maxwell system on M . We prove that the number of low energy solutions, when the perturbation parameter is small, depends on the topological properties of the boundary ∂M , by means of the Lusternik Schnirelmann category. Also, these solutions have a unique maximum point that lies on the boundary.
Introduction
Let (M, g) be a smooth, compact Riemannian manifold with smooth boundary, with n = dim M = 2, 3. We suppose the boundary ∂M to be a smooth submanifold of M with dimension n − 1.
We consider the following singularly perturbed electrostatic Klein-Gordon-MaxwellProca (shortly KGMP) system on M with Neumann boundary condition (1) Here ε > 0, a > 0, q > 0, ω ∈ (− √ a, √ a) and 4 ≤ p < 2 * being 2 * = 6 for n = 3 or 2 * = +∞ for n = 2. The Neumann condition for the function u is interesting since it shows how the topological properties of the boundary influence the number of solutions of (1) . Moreover from a physical viewpoint, give a Neumann condition for the second function v corresponds to fix the electrical field on ∂M which is a natural condition (for a more detailed discussion on this topic, we refer to [8, 10] ).
The study of KGMP systems recently has known a rise of interest in the mathematical community. In [13, 14, 15] equation (1) has been studied on a Riemaniann boundariless manifold M . A similar problem has been considered in a flat domain Ω by D'Aprile and Wei [5, 6] . In the context of flat domains, moreover, many authors have dealt with Klein Gordon Maxwell systems without singular perturbation in the Laplacian term [1, 2, 3, 7, 9, 16] .
In this paper we prove the following result.
Theorem 1. For ε small enough the KGMP system (1) has at least cat∂M non constant distinct solutions (u ε , v ε ) with low energy. Here cat∂M is the Lusternik Schnirelmann category. Moreover the functions u ε have a unique maximum point P ε ∈ ∂M and u ε = Z ε,Pε + Ψ ε where Z ε,Pε is defined in (6) and Ψ ε L ∞ (M) → 0.
Remark 2. We notice that the same result can be obtained verbatim for the electrostatic Klein-Gordon-Maxwell (shortly KGM) system with Neumann/Dirichlet boundary condition,
and for the Schroedinger-Maxwell system with Neumann/Dirichlet boundary condition, for ε > 0, a > 0, q > 0, ω ∈ R and 4 < p < 2 * (3)
We explicitly treat systems (1) and (2) in the paper, pointing out the differences in the proofs whenever necessary. For system (3) the estimates are easier and left to the reader. We just mention that we have to rule out the case p = 4 in order to have a smooth Nehari manifold (cfr. section 3)
Remark 3. The result of this paper relies on the topology of the boundary ∂M . In a forthcoming paper the authors will point out how the geometry of ∂M affects the number of one peaked solutions.
The paper is structured as follows: in Section 2 some basic concepts are recalled and it is introduced the variational structure of the problem. The Nehari manifold that is a natural constraint for the variational problem is introduced in Section 3. Section 4 contains the lines of the proof of Theorem 1, while in sections 5, 6 and 7 the steps of the proof are explained in full details. The profile description is contained in Section 8. Some technical result is postponed in Section 9 to do not overload the presentation of the results.
Preliminaries
We recall some well know result on Riemaniann manifold with boundary. At first we introduce a coordinates system for a neighborhood of the boundary ∂M .
If ξ belongs to ∂M , letȳ = (y 1 , . . . , y n−1 ) be Riemannian normal coordinates on the n − 1 manifold ∂M at the point ξ. For a point x ∈ M close to ξ, there exists a uniquex ∈ ∂M such that d g (x, ∂M) = d g (x,x). We setȳ(x) ∈ R n−1 the normal coordinates forx and y n (x) = d g (x, ∂M). Then we define a chart
We note by d ∂ g and exp ∂ respectively the geodesic distance and the exponential map on by ∂M .
We define the following neighborhood of a point ξ ∈ ∂M
where R, ρ > 0 are smaller than the injectivity radius of M . Often we will denote I ξ (R) = I ξ (R, R) and, if no ambiguity is present, we simply use I ξ for I ξ (R, ρ) or for I ξ (R) .
Let R n + = y = (ȳ, y n ) :ȳ ∈ R n−1 , y n ≥ 0 . It is well known that there exists a least energy solution V ∈ H 1 (R n + ) of the equation
We remark that, set U the least energy solution of
which is radially symmetric, we have that
, and fixed ξ ∈ ∂M we define the function Z ε,ξ (x) as
with the scalar product and norm
We call H ε the space H . We also use the obvious notation H 0,ε for the space H 1 0,g with the norm · ε , where
2.1. The function ψ. First of all, we reduce the system to a single equation. In order to overcome the problems given by the competition between u and v, using an idea of Benci and Fortunato [2] , we introduce the map ψ defined by the equation
in case of Neumann boundary condition or by
on ∂M in case of Dirichlet boundary condition. In what follows we call H = H 1 g for the Neumann problem and H = H 1 0,g for the Dirichelt problem. Thus with abuse of language we will say that ψ : H → H in both (7) and (8) . Moreover, from standard variational arguments, it easy to see that ψ is well-defined in H and it holds (9) 0 ≤ ψ(u) ≤ 1/q
The Nehari manifold
It is well known that a critical point of the free functional I ε (u) can be found as a critical point constrained on the natural constraint
We want to prove that the Nehari manifold N ε is a C 2 manifold when p ≥ 4. (Here is the only point in which for Schroedinger Maxwell systems we require p > 4).
Lemma 6. It holds that
(1) N ε is a C 2 manifold and inf Nε u ε > 0. (2) It holds the Palais-Smale condition for the functional I ε|Nε on N ε and for the functional I ε|Nε on H.
The proof of this lemma is postponed in the appendix.
Remark 7. We notice that, if u ∈ N ε , then
We define
Strategy of the proof of Theorem 1
We sketch the proof of our main result. First of all, since the functional I ε ∈ C 2 is bounded below and satisfies PS condition on the manifold N ε , we have, by well known Lusternik Schnirelmann theorem, that I ε has at least catI
We prove that, for ε and δ small enough, it holds
where m + e ∈ R will be defined in Section 5 (Proposition 9) To get (16) we build two continuous operators
We build these operators Φ ε and β such that β •Φ ε : ∂M → (∂M ) 2ρ is homotopic to the immersion i : ∂M → (∂M ) 2ρ . Thus, by the properties of Lusternik Schinrelmann category we obtain (16) . Then applying the above mentioned Lusternik Schnirelmann theorem we obtain the proof of our main result.
The map Φ ε
We define a function
Proposition 9. For any ε > 0 the application Φ ε : ∂M → N ε is continuous. Moreover, for any δ > 0 there exists
Proof. The continuity follows directly by the continuity of t ε . For the second claim, we observe that
In light of Lemma 6, claim 4, we have that t ε (Z ε,ξ ) → 1 as ε → 0, uniformly with respect to ξ ∈ ∂M . Moreover, since t ε (Z ε,ξ ) → 1 and by (42) have, uniformly with respect to ξ,
uniformly with respect to q ∈ ∂M .
Remark 10. By Proposition 9, given δ, we have that
Concentration results
For any ε > 0 we can construct a finite closed partition
• there exists a finite number ν(M ) ∈ N such that every x ∈ M is contained in at most ν(M ) sets I ε j , where ν(M ) does not depends on ε. By compactness of M such a partition exists, at least for small ε. In the following we will choose always ε 0 (δ) sufficiently small in order to have this partition. Lemma 11. There exists a constant γ > 0 such that, for any fixed δ > 0 and for any ε ∈ (0, ε 0 (δ)), where ε 0 (δ) is as in Proposition 9, given any partition P ε of M as above, and any function u ∈ N ε ∩ J m + e +δ ε , there exists a set P ε j ⊂ P ε such that
Proof. By Remark 10 we have that
we denote by u + j the restriction of u + to the set P ε j . Then we can write
Then the proof follows exactly as in [12] , Lemma 5.1.
Remark 12. Fixed δ and ε, we recall that the Ekeland variational principle states that, for any u ∈ N ε ∩ J mε+2δ ε there exists u δ ∈ N ε such that
Moreover, since a Palais Smale sequence for I ε|N ε is indeed a PS sequence for the free functional we have also that
Proposition 13. For all η ∈ (0, 1) there exists a δ 0 < m + e such that for any δ ∈ (0, δ 0 ) for any ε ∈ (0, ε 0 (δ)) (as in Prop. 9) and for any function u ∈ N ε ∩I m + e +δ ε we can find a point ξ = ξ(u) ∈ ∂M for which
Proof. We first prove this property for u ∈ N ε ∩ I 
By Remark 12 we can assume
By Lemma 11 there exists a set P
we have to examine two cases: either there exists a subsequence P
In what follows we simply call
We consider the function
It is clear that w k ∈ H 1 (R n + ) with w k (z, z n ) = 0 when |z| = 0, R/ε k or z n = R/ε k . We now show some properties of the function w k .
It is easy to see (cfr. [12] , Prop. 
We notice that for every f ∈ C ∞ 0 (R 3 ), there exists k such that suppf ⊂ B(0, R/2ε k ). Thus, suppf k ⊂ I ξ k (R/2).
Moreover, we have f k ε k ≤ C f H 1 (R 3 ) , thus, by Ekeland principle we have
On the other hand we have
The above equation holds for KGMP systems but the analogous for KGM systems is obvious. We have
Arguing as in Lemma 19 we have that
where c, C > 0 are suitable constants. Moreover, by Lemma 19
,ε ≤ C where c 1 , c 2 , C > 0 are suitable constants. Conlcuding, we have that ψ k H 1 (B(R/ε k )+) is bounded, and then also
and, using that g ij k (εz) = δ ij + O(ε k |z|) and that |g q (εz)| 1/2 = 1 + O(ε k |z|) we get
Thus, the functionψ ∈ H 1 (R n + ) is a weak solution of −∆ψ = 0, soψ = 0.
At this point, arguing as above we have (20) and (21) and because w k ⇀ w in H 1 we deduce that, for any
Thus, w is a weak solution of −∆w
where w
, we have that w ∈ N ∞ ∪ {0}. Since P k ∩ ∂M = ∅, we can choose T > 0 such that
for ξ k ∈ P k ∩ ∂M . By definition of w k and by Lemma 11 there exist a ξ k such that, for k large enough
Since
, we have w = 0, so w ∈ N ∞ . Hence, by (24) we obtain that
and that w k → w strongly in H 1 (R n + ). From this we derive the contradiction. Indeed, since |g q (ε k z)| 1/2 = 1 + O(ε k |z|), fixed T , by (18), for k large it holds (27)ˆB
Moreover, by (26) there exists a T > 0 such that´B
Second case: P ε k ∩ ∂M = ∅. In this case we choose a point ξ k interior to P ε k and we consider the normal coordinates at ξ k . We set w k (z) as
Arguing as in the previous case, we can establish that w k is bounded in H 1 (R n ) and converges to some w ∈ H 1 (R n ) weakly in
We prove now the claim in the general case. For u k it holds
For any ξ i , i = 1, . . . , m, arguing as above, we can introduce two sequences of functions w
2 )w = w p−1 , and thatψ
We thus have that, for any ξ
It follows identically, for
Thus lim sup k m ε k ≥ m 
The map β
For any u ∈ N ε with we can define its center of mass as a point β(u) ∈ R N by (28)
The application is well defined on N ε , since u ∈ N ε implies u + = 0 (it follows immediatly by Lemma 6) . In the following we will show that if u ∈ N ε ∩ J there exists ξ ∈ ∂M such that
Since u ∈ N ε ∩ J m + e +δ we have
Now, arguing as in Lemma 19 we have that, by Holder inequality that ψ(u) H ≤ ´M u 12/5 5/6 , and, in the same way, that . So, provided we choose ε(δ 0 ) small enough, we have
By (29) and (30) we getˆI
By definition of β we have
where D is the diameter of the manifold M as a subset of R n . Here we supposed, without loss of generality that R < ρ. Choosing η and δ small enough we get the first claim. The second claim is standard.
Profile description
Let u ε a low energy solution. By regularity theory (see [4, Th. 1])we can prove that u ε ∈ C ∞ (M ). So there exists at least one maximum point of u ε on M . We can prove that, for ε small, u ε has a unique local maximum point P ε ∈ ∂M and we can describe the profile of u ε .
Lemma 15. Let (u ε , ψ(u ε )) be solution of (2) such that I ε (u ε ) ≤ m + e + δ < 2m + e . Then, for ε small, u ε is not constant on M .
Proof. At first we notice that if u ε is constant, also ψ(u ε ) is constant. Moreover, by (2) the values of u ε and ψ(u ε ) depend only on a, ω, q and p. Let u ε = u 0 and ψ(u ε ) = ψ 0 . Immediatly we have
which leads us to a contradiction.
Since u ε is not constant and continuous onM , then there exists at least a maximum point P ∈M . Proceeding as in [13] , it is easy to see that if
This implies that P ∈ ∂M . Now, since u ε is regular and ∂u ∂ν = 0 on ∂M , P is also a critical point for u ε | ∂M and ∆ g u ε (x 0 ) ≤ 0. We have the following result.
Lemma 16. Let P ∈ ∂M be a maximum point for u ε solution of (2). Then
Proof. We have just pointed out that ∆ g u ε (P ) ≤ 0. Then
This ends the proof.
Lemma 17. Let u ε be a solution of (2) such that I ε (u ε ) ≤ m + e + δ < 2m + e . Then, when ε is sufficiently small, u ε has a unique maximum point P ∈ ∂M .
Proof. We argue by contradiction. Suppose that u ε has two maximum points P 1 ε , P 2 ε ∈ ∂M . We first prove that d g (P 1 ε , P 2 ε ) → 0. Otherwise, we can find a sequence of vanishing positive numbers ε j and for each ε j a solution u εj with (at least) two maximum points P 1 εj → P 1 and P 2 εj → P 2 as j → ∞ with P 1 = P 2 .
We define Q where z τ = (z 1 , . . . , z n−1 , −z n ), and z ∈ R n sufficiently small such that the Fermi coordinates ψ ∂ P 1 are well defined. In the same way we define v 2 j . At this point we can proceed as in [13] and we can prove that for any bounded set B eventually v i j ∈ C 2 (B) and v
, where U is the positive, radially symmetric least energy solution of (5) . Now chooseR such that
For ε j sufficiently small, we have that ε jR ≤ To conclude the proof we have to show that (33) raises to a contradiction. In fact suppose that d g (P 
