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AN AMIR-CAMBERN THEOREM FOR SUBSPACES OF
BANACH LATTICE-VALUED CONTINUOUS FUNCTIONS
JAKUB RONDOSˇ AND JIRˇI´ SPURNY´
Abstract. For i = 1, 2, let Ei be a reflexive Banach lattice over R with
a certain parameter λ+(Ei) > 1, let Ki be a locally compact (Hausdorff)
topological space and let Hi be a closed subspace of C0(Ki, Ei) such that each
point of the Choquet boundary ChHi Ki of Hi is a weak peak point. We
show that if there exists an isomorphism T : H1 → H2 with ‖T‖ ·
∥
∥T−1
∥
∥ <
min{λ+(E1), λ+(E2)} such that T and T−1 preserve positivity, then ChH1 K1
is homeomorphic to ChH2 K2.
1. Introduction
We work within the framework of real Banach spaces and real Banach lattices.
If E is a real Banach space then E∗ stands for its dual space. We denote by BE
and SE the unit ball and sphere in E, respectively, and we write 〈·, ·〉 : E
∗×E → R
for the duality mapping. For a locally compact (Hausdorff) space K, let C0(K,E)
denote the space of all continuous E-valued functions vanishing at infinity. We
consider this space endowed with the sup-norm
‖f‖sup = sup
x∈K
‖f(x)‖ , f ∈ C0(K,E).
If K is compact, then this space will be denoted by C(K,E). For a compact space
K, we identify the dual space (C(K,E))∗ with the spaceM(K,E∗) of all E∗-valued
Radon measures on K endowed with the variation norm via Singer’s theorem (see
[22, p. 192]). Thus M(K,R) is the usual space of (signed) Radon measures on K.
Unless otherwise stated, we consider M(K,E∗) endowed with the weak∗ topology
given by this duality.
The well-known Banach-Stone theorem asserts that, given a pair of compact
spaces K and L, they are homeomorphic provided C(K,R) is isometric to C(L,R)
(see [12, Theorem 3.117]).
A nice generalization of this theorem was given independently by Amir [2] and
Cambern [4]. They showed that compact spacesK and L are homeomorphic if there
exists an isomorphism T : C(K,R) → C(L,R) with ‖T ‖ ·
∥∥T−1∥∥ < 2. Alternative
proofs were given by Cohen [8] and Drewnowski [11].
In a recent extension of the theorem of Amir and Cambern to the context of
vector-valued functions [7], it was showed that if E is a real or complex reflexive
Banach space with λ(E) > 1, then for all locally compact spaces K1,K2, the
existence of an isomorphism T : C0(K1, E)→ C0(K2, E) with ‖T ‖ ·
∥∥T−1∥∥ < λ(E)
implies that the spaces K1,K2 are homeomorphic. Here
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λ(E) = inf{max{‖e1 + λe2‖ : λ ∈ R, |λ| = 1} : e1, e2 ∈ SE}
is a parameter introduced by Jarosz in [14].
Also, in [7] the authors proved that the constant λ(E) is the best possible for
E = lp, where 2 ≤ p <∞.
In [13] it was shown how the constant λ(E) can be improved under aditional
assumptions on the isomorphism T . More specifically, the authors assume that
E is a real Banach lattice and T : C0(K1, E) → C0(K2, E) is a Banach lattice
isomorphism. The constant λ(E) may be then replaced by
λ+(E) = inf{max{‖e1 + e2‖ , ‖e1 − e2‖}, e1, e2 ∈ SE , e1, e2 ≥ 0}.
It is easily seen that λ(E) ≤ λ+(E) for each Banach lattice E, and in [13] it is
shown that for E = ℓp, where 1 ≤ p < 2, the inequality is strict, and moreover,
that the constant λ+(E) is the best possible for classical spaces E = ℓp, where
p ∈ [1,∞). Also, from the definition it follows that 1 ≤ λ+(E) ≤ 2 for each Banach
space E.
Our research aims to extend isomorphic Banach-Stone type theorems to the
context of subspaces of continuous functions, whose Choquet boundaries consist of
weak peak points. Those two notions will be described in the next section.
In [20], we were able to extend the theorem of Amir and Cambern by showing
that for closed subspaces Hi ⊂ C0(Ki,R) for i = 1, 2, their Choquet boundaries are
homeomorphic provided points in the Choquet boundaries are weak peak points
and there exists an isomorphism T : H1 → H2 with ‖T ‖ ·
∥∥T−1∥∥ < 2. Before that,
there were proved analougous results for spaces of affine real continuous functions
on compact convex sets ([6], [16] and [10]), and spaces of affine complex continuous
functions [21].
In [19], we generalized the results of [7] by showing that if for i = 1, 2, Ei
is a reflexive real or complex Banach space and Hi is a closed linear subspace
of C0(Ki, Ei), such that each point of ChHi Ki is a weak peak point, then if H1 is
isomorphic to H2 by an isomorphism T satisfying ‖T ‖
∥∥T−1∥∥ < min{λ(E1), λ(E2)},
then the Choquet boundaries ChH1 K1 and ChH2 K2 are homeomorphic.
The aim of this paper is to present an analogue of the result of [13] in the context
of subspaces. However, we are able to extend this result to this general setting only
in the case where the Banach lattices are reflexive, which is not needed in [13].
The reason for this is that meanwhile operators from C(K,E1) spaces to E2 may
be represented by Borel measures on K with values in L(E1, E
∗∗
2 ), the space of
bounded linear operators from E1 to E
∗∗
2 (see Remark 5.4), such a representation
is not available for operators from H1 ⊂ C(K,E1) to E2. On the other hand, we
are able to replace the assumption that the isomorphism T is a Banach lattice
isomorphism by the weaker condition that T and T−1 preserve positive elements.
More specifically, our main result is the following theorem.
Theorem 1.1. For i = 1, 2, let Hi be a closed subspace of C0(Ki, Ei) for some
locally compact space Ki and a real reflexive Banach lattice Ei satisfying λ
+(Ei) >
1. Assume that each point of the Choquet boundary ChHi Ki of Hi is a weak peak
point and let T : H1 → H2 be an isomorphism satisfying
‖T ‖ ·
∥∥T−1∥∥ < min{λ+(E1), λ+(E2)}
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such that T and T−1 preserve positive elements, that is,
f ∈ H+1 if and only if T (f) ∈ H
+
2 .
Then ChH1 K1 is homeomorphic to ChH2 K2.
The proof of this theorem will be given in Section 5.
2. Definitions and notation
If E is a real Banach lattice, then we write E+ for the set of all positive elements
of E. Then E∗ is also a Banach lattice with the ordering given by e∗ ≥ 0 in E∗
if and only if 〈e∗, e〉 ≥ 0 for each e ∈ E+. It is well-known that if e∗ is a positive
element of E∗, then the norm of e∗ is determined by its values on positive elements,
that is,
‖e∗‖ = sup
e∈B
E+
|〈e∗, e〉| ,
see e.g. [1, Theorem 4.1 and the subsequent equalities].
If K is a locally compact (Hausdorff) space, then the space C0(K,E) is a Banach
lattice with the natural pointwise ordering. If H is a linear subspace of C0(K,E)
(which is generally not a sublattice of C0(K,E)), then we say that a function f ∈ H
is positive if f(x) ∈ E+ for each x ∈ K, and we write H+ for the set of positive
elements of H. Also, we can naturally consider positivity on H∗ by saying that
s ∈ H∗ is positive (and we write s ∈ (H∗)+), if s(h) ≥ 0 for each h ∈ H+. We also
consider positivity on H∗∗ in the same obvious way.
We will from now on tacitly assume that the dimension of both the spaces E
and H is at least 1. If H or E has the dimension zero then the assumptions of our
main results are never satisfied.
For h ∈ H and e∗ ∈ E∗, e∗(h) is the element of C0(K,R) defined by e
∗(h)(x) =
〈e∗, h(x)〉 for x ∈ K. As in [19], we define the canonical scalar function space
A ⊂ C0(K,R) associated to H as the closed linear span of the set
{e∗(h) : e∗ ∈ E∗, h ∈ H} ⊂ C0(K,R).
Since both the spaces H and E are of dimension at least 1 by the assumption, it
follows that the dimension of A is at least 1 as well.
The sets BE∗ , BH∗ and BA∗ will be always equipped with the w
∗-topology,
unless otherwise stated. We consider evaluation mappings i, φ defined as
i : K → BA∗ , x 7→ i(x), φ : K × E
∗ → H∗, (x, e∗) 7→ φ(x, e∗),
where
〈i(x), a〉 = a(x), a ∈ A, and 〈φ(x, e∗), h〉 = 〈e∗, h(x)〉 = e∗(h)(x), h ∈ H.
The mappings i and φ are continuous, if on E∗ we consider the w∗-topology.
Moreover, it follows easily from the definition that φ is linear with respect to E∗,
φ(K ×BE∗) ⊂ BH∗ and φ(K × (E
∗)+) ⊂ (H∗)+.
We define the Choquet boundary ChHK of H as the Choquet boundary of A,
that is, ChHK is the set of those points x ∈ K such that i(x) is an extreme point
of BA∗ .
Next, for a function f : K → R and e ∈ E, the function f ⊗ e : K → E is defined
by
(f ⊗ e)(x) = f(x)e, x ∈ K.
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Definition 2.1. Let H be a closed subspace of C0(K,E). We say that a point
x ∈ ChHK is a weak peak point, if for each neighbourhood U of x, ε ∈ (0, 1) and
e ∈ E+ there exists a function hU,ε ∈ A, the canonical scalar function space of H,
such that hU,ε(x) > 1−ε, h < ε on ChHK \U , 0 ≤ hU,ε ≤ 1 on K and hU,ε⊗e ∈ H.
Note that the above definition of a weak peak point differs slightly from the one
in [19]. However, if K is compact and the space H contains a nonzero constant
function, then so does its canonical scalar function space A, and if h ∈ A is a
peaking function in the sense of [19], then h+ε1+ε ∈ A is a peaking function in the
sense of this paper. Thus in the case when H contains a nonzero constant function,
the assumption on weak peak points that we use here is weaker that the one in [19],
as here we consider only positive elements of E.
The reason for this modification is that we need the peaking function h to satisfy
that h ⊗ u ∈ H is positive whenever u is positive in E. It readily follows that the
conclusions of Lemmas 2.6, 2.7 and 2.10 in [19] about weak peak points, which we
are going to use here as well, remain true with this slightly modified definition.
Definition 2.2. LetH be a closed subspace of C0(K,E). We consider an ordering≺
on the pairs (U, ε), where U is a nonempty closed set and ε > 0 by (U1, ε1) ≺ (U2, ε2)
if U2 ⊂ U1 and ε2 ≤ ε1.
If x ∈ ChHK is a weak peak point and e ∈ SE+ , then we define the net of
peaking functions for the pair (x, e) as the system
{hU,ε : U is a closed neighbourhood of x and ε ∈ (0, 1)},
where hU,ε is a function in A, the canonical scalar function space of H, and satisfies
that hU,ε(x) > 1− ε, hU,ε < ε on ChHK \U , 0 ≤ hU,ε ≤ 1 on K and hU,ε ⊗ e ∈ H,
endowed with the ordering ≺. Note that since U is closed and hU,ε is continuous,
hU,ε ≤ ε on the set
ChHK \ U ⊂ ChHK \ U.
3. Auxiliary results for the case of compact spaces
In this section we assume that K is a compact space and E is a real Banach
lattice, but mostly we actually use just the Banach space structure of E, except
of the part concerning positive elements. We collect some well known facts about
the spaces of C(K,E) and M(K,E∗), as well as some of the auxiliary results for
subspaces H ⊂ C(K,E) that we obtained in [19], and that are necessary for the
proof of our main result. The reduction from the case of locally compact spaces to
the case of compact ones in the proof of Theorem 1.1 will be possible due to [19,
Lemma 2.10].
To begin with, by [19, Lemma 2.1] we know that
(3.1) extBH∗ ⊂ φ(ChHK × extBE∗).
Further, it was proved in [19, Lemma 2.2] that for any s ∈ H∗ there exists a vector
measure µ ∈ M(ChHK,E
∗) such that µ = s on H and ‖µ‖ = ‖s‖.
Next we recall that, given a pair of topological spacesM,L, a function f : M → L
is of the first Borel class if f−1(U) is a countable union od differences of closed sets
inM for any U ⊂ L open (see [23] or [17, Definition 5.13]). The following maximum
principle is what makes this class of functions so important for us. If f : X → R is
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a bounded affine function of the first Borel class on a compact convex set X , then
sup
x∈X
|f(x)| = sup
x∈extX
|f(x)| ,
see [10, Corollary 1.5] and [15, Theorem 2.3].
Consequently, if F ∗∗ ∈ BH∗∗ is a linear functional that is of the first Borel class
on the compact convex set BH∗ , then we have
‖F ∗∗‖ = sup
s∈extBH∗
|〈F ∗∗, s〉| =(3.1) sup
x∈ChHK,e∗∈SE∗
|〈F ∗∗, φ(x, e∗)〉| .
Let us now moreover suppose that F ∗∗ is a positive element of H∗∗. For a given
x ∈ K, using the linearity of the evaluation mapping φ with respect to E∗ one may
define an element F ∗∗(x) ∈ E∗∗ by the formula
〈F ∗∗(x), e∗〉 = 〈F ∗∗, φ(x, e∗)〉, e∗ ∈ E∗.
We claim that this element is positive in E∗∗. Indeed, for a given e∗ ∈ (E∗)+, we
know that φ(x, e∗) is positive in H∗, and thus
(3.2) 〈F ∗∗(x), e∗〉 = 〈F ∗∗, φ(x, e∗)〉 ≥ 0
by the assumption. Thus using the previous equality we obtain
(3.3)
‖F ∗∗‖ = sup
x∈ChHK,e∗∈SE∗
|〈F ∗∗, φ(x, e∗)〉| = sup
x∈ChHK,e∗∈SE∗
|〈F ∗∗(x), e∗〉| =
= sup
x∈ChHK,e∗∈S(E∗)+
|〈F ∗∗(x), e∗〉| = sup
x∈ChHK,e∗∈S(E∗)+
|〈F ∗∗, φ(x, e∗)〉| .
Next, if f ∈ C(K,R) and e ∈ E, then f ⊗ e ∈ C(K,E) with ‖f ⊗ e‖ = ‖f‖ ‖e‖,
and it follows from the form of duality between M(K,E∗) and C(K,E)∗ (see [22,
pages 192 and 193]) that
(3.4) 〈µ, f ⊗ e〉 = 〈µ, e〉(f), µ ∈ M(K,E∗),
where 〈µ, e〉 ∈M(K) is defined by
〈µ, e〉(A) = 〈µ(A), e〉, A ⊂ K Borel.
Also if f : K → R is a bounded Borel function, then for a vector measure µ ∈
M(K,E∗) and e ∈ E we consider the application 〈µ, f ⊗ e〉 of µ on f ⊗ e given by
(3.4).
Further, if µ ∈M(K,R) and e∗ ∈ E∗, then the vector measure e∗µ ∈M(K,E∗)
is defined by
〈e∗µ, h〉 = µ(e∗(h)), h ∈ C(K,E).
If f : K → R is a bounded Borel function, µ ∈ M(K,R), e∗ ∈ E∗ and e ∈ E,
then it holds that
(3.5) 〈e∗µ, f ⊗ e〉 = 〈e∗, e〉µ(f),
see [19, (2.2)].
Also note that if x ∈ K, then each µ ∈ M(K,E∗) can be uniquely decomposed
as µ = ψεx + ν, where ψ ∈ E
∗ and ν ∈ M(K,E∗) with ν({x}) = 0. Indeed, it is
enough to denote ψ = µ({x}) and ν = µ|K\{x}, and then
µ = µ|{x} + µ|K\{x} = ψεx + ν.
The uniqueness part is easy. Whenever we write a vector measure µ ∈ M(K,E∗)
in the form µ = ψεx + ν, then we tacitly mean that ψ ∈ E
∗ and ν({x}) = 0.
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Next, for a bounded Borel function f : K → E and e ∈ SE , the function f̂ ⊗
e : M(K,E∗)→ R is defined as
(f̂ ⊗ e)(µ) = 〈µ, f ⊗ e〉, µ ∈M(K,E∗).
The following factorization was proved in [19, Lemma 2.7]. Let π : M(K,E∗)→
H∗ be the restriction mapping, let x ∈ K be a weak peak point and e ∈ SE+ . Then
there exists a∗∗x,e ∈ H
∗∗ such that
〈a∗∗x,e, π(µ)〉 = (χ̂{x} ⊗ e)(µ) = µ(χ{x} ⊗ e)
for any measure µ ∈ M(K,E∗) carried by ChHK. Also, if x1 and x2 are distinct
weak peak points in K, e1, e2 ∈ SE+ and α1, α2 ∈ R are arbitrary, then
(3.6)
∥∥α1a∗∗x1,e1 + α2a∗∗x2,e2∥∥ = max{|α1| , |α2|}.
By [19, Lemma 2.3 and Lemma 2.8(b)] we moreover know that for each weak
peak point x ∈ ChHK and e ∈ SE+ , the element a
∗∗
x,e is of the first Borel class on
(rBH∗ , w
∗) for any r > 0.
4. Positive isomorphisms
In this section we assume that for i = 1, 2, Hi is a closed subspace of C(Ki, Ei)
for some compact space Ki and a real Banach lattice Ei. Further we assume that
each point of the Choquet boundary ChHi Ki of Hi is a weak peak point and let
S : H1 → H2 be an isomorphism mapping the set of positive elements ofH1 into the
set of positive elements of H2. Further, for i = 1, 2, let Ai be the canonical scalar
function space of Hi, let πi : M(Ki, E
∗
i ) → H
∗
i be the restriction mapping and let
φi : Ki × E
∗
i → H
∗
i be the evaluation mapping. Now we prove results valid in this
setting which we then apply in the proof of the Theorem 1.1 to isomorphisms T
and T−1.
We start with the fact that for each u∗ ∈ BE∗1 , v
∗ ∈ BE∗2 , x ∈ K1 and y ∈ K2 it
holds that
(4.1) π1(u
∗εx) = φ1(x, u
∗) in H∗1 and π2(v
∗εy) = φ2(y, v
∗) in H∗2,
see [19, (3.1)].
Next, for each x ∈ ChH1 K1 and u ∈ SE+1
, we consider the element a∗∗x,u ∈ H
∗∗
1
satisfying
〈a∗∗x,u, π1(µ)〉 = (χ̂{x} ⊗ u)(µ)
for µ carried by ChH1 K1, and we proceed to the following equalities. Let s ∈ H
∗
2,
and suppose that µ ∈ π−11 (S
∗(s)) is a Hahn-Banach extension of S∗(s) carried by
ChH1 K1 written in the form µ = ψεx + ν. Then we have
〈S∗∗(a∗∗x,u), s〉H∗∗2 ,H∗2 = 〈a
∗∗
x,u, S
∗(s)〉H∗∗1 ,H∗1 =
= 〈a∗∗x,u, π1(µ)〉H∗∗1 ,H∗1 = 〈χ̂{x} ⊗ u, µ〉C(K1,E1)∗∗,M(K1,E∗1 ) =
= 〈χ̂{x} ⊗ u, ψεx + ν〉C(K1,E1)∗∗,M(K1,E∗1 ) =
(3.5) 〈ψ, u〉E∗1 ,E1 = 〈µ({x}), u〉E∗1 ,E1 .
Thus using the above notation, we have
(4.2) 〈S∗∗(a∗∗x,u), s〉H∗∗2 ,H∗2 = 〈ψ, u〉E∗1 ,E1 = 〈µ({x}), u〉E∗1 ,E1 .
Moreover, for any function h ∈ A1 satisfying that h⊗ u ∈ H1 we have
(4.3) 〈s, S(h⊗ u)〉 = 〈S∗(s), h⊗ u〉 = µ(h⊗ u).
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The general strategy of the proof of Theorem 1.1 will be very similar to the one of
[19, Theorem 1.1], but we need to make some adjustments to control the positivity
of the elements considered. In [19], we used as an important ingredient of the proof
the fact proved in [5] that if E is a reflexive Banach space and K is a compact space,
then the space C(K,E)∗∗ is isometrically isomorphic to the space C(Z,Ew), where
Z is a compact Hausdorff space depending on K, and Ew denotes E equipped with
its weak topology. Here we use a different approach which requires less theory. To
achieve this, we need the following lemma about approximation of the element a∗∗x,u
by the net of peaking functions for the pair (x, u) ∈ ChH1 K1 × SE1 .
Lemma 4.1. Let x ∈ ChH1 K1, u ∈ SE+1
, and let {hU,ε} be a net of peaking func-
tions for the pair (x, u). Then the following assertions hold.
(i) The net {hU,ε ⊗ u} converges weak
∗ to a∗∗x,u in H
∗∗
1 .
(ii) The net {S(hU,ε ⊗ u)} converges weak
∗ to S∗∗(a∗∗x,u) in H
∗∗
2 .
Proof. (i) Let s ∈ H∗1 be given, and µ ∈ π
−1
1 (s) be a Hahn-Banach extension of s
carried by ChH1 K1. Note that 〈a
∗∗
x,u, s〉 = 〈µ({x}), u〉 and 〈s, hU,ε⊗u〉 = µ(hU,ε⊗u).
The proof of those equalities is essentially the same as the proof of (4.2) and (4.3),
just in this case it is simpler, as there is no operator S. Next, for a given ε0 > 0 we
find a closed set U0 containing x and such that |〈µ, u〉| (U0 \ {x}) < ε0. Then for
each closed subset U ⊆ U0 containing x and 0 < ε ≤ ε0 we obtain∣∣〈a∗∗x,u − hU,ε ⊗ u, s〉∣∣ = |〈µ({x}), u〉 − µ(hU,ε ⊗ u)| ≤
≤
∣∣∣∣∣〈µ({x}), u〉 −
∫
{x}
hU,ε d〈µ, u〉
∣∣∣∣∣+
∣∣∣∣∣
∫
U\{x}
hU,ε d〈µ, u〉
∣∣∣∣∣+
+
∣∣∣∣∣
∫
ChK1\U
hU,ε d〈µ, u〉
∣∣∣∣∣ ≤ |〈µ({x}), u〉(1 − hU,ε(x))| +
∫
U\{x}
hU,ε d |〈µ, u〉|+
+
∫
ChK1\U
hU,ε d |〈µ, u〉| < ‖µ‖ ε+ ε+ ‖µ‖ ε = (2 ‖µ‖+ 1)ε ≤ (2 ‖s‖+ 1)ε0.
Since (ii) follows immediatelly from (i) and the fact that S∗∗ is weak∗-weak∗
continuous, the proof is finished. 
Lemma 4.2. Let x ∈ ChH1 K1 and u ∈ SE+1
and let {hU,ε} be the net of peaking
functions for the pair (x, u). Then
‖S(hU,ε ⊗ u)‖ = sup
y∈ChH2 K2,v
∗∈S(E∗
2
)+
|〈φ2(y, v
∗), S(hU,ε ⊗ u)〉|
and ∥∥S∗∗(a∗∗x,u)∥∥ = sup
y∈ChH2 K2,v
∗∈S(E∗
2
)+
∣∣〈S∗∗(a∗∗x,u), φ2(y, v∗)〉∣∣ .
Moreover,
‖hU,ε ⊗ u)‖ = sup
x∈ChH1 K1,u
∗∈S(E∗1 )
+
|〈φ1(x, u
∗), hU,ε ⊗ u〉|
and ∥∥a∗∗x,u∥∥ = sup
x∈ChH1 K1,u
∗∈S(E∗1 )
+
∣∣〈a∗∗x,u, φ1(x, u∗)〉∣∣ .
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Proof. We prove the first two equalities of the statement, the ”moreover” part can
be proven in a similar (but simpler) way. In view of (3.3), it is enough to prove
that the function S(hU,ε ⊗ u), when viewed as an element of H
∗∗
2 , and S
∗∗(a∗∗x,u),
are both positive elements of H∗∗2 that are of the first Borel class on BH∗2 .
This is easily checked in the case of S(hU,ε⊗u), since this function is continuous
on BH∗2 , and we know that for each U and ε, the peaking function hU,ε ⊗ u is
positive in H1. Thus S(hU,ε ⊗ u) ∈ H
+
2 , by the assumption on S.
Next, by Lemma 4.1, the element S∗∗(a∗∗x,u) is positive, as it is a weak
∗ limit
of positive elements of the form S(hU,ε ⊗ u). Moreover, from [19, Lemma 2.3
and Lemma 2.8(b)] we know that a∗∗x,u is of the first Borel class on any ball in
H∗1, in particular on λ
+(E2)BH∗1 . Since S
∗ is a weak∗-weak∗ homeomorphism,
S∗(BH∗2 ) ⊂ λ
+(E2)BH∗1 and S
∗∗(a∗∗x,u) = a
∗∗
x,u ◦ S
∗, it follows that S∗∗(a∗∗x,u) is of
the first Borel class on BH∗2 as well. The proof is finished. 
5. Proof of Theorem 1.1
The next lemma describes an important property of the parameter λ+. For the
proof see [13, Lemma 5.1]. In our case, actually, we need to use this lemma only
for r = 1, in which case its conclusion follows easily from the definition.
Lemma 5.1. Let E be a Banach lattice. Let r ∈ N and η > 0 be fixed and
suppose that {ei}
2r
i=1 ⊂ E
+ satisfy ‖ei‖ ≥ η for each 1 ≤ i ≤ 2
r. Then there exist
{αi}
2r
i=1 ⊂ R with max{|αi| : 1 ≤ i ≤ 2
r} ≤ 1 such that∥∥∥∥∥
2r∑
i=1
αiei
∥∥∥∥∥ ≥ η(λ+(E))r.
Now we are ready to prove the main result.
Proof of Theorem 1.1
We may assume that the spaces K1,K2 are compact. Indeed, if K1,K2 were
locally compact then we would consider their one-point compactifications Ji =
Ki∪{αi}, where, for i = 1, 2, αi is the point representing infinity. Then the spaces
Hi are isometric to closed subspaces H˜i ⊂ C(Ji,R) satisfying h(αi) = 0, h ∈ H˜i,
with ChHi Ki homeomorphic to ChH˜i Ji and all points of ChH˜i Ji are weak peak
points by [19, Lemma 2.10].
Secondly, we suppose that there exists an ε > 0 such that ‖Tf‖ ≥ (1 + ε)‖f‖
for f ∈ H1 and ‖T ‖ < min{λ
+(E1), λ
+(E2)} (otherwise we replace T by the
isomorphism (1 + ε)
∥∥T−1∥∥T ). We fix P such that 1 < P < 1 + ε. Hence T
satisfies ‖Tf‖ > P ‖f‖ for f ∈ H1, f 6= 0.
Claim 1.: For any a∗∗ ∈ H∗∗1 \ {0} and b
∗∗ ∈ H∗∗2 \ {0} we have ‖T
∗∗(a∗∗)‖ >
P ‖a∗∗‖ and
∥∥(T ∗∗)−1(b∗∗)∥∥ > 1min{λ+(E1),λ+(E2)} ‖b∗∗‖.
This follows from the fact that, for any operator T , ‖T ‖ = ‖T ∗∗‖.
For each x ∈ ChH1 K1 and u ∈ SE+1
, we consider the element a∗∗x,u ∈ H
∗∗
1
satisfying
〈a∗∗x,u, π1(µ)〉 = (χ̂{x} ⊗ u)(µ)
for µ carried by ChH1 K1. Analogously we define for y ∈ ChH2 K2 and v ∈ SE+2
the element b∗∗y,v ∈ H
∗∗
2 .
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Definition 5.2. For x ∈ ChH1 K1 and y ∈ ChH2 K2 we define relations ρ1 and ρ2
as follows:
ρ1(x) ={y ∈ ChH2 K2, ∃v ∈ SE+2
, ∃u∗ ∈ S(E∗1 )+ :∣∣〈(T ∗∗)−1(b∗∗y,v), φ1(x, u∗)〉∣∣ > 1min{λ+(E1), λ+(E2)}},
ρ2(y) =
{
x ∈ ChH1 K1, ∃u ∈ SE+1
, ∃v∗ ∈ S(E∗2 )+ :
∣∣〈T ∗∗(a∗∗x,u), φ2(y, v∗)〉∣∣ > P} .
In the rest of the proof we show that ρ1 is the desired homeomorphism from
ChH1 K1 to ChH2 K2, with ρ2 being its inverse.
First note that we have the following equivalent descriptions of the relations ρ1
and ρ2.
Lemma 5.3. Let x ∈ ChH1 K1, y ∈ ChH2 K2. Then the following assertions hold.
(i) x ∈ ρ2(y) if and only if there exists u ∈ SE+1
and v∗ ∈ S(E∗2 )+ such that the
net of peaking functions {hU,ε} for the pair (x, u) satisfies
lim
U,ε
|〈φ2(y, v
∗), T (hU,ε ⊗ u)〉| > P
and this happens if and only if there exist points u ∈ SE+1
and v∗ ∈ S(E∗2 )+
such that whenever
µ ∈ π−11 (T
∗(φ2(y, v
∗))) ∩M(K1, E
∗
1 )
is a Hahn-Banach extension of T ∗(φ2(y, v
∗)) which is carried by ChH1 K1,
then |〈µ({x}), u〉| > P .
(ii) y ∈ ρ1(x) if and only if there exists v ∈ SE+2
and u∗ ∈ S(E∗1 )+ such that the
net of peaking functions {hU,ε} for the pair (y, v) satisfies
lim
U,ε
∣∣〈φ1(x, u∗), T−1(hU,ε ⊗ v)〉∣∣ > (min{λ+(E1), λ+(E2)})−1
and this happens if and only if there exist points v ∈ SE+2
and u∗ ∈ S(E∗1 )+
such that whenever
µ ∈ π−12 ((T
∗)−1(φ1(x, u
∗))) ∩M(K2, E
∗
2 )
is a Hahn-Banach extension of (T ∗)−1(φ1(x, u
∗)) which is carried by ChH2 K2,
then |〈µ({y}), v〉| > (min{λ+(E1), λ
+(E2)})
−1.
Proof. We prove (i), the proof of (ii) can be done in the same way.
By Lemma 4.1 we know that that the net {|〈φ2(y, v
∗), T (hU,ε ⊗ u)〉|}U,ε con-
verges to
∣∣〈T ∗∗(a∗∗x,u), φ2(y, v∗)〉∣∣, which proves the first part. The rest of (i) follows
from the fact that, for an arbitrary µ ∈ π−11 (T
∗(φ2(y, v
∗))), a Hahn-Banach exten-
sion of T ∗(φ2(y, v
∗)) carried by ChH1 K1 (and at least one such measure exists by
[19, Lemma 2.2]) holds by (4.2) that
〈T ∗∗(a∗∗x,u), φ2(y, v
∗)〉H∗∗2 ,H∗2 = 〈µ({x}), u〉E∗1 ,E1 .

Claim 2. ρ1 and ρ2 are mappings.
10 JAKUB RONDOSˇ AND JIRˇI´ SPURNY´
We show that ρ2(y) is at most single-valued for each y ∈ ChH2 K2. Suppose that
there are distinct x1, x2 ∈ ChH1 K1 such that xi ∈ ρ2(y) for i = 1, 2. Thus there
exist points v∗i ∈ S(E∗2 )+ and ui ∈ SE+1
such that∣∣〈T ∗∗(a∗∗xi,ui), φ2(y, v∗i )〉∣∣ > P.
Let ε0 > 0 satisfy that for i = 1, 2,∣∣〈T ∗∗(a∗∗xi,ui), φ2(y, v∗i )〉∣∣ > (1 + ε0)P.
By Lemma 5.3 there exists ε ≤ ε0, and for i = 1, 2, there exist closed disjoint
sets Ui, each containing xi, and peaking functions hUi,ε for the pairs (xi, ui) such
that |〈φ2(y, v
∗
i ), T (hUi,ε ⊗ ui)〉| > (1 + ε0)P . Thus for i = 1, 2 we have
‖T (hUi,ε ⊗ ui)(y)‖E2 ≥ |〈v
∗
i , T (hUi,ε ⊗ ui)(y)〉| =
= |〈φ2(y, v
∗
i ), T (hUi,ε ⊗ ui)〉| > (1 + ε0)P.
Then, since T (hUi,ε ⊗ ui)(y) ≥ 0 in E2 for i = 1, 2, by Lemma 5.1 there exist
α1, α2 ∈ R with |αi| ≤ 1 for i = 1, 2, such that
‖α1T (hU1,ε ⊗ u1)(y) + α2T (hU2,ε ⊗ u2)(y)‖E2 ≥ (1 + ε0)Pλ
+(E2).
Thus
‖T (α1(hU1,ε ⊗ u1) + α2(hU2,ε ⊗ u2))‖sup ≥
≥ ‖α1T (hU1,ε ⊗ u1)(y) + α2T (hU2,ε ⊗ u2)(y)‖E2 ≥
≥ (1 + ε0)Pλ
+(E2) > (1 + ε0)λ
+(E2).
On the other hand, by Lemma 4.2 we obtain that
‖α1(hU1,ε ⊗ u1) + α2(hU2,ε ⊗ u2)‖ ≤
≤ sup
x∈ChH1 K1,u
∗∈BE∗1
|α1| |hU1,ε(x)| |〈u
∗, u1〉|+ |α2| |hU2,ε(x)| |〈u
∗, u2〉| ≤
≤ 1 + ε ≤ 1 + ε0.
Thus we obtained a contradiction with ‖T ‖ < min{λ+(E1), λ
+(E2)} ≤ λ
+(E2),
and hence ρ2 is a mapping. Analogously we would show that ρ1(x) is at most
single-valued for each x ∈ ChH1 K1.
Next we use Lemma 4.2 to check that the mappings ρ1 and ρ2 are surjective.
Let L1 and L2 denote the domain of ρ1 and ρ2, respectively.
Claim 3.: The mappings ρ1 : L1 → ChH2 K2 and ρ2 : L2 → ChH1 K1 are surjec-
tive. Let x ∈ ChH1 K1 be given and choose arbitrary u ∈ SE+1
. By (3.6) we know
that
∥∥a∗∗x,u∥∥ = 1. Thus by Claim 1 and Lemma 4.2 we have
P < ‖T ∗∗(a∗∗x,u)‖ = sup
y∈ChH2 K2,v
∗∈S(E∗
2
)+
∣∣〈T ∗∗(a∗∗x,u), φ(y, v∗)〉∣∣ .
Thus there exist y ∈ ChH2 K2 and v
∗ ∈ S(E∗2 )+ such that P <
∣∣〈T ∗∗(a∗∗x,u), φ(y, v∗)〉∣∣,
that is, ρ2(y) = x. Analogously we would check that ρ1 is surjective.
Claim 4.: We have L1 = ChH1 K1 and L2 = ChH2 K2 and ρ2(ρ1(x)) = x,
x ∈ ChH1 K1, and ρ1(ρ2(y)) = y, y ∈ ChH2 K2.
Suppose that y ∈ ChH2 K2, ρ2(y) = x, but x /∈ L1 or ρ1(x) 6= y. In both cases
we obtain that for all v ∈ SE+2
and u∗ ∈ S(E∗1 )+ ,∣∣〈(T ∗∗)−1(b∗∗y,v), φ1(x, u∗)〉∣∣ ≤ (min{λ+(E1), λ+(E2)})−1.
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For v ∈ S(E2)+ we denote
Qv = sup
x˜∈ChH1 K1,u
∗∈S(E∗1 )
+
∣∣〈(T ∗∗)−1(b∗∗y,v), φ1(x˜, u∗)〉∣∣ =Lemma 4.2 ∥∥(T ∗∗)−1(b∗∗y,v)∥∥
and
Q = sup
v∈S
E
+
2
Qv.
We know that ρ1 is surjective. This means that
Q > (min{λ+(E1), λ
+(E2)})
−1.
Let ε > 0 satisfy
ε <
2P −min{λ+(E1), λ
+(E2)}
min{λ+(E1), λ+(E2)}P
and Q− ε > (min{λ+(E1), λ
+(E2)})
−1.
By the definition of Q, let v ∈ SE+2
, u∗ ∈ S(E∗1 )+ and x˜ ∈ ChH1 K1 be such that
the vector u1 = (T
∗∗)−1(b∗∗y,v)(x˜) ∈ E
∗∗
1 ≃ E1 defined by
〈(T ∗∗)−1(b∗∗y,v)(x˜), u˜
∗〉 = 〈(T ∗∗)−1(b∗∗y,v), φ1(x˜, u˜
∗)〉, u˜∗ ∈ E∗1 ,
satisfies
‖u1‖ ≥
∣∣〈(T ∗∗)−1(b∗∗y,v), φ1(x˜, u∗)〉∣∣ ≥ Q− ε.
From the proof of Lemma 4.2 and (3.2) it follows that the vector u1 is positive.
We denote u2 =
u1
‖u1‖
∈ SE+1
. Now we consider the element T ∗∗(a∗∗x˜,u2). Since∥∥a∗∗x˜,u2∥∥ = 1 by (3.6), we know that∥∥T ∗∗(a∗∗x˜,u2)∥∥ > P.
This by Lemma 4.2 means that there exist y˜ ∈ ChH2 K2 and v
∗ ∈ S(E∗2 )+ such that∣∣〈T ∗∗(a∗∗x˜,u2), φ2(y˜, v∗)〉∣∣ > P.
Hence ρ2(y˜) = x˜. Thus y 6= y˜, since ρ2(y˜) = x˜ 6= x = ρ2(y). Now, if we pick µ ∈
π−11 (T
∗(φ2(y˜, v
∗))), a Hahn-Banach extension of T ∗(φ2(y˜, v
∗)) carried by ChH1 K1
and write it in the form µ = ψεx˜+ν, where ψ ∈ E
∗
1 and ν ∈ M(ChH1 K1, E
∗) with
ν({x˜}) = 0, then by (4.2),
|〈ψ, u2〉| =
∣∣〈T ∗∗(a∗∗x˜,u2), φ2(y˜, v∗)〉∣∣ > P.
Thus ‖ψ‖ > P and
(5.1) |〈ψ, u1〉| = ‖u1‖ |〈ψ, u2〉| > (Q − ε)P.
Notice that if π∗1 : H
∗∗
1 → C(K1, E1)
∗∗ is the adjoint mapping of the projection π1,
then it holds that
(5.2)
〈π∗1((T
∗∗)−1(b∗∗y,v)), ψεx˜〉 =
(4.1) 〈(T ∗∗)−1(b∗∗y,v), φ1(x˜, ψ)〉 =
= 〈(T ∗∗)−1(b∗∗y,v)(x˜), ψ〉.
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Thus we have
0 = 〈χ̂y ⊗ v, v
∗εy˜〉C(K2,E2)∗∗,M(K2,E∗2 ) = 〈b
∗∗
y,v, π2(v
∗εy˜)〉H∗∗2 ,H∗2 =
(4.1)
= 〈b∗∗y,v, φ2(y˜, v
∗)〉H∗∗2 ,H∗2 = 〈(T
∗∗)−1(b∗∗y,v), T
∗φ2(y˜, v
∗)〉H∗∗1 ,H∗1 =
= 〈(T ∗∗)−1(b∗∗y,v), π1(µ)〉H∗∗1 ,H∗1 = 〈π
∗
1((T
∗∗)−1(b∗∗y,v)), µ〉C(K1,E1)∗∗,M(K1,E∗1 ) =
= 〈π∗1((T
∗∗)−1(b∗∗y,v)), ψεx˜ + ν〉C(K1,E1)∗∗,M(K1,E∗1 ) =
(5.2)
= 〈ψ, (T ∗∗)−1(b∗∗y,v)(x˜)〉E∗1 ,E1 + 〈π
∗
1((T
∗∗)−1(b∗∗y,v)), ν〉C(K1,E1)∗∗,M(K1,E∗1 ) =
= 〈ψ, u1〉E∗1 ,E1 + 〈π
∗
1((T
∗∗)−1(b∗∗y,v)), ν〉C(K1,E1)∗∗,M(K1,E∗1 ).
Hence
|〈ψ, u1〉| =
∣∣〈π∗1((T ∗∗)−1(b∗∗y,v)), ν〉∣∣ .
On the other hand, we know that ‖ν‖ ≤ ‖µ‖ − ‖ψ‖ < min{λ+(E1), λ
+(E2)} − P ,
and thus
∣∣〈π∗1((T ∗∗)−1(b∗∗y,v)), ν〉∣∣ ≤ ∥∥π∗1((T ∗∗)−1(b∗∗y,v))∥∥ ‖ν‖ ≤ ∥∥(T ∗∗)−1(b∗∗y,v)∥∥ (‖µ‖ − ‖ψ‖) <
< Qv(min{λ
+(E1), λ
+(E2)} − P ) ≤ Q(min{λ
+(E1), λ
+(E2)} − P ).
Thus using (5.1) we deduce that (Q−ε)P ≤ Q(min{λ+(E1), λ
+(E2)}−P ), that
is,
ε ≥
Q(2P −min{λ+(E1), λ
+(E2)})
P
≥
2P −min{λ+(E1), λ
+(E2)}
min{λ+(E1), λ+(E2)}P
.
This contradicts the choice of ε and shows that x ∈ L1 and ρ1(x) = y.
Now, let x ∈ ChH1 K1 be given. Then there exists y ∈ L2 such that ρ2(y) = x.
Then y = ρ1(ρ2(y)) = ρ1(x), which means that x ∈ L1.
Let y ∈ ChH2 K2 be given. Then we can find x ∈ L1 = ChH1 K1 with ρ1(x) = y
and further we can select ŷ ∈ L2 such that ρ2(ŷ) = x. Then
y = ρ1(x) = ρ1(ρ2(ŷ)) = ŷ ∈ L2.
Hence L2 = ChH2 K2.
Finally, if x ∈ ChH1 K1, we find y ∈ ChH2 K2 with ρ2(y) = x and obtain
ρ2(ρ1(x)) = ρ2(ρ1(ρ2(y))) = ρ2(y) = x.
Remark 5.4. The fact that in the previous claim, the element (T ∗∗)−1(b∗∗y,v)(x˜) ∈
E∗∗1 actually belongs to E1 is the only part of the proof where the reflexivity of E1
is used. In the case where H2 = C(K2, E2), the reflexivity is not needed since the
above fact already follows from the assumption λ+(E1) > 1. Indeed, since it is easy
to check that λ+(c0) = 1, it follows that E1 does not contain an isomorphic copy
of c0. Thus by [3, Theorem 4.4] and [18, Theorem 13] (see also [13, pages 4 nad
5]), each operator S : C(K2, E2) → E1 is represented by a Borel measure µ on K2
taking values in L(E2, E1). The measure satisfies that for each fixed v ∈ E2 and
u∗ ∈ E∗1 , the scalar measure
(5.3) µv,u
∗
(f) = 〈u∗,
∫
(f ⊗ v)dµ〉 = 〈u∗, S(f ⊗ v〉), f ∈ C(K2,R),
belongs toM(K2,R) (see [9, Chapter 5] for the definition of integration with respect
to µ).
In our case, suppose that we have y, v and x˜ as in the proof of Claim 4. We
denote T−1x˜ : C(K2, E2) → E1 defined by T
−1
x˜ (f) = T
−1(f)(x˜) for f ∈ C(K2, E2).
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From above, to this operator corresponds a measure µx˜ defined on Borel subsets of
K2 and taking values in L(E2, E1). Now we pick u
∗ ∈ E∗1 , and let {hU,ε} be the
net of peaking functions for the pair (y, v). Then
〈(T ∗∗)−1(b∗∗y,v)(x˜), u
∗〉 = 〈(T ∗∗)−1(b∗∗y,v), φ1(x˜, u
∗)〉 =Lemma 4.1
= lim
U,ε
〈T−1(hU,ε ⊗ v), φ1(x˜, u
∗)〉 = lim
U,ε
〈u∗, T−1(hU,ε ⊗ v)(x˜)〉 =
= lim
U,ε
〈u∗, T−1x˜ (hU,ε ⊗ v)〉 =
(5.3) lim
U,ε
µv,u
∗
x˜ (hU,ε) =
= µv,u
∗
x˜ ({y}) = 〈u
∗, µx˜({y})(v)〉.
Thus
(T ∗∗)−1(b∗∗y,v)(x˜) = µx˜({y})(v) ∈ E1.
It would be interesting to know for which spaces H2 ⊆ C(K2, E2), where E1 need
not be reflexive, but λ+(E1) > 1, the element (T
∗∗)−1(b∗∗y,v)(x˜) always belongs to
E1.
Till now we have proved that ρ1 : ChH1 K1 → ChH2 K2 is a bijection with ρ2
being its inverse. Now we check that ρ1 is a homeomorphism. To this end, note that
the definition of the mappings ρ1 and ρ2 may be now be rewritten in the following
way:
(5.4)
ρ1(x) ={y ∈ ChH2 K2, ∀v ∈ SE+2
∃u∗ ∈ S(E∗1 )+ :∣∣〈(T ∗∗)−1(b∗∗y,v), φ1(x, u∗)〉∣∣ > 1min{λ+(E1), λ+(E2)}}, x ∈ ChH1 K1,
ρ2(y) = {x ∈ ChH1 K1, ∀u ∈ SE+1
∃v∗ ∈ S(E∗2 )+ :∣∣〈T ∗∗(a∗∗x,u), φ2(y, v∗)〉∣∣ > P}, y ∈ ChH2 K2.
We show that the formula above holds for ρ2, the proof for ρ1 is similar. Suppose
that y ∈ ChH2 K2 and ρ2(y) = x. If u ∈ SE+1
is arbitrary, then by Claim 1 and
Lemma 4.2 we obtain that
P < ‖T ∗∗(a∗∗x,u)‖ = sup
y˜∈ChH2 K2,v
∗∈S(E∗
2
)+
∣∣〈T ∗∗(a∗∗x,u), φ2(y˜, v∗)〉∣∣ .
Thus there exist y˜ ∈ ChH2 K2 and v
∗ ∈ S(E∗2 )+ such that
∣∣〈T ∗∗(a∗∗x,u), φ2(y˜, v∗)〉∣∣ >
P , that is, ρ2(y˜) = x. But since we know that ρ2 is a bijection, this means that
y = y˜.
Claim 5.: The mapping ρ2 is continuous.
Assuming the contrary, there exists a net {yβ : β ∈ B} ⊂ ChH2 K2 such that
yβ → y0 ∈ ChH2 K2 but xβ = ρ2(yβ) 9 ρ2(y0) = x0. Then there exists a closed
neighbourhood V of x0 such that for each β0 ∈ B there exists β ≥ β0 such that
xβ /∈ V .
Fix a point u ∈ SE+1
. Since ρ2(y0) = x0, by (5.4) and (4.2) there exists v
∗
0 ∈
S(E∗2 )+ such that whenever µ0 ∈ π
−1
1 (T
∗(φ2(y0, v
∗
0))) is a Hahn-Banach extension
of T ∗(φ2(y0, v
∗
0)) carried by ChH1 K1, then |〈µ0({x0}), u〉| > P . We pick such a µ0
and write it in the form µ0 = ψ0εx0+ν0, where ψ0 ∈ E
∗
1 and ν0 ∈ M(ChH1 K1, E
∗
1 )
with ν0({x0}) = 0. Then |〈ψ0, u〉| = |〈µ0({x0}), u〉| > P .
Now, choose ε ∈ (0, 1) such that 1+3ε1−ε < P . Then, since
‖µ0‖ ≤ min{λ
+(E1), λ
+(E2)} ≤ 2,
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we have
1 + ε(‖µ0‖+ 1)
1− ε
≤
1 + 3ε
1− ε
< P,
and we may choose a closed neighbourhood V1 of x0 such that V1 ⊂ V and
|〈ν0, u〉|(V1) < P (1− ε)− (1 + ε(‖µ0‖+ 1)).
Let hV1,ε be a peaking function for the pair (x0, u). Then we have
|〈v∗0 , T (hV1,ε ⊗ u)(y0)〉| = |〈v
∗
0εy0 , T (hV1,ε ⊗ u)〉| =
=(4.1) |〈φ2(y0, v
∗
0), T (hV1,ε ⊗ u)〉| = |〈T
∗(φ2(y0, v
∗
0)), hV1,ε ⊗ u〉| =
= |〈µ0, hV1,ε ⊗ u〉| = |〈ψ0εx0 + ν0, hV1,ε ⊗ u〉| =
=
∣∣∣∣∣hV1,ε(x0)〈ψ0, u〉+
∫
V1
hV1,ε d〈ν0, u〉+
∫
ChH1 K1\V1
hV1,ε d〈ν0, u〉
∣∣∣∣∣ ≥
≥ hV1,ε(x0) |〈ψ0, u〉| −
∫
V1
|hV1,ε| d |〈ν0, u〉| −
∫
ChH1 K1\V1
|hV1,ε| d |〈ν0, u〉| >
> (1− ε)P − (P (1− ε)− (1 + ε‖µ0‖+ ε))− ε ‖µ0‖ = 1 + ε.
Thus ‖T (hV1,ε ⊗ u)(y0)‖ > 1 + ε. Since yβ → y0 and T (hV1,ε ⊗ u) is continuous,
there exists a β0 ∈ B such that for all β ≥ β0 we have ‖T (h0 ⊗ u)(yβ)‖ > 1+ε. Thus
we can fix a β ∈ B satisfying that ‖T (h0 ⊗ u)(yβ)‖ > 1 + ε and xβ = ρ2(yβ) /∈ V .
Then again by (5.4) and (4.2) there exists v∗β ∈ S(E∗2 )+ such that whenever
µβ ∈ π
−1
1 (T
∗(φ2(yβ , v
∗
β))) is a Hahn-Banach extension of T
∗(φ2(yβ , v
∗
β)) carried by
ChH1 K1, then |〈µβ({xβ}), u〉| > P . We pick such a µβ and write it in the form
µβ = ψβεxβ + νβ , where ψβ ∈ E
∗ and νβ ∈ M(ChH1 K1, E
∗) with νβ({xβ}) = 0.
Then |〈ψβ , u〉| = |〈µβ({xβ}), u〉| > P . Next, from the choice of ε it follows as above
that P (1− ε)− (1+ ε(‖µβ‖+1)) > 0, so we can choose a closed neighbourhood V2
of xβ disjoint from V such that
|〈νβ , u〉|(V2) < P (1− ε)− (1 + ε(‖µβ‖+ 1)).
Let hV2,ε be a peaking function for the pair (xβ , u). Then as above we obtain
that ‖T (hβ ⊗ u)(yβ)‖ > 1 + ε. Now, by the positivity of both T (h0 ⊗ u)(yβ) and
T (hβ⊗u)(yβ), and by Lemma 5.1 there exist α1, α2 ∈ R such that |α1| ≤ 1, |α2| ≤ 1
and
‖T (α1(h0 ⊗ u) + α2(hβ ⊗ u))‖sup ≥ ‖α1T (h0 ⊗ u)(yβ) + α2T (hβ ⊗ u)(yβ)‖ >
> (1 + ε)λ+(E2).
On the other hand, by Lemma 4.1 we have
‖α1(h0 ⊗ u) + α2(hβ ⊗ u)‖sup =
= sup
x∈ChH1 K1,u
∗∈S(E∗
1
)+
|〈u∗, u〉(α1h0(x) + α2hβ(x))| ≤
≤ sup
x∈ChH1 K1
|α1h0(x) + α2hβ(x)| ≤ 1 + ε.
Thus, since ‖T ‖ ≤ min{λ+(E1), λ
+(E2)} we obtain that
‖T (α1(h0 ⊗ u) + α2(hβ ⊗ u))‖ ≤ min{λ
+(E1), λ
+(E2)}(1 + ε) ≤ λ
+(E2)(1 + ε).
This contradiction proves that ρ2 is continuous. Analogously we would verify that
ρ1 is continuous.
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