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Themicroscopic origin of condensation and phase separations.
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Abstract
Conventional thermo-statistics address infinite homogeneous systems within the canonical ensemble. However, some 150
years ago the original motivation of thermodynamics was the description of steam engines, i.e. boiling water. Its essential
physics is the separation of the gas phase from the liquid. Of course, boiling water is inhomogeneous and as such cannot be
treated by canonical thermo-statistics. Then it is not astonishing, that a phase transition of first order is signaled canonically
by a Yang-Lee singularity. Thus it is only treated correctly by microcanonical Boltzmann-Planck statistics. This is elaborated
in the present article. It turns out that the Boltzmann-Planck statistics is much richer and gives fundamental insight into
statistical mechanics and especially into entropy. This can even be done to some extend rigorously and analytically. The
microcanonical entropy has a very simple physical meaning: It measures the microscopic uncertainty that we have about
the system, i.e. the number of points in 6N-dim phase, which are consistent with our information about the system. It can
rigorously be split into an ideal-gas part and a configuration part which contains all the physics and especially is responsible
for all phase transitions. The deep and essential difference between “extensive” and “intensive” control parameters, i.e.
microcanonical and canonical statistics, is exemplified by rotating, self-gravitating systems.
Key words: Foundation of classical Thermodynamics, Microcanonical Thermodynamics of finite systems, microscopic
origin of phase-separation, rotating self-gravitating systems
PACS: 05.20.y, 05.70.a, 05.70.Fh, 95.30.Tg
1. Introduction
Since the beginning of Thermodynamics in the
middle of the 19.century its main motivation was the
description of steam engines and the liquid to gas
transition of water. Here water prefers to become
inhomogeneous and develop a separation of the gas
phase from the liquid, i.e. water boils. As conventional
canonical statistics works only for homogeneous, in-
finite systems, phase separations remain outside of
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standard Boltzmann-Gibbs thermo-statistics, which,
consequently, signal phase-transitions of first order by
Yang-Lee singularities.
It is amusing that this fact that is essential for the
original purpose of Thermodynamics to describe steam
engines was treated incompletely in the past 150 years.
The system must be somewhat artificially split into
(still macroscopic) pieces for each individual phase [1].
For this purpose, and also to describe small systems
or non-extensive ones like self-gravitating very large
systems, we need a new and deeper definition of statis-
tics and as the heart of it: of entropy.
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Also the second law can rigorously be formulated
only microcanonically. Already Clausius [2–5] distin-
guished between external and internal entropy gener-
ating mechanisms. Canonical Boltzmann-Gibbs statis-
tics is not sensitive to this important difference.
2. What is entropy?
Entropy, S, is the fundamental entity of thermody-
namics; therefore, its proper understanding is essen-
tial. The understanding of entropy is sometimes ob-
scured by frequent use of the Boltzmann-Gibbs canon-
ical ensemble, and the thermodynamic limit. Also its
relationship to the second law is often beset with con-
fusion between external transfers of entropy dSe and
its internal production dSi.
The main source of the confusion is of course the lack
of a clear microscopic and mechanical understanding
of the fundamental quantities of thermodynamics like
heat, external vs. internal work, temperature, and last
not least entropy, at the times of Clausius and possibly
even today.
Clausius [2, 3] defined a quantity which he first called
the “value of metamorphosis” in [3]. Eleven years later
he [4] gave it the name “entropy” S:
Sb − Sa =
∫ b
a
dE
T
, (1)
where T is the absolute temperature of the body when
the momentary change is done, and dE is the incre-
ment (positive resp. negative) of all different forms of
energy (heat and potential) put into resp. taken out
of the system. (Later, however, we will learn that care
must be taken of additional constraints on other con-
trol parameters like e.g. the volume, see below).
From the observation that heat does not flow from
cold to hot (see section 3, however section 4) he went
on to enunciate the second law as:
∆S =
∮
dE
T
≥ 0, (2)
which Clausius called the uncompensated metamorpho-
sis. As will be worked out in section 4 the second law as
presented by eq.(2) remains valid even in cases where
heat flows from low to higher temperatures.
Prigogine [5], c.f. [1], quite clearly stated that the
variation of S with time is determined by two distinct
mechanisms: the flow of entropy dSe to or from the sys-
tem under consideration; and its internal production
dSi. While the first type of entropy change dSe (that
effected by exchange of heat with its surroundings) can
be positive, negative or zero, the second type of en-
tropy change dSi (that caused by the internal creation
of entropy) can be only positive in any spontaneous
transformation.
Clausius gives an illuminating example in [3]: When
an ideal gas suddenly streams under insulating con-
ditions from a small vessel with volume V1 into a
larger one (V2 > V1), neither its internal energy U ,
nor its temperature changes, nor external work done,
but its internal (Boltzmann-)entropy Si rises, by
∆S = N ln (V2/V1), c.f. eq.(18). Only by compressing
the gas (e.g. isentropically) and creating heat ∆E =
E1[(V2/V1)
2/3 − 1] (which must be finally drained) it
can be brought back into its initial state. Then, how-
ever, the entropy change in the cycle, as expressed by
integral (2), is positive (= N ln (V2/V1)). This is also a
clear example for a microcanonical situation where the
entropy change by an irreversible metamorphosis of
the system is absolutely internal. It occurs during the
first part of the cycle, the expansion, where there is no
heat exchange with the environment, and consequently
no contribution to the integral(2). The construction
by eq.(2) is correct though artificial. After completing
the cycle the Boltzmann-entropy of the gas is of course
the same as initially. All this will become much more
clear by Boltzmann’s microscopic definition of entropy,
which will moreover clarify its real statistical nature:
Boltzmann[6] later defined the entropy of an isolated
system (for which the energy exchange with the envi-
ronment dQe = 0) in terms of the sum of possible con-
figurations, W , which the system can assume consis-
tent with its constraints of given energy and volume:
S=k*lnW (3)
as written on Boltzmann’s tomb-stone, with
W (E,N, V ) =
∫
d3N
→
p d3N
→
q
N !(2π~)3N
ǫ0 δ(E −H{
→
q ,
→
p })
(4)
in semi-classical approximation. E is the total energy,
N is the number of particles and V the volume. Or,
more appropriate for a finite quantum-mechanical sys-
tem:
W (E,N, V ) = Tr[PE] (5)
=
∑ all eigenstates n of H with given N,V ,
and E < En ≤ E + ǫ0
and ǫ0 ≈ the macroscopic energy resolution. This is
still up to day the deepest, most fundamental, andmost
simple definition of entropy. There is no need of the
thermodynamic limit, no need of concavity, extensiv-
ity and homogeneity. In its semi-classical approxima-
tion, eq.(4),W (E,N, V, · · · ) simply measures the area
of the sub-manifold of points in the 6N-dimensional
phase-space (Γ-space) with prescribed energy E, par-
ticle numberN , volume V , and some other time invari-
ant constraints which are here suppressed for simplic-
ity. Because it was Planck who coined it in this mathe-
matical form, I will call it the Boltzmann-Planck prin-
ciple.
There are various reviews on the mathematical foun-
dations of statistical mechanics, e.g., the detailed and
instructive article by AlfredWehrl[7]. Wehrl shows how
the Boltzmann-Planck formulae, equations (3) and (5),
may be generalized to the famous definition of entropy
in quantum mechanics by von Neumann [8]:
S = −Tr[ρ ln(ρ)], (6)
addressing general (also non projector like) densi-
ties ρ. Wehrl discusses the conventional, canonical,
Boltzmann-Gibbs statistics where all constraints on
ρ are fixed only to their mean, allowing for free fluc-
tuations. These free, unrestricted fluctuations of the
energy ∆E =
√
< (E− < E >)2 > imply an uncon-
trolled energy exchange with the universe, dQe in
Prigogine’s definition. For the homogeneous phase of
a system with short-ranged interactions ∆E
<E>
vanishes
in the thermodynamic limit. In general this, however,
is dangerous; for there are situations where the fluc-
tuations are macroscopic and ∆E
<E>
does not vanish
in the thermodynamic limit. An example are phase
transitions of first oder where ∆E = Elatent, the la-
tent heat of transformation. Another well known is
the case of long-ranged interactions like in gravitating
systems. Wehrl points to many serious complications
with this definition.
However, in the case of conserved variables, we
know more than their mean; we know these quanti-
ties sharply. In microcanonical thermodynamics, we
do not need von Neumanns definition (6), and can
work on the level of the original, Boltzmann-Planck
definition of entropy, equations (3) and (5). We thus
explore statistical mechanics and entropy at their
most fundamental level. This has the great advantage
that the axiomatic level is extremely simple. Because
such analysis does not demand scaling or extensivity,
it can further be applied to the much wider group
of non-extensive systems from nuclei to galaxies and
address the original object for which thermodynamics
was enunciated some 150 years ago: phase separations.
The Boltzmann-Planck formula has a simple but
deep physical interpretation: W or S are the mea-
sure of our ignorance about the complete set of
initial values for all 6N microscopic degrees of free-
dom which are needed to specify the N-body system
unambiguously[9]. To have complete knowledge of
the system we would need to know (within its semi-
classical approximation (4)) the initial position and
velocity of all N particles in the system, which means
we would need to know a total of 6N values. Then
W would be equal to one and the entropy, S, would
be zero. However, we usually only know the value of
a few parameters that change slowly with time, such
as the energy, number of particles, volume and so on.
We generally know very little about the positions and
velocities of the particles. The manifold of all these
points in the 6N-dim. phase space is the microcanon-
ical ensemble, which has a well-defined geometrical
size W and, by equation (3), a non-vanishing entropy,
S(E,N, V, · · · ). The dependence of S(E,N, V, · · · ) on
its arguments determines completely thermostatics
and equilibrium thermodynamics.
Clearly, Hamiltonian (Liouvillean) dynamics of the
system cannot create the missing information about
the initial values, - i.e., the entropy, S(E,N, V, · · · )
cannot decrease. As has been further worked out [10]
and more recently in [11] the inherent finite resolution
of the macroscopic description implies an increase of
W or S with time when an external constraint is re-
laxed. Such is a statement of the second law of thermo-
dynamics, which requires that the internal production
of entropy be positive for every spontaneous process.
Analysis of the consequences of the second law by the
microcanonical ensemble is appropriate because, in an
isolated system (which is the one relevant for the mi-
crocanonical ensemble), the changes in total entropy
must represent the internal production of entropy, and
there are no additional uncontrolled fluctuating energy
exchanges with the environment.
3. The Zero’th Law in conventional extensive
Thermodynamics
This section and the following discuss mainly sys-
tems that have no other macroscopic (extensive) con-
trol parameter besides energy; the particle density is
not changed, and there are no chemical reactions.
In conventional (extensive) thermodynamics ther-
mal equilibrium of two systems (1 & 2) is established
by bringing them into thermal contact which allows
free energy exchange. Equilibrium is established when
the total entropy
Stotal(E,E1) = S1(E1) + S2(E − E1) (7)
is maximal:
dStotal(E,E1)|E = dS1(E1) + dS2(E − E1) = 0. (8)
Under an energy flux ∆E2→1 from 2 → 1 the total
entropy changes to lowest order in ∆E by
∆Stotal|E = (β1 − β2)∆E2→1 (9)
β = dS/dE =
1
T
(10)
Consequently, a maximum of Stotal(E = E1 +
E2, E1)|E will be approached when
sign(∆Stotal) = sign(T2 − T1)sign(∆E2→1) > 0 (11)
From here Clausius’ first formulation of the second law
follows: ”Heat always flows from hot to cold”. Essential
for this conclusion is the additivity of S under the split
(eq.7). There are no correlations, which are destroyed
when an extensive system is split. Temperature is an
appropriate control parameter for extensive systems.
4. No phase separation without a convex,
non-extensive S(E)
The weight eS(E)−E/T of the configurations with en-
ergy E in the definition of the canonical partition sum
Z(T ) =
∫
∞
0
eS(E)−E/TdE (12)
becomes here bimodal, at the transition temperature
it has two peaks, the liquid and the gas configurations
which are separated in energy by the latent heat. Con-
sequently S(E) must be convex and the weight in (12)
has aminimumbetween the two pure phases. Of course,
the minimum can only be seen in the microcanonical
ensemble where the energy is controlled and its fluc-
tuations forbidden. Otherwise, the system would fluc-
tuate between the two pure phases by an, for macro-
scopic systems even macroscopic, energy ∆E ∼ Elat of
the order of the latent heat. I.e. the convexity of S(E)
is the generic signal of a phase transition of first order
and of phase-separation[12]. Such macroscopic energy
fluctuations and the resulting negative specific heat are
already early discussed in high-energy physics by Car-
litz [13].
The ferromagnetic Potts-model illuminates in amost
simple example the occurrence of a convex intruder
in S(E) which induces a backbending caloric curve
T (E) = (∂S/∂E)−1 with a decrease of the temper-
ature T (E) with rising energy [14]. A typical plot of
s(e,N) = S(E = Ne)/N in the region of phase separa-
tion is shown in fig(1). Section 5 discusses the general
microscopic reasons for the convexity.(Moretto et al[15]
have previously put forward errors connected with the
use of periodic boundary conditions; these assertions
been rebutted.[16, 17])
This has far reaching consequences which are crucial
for the fundamental understanding of thermo-statistics
and Thermodynamics: Let us split the system of fig-
ure (1) into two pieces a & b by a dividing surface,
with half the number of particles each. The dividing
surface is purely geometrical. It exists only as long as
the two pieces can be distinguished by their different
energy/particle ea and eb. Constraining the energy-
difference eb − ea = ∆e between the two, reduces the
number of free, unconstrained degrees of freedom and
reduces the entropy by −2∆Ssurf−corr.. (Moreover, if
the effect of the new surface would also be to cut some
bonds: before the split there were configurations with
attractive interactions across the surface which are in-
terrupted by the division, their energy shifts upwards
outside the permitted band-width ǫ0, and thrown out
of the partition sum (5). I.e. the entropy will be further
reduced by the split.)
If the constraint on the difference eb − ea is fully
relaxed and eb − ea can fluctuate freely at fixed e2 =
(ea+ eb)/2, the dividing surface is assumed to have no
further physical effect on the system.
For an extensive system [S(E,N) = Ns(e =
E/N) = 2S(E/2, N/2)]. One would argue as fol-
lows: The combination of two pieces of N/2 par-
ticles each, one at ea = e2 − ∆e/2 and a sec-
Fig. 1. Ferromagnetic Potts model (q = 10) on a
50 ∗ 50-lattice with periodic boundary conditions in the
region of phase separation. At the energy e1 per lattice
point the system is in the pure ordered phase, at e3 in the
pure disordered phase. At ea little above e1 the tempera-
ture Ta = 1/β is higher than T2 and even more than Tb
at eb a little below e3. At ea the system separates into a
few bubbles of disordered phase embedded in the ordered
phase or at eb into a few droplets of ordered phase within
the disordered one. If we combine two equal systems: one
with the energy per lattice site ea = e1 + ∆e and at the
temperature Ta, the other with the energy eb = e3 − ∆e
and at the temperature Tb < Ta, and allowing for free en-
ergy exchange, then the systems will equilibrize at energy
e2 with a rise of its entropy. The temperature Ta drops
(cooling) and energy (heat) flows (on average) from b→ a.
I.e.: Heat flows from cold to hot! Thus, the Clausius for-
mulation of the second law is violated. This is well known
for self-gravitating systems. However, this is not a peculiar-
ity of only gravitating systems! It is the generic situation
at phase separations within classical thermodynamics even
for systems with short-range coupling and has nothing to
do with long-range interactions.
ond at eb = e2 + ∆e/2, must lead to S(E2, N) ≥
S(Ea/2, N/2) + S(Eb/2, N/2), the simple algebraic
sum of the individual entropies because by combining
the two pieces one normally looses information. This,
however, is equal to [S(Ea, N) + S(Eb, N)]/2, thus
S(E2, N) ≥ [S(Ea, N) + S(Eb, N)]/2. I.e. the entropy
S(E,N) of an extensive system is necessarily concave,
c.f. figure(2).
Fig. 2. Extensive (concave) S(E)
For a non-extensive system we have in general
S(E,N) ≥ 2S(E/2, N/2) because again two sep-
arated, closed pieces have more information than
their unification. Now, if E2 is the point of max-
imum positive curvature of S(E,N) (convexity =
upwards concave like y = x2) we have S(E2, N) ≤
[S(Ea, N) + S(Eb, N)]/2 like in fig.(1). However, the
r.h.s. is larger than S(Ea/2, N/2) + S(Eb/2, N/2). I.e.
even though S(E,N) is convex at const. N , the uni-
fication of the pieces with Ea/2, N/2 and Eb/2, N/2
can still lead to a larger entropy S(E2, N).
The difference between [S(Ea, N) + S(Eb, N)]/2
and S(Ea/2, N/2) + S(Eb/2, N/2) we call henceforth
∆Ssurf−corr. The correct entropy balance, before and
after establishing the energetic split eb > ea of the
system, is
Safter − Sbefore =
Sa + Sb
2
−∆Ssurf−corr. − S2 ≤ 0
(13)
even though the difference of the first and the last term
is positive.
In the inverse direction: By relaxing the constraint
and allowing, on average, for an energy-flux (∆Eb→a >
0) opposite to Ta − Tb > 0, against the temperature-
gradient (slope), but in the direction of the energy-
slope, the entropy Stotal → S2 increases. This is con-
sistent with the naive picture of an energy equilibra-
tion. Thus Clausius’ ”energy flows always from hot to
cold”, i.e. the dominant control-role of the tempera-
ture in thermo-statistics [18] is violated. Of course this
shows again that unlike to extensive thermodynamics
the temperature is not the appropriate control parame-
ter in non-extensive systems.
In the thermodynamic limit N → ∞ of a sys-
tem with short-range coupling ∆Ssurf−corr. ∼ N
2/3,
∆Ssurf−corr./N = ∆ssurf−corr. ∝ N
−1/3 must go to
0 due to van Hove’s theorem.
5. The origin of the convexities of S(E) and of
phase-separation
Many applications of microcanonical thermody-
namics to realistic examples of hot nuclei, atomic
clusters, and rotating astrophysical systems have been
presented during the past twenty years which demon-
strate convex intruders in the microcanonical entropy
and, consequently, negative heat capacities. Such
are reviewed in the publication list on the web site
http://www.hmi.de/people/gross/ and elsewhere[19–
21]. Here we shall illuminate the general microscopic
mechanism leading to the appearance of a convex in-
truder in S(E, V,N, , · · · ) as far as possible by rigorous
and analytical methods. This is the generic signal of
phase transitions of first order and of phase-separation
within the microcanonical ensemble. Assume the sys-
tem is classical and obeys the Hamiltonian:
H =
N∑
i
p2i
2m
+ Φint[{
→
r }] (14)
Φint[{
→
r }] :=
∑
i<j
φ(
→
r i −
→
r j)
In this case the system is controlled by energy and
volume.
5.1. Liquid-gas transition
The microcanonical sum of states or partition sum
is:
W (E,N, V ) =
1
N !(2π~)3N
× (15)
∫
V N
d3N
→
r
∫
d3N
→
p i ǫ0 δ(E −
N∑
i
→
p
2
i
2mi
− Φint[{
→
r }])
=
V Nǫ0(E − E0)
(3N−2)/2
∏N
1 m
3/2
i
N !Γ(3N/2)(2π~2)3N/2
×
∫
V N
d3Nr
V N
(
E − Φint[{
→
r }]
E −E0
)(3N−2)/2
(16)
=
Wid−gas(E − E0, N, V )×Wconf (E −E0, N, V )
= e[Sid−gas+Sconf ] (17)
Wid−gas(E,N, V ) =
V N ǫ0E
(3N−2)/2∏N
1 m
3/2
i
N !Γ(3N/2)(2π~2)3N/2
(18)
Wconf (E − E0, N, V ) =
∫
V N
d3Nr
V N
Θ(E −Φint[{
→
r }])
×
(
1−
Φint[{
→
r }]− E0
E − E0
)(3N−2)/2
(19)
V is the spatial volume; E0 = minΦ
int[{
→
r }] is the en-
ergy of the ground-state of the system. The separation
of W (E,N, V ) into Wid−gas and Wconf is the micro-
canonical analogue of the split of the canonical parti-
tion sum into a kinetic part and a configuration part:
Z(T ) =
V N
N !
(
mT
2π~2
)3N/2 ∫
d3Nr
V N
e−
Φint[{
→
r }]
T (20)
In the thermodynamic limit, the order parameter of
the (homogeneous) liquid-gas transition is the density.
The transition is linked to a condensation of the system
towards a larger density controlled by pressure. For a
finite system, we expect analogous behavior. However,
for a closed finite system, which is allowed to become
inhomogeneous at phase separation, this is controlled
by the available system volume V and not by intensive
density or pressure. At low energies, the N particles
condensate into a droplet with much smaller volume
V0,N ≪ V . 3(N − 1) internal coordinates are limited
to V0,N . Only the center of mass of the droplet can
move freely in V (remember we did not fix the center-
of-mass in equation eq.(15)). The system does not fill
the 3N-configuration space VN . Only a stripe with
width V
1/3
0N in 3(N−1) dimensions of the total 3N-dim
space is populated. The system is non-homogeneous
even though it is equilibrized and, at low energies, in-
ternally in the single liquid phase; and it is not charac-
terized by an intensive homogeneous density. In fact,
Wconf (E −E0, N, V ) can be written as:
Wconf (E −E0, N, V ) =
[
V (E,N)
V
]N
≤ 1 (21)
[V (E,N)]N
def
=∫
V N
d3Nr Θ(E − Φint[{
→
r }])
×
(
1−
Φint[{
→
r }]− E0
E − E0
)(3N−2)/2
(22)
Sconf (E −E0, N, V ) = N ln
[
V (E,N)
V
]
≤ 0 (23)
The first factor Θ(E−Φint[{
→
r }]) in eq(22) eliminates
the energetically forbidden regions. Only the poten-
tial holes (clusters) in the 3N-dim potential surface
Φint[{r}] ≤ E remain. Their volume V N (E,N) ≤
V N is the accessible part of the 3N-dim-spatial vol-
ume where Φint[{r}] ≤ E. I.e. V N (E,N) is the to-
tal 3N-dim. eigen-volume of the condensate (droplets),
with N particles at the given energy, summed over
all possible partitions, clusterings, in 3N-configuration
space. The relative volume fraction of each partition
compared with V N(E,N) gives its relative probability.
V N (E,N) has the limiting values:
[V (E,N)]N =


V N for E in the gas phase
V0N
N−1V for E = E0
Wconf (E−E0, N, V ) and Sconf (E−E0, N, V ) have the
limiting values:
Wconf (E − E0) ≤ 1, ⇒ Sconf (E − E0, N) ≤ 0
→


1 E ≫ Φint[
V0N
V
](N−1)
E → E0
(24)
Sconf (E − E0)→


0 E ≫ Φint
ln
{
[
V0N
V
]N−1
}
< 0 E → E0
(25)
All physical details are contained in Wconf (E −
E0, N, V ) alias N ln[V (E,N)], c.f. eqs.(21–25): If the
energy is high the detailed structure of Φint[{
→
r }] is
unimportant Wconf ≈ 1, Sconf ≈ 0. The system be-
haves like an ideal gas and fills the volume V . At suf-
ficiently low energies only the minimum of Φint[{
→
r }]
is explored by Wconf (E − E0, N, V ). The system is in
a condensed phase, a single liquid drop, which moves
freely inside the empty larger volume V , the 3(N − 1)
internal degrees of freedom are trapped inside the
reduced volume V0N ≪ V .
One can guess the general form of N ln[V (E,N)]:
Near the groundstate E >
∼
E0 it must be flat ≈ (N −
1) ln[V0N ] + ln[V − V0N ] because the liquid drop has
some eigen-volume V0N in which each particle canmove
(liquid). With rising energy ln[V (E,N)] rises up to the
point (Etrans) where it is possible that the drop fis-
sions into two. Here an additional new configuration
opens in 3N-dim configuration space: Either one parti-
cle evaporates from the cluster and explores the exter-
nal volume V , or the droplet fissions into two droplets
and the two CM coordinates explore the larger V . This
gives a sudden jump in Sconf (E) by something like ∼
ln{
V−V0(N−1)
V0(N−1)
} and similar jump upwards in the sec-
ond case.
Later further such ”jumps” may follow. Each of these
”jumps” induce a convex upwards bending of the total
entropy S(E) (eq.17). Each is connected to a bifurca-
tion and bimodality of eS(E)−E/T and the phenomenon
of phase-separation.
In the conventional canonical picture for a large
number of particles this is forbidden and hidden behind
the familiar Yang-Lee singularity of the liquid to gas
phase transition. In the microcanonical ensemble this
is analogue to the phenomenon of multi-fragmentation
in nuclear systems [12, 22]. This, in contrast to the
mathematical Yang-Lee theorem, physical microscopic
explanation of the liquid to gas phase transition sheds
sharp light on the physical origin of the transition, the
sudden change in the inhomogeneous population of
the 3N-dim. configuration space.
5.2. Solid-liquid transition
In contrast to the liquid phase, in the crystal phase a
molecule can only move locally within its lattice cage of
the size d3 instead of the whole volume V0N of the con-
densate. I.e. in equation (25) instead we have Sconf →
ln{[ d
3
V0N
]N−1}.
5.3. Summary of section V
The essential differences between the gas, the liquid,
and solid phase are the following: Whereas the gas oc-
cupies the whole container, the liquid is confined to a
definite condensate volume, however this may have any
shape. It is separated from the gas by a surface. The
solid is also confined to definite volume but in contrast
to the liquid its surface has also a definite shape. These
differences cannot be seen in the canonical ensemble.
The gas- liquid transition is linked to the transi-
tion from uniform filling of the container volume V
by the gas to the smaller eigen-volume of the sys-
tem V0 in its condensed phase where the system is
inhomogeneous (some liquid drops inside the larger
empty volume V ). First 3(N − 1), later at higher en-
ergies less and less degrees of freedom condensate into
the drop. First three, then more and more degrees of
freedom (center-of-mass-coordinates of the drops) ex-
plore the larger container volume V leading to upwards
jumps (convexities) of Sconf (E). The volume of the
container controls how close one is to the critical end-
point of the transition, where phase-separation disap-
pears. Towards the critical end-point, i.e. with smaller
V, the jumps ln[V − V0] − ln[V0] become smaller and
smaller. In the case of the solid-liquid transition, how-
ever, the external volume, V , of the container con-
fines only the center-of-mass position of the crystal,
resp., the droplet. The entropy jumps during melting
by ∆Sconf ∝ ln[V0N ]− ln d
3. At the surface of a drop
Φint > E0 = minΦ
int, i.e. the surface gives a negative
contribution to Sconf in equation (22) and to S at en-
ergies E >
∼
E0, as was similarly assumed in section (4)
and explicitly in equation (13).
6. Application in astrophysics
The necessity of using “extensive” instead of “in-
tensive” control parameter is explicit in astrophysical
problems. E.g.: for the description of rotating stars one
conventionally works at a given temperature and fixed
angular velocity Ω c.f. [23]. Of course in reality there is
neither a heat bath nor a rotating disk. Moreover, the
latter scenario is fundamentally wrong as at the periph-
ery of the disk the rotational velocity may even become
larger than velocity of light. Non-extensive systems like
astro-physical ones do not allow a “field-theoretical”
description controlled by intensive fields !
E.g. configurations with a maximum of random en-
ergy
Erandom = E −
ΘΩ2
2
− Epot (26)
and consequently with the largest entropy are the ones
with smallest moment of inertia Θ, compact single
stars. Just the opposite happens when the angular-
momentum L and not the angular velocity Ω are fixed:
Erandom = E −
L2
2Θ
− Epot. (27)
Then configurations with large moment of inertia are
maximizing the phase space and the entropy. I.e. even-
tually double or multi stars are produced, as observed
in reality.
In figure 3 one clearly sees the rich and realistic mi-
crocanonical phase-diagram of a rotating gravitating
system controlled by the “extensive” parameters en-
ergy and angular-momentum. [24]
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Fig. 3. Phase diagram of rotating self-gravitating systems
in the energy-angular-momentum (E,L)-plane. DC: region
of double-stars, G: gas phase, SC: single stars. In the
mixed region one finds various exotic configurations like
ring-systems in coexistence with gas, double stars or sin-
gle stars. In this region of phase-separation the heat capac-
ity is negative and the entropy is convex. The dashed lines
E−L = 1 (left) and E = L (right) delimit the region where
calculations were carried out.
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