Room occupancy estimation technology has been shown to reduce building energy cost significantly. However speechbased occupancy estimation has not been well explored. In this paper, we investigate energy mode and babble speaker count methods for estimating both small and large crowds in a party-mode room setting. We also examine how distance between speakers and microphone affects their estimation accuracies. Then we propose a novel entropy-based method, which is invariant to different speakers and their different positions in a room. Evaluations on synthetic crowd speech generated using the TIMIT corpus show that acoustic volume features are less affected by distance, and our proposed method outperforms existing methods across a range of different conditions.
Introduction
Using speech techniques for room occupancy estimation is a relatively new research area in the speech community, even though the more general problem of occupancy estimation has already gained attention in the building construction and management area [1, 2] . The aim of occupancy estimation is to count and track people in a room for HVAC (i.e., heating, ventilation and air conditioning) control systems, whose settings can be adjusted automatically accordingly. Case studies report that such demand-driven HVAC control can reduce commercial office building energy costs by about 70% [1] , making sustainable smart buildings possible in the future.
Current proposed occupancy estimation techniques involve a variety of sensors, including CO 2 concentration, temperature, humidity, ultrasonic, image, light, sound, electromagnetic signals, power meter, computer app and chair sensors [1, 2] . Each can provide an extent of comprehensive and fine-grained occupancy information, as surveyed in [1] . However, none of them can work alone to provide the full detail of occupancy information for every measurement circumstance.
Audio and speech based systems for occupancy estimation have the advantages of non-intrusiveness, real-time estimation, cost-effectiveness, and ability to protect user privacy, which make them promising to investigate. Currently, there are few publications [2] on this research, although large projects have been established to employ acoustic-based systems in FPGA platforms for occupancy estimation [3] . They are focused on hardware implementation, while the efficacy of existing speech-based methods for room occupancy estimation is unknown.
In this paper, we specify the occupancy estimation problem as accurately counting the number of people speaking simultaneously in a room without tracking. To our best knowledge, this is the first effort to investigate occupancy estimation in terms of small/large crowds and distance sensitivity under party-like conditions, e.g. in a party or a classroom, using speech-based methods. We assume that there is only one microphone placed in a room for a low implementation cost, and no personal identity detection is required. We investigate the influence of distance change, since speaker locations in a room in reality may change from one use context to the next. We also propose new distanceindependent features which can improve estimation accuracies.
Background and Related Work
An ideal occupation estimation system should be able to count the number of people speaking reliably, regardless of what is being said, who is speaking or where they are in a room, as opposed to (for example) speaker diarization [10, 11] which determines who spoke when. This is a non-trivial problem because the changes of speakers, linguistic information and speaking locations in a room can cause large variations of acoustic features used to model speech.
An important assumption for this party-mode speechbased occupancy estimation [2] is that all people are speaking simultaneously, so that the estimated speaker count is the room occupancy. However, this assumption is not realistic. A manual analysis conducted in [4] showed that the distributions of number of speakers speaking per frame were different in two scenarios: two conversations consisting of four speakers versus two individual speakers speaking simultaneously. They found that the most probable number of speakers speaking at the same time during the two conversations was two. Therefore, speech-based techniques can only estimate the number of people speaking. Only when every speaker was participating continuously in conversation was the estimated number close to the true room occupancy.
The first study to explore the feasibility and performance of speech-based occupancy estimation in smart building environments was probably [2] . Their approach took the room shape (round and rectangular), microphone location (central and corner), crowd speech duration (5, 10, 15, 20 the Gaussian distributions of STE mode for different speaker count. Although this method achieved nearly 100% accuracy for five classes of crowd speech, there are two major concerns. Firstly, the performance was not evaluated with unseen data. Secondly, STE might be sensitive to the distance between speakers and the microphone. Another relevant study [4] comes from quite a different application -an investigation of babble speech noise modeling and analysis. Their aim was to improve in-set/out-of-set speaker verification by choosing the correct babble noise model. Hence, the room setting for crowd speech was not considered. The authors only tested their approach for small crowds of 1 to 9 speakers, so the applicability to large room occupancy estimation is unknown.
This babble speaker count method seems attractive for occupancy estimation because the authors demonstrated that the acoustic volume enclosed by their GMMs (Gaussian Mixture Models) centroids was reduced as the number of speakers increased in babble. This phenomenon is caused by less distinct phones being presented when there are more speakers speaking at the same time. Mel-frequency cepstral coefficients (MFCC) were used to characterize the acoustic space by clustering GMMs in each frame. Then DCT (Discrete Cosine Transform) vectors of the probability distribution of each speaker count were trained to estimate the final babble speaker count.
We hypothesize that, unlike STE mode, the babble speaker count method will be less affected by the distance between speakers and the microphone.
Methods

Speaker count estimation based on STE mode
In the STE mode method, which we treat as a baseline method, the energy of the ith frame of speech x i is firstly calculated as [2] 
where w is a window function of length N samples. Then the distribution of energy f(E) for a crowd speech recording (S) is obtained by a nonparametric kernel-smoothing curve fitting to the histogram of E. STE mode value is estimated as [2] :
Different to [2] , where the statistical model is not learned and tested, a speech-based occupancy estimation system which can learn from data is preferred. Therefore we train models (M) for C classes using STE mode normalized by the max value, and then classify speaker count C s according to maximum-likelihood estimation, using STE mode normalized by the max value in the training data.
Speaker count estimation based on babble noise modeling
In the first stage of the babble speaker count estimation framework described in [4] , each frame of a crowd recording S was classified into C classes using maximum-likelihood, based on one GMM model per class adapted from a universal background model (UBM) with d-dimensional MFCCs, whose mixtures characterize the acoustic volume. Then an N-bin histogram h of speaker count C for the crowd recording S was constructed, and a k-dimensional DCT was applied to the histogram. The DCT coefficients exhibit reduced correlations relative to the histogram, and can be used to reduce the dimension of the representation.
where k = 2, 3, …, N.
In the second stage, new models for the C classes were represented by the DCT feature vectors. The final speaker count C s ʹ was determined by the correlation of the test DCT feature vector (D) and the DCT feature vector (D c ) calculated from the training data for speaker count C [4] .
Proposed speaker count estimation based on entropy
Intuitively, when more people are speaking at the same time, the chance of recognizing a distinct single phoneme becomes lower. Therefore, a straightforward way is to observe the probability change of each phoneme using a phoneme detector. However, just like the findings shown in [4] that MFCC can capture the information of acoustic volume and acoustic movement change, we found that our proposed entropy based method can capture the information of phoneme probability change without a phoneme detector. We hypothesized that for any given frame of speech, if it comprises only a single speaker, the GMM posterior probability should tend to be large for only a few mixture components, and small for others. By contrast, if multiple speakers are present, the posterior probability values should tend to be more even across all the mixture components. Thus the room occupancy count could be indicated by a measure of the "spread" of posterior probabilities, which we capture using entropy, and the variance of entropy across frames.
To have a prior, we construct a UBM [8] from crowd speech recordings with different speaker counts. Given a ddimensional MFCC feature from the ith frame (x i ), the probability associated with the jth GMM-UBM mixture ‫ݓ(‬ , ߤ , Σ ) is p j .
After the probabilities are normalized, the entropy of the ith frame (H i ) is
where ∑ ‫‬ = 1 and J is the number of mixtures. Two features were developed for each crowd speech: the mean entropies (H mean ) and the standard deviation of entropies (H std ) across frames. Maximum-likelihood estimation was also used to classify speaker count.
Experimental Work
Database
We employed the TIMIT corpus [5] for this investigation for comparability with [2] , and used the designated training and testing speakers to train and test models for each method. The training and testing data contained disjoint speakers and comprised 462 and 168 speakers respectively, where each speaker recording was constructed from 10 TIMIT utterances randomly ordered to form 25s of speech, since this duration has the best accuracy in [2] . The background noise in audio files was removed by examining the energy before processing. We used the training data to create 600 synthetic crowd speech recordings for each class as the training data and another 600 to train a UBM, and generated 300 crowd speech recordings using the testing data for each class as the test data. Similarly to [2] , crowd speech (S) of speaker count (C) was artificially generated with decay modeling using I individual TIMIT recordings (x), with a distance of r i between the ith speaker and the microphone, and amplitude A i . Thus, distance was taken into account as:
where r 0 was set to 1 meter and A 0 was set as 1. r i is a uniformly and randomly generated value between 1 meter and the size of the room in Figure 1 .
Experimental configurations
For the purpose of classification comparison, we employed small crowd classes of {1, 2, 3, 4, 5, 6, 7, 8, 9} speakers as in [4] and large crowd classes of {5, 10, 20, 40, 80} speakers as in [2] , respectively. The rectangular room setting (8 × 10m) in [2] was used, as shown in Fig. 1(a) . However we limited the distance between two speakers to be no less than 0.5m [6] in order to make it more realistic, rather than assuming that average speaker density is no more than one speaker per square meter [2] . To estimate room occupancy count, we (i) trained models with the two entropy features, H mean and H std , as described in Section 3.3, and performed classification as shown in equation (3); and (ii) concatenated the feature vectors of H mean and H std to the DCT feature vector D c in the babble speaker count approach to improve the estimation accuracy.
Evaluation on small and large crowds
Apart from estimating the accuracies for large crowd in [2] , we also tested STE mode for a small crowd. Similarly, we evaluated the babble speaker count approach not only for small speaker count [4] but also for large speaker count. All three methods from Section 3 employed a Hamming window, and other parameter settings were the same as [2] and [4] , i.e., 50ms frame size in the STE mode method [2] and 125ms frame size, 19-dimensional MFCC (cepstral mean normalized [13] in our study), 32 mixture GMMs and 10-dimensional DCT in the babble speaker count method [4] . The number of bins in the histogram is 24 in this study, including both the small and large crowd classes. For the maximum-likelihood GMM classifier [7] , the number of mixtures was 1 for STE mode, and 3 for the entropy-based method.
Distance sensitivity investigation
To address the distance sensitivity question, we used the room setting shown in Fig. 1(b) to create new crowd speech recordings as the test data, and examined how estimation accuracies change due to this influencing factor.
Results and Discussion
To verify our hypotheses, the performance of the STE mode and babble speaker count methods, which are the baselines for this study, together with our proposed entropy based methods were evaluated under the same four conditions: small and large crowd size in close and remote-microphone distance. Fig. 2(a) shows the accuracies of the four methods for small crowd size classification in the two room settings shown in Fig. 1 . Among them, the method denoted as babble + entropy method is to examine the complementarity of the two methods by concatenating entropy features into DCT feature vector in the second stage of the babble speaker count. Fig. 2(b) presents the accuracies of the same four methods for large crowd estimation in the same two room settings. (Fig. 1(a) ) Remote ( Fig. 1(b) It can be observed that the proposed entropy method and Babble + Entropy provide strong classification accuracy across all conditions, although the entropy method is slightly weaker than others for the large crowd close-microphone problem. By contrast, the STE mode method seemed to have reasonable accuracy only for large crowd and not fine-grained occupancy estimation. This is probably because with a large increment in speaker count, the amount of energy change is as noticeable as that of acoustic space features for large crowd. Meanwhile, the two-stage babble speaker count method (new in this context) is able to estimate both small and large crowd size but its small crowd estimation performance is ordinary as shown in Table 1 . However, the fusion of entropy features and babble DCT features in the second stage of the babble speaker count method improves the estimation performance compared to the babble speaker count method only, as shown in Table 1 . Together with the two entropy based methods showing the best performance under most conditions, it suggests that the proposed entropy features are able to distinguish different speaker count regardless of the size of the crowds.
In terms of distance sensitivity, as indicated by Fig. 2 (a) and (b), it is as expected that the estimation performance of the STE mode method dropped significantly when speakers moved to the back corner of the room, whereas the other methods were more tolerant of the distance change. This is not surprising, because when speakers are far away from the microphone, they have less contribution to the energy, but they may have similar contributions to acoustic volume and the phoneme overlaps, which show up in the babble and entropy features. From this investigation, we can observe that our proposed entropy based method provides the best accuracies among previous studies and is currently the most robust method under the variations of the number of speakers and their locations in a room. Fig. 2 (c) provides a big-picture understanding of why the 2-dimensional entropy feature vector can achieve reasonably good estimation accuracy. We can see that the mean entropy, H mean , increases monotonically as the number of speaker increases from 1 to 80. As explained in Section 3.3, the entropy feature is an alternative to measure phoneme overlap using a phoneme detector. Our additional experiment using a phoneme detector [14, 15] confirmed that the entropy of the obtained phoneme posterior probabilities has the similar results to Fig. 2(c) . With so many speakers, the acoustic space is cluttered and the frame-level [9, 12] entropy is always high across many frames. The more speakers contribute their speech simultaneously in a crowd speech, the more frames have large entropy value.
Furthermore, we can observe that the mean entropy, H mean , saturates when the number of speakers increases beyond around 30, which means that the feature becomes less discriminative for large crowds. Interestingly, the variation of entropy across frames provides another picture. Fig. 2(c) demonstrates that the standard deviation of entropy, H std , increases as the speaker count increases slightly and then begins to decrease. For a single speaker, the variation among neighboring frames is small. When there are more speakers, this variation increases. For larger speaker counts, we speculate that the frame-level entropy is always high, and therefore the standard deviation of frame-level entropy is small.
It is worth noting that the analyses of small and large crowd sizes employed different numbers of trained classes. Their chance level accuracies are different (11% and 20% respectively), therefore, we cannot directly compare the accuracy of speaker count of 5 in both the small and large crowd size analysis. Meanwhile, the edge classes such as 1 and 9 in small crowd size analysis and 5 and 80 in large crowd size often achieved very high accuracies. This is very likely because these classes have only one neighbouring class where errors mostly occur, while other classes often have two, observed from their confusion matrices. Furthermore, the synthetic crowd speech data did not fully represent real-world conditions, since for example room reverberation and different spoken languages were not considered. These are worth further investigation in the future.
Conclusions
In this paper, we investigated two current methods and proposed a third one for room occupancy estimation in two key problem configurations of interest: small and large crowds, and close and remote microphone placements. From the perspective of an ideal speech-based occupancy estimation system, which is invariant to crowd size and room microphone positioning, we found that our proposed entropy based method outperformed other methods in previous studies. This seems to be because these two entropy features successfully represent acoustic space characteristics that are less influenced by the size of the crowd and their locations. Future work involves augmentations of speech-based occupancy estimation in more real-world environments, such as rooms with reverbaration issues and people speaking in different languages.
