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Évolution et modélisation de processus biologiques : application à la 
régulation de la compétence naturelle pour la transformation 
génétique 
Résumé 
Afin de faire face à différents types de stress et s’adapter à de nouveaux environnements, les 
bactéries ont développé de nombreux mécanismes génétiquement régulés. La compétence 
pour la transformation naturelle est un processus qui favorise le transfert horizontal de gènes. 
Si les espèces phylogénétiquement éloignées partagent des mécanismes conservés 
d’intégration et de remaniement de l’ADN, les circuits de régulation de la compétence ne sont 
toutefois pas universels mais adaptés au mode de vie de chaque espèce. Chez les bactéries 
Gram-positives, les cascades de régulation de Streptococcus pneumoniae et Bacillus subtilis 
sont les mieux documentées. Si de nombreux modèles mathématiques ont été établis pour 
étudier différents aspects de la régulation des compétences chez B. subtilis, un seul modèle à 
échelle de population a été développé pour S. pneumoniae, il y a plus de dix ans, sur la base 
d’hypothèses contestées par de nouvelles données expérimentales. 
Nous avons développé, chez S. pneumoniae, un modèle fondé sur la connaissance de la 
régulation de la compétence qui intègre les éléments biologiques essentiels connus à ce jour. 
La cohérence structurelle de la topologie du réseau est confirmée par le formalisme des 
réseaux de Petri. Le réseau est ensuite transformé en un ensemble d’équations différentielles 
ordinaires pour étudier son comportement dynamique. La cinétique des protéines a été 
estimée en utilisant des données de luminescence et l’estimation des paramètres a été 
contrainte à partir des connaissances disponibles. Après avoir testé des modèles alternatifs, 
nous avons proposé l’existence d’un produit de gène tardif supplémentaire pouvant inhiber 
l’action de ComW, l’activateur du facteur σx. Nous apportons également un nouvel éclairage 
sur cette cascade de régulation en prédisant la cinétique de composantes du système qui 
pourraient être impliquées dans des comportements spécifiques. 
Ce modèle consolide les connaissances expérimentales acquises sur la régulation de la 
compétence chez S. pneumoniae. De plus, il peut être appliqué aux autres espèces de 
streptocoques appartenant aux groupes mitis et anginosus puisqu’ils partagent le même circuit 
régulateur. À l’échelle populationnelle, la transition vers l’état de compétence se produit 
d’abord dans une sous-population de cellules et se propage ensuite dans toute la population 
par contact physique cellule à cellule. En permettant la simulation du comportement d’une 
cellule individuelle, le modèle pourra servir de module dans la conception d’un modèle d’une 
population bactérienne composée de cellules hétérogènes.   
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1. La biologie des systèmes 
Les systèmes biologiques comme les organismes, les cellules ou les biomolécules sont des 
systèmes organisés au travers de leurs structures et leurs fonctions. Ces systèmes ont été 
façonnés par l’évolution. Le dogme central de la biologie moléculaire peut être résumé de la 
façon suivante : les gènes codent pour des ARN messagers, les ARN messagers servent de 
modèles de synthèse pour les protéines et les protéines effectuent le travail de maintien et de 
développement cellulaire. Bien que l’information soit stockée dans les gènes sous la forme de 
séquence ADN, l’expression est rendue possible au travers de la machinerie cellulaire qui 
décode cette séquence, la traduit, donnant ainsi naissance à une structure et à une fonction. 
La description des entités biologiques et de leurs propriétés peut se penser sur plusieurs 
niveaux d’organisation et sur différentes échelles de temps : nous pouvons étudier des 
phénomènes biologiques à l’échelle de populations, d’individus, de tissus, d’organes, de 
cellules, de compartiments et jusqu’à l’échelle moléculaire. Ces systèmes, ou entités, peuvent 
avoir des dimensions allant de l’ordre du mètre (pour l’homme) au micromètre pour de 
nombreux types cellulaires. Les échelles de temps, au cours desquelles ces systèmes évoluent, 
vont de millions d’années de processus évolutifs à la seconde pour de nombreuses réactions 
biochimiques. De plus, chaque action dans la cellule implique différents niveaux 
d’organisation, incluant les voies de signalisation, les réseaux de régulation ainsi que le 
métabolisme de la cellule. Ces différents niveaux organisationnels interagissent entre eux et 
chaque réseau individuel doit ainsi être pensé, sinon intégré, dans un cadre plus large. 
En étudiant ces réseaux biologiques, nous pouvons être confrontés à des processus complexes 
qui ne peuvent pas être a priori expliqués, et dont l’issue ne peut être prédite par la seule 
intuition. En effet, des expériences permettent de générer des hypothèses sur le 
fonctionnement de processus biologiques, mais il demeure difficile de déterminer si ces 
hypothèses peuvent être combinées car il est souvent délicat de prévoir le comportement 
global d’un système complexe à partir de la seule connaissance de ses parties. Des modèles 
mathématiques et des simulations numériques peuvent alors aider à appréhender la dynamique 
de processus biologiques dans leurs globalités, à prédire leurs comportements et à comprendre 
l’effet de leurs interactions avec l’environnement. 
Cette approche holistique contraste avec l’approche plus réductionniste de la biologie 
moléculaire. Le basculement vers une approche systémique s’effectue de façon progressive 
depuis la fin du 20e siècle, notamment avec l’émergence de nouvelles techniques de 
séquençage ayant permis une observation, à l’échelle d’un système, de l’organisation des 
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réseaux cellulaires. Ces observations ont révélé la grande complexité de ces réseaux qu’il était 
difficile d’appréhender en étudiant individuellement leurs composants. L’approche 
traditionnelle en biologie moléculaire consiste à scinder un système en plusieurs parties, d’en 
analyser chaque élément pour ensuite réassembler les parties en un système entier. En 
complément, l’intention de la biologie des systèmes consiste à modéliser et à comprendre le 
système entier en se fondant sur le paradigme suivant : le système entier contient plus 
d’informations que la somme de ses parties et ne peut être compris que comme un tout 
(Kitano, 2002). 
Au sens large, un modèle est une représentation mathématique d’objets ou de processus qui 
explique les caractéristiques de ces objets ou de ces processus. Il existe cependant plusieurs 
paradigmes de modélisation : un ensemble de réactions biochimiques peut être représenté par 
un graphe avec des sommets correspondant aux métabolites et où les arrêtes spécifient les 
réactions entre métabolites ; ou bien, ce même réseau peut aussi être décrit par un système 
d’équations différentielles qui permet de prédire sa dynamique au cours du temps. Au-delà 
des concepts physiques généraux, un modèle doit également tenir compte des spécificités du 
système d’intérêt qui peuvent être justifiées par des travaux expérimentaux, par les 
connaissances biochimiques acquises sur plusieurs acteurs ainsi que par l’extrapolation de 
propriétés de systèmes proches dans l’évolution : un modèle doit être capable de résumer les 
connaissances acquises sur un système dans un cadre mathématique cohérent. 
Aussi, un modèle peut se définir comme la description d’un système en utilisant un langage et 
des concepts mathématiques. Les modèles sont toujours composés d’un ensemble de 
variables, de liens établissant des relations entre les variables, et d’un ensemble de contraintes 
(Le Novère, 2015). Le modèle mathématique d’un système sera constitué de ces trois 
structures, quel que soit le formalisme de modélisation utilisé. Premièrement, les variables 
représentent des constituants physiques (comme les molécules) ou des paramètres (comme les 
vitesses de synthèse et de dégradation, les constantes d’association) qui peuvent varier 
pendant la simulation. Ces variables correspondent aux entités biologiques, entités connues 
dont nous souhaitons prédire la cinétique. Notons aussi qu’elles sont utilisées pour comparer 
les prédictions du modèle et les résultats expérimentaux. Deuxièmement, les liens 
mathématiques unissent les variables et représentent ce qui est déjà connu ou ce que nous 
souhaitons tester au travers du modèle. Ces relations mathématiques peuvent prendre 
plusieurs formes. Sans être exhaustif, il peut s’agir d’un changement de vitesse de synthèse 
d’une variable en fonction de la valeur d’une autre variable, d’une règle logique dans le cadre 
des modèles booléens ou l’assignation d’une valeur à une variable en fonction de la valeur 
d’une autre variable pour les formalismes basés sur des règles d’assignement. Troisièmement, 
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les contraintes représentent le contexte de l’analyse mais aussi les processus ignorés lors de 
celle-ci. Parmi les contraintes, nous pouvons citer les conditions initiales du système (les 
valeurs prises par l’ensemble des variables au début de la simulation), les quantités qui ne 
peuvent pas être négatives ou, par exemple, ne pas être supérieures à un certain seuil pour 
certaines variables. 
Même des processus cellulaires simples impliquent de nombreux composants moléculaires et 
présentent des comportements non linéaires qui peuvent, de surcroît, interagir de manière 
complexe. Des modèles mathématiques d’interactions pertinentes à l’intérieur d’un système 
peuvent alors aider à décrire la structure du système de façon non ambiguë, à fournir une 
compréhension de sa fonction et à prédire le bon (ou le mauvais) comportement du réseau 
construit en regard des résultats expérimentaux. Grâce, entre autres, aux modèles 
mathématiques de réseaux de régulation, la biologie des systèmes est donc devenue une part 
importante des méthodologies utilisées en recherche en biologie. En complément du travail 
expérimental, les simulations numériques ont comme objectif de comprendre les bases 
moléculaires des fonctions cellulaires et de prédire les propriétés émergentes de systèmes 
complexes. Par exemple, les travaux sur la chimiotaxie bactérienne (Bray et al., 1993, Tindall 
et al., 2012) fournissent un exemple de recherche collaborative entre approche expérimentale 
et modélisation. Dans ce travail pionnier de modélisation du chimiotactisme bactérien, Bray et 
collaborateurs ont regroupé dans un réseau de réactions biochimiques l’ensemble des 
mécanismes connus jusqu’alors. Le réseau simulé reproduit précisément le phénotype de plus 
de 30 mutants, parmi lesquels des composés sont supprimés et/ou surexprimés, fournissant 
des cinétiques de réponses similaires à celles observées in vivo. Par ailleurs, notons que les 
modèles développés ces dernières années ont augmenté en taille comme le montre la 
reconstruction récente du métabolisme humain (Thiele et al., 2013). De plus, la modélisation 
complète d’un microorganisme (Karr et al., 2012) réalisée chez Mycoplasma genitalium ou 
encore les modèles multi-échelles d’organismes chez Arabidopsis thaliana (Chew et al., 
2014) prouvent qu’il est maintenant possible de modéliser, généralement sous forme 
modulaire, des réseaux de régulation avec des niveaux de précision et de complexité de plus 
en plus élevés. 
Les modèles mathématiques fournissent donc un moyen de tester, in silico, des hypothèses 
biologiques (Nelander et al., 2008, Ogilvie et al., 2015). Ils permettent également de résumer 
de façon cohérente l’ensemble des résultats publiés et d’assembler l’information disséminée 
dans un cadre mathématique cohérent en fonction des données disponibles et des questions 
auxquelles l’on souhaite répondre. La modélisation permet aussi de comparer le modèle 
généré avec des données publiées disponibles ou de le mettre en regard de nouveaux résultats 
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expérimentaux (mutants ou traitement médicamenteux par exemple (Flobak et al., 2015). 
Après plusieurs cycles de raffinement du modèle, ce dernier est particulièrement utile 
lorsqu’il permet de confirmer (ou d’infirmer) des hypothèses par rapport à l’intuition initiale, 
ou bien lorsqu’il permet de suggérer de nouvelles expériences (voir Figure 1 pour une vue 
schématique du processus de reconstruction et d’analyse de modèle). 
 
Figure 1. Processus de construction et d’analyse d’un réseau de régulation (adapté de de 
Jong, 2002). En partant d’un modèle initial construit à partir des connaissances acquises sur le 
système ou directement à partir de données expérimentales, le comportement du système est 
testé en simulant plusieurs conditions expérimentales. La comparaison des prédictions avec 
les profils expérimentaux d’expression donne une idée de l’adéquation du modèle aux 
données. Si les comportements prédits et observés ne sont pas congruents, le modèle doit être 
repensé. Les étapes de construction du modèle, de révision de celui-ci, de simulation du 
comportement du système et de comparaison du modèle aux données sont réitérées jusqu’à ce 
qu’un modèle acceptable soit obtenu. 
 
Les comportements complexes des systèmes biologiques ne peuvent souvent pas être réduits 
aux propriétés élémentaires de chacun de leurs composants. Ainsi, une analyse mathématique 
d’un processus régulé à l’intérieur de la cellule aide à la compréhension de la dynamique de 
ce processus. Des modèles mathématiques explicatifs et prédictifs sont utiles pour 
comprendre un système dans sa globalité. Ils peuvent en effet mettre en évidence des 
événements cellulaires anormaux et apporter de l’information sur la perturbation des voies de 
signalisation comme celles impliquées dans le développement de cancers (Laubenbacher et 
al., 2009). La modélisation de ces voies de signalisation peut améliorer la compréhension du 
développement de maladies et mieux discriminer les processus engagés dans leur progression. 
Ces analyses aident alors à suggérer de nouvelles approches thérapeutiques, comme par 
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exemple en pharmacocinétique et en pharmacodynamique, lors du développement de 
médicaments (Li et al., 2016). 
Un modèle ne reprend que certains aspects de la réalité mais cela peut être suffisant si 
l’intention du modèle est de répondre à des questions spécifiques. Par exemple, si le seul 
objectif d’un modèle est de prédire la sortie du système en fonction d’un signal d’entrée, ce 
modèle ne présentera qu’une relation entrée-sortie simplifiée et l’intérieur du modèle peut être 
considéré comme une boîte noire. En revanche, si un mécanisme biologique doit être élucidé 
précisément, alors la structure d’un système et les relations entre les parties doivent être 
décrites de façon réaliste. Mais le modèle mathématique doit rester aussi simple que possible 
pour permettre, non seulement une implémentation simple, mais aussi pour obtenir des 
résultats simples à interpréter. Les caractéristiques mentionnées ci-dessus ne définissent pas 
un modèle comme étant juste ou faux, mais elles déterminent s’il est approprié pour résoudre 
un problème. La phrase « Essentiellement tous les modèles sont faux mais certains sont 
utiles » formulée par le statisticien Georges Box est de ce fait une ligne de conduite 
appropriée pour construire un modèle. Le développement et l’analyse des modèles requièrent 
donc d’être adaptés en fonction du problème à résoudre, de la quantité mais aussi de la nature 
des données expérimentales disponibles. 
Les modèles mathématiques sont généralement élaborés et utilisés de façon itérative (Figure 
1). La première étape consiste à construire la structure du modèle en déterminant, à partir de 
la littérature ou de résultats expérimentaux, les entités biologiques pertinentes à inclure dans 
le modèle. Le nombre d’entités dépend à la fois de la question biologique posée et de la 
quantité de données disponibles pour paramétrer et valider le modèle. En effet, un modèle n’a 
pas nécessairement besoin d’inclure tous les composants connus d’un système, et les 
processus biologiques peuvent être décrits à différents niveaux de granularité. Choisir entre la 
possibilité d’une approximation d’un processus et l’exhaustivité de la description de ce 
processus est une étape clé lors de la construction d’un modèle mathématique. La seconde 
étape est la recherche de la nature des interactions entre composants et le choix des 
expressions mathématiques permettant de caractériser les relations entre ceux-ci. Cela peut 
aussi être réalisé à partir de la littérature scientifique ou par inférence à partir de résultats 
d’expériences de génomique fonctionnelle. Enfin, il est nécessaire de déterminer les valeurs 
des paramètres et les conditions initiales du système dans le cas des modèles quantitatifs, 
d’effectuer les simulations et les analyses mathématiques permettant de reproduire les 
observations ou menant à des prédictions. Dans chaque cycle, le modèle peut être incrémenté 
afin d’inclure de nouvelles variables, mais aussi être élagué si la complexité devient trop 
importante : considérer un nombre trop important d’espèces moléculaires peut en effet mener 
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à des difficultés lors du choix des expressions mathématiques ou lors de l’estimation des 
paramètres. 
Il existe deux approches principales dans le processus de construction d’un modèle (Le 
Novère et al., 2015). La première, appelée bottom-up, est basée sur les connaissances a 
priori : les relations entre entités sont obtenues à partir de la littérature scientifique, de bases 
de données publiques ou même à partir de modèles antérieurs. De nombreux modèles 
mathématiques de phénomènes cellulaires ont déjà été publiés dans la littérature scientifique 
selon cette approche. Ces modèles peuvent être entreposés dans des dépôts de modèles tels 
que les bases de données BioModels (Le Chelliah et al., 2013), CellML (Cuellar et al., 2003) 
ou JWS (Olivier et al., 2004). Ces bases de données fournissent alors une collection de 
modèles pouvant servir de points de départ pour incrémenter un modèle antérieur ou 
composer un module dans la construction de modèles plus larges. Par exemple, le modèle de 
la voie de signalisation du facteur EGFR (Epidermial Growth Factor Receptor) lors de la 
progression tumorale (Bidkhori. et al., 2012) a été construit en utilisant des modèles 
précédents de voies de transduction de signal activées par le facteur EGF : la voie PI3K 
(phosphoinositide 3-kinase) (Kiyatkn et al., 2006), la voie MAPK (mitogen-activated protein 
kinase) (Huang et Ferrell, 1996) et la voie de signalisation JAK/STAT (Yamada et al., 2003). 
Outre les bases de données contenant des modèles, il existe de nombreuses bases de données 
d’interactions protéiques issues d’expériences d’imuno-précipitation, pouvant alors servir 
d’ébauches dans l’élaboration de la topologie du modèle. Nous pouvons citer les bases de 
données IntAct (Orchard et al., 2014) ou STRING (Franceschini et al., 2013) qui regroupent 
des données de plusieurs natures comme celles issues d’expériences d’interactions protéines-
protéines ou de corrélations d’expressions de gènes. Cependant, ces bases de données ne 
contiennent que des informations de nature qualitative entre plusieurs entités et ne peuvent 
donc pas être directement utilisées dans le cadre d’un modèle dynamique. Les bases de 
données référençant des voies métaboliques comme KEGG pathway (Kanehisa et al., 2014) et 
MetaCyc (Caspi et al., 2016) fournissent des graphs orientés reliant les métabolites au travers 
de réactions. Les valeurs des paramètres des réactions biochimiques sous-jacentes à un réseau 
peuvent être retrouvées à partir de la littérature scientifique, mais aussi à partir de bases de 
données dédiées comme SABIO-RK (Witting et al., 2012) ou BRENDA (Schomburg et al., 
2013). Aussi, au-delà de l’analyse du modèle, l’inférence des paramètres d’un réseau de 
régulation de gènes à partir des données expérimentales est devenue une problématique 
centrale en biologie computationnelle. Comme le nombre de paramètres dépasse souvent le 
nombre de mesures disponibles, les modélisateurs utilisent généralement des données issues 
de différentes expériences pour paramétrer des modèles et peuvent aussi inclure des 
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connaissances biologiques supplémentaires lors de l’estimation des paramètres (Bachmann et 
al., 2011). Dans ce travail, les auteurs utilisent simultanément des données de RT-PCR 
quantitative, de spectrométrie de masse et des données de type dose-réponse afin de 
paramétrer leur modèle 
En regard de l’approche bottom-up utilisant les interactions moléculaires connues, nous 
pouvons rapidement mentionner les approches top-down qui consistent à inférer la topologie 
d’un réseau biologique, inconnue, seulement à partir de données expérimentales, et souvent à 
partir d’expériences de génomique fonctionnelle. De nombreuses méthodes implémentées 
existent pour traiter ce problème d’inférence de réseau (Gardner et al., 2003, Margolin et al., 
2006, Bonneau et al., 2006, Wang et al., 2007, Gitter et al., 2011). Nous pouvons, sans être 
exhaustif, citer par exemple les méthodes d’inférence bayésienne (Yu et al., 2004) qui 
permettent de calculer la probabilité qu’un ensemble de données soit produit par différentes 
topologies de réseau ou les méthodes statistiques qui d’établissent des corrélations entre 
variables (Langfelder et al., 2008) et permettent alors de déterminer si les variables sont 
indépendantes ou non à partir du concept suivant : si deux gènes sont systématiquement co-
régulés dans plusieurs conditions, il est probable qu’ils partagent des mécanismes de 
régulation communs. 
Les réseaux de régulation de gènes déterminent la manière dont les cellules contrôlent 
l’expression de leurs gènes, qui, outre les régulations post-transcriptionnelles et post-
traductionnelles, déterminent le niveau de production des protéines essentielles au maintien 
des fonctions cellulaires. Les protéines synthétisées à partir des gènes peuvent ainsi 
fonctionner comme facteurs de transcription en liant les sites régulateurs d’autres gènes, 
comme catalyseurs de réactions métaboliques ou comme intermédiaires de voie de 
signalisation. 
Les réseaux de régulation de gènes contrôlent la cellule à l’échelle génomique, en déterminant 
les gènes et la force avec laquelle ils sont transcrits en ARN qui servent eux-mêmes de 
modèles pour la synthèse protéique. Protéines et gènes ne fonctionnent pas de façon 
indépendante mais interagissent ensemble pour composer un réseau de régulation complexe : 
les protéines qui fonctionnent comme facteurs de transcription peuvent influencer 
positivement ou négativement l’expression d’autres gènes en liant leurs sites régulateurs, et 
ainsi influencer la production de protéines. Comme une majorité de réseaux de régulation de 
gènes implique de nombreux composés, interconnectés par des boucles de rétrocontrôle 
positives et négatives, dont la compréhension intuitive est difficile à appréhender, plusieurs 
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formalismes mathématiques ont été employés en biologie, pour mieux comprendre les 
systèmes régulés génétiquement (de Jong, 2002). 
 
2. État de l’art sur les différents formalismes de modélisation 
À un niveau abstrait, les composants d’un réseau peuvent être réduits à un ensemble de 
nœuds. Ces nœuds sont connectés les uns aux autres par des arêtes, chaque arête représentant 
une interaction entre deux composants. Les nœuds et les arêtes forment ensemble un réseau 
ou, selon un langage mathématique plus formel, un graphe. Habituellement, les interactions 
entre gènes sont représentées par des réseaux dans lesquels les gènes sont des sommets et les 
arêtes représentent les connexions régulatrices. Ces réseaux sont connus sous le nom de 
réseaux de régulation (Figure 2). 
 
Figure 2 Exemple d’un réseau de régulation de gènes constitué de trois gènes. (a) La 
protéine pz agit comme inhibiteur de l’expression du gène y alors que py agit comme 
activateur de l’expression de du gène x. (b) Les interactions entre les entités du réseau 
peuvent être représentées sous forme de graphe. (c) Variables du modèle. (d) Relation 
mathématique entre les variables sous la forme d’équations différentielles ordinaires. (e) En 
résolvant les équations du modèle, nous pouvons obtenir des prédictions pour les 
concentrations des variables d’état au cours du temps. 
 
L’augmentation des ressources computationnelles associée à la génération de grandes 
quantités de données sous forme numérique a permis le développement d’un certain nombre 
de méthodes afin de modéliser et de simuler ces réseaux de régulation. Cette diversité 
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d’approches a parallèlement conduit à la naissance d’une incertitude quant au choix de la 
méthode la plus adaptée lors de la mise en œuvre d’une approche de modélisation (Le Novère, 
2015). Plusieurs paradigmes de modélisation ont été développés dans le cadre de l’analyse des 
réseaux de régulation. Ces modèles peuvent globalement être divisés en deux classes de 
modèles : les modèles qualitatifs, et les modèles quantitatifs. Nous pouvons définir les 
modèles qualitatifs comme des modèles mathématiques dans lesquels les valeurs discrètes des 
variables sont déterminées par les combinaisons logiques des valeurs des autres variables. En 
complément, les modèles quantitatifs sont des modèles mathématiques dans lesquels les 
valeurs des variables sont déterminées par les paramètres du système et par l’analyse 
numérique des variables. 
Chaque approche possède ses avantages et ses faiblesses. Suite à des développements récents, 
il est aussi possible que les approches dites hybrides, mélangeant à la fois paradigmes 
quantitatifs et qualitatifs, prennent une place de plus en plus importante en modélisation. Les 
modèles quantitatifs qui sont souvent basés sur l’application des cinétiques chimiques ont été 
utilisés pour simuler pléthore de réseaux métaboliques, de voies de signalisation et de réseaux 
de régulation de gènes (voir l’article de revue Chen et al., 2010). Ces modèles permettent 
d’obtenir des concentrations exactes de molécules et d’examiner de façon fine la temporalité 
des acteurs du système. Parallèlement, l’apport d’expérimentations conduisant à une 
compréhension qualitative du système, comme des criblages phénotypiques, ont mené au 
développement de méthodes pour modéliser des réseaux de régulation de gènes sur la base de 
règles logiques (modélisation logique) (Thomas, 1973), permettant de répondre à des 
questions de nature plus qualitative. 
Dépendant à la fois de la taille du modèle, de la nature et de la quantité de données 
disponibles et de la granularité des réponses attendues des simulations, différentes approches 
peuvent être utilisées pour représenter des mécanismes de régulation. Utilisés avec des 
données expérimentales quantitatives, les modèles quantitatifs sont des outils puissants pour 
décrire et comprendre des systèmes biologiques. Leurs simulations fournissent des prédictions 
quantitatives dans le temps qui peuvent être déterminantes dans la compréhension de 
processus biologiques. Cependant, bien que la modélisation quantitative soit un formalisme 
naturel pour représenter des réseaux de molécules et qu’elle fournisse des prédictions 
précises, le manque de données cinétiques empêche son utilisation dans un certain nombre de 




Figure 3. Comparaison schématique des modèles de réseau de régulation (adapté d’après 
Karlebach et Shamir, 2008). Les formalismes de modélisation sont listés le long de l’échelle, 
allant des modèles qualitatifs aux modèles quantitatifs. 
 
Nous présenterons ici, sans être exhaustif, certains formalismes de modélisation (réseaux 
booléens, réseaux de Petri, les équations différentielles ordinaires ainsi que les modèles 
stochastiques). Ainsi, les équations différentielles linéaires par morceaux, formalisme proche 
des modèles logiques par leur niveau d’abstraction ne seront pas présentées (de Jong et al., 
2004, Casey et al., 2006). De même, les analyses de flux, très largement utilisées pour les 
modèles de métabolismes ne seront pas traitées ici (Dandekar et al., 2014). 
 
a. Les réseaux booléens 
L’utilisation de formalisme de modélisation se basant sur le modèle booléen a été initiée par 
Stuart Kauffman (Glass et Kauffman, 1973) et René Thomas (Thomas, 1973). Dans un 
modèle booléen, les variables peuvent aussi bien représenter l’activité d’un gène, la présence 
d’une protéine ou son absence dans la cellule, ou encore un phénotype (un individu malade ou 
sain par exemple). Dans un réseau booléen, la forme la plus simple des modèles logiques, une 
entité peut avoir deux états alternatifs : un état présent/actif (1) ou un état absent/inactif (0). 
Un gène peut par exemple être exprimé ou non, une protéine être présente ou non. Ainsi, un 
vecteur booléen décrit les états de toutes les entités et correspond à l’état global du système. 
L’état de chaque entité est ensuite mis à jour selon la présence des autres entités via une 
fonction booléenne : celle-ci représente les interactions entre les variables. Le système est mis 
à jour de façon synchrone, dès lors qu’à chaque incrémentation l’état de chaque entité est 
recalculé selon l’état de ses régulateurs au temps précédent et selon la fonction booléenne 
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(Figure 4). Ainsi, dans cet exemple, si la variable « a » est dans l’état 0 et que la variable 
« c » est dans l’état 1, alors « b » sera dans l’état 1. Les transitions entre les états dans un tel 
réseau sont déterministes. Une fois qu’un modèle logique est établi, les changements d’états 
consécutifs du système, appelés trajectoires, peuvent être reconstruits. Les changements d’état 
du système prennent place à chaque incrémentation du temps où le pas d’incrémentation peut 
avoir des valeurs différentes selon les transitions. En effet, dans les modèles logiques, le 
temps n’est pas représenté explicitement mais de façon abstraite. Au travers de ce formalisme, 
il est possible d’étudier les attracteurs possibles d’un système, c’est-à-dire lorsque un état du 
système ou une suite d’états sont reproduits à l’infini et peuvent être représentés par un état 
stable ou par un ensemble d’états traduisant un comportement oscillatoire. 
 
Figure 4. Exemple de réseau booléen (adapté d’après Karlebach et Shamir, 2008). Chacune 
des entités a, b ou c du réseau peut être dans l’état 0 ou 1. Les transitions obéissent aux 
fonctions de régulation montrées à droite. Les flèches indiquent les régulateurs de chaque 
nœud du réseau. Les pas de temps sont représentés par les flèches épaisses. L’état global du 
système est constitué, à un temps donné, par la combinaison des états des 3 entités. Ainsi, le 
système boucle entre 6 états globaux du système et une suite d’états globaux consécutifs est 
appelée une trajectoire. 
 
Les modèles booléens constituent la forme la plus simple des modèles logiques. Dans les 
modèles logiques, les variables peuvent prendre plusieurs valeurs, permettant alors de coder, 
de modéliser des comportements plus complexes avec des influences différentes d’une 
variable sur d’autres variables en fonction de son état. Les modèles logiques sont souvent 
utilisés avec des variables représentant des états qualitatifs qui prennent généralement comme 
valeurs des entiers discrets. Cela permet au modèle d’acquérir un aspect semi-quantitatif avec 
des quantités pouvant, par exemple, être considérées nulles, faibles, moyennes ou élevées, et 
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ainsi d’implémenter différents niveaux d’activation sur les partenaires du système (aucun 
effet, un effet stimulateur ou inhibiteur), comme l’illustre la modélisation du réseau de 
régulation contrôlant la morphogénèse florale chez Arabidopsis thaliana (Mendoza et al., 
1999). Dans ce travail, au travers de la modélisation de 10 gènes impliqués dans le 
développement floral, les auteurs proposent une analyse des états stables de ce réseau et 
retrouvent les motifs d’expressions géniques présents dans les organes floraux d’Arabidopsis. 
De plus, le modèle développé prédit l’existence d’un régulateur supplémentaire, permettant la 
transition de l’état végétatif à l’entrée de la voie de signalisation déterminant la floraison. 
Initialement développés il y a plus de 40 ans (Thomas, 1973), les modèles booléens sont 
restés relativement théoriques jusqu’à la fin des années 1990 où ils ont appuyé la modélisation 
de réseaux de régulation de gènes essentiellement impliqués dans la régulation du 
développement (Sánchez et al., 1997, Yuh et al., 1998). Les réseaux booléens ont aussi été 
utilisés pour analyser la relation entre les fonctions de régulation et la stabilité du réseau 
transcriptionnel chez la levure (Kauffman et al., 2003). Dans ce travail, les auteurs ont 
notamment montré que le réseau était stable lorsque des fonctions aléatoires de régulation 
étaient utilisées mais aussi que le nombre d’états stables augmente lorsque les fonctions de 
régulation utilisées avaient une réalité biologique. 
Afin d’étudier la dynamique de la régulation du cycle cellulaire chez la levure (Li et al., 
2004), des chercheurs ont construit un réseau de régulation à partir de la littérature, réseau 
dans lequel les fonctions de régulation sont des fonctions seuils, c’est-à-dire que la sortie du 
modèle est déterminée par la somme de ses entrées et par la comparaison de cette somme à un 
seuil. Par exemple, un gène qui est surexprimé si au moins deux des trois facteurs de 
transcription le régulant sont actifs, peut être modélisé par une telle fonction. Le modèle 
génère un ensemble de trajectoires et les auteurs montrent que ces trajectoires empruntent une 
suite d’états qui correspond aux phases du cycle cellulaire de la levure. De plus, la plupart des 
changements topologiques du modèle n’ont pas impacté de façon dynamique son 
comportement, indiquant que le modèle généré est robuste. Cependant, étant donné que 
l’analyse repose sur une énumération exhaustive de toutes les trajectoires possibles, cette 
méthode demeure utilisable seulement sur les petits réseaux. 
Depuis, les modèles logiques ont pris une part grandissante dans la compréhension de la 
différentiation cellulaire et ont été notamment utilisés dans l’étude de l’hématopoïèse 
(Bonzanni et al., 2013) et du développement des cellules souches embryonnaires (Xu et al., 
2014). De même que pour les réseaux de régulation de gènes, la modélisation des voies de 
signalisation cellulaire souffre également du manque de données pour réaliser des modèles 
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quantitatifs. Dans ces cas, les modèles qualitatifs ont permis de réaliser des avancées, par 
exemple dans la compréhension de plusieurs voies de signalisation (Wittmann et al., 2008, 
Calzone et al., 2010, Grieco et al., 2013). 
 
b. Les réseaux booléens probabilistes 
Il existe plusieurs paradigmes de modélisations logiques et de nombreuses contributions 
méthodologiques ont été déployées depuis les premiers modèles (voir la revue Morris et al., 
2010). En particulier, l’intégration du temps dans le modèle est sujette à plusieurs variations. 
Un schéma de mise à jour est en effet nécessaire lorsque des modèles qualitatifs sont simulés. 
Les variables dans des modèles logiques peuvent être actualisées de façon synchrone (où 
toutes les valeurs de toutes les variables sont calculées après chaque transition) ou de façon 
asynchrone quand une seule valeur de variable est mise à jour après chaque transition (Garg et 
al., 2008). Le schéma asynchrone nécessite l’ajout de fonctions de priorisation afin de 
déterminer quelle variable sera la première à être mise à jour. 
Souvent, à cause du manque de données expérimentales ou de la mauvaise compréhension 
d’un système, plusieurs fonctions de régulation peuvent être possibles pour décrire une 
réaction. Shmulevich et collaborateurs (2003) ont intégré cette incertitude dans les modèles 
logiques. Les auteurs ont travaillé sur cet aspect en modifiant un modèle booléen de telle 
façon qu’une entité puisse avoir plusieurs fonctions régulatrices, chacune d’entre elles étant 
probabilisée a priori par rapport aux données expérimentales. Ainsi, à chaque pas de temps, 
chaque entité est soumise à une fonction de régulation qui est sélectionnée de façon aléatoire 
selon les probabilités définies. Le modèle peut alors être considéré comme stochastique car un 
état initial donné du système peut mener à plusieurs trajectoires. Ce modèle génère une 
séquence d’états du système constituant une chaîne de Markov (processus stochastique dans 
lequel l’état suivant dépend seulement de l’état présent, sans tenir compte de la suite d’états 
ayant mené à l’état présent). Par exemple, un réseau probabiliste booléen a été utilisé pour 
modéliser un sous-réseau de 15 gènes inféré à partir de données d’expression de gliome 
humain (Shmulevich et al., 2003).  Cette analyse démontre que la distribution des variables à 
l’état stationnaire peut indiquer des relations de régulation possibles entre celles-ci : les entités 
qui ont les mêmes états dans une proportion significative des états globaux sont susceptibles 
d’être liées, comme proposé ici entre le facteur de transcription NFκB et le récepteur Tie-2 
régulant l’angiogenèse et le développement tumoral. Ainsi, les réseaux booléens probabilistes 
offrent une grande flexibilité, en intégrant notamment différentes fonctions de probabilité 
pour mettre à jour chaque sommet. Dans ce modèle stochastique, un seul état initial peut alors 
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évoluer vers différentes trajectoires, chacune associée à une probabilité. Les simulations 
stochastiques de ces modèles permettent de modéliser la variabilité des réponses aux 
perturbations envronementales (Liang et al., 2012). 
De récentes avancées méthodologiques portant sur les réseaux booléens ont permis d’intégrer 
un temps continu pendant les simulations en utilisant un formalisme discret (Stoll et al., 
2012). En effet, l’inconvénient majeur dans les modèles qualitatifs demeure l’absence d’états 
transitoires entre états du système où le temps est représenté par des pas discrets. Dans leurs 
travaux, Stoll et collaborateurs proposent une modélisation qualitative en temps continu, 
basée sur un processus de Markov en temps continu et appliquée dans un espace booléen. Par 
ailleurs, des régulations continues ont aussi été intégrées dans les modèles logiques grâce à la 
logique floue (Aldridge et al., 2009) qui permet d’encoder les valeurs intermédiaires prises 
par les variables. 
Comme pour les modèles quantitatifs, une part importante dans la construction des modèles 
logiques réside dans le paramétrage du modèle qui consiste ici, non pas à choisir des valeurs 
numériques de paramètres, mais à déterminer les fonctions logiques permettant de mettre à 
jour les valeurs des variables. Afin de faciliter le processus de construction du modèle, des 
méthodes (Terfve et al., 2012) permettent d’adapter automatiquement le modèle logique à des 
données expérimentales. Enfin, les modèles logiques permettent également l’utilisation de 
techniques de model checking qui évaluent si un modèle est capable de produire un 
comportement donné (Carrillo et al., 2012) mais que nous ne détaillerons pas ici. 
 
c. Les réseaux de Petri 
Les réseaux de Petri, nommés d’après Carl Petri (Petri, 1964), offrent une représentation 
graphique et un formalisme mathématique applicable à la modélisation de systèmes 
concurrents (Petri, 1962, Murata, 1989, Chaouiya, 2007, Koch et Heiner, 2008). Un réseau de 
Petri standard est un graphe orienté biparti (composé de deux classes de sommets tels que 
deux sommets de la même classe ne sont pas connectés) : les places et les transitions (voir 
Figure 5). En biologie, les places représentent généralement les ressources du système 
comme, par exemple des protéines, des métabolites ou même des gènes. Les transitions 
représentent les événements pouvant changer l’état des ressources. Les places et les 
transitions sont alors interconnectées par des arcs dirigés et orientés qui décrivent les relations 
entre ressources et événements. Ainsi, les arcs ne connectent seulement que des sommets de 
nature différente. Dans la représentation graphique, les places sont représentées par des 
cercles, les transitions par des carrés et les arcs dirigés par des flèches. Un arc connecte ainsi 
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une réaction (une transition) avec ses préconditions, les substrats de la réaction d’une réaction 
(les pré-places), avec les post-conditions, les produits d’une réaction (post-places). Le poids 
des arcs définit le nombre d’éléments d’une ressource qui est consommé ou produit par une 
transition. Ce sont les coefficients stœchiométriques des réactions. Enfin, les jetons sont les 
éléments dynamiques du réseau et peuvent se déplacer d’une place à une autre selon la 
transition connectant les deux places. Pour une place représentant une ressource, le nombre de 
jetons de cette place indique le nombre de ressources disponibles pour cette place (par 
exemple le nombre de protéines). À chaque instant dans réseau de Petri, une place peut 
contenir 0 ou un nombre entier positif de jetons. La distribution du nombre de jetons sur 
l’ensemble des places décrit un état du système, appelé aussi marquage du réseau de Petri. Le 
marquage initial exprime l’état initial du système. Pour démarrer le réseau, les transitions 
doivent être réalisables. Une transition est dite réalisable si ses pré-places contiennent au 
moins autant de jetons que le nombre défini par le poids des arcs connectés aux pré-places de 
la transition. À tout moment, chaque transition qui a suffisamment de jetons dans ses pré-
places peut être déclenchée. Si une transition est réalisée, le nombre requis de jetons est retiré 
des pré-places et le nombre requis de jetons est ajouté aux post-places, selon le poids de 
chaque arc. Ce mouvement de jetons représente alors l’évolution dynamique du système. 
Dans l’exemple présenté, les transitions t1 et t3 peuvent être déclenchées en alternance 
indéfiniment, alors qu’aucune autre transition ne peut être déclenchée après le déclenchement 




Figure 5. Exemple de réseau de Petri (adapté d’après Karlebach et Shamir, 2008). Le réseau 
contient des places (cercles bleu) qui sont les entités du modèle et des « transitions » 
(rectangles) qui constituent les fonctions de régulation et définissent la dynamique du modèle. 
Les arcs connectent les pré-places aux transitions et les transitions vers leurs post-places. Les 
jetons sont représentés par des points associés aux places. Les labels des flèches indiquent 
quelle transition est déclenchée. 
 
Les réseaux de Petri permettent de réaliser des analyses de structure du réseau parmi 
lesquelles les recherches de T-invariants et de P-invariants. Les P-invariants représentent un 
ensemble de places dont la somme des jetons est constante et met en évidence une 
conservation de matière dans une sous-partie du réseau. Les T-invariants représentent un 
ensemble de transitions dont les réalisations permettront au système de retourner à son état 
initial. Ces T-invariants permettent par exemple de mettre en évidence des comportements 
oscillatoires ou cycliques du réseau de Petri étudié. Les analyses des P et des T-invariants 
peuvent donc être utilisées pour vérifier, qualitativement, la cohérence d’un modèle, et pour 
tester la validité des hypothèses biologiques incorporées dans le modèle. 
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Afin d’obtenir les invariants du réseau, il est nécessaire de calculer la matrice d’incidence C 
qui contient pour chaque transition (colonne) et pour chaque place (ligne) du réseau la 
différence entre le nombre de jetons et le nombre de jetons consommés, donné par : 
𝐶 = 𝑃𝑜𝑠𝑡 − 𝑃𝑟𝑒 
où 𝑃𝑜𝑠𝑡 est la matrice de post-condition et 𝑃𝑟𝑒 la matrice de pré-condition. La matrice de 
pré-condition contient le poids des arcs allant des pré-places aux transitions et la matrice de 
post-condition contient le poids des arcs allant d’une transition aux post-places. Un vecteur de 
places 𝑥  est appelé P-invariant s’il s’agit d’un vecteur d’entiers non-négatifs solution du 
système linéaire d’équation 𝑥𝑇 .  𝐶 = 0 et un vecteur de transitions 𝑦 est appelé T-invariant 
s’il s’agit d’un vecteur d’entiers non-négatifs solution du système linéaire d’équation 𝐶 .  𝑦 =
0 (voir Figure 6). Dans cet exemple, comme chaque place appartient à un P-invariant et que 
chaque transition appartient à un T-invariant, on dira que le modèle est couvert à la fois par 
des P et des T-invariants. 
 
Figure 6. Exemple de calcul d’invariants d’un réseau de Petri. Les places (P1, P2 et P3) 
sont représentées par des ronds et les transitions T1 et T2 sont représentées par des carrés. 
Seules les places P2 et P3 sont marquées avec des jetons. Comme les arcs ne sont pas 
pondérés, cela signifie que les poids sont de 1, i.e., un jeton est consommé ou produit par 
chaque transition. Les lignes dans les matrices de pré-condition, de post-condition et de la 
matrice d’incidence correspondent aux trois places dans l’ordre suivant P1, P2 et P3, et les 
colonnes aux deux transitions T1 et T2. La matrice d’incidence est utilisée pour calculer les P 
et les T-invariants.  
 
L’ensemble de transitions (ou de places) correspondant aux valeurs non nulles dans un T-
invariant x (ou P-invariant) est appelé support de cet invariant x et s’écrit supp(x). Un 
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invariant x est appelé minimal s’il ne contient pas d’autre invariant z, i.e., il n’existe aucun 
invariant z tel que son support est inclus dans le support de l’invariant x 
(∄ 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡 𝑧 𝑠𝑢𝑝𝑝(𝑧) ⊂ 𝑠𝑢𝑝𝑝(𝑥)) (Murata, 1989). 
La description de réactions biochimiques, principalement très qualitative, utilisant les réseaux 
de Petri, est simple à assimiler, et les réseaux de Petri ont en majorité été très utilisés pour 
décrire des réseaux métaboliques (Marwan et al., 2005, Sackmann et al., 2006, Grunwald et 
al., 2008, Formanowicz et al., 2011, Cordero et al., 2011, Formanowicz et al., 2013, 
Geistlinger et al., 2013). Voici des exemples de questions auxquelles il est possible de 
répondre en utilisant les réseaux de Petri : combien de transitions sont nécessaires pour que le 
système transite d’un état A à un état B ? Toutes les réactions sont-elles essentielles au 
comportement du système ? 
Chaouiya et collaborateurs (2004) ont montré que les réseaux de Petri pouvaient représenter 
non seulement des voies de biosynthèse mais aussi des réseaux de régulation, en y ajoutant 
des fonctions de régulation. Cela a ainsi mené à la publication d’un travail exposant que les 
couches métaboliques et régulatrices des réseaux pouvaient être intégrées dans un réseau de 
Petri, afin de modéliser par exemple la voie de biosynthèse du tryptophane chez E. coli 
(Simao et al., 2005). Steggles et collègues ont modélisé le réseau de régulation de la 
sporulation de Bacillus subtilis (Steggles et al., 2007) en utilisant les réseaux de Petri. Leurs 
résultats génèrent un comportement qui est en accord avec les résultats expérimentaux ; par 
exemple, lorsque le réseau est initialisé dans un état qui correspond à l’état végétatif, en 
activant le signal de sporulation la dynamique du système mène à un état correspondant à la 
sporulation. Le modèle prédit par ailleurs correctement les capacités de sporulation des 
différents mutants. 
 
d. Les équations différentielles ordinaires 
Sans aucun doute, l’approche la plus utilisée pour modéliser des réseaux moléculaires 
dynamiques est celle basée sur l’application des cinétiques chimiques au travers des équations 
différentielles ordinaires. Une réaction chimique est la transformation d’un ensemble de 
substances appelées réactants en un autre ensemble de substances appelées produits. Les 
quantités consommées ou produites par une réaction sont appelées coefficients 
stœchiométriques. Ce coefficient est positif pour les produits et négatif pour les réactants. Si 
une substance n’est ni consommée ni produite par une réaction, alors son coefficient 
stœchiométrique est nul. À l’échelle microscopique, pour qu’une réaction chimique ait lieu, 
les acteurs de cette réaction doivent entrer en collision. La probabilité d’une telle collision 
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dépend notamment de la densité locale des réactants et, dans des environnements homogènes, 
de leur concentration. La relation mathématique décrivant ce principe fut découverte par 
Guldberg et Waage (1864) qui supposèrent qu’à l’équilibre, les vitesses des réactions forward 
et backward étaient égales et que ces vitesses étaient proportionnelles à la concentration des 
réactants exposant le coefficient de stœchiométrie. Cette relation, liant vitesse d’une réaction 
et concentration des réactants, est appelée loi d’action de masse. Les vitesses de réactions sont 
proportionnelles au produit de la concentration des réactants exposant l’ordre partiel des 
réactions. La somme de tous les ordres partiels est appelée l’ordre d’une réaction et le facteur 
de proportionnalité est la constante de vitesse 𝑘, d’où la relation suivante : 
𝑣 = 𝑘 ∗  [𝐴]𝑎 ∗  [𝐵]𝑏 
La loi d’action de masse permet de modéliser toutes les réactions élémentaires de liaisons, de 
dissociations, de catalyses et d’états transitoires d’un système. Cette approche est la plus 
précise si une étude quantitative, bien souvent pour de petits réseaux moléculaires, doit être 
entreprise. Cependant, dans certaines conditions, des lois de vitesse simplifiées peuvent être 
utilisées. La simplification la plus fréquente des réactions de synthèse est la cinétique 
d’Henry-Michaelis-Menten. En effet, si la formation du complexe enzyme-substrat (ou 
ligand-récepteur ou promoteur-facteur de transcription) est plus rapide que la synthèse du 
produit enzymatique, il n’est alors pas nécessaire de modéliser le complexe enzyme-substrat. 
La vitesse de formation du produit enzymatique est alors : 
𝑣 =
𝑣𝑚𝑎𝑥 ∗ [𝑆]
𝐾𝑚 +  [𝑆]
 
où 𝑣𝑚𝑎𝑥  est la vitesse maximale de la réaction, [𝑆] la concentration en substrat et 𝐾𝑚  la 
concentration de substrat nécessaire pour atteindre la moitié de la vitesse maximale de la 
réaction. Souvent, le détail des mécanismes moléculaires sous-jacents à un processus est 
inconnu, ou bien le but est de réduire la complexité du processus et de se concentrer sur l’effet 
principal d’un composant. Une façon générique de représenter des modulations de synthèse si 
les mécanismes biochimiques sous-jacents sont inconnus est de multiplier l’activité d’un gène 




où 𝐾 représente la concentration de 𝑋 pour laquelle son effet est de 50%. Ainsi, si 𝑋 tend vers 
0, la fonction (et donc l’activité du promoteur) tendra vers 0 et, inversement, si 𝑋 est très 
grand la fonction tendra vers 1. La valeur de 𝐾 représente donc la sensibilité de la réponse. 
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Ainsi, plus 𝐾 est faible, plus rapide sera la réponse pour une valeur de 𝑋 donnée. L’exposant 
𝑛 contrôle la pente de la réponse à 𝑋 (correspondant à la coopérativité). Avec 𝑛 égal à 1, le 
système répond linéairement à 𝑋 et lorsque la valeur 𝑛 augmente, la réponse sera de moins en 
moins linéaire et deviendra alors une réponse de type seuil (Figure 7). 
 
Figure 7. Activité d’un promoteur décrit par une fonction de Hill (extrait de « An 
Introduction to Systems Biology: Design Principles of Biological Circuits » de U. Alon). 
L’activité du promoteur Y est exprimée en fonction de la quantité de l’activateur 𝑿 pour 
différentes valeurs du coefficient de Hill 𝒏. L’activité maximale du promoteur est 𝜷. 
 
Prenons l’exemple de la réaction suivante, où le réactant 𝑥 est transformé en produit 𝑦 grâce à 
l’action de l’enzyme 𝑎 : 
 
En utilisant la fonction de Hill, l’évolution de 𝑦 au cours du temps peut alors s’écrire : 
𝑑[𝑦]
𝑑𝑡
= 𝑣𝑚𝑎𝑥 ∗ [𝑥] ∗  
[𝑎]𝑛
𝐾𝑎𝑛 +  [𝑎]𝑛
 




L’on peut décrire l’évolution de 𝑦 au cours du temps par l’équation suivante : 
𝑑[𝑦]
𝑑𝑡
= 𝑣𝑚𝑎𝑥 ∗ [𝑥] ∗  
𝐾𝑖𝑚
𝐾𝑖𝑚 +  [𝑖]𝑚
 
où 𝐾𝑖 représente la concentration de l’inhibiteur 𝑋 pour laquelle son effet est de réduire de 
moitié la vitesse maximale de la réaction. 
Finalement, il est possible de combiner plusieurs fonctions de Hill et nous pouvons alors 
modéliser la coexistence d’un activateur et d’un inhibiteur agissant sur un même processus : 
 




= 𝑣𝑚𝑎𝑥 ∗ [𝑥] ∗  
[𝑎]𝑛





ou dans le cas d’une inhibition compétitive entre deux régulateurs liant un seul site : 
𝑑[𝑦]
𝑑𝑡
= 𝑣𝑚𝑎𝑥 ∗ [𝑥] ∗
[𝑎]𝑛





De la même façon, il sera possible de combiner plusieurs fonctions de régulation pour le 
même régulateur afin de représenter différents modes de régulation selon la concentration du 
régulateur. Des réactions plus complexes peuvent aussi être modélisées en prenant par 
exemple en compte des niveaux basaux d’expressions en l’absence d’activateurs, une non-
indépendance entre plusieurs régulateurs, etc. 
Sans être exhaustif, cette formulation a été utilisée, au travers des équations différentielles 
ordinaires, dans la modélisation de très nombreux systèmes biochimiques comme, par 
exemple, pour la voie de signalisation du calcium dans des cellules musculaires (Parthimos et 
al., 2007), dans des modèles du cycle cellulaire chez les mammifères (Yao et al., 2011) et 
dans des modèles de réseaux de régulation contrôlant le cycle cellulaire chez les bactéries (Li 
et al., 2008, Lin et al., 2010). Les fonctions de Hill ont aussi été employées pour comprendre 
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la segmentation cellulaire en biologie du développement (Von Dassow et al., 2000, Goldbeter 
et al., 2008, Ozbudak et al., 2008). 
Bien que les fonctions de Hill soient très souvent utilisées, il faut être conscient que cette 
relation repose sur des hypothèses qui peuvent ne pas toujours être valides en pratique : 
l’hypothèse centrale de ce modèle est que la liaison ainsi que la dissociation du régulateur 
sont des processus extrêmement rapides en regard des processus régulés et peuvent ainsi être 
ignorées parce que la fraction de régulateur liée est à l’équilibre. Bien que cette hypothèse ne 
soit pas toujours valide pour des cascades de signalisation dans lesquelles les perturbations et 
les réponses sont sur la même échelle de temps que les associations et les dissociations, elle 
demeure généralement valable pour les réseaux de régulation de gènes grâce à la différence 
importante entre la dynamique de diffusion du facteur de transcription et de sa liaison au 
promoteur par rapport au processus de transcription et de traduction. 
Ainsi, les équations différentielles ordinaires permettent de décrire le changement d’une 
variable du système au cours du temps en fonction des valeurs des autres variables et des 
paramètres du système. Les équations différentielles ordinaires sont déduites de la 
combinaison de différentes réactions dans lesquelles une entité, représentée par une variable, 
est impliquée. L’abondance de chaque espèce moléculaire (la concentration d’un métabolite, 
une quantité d’ARNm, etc.) est assignée à une variable d’état dans le modèle. Cette quantité 
est contrôlée de façon dynamique par combinaison de tous les processus qui contribuent à 
augmenter la quantité d’une espèce moléculaire (par exemple la synthèse, l’import ou 
l’activation) et de tous les processus qui contribuent à la diminution de la quantité de cette 
espèce (par exemple dégradation, export et inhibition). Chaque processus est caractérisé par 
une vitesse, modélisée par une réaction (loi d’action de masse, fonction de Hill, etc.) modulée 
par plusieurs paramètres, y compris la quantité ou l’activité d’autres espèces moléculaires. Le 
système peut ensuite être simulé, en utilisant une méthode d’intégration numérique, ce qui 
permet de calculer les changements des valeurs de variables sur de courts intervalles de 
temps. Finalement, le comportement dynamique obtenu avec le modèle est l’évolution de 
l’ensemble des variables d’état au cours du temps. Les équations de vitesse ont la forme 
mathématique suivante : 
𝑑𝑥𝑖
𝑑𝑡
=  𝑓𝑖(𝑥),      1 ≤ 𝑖 ≤ 𝑛,  
où 𝑥 =  [𝑥1, … , 𝑥𝑛]  ≥  0 est un vecteur de concentrations de protéines, d’ARN messagers ou 
encore de métabolites du système, et 𝑓𝑖 est une fonction généralement non linéaire comme par 
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exemple la fonction de Hill mentionnée précédemment. La vitesse de synthèse de 𝑥𝑖 est ainsi 
dépendante des concentrations du vecteur 𝑥. 
Outre les variables, le modèle comporte également des paramètres dont les valeurs sont 
généralement fixées. Ces paramètres du modèle caractérisent l’interaction du système avec 
l’environnement. Par exemple, nous pouvons citer les constantes d’association, les vitesses 
maximales de synthèse ou encore les constantes de dégradation. Un changement dans les 
valeurs des paramètres du modèle correspond à un changement des conditions 
environnementales ou du système lui-même. Ainsi, les paramètres du modèle sont la plupart 
du temps tenus constants pendant les simulations, mais leurs valeurs peuvent varier pour 
explorer le comportement du système sous certaines perturbations ou dans un environnement 
différent, correspondant par exemple à différentes conditions expérimentales. 
Enfin, les équations différentielles ordinaires constituent un paradigme déterministe. Un 
modèle mathématique est dit déterministe si son comportement est exactement reproductible. 
Bien que le comportement d’un modèle déterministe soit dépendant d’un ensemble de 
conditions spécifiques, aucune force extérieure n’influence le système et plusieurs simulations 
répétées sous une même condition sont toujours parfaitement identiques (ce sont des réplicas 
parfaits). Les formalismes déterministes comme les équations différentielles ordinaires sont 
très bien adaptés à la modélisation dynamique du fonctionnement d’un réseau de régulation, 
mais ils ne considèrent uniquement que le comportement moyen d’une population de cellules 
génétiquement identiques, contrairement aux modèles stochastiques. 
 
e. Les modèles stochastiques 
En complément des modèles déterministes, les modèles stochastiques permettent d’introduire 
du bruit, de l’aléatoire, dans le comportement des systèmes. En effet, de nombreuses preuves 
expérimentales suggèrent que l’expression génique, à la fois chez les eucaryotes et les 
procaryotes, est un processus intrinsèquement stochastique (Elowitz et al., 2002, Rao et al., 
2002, Longo et al., 2006). Cela est particulièrement vrai lorsque les réactions biochimiques 
cellulaires (e.g. liaison/dissociation de facteurs de transcription aux promoteurs, traduction, 
etc.) sont réalisées par des molécules présentes en faible quantité, rendant les formalismes 
déterministes peu précis pour décrire le comportement d’une cellule (Paulsson 2002, 
Wilkinson 2006). En effet, il existe une variabilité inter-cellulaire, dite « intrinsèque », liée au 
déplacement des molécules de façon aléatoire à l’intérieur de la cellule entraînant une 
fluctuation de l’expression génique et une variabilité, dite « extrinsèque », liée à la fluctuation 
des autres composants cellulaires (Elowitz et al., 2002). La stochasticité des processus 
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biologiques n’est pas considérée lors de la modélisation par équations différentielles 
ordinaires en moyennant les comportements divergents au sein d’une population cellulaire. 
Tout réseau biologique est composé de réactions de nature stochastiques et peut alors avoir 
des issues différentes à partir d’une même condition initiale. Lorsque le nombre de molécules 
impliquées dans un processus est important, la loi d’action de masse peut être utilisée pour 
calculer la variation de concentration et quasi aucun effet stochastique n’est observable. 
Cependant, lorsque le nombre de molécules impliquées dans la régulation d’un processus est 
faible, il est alors possible d’observer des effets stochastiques comme dans le processus 
décisionnel du phage lambda d’entrée en phase lytique ou en phase lysogénique (Arkin et al., 
1998) ou lors du déclenchement de la compétence chez Bacillus subtillis (Süel et al., 2006). 
Ainsi, des expériences menées à l’échelle de la cellule unique ont montré l’aspect 
stochastique des processus de transcription et de traduction (Ozbudak et al., 2002, Raj et al., 
2006, Cai et al., 2006). 
L’algorithme utilisé pour simuler des modèles stochastiques, différents des modèles 
déterministes, est l’algorithme de Gillespie (Gillespie, 1976) qui utilise comme paramètres le 
nombre initial de molécules de toutes les espèces moléculaires ainsi que les probabilités de 
chacune des réactions. La dynamique du système est ensuite simulée réaction par réaction. La 
probabilité d’une réaction est alors la probabilité qu’une combinaison donnée de molécules 
puisse participer à ces réactions dans un intervalle de temps infinitésimal. 
 
f. Limites des approches quantitatives et qualitatives 
Bien que les modèles quantitatifs constituent un formalisme permettant de décrire de façon 
réaliste les mécanismes biologiques, et bien que cette approche fournisse les prédictions très 
précises, le manque de données quantitatives, entraînant des difficultés à optimiser de façon 
satisfaisante les paramètres d’un modèle, empêche bien souvent l’utilisation de ce paradigme 
de modélisation. De plus, la description des réactions, en raison de sa précision, est 
extrêmement sensible à la multiplicité d’états que peut prendre une protéine. Par exemple, une 
protéine peut posséder plusieurs conformations, différents états de méthylations, ou bien être 
intégrée à plusieurs complexes protéiques. Des promoteurs peuvent avoir différents niveaux 
d’occupation. Ces états, lorsqu’ils sont inconnus, peuvent alors impacter la nature des 
prédictions faites par le modèle et lorsqu’ils sont a priori connus, ils peuvent mener à une 
explosion combinatoire du nombre de variables et de réactions, rendant le modèle difficile à 
interpréter (Le Novère, 2015). Enfin, le cadre théorique des réactions chimiques suppose une 
distribution homogène des réactants dans le système. Or, beaucoup de réactions de 
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signalisation sont distribuées de façon hétérogène dans les compartiments cellulaires, prenant 
place, par exemple aux pôles des cellules ou au sein des membranes cellulaires. De même, les 
régulateurs de gènes sont présents en faible nombre et les réactions prennent place de façon 
localisée dans des régions spécifiques de l’ADN. 
Malgré leur rapidité d’implémentation, les modèles logiques présentent certains 
inconvénients. D’abord, le nombre d’états du graphe d’états de transition augmente de façon 
exponentielle avec le nombre de variables. Si le calcul du graphe d’états de transition et des 
attracteurs (c’est-à-dire les solutions stables du modèle) n’est pas un problème complexe pour 
les ordinateurs modernes, en revanche, extraire de l’information de ce graphe peut s’avérer 
compliqué. De plus, l’absence de représentation du temps dans les modèles booléens simples 
rend difficile la prise en compte des processus rapides et des délais dans le cas de réactions 
lentes. Enfin, à cause de la nature purement qualitative de ce paradigme, il est souvent 
difficile de choisir entre des comportements alternatifs proposés par le modèle logique : par 
exemple, une boucle de rétrocontrôle négative devrait toujours donner lieu à un comportement 
périodique, alors que, dans un modèle quantitatif, le modèle peut converger vers un état 
d’équilibre ou avoir un comportement oscillatoire dépendant de la force du rétrocontrôle 
négatif. Ainsi, pour pallier ces problèmes, des modèles hybrides, mélangeant paradigmes 
qualitatifs et quantitatifs, ont été développés (Le Novère, 2015). 
 
g. Les modèles hybrides 
En raison de l’étendue des processus biologiques à représenter et à cause de l’hétérogénéité 
des mesures expérimentales disponibles pour construire et valider le modèle, il est possible 
d’utiliser des approches hybrides de modélisation dans lesquelles des représentations 
qualitatives et quantitatives sont utilisées dans un même modèle. Cette approche a été 
proposée dans le cadre de la modélisation de réseaux de régulation de gènes (McAdams et 
Shapiro, 1995). Une possibilité, par exemple, est d’utiliser à la fois les équations 
différentielles ordinaires pour représenter les processus lents et les équations différentielles 
par morceaux pour représenter sous forme booléenne l’état des composés qui changent 
rapidement de forme (Singhania et al., 2011). Des modèles logiques de voies de signalisation 
peuvent également être combinés avec des modèles quantitatifs du métabolisme, pour 
représenter les cinétiques quantitatives de parties du réseau lorsque cela est nécessaire (Ryll et 
al., 2014). 
Les processus biologiques prennent place sur différentes échelles de temps ; cela a mené au 
développement de modèles où le métabolisme est représenté à l’état stationnaire et au sein 
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duquel est intégrée la modélisation logique de la régulation du réseau de gènes (Shlomi et al., 
2007). Ces approches ont connu un succès notamment avec la modélisation entière de 
Mycoplasma genitalium qui, sous une forme modulaire, associe différents paradigmes de 
modélisation faisant de l’ensemble du modèle un système hybride. Ce modèle, basé sur la 
synthèse de plus de 900 publications, utilise les équations différentielles ordinaires, des 
processus stochastiques et des analyses de flux pour simuler 28 modules représentant 
l’ensemble des réseaux de gènes, les voies de signalisation et les voies métaboliques de ce 
microorganisme (Karr et al., 2012). Les modules ont été construits, paramétrés et testés 
indépendamment. Certains processus biologiques ont été étudiés de façon quantitative alors 
que d’autres processus, moins bien caractérisés, sont décrits à partir de formalismes 
qualitatifs. Ainsi, chaque module a été décrit à l’aide du formalisme mathématique le plus 
approprié. Par exemple, le métabolisme a été modélisé en utilisant une analyse de balance de 
flux alors que la dégradation des ARN et des protéines a été modélisée grâce à des processus 
de Poisson. 
 
3. Description du modèle biologique : la régulation de la transformation 
génétique 
Streptococcus pneumoniae, également appelé pneumocoque fait partie, sous forme 
commensale, de la flore naturelle des muqueuses, la sphère oropharyngée. Sous l’influence de 
certains facteurs comme une immunodépression, il peut devenir pathogène et être alors 
responsable de pathologies respiratoires (pneumonies, bronchites, pleurésies, sinusites). Le 
pneumocoque est notamment la cause la plus commune de méningites bactériennes 
communautaires chez l’adulte (Catterall, 1999). Plus d’un million de décès lui sont attribués 
chaque année dans le monde, parmi lesquels une majorité d’enfants, particulièrement dans les 
pays en voie de développement. 
Découverte chez le pathogène humain Streptococcus pneumoniae (Griffith, 1928), la 
transformation génétique bactérienne est un mécanisme génétique programmé de transfert 
horizontal de gènes qui est largement distribué dans différents groupes taxonomiques. L’état 
physiologique transitoire, et par conséquent régulé, pendant lequel une bactérie est capable 
d’assimiler l’ADN extracellulaire est appelé état de compétence. Ce mécanisme peut 
permettre aux bactéries d’acquérir de nouveaux gènes ou de nouveaux allèles et, ainsi, de 
s’adapter à des changements de conditions environnementales, favorisant par exemple 
l’apparition de résistances aux antibiotiques ou permettant d’échapper aux vaccins (Croucher 
et al., 2011). En effet, S. pneumoniae possède de nombreux sérotypes capsulaires. La capsule 
est une enveloppe polysaccharidique recouvrant la bactérie et qui, chez S. pneumoniae, est 
31 
Mathias Weyder 
indispensable à la virulence car elle permet d’inhiber la phagocytose des macrophages. La 
capsule est aussi l’un des principaux déterminants antigéniques ciblés du système 
immunitaire. C’est pourquoi elle est utilisée dans la préparation de vaccins. Cependant, à 
cause de la transformation génétique naturelle, il a été constaté une importante variabilité 
capsulaire, rendant problématique l’élaboration d’un vaccin efficace (Croucher et al., 2011). 
La transformation naturelle est un programme génétique qui a été référencé chez environ 80 
espèces (Johnston et al., 2014). Dans cette étude, les auteurs ont montré que même des 
espèces éloignées dans l’évolution partagent une machinerie protéique conservée permettant 
l’internalisation et le remaniement de l’ADN. Ce mécanisme repose sur un ensemble de gènes 
conservés, exprimés de façon simultanée. Contrairement aux autres mécanismes de transfert 
de gènes comme la transduction et la conjugaison, la transformation génétique est entièrement 
dirigée par la cellule receveuse et toutes les protéines essentielles à la transformation 
génétique sont codées par le génome cœur. En revanche, les mécanismes régulant la mise en 
place de cette machinerie protéique semblent diverger entre les espèces (Fontaine et al., 2015, 
Johnston et al., 2014). En effet, la plupart des bactéries transformables n’expriment pas de 
façon constitutive les protéines impliquées dans ce processus et nécessitent des conditions 
spécifiques pour développer la compétence pour la transformation génétique. La période 
d’opportunité de la compétence apparaît être régulée en réponse à des signaux 
environnementaux espèce-spécifique (Claverys et al., 2006). La transformation génétique est 
un processus impliquant deux partenaires : l’ADN exogène et une cellule receveuse. 
L’internalisation de l’ADN exogène et son intégration dans le génome hôte sont réalisées par 
recombinaison homologue grâce à une machinerie protéique appelée transformasome. 
 
a. Le transformasome 
L’internalisation de l’ADN nécessite l’assemblage d’un complexe multi-protéique (Chen et 
Dubnau, 2004) impliqué dans le remaniement de l’ADN entrant (Figure 8). Les bactéries 
Gram-positives et les bactéries Gram-négatives partagent des mécanismes hautement 
similaires pour l’intégration de l’ADN exogène avec, pour différence majeure, la nécessité 
chez les bactéries Gram-négatives de transporter l’ADN au travers de la membrane externe 
grâce au canal formé par la protéine PilQ. Chez les bactéries Gram-positives, le pseudopilus 
participant au transport de l’ADN exogène vers l’intérieur de la cellule est codé par l’opéron 
ComG, et ComGC est la piline majoritaire composant le pseudopilus (Chen et al., 2006). Cet 
appendice lie directement l’ADN double brin exogène et est essentiel pour la transformation. 
Malgré de nombreuses années d’investigation, le rôle du pseudopilus n’a pas été clairement 
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établi mais il semble très probable qu’il transmette l’ADN exogène à son récepteur ComEA 
(Provvedi et Dubnau, 1999) localisé à la membrane cytoplasmique chez les bactéries 
Grampositives et dans l’espace péri-plasmique chez les bactéries Gram-négatives. ComEA 
délivre probablement l’ADN double-brin à une protéine qui le transforme en ADN simple 
brin pour son internalisation. Cette nucléase a été identifiée chez S. pneumoniae : il s’agit de 
la protéine EndA (Puyet et al., 1990) qui dégrade un brin de l’ADN et permet l’import du brin 
complémentaire dans l’orientation 3’5’ au travers du pore membranaire formé par la 
protéine ComEC (Draskovic et Dubnau, 2007). Chez les Firmicutes, la protéine ComFA 
associée au pore ComEC joue probablement le rôle de translocase entraînant l’internalisation 
de l’ADN simple brin (Londoño-Vallejo et Dubnau, 1994, Chen et Dubnau, 2004). 
 
Figure 8. Représentation schématique du transformasome chez les bactéries Gram 
positives (d’après Johnston et al., 2014). 
 
Dans la cellule, l’ADN simple brin est protégé des nucléases intra-cellulaires par liaison à des 
protéines liant l’ADN simple brin (SsbB, DprA, RecA, CoiA). L’ADN simple brin internalisé 
est lié à la protéine DprA qui aide au chargement de la protéine recombinase RecA sur l’ADN 
simple brin (Mortier-Barrière et al., 2007). RecA polymérise sur l’ADN simple brin et permet 
la recherche d’homologie sur le chromosome de la cellule hôte. Lorsqu’une séquence 
homologue est trouvée, une double recombinaison homologue permet la formation d’un 
complexe associant ADN simple brin avec une séquence homologue de l’ADN. 
Le fait que les protéines constituant le transformasome appartiennent au génome cœur des 
bactéries identifiées comme transformables et que, de plus, la phylogénie des deux protéines 
clés de la transformation que sont DprA et ComEC soit congruente avec celle des espèces 
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(Johnston et al., 2014) suggèrent que la transformation est un processus ancien qui a été hérité 
d’un ancêtre commun. 
 
b. Description de la régulation 
Si les machineries d’internalisation et de remaniement de l’ADN sont conservées au cours de 
l’évolution, les circuits de régulation de la compétence sont quant à eux très variables parmi 
les espèces transformables et représentent plutôt des adaptations au mode de vie de chaque 
espèce (Johnston et al., 2014). 
Cette régulation peut prendre place à différents moments lors de la croissance d’une 
population bactérienne selon l’espèce considérée : par exemple, en phase exponentielle de 
croissance chez S. pneumoniae ou en phase stationnaire de croissance chez B. subtilis. De 
plus, les régulateurs centraux qui contrôlent l’expression des effecteurs de la transformation 
peuvent être des facteurs sigma alternatifs liant l’ARN polymérase comme le facteur σx de S. 
pneumoniae (Lee et Morrison, 1999) retrouvé chez tous les streptocoques, ou des activateurs 
de transcription comme la protéine ComK chez B. subtilis (Mohan et Dubnau, 1990) ou 
encore cofacteurs de transcription (voir Johnston et al., 2014 pour des exemples). 
Outre la nature différente des régulateurs centraux de la compétence dans les espèces 
transformables, les cascades de régulation qui gouvernent l’activité de ces régulateurs sont 
également diverses. Nous restreindrons la description de ces cascades aux bactéries Gram-
positives. Parmi ces bactéries, ces cascades ont été étudiées en détails chez B. subtilis et chez 
les streptocoques. 
 
c. Chez Bacillus subtilis 
Un exemple de facteur de transcription contrôlant le développement de la compétence est le 
facteur ComK de B. subtilis (Mohan et Dubnau, 1990). Chez cette bactérie, la compétence est 
induite en phase stationnaire de croissance lorsque ComK lie son propre promoteur et active 
sa propre expression, générant alors une boucle d’auto-activation. Cependant, à l’échelle 
d’une population, seulement 15% des cellules deviennent compétentes lors de la phase 
stationnaire de croissance alors que la population est homogène lors de la phase exponentielle 
de croissance. Ce phénomène est attribué à la stochasticité de l’expression de ComK, 
permettant la coexistence de deux états cellulaires différents dans la population (il y a 
bistabilité de la population) : une fraction de cellules, dépassant un seuil de concentration de 
ComK, peut entrer dans la boucle d’activation de ComK, alors que l’autre fraction de la 
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population ne dispose pas d’une quantité suffisante de ComK pour activer cette boucle 
(Maamar et Dubnau, 2005). Lorsque ComK a été synthétisé, il permet l’expression d’une 
centaine de gènes, dont ceux nécessaires à la transformation. Les gènes de la compétence sont 
directement régulés par la liaison de ComK à leurs sites promoteurs (Berka et al., 2002). 
 
Figure 9. Représentation schématique de la régulation de la compétence pour la 
transformation génétique chez B. subtilis. 
 
La quantité du régulateur central de compétence chez B. subtilis, ComK, est régulée au niveau 
transcriptionnel mais aussi au niveau post-traductionnel (Figure 9). Cinq protéines contrôlent 
la transcription de ComK : ComK lui-même et le régulateur de réponse DegU activent la 
transcription alors que les protéines AbrB, CodY et Rok inhibent la transcription de ComK 
(voir l’article de revue Claverys et al., 2006). En phase exponentielle de croissance, la 
concentration de ComK est conservée à un niveau basal à cause de sa dégradation par le 
complexe protéique MecA-ClpC-ClpP. Grâce à une voie de signalisation, la concentration de 
la protéine ComS s’accroît avec la densité cellulaire. Le rôle de ComS est alors d’augmenter 
la stabilité de ComK en le protégeant du complexe de dégradation MecA-ClpC-ClpP (Turgay 
et al., 1997). L’expression de comS dépend du régulateur de réponse ComA, induit par la voie 
de signalisation du quorum-sensing, mais qui est également un acteur du réseau régulant la 
sporulation. 
 
d. Chez les streptocoques 
Deux cascades de régulation différentes du régulateur central de la compétence σx ont été 
identifiées chez les différentes espèces de streptocoques (Figure 10) (Martin et al., 2006, 
Johnston et al., 2014, Fontaine et al., 2015). L’une dépend du système à deux composants 
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ComDE et est rencontrée dans les génomes des streptocoques appartenant aux groupes 
taxonomiques S. mitis et S. anginosus ; l’autre, plus récemment découverte, implique le 
système ComRS et est présente dans les espèces de streptocoques appartenant aux cinq autres 
groupes taxonomiques (S. bovis, S. mutans, S. pyogenes, S. salivarius et S. suis). 
 
Figure 10. Arbre phylogénétique des streptocoques (d’après Johnston et al., 2014). Les 
espèces régulées par le paradigme ComCDE sont colorées en rouge et les espèces régulées par 
le paradigme ComRS sont colorées en bleu. 
 
Néanmoins, chez toutes les espèces de streptocoques montrées comme étant naturellement 
transformables, l’entrée dans l’état de compétence est toujours dépendante de la synthèse du 
facteur sigma alternatif σx. Ainsi, dans ce genre, la compétence se développe en deux phases 
distinctes et successives dans le temps : l’expression des gènes dits précoces de la compétence 
composant essentiellement les circuits de régulation, suivie de l’expression des gènes dits 




Figure 11. Représentation simplifiée de la régulation de la compétence chez S. 
pneumoniae. 
 
La cascade de régulation sous le contrôle du système à deux composants ComDE a été 
intensivement étudiée chez S. pneumoniae, appartenant au phylogroupe S. mitis. L’expression 
des gènes précoces de la compétence est induite par le CSP (Competence-Stimulating 
Peptide), codé par le gène comC (Håvarstein et al., 1995), maturé et exporté vers le milieu 
extracellulaire par le transporteur ComAB (Håvarstein, et al., 1991) (Figure 11). À l’extérieur 
de la cellule, le CSP active un système à deux composantes (TCS) : le système ComDE 
(Pestova et al., 1996). L’interaction entre le CSP et l’histidine kinase transmembranaire 
ComD permet la phosphorylation de ComD qui peut alors phosphoryler et activer le 
régulateur de réponse ComE (Martin et al., 2013). ComE sous forme phosphorylée active en 
retour l’expression des opérons comCDE et comAB en liant les motifs répétés en tandems 
localisés dans la région promoteur de ces opérons (Martin et al., 2013, Boudes et al., 2014), 
formant alors une boucle de rétroaction positive amplifiant le signal et coordonnant 
l’ensemble de la population. Par ailleurs ComE, sous sa forme active, accroît l’expression du 
gène comX dont le produit σx permet l’expression des gènes nécessaires à la transformation 
génétique. Cela provoque une reprogrammation transcriptionnelle permettant l’entrée dans 
l’état de compétence, par ailleurs nommé « X-state ». Remarquons que les espèces de 
streptocoques diffèrent dans le nombre de gènes comX par souche : la plupart des souches 
possèdent deux copies identiques de comX alors que S. anginosus en possède trois. Durant la 
phase tardive de la compétence, le facteur de transcription σx s’associe de façon transitoire 
avec l’ARN polymérase, ce qui permet de cibler spécifiquement les motifs de liaison de σx à 




Le second circuit de régulation du facteur σx impliquant le système ComRS a été découvert 
beaucoup plus récemment chez S. thermophilus et S. salivarius (Gardan et al., 2009, Fontaine 
et al., 2010). Il implique le régulon ComRS (Figure 12). Le système est induit par 
l’expression du peptide ComS qui est ensuite clivé et exporté par un facteur encore inconnu. 
Le produit mature XIP (comX-induced peptide) s’accumule dans le milieu extracellulaire, puis 
ce peptide est réimporté dans le cytoplasme par un transporteur Opp (aussi appelé Ami), et 
interagit directement avec ComR (Fontaine et al., 2010, Fontaine et al., 2013) qui appartient à 
la famille des régulateurs transcriptionnels Rgg. Le complexe ComR-XIP permet alors 
l’expression de comX qui autorise l’entrée de la cellule dans l’état de compétence. 
 
Figure 12. Représentation schématique de la régulation de la compétence par le système 
ComRS (modifié d’après Fontaine et al., 2010). 
 
Ainsi, jusqu’à présent, deux modes de signalisation intercellulaire gouvernant l’expression de 
σx ont été mis en évidence chez les streptocoques : le système ComCDE et le système 
ComRS. Ces deux processus diffèrent essentiellement par le mécanisme de détection du 
phéropeptide extracellulaire et par la voie de signalisation menant à l’activation de la 
transcription de comX. Deux cascades de régulation différentes ont donc évolué, les deux 
régulant l’entrée et la sortie de l’état de compétence au travers de la synthèse de σx. 
Des modèles mathématiques explicatifs et prédictifs ont été développés pour comprendre les 
paramètres qui modulent l’entrée dans l’état de compétence pour ces différents organismes, 
venant ainsi compléter les résultats expérimentaux. 
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4. État de l’art des modèles développés de régulation de la compétence 
a. Chez Bacillus subtilis 
De nombreux aspects de la régulation de la compétence ont été analysés au travers de modèles 
mathématiques en utilisant Bacillus subtilis comme modèle d’étude biologique. 
L’entrée dans l’état de compétence a été étudiée afin de déterminer sous quelles conditions la 
bistabilité du système pouvait survenir (Leisner et al., 2009). Dans ce modèle, les auteurs ont 
privilégié l’analyse de l’entrée dans l’état de compétence et ont modélisé ComS comme un 
paramètre externe qui représente le signal de quorum-sensing, mais ils n’ont pas représenté le 
rétrocontrôle négatif de ComK sur comS, et n’ont donc pas étudié l’arrêt de l’état de 
compétence. Leurs résultats ont montré que pendant la phase exponentielle de croissance, 
lorsque la concentration de ComS est basse et que la dégradation de ComK est élevée, le 
système était monostable, ce qui signifie que la concentration de ComK n’était pas suffisante 
pour activer la compétence. En revanche, si la quantité de ComK augmente, par exemple 
grâce à une augmentation de ComS protégeant ainsi ComK de la dégradation par les 
protéases, le système peut entrer dans un autre état stable, autorisant la bistabilité du système 
comme réponse au bruit dans l’expression génique. 
La bistabilité entre état végétatif et état de compétence a été étudiée en associant analyses 
expérimentales et simulations stochastiques (Süel et al., 2006, Dubnau et al., 2006, Maamar 
et al., 2007). Les auteurs ont montré que des variations stochastiques de la transcription de 
comK étaient responsables de l’entrée dans l’état de compétence d’une fraction d’une 
population de cellules. 
Le mécanisme d’entrée dans des programmes génétiques concurrents a également été 
modélisé chez B. subtilis (Schultz et al., 2009) en représentant chaque processus (la 
compétence et la sporulation) sous forme modulaire. La sporulation survient lorsque les 
conditions environnementales, telle une carence en nutriments ou des dommages subis par 
l’ADN, deviennent défavorables à la croissance de la cellule. La sporulation se termine par la 
lyse de la « cellule mère » et la formation d’une cellule fille, la spore, pouvant résister à des 
dangers comme la chaleur, les radiations et les produits chimiques toxiques. La sporulation 
n’est pas initiée automatiquement lors d’une limitation des nutriments, mais elle est le résultat 
final d’une série d’étapes qui pourraient être décrites comme une suite de décisions cellulaires 
permettant de répondre au stress environnemental de façon adaptée (Stephens, 1998). Dans 
les travaux de Schultz et collaborateurs (2009), le module régulant la compétence (au travers 
de la dynamique de ComK) est modélisé grâce à un modèle stochastique et le module de la 
sporulation (au travers de la dynamique de SpoA, l’activateur central de la sporulation) est 
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modélisé au travers d’un minuteur dont l’avancement est ajusté par le niveau de stress 
impactant le système. 
 
Figure 13. Le réseau de transduction du signal de la sporulation et de la compétence 
(d’après Schultz et al., 2009). Le module de sporulation est présenté à gauche (bleu), et le 
module de compétence est présenté à droite (rouge). 
 
Chaque module est composé d’une unité de détection (KinA-E pour la sporulation et ComP 
pour la compétence) et d’une unité de régulation qui comprend un régulateur central (SpoA 
ou ComK) dont le fonctionnement est modulé par l’unité de détection (Figure 13). Les unités 
de détection des deux modules sont aussi déclenchées par le système Rap. L’interaction entre 
les deux modules est médiée par un module de décision, comprenant les protéines AbrB et 
RoK, qui permet une transition vers l’état de compétence pendant une fenêtre de temps où la 
sporulation est elle aussi possible. Le modèle développé a permis une meilleure 
compréhension de l’intégration des signaux extracellulaires menant au déclenchement de la 
sporulation ou de la compétence. 
 
b. Chez les streptocoques 
Bien qu’un grand nombre de résultats expérimentaux soient disponibles sur la régulation de la 
compétence chez Streptococcus pneumoniae, une unique approche de modélisation a été 
entreprise à ce jour pour modéliser ce circuit de régulation (Karlsson et al., 2006). Les auteurs 
y décrivent, au travers d’un modèle déterministe, le déclenchement de la compétence à 




Au travers du modèle, les auteurs ont proposé un mécanisme possible expliquant la fermeture 
rapide de l’état de compétence, car les mécanismes identifiés expérimentalement depuis 
(Mirouze et al., 2013) étaient inconnus au moment de la publication. Pour cela, les auteurs ont 
effectué une analyse d’élasticité permettant d’évaluer l’impact des valeurs de différents 
paramètres du modèle sur les courbes de bifurcation. En effet, les systèmes d’équations 
différentielles paramétrées peuvent avoir différents comportements asymptotiques (tendre 
vers un équilibre, avoir un comportement oscillatoire, etc.) en fonction des valeurs de leurs 
paramètres. Il peut donc exister certaines valeurs de paramètres pour lesquelles le 
comportement du système passe d’un état qualitatif à un autre (par exemple, l’attracteur du 
système était un point équilibre et devient un cycle). Ce changement d’état qualitatif est une 
bifurcation et la valeur du paramètre associée est appelée valeur de bifurcation. L’analyse de 
bifurcations a donc pour objectif d’étudier l’influence des valeurs de paramètres sur les états 
stables d’un système. Cette analyse a conduit les auteurs à proposer qu’un répresseur, sous le 
contrôle de σx, peut être capable de lier les promoteurs des opérons comCDE et comX, 
inhibant alors leurs expressions. A posteriori, ce répresseur peut être considéré comme 
correspondant à la protéine DprA dont le gène est sous le contrôle de σx. Cependant, son 
action sur les promoteurs comCDE et comX est indirecte et a lieu via la séquestration de 
ComE~P par DprA. 
Dans ce même travail, les auteurs font varier le paramètre du modèle assimilable à la densité 
cellulaire et montrent, à partir d’une courbe de bifurcation, que le système modélisé est 
bistable, avec deux états correspondant à l’état végétatif et à l’état de compétence. Ils 
exposent la nécessité de dépasser un seuil de densité cellulaire, assimilé à une concentration 
de CSP, pour que la population entre en état de compétence, ainsi que la nécessité de 
descendre sous un second seuil de densité cellulaire pour sortir de l’état de compétence 
(Figure 14). Les auteurs ont ainsi développé un modèle de régulation dans une population 
homogène en se basant sur l’hypothèse que l’initiation de la compétence était contrôlée par un 
système de détection du quorum (ComABCDE), ce qui signifie qu’une densité cellulaire 
suffisante doit être atteinte par la population pour pouvoir détecter le CSP diffusable et pour 




Figure 14. État d’équilibre de ComE~P en fonction de la concentration extracellulaire 
de CSP (d’après Karlsson et al., 2006). Le paramètre CSP permet un basculement entre les 
deux états stables (lignes continues). À faible concentration de CSP, ComE~P a un état 
d’équilibre bas. Lorsque le CSP a atteint une valeur seuil (point con sur le diagramme), l’état 
d’équilibre de ComE~P passe à une valeur plus élevée. La valeur d’équilibre de ComE~P ne 
retournera à l’état stationnaire initial que si la concentration de CSP diminue suffisamment et 
passe un autre point de commutation (point coff dans le diagramme). La ligne pointillée 
indique des états stationnaires instables. 
 
Cependant, plusieurs observations sont contraires à l’idée que la concentration de CSP dans le 
milieu de croissance serait proportionnelle à la densité cellulaire. En effet, lorsque les cellules 
de S. pneumoniae de type sauvage sont déplacées vers un milieu plus alcalin, la compétence 
se développe à un temps fixe après inoculation quelle que soit la taille de l’inoculum 
(Claverys et al., 2006), démontrant que le processus peut se produire indépendamment de la 
densité cellulaire. De plus, des résultats très récents (Prudhomme et al., 2016) montrent que la 
transition vers l’état de compétence repose sur un mécanisme dépendant du temps de 
croissance qui permet alors l’émergence d’une sous-population de cellules initiatrices de la 
compétence. La propagation de la compétence à l’ensemble de la population est ensuite 
réalisée par contact intercellulaire puisque le CSP est retenu à la surface des cellules 
(Prudhomme et al., 2016). 
Nous avons choisi S. pneumoniae comme organisme modèle car, parmi les streptocoques, il 
s’agit de l’organisme dont la régulation de l’état de compétence a été la plus largement 
étudiée : beaucoup de résultats expérimentaux ont donc été accumulés sur sa régulation. En 
effet, comme le système de régulation ComRS a été découvert plus récemment (Gardan et al., 
2009, Fontaine et al., 2010), les connaissances disponibles sur cette cascade de régulation 
sont moins abondantes et de nombreuses questions restent encore ouvertes, comme celle de 
l’arrêt de la boucle autcatalytique d’activation de la compétence. Cependant, deux modèles 
mathématiques du paradigme ComRS, chez S. mutans (Son et al., 2012) et chez S. 
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thermophilus (Haustenne et al., 2015) ont été publiés pour aider à répondre à certaines 
interrogations : les deux modèles ont été établis à l’échelle de la population afin d’étudier 
notamment les composantes du système ComRS critiques pour la production de ComX ; en 
combinant à la fois approche théorique et expérimentale, les auteurs démontrent par exemple 
que la concentration de ComR est le facteur limitant majeur chez S. suis pour entrer en état de 
compétence (Haustenne et al., 2015). 
Comme les hypothèses antérieures utilisées pour développer le modèle mathématique 
précédent de la régulation des compétences chez S. pneumoniae sont contestées par de 
nouvelles données expérimentales, nous abordons la modélisation dynamique de la régulation 
de la compétence à l’échelle cellulaire qui intégrera les nouvelles connaissances acquises et 
notamment celles concernant les mécanismes de fermeture de l’état de compétence. Pour cela, 
S. pneumoniae est un organisme de choix car, dans les expériences où la compétence est 
induite par ajout de CSP exogène, la majorité des cellules dans la population déclenche alors 
la compétence de manière synchrone. Par conséquent, les mesures quantitatives effectuées à 
l’échelle d’une population de cellules synchrones permettent d’acquérir des valeurs moyennes 
d’expression génique au niveau des cellules individuelles, en appliquant des procédures de 
normalisation appropriées (de Jong et al., 2010, Stefan et al., 2015). 
Nous avons adopté une approche en deux étapes. Une modélisation graphique, discrète et 
qualitative, au travers des réseaux de Petri, nous a préalablement permis de visualiser la 
topologie du réseau de régulation et d’en vérifier la cohérence structurale (partie II). Le choix 
du paradigme de modélisation a été guidé par la nature des données qui étaient à notre 
disposition pour concevoir le modèle. La disponibilité des données quantitatives obtenues à 
partir de mesures d’expression de gènes par fusion transcriptionnelle a porté notre choix vers 
l’utilisation d’un formalisme quantitatif tel que les équations différentielles ordinaires (partie 
III). Le modèle nous permettra alors de vérifier si tous les éléments du système ont été pris en 
compte, après avoir comparé les résultats des simulations aux données expérimentales. Le 
modèle sera ensuite utilisé pour explorer les comportements du système dans plusieurs 





II. Construction et analyse statique du réseau de régulation ComCDE 
Un modèle étant une représentation abstraite de la réalité, il ne peut pas toujours expliquer 
tous les détails d’un système biologique. Mais il peut aider à comprendre les relations 
structurales entre les entités ainsi que le comportement dynamique du système au cours du 
temps. Il a donc été nécessaire de créer un modèle dont le comportement des simulations reste 
cohérent avec les résultats expérimentaux acquis, tout en restant aussi simple que possible. Ci-
dessous sont données en détail les connaissances sur le réseau de régulation afin de motiver 
les choix de modélisations effectuées, ainsi que les hypothèses posées pour simplifier le 
modèle. Une vue globale du réseau est présentée en Figure 15 et les réactions ont été 
résumées dans le Tableau 1. 
 
Figure 15. Vue d’ensemble du réseau de régulation contrôlant l’état de compétence chez 
S. pneumoniae. La compétence est induite par le CSP. Le pré-CSP est exporté et maturé par 
le transporteur ComAB. Le CSP extracellulaire peut alors lier l’histidine kinase ComD qui 
s’auto-phosphoryle et transfère le groupe phosphoryl au régulateur de réponse ComE. Ensuite, 
le dimère ComE~P active la transcription des gènes précoces de la compétence, dont 
comCDE et comAB, générant une boucle de régulation positive. Les gènes précoces de la 
compétence incluent aussi comX et comW. comX code pour le facteur σX qui nécessite ComW 
pour lier l’ARN polymérase. σX contrôle l’activation d’un grand ensemble de gènes tardifs qui 
sont représentés ici par ssbB, couramment utilisé expérimentalement comme rapporteur de 
l’expression des gènes tardifs, et par dprA qui est impliqué dans la fermeture de l’état de 
compétence en séquestrant ComE~P. La fermeture de la compétence implique également 
ComE qui inhibe la transcription comCDE en rentrant en compétition avec ComE~P pour lier 
PcomC. Les flèches vertes représentent les réactions d’activation, les lignes rouges représentent 
les réactions d’inhibition et les flèches noires représentent les autres réactions (synthèse, 
liaison ou d’export). 
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1. Simplifications réalisées pour concevoir le modèle 
D’abord, pour conserver un modèle simple, les deux étapes du processus d’expression de 
gènes ne sont pas explicitement dissociées, i.e. la transcription et la traduction. Nous 
considérons ce processus comme une seule étape et le réseau a donc été directement 
représenté à l’échelle protéique. Cette simplification est basée sur l’hypothèse que la 
concentration d’ARNm est à l’état de quasi équilibre, dans le sens où la concentration des 
ARNm est supposée s’adapter de façon quasi instantanée en réponse au changement de 
l’activité des promoteurs. Ainsi, il est possible de négliger la variation de concentration 
d’ARNm et d’écrire directement la variation de la quantité d’une protéine en fonction de 
l’activité d’un promoteur. Cette simplification est aussi connue comme approximation de 
quasi-équilibre. Lorsque les processus lents dominent un système, les réactions rapides sont 
supposées être en continu à l’état de quasi-équilibre (Chen et al., 2010). 
D’autres simplifications, propres au modèle, ont été faites pour réduire le nombre d’acteurs du 
réseau : i) la dégradation du CSP par la protéase membranaire HtrA (Cassone et al., 2012) n’a 
pas été explicitement modélisée mais est supposée inclue dans la constante de dégradation du 
CSP ; ii) nous n’avons pas non plus explicitement inclus dans le réseau l’ATP et l’ADP, 
cofacteurs des réactions de phosphorylation. Il est supposé que la concentration de l’ATP 
n’est pas un facteur limitant ; iii) parmi les produits des gènes tardifs de la compétence, i.e. le 
produit des gènes sous le contrôle de ComX, nous avons pris en compte seulement DprA dont 
l’action dans la fermeture de l’état de compétence a été récemment décrite et SsbB dont la 
cinétique est couramment utilisée expérimentalement comme rapporteur de l’état de 
compétence ; iv) étant un facteur sigma, ComX agit sur la régulation de ses gènes cibles en 
formant un complexe avec l’ARN polymérase. Cependant, comme seulement l’expression de 
ComX est régulée par le réseau de la compétence, nous n’avons pas inclus explicitement 
l’ARN polymérase dans le modèle et nous avons considéré que seule la concentration de 
ComX pouvait affecter l’expression des gènes tardifs de la compétence ; v) il n’existe aucune 
donnée quantitative sur les constantes d’interactions protéiques-protéiques, l’interaction 
DprA-ComE~P ou DprA-ComE. Il est seulement connu que DprA a plus d’affinité pour 
ComE~P que pour ComE (Mirouze et al., 2013) : donc, afin de conserver un réseau simple, la 
liaison DprA-ComE a été ignorée. 
 
2. Initiation de l’état de compétence : le système à deux composantes 
ComD/ComE 
Lorsque la concentration seuil de CSP est atteinte, le CSP active le système à deux 
composantes ComD/ComE (Figure 15). Cependant, le mécanisme de transduction du signal 
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de ce système à deux composantes n’est pas complétement élucidé. Comme ce système 
appartient à la famille AgrA/AlgR/LytR (Lange et al., 1999), il est apparu intéressant de 
transposer les propriétés acquises sur le système AgrC/AgrA de Staphylococcus aureus au 
système ComD/ComE. Il a été montré que l’histidine kinase AgrC formait un dimère avant 
son autophosphorylation (George Cisar et al., 2009). Ce dimère possède une activité 
d’autophosphorylation basale qui est indépendante de la liaison du ligand. Cette propriété a 
été aussi observée pour ComD (Martin et al., 2010). De plus, des résultats ont aussi suggéré 
que le dimère AgrC possède deux sites de liaison indépendants pour le ligand (Wang et al., 
2014). Ainsi, par analogie, nous avons modélisé le processus de phosphorylation de ComD de 
la même manière : formation d’un dimère de ComD (Tableau 1, réaction (2) et réaction 
inverse (3)) dont l’autophosphorylation peut être indépendante de la liaison du CSP (Tableau 
1, réaction (4)) ou activée par l’interaction avec le CSP (Tableau 1, réaction (5)). 
 
Tableau 1. Description des réactions contrôlant la régulation de compétence. 
Description Réaction 
Nom de la transition dans le 
réseau de Petri 
Maturation et export du pré-CSP 
par l’ABC transporteur ComAB 
pre-CSP + ComAB  CSP + 
ComAB (1) 
CSP_export 
Dimérisation d l’histidine kinase 
ComD 
2 ComD  (ComD)D (2) dimerization 
Dissociation de (ComD)D (ComD)D  2 ComD (3) monomerization 
Auto activation de (ComD)D (ComD)D  (ComDact)D (4) auto_phospho 
La liaison du CSP à (ComD)D 
active au travers de l’ 
autophosphorylation 
2 CSP + (ComD)D + phosphates  
(ComD~P-CSP)D = (ComDact)D (5) ComD_phosphorylation 
Activation de ComE dimérique par 
transfert du groupe phosphate de 
(ComDact)D 
(ComDact)D + 2 ComE  
(ComE~P)D +  (ComD-CSP)D (6) transtphosphorylation 
Déphosphorylation spontanée de 
(ComE~P)D 
(ComE~P)D  2 ComE + 
phosphates (7) 
ComEP_dephosphorylation 
Synthèse des gènes précoces de la 
compétence par (ComE~P)D  
(ComE~P)D  ComE + ComD + 
ComAB + pre-CSP + ComW + 




Activation de ComX ComXina + ComW ComXact + 
ComW (9) 
ComX_activation 
Synthèse des gènes tardifs de la 
compétence grâce au facteur ComX 
sous sa forme active 
ComXact  ComXina + DprA + 
SsbB (10) DprA_synth; SsbB_synth 
Inactivation de ComE~P par 
séquestration dans un complexe 
avec DprA 
2 DprA + (ComE~P)D  (DprA-
ComE~P)D (11) DprA_ComEP_binding 
Dégradation des composés du 
réseau 
pre-CSP  ; ComAB  ; CSP 
 ; ComD  ; (ComD-CSP)D 
 ; ComE  ; ComXact  ; 
ComXinact  ;  DprA  ; 
(DprA-ComE~P)D   SsbB  
; ComY   or ComZ  & 
(12) 
preCSP_decay; ComAB_ decay; 








Malgré plusieurs tentatives in vivo, la transphosphorylation de ComE n’a pas encore pu être 
directement mise en évidence expérimentalement (Martin et al., 2013). Cependant, il a 
démontré que le mutant phospho-mimétique ComED58E était majoritairement à l’état 
dimérique en solution, alors que le monomère ComE existait principalement sous la forme 
monomérique (Martin et al., 2013). De plus, les données structurales réalisées sur les 
complexes ComD/ComE d’une part, et ComE/comCDE d’autre part, ont laissé présumer que 
le transfert du groupe phosphoryle de l’histidine kinase à son régulateur de réponse ComE 
pouvait permettre la dimérisation de ComE au travers de la liaison d’un dimère ComD 
phosphorylé à deux monomères de ComE (Sanchez et al., 2015). Ainsi, il a été supposé dans 
le modèle qu’un dimère de ComD~P puisse, par transphosphorylation, activer un dimère de 
ComE (Tableau 1, réaction (6)). Suite à la transphosphorylation, le CSP lié à un dimère de 
ComD ((ComD-CSP)D) peut entrer dans un cycle de phosphorylation-transphosphorylation et 
ainsi être capable d’activer plusieurs molécules de ComE, ou bien devenir inactif. 
L’observation du fait que le nombre de molécules de ComD augmente de 1500 par cellule 
avant l’induction de la compétence à 39 000 par cellule compétence (Martin et al., 2013) ainsi 
que les récents résultats expérimentaux montrant que ComD pouvait retenir le CSP à la 
surface des cellules (Prudhomme et al., 2016) ont permis de privilégier la seconde hypothèse. 
Il a donc été supposé que lorsqu’un dimère de ComD a phosphorylé un dimère de ComE suite 
à la liaison du CSP, le dimère de ComD devient inactif et ne peut être réutilisé. Le devenir de 
la forme inactive du complexe CSP-ComD est ensuite simplement modélisé grâce à une 
réaction de dégradation (Tableau 1, réaction (12)). 
La déphosphorylation de ComE~P n’a pas encore été documentée. Actuellement, aucune 
activité de phosphatase impliquant l’histidine kinase ComD n’a été décrite (alors que certains 
systèmes à deux composantes l’ont parfois été), ni aucune autre protéine pouvant remplir cette 
fonction. De plus, aucune activité phosphatase de l’homologue histidine kinase AgrC de S. 
aureus sur son régulateur de réponse AgrA n’a été détectée : il a été conclu que la diminution 
du niveau de phosphorylation de AgrA était due à son activité intrinsèque de 
déphosphorylation (Wang et al., 2014). Il a donc été supposé dans le modèle que l’état 
phosphorylé de ComE était extrêmement labile et que ComE~P pouvait s’auto-
déphosphoryler spontanément (Tableau 1, réaction (7)). 
Les vitesses de dégradation de (ComD~P-CSP)D et (ComE~P) étant très faibles en regard de 
la stabilité de leurs formes phosphorylées, les réactions de dégradation n’ont pas été ajoutées 
dans le modèle, les composants étant consommés, respectivement, seulement par les réactions 
de transphosphorylation et de déphosphorylation. 
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3. Le régulateur central ComX 
ComX est un facteur sigma responsable de l’activation des gènes tardifs de la compétence. Il 
s’agit d’une protéine qui apparaît de façon transitoire environ 5 minutes après l’addition de 
CSP, atteint un pic à environ 15 minutes, et disparaît ensuite avec une demi-vie approximative 
de 5 minutes (Luo et Morrison, 2003). Il a été montré que ComW, le produit d’un autre gène 
précoce de la compétence (Luo et al., 2004), est nécessaire à la fois à l’accumulation de 
ComX (Sung et Morrison, 2005) en antagonisant l’action des protéase ClpE/ClpP (Piotrowski 
et al., 2009) et à l’activation de ComX (Sung et Morrison, 2005). ComW pourrait améliorer la 
liaison de ComX au cœur de l’ARN polymérase (Tovpeko et Morisson, 2014, Tovpeko et al., 
2016). Cependant, les mécanismes d’action de ComW ne sont pas connus. La temporalité de 
ComW est proche de celle de ComX (d’abord détectable 5 minutes après l’ajout de CSP, 
atteignant un pic à 15 minutes, et presque complétement disparu après 30 minutes) 
(Piotrowski et al., 2009). Dans un premier temps, il a été présumé que la compétence et la 
transcription des gènes tardifs pouvaient se terminer à cause de la disparition de ComX. 
Cependant, des observations ont montré que les cellules clpP-, où les protéines ComX et 
ComW sont stabilisées, quittaient l’état de compétence aussi rapidement que des cellules 
sauvages, suggérant qu’un autre mécanisme pouvait être impliqué dans la terminaison de 
transcription des gènes tardifs (Piotrowski et al., 2009). Pour intégrer ces connaissances dans 
notre modèle, nous découplons les deux rôles de ComW. La stabilisation ComX a été incluse 
dans le paramètre de demi-vie de ComX pour éviter l’incorporation de la protéase ClpE-ClpP 
dans notre modèle. L’activation de ComX par ComW a été prise en compte en créant deux 
formes de ComX : une forme inactive et une forme active. ComX est d’abord synthétisé sous 
forme inactive qui devient active sous l’action de ComW (Tableau 1, réactions (8)-(9)). 
 
4. L’arrêt de l’état de compétence 
Il a été récemment avancé que l’arrêt de l’expression du promoteur comCDE (PcomC) était 
intrinsèque à ComD/ComE car la diminution de transcription de comCDE survient en 
l’absence de synthèse de tout gène tardif (Martin et al., 2013, Mirouze et al., 2013). À partir 
de l’observation que la forme non phosphorylée de ComE liait de façon forte PcomC in vitro et 
que sa surexpression empêchait la compétence spontanée, il a été exposé que l’accumulation 
de ComE en réponse au CSP entraînait une compétition entre ComE~P et ComE pour lier 
PcomC, prévenant ainsi la transcription de ce dernier (Martin et al., 2013). Cependant, il 
n’existe quasi aucune antagonisation de la forme non phosphorylée de ComE sur le promoteur 
du gène comX (PcomX) car l’affinité de ComE pour ce promoteur est très faible (Martin et al., 
2013), ce qui suggère que ComE est peu efficace pour inhiber l’expression de PcomX. En 
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réalité, la fermeture de l’expression de PcomX nécessite l’action de DprA, un gène tardif de la 
compétence (Mirouze et al., 2013, Weng et al., 2013). Des expériences de doubles hybrides 
ont montré une interaction très forte entre DprA et ComE~P, suggérant une interaction 
physique directe entre les deux protéines mais aussi une interaction plus faible avec ComE 
(Mirouze et al., 2013, Weng et al., 2013). Il a aussi été montré que la dimérisation de DprA 
était nécessaire à l’arrêt de l’expression des gènes précoces de la compétence (Mirouze et al., 
2013). Ainsi, l’effet de la protéine DprA serait de changer le ratio ComE/ComE~P en faveur 
de la répression des promoteurs de gènes précoces. Comme le mécanisme d’action de DprA 
sur ce ratio n’a pas encore été élucidé, deux hypothèses ont été proposées : DprA pourrait 
former un complexe avec ComE~P pour bloquer l’action de ComE~P en séquestrant ce 
dernier, ou pour permettre la déphosphorylation de ComE~P. Il a été choisi d’implémenter 
dans le réseau le scénario de séquestration, bien que l’interaction DprA-ComE ait été montrée, 
mais aucune évidence expérimentale n’a encore permis de mettre en évidence le couplage 
d’une réaction de dephosphorylation à cette réaction (Tableau 1, réaction (11)). Comme 
DprA et ComE partagent des demi-vies proches (Martin et al., 2013, Mirouze et al., 2013), 
l’on a considéré que la réaction issue de ce complexe est sa dégradation (Tableau 1, réaction 
(12)). 
 
5. Construction du réseau de Petri 
Le modèle à l’échelle cellulaire a d’abord été construit en utilisant le formalisme des réseaux 
de Petri. Ce formalisme offre une représentation graphique simple de la structure du réseau, 
ce qui facilite les échanges entre les experts du domaine biologique représenté et les 
modélisateurs pendant le processus de construction du réseau. De plus, ce formalisme permet 




Figure 16. Réseau de Petri modélisant la régulation de la compétence chez S. 
pneumoniae. Les places représentent les protéines impliquées dans le système et sont 
symbolisées par des cercles. Les transitions représentent les réactions du processus et sont 
symbolisées par des carrés. Les places et les transitions sont interconnectées par des arcs 
pondérés et orientés qui sont représentés par des flèches auxquelles est associé un nombre 
correspondant au coefficient stœchiométrique de la réaction quand celui-ci est différent de 1. 
La couleur des places est la même que celle du composé correspondant en Figure 15 pour 
faciliter l’interprétation du graphe. Les noms des places et des transitions sont indiqués à côté 
de chacune d’entre elles. 
 
Dans le réseau de Petri (Figure 16), les espèces moléculaires impliquées dans les réactions du 
Tableau 1 constituent les places du réseau et les réactions sont transformées en transitions. 
Pour la majorité des réactions, la transformation en places et transitions étant explicite, la 
structure du réseau ne sera pas décrite en détail ici. Les correspondances entre réactions et 
transitions sont données dans le Tableau 1. Pour modéliser l’activation et l’inhibition de la 
synthèse des gènes de l’opéron comCDE, il a été ajouté trois places supplémentaires dans le 
réseau correspondant aux états libres, actifs et inactifs du promoteur de l’opéron comCDE. La 
liaison de (ComE~P)D sur le promoteur à l’état libre (PcomC_f) permet la transition du 
promoteur de l’état libre vers l’état actif (PcomC_act) (transition 
association_PcomC_ComEP). Cette forme active permet la synthèse de pré-CSP, ComD et 
ComE (grâce aux transitions preCSP_synth, ComD_synth et ComE_synth respectivement). Le 
même schéma est utilisé pour représenter l’activation et l’inhibition de la synthèse de comAB 
à travers l’ajout des trois formes du promoteur PcomAB (libre, active et inactive). 
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La compétition entre ComE et (ComE~P)D pour la liaison à PcomC et PcomAB est à l’origine de 
l’arrêt de l’état de compétence (Martin et al., 2013). La dissociation de (ComE~P)D des 
promoteurs permet de ramener le promoteur à l’état libre (transitions 
dissociation_PcomC_ComEP ou dissociation_PcomC_ComAB) ; elle est suivie de la liaison 
de ComE qui permet de transformer les promoteurs en état inactif (PcomC_ina, PcomAB_ina) 
et d’inhiber ainsi l’expression des promoteurs PcomC et PcomAB (transitions 
association_PcomC_ComE, association_PcomAB_ComE). Comme ComE est un inhibiteur 
compétitif pour les deux réactions, les réactions réverses ont aussi été modélisées : en partant 
d’une forme inactive de PcomC (PcomAB), la dissociation de ComE génère un promoteur à l’état 
libre de tout régulateur, capable à nouveau de lier ComE ou (ComE~P)D. 
Dans les cas de la régulation de comX et de comW, comme l’effet inhibiteur de ComE n’est 
pas modélisé, le modèle a été simplifié en omettant la représentation du promoteur. Ainsi, 
(ComE~P)D active directement la synthèse de ComX et de ComW. 
La plateforme de modélisation Snoopy (Marwan et al., 2012) a été utilisée pour implémenter 
le réseau. 
 
6. Analyse des invariants structuraux 
Avant d’étudier la dynamique du réseau en utilisant les équations différentielles ordinaires, 
nous effectuons ici, préalablement, une validation qualitative du modèle qui dépend seulement 
de la structure du graphe et qui ne nécessite aucun marquage initial du réseau de Petri. Les 
invariants structuraux qui montrent la cohérence structurale du réseau ont été calculés. Les 
invariants des réseaux de Petri peuvent être divisés en deux classes : les invariants de places 
(P-invariants) et les invariants de transitions (T-invariants). Les P-invariants correspondent à 
la conservation de matière dans le réseau. Les T-invariants décrivent une séquence de 
transition permettant de ramener le système à son état initial. En partant d’un état donné du 
système et si toutes les transitions composant un T-invariant sont activées, cette suite de 
transitions permettra au système de retourner à son état initial. Pour obtenir les invariants, il 
est nécessaire de calculer la matrice d’incidence. Le logiciel Charlie (Heiner et al., 2015) a été 
utilisé pour calculer les P-invariants et les T-invariants minimaux. 
19 T-invariants minimaux ont été obtenus parmi lesquels 8 sont des T-invariants non triviaux. 
Les T-invariants triviaux recouvrent 6 invariants composés chacun par deux réactions – une 
synthèse et une dégradation (des produits des gènes précoces pré-CSP, ComD, ComE, 
ComAB, ComW et ComXinact) –, et 5 invariants composés de deux transitions représentant les 
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réactions réversibles (dimérisation de ComD et monomérisation du dimère de ComD, 





Figure 17. Représentation des T-invariants non-triviaux extraits du réseau de Petri. 
Tous les T-invariants non triviaux ont été extraits de la figure 16. Les transitions formant 
chaque T-invariant sont colorées en rouge. Comme pour la figure 16, les coefficients 
stœchiométriques de réaction ne sont indiqués que lorsqu’ils différent de 1. 
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Les interprétations biologiques des 8 T-invariants sont les suivantes : 
- Le pré-CSP est synthétisé, maturé, exporté et, enfin, le CSP est dégradé (Figure 17A). 
- ComX est synthétisé dans sa forme inactive, puis est activé suite à son interaction avec 
ComW ; puis la forme active est dégradée (Figure 17B). 
- ComD est synthétisé, se dimérise puis s’auto-phosphoryle spontanément. Le dimère 
phosphorylé de ComD phosphoryle ensuite le régulateur de réponse ComE puis est 
ensuite dégradé. Enfin, grâce à son auto-déphosphorylation, ComE~P retourne sous sa 
forme initiale ComE (Figure 17C). 
- La seule différence avec la description précédente est que la phosphorylation du 
dimère de ComD nécessite la liaison du CSP (Figure 17D). Ainsi le pré-CSP doit être 
synthétisé, maturé puis exporté. La transition auto_phospho est remplacée par la 
transition ComD_phosphorylation. 
- ComE~P est produit par le transfert d’un groupe phosphate à ComE à partir d’un 
dimère de ComD qui s’auto-phosphoryle. Le dimère de ComD consommé est dégradé. 
ComE~P est séquestré par DprA qui est synthétisé après la transition de ComX de sa 
forme inactive à sa forme active, suite à son interaction avec ComW. Le complexe 
DprA-ComE~P est ensuite dégradé (Figure 17E). 
- Ce T-invariants est composé de la même suite de réactions que le précédent, sauf que 
la phosphorylation du dimère de ComD nécessite la liaison du CSP et ainsi la synthèse 
du pré-CSP, sa maturation et son export (Figure 17F). 
- SsbB est synthétisé puis dégradé. Sa synthèse nécessite la transition de l’état inactif à 
la forme active de ComX via l’interaction de ce dernier avec ComW (Figure 17G). 
- DprA est synthétisé puis dégradé. Comme pour SsbB, sa synthèse nécessite la 
transition de l’état inactif à la forme active de ComX par interaction avec ComW 
(Figure 17H). 
Tous les T-invariants cités ci-dessus ont un sens biologique. Comme chaque transition du 
réseau compose un T-invariant, notre modèle est donc couvert de T-invariants. Ainsi, chaque 
réaction du système participe à un comportement élémentaire du système (Koch et Heiner, 
2008). Cela constitue une propriété importante car l’état de compétence est un état 
physiologique transitoire et le système doit retourner à son état initial. Le modèle permet à un 
système qui est dans un état végétatif, d’entrer de façon transitoire en état de compétence, puis 
de retourner à son état initial. En d’autres termes, dans le réseau implémenté, si une séquence 
de transition menant à l’état de compétence existe, cela signifie qu’il existe aussi une 
séquence de transitions qui permet au système de retourner à l’état initial. 
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Un P-invariant correspond à un ensemble de places parmi lesquelles la somme de jetons est 
constante, indépendamment de toute transition pouvant moduler le nombre de jetons sur ces 
places. Dans le modèle, hormis deux P-invariants qui correspondent à la conservation de 
jetons entre les différentes formes (libres, actives, inactives) des deux promoteurs PcomC et 
PcomAB, aucun P-invariant n’est observé. Ce résultat est cohérent car l’état de compétence est 
un état transitoire, contrôlé génétiquement, permettant une reprogrammation cellulaire lorsque 
la cellule se trouve face à certains stress environnementaux. Ainsi, les protéines nécessaires à 
la mise en place de cet état physiologique doivent être synthétisées lorsque la cellule entre en 
état de compétence, puis dégradées lorsque l’état de compétence disparaît pour permettre 
alors à la cellule de retourner à son état physiologique initial. Il n’y a donc pas de 
conservation de masse dans l’ensemble du modèle, propriété reflétée par l’absence de 
couverture de P-invariants sur le réseau. Comme chaque transition représentant la synthèse de 
chaque composé a été associée à une transition de dégradation, il n’y a pas d’accumulation 
infinie d’une molécule donnée. 
Comme les invariants structuraux calculés valident la cohérence structurale du modèle, le 
comportement dynamique du réseau a été étudiée dans un second temps. Pour bénéficier des 
données expérimentales de luminométrie, le réseau a été transformé en équations 




III. Analyse dynamique du réseau de régulation ComCDE 
1. Construction du système d’équations différentielles ordinaires 
Les équations différentielles ordinaires permettent d’exprimer la variation d’une entité en 
fonction de la concentration des autres éléments d’un système. Chaque place du réseau de 
Petri correspond donc à une espèce moléculaire qui est modélisée par une variable d’état xi(t) 
(par exemple le régulateur de réponse ComE correspondra à x1(t), le CSP à x2(t), etc.). Les 
valeurs de toutes les variables d’état, décrivant le système à un temps t, constituent l’état du 
système à ce temps t. L’évolution au cours du temps de xi(t) peut être exprimée par une 
équation différentielle dont la forme générale est la suivante : 
𝑑𝑥𝑖
𝑑𝑡
= 𝑠𝑦𝑛𝑡ℎè𝑠𝑒(𝑥𝑖) − 𝑑é𝑔𝑟𝑎𝑑𝑎𝑡𝑖𝑜𝑛(𝑥𝑖) ±  𝑙𝑖𝑎𝑖𝑠𝑜𝑛(𝑥𝑖) ±  𝑑𝑖𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛(𝑥𝑖)
± 𝑚𝑜𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑝𝑜𝑠𝑡 𝑡𝑟𝑎𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑛𝑒𝑙𝑙𝑒(𝑥𝑖) 
L’ensemble des termes positifs correspond à des vitesses de gain et l’ensemble des termes 
négatifs correspond à des vitesses de perte. Lorsque les deux vitesses sont égales pour toutes 
les variables, le système a atteint un point d’équilibre aussi appelé état d’équilibre. 
Pour une variable d’état donnée (une place donnée du réseau de Petri), toutes les transitions 
orientées vers la place contribuent à l’augmentation de la quantité de cette variable, et tous les 
arcs sortant d’une place donnée contribuent à la diminution de celle-ci. Les cinétiques des 15 
espèces moléculaires du réseau, correspondant aux 15 places du réseau de Petri, ont ainsi été 
traduites par 15 équations différentielles qui sont reportées dans le Tableau 2. 
 




= 𝛽𝐶𝑜𝑚𝐶𝐷𝐸 + 𝑣𝑚𝑎𝑥𝐶𝑜𝑚𝐶𝐷𝐸
[(𝐶𝑜𝑚𝐸~𝑃)𝐷]




 − 𝜀 ∗ [𝐶𝑜𝑚𝐴𝐵] ∗ [𝑝𝑟𝑒𝐶𝑆𝑃]




= 𝜀 ∗ [𝐶𝑜𝑚𝐴𝐵] ∗ [𝑝𝑟𝑒𝐶𝑆𝑃] − 𝑣𝑚𝑎𝑥𝑎𝑐𝑡 ∗
[𝐶𝑆𝑃]
[𝐶𝑆𝑃] + 𝐾𝑎𝑐𝑡  




= 𝛽𝐶𝑜𝑚𝐴𝐵 + 𝑣𝑚𝑎𝑥𝐶𝑜𝑚𝐴𝐵
[(𝐶𝑜𝑚𝐸~𝑃)𝐷]








= 𝛽𝐶𝑜𝑚𝐶𝐷𝐸 + 𝑣𝑚𝑎𝑥𝐶𝑜𝑚𝐶𝐷𝐸
[(𝐶𝑜𝑚𝐸~𝑃)𝐷]




− 2 ∗ 𝑘𝑜𝑛_𝐷 ∗ [𝐶𝑜𝑚𝐷]
2




= 𝑘𝑜𝑛_𝐷 ∗ [𝐶𝑜𝑚𝐷]
2 − 𝑘𝑜𝑓𝑓𝐷 ∗ [(𝐶𝑜𝑚𝐷)𝐷] − 𝑣𝑚𝑎𝑥𝑎𝑐𝑡 ∗
[𝐶𝑆𝑃]
[𝐶𝑆𝑃] + 𝐾𝑎𝑐𝑡  









[𝐶𝑆𝑃] + 𝐾𝑎𝑐𝑡  
∗ [(𝐶𝑜𝑚𝐷)𝐷] + 𝛼𝑎𝑢𝑡𝑜 ∗ [(𝐶𝑜𝑚𝐷)𝐷] − 𝜆 ∗ [𝐶𝑜𝑚𝐸]








= 𝛽𝐶𝑜𝑚𝐶𝐷𝐸 + 𝑣𝑚𝑎𝑥𝐶𝑜𝑚𝐶𝐷𝐸
[(𝐶𝑜𝑚𝐸~𝑃)𝐷]




+ 2 ∗ 𝜌 ∗ [(𝐶𝑜𝑚𝐸~𝑃)𝐷]




= 𝜆 ∗ [𝐶𝑜𝑚𝐸]2 ∗ [(𝐶𝑜𝑚𝐷𝑎𝑐𝑡)𝐷] − 𝑘𝑜𝑛𝐷𝑝𝑟𝐴𝐸𝑃 ∗

















































𝑑 − 2 ∗ 𝑘𝑜𝑛_𝐷𝑝𝑟𝐴_𝐸𝑃 ∗ [𝐷𝑝𝑟𝐴]




= 𝑘𝑜𝑛_𝐷𝑝𝑟𝐴_𝐸𝑃 ∗ [𝐷𝑝𝑟𝐴]








𝑠 − 𝛾𝑆𝑠𝑏𝐵 ∗ [𝑆𝑠𝑏𝐵] 
 
[𝐶𝑜𝑚𝐷]𝑡𝑜𝑡𝑎𝑙 = [𝐶𝑜𝑚𝐷] + 2 ∗ [(𝐶𝑜𝑚𝐷)𝐷] + 2 ∗ [(𝐶𝑜𝑚𝐷𝑎𝑐𝑡)𝐷] + 2 ∗ [(𝐶𝑜𝑚𝐷_𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑)𝐷] 
[𝐶𝑜𝑚𝐸]𝑡𝑜𝑡𝑎𝑙 = [𝐶𝑜𝑚𝐸] + 2 ∗ [(𝐶𝑜𝑚𝐸~𝑃)𝐷] + 2 ∗ [(𝐷𝑝𝑟𝐴_𝐶𝑜𝑚𝐸~𝑃)𝐷] 
[𝐶𝑜𝑚𝑋]𝑡𝑜𝑡𝑎𝑙 = [𝐶𝑜𝑚𝑋𝑖𝑛𝑎] + [𝐶𝑜𝑚𝑋𝑎𝑐𝑡] 
[𝐷𝑝𝑟𝐴]𝑡𝑜𝑡𝑎𝑙 = [𝐷𝑝𝑟𝐴] + 2 ∗ [(𝐷𝑝𝑟𝐴_𝐶𝑜𝑚𝐸~𝑃)𝐷] 
 
Les approches utilisant les équations différentielles ordinaires peuvent fournir un niveau de 
détail élevé sur les dynamiques des composants du système, mais nécessitent cependant des 
données quantitatives, par exemple les cinétiques de composés, afin d’estimer les paramètres 
du modèle. Toutefois, les mesures quantitatives sont souvent partielles et disponibles 
seulement pour une fraction des entités du système. Ainsi, plusieurs paramètres des modèles 
quantitatifs doivent être inférés. Ici, les paramètres du réseau de régulation ont été ajustés et 





2. Utilisation des données de fusion transcriptionnelle 
Les données de fusion transcriptionnelle seront utilisées pour paramétrer le modèle. En effet, 
les expérimentalistes de l’équipe « Transformation du pneumocoque » travaillent depuis des 
années avec des données de luminescence pour comprendre les mécanismes de régulation de 
la compétence (Prudhomme et Claverys, 2007). Ces données serviront à définir les paramètres 
du système d’équations différentielles ordinaires afin d’en étudier le comportement et le 
comparer aux données expérimentales. Cependant, les données brutes issues des mesures de 
luminescence reflètent la quantité de luciférase et non pas la quantité de la protéine d’intérêt. 
En effet, la demi-vie de la protéine d’intérêt et celle de la luciférase peuvent différer, et il en 
est de même pour les ARNm (Figure 18). Il est donc nécessaire de rechercher une méthode 
mathématique afin de tirer bénéfice des données disponibles et les utiliser comme 
apprentissage des cinétiques des protéines régulant la compétence. 
 
Figure 18. Représentation schématique de l’expression d’un gène rapporteur et d’un 
gène de l’hôte. Expression du gène comX et du gène codant pour la luciférase impliquant les 
réactions de transcription, de traduction et de dégradation des produits de l’expression 
génique (modifié d’après de Jong et al., 2010). 
 
Les données de luminescence et de fluorescence de gènes rapporteurs constituent des outils 
très populaires pour quantifier in vivo l’expression de gènes. Le principe de cette technologie 
est de fusionner la région promotrice, et parfois même une partie de la région codante d’un 
gène d’intérêt à un gène rapporteur (Figure 18). Le gène rapporteur est exprimé à partir d’un 
plasmide ou peut être intégré au sein du chromosome hôte. Une bactérie portant la 
construction émet alors un signal lumineux qui est proportionnel à la quantité de protéine 
rapportrice dans la cellule. Ce signal de luminescence, ou de fluorescence, est mesurable et 
reflète ainsi le niveau d’expression du gène d’intérêt. Les données qui résultent de ces 
expériences sont utilisables, notamment dans le contexte de l’inférence ou de l’analyse de 
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réseaux de régulation dans les cellules bactériennes (Ronen et al., 2002, Berthoumieux et al., 
2013, Stefan et al., 2015). 
L’utilisation de fusions transcriptionnelles permet de mesurer l’expression de gènes à 
l’échelle de la population, mais aussi à l’échelle de la cellule unique. À l’échelle de la cellule 
unique, grâce à l’utilisation à la fois de la microscopie et de la fluorescence, il a notamment 
été démontré que la fluctuation de l’expression génique était due à la combinaison du bruit 
interne et du bruit externe du système étudié (Elowitz et al., 2002). En revanche, les lectures 
automatiques à partir de microplaques permettent, elles, la mesure de l’expression de gènes 
dans une population cellulaire plutôt que l’expression à l’échelle de cellules individuelles. Ce 
sont ces données qui sont à notre disposition. La résolution plus faible de ces données est 
cependant compensée par un débit plus élevé car plusieurs gènes peuvent être mesurés en 
parallèle, avec un ensemble de mesures obtenues dans le temps ce qui constitue un atout par 
rapport aux puces à ADN. De nombreux exemples de quantification de l’expression de gènes 
à l’échelle populationnelle sont retrouvés dans la littérature, associés à une approche de 
modélisation. Nous pouvons citer comme exemples l’étude du processus décisionnaire 
régulant l’entrée en phase lytique ou lysogène chez le phage lambda (Kobiler et al., 2005), 
l’étude du stress oxydatif (Lu et al., 2005) ou bien l’étude du système SOS en réponse à des 
dommages à l’ADN (Ronen et al., 2002). 
Dans une expérience de microplaque, jusqu’à 96 cultures peuvent être suivies en parallèle, et 
cela sur plusieurs heures. Cela génère une quantité importante de données : afin de les 
interpréter de façon adéquate, il est nécessaire de comprendre les facteurs agissant sur ces 
mesures d’expressions de gènes. Une utilisation des données de fusion transcriptionnelles 
consiste à inférer les activités de promoteurs à partir des données brutes d’expressions de 
gènes rapporteurs. Des modèles mathématiques ont été développés pour inférer des quantités 
interprétables à partir des mesures brutes (Ronen et al., 2002, Finkenstädt et al., 2008, Huang 
et al., 2008, Wang et al., 2008, Aïchaoui et al., 2012). Ces méthodes permettent de 
reconstruire la concentration, relative, de l’ARNm rapporteur ainsi que la concentration de la 
protéine rapportrice à partir des données. Ces valeurs sont considérées comme une estimation 
de la cinétique d’expression du gène hôte correspondant. Toutefois, la cinétique de la protéine 
rapportrice et celle exprimée par le gène hôte peuvent différer, notamment en raison de la 
différence de demi-vies entre la protéine rapportice et la protéine hôte. Une méthode 
mathématique a été développée pour analyser et corriger ces biais (de Jong et al., 2010, Stefan 
et al., 2015). Cette méthode, présentée ci-dessous, a été utilisée dans le travail présenté ici. 
59 
Mathias Weyder 
Si A(t) correspond à la valeur d’absorbance corrigée de l’absorbance de fond au temps t, et 
que I(t) représente l’intensité brute mesurée de luminescence (en unité relative de 
luminescence RLU) au temps t, alors le ratio 𝑟(𝑡) = 𝐼(𝑡)/𝐴(𝑡)correspond à la quantité de 
luminescence moyenne par cellule au temps t. Le signal de luminescence peut alors être 
transformé en activité du promoteur en calculant sa dérivée selon la formule suivante : 
𝑓(𝑡) =  
𝑑 
𝑑𝑡








où r [min 
-1] est la constante de dégradation de la luciférase et où (t) [min -1] est la vitesse de 
croissance de la population bactérienne. La relation entre la demi-vie et la constante de 
dégradation d’une protéine est donnée par t1/2 = ln2/r. Le temps de demi-vie de la luciférase 
utilisée dans les expériences a été estimé à 15 minutes (Prudhomme et Claverys, 2007), 
donnant r = 0,04621. L’activité du promoteur f(t) est exprimée en RLU min
−1. 
L’évolution au cours du temps de la protéine d’intérêt p(t) [RLU.min−1] a été calculée en 
utilisant l’équation suivante établie par Stefan et collaborateurs (2015). Ce modèle opère une 
correction de la différence de demi-vies entre le reporteur luciférase et la protéine dont 
l’activité du gène est mesurée : 
𝑑
𝑑𝑡





−1] est la constante de dégradation de la protéine. À partir des résultats publiés et 
par mesure de simplification, nous avons considéré seulement deux durées de vie différentes ; 
une pour ComD, ComE, DprA et ComAB qui a été estimée à 80 minutes (t1/2 = 55,45 min et 
p = 0,0125) et l’autre pour ComX, ComW et SsbB qui a été estimée à 8 minutes (t1/2 = 5,45 
min et p = 0,125) (Piotrowski et al., 2009 pour ComX et ComW ; Mirouze et al., 2013 pour 
DprA et SsbB ; Martin et al., 2013 pour ComE et ComD). La concentration initiale de 
protéines p(0) a été obtenue à partir de données de gènes rapporteurs à t = 0 et en supposant 
que l’expression des gènes impliqués dans l’état de compétence était à l’état d’équilibre au 
début de l’expérience. 
Les équations ont été résolues par intégration numérique en utilisant la méthode Euler 
implémentée dans le package deSolve du logiciel R. Finalement, les cinétiques de protéines 
obtenues ont été normalisées par rapport à la concentration protéique maximale obtenue sur 
l’ensemble des jeux de données utilisés. 
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3. Traitement des données de luminescence 
Afin d’estimer les paramètres du modèle et pour obtenir une cinétique de référence 
d’expression des gènes de la compétence, les données recueillies par fusion transcriptionnelle 
avec la luciférase ont été utilisées afin d’obtenir une mesure en temps réel de l’expression des 
gènes. Dans ces expériences, la compétence est induite par l’ajout de CSP exogène à une 
concentration saturante afin de synchroniser la réponse populationnelle. Les données utilisées 
de luminescence sont celles produites par Mirouze et collaborateurs (Mirouze et al., 2013) où 
les fusions du gène rapporteur luciférase aux promoteurs des gènes d’intérêts (comC::luc, 
comX::luc et ssbB::luc) ont été introduites dans une souches sauvage ainsi que dans une 
souche dprA-. La luminescence (exprimée en unité relative de luminescence, RLU) et 
l’absorbance (OD492nm) sont enregistrées toutes les minutes après l’ajout de CSP sur une 
période de 45 minutes. Les signaux de luminescence brute ont été transformés en activités de 
promoteurs et en cinétique protéique par cellule en appliquant l’approche présentée 
précédemment. La quantité de luminescence par cellule en fonction du temps a été calculée à 
partir du ratio I(t)/A(t), où I(t) représente l’intensité de luminescence (en RLU) et A(t) les 
valeurs d’absorbance corrigées par soustraction de l’absorbance de fond mesurée dans des 
puits contenant seulement du milieu de croissance. Il est raisonnable de supposer que ce ratio 
permet d’estimer la concentration moyenne de protéine rapportrice par cellule. Ainsi, la 
dynamique du système peut être décrite par l’évolution dans le temps de la concentration de 
luciférase. 
Si l’on compare la variation au cours du temps des données brutes de luminescence (Figure 
19A) à l’évolution du ratio r(t) (Figure 19B), nous remarquons que la normalisation par 
l’absorbance permet la correction des effets causés à l’augmentation différentielle de la taille 
des populations. En réalité, il a été montré qu’une souche dprA- possède une vitesse de 
croissance plus faible qu’une souche sauvage (Mirouze et al., 2013). Ici, nous observons que 
les données de luminescence brutes sous-estiment l’accroissement de l’expression des gènes 
entre une souche dprA- et une souche sauvage par rapport aux données normalisées de 
luminescence par cellule. Cela est particulièrement vrai dans le cas de l’opéron comCDE où 
l’inactivation de dprA semble n’avoir quasi aucun effet sur son expression lorsque les données 
brutes sont analysées (Figure 19A), mais apparaît avoir un effet lorsque les valeurs 
normalisées de luminescence sont utilisées (Figure 19B). La correction de l’effet de la taille 
de la population est donc cruciale pour une analyse rigoureuse des données de luminescence 




Figure 19. Comparaison des données brutes de luminescence aux données normalisées 
par la taille de la population pour les différents promoteurs. Pour les panneaux de gauche 
et de droite, les lignes de couleurs continues représentent les données expérimentales acquises 
pour la souche WT et les lignes en pointillés correspondent aux données expérimentales 
acquises pour la souche dprA-. Le panneau de gauche représente les intensités luminescentes 
brutes et le panneau de droite représente les intensités luminescentes brutes divisées par 
l’absorbance de la population. Le CSP est ajouté à t = 10 minutes. 
 
L’étape suivante est la transformation du signal normalisé de luminescence par cellule en 
activité de promoteur et en cinétiques protéiques en suivant toujours le modèle mathématique 
développé par Stefan et collaborateurs (2015). Pour calculer l’évolution au cours du temps de 
la concentration de la protéine d’intérêt, une correction est réalisée afin de prendre en compte 
la différence de demi-vie entre la luciférase et la protéine dont l’expression est mesurée. 
L’effet de cette correction sur nos données est montré en Figure 20. Pour ComX et SsbB, qui 
ont une durée de vie plus courte (estimée à 8 minutes) que celle de la luciférase mesurée à 
21,6 minutes, ’nous notons que les valeurs non corrigées de luminescence surestiment 
clairement les quantités protéiques. À l’inverse, pour ComE et ComD dont les durées de vie 
ont été estimées à 80 minutes, les valeurs non corrigées de luminescence sous-estiment la 




Figure 20. Effet de la correction entre la durée de vie de la luciférase et celle des autres 
protéines. Les lignes de couleur plus foncées représentent les concentrations de protéines 
calculées avec la durée de vie de la protéine (respectivement 80 minutes pour ComD/ComE et 
8 minutes pour ComX et SsbB). Les couleurs plus claires représentent les concentrations de 
protéines calculées en utilisant la durée de vie de la luciférase mesurée (21,6 minutes). 
 
Les cinétiques des activités des promoteurs et des concentrations protéiques déduites des 
données de luminescence des fusions comC::luc, comX::luc et ssbB::luc obtenues par 
Mirouze et collaborateurs (2013) dans des cellules sauvages et dprA- sont reportées en Figure 
21. Pour les cellules sauvages, après l’ajout de CSP dans le milieu, un pulse d’activité pour 
chaque promoteur est observé, en accord avec le fait que la compétence est un état 
physiologique transitoire. Les courbes représentant les cinétiques protéiques ont des allures 
similaires aux courbes d’activités des promoteurs, avec un décalage dû au temps nécessaire à 
la traduction des ARNm en protéines et à une diminution de la pente qui est cohérente avec ce 
qui est connu quant à la demi-vie des protéines (i.e. plus élevée pour ComX et SsbB qui ont 
des demi-vies courtes que pour ComD et ComE qui ont des demi-vies longues). Dans les 
cellules dprA-, l’altération de l’arrêt de la transcription de comX est clairement observée, ainsi 
que son incidence sur le maintien de l’expression de ssbB. De plus, les cinétiques protéiques 
obtenues dans les cellules sauvages sont en accord avec les résultats expérimentaux 
précédemment publiés, confortant le choix effectué de demi-vie protéique utilisée. Pour 
ComD et ComE, le pic de concentration est atteint 15 minutes après l’ajout de CSP et la 
concentration reste stable sur une période d’au moins 25 minutes, ce qui concorde avec les 
résultats de western blot obtenus par Martin et collaborateurs (2013). ComX apparaît entre 5 
et 10 minutes après l’ajout de CSP, atteignant un pic de concentration après 15 minutes, avant 
d’être dégradé. La cinétique suit également les résultat expérimentaux obtenus par western 
blot avec un anticorps anti-ComX (Piotrowski et al., 2009). La cinétique de SsbB est aussi 
cohérente avec les précédents résultats expérimentaux (Mirouze et al., 2013) : la protéine est 
détectée environ 5 minutes après l’ajout de CSP, la concentration maximale apparaît après 15-
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20 minutes, et la protéine disparaît quasi totalement après 60 minutes. Enfin, la présence de 
ComX dans un contexte dprA- est prolongée avec la même temporalité, comme dans le travail 
de Weng et collaborateurs (2013). 
 
Figure 21. Estimation de l’activité des promoteurs et des cinétiques protéiques déduites 
des données de luminescence. Les activités des promoteurs calculées à partir des signaux de 
luminescence sont représentées par des lignes noires (échelle de droite). Les cinétiques 
protéiques reconstituées et corrigées des différences de demi-vie entre la luciférase et la 
protéine dont l’activité génétique est mesurée sont illustrées par des lignes colorées (échelle 
de gauche). Les lignes pleines et les pointillés correspondent respectivement aux valeurs 
calculées obtenues à partir des données brutes de luminescence dans les souches WT et dprA-. 
Les temps de vie de la protéine utilisés pour le calcul sont : 8 min pour ComX et SsbB, 80 
min pour ComD et ComE et 21,6 min pour luciférase. Les gènes comD et comE étant en 
opéron, la ligne bleue symbolise à la fois la cinétique de ComD et celle de ComE. Les lignes 
rouges et vertes représentent respectivement les cinétiques ComX et SsbB. Les activités des 
promoteurs et les concentrations des protéines ont été normalisées par rapport aux valeurs 
maximales obtenues dans les ensembles de données globales calculées. Par conséquent, les 
valeurs sont données en unités arbitraires (a.u.). 
 
Trois jeux de données ont été utilisés simultanément pour estimer les valeurs des paramètres 
du modèle : les deux précédemment décrits contenant les cinétiques de luminescence 
transformées en cinétiques protéiques obtenues à partir de souches sauvages et dprA- 
(Mirouze et al., 2013) et un troisième correspondant à la cinétique des protéines dans une 
souche clpP-. Pour ce dernier, il n’existe pas de données de luminescence directement 
disponibles, mais il a été observé que dans ce mutant les cellules quittent l’état de compétence 
aussi rapidement que dans des cellules sauvages (Piotrowski et al., 2009). Ainsi, les données 
cinétiques d’un mutant clpP-où ComX devient stable ont été générées en utilisant le jeu de 
données sauvage, tout en choisissant une constante de dégradation p de ComX égale à 0 afin 
d’inférer la cinétique de ComX dans ce contexte génétique. 
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Après avoir validé les cinétiques des concentrations protéiques, celles-ci ont été utilisées pour 
estimer les paramètres des équations différentielles et pour comparer la dynamique de la 
prédiction du réseau à ces données d’apprentissage. Les valeurs des paramètres ont été 
estimées en utilisant les données de luminométrie, mais aussi en exploitant les connaissances 
publiées disponibles. 
 
4. Évidences expérimentales aidant à l’estimation des paramètres 
Les connaissances qualitatives acquises par expériences de gels retards ont montré que 
ComE~P avait une plus forte affinité que ComE pour PcomC mais qu’il avait beaucoup moins 
d’affinité pour PcomX (Martin et al., 2013). Ces informations ont permis d’ordonner les 
affinités des constantes régulatrices pour leurs séquences cibles. Ainsi, les contraintes 
suivantes ont été ajoutées lors de l’estimation des paramètres : 𝐾𝐶𝑜𝑚𝑋 > 𝐾𝐶𝑜𝑚𝐸 > 𝐾𝐶𝑜𝑚𝐸~𝑃. 
Comme aucune mesure de durée de vie précise n’a été réalisée, des westerns blots issus de 
diverses publications ont été utilisés pour déterminer un intervalle de constantes de 
dégradation qui soit le plus cohérent possible avec les observations. L’intervalle [4-12] 
minutes a été utilisé pour ComX et SsbB qui sont des protéines instables et l’intervalle [40-
120] minutes pour ComE, ComD et DprA qui sont des protéines plus stables (Weng et al., 
2013, Martin et al., 2013, Mirouze et al., 2013). 
Les résultats expérimentaux obtenus sur le système AgrC/AgrA de Staphylococcus aureus ont 
été également exploités. En effet, comme ComD possède 50% de similarité avec AgrC et que 
ComE possède 52% de similarité ave AgrA, l’on peut supposer que ces deux systèmes à deux 
composantes partagent des propriétés biochimiques similaires. Un temps de demi-vie de 3,9 
minutes de la forme phosphorylée du régulateur de réponse AgrA a été mesuré, correspondant 
à une durée de vie moyenne de 5,26 minutes et à une vitesse d’auto-déphosphorylation de 
0.18 min-1 (Wang et al., 2014). Ainsi, la recherche dans l’espace des paramètres pour estimer 
la vitesse ρ de déphosphorylation de ComE~P a été restreinte dans l’intervalle [0,1-0,4]. De 
plus, la vitesse de transfert du groupe phosphoryle entre la forme active de l’histidine kinase 
AgrC et le régulateur de réponse AgrA a également été mesurée avec un t½ égale à 66 
secondes, correspondant à une vitesse de transphosphorylation de 0.63 min-1 (Wang et al., 




Les concentrations initiales de protéines ont été choisies telles que le système soit à l’état 
d’équilibre au début de la simulation, état qui correspond à l’état végétatif/non-compétent, et 
de sorte que l’ajout de CSP exogène puisse initier le développement de la compétence. 
 
5. Optimisation des paramètres du modèle 
L’optimisation est au cœur de nombreux problèmes rencontrés en modélisation et dans la 
conception de systèmes biologiques (Banga, 2008). Cela implique que soient définis quelques 
concepts fondamentaux : les variables décisionnelles (ce sont les variables qui peuvent être 
modifiées lors de la recherche de la meilleure solution), une fonction objectif (l’indice de 
performance qui quantifie la qualité d’une solution définie par un ensemble de variables de 
décision et qui peut être minimisée ou maximisée) et des contraintes à l’optimisation 
(exigences qui doivent être satisfaites lors de l’estimation, généralement exprimées sous la 
forme d’égalités et d’inégalités). Les variables décisionnelles peuvent être continues (générant 
des problèmes d’optimisation dits continus) ou discrètes (représentées par des nombres 
entiers). Ces dernières, également appelées optimisations combinatoires, sont souvent 
utilisées lors de la conception in silico de réseaux de régulation de gènes ou lors 
d’optimisation de modèles par rapport à des données expérimentales (Saez-Rodriguez et al., 
2009, Schreiber et al., 2016). 
Ainsi, l’inférence des paramètres des équations différentielles ordinaires peut être formulée 
comme un problème d’optimisation avec une fonction objective qui doit être minimisée par 
l’ajustement des valeurs des paramètres du modèle. Un choix couramment fait pour calculer 
cette fonction objective est de calculer la somme des carrés des résidus entre mesures 
expérimentales et simulations du modèle. Pour un vecteur de paramètre 𝑃, la valeur de la 
fonction objective est donnée par la formule suivante (Hoops et al., 2006) : 







où 𝑛 est le nombre de points de mesures expérimentales, 𝑘 le nombre de variables, 𝑦𝑖,(P) sont 
les données simulées correspondants aux données expérimentales 𝑥𝑖,𝑗. 𝜔𝑗 est un poids 
permettant de normaliser l’importance de chaque variable afin que toutes aient la même 
importance dans l’ajustement des paramètres. En effet, les variables ayant les valeurs 
moyennes les plus élevées contribuent plus fortement à l’accroissement de la fonction 
objective et peuvent ainsi être mieux ajustées par l’algorithme d’optimisation au détriment des 
autres variables du modèle. Afin que toutes les variables possèdent une même importance, il 
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est nécessaire de pondérer chacune d’elles. La méthode mean square, implémentée dans 
COPASI (Hoops et al., 2006), a été utilisée et consiste à diviser chaque résidu par la moyenne 
de la variable considérée élevée au carré (𝜔𝑗). 
La fonction d’optimisation appliquée est la méthode de Particle Swarm Optimization (PSO), 
implémentée dans le logiciel COPASI, qui a été originalement proposée par Kennedy et 
Eberhart (1995). Cette méthode d’optimisation stochastique est inspirée des comportements 
sociaux et des mouvements dynamiques des essaims comme ceux observés chez les insectes, 
les oiseaux et les poissons. Chaque particule de l’essaim correspond à un vecteur de 
paramètres et parcourt l’espace des paramètres afin d’identifier le vecteur de paramètres 
reproduisant au mieux les résultats expérimentaux. Une particule est décrite par une position 
dans l’espace des paramètres, par une vitesse et enfin par une direction. Chaque particule 
possède une mémoire de ses précédentes valeurs de fonctions objectives et garde aussi en 
mémoire sa meilleure valeur de fonction objective. La particule conserve également la 
meilleure solution atteinte par les particules voisines. Chaque particule de l’essaim a une 
position initiale fixée de façon aléatoire dans l’espace des paramètres. Ces particules 
parcourent alors l’espace des paramètres et ajustent leurs positions et leurs vitesses à partir de 
leur propre meilleure valeur de fonction objective et à partir de celles atteintes par leurs 
voisins. La taille de l’essaim est fixée à 50 particules, valeur par défaut de COPASI. 
Ainsi, chaque itération de l’algorithme nécessite pour chaque particule de l’essaim une 
procédure de mise à jour en trois étapes. D’abord, le positionnement des particules dans 
l’espace des paramètres se fait par rapport aux valeurs courantes des paramètres du modèle. 
Puis, le modèle est simulé avec les valeurs de paramètres du modèle. Enfin, les simulations 
sont comparées avec les données expérimentales en utilisant la fonction objective décrite 
précédemment et de nouveaux vecteurs de paramètres sont générés grâce à l’algorithme 
d’optimisation. Le processus itératif s’arrête si le changement de la valeur de la fonction 
objective devient plus faible qu’une valeur seuil ou si un nombre spécifié d’itération est 
atteint. Des informations supplémentaires sur cette méthode d’optimisation peuvent être 
trouvées dans l’article de Poli et collaborateurs (2007). 
La méthode d’optimisation Particle Swarm (PSO) a été utilisée avec les paramètres par défaut 
proposés dans COPASI, à l’exception du nombre d’itérations qui a été augmenté de 2000 à 
10 000 itérations afin d’obtenir le vecteur de paramètres le plus optimisé possible. Les 
performances des méthodes d'optimisation les plus populaires (programmation évolutive, 
algorithme génétique, recuit simulé et PSO) ont été en effet comparées par Baker et 
collaborateur  pour retrouver les paramètres cinétiques des enzymes impliquées dans la 
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glycolyse (Baker et al., 2010). Ce travail a montré que la méthode PSO était la méthode la 
plus performante pour minimiser la fonction objective. 
L’algorithme Particle Swarm, implémenté dans le logiciel COPASI (Hoops et al., 2006), a 
donc été utilisé comme algorithme d’optimisation pour minimiser les résidus entre les 
cinétiques des concentrations protéiques calculées à partir des données de luminescence de 
ComD/ComE, ComX et SsbB et les cinétiques de [ComD]total, [ComE]total, [ComX]total et 
[SsbB] obtenues à partir du modèle (voir Tableau 2). Les simulations du réseau sont réalisées 
par intégration numérique des équations différentielles ordinaires avec la méthode LSODA 
(Petzold, 1983). Pendant l’estimation des paramètres du modèle, pour générer les cinétiques 
protéiques dans un mutant dprA-, le paramètre vmaxdprA correspondant à la vitesse maximale 
de synthèse de dprA prend la valeur 0 et, dans le mutant clpP-, les constantes de dégradation 
de ComX et ComW (comX et comW) sont respectivement fixées à 0. 
 
6. Analyse de la dynamique du système 
La comparaison des simulations du modèle avec les mesures expérimentales a été réalisée à 
partir de trois souches (WT, dprA- et clpP-) : elle montre une relative bonne cohérence entre 
simulations et données (Figure 22). Cependant, un certain écart est observé entre simulations 
et données, plus particulièrement pour la cinétique de SsbB : alors que, dans un mutant clpP-, 
la cinétique de SsbB décroît comme dans une souche sauvage, cette dynamique n’est pas 
retrouvée dans la simulation où la concentration de SsbB reste stable pendant plus de 50 
minutes. Nous pouvons conclure qu’il existe probablement un acteur supplémentaire inconnu 
qui doit être impliqué dans l’arrêt de transcription des gènes tardifs, comme l’interprètent 
Piotrowski et collaborateurs (2009) ainsi que Weng et collaborateurs (2013). Ce réseau a été 




Figure 22. Comparaison des cinétiques protéines expérimentales et simulées pour le 
modèle initial. La comparaison des données simulées avec les mesures expérimentales est 
montrée pour la souche WT, la souche mutante dprA et la souche mutante clpP. 
Puisqu’aucune donnée de luminescence n’était disponible pour le mutant clpP, elles ont été 
générées en utilisant le jeu de données WT et en fixant la constante de dégradation de ComX 
à 0 pour inférer la cinétique ComX. Pour les deux autres souches, la cinétique protéique 
reconstruite correspond à celle de la Figure 19. Les cinétiques expérimentales et simulées des 
protéines sont respectivement représentées par des croix et des lignes pleines. Des simulations 
pour le mutant dprA sont réalisées en définissant 𝒗𝒎𝒂𝒙𝒅𝒑𝒓𝑨 = 𝟎 et des simulations pour le 
mutant clpP sont réalisées en définissant les paramètres 𝜸𝑪𝒐𝒎𝑿 et   𝜸𝑪𝒐𝒎𝑾  égaux à 0. Le 
développement de la compétence est induit en ajoutant une unité arbitraire (a.u) de CSP à t = 
10 minutes afin de reproduire le protocole expérimental – 100 ng / mL de CSP ajouté après 10 
minutes d’incubation (Mirouze et al., 2013) –. On utilise le même code de couleurs que pour 
la figure 21. 
 
7. Comparaison des modèles alternatifs 
Un nouveau gène, appelé comZ, a été ajouté et sa synthèse peut être sous le contrôle de 
ComE~P en admettant qu’il s’agit d’un gène précoce de la compétence, ou sous le contrôle de 
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ComX s’il s’agit un gène tardif de la compétence. Plusieurs mécanismes d’actions alternatifs 
de ComZ ont été considérés (Figure 23) : i) ComZ inhibe directement la forme active de 
ComX, ii) ComZ interagit avec ComW et empêche ainsi l’activation de ComX par ComW, 
iii) ComZ est en compétition avec ComW pour interagir avec la forme inactive de ComX et 
empêche la formation d’une forme active de ComX et enfin, iv) ComZ et la forme active de 
ComX sont en compétition pour l’ARN polymérase ; ComZ correspondrait ici au facteur σ de 
ménage (σA). 
 
Figure 23. Modèles alternatifs possibles d’action de ComZ sur la fermeture de l’état de 
compétence. (1) ComZ interagit avec ComW et ainsi empêche ainsi l’activation de ComX par 
ComW. (2) ComZ est en compétition avec ComW pour interagir avec la forme inactive de 
ComX et empêche la formation d’une forme active de ComX. (3) ComZ inhibe la forme 
active de ComX. (4) ComZ et la forme active de ComX sont en compétition pour l’ARN 






Tableau 3. Réactions modifiées lors d’une interaction entre ComW et un produit de gène 
tardif ComZ inhibant l’activité de ComW (voir Figure 23 (1)). 
Nouvelles réactions 
Synthèse de ComZ ComXact  ComXina + ComZ 















𝑤 − 𝜔2 ∗ [𝐶𝑜𝑚𝑍] ∗ [𝐶𝑜𝑚𝑊𝑎𝑐𝑡]
−  𝛾𝐶𝑜𝑚𝑊 ∗ [𝐶𝑜𝑚𝑊𝑖𝑛𝑎] 
𝑑[𝐶𝑜𝑚𝑊𝑖𝑛𝑎]
𝑑𝑡
= 𝜔2 ∗ [𝐶𝑜𝑚𝑍] ∗ [𝐶𝑜𝑚𝑊𝑎𝑐𝑡]  − 𝛾𝐶𝑜𝑚𝑊 ∗ [𝐶𝑜𝑚𝑊𝑖𝑛𝑎] 






Tableau 4. Réactions modifiées lors d’une compétition entre ComW et un produit de 
gène tardif de la compétence ComZ empêchant la formation d’une forme active de 
ComX (Figure 23 (2)) 
Nouvelles réactions 
Synthèse de ComZ ComXact  ComXina + ComZ 








𝑧 − 𝛾𝐶𝑜𝑚𝑍 ∗ [𝐶𝑜𝑚𝑍] 
𝑑[𝐶𝑜𝑚𝑋𝑎𝑐𝑡]
𝑑𝑡




















𝑧 − 𝛾𝐶𝑜𝑚𝑋 ∗ [𝐶𝑜𝑚𝑋𝑎𝑐𝑡] 
𝑑[𝐶𝑜𝑚𝑋𝑖𝑛𝑎]
𝑑𝑡

















































Tableau 5. Réactions modifiées lors d’une compétition entre la forme active de ComX et 
un produit de gène tardif ComZ pour l’ARN polymérase (voir Figure 23 (4)). 
Nouvelles réactions 
Synthèse de ComZ ComXact  ComXina + ComZ 
Synthèse de SsbB ComXact + ComZ  ComXina + SsbB + ComZ 












) − 𝛾𝐶𝑜𝑚𝑍 ∗ [𝐶𝑜𝑚𝑍] 
𝑑[𝑆𝑠𝑏𝐵]
𝑑𝑡



















− 2 ∗ 𝑘𝑜𝑛_𝐷𝑝𝑟𝐴_𝐸𝑃 ∗ [𝐷𝑝𝑟𝐴]
2 ∗ [(𝐶𝑜𝑚𝐸~𝑃)𝐷] − 𝛾𝐷𝑝𝑟𝐴 ∗ [𝐷𝑝𝑟𝐴] 
𝑑[𝐶𝑜𝑚𝑋𝑎𝑐𝑡]
𝑑𝑡












































































Tableau 6. Réactions modifiées lors d’une inhibition de la forme active de ComX par un 
gène tardif de la compétence ComZ (voir Figure 23 (3)). 
Nouvelles réactions 
Synthèse de ComZ ComXact  ComXina + ComZ 








𝑧 − 𝜔2 ∗ [𝐶𝑜𝑚𝑍] ∗ [𝐶𝑜𝑚𝑊𝑎𝑐𝑡] − 𝛾𝐶𝑜𝑚𝑍 ∗ [𝐶𝑜𝑚𝑍] 
𝑑[𝐶𝑜𝑚𝑋𝑎𝑐𝑡]
𝑑𝑡














𝑧 − 𝛾𝐶𝑜𝑚𝑋 ∗ [𝐶𝑜𝑚𝑋𝑎𝑐𝑡] 
𝑑[𝐶𝑜𝑚𝑋𝑖𝑛𝑎]
𝑑𝑡

























Tableau 7. Réactions modifiées lors d’une interaction entre ComW et un produit de gène 
précoce ComZ inhibant l’activité de ComW (voir Figure 23 (1)). 
Nouvelles réactions 
Synthèse de ComZ (ComE~P)D  (ComE~P)D + ComZ 







𝑍 − 𝜔2 ∗ [𝐶𝑜𝑚𝑍] ∗ [𝐶𝑜𝑚𝑊𝑎𝑐𝑡] − 𝛾𝐶𝑜𝑚𝑍 ∗ [𝐶𝑜𝑚𝑍] 
𝑑[𝐶𝑜𝑚𝑊𝑎𝑐𝑡]
𝑑𝑡





− 𝜔2 ∗ [𝐶𝑜𝑚𝑍] ∗ [𝐶𝑜𝑚𝑊𝑎𝑐𝑡]
− 𝛾𝐶𝑜𝑚𝑊 ∗ [𝐶𝑜𝑚𝑊𝑎𝑐𝑡] 
𝑑[𝐶𝑜𝑚𝑊𝑖𝑛𝑎]
𝑑𝑡
= 𝜔2 ∗ [𝐶𝑜𝑚𝑍] ∗ [𝐶𝑜𝑚𝑊𝑎𝑐𝑡]  − 𝛾𝐶𝑜𝑚𝑊 ∗ [𝐶𝑜𝑚𝑊𝑖𝑛𝑎] 






Tableau 8. Réactions modifiées lors d’une compétition entre ComW et un produit de 
gène précoce de la compétence ComZ empêchant la formation d’une forme active de 
ComX (voir Figure 23 (2)). 
Nouvelles réactions 
Synthèse de ComZ (ComE~P)D  (ComE~P)D + ComZ 







𝑍 − 𝛾𝐶𝑜𝑚𝑍 ∗ [𝐶𝑜𝑚𝑍] 
𝑑[𝐶𝑜𝑚𝑋𝑎𝑐𝑡]
𝑑𝑡




















𝑧 − 𝛾𝐶𝑜𝑚𝑋 ∗ [𝐶𝑜𝑚𝑋𝑎𝑐𝑡] 
𝑑[𝐶𝑜𝑚𝑋𝑖𝑛𝑎]
𝑑𝑡
































Tableau 9. Réactions modifiées lors d’une compétition entre la forme active de ComX et 
un produit de gène précoce ComZ pour l’ARN polymérase (voir Figure 23 (4)). 
Nouvelles réactions 
Synthèse de ComZ (ComE~P)D  (ComE~P)D + ComZ 
Synthèse de SsbB ComXact + ComZ  ComXina + SsbB + ComZ 




= 𝛽𝐶𝑜𝑚𝑍 + 𝑣𝑚𝑎𝑥𝐶𝑜𝑚𝑍  ∗
[𝐶𝑜𝑚𝐸~𝑃]𝑍
[𝐶𝑜𝑚𝐸~𝑃]𝑍 + 𝐾𝐶𝑜𝑚𝑍
𝑍 − 𝛾𝐶𝑜𝑚𝑍 ∗ [𝐶𝑜𝑚𝑍] 
𝑑[𝑆𝑠𝑏𝐵]
𝑑𝑡



















− 2 ∗ 𝑘𝑜𝑛_𝐷𝑝𝑟𝐴_𝐸𝑃 ∗ [𝐷𝑝𝑟𝐴]
2 ∗ [(𝐶𝑜𝑚𝐸~𝑃)𝐷] − 𝛾𝐷𝑝𝑟𝐴 ∗ [𝐷𝑝𝑟𝐴] 
𝑑[𝐶𝑜𝑚𝑋𝑎𝑐𝑡]
𝑑𝑡





























































Tableau 10. Réactions modifiées lors d’une inhibition de la forme active de ComX par 
un gène précoce de la compétence ComZ (voir Figure 23 (3)). 
Nouvelles réactions 
Synthèse de ComZ (ComE~P)D  (ComE~P)D + ComZ 




= 𝑣𝑚𝑎𝑥𝑐𝑜𝑚𝑍  ∗
[𝐶𝑜𝑚𝐸~𝑃]𝑍
[𝐶𝑜𝑚𝐸~𝑃]𝑍 + 𝐾𝐶𝑜𝑚𝑍
𝑍 − 𝜔2 ∗ [𝐶𝑜𝑚𝑋𝑎𝑐𝑡] ∗ [𝐶𝑜𝑚𝑍] − 𝛾𝐶𝑜𝑚𝑍 ∗ [𝐶𝑜𝑚𝑍] 
𝑑[𝐶𝑜𝑚𝑋𝑎𝑐𝑡]
𝑑𝑡










− 𝛾𝐶𝑜𝑚𝑋 ∗ [𝐶𝑜𝑚𝑋𝑎𝑐𝑡] 
𝑑[𝐶𝑜𝑚𝑋𝑖𝑛𝑎]
𝑑𝑡














𝑠 + 𝜔2 ∗ [𝐶𝑜𝑚𝑋𝑎𝑐𝑡] ∗ [𝐶𝑜𝑚𝑍]






Pour chacun des modèles, les changements dans les équations différentielles sont rapportés 
dans les tableaux 3 à 10. L’estimation des paramètres a été effectuée et les simulations sont 
réalisées avec le même protocole que celui décrit précédemment. Comme les modèles ne 
peuvent pas être directement comparés sur la base de leurs fonctions objectives (mesurant la 
somme des carrés des résidus entre mesures et simulations) car ces derniers diffèrent en 
nombre de paramètres, le calcul de l’AIC (Akaike’s Information Criterion) a été considéré 
(Tableau 11). La valeur de l’AIC a été calculée pour chaque modèle candidat, et le modèle 
sélectionné a été celui ayant la valeur d’AIC la plus faible. Le modèle sélectionné correspond 
à celui où ComZ est le produit d’un gène tardif interagissant directement avec ComW et 
empêchant donc la formation d’une forme active de ComX (Tableau 3). Ce modèle, décrit 
plus en détail infra, est également testé dans d’autres conditions spécifiques qui ont été 
explorées expérimentalement. Il est apparu qu’une inhibition directe de la forme active de 
ComX par ComZ, que ce dernier soit régulé par ComE~P ou par ComX, pouvait être éliminée 
car les simulations reproduisent très mal les cinétiques expérimentales. Nous pouvons 
également remarquer que, pour un même mécanisme d’action de ComZ, les plus faibles 
valeurs d’AIC sont obtenues avec les modèles basés sur une expression de ComZ comme un 
produit de gène tardif de la compétence, ce qui signifie que ces modèles reproduisent mieux 
les données expérimentales que ceux où ComZ est régulé en tant que gène précoce de la 
compétence. 
 
Tableau 11. Calcul de l’AIC et adéquation des modèles aux données expérimentales. 




ComZ (tardif) interagit avec ComW  0.33 44 -5760.948 
ComZ (tardif) est en compétition avec ComW pour 
interagir avec la forme inactive de ComX 
0.45 47 -5520.471 
ComZ (tardif) et la forme active de ComX sont en 
compétition pour l’ARN polymérase 
0.516 48 -5411.006 
ComZ (précoce) interagit avec ComW 0.63 44 -5272.098 
ComZ (précoce) est en compétition avec ComW pour 
interagir avec la forme inactive de ComX 
1.55 47 
-4585.479 
ComZ (précoce) et la forme active de ComX sont en 
compétition pour l’ARN polymérase 
1.69 48 
-4518.105 
ComZ (tardif) inhibe la forme active de ComX 2.46 44 -4242.277 
Premier modèle (Figure 22) 2.78 40 -4157.826 
ComZ (précoce) inhibe la forme active de ComX 3.32 44 -4015.626 
& 𝐴𝐼𝐶 = 𝒏 log (
𝑹𝑺𝑺
𝒏
) + 2 𝐾 où K est le nombre de paramètres à estimer, dépendant du 
modèle ; n est le nombre d’observations (756). 
 
Les valeurs des paramètres estimés (Tableau 12) sont en accord avec les mesures 
expérimentales. Les valeurs estimées de constantes de dégradations donnent une demi-vie 
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moyenne de ComD, ComE et DprA de 83 minutes qui ont été constatées comme stables sur 
une période d’au moins 80 minutes (Weng et al., 2013, Mirouze et al., 2013, Martin et al., 
2013) et une demi-vie moyenne de 8 minutes de ComX et ComW et 6,1 minutes pour SsbB 
dont les demi-vies se situent autour de 5 minutes (Piotrowsky et al., 2009, Mirouze et al., 
2013). Les valeurs estimées de constante de liaison de ComE~P à PcomC (0.154554) montrent 
une réduction d’un facteur 3 par rapport à la valeur estimée de liaison de ComE à PcomC 
(0.437349) qui est du même ordre que la magnitude de réduction du Kd apparent pour PcomC 
(environ d’un facteur 4) montré pour le mutant ComE phospho-mimétique (Martin et al., 
2013) par rapport au Kd de ComE. La constante de liaison estimée de ComE~P à PcomX 
(4.48531) indique une augmentation d’un facteur 29 par rapport à son affinité pour PcomC ce 
qui est supérieur au facteur 10 rapporté par Martin et collaborateurs (2013). Enfin, la demi-vie 
de ComE~P est estimée à 2,23 minutes, proches des 3,9 minutes mesurées pour la forme 
phosphorylée de AgrA (Wang et al., 2014) et la valeur de la constante de 
transphosphorylation 𝝀 a été estimée à 1 min-1, proche de 0,63 min-1 mesuré pour le transfert 
du groupe phosphoryle du système à deux composantes AgrA/AgrC (Wang et al., 2014). 
 
Tableau 12. Description des paramètres du modèle. 
Symbole Description Valeur& Note/Source 










𝜶𝒂𝒖𝒕𝒐 Constante d’autophosphorylation de ComD 9.99972e-07 
(a.u.min-1) 
- 
𝒗𝒎𝒂𝒙𝒄𝒐𝒎𝑪𝑫𝑬 Vitesse maximale d’expression de l’opéron 




𝒗𝒎𝒂𝒙𝒄𝒐𝒎𝑨𝑩 Vitesse maximale d’expression de l’opéron 




𝒗𝒎𝒂𝒙𝒄𝒐𝒎𝑿 Vitesse maximale d’expression de comX à 




𝒗𝒎𝒂𝒙𝒄𝒐𝒎𝑾 Vitesse maximale d’expression de comW à 




𝒗𝒎𝒂𝒙𝒅𝒑𝒓𝑨 Vitesse maximale d’expression de dprA à 




𝒗𝒎𝒂𝒙𝒔𝒔𝒃𝑩 Vitesse maximale d’expression de ssbB à 




𝒗𝒎𝒂𝒙𝒄𝒐𝒎𝒁 Vitesse maximale d’expression de comZ à 




𝒗𝒎𝒂𝒙𝒂𝒄𝒕 Vitesse maximale de conversion de 
(ComD)D en (ComDact)D en utilisant le 




𝑲𝒊𝑪𝒐𝒎𝑬 Constante de liaison entre ComE et PcomC 0.437349 
(a.u.) 
Ordonné avec les autres 
constantes de liaison à partir des 











Ordonné avec les autres 
constantes de liaison à partir des 
gels-retards de Martin et al., 
2013 
𝑲𝒊𝑪𝒐𝒎𝑬_𝑨𝑩 Constante de liaison entre ComE et PcomAB 0.599997 
(a.u.) 
- 









Ordonné avec les autres 
constantes de liaison à partir des 
gels-retards de Martin et al., 
2013 





𝑲𝑫𝒑𝒓𝑨 Constante de liaison entre ComXact et PdprA 5.75922 
(a.u.) 
- 
𝑲𝑺𝒔𝒃𝑩 Constante de liaison entre ComXact et PssbB 1.08504 
(a.u.) 
- 





𝑲𝒂𝒄𝒕 Quantité de CSP nécessaire pour atteindre 
la moitié de la vitesse maximale 














𝒌𝒐𝒏_𝑫𝒑𝒓𝑨_𝑬𝑷 Constante de liaison entre ComE~P et 
DprA 
0.999995 - 
𝜺 Constante d’export du pré-CSP (ComC) 0.000399909 
(a.u.min-1) 
- 
𝝀 Constante de transphosphorylation 1 
(min-1) 
Transfert du groupement 
phosphoryle entre AgrC et 
AgrA avec 𝑡1/2 = 66 𝑠  (Wang 
et al., 2014) 




La demi-vie de la protéine 
homologue AgrA sous la forme 
phosphorylée est environ 3,9 
minutes (Wang et al., 2014) 










𝒆 Coefficient de Hill 2.9127 
(a.u.) 
- 
𝒙 Coefficient de Hill 1.28427 
(a.u.) 
- 
𝒅 Coefficient de Hill 1 
(a.u.) 
- 
𝒔 Coefficient de Hill 1.7740 
(a.u.)9 
- 
𝒘 Coefficient de Hill 1.27205 
(a.u.) 
- 
𝒛 Coefficient de Hill 3.99964 
(a.u.) 
- 
𝜸𝒑𝒓𝒆𝑪𝑺𝑷 Constante de dégradation du pré-CSP 0.00833326 
(min-1) 
- 
𝜸𝑪𝑺𝑷 Constante de dégradation du CSP 0.08 
(min-1) 
- 
𝜸𝑪𝒐𝒎𝑨𝑩 Constante de dégradation de ComAB 0.00806448 
(min-1) 
- 




Pas de dégradation significative 
de ComD sur une longue 
période (Martin et al., 2013) 
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𝜸𝑪𝒐𝒎𝑬 Constante de dégradation de ComE 0.00833318 
(min-1) 
Pas de dégradation significative 
de ComE sur une longue (Ween 
et al., 1999, Martin et al., 2013) 




La demi-vie de ComX est 
estimée à environ 5minutes 
(Weng et al., 2013, Luo et al., 
2004) 




On a supposé la demi-vie de 
ComW égale à celle de ComX 
𝜸𝑫𝒑𝒓𝑨 Constante de dégradation de DprA 0.00833343 
(min-1) 
Comme ComD et ComE, DprA 
est une protéine stable (Mirouze 
et al., 2013) 
𝜸𝑺𝒔𝒃𝑩 Constante de dégradation de SsbB 0.113757 
(min-1) 
La demi-vie de SsbB est 
relativement courte (environ 5 
minutes) (Mirouze et al., 2013) 
𝜸𝑪𝒐𝒎𝒁 Constante de dégradation de ComZ 0.00833335 
(min-1) 
- 
&a.u. = arbitrary units 
 
Dans le cas du système sauvage mais aussi dans les mutants dprA- et clpP-, une très bonne 
adéquation est retrouvée entre les simulations et les cinétiques mesurées (Tableau 3). Avec ce 
modèle, la cinétique de la protéine SsbB montre qu’il est possible sortir de l’état de 
compétence aussi rapidement que dans un modèle sauvage malgré la stabilisation de ComX 
dans un mutant clpP-. Ces observations permettent de valider la topologie du modèle 
envisagé, composé de 17 équations et de 44 paramètres. 
 
8. Étude de l’effet du pH du milieu sur le développement de la compétence 
Pour valider le modèle, nous étudions ici l’impact du pH du milieu de croissance sur le 
déclenchement de la compétence car ce paramètre est un déterminant important du contrôle de 
la compétence (Chen et Morrison, 1987). Cependant, cet effet n’a jamais été analysé 
expérimentalement en détail. Il a été réalisé un ensemble d’expériences où l’activité du 
promoteur comCDE a été mesurée dans un contexte génétique qui ne permet pas l’export ou 
l’expression de CSP (souche comA-). Les populations cellulaires ont d’abord été cultivées 
dans les mêmes conditions pour permettre une expression basale du ComDE afin d’atteindre 
le même état physiologique, non compétent. Les échantillons ont ensuite été séparés et 
exposés à différents pH de milieu de croissance (allant de 6,8 à 8,19) et à différentes 




Figure 24. La valeur de pH initiale du milieu de croissance affecte le développement de 
la compétence. (A) Chaque point des courbes correspond à la quantité de ComE synthétisée 
sur une période de 20 minutes après addition de CSP pour chaque combinaison CSP-pH testée 
expérimentalement. Cette quantité est obtenue en calculant la surface sous la courbe de la 
cinétique de ComE et est normalisée par rapport à la valeur maximale de ComE synthétisée 
sur l’ensemble des expériences. Concentrations CSP utilisées dans les expériences : 0, 25, 50 
et 100 ng / mL. Souche utilisée : comC::luc R1205 (comAB-). (B) Chaque point des courbes 
correspond à la quantité simulée de ComEtotal synthétisée sur une période de 20 minutes après 
addition de CSP. Les quantités de protéines sont calculées comme dans (A) et normalisées par 
rapport à la valeur maximale de ComE synthétisée sur l’ensemble des simulations Les 
simulations sont effectuées en modifiant les deux paramètres correspondant à l’affinité d’un 
dimère de ComD pour le CSP (𝑲𝒂𝒄𝒕) et le taux d’autophosphorylation induit par CSP de 
ComD (𝒗𝒎𝒂𝒙𝒂𝒄𝒕). Quantité de CSP utilisée dans les simulations : 0, 0,25, 0,5, 1 a.u. Le 
mutant comA- est simulé en fixant 𝜷𝒄𝒐𝒎𝑨𝑩 = 𝟎  (taux de synthèse basal de ComAB) et 
𝒗𝒎𝒂𝒙𝒄𝒐𝒎𝑨𝑩 (vitesse de synthèse maximale de ComAB). 
 
Pour chaque combinaison de CSP-pH, les données de luminescence ont été traitées comme 
précédemment pour obtenir une cinétique moyenne de ComE par cellule. Ensuite, la quantité 
de ComE produite pendant les 20 premières minutes a été obtenue en calculant l’aire sous la 
courbe des cinétiques de ComE. Nous supposons que cette valeur est proportionnelle à la 
vitesse initiale d’accumulation de ComE, ainsi qu’à la force d’expression de comCDE. Les 
résultats (Figure 24A) montrent clairement que le pH initial du milieu de culture agit sur la 
vitesse initiale de développement de la compétence. Pour les valeurs les plus acides de pH ( 
7.12) et pour une valeur de CSP utilisée de 25 ng/mL pour l’induction du système, une très 
faible quantité de ComE est produite et, même à des concentrations plus importantes (100 
ng/mL), la quantité produite de ComE atteint seulement la moitié de celle produite à pH 8,19. 
Plus particulièrement, une quantité encore plus élevée de ComE est obtenue pour des cellules 
induites avec 25 ng/mL de CSP à pH 7.57 que pour des cellules induites avec 100 ng/mL de 
CSP à pH 6.8. Ainsi pour une concentration de CSP donnée, plus le milieu de culture est 
basique, plus importante est la quantité de ComE produite. Cet effet est le plus prononcé à pH 
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8.19 pour lequel la quantité de ComE produite atteint rapidement un plateau à une 
concentration de CSP de 25 ng/mL. Ces résultats confirment ainsi que la valeur du pH du 
milieu de culture est un paramètre important pour contrôler le déclenchement de la 
compétence. 
Pour vérifier si le modèle pouvait reproduire et expliquer ces résultats expérimentaux, il a été 
supposé que le pH du milieu pouvait affecter les réactions qui prennent place dans 
l’environnement extracellulaire, respectivement : i) l’interaction entre le CSP et ComD, et 
donc avoir un effet sur la vitesse de phosphorylation de ComD (Tableau 1, réaction (5)), ou 
ii) la vitesse de dégradation du CSP (Tableau 1, réaction (12)). Comme le pH n’affecte pas 
l’activité de la protéase HtrA impliquée dans la dégradation du CSP (Cassone et al., 2012), il 
a été supposé que la vitesse de dégradation du CSP n’était pas impactée par une variation du 
pH. Ainsi, pour mimer la variation du pH, un balayage des paramètres a été réalisé à la fois 
sur l’affinité du dimère de ComD pour le CSP ( 𝐾𝑎𝑐𝑡 ) et sur la vitesse maximale de 
transformation du dimère de ComD dans sa forme phosphorylée suite à son interaction avec le 
CSP (𝑣𝑚𝑎𝑥𝑎𝑐𝑡). Afin d’établir une échelle de paramètres, nous avons supposé que les valeurs 
𝐾𝑎𝑐𝑡 et 𝑣𝑚𝑎𝑥𝑎𝑐𝑡 (respectivement 4.42 et 10) sont celles valables à pH 7,8, car les mesures 
réalisées pour les populations sauvages et dprA- ont été acquises à cette valeur de pH du 
milieu de culture (Mirouze et al., 2013). Le balayage des paramètres a été réalisé pour 4 
concentrations de CSP différentes pour induire le système. Après l’ajustement des paramètres, 
nous pouvons observer une bonne adéquation entre les courbes expérimentales et les courbes 
simulées (Figure 24B). Plus particulièrement, les simulations reproduisent correctement la 
forme des courbes expérimentales, notamment pour le pH le plus acide, avec une quantité de 
ComE qui augmente linéairement et atteint un maximum qui est environ la moitié de celui 
obtenu avec les valeurs de pH du milieu le plus alcalin. Dans ce cas, les valeurs de ComE 
atteignent rapidement un plateau pour une faible concentration de CSP, comme cela a été 
observé expérimentalement à pH 8,19. Ainsi, en adaptant les valeurs de deux paramètres du 
modèle modulant la phosphorylation de ComD par le CSP, il est possible de reproduire les 
résultats expérimentaux. Ces derniers viennent donc appuyer la validation de notre modèle. 
De plus, le modèle nous permet d’émettre l’hypothèse que la valeur du pH du milieu de 
croissance affecte l’activation de ComD par le CSP. ComD pourrait alors être considéré 
comme un senseur de pH. 
Ce modèle validé en regard de nouvelles données expérimentales, plusieurs autres 
caractéristiques ont été explorées : l’effet du niveau basal d’expression des gènes précoces de 
la compétence, la cinétique du régulateur central ComE~P et enfin la période de non-réponse 
au CSP suivant l’induction de la compétence. 
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9. Effet du niveau basal d’expression de comCDE 
L’effet de l’augmentation du niveau basal de l’expression de l’opéron comCDE sur la 
régulation de la compétence a été testé avec, initialement, l’idée que la surexpression de 
comCDE pourrait permettre de dé-réprimer l’état de compétence. La dynamique du réseau a 
été suivie, sans ajout de CSP, pour induire le système. Un balayage des paramètres a été 
réalisé sur le niveau basal de transcription de l’opéron comCDE (de 10-5 to 10-2 a.u. min-1). 
Contrairement à ce qui pouvait être attendu, cette augmentation du niveau basal n’active pas 
la compétence (Figure 25A). Nous observons que la quantité intracellulaire de ComE et celle 
de pré-CSP intracellulaire s’accroissent avec l’augmentation du niveau basal d’expression de 
l’opéron, mais le niveau de CSP maturé et exporté reste très faible (~10-5 a.u.). Cependant, 
lorsque l’on augmente simultanément le niveau basal d’expression des opérons comCDE et 
comAB, l’état de compétence est induit (Figure 25B). Nous pouvons déduire de ce résultat 
que l’export de CSP grâce à ComAB est limitant, comme déjà observé expérimentalement 
(Martin et al., 2000), ce qui mène alors à un excès de ComE par rapport à ComE~P et 
empêche ComE~P d’entrer en compétition avec ComE. Ces résultats sont en outre cohérents 
avec les résultats expérimentaux qui montrent qu’une mutation dans le terminateur du 
tARNArg localisé juste en amont de l’opéron comCDE mène à une augmentation de la 
transcription de cet opéron et inhibe l’activation de l’état de la compétence (Guiral et al., 
2006). L’effet de la surexpression des gènes comAB a aussi été démontré : il peut supprimer 
cet effet inhibiteur, ce qui suggère que ce phénotype résulte d’un déséquilibre entre la 





Figure 25. Les vitesses basales d’expression de comCDE et de comAB influencent 
l’entrée dans l’état de compétence. (A) La dynamique du réseau est suivie sans ajout de 
CSP avec balayage des paramètres sur le niveau basal d’expression de l’opéron comCDE de 
10-5 à 10-2 a.u. min-1 sans modification des autres paramètres du modèle. Les cinétiques 
ComEtotal, ComXtotal et SsbB sont représentées en utilisant le même code de couleurs que celui 
de la Figure 22. Les cinétiques pré-CSP (jaune) et CSP (gris) sont également rapportées. (B) 
Les mêmes simulations que dans (A) sont effectuées en faisant varier simultanément la vitesse 
de synthèse basale de ComAB de 10-3 à 1 a.u. min-1. 
 
Ensuite, pour une valeur donnée du niveau basal de transcription de comCDE (0.000576 a.u. 
min-1), le niveau basal d’expression de comAB a été augmenté de façon graduelle de 10-3 min-
1 à 10-1 min-1. La synthèse de ComE~P, ComX et SsbB est observée dès que le niveau basal 
de transcription de comAB atteint 9 10-3 a.u. min-1, indiquant que l’activation de l’état de 
compétence peut-être restauré (Figure 26A). Cependant, plus le niveau basal d’expression de 
comAB est faible, plus un décalage et un retard du déclenchement de la compétence sont 
observés par rapport aux valeurs les plus élevées. Par exemple, l’état de compétence, 
correspondant à l’apparition de SsbB, se déclenche après 40 minutes avec un niveau basal 
d’expression égale à 0,0434 et seulement après 60 minutes avec un niveau basal égal à 
0,0151. Donc, ce retard décroît avec l’augmentation du niveau basal de transcription de 
l’opéron comAB. Cela est cohérent avec un export efficace de pré-CSP, permettant au CSP 
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extracellulaire d’atteindre plus rapidement la concentration critique de CSP nécessaire pour 
activer le système ComD/ComE et pour mettre alors en place la boucle de rétroaction positive 
(Figure 26B). Pour chaque simulation, le ratio ComE~P/ComE a été calculé au moment où 
ComE~P commence à être synthétisé. Ce ratio varie entre 10-4 et 1,5 10-4. Nous pouvons 
conclure que, sous cette valeur, ComE~P n’est pas capable d’entrer en compétition avec 
ComE pour lier le promoteur PcomC. 
 
Figure 26. Le rapport ComE~P/ComE est important pour le développement spontané de 
la compétence. (A) La dynamique du réseau, où le taux de synthèse basale du ComCDE est 
fixé à 5.76 10-3 a.u. min-1, est représentée pour un balayage de paramètres de 10-3 à 10-1 a.u. 
min-1 du taux de synthèse basale de ComAB. Les cinétiques ComEtotal, ComXtotal et SsbB 
sont représentées en utilisant le même code de couleurs que la Figure 22. (B) Les courbes 
ComE~P (marron) et ComE~P/ComE (noir) sont présentées. 
 
10. La cinétique de ComE~P et analyse de l’espace des phases 
Comme ComE~P n’a jamais été purifié, sa cinétique ainsi que sa concentration relative par 
rapport à la forme non phosphorylée de ComE sont inconnues. ComE~P étant une variable 
d’état du modèle, nous accédons à sa cinétique dans les simulations (Figure 27A). D’abord, 
nous pouvons remarquer qu’une très faible quantité de ComE~P (environ 0,004 a.u. dans le 
modèle sauvage) est produite par rapport à la quantité de ComEtotal (presque 0,8 a.u. dans le 
modèle sauvage, voir Tableau 3). Cela est dû à une très faible durée de vie de la forme 
phosphorylée de ComE qui empêche son accumulation, ce qui peut aussi expliquer pourquoi 
la protéine n’a encore jamais été expérimentalement purifiée. Plus précisément, dans le 
modèle sauvage, la cinétique simulée de ComE~P présente un pic très étroit, avec un 
maximum centré 10 minutes après l’addition de CSP. Cette cinétique est étendue dans un 





Figure 27. Cinétique de ComE~P dans les modèles sauvages et dprA-. (A) Les cinétiques 
de ComE~P dans des conditions sauvage et dprA- sont représentées suite à l’ajout de CSP et 
jusqu’à 70 minutes après l’addition de CSP. (B) Le code couleur est le même que celui de 
(A) : la trajectoire du système sauvage est symbolisée par une ligne noire, et la trajectoire 
dans le système dprA- par une ligne mauve. La trajectoire dans l’espace des phases a été 
calculée pendant 100 minutes pour le système sauvage et pendant 210 pour le système dprA- 
pour permettre aux systèmes de retourner à leurs états initiaux dans chacune des conditions. 
L’excursion dans l’espace des phases est initiée par l’ajout d’une unité arbitraire de CSP. Les 
flèches noires représentent le champ de vecteur du système dynamique. Les nullclines sont 




𝟎  et   
𝒅𝑪𝒐𝒎𝑬~𝑷
𝒅𝒕
= 𝟎 . L’état d’équilibre du système correspond au point d’intersection des 
nullclines et est représenté par un rond gris dans l’espace des phases et correspond à l’état 
végétatif/non-compétent. Le champ de vecteur a été calculé grâce au logiciel XPPAUT. 
 
L’étude de la dynamique de ComE~P en fonction de la dynamique de ComXtotal a été réalisée 
pour un modèle intact et pour un modèle dprA-. Sur le diagramme de phase (Figure 27B), 
nous observons un unique point d’équilibre, correspondant à l’état végétatif cellulaire. Le 
champ de vecteur du système dynamique, déterminant la trajectoire du système dans l’espace 
des phases, permet de ramener le système à son état stationnaire. L’ajout de CSP induit une 
excursion du système dans l’espace des phases, correspondant à l’état de compétence, plus 
large dans le cas du mutant dprA-. Plus précisément, dans le modèle sauvage, après l’addition 
de CSP, la concentration de ComE~P augmente, suivie par l’augmentation de la concentration 
de ComXtotal. Puis, après avoir atteint un pic à environ 0,0045 a.u., la concentration de 
ComE~P libre commence à chuter à cause de sa propre auto-déphosphorylation et de la 
séquestration par DprA. Enfin, lorsque la quantité de ComE~P passe sous un seuil (0,0025 
a.u), la vitesse de dégradation de ComX devient plus élevée que sa vitesse de synthèse et le 
système peut alors retourner à son état végétatif initial. Dans un mutant dprA-, une excursion 
plus large dans l’espace des phases reflète la prolongation dans l’état de compétence. En effet, 
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le système retourne totalement à l’état initial après 100 minutes pour le modèle intact, et après 
plus de 200 minutes pour le modèle dprA-. 
 
11. Étude de la période de non réponse au CSP 
Il a été observé que, suite à la fermeture de l’état de compétence, les cellules ne répondent 
plus à la présence d’une concentration élevée de CSP sur une période de 60-80 minutes, 
appelée période réfractaire au CSP (Hotchkiss, 1954, Chen et Morrison, 1987). La stabilité de 
DprA pourrait expliquer la période réfractaire au CSP (Mirouze et al., 2013). Cette hypothèse 
a été testée en simulant l’ajout de CSP dans le milieu à la fin de la phase de fermeture de l’état 
de compétence (Figure 28A). Il est apparu que sur une période de 100-120 minutes, la 
réponse du modèle à l’ajout de CSP était moins efficace que celle obtenue après le premier 
ajout. Nous pouvons supposer que cette observation résulte d’une quantité résiduelle libre de 
protéines DprA (non complexée avec ComE~P). Ainsi, après un second ajout de CSP, les 
protéines DprA résiduelles et néo-synthétisées pourraient lier les molécules de ComE~P néo-
phosphorylées, empêchant ainsi le déclenchement d’une nouvelle vague de compétence. 
Cependant, dans le modèle, la quantité de DprA résiduelle est insuffisante pour séquestrer 
l’ensemble du ComE~P synthétisé, et une seconde vague de compétence peut être initiée. Le 
niveau atteint par le pic est néanmoins deux fois plus faible que celui observé suite au premier 
ajout de CSP. Pour corroborer l’hypothèse du rôle de DprA dans la période réfractaire au 
CSP, deux simulations supplémentaires ont été réalisées. Dans la première, toutes les 
protéines DprA résiduelles sont supprimées avant le second ajout de CSP pendant la 
fermeture de l’état de compétence. Cela a pour effet de supprimer la période réfractaire : le 
second pic de compétence est alors identique à celui observé lors du premier ajout de CSP 
(Figure 28B). Dans la seconde expérience, des protéines DprA sont ajoutées avant le second 
ajout de CSP pendant la fermeture de la compétence. Dans ce cas, le système ne répond plus 
au CSP (Figure 28C). Les simulations renforcent donc l’hypothèse que DprA est l’acteur 




Figure 28. Etude de la période réfractaire au CSP. (A) Superposition de six cinétiques de 
SsbB obtenues par six simulations indépendantes. Dans chaque simulation, le CSP externe est 
ajouté deux fois : d’abord au temps t = 10 min dans toutes les expériences et à différents 
moments après l’arrêt de la compétence (t = 50, 90, 130, 170, 210, 250) (B) Simulation de la 
cinétique de SsbB où la compétence est d’abord induite par addition de CSP externe à 10 min 
et où le système est nettoyé de toute protéine DprA résiduelle une minute avant la seconde 
addition de CSP à t = 90 min, donc après coupure de compétence. L’élimination des protéines 
DprA résiduelles est obtenue en substituant sa quantité courant (1,35 a.u.) par celle du modèle 
au début de l’expérience (0,25 a.u.). (C) Cinétique simulée de SsbB dans une même 
expérience que dans (B), mais où la quantité de DprA est augmentée une minute avant la 
deuxième addition de CSP externe en changeant sa valeur courante (1,35 a.u.) à 2,7 a.u. (D) 
Simulation de la cinétique de SsbB dans le modèle modifié où les synthèses de ComX et de 
ComW sont indépendantes de la voie de régulation ComCDE et contournent cette voie par 
une induction directe de leurs gènes. L’induction directe est simulée en introduisant un 
nouveau terme de synthèse constitutif de ComX et ComW. La valeur de ce paramètre change 
de 0 à 0,1 a.u. au moment de l’induction. (E) La cinétique expérimentale de SsbB obtenue à 
partir de données de luminescence où le CSP externe est ajouté à t = 14 et / ou le peptide BIP 
est ajoutée à t = 60. 
 
Pour confirmer l’hypothèse que la période réfractaire est dépendante de la séquestration de 
ComE~P par la protéine DprA résiduelle, le modèle a été modifié de telle façon que 
l’activation de comX et de comW par ComE~P puisse être contournée. Pour cela, il a été 
ajouté dans les équations différentielles, décrivant la cinétique de ComX et celle de ComW, 
un terme correspondant à une synthèse constitutive de ComX et de ComW. Ainsi, dans ce 
nouveau modèle, ComX et ComW peuvent être produits à travers deux circuits différents : le 
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premier sous le contrôle de CSP, impliquant le système ComD/ComE ou sous l’induction 
directe de ComX et ComW, indépendamment du régulon comCDE. Les simulations sont 
réalisées, soit par ajout directe de CSP, soit par activation directe de comX et comW à la fin de 
la fermeture de la compétence (Figure 28D). Alors que le modèle ne répond quasi pas au 
second ajout de CSP, il peut développer une seconde vague de compétence après activation 
directe de comX/comW malgré la présence de la protéine DprA. Pour valider 
expérimentalement cette prédiction, la plateforme d’expression CEPr (informations 
supplémentaires dans Johnston et al., 2016) a été utilisée. Cette plateforme est contrôlée par le 
système à deux composantes BlpR/BlpH (de Saizieu et al., 2000). Ce système à deux 
composantes peut être activé par la bactériocine BIP (Bacteriocin Inducing Peptide). Les 
gènes comX et comW ont été clonés comme un opéron sous la régulation de cette plateforme. 
La construction a été introduite dans une souche R3584 portant le gène luciférase sous la 
régulation du promoteur de ssbB. Cette souche R3932 est ainsi capable de synthétiser ComX 
et ComW par la voie ComD/ComE ou par la voie BlpR/BlpH. Pendant la fermeture de la 
compétence, seulement l’ajout de BIP permet une réexpression du gène tardif de la 
compétence (Figure 28E) comme prédit par le modèle. Ces résultats viennent appuyer 
l’hypothèse que la période de non-réponse au CSP est liée à un verrouillage de la voie 
ComD/ComE, probablement due à l’accumulation de DprA qui empêche la formation d’un 





La transformation génétique est un mécanisme permettant le transfert horizontal de gènes qui 
est l’aboutissement d’un changement d’état physiologique de la cellule appelé compétence. 
La compétence est un état transitoire nécessitant des conditions environnementales 
spécifiques pour la mise en œuvre de la transformation. Chez le pathogène humain 
S.pneumoniae, ce processus contribue de façon importante à la plasticité du génome de cet 
organisme ; il est notamment responsable de l’acquisition de résistances aux antibiotiques 
(Tomasz, 1964), mais aussi de la résistance aux vaccins au travers de la variations des 
peptides capsulaires (Golubchik et al., 2012, Croucher et al., 2013). Ce processus étant une 
force majeure conduisant l’évolution des génomes bactériens, il est important de comprendre 
comment cet état transitoire se déclenche et quelle est la dynamique de ce comportement. 
En intégrant les connaissances expérimentales acquises et en se reposant sur des jeux de 
données adéquats, la modélisation mathématique permet d’appréhender la dynamique du 
comportement d’un système, d’acquérir de nouvelles connaissances qui ne sont pas 
accessibles expérimentalement et de proposer de nouveaux protocoles car la dynamique du 
système peut être simulée dans de nouvelles conditions n’ayant pas été testées 
expérimentalement. Cependant, les circuits de régulation de l’état de compétence ne sont pas 
universels mais composent des adaptations des modes de vies des différentes espèces. Ainsi, 
différents modèles mathématiques doivent être développés pour tenir compte des spécificités 
de chaque réseau de régulation. 
Chez les bactéries Gram positives, les cascades de régulation les mieux documentées sont 
celles des deux organismes modèles S. pneumoniae et B. subtilis. Si plusieurs études 
mathématiques ont été établies pour étudier différents aspects de la régulation chez B. subtilis 
(Maamar et Dubnau, 2005, Süel et al., 2006, Maamar et al., 2007, Shultz et al., 2007, Leisner 
et al., 2009, Shultz et al., 2009, Shultz et al., 2013), une seule étude a été entreprise pour 
modéliser ce processus chez S. pneumoniae (Karlsson et al., 2006). Ce travail a eu pour but de 
suggérer un mécanisme pour la fermeture rapide de l’état de compétence qui n’était alors pas 
élucidé au moment de la publication. Les auteurs ont proposé qu’un répresseur, sous le 
contrôle de X, pouvait lier les promoteurs des opérons comCDE et comX. A posteriori, ce 
répresseur peut être considéré comme correspondant à la protéine DprA dont l’expression est 
sous le contrôle de X. Cependant, son action sur les promoteurs comCDE et comX apparaît 
maintenant être indirecte et agir via la séquestration de ComE~P. 
Comme les hypothèses précédemment formulées pour développer le premier modèle de 
régulation de la compétence chez S. pneumoniae sont remises en cause par de nouvelles 
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données expérimentales, et que la compréhension du réseau de régulation de la compétence 
s’est élargie ces dernières années, nous avons développé un modèle dynamique de la 
compétence induite par le CSP à l’échelle cellulaire qui récapitule les connaissances 
biologiques acquises jusqu’à maintenant. L’apprentissage de la topologie du modèle ne se 
base pas ici sur une méthode de reconstruction automatique de réseau à partir d’expérience de 
génomique fonctionnel mais, essentiellement, à partir d’une synthèse des connaissances 
acquises à ce jour. Certes, le modèle développé corrobore les découvertes expérimentales 
réalisées, mais il a également mis en évidence un manque dans nos connaissances dans la 
fermeture de l’état de compétence et nous a permis de proposer de nouvelles hypothèses. La 
population cellulaire est induite en état de compétence dans les expériences grâce à l’ajout de 
CSP ce qui permet un développement synchrone de la compétence dans la population 
cellulaire. Ainsi, une fois normalisées par une méthode appropriée, les mesures quantitatives 
en temps réel de l’expression des gènes réalisées à l’échelle populationnelle  peuvent être 
utilisées comme mesure de l’expression de gène à l’échelle d’un individu moyen de la 
population. 
Le modèle a été construit en utilisant, dans un premier temps, les réseaux de Petri comme 
formalisme de modélisation afin de valider la topologie du réseau. Le réseau a ensuite été 
transformé en équations différentielles ordinaires pour simuler son comportement et pour 
comparer sa dynamique aux résultats expérimentaux. Afin d’estimer les cinétiques 
d’expression des gènes, des données obtenues par fusion transcriptionnelle du gène codant 
pour la luciférase ont été utilisées pour les gènes d’intérêts (comC::luc, comX::luc et 
ssbB::luc), insérés dans une souche sauvage (WT) ainsi que dans une souche dprA- (Mirouze 
et al., 2013). Les données de luminescence ont été normalisées de façon à obtenir un signal de 
luminescence moyen par cellule et ces valeurs ont été transformées en activité de promoteurs 
et en cinétiques protéiques. Plutôt que d’émettre l’hypothèse, comme cela a été fait pour la 
modélisation du circuit de régulation ComRS chez S. thermophilus (Haustenne et al., 2015), 
que la vitesse de dégradation de la luciférase était identique à la vitesse de dégradation de la 
protéine d’intérêt, il a été réalisé une correction de la différence des demi-vies entre la 
protéine luciférase et celle de la protéine dont l’activité du gène est mesurée (de Jong et al., 
2010; Stefan et al., 2015). Cette correction est en effet importante pour obtenir une estimation 
précise des cinétiques protéiques, sans quoi les concentrations obtenues des protéines qui ont 
une durée de vie plus courte que celle de la luciférase sont surestimées et, à l’inverse, les 
cinétiques déduites des protéines ayant une durée de vie plus longue sont sous-estimées. 
Les paramètres des équations différentielles ont été estimés en utilisant à la fois trois jeux de 
données expérimentaux (acquis pour une souche sauvage et pour des mutants dprA- ou clpP-) 
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et, lorsque des connaissances biologiques sont disponibles sur certaines réactions, en 
appliquant des contraintes sur les valeurs des paramètres afin de restreindre la recherche dans 
l’espace des paramètres. Dans une souche clpP- où ComX et ComW sont stables, il a été 
démontré que les cellules quittaient l’état de compétence aussi rapidement que des cellules 
sauvages. Bien qu’aucune donnée de luminescence ne soit disponible pour ce mutant, il est 
apparu important de tenir compte de cette observation pour évaluer les connaissances 
actuelles sur la fermeture de l’état de compétence. Ainsi, pour le mutant clpP-, les données 
cinétiques des protéines ont été générées en utilisant les données de luminescence de la 
souche sauvage mais en ajustant la constante de dégradation de ComX à 0 pour reconstruire la 
cinétique de cette protéine. 
Un premier modèle a été réalisé et intègre la fermeture de la compétence via la séquestration 
de ComE~P par DprA, permettant alors à ComE d’inhiber l’expression de l’opéron comCDE. 
Cependant, nos simulations n’ont pas pu reproduire l’arrêt de l’état de compétence pourtant 
observé dans un mutant clpP- avec une cinétique de SsbB (couramment utilisée 
expérimentalement comme rapporteur des gènes tardifs de la compétence) qui ne décroît pas. 
Aussi, comme le suggèrent Weng et collaborateurs (2013) dans la discussion de leurs résultats 
expérimentaux portant sur l’arrêt de l’état de compétence chez S. pneumoniae, il a été ajouté 
dans le modèle un acteur supplémentaire, en plus de DprA, appelé ComZ, pouvant être soit un 
gène précoce soit un gène tardif de la compétence. Quatre hypothèses alternatives du mode 
d’action de ComZ ont été testées : ComZ peut cibler ComW, ComX ou directement la forme 
active de ComX ou encore ComZ pourrait correspondre au facteur σA et alors entrer en 
compétition avec la forme active ComX pour l’ARN polymérase. Parmi les 8 modèles testés, 
celui reproduisant le mieux les résultats expérimentaux (ayant la plus faible valeur d’AIC), 
correspond au modèle où ComZ est le produit d’un gène tardif qui interagit directement avec 
ComW, empêchant alors la formation d’une forme active de ComX. Ce modèle a montré une 
bonne adéquation entre cinétiques simulées et mesurées expérimentalement, pour une souche 
sauvage mais aussi pour les souches clpP- et dprA-. Afin de valider ces résultats pour le 
système clpP-, des mesures expérimentales de suivi en temps réel de l’expression des gènes de 
la compétence dans une souche clpP- pourraient être réalisées. De plus, des résultats 
expérimentaux récents (Tovpeko et al., 2016) nous permettraient de conforter ces prédictions 
car les auteurs montrent dans leur travail que le mécanisme de fermeture correcte de l’état de 
compétence n’est pas possible en l’absence de ComW. Les auteurs expliquent en effet que 
ComW pourrait jouer un rôle dans la fermeture des gènes tardifs de la compétence. Nos 
simulations prédisent que ComW n’est pas un acteur direct de la fermeture de la compétence 
mais qu’il serait la cible d’un inhibiteur encore inconnu. L’hypothèse selon laquelle l’arrêt de 
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la compétence impliquerait une compétition pour la liaison à l’ARN polymérase entre la 
forme active de ComX et le facteur σA a été proposée, car des mutants spontanés suppresseurs 
du phénotype comW- sont retrouvés dans le gène rpoD codant pour le facteur σA (Tovpeko et 
Morrison, 2014), ce qui pourrait alors affaiblir l’affinité de σA pour l’ARN polymérase en 
faveur de la liaison de σX. Cependant, cette hypothèse n’a pas été retenue car la valeur d’AIC 
de ce modèle est classée quatrième parmi les 8 modèles testés, après 3 modèles où ComZ 
empêche l’action de ComW sur ComX. 
Pour prendre en compte le rôle de ComW dans l’activation de ComX, l’hypothèse d’une 
interaction directe entre ComW et ComX permettant à ComX de passer de l’état inactif à 
l’état actif, a été corroborée par l’interaction directe observée entre ComX et ComW 
(Tovpeko et al., 2016). 
Ainsi, la modélisation confirme l’hypothèse selon laquelle ComW fonctionne comme un 
activateur de facteur sigma en améliorant la liaison de σX au cœur de l’ARN polymérase 
(Tovpeko et Morrison, 2014; Tovpeko et al., 2016) et prédit que l’arrêt de l’état de 
compétence nécessite, outre l’action de DprA, l’inhibition de ComW par le produit d’un gène 
tardif. 
Pour valider le modèle, nous avons démontré que celui-ci pouvait reproduire qualitativement 
les données de luminescence obtenues pour l’expression de l’opéron comCDE lors du 
développement de la compétence à différentes valeurs de pH du milieu de croissance, et pour 
différentes concentrations de CSP ajoutées dans des populations cellulaires de même densité 
initiales. Les résultats expérimentaux ont montré que le pH du milieu de croissance n’affectait 
pas directement l’activité de ComD car le niveau d’expression de comCDE demeure faible en 
absence d’ajout de CSP exogène. Ainsi, il a été supposé que le pH du milieu de croissance 
pourrait influencer les réactions prenant place dans l’environnement extracellulaire. En 
modulant, de façon conjointe, les valeurs des paramètres représentant l’affinité du dimère de 
ComD pour le CSP (𝐾𝑎𝑐𝑡) ainsi que la vitesse de phosphorylation de ComD par le CSP 
(𝑣𝑚𝑎𝑥𝑎𝑐𝑡), nos simulations ont pu reproduire la tendance des données expérimentales. Les 
résultats montrent que l’acidité initiale du milieu de croissance empêche le développement de 
la compétence. Le modèle mathématique suggère que le pH du milieu pourrait produire deux 
effets, l’un affectant l’affinité de ComD pour le CSP qui est améliorée par un pH basique, 
l’autre affectant la vitesse de phosphorylation de ComD qui est aussi plus efficace à pH 
basique. La variation d’un seul de ces paramètres ne permet en effet pas de reproduire les 
résultats expérimentaux. Nous pouvons supposer que le pH alcalin, en agissant sur la liaison 
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de ComD au CSP, induit une stabilisation de la forme active du domaine cytoplasmique 
ComD, favorisant alors la phosphorylation de ce dernier et inversement pour un pH acide. 
Le modèle mathématique une fois validé, certains comportements du réseau de régulation 
décrits expérimentalement ont été étudiés afin d’offrir une explication des phénomènes et de 
prédire les composants pouvant être impliqués. Les simulations ont montré que la période de 
non-réponse au CSP pouvait être due à la présence résiduelle de protéine DprA, bloquant 
alors la voie ComD/ComE grâce à la séquestration de ComE~P, et empêchant donc le 
développement d’une seconde vague de compétence. L’hypothèse selon laquelle la stabilité 
de DprA expliquerait la période de non-réponse au CSP a été d’abord proposée lorsque le rôle 
de DprA dans la fermeture de l’état de compétence a été établi (Mirouze et al., 2013), sans 
pour autant avoir été expérimentalement démontrée. Il a été réalisé la construction d’une 
souche pouvant produire ComX et ComW au travers de deux circuits de régulation 
indépendants, impliquant ou non la voie ComE~P. Nous avons montré qu’une seconde vague 
de compétence pouvait être observée seulement lorsque le système était induit de façon 
indépendante du système à deux composantes ComD/ComE. Ainsi, malgré la présence 
résiduelle de DprA, le contournement de la voie de régulation ComE~P permet de supprimer 
la période de non-réponse au CSP, ce qui appuie notre prédiction. 
Nos simulations ont également montré que comCDE et comAB étaient tout aussi importants 
pour le développement de l’état de compétence. L’augmentation seule de l’expression basale 
de comCDE ne permettait pas un développement spontané de la compétence. En augmentant 
simultanément le niveau basal d’expression de comCDE et celui de comAB permettait en 
revanche un déclenchement de la compétence, montrant ainsi que l’export du pré-CSP par 
ComAB était limitant comme cela a déjà été démontré expérimentalement (Martin et al., 
2000, Guiral et al., 2006). Pour une valeur fixée d’expression basale de comCDE, le niveau 
d’expression de comAB a été graduellement augmenté et, pour chaque simulation, le ratio 
ComE~P/ComE a été calculé au temps où ComE~P commence à être synthétisé. Ce ratio reste 
quasi constant, entre 10-4 et 1.5 10-4, révélant que, sous cette valeur, ComE~P ne peut pas 
rentrer en compétition avec ComE pour lier PcomC et ne peut pas enclencher la boucle de 
rétroaction positive menant à l’état de compétence. 
Finalement, en suivant la cinétique de ComE~P dans une souche sauvage, il a été possible 
d’estimer que la quantité produite de cette espèce ne comptait, à son maximum, que 
seulement pour 0,5% de la quantité totale produite de ComE. Cette faible quantité peut être 
expliquée par la très faible durée de vie estimée de ComE~P (3,22 minutes), empêchant toute 
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accumulation de la forme phosphorylée de ComE. Cela pourrait en outre fournir une 
explication quant à l’absence de purification de ComE~P jusqu’à présent. 
Ce modèle mathématique a été développé pour consolider les connaissances expérimentales 
acquises sur la voie ComDE du réseau de régulation de la compétence, mais aussi pour tenter 
d’acquérir de nouvelles connaissances sur la régulation de cette voie. Le modèle a été élaboré 
pour la cellule bactérienne S. pneumoniae car ce processus a été particulièrement étudié chez 
cet organisme. Cependant, le modèle développé peut aussi être adapté à d’autres espèces de 
streptocoques appartenant aux phylogroupes Streptococcus mitis et Streptococcus anginosus 
tant que les génomes d’intérêt possèdent un orthologue du gène codant pour ComW de 
Streptococcus pneumoniae. En effet, si les opérons comCDE, comX et dprA sont conservés 
chez toutes les espèces de ces deux phylogroupes, il n’a pas été identifié d’orthologue de 
comW dans les séquences génomiques de S. gordonii, S. intermedius, S. constellatus, S. 
sanguinis, S. parasanguinis ni dans la majorité des souches de S. anginosus (à l’exception des 
souches C1051 et J4211). Pour ces espèces, une connaissance plus approfondie serait 
nécessaire afin d’établir si une autre protéine peut avoir le même rôle que celui de ComW 
dans l’activation et dans la stabilisation de ComX, ou bien si ComX n’a pas besoin de 
cofacteurs pour lier le cœur de l’ARN polymérase. Dans ce cas, notre modèle pourrait être 
modifié en supprimant les réactions où ComW est impliqué, et l’activation du gène comX par 
ComE~P mènerait alors directement à la synthèse d’une forme active de ComX. Ainsi, pour 
les autres espèces bactriennes, le modèle peut être a priori utilisé sans ajustement majeur de la 
topologie du réseau, mais une nouvelle estimation des paramètres du réseau devrait cependant 
être réalisée à partir de données d’expression propres à l’espèce bactérienne considérée. En 
effet, cela permettrait de représenter plus précisément la dynamique du réseau qui est 
susceptible de varier en fonction de l’espèce considérée, ou même entre souches d’une même 
espèce comme cela a été déjà observé entre les souches R800 et CP1250 de S. pneumoniae où 
le délai entre l’expression des gènes précoces et tardifs de la compétence ainsi que les vitesses 
maximales d’expression des gènes sont différents (Martin et al., 2013). Une mauvaise 
adéquation entre simulations et données expérimentales permettrait alors de supposer 




V. Conclusion et perspectives 
Un modèle fondé sur la connaissance du système a été développé et permet d’étudier de façon 
holistique la régulation de la compétence, après induction par le CSP, à l’échelle de la cellule 
individuelle de S. pneumoniae. Ce modèle consolide les connaissances acquises 
expérimentalement sur la voie ComDE de la régulation de la compétence en unifiant 
l’ensemble des connaissances recueillies jusqu’à présent, et offre un cadre permettant 
d’analyser plusieurs aspects de cette cascade de régulation. Le modèle prédit que la fermeture 
correcte de la compétence nécessite, outre l’action de DprA, l’inhibition par un gène tardif de 
ComW qui a pour rôle d’augmenter l’affinité de liaison de X au cœur de l’ARN polymérase. 
Nous avons aussi corroboré l’hypothèse selon laquelle le niveau basal d’expression de 
comCDE et celui de comAB seraient importants pour provoquer un déclenchement spontané 
de l’état de compétence en agissant sur le ratio ComE~P/ComE. En combinant approches 
expérimentales et modélisation mathématique, il a été possible de confirmer que le pH du 
milieu de croissance affectait le développement de la compétence en agissant à la fois sur 
l’affinité du dimère de ComD pour le CSP et sur la vitesse maximale de la forme non 
phosphorylée de ComD en forme phosphorylée suite à l’interaction avec le CSP. Les pH 
alcalins semblent faciliter ces réactions alors que les pH acides les défavorisent. Nous avons 
enfin confirmé l’hypothèse que DprA est responsable de la période de non-réponse au CSP en 
bloquant la voie ComDE suite à la séquestration de ComE~P, et empêchant alors le 
développement d’une seconde vague de compétence. 
Le modèle mathématique pourrait être appliqué sans ajustement majeur de la topologie du 
réseau aux autres espèces de streptocoques appartenant aux groupes Streptococcus mitis et 
Streptococcus anginosus dans la mesure où leurs génomes possèdent un orthologue du gène 
codant pour ComW chez S. pneumoniae. Dans le cas contraire, des modifications mineures 
peuvent être appliquées de telle façon que ComE~P permette directement la synthèse d’une 
forme active de ComX. 
La suite de ce travail pourrait consister à modéliser la synchronisation de la compétence non 
plus à l’échelle de la cellule unique mais à l’échelle de la population. Le modèle pourrait alors 
être considéré comme un module d’un modèle plus complexe pouvant utiliser, par exemple, 
les modèles multi-agents comme formalisme. En effet, le modèle actuel permet de représenter 
le comportement d’une cellule individuelle car plusieurs observations expérimentales 
contredisent l’hypothèse selon laquelle l’initiation de la compétence serait contrôlée par un 
mécanisme de quorum-sensing (Claverys et al., 2006). En réalité, le déclenchement de la 
compétence arriverait dans une sous-population cellulaire et la propagation du signal à 
l’ensemble de la population s’effectuerait grâce au contact physique cellule à cellule 
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permettant la transmission du CSP (Prudhomme et al., 2016). Ainsi, afin de créer un modèle 
dynamique à l’échelle populationnelle, l’hétérogénéité de la population et les interactions 
intercellulaires devraient être prises en compte. La population d’un tel modèle pourrait être 
composée de trois types cellulaires : les cellules initiatrices de la compétence pouvant 
développer l’état de compétence de façon spontanée (activation autocrine), les cellules 
nécessitant l’activation de la compétence par liaison du CSP aux récepteurs ComD (activation 
paracrine) et les cellules non compétentes ne répondant pas au CSP. En effet, chez S. 
pneumoniae, il existe deux allèles comC/comD pouvant produire deux peptides CSP1 et 
CSP2, chacun étant reconnu respectivement par son histidine kinase associée ComD1 et 
ComD2 (Havarstein et al., 1997, Reichmann et al., 2000; Iannelli et al., 2005). Ainsi, si une 
cellule réceptrice possède un allèle ComD2, elle ne peut pas reconnaître le CSP1 externe ni 
entrer en compétence. Ces cellules, non compétentes, seront la cible de protéines de lyse 
produites par les cellules compétentes et codées par les gènes tardifs. L’ADN relâché par les 
cellules lysées peut alors être intégré par les cellules compétentes (Claverys et al., 2007, 
Johnsborg et al., 2008). Si le modèle actuel reflète l’induction de la compétence de façon 
CSP-dépendante, quelques ajustements seulement doivent être réalisés pour modéliser les 
deux autres types cellulaires. Pour les cellules initiatrices de la compétence, la compétence 
spontanée peut être induite en ajustant les niveaux d’expressions basales des opérons 
comCDE et comAB (voir la partie résultat). Pour les cellules non compétentes, l’on peut faire 
la distinction entre deux phénotypes, CSP1 et CSP2, de telle façon que, si la quantité externe 
de CSP est de type CSP1 et si la cellule possède un récepteur de type ComD2, l’état de 
compétence ne peut être initié. Le modèle pourrait donc être intégré dans une modélisation 
plus complexe afin de permettre une meilleure compréhension de la synchronisation de la 
compétence à l’intérieur d’une population de S. pneumoniae. Les approches telles que les 
systèmes multi-agents ou les modèles basés sur les individus (ABMs, IBMs) (Gorochowski et 
al., 2012, Hellweger et al., 2016) pourraient être des paradigmes de modélisation adaptés. Ces 
formalismes considèrent une population d’agents ou d’individus autonomes, chacun suivant 
un ensemble de règles et pouvant interagir avec les autres individus à l’intérieur d’un même 
environnement. Le modèle actuel peut être utilisé pour décrire chaque agent et son évolution 
(déclenchement ou non de la compétence) au cours du temps, en fonction de la capture du 
CSP par l’agent grâce au contact avec une cellule compétente. Cet événement pourrait 
survenir de façon différente selon que le mode de vie de la bactérie est sous forme 
planctonique ou en biofilm. De telles approches ont été utilisées pour modéliser plusieurs 
processus biologiques dans des populations de micro-organismes, et des plateformes de 
modélisation existent, telles que INDISIM pour simuler la croissance et le comportement de 
colonies bactériennes (Ginovart et al., 2002), BSim pour la régulation génétique 
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(Gorochowski et al., 2012), Framework pour des modèles de biofilms (Xavier et al., 2005) ou 
AgentCell pour la signalisation chimiotactique (Emonet et Cluzel, 2008). 
Enfin, le modèle pourrait aussi être utilisé dans la modélisation de processus biologiques plus 
complexes où il pourrait être considéré comme un module interconnecté avec d’autres 
modules comme, par exemple, celui contrôlant le cycle cellulaire, ce qui permettrait alors 




VI. Liste des abréviations 
ADN : Acide désoxyribonucléique 
ARN : Acide ribonucléique 
SsbB : Single-stranded DNA-binding protein B  
RecA : Recombinase A 
CSP : Competence-Stimulating Peptide 
XIP : comX-induced peptide 
TCS : Two-Component System 
PSO : Particle Swarm Optimization 
RLU : Relative Light Unit 
AIC : Akaike’s Information Criterion 
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Evolution and modeling of biological processes : application to the 
regulation of natural competence for bacterial genetic transformation 
in Streptococci 
Abstract 
Bacteria have evolved many types of genetically induced mechanisms to face different types 
of stresses and to adapt to new environments. Competence for natural transformation is one 
such process that promotes horizontal gene transfer. If phylogenetically distant species share 
conserved uptake and processing apparatus, competence regulatory circuits are not universal 
but adapted to every species’ lifestyle. In Gram-positive bacteria, Streptococcus pneumoniae 
and Bacillus subtilis regulatory cascades are the best documented. If many mathematical 
models have been established to study different aspects of competence regulation in B. 
subtilis, only one population-scaled model has been developed for S. pneumoniae, a decade 
ago, based on hypotheses that are challenged by new experimental data. 
We develop, in S. pneumoniae, a knowledge-based model of the competence regulation at cell 
level that integrates the enriched biological knowledge acquired to date. The structural 
consistency of the network topology is confirmed using Petri net formalism. The network is 
further turned into a set of ordinary differential equations to study its dynamics behavior. 
Protein kinetics are estimated using time-series luminescence data and other parameter 
estimations are constrained according to available knowledge. We point out some gap in 
competence shut-off knowledge, and, after testing alternative models, we predict the 
requirement of a yet unknown late com gene product inhibiting the action of ComW, the x 
factor activator. We also bring new insights into this regulatory cascade by predicting the 
system components that might be involved in specific experimental behavior. 
Our model consolidates the experimental knowledge acquired on competence regulation in S. 
pneumoniae. Moreover, it can be applied to the other streptococci species belonging to the 
mitis and anginosus groups since they shared the same regulatory circuit. In the population, 
the competence shift happens first in a subpopulation of cells and spreads into the whole 
population through cell to cell contact. Allowing simulation of individual cell behavior, our 
model will provide a brick for the design of a population-scale model composed of 
heterogeneous cells. 
 AUTEUR : WEYDER Mathias 
 
TITRE : Évolution et modélisation de processus biologiques : application à la régulation de 
la compétence naturelle pour la transformation génétique bactérienne chez les 
Streptocoques 
 
DIRECTEUR DE THÈSE : Dr. Fabien JOURDAN 
 
LIEU ET DATE DE SOUTENANCE : Université Toulouse 3 Paul Sabatier – 29 mars 2017 
 
 
RÉSUMÉ : Afin de faire face à différents types de stress et s’adapter à de nouveaux 
environnements, les bactéries ont développé de nombreux mécanismes génétiquement 
régulés. La compétence pour la transformation naturelle est un processus qui favorise le 
transfert horizontal de gènes. Parmi les nombreuses cascades de régulation, celle régulant la 
compétence chez Streptococcus pneumoniae est une des mieux caractérisées. 
Nous avons développé, chez S. pneumoniae, un modèle qui intègre les éléments biologiques 
essentiels connus à ce jour. La cohérence structurelle du réseau est confirmée par le 
formalisme des réseaux de Petri puis le réseau est transformé en un système d’équations 
différentielles ordinaires pour étudier son comportement dynamique. 
Ainsi, ce modèle mathématique apporte un nouvel éclairage sur cette cascade de régulation 
de la compétence chez S. pneumoniae. Le modèle souligne également que la fermeture 
abrupte de la compétence serait multifactorielle, nécessitant un autre acteur encore inconnu. 
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