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Abstract 
Stochastic variables associated to a single-server queueing system with finite population are 
shown to weakly converge, on some time regions, to Gaussian processes, Brownian motions or 
stochastic integrals on such when the population size increases. Queue length, unfinished work, 
storage occupied (in a computer system model) and idle time show different limiting behaviour, 
depending on the arrival and service distribution. 
1. Introduction 
In Louchard (1988), we have considered the large jinite population, injinite-server 
model. Here we investigate the single-server model in which a finite number of 
n customers arrive at some facility, with given arrival and service time distributions. 
For large n, we obtain, on particular time regions, Gaussian limiting processes and 
diffusion approximations (in particular Brownian metions or stochastic integrals on 
such) for a wide variety of stochastic variables of interest. An overview of diffusion 
approximations can be found in Glynn (1990). 
Several authors (for example Iglehart and Whitt, 1970; Reiman, 1983) have 
investigated heavy traffic limits in queues where p + 1 in some specified sense. 
Other related papers are discussed in Section 2. In some aspects, our model demon- 
strates more diversified behaviour and can be generalized in several directions. 
We have also investigated several transition (in the sense of Newell, 1982) and 
light traffic situations. 
This paper is organized as follows: Section 2 summarizes the model and the basic 
notations we need, Section 3 describes the main typical queueing cases, Section 4 
considers the queue length Q”(t) at time t, Section 5 analyses the queue size maximum, 
Section 6 is devoted to the total unfinished work U,(t) at t, Section 7 examines the 
total storage M”(t) occupied at t in a computer system and Section 8 considers some 
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other variables of interest such as idle time, busy period cost and distribution. Section 
9 concludes the paper. Two appendices provide some particular technical results used 
in the paper. 
The reader will notice that, in contrast to our previous paper, we have not written 
down all covariance matrices for our variables: here they can easily be deduced from 
our explicit Brownian stochastic integrals. 
2. Model and basic notations 
2.1. The model 
Let us consider a large finite population of n customers. Each customer applies for 
a single-server facility. All customers have the same arrival time distribution function 
F (and not inter-arrival time as usually used in classical queueing models). Such model 
was first introduced by Newell (1982, p. 32, 112) and partially analysed in Newell 
(1968a-c) in the framework of queues with time-dependent arrival rates. Many 
applications of the model are considered in Gaver et al. (1975). This system can be 
used, for instance, to model a computing centre, where programs are run once a day, 
the times of submission being random. We also assume that each customer asks for 
some storage M. As in Coffman and Reiman (1983), the storage demand can depend 
on the service (processor time) required by the customer. Given F, we are interested in 
the asymptotic (n + E) distributions of Q,,(t), U,(t), M,(t). Several regions of the time 
axis will be considered, leading to oversaturated, undersaturated and transition 
behaviours. 
Note that our model generally leads to non-Markovian properties: we do not 
have exponential inter-arrival times and we consider a general service time. In 
some particular short time intervals, the processes can be locally Markovian: that 
is where we can obtain diffusion approximations. Let us mention a few related 
results: the simple case where the distribution function of each customer’s arrival 
time is uniform on [0, 11 has been analysed in Iglehart and Whitt (1970) Example 3. 
The number of servers is finite; the service rate depends on n in such a way that 
the traffic intensity pn converges to p 2 1 as the population size n grows to 
infinity. 
This could of course be transformed into our general case but only with some time 
distortion, which would lead to time-dependent service time: it is not possible to 
transform the results for the uniform distribution to a more general arrival time 
distribution. 
Giorno et al. (1987) consider a Markovian non-homogeneous queueing system. In 
particular, they analyse a diffusion approximation with linear drift and periodically 
time-varying infinitesimal variance. Massey (1985) analyses a time-dependent 
M/M/l queue: mean and variance are considered when a time-scale change is 
applied (the paper’s parameter F: is equivalent to nma in our model). Asymptotic 
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distributions for the same model have been obtained recently by Mandelbaum and 
Massey (1993). 
2.2. Basic notations 
The following notations will be used throughout this paper. 
l n : = the total input population. All customers have independent identically distrib- 
uted characteristics. 
F : = the distribution function (DF) of each customer arrival time, (same DF for all 
customers) with densityf (initial time of the system is 0). Each customer applies for 
service only once. The function r := F/(1 - F) will be used later. When defined, 
y(t) : =f’(t)/2. 
l G : = the DF of each customer service time S, with density g, finite mean ms, 
variance a,?. Let PS : = l/ms, x,? : = oi/m? . To obtain realistic limits, each service 
time will be normalized by n (i.e. divided by n). 
l VAR(X), COV(X, Y) := , respectively, variance [Xl, covariance [X, Y] for any 
random variables (RV) X, Y. 
l N(m, V): the normal (or Gaussian) RV with mean m and Var V. The standard 
Gaussian DF will be denoted by @. 
l the FIFO rule is applied to all queueing systems. 
l For the computer system model, the storage demand M of each customer is 
a random variable (RV), depending on S. This model has been introduced by 
Coffman and Reiman (1983). Let 
rnM(r) := E[M I S = 51, 
oh(<) : = VAR [M 1 S = (1, 
MM, ab : = unconditional mean and VAR of M. 
l E,[B(X)] := Pr[Bl X(0) = a] for any event B(X) belonging to the Bore1 field 
generated by a process X(t). 
l A,(t) := total number of customers who have applied for service by time r. 
l S,(t) := the renewal processes associated with the RV (S/n). Note that 
S,(t)/n * pst. 
l Q,,(t) := total number of customers in the system at time t. 
l U,(t) := total unfinished work (backlog) at time t. 
l M,(t) := total storage occupied at time t (in the computer system model). 
l For any random variable X,,(t), we define x”,(t) := [X,(t) - E[X,(t)]]/&. 
l 9(f(t)) :=f(t) - info sssf J(s). This is the continuous reflection mapping. (see 
Harrison, 1985, Section 2.2 for more details). 
l For i = 0, 1, . ., let 
B;(t) := a copy of the standard Brownian motion (BM) 
BBi(t), t E [0, l] : = a copy of the standard Brownian bridge (BB) on [0, 11. 
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Note that BBi(t) E (1 - t)Bi(t/(l - t)) for some BM Bi 
BTi(s, t) := a copy of the two-parameter BM (see Csiirgo and Revesz (1981) for 
a detailed description) 
BRi(q(t),a, t) := a copy of the reflected BM (RBM) with local trend q(t) and 
VARo’. Note that 
BR(q(t), G, f) g og[B(t) + (1; q(u) du)/ol 
.x(t),  E [0, l] : = a copy of the standard Brownian excursion (BE) (see Chung (1976) 
for more details on this process). 
All these copies are independent. 
3 : = weak convergence of random functions in the space of all right-continuous 
functions having left limits and endowed with the Skorohod metric, d (see 
Billingsley, 1968). The limits in the paper are always defined for n -+ cc. 
To each customer, we associate a variable c : = (i/n), where i : = the rank number 
(i.e. the order of arrival) of this customer. s is then defined by c = F(s). s can be seen 
as a deterministic arrival time associated with customer i. 
3. Preliminary analysis 
In this section, we describe the queueing system we study and analyse the various 
typical time intervals we have to investigate. 
3.1. The queue@ model 
Let J,(t) : = A,(t) - S,(t) and Q;(t) = J,(t) - info s s s L J,(s) (this is the Borovkov 
modified system). As shown in Iglehart and Whitt (1970) Section 3, the Skorohod 
distance between Qn and QA converges to 0 in heavy trajffic. Our following investiga- 
tions for heavy traffic will thus be based on QA, written as 
Q:(t) = glIJ,(t)l. (1) 
As in Louchard (1988), we use the well-known fact that 
&f) : = An(f) - MF(f) =s Al(t) = BB,[F(t)] = [I - F(t)]B,[t(t)] 
J;r 
(2) 
for some BB and BM, BBO and B0 with T := F/(1 - F). This can also be written as 
A(t) = [l - F(t)] 
s 
’ J;odB,(u) (3) 
0 
for some BM, B, 
This is a classical time substitution: see McKean (1969) Section 2.5 for details. Such 
substitutions will be frequently used in the sequel. It is also well-known that, for fixed 
to, A,(t) - A,(r,), with t - to = 0( l/n), behaves like a Poisson process with parameter 
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nf(te). We shall also use the classical weak convergence (see Iglehart, 1974, The- 
orem 4.1) 
S,(t) - wst 
4&s 
3 B2(t) for some BM, B2 
and x,’ : = 0: /rnd . 
(4) 
An equivalent convergence for S,(t) is given by (see (A.3)) 
xl(t) - ws~ s fist Jl --0 asps dBj(u) for some BM, B,, (5) 
where the variable u corresponds to the (normalized) deterministic rank number of 
each customer in the renewal process and osdB,(u) corresponds to its service time. 
3.2. An enumeration of cases 
A first analysis of our queue behaviour leads to a decomposition into several typical 
cases (see Fig. 1). We consider different parts of the time axis, for a given DF, F(t). 
These cases can be formally defined as follows. For simplicity, we assume that f is 
continuous and that, where f(t) = ps, f’(t)/2 exists = y(t) (say) with y(t) # 0 (first- 
order contact between the density curve and the line parallel to pst). The case where 
y(t) = 0 and f”(t) < 0 can be analysed similarly to the “mild rush hour” in Newell 
(1968~). This is noted by case 10 in Table 1, but we will not pursue the detailed analysis 
here. Other cases are more complicated but can be treated similarly. Let A’ be disjoint 
time intervals: [ti, $1 such that 
l the first one, A ‘, exists if either f(0) > pLs or f(0) = ps and y(O) > 0. ty E 0, 
ty : = min(t: F(t) = pst), 
l the other ones: A’ (i 2 1) are defined byf(ti) = ps, r(ti) > 0, 
t : : = min(s > t’;: F(s) - F(ti) = ps(s - tf )). 
Some time-resealing will be frequently needed to refine our processes: the time- 
window of observation will be differently choosen to insure weak convergence. We 
denote it by t = u/n’, where c( will be appropriately defined in each case. The cases can 
now be summarized in Table 1, where 0 < CI < 1. 
4. Approximations for a(t) 
We first remark that heavy traffic limit theorems for multiple channels queues have 
been obtained by Iglehart and Whitt (1970), where they let pn + 1 with 
&a..4 - PL,,s)+ C( - m I c I co), A”,.4 and P,,~ being the total arrival and 
service rates (see also Reiman (1983) for several generalizations). 
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Table 1 
Case f(or F) property 
1 t, E &f(O) > P’s 
2 Cl = O,f(O) = I$, Y(0) > 0 
3 t, = O,j(O) = P’s, Y(O) < 0 
4 (1 =&f(O) < PS 
5 34’ (i 2 0) 
6 34’ (i 2 0) 
I f(t) < Ps 
8 34’ (i > 0) 
9 t:= tI(A’+‘) = tzA’) for some i 2 0 
10 3 t: v(F) = 0, f ,,(;i < 0 
Observation interval for t 
t = 0(1/n’) 
t = O(l/na) 
t = O(l/n~) 
t = O(l/n~) 
ted’ for some i 
t - t; = O(l/nm’) 
f&A’ 
t - t; = 0(1/n=) 
t - t= 0(1/n=) 
r - t= O(ljn”5) 
Our system is, in some aspects, rather different and a large variety of limiting 
processes will be investigated. We shall analyse the different cases of Section 3 starting 
with the easiest case and going to the more complicated. For convenience of nota- 
tions, we define each d’ by [ti, t2] (without indices), and denote v :=f(ti), 
y : =f’(t,)/2. Of course, when i 2 1, some queue backlog can exist at ti and it must be 
taken into account. Different time-scale changes will lead to various asymptotic 
processes. 
We obtain, for instance, non-Markovian-Gaussian processes, M/G/l light traffic 
queue, ordinary and reflected BM, diffusions. 
Case 5: This is the easiest situation. Here, ((Q,,(t) - J,(t))/& * 0 and no rejec- 
tion must he applied as E[ J,(t)] = n[F(t) - pst], with F(t) - ps(t) > 0. (The argument 
is well-known, see, for instance, Iglehart (1974) Section 5 or Iglehart and Whitt (1970) 
Theorem 2.2). From (3) and (4), we obtain a non-Markovian-Gaussian process 
(6) 
Case 7: Let t = u/n. Locally, the queue behaves, in the u time-scale, like a non- 
Markovian light traffic M/G/l standard queue with input ratef(t). Diffusion approx- 
imations may also be useful in this situation but caution must be taken and refine- 
ments are usually necessary (see Whitt (1982) for more details). The generating 
function of the stationary distribution of the M/G/l queue is well-known: see Cohen 
(1982). From this result, it is easy to check that, under some regularity conditions on 
G, the tail of the stationary distribution is geometric. The transient behaviour of the 
M/M/l queue has been analysed in Abate and Whitt (1987, 1988). The time-depend- 
ent light traffic M/M/l queue is investigated in Mandelbaum and Massey (1993, 
Theorem 3.3). 
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Case 1: Let t = u/na and v : =f(O). Eqs. (2) and (3) are now simplified into 
[A,(u) - vuII.r~~]/lZ(r~a)‘2 5 &?,(u), 1 > CI > ;, (7) 
B, and B, are the same BM as in (3) and (4) in the u-scale, and the condition on CI is 
imposed such that the quadratic term in the F(t) expansion is negligible with respect 
to the Brownian contribution. From (4) we thus find that 
CQ.04 - n l-a(v - ps)u]/n"m""2 =a 6,B,(u), 1 > CI > +, 
where 6: := v + xi, 6rB,(u) := JB,(u) - xsBZ(u). Again no rejection is needed as 
(1 - c() > (1 - ~)/2 (the trend is much larger than BM contribution). 
Case 4: Let t = u/n. As in case 7 the queue behaves now, in the u-scale, like 
a light-traffic M/G/l queue with input rate v. 
Case 2: (y > 0): Let t = u/n”; (2) and (3) give now (v = ps): 
[A,(u) - psn’ -‘u - yu’n’ m2a]/n(’ ma)‘2 =s & B1 (u), 1 > r > +. (8) 
The condition on M is now related to the cubic term in the F(t) expansion. From (4) 
we find that 
[J,(u) - yu2n’-2”]/n” ma)i2 a h2 B5(u), 1 > cI > +. (9) 
where 8: := ps + xi, and fi2BS(u) := &B,(u) - xsB2(u). From (l), the detailed 
analysis of the queue, in the u-scale, depends obviously on CI. Thus, 
(a) if 1 > a > 3, the trend becomes asymptotically negligible with respect to the BM 
contribution, 
(b) if c( = f, the trend is given by 2yu and 
(c) if i < r < $, no reflection is needed as (1 - 3x)/2 > 0. 
The different subcases are thus described as follows, stating from the coarsest 
time-scale: 
(2.1) ‘Y + 1. The queue behaves like a M/G/l standard queue with input rate ns and 
traffic intensity 1. 
(2.2) i < c( < 1. We have the weak convergence. 
Q,(u)/n” pa)‘2 a BRo(O, a2, u) for some RBM, BR,., (no trend). 
(2.3) c( = i. This gives 
Q.(U) 13 a BR,(2yu,d,, u) for some RBM, BR1. 
n’ 
(2.4) i -c (x < i. We obtain 
[Qn(U) _ yu2n’ p2”],‘n” m*)12 a d2B5(u) (no reflection). 
Case 3 (y < 0): Let t = u,W. The analysis is similar to that of case 2 for the first 
three subcases. We observe the following situations: 
G. Louchard/Srochastic Processes and their Applications 53 (1994) I I7- I45 125 
(3.1) CI+ 1. Same M/G/l behaviour as in (2.1). 
(3.2) i < c( < 1. Same weak convergence as in (2.2). 
(3.3) I = f. Same weak convergence as in (2.3) (note that here :I < 0). 
(3.4) $ < c( < f. Keep u fixed, at u0 say. Another local scale change will simplify the 
queue description. Let u - u,, = w/n8, 0 < jl < 1. From (9) we deduce the local trend 
(in the w-scale): 21/uon(’ -3o)/2 dw/nB, and the stochastic increment: (6,/~~/~)d&(w) for 
some BM, Be. To equalize the n exponents, we must have fi = 1 - 35r (hence 
dt = dw/(n” - “) ), and this gives the weak convergence, in the w-scale: 
Q(w) 
~ = BR2(2yuo,d2, w) for some RBM, BR2. 
na 
The trend is locally constant in the w-scale. It is well-known that the stationary density 
is given by (see also (43) below) 
Pr[BR, EdX] = exp 
[ 1 4YUlI.u 4Y% dx -sir (10) 
Remark 1. We are (locally) back to the case mentioned at the beginning of this section 
and treated in Iglehart and Witt (1970). 
Remark 2. We could 
reflection of course. 
use the same local scale change in subcase (2.4) without 
Case 6: A simple case where the input rate is quadratic in time has been briefly 
analysed in Newell (1968). Our general model leads to more diversified behaviours. 
The essential point is to determine the time t* at which the queue becomes empty 
(after that, the non-Markovian case 7 prevails). Of course, t* - t2, but we must 
investigate their asymptotic difference. 
(6.1) Let us first consider do. Fix a time t3, just before t2 such that 
PrCQ&3) 5 01~ 0. For instance, let t - t2 = u/n(1!2mE), (E small positive) and let 
t3 correspond to u = - 1. 
Case 5, easily leads, by (6) to 
CQ,A - I)+ tin "2+"]/(&63) * J', 
(in the u-scale) where ti:=.f’(t2) - ps(~ < 0), (s: := F(t,)[l - F(t2)] + xft2 and J’ is 
X(0,1). From time - 1 on, we now clearly have 
[Q,,(u) - &JJ~, - tiun’~2’E]/(~qn1i4’Ez) * B,(u + 1) for some BM, B,, 
where 6: : =.f’(r,) + xf 
We easily find that the time u* at which Q,,(u) returns to zero is asymptotically given 
by u*m yd3/(neK) which leads to &(t* - t2) * yS,/k-, independent of E (as it 
should). 
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(6.2) Let us now consider some d’ (i > 0), starting with case 8. The limiting process 
depends on whether or not we know the number of customers who have not yet 
arrived at t 1. 
l If the input population li(ti) remaining at ti, is unknown, the analysis proceeds as in 
subcase (6.1) with fif replaced by 
Sf := dF(1 - AF) + #‘l, (11) 
where AF := F(t,) - F(t,). 
We obtain 
Jl(t* - tz) * y&lli. 
l If ri(ti) is known, then let 
n* = fi(t,)/[l - F(t,)]. 
From (2) we see that (n* - n)/& =S - B,[r(t,)]. 
Let 
(12) 
(13) 
z := - B,[T(t,)]. (14) 
Knowing E(t,) amounts to fix z. Proceedings as in subcase (6.1), we verify that, 
conditioned on z, [Q,,( - 1) + tinl”” - &z d F]/(J&cS, =S y (in the u-scale) 
with S,‘:= dF[l - d F/(1 - F(t,))] + xzlAil,y = N(O,l) and also that 
&(t* - t2) =a y*6 + z A F, 
K 
(15) 
Finally we must consider the queue backlog at ti. It will be seen in case 8 that this 
backlog is 0(n1!3) and it is asymptotically negligible in Qn( - I). 
(6.3) Let us now analyse some A’ (i > 0), starting with case 9. The backlog at ti can 
take two forms: either subcase (9.1.1) and the contribution is O(~Z”~) (negligible in 
Qn( - l)), or (9.1.2), with a contribution zas,i- i& (z = Jlr(O, 1) and b5,i_l is given 
by (11) for A’-‘). In the latter subcase, we must add z6 5,i_ ,/x to (12) or (15). For the 
more classical time-dependent M/M/l queue, see Mandelbaum and Massey (1993, 
Theorem 3.7) for an “end of overloading” analysis. 
Cuse 8: (7 > 0). 
(8.1) Let us first start in the region defined by 
t-t, =I@, Ll < 0, l/5 < c( < l/3. 
We are clearly in the same situation as in subcase (3.4); a local time-scale change leads 
to a stationary reflecting BM. 
(8.2) If (t - ti) = O(l/n’!3), let f = v/n. In the v-scale, the trend is given by 2yv/n 
and the infinitesimal variance by 6,. 2 As n is large, we are clearly in the situation called 
“transition behaviour” in Newell (1968a) with h(0) = Si and E = 2y/n (‘2 is written for 
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a in Newell’s notation). Newell (1968a, b) defines two new units of time and queue 
length: 
T = b(O)i/3/@ = 8;‘” +/(2#/3, 
L = 6;‘3,1/3/(&)‘/3, (16) 
which, here, amounts to the time-scale change: t = ~di’~/n~/~(2y)~/~. In these new 
scales, the density satisfies the diffusion equation 
(17) 
with the following constraints on the DF F(x, u): F (0, u) = 0, Vu and F (x,0) = 1, 
Vx. Newell (1968a) has analysed (17) with a numerical discrete simulation and gives 
in Fig. 2 the mean queue length, which goes smoothly from the stationary 
mean related to (10) (case (3.4)) to the Gaussian mean given in our subcase 
(2.4) augmented by 0.95 (in L unit). Newell (1968a) in Fig. 3, gives the variance 
related to (17). 
k-order contact (k 2 2) for M/M/l is analysed in Massey (1985) and in 
Mandelbaum and Massey (1993). 
(8.3) With a small probability, the queue characterized by the density (17) could 
return to zero in the transition region (8.2). Accordingly, we would then return to 
subcase (2.1) or (2.2), depending on the hitting time value. 
(8.4) As soon as we are in the region defined by t - tl = u/n’, u > 0, 115 < M < l/3, 
we are back in subcase (2.4) and later on, in case 5. 
Case 9 (y > 0): We must first determine either the time t* < ti at which the queue 
becomes empty, if such t* exists, or else analyse the value of Q,,(ti). The conditioning 
on n* will then be considered. 
(9.1) Let t - t2 = u/t~(~‘~~” (e small positive) and start from u = - 1. This ensures 
that, asymptotically, the queue is strictly positive. We can easily deduce that 
CQA - 1) - yn 1’2+2Ell(&b5) =+ Y, 
where a5 is defined by (11) and y is Jlr(O, 1). Two subcases will be considered. 
(9.1.1) If y < 0, this leads, after a few manipulations, to 
nli4(t2 - t*) * [ - y~?,/y]“~, t* < f2. 
From that time on, we are in case (8.1) (with CI = l/4). 
(9.1.2) If y > 0, this leads to Qn(0)/J n - y6, and from time u = 0, we start the 
queue like in case (2.4), with c( = l/4 and Q,,(O) as initial value (no reflection). 
(9.2) As in case (6.2), assume that n* (i.e. z) is known at tf . Leaving out the details, 
we conclude that it is enough to replace, in case (9.1) ~6, by ~6, + z AF. 
Our most interesting results can be summarized in the following theorem. 
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Table 2 
Case c1 range EQ,(u) (1 Z 
5 
I 
2.2 
3.2 
2.3 
3.3 
2.4 
3.4 
(w-scale) 
t!=O pz[F(t) ~ Pstl 1;2 i(t) ~ zs&(t) 
1 >r>l/3 n’ _‘(l, - /Lcs)u (I - X)/2 6, B,(u) 
1/3<n< I 0 (I ~ x)/2 B&,(0, ~z,u) 
r = l/3 0 1:3 BR,(2;1u,6,,u) 
115 < Ct < Ii3 ,’ 2”;,,,2 (1 - 0912 &B,(u) 
I!5 < z! < Ii3 0 !x BR,(2yu,,&,d 
Theorem 4.1. Let t = u/n’. The main cases qf Table 1 lead to 
[Q,,(U) - EQn(u)]/na * Z(u), where the diferent parameters are given by Table 2 (with 
This random variable is basic to resource allocation, specially in the computer 
centre model. Case 5 obviously leads to the main contribution. From (6) we see that 
we must deal with a non-Markovian-Gaussian process. 
details given above). 
5. Queue size maximum 
5.1. Basic results 
We shall use here a technique based on Daniels’ results (1985, 1989). Consider 
a Gaussian process Z(r) superimposed on a curve p(t). If we look for 
~2 := max[Z(t) + y(t)] and the time t* at which this maximum occurs, it is equiva- 
lent to search for the hitting time of Z(t) to the absorbing boundary .N - p(r). It is well 
known (see Durbin (1985)) that, near the crossing point, Z(t) behaves locally like 
a BM (or a variant of it, such as a Brownian bridge BB). It is also known that the 
hitting time and place densities for a BB can be deduced from the hitting time density 
for a BM (see for instance Louchard (1984) for a constant boundary and Csaki et al. 
(1987) for a general proof). Assume that f(t) is given by 
y(t) = ,/‘Ly(t). I7 9 1 (18) 
and that it has a unique maximum at i, with J%(F) = 0. Daniels and Skyrme (1985) have 
computed the asymptotic densities of the hitting time and hitting place. 
In the Gaussian process case, with covariance C(s, r), s I t, Daniels (1989) has 
matched the local behaviour of C(s, t) with the BM (or one of his variants) covariance 
near F In the BB match, we have 
[Z(t) + &y(t)] - x//AIBB(l - to) + J%y(t - to)] on tE(to,to + T), 
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with BB(T) = 0, y(t) 3 &y(t - to) and A is some constant. We can deduce the 
distribution of the maximum .4’ and the time t* of the maximum from Daniels (1989) 
(3.8) and Daniels and Skyrme (1985) (5.9). They have obtained the following results: 
Let 
cr := [a,c(s,t)]j2 0, cz:= [C?,C(s,t)]rIO, c:= C(t;f), 
A:= cl + 1~~1, 
to:= t- c/cl,to + T := t+ c/Jc21, 
T:= cA/(c,Ic,I), 
B := - ~“(0, 
a .= nl’3~pl/3~2/3(t* _ [), 
F(x) := exp(x3/6)G(x), with 
(19) 
G(x):= 2-l/‘& s ti3C ds esx __ I?z Ai( - 2113s). 
(Ai is the classical Airy function) 
f(x) := 2F(x)F( - x), v(x) := G’(x)/G(x), (F an d v are tabled in Daniels (1989)). Note 
that f“(0) = 0. 
;,:=j_+;[F(x)-x+]dx= 0.99615. A direct new justification of (20) is given in 
Louchard et al. (1991). 
Then, JV is asymptotically Gaussian with mean 
and 
The 
The ” 
E(d) = lnml/hA2/3Bpl:3 + O@-l/3) 
variance 
rag_.& = c + 0(n-“3). 
conditioned maximum J# 1 t* is asymptotically Gaussian with mean 
E(&lt*) = /I~‘:’ A-“3[c,v( - u) + Ic21v(u)]Bm”3 + 0(nm1’3), 
fJ2[&qt*] = c + O(K’,3). 
joint density of A! and t* is given by 
(21) 
(22) 
(23) 
(24) 
+ F’( - U)I‘(u): +F( - u)F’(u)y + O( -1,‘3) d_,&!& 1 n 1 (25) 
while u has density 
f(u)( 1 + O(n _ ‘j3)). (26) 
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5.2. Queue size maximum 
Let X(t) : = A(f) - xSBZ(t). Let us first remark that the order of the error term in (6) 
is well known: the relative error in the density is 0( l/J%) (non-uniform in X). Let 
z(t) : = F(t) - ,ust and tsuch that z’(F) = 0, i.e.f($ = ps (assume for simplicity that tis 
unique). Rewrite (6) as 
Qn(t) - d%{$z(g + X(t) + &z(t) - z(t)]} + O(1). 
The O(1) term is non-uniform in X but it is easy to check that 
MQ:= maxo~r~r2 Q,,(t) is only affected by an O(1) term. 
Comparing with (18) we must identify y(t) with z(t) - z(F). We can now compute, 
from (2) and (6) 
C(s, t) = F(s) [l - F(t)] + sxs, s I t 
This readily gives 
c = C(t, t) = F(F)[l - F(F)] + xst, 
Cl =f(F)[l - F(F)] + xs > 0, 
c2 = -f(F)F(F) < 0, 
The basic results of Section 5.1 leads to the following theorem. 
(27) 
Theorem 5.1. 
MQ := max Q,,(t) - m(c) + ,,&A + O(n’lh), 
051112 
where A’ is a R V characterized by (2 1) - (24). t* is a random variable characterized by 
(19), (25) and (26). The constants are given in (27). 
5.3. Other subcases 
In subcase (5.1), we consider an interval d’, i > 0, starting with case 8. By Newell 
(1968a) (see our subcase (8.2)) we know that we must add to MQ a constant given by 
(L is given in (16)) 
0.95 L = 0.956,4’3n1’3/(2y)1’3, 
which is of the same order as &E(A). 
(28) 
In the subcase (5.2), we consider an interval A’ (i > 0), starting with case 9. Two 
subcases have been analysed: subcase (9.1.1) leads to the same correction as (28). 
Subcase (9.1.2) shows that we must add to MQ a constant given by yfis&. 
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6. Approximations for the total unfinished work at t, U”(t) 
Two different expressions for U,(t) will lead to sums of stochastic integrals, BM or 
multiples of Q”(t). The first approach uses the reflection mapping on the total service 
time, the other one is related to the customers-in-queue service times. 
6.1. Basic models 
We will use two approaches (& and S?) in our analysis, each shedding some 
particular light on the stochastic behaviour of U. The following expressions are 
readily obtained 
U,(t) = ~lrJ",&)l~ 
where 
(29) 
JU,,(t) := C Si - nt, 
i=l 
Si denotes the service time of customer i. 
&? 
A., (0 
u”(r) = c CSi - ~sI + msCQn(t) - 11’. 
i=A,(f)-_[Qn(f)- l]+ + 1 
= C, + C,, say 
We first remark that, in our diffusion approximation, we can clearly replace 
[Q,,(t) - 11’ by QJt). Also if 
E CAn(t)I 
nc 
+ F(t), 
ECQn(t)l~ H(t) 
nb ’ 
Qn(t) - EQn(t) j z(t) 
Cn” 
where a, b, c, C, F(t) > 0 are finite, and Z is some BM or RBM, we can use the random 
time-change theorem (see Iglehart (1974), Theorem 2.10) and Coffman and Reiman 
(1982, p. 9). We can prove that 
21 
- * 0 ifc >max[a,b]. nc/ 2 
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The tightness problem for U, has been completely solved by Iglehart and Whitt (1970, 
Section 6) so we will not discuss it here. Finally if c = h > a (no reflection in this case), 
and using again the random time-change theorem, we find that 
21 F (1) 
c’z+ n’ j 
0s dB3(U), (31) 
F(f) - II ,f) 
where B3 is the same BM as in (5). Indeed, the variable II corresponds to the 
(normalized) deterministic rank number of customers in the input process and, because 
of FIFO rule, each customer has the same rank number in both (input or service 
renewal) processes. Let c’ = F(s), (31) becomes 
CI f 
z* 
n’ s 
a,mdBR(s) for some BM, Bar (32) 
f* 
where t*(t) is defined by E(t*) = F(t) - H(t) and s corresponds now to the (nor- 
malized) deterministic arrival time of each customer (with a,dB,(.s) corresponding to 
its service time). Note that r * corresponds to the deterministic arrival time of the last 
served customer and that B8 is derived from B, after a deterministic, time change. 
We restrict our attention to some important cases: other situations can be treated 
by similar techniques. 
Case 5 
l ,EJ Using the approach developed by Louchard (1988) (see in particular, Section 4.2), 
we obtain, from (2) (no reflection needed): 
s 
f 
[U,(f) - nm,F(t) + nt]/d’L 3 m,.,%(t) + a,,@$j d&(s). (33) 
0 
where Bs is the same BM as in (32). 
l g Using (6) (31) with c = h = I. N = 1 ;!2 and (32) we observe that 
U,,(f) 
i 
f 
_ \,i&[F(t) - pst] =a a,,/:‘f‘(s) d&(s) + n&&r) - ~sB,(r)], 
\/ n Jr* 
with 
F(t*) = F(r) - [F(f) - /I,yt] = pst. 
Also lsBz(t) is equivalent (see (5)) to 
L’ = F(s), we obtain as in (32) 
1* 
%sB,(f) = - 
s 
w&i? dB,(.s), 
0 
which proves the equivalence of (33) and (34). 
- li”’ rrs/ls dB3(r). Letting again 
(34) 
(35) 
(36) 
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Case 1 
l d 
&I 
Again let t = u/n’, 1 > CI > 3. With (7) (no reflection) we readily obtain 
U,(u) - mSVUnl-a + uIZl~“]/n(‘+=“2 5 m&%(u) + cr& B&?(U). 
Here Bs is the same BM as in (32), seen in the u-scale. The right-hand side can of 
course be condensed into a single BM. 
We now deduce that 
U&)/n (1 -%)I2 _ ws(t, _ Ps)un” -a)/2 * 
%&C&(U) - &(u*)l + msCJ;W) - xsB2Wl. 
Again, using (36) the identification with ~2 is easy. We remark that here (35) gives 
vu*/n’ + y(u*)2/n2" - 
from which it follows that 
u* = : u + 0(1/n”). 
w/n” 
(37) 
Case 2 
l d Let t = u/na, 1 > CI > f. From (8), we deduce that 
CJU,&) - m.+ n 
2 lP2z]/,(1-2)!2 
Ct. ms&m4 + %&&m 
Note that y does not appear in the coefficient of B, since its contribution is asymp- 
totically negligible. Now the application U,(u) = 2 [ Ja,Ju)] proceeds exactly as in 
case 2 for Q,,(U). 
09 Applying (30) to the following subcases of Section 4, case 2, we find that 
(2.2) h = (1 - c()/2, a = (1 - r)/2 (l/3 < c( < 1) 
(2.3) h = l/3, a = l/3 (C! = l/3) 
i 
(c = 1 - !X. 
(2.4) h = 1 - 2a, a=(l-c()/2 (1/5<cc< l/3) J 
We see that c = 1 - c( > max[a, b] in all subcases and the contribution of C 1 /n” pa)‘2 
is asymptotically negligible. We are thus left with 
[U,(u) - m,Q,(u)]/n” pa)i2 - 0. (38) 
But in (9), the term - xsB2(u) is equivalent (see (36)) to os$2 Bs(u*). By (37) (with 
p’s = v), this asymptotically gives as$“B8(u), identification with &’ is now obvious. 
A similar result can be found in Reiman (1983, Theorem 4) for the particular heavy 
traffic situation mentioned at the beginning of Section 4. 
Our results can be summarized in the following theorem. 
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Table 3 
Case OL range EU&) u Z 
5 r=O nm,CF(t) ~ ~~‘1 t/2 m,,?(t) + j b ~,,,/j% d&(s) 
I l>r>l/3 n1 ‘ms(v - ps)u (1 - r)i2 m&?,(u) + 0,yv’ ‘i&(u) 
2 1 >r>lj5 [V,(u) - msQ.(u)]/n” DEW =. 0 
Theorem 6.1. Let t = u/n’. The main cases of Table 1 lead to 
[U,(u) - E~,(u)llnU - Z(u) 
where the difSerent parameters are given by Table 3. 
7. Approximation for M,(t) 
Suppose that, in a computer system, each customer asks for some storage M. The 
variable of interest is M,,(t), the total storage occupied at time t. 
We consider successively independent and dependent storage demand. We again 
obtain mixtures of BM, Gaussian process and stochastic integrals or multiple of Qn(t). 
The two approaches lead to different views on the related stochastic processes. 
7. I. Basic models 
Our two approaches become 
e&E!2 
i 
A,(t) .% (1) 
M,(t)=~ C Mi- C Mi , 
i=l i=l 
where Mi denotes the storage demand of customer i. 
l g 
A, (0 
M,(t) = c CMi - mM1 + mMCQn(t) - 11’. 
i=A,(t)k[Q,,(f)-l]++l 
= C, + E,, say 
We will first analyse independent and then dependent storage requirement. 
7.2. Independent storage demand 
We assume here that the storage demand Mi of customer i is independent of Si, with 
mean mM and VAR c&. In approach L$I, (30) still holds. (31) is also applicable, with 
right-hand side 
s 
F (0 
0~ d&(u) (39) 
F (1) -H(r) 
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for some BM B9 such that C~ dB,(u) corresponds to the ith customer storage demand 
(u := (i/n) is the same variable as in (31)). Letting u = F(s) and t*(t) is defined by 
F(t *) = F(t) - H(t), we can reduce this, by deterministic time change, to 
for some BM BIo (same variable s as in (32) and (36)), oMdBIo(s) corresponding to the 
storage demand of the customer who did arrive at time s. 
Case 5 
l d From (A.4) and (A.5) we obtain 
As in (33), it follows that 
CM,(r) - n%fCF(r) - Pstlll~ 
=a [c&Q + 1; am dSlo@] 
[ s 
@St 
+ mM asps @s(u) + 
0 s 
@St 
aMdB,(u) . 
0 1 
Now, letting u = F(s), we obtain as in (40) (use (35)): 
s 
rst 
cM dB, (u) E G&(? dBro(s). 
0 s 
:* 
The second and fourth terms in (41) give j :* oMm dBr o(s). 
l 98 From (40) we deduce that 
(41) 
From (5), identification with d is immediate. 
Case 1 
l & Proceeding as in Section 6.2, (1 > CI > f) we readily obtain (with B3, B9 and 
Bra seen in the u-scale): 
[Mn(u) - mM(v - j+)un’ -‘]/ncl -Orvz 
* C%&W) + Gf~&O(U)I + C%~sPs~,(w4 - ~,~,(Ps~)1 
Second and fourth terms are obviously equivalent to rrM&[BIo(u) - Bro(u*)], 
with u* := (ps/v)u. (see (37)). 
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l &? We easily deduce that 
[M.(n)/n”-““2 - yII&J(v - /Js)un” -a”2 
* GfJJC&&4 - B,o(u*)l + MM C&(4 - xs~zb)l 
From (5) identification with J&’ is immediate. 
Case 2: We can prove that (see (38)): 
[M,,(U) - mMQJu)]/rP -a)12 =S 0, 1 > IX > f . 
Note that the variance GA does not enter into the limit. (cf. the similar situation in 
Coffman and Reiman, 1983). We summarize our results on the independent case in the 
following theorem. 
Theorem 7.1. Let t = u/n”. Then [M,,(U) - EM,(u)]/n” * Z(u), where the diferent 
parameters are given in Table 4. 
Table 4 
Case 7x range EM.(u) ‘I Z 
5 r=O nhfCF(t) - Psrl Ii2 m,wCi(r) - xS&(r)I 
+ j ;.~-,,/fi dB,&) 
I I >r>1/3 wl~(\~ - ps)un’m” (1 - %)I2 m.~[~~,k (u) - xsBz(u)l 
+ G,~+I&) - B,,(u*)l 
2 I >r > l/5 [M,(u) - m,,,Q.(u)]/n” m”)‘2 * 0 
7.3. Dependent storage demand 
We assume that the conditioned mean storage demand is given by 
mN(c) : = E[MlS = t], mM still denoting the unconditioned mean storage demand 
and the conditioned variance being given by a&(<). Note that the unconditioned 
variance is now given by 
2 
rs‘+f = Ix CC&t) - mM12 + 45)ls(t)d4. 
Cuse 5 
l _EQ From (A.6) and (A.7) (with A.3) we obtain 
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The two BM are correlated (see (A.8)). Let 
s l%t a,wdB,&) = s d* cM&) dB,,(s) for some BM, B13 0 
It follows that 
[ s list s P.9 + n4 PS~S dB3(4 - oMdBlz(4 . 0 0 1 
o&l Proceeding as in (40) and using (5), we find that 
7 - &rQ[F(t) - pst] 
n 
The identification with d is now obvious. 
Case 1: It can be verified that (with 1 > a > l/3) 
[M,(u) - rnM(V - &Ur’ -“/no -a)‘2 
=j mMCJ;;Br(n) + ~sPs~~(w)I + ~MJ[IBI~(~ - BI~(u*)I, 
where, again, B3 and Br, are correlated. 
Case 2: We now obtain 
[M”(U) - mMQ,,(u)]/n(‘-“)” - 0, 1 > CI > f 
The following theorem summarizes our results on the dependent case: 
Theorem 1.2. Let t = ulna. We obtain (with notations as in Theorem 7.1, the correlation 
between B3 and BIo is given in (AX)) (Table 5): 
Table 5 
Case a range EM,(u) a z 
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8. Other variables of interest in the limiting processes 
In this section, we briefly analyse some limiting results for some stochastic variables 
associated with the queueing model. These variables are related to RBM with 
constant finite trend (4 say) such as those arising in subcases (2.2) (3.2), (3.4), (9.1) for 
Q,,, in case 2 for U, and M,, or in Iglehart and Witt (1970) and Coffman and Reiman 
(1983). To simplify notations, assume that each variance is unity so that each RBM in 
the sequel is of the form BR(q, 1, u). We consider successively the cost of a busy period, 
the idle time Z,(t) and the distribution of busy periods. 
8.1. Cost of a busy period 
The busy period of length L is the support of a Brownian excursion (BE). We 
remark that, in view of (A.lS), for a fixed length 1 of the busy period, the distribution of 
the queue length is independent of the trend q and is exactly given by the distribution 
of the BE: [ Y(u)1 L = 11. Thus if we assume that the cost, at each time, is proportional 
to the queue length, the total cost is equal to the BE Area: jb Y(U) du. This random 
variable has been investigated in Louchard (1984). It is easily seen that 
[S 
I 
0 
Y(u)du,L = I] Pi3f j; X(U)d+ 
where x(u) is the standard scaled BE 1; x(u)d u is the area of the BE. We obtained in 
Louchard (1984) an explicit form for the Laplace transform of the generating function 
of this area. Moments, numerical values for density and distribution function and 
asymptotic expressions for small argument were obtained by Louchard (1984). 
Takacs (1991) has obtained an explicit expression for the density. 
8.2. Idle time Z.(t) 
It is easily proved (see Coffman and Reiman (1983, p. 18.5) that 
l,(t)= -ozf,t & i- [ *“(*’ s w] 
Comparing this with (29) and (38), we observe that, in subcases (2.2) (3.2), (3.4) (9.1) 
(or even (2.3)), 1,(t), suitably normalized, converges weakly to the local time f(t) of the 
corresponding RBM (see Chung and Williams, 1983, p. 146 for a recent proof). By 
(B.3) we obtain the following joint density (where the trend q is constant): 
E o CBNq, 1, ~1 E dx, &4 E dyl 
2(x + Y) = ___ exp( - 2yq - (x + y - qu)‘/2u) dx dy. 
J2z 
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The marginal densities for BR(q, 1, u) and I”(u)) are, respectively, given by 
&,u,x):= 2 ~ exp( - (x - qu)2/2u) - 2qezx4@[ - (x + qu)/&] 
JKI 
(42) 
(this is well known: see Cox and Miller (1980, p. 224 or Harrison 1985, p. 15) and 
~ exp( - (y + qu)2/2u) + 2qe m2yq@[ - (y - qu)/$]. 
Jk 
If u -+ cc, (42) gives for BR the stationary density - 2qe2Xq if q < 0 and 
BR(q, l,u)/u * q if q > 0. Eq. (43) gives asymptotically for y the stationary density 
2qe- 2Yq if q > 0 and I”((u)/u + - q if q < 0. Moments of the density (42) have been 
derived by Abate and Whitt (1987a, b). 
8.3. Distribution of busy periods (constant trend q) 
From (B.4), we find that 
m t-‘(b) = 
s 
~P(CO> bl x d0, 
0 
where t _ l(b) = inf (s; I”(s) = b), and p(db x dl) is the Poisson measure with mean 
dbexp( - q21\2)d1/m. This decomposition ties the flat stretches of f with the 
open intervals z, (n > 1) of the complement of the set z+ = (t: BR(q, 1, t) = 0). As these 
z, are indeed the successive busy periods, we see that these busy periods are in some 
senses shorter when q # 0. Of course, if q > 0, the last busy period is infinite. From 
(B.6) and (42) we see that its starting time, s, (which is indeed the last exit time for 
BR(q, 1,~)) has the density v(q,s,O). q. Another way to consider the busy period 
distribution is to write the joint density for the random variables: 
G(t) : = sup(s: s I t: BR(q, 1, s) - 0), 
D(t) := inf(s: s 2 t: BR(q, 1 ,s) = 0), 
L(t) := D(t) - G(t). 
From (B.7), we deduce that 
E,[G(t)~ds, L(t)~dl] = v(q,s,O)ds 
exp( - q2 1/2) dl 
2Jzz ’ 
For q = 0, this is equivalent to Lemma 3.1 of Cohen and Hooghiemstra (1981). 
Finally, the distribution of RBM between G(t) and t is equivalent to what is called 
a meandering process (see Chung (1968) for the trend-free case). From (B.5) we obtain 
by integration with respect to u 
E,CG(t)Eds, BR(q, 1 ,t)Edyl (s < t) 
= d4.s,o).$$-q exp[ - (y - q(t - s))2/2(t - s)] dsdy. (44) 
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From (44) we can also derive the conditional density for BR(q, 1, t) when q < 0 and 
t + ~8 (i.e. for large busy period). This leads to 
q2yey4dy. 
8.4. Absorbing harriers 
The effect of an absorbing barrier of BR has been analysed by Sweet and Hardin 
(1970). The density of the BR before absorption and the hitting time are given by 
Sweet and Hardin (1970, Eqs. (2.19) and (2.23) respectively). 
9. Conclusions 
Using weak convergence theorems, we have shown that several stochastic variables 
associated with a finite population queueing system can be approximated by 
Brownian motions and stochastic integrals. To keep the paper reasonably short, we 
have not generalized (as in Louchard, 1988) our results to bulk arrivals. However, the 
techniques used in that paper can be adapted to this case. An other extension is to 
study networks and queues with more sophisticated queueing disciplines. As already 
noted by Newell it is astonishing that such a simple problem leads to so many 
developments. Here, we have for instance 7 different powers of parameter n involved 
in our various approximations: n, nli2, !I’:~, n1i5, H”~, r~l/~, n315. As in our previous 
work, the problem of rate of convergence remains open. We intend in the future to try 
some simulations in order to check the quality of our approximations. 
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Appendix A: Some results on renewal processes 
In the Renewal process S,(t), let customer i bring some random variable Vi (with 
finite variance), depending on its service time Si. More precisely, let 
44)dt) d4, 
a’(r):= VAR[ Vll], 
2 
gV := VAR[ I’] = 
s 
ox Cg2(5) + [m(4) - mv121.q(5)d~> 
C”,S : = cov [ v, S]. 
We are interested in the random variables 
[ 
S,(f) 
Tn(t) := C Vi - npsmvt 1 /Lf I n. i= 1 
From Iglehart (1973, Lemma 2.4), we find (after slight simplification) that 
pn(t) =j f(t), where 
T(t) := 
s 
PSf 
aTdB,,(u) 64.1) 
0 
for some BM, Bll and 
2 ._ cr*.- s ox [a”(t) + Cm(t) - mv121s(ir)d5 + mi&o,Z - 2mv&v,s. 
But (A.l) is obviously not detailed enough for our purpose. To obtain a more detailed 
representation, we rewrite F”(t) as follows: 
fn(t) = ‘2’ {Cm(&) - mvPsSi1 + CCvIsil - m(si)l>/& 
i=l 
64.2) 
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We see that the last term in (A.2) + 0 by Billingsley (1968, Theorem 4.1). Proceeding 
now as in Louchard (1988, Section 4.2 and Remark 5) and using the functional central 
limit theorem for random sums, we see after a few manipulations that the first two 
terms of (A.2) converge weakly to 
C(t) + C(t), 
where 
ST,, BTI are two-parameters BM and v is the normalized rank number (i/n) of 
customer i (S,(t)/n + pst). Hence f2((t) clearly corresponds to the (conditioned) 
fluctuations of V and FL(t) corresponds to the service fluctuations. Proceeding as in 
Louchard (1988, Eq. (34)), we can check that the variance of F:l + fZ is indeed given 
by 0:: we now decompose [m(r) - mvpLs<] into [m(t) - mV] + [mv - m,psl]. 
Four useful cases can be considered: 
(i) V = 1. We immediately obtain 
which can obviously be condensed, when needed, as 
-s vs: pLSoSdBj(v) for some BM, B, (A.3) 0 
(in this appendix, we use BM indexing as needed in the paper). Eq. (A.3) is actually 
another form of Iglehart (1974, Theorem 4.1). 
(ii) V = S. We see that F, = fZ 3 0 which is, of course, what we expected. 
(iii) V = M, the customer’s storage demand, assumed to be independent of S so that 
m(t) = mV = mM. Here FZ((t) can be condensed as 
s 
Pst 
a,d&(u) for some BM, Bg (A.4) 
0 
and Fl(t) is easily seen to become 
s 
PSI 
-mM pso,d&(u). 
0 
(A.5) 
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(iv) I/ = M, the customer’s storage demand, assumed to depend on S. The uncondi- 
tioned variance of M is now given by 
cr$ = w [[mAi’) - ~1’ + &(Olg(W5. 
In y(t), it is sometimes convenient to separate the part, ?,, (say), arising from the 
total variation of M. We thus obtain 
F(r) = %0(f) + GfS(f)> 
where 
F~wa(t) : = 
&.f 3(, 
I s [[w,,(S) - mM1 d5 ‘f’(u, 5) + ,,h&,(~)d,d;B~, (v, 01, 0 0 
(A.61 
1151 = 
F&t) : = 11 m,~s(m - t)d< y(u, 0. (A.7) 0 0 
Here yMs can of course be written as (A.5) and FM,(t) can be expressed as 
s 
Far 
o,dB,,(o) for some BM, B,, 
0 
which is correlated with fMS: 
EC %&) TMSWI = - %fPsChf,s 
% 
= i,t s(c’)m,w~sCmdl) - ~1 Cms - 51 di’. (J4.8) 
Appendix B: Some results on BR(q, I, u) 
To simplify notations, we keep q fixed in this section and write simply BR(u) for 
BR(q, 1, u). The ordinary BM with trend q will be denoted by 
Z(U) = B(u) + qu. 
Let us first recall some well-known results (see Cox and Miller, 1980, p. 221 or 
Harrison, 1985, p. 12). Let m, := inf [s:Z(s) = a]. We have 
Eo [Z(u) E dy, n < pl (ir’ > 0) 
=yk 
[exp[ - (Y - qu)2/2ul - cxpl2& - (v - qu - 25’)2/2z411 dy, (B.1) 
r 
EoCqEdUl= & ____ exp[ - (< - qu)2/2u] du. 03.2) 
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We know that BR(u) = Z(u) - inf, S s s u Z(s). From (B.l), by simple calculations, we 
find that 
inf uZ(s)Edy (y >O) 
OSSS 1 
2(x + Y) 
=Pexp[-2yq-(x+y-qu)2/2u]dxdy. 
J2?ruj 
(B.3) 
When q = 0, we obtain Levy’s classical result (see Ito and McKean, 1974, p. 45). For 
q > 0, the Laplace transform of (B.2) is easily seen to be exp( - 4 [ - q + d-l), 
which can be transformed by standard calculations to 
- 421/2 
ev 
[ s 
- 5 
=(I _emur)L 
0 ,;Z;;Tjdl . 1 (B.4) 
For q = 0, this reduces to the classical Levy’s decomposition. If q < 0, it is easy to see 
that, conditioned on ajfinite hitting time, (B.2) leads exactly to the same decomposition. 
We finally turn to the last exit time before t. Let 
G(t) : = sup(s : s I t; BR(s) = 0) 
D(t) : = inf(s : s 2 t; BR(s) = 0) 
Using Chung’s approach (see Chung 1976; Louchard, 1984), we easily find, with q < 0: 
E,[G(t) E ds, M(t) E dy, D(t) E du] 
E,[BR(s) E do] 
d0 
expC - (Y - 40 - 4)2/(2(t - 411 
J& exp[ - (y + q(u - L))~/(~(u - t))] dsdydu. (B.5) 
Again, if q > 0, we obtain the same density but here the probability of returning to 
0 (after t) is given by exp[ - 2yq]. If q > 0, the last exit time density is obtained by 
integrating (B.5) on y, u and letting t + cc. The result is simply 
EoCBR(4 E dOI qds 
d0 
Integration of (B.5) with respect to y leads of course to (for all q) 
e-q21/2 
2&P 
(with I:= u - s), 
03.6) 
(B.7) 
which confirms (B.4). 
