The cusp conditions of KATO for a spinless ra-electron wave function at the COULOMB Singularities of the SCHRÖDINGER Equation are used to derive corresponding conditions for the first-order density matrix. These results are applied to the united-atom expansion of the electronic energy of polyatomic molecules resulting in an exact relation between the coefficients of the quadratic and cubic terms in this expansion. Finally it is shown how the cusp condition for the first-order density matrix is modified if the wave function includes electron spin in a proper way.
The last years have seen an increased interest in using density matrices for the quantum mechanical description of atomic and molecular systems. This made it necessary to investigate the general properties of these quantities i. e. those which are common to all density matrices, which can be derived from exact or approximate n-electron wave functions.
The most important one is the question of n-representability. It turns out, that not all p-th order density matrices T^ one can construct and which fulfill the relations (13 a, b) can be derived from an antisymmetric n-electron wave function 0 in the manner described by the definition of Tgiven by Eq. (12). The necessary and sufficient conditions for this representation to be true for a given -T i/; are still not quite known, but extensive advances have been made on this important question, mainly through the work of COLEMAN 1 .
Another general property is the explicit dependance of r (p) on the spin variables for the case of a wave function for which S and Ms are good quantum numbers. This dependance has been derived in detail for the first and second order density matrices as well as for the corresponding transition densities between two different wave functions 2_4 .
The behaviour of first-order density matrices under spatial symmetry operations was investigated by the author 2 . In this paper we are concerned with the behaviour of the first-order density matrix at the COULOMB singularities of the wave equation. This question will be treated in Chapter II using the results of KATO 5 on the same problem for a spinless n-electron wave function which are reviewed in Chapter I. In Chapter III we give an application of the results of Chapter II for the first-order density matrix to the united-atom expansion of the electronic energy of polyatomic molecules. The extension of the results of Chapter II to wave functions containing the electron spin in a proper way is given in Chapter IV.
I. Kato's Boundary conditions for a spinless wave function
The SCHRÖDINGER equation for an n-electron atom neglecting nuclear motion and spin-orbit as well as other higher interactions has the form
where rf is the distance of the z-th electron from the nucleus of charge Z and ry the distance of electrons i and j. We see, that some of the coefficients of this differential equation become infinite for each of the manifolds
of the 3 n-dimensional configuration space. The singular points of the wave equation (1) It is of some interest to investigate the behaviour of the wave function W at these singularities of the wave equation (1). An indication of the general behaviour to be expected is given by the special case n-1. The one-electron wave functions are known, in particular the lowest state ls has the form Vis = Als e _Zr i -Nu exp{ -Z • IV + y* + Zl 2 } .
While this wave function is continuous even at rt = 0, the first partial derivatives of yj with respect to xt, yx or zx do not exist at rx = 0. Rather, ip has a cusp at rx = 0 characterized by the cusp-condition
This condition holds true for all discrete states (nlm) -even for the continuous ones -but is trivial for the states with Z> 0, since then both sides of (4) are equal to zero. KATO 5 has shown, how Eq. (4) can be generalized to the case of n-electron spinless wave functions W(R) = ¥ (rx, r2 ... rn) which are solutions of Eq. (1). This generalized cusp-condition for the case where the point R of configuration space is contained in one and only one of the manifolds (2 a) has the form
for Mx; the cusp-condition for Mj alone follows from Eq. (5) by interchanging electrons 1 and i. The bar over W on the left side of Eq. (5) implies averaging W over a small sphere rx = const., holding the positions of electrons 2 to n fixed on both sides of Eq. (5).
For the singularity described by one and only one of the manifolds Mij the generalized cusp-condition derived by KATO is ©, r., t...rj (6) for M12; the one for can again be got from Eq. (6) by a suitable permutation. The bar over ¥ now denotes the following angular average of ¥: the vector r=$(r1 + r2) as well as r3...rn are held fixed and the difference vector r12 = r1 -r2 is rotated over the surface of a small sphere r12 = constant.
As has been mentioned already, the cusp conditions (5) and (6) are derived under the assumption, that only one of the singular manifolds (2) is involved. How the wave function behaves at points in configuration space which lie in more than one of these manifolds simultaneously is not known at present. FOCK has given reasons why a logarithmic term of the form ln(r1 2 +r2 2 ) should be present in the wave function for the 2-electron case, if both rx and r2 are small. This however is contradicted by theorem I contained in KATO'S paper, which states that the wave function should be bounded everywhere, even at these higher singularities of the wave equation.
The cusp conditions (5) and (6) 
where r == ^ (rx +1*2). Upon performing the angular averages asked for in Eqs. (5) and (6) on the integrated expressions for W in Eqs. (5') and (6') the scalar product terms containing the vectors ax and C12 drop out and the subsequent differentiation then immediately leads back to Eqs. (5) and (6) respectively.
In order to better understand these cusp conditions it is well to consider a special case, namely the S-states of the 2-electron atoms. Here the wave function has the special form S / = V(r1,r2,r12)
i. e. it depends only on the three radial coordinates out of a total of six. Starting from Eq. (5') we can assume rx to be small compared to r2, then r12?»r2 -rx cos 0 12 and S / = y(r1,r2,r2-r1 cos 012)
Comparison of the last two expressions gives
with the vector directed towards electron 2. Starting from Eq. (6') and small r12 , we have rt r + ^ r12 cos a , r2«r -^ r12 cos a where a is the angle between the mean vector r= Hri + r2) and the difference vector r12 = T1 -r2, Then W = ip (r + \ r12 cos a,r -\ r12 cos ot, r12)
Comparison of the last two lines gives -V(r, r, 0) + r^)^ + r12 cos or £ -+ ...
+ •
[IF) 0=+^(r,r,0) and
(9 a)
with the vector C12 directed towards the common position r of electrons 1 and 2. Eqs. (8 a) and (9 a) are identical with the special cusp conditions given previously by ROOTHAAN 6 , Eqs. (8b) and (9b) give the absolute values of the vectors Clj and C12 for this special case. The direction of these vectors as described in the text is also of some interest.
Finally it should be mentioned, that the generalized cusp conditions, both in their differential [Eqs.
(5) and (6)] and their integrated form [Eqs. (5') and (6') ] also hold for molecular wave functions around each nucleus, if the origin of coordinates coincides with that nucleus and the nuclear charge Z in Eqs. (5), (6), (5') and (6') is taken to be the nuclear charge Za of that nucleus a. This can be seen as follows: If the above conditions are fulfilled, the HAMiLTONian for the molecular wave function differs from Eq. (1) with the vector directed towards the other nucleus b. Eq. (11a) shows that only the spherically symmetric part of the molecular wave function as seen from nucleus a is involved in the cusp condition.
II. Boundary condition for the first order density matrix
The p-th order density matrix T^ constructed from an n-electron wave function is defined by
Here x and y stand for all the coordinates (spatial and spin) of electrons 1 to p and p +1 to A respectively. From Eq. (12) and the assumed normalisation of 0 it follows that rW(x',x)=rW(x,x')* (13 a)
i. e. all density matrices derivable from a wave function must be hermitian and of finite trace.
We now consider the first order density matrix (p = 1) for a spinfree wave function. Eq. (12) then specializes to ru (r, r') = y(r, r) =f¥*(r,r2... rn) ¥{r\ r2... rn) dr2... drw. (14) Substituting for ¥ the expression (5') valid for small rt, we get -assuming ¥ to be real - For an atom, the inversion of all electrons is one of the symmetry operations. If now ¥x and ¥2 have the same parity, the first order transition density matrix is even under inversion of both r and I*' and the vectors bx and b2 must be zero from reasons of symmetry. This is naturally always the case if ¥x = ¥2, then bl = b2 = b of Eq. (15 b) must vanish. If ¥\ and ¥2 have opposite parity, the first order transition density matrix is odd under inversion of both r and v' and 71,2(0, 0) must vanish, as can be seen from Eq. (17a).
III. Application to united-atom expansions
The electronic energy of a polyatomic molecule can be expanded in powers of the distances Ra of the nuclei a from the united atom. The first coefficients of this expansion Ei, a = 0 ,
Here 0a, <pa are the polar angles of the a-th nucleus of charge Za referred to a coordinate system with origin at the united-atom position, ^ ?oo( r ) i s th e spherically symmetric part of the electron density of the united atom in the state u with total energy JFU and Ro is the electric field gradient at the nucleus of the united atom. In many cases the united-atom state u corresponding to the molecular state in question is an S-state, then R2 = 0 and the coefficients £2,0 in Eq. (19 b) depend only on the charge density at the nucleus. Then Eq. (16) can be used to determine the coefficients Es, a of the cubic terms in the expansion (18) 
IV. Boundary conditions for the first-order density matrix including spin
The cusp conditions Eqs. (5) and (6) refer to a spin free n-electron wave function, and the same limitation also applies to Eqs. (15) and (16) for the corresponding first-order density matrix. We will now derive the cusp condition for the first-order density matrix, when the wave function includes electron spin in a proper way.
We start out with a spinfree wave function which is a solution of the SCHRÖDINGER equation (1) . From this W\ we can form a wave function 0 including spin which is also a solution of Eq. Here the &k s are spin eigenfunctions for the total spin S and its z-component M constructed according to the branching rule. They span the irreducible representation and the spatial functions constructed from l F1 according to (23 b) form a basis for the dual representation of the permutation group for the n electrons, for which the U (P) are the representation matrices.
Since all P commute with the HAMiLTONian (1), all Wk are solutions of (1) for the same energy E and therefore the cusp conditions (5), (6), (5') and (6') hold for all of them. For the wave function (23 a), the first-order density matrix including spin is 12 
y{x,x) =y+(r,r')-a(s) a(s) + y_(r,r')-ß(s)ß(s'),
where the partial density matrices y + and y_ expressed in terms of the spatial functions Wk are given by Eq. (A 7) of 2 . Using these expressions and the fact, that all Wk fulfill the cusp conditions (5'), it can easily be shown that the cusp conditions (15 a) hold for the partial densities y+ and y _ also, each with an appropriate b+ or b_ in the scalar product. Then the spinless first-order density matrix y(r,r') =y+(r, r) +y_ (r, r)
derived from the wave function (23 a) containing the spin as well as the spin-density matrix 7sPin(I*,»*') =ily+(r,r') _r_(r,r')] fulfill this relation, with appropriate vectors b = b++b_ and bfpin = i(b+-b_).
Finally, it can be shown, that the same form of the cusp condition also obtains for the corresponding transition quantities.
