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Abstract
In this paper, we perform theoretical analyses on the behaviour of an
evolutionary algorithm and a randomised search algorithm for the dy-
namic vertex cover problem based on its dual formulation. The dynamic
vertex cover problem has already been theoretically investigated to some
extent and it has been shown that using its dual formulation to repre-
sent possible solutions can lead to a better approximation behaviour. We
improve some of the existing results, i. e. we find a linear expected re-
optimization time for a (1+1) EA to re-discover a 2-approximation when
edges are dynamically deleted from the graph. Furthermore, we inves-
tigate a different setting for applying the dynamism to the problem, in
which a dynamic change happens at each step with a probability PD. We
also expand these analyses to the weighted vertex cover problem, in which
weights are assigned to vertices and the goal is to find a cover set with
minimum total weight. Similar to the classical case, the dynamic changes
that we consider on the weighted vertex cover problem are adding and
removing edges to and from the graph. We aim at finding a maximal
solution for the dual problem, which gives a 2-approximate solution for
the vertex cover problem. This is equivalent to the maximal matching
problem for the classical vertex cover problem.
Keywords— Dynamic Vertex Cover Problem, Weighted Vertex Cover Prob-
lem, Local Search, (1+1) EA, Combinatorial Optimisation
1 Introduction
Evolutionary algorithms [5] and other bio-inspired algorithms have been widely
applied to combinatorial optimization problems. They are easy to implement
∗Corresponding author
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and have the ability to adapt to changing environments. Because of this, evo-
lutionary algorithms have been widely applied to dynamic optimization prob-
lems [1, 12]. Most studies in this area consider dynamically changing fitness
functions [11]. However, often resources such as the number of trucks avail-
able in vehicle routing problems may change over time while the overall goal
function, e.g. maximize profit or minimize cost, stays the same.
Evolutionary algorithms for solving dynamic combinatorial optimization pro-
blems have previously been theoretically analysed in a number of articles [4, 8,
10, 16, 20, 21]. Different analyses may consider the impact of different param-
eters such as diversity, frequency or magnitude of the changes on the perfor-
mance of evolutionary algorithms [14, 19]. Some of the classical problems that
have been investigated in the dynamic context are the OneMax problem, the
makespan scheduling problem and the vertex cover problem [4, 8, 10, 16]. In a
recent work [20], the behaviour of evolutionary algorithms on linear functions
under dynamically changing constraints is investigated.
We contribute to this area of research by investigating the (weighted) ver-
tex cover problem in terms of its dual formulation which becomes a maximal
matching problem. The vertex cover problem has the constraint that all edges
have to be covered by a feasible solution. We investigate the behaviour of evo-
lutionary algorithms when this constraint changes through the addition and
removal of edges. In [16] the vertex cover problem is considered with a simple
dynamic setting where the rate of dynamic changes is small enough, so that the
studied algorithms can re-optimize the problem after a dynamic change, before
the following change happens. We call this dynamic setting One-time Dynamic
Setting. The article by Droste [4] on the OneMax problem presents another
setting for dynamically changing problems, where a dynamic change happens
at each step with probability p′. We call this dynamic setting Probabilistic Dy-
namic Setting. In that article, the maximum rate of dynamic changes is found
such that the expected optimization time of (1+1) EA remains polynomial for
the studied problem. In his analyses the goal is to find a solution which has
the minimum Hamming distance to an objective bit-string and one bit of the
objective bit-string changes at each time step with a probability p′; which re-
sults in the dynamic changes of the fitness function over time. The author of
that article has proved that the (1+1) EA has a polynomial expected runtime
if p′ = O(log(n)/n), while for every substantially larger probability the runtime
becomes superpolynomial. The results of that article hold even if the expected
re-optimization time of the problem is larger than the expected time until the
next dynamic change happens. Ko¨tzing et al. [8] have reproved some of the
results of [4] using the technique of drift analysis, and have extended the work
to search spaces with more than two values for each dimension. Furthermore,
they analyse how closely their investigated algorithm can track the dynamically
moving target over time.
In this paper, we consider both dynamic settings and analyse two simple
randomised algorithms on the vertex cover problem. This paper is an extension
to a conference paper [17], in which the classical vertex cover problem had
been investigated. Here, we expand those analyses to the weighted vertex cover
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problem, where integer weights are assigned to vertices, and the goal is to find
a set of vertices with minimum weight that covers all the edges.
Different variants of the classical randomised local search algorithm (RLS)
and (1+1) EA have previously been investigated for the static vertex cover prob-
lem in the context of approximations. This includes a node-based representation
examined in [6, 9, 13, 18] as well as a different edge-based representation anal-
ysed in [7] and a generalization of that for the weighted vertex cover problem
analysed in [15].
For the dynamic version of the problem, three variants of those randomised
search heuristics have been investigated in [16]. The investigated variants in-
clude an approach with the classical node-based representation in addition to
two approaches with edge-based representation introduced in [7]. One of the
edge-based approaches uses a standard fitness function, while the other one uses
a fitness function that gives a large penalty for adjacent edges. The latter ap-
proach finds a 2-approximation from scratch in expected time O(m logm) [7],
where m is the number of edges. Having the large penalty for adjacent edges in
that approach results in finding a maximal matching, which induces a 2-approxi-
mate vertex cover. Considering the dynamic version of the problem where a solu-
tion that is a maximal matching is given before the dynamic change, Pourhassan
et al. [16] have proved that the RLS re-optimises the solution in expected time
O(m) i. e. after a dynamic change, it takes expected time O(m) to recompute
a 2-approximate solution. They also proved that (1+1) EA manages to main-
tain the quality of 2-approximation in expected time O(m) when the dynamic
change is adding an edge. But for edge deletion, the expected time O(m logm)
was obtained, which is the same as the expected time of finding a 2-approximate
solution from scratch.
In this paper we improve the upper bound on the expected time that (1+1) EA
with the third approach requires to re-optimise the 2-approximation when edges
are dynamically deleted from the graph. We improve this bound to O(m), m be-
ing the number of edges, which can be shown to be tight for this problem. More-
over, we investigate the probabilistic dynamic changes for applying dynamism
on the problem, in which a dynamic change happens with a certain probability,
PD, at each step. For the classical vertex cover problem, we prove that when
PD is small enough, (1+1) EA with the third approach finds a 2-approximate
solution from an arbitrary initial solution in expected polynomial time, and
rediscovers a solution with the same quality in expected linear time after a
dynamic change happens.
Using similar arguments, we also find pseudo-polynomial upper bounds on
the expected time that RLS and (1+1) EA require to re-optimise the 2-approxi-
mation for the dynamic weighted vertex cover problem in both dynamic settings.
In the setting with probabilistic dynamic changes, we also obtain a pseudo-
polynomial upper bound for the expected time that these two algorithms need
to find a 2-approximate solution by starting from a solution that assigns a weight
of 0 to all edges.
Similar to the classical vertex cover problem, in the weighted vertex cover
problem, when we start with a 2 approximate solution, and the input graph
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faces a dynamic change, the solution may become infeasible, but using the edge-
based representation, it is not far from a new 2 approximate solution. Similar
situations may happen in other dynamic optimization problems, where the re-
optimization time is usually less than the time that is required to optimize the
problem from an arbitrary initial solution. Nevertheless, in the weighted version
of the problem, the presence of weights has made our final results to be pseudo
polynomial, rather than polynomial.
A number of strategies have been proposed and studied for selecting the
mutation strength or step size adaptation for multi-value decision variables [2, 3].
Step size adaptation is a promising approach for finding a polynomial bound in
such situations. This technique is studied in [15] on the static version of the
weighted vertex cover problem with a simple fitness function that aims at finding
a maximal solution for the dual problem. Step size size adaptation has been
proved to improve the efficiency of a randomised local search algorithm in that
paper. Using this technique for the dynamic version of the problem and a fitness
function that prioritises minimizing the number of uncovered edges, is left for
future work on this topic. The focus of this paper is dealing with the damage
that can be caused by a dynamic change, and also dealing with the situation
where the distance to a maximal dual solution is increased, but the number
of uncovered edges is decreased. Moreover, since in the dual setting we are
looking for a maximal solution rather than a maximum solution, the goal that
the algorithm is moving towards can change when multiple mutations happen
at the same step. This makes the analysis much harder for the (1+1) EA, for
which our resulting upper bound is presented with respect to the weight of the
optimal solution of the vertex cover problem in addition to the number of edges.
The rest of the paper is structured as follows. The problem definition and
the investigated algorithm are given in Section 2. All analyses for the classical
vertex cover problem are presented in Section 3, where Section 3.1 includes
the analysis for improving the expected re-optimization time of (1+1) EA with
the third approach for one-time dynamic deletion of an edge, and Section 3.2
includes the investigations on the probabilistic dynamic setting for the problem.
The dynamic weighted vertex cover problem is analysed in Section 4, with the
one-time and the probabilistic dynamic settings being investigated in Section 4.1
and Section 4.2, respectively. Finally, we conclude in Section 5. The analyses
of Section 3 are based on the conference version of this work [17].
2 Preliminaries
In this section we present the definition of the problems and the algorithms
that are investigated in this paper. We divide the section into two parts. In
the first part (Section 2.1), we give the formal definition of the vertex cover
problem and the dynamic version of that problem. Moreover, we explain the
edge based approach for solving this problem and present the algorithm that
we investigate in this paper for that problem: (1+1) EA. In the second part
(Section 2.2), we introduce the weighted vertex cover problem, its dynamic
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version, the investigated approach and the algorithms that we are analysing in
this paper: RLS and (1+1) EA.
2.1 The Dynamic Vertex Cover Problem and the Investi-
gated Algorithms
For a given graph G = (V,E) with set of vertices V = {v1, . . . , vn} and set
of edges E = {e1, . . . , em}, the vertex cover problem is to find a subset of
nodes VC ⊂ V with minimum cardinality, that covers all edges in E, i.e. ∀e ∈
E, e ∩ VC 6= ∅.
In the dynamic version of the problem, an arbitrary edge can be added to
or deleted from the graph. We investigate two different settings for applying
the dynamism on the problem. In the one-time dynamic setting, which has
previously been analysed in [16], the changes on the instance of the problem
take place every τ = poly(n) iterations where poly(n) is a polynomial function
in n. We improve some results that were obtained in [16] for this setting. In
the probabilistic dynamic setting, a probabilistic dynamic change happens at
each step with a probability PD; therefore, in expectation, a dynamic change
happens on the graph each 1PD steps.
For solving the vertex cover problem by means of evolutionary algorithms,
two kinds of representation have been suggested: the node-based representation
and the edge-based representation. While the node-based representation is the
natural one for this problem, and is used in most of the relevant works [6,
13, 9], the edge-based representation, introduced by Jansen et al. [7], has been
suggested to speed up the approximation process. In their work [7], they have
proved that an evolutionary algorithm using the edge-based representation and
a specific fitness function, can find a 2-approximate solution in expected time
O(m logm) where m is the number of edges in the graph.
In this representation, each solution is a bit string s ∈ {0, 1}m, describing a
selection of edges E(s) = {ei ∈ E | si = 1}. Then the cover set of s, denoted
by VC(s), is the set of nodes on both sides of each edge in E(s). It should
be noticed that the size of the solution may change according to the dynamic
changes of the graph. In our analysis m is the maximum number of edges in
the graph.
The specific fitness function that Jansen et al. [7] have suggested for this
representation is:
f(s) =|VC(s)|+ (|V |+ 1) · |{e ∈ E | e ∩ VC(s) = ∅}|
+ (|V |+ 1) · (m+ 1)·
|{(e, e′) ∈ E(s)× E(s) | e 6= e′, e ∩ e′ 6= ∅}|. (1)
The goal of the studied evolutionary algorithm is to minimize f(s) which
consists of three parts. The first part is the size of the cover set that we want to
minimize. The second part is a penalty for edges that solution s does not cover,
and the third part is an extra penalty inspired from the fact that a maximal
matching induces a 2-approximate solution for the vertex cover problem.
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Algorithm 1 Edge-Based (1+1) EA ((1+1) EAe) [16]
1: The initial solution, s, is given: a bit-string of size m which used to be a
2-approximate solution before changing the graph;
2: while Stopping criteria not met do
3: Set s′ := s;
4: Flip each bit of s′ independently with probability 1m ;
5: if f(s′) ≤ f(s) then
6: s := s′;
7: end if
8: end while
Pourhassan et al. [16] proved that an RLS with the edge-based representation
and the fitness function given in Equation 1 re-discovers the 2-approximate
solution if the initial solution is a maximal matching in expected time O(m)
and such result holds for (1+1) EA if changes are limited to adding edges. For
(1+1) EA and dynamic deletion of an edge, the expected time O(m logm) was
obtained there, which is not tight. This bound is improved in this paper to the
tight bound of O(m). The (1+1) EA of [16] for the edge-based representation
is presented in Algorithm 1. In the dynamic setting that was studied in that
paper, a large gap of τ = poly(n) iterations was assumed in which no dynamic
changes happened. In addition to analysing this dynamic setting, in this paper
we consider a second setting for applying the dynamism on the problem where
a dynamic change happens at each step with a certain probability.
2.2 The Dynamic Weighted Vertex Cover Problem and
the Investigated Algorithms
In the weighted vertex cover problem, the input is a graph G = (V,E) with
vertex set V = {v1, . . . , vn} and edge set E = {e1, . . . , em}, in addition to a
positive weight function w : V → N+ on the vertices. In this version of the
problem, the goal is to find a subset of nodes, VC ⊆ V , that covers all edges
and has minimum weight, i. e. the problem is to minimize
∑
v∈VC w(v), s.t.∀e ∈ E, e ∩ VC 6= ∅. For the dynamic weighted vertex cover problem, similar to
the classical case, we consider dynamic changes of adding and removing edges
to and from the graph.
A generalization of the edge-based approach of the classical vertex cover
problem for the weighted vertex cover problem has been studied in [15], where
the relaxed Linear Programming (LP) formulation of the problem is considered
as the primal LP problem, and the dual form (which is also an LP problem) is
solved by an evolutionary algorithm. Using the standard node-based represen-
tation, in which a solution is denoted by a bit-string x = (x1, · · · , xn) and each
node vi, i ∈ {1, · · · , n} is chosen iff xi = 1, the Integer Linear Programming
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formulation of the weighted vertex cover is:
min
n∑
i=1
w(vi) · xi
s.t. xi + xj ≥ 1 ∀(i, j) ∈ E
xi ∈ {0, 1} ∀i ∈ {1, · · · , n}.
By relaxing the constraint on x to x ∈ [0, 1], an LP problem is obtained, and
the dual form of that problem is formulated as the following, where sj ∈ N+
denotes a weight on edge ej
max
m∑
j=1
sj
s.t.
∑
j∈{1,··· ,m}|ej∩{v}6=∅
sj ≤ w(v) ∀v ∈ V .
The dual problem is to maximize the weights on the edges, and the constraint is
that the weight of each node must be more than or equal to the sum of weights
on edges connected to that node. We say that a node is tight, when the weight
of the node is equal to the sum of weights on edges connected to that node.
Observe that in a maximal solution for the dual problem, at least one node of
each edge is tight. Therefore, the set of tight nodes in a maximal dual solution,
i. e.
VC =
v ∈ V | w(v) = ∑
j∈{1,··· ,m} | ej∩{v}6=∅
sj

is a vertex cover for the primal problem, and the total weight of this solution is
at most twice the sum of weights of the edges.
It is already known that when the primal problem is a minimization problem,
any feasible solution of the dual problem gives a lower bound of the optimal solu-
tion of the primal problem (See [22] for the Weak Duality Theorem). Therefore,
max
∑m
j=1 sj of a maximal solution of the dual problem, is less than or equal to
the weight of the optimal solution of the weighted vertex cover problem. There-
fore, the vertex cover that is induced by a maximal dual solution, VC , which
has a weight of at most 2 ·max∑mj=1 sj , has an approximation ratio of at most
2.
In this paper, we investigate the behaviour of (1+1) EA and RLS with the
edge-based approach in achieving a 2-approximate solution for the weighted ver-
tex cover by finding a maximal solution for the dual problem. The solution’s
representation and the mutation operator in these algorithms, which are pre-
sented in Algorithms 2 and 3, are different from what we have for the classical
vertex cover problem. A solution is an integer array and represents the weights
on the edges and a mutation on an edge increases or decreases this weight. The
RLS algorithm chooses a uniformly random position of the solution in each it-
eration, and decreases the value of it (which is the weight of the corresponding
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Algorithm 2 (1+1) EA for Weighted Vertex Cover
1: The initial solution, s, is given: an integer array of size m which used to be
a 2-approximate solution before changing the weighted graph;
2: while Stopping criteria not met do
3: Set s′ := s;
4: for each edge i with probability 1/m do
5: choose b ∈ {0, 1} uniformly at random;
6: if b = 0 then
7: s′i := s
′
i + 1;
8: else
9: s′i := max{s′i − 1, 0};
10: end if
11: end for
12: if f(s′) > f(s) then
13: s := s′;
14: end if
15: end while
edge) with probability 12 , and increases it otherwise. The (1+1) EA algorithm
uses the same mutation operator but mutates each edge with probability 1/m.
Finally both algorithms accept the mutated solution s′ if it has a strictly greater
fitness value than s.
Similar to what we had for the classical vertex cover problem, the fitness
function f for the weighted version of vertex cover consists of 3 parts as follows:
f(s) =
m∑
i=1
si −
(
n∑
i=1
w(vi) + 1
)
· |{e ∈ E | e ∩ VC(s) = ∅}|
− (m+ 1) ·
(
n∑
i=1
w(vi) + 1
)
· |{v |
∑
j∈{1,··· ,m}|ej∩{v}6=∅
sj > w(v)}|. (2)
The first part is the sum of weights of edges, which should be maximized. Next
there is a penalty for each of the uncovered edges. This part gives the priority
to decreasing the number of uncovered edges and lets the algorithm accept a
move that decreases the number of uncovered edges, even if the total weight is
decreased at the same step. Finally we have a huge penalty for each vertex that
violates its constraint. With this amount of the penalty, a solution which has a
smaller number of violations is always better that the one with more violations.
In this paper, both dynamic settings that we are considering for the classical
vertex cover problem, are investigated for the weighted vertex cover problem
as well. Section 3 and Section 4 present the analysis for the classical vertex
cover problem and the weighted vertex cover problem, respectively. We perform
8
Algorithm 3 RLS for Weighted Vertex Cover
1: The initial solution, s, is given: an integer array of size m which used to be
a 2-approximate solution before changing the weighted graph;
2: while Stopping criteria not met do
3: Set s′ := s;
4: Choose i ∈ {1, . . . ,m} uniformly at random;
5: Choose b ∈ {0, 1} uniformly at random;
6: if b = 0 then
7: s′i := s
′
i + 1;
8: else
9: s′i := max{s′i − 1, 0};
10: end if
11: if f(s′) > f(s) then
12: s := s′;
13: end if
14: end while
the runtime analysis with respect to the number of fitness evaluations of the
algorithms.
3 Analysis of the Classical Vertex Cover Prob-
lem
In this section, the performance of (1+1) EAe is studied on the dynamic version
of the classical vertex cover problem. In Section 3.1, we improve the existing
results on the re-optimisation time of this algorithm for the situation where a
2-approximate solution is given and an edge is dynamically removed from the
graph. In the second part of this section, Section 3.2, we analyse the probabilistic
dynamic setting for this problem, in which an edge is added to or deleted from
the graph at each step of the algorithm with the probability PD ≤ 155em . In
the dynamic setting of Section 3.1, we assume that only one change happens
and then we are given a large gap to re-discover a 2-approximate solution. This
assumption is relaxed in the dynamic setting of Section 3.2, where multiple
changes may happen before the algorithm finds a new 2-approximate solution.
3.1 Improving Re-optimisation Time of the (1+1) EA for
Dynamic Vertex Cover Problem
In [16], using (1+1) EA with the edge-based representation (Algorithm 1) and
the fitness function given in Equation (1), it was shown that if a 2-appro-ximate
solution is given as the initial solution, after a dynamic deletion happens on the
graph, a large number of edges can be uncovered and the re-optimization process
takes expected time O(m logm) to find a 2-approximate solution. However,
9
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(c) Multiple bit-flips on solution 1b done
by (1+1) EAe which is accepted accord-
ing to the fitness function.
Figure 1: A sample initial solution for (1+1) EAe and the damage caused by
the multiple bit-flips. Red edges demonstrate the chosen edges in the current
solution and red vertices are the corresponding cover set.
this upper bound is not tight, and is the same as the expected time of finding
a 2-approximation from an arbitrary solution. In this section, we improve the
upper bound on the expected time of re-optimising 2-approximation with this
algorithm.
Figure 1 depicts the main challenge in the analysis of (1+1) EAe when an
edge is dynamically deleted from the graph. The set of all nodes of edges
{e2, · · · , e6} in Figure 1a is a 2-approximate solution for the minimum vertex
cover problem. Let the dynamic change delete edge e2. This move uncovers
all edges that are connected to v1 and v2 (Figure 1b). In order to cover all
these uncovered edges, the algorithm needs to pick only two new edges that
add v1 and v2 to the cover set. However, (1+1) EAe can perform a multiple
bit-flip that makes the situation more complicated. For example, at the same
time that e1 is added to the solution, edges {e3, · · · , e6} can be removed from
the solution (Figure 1c). Although this solution has fewer uncovered edges and
will be accepted by the algorithm, it is more difficult to achieve a maximum
matching from this solution and the algorithm needs to do at least 4 bit-flips to
re-optimize the problem.
We divide the analysis into two phases, where both take expected O(m)
steps. In the first phase we prove that the number of uncovered edges is de-
creased to a constant, and in the second phase, we show that all the edges
become covered.
Consider a solution s that is a matching but not a maximal matching. The
cover set, VC(s), derived from this solution is not a complete cover. Let C be
the minimal set of vertices that are required to be added to VC(s) to make it a
complete cover (C = {v1, v2} in Figure 1b). Initially, this set consist of at most
two nodes (both nodes of the deleted edge), but during the run of the (1+1) EA,
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when some nodes are removed from this set, new nodes can be added to it, since
more than one mutation can happen at the same step.
We define the set of nodes C1 as the following. Initially, let C1 ⊆ C consist
of all nodes of C that are connected to more than 5 uncovered edges (e.g.
C1 = {v1} in Figure 1b). Since the number of nodes in C is at most 2 at the
beginning of the process, the initial number of nodes in C1 is also bounded by 2.
During the process of the algorithm, more nodes with this property are added
to C, but we only add them to C1 if at the same step, at least one other node
from C1 is included in the new solution and removed from C1.
In the analysis of the first phase, using the drift on the number of nodes in
C1, we show that this set becomes empty in O(m). After this point, no nodes
can be added to C1, due to definition of C1. Let Eu be the subset of uncovered
edges that do not have a node in C1. We prove that at the end of the first
phase, Eu consists of a constant number of edges, and using the drift analysis
on |Eu|, we show that all edges are covered in O(m).
Let C1
t and E(∆tC1) = E
(|Ct1| − |Ct+11 | | |Ct1|) denote C1 at step t of the run
of the algorithm, and the drift on the size of this set, respectively. In order to
find E(∆tC1), we first introduce a partitioning on the selected edges and prove a
property (Lemma 1) about this partitioning and the number of uncovered edges.
Let Ei(s), 1 ≤ i ≤ m, be the set of selected edges in solution s, that des-
electing each of them uncovers i covered edges. Moreover, each covered edge
of the graph is either covered by one node or two nodes of the induced node
set of s. Let the set of edges that are covered from both ends be D(s), i. e.
D(s) = {e = {v, u} | v ∈ V (s) ∧ u ∈ V (s)}. According to the definitions of D(s)
and Ei(s) and the total number of covered edges, the following lemma gives us
an equation that helps us in the proof of Lemma 2.
Lemma 1. For any solution s, |D(s)|+∑mi=1 i · |Ei(s)| ≤ m−k, where k is the
number of uncovered edges of solution s and m is the total number of edges.
Proof. Let us first consider all covered edges except those that are in D(s). By
definition of Ei(s), 1 ≤ i ≤ m, deselecting each edge of Ei(s) uncovers i edges.
This implies that all of these i edges are only covered by the deselected edge and
none of them is uncovered by deselecting another edge. Therefore, each covered
edge that is not in D(s), is counted at most once in
∑m
i=1 i · |Ei(s)|.
On the other hand, by definition of D(s), none of the edges of D(s) are
uncovered when one of the edges of Ei(s), 1 ≤ i ≤ m is deselected. Therefore,
edges of D(s) are not counted in
∑m
i=1 i · |Ei(s)|. Moreover, the number of
covered edges is m− k, which completes the proof.
Using Lemma 1 in the following lemma we find a lower bound on the value
of E(∆tC1).
Lemma 2. At each step of (1+1) EAe, E(∆
t
C1
) ≥ 6−2eem · |C1|.
Proof. By definition of C1, changes to this set can only happen at the steps
where at least one node of this set is included in the solution. Moreover, a node
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of C1 will be included in the solution if exactly one of its adjacent uncovered
edges is selected, which happens with a probability of at least PC1 ≥ 6em |C1|
at each step. In the proof of this lemma, we filter the steps and only consider
the steps in which at least one node of C1 is included, and show that the
expected change on |C1| in those steps is at least (1− 2e6 ); therefore, E(∆tC1) ≥
PC1
(
1− 2e6
) ≥ 6−2eem · |C1|.
From this point of the proof, we filter the steps and only consider the steps
in which at least one node of C1 is included. Let the drift on |C1| in these steps
be denoted by Ef (∆
t
C1
). We aim to find a lower bound on Ef (∆
t
C1
).
Let PAcc denote the probability that the whole move of a step is accepted.
When one node of C1 is included and no other mutations happen at the same
step, the move is accepted by the algorithm. Therefore,
PAcc ≥
(
1− 1
m
)m−1
≥ 1
e
. (3)
Moreover, let Acc denote the event that the whole move in a step is accepted.
Also let P (bit | Acc) denote the probability of mutating an edge e, under the
condition that event Acc has occurred. By the definition of conditional proba-
bility, we know that
P (bit | Acc) = P (bit ∩ PAcc)
PAcc
≤ P (bit)
PAcc
.
Using Equation (3), we get:
P (bit | Acc) ≤ eP (bit),
where P (bit) is the unconditional probability of flipping e, which is 1m . This
implies that
P (bit | Acc) ≤ e
m
. (4)
The drift on |C1| can be presented as
Ef (∆
t
C1) = E
+
f (∆
t
C1)− E−f (∆tC1),
where E+f (∆
t
C1
) is the expected number of nodes that are removed from C1 at
each step, and E−f (∆
t
C1
) is the expected number of nodes that are added to C1
at each step. Since we are only considering the steps in which at least one node
of C1 is included, we have
E+f (∆
t
C1) ≥ 1.
Here we find an upper bound on E−f (∆
t
C1
). Nodes can only be added to
C1, when a selected edge that covers more than 6 edges is deselected. We need
to find the expected number of mutating edges of type Ei(s), i ≥ 6. Since
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deselecting each of these edges can add at most 2 nodes to C1, E
−
f (∆
t
C1
) is
upper bounded by:
E−f (∆
t
C1) ≤ 2
∞∑
i=6
|Ei(s)| · P (bit | Acc).
From Equation (4), we get:
E−f (∆
t
C1) ≤ 2
∞∑
i=6
|Ei(s)| · e
m
≤ 1
m
∞∑
i=6
2ei
i
· |Ei(s)| ≤ 2e
6m
∞∑
i=6
i · |Ei(s)|.
On the other hand, Lemma 1 implies that
∑m
i=6 i · |Ei(s)| ≤ m − k, which
gives us:
E−f (∆
t
C1) ≤
2e(m− k)
6m
≤ 2e
6
. (5)
Therefore, the drift on |C1| is
Ef (∆
t
C1) = E
+
f (∆
t
C1)− E−f (∆tC1) ≥ 1−
2e
6
, (6)
which completes the proof.
In the following lemma, we prove that the set C1 becomes empty in expected
time O(m). Moreover, in Lemmata 4 to 6, we prove that the total number of
uncovered edges at the beginning of the second phase is a constant. Then in
Lemma 7 we find the drift on |Eu| during the second phase, which helps us with
the proof of Theorem 8.
Lemma 3. Starting with a situation where |C1| = c, c ≥ 0, the expected time
until the algorithm reaches a situation where |C1| = 0 is at most em(1+ln(c))6−2e .
Proof. According to Lemma 2, the drift on C1 is at least
6−2e
em · |C1|. Therefore,
since the algorithm starts with |C1| ≤ c and the minimum value of |C1| before
reaching |C1| = 0 is 1, by multiplicative drift analysis, we find the expected time
of at most
1 + ln(c)
6−2e
em
=
em (1 + ln(c))
6− 2e
to reach a solution s where |C1| = 0.
Lemma 4. Starting with |C1| = c, c ≥ 0 a constant integer, the expected total
number of steps at which a node can be removed from C1 is upper bounded by
c
1−2e/6 .
Proof. Similar to the proof of Lemma 2, for the proof of this lemma we filter the
steps and only consider the steps at which at least one node of C1 is included,
because no change on C1 can happen in all other steps.
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In the proof of Lemma 2, we proved in Equation (6) that the drift on |C1|
on the filtered steps is Ef (∆
t
C1
) ≥ 1− 2e6 . Using additive drift analysis and the
assumption that |C1| = c at the start of the process, we can conclude that we
reach |C1| = 0 in expected c1−2e/6 filtered steps.
Lemma 5. Starting with |C| = c, c ≥ 0 a constant integer, the expected number
of edges that can be added to |Eu| by the end of the first phase is upper bounded
by ce1−2e/6 .
Proof. During the process of the algorithm, at the steps where C1 does not face
a change, a change on the total number of uncovered edges can only happen
through Eu. Therefore, at these steps, to have an accepted move, the number of
edges of Eu can not increase. The reason is that the fitness function is defined in
such a way that increasing the total number of uncovered edges is not accepted.
Hence, in order to find the increments on the number of edges of Eu, we only
need to consider the steps in which at least one node from C1 is included. We
apply the same filtering on the steps that we had for the proof of Lemma 2 and
find the expected number of edges that are added to Eu in those steps.
In Equation (4) of the proof of Lemma 2, we found the minimum probability
of flipping an edge, under the condition that the move is accepted. Based on this
probability, for each 0 < i < m the expected number of edges that are deselected
from Ei(s) at each filtered step is
e
m |Ei(s)|. Since each of them uncover i edges,
the expected number of uncovered edges will be em
∑m
i=1 i|Ei(s)|. On the other
hand, Lemma 1 implies that
∑m
i=1 i|Ei(s)| ≤ m−k. Therefore, we conclude that
the expected number of uncovered edges that are added to Eu at each filtered
step is at most em (m− k) ≤ e.
Moreover, according to Lemma 4, the expected number of steps at which a
node from C1 can be included in the solution is upper bounded by
c
1−2e/6 . This
implies that the expected increase on |Eu| by the end of the first phase is upper
bounded by (
c
1− 2e/6
)
· e = ce
1− 2e/6 .
Lemma 6. Starting with |C| = c, c ≥ 0 a constant integer, the expected number
of edges in |Eu| by the end of the first phase is upper bounded by 5c+ (4e−e
2)c
3−e .
Proof. By definition of C and C1, at the beginning of the process, all uncovered
edges that do not have a node in C1, must have a node in C \C1. The number
of these nodes is upper bounded by c, because |C| = c. Also, the number of
uncovered edges that are adjacent to each of them is at most 5. Therefore, at
the start of the process, |Eu| ≤ 5c.
Moreover, according to Lemma 5, starting with |C| = c, c ≥ 0 a constant
integer, the expected number of edges that can be added to |Eu| by the end of
the first phase is upper bounded by ce1−2e/6 . Together with the initial number of
uncovered edges in Eu, the total number of edges in Eu is in expectation upper
bounded by 5c+ ce1−2e/6 .
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Denoting Eu at step t of the algorithm by E
t
u and the drift on |Eu| at that
step by E(∆tEu) = E(|Etu| − |Et+1u | | |Etu|), the following lemma proves a lower
bound on E(∆tEu), during the second phase of the analysis.
Lemma 7. At a step t of (1+1) EAe after reaching |C1| = 0, the drift on |Eu|
is E(∆tEu) ≥
|Etu|
em .
Proof. After reaching |C1| = 0, the edges of Eu are the only uncovered edges of
the solution. Therefore, due to the definition of the fitness function, |Eu| never
increases during the run of the algorithm.
Moreover, selecting one edge of Eu reduces the number of uncovered edges
by at least one, and the move is accepted if no other mutations happen at the
same step, which happens with probability 1m
(
1− 1m
)m−1 ≥ 1em . There are|Eu| edges in this set, resulting in |Etu| mutually exclusive events of improving
single mutation moves at each step. Therefore we can conclude that E(∆Eu) ≥
|Etu|
em .
We now prove the main theorem of this section. A dynamic change affects
the graph by either deleting an edge or adding it. However, it is already shown
that (1+1) EAe restores the quality of 2-approximation when a new edge is
added dynamically in expected time O(m) [16]. In Theorem 8 we prove that
the expected re-optimisation time of (1+1) EAe after a dynamic deletion is also
O(m).
Theorem 8. Starting with a 2-approximate solution s, which is a maximal
matching, (1+1) EAe rediscovers a 2-approximation when one edge is dynami-
cally deleted from the graph in expected time O(m).
Proof. Let e = {v1, v2} be the edge that is deleted from the graph. If e /∈ E(s)
then s is still a maximal matching and corresponds to a 2-approximate vertex
cover. If e ∈ E(s), then it is deleted from the solution as well. The new s is
still a matching but may not be a maximal matching. By Lemma 22 of [16], we
know that a non-matching solution is never accepted by the algorithm; therefore,
we only need to find the expected time to reach a solution with no uncovered
edges and know that it is a maximal matching, which induces a 2-approximate
solution.
The number of uncovered edges of s after the dynamic deletion can be in
Ω(m), but all of them can be covered by including the two nodes of the deleted
edge; therefore, C ≤ 2 holds just after the dynamic change. Moreover, according
to Lemma 3, in expected time em(1+ln(2))6−2e = O(m) the first phase ends, as the
algorithm reaches a situation where |C1| = 0.
At the beginning of the second phase, the set Eu, which includes all the
uncovered edges of the current solution, can have a size between 0 and m,
but due to Lemma 6, we know that the expected size of this set is E[|Eu|] ≤
10 + 2e1−2e/6 . If we denote by T , the required time until reaching |Eu| = 0, then
by the law of total expectation we have
E[T ] = E [E[T | |Eu|]] .
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Furthermore, according to Lemma 7, during the second phase of the analysis,
we have E(∆tEu) ≥
|Etu|
em . Moreover, the minimum value of |Eu| before reaching|Eu| = 0 is 1. Therefore, using multiplicative drift analysis, we have
E[T | |Eu|] ≤ 1 + ln(|Eu|)1
em
= em+ em ln(|Eu|),
which implies
E[T ] ≤ E [em+ em ln(|Eu|)] = em+ em · E [ln(|Eu|)] .
Now, by applying Jensen’s Inequality, we find that E [ln(|Eu|)] ≤ ln (E[|Eu|]),
which together with the above inequality implies
E[T ] ≤ em+ em · ln(E[|Eu|]) ≤ em+ em · ln
(
10 +
2e
1− 2e/6
)
= O(m).
The last inequality holds due to Lemma 6.
Altogether, since both phases of our analysis until finding a 2-approximate
solution take O(m), the theorem is proved.
3.2 Complexity Analysis for the Dynamic Vertex Cover
Problem With Probabilistic Dynamic Changes
In this section, we consider the probabilistic setting for the dynamic vertex cover
problem, in which a dynamic change happens on the graph at each step of the
algorithm with probability PD. Similar to the previous section, we assume that
the maximum number of edges in the graph is m. The analysis of this section
shows that when PD is sufficiently small, (1+1) EA can find a 2-approximate
solution in expected polynomial time. Moreover, we show that if a maximal
matching solution is provided before the first dynamic change, (1+1) EA can
re-discover a 2-approximate solution in expected linear time. Assuming that
PD ≤ 12000em , in the first theorem of this section we show that our upper bound
holds.
We use the same definition of C1 and Eu that we had in section 3.1, except
that when a dynamic change happens new nodes that can cover more than 5
edges are added to C1, if they are adjacent to the edge that has been dynamically
deleted. If we did not have dynamic changes, the expected changes of C1 and Eu
were the same as the previous section. Observe that with this definition, each
dynamic change can add at most 2 nodes to C1, and 10 edges to Eu. We start
with a couple of lemmata that show the drift on C1 and an upper bound on the
expected time until |C1| = 0. Then in Lemmata 11 and 12 we find the expected
increase that happens on Eu during the process of the algorithm until reaching
|C1| = 0. Moreover, in Lemmata 13 and 14, we find the expected change that
happens on |Eu| during a phase in which |C1| = 0 holds. Finally, using all these
lemmata, we prove the main results of this section in Theorems 15 and 16.
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Lemma 9. If PD ≤ 12000em , unless we reach a situation where |C1| = 0, at each
step of (1+1) EA, E(∆tC1) ≥ 1996|C1|4000em .
Proof. The drift on the size of C1 in the dynamic setting that we are analysing
in this section consists of the expected changes that the (1+1) EA makes on C1
in addition to the expected changes that are caused by the dynamic changes of
the graph. We denote the latter by E(∆DC1). Lemma 2 gives us the drift on |Ct1|
obtained by the (1+1) EA with the value of at least 6−2eem · |C1|. Therefore, for
the total drift on |Ct1| we have
E(∆tC1) ≥
6− 2e
em
· |C1|+ E(∆DC1).
Each dynamic change adds at most two new nodes to C1. Moreover, a dynamic
change takes place in each step with the probability PD ≤ 12000em . Thus, the
expected increase on |C1| caused by a dynamic change in each step is at most
−2
2000em and we have
E(∆tC1) ≥
6− 2e
em
· |C1|+ −2
2000em
.
Knowing that C1 6= ∅ we find
E(∆tC1) ≥
2000(6− 2e)|C1| − 2
2000em
≥ 1996|C1|
4000em
.
Lemma 10. Starting with a situation where |C1| = c, c ≥ 0, the expected
time until the algorithm reaches a situation where |C1| = 0 is upper bounded
by 4000em(1+ln(c))1996 . Furthermore, with probability at least e
−r, for r > 0, the
required time until reaching |C1| = 0 is upper bounded by 4000em(r+ln(c))1996 .
Proof. With a similar argument as we had in Lemma 3, by means of Lemma 9
and multiplicative drift analysis, we find the expected time of at most
1 + ln(c)
1996
4000em
=
4000em(1 + ln(c))
1996
= O(m ln(c))
to reach a solution s where |C1| = 0. Moreover, by multiplicative drift tail
bounds, we can conclude that with probability at least e−r the number of re-
quired steps until reaching the desired solution is at most
r + ln(c)
1996
4000em
=
4000em(r + ln(c))
1996
.
Lemma 11. Starting with a situation where |C1| = 2, until the algorithm
reaches |C1| = 0, the expected number of steps in which |C1| changes, is at
most 22 + 771996 .
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Proof. By definition of C1, changes on this set can only happen at the steps
where either a dynamic change happens or at least one node of this set is
included in the solution. From Equation 6, we know that the expected change
that happens on |C1| at the steps where at least one node of this set is included
in the solution, is at least 1 − 2e/6. Here, we first find the expected increase
that dynamic changes can cause on |C1|, which together with the initial value
of |C1| gives us the expected total decrease that should happen on |C1| to reach
0. Then we use the constant drift of Equation 6, to find the expected number
of required steps of that kind.
According to Lemma 10 in expectation it takes 4000em(1+ln(2))1996 steps to reach
|C1| = 0, during which, in expectation PD ·
(
4000em(1+ln(2))
1996
)
dynamic changes
happen. Since PD ≤ 12000em , the expected number of dynamic changes in this
phase is 2(1+ln(2))1996 . Each dynamic change increases |C1| by at most 2. Therefore,
together with the initial value of C1 the expected total decrease that needs to
happen on |C1| to reach |C1| = 0 is 2 + 4(1+ln(2))1996 .
Now we only need to count the number of steps in which at least one node of
|C1| is added to the solution. Since at each of these steps |C1| is reduced by an
expected value of 1 − 2e/6, denoting the expected number of these steps until
reaching |C1| = 0 by E[TC1 ], and the total required decrease by C1D , we have
E[TC1 ] = E [E[TC1 | C1D ]] = E
[
C1D
1− 2e6
]
.
By linearity of expectation, we have
E[TC1 ] =
E[C1D ]
1− 2e6
≤ 2 +
4(1+ln(2))
1996
1− 2e6
< 22 +
73
1996
.
Together with the expected number of steps where a dynamic change happens,
the expected number of steps in which |C1| changes, is upper bounded by
22 +
73
1996
+
2(1 + ln(2))
1996
< 22 +
77
1996
.
Let Eu
t and Ct1 denote Eu and C1 at step t of the run of the algorithm,
respectively. Moreover, let E[∆tt
′
Eu
] = E
[
|Et′u | − |Etu| | |Ct1| = 2 ∧ |Ct
′
1 | = 0
]
de-
note the expected change that happens on the size of this set from step t to t′,
when |Ct1| = 2 and |Ct
′
1 | = 0. In the following lemma, we find an upper bound
on E(∆tt
′
Eu
).
Lemma 12. Consider steps t and t′ where |Ct1| = 2 and |Ct
′
1 | = 0. We have
E(∆tt
′
Eu
) ≤ 600 + 21301996 .
Proof. During the process of the algorithm, at the steps where neither a dynamic
change happens nor C1 changes, to have an accepted move, the number of edges
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of Eu cannot increase. Therefore, we only find the expected increase on |Eu|
during the dynamic changes and also during the steps where C1 is changed.
Let X be a random variable denoting the number of dynamic changes that
happen before reaching C1 = 0. The expected increase of |Eu| as a result of
these changes, denoted by Y , is E[Y |X = x] ≤ 10x, because each dynamic
change increases |Eu| by at most 10. Similar to the proof of Lemma 11, we can
show that the expected value of X is at most 2(1+ln(2))1996 . By the law of total
expectation and by linearity of expectation we find the expected value of Y as
E[Y ] = E[E[Y |X]] = E[10X] = 10E[X] ≤ 20(1+ln(2))1996 < 341996 .
Let X ′ be the number of steps at which C1 changes before reaching C1 = 0,
and X ′′ be the number of edges that are deselected from the solution at these
steps. In Equation (4) of the proof of Lemma 2, we found an upper bound
on the probability of flipping an edge, under the condition that the move is
accepted. Based on this probability, the expected number of edges that are
deselected from the solution at each step is at most e. Therefore, the expected
number of these edges at X ′ = x′ steps is E[X ′′|X ′ = x′] ≤ ex′. Moreover, by
Lemma 11 we have E[X ′] ≤ 22 + 771996 . By the law of total expectation, we find
E[X ′′] = E[E[X ′′|X ′]] ≤ E[eX ′] = eE[X ′] ≤ 22e+ 77e1996 .
Since each of these edges, when deselected, uncover at most 10 edges, at most
10X ′′ edges are added to Eu at these steps. Denoting the increase of |Eu| as a
result of these changes by Z, by the law of total expectation we find the expected
value of Z as E[Z] = E[E[Z|X ′′]] ≤ E[10X ′′] = 10E[X ′′] = 220e+ 770e1996 .
Together with the increase that happens at the steps of dynamic changes,
the expected increase on |Eu| until reaching |C1| = 0 is upper bounded by
220e+
770e
1996
+
34
1996
< 600 +
2130
1996
.
Lemma 13. Consider a phase of X ≥ em steps in which dynamic changes do
not happen and |C1| = 0 holds. Let |Estru | and |Eendu | be the value of |Eu| at the
start and end of this phase, respectively. We have
E
[|Estru | − |Eendu | | |Estru |] ≥ (1− 1/e)|Estru |.
Proof. Since we have assumed that C1 is empty in this phase, we can use
Lemma 7 and conclude that after one step, the expected value of |Eu| is at
most (1− 1em )|Estru |. Similarly, after each step, a coefficient of 1− 1em is multi-
plied to this value, which implies that after X steps, the expected value of |Eu|
is
E
[|Eu| | |Estru |] ≤ (1− 1em
)X
|Estru |.
Moreover, we have assumed that X ≥ em holds. Since (1−1/em)em < 1/e, the
right hand side of the inequality above is simplified as
E
[|Eu| | |Estru |] ≤ 1e |Estru |,
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which implies
E
[|Estru | − |Eendu | | |Estru |] ≥ (1− 1/e)|Estru |.
Lemma 14. Consider a phase of X steps, X a random variable, in which
dynamic changes do not happen and |C1| = 0 holds. Let |Estru | and |Eendu | be
the value of |Eu| at the start and end of this phase, respectively. Assuming that
E[X] ≥ cem, c ≥ 0, we either reach |Eu| = 0 before the end of this phase, or
we have
E
[|Estru | − |Eendu | | |Estru |] ≥ c.
Proof. Similar to the proof of Lemma 13, we can use Lemma 7, which gives us
the drift on |Eu| at a step t as E[∆tEu ] ≥
|Etu|
em . If we reach |Eu| = 0 before
the end of this phase, then the statement is proved. Otherwise, at each step t
of the considered phase we have E[∆tEu ] ≥ 1em . Therefore, by the law of total
expectation we have
E
[|Estru | − |Eendu | | |Estru |] = E [E [|Estru | − |Eendu | | |Estru | ∧X = x]] ≥ E [ Xem
]
.
We apply linearity of expectation, and use E[X] ≥ 2000em to conclude that
E
[|Estru | − |Eendu | | |Estru |] ≥ E [ Xem
]
=
E[X]
em
≥ c.
Using these lemmata, we now prove Theorem 15 and Theorem 16, in which
our main results are stated for situations where the solution before the first
dynamic change is arbitrary, or a maximal matching, respectively.
Theorem 15. Consider the dynamic vertex cover problem where an arbitrary
edge is dynamically added to or deleted from the graph with probability PD ≤
1
2000em at each step. Starting with an arbitrary solution s, (1+1) EAe finds a
2-approximate solution for this problem in expected time O(m logm).
Proof. We split the analysis into three phases, Ph1, Ph2 and Ph3, where the
last one consists of several sub-phases (Figure 2). The algorithm finds a match-
ing in Ph1, reduces |C1| to 0 for the first time in Ph2, and finds a maximal
matching in Ph3. Jansen et al. [7] have proved in Theorem 11 of their paper
that (1+1) EAe with their specified fitness function finds a matching in expected
time O(m logm) for the static version of the problem. In their proof they show
that deselecting an edge that shares a node with another selected edge improves
the fitness and is always accepted until the selected edges do not share nodes.
They show that this problem is easier than OneMax; therefore, the algorithm
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Figure 2: Different phases used in the proofs of Theorems 15, where Ph3 starts
with P 1A. Phases Ph1, Ph2 and P
1
A take expected time O(m logm), O(m logm)
and O(m), respectively. Moreover, for all i ≥ 1 the expected number of steps
in sub-phases P iB + P
i+1
A is in O(m).
finds a matching in expected time O(m logm). The changes that happen on the
graph in the dynamic version of the problem (adding an edge or removing an
edge) do not increase the number of shared nodes between the selected edges.
Therefore, their proof holds for the dynamic vertex cover problem as well, i. e.
Ph1 needs expected time O(m logm). Moreover, due to the definition of the
fitness function, a solution that is not a matching is not accepted after finding
a matching; therefore, the algorithm never switches back to Ph1.
Now we analyse Ph2. At the beginning of this phase, the set C1 contains
n′ = O(n) nodes. Using Lemma 10, we find the expected time to reach |C1| = 0
as
4000em(1 + ln(n′))
1996
= O(m log n).
Now we analyse Ph3. We split this phase into several smaller phases, namely
P iA and P
i
B , for i ≥ 0. At the beginning of Ph3, the set C1 contains no nodes. We
define phases P iA, such that |C1| = 0 holds. When a dynamic change happens,
which can increase |C1|, we switch to P iB . Moreover, as soon as the algorithm
finds a solution with |C1| = 0, we are switched to P i+1A . Depending on the size
of phases P iA, i ≥ 0, we split them to one or more sub-phases, and filter the
steps by considering the last step of these sub-phases. We analyse the expected
change that happens on |Eu| in the filtered steps, and use multiplicative drift
analysis to find the expected number of required sub-phases until we reach a
solution in which |Eu| is a constant. Then we consider the last steps of P iA and
use additive drift analysis to find the expected time until reaching |Eu| = 0.
Note that, by definition, at filtered steps we also have |C1| = 0, because these
steps are in P iA, i ≥ 0.
First we find a lower bound on the expected number of steps of phases P i+1A ,
i ≥ 0. We denote the number of steps of a phase P by |P |. The expected number
of steps of P iA and P
i
B are thus denoted by E[|P iA|] and E[|P iB |], respectively. We
find a lower bound on |P iB |+ |P i+1A | and an upper bound on |P iB | and conclude
a lower bound on |P i+1A |. Each phase P iB , i ≥ 0, starts with a dynamic change;
therefore, from the beginning of phase P iB , until the beginning of phase P
i+1
B
we have at least one dynamic change. Note that more than one dynamic change
may happen in phase P iB , but what we need to note here is that the phase P
i+1
B
cannot start unless we have at least one dynamic change. Pessimistically we
assume that the first dynamic change starts P i+1B . Since the probability of a
dynamic change is PD ≤ 12000em , the probability of not starting P i+1B after 0.992PD
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steps from the start of P iB is
(1− PD)
0.99
2PD =
(
(1− PD)
0.99
PD
)1/2
≥
(
1
e
)1/2
> 0.6, (7)
which implies that with probability at least 0.6, we have |P iB | + |P i+1A | ≥ 0.992PD .
Furthermore, from Lemma 10 we know that with probability at least 56 , we have
|P iB | ≤ 4000em(ln(6/5)+ln(2))1996 . Altogether, with probability at least 0.6(5/6) = 0.5,
the number of steps of phase P i+1A is at least
|P i+1A | ≥
0.99
2PD
− 4000em(ln(6/5) + ln(2))
1996
.
Since PD ≤ 12000em , we can simplify this inequality to show how many phases
of size em fits in the phase P i+1A . Assuming D =
1
2000emPD
we find
|P i+1A | ≥
0.99(2000emD)
2
− 4000em(ln(6/5) + ln(2))
1996
≥ em
(
0.99(2000D)
2
− 4000(ln(6/5) + ln(2))
1996
)
≥ em(990D − 2).
Moreover, since PD ≤ 12000em , we have D ≥ 1, which gives us
|P i+1A | ≥ 988Dem (8)
with probability at least 1/2. Now we split phase P i+1A based on its size:
• If |P i+1A | < em then we only define one sub-phase, P i+1A0 , that is the same
size as P i+1A .
• If |P i+1A | ≥ em then for some l ∈ N and 0 ≤  < 1 we have |P i+1A | =
(l+ )em. We split P i+1A to a sub-phase of length (1+ )em, namely P
i+1
A0
,
and l − 1 sub-phases of length em, namely P i+1Ak , 1 ≤ k ≤ l − 1.
Note that from Equation 8 we can conclude that with probability at least 1/2
we have |P i+1A0 | ≥ em for i ≥ 0.
We filter the steps and only consider the last step of all of sub-phases P i+1Ak ,
i ≥ 0 and k ≥ 0, and denote them by ti+1k . We also denote the value of |Eu| at
step ti+1k by |E
ti+1k
u |. Now we find the expected change on |Eu| at the filtered
steps.
We know that the length of sub-phases P i+1Ak , i ≥ 1 and 1 ≤ k ≤ l− 1 is em.
Therefore, for these sub-phases the condition of Lemma 13 holds and the drift
on |Eu| in filtered steps where 0 ≤ k ≤ l − 2, denoted by E
[
∆f
E
ti
k
u
]
, is
E
[
∆f
E
ti
k
u
]
≥ E
[
|Etiku | − |Et
i
k+1
u | | |Et
i
k
u |
]
≥ (1− 1/e)|Etiku |. (9)
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Moreover, we know that with probability at least 1/2 the condition of Lemma
13 holds for sub-phases P i+1A0 . Furthermore, we know that the size of Eu is never
increased in P i+1A , because we have |C1| = 0 and assumed that no dynamic
changes happen in this phase. Therefore, we can use the law of total expectation
and find that the expected change on |Eu| during sub-phases of P i+1A0 is at least
1
2 (1− 1/e)|Esu|, where |Esu| is the value of |Eu| at the last step before the start
of P i+1A0 . Between the sub-phase P
i
Al−1 and the sub-phase P
i+1
A0
, there exists a
phase P iB , in which |Eu| can increase. By Lemma 12, during phase P iB , the
expected increase that happens on |Eu| is upper bounded by 600 + 21301996 < 602.
Therefore, together with the expected decrease that happens on |Eu| in P i+1A0 ,
the total drift on |Eu| in the last filtered step of phase P iA, i ≥ 1, is
E
[
∆f
E
ti
l−1
u
]
= E
[
|Et
i
l−1
u | − |Et
i+1
0
u | | |Et
i
l−1
u |
]
≥ −602+1− 1/e
2
(
|Et
i
l−1
u | − 602
)
.
where l is the number of sub-phases of P iA and |E
til−1
u | − 602 is a lower bound
on the value of |Eu| at the beginning of phase P i+1A0 .
For |Etilu | ≥ 8000, we have 602 ≤ |Et
i
l
u |/13 and we can have the drift on |Eu|
as:
E
[
∆f
E
ti
l−1
u
]
≥ −|E
til−1
u |
13
+
(e− 1)
2e
12|Etil−1u |
13

≥
(
− 1
13
+
12(e− 1)
26e
)
|Et
i
l−1
u | ≥ |E
til−1
u |
5
.
Together with the drift that we found in Equation 9 for other filtered steps,
we can conclude that for all filtered steps t we have a drift of at least
|Etu|
5 .
Now consider the potential function
g(s) =
{
|Eu| if |Eu| ≥ 8000
0 Otherwise
.
The drift on the value of this function on filtered steps, defined as E[∆fg ] =
E[g(stk) − g(stk+1) | g(stk)] which is greater than or equal to E[∆fEu ] ≥
|Etku |
5
for g(stk) > 8000 by definition of g(s). This implies that for g(stk) > 0
E[∆fg ] ≥
g(stk)
5
.
Since the minimum value of g(s) before reaching 0 is at least 8000, and the initial
value of g(s) is at most m, by multiplicative drift analysis we can conclude that
in expectation the algorithm needs at most 5(1 + log(m/8000)) filtered steps to
reach g(s) = 0.
From Lemma 10 we know that the expected number of steps of a phase P iB ,
i ≥ 0, is upper bounded by 4000em(1+ln(c))1996 . Moreover, we know that between
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each two filtered steps there exists at most one sub-phase of at most 2em steps
and one phase P iB , which implies that the expected number of steps between
each two filtered steps is upper bounded by 2em + 4000em(1+ln(c))1996 . Let X and
E(T ) be the number of filtered steps and the expected total number of steps
until the algorithm reaches g(s) = 0. By the law of total expectation, we have
E[T ] = E [E[T | X]] ≤ E[(2em+ 4000em(1+ln(c))1996 )·X]. By linearity of expectation
we have E[T ] ≤ (2em+ 4000em(1+ln(c))1996 )·E[X]. Since E[X] ≤ 5(1+log(m/8000)),
we have E[T ] ≤ (2em+ 4000em(1+ln(c))1996 ) · (5(1 + log(m/8000))) = O(m logm).
So far we have proved that in expected time O(m logm) we reach |Eu| ≤
8000. Now we apply a different filtration and only consider the last steps of
phases P iA, and find the expected number of filtered steps until reaching |Eu| =
0. Each phase P iB , i ≥ 0, starts with a dynamic change; therefore, from the
beginning of phase P iB , until the beginning of phase P
i+1
B we have at least one
dynamic change, which implies that E[|P iB | + |P i+1A |] = E[|P iB |] + E[|P i+1A |] ≥
1
PD
. Furthermore, due to Lemma 10, E[|P iB |] ≤ 4000em(1+ln(2))1996 . Therefore we
find the following lower bound for the expected number of steps of P i+1A :
E[|P i+1A |] ≥
1
PD
− E[|P iB |] ≥
1
PD
− 4000em(1 + ln(2))
1996
≥ 1996emD, (10)
where D = 12000emPD ≥ 1.
Using Equation 10 and Lemma 14 we find that the value of |Eu| is decreased
in P iA by an expected value of at least 1996D. Moreover, by Lemma 12, we
know that during phase P iB , the expected increase that happens on |Eu| is
upper bounded by 602. Therefore, the drift on |Eu| in the last step of phase
P iA, denoted by E[∆
fA
Eu
], is
E[∆fAEu ] = E
[|Etku | − |Etk+1u | | |Etku |] ≥ 1996D − 602 ≥ 1394D. (11)
Starting with |Eu| ≤ 8000, using additive drift analysis, we find the expected
number of phases P iA until reaching |Eu| = 0 to be 80001394D , which implies that
from the point we reach |Eu| ≤ 8000, until |Eu| = 0 we need O(1/D) phases of
P iB + P
i+1
A .
A phase P iA, i ≥ 0 terminates when a dynamic change happens, which implies
that E[|P iA|] ≤ 1PD . Furthermore, due to Lemma 10, E[|P iB |] ≤
4000em(1+ln(2))
1996 .
Therefore the expected number of steps of P iB and P
i+1
A together is upper
bounded by
E[|P iB |+ |P i+1A |] = E[|P iB |] + E[|P i+1A |] ≤
1
PD
+
4000em(1 + ln(2))
1996
= O(mD).
Let X denote the number of phases P iB + P
i+1
A that the algorithm needs
until reaching |Eu| = 0. Also, let E[T ] denote the expected number of steps
until reaching this solution. Since the expected length of P iB +P
i+1
A is O(mD),
using the law of total expectation we find
E[T ] = E [E[T | X]] ≤ E [X · cmD] = cmD · E [X] ,
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where c is a constant. Moreover, we have found that the expected number of
phases until reaching |Eu| = 0 is 80001394D , i. e. E[X] ≤ 80001394D , which implies
E[T ] ≤ cmD · 8000
1394D
= O(m).
Since we are only considering the filtered steps, we also know that |C1| = 0
holds in that step; therefore, the solution is a maximal matching and therefore
a 2-approximation. Altogether, the three analysed phases Ph1, Ph2 and Ph3
need expected time O(m logm).
Theorem 16. Consider the dynamic vertex cover problem where an arbitrary
edge is dynamically added to or deleted from the graph with probability PD ≤
1
2000em at each step. Starting with a 2-approximate solution s, which is a maxi-
mal matching, after a dynamic change, (1+1) EAe finds a 2-approximate solu-
tion in expected time O(m).
Proof. The proof of this theorem is similar to the proof of Theorem 15, except
that the first couple of phases are no longer required, because dynamic changes
do not damage the matching property of the given solution, and the initial
values of |C1| and |Eu| are constants.
Here, we start with |C1| = 0 and |Eu| = 0, then a dynamic change happens,
which can increase these sizes by at most 2 and 10, respectively. Therefore, the
starting situation in this theorem is the same as the last step of phase P 1A of
the proof of Theorem 15. Moreover, here the initial value of |Eu| is at most 10;
therefore, the proof is similar to the proof of Theorem 15 from the point that
we reach a solution where |Eu| is a constant. As proved in that theorem by
additive drift analysis, in expected time O(m) the algorithm reaches a solution
with |C1| = 0 and |Eu| = 0, which is also a maximal matching and induces a
2-approximate solution.
By Theorems 15 and 16, we have proved that (1+1) EAe finds the first
2-approximate solution for the dynamic vertex cover problem with the proba-
bilistic dynamic changes in expected timeO(m logm), while the 2-approximation
quality can be restored in O(m) after a dynamic change happens on the graph.
4 Analysis of the Weighted Vertex Cover Prob-
lem
In this section, we analyse the dynamic version of the weighted vertex cover
problem and the behaviour of (1+1) EA and RLS (Algorithms 2 and 3, respec-
tively) in optimising this problem. Similar to Section 3, we begin the analysis
by considering the one-time dynamic setting in which the algorithm starts with
a 2-approximate solution and one edge is dynamically added to or removed from
the graph. We compute the expected time that is required by the algorithms to
find a 2-approximate solution for the new situation. In this setting we assume
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that the problem is not subject to more changes before the new 2-approximate
solution is found. This assumption is relaxed in Section 4.2, where multiple
dynamic changes can be handled. In the probabilistic dynamic setting that is
studied there for the weighted vertex cover problem, one edge is added to or
deleted from the graph with probability PD in each step of the algorithms.
In both dynamic settings, we assume that an edge that is dynamically added
to the graph has an initial weight of 0 in the current solution of the algorithms.
4.1 Re-Optimization Times of RLS and (1+1) EA for the
Dynamic Weighted Vertex Cover Problem
In the dynamic setting which is considered in this section, the algorithms start
with a 2-approximate solution for weighted vertex cover problem (a maximal
solution for the dual problem) and then a dynamic change happens i. e. either
an edge is deleted from the graph or an edge is added to the graph. Our aim
is to prove that in expectation or with high probability, RLS and (1+1) EA
re-discover the 2-approximate solution in O(wmax ·m) and O(OPT ·m + m2)
steps, respectively, where wmax is the maximum weight of a node, and OPT is
the weight of the optimal solution for the weighted vertex cover problem.
We start by presenting two lemmata that prove important properties of the
defined fitness function for the weighted vertex cover problem.
Lemma 17. If the number of violated constraints by the current solution s is
A, then any solution s′ with B constraint violations is rejected by (1+1) EA and
RLS if B > A.
Proof. Let Us and W (s) be the number of uncovered edges and the total edge
weights for solution s, respectively. In addition, let wtotal =
∑n
i=1 w(vi). Re-
calling Equation (2),
f(s) = W (s)− Us · (wtotal + 1)−A · (m+ 1) · (wtotal + 1),
Since B > A, we have
f(s′) ≤ W (s′)− Us′ · (wtotal + 1)− (A+ 1) · (m+ 1) · (wtotal + 1)
≤ wtotal − (A+ 1) · (m+ 1) · (wtotal + 1)
≤ wtotal − (m+ 1) · (wtotal + 1)−A · (m+ 1) · (wtotal + 1)
≤ −m · (wtotal + 1)−A · (m+ 1) · (wtotal + 1)
≤ f(s).
The second inequality holds because W (s′) ≤ wtotal and Us′ ≥ 0; whereas the
last inequality holds because W (s) ≥ 0 and Us ≤ m. Since f(s) > f(s′), s′ is
rejected by (1+1) EA and RLS.
Lemma 18. If the current solution s has Us uncovered edges with no violated
constraint, any solution s′ where Us′ > Us, is rejected by (1+1) EA and RLS.
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Proof. Similar to Lemma 17, we prove that f(s) > f(s′); therefore, s′ is rejected
by the two algorithms. Since s does not violate the constraints, we have
f(s) = W (s)− Us · (wtotal + 1),
where W (s) and Us denote the total weight on the edges and the number of
uncovered edges of solution s, and wtotal =
∑n
i=1 w(vi). Since Us′ ≥ Us + 1, we
have
f(s′) ≤ W (s′)− (Us + 1) · (wtotal + 1)
≤ wtotal − (wtotal + 1)− Us · (wtotal + 1)
≤ −Us · (wtotal + 1)
≤ f(s).
The second inequality holds because W (s′) ≤ wtotal; whereas the last inequality
holds because W (s) ≥ 0.
In the next lemma, we prove that a dynamic change does not violate any
constraints in the current solution.
Lemma 19. The dynamic changes of the dynamic weighted vertex cover prob-
lem do not cause constraint violations in the dual problem.
Proof. We first investigate the dynamic addition of an edge. Let e = {u, v}
be the new edge and s be the current solution. Also, let wu and wv denote
the total weights of edges adjacent to vertices u and v respectively. Since the
initial weight of e is zero, it does not change we or wv. Thus, no new violations
happens.
Now assume that e with the weight of we is deleted from the graph. In this
case, we is subtracted from wu and wv. Since no value is added to them, the
weight constraints of the nodes are not violated.
In this paper we always assume that the algorithms are initialized with ei-
ther a solution with weight 0 for all edges (which has no constraint violation),
or a feasible dual solution which had been maximal before the dynamic change.
Moreover, according to Lemmata 17 and 19, a solution that violates any con-
straints is not accepted by the algorithms, and the dynamic changes on the
graph do not cause violation. Therefore, we assume that from now on, there is
no constraint violation on the dual solution that the algorithm is working on.
We first present the analysis for the RLS. Here we give the definitions that
help us with our analysis. Let W (s) denote the sum of edge weights of solution
s. We define G to be the maximum total amount that should be added to edges
of solution s to achieve a maximal solution, i. e.:
G = max
o∈Ms
{W (o)−W (s)} ,
where Ms is a set of maximal solutions that can be obtained from s only by
increasing the weight of the edges. Moreover, let ms ∈Ms denote the maximal
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solution that G is obtained from it. Note that it is impossible to add more than
G to the edges of solution s without violating a constraint, since it contradicts
the definition of G. Here the goal is to find a maximal solution for the dual
problem to achieve a 2-approximate weighted vertex cover solution. Therefore,
we are seeking a solution with G = 0.
Let Gt denote the value of G in the step t of the algorithm and E[∆t] =
E[Gt −Gt+1 | Gt] be the drift on the value of G. Also let k denote the number
of uncovered edges. The following lemma proves a lower bound for the drift on
the value of G in a step of the algorithm.
Lemma 20. At a step t of RLS, where the current solution has k uncovered
edges, the drift on G is E[∆t] ≥ k2m .
Proof. RLS mutates only one edge at each step and increases it with probability
1/2. According to Lemmata 17 and 18, the mutation will not be accepted if it
decreases the weight of an edge, since the number of uncovered edges does not
decrease by this move and the total weight of the solution decreases. Also, a
mutation that increases the weight of a covered edge will be rejected, because
a weight constraint on a node becomes violated by this move. Hence, the only
accepted mutations are those that increase the value of an uncovered edge, which
happen with probability k2m at each step. Each such move reduces the value of
G by one, thus we have
E[∆t] ≥ k
2m
.
The following theorem gives the expected time for RLS to restore the quality
of 2-approximation after a dynamic change has added or deleted an edge to or
from the graph of the problem.
Theorem 21. Starting with a 2-approximate solution s that is a maximal so-
lution for the dual problem, RLS restores the quality of 2-approximation when
one edge is dynamically added to or deleted from the graph in expected time
O(wmax ·m).
Proof. First we consider the situation in which a new edge e = {vi, vj} is added
to the graph. If any of the adjacent nodes of e are tight, then e is already covered
and the new solution is maximal. Therefore assume that neither vi is tight nor
vj . In this case and according to the fact that the solution was maximal before
the dynamic change, the weight of edges of vi and vj except e can not increase.
Therefore, adding
G = min
w(vi)− ∑
el∈E| el∩{vi}6=∅
sl , w(vj)−
∑
el∈E| el∩{vj}6=∅
sl

to the weight of the new edge guarantees achieving a new maximal solution.
Since before reaching a maximal solution, the number of uncovered edges is at
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least one and G ≤ wmax, Lemma 20 and additive drift analysis give the result
of O(wmax ·m) expected time for re-optimising the 2-approximation.
Now consider the edge e = {vi, vj} with the weight of we ≤ wmax being
deleted from the graph. In this case, by adding at most we to the weight of
edges that are adjacent to vi and also to the weight of edges that are adjacent to
vj , a maximal solution will be achieved. Moreover, it is not possible to add more
than 2we to the edges of the graph since it contradicts the assumption that s
was maximal before the dynamic change. Thus, we have G ≤ 2we ≤ 2wmax and
the theorem is proved by using Lemma 20 and the additive drift argument.
Now we investigate the behaviour of (1+1) EA for this problem. We use
the definition of W (s) for a solution s which is given earlier in this section, in
addition to the weight difference from the maximum dual solution, denoted by
G∗. If the maximum dual solution is denoted by o∗, then the formal definition
of G∗ would be
G∗ = W (o∗)−W (s).
Due to the Weak Duality Theorem, W (o∗) is upper bounded by the weight
of the optimal solution of the weighted vertex cover problem, denoted by OPT,
which implies that for any initial solution s, we have G∗ ≤ OPT.
It can be observed from the definition of the fitness function that W (s) can
only be decreased in the steps in which the number of uncovered edges decreases.
Let A denote the set of accepted steps during the process of the algorithm and
B be the accepted steps in which the number of uncovered edges are decreased.
Observe that B ⊆ A.
The weight of an edge, if selected for a mutation, is either increased by
one, or decreased by one. Let ∆tw+ and ∆
t
w− denote the number of edges that
gain weight and the number of edges that lose weight at an accepted step, t.
Note that ∆tw+ + ∆
t
w− is equal to the change that happens on G
∗ at step t.
Lemmata 22 and 24 show that for all steps in A \ B we have ∆tw+ + ∆tw− ≥ 1
and with high probability the sum of these changes during all steps of B is lower
bounded by −4em. Moreover, Lemma 23 gives a lower bound on |A \B| during
a phase of O(OPT ·m+m2) steps. Then in Theorem 25, we show that after a
dynamic change on the graph, with high probability (1+1) EA re-discovers the
2-approximate solution in the studied phase.
Lemma 22. For all steps in A \B we have ∆tw+ + ∆tw− ≥ 1.
Proof. Since the algorithm accepts a move if there is a strict improvement, and
at steps A \B the number of uncovered edges does not change, the total weight
on the edges increases. i. e.
∆tw+ −∆tw− ≥ 1 ∀t ∈ A \B.
Lemma 23. In a phase of P = 2eOPT ·m+10e2m2 steps, if we do not reach a
maximal solution, with probability 1− e−Ω(m) the total number of accepted steps
is at least OPT + 5em.
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Proof. While we have not reached a maximal solution, there exists at least one
edge that can be increased in weight without violating a constraint. Therefore,
the probability of an accepted move is at least 1em at each step. We define Xt
at a step t, such that Xt = 1 if the move of step t is accepted and Xt = 0 if it is
rejected. Using this definition, the total number of accepted steps, denoted by
X, is
X =
|P |∑
t=1
Xt.
Using the lower bound on the probability of an accepted move at each step, we
find the expected value of X as E[X] ≥ 2OPT + 10em. By Chernoff bounds,
with parameter δ = 1/2, the probability of X < E[X]2 is
Pr (X < OPT + 5em) ≤ e−E[X]δ2/2 = e−Ω(m),
which completes the proof.
Lemma 24. With probability 1− e−Ω(m) the total decrement on G∗ during all
steps of B is upper bounded by 4em.
Proof. Since at least one edge is covered at each step of B, at least one node
needs to become tight, which implies that at least one increasing mutation hap-
pens on an edge. Therefore, ∀t ∈ B,∆tw+ ≥ 1, which implies that
∑
t∈B ∆
t
w+ ≥
|B|.
Now we need to prove that with probability 1−e−Ω(m) we have∑t∈B ∆tw− ≤
4em, which implies
∑
t∈B ∆
t
w+ − ∆tw− ≥ |B| − 4em ≥ −4em. In other words
we prove that the weight of the solution is not decreased more that 4em during
steps of B. Then using the definition of G∗, the statement of the theorem is
proved.
In order to prove that with probability 1−e−Ω(m) we have∑t∈B ∆tw− ≤ 4em,
we use an argument similar to the proof of Lemma 2. We first need to find an
upper bound on the probability of mutating each of the other edges, at the same
step that an improving move happens.
Let I be the set of moves in which at least one increasing mutation has
happened that makes a node tight; hence, decrease the number of uncovered
edges. Since the lemma is about the steps in which the number of uncovered
edges decrease, we filter the steps based on this, and from this point of the
proof, we only consider the steps in which a move from I has happened.
Together with the increasing mutation, each other edge can also mutate with
probability 1/m. Therefore, at the same step of the increasing mutation(s), some
edges may lose weight, but the whole move may be accepted. With some other
mutations at the same step, the constraint of some nodes may be violated and
the whole move will be rejected.
Let Acc denote the event that the whole move in a step is accepted. As-
suming that one move of I has happened, we want to find a lower bound on
the probability that this move is accepted. We know that when the improving
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mutations happen, if no extra mutations happens, the move will be accepted.
Therefore, with probability at least (1 − 1/m)m−1 ≥ 1/e, a move from I is
accepted. We denote this probability by
PAcc ≥ 1
e
. (12)
Also let P (bit | Acc) denote the probability of mutating an edge e, under
the condition that event Acc has occurred. By the definition of conditional
probability, we know that
P (bit | Acc) = P (bit ∩ PAcc)
PAcc
≤ P (bit)
PAcc
.
Using Equation 12, we get:
P (bit | Acc) ≤ eP (bit),
where P (bit) is the unconditional probability of flipping e, which is 1m . This
implies that
P (bit | Acc) ≤ e
m
. (13)
Since there are at most m− 1 edges other than the the edge with improving
move, that can mutate at every step of B, the expected number of edges that
can lose weight during steps of B, is at most e(m−1)|B|m ≤ e|B|. In other words
E
[∑
t∈B
∆tw−
]
≤ e|B|.
Now we find the probability that
∑
t∈B ∆
t
w− ≥ 4em. Since |B| is upper
bounded by m, we have
Pr
(∑
t∈B
∆tw− ≥ 4em
)
< Pr
(∑
t∈B
∆tw− ≥
(
3m
|B| + 1
)
· e|B|
)
.
Now we use the Chernoff bounds with parameters µ = e|B| and δ = 3m|B| to
find an upper bound on the right hand side of the inequality above:
Pr
(∑
t∈B
∆tw− ≥ (δ + 1) · µ
)
≤
(
eδ
(1 + δ)(1+δ)
)µ
≤
(
e
1 + δ
)δµ
.
Since |B| is bounded by m, we have δ ≥ 3, which gives us:
Pr
(∑
t∈B
∆tw− ≥ (δ + 1) · µ
)
≤
(e
4
) 3m
|B| (e|B|)
= (e/4)3em.
Therefore, with probability at least 1 − (e/4)3em = 1 − e−Ω(m) we have∑
t∈B ∆
t
w− ≤ 4em.
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Theorem 25. Starting with a 2-approximate solution that is a maximal solution
for the dual problem, after a dynamic addition or deletion of an edge, in a phase
of P = 2eOPT ·m + 10e2m2 steps, with probability 1 − e−Ω(m), the (1+1) EA
re-rediscovers a 2-approximation.
Proof. When a new edge is added to the graph, if neither of its nodes are tight
in the current solution, then it is not covered by the induced cover set. Also,
when an edge is deleted from the graph, both of its nodes are no longer tight, if
the weight of the deleted edge was greater than 0. Therefore, deleting an edge
may uncover some other edges. In other words, after both kinds of dynamic
changes, the solution does not violate a constraint, but it may not be maximal,
and the algorithm needs to find a maximal solution.
Recall that A is the set of all accepted steps during the run of the algorithm
and B ⊂ A is the set of accepted steps in which the number of uncovered edges
is decreased. We have |B| ≤ m, because, according to the fitness function the
number of uncovered edges cannot increase during the process. According to
Lemma 23, we either reach a maximal solution during phase P , in which case
the statement of the theorem holds, or with probability 1− e−Ω(m) we have at
least OPT + 5em accepted steps. Moreover, we know |B| ≤ m. Therefore, with
probability 1− e−Ω(m) we have |A \B| ≥ OPT + 4em.
Also, according to Lemma 22, the minimum increase on the weight of the
solution at a step t ∈ A\B is 1. Therefore, unless we reach a maximal solution,
with probability 1−e−Ω(m), the value of G∗ is decreased by at least OPT+4em
in the phase P . Knowing that the initial value of G∗ is upper bounded by OPT ,
and the total increment on G∗ is upper bounded by 4em (Lemma 24), we can
conclude that in the phase P , we either reach a maximal solution or a situation
where G∗ = 0 which happens when we reach the maximum solution. In both
cases, the obtained solution induces a 2-approximate vertex cover.
Note that the proof of Theorem 25 holds with any initial solution that is a
feasible solution for the dual problem, and during the process of the algorithm
no solution with violations is accepted by the algorithm. This implies that the
considered phase, P , can be restarted at any point of time; therefore, if we
reach the desired solution with probability at least pr, we can conclude that
the expected time until reaching the desired solution is upper bounded by Ppr ,
which is formalised in the following corollary.
Corollary 26. Starting with a 2-approximate solution that is a maximal solu-
tion for the dual problem, after a dynamic addition or deletion of an edge, in
expected time O
(
OPT ·m+m2), the (1+1) EA re-discovers a solution with the
quality of 2-approximation.
4.2 Weighted Vertex Cover in Probabilistic Dynamic Set-
ting
In this section we investigate the probabilistic dynamic setting for applying
dynamism on the weighted vertex cover problem. Here, with probability PD, a
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dynamic change happens on the graph at each step. We analyse the behaviour
of RLS (Algorithm 3) and (1+1) EA (Algorithm 2) for PD ≤ 15wmaxem , and
PD ≤ 1(1+)(2eOPT·m+10e2m2) , respectively, where wmax is the maximum weight
of vertices, OPT is the weight of the optimal solution for the weighted vertex
cover problem, and  is a small positive constant.
We first analyse RLS and start by presenting a lemma that gives us a lower
bound on the drift of G, E[∆t] = E[Gt − Gt+1 | Gt], in this setting. Then
we present two theorems that find the expected time that the investigated al-
gorithm need to find 2-approximate solutions, when the given solution before
the dynamic change has a weight of 0 for all the edges (Theorem 28) or is a
2-approximate solution (Theorem 29).
Lemma 27. Assuming that PD ≤ 15wmaxem , at a step t of RLS before reaching
a maximal solution, the drift on G is E[∆t] ≥ 110em .
Proof. As proven in Lemma 20, the expected improvement that the two investi-
gated algorithms make on G at each step is at least k2em , where k is the number
of uncovered edges. In addition to this improvement, here we need to calculate
the expected impact of a dynamic change of the graph on the value of G, which
we denote by E[∆D]. In other words, the total drift on G is:
E[∆t] ≥ k
2em
+ E[∆D]. (14)
Dynamically adding or deleting an edge increases the value of G by at most
wmax and 2wmax respectively (See the argument in the proof of Theorem 21).
Hence we have:
E[∆D] ≥ −2wmax · PD = −2
5em
.
Together with Equation (14), and the fact that k ≥ 1 when we have not reached
a maximal solution, we can conclude that the total drift on G is:
E[∆t] ≥ 5k − 4
10em
≥ 1
10em
.
Theorem 28. Consider the dynamic weighted vertex cover problem where an
arbitrary edge is dynamically added to or deleted from the graph with probability
PD ≤ 15wmaxem at each step. Starting with a solution s = (0, · · · , 0), RLS finds
a 2-approximate solution for this problem in expected time O(m ·OPT).
Proof. Since the value of G for an initial solution is less than or equal to OPT,
using Lemma 27 and the additive drift argument we conclude that the expected
time to achieve a maximal solution is O(m ·OPT).
Theorem 29. Consider the dynamic weighted vertex cover problem where an
arbitrary edge is dynamically added to or deleted from the graph with probability
PD ≤ 15wmaxem at each step. Starting with a 2-approximate solution s that is
maximal for the dual problem, RLS restores the quality of 2-approximation in
expected time O(wmax ·m).
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Proof. From the argument in the proof of Theorem 21, we know that dynami-
cally adding or deleting an edge increases the value of G by at most wmax and
2wmax respectively. Therefore, for the the initial solution we have G ≤ 2wmax.
Similar to Theorem 28, using Lemma 27 and additive drift, the expected time
for RLS to achieve a maximal solution for the dual problem is O(wmax ·m).
Now we investigate the behaviour of (1+1) EA in the probabilistic dynamic
setting. In addition to the definition of W (s) for a solution s, we use the
definitions of G∗, A and B that we had in Section 4.1 for analysis of (1+1) EA.
Since the maximal solution that the algorithm moves towards can change in
the middle of the process, similar to the proof of Theorem 25, we consider the
distance to the maximum dual solution. Therefore, the initial distance, after a
dynamic change can be in Ω(OPT), even when we start with a 2-approximate
solution. We here analyse the (1+1) EA when the initial solution is a solution
that is feasible for the dual problem, which means that the result holds for a
solution with weight 0, as well as a solution that had been a maximal dual
solution before the dynamic change.
Theorem 30. Consider the dynamic weighted vertex cover problem where an
arbitrary edge is dynamically added to or deleted from the graph with proba-
bility PD <
1
(1+)(2eOPT·m+10e2m2) at each step, where  > 0 is a small con-
stant. Starting with a solution that is feasible for the dual problem, after a
dynamic change (1+1) EA finds a 2-approximate solution in a phase of P =
α(1 + )(2eOPT ·m+ 10e2m2) steps, α > 0 a positive number, with probability(
1− ( e−1e )α
) (
1− e−Ω(m)).
Proof. From Theorem 25, we know that starting with a 2-approximate solution,
if a dynamic change happens that destroys the quality of 2-approximation, with
probability 1 − e−Ω(m), the algorithm re-discovers a 2-approximate solution in
a phase of P = 2eOPT ·m+ 10e2m2 steps. The proof of this theorem holds for
any initial solution that is a feasible solution for the dual problem.
Moreover, if the algorithm starts with a solution that is feasible for the
dual problem, then it will always be feasible, because the fitness function is
defined such that an increase in violation is never accepted by the algorithm,
and according to Lemma 19 dynamic changes do not cause violations either.
Therefore, if the initial solution is a feasible solution for the dual problem, then
from any point of the process of the algorithm, in a phase of P = 2eOPT ·
m + 10e2m2 steps with no dynamic changes, with probability 1 − e−Ω(m) the
algorithm finds a 2-approximate solution.
Since the probability of a dynamic change is PD <
1
(1+)P at each step, the
probability of not facing any dynamic changes in a phase of P steps is at least
(1− PD)P ≥ 1
e
.
If we have α phases of size P , then the probability of facing at least one dynamic
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change in all of them is at most (
1− 1
e
)α
,
which implies that with probability 1 − ( e−1e )α, at least one of these phases
does not include a dynamic change, and due to Theorem 25 with probability
1− e−Ω(m), a 2-approximate solution is reached in that phase.
The following corollary can be obtained from Theorem 30, in which the
expected time to find a 2-approximate solution is found.
Corollary 31. Consider the dynamic weighted vertex cover problem where an
arbitrary edge is dynamically added to or deleted from the graph with probability
PD <
1
(1+)(2eOPT·m+10e2m2) at each step,  > 0. Starting with a solution that
is feasible for the dual problem, (1+1) EA finds a 2-approximate solution in
expected time O(OPT ·m+m2).
5 Conclusion
In this paper, we have investigated the behaviour of two simple randomised
search heuristics, namely RLS and (1+1) EA, on the dynamic vertex cover
problem. The expected required time for re-optimization of the classical ver-
tex cover problem after a dynamic change had been analysed in [16] for these
two algorithms with an edge-based representation. In this paper we have im-
proved the results of the analysis of (1+1) EA. Moreover, we have investigated
the probabilistic dynamic setting for applying dynamism to the problem, in
which the instance of the problem is subject to a change at each step with
probability PD. We have proved that starting from an arbitrary solution,
(1+1) EA achieves a maximal matching which is a 2-approximate solution in
expected time O(m logm), when the dynamic changes take place with proba-
bility PD ≤ 12000em . Furthermore, with the same setting, we have proved that
the investigated algorithm restores the quality of 2-approximation, in expected
time of O(m).
After the analysis for the classical vertex cover problem, we have turned
our attention to the weighted vertex cover problem, in which weights of at most
wmax are assigned to vertices. We have used a similar edge-based representation
and investigated both dynamic settings for this problem for RLS and (1+1) EA.
In the one-time dynamic setting, assuming that the algorithms are initialized
with a 2-approximate solution before a dynamic change happens on the graph,
we have found the expected times of O(wmax · m) and O(OPT · m + m2) to
restore the quality of 2-approximation after the change for RLS and (1+1) EA,
respectively. In the probabilistic dynamic setting, for RLS and (1+1) EA, we
have assumed that a dynamic change happens at each step with probability
PD ≤ 15wmaxem and PD < 1(1+)(2eOPT·m+10e2m2) , respectively. With these as-
sumptions we have proved that starting from a 2-approximate solution, RLS
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re-optimises the solution in expected times O(wmax ·m). We have also proved
that in this setting, starting from a solution that assigns a weight of 0 to all
edges, RLS and (1+1) EA find a 2-approximate solution in O(m · OPT) and
O(m ·OPT +m2), respectively, where OPT is the weight of the optimal vertex
cover.
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