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A simple analysis of a D/GI/1 vacation queue with
impatient customers
Assia BOUMAHDAF∗
Abstract
In this paper, we deal with an D/GI/1 vacation system with impatient customers.
We give a sufficient condition for the existence of a limit distribution of the waiting
time and integral equations are derived in both reneging and balking scenarios. Explicit
solutions are given when vacation times are exponentially distributed and service times
are either exponentially distributed or deterministic.
1 Introduction
In this paper, we propose a simple analysis of a D/GI/1 vacation system with impatient
customers. Such models may be used to describe many data switching systems whose
data transmission must be done in a very short time. Such systems may have to support
periodic arrival streams and might also execute other tasks that come from other queues.
Thus, these secondary tasks may be regarded as server on vacations.
Some investigations have been published regarding the performance of vacation queue-
ing systems with impatient customers. In the literature queueing system may say as limited
waiting time or limited sojourn time. Most of these works focus on M/G/1 queueing mod-
els with a general vacation distribution and constant deadline. The study of these queueing
systems have been introduced by [16]. The author derives the joint stationary distribution
of the workload and the state of the server (available for service or on vacations). In [15],
the authors have considered twoM/G/1 with balking customers and deterministic deadline
on the waiting time and sojourn time. They have obtained integral equations for the steady
state probability distribution function of the waiting times and the sojourn times. They
expressed these equations in terms of steady state probability distribution function of the
M/G/1 queue with vacations without deadline. Recently, [10] has investigated theM/G/1
queue with multiple and single vacations, sojourn time limits and balking behavior. Ex-
plicit solutions for the stationary virtual waiting time distribution are derived under various
assumptions on the service time distribution. The same author in [11], derives recursive
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equations in the case of a deterministic service times for the steady-state distributions of
the virtual waiting times in a M/G/1 queue with multiple and single vacations, sojourn
time limits and balking behavior. In [1], the authors have analyzed queueing models in
which customers become impatient only when servers are on vacations. They have derived
some performance measures for M/M/1, M/G/1 and M/G/1 for both multiple and single
vacations.
In the case of a single service discipline, we analyse a Lindley-type equation [12] and
the model may be reduce to the D/GI/1+D queue. A sufficient condition is given for the
existence of the stationary waiting time distribution and an integral equation is established
for both reneging and balking models in the case of a single service discipline. The station-
ary probability of rejection is also derived for both models. Using the Laplace transform
to solve a differential equation, simple explicit solutions are given when vacation times are
exponentially distributed, and when service times distribution are either exponential, or
deterministic.
This model was studied by [8] and the more general case was studied, for example by
[4], [3], or [14]. In [8], the author derives an integral equation for the stationary waiting
time distribution based on the model introduced by [6] (see also [9], Chapter 1, equation
(1.4)). The same author in [6] proposes a correction in [7]. In this paper, we take into
account [7] and to rewrite the integral equation and solve it in a simple manner under
various hypotheses.
The paper is organized as follows. In Section 2, we give a description of reneging and
balking models. In Section 3, we establish preliminary results. In Section 4, we give a
sufficient condition for the stability and derives integral equations for the stationary wait-
ing time distribution and the stationary probability of rejection for reneging and balking
models. Section 5 derives an explicit solution of the integral equation in the case of expo-
nentially distributed vacation times and deterministic service times. In Section 6, we focus
on the solution of the integral equation, when the service times and the vacation times are
both exponentially distributed.
2 Model description and assumption
We consider a first-in-first-out single-server queueing system with single vacations in which
customers are subject to a constant deadline K > 0 on the waiting time. A customer
cannot wait more than K time units in the queue. If he does not reach the server before a
time K, he leaves the system and never returns. When he reaches the server, he remains
until service completion. Customers arrive at periodic epochs, Tn := nT , n ∈ N and
require service duration σn, n ∈ N. We assume that the server is free initially, and the
first customer begins to be served on arrival. Customers may renege from the queue or
balk upon arrival. A balking customer do not join the queue at all, and a customer who
2
reneges joins the queue but leaves without being served. We examine the single service
discipline, i.e., after each service completion the server goes on vacations (justifier). At
the end of its vacation period, the server begins serving if a customer is present; otherwise
it remains idle until a new customer arrives. For n > 0, denote by vn a real-valued random
variable representing the length of the nth vacation period. Both sequences (vn, n ≥ 1)
and (σn, n ≥ 0) are assumed to be independent and identically distributed non-negative
random variables with distribution function V (x) and B(x). All random variables are
defined on the same probability space (Ω,F ,P).
In practice observable data may consist only in partial information. Suppose that,
we observe {(Tn, σn), n ≥ 0} and that the vacation periods are not observable. In this
setting, the workload process which depends on {σn, n ≥ 0}, {vn, n ≥ 0} cannot be antici-
pated, so that the balking model is not appropriate. It is then desirable to investigate the
reneging behaviour of customers. In [17], authors have taken into consideration the nature
of the observable data by supposing that queue length is observable and have developed
performance measure approximations for both reneging and balking models. As observed
by Baccelli et al. [3], customers who renege from the queue do not influence the waiting
time of served customers. Thus, many steady-state performance measures are identical for
reneging and balking models.
In what follows, Lindley-type recursive equations are formulated for both reneging and
balking models under the assumption that we observe the arrivals and the service duration
of customers but the vacation periods are not directly observable. This implies that the
periodic arrival point process will be marked only by the sequence {σn, n ≥ 0}.
2.1 The waiting time process for the reneging model
In the reneging model, all customers enter into the system. If the waiting time of a customer
upon his arrival exceeds his patience time K, he abandons the queue without being served.
Let wn be the waiting time experienced by the nth customer, i.e., the time between his
arrival and the instant where he starts his service (if he receives a service). The idea is
to express the waiting time of the (n + 1)th customer in terms of those of the last served
customer.
• If the nth customer joins the server (wn < K), at his departure time the server takes
one vacation of length vN(n+1), where N(n+1) is the number of served customers prior to
the (n + 1)th arrival. Since a customer cannot wait more than K time units, the waiting
time of the (n+ 1)th customer is given by
wn+1 = min[K, (wn + σn + vN(n+1) − T )
+],
where
N(n+ 1) =
n∑
k=0
1(wk<K) (1)
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is the number of successfully served customers prior to the (n + 1)th arrival.
• If the nth customer abandons the queue without being served (wn = K) and the
(n− 1)th customer joins the server (wn−1 < K), the waiting time wn+1 satisfies
wn+1 = min[K, (wn−1 + σn−1 + vN(n) − 2T )
+].
The fact that the nth customer leaves the system without being served is expressed by
wn−1 + σn−1 + vN(n) − T = K.
• More generally, if wn = . . . = wn−k+1 = K and wn−k < K for some k = 0, 1, . . . , n
we have{
w0 = 0
wn+1 = min[(wn−k + σn−k + vN(n−k+1) − (k + 1)T )
+,K], n ≥ 0,
(2)
where k is the number of lost customers between the (n−k)th and the (n+1)th customer.
Furthermore, we have the following inequalities for each lost customer
wn−k + σn−k + vN(n−k+1) − (j + 1)T = K, j = 0, . . . , k − 1. (3)
Equations (2) and (3) are particular cases of Equations (2) and (3) in [4], where the author
studied the general queueing system GI/G/1 +GI.
2.2 The workload process for the balking model
Let {w˜t, t ∈ R} be the workload process. The random variable wt represents the amount
of work remaining to be done by the server at time t. By convention {w˜t, t ∈ R} will be
taken right-continuous with left limit w˜t− and w˜0− = 0. We define the workload sequence
by, w˜n = w˜T−n , for all n ∈ N. Thus, the value of w˜n taken up to time Tn represents the time
that the nth customer would have to wait to reach the server. The workload upon arrival
of a customer is assumed to be known, hence a customer enters the system if and only
if the workload upon his arrival is lower than his patience time K. If not, the customer
does not enter and never returns. The server takes one vacation as soon as a customer
completes his service. Consequently, vacation lengths are indexed by (1) (by replacing wn
by w˜n). The general case was studied by [3], or [14]. We have for n ≥ 0{
w˜0 = 0
w˜n+1 =
[
w˜n + (σn + vN(n+1))1(w˜n<K) − T
]+
.
(4)
The above equation is similar to Equations (2.1) in [3].
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3 Preliminary results
In this section, we shall derive time-dependent integral equations for both the waiting time
and the workload process. Let us, first introduce one lemma.
Let n and p be two non-negative integers. Recall that N(n + 1) =
∑n
k=0 1(wk<K) is
the number of successfully served customers prior to (n+ 1)T (for the reneging scenario).
For 2 ≤ p ≤ n + 1, if N(n + 1) = p and wn < K, then the nth customer is the pth
served customer. After his service, the server takes its pth vacation period of length vp.
Thus, the event {wn < K,N(n + 1) = p} is a function of σ0, . . . , σn−1, v1, . . . , vp−1, and
vp is independent of the event {wn < K,N(n + 1) = p}. If p > n + 1 or p = 1, then
{N(n + 1) = p,wn < K} = ∅. Let σ(σ0, . . . , σn−1, v1, . . . , vp) the σ-field generated by the
random variables σ0, . . . , σn−1, v1, . . . , vp. We have the following lemma.
Lemma 3.1. Let n ≥ 1 and p ≥ 1 be two non-negative integers. The events {wn <
K,N(n + 1) = p} and {w˜n < K,N(n + 1) = p} are both σ(σ0, . . . , σn−1, v1, . . . , vp−1)
measurable, and vp is independent of both events {wn < K,N(n + 1) = p} and {w˜n <
K,N(n + 1) = p}.
Let Wn(x) and W˜n(x), x ∈ R
+ be the distribution functions of wn and w˜n respectively.
For the reneging scenario, no customer can wait in the queue more than K units of times.
For all n ≥ 0, wn is lower than K with probability one. Thus, for 0 ≤ x < K we have
P(wn+1 ≤ x) =
n∑
k=0
P(wn+1 ≤ x,wn−k < K,wn−j = K, j = 0, . . . k − 1).
From Equations (2) and (3), by conditioning first with respect to wn, secondly, with respect
to N(n + 1), and using Lemma 3.1, and the fact that both sequences (σn, n ≥ 0) and
(vn, n ≥ 1) are i.i.d. and mutually independent, yields for 0 ≤ x < K
P(wn+1 ≤ x,wn−k < K,wn−j = K, j = 0, . . . k − 1)
=
∫ K−0
0−
[G(axk(w)) −G(bk(w))]dWn−k(w), k = 0, . . . , n,
where {
axk(w) = x− w + (k + 1)T, k ≥ 0
b0(w) = 0, bk(w) = K − w + kT, k ≥ 1,
(5)
and G denotes the distribution function of σ0 + v1. The previous equation is given with
the condition that G(s) − G(u) = 0 for s − u ≤ 0. For 0 ≤ x < K, the time-dependent
integral equation for the waiting time for the reneging behaviour satisfies, for 0 ≤ x < K
Wn+1(x) =
n∑
k=0
∫ K−0
0−
{G(axk(w)) −G(bk(w))} dWn−k(w). (6)
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If x ≥ K, Wn+1(x) = 1.
Simple calculations yield for the balking scenario
W˜n+1(x) =
∫ K−0
0−
G(x− w + T )dW˜n(w) +
∫ T+x
K−0
dW˜n(w). (7)
with the condition that G(u) = 0 and dW (u) = 0 for u < 0.
4 Stability condition
For all n ≥ 1 let un = P(wn = 0) be the probability that the nth customer finds the server
free (with u0 = 1), and fn = P(wn = 0, wn−1 > 0, . . . , w1 > 0), the probability that the
event {wn = 0} occurs after n steps (with f0 = 0). For k ≥ 0, let ν
k
0 (with ν
0
0 = 0) be the
number of entering customers in the kth busy period, that is, the duration for which the
server is either serving or on vacations. We denote by µ the mean of the renewal epochs.
The following result is a corollary of Theorem 1 in [4].
Corollary 4.1. For the D/GI/1 queue with single vacations, constant deadline and single
service discipline, assuming that P(σ0 + v1 − T < 0) > 0, the limiting waiting time distri-
bution function W exists. Moreover, if the distribution functions B and V are continuous,
then W satisfies for 0 ≤ x < K
W (x) =
∫ K−0
0−
∑
n≥0
Gxn(w)dW (w), (8)
where ∑
n≥0
Gxn(w) =
∑
n≥0
P(bn(w) ≤ σ0 + v1 ≤ a
x
n(w)), (9)
where {axn}n≥0 and {bn}n≥0 defined by Equation (5).
The probability of rejection is given by
BK := lim
n→∞
P(wn = K) =
∫ K−0
0−
∞∑
n=1
[1−G(K − w + nT )] dW (w). (10)
Remark 4.1. Since the sequence (vn, n ≥ 1) is i.i.d., the sequence (wn, n ≥ 0) has the same
law than the sequence (zn, n ≥ 0), where zn+1 is defined by z0 = 0, zn+1 = min[(zn−k +
σn−k+ vn−k+1− (k+1)T )
+,K] for n ≥ 0. It means, that the model that we propose in this
paper, coincides (in law) with the classical D/GI/1 + D queuing model for the reneging
scenario, in which the sequence of service durations (sn, n ≥ 0) is defined by sn := σn+vn+1,
n ≥ 0. In other words, the non observable data, (vn, n ≥ 1) may be regarded as a sequence
of marks for the arrival process.
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Remark 4.2. As in Remark 4.1, this model coincides (in law) with the model defined by
z˜0 = 0, z˜n+1 = [z˜n+(σn+ vn+1)1(z˜n<K)−T ]
+. Thus, it may be reduce to the D/GI/1+D
queue for balking customers.
Remark 4.3. The D/G/1+D queue was studied by Ghosal in [8]. The author derived an
integral equation for the stationary waiting time based on the model introduced by Finch
in [6] (see also [9], Chapter 1, equation (1.4)), where the case wn = K is not taken into
account (see [7], for a correction). Thus, the integral equation derived in [8] does not take
into account the case where customers left prematurely the queue.
Lemma 4.1. Under the condition P(σ0 + v1 < T ) > 0, we have µ <∞.
Proof. The sequence (z˜n, n ≥ 0) defined in Remark 2, is a regenerative process with respect
to the renewal sequence (τk0 , k ≥ 0), where τ
k
0 is the number of customers entering during
the kth busy period (wit h τ00 = 0) and provided P(τ
1
0 < ∞) = 1. When comparing wn
with w˜n and using Remark 2 we have wn ≤ w˜n
L
= zn for all n ≥ 0. Since P(v1 + σ0 <
T ) > 0, the renewal sequence (τk0 , k ≥ 0) is aperiodic. From Theorem 2.2 in [2] we have
µ ≤ µ˜ = E(τ10 ) = (q0)
−1 <∞, where q0 := limn→∞ P(z˜n = 0) > 0.
We now are able to prove Corollary 4.1.
Proof. Existence. The first part of the proof is similar to that of Theorem 1 in [4]. For
x ≥ 0, we introduce the function
Fn(x) = P(wn ≤ x,wk > 0, k = 1, . . . , n − 1).
Then Fn(0) = fn and Fn(∞) = fn + fn+1 + . . . .
One computes
Wn(x) =
∑n−1
k=0 P(wk = 0, wk+1 > 0, . . . , wn ≤ x)
=
∑n
k=1 un−kFk(x).
Since
∑
n≥1 fn = 1 and (fn, n ≥ 1) is aperiodic the Theorem 2.2 of [2] yields
lim
n→∞
un = µ
−1.
Furthermore, for all x ∈ [0,K), 0 ≤ Fn(x) ≤ Fn(∞),we obtain
∞∑
n=1
Fn(x) ≤
∞∑
n=1
Fn(∞) =
∞∑
n=1
nfn = µ <∞.
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The series uniformly converges over x ∈ [0,K). It follows from Theorem 1 p. 318 of
[5] that the sequence (Wn(x)) converges uniformly for x ∈ [0,K) and therefore the limit
function W (x) is a distribution function.
Limit value. For any integer m, we introduce the subdivision selected on continuity points
of W
0 = wm,0 < wm,1 < . . . < wm,lm = K,
and ∆m = sup1≤j≤lm(wm,j − wm,j−1) such that limm→∞∆m = 0. For x and w ∈ [0,K),
define the sequence (Gxk)k≥0 such that{
Gx0(w) = G(a
x
0(w)), G
x
k(w) = G(a
x
k(w)) −G(bk(w)), k ≥ 1.
The function Gxk depends on T,K and σ. For sake of simplicity, we omitted these param-
eters. For all k, the functions Gxk(w) are continuous on [0,K) uniformly over x. Thus,
according to the definition of Riemann-Stieltjes integral
lim
n→∞
Wn+1(x) = lim
n→∞
lim
m→∞
lm∑
j=1
n∑
k=0
Gxk(wm,j−1)[Wn−k(wm,j)−Wn−k(wm,j−1)]. (11)
Define the sequence (αm,n)m≥0,n≥0 by
αm,n =
lm∑
j=1
n∑
k=0
Gxk(wm,j−1)[Wn−k(wm,j)−Wn−k(wm,j−1)].
The sequence Wn and the series
∑∞
n=0G
x
n(w) are uniformly convergent. Thus, according
to Theorem 1 p. 318 in [5], the sequence (αm,n)n≥0 converges uniformly over m to
lm∑
j=1
∞∑
n=0
Gxn(wm,j−1)[W (wm,j)−W (wm,j−1)].
Furthermore, the definition of Riemann-Stieltjes integral gives the convergence of (αm,n)m≥0
to ∫ K−0
0−
n∑
k=0
Gxk(w)dWn−k(w).
Thus, we may invert the limit in (11) which yields (8).
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Probability of rejection. This probability is expressed as
P(wn = K) =
n∑
k=1
P(wn = K,wn−k < K,wn−j = K, j = 1, . . . , k − 1)
=
n∑
k=1
∫ K−0
0−
[1−G(bk(w))] dWn−k.
Since W (x) exists, (10) is proved.
Corollary 4.2 is similar to Corollary 4.1. It establishes the sufficient condition for the
stability for the balking scenario and gives the stationary workload distribution together
with the blocking probability BK := lim
n→∞
P(w˜n ≥ K).
Corollary 4.2. For the D/GI/1 queue with single vacations, constant deadline and single
service discipline, assuming that P(v1+σ0 < T ) > 0, the limiting waiting time distribution
function W˜ exists. Moreover, if the distribution function G is continuous on R+, then W˜
satisfies
W˜ (x) =
∫ K−0
0−
G(x−w + T )dW˜ (w) +
∫ x+T
K−0
dW˜ (w), x ≥ 0. (12)
The blocking probability is given by
BK =
∫ K−0
0−
[1−G(K − w + T )] dW˜ (w) +
∫ ∞
K+T
dW˜ (w).
Proof. The first part of the proof is similar to that of Corollary 4.1. The limit W˜ is obtained
by an Helly-Bray type argument (see, for example, [13]).
Remark 4.4. Integrating by parts the first term of Equation (12)) leads to
G(x+ T −K)−
∫ K−0
0−
W (w)dG(T + x− w),
with the condition that G(u) = 0 and G(u) = 0 for u < 0. This equation is the same as
Equation (1) of Ghosal in [8], but the author does not consider the case where the previous
customer abandons the queue without being served.
9
5 The case of deterministic service and exponentially dis-
tributed vacation times
In this section, we analyse the reneging model under the assumptions that customers require
a deterministic service duration σ > 0 and the vacations are exponentially distributed with
parameter λ > 0. Equation (8) becomes
W (x) =
∫ K−0
0−
∑
n≥0
V xn (w)dW (w), (13)
where ∑
n≥0
V xn (w) =
∑
n≥0
P(bn(w) ≤ v ≤ a
x
n(w)),
and 

ax,Tn (w) := x− σ − w + (n+ 1)T, n ≥ 0,
b0 := 0, b
K,T
n (w) := K − σ − w + kT, n ≥ 1.
Substituting V (x) = 1− e−λx, x ≥ 0 in (13) gives, for 0 ≤ x < K, 0 ≤ w < K
W (x) = 1− e−λ(x−σ+T ) + αλ[e
−λ(K−σ) − e−λ(x−σ+T )]
+
∫ K−0
0+
1− e−λ(x−w−σ+T )dW (w) + αλ
∫ K−0
0+
e−λ(K−w−σ) − e−λ(x−w−σ+T )dW (w),
(14)
where αλ =
e−λT
1− e−λT
. From Equation (14) and the Lebesgue’s dominated convergence
theorem it follows that
lim
n→∞
W (x+ hn)−W (x)
hn
≤ αλλe
λ(K+σ),
where hn −→ 0 as n→∞. The distribution function W is differentiable on (0,K) and has
a bounded derivative with a finite number of discontinuity (at points x = 0 and x = K).
Hence W is absolutely continuous with respect to the Lebesgue measure and we denote
by f the probability density function (pdf) of W . Taking the derivative in Equation (24)
yields
f(x) =W (0)αeλσλe−λx + λαeλσ
∫ x
0
e−λ(x−w)f(w)dw, 0 < x < K. (15)
Suppose that there exists a function g satisfying, for all x > 0,
g(x) = G(0)αeλσλe−λx + λαeλσ
∫ x
0
e−λ(x−w)g(w)dw, (16)
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where G is the distribution function of g, andW (0) = G(0). Taking the Laplace transform
of (16), we have
Φ(θ) =W (0)αeλσ
λ
λ+ θ
+ αeλσ
λ
λ+ θ
Φ(θ), θ > λ(αeλσ − 1).
Rewriting this last equation gives
Φ(θ) =
G(0)λαeλσ
θ − λ(αeλσ − 1)
.
Hence, by inversion we obtain
g(x) = G(0)λαeλσeλ(αe
λσ−1)x, x > 0.
Identifying f with g on (0,K) leads to
f(x) =W (0)λαeλσeλ(αe
λσ−1)x, 0 < x < K. (17)
The constant W (0) is evaluated by the condition
W (0) +
∫ K
0
f(x)dx+BK = 1
thus
W (0) = [1−BK ]
[
1 +
∫ K
0−
λαeλσeλ(αe
λσ−1)xdx
]−1
= [1−BK ]
[
αλe
λσ − 1
αλeλ(Kαλe
λσ−K+σ) − 1
]
, (18)
where BK is the probability of rejection
BK =
∫ K−0
0−
∞∑
n=1
[1− V (K − w − σ + nT )] dW (w). (19)
Substituting V (x) = 1− e−λx in (19) gives
BK =W (0)αλe
−λ(K−σ−αλe
λσ). (20)
We have the following Proposition.
Proposition 5.1. In the D/D/1 queue with exponential vacation times and single service
discipline, under the conditions of Theorem 1, the density of W on (0,K) is
f(x) =W (0)λαeλσeλ(αe
λσ−1)x,
where W (0) and BK are given by (18), (20) respectively.
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Remark 5.1. Equation (15) is of the type
f(x) = h(x) + Λ
∫ x
0
K(x− w)f(w)dw, 0 < x < K,
which is the so-called Volterra equation. Applying the method of the resolvent, we obtain
Kn+1(x,w) =
(x− w)n
n!
e−λ(x−w), n ≥ 0.
Therefore, the resolvent kernel of (15) is
R(x,w; Λ) = e(Λ−λ)(x−w),
and the solution is given by
f(x) = h(x) + Λ
∫ x
0
e(Λ−λ)(x−w)h(w)dw.
The calculation of the previous equation yields (17).
We now focus on the time-dependent waiting time distribution.
Proposition 5.2. For all n ≥ 0 and x ≥ 0 the time-dependent distribution of the waiting
time for the balking model is given by
P(w˜n+1 > x) =
n∑
j=0
(
n
j
)
Kn−jλn−je−λ(x+(n+1)T−(n+1−j)σ).
Proof. The proof is by induction. For n = 0, we have P(w˜1 > x) = P(σ + v1 − T > x) =
e−λ(x+T−σ). Assume that P(w˜n > x) =
∑n−1
j=0
(
n−1
j
)
Kn−1−jλn−1−je−λ(x+nT−(n−j)σ) hold.
Then,
P(w˜n+1 > x, w˜n < K) =
∫ K
0
P(w + σ + vn+1 − T > x)
× λ
n−1∑
j=0
(
n− 1
j
)
Kn−1−jλn−1−je−λ(x+nT−(n−j)σ)
=
n−1∑
j=0
(
n− 1
j
)
Kn−jλn−je−λ(x+(n+1)T−(n+1−j)σ).
consequently, P(w˜n+1 > x, w˜n ≥ K) =
∑n−1
j=0
(
n−1
j
)
Kn−1−jλn−1−je−λ(x+(n+1)T−(n−j)σ).
Hence,
12
P(w˜n+1 > x) =
n−1∑
j=0
(
n− 1
j
)
Kn−jλn−je−λ(x+(n+1)T−(n+1−j)σ)
+
n−1∑
j=0
(
n− 1
j
)
Kn−1−jλn−1−je−λ(x+(n+1)T−(n−j)σ)
=
(
n− 1
0
)
Knλn + e−λ(x+(n+1)T−(n+1)σ)
+
n−1∑
j=1
(
n− 1
j
)
Kn−jλn−je−λ(x+(n+1)T−(n+1−j)σ)
+
n−2∑
j=0
(
n− 1
j
)
Kn−1−jλn−1−je−λ(x+(n+1)T−(n−j)σ)
+
(
n− 1
n− 1
)
e−λ(x+(n+1)T−σ)
=
n∑
j=0
(
n
j
)
Kn−jλn−je−λ(x+(n+1)T−(n+1−j)σ).
P(w˜n+1 > x) =
n−1∑
j=0
(
n− 1
j
)
Kn−jλn−je−λ(x+(n+1)T−(n+1−j)σ)
+
n−1∑
j=0
(
n− 1
j
)
Kn−1−jλn−1−je−λ(x+(n+1)T−(n−j)σ)
=
n∑
j=0
(
n
j
)
Kn−jλn−je−λ(x+(n+1)T−(n+1−j)σ).
6 The case of exponentially distributed service times and
vacation times
In this section, from (8) we obtain differential equation for the unknown pdf f and solve it
explicitly using the Laplace transform as in the previous section. Throughout this section,
we assume that B(x) = 1− e−µx and V (x) = 1− e−λx, x ≥ 0 with λ > 0, µ > 0 and λ 6= µ.
Let G(x) be the distribution function of the random variable σ0 + v1, that is for x ≥ 0
G(x) = 1− µ/(µ− λ)e−λx − λ/(λ− µ)e−µx.
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Equation (9) becomes∑
n≥0
Gxn(w) = P(σ + v ≤ x− w + T )
+
∑
n≥1
P(K − w + nT ≤ σ + v ≤ x− w + (n + 1)T )
= 1−
µ
µ− λ
e−λ(x−w+T ) −
λ
λ− µ
e−µ(x−w+T ) +
µ
µ− λ
αλ
[
e−λ(K−w) − e−λ(x−w+T )
]
+
λ
λ− µ
αµ
[
e−µ(K−w) − e−µ(x−w+T )
]
,
where
αλ = e
−λT /(1 − e−λT ) and αµ = e
−µT /(1 − e−µT ).
We now derive the stationary waiting time integral equation. Substituting the above
equation in (8)q, yields for 0 ≤ x < K,
W (x) =W (0)
∑
n≥0
Gxn(0) +
∫ K−0
0+
∑
n≥0
Gxn(w)dW (w)
=W (0)
{
1−
µ
µ− λ
e−λ(x+T ) −
λ
λ− µ
e−µ(x+T ) +
µ
µ− λ
αλ
(
e−λK − e−λ(x+T )
)
+
λ
λ− µ
αµ
(
e−µK − e−µ(x+T )
)}
+
∫ K−0
0+
[
1−
µ
µ− λ
e−λ(x−w+T ) −
λ
λ− µ
e−µ(x−w+T )
]
dW (w)
+
µ
µ− λ
αλ
∫ K−0
0+
[
e−λ(K−w) − e−λ(x−w+T )
]
dW (w)
+
λ
λ− µ
αµ
∫ K−0
0+
[
e−µ(K−w) − e−µ(x−w+T )
]
dW (w).
(21)
Taking the derivative of (21) with respect to x yields
f(x) =W (0)
{
λµ
µ− λ
αλe
−λx +
λµ
λ− µ
αµe
−µx
}
+
λµ
µ− λ
αλ
∫ x
0
e−λ(x−w)f(w)dw +
λµ
λ− µ
αµ
∫ x
0
e−µ(x−w)f(w)dw.
(22)
Hereinafter, we transform (22)q into an 2-nd order linear homogeneous differential equation.
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Taking the derivative with respect to x to Equation (22) yields
f ′(x) = −λ
{
W (0)
λµ
µ− λ
αλe
−λx +
λµ
µ− λ
αλ
∫ x
0
e−λ(x−w)f(w)dw
}
− µ
{
W (0)
λµ
λ− µ
αµe
−µx +
λµ
λ− µ
αµ
∫ x
0
e−µ(x−w)f(w)dw
}
+
λµ
λ− µ
αµf(x) +
λµ
µ− λ
αλf(x).
(23)
Equation (23) can be rewritten as
f ′(x) =
(
−λ− µ+
λµ
µ− λ
αλ +
λµ
λ− µ
αµ
)
f(x)
+ λ
{
W (0)
λµ
λ− µ
αµe
−µx +
λµ
λ− µ
αµ
∫ x
0
e−µ(x−w)f(w)dw
}
+ µ
{
W (0)
λµ
µ− λ
αλe
−λx +
λµ
µ− λ
αλ
∫ x
0
e−λ(x−w)f(w)dw
}
.
Differentiating the above equation leads to the following 2-nd order homogeneous linear
differential equation
f ′′(x) +Aλ,µf
′(x) +Bλ,µf(x) = 0, (24)
where
Aλ,µ = λ+ µ−
λµ
µ− λ
αλ −
λµ
λ− µ
αµ and Bλ,µ = λµ−
λ2µ
λ− µ
αµ −
λµ2
µ− λ
αλ.
To solve (24), we will apply the Laplace transform. The density f has a bounded support.
In order to inverse the Laplace transform, we shall introduce a function g with support
(0,∞). Supppose that there exists a function g which coincides with f on (0,K), so that
it satisfies for all x > 0,
g(x) = G(0)
{
λµ
µ− λ
αλe
−λx +
λµ
λ− µ
αµe
−µx
}
+
λµ
µ− λ
αλ
∫ x
0
e−λ(x−w)g(w)dw
+
λµ
λ− µ
αµ
∫ x
0
e−µ(x−w)g(w)dw,
where G denotes the probability function of g, and
g′′(x) +Aλ,µg
′(x) +Bλ,µg(x) = 0. (25)
Assume futhermore, that W (0) = G(0). Let Φ be the Laplace transform of g,
Φ(θ) =
∫ ∞
0
e−θxg(x)dx, x ∈ R+, θ ∈ C, Re(θ) ≥ 0.
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By taking the Laplace transform of (25), we obtain
(θ2 +Aλ,µθ +Bλ,µ)Φ(θ) = (Aλ,µ + θ)g(0) + g
′(0).
Rearranging the terms gives
Φ(θ)
G(0)
=
θλµ(αλ − αµ) + λµ(µαλ − λαµ)
θ2(µ− λ) + θ [(µ2 − λ2) + λµ(αµ − αλ)] + λµ [µ(1− αλ)− λ(1− αµ)]
. (26)
The denominator of
Φ(θ)
G(0)
is clearly polynomial of degree two. Its roots will be denoted γ1
and γ2 and have negative real parts. Furthermore, the derivative has one zero which is not
a root of the denominator, thus γi are simple roots (i = 1, 2). The numerator is polynomial
of degree one, and we have the following partial fraction expansion
Φ(θ)
G(0)
=
2∑
i=1
Ci
θ − γi
. (27)
The constants Ci (i = 1, 2), are expressed by
C1 = lim
θ→γ1
Φ(θ)
G(0)
(θ − γ1) =
γ1λµ(αλ − αµ) + λµ(µαλ − λαµ)
γ1 − γ2
, (28)
and
C2 = lim
θ→γ2
Φ(θ)
G(0)
(θ − γ2) =
γ2λµ(αλ − αµ) + λµ(µαλ − λαµ)
γ2 − γ1
. (29)
Inverting (27) yields
g(x) = G(0)
2∑
i=1
Cie
γix, x > 0.
Identifying f(x) with g(x) on 0 < x < K, gives
f(x) =W (0)
2∑
i=1
Cie
γix.
It remains to find the constant W (0) which is done by the normalizing condition
W (0) +
∫ K
0
f(x)dx+BK = 1.
Therefore,
W (0) = [1−BK ]
[
1 +
∫ K
0
2∑
i=1
Cie
γixdx
]−1
. (30)
The calculation of the probability of rejection comes from to (10), we have
BK =W (0)
{
µ
µ− λ
αλe
−λK +
λ
λ− µ
αµe
−µK
}
+
µ
µ− λ
αλ
∫ K
0
eλwf(w)dw +
λ
λ− µ
αµe
−µK
∫ K
0
eµwf(w)dw.
The calculation of integrals in the last equality gives∫ K
0
eλwf(w)dw =
W (0)C1
λ+ γ1
[
e(λ+γ1)K − 1
]
+
W (0)C2
λ+ γ2
[
e(λ+γ2)K − 1
]
,
∫ K
0
eµwf(w)dw =
W (0)C1
µ+ γ1
[
e(µ+γ1)K − 1
]
+
W (0)C2
µ+ γ2
[
e(µ+γ2)K − 1
]
.
Finally,
BK =W (0)
µ
µ− λ
αλ
{
e−λK +
C1
λ+ γ1
[
e(λ+γ1)K − 1
]
+
C2
λ+ γ2
[
e(λ+γ2)K − 1
]}
+W (0)
λ
λ− µ
αµ
{
e−µK +
C1
µ+ γ1
[
e(µ+γ1)K − 1
]
+
C2
µ+ γ2
[
e(µ+γ2)K − 1
]}
.
(31)
Remark 6.1. Equation (24) may be solved using the characteristic equation t2 +Aλ,µt+
Bλ,µ = 0. The solution of (24) is of the form f(x) = C1e
t1x + C2e
t2x, where t1 6= t2 are
the roots of the characteristic equation and C1, C2 are calculated from initial or boundary
conditions.
These conclusions are summarized in the following Proposition.
Proposition 6.1. In the D/M/1 queue with exponential vacation times and single service
discipline, under conditions of Proposition (4.1), the pdf of W on (0,K) is given by
f(x) =W (0)
2∑
i=1
Cie
γix,
where W (0) and BK are given by (30) and (31) respectively, the constants C1 and C2 are
given by (28) and (29), and γi, i = 1, 2 are the roots of (26).
17
References
[1] E. Altman and U. Yechiali, Analysis of customers’ impatience in queues with server
vacations, Queueing Systems. Theory and Applications 52 (2006), no. 4, 261–279.
[2] S. Asmussen, Applied probability and queues Applications of Mathematics (New York)
51, Second Edition, Springer-Verlag, New York, 2003.
[3] , Bacelli, F. and P. Boyer, and G. He´buterne, Single-server queues with impatient
customers, Advances in Applied Probability 16 (1984), no 4, 887–905.
[4] , D.J. Daley, General customer impatience in the queue GI/G/1 Journal of Applied
Probability, 2 (1965) 186–205
[5] W. Feller An introduction to probability theory and its applications. Vol. I, Third
edition, John Wiley & Sons, Inc., New York-London-Sydney, (1968).
[6] P. D. Finch, Deterministic customer impatience in the queueing system GI/M/1,
Biometrika 47 1960 45–52.
[7] P. D. Finch, Deterministic customer impatience in the queueing system GI/M/1; a
correction, Biometrika 48 (1961) 472–473.
[8] A. Ghosal, Queues with finite waiting time Operations Research 11 (1963) 919–921.
[9] , A.Ghosal, Some aspects of queueing and storage systems Lecture Notes in Operations
Research and Mathematical Systems, Vol. 23, Springer-Verlag, Berlin-New York, 1970
[10] T. Katayama, Some results for vacation systems with sojourn time limits, Journal of
Applied Probability 48 (2011) 679–687.
[11] , T. Katayama, A note on M/G/1 vacation systems with sojourn time limits, Journal
of Applied Probability 49 (2012) 1194–1199.
[12] D. V. Lindley, The theory of queues with a single server Proc. Cambridge Philos Soc.,
48 (1952) 277–289.
[13] , M. Loe`ve, Probability theory. I, fourth edition, Graduate Texts in Mathematics, Vol.
45, Springer-Verlag, New York-Heidelberg, (1977).
[14] R. E. Stanford, Reneging phenomena in single channel queues Mathematics of Oper-
ations Research, 4 (1979) no 2 162–178.
[15] , T. Takine, and T. Hasegawa, A note on M/G/1 vacation systems with waiting time
limits Advances in Applied Probability 22 (1990) no 2 513–518.
18
[16] F. A. van der Duyn Schouten An M/G/1 queueing model with vacation times
Zeitschrift fu¨r Operations Research. Serie A. Serie B 22 (1978) no 3 A95–A105.
[17] A. R. Ward and P.W. Glynn A diffusion approximation for a GI/GI/1 queue with
balking or reneging Queueing Systems. Theory and Applications 50 (2005) 371–400.
19
