A non associative, noncommutative algebra is defined that may be interpreted as a set of vector modules over a noncommutative surface of rotation. Two of these vector modules are identified with the analogues of the tangent and cotangent spaces in noncommutative geometry, via the definition of an exterior derivative. This derivative reduces to the standard exterior derivative in the commutative limit. The representation of this algebra is used to investigate a simple topology change where two connected compact surfaces coalesce to form one such surface.
I Introduction
Noncommutative geometry has been proposed by many people [1] [2] as a candidate for the formulation of quantum gravity, principally because it combines the noncommutative structure of quantum mechanics with the geometrical structure of general relativity. Noncommutative geometry has also been proposed [3] in the membrane picture of particle mechanics.
There are two main tasks in noncommutative geometry: The first is to find a oneparameter set of algebras A(ε) which are noncommutative for ε = 0 and commutative when ε = 0. We require that we can embed A(ε = 0) into C(M, C) the commutative algebra of complex valued function on a manifold M. Here ε plays the rôle of in quantum mechanics. This is similar to the quantisation of Poisson manifolds and investigations of ⋆-products. We call A(ε) the noncommutative version of M, although it is the algebra not the manifold which fails to commute. Thus if M is the sphere A(ε) is called the noncommutative sphere [4] . In this article M will be a surface of rotation. For a function ρ : R → R we generate a surface of rotation by rotating the section of the graph y = ρ(x) which is below the x-axis, about the x-axis. Thus the corresponding algebra A(ε) is called the noncommutative surfaces of rotation (from now on this phrase is abbreviated to NCSR). These are defined in section II and were first described in [5] , together with some simple facts such as their Poisson structure and representations.
The second task is to write down the objects studied in differential geometry, such as tangent bundles, cotangent bundles, exterior algebras, metric tensors, connections and curvature, in terms of elements of the algebra C(M, C) and then extend these definitions for A(ε).
There are two key properties required of tangent vector fields. Firstly that they should be derivatives, i.e. follow Leibniz rule, and secondly that they should form a module over the algebra of functions. (That is one can multiply a vector with a scalar to give another vector.) It turns out that for noncommutative geometry these two properties are incompatible, and one must choose either to have vectors which are derivatives, or vectors which form a module.
The standard method is to choose vectors which form derivatives [1] . If the underlying algebra A is a matrix algebra then it is easy to show that all such vectors are inner. That is if ξ : A → A such that ξ(f g) = ξ(f )g + f ξ(g) for all f, g ∈ A then there exists h ∈ A such that ξ = ad h where ad h f = [h, f ] = hf − f h. Clearly if ξ is inner then f ξ is not inner. In section IV.3 we show that the same is true for the algebra of functions on a NCSR.
In [6] the author gives an alternative method of defining tangent vectors on the noncommutative sphere. These vectors do form a (one sided) module over the noncommutative sphere but are derivatives only in the commutative limit. That is ξ(f g) = ξ(f )g + f ξ(g) + O(ε). This article may be seen as the result of giving a NCSR a vector bundle structure similar to that defined for the sphere in [6] .
One consequence of giving a NCSR a vector bundle structure is topology change. The idea that quantum gravity should lead to topology change is not new, but up to now has been quite vague. The topology change described here is quite simple. It consists of two or more disjoint surfaces each topologically equivalent to the sphere coalescing to form one such surface. Looking at figure 1 we see that as a curve is raise and lowered the corresponding surface of rotation has a different number of disjoint connected components. This is an example from Morse theory.
I.1 Structure of article
We start in section II with a review of NCSR. It is necessary to define three separate but related algebra A C , A R and A N . It is A R which is closest to the algebra defined in [5] . All three algebras are defined with respect to a C 1 real function ρ and a parameter ε > 0. For A R a third parameter R ∈ R is given. In section II.1 we give the finite dimensional unitary representations of these three algebras.
When ε = 0 the algebras A C , A R and A N become commutative algebras. In section II.2 we give a topological meaning to the algebra A R . This algebra forms a dense subalgebra of C(M, C) the algebra of complex valued continuous functions from the surface of rotation M. The surface M which depends on ρ and R is a collection of disjoint surface, each surface topologically equivalent to the sphere. If the curve ρ has more than one local minima then the number of disjoint surface and hence topology of M will depend on R. This can be seen in figure 1 .
The limit as ε → 0 of the commutator in A R (ρ, ε) gives M a Poisson structure. In fact this structure is symplectic. This is calculated in section II.3, and this is used to write the exterior derivative, metric, hodge dual and Laplace equation in a form easiest to convert to the noncommutative case.
Throughout sections III and IV we assume that ρ is trivial, that is, amongst other requirements, that it has just one local minima. Thus all corresponding surfaces M(ρ, R) will be connected and there is no change in topology to different R. However since ρ is trivial we can define the algebra B, which depends on ρ and ε > 0. An important subalgebra of B is A N . The representation of B, given in section III.1, is a Hilbert space G called a trivial multi-topology lattice, since it may be thought of as a two dimensional lattice. This lattice is decomposed into the direct some of vector spaces V n . Each V n is an n dimensional unitary representation of the algebras A N and A C . Also V n is a unitary representation of A R if R has a certain value. In section III.3 we show how, if ρ(z) = z 2 then the algebra A R is isomorphic to the algebra su(2), whilst the algebra B is equivalent to the the product of two HeisenbergWeyl algebras. Thus the embedding of A R ⊂ B corresponds to the Jordan-Schwinger representation of su (2) . In [6] we have used this Jordan-Schwinger representation to construct a space of vector modules over A R (ρ, ε) for ρ = z 2 . In section IV this process is repeated for a general trivial ρ. We first define the nonassociative algebra (Ψ, µ) which because it is nonassociative the product µ is given explicitly. This is decomposed into a set of right modules Ψ r over A R , where Ψ 0 = A R , and r ∈ Z. Using the results of section II.3, in section IV.2 we show how to interpret Ψ −2 as the space of 1-forms over M and construct an exterior derivative d, which satisfies Leibniz only in the commutative limit. We also interpret Ψ 2 as the analogous space (module) of tangent vector fields T M. This defines a vector as an object which can be multiplied by a scalar to give a vector, but which is a derivative only in the commutative limit. In section IV.3 we show that any operator that obeys Leibniz must be inner, and thus the fact the our operator does not obey Leibniz must be accepted.
In section V we return our attention to the more general ρ. We can no longer form the algebra B, however we can still investigate the multi-topology lattices G. Here, once again, G is a direct sum ⊕ s V s where each V s is a representation of A N . Since G encodes the different topologies of M, this justifies the name multi-topology lattice.
Unfortunately problems may occur near the topology change, and this requires one of four compromises to be made. The detail of the construction of G and the compromises is given in sections V.1 to V.4, where we demonstrate that one can always construct a multi-topology lattice. In section V.5 we describe some operators which can be interpreted as operators for topology change. We indicate that a topology change can be thought of as a block diagonal matrix. Finally in section V.6 we propose an operator algebra which may model the dynamics of surfaces which, although they remain axially symmetric, change shape and interact.
Finally in section VI we discuss some of the areas of research that follow from this article.
II Review of Noncommutative Surfaces of Rotation (NCSR)
For the purposes of this article we will review three closely related but different algebra
All three can be referred to as the NCSR so we will use the correct symbol if we need to be precise. The algebra A R is equivalent the algebra given in [5] where NCSR were first introduced.
Let us define the domains
We have chosen C 1 but similar results exist for C k or C ω . We note that both these domains are commutative algebras where the product f g is the pointwise multiplication.
The algebras A C , A R , A N are all defined with respect to a function ρ. Throughout this article we will assume that
• ρ has a finite number of turning points
• there is no interval in which ρ is a constant.
All three algebras also require that we specify ε ∈ R with ε ≥ 0. There are some results which can be reformulated for negative or even complex ε but for this article we will assume that ε ≥ 0. For the algebra A R there is a third parameter R ∈ R for which we make no further assumptions.
The three algebras are given in table I together with a fourth algebra A N C which is used to relate the other three algebras to each other. We shall call the elements X + and X − the ladder operators, and the elements X 0 and N 0 the diagonal operators. These names come from representations. The expression X r ± means
We see from the list of generators for each algebra that the ladder operators X + , X − are handle differently from the diagonal operators X 0 , N 0 . In general any C R function of X 0 or C R 2 function of (X 0 , N 0 ) are allowed, but only polynomials of X + and X − . We have to handle C R function of X 0 because ρ ∈ C R and ρ appears in the defining equations of the algebra. If we were to allow C R functions of X + for example this would cause problems with the existence or otherwise of limits. Lemma 1. For all four algebras
for A R we have
and for A N we have Proof. (3) and (4) follow from the respective quotient equations. (5) and (6) follow by considering
The algebra A N C may be thought of as the extensions of A C with the central element N 0 . This algebra is defined so we have the follow lemma. Lemma 2. The relationship between the three algebras for a NCSR is given by the following diagram:
r r r r r r r j c
where the hooked arrows refer to the natural embedding, q 1 is the quotient
Proof. Trivial.
II.1 "Standard" Representations of ρ
A standard unitary representation of A C , A R is A N defined with respect to the pair (J, V ) where
and V is a finite dimensional vector space with dimension dim(V ) = |J|/ε. The basis of V is |m where m ∈ Z and m ↓ ≤ m ≤ m ↑ . Here m ↓ is an arbitrary integer and
The standard unitary representation of A C with respect to the pair (J, V ) is given by
The standard representation of A N and A N C with respect to (J, V ) is given by
and the last two equations of (9) . There exists a standard representation of A R (ρ, ε, R) with respect to (J, V ) if and only if R = z ↓ . In this case the representation is given again by (9). Therefore unlike A C and A N where there exists an infinite set of standard representation, for A R there exists either one or zero standard representation. The infinite set of standard representation of A N is used in the constructions of the multi-topology lattice representation of the NCSR. See section III.1 for the representation of trivial NCSR, and section V for the representation of non-trivial NCSR.
II.2 Topology of ρ
If ρ(R) is the value of a maxima of ρ then the set of points M obeying (11) do not form a manifold, since two of the surfaces are glued at a point. If ρ(R) is the value of a minima of ρ then M describes a manifold but one of the disjoint pieces is simply a point. The set of R where ρ(R) is the value of a maxima or minima of ρ are called singular. Since we are interested in describing surfaces we must assume that R is nonsingular. We give a coordinate system for M as (φ, z) where
and 0 ≤ φ < 2π and give the coordinate chart : (φ, z) → M as
For a given nonsingular R, the surface M(ρ, R) is the disjoint union of connected surfaces, each one topologically equivalent to the sphere. The surfaces are in one to one correspondence with the intervals in the set (12). We have followed the standard procedure of noncommutative geometry by saying the algebra A R (ρ, 0, R) is "equivalent" to the manifold M(ρ, R), and that A R (ρ, ε, R) for ε = 0 is the noncommutative analogue of M(ρ, R) or, alternatively, that A R (ρ, ε, R) is an ε perturbation of M(ρ, R). Of course an algebra is not equivalent to a manifold. What we mean is that there exists the map
The set C 0 (M → C) is given a commutative algebraic structure via pointwise multiplication, so that (14) is a homomorphism. (14) is also and injection, so we can view
Thus we can approximate any continuous function on M with a series of functions in A R and then deform these functions to give elements in A R (ρ, ε, R).
We define the Topology intervals I t which is a set of intervals corresponding to a single connected surface as ρ(R) moves up and down. The topology intervals are labelled I t where t ∈ T and T is a finite index set. These are defined as:
• If I ∈ I t and I ′ ∈ I t then either I ⊂ I ′ or I ′ ⊂ I and there are no maxima in the sets I\I ′ or I ′ \I.
In figure 1 the curve ρ has 5 topology intervals, with I 1 , I 2 , I 3 and I 4 belonging to different intervals. I 3 and I 5 belong to the same topology interval. Lemma 3. The topology interval I t may be described uniquely with respect to four parameters z
4 ∈ R∪±∞ which satisfy the following
• ρ is increasing between z (t) 3 and z
4 is a local maxima
I t is now defined as the set of intervals Proof. If the number of maxima is finite then there is one topology interval which extend to infinity. Each maxima now creates two new topology intervals, hence result.
As R increases and crosses a singular point, the topology of the manifold undergoes a transition, as two or more adjacent intervals coalesce or a single interval splits. This corresponds to two or more surfaces coalescing or a single surface bifurcating. These changes can be encoded into a function π T : T → T ∪{∞} where I π T (t) is directly above I t or I t = ∞ if it is the highest topology interval. Thus
If π
. . , t N } then there is a transition where the topology intervals I t 1 , I t 2 , . . . , I t N coalescing into the interval I s . This implies there are N − 1 maxima all of the same value, one maxima between successive I t i .
For example in figure 1 , if we let I 1 ∈ I 1 , I 2 ∈ I 2 , I 3 , I 5 ∈ I 3 , I 4 ∈ I 4 and let I 5 be the unbounded topology interval then
II.3 The metric and differential structure of M in terms of the Poisson structure
The limit of the noncommutative structure gives M a Poisson structure [5] :
We can write some of the standard objects of differential geometry simply in terms of the Poisson structure, the elements of C(M, C) and the elements dX + , dX − and dX 0 . This is useful since these expression are the easiest to extend to the noncommutative case. Although in this article we will attempt only a definition of df by extending (20).
The metric g on M is given by the pull back of the metric R 3 using the mapping given by (13).
where
Using g we construct the map : T * M → T M. Thus we can express the metric g solely in terms of functions on M, i.e. elements of C(M, C).
The metric g also defines a Hodge dual ⋆ : Λ(M) → Λ(M). This gives
and the Laplace operator
As stated in the introduction we wish to find corresponding definitions for these geometric objects, but for f ∈ A R instead of f ∈ C 0 (M, C). The idea is that these new definitions reduce to the above expressions when ε → 0. In this article, we only suggest a new definitions to the exterior derivative, which reduces to (20) and (21) in the limit ε → 0.
III Trivial NCSR: The algebra B
Throughout this section we will assume that ρ is trivial. This means that as well as the assumptions given by (1) we also assume
• There exists a single minima at z 0 .
• ρ ′′ (z 0 ) = 0
Such a ρ will have just one topology interval and in the classical limit M(ρ, R), for all R = 0, is connected surface topologically equivalent to the sphere. Thus there is no topology change associated with a ρ obeying (27). We set D = ρ(z 0 ) and define the functions
and τ is decreasing (28)
For k ∈ Z we define the operators N k and X k (where X 1 and X −1 are not to be confused with X + and X − ) via
Lemma 5. The functions τ and ω and their inverses τ −1 and ω −1 are all well defined, strictly decreasing and belong to C R . The operator N k is an C R function of N 0 whilst the operator X k is a C R 2 function of (X 0 , N 0 ).
Proof. Follows from showing of
Let us define the algebra B = B(ρ, ε) as that generated by a + , a − , b + , b − and C R 2 functions of (X 0 , N 0 ) quotiented by the following relationships:
The elements a + , a − , b + , b − are known as hopping operators. This name comes from the two dimensional lattice representation that we discuss in the following section. There is a Hermitian conjugate on B given by † :
The algebra B satisfies the following theorem: Theorem 6. The definition of B is consistent with (34). All the subexpression in (33) which don't contain a ± , b ± are C R 2 functions of (X 0 , N 0 ) and are real and strictly positive. Thus the commutation relations are well defined. The general element of B can be written
where the sum is finite, ξ rs ∈ C R 2 and a r ± and b r ± are defined as in (2) . The algebra A N is a subalgebra of B where we set
Given ξ ∈ B, the following are equivalent
• we can write ξ as
Proof. We show that (34) is constant with (31-33) by direct substitution. We see (
To show that the expressions in (X 0 , N 0 ) on the right hand side of (33) are in C R 2 and strictly positive consider the subexpression
which occurs in the first equation of (33), this may be expressed
where z = X 0 , y = N 0 and y + = ω(ω −1 (y) + ε). Using (29) we see
Since τ is single valued then the numerator and denominator of the above equation are zero when z = y + ω −1 (y). The value of f at this point is
This result is the similar for all the fractions, hence result. Equations (32) to (33) that define B are sufficient to reduce any expression in the hopping operators and C R 2 functions of (X 0 , N 0 ) into (35). To see this take word constructed from generators. Use the commutation relations (31) and (33) to push all the a + and a − to the left. Now use (32) to remove all a + a − pairs. Keep the resulting term in a r ± , and push the C R 2 function in (X 0 , N 0 ) to the right. Now do the same with the b + and b − terms.
To show that A N is a subalgebra of B we reproduce the defining equations of
and likewise for X − , hence (90).
Hence (91) Thus the subalgebra generated X + , X − given by (36) and C R 2 function of If we were to admit C R functions of the hopping operators then we could construct the elements X 0 and N 0 as follows:
Clearly ε is a parameter for the noncommutativity since when ε = 0 then B(ρ, ε = 0) reduces to a commutative algebra. This algebra is isomorphic to a dense subalgebra of continuous functions on R 4 . To see this set a ± = x 1 ± ix 2 and b ± = y 1 ± iy 2 . This give the map B(ρ, 0) ֒→ C 0 (R 4 → C). If we give C 0 (R 4 → C) the standard continuity norm then B(ρ, 0) forms a dense set. The diagonal operators are given by N 0 = τ −1 ( x + y ) and X 0 = τ −1 ( x − y ). The noncommutative structure of B gives rise to a Poisson structure on R 4 . This structure is complicated to write down in terms of the coordinates x 1 , x 2 , y 1 , y 2 .
III.1 Lattice representations of a trivial NCSR
The reason for the complicated commutation relations given by (33) is that there is a natural representation of B as a two dimensional lattice. Let G = G(ρ, ε) be a Hilbert space with orthonormal basis n m with n, m ∈ Z, and n ≥ 0, 0 ≤ m ≤ n − 1. Let the dual of n m be written n m . There is a representation of B given by 
For each n ∈ N let V n ⊂ G be the subspace V n = span{ n m | m = 0, . . . , n − 1} and let J n be the interval J n = {z | z 
For each n ∈ N, the interval J n is a representation interval, and the pair
Proof. By substituting (41) into (39) we get (42). Clearly |J n |/ε = n ∈ N and ρ(z 
In figure 3 these points are represented by crosses. The last point on the right of each J n does not represent a basis vector and so is drown with a circle. Since the y-coordinate is independent of m the n points in each V n lie on the same horizontal line. This line is labelled J n although the representation interval J n refers only to the x-coordinate. Clearly all the crosses lie on or above the curve ρ since ρ(z for all n m ∈ G(ρ, ε) and for all ε > 0 then ξ ≡ 0. Proof. Fix y. Let y 1 > y satisfy ρ(y) = ρ(y 1 ). Now fix x so that (x − y)/(y 1 − x) ∈ Q and let ε 0 be the highest common factor of (x − y) and (y 1 − x). So N = (y 1 − y)/ε 0 ∈ N and M = (x − y)/ε 0 ∈ N.
For each t ∈ N choose ε = ε 0 /t, n = tN and m = tM
and since f (x, y, ε) is analytic in ε about ε = 0, this implies f (x, y, ε) = 0 for all ε. The conditions on x implies that f (x, y, ε) = 0 for a dense set of x, and since f is C R in x it is true for all x. Finally since we were free to choose y we have f ≡ 0.
If ρ is analytic and ξ is generated as stated then ξ can be rewritten as (35) with the f rs ∈ C R with an implicit analytic dependence on ε. Thus we can apply the first part of this lemma.
III.2 Under-hopping operators
Let us consider an alternative set of hopping operators given by
The operators a
′ − are clearly in B since the right hand side of (48) are C R 2 functions of (X 0 , N 0 ). This is similar to the proof of theorem 6.
It is easy to show that
Thus we could have constructed B using these alternative hopping operators instead of a ± , b ± . All the results would have been similar and the algebra B constructed using a ′ ± , b ′ ± is isomorphic to the algebra constructed using a ± , b ± . This is not the case for the non-trivial NCSR as we will see in the next section.
To distinguish between the two sets of hopping operators we will call the set {a ± , b ± } the over-hopping operators, whilst the set {a 
The representation of the under-hopping operators are given by
III.3 Symmetric trivial NCSR and the noncommutative sphere
The situation is even simpler if ρ is an even function with one (quadratic) minima at ρ(0) = 0. In this case
Thus we have the much simpler results:
Finally we give the connection between this and [6] . If we let ρ(z) = z 2 then τ (x) = −z and from (31),(32) and (33) ε, J ± = X ± and K 0 := −N 0 we obtain the algebra given by the Jordan-Schwinger representation of su (2) . This is the starting point for the analysis of vectors and spinors on the noncommutative sphere. To obtain the representation in that article we relabel the vectors (n − 1).
IV Vector module over NCSR
In this section we still assume that ρ is trivial that is it obeys the constraints (1) and (27) . At the end of the last section we saw that the algebra B was, for the special ρ(z) = z 2 , simply the product of two Heisenberg-Weil algebras. In [6] we used this to produce analogues of Vector and spinor fields for the noncommutative sphere. In this section we repeat the process for NCSR.
IV.1 The algebra (Ψ, µ)
Given R, ε ∈ R and C 1 function ρ : R → R we define the non-associative algebra (Ψ, µ). Since this is a non-associative algebra we write the product µ explicitly. Ψ is the set
We define the non-associative product µ : Ψ × Ψ → Ψ as follows: Given two elements ξ, ζ ∈ Ψ, these may also be considered elements of B. We write the element ξζ ∈ B in the form (35). Now make the identity N 0 → R to produce an element in Ψ called µ(ξ, ζ). In other words (Ψ, µ) = B I(N 0 − R) where we quotient B on the right by the ideal generated by N 0 − R. We decompose Ψ as:
or equivalently
The set Ψ 0 is a subalgebra of Ψ, and it is equivalent to A R . All other sets Ψ r are right modules over A R . We wish to identify these modules as vector fields, covectors fields, spinor fields, etc. In this article we only interpret Ψ 2 and Ψ −2 as the space of vector and covector fields respectively. This is done in the following section.
The relationship between our five algebras is given by:
֒→ E r r r r r r r j c c
where the hooked arrows refer to the natural embedding q 1 , q 2 , q 3 , are given in lemma 2 and q 4 is the quotient N 0 − R ∼ 0 one the right.
IV.2 One forms over A R
We wish to define the space of one forms Ω 1 (A R ) and the exterior derivative d :
To do this we say that Ω 1 (A R ) is a right module over A R which is spanned by {ξ 0 , ξ + , ξ − } (which are not independent), such that
and there is a formula for d which is consistent with (58) and reduces to (20) in the limit ε → 0. Unfortunately, like most problems with quantisation, this procedure is not unique. We are free to choose (21) instead of (20), we can choose the ordering of the elements, and we can always add a random term which vanishes when ε = 0.
We shall choose
where ξ + and ξ 0 are independent elements of Ω 1 . We can see that d is no longer a derivative for ε = 0 but that
Clearly ξ 0 = dX 0 and ξ + = dX + . To be consistent with (58) we let ξ − = dX − giving
and rearranging
We can now write df in terms of ξ 0 and ξ − giving
We have chosen the final term in (59) in order to have the maximum similarity between (59) and (63) Both Ω 1 (A R ) and Ψ −2 are right modules over A R . We now make the identification Ω 1 (A R ) = Ψ −2 via the definitions
and ξ 0 is given by (62).
We can now construct the noncommutative analogue of the tangent bundle T M, a subset of which, we identify as Ψ 2 . Given an element ξ ∈ Ψ 2 we define the noncommutative analogue of the vector field as the function V ξ : A R → A R given by V ξ (f ) = µ(ξ, df ). We can see that for ε = 0 then X does not obey Leibniz rule. As sated in the introduction this must be the case since T M defined here is a right module.
By extending the results of [6] , we can also interpret the modules Ψ 1 and Ψ −1 as spinors over A R . This would mean the module Ψ r ⊕ Ψ −r is the module of spin r/2 fields. This approach for spinors differs from the standard approach for noncommutative geometry, using the supersymmetric group SU(2|1) (for example [7] ).
IV.3 Derivatives of A R are inner
As stated in the introduction, if we identify T M with the space of derivations (obeying Leibniz) then it will not form a module over A R . This is because, as we shall show here, all derivations are inner and it is easy to show that these do not form a module. Theorem 10. All Leibniz derivations on A R are inner.
Proof. Let ξ : A R → A R be a derivations. That is for any two function f, g ∈ A R , ξ(f g) = ξ(f )g + f ξ(g). We are required to show that there exists an f ∈ A R such that ξ = ad f . Since ξ is a derivation it is only necessary to show that ξ(X 0 ) = ad f (X 0 ) and ξ(X ± ) = ad f (X ± ). All other functions can be derived from these.
Expanding ξ(X 0 ) in terms of the eigenstates of ad X 0 , written in normal form, we have
For some set of functions p r . Let
Since ξ and ad f are both derivative then this formula extends to any function of X 0 as
Let us define
Taking the ξ derivative of (3) gives
Expanding and substituting the above expressions give
By expanding in normal form g + we see that
Which is only consistent if p 0 = 0. This means that [X 0 , g + ] = εg + . This means we can
Now taking the derivative of (88) and expanding gives
V Representations of non trivial NCSR
Having established how to represent trivial NCSR we know turn our attention to how to represent non-trivial NCSR. Thus we assume that ρ obeys the conditions given by (1) , and that it has at least two local minima.
There are problems associated with the construction of the multi-topology representations of ρ. Within each topology interval the representation of ρ is similar to the representation of a trivial ρ. It is at the boundaries of the topology intervals that the problems occur. This is not surprising since it is here that the topology changes occurs.
In this section we do not try to construct the algebra B but simply try to construct a Hilbert space G and the hopping operators. An example G together with over hopping operators is given in figure 4 .
In section V.1 we construct the Hilbert space G 0 , and in section V.2 we construct the hopping operators. As indicated in section V.3, these do not form a true representation of A N and it is necessary to compromise. There are at least four possible compromises. Two of them use over-hopping operators and two use under-hopping operators. Unlike the case of a trivial ρ, in general there is no isomorphism between the over-hopping operators and the under-hopping operators.
V.1 The Hilbert space G 0
We construct first the Hilbert space G 0 . For two of the four choices for representations we use G 0 directly for the others we have to modify G 0 . Given a ρ which obeys (1) and an ε > 0, the Hilbert space G 0 = G 0 (ρ, ε) is defined as follows:
Let {J s ⊂ R, s ∈ N} be a set of intervals obeying (8) . The end points of the interval J s are given by points z
Recall that since T is a finite set there exists an element t ∞ such that π T (t ∞ ) = ∞. This is the unbounded topology interval. For each s ∈ S we define integers n s , m 
For each s ∈ S let V s be the vector space spanned by the basis vectors { ns m } where
Finally we define G 0 as G 0 = ⊕ s∈N V s . An example of a G 0 is given in figure 4 .
We have required that ρ has only a finite number of maxima since otherwise it is possible to construct ρ such that no, or only a finite number of J s exist. See figure 5 .
The choice of s for each J s is arbitrary in the construction of G 0 as is the initial s 0 , but once these are set, that fixes n and m for each basis vector n m .
V.2 Hopping operators
For each n m ∈ G 0 there is a unique s ∈ N such that n m ∈ V s . The effect of the diagonal operators are given by
The sign of σ 
The under-hopping operators are given (with t = π(s)) by
In order to compare the hopping operators with the ladder operators, we define the action of the ladder operators on G 0 as:
These are consistent with the (J s , V s ) representation of A N given by (9). 
is a representation of A N using over-hopping operators where
On the other hand (J s , V s ) is a representation of A N using under-hopping operators where
Proof. The first and second parts follow from direct substitution. The conditions for G 0 to be a representation of A N follows from the requirement that X + n m = 0 if and only if n = n s and m = m ↑ s for some s ∈ N. An example which obeys (73) is given in figure  4 .
Clearly for a given ρ and ε both (73) and (74) cannot be satisfied. To see which, if either, is satisfied consider figure (6) . Here J 1 , J 2 , J 3 are intervals satisfying (8) . Thus
where ⌊x⌋ and ⌈x⌉ are the nearest integer below and above x respectively. As a result either |J 3 | = |J 1 | + |J 2 | + ε obeying (74) or |J 3 | = |J 1 | + |J 2 | + 2ε obeying (73). If ρ has just one maxima then we can choose over-hopping or under-hopping operators appropriately. However if ρ has more than one maxima it may be impossible to satisfy either (74) for all s ∈ N or (73) for all s ∈ N.
V.3 Four compromises
For each s ∈ N we have a classical surface M s given by
We would like to have 
If V 3 and V 7 were both representations of A N then X + 4 2 = X − 4 3 = 0. We say that V 3 and V 7 have merged. We also see that
thus violating (4) . For all other V s except V 3 and V 7 there is a valid representation of A N . An interpretation of this is that the two surfaces M 3 and M 7 are less apart than the distance of the parameter ε. Since we interpret the noncommutative versions of M 3 and M 7 as somehow smearing out the classical surfaces then this causes M 3 and M 7 to interact. This has the opposite interpretation to the compromise above. Because the classical surface M 6 has a small waist its noncommutative analogue is equivalent to two surfaces.
V.3.3 Compromise 3: Removing V s
Here we use the over-hopping operators, but modify G 0 if there exist a V s which violates (73).
Let G = ⊕ s∈S where S ∈ N is the set of all V s which obey (73), i.e. we remove from G 0 all V s which violate (73). We then have to redefine the hopping operators. } so that there is a vector missing between V 3 and V 7 . Otherwise these spaces would merge. This requirement may mean that (45) is violated as in figure  9 .
It is difficult to see how to interpret this compromise but at least G is a unitary representation of A N and all the V s that remain in G are unitary representation of A R .
V.3.4 Compromise 4: Adding an extra vector
If we use the under-hopping operators so X + = a 
V.4 Representation of the topology change
We say that a lattice representation G(ρ, ε) reflects the topology of ρ if
• for all t ∈ T there exists s ∈ N such that J s ∈ I t .
• for all s ∈ N there exists t ∈ T such that J s ∈ I t . Either J π(s) ∈ I t or J π(s) ∈ I π T (t) .
• for all t ∈ T such that π T (t) = ∞ then there exists a unique s ∈ N such that J s ∈ I t and J π(s) ∈ I π T (t) .
This definition gives the relationship between the maps π : N → N and π T : T → T ∪{∞}. Theorem 12. For all four compromise there exist an ε 0 > 0 such that for al 0 < ε < ε 0 there exists a lattice representation of the NCSR which respects the topology of ρ.
Proof. Clearly for all ε we can construct the space G 0 and hence the space G. If we let
This guarantees that G 0 respects the topology of ρ. Thus the result for compromises 1, 2, and 4. For compromise 4 we note that the added vectors do not correspond to any interval J s and thus are not in a topology interval I t . For compromise 3 it is necessary to replace ε 0 with ε 0 /|T | where |T | are the number of elements in T . This guarantees that even if we remove the maximum number of spaces V s there is still a J s in each I t . These maps may be considered operators for topology change. For example in figure 9, J 9 represents the noncommutative analogue of a single connected surface as do J 3 and J 7 . We have the maps A + , B + : L(V 9 ) → L(V 3 ⊕ V 7 ) this the noncommutative analogue of a map for one surface to two. The maps A − , B − : L(V 3 ⊕ V 7 ) → L(V 9 ) are the reverse.
V.5 Operators for topology change

V.6 Generalised Multi-topology Lattice
Finally in this section we give an example of a further generalisation of the multi-topology lattice G. This lattice no longer refers to a specific ρ but each space V s corresponds to a different ρ s . This may have applications to the motion of closed surfaces which, whilst they remain axially symmetric, change shape.
There is clearly an asymmetry between the operators A + , B + and A − , B − defined by (79), since A + , B + , which reflect the coalescing of surfaces, are homomorphisms, whilst A − , B − , which reflect the bifurcating of a surface, are not homomorphisms. Thus the study of the generalised multi-topology lattice will enables one to study surfaces which place coalescence and bifurcation on equal terms.
We define a generalised multi-topology lattice as a Hilbert space, G which has an orthonormal basis { 
2 { 
