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Forord 
Dette projekt er udarbejdet på NAT-BAS 3. Semester og er underlagt semesterbindingen: 
”Refleksion over naturvidenskab og naturvidenskabsformidling”. 
Først og fremmest vil vi gerne takke vores vejleder Torben Bräuner for god vejledning.  
Projektet er baseret på et litteraturstudie, men da emnet er forholdsvis nyt, har vi haft 
vanskeligheder med at finde den nødvendige information ang. casen, Gordon the Robot. 
Vi tog derfor rimelig tidligt i forløbet kontakt til Kevin Warwick, professor ved University of 
Reading, England, der har været med til at konstruere Gordon the Robot. Han var heldigvis 
behjælpelig med litteratur, som vi ikke ville have kunnet fremskaffe på anden vis. Derfor vil vi 
også takke Kevin Warwick for den hurtige tilbagemelding og interesse i vores projekt. 
Vi har under udarbejdelse af dette projekt måtte sande, at for at forklare fyldestgørende 
hvilke mekanismer, der får Gordon the Robot til at fungere, kræver det et højere niveau af 
biologi, matematik og ikke mindst datalogi, end det der kan opnås på 3.semester. Dette er dog 
ikke ensbetydende med, at vi ikke har kunne komme frem til en tilfredsstillende konklusion. 
Projektet er skrevet til andre NAT-BAS studerende med interesse for biologi, grenen inden for 
datalogi – kunstig intelligens, og andre med generel interesse for emnet. 
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Abstrakt 
Ud fra casen Gordon the Robot, der er en robot bygget af Professor Kevin Warwick fra 
University of Reading, England, forsøger dette projekt at klargøre, hvorvidt det er muligt, at 
der i fremtiden vil eksistere robotter med intelligent adfærd. Gordon the Robot fungerer via et 
biologisk, naturligt neuralt netværk(BNNN), der består af rotte-neuroner in vitro. Projektet 
gennemgår forskellige syn på intelligens, herunder stærk og svag KI. Samtidig vil projektet 
belyse hvordan Gordon the Robot fungerer og forklarer hvilken indflydelse den biologiske 
hjerne har på adfærd. Det diskuteres hvorvidt Gordon the Robot kan opfattes som havende 
samme intelligente adfærd som en rotte. Ud fra diskussionen, og den dertilhørende teori, 
konkluderes det, at Gordon the Robot, som det ser ud i dag, ikke kan betragtes som havende 
samme intelligente adfærd som en rotte. Vi mener dog, at det i en ikke så fjern fremtid, vil 
være muligt at sammensætte flere BNNN og dermed skabe robotter med netop intelligent 
adfærd som rotter, eller måske endda som højerestående pattedyr. Vi mener, at det er af 
altafgørende betydning, at der anvendes BNNN i fremtidens robotter, da det ellers aldrig vil 
komme på tale at robotter kan få intelligent adfærd sammenlignelig med et pattedyrs.  
 
Abstract 
“Intelligent Robots – Illusion or reality?” 
The foundation in this project is the robot, Gordon the Robot, built by Kevin Warwick, a 
Professor of the University of Reading, England. Gordon the Robot is controlled by a 
biological, natural neural network (BNNN), which consists of neurons from a rat brain in vitro. 
The project tries to explain whether or not the existence of robots with intelligent behavior is 
a possibility. The project deals with different views of intelligence, Gordon the Robots mode of 
operation and how the biological brain has influence on behavior. It is discussed whether or 
not Gordon the Robot can be considered as having intelligent behavior similar to a rat.  
The project concludes that it is not possible for Gordon the Robot to be considered as having 
the same intelligent behavior as a rat, today. But we are sure that there in the near future is a 
possibility of building bigger BNNN, and in that way create robots with intelligence equal to 
that of a rat, or maybe even of a higher mammal. We believe that the BNNN has an essential 
role in the evolving of robots with intelligent behavior equal to mammals. 
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1. Læsevejledningen 
 
I rapporten vil der forekomme engelske fraser, da vi ikke mener, at en oversættelse af disse vil 
fremme forståelsen. Ydermere anvendes der engelske citater og for ikke at risikere at miste 
essensen af disse, er de ikke oversat. 
Når vi beskriver hjernen og BNNN, anvender vi forskellige ord for de celler, de hver især 
består af, selvom de i princippet er ens. Når hjernen beskrives, og der henvises til denne, 
anvendes betegnelsen nerveceller, når det er hjernecellerne, det omhandler. Når der henvises 
til BNNN anvendes betegnelsen neuroner, når der menes de hjerneceller netværket er bygget 
op ad. Grunden til at vi har valgt at bruge to forskellige ord for den, i princippet, samme celle, 
er for at gøre det mere overskueligt for læseren, hvornår der tales om hhv. hjernen og BNNN.  
I rapporten er der to tabeller, der hver især er lavet til de specifikke afsnit de står i, og derfor 
ikke umiddelbart giver mening taget ud af kontekst.    
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2. Indledning 
 
Kevin Warwick er professor i Kybernetik på University of Reading, England, hvor han forsker i 
robotter, kunstig intelligens og biomedicinsk design. Kevin Warwick betegnes af mange som 
en kontroversiel forsker, da han blandt andet har udviklet en chip, som han implementerede 
direkte på nervebanerne i sin arm. Vha. denne chip kunne hans nervesystem kommunikere 
med en computer(Warwick, K., 2007).  Senere implementerede han en lignende chip på 
nervebanerne i sin kones arm, og det viste sig at have samme effekt. Kevin Warwick og hans 
kone kunne således kommunikere via chippene i deres nervesystem.  
Et af Kevin Warwicks nyeste projekter er, en lille robot, Gordon the Robot, hvis ”krop” er en 
maskine, mens selve robottens styresystem bl.a. er et neuralt netværk, sammenligneligt med 
det han implementerede i sin arm. Forskellen på de to neurale netværk er dog signifikant, da 
det netværk Kevin Warwick implementerede i sin arm, var et kunstigt neuralt netværk, meget 
lig det der anvendes i computere i dag. Det der derimod anvendes i Gordon the Robot 
indeholder neuroner fra en rottehjerne, og er dermed et biologisk, naturligt neuralt netværk 
(BNNN)(Warwick, K. et al, 2009).  
Forsøget med Gordon the Robot har vist, at det er muligt at få neuronerne til at kommunikere 
in vitro, samt med den fysiske robot, ”kroppen”, via elektriske impulser der udsendes fra 
BNNN og omdannes til motoriske kommandoer. Dette blev påvist ved, at Gordon the Robot 
gentagende gange gik direkte ind i en væg, hvorefter den ”lærte” sig selv at undvige(Warwick, 
K. et al, 2009). Netop dette er, hvad der sker ved kognitiv udvikling, eksempelvis når et barn 
rør ved en varm kogeplade og lærer af det. Da denne proces skete, kunne det ses i de 
elektriske impulser mellem neuronerne, og det var dermed måleligt, at Gordon the Robots 
BNNN virkede og kommunikerede på lige fod med en rigtig rottehjerne(Warwick, K. et al, 
2009).  
Kevin Warwick har udtalt om robotters forskellige ”personligheder”: "It's quite funny - you get 
differences between the brains. This one is a bit boisterous and active, while we know another is 
not going to do what we want it to"(InfoNIAC, 2008). 
Da Gordon the Robot, ligesom mennesker og dyr, lærer vha. erfaringer, mener vi, at det kun er 
et spørgsmål om tid, før det vil få stor indflydelse på forskningen omkring netop cyborgs og 
kunstig intelligens, hvilket også fremgår af følgende af citat: ”Studying such a system provides 
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insights into the operation of biological neural structures and therefore such research has 
immediate medical implications as well as enormous potential in computing and 
robotics”(Warwick, K. et al, 2009). 
Kevin Warwick har derudover udtalt om sin egen forsknig: "The purpose is to figure out how 
memories are actually stored in a biological brain[…]If we can understand some of the basics of 
what is going on in our little model brain, it could have enormous medical 
spinoffs"(Technovelgy, 2009). 
Hvis man, som Kevin Warwick udtaler, opnår så meget viden om hjernen, at man vil kunne 
kurere hjernesygdomme, kan man ikke lade være med at tænke over, hvad man ellers ville 
kunne bruge den viden til. Vil man kunne konstruere robotter med styresystemer, der er 
sammenlignelige med pattedyrshjerner? Hvis ja, er det så muligt at opnå intelligent adfærd 
sammenligneligt med et pattedyrs? 
Vi ønsker i dette projekt at diskutere, hvorvidt det er muligt at definere Gordon the Robot som 
værende intelligent, altså om den vil kunne udvise en intelligent adfærd. Da de neuroner, der 
er anvendt i Gordon the Robots BNNN, som nævnt, er udtaget fra en rottehjerne, mener vi, at 
det er essentielt at diskutere, om Gordon the Robot kan få intelligent adfærd, sammenligneligt 
med en rottes – og evt. ende med at blive betragtet som en rotte. Derudover mener vi, at 
diskussionen omkring intelligens er interessant i den forstand, at der måske er en mulighed 
for, at Gordon the Robot kan videreudvikles og dermed få et højere ”intelligens-niveau” end 
en rotte. Vi ønsker derfor at udforske grænserne for, hvor langt man kan gå med den 
teknologiske viden, der er tilgængelig i dag i forhold til kunstig intelligens og robotter. Til 
dette formål vil vi anvende casen Gordon the Robot, som grundlag for en diskussion omkring 
muligheden for robotter med intelligent adfærd. Dette leder os naturligt frem til følgende 
problemformulering: 
2.1. Problemformulering 
 
Udfra casen Gordon the Robot vil vi vurdere, om der i fremtiden vil kunne konstrueres robotter 
med intelligent adfærd, sammenlignelig med pattedyrs adfærd. 
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2.1.1. Problemafgrænsning 
For at kunne besvare problemformuleringen fyldestgørende vil vores definition af intelligens 
blive forklaret. Ved gennemgangen af systemet Gordon the Robot, mener vi ikke, at det er 
afgørende at gå i detaljer med den fysiske robot, og vi vil derfor kun gå i dybden med dens 
styresystem, dvs. BNNN, samt machine learning, der er den metode, hvorved Gordon the 
Robot lærer. Derudover er det nødvendigt at gennemgå udviklingen af hjernen kontra 
udviklingen af BNNN, med særlig henblik på neuronernes udvikling. Hvordan neuronerne 
kommunikerer i Gordon the Robots BNNN er også essentielt at forklare, da det er grundlag for 
hele diskussionen omkring muligheden for udviklingen af en robot med intelligent adfærd.  
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3. Arkitekturen af Gordon the Robot 
 
I følgende afsnit vil arkitekturen af Gordon the Robot blive gennemgået, og derudover vil det 
mere tekniske blive gennemgået kort. Størstedelen af afsnittet er baseret på artiklen 
”Experiments with an in-vitro robot brain” af Warwick, K. et al. (se appendiks). De steder hvor 
der er anvendt andre kilder, er dette angivet. 
 
Gordon the Robot er ikke kun en fysisk robot, men en del af et større sammenhængende 
system. Det samlede system er baseret på et lukket kredsløb, bygget op af forskellige moduler, 
som alle ses i figuren nedenfor. 
 
Figur 1: Viser Gordon the Robots overordnede system, der er inddelt i 5 dele. Disse dele forklares dybdegående i 
nedenstående tekst(Warwick, K. et al, 2009). 
Figur 1 viser, som nævnt, en model af ”systemet” Gordon the Robot. Overordnet består det af 5 
dele: Den fysiske robot (Miabot), Processing PC (Pinky), Main PC (Brain), Multi Elektrode 
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Array (MEA) og offline analyser. I det følgende forklares de 5 dele: 
Miabot: en alsidig og kommercielt tilgængelig fysisk mobil robot-platform, se figur 2, med en 
meget præcis aktuator, der styrer dens bevægelser og en motor med en maksimal hastighed 
på ca. 3,5 m/s. Miabotten styres trådløst via Bluetooth. 
 
 
Figur 2: Viser en miabot, Gordon the Robots fysiske del.  Øverst i venstre hjørne ses et MEA hvori BNNN sidder(Warwick, K. et 
al, 2009). 
Processing PC (Pinky): Dens server sender motor-kommandoer og modtager data gennem en 
virtuel seriel port via Bluetooth-forbindelse. Klient-programmet (TCP - Transmission Control 
Protocol /IP Client) indeholder en løkke, som kommunikerer med og stimulerer BNNN. Dette 
forklares mere dybdegående i afsnit 3.1. 
Main PC (Brain): Indeholder stimuleringshardwaren i Gordon the Robot. Gordon the Robot 
styres via MEABench software, samt to programmer: Robot data Acquisition Client og Robot 
Motion Control Client. Disse programmer styrer robottens kontrol interface, dvs. at de router 
signaler direkte mellem BNNN og den fysiske robot. 
MEA: Består af et glas-kammer, der indeholder en matrix på 8x8 elektroder og måler 49 mm x 
49 mm x 1mm. Denne matrix er forbundet til BNNN vha. elektroder og er opbygget efter 
standard metoden for et MEA(Thomas, C. A., 1972), se figur 3 nedenfor. 
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Figur 3: Viser et Multi Elektrode Array (MEA)(Warwick, K. et al, 2009). 
Offline analyser: En samling af mange programmer (bl.a. MatLab), hvorigennem klient-koden, 
i tekstform, registrerer alle vigtige data i løbet af et eksperiment. 
 
De forskellige moduler i Gordon the Robot kommunikerer via TCP/IP sockets, hvilket gør det 
muligt at dele databehandlingen mellem flere forskellige computere. Dette kan være 
nødvendigt, da databehandlingen ofte kan være meget belastende. Al kommunikation og 
kontrol udføres vha. brugerdefinerede C++ server-koder og TCP/IP sockets og klienter, der 
kører på Brain. 
  
Det BNNN, der er i Gordon the Robot, er konstrueret ved at udtage en del af hjernebarken hos 
rottefostre og tilføre enzymer, der adskiller neuronerne fra hinanden. De isolerede neuroner 
placeres herefter på et næringsrigt medium i MEA, hvor de begynder at danne forbindelser til 
hinanden, enten ved stimuli udefra eller ved spontan aktivitet neuronerne imellem.  I 
gennemsnit anvendes der 100.000 neuroner, men det faktiske antal i et BNNN er svært at 
afgøre, da det afhænger af naturlig tæthed, variationer i udbredelsen efter såning af 
neuronerne, samt det eksperimentelle formål.  
De elektrisk fremkaldte reaktioner, og den spontane aktivitet neuronerne imellem i BNNN, 
bliver ved hjælp af machine learning interface, forbundet med robottens arkitektur og 
videreført til Miabotten. Machine learning interface anvendes i Gordon the Robots system til 
sortering af elektroniske udsving, kortlægning af sammenhængen mellem sensoriske data og 
stimulering af BNNN, samt kortlægning af sammenhængen mellem aktivitet i BNNN og 
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robottens motoriske respons. For dybere gennemgang af machine learning interface, se afsnit 
3.1. Efter de sensoriske data er modtaget af Miabotten, tilbageføres de til denne vha. et sæt 
passende stimulationsprotokoller, der både er forbundet til robotten og BNNN. Derved 
fremkommer et lukket robot – BNNN loop. Signalbehandlingen kan derfor opdeles i to adskilte 
sektioner: ”BNNN til robot”, hvor en machine learning output-procedure behandler den 
registrerede neurale aktivitet og ”robot til BNNN”, som omfatter en input-kortlægnings-
proces, fra robot-sensor til stimuli. Dvs., at den spontane elektrokemiske aktivitet i BNNN 
sender signaler til visse af de sensorer, der bruges som input til robottens aktuatorer, der er 
de motorer, der styrer Miabottens bevægelser og omvendt omdanner robottens aflæsninger af 
ultralyd-sensorer til signaler, der modtages af BNNN. BNNN er ikke placeret i Gordon the 
Robots fysiske robot-modul, men befinder sig i en separat boks, hvori de optimale betingelser, 
en gas-blanding af 95 % luft og 5 % CO2 samt en temperatur på 37:C, er etableret. Neuronerne 
befinder sig dermed i et miljø, der er sammenligneligt med det, der er i en biologisk hjerne. 
Fra denne boks kan BNNN kommunikere med Miabotten via Bluetooth. 
Gordon the Robot lærer vha. den såkaldte “learning by doing”-metode, dvs. den får inputs fra 
de forskere, der arbejder med den, og den udvikler/forbedrer derefter selv sine færdigheder. 
Det foregår ved, at der sendes elektriske signaler til MEA, som omkoder disse og sender dem 
til Miabottens sensorer, der derved aktiverer aktuatoren og får Miabotten til enten at bevæge 
sig til højre, venstre, bagud eller ligeud. Gordon the Robot programmeres dermed til at lære, 
hvordan den skal bevæge sig. For en mere teknisk gennemgang af dette, se afsnit 3.1 samt 
afsnit 5.2. Senere kan Miabotten selv skelne mellem de forskellige signaler og deres 
betydning, og kan nu bevæge sig rundt i sit lukkede miljø uden at støde ind i væggen og andre 
forhindringer placeret omkring den. Sendes der et signal til Miabottens sensorer, der betyder 
”venstre”, videresender Miabotten dette signal til aktuatoren, der derefter drejer til venstre – 
det fungerer ligesom nervesystemet hos mennesker og dyr. 
Udover de signaler der aktivt sendes til Miabotten, begynder der, som førnævnt, at opstå 
spontane signaler fra BNNN uden neuronerne er blevet stimuleret udefra, hvilket ses ved 
pludselig aktivitet neuronerne imellem. Hvordan neuronerne opfører sig, og hvorfor denne 
spontane aktivitet forekommer, samt hvordan de kommunikerer med hinanden, bliver 
forklaret mere dybdegående i afsnit 4.1. 
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3.1. Machine Learning 
 
I dette afsnit vil der blive brugt en del variabler. De er sat ind i nedenstående tabel, for at gøre 
algoritmen i afsnittet mere overskuelig: 
st Tilstanden der opstår, når man 
udfører en handling, a, i ”en tidligere 
tilstand” i tiden t. 
st+1 Når robotten går fra én tilstand til en 
anden. 
rt Belønning til tiden t – den nye 
belønning 
rt+1 Når robotten modtager en numerisk 
belønning, i det den går fra en 
tilstand til en anden. 
at Handling til tiden t – den nye 
handling 
Q En funktion der indikerer, hvor godt 
det er for robotten at udføre en 
bestemt handling i en bestemt 
tilstand. Q står for Quality (kvalitet) 
Q(st,at) Q afhænger af kombinationen mellem 
tilstanden og handlingerne. 
maxQ Den maksimale kvalitet, dvs. den 
maksimale belønning robotten kan få. 
  
 Discount rate. Bestemmer 
vigtigheden af de fremtidige 
belønninger robotten vil modtage. 
Hvis  = 0, vil robotten tilpasse sig 
den øjeblikkelige situation, uden 
hensyn til andet end de aktuelle 
belønninger. 
Hvis  = 1, vil robotten stræbe efter 
en mere langvarig og høj belønning. 
Hvis  

1, vil Q-værdien afvige. 
 Step-size parameter. En lille positiv 
brøkdel, som har indflydelse på 
Learning-raten. 
(st,at) Learning rate: 
Bestemmer hvorvidt den nye 
information vil tilsidesætte den 
gamle. 
Hvis (st,at) = 0, vil robotten intet 
lære 
Hvis (st,at) = 1, vil robotten bruge 
den sidste nye information. 
Tabel 1: Oversigt over variabler der benyttes i forbindelse med machine learning(Sutton, R. S og Barto, A. G., 1998 & Wilson, 
R. A. & Keil F. C. (ed), 2001, s. 715- 717 & Q-Learning, 2008). 
Machine Learning (ML) er, som før nævnt, den del der får Gordon the Robot til at fungere. ML 
er en datalogisk disciplin, der omhandler designet og udviklingen af de algoritmer, der gør det 
muligt for robotter at ændre opførsel baseret på de data, som de modtager fra deres sensorer. 
Indenfor ML lærer robotten automatisk at genkende komplekse mønstre, og ud fra disse tager 
den beslutninger baseret på de før nævnte data, som omgivelserne giver den. 
ML kan i store træk deles op i tre kategorier: Supervised Learning (SL), Unsupervised 
Learning (UL) og Reinforcement Learning (RL). SL har brug for en ”træner” der kontrollerer 
de input-output signaler, som robotten får. Ved UL er der mangel på ”trænere”, og med det 
menes, at når der kommer inputs, ved man ikke hvilke outputs, der kommer og som 
konsekvens af dette, bliver robotten nødsaget til selvstændigt at tilpasse sig dens 
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parametre(Wilson, R. A. & Keil F. C. (ed), 2001, s. 723-724). RL kan siges at være kategorien 
imellem, samt en blanding af disse to og er dermed en mere fokuseret og målbevidst måde at 
få robotten til at lære på. RL bygger på konceptet at få en robot til at handle i de omgivelser, 
den befinder sig i således, at den maksimerer dens belønninger. Dette gøres ved, at robotten 
først får instrukser til, hvordan den skal bevæge sig, udforsker derefter selv omgivelserne og 
erfarer således, hvilke handlinger der er belønnende. RL er netop den form for ML der bliver 
brugt i Gordon the Robot(Warwick, K. et al, 2009).  
Som et forklarende eksempel til RL kan nævnes, at man skal lære en hund et nyt trick. Man 
kan ikke bare fortælle hunden, hvad den skal gøre, men ved at belønne eller straffe den, alt 
efter om den gør det rigtigt eller forkert, lærer den at udføre tricket korrekt. Robotten, som 
her ville være hunden, skal derfor selv finde ud af, hvad den gjorde, da den fik sin belønning 
og derved fortsætte med at gøre det rigtige(Murphy, K., 1999). Det har ikke været muligt, 
grundet mangler i litteraturen, at finde frem til præcis hvilken form for RL, der benyttes i 
Gordon the Robot men for at få en bedre forståelse, har vi valgt at gennemgå nogen eksempler 
på RL i det følgende.  
”Markovs Decision Process” er en programmerings metode og benyttes i RL, i den form der 
kaldes ”the formal framework of Markov Decision Processes” (MDP). MDP anvendes i robotter 
som opstillinger af datamodeller, der omhandler tilstande, s, fulgt gennem et tidsforløb, t. 
MDP ses som en matematisk model for tidsudvikling af et fænomen, hvor tilfældigheder 
spiller en afgørende rolle. Dette kaldes en stokastisk proces, og i en robot omhandler det en 
proces af tilfældige tal med den forudsætning, at st for 0tt   kun påvirker fremtidige tilfældige 
udviklinger gennem den sidst kendte st0(Wilson, R. A. & Keil F. C. (ed), 2001, s. 715-717 & Den 
Store Danske Encyklopædi 2, 2009).  Efter hvert t, bliver st gemt, hvorefter de begge sættes 
ind i en ligning, som så udregner den nyeste tilstand. 
Generelt gælder det for robotter, hvori der avendes RL, at robotten ikke kender input-output 
signalerne på forhånd, men derimod modtager en form for feedback fra omgivelserne. 
Feedbacksignalerne hjælper robotten til at afgøre, om omgivelserne enten er belønnende eller 
straffende. Dette kaldes vekselvirkning, og ud fra dette ”beslutter” robotten, hvordan den vil 
reagere(Den Store Danske Encyklopædi 1, 2009). 
Det, der adskiller RL fra de andre, er, at robotten ikke får at vide præcis, hvad den skal gøre, 
men derimod må lære ved at danne sig egne erfaringer. Dette sker ved, at robotten omdanner 
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situationerne (inputs) til handling således, at den maksimerer et stigende antal 
belønningssignaler. Det interessante ved dette er, at robotten faktisk er i stand til at gemme 
de ting, den har lært og bruge dem på et senere tidspunkt i nye situationer. Robotten kan 
dermed udnytte de positive erfaringer, den har gjort sig. 
Robottens mål er at få så mange belønninger som muligt. En af udfordringerne ved RL er 
afvejningen, mellem det robotten udforsker og dens udnyttelse af dette. For at robotten kan få 
belønningssignaler, skal den vælge de handlinger, som den har haft gode oplevelser med 
tidligere. Men for at den kan opdage hvilke handlinger, der medfører belønninger, skal den 
”prøve nye ting af”. Dvs. at robotten skal udnytte, hvad den allerede ved for at blive belønnet, 
men den skal også udforske nye ting for at kunne foretage bedre handlinger i fremtiden. 
Ligesom mennesker skal robotten lære af sine fejl, og derfor bliver robotten nødt til at opleve 
fejltagelser for senere at blive belønnet( Wilson, R. A. & Keil F. C. (ed), 2001, s. 715-717). 
Robotter med RL har alle bestemte mål; de kan sanse aspekter af deres omgivelser og de kan 
ligeledes vælge handlinger, som vil påvirke deres omgivelser. En anden vigtig egenskab ved 
RL er, at systemet altid behandler hele problemet i nye, usikre omgivelser og ikke som de 
andre systemer, tager dele af problemet, uden at sætte det i en større sammenhæng(Sutton, R. 
S og Barto, A. G., 1998).  
I robotter med RL samarbejder robotten og omgivelserne i en række adskilte perioder, t = [0, 
1, 2, 3,…]. I hver periode opfatter robotten omgivelserne som værende i en tilstand, st, og 
vælger at udføre en handling, at. Omgivelserne melder derefter en tilfældig overførsel tilbage, 
denne vises som st + 1, og der udsendes tilfældigt en numerisk belønning, r t+1  R, se figur 4. 
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Figur 4: ”the formal Reinforcement Learning framework”. Denne figur benyttes til at skildre detaljerne ang. vekselvirkningen 
i indlæringsproblemet og dermed det overordnede problem indenfor kunstig intelligens(Cyber Rodent Projekt, 2004). 
Figuren ovenfor illustrerer detaljerne ang. vekselvirkningen i indlæringsproblemet og dermed 
det overordnede problem med kunstig intelligens, der netop er spørgsmålet om, hvorvidt 
robotten kan udvise følelser, handling, formål og konsekvens og udføre ovennævnte 
handlinger, eller om der blot er tale om simulation.  
For at robotten kan fungere optimalt, skal den kunne interagere med sine omgivelser. 
Usikkerheden i dette ligger både i selve omgivelserne og omkring omgivelserne. I selve 
omgivelserne handler det, som nævnt, om, at de er tilfældige. Usikkerheden omkring 
omgivelserne ligger derimod i, at man ikke med sikkerhed ved, hvilke signaler omgivelserne 
sender til robotten(Wilson, R. A. & Keil F. C. (ed), 2001, s.715-717). 
RL-metoder forsøger at forbedre robottens beslutningstagende nyttevirkning. Med 
nyttevirkning menes der kortlægningen fra tilstand, st, til handling, at, eller en mulig 
klassificering af handlingerne. Nyttevirkning er opbevaret på en relativ overskuelig måde, 
således, at relevante tilbagemeldinger/reaktioner kan blive fremkaldt hurtigt, så robotten let 
kan reagere på uventede tilstande. Nyttevirkningen er det, der nogle gange kaldes ”Control 
law” i Styrings Teorier(Wilson, R. A. og Keil, F. C. (ed), 2001, s. 715- 717).   
Inden for ”Control Law” skelner man mellem robotter, ud fra hvilke styresystemer der 
anvendes. De kan enten klassificeres som adfærdsbaserede robotter eller robotter med 
klassisk kontrol. Den klassiske robotteknik har tre forskellige former for kontrol: Open loop, 
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Closed loop og Feedback. Open loop går, ganske kort, ud på, at robotten bevæger sig efter et 
forudbestemt mønster. Closed loop, der som nævnt tidligere er det der benyttes i Gordon the 
Robot, lader robotten få indsigt i sin opførsel. Feedback-kontrol bruger bl.a. closed loop-
kontrol. Når dette bruges, sker der en ændring i robottens opførsel, og det kan føre til en ny 
form for kontrol. Robottens opførsel har dermed indflydelse på kontrolsystemet. Robotter 
med klassisk kontrol kan være meget præcise, men de er til gengæld ofte meget tunge, 
langsomme og minimalt selvstyrende. De adfærdsbaserede robotter er et forsøg på at komme 
uden om disse negative faktorer(Den Store Danske Encyklopædi 1, 2009), dette uddybes i 
afsnit 5.2. 
 
3.2. Temporal Difference Learning 
 
Temporal Difference (TD) Learning er en forudsigelsesmetode og er en ”form” for RL. Vha. 
TD-metoder lærer robotten direkte via erfaring, uden at vide noget om de omgivelser, den 
befinder sig i. Derudover lærer robotten at estimere eventuelle udfald af en handling ved at 
bruge sin erfaring fra tidligere, lignende handlinger, dvs. den ”bootstrapper”. Bootstrapping er 
et udtryk for, når en computer, eller i dette tilfælde en robot, oploader et simpelt program for 
derefter at køre et mere kompliceret et(Sutton, R.S. og Barto, A.G., 1998). Hvordan TD-
learning anvendes i robotter gennemgås mere teknisk i det følgende afsnit. 
 
3.3. Q-learning 
 
Q-learning er den simpleste algoritme i RL. Q-learning er en teknik, der lagrer den kvalitets-
værdi, som giver den forventede nytteværdi. Dette gøres ved at tage en given handling i en 
given tilstand og efterfølgende have en fast målsætning. Robottens tilstand er summen af alle 
dens sensorers input inklusiv dens position, dens placering i omgivelserne og den neurale 
aktivitet i det neurale netværk. Dette fremgår af nedenstående ligning. En af styrkerne ved Q-
learning er, at den kan sammenligne den forventede nytteværdi af de tilgængelige handlinger 
uden behov for en model af omgivelserne.  
Side 17 af 47 
 
Da robotten, som nævnt, altid søger efter at få den højeste belønning, har algoritmen en 
funktion Q, som udregner kvaliteten, der afhænger af tilstand-handlings kombinationen. Dette 
skrives som Q(st,at), se figur 4 og tabel 1. Når en robot modtager et signal fra omgivelserne, st 
 st + 1, udfører den en handling baseret på disse data og modtager derefter en belønning, r t + 
1. Algoritmen for, hvordan de nye Q(st,at) ser ud efter de nye inputs, skrives således: 

Q(st,at ) (1) Q(st,at ) rt1   maxQ(st1,at )    (1) 
Ligning 1: Q er kvaliteten, st er tilstanden, at er handlingen,  er step-size parameteren og  er discount faktoren og maxQ er 
den maksimale belønning,  
 
Denne algoritme er et eksempel på udnyttelsen af TD-Learning(Sutton, R. S og Barto, A. G., 
1998) og sørger for, at der altid bliver fundet den mest optimale nyttevirkning direkte fra 
erfaringerne, uden nogen model for omgivelserne(Wilson, R. A. & Keil F. C. (ed), 2001, s. 715- 
717 & Q-Learning, 2008).
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4. Neuronernes udvikling 
 
I følgende afsnit bliver udviklingen af den menneskelige hjerne gennemgået, da denne 
grundlæggende ligner ethvert andet pattedyrs hjerne. Der lægges vægt på, hvilken betydning 
nervecellerne i hjernen har på hjernens funktionsmæssige udvikling, da dette kan sammenlignes 
med den udvikling, der sker i et BNNN.  
Sidst bliver et BNNN forklaret dybdegående, og der foretages en sammenligning af de to, så 
læseren får et overblik over, hvor langt Gordon the Robot er i sin udvikling til at blive en robot 
med intelligent adfærd. 
 
4.1. Hjernens udvikling 
 
Hjernen består af nerveceller, der sammen med støtte- og gliacellerne opbygger det centrale 
nervesystem, CNS. Gliacellerne omgiver nervecellerne, og er i forbindelse med de blodkar, der 
findes i hjernen. Igennem denne forbindelse får nervecellerne næring.  
Fra en nervecelle udgår der forskellige forgreninger, dendritter og axoner, hvor axoner kan 
blive op til en meter lange. Opbygningen af en nervecelle ses på figur 5 nedenfor. 
 
Figur 5: Viser en nervecelle/neuron. Dendritter, axon, cellekrop og myelinskede er markeret(Neuron Images). 
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På hver af nervecellens dendritter sidder der flere tusinde synapser, hvorigennem der 
udsendes elektriske impulser. Videreførelsen af de udsendte signaler nervecellerne imellem 
kræver transmitter-substanser, hvoraf nogen hæmmer og andre fremmer signal-
udvekslingen(Cambell, N.A. et al, 2008). 
 
Når et menneske fødes, indeholder dets forlængede rygmarv, hjernestammen og en lille del af 
”den gamle hjerne” myelin, en substans bestående af proteiner og fedtstoffer, der danner en 
beskyttende hinde omkring nervecellernes axoner(Den Store Danske Encyclopædi 10, 2009). 
Når hjernen modnes, sker det som en reaktion på den rækkefølge, hvori hjernens forskellige 
dele danner myelin. Dannelsen af myelin kaldes myelinisering, og det er først, når axonet har 
nået en vis udvikling, og neuronet dermed er modnet i en bestemt grad, at myeliniseringen 
begyndes. Det er de dybestliggende områder i hjernen som myeliniseres først, dernæst 
myeliniseres områderne nær cortex, der er det yderste lag af hjernebarken og er en 4-6 mm 
tyk grålig masse. 
Den del af hjernen som indeholder myelin, når vi fødes, er den del, der varetager 
overlevelsesfunktionerne, vågenhed og beredskab, åndedrætsfunktioner og medfødte 
reflektoriske reaktioner. Det er også den del, der bestemmer mængden af impulser, som 
sendes ind i resten af hjernen. Myeliniseringen foregår frem til voksen-alderen, men er mest 
omfattende i de første to leveår(Knudsen, A. E., 2008).  
 
Når hjernen udvikler sig, sker det efter en på forhånd bestemt genetisk kode. Der dannes flere 
og flere nerveceller frem til ca. 1½ års alderen, og derefter begynder hjernen at prune – dvs. 
sortere, ordne og smide væk i de nerveceller, der ikke længere skal bruges til noget. Når 
hjernen er et par år gammel, indeholder den det største antal nerveceller, men dermed menes 
det dog ikke, at det er her, at hjernen også er mest velfungerende. Hjernen har brug for at 
specialisere sig for at kunne fungere optimalt, og det er netop en specialisering, der foregår, 
når hjernen pruner(Knudsen, A. E., 2008). 
 
Hjernens funktionsmæssige udvikling kan opdeles i tre perioder, men sker dog som en 
sammenhængende proces. Første del er primært genetisk kontrolleret, men udviklingen kan 
påvirkes af udefrakommende sekvenser. I anden del tilpasses nervecellerne til målområderne, 
hvilket sker ved mangedobling af antallet af synapser. De genetiske forhold i anden del er 
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derudover afhængige af den sammenhæng, der er mellem det omgivende miljø og dets 
stimuli. Den tredje del varer resten af livet, da synapsernes effektivitet hele tiden reguleres, 
medmindre der opstår sygdom i hjernen. 
Når nervecellerne bliver udsat for især længerevarende og ensartet stimulation, øges 
dendritternes tykkelse, og antallet af synapser stiger(Cambell, N.A., 2008).  
Når hjernen er færdigudviklet indeholder den tre hovedområder:  
- Hjernestammen, også kaldet reptil-hjernen, som kontrollerer hvad vi bliver tiltrukket 
og frastødt af, dvs. alle vores sanser. 
- Det limbiske system, som reagerer på omgivelserne vha. følelser.  
- Storhjernen der reagerer med overvejelse, planlægning, overblik mv. 
Disse tre hovedområder er essentiel for vores adfærd og har hver deres opgave at udføre. 
Hjernestammen er bindeled mellem rygmarv og hjerne og indeholder de mange nervefibre, 
som forbinder cortex med muskel- og sanseområderne i kroppen. Øverst findes thalamus, 
som er det omkoblingscenter, der fordeler impulser fra kroppens sensoriske områder til de 
rigtige steder i cortex, samt medvirker til at regulere bevidsthedstilstanden. Hypothalamus, 
også lokaliseret øverst i hjernestammen, regulerer væskebalance, blodtryk, temperatur, 
appetit samt dannelse af hormoner(Cambell, N.A., 2008).  
Det limbiske system er en fællesbetegnelse for en mængde bundne strukturer i storhjernen, 
herunder hippocampus og amygdala. Amygdala findes under hjernebarken og består af grå 
substans. Det menes, at amygdala spiller en stor rolle for hukommelsen, samt at hippocampus 
er afgørende for indlæring(Rasmussen, O. og Sloth, N., 2005). 
Storhjernen består af to halvdele, også kaldet hemisfærer, der arbejder på hver deres måde. 
Højre hjernehalvdel bearbejder indtryk i helheder, mens venstre bearbejder tingene skridt for 
skridt som i en tidslinie. De to hjernehalvdele er forbundet af hjernebjælken, som består af 
tværgående nervefibre. 
Venstre hjernehalvdel lagrer verbalt materiale, mens højre opbevarer visuelt materiale. Den 
bagerste del af hjernen kaldes occipitallapperne og indeholder de kortikale områder for synet. 
Forhjernen, kaldet pandelapperne, gør, at vi kan tænke abstrakt. Det er også her temperament 
og overordnede planlæggende og kontrollerende funktioner ligger, f.eks. præmotoriske og 
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supplementære motoriske zoner. Området for personligheden, som udvikles op gennem 
barndommen, ligger helt fremme ved panden(Cambell, N.A., 2008). 
Hjernens dele spiller dermed alle en vigtig rolle for både mennesker og dyrs adfærd, og er helt 
grundlæggende for, hvilke egenskaber de hver især udvikler. Dette er vigtigt at have in mente, 
når det, i afsnit 7, diskuteres, hvorvidt Gordon the Robot kan betragtes som havende 
intelligent adfærd, sammenlignelig med en rottes. 
4.2. Det biologiske, naturlige neurale netværk 
 
Et BNNN er et netværk af neuroner sammenligneligt, med det en dyrehjerne består af, bare i 
mindre skala. En hjernes virkemåde er på en gang både simpel og kompliceret. Det simple 
består i de enkelte neuroners virkemåde, mens det komplicerede ligger i hjernens topologi og 
de fænomener, der opstår på grund af denne. 
En neuron består, som nævnt, af et cellelegeme med to typer udløbere, hvoraf den ene type, 
dendrit, modtager og den anden type, axon, udsender elektrokemiske impulser. For enden af 
axonet sidder synapserne, der er kontaktpunktet mellem andre neuroner i det neurale 
netværk, nøjagtigt som det er tilfældet i hjernen, se figur 5. 
Neuronerne kommunikerer med hinanden ved at udsende elektrokemiske impulser. 
Neuroner har tendens til at have en enten meget høj eller lav aktivitet, men sjældent en 
aktivitet der ligger midt i mellem. Man taler om at de fyrer eller ikke fyrer, alt efter om de er 
aktive eller inaktive. Ved en neurons aktivitetsniveau forstås den hyppighed, hvormed den 
udsender disse impulser. 
Hvis man tildeler de neuroner der fyrer et 1-tal, og de neuroner der ikke fyrer et 0, kunne man 
altså beskrive netværkets fyringsmønster ved en lang række 0 og 1-taller, præcis som det 
binære talsystem. Det der afgør, om en neuron sender de impulser, den modtager videre, er, 
hvor kraftigt, det signal den modtager, er. Enhver neuron har en tærskelværdi eller 
tolerancetærskel, der afgør, om den videresender signalet. Hvis styrken af det signal den 
modtager overstiger denne værdi, bliver neuronen provokeret til selv at blive aktiv og sender 
signalet videre til de neuroner, som dens axoner er i forbindelse med(Den Store Danske 
Encyklopædi 12, 2009). 
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4.3. Biologiske, naturlige neurale netværk vs. Hjernen 
 
Som det fremgår af de ovenstående afsnit om hjernen og BNNN, er kommunikationen mellem 
neuronerne i et BNNN sammenlignelig, med den kommunikation der sker i hjernen(Warwick, 
K. et al, 2009). Men er der belæg for, at modningen af neuronerne og nervecellerne er 
sammenlignelig? Kan det siges, at der sker den samme udvikling i et BNNN som i hjernen? 
Under udviklingen af hjernen sker der spontan neural aktivitet uden udefrakommende stimuli 
i de tidlige udviklingsstadier. Denne spontane aktivitet bidrager til prænatal opførsel, og er alt 
afgørende for en normal udvikling af synapsiske forbindelser i hjernen, samt menes at være 
betydningsbærende for, hvor ”god” hjernen bliver(Ramakers, G.J.A. et al, 1990). Denne 
spontane aktivitet observeres også i BNNN og menes ligeledes her at være afgørende for 
udviklingen af synapsiske forbindelser(Chapman, B. og Stryker, M. P., 1993 & Kamioka, H. et al 
1996). Dette underbygges af citatet:”It is well-established that in vitro neuronal networks 
display a strong disposition to form synapse”, fra artiklen:”Initial Results from the use of 
Learning Classifier Systems to Control In Vitro Neuronal Networks” af Larry Bull og Ivan S. 
Uroukov. Man mener derfor, at den spontane aktivitet i et BNNN er vigtig for at skabe 
mulighed for, at forbindelserne i et BNNN kan udvikle sig(Ramakers, G.J.A. et al, 1990). Den 
spontane aktivitet, som ses i de tidlige udviklingsstadier i BNNN, er dermed en egenskab af 
intakt netværk i hjernebarken på trods af fraværet af thalamus(Ramakers, G.J.A. et al, 1990).  
Det tyder dermed på, at der sker den samme modning af neuronerne i et BNNN, som der sker i 
hjernen, og det har vist sig, at 3-dimensionelle BNNN udviser egenskaber, der er utrolig lig 
med deres modstykke in vivo(Bull, L. og Uroukov, I. S., 2007). For at kunne skabe de samme 
egenskaber som hjernen besidder, skal selve hjernens 3 dimensionelle struktur også skabes. 
Som det kan læses ud af følgende citat:”early studies showed structures identical to 
hippocampal architecture and […] showed how the temporal biochemical differentiation of 
brain cell aggregates was very similar to that seen during development in mice”(Bull, L. og 
Uroukov, I. S., 2007), har dette allerede vist sig at være muligt på eksperimentielt niveau. Vi 
mener derfor, at der er belæg for at sammenligne udviklingen i et BNNN med udviklingen i 
hjernen. Ydermere mener vi, at der er mening i at diskutere, om Gordon the Robot kan få 
dyre/menneskelige egenskaber i fremtiden, dog med visse forbehold, som vil blive uddybet i 
diskussionen i afsnit 7.  
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5. Adfærd 
 
I følgende afsnit vil vi gennemgå hjernens betydning for adfærd for at give et indtryk af, hvilken 
rolle hjernen spiller for både mennesker og dyr. Behaviorismen gennemgås kort, da denne måde 
at anskue adfærd på stemmer godt overens med principperne bag adfærdsbaserede robotter, der 
er den type robot som Gordon the Robot er. Adfærdsbaserede robotter vil ligeledes blive 
gennemgået i dette afsnit. Vi er opmærksomme på, at vi sammenligner forskellige former for 
adfærd, men dette gøres for, at vi i afsnit 7 kan diskutere, hvorvidt Gordon the Robot udviser 
intelligent adfærd, der er sammenlignelig med en rottes. 
 
5.1. Hjernens betydning for adfærd 
 
Hjernens størrelse i forhold til den krop den befinder sig i, hænger sammen med hvilken form 
for adfærd et dyr udviser. For at kunne udvise kompleks adfærd kræves en stor og veludviklet 
hjerne, som det er tilfældet hos pattedyr, dog hovedsagligt kun hos mennesker og 
højerestående primater(Pagh, S., 2007). Det yderste lag af storhjernen, hjernebarken, som 
beskrevet i afsnit 4, er den del af pattedyrshjernen der sammen med pandelappen er ansvarlig 
for højere tankevirksomhed og dermed har betydning for adfærden(Pagh, S., 2007).  
Det er påvist, at hvis et pattedyr lever i omgivelser, hvor det kræver stor tankevirksomhed at 
overleve, så er dets pandelap større end hos pattedyr, der lever under andre, mere beskyttede 
forhold. Derudover er det også påvist, at dyr der har en længere levetid, ligesom aber og 
mennesker, har behov for en større hjerne, da der er stor sandsynlighed for, at de skal udvikle 
og tilpasse sig forandringer i deres omgivelser(Pagh, S., 2007). 
Adfærd er et komplekst begreb, der omfatter alt, hvad et dyr eller et menneske foretager sig, 
både instinktivt og bevidst. Ordet adfærd dækker over aktivitet, opførsel, handling og 
fremfærd og kan være af meget forskellig art(Den Store Danske Encyklopædi 13, 2009). Den 
adfærd et menneske udviser, er ikke kun den målrettede opførsel, men også de opgaver der 
udføres instinktivt – f.eks. når et menneske sover eller handler pr. refleks. Når adfærd bruges i 
daglig tale, dækker det, som nævnt, over mange ting. Derfor er det nødvendigt at definere, 
hvad det at udvise adfærd forudsætter. Normalt siges det, at noget udviser adfærd, hvis det 
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selv, uden hjælp, kan bevæge sig og handle målrettet, ligesom både dyr og mennesker gør det. 
Der kræves altså ikke, at systemet der udviser adfærd skal kunne tænke, planlægge eller være 
opmærksom. Det skal dog nævnes, at hvis systemet udviser disse evner, har det en stor 
betydning for den art af adfærd, som systemet udviser(Den Store Danske Encyklopædi 13, 
2009).  
Hvis vi holder fast i ovennævnte ”definition” af adfærd, betyder det, at også robotter udviser 
denne kvalitet, da de jo kan bevæge sig rundt og handle målrettet, udfra ordren de er blevet 
givet. Dette leder tankerne hen på behaviorisme, som er en psykologisk teori og 
forskningsmetode, der arbejder med den observerbare adfærd, dvs. adfærd uden bevidsthed 
og mentale processer(Den Store Danske Encyklopædi 14, 2009). Ifølge behaviorismen 
betvivles den frie vilje, og tanker, følelser og adfærd er kun et resultat af de ting 
individet/systemet har lært. Behaviorismen er grundlag for en objektiv form for psykologi, 
der er bygget op omkring de naturvidenskabelige idealer, dvs. at behaviorismen er 
udsprunget af, at adfærden skal kunne kontrolleres og beskrives som noget objektivt(Klausen, 
S.H. (ed), 2000). Behaviorismen beskriver både menneskers og dyrs adfærd udfra 
ovenstående principper. Ifølge behaviorismen handler individet kun pr. refleks på sine 
omgivelser, og alle kognitive processer anses som værende uden betydning. Nogle handlinger 
kan forstærkes ved belønning og andre hæmmes ved ignorering eller straf(Århus Akademi), 
så den grundlæggende tankegang er dermed sammenlignelig med idéen bag RL og 
adfærdsbaserede robotter. Behaviorisme er en videnskabelig gren, både indenfor psykologien 
og filosofien, og findes i flere afskygninger, hvor klassisk behaviorisme, grundlagt af John B. 
Watson i 1913, er den, der er refereret til ovenfor. Den klassiske behaviorisme er netop 
objektive studier af adfærd, dvs. at der ikke findes mentale forklaringer eller indre tilstande, 
der har indflydelse på adfærden(Wilson, R. A. & Keil, F. C. (ed.), 2001, 77-79). John B. Watsons 
klassiske behaviorisme er dermed en form for stimulus-respons psykologi, der stemmer godt 
overens med grundprincipperne bag adfærdsbaserede robotter, som Gordon the Robot er 
bygget op omkring. 
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5.2. Adfærdsbaserede robotter 
 
Adfærdsbaserede robotter anvender biologien som model for at forstå intelligens. Målet er 
som oftest ikke at genskabe konkrete modeller af biologiske organismer direkte, men mere at 
få indsigt i og anvisninger til, hvordan en given adfærdsbaseret robot ville kunne blive 
konstrueret. Biologien benyttes dog ikke kun som inspiration til de underliggende metoder i 
de adfærdsbaserede robotter, men også til udformningen af reel hardware og sensorer(INL, 
2009). Det BNNN, der anvendes i Gordon the Robot, er netop et eksempel på, hvordan 
forskere er blevet inspireret af biologiske systemer og naturlige nerve-systemer(Robodays, 
2009 & Warwick, K. et al, 2009). De adfærdsbaserede robotter anvender ikke interne 
programmerede modeller, af de omgivelser de agerer i. Der er intet program i robotten, der 
eksempelvis koder for, hvordan en stol ser ud, eller hvilken overflade robotten skal bevæge 
sig på, se også afsnit 3.1. Alt dette er information robotten indsamler vha. input fra dens 
sensorer. Robotten benytter denne information til at reagere på dens omgivelser og 
ændringer deri(Chemistry Encyclopedia, 2007 & Robodays, 2009). I adfærdsbaserede 
robotter arbejdes der ud fra, at robotten skal opnå egen tilegnelsesevne og udvikling vha. RL, 
akkurat som i tilfældet med Gordon the Robot. Adfærdsbaserede robotter er ydermere 
karakteriseret ved, at styringen er decentraliseret. Robotkontrolsystemet er delt op i 
forskellige moduler, der hver især giver en adfærd. Ved at køre disse moduler parallelt, opnår 
man en hurtigere kontrol og oftere en mere robust robot, da den ikke går i stå, hvis blot en 
mindre del af kontrolsystemet fejler(Robodays, 2009). En del af adfærdsmodulerne er 
udviklet til at give reaktiv adfærd, således at input fra robottens sensorer vil få modulerne til 
at reagere med en given refleks-aktuatorbevægelse(Den Store danske Encyklopædi 1, 2009 & 
Robodays, 2009)   
Via denne metode konstrueres der robotter, som har en vis evne til at lære nye ting samtidig 
med, at de agerer i forhold til de givne omgivelser. Med adfærdsbaserede robotter forsøger 
man at løse det klassiske problem med robotter, der ofte kun kan bevæge sig ad 
forudprogrammerede baner samtidig med, at de er utrolig følsomme over for ændringer i de 
omgivelser, som de agerer i. Adfærdsbaserede robotter har ikke dette problem, da de kan 
operere i forskellige miljøer. De lærer løbende om ændringer i det givne miljø, og på denne 
måde kan de adfærdsbaserede robotter klare uforudsete hændelser, som ikke er 
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forudprogrammerede(Den Store Danske Encyklopædi 1, 2009). Adfærdsbaserede robotter 
kan i dag demonstrere forskellige adfærdsmønstre, såsom det at undgå forhindringer, 
navigation, samt det at bevæge sig. De adfærdsbaserede robotter indgår i dag i mange 
sammenhænge, hvor de fungerer ideelt, men der er dog også visse opgaver, som de ikke løser 
optimalt i dag(Wilson, R. A. & Keil, F. C., (ed.), 2001, s.74-75 & INL, 2009). De adfærdsbaserede 
robotter har ofte en ringere præcision end de klassiske robotter, og derudover bruger de en 
lang periode på at ”prøve sig frem”, før de er i stand til at løse den givne opgave(Den Store 
Danske encyklopædi 1, 2009). 
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6. Intelligens 
 
I dette afsnit forsøger vi at sammenfatte en forståelse af begrebet intelligens, i forhold til 
robotter, dyr og mennesker. Dette er ment som et oplæg til senere diskussion af Gordon the 
Robot som værende intelligent i afsnit 7.  Vi inddrager derfor forskellige synspunkter og skoler 
indenfor intelligens-forskningen.  
 
Slår man op i ”Den Store Danske Encyklopædi” kan man læse at ordet intelligens stammer fra 
det latinske ord intelligentia, og betyder indsigt – evnen til at opfatte, begribe og forstå(Den 
Store Danske Encyklopædi 3, 2009). Men fra denne meget konkrete definition af ordet 
”intelligens”, og til hvordan begrebet faktisk anvendes, og hvad det indebærer, er der langt, da 
intelligens er et yderst komplekst begreb.  
Tabellen nedenfor er et forsøg på at tydeliggøre, hvor og hvordan de forskellige synspunkter 
og skoler kommer til udtryk i det kommende afsnit. Den skal anvendes som en vejledning i 
forbindelse med læsning af afsnittet, dvs. den ikke kan stå alene og ikke skal betragtes som en 
generel, overordnet inddeling af intelligens.  
 Kunstig  
intelligens 
Menneskelig  
intelligens 
Dyre 
intelligens 
Psykologi Kognitionsforskning Kognitionsforskning 
G-faktor 
De mange intelligenser 
Kognitionsforskning 
eks. ”Kloge Hans” 
Filosofi Stærk KI  
Svag KI 
Turing Testen  
Det Kinesiske rum 
Human og logisk KI 
Bevidsthed 
 
Intelligens vs. 
instinkter 
Naturvidenskab Det 
konnektionistiske og 
det klassiske 
paradigme 
Human og logisk KI 
Turing testen 
Kognitionsforskning 
Faktoranalyse 
IQ-tests 
Kognitionsforskning 
Definition af intelligens 
Kognitionsforskning 
Intelligens vs. 
instinkter 
Definition af intelligens 
Tabel 2: Tabellen kategoriserer intelligens i de forskellige sammenhænge de bliver brugt i afsnittet. 
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Ved at inddrage forskellige skoler vil vi opnå, at begrebet intelligens bliver beskrevet og 
defineret mere nuanceret. Men det medfører samtidig, at vi til tider sammenligner forskellige 
opfattelser af intelligens, som er meget forskellige og normalt ikke vil blive sammenlignet. Vi 
er bevidste om, at dette skal gøres med forsigtighed, og at det kan skabe modsigelser i 
afsnittet. Men som nævnt gøres dette for at få flere aspekter med af begrebet intelligens, samt 
en bredere forståelse af netop intelligens i den senere diskussion i afsnit 7. 
 
6.1. Kunstig intelligens 
 
Kunstig intelligens (KI) er et begreb, der benyttes indenfor datalogien, og er overordnet ”de 
samlede bestræbelser i teori og praksis i forbindelse med at få en computer til at overtage 
eller assistere enhver menneskelig intellektuel funktion”(Kirkeby, O. F., 1988). Med kunstig 
menes der ikke ”falsk”, men det at fremstille ”rigtig” intelligens ved brug af andre midler, end 
dem der findes i naturen(Bernsen, N. O. og Ulbæk, I., 1993).  
Idéen bag KI går langt tilbage i historien og er udsprunget af filosofferne G.W. Leibniz og 
Thomas Hobbeses idé om, at ”al tænkning skyldes virkningen af et indre program”(Den Store 
Danske Encyklopædi 7, 2009).  
Indenfor KI anvendes kognitionsforskning for at forklare og modellere kognition, dvs. 
intelligens og forståelse. Filosofi spiller også en stor rolle indenfor kognitionsforskningen, 
hvor det er tæt forbundet med bl.a. logik, erkendelsesteori samt i analysen af 
bevidsthed(Bernsen, N. O. og Ulbæk, I., 1993). Kognitionsforskningen hævder, at intelligens, i 
forhold til perception, tænkning og handling, er et direkte produkt af den 
informationsbehandling, der foregår i både biologiske organismer og tekniske 
maskiner(Bernsen, N.O. og Ulbæk, I., 1993). Kognitionsforskning kan, som det ses ud fra tabel 
2, benyttes i stort set alle ”søjlerne” og vil derfor blive nævnt senere i afsnittet.  
 
Indenfor KI findes præciseringerne af ordet intelligens stærk og svag KI. Populært sagt er det 
forskellige syn på hvad intelligens er. Meget kort betegner stærk KI intelligens hvori 
bevidsthed, forståelse, empati mm. medregnes. Svag KI er derimod intelligens i forhold til 
opførsel og adfærd, og her menes, at det kun er muligt at simulere bevidsthed mm. 
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6.1.1. Svag KI 
Refereres der til intelligens i svag KI forstand menes det, at en computer ingen forståelse har. 
Den er et redskab der kan simulere menneskelig intelligens, men ikke fuldt ud genskabe 
denne(Searle, J. R., 1993). Man kan med dette udgangspunkt forsøge at lave en simulation af 
den menneskelige hjernes celler, for på den måde at opnå en model af hjernen. Her ville man 
bruge computeren som redskab, dog ikke til en overordnet algoritme men til simulationen af 
de væsentligste træk i BNNN. 
Den amerikanske filosof, John R. Searle, er tilhænger af denne præcisering af intelligens. Han 
har blandt andet udtrykt sin skepsis via et tankeeksperiment, som er kendt under navnet ”Det 
Kinesiske Rum”. Dette anvender han som et argument mod stærk KI, og det vil derfor blive 
beskrevet senere i afsnittet. 
I 1950 opstillede Alan Turing, Turing Testen, som omhandler adfærd og benyttes til at måle 
intelligens og derved kan påvise intelligens i svag KI forstand. Turing Testen kan 
sammenlignes med en IQ-test, som vil blive forklaret senere i afsnittet. Turing Testen går, i 
korte træk ud på at få en maskine til at overbevise et menneske om, at den er et menneske. 
Det forgår ved, at en person sættes ind i et rum og en computer ind i et andet, og derefter 
udspørger en dommer begge involverede. Hvis dommeren efter testen ikke kan gætte 
hvem/hvad der var computeren, kan det siges, at computeren er intelligent. Testen måler kun 
opførsel, og kan ikke påvise bevidsthed.  
Når der senere i dette afsnit vil blive talt om dyr med intelligent adfærd, tillægger vi det 
omtalte dyr at have intelligens i svag KI forstand. 
 
6.1.2. Stæk KI 
Refereres der til intelligens i stærk KI forstand menes det, at computeren kan tænke og har 
forståelse. Med den korrekte programmering, vil computeren få kognitive egenskaber og 
dermed blive intelligent og bevidst, ligesom mennesket er det. Med udgangspunkt i stærk KI 
menes det, at menneskelig bevidsthed er for hjernen, hvad software er for hardware i 
computeren. Hvis der implementeres et ”bevidsthedsprogram” i computeren, vil den dermed 
blive bevidst. 
Som nævnt er John R. Searle modstander af stærk KI, i hvert fald i computere som vi kender 
dem i dag. Dette udtrykker han ved det før omtalte tankeeksperimentet ”Det Kinesiske 
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Rum”(Searle, J. R., 1993), som går ud på, at en person, der ikke forstår sig på kinesiske tegn, 
sættes ind i et lukket rum. Her skal personen bearbejde inputs i form af kinesiske tegn og give 
outputs vha. instrukser på sit modersmål, på samme måde som en computer gør det. Han skal 
altså løse en opgave, uden at vide betydningen af det han laver, men stadig give de rigtige 
svar. En person, der forstår sig på kinesiske tegn, sidder på den anden side og fører en samtale 
med personen inde i rummet. Dette tankeeksperiment anvender John R. Searle, som nævnt, til 
at argumentere for, at man ikke behøver at have forståelse og intelligens for at kunne udføre 
en opgave, og derfor mener han ikke, at en computer er/kan blive intelligent i stærk KI 
forstand(Searle, J. R., 1993 & Den Store Danske Encyklopædi 7, 2009).  
Når der senere tales om intelligens i forbindelse med det at have bevidsthed og empati, 
tilskriver vi dyret eller mennesket at have intelligens i stærk KI forstand. 
Tanken bag KI kan inddeles i to paradigmer – det klassiske- og det konnektionistiske 
paradigme(Bernsen, N. O. og Ulbæk, I., 1993).  
Ifølge det klassiske paradigme opfattes tænkning som logisk manipulation med symboler 
efter fastlagte regler, og det er dette paradigme, der længe har været dominerende indenfor 
forskningen i kunstig intelligens. Dette paradigme egner sig bedst til at modellere sproglige 
evner(Den Store Danske Encyklopædi 8, 2009), og der lægges vægt på at kunstig intelligens 
bestemmes udfra fornuft, analyse og deduktion(Den Store Danske Encyklopædi 9, 2009).  
Det konnektionistiske paradigme har rødder i kybernetikken, der er en teori om 
kontrolmekanismer i dyr, mennesker og maskiner. Det modellerer vha. neurale netværk en 
intelligent adfærd, hvilket sker som et forhold mellem input og output i det neurale netværks 
neuroner. De opgaver der kan løses indenfor dette paradigme er ting som mønsterindlæring, -
kategorisering og -genkendelse, som f.eks. det at genkende et ansigt. Det konnektionistiske 
paradigme bruges indenfor den gren af KI, der arbejder med psykologisk realisme, dvs. der arbejdes mod at 
modellere, hvad der faktisk sker i hjernen(Den Store Danske Encyklopædi 8, 2009). For begge paradigmer er 
det således, at der ikke arbejdes udfra princippet om at få programmet til fysisk at ligne et menneske eller 
et dyr.  
Som det fremgår, kan KI beskrives ud fra mange forskellige synspunkter, præcis som det er tilfældet med 
”naturlig” intelligens, se afsnit 6.2.  
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6.2. ”Naturlig” intelligens 
 
6.2.1. Menneskelig intelligens 
Populært anvendes intelligens som et mål for, hvor god nogen er til at løse problemer, lære ny 
viden samt nye færdigheder(Matessi, G., 2008). 
Charles Edward Spearman opfandt, i 1904, begrebet Generel Intelligens, G-faktoren. Denne 
faktor kunne forklare de differentieringer, der eksisterer i flere personers evne til at løse 
mange forskellige opgaver(Den Store Danske Encyklopædi 5, 2009). Siden da er psykologer 
begyndt at argumentere for, at intelligens ikke kan fastsættes på så simpel en måde. Der 
indførtes derfor en såkaldt multifaktoranalyse til måling af intelligens indenfor psykologien, 
der inddeler intelligens i tre grupper: 
1. En intelligens for sprog og symbolbehandling, som hos højrehåndede især er 
lokaliseret i venstre hjernehalvdel. 
2. En intelligens for simpel regning og talbehandling samt for logiske ræsonnementer. 
Den er mere centralt fordelt i hjernen, dog oftest med overvægt i venstre 
hjernehalvdel. 
3. En intelligens for rumlige, geometriske og mekaniske forestillinger, som for abstrakte 
relationer og avanceret matematik. Hos højrehåndede er den som regel lokaliseret i 
højre hjernehalvdel. 
Ved at stille en række spørgsmål, hvori alle tre grupper vægtes lige højt, er det muligt at få et 
bredere resultat, der udtrykkes ved Intelligens Kvotienten, bedre kendt som IQ. I mange år 
har man anvendt intelligens-test, bedre kendt som IQ-tests, til at besvare spørgsmålet: ”hvor 
intelligent er…?”, som ofte dukker op i forsøget på at definere intelligens hos mennesker. 
Tanken bag IQ-tests startede med en såkaldt faktoranalyse, der er en generel statistisk 
metode, der anvendes indenfor mange fagområder til at anvende nogle indirekte målinger, til 
at fastlægge fakta om nogen ikke direkte målelige strukturer(Den Store Danske Encyklopædi 
5, 2009). Analysen viste, at når man udsatte forsøgspersoner for en række prøver, var der ofte 
en betydelig ensartethed i, hvorledes forsøgspersonerne klarede sig i de forskellige prøver. 
Enten klarede de sig generelt godt, generelt middelgodt eller generelt dårligt i de fleste 
prøver(Matessi, G., 2008). 
Side 32 af 47 
 
Den generelle intelligens videreudvikles af, den amerikanske psykolog Howard Gardner, til en 
teori om ”De Mange Intelligenser”(Gardner, H., 1999): 
1. Den logisk-matematiske intelligens 
2. Den sproglige intelligens 
3. Den rummelige intelligens 
4. Den musiske intelligens, som svarer til de kunstneriske evner 
5. Den interpersonelle intelligens, der handler om at forstå andres følelser og motiver 
og at begå sig socialt. 
6. Den intrapersonelle intelligens dvs. evnen til at forstå sine egne følelser og motiver. 
7. Den kropslige intelligens kropskinæstetiske intelligens, som svarer til de motoriske 
evner. 
 
Der er senere kommet yderligere tre intelligenser til: 
8. Den naturalistiske intelligens, dvs. evnen til at klassificere objekter i omverdenen. 
9. Handler om opmærksomhed og koncentration 
10. Medregner bevidsthed om eksistens og inddrager evnen til at filosofere. 
 
Gardners metode at opdele ”De Mange Intelligenser” på giver et bredere billede af begrebet 
intelligens indenfor psykologien og pædagogikken. Da Gardner ikke er naturvidenskabsmand, 
men psykolog, bærer opdelingen præg af dette og denne opfattelse anvendes derfor ikke 
indenfor den filosofiske og naturvidenskabelige verden, når intelligens diskuteres. Når denne 
opdeling benyttes, er det ikke nødvendigt at være klassisk bogligt klog for at være intelligent. 
Samtidig kan det siges, at jo flere af ovenstående punkter en person er god til, jo mere 
intelligent er personen.  
Intelligens hos mennesker, samt hos højere primater, ses som et forståelsesmæssigt begreb, 
dvs. det at forstå eller fatte. Evnen til at forstå ting og deres sammenhæng er i større eller 
mindre grad en medfødt evne, som således udvikles gennem hele livet.  
Ovenstående gennemgang af menneskelig intelligens er beskrevet ud fra psykologiens måder 
at anskue intelligens på. I filosofiens verden, anskues intelligens i forbindelse med 
bevidsthed. Der er en masse fænomener, der hører ind under bevidsthedens område – 
tanker, tvivl, følelse, empati, sanseoplevelser mm. Bevidstheden beskrives således som mange 
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mentale processer, og der er i filosofien mange bud på, hvordan netop disse mentale 
fænomener hænger sammen(Klausen, S.H. (ed), 2000). Selvgivethed bliver i bogen 
”Filosofiens Grunddiscipliner” beskrevet som at værende selve oplevelseskvaliteten ved de 
ovennævnte fænomener, altså det at ”give sig til kende”. Hvis ikke en robot besidder denne 
egenskab er den ikke bevidst og har dermed intelligens i svag KI forstand. Besidder en robot 
til gengæld selvgivethed, er den intelligent i stærk KI forstand. Ud fra dette standpunkt vil en 
robot aldrig blive bevidst, med mindre den har en forståelse og en oplevelse af de opgaver, 
som den udfører. Det menes derudover, iflg. filosoffen Jens Peter Kaj Jensen, at privatheden, 
det at bevidstheden er en privat oplevelse man kun har selv, samt jeg-tilhørsforholdet, det at 
man forholder sig til sig selv, er egenskaber der hører bevidstheden til(Klausen, S.H. (ed), 
2000).  
 
6.2.2. Dyre intelligens 
Det er ikke muligt at lave samme opdeling af intelligens med dyr, som det er tilfældet med 
mennesker og de ovennævnte ”mange intelligenser”. For hvornår er der tale om intelligens, 
og hvornår er der tale om instinkter, når det handler om dyr?  
Ifølge Charles Darwin ”adskiller dyrs forstand sig kun med en gradsforskel fra den 
menneskelige, ikke med en væsensforskel”(Darwin, C., 1874-75). Darwins evolutionsteori er 
bredt accepteret, men derimod er idéen om, at dyr har indre tankeprocesser mere omstridt. 
Noget forenklet, er det de samme historiske og kulturelle argumenter, der anvendes mod det, 
at dyr skulle have indre tankeprocesser, som dem der blev brugt mod evolutionsteorien, 
netop at mennesket er højdepunktet af Guds skaberværk. Også det, at der tidligere har været 
mange forkerte og forhastede antagelser om dyrs intelligens gør, at netop dette er et omstridt 
emne(Pagh, S., 2007). Det faktum, at man tidligere anså intelligens som noget ikke-fysisk, og 
dermed som noget man ikke skulle beskæftige sig med i den naturvidenskabelige 
verden(Pagh, S., 2007), er det inden for de senere år ændret sig og en ny tværvidenskabelig 
retning, kognitionsforskning, der bl.a. har tilknytning til datalogien, er i takt med nye 
adfærdsbiologiske undersøgelsesmetoder, dukket op. Psykologiske fænomener kombineres 
med aktiviteter i hjernen, og kognitionsforskning kan ses som en kobling mellem klassisk 
psykologi og naturvidenskab(Beck Instituttet, 2009).  
I tråd med Darwins evolutionslære og traditionen hos adfærdsbiologer, der ser mennesket 
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som et produkt af evolutionen og betragter os, mennesket, som et dyr(Matessi, G., 2008), kan 
en definition på intelligens formuleres således: Når dyr er i stand til at løse problemer uden 
forudgående indlæring og uden først at ”prøve sig frem”, kaldes det intelligens. Hos dyret 
foregår en indre manipulation med sansepåvirkninger og hukommelse i 
centralnervesystemet(Pagh, S., 2007 & Den Store Danske Encyklopædi 4, 2009). Intelligens 
hænger sammen med dyrenes relative hjernestørrelse, og i den egentlige definition 
forekommer intelligens kun hos højerestående primater, inkl. mennesket, samt hos visse 
hvalarter. Hos andre dyrearter er der derimod tale om instinkter og reflekser(Den Store 
Danske Encyklopædi 4, 2009).  
Det defineres dermed ikke umiddelbart som intelligens, når eksempelvis en mejse efter talrige 
forsøg lærer at skaffe sig adgang til en given fødekilde ved at vippe på et låg. Det defineres 
ydermere heller ikke som intelligens når hunde og andre pattedyr, vha. dressur og træning, 
opnår forskellige færdigheder. Her er der derimod tale om indlæring og netop ikke om 
udnyttelse af erhvervede færdigheder i nye situationer(Den Store Danske Encyklopædi 4, 
2009). Det kan ofte være svært at gennemskue, om der er tale om intelligens eller instinkter 
hos dyr(Pagh, S., 2007). En af de fejlslutninger der stadig fremhæves som et eksempel er 
”Kloge Hans”. En hest der i starten af 1900-tallet blev trænet i stavning, farvelære, simpel 
musikforståelse og regning. ”Kloge Hans” var i stand til at svare korrekt på spørgsmål ved at 
stampe med hoven et antal gange. Det viste sig dog ved yderligere undersøgelser, at ”Kloge 
Hans” ikke svarede på spørgsmålet som sådan, men aflæste spørgerens kropsprog, hvilket i 
sig selv selvfølgelig er en flot præstation. ”Kloge Hans” kunne se, hvornår han skulle stoppe 
med at stampe, men han havde absolut ingen forståelse for hvad han svarede på (Pagh, S., 
2007).  
Et andet eksempel på, at det kan være svært at skelne mellem intelligens og instinkter, er 
ved brugen af værktøjer i dyreverden.  For når dyr anvender værktøjer til at løse opgaver, er 
det ikke nødvendigvis ensbetydende med, eller et resultat af, intelligens, men derimod oftest 
medfødte reaktioner der gradvis forbedres gennem indlæring. Der ses dog en anvendelse af 
værktøjer hos højerestående primater, såsom chimpanser, der vidner om en indsigt og en 
forståelse for de forskellige anvendelsesmuligheder, det enkelte værktøj har(Pagh, S., 2007 & 
Den Store Danske Encyklopædi 4, 2009). Dette understreger kompleksiteten af begrebet 
intelligens. 
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7. Diskussion 
 
Vil der i fremtiden eksistere robotter med intelligent adfærd sammenlignelig med et 
pattedyrs? Dette essentielle spørgsmål er umiddelbart ganske kort og lægger i sin karakter op 
til et ”ja/nej” svar og dog alligevel slet ikke. For som det fremgår af den sammenfatning af en 
mulig forståelse af begrebet intelligens, som vi foretog i afsnit 6, er det langt fra så simpelt. 
Udover de måske mere åbenlyse problematikker der knytter sig til netop begrebet intelligens, 
er der også spørgsmålet om neuronernes betydning i det BNNN, der anvendes i Gordon the 
Robot.  Vi mener at man kan dele den kommende diskussion op i to trin. Først og fremmest 
mener vi, at det skal diskuteres, hvorvidt Gordon the Robot, med de egenskaber den har i dag, 
kan betragtes som havende intelligent adfærd. Dernæst mener vi, at det er vigtigt at diskutere 
neuronernes betydning. Baseret på argumentationen i afsnit 4 mener vi, at neuronerne har 
stor betydning for udviklingen af intelligens, og dermed kan disse ikke erstattes af elektroder, 
da det således kun vil være muligt at skabe robotter og computere, som vi kender dem i dag.  
 
Når begreber, såsom intelligens, der benyttes af flere forskellige videnskaber, samt har en 
aktiv plads i det populære sprogbrug, skal defineres præcist, er det ofte svært. De forskellige 
videnskaber vil have en, mere eller mindre, forskellig brug af begrebet, hvilket medfører 
forskellige definitioner, dette fremgår af afsnit 6.  Alt efter hvilken betragtning af intelligens 
der benyttes, er der forskellige definitioner og dette medfører utvivlsomt mulighed for 
forvirring og ikke mindst misforståelser. Derfor vil vi i denne diskussion, benytte begrebet 
intelligent adfærd i svag KI forstand, og definitionen af intelligens, i forhold til det at have 
bevidsthed og empati, som er intelligens i stærk KI forstand. Der er i afsnit 6 lagt op til denne 
opdeling og dette gør det muligt at inkludere dyr i diskussionen, der ellers ville ”falde 
udenfor”. Da vi i afsnit 6 skriver, at dyrs intelligens refererer til intelligens i svag KI forstand, 
mener vi hermed ikke, at det er ”unaturligt” eksempelvis at omtale ens hund som værende 
intelligent, når den kan et nyt trick. Hvis man derimod betragter intelligens i stærk KI 
forstand, anses det netop ikke som intelligens, når hunde og andre pattedyr, vha. træning, 
opnår forskellige færdigheder. Vi refererer dermed, i denne diskussion, til intelligens i svag KI 
forstand, for at kunne betragte eksempelvis hunden som værende intelligent. 
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Da vores case, som bekendt, omhandler en robot med implementerede rotte-neuroner, mener 
vi. at det er naturligt at diskutere, hvorvidt Gordon the Robot kan betragtes som havende et 
”intelligens-niveau” svarende til et dyrs. Med dette mener vi, om Gordon the Robot kan udvise 
intelligent adfærd. Vi mener dermed, at når og/eller hvis Gordon the Robot opnår samme 
”intelligens-niveau” eller samme intelligente adfærd som et pattedyr, kan defineres som 
værende en ”form for intelligent”. En anden tilgang til diskussionen om hvorvidt Gordon the 
Robot er intelligent, er den mere psykologiske og pædagogiske opdeling af intelligens, ”De 
Mange Intelligenser”. Selvom denne opdeling er noget omstridt, og den oprindeligt er ment til 
mennesker, mener vi, at man godt kan argumentere for, at Gordon the Robot har en ”form” for 
intelligens i svag KI forstand, hvis og såfremt, at det kan sandsynliggøres at Gordon the Robot 
besidder en eller flere af ”De Mange Intelligenser”, der er beskrevet i afsnit 6.                
 
Vi mener, at det er naturligt først at kigge på det scenarie, at Gordon the Robot kan betragtes 
som havende egenskaber svarende til en rottes, dvs. om Gordon the Robot kan siges at udvise 
intelligent adfærd. Som det ser ud i dag, kan Gordon the Robot udnytte de ting, den lærer og 
derved bevæge sig rundt i et afgrænset område, uden at volde skade på sig selv. Selvom en 
rotte ”blot” er en gnaver, er den et komplekst dyr. En rotte har mange færdigheder, den er 
f.eks. meget nysgerrig, har en enormt god tilpasningsevne og kan huske de oplevelser den har 
haft. Rotten lærer af sine erfaringer, og dens indlæringsform kan dermed sidestilles med RL. 
Derudover kan rotten reagere på lyde og lære tricks, ligesom hunde.  At rotten har disse 
egenskaber, som Gordon the Robot tydeligvis kun besidder en del af, gør, at vi ikke mener, at 
man på nuværende tidspunkt kan betragte Gordon the Robot som værende sammenlignelig 
med en rotte. Det faktum, at Gordon the Robot besidder få af de før nævnte egenskaber, 
eksempelvis ”Den Rummelige Intelligens”, gør, at den kan tillægges et vist niveau af intelligent 
adfærd. Derfor kan Gordon the Robot betragtes som havende en vis form for intelligens i 
henhold til præciseringen af intelligens, svag KI. Samtidig mener vi, at det er plausibelt, at 
Gordon the Robot vil opnå et intelligent adfærds-niveau, der kan sidestilles med en rottes. 
Dette kan muligvis opnås ved at implementere større eller blot flere BNNN i Gordon the 
Robot, og vi mener derfor, at det langt fra er en umulighed, at dette kan ske i fremtiden, 
hvilket vi vil argumentere for, i den resterende del af diskussionen. 
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Som nævnt i afsnit 4.2, sker den samme spontane aktivitet neuronerne imellem i BNNN, som 
der sker imellem nervecellerne i hjernen. Denne udvikling af aktivitet er, som der redegøres 
for i afsnit 4, afgørende for, om hjernen udvikler sig normalt og har dermed stor betydning for 
hjernens udvikling. Det er dog langt fra den spontane aktivitet neuronerne imellem alene, der 
er af betydning for, at hjernen udvikler sig normalt, det er langt mere kompliceret end som så, 
hvilket også tydeliggøres i afsnit 4. Der dannes nye nerveceller i en vis periode og derefter 
begynder hjernen at prune, og på denne måde specialiseres hjernen, så den kan fungere 
optimalt. Dette er sammenligneligt med neuronerne i BNNN. Hvis neuronerne ikke får dannet 
forbindelser imellem hinanden, benyttes de ikke. Vi har i afsnit 4.3 argumenteret for, at også 
selve hjernens modning er sammenlignelig med BNNNs. Som vi ved, øges dendritternes 
tykkelse, og antallet af synapser stiger, når neuronerne bliver udsat for især længerevarende 
og ensartet stimulation, præcis som i en hjerne. Det der dog mangler i BNNN, er den 
myelinisering, der blev beskrevet i afsnit 4.1, og denne har en stor betydning for, hvordan 
hjernen fungerer og er derfor en vigtig del at få udviklet i et BNNN. Udover modningen af 
hjernen, er hjernens topologi altafgørende for dens funktion, måden hvorpå neuronerne 
sidder i forhold til hinanden og modtager signaler fra hinanden. Derfor mener vi, at det at få 
topologien i et BNNN til at være sammenlignelig med dens modstykke in vivo er altafgørende, 
hvis disse skal opnå at have sammenlignelige egenskaber.  
Endnu en begrundelse for, at det kan være en mulighed at skabe et BNNN, der kan være 
sammenlignelige med en hjerne er, at man kan se, at de fosterneuroner der benyttes i Gordon 
the Robot, udvikler sig som nervecellerne i en foster-rottehjerne. Nogle vil måske mene, at 
dette er en selvfølge, da det jo er de samme celler, men vi mener det viser noget om 
neuronernes miljø i BNNN. Som nævnt i afsnit 3, befinder neuronerne sig i et miljø, der er 
sammenligneligt med det i hjernen. Derudover fremgår det af afsnit 4.3, at neuronerne i 
BNNN udvikler sig sammenligneligt med den udvikling, der sker af nervecellerne i en 
fosterhjerne, hvilket underbygges af citatet:”early studies showed structures identical to 
hippocampal architecture and […] showed how the temporal biochemical differentiation of 
brain cell aggregates was very similar to that seen during development in mice”(Bull, L. og 
Uroukov, I. S., 2007), som nævnt i afsnit 4.3. På trods af de forbehold der må tages såsom det 
faktum, at udviklingen i hjernen foregår over en årrække, mens et BNNN ikke fungerer,på 
nuværende tidspunkt i tilnærmelsesvis så lang tid, mener vi dog, at det er muligt, at et BNNN 
vil udvikle sig og modnes. Vi finder det derfor muligt, at der vil kunne udvikles et BNNN, der 
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er sammenligneligt med et pattedyrs hjerne og dermed skabe en robot, der udviser intelligent 
adfærd sammenlignelig med et pattedyrs. Hvis dette er muligt, vil det ikke være en helt 
forhastet konklusion at drage, at Gordon the Robot potentielt kan blive ligeså intelligent som 
et pattedyr, forudsat at dens BNNN fortsat udvikles i fremtiden.  
 
Næste spørgsmål er så, om det rent teknisk vil være muligt at skabe et BNNN, der kan opnå 
intelligent adfærd sammenligneligt med et pattedyrs? 
Adfærds-baserede robotter bygger på antagelsen, at sofistikeret højtstående intelligent 
adfærd kan opnås vha. kombinationer af simple neurale netværk, som f.eks. det der benyttes i 
Gordon the Robot. Dvs. i stedet for at basere robotten på modeller af højtstående adfærd, kan 
man konstruere det vha. kombinationer af laverestående adfærdsmønstre(INL, 2009). Man 
kunne f.eks. konstruere modeller bestående af mange forskellige simple BNNN, som alle 
havde forskellige adfærdsegenskaber, som det er beskrevet i afsnit 5.2.  
Ud fra afsnit 4, og som nævnt tidligere, er det klart, at hjernens topologi er afgørende for dens 
funktioner. En idé til hvordan man skulle kunne bygge en hel biologisk hjerne udfra neuroner, 
er dermed muligheden for at kombinere flere BNNN, få disse til at samarbejde og dermed få 
dem til at ligne hjernen. Som det er nævnt i afsnit 4.3, har forskere fundet ud af, at ved at gøre 
BNNN 3-dimensionelle vil det få egenskaber, der er meget sammenlignelige med hjernen. Vi 
mener derfor, at da man allerede har vist, at Gordon the Robots BNNN kan opnå en vis form 
for intelligent adfærdsniveau, kan det at lave en masse kombinationer af BNNN i form af et 
stort 3D neuralt netværk, være svaret, eller i hvert fald øge muligheden for, at Gordon the 
Robot kan opnå en intelligent adfærd, der er sammenlignelig med en rottes.  
 
Men er det kun muligt at benytte neuroner fra rotter? Hvis ja, er det så kun muligt at skabe 
robotter med egenskaber, der er sammenlignelige med rottens? Kevin Warwick har udtalt: “At 
present rat neurons are employed in our studies – potentially however any animal neurons could 
be used, even human neurons are not out of the question from a technical viewpoint”(Warwick, 
K. et al.  2009), hvilket indikerer, at det er ligegyldigt, hvilken form for neuroner der anvendes, 
da neuroner er neuroner, uanset hvilket dyr de kommer fra. Dette underbygger vores påstand 
om, at udfordringen ligger i opbygningen, sammensætningen og antallet af neuroner i BNNN.  
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Hvis vi foretager et tankeeksperiment og forestiller os, at der om nogen år udvikles robotter 
med BNNN med egenskaber tilsvarende eksempelvis en hund, er det så muligt, at den vil 
opføre sig som, og evt. ligne, en hund? I dag findes der allerede robotter, der anvendes som 
hunde, men de har ikke et BNNN, og har derfor ikke, ifølge vores definition, samme 
intelligente adfærd som en hund, og ligner slet ikke hunde som vi kender dem. De er ment 
som hjælpemidler/gadgets.  Vi mener, at en robot med intelligens som en hund, skal ligne og 
opføre sig som en hund, før den vil blive anvendt og accepteret som sådan, dvs. før den vil 
kunne tage den ”rigtige” hunds fulde plads.  
Vi mener dog sagtens, at det er muligt, at en robot med intelligent adfærdsniveau som en 
hund, eller et andet dyr, dvs. robotter med intelligens i svag KI forstand, vil kunne konstrueres 
med BNNN indenfor den nærmeste fremtid. Vi mener derved ikke at det er essentielt, at 
robotten ligner noget vi kender i dag, men at det vigtige er, at den får et så højt intelligent 
adfærds-niveau som muligt. 
Ud fra ovenstående kan det diskuteres, hvorvidt robotter vil blive en naturlig del af vores 
samfund i fremtiden. Vi mener, at der er stor sandsynlighed for, at vores børn, børnebørn og 
senere efterkommere ikke vil kunne forestille sig en verden uden elektroniske hjælpemidler, 
evt. i form af robotter med intelligent adfærd sammenlignelig med et pattedyrs. 
Selvom vi mener, at robotterne vil blive en naturlig del af vores hverdag i fremtiden, mener vi 
ikke, at robotterne vil komme til at være sammenlignelige med mennesker. Der er stor 
sandsynlighed for, at de vil opnå samme ”intelligens-niveau” som pattedyr, men vi mener, at 
der er en grænse fra dyr til menneske, som ikke vil kunne overskrides. Som det fremgår i 
afsnit 6, kræver det mange mentale processer at besidde intelligens medtagende bevidsthed, 
stærk KI, og det er kun mennesker, samt højere primater, der kan betragtes som værende 
intelligente i stærk KI forstand.  I den foregående diskussion argumenterer vi for, at Gordon 
the Robot udviser tegn på intelligent adfærd, mere præcist, at Gordon the Robot simulerer 
intelligens i svag KI forstand. Derimod stiller vi os tvivlende overfor, at Gordon the Robot, og 
fremtidige robotter, kan opnå intelligens i stærk KI forstand.  
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8. Konklusion 
 
Vi mener ikke at der, på nuværende tidspunkt, er belæg for at betragte Gordon the Robot som 
havende intelligent adfærd sammenlignelig med et pattedyrs. Vi mener dog, at der kan 
tillægges Gordon the Robot en vis form for intelligens, i kraft af den intelligente adfærd der 
udvises. Vi anser det faktum, at der benyttes et BNNN som styresystem i Gordon the Robot, 
som afgørende for, at Gordon the Robot i fremtiden vil kunne opnå intelligent adfærd på højde 
med et pattedyr.  
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9. Perspektivering 
 
Med afsæt i den forudgående i diskussion, udspringer naturligt nye diskussioner. I denne 
perspektivering vil vi uddybe to aspekter: Hvorvidt robotter vil blive en naturlig del af vores 
samfund i fremtiden? Hvis vi nu følger det tankeeksperiment, der opstilles i diskussionen til 
ende, hvilke konsekvenser vil dette så kunne tænkes, at medføre?  
Hvis nu vi fortsætter tankeeksperimentet fra diskussionen og forestiller os, at man på et 
tidspunkt får så meget viden om menneskets biologiske hjerne, bl.a. vha. BNNN, at man rent 
faktisk ville kende til hele dens topologi, og hvor i hjernen de forskellige egenskaber sidder. 
Ville man så kunne forestille sig, at der ville kunne blive lavet et større kombinationssystem af 
BNNN i et 3-dimensionelt system, således at det ikke bare havde selve hjernens topologi, men 
dermed også havde alle de egenskaber vi besidder. Hvis dette kunne konstrueres, er der 
måske større sandsynlighed for, at de signaler der sendes på kryds og tværs i hjernen, også 
ville kunne ske i en kunstig, biologisk hjerne. Når alt dette er muligt, medfører det en række 
etiske problemstillinger, bl.a. det at få fat i de menneskelige nerveceller som dyrkes. En måde 
at komme udenom dette etiske problem på kunne være, at man kunne “træne” rotteneuroner 
op til at kunne det samme som menneskeneuroner. Præcis som hvis man tager en 
mavemuskel, sætter den ind som en lægmuskel og rent faktisk kan træne den op til at fungere 
som netop en lægmuskel. I diskussionen citerer vi Kevin Warwick for, at det ikke betyder 
noget hvilket pattedyr neuronerne er taget fra, og derfor ville dette måske være en mulighed. 
Vi går videre med tankeeksperimentet og antager, at det er muligt at lave en kunstig, biologisk 
menneskehjerne. Hvis man satte denne ind i en robot, og robotten på den måde kom til at 
fungere som et menneske af kød og blod, ville den så nogensinde blive accepteret af “os”, som 
værende et rigtigt menneske, som sågar skulle gå hen og få menneskerettigheder? Mange ville 
nok mene at en metalkrop med en kunstig biologisk hjerne, aldrig vil kunne komme til at få de 
samme rettigheder som os mennesker. 
 
I dag har, næsten, alle i den vestlige verden adgang til internettet, ejer en computer og et tv. 
Derudover er der ingen af os, der kan forestille sig et liv uden et køleskab, en vaskemaskine 
eller motordrevne transportmidler. Vi er i dag helt fortrolige med disse elektroniske 
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hjælpemidler, og uden dem ville vores hverdag være en helt anden. Så hvis nu vi var vokset op 
med, at det var en robot, der lavede vores mad, vaskede vores tøj og kørte os til og fra 
arbejde/skole, ville det nok være en ligeså naturlig og uundværlig del af vores hverdag, som 
de ovennævnte maskiner/tekniske gadgets er i dag. Vores bedsteforældre havde intet tv og 
anede ikke hvad en computer var, da de var børn, og da disse ting kom frem var det noget 
fremmed for dem. For nogle ældre mennesker i dag, er internettet noget indviklet, 
unødvendigt noget, som de ikke ved hvordan de skal bruge. Sådan ser mange i vores 
generation jo slet ikke på internettet, og vi kan ikke forestille os en hverdag uden.  
Frygten for nye, ukendte ting kender vi alle sammen, og vi mener, at det er en af grundene til, 
at den store diskussion omkring intelligente robotter finder sted i dag. For hvad kan de og 
hvordan kan de anvendes, hvis de bliver fremstillet og ”slippes løs” i vores samfund? For at 
komme tilbage til det ovennævnte tror vi, at hvis robotter bliver implementeret i vores 
samfund, vil der, ligesom med tv og computeren, gå en generation eller to, før de bliver en 
naturlig del af vores liv – men de vil blive det.  
En anden vinkel ville være at de aldrig ville kunne få menneskerettigheder, da de eksempelvis 
ikke har følelser og ikke kan vise empati. Denne begrundelse bygger tit på, at mange mener at 
disse egenskaber hører sammen med hjertet eller sjælen, og lige netop disse egenskaber er 
der stor uenighed om hvor befinder sig – er det er noget håndgribeligt i hjernen eller er det 
noget udefinerbart ved os mennesker. Hvis vi antager, at følelser og det at føle empati sidder i 
hjernen, ville det helt klart være en mulighed at robotter på et tidspunkt vil nå op på vores 
stadie – måske endda højere. Og måske er det i virkeligheden det der skræmmer os.  
Dette leder os hen på, om det overhovedet ville være en god ide at konstruere robotter, som 
har potentiale til at komme “over os”. Måske skulle man kun benytte BNNN til at forske i 
hjerner og deres nerveceller in vitro, for at kunne komme os, mennesker, til gode, og helt 
holde sig fra at konstruere robotter med de samme egenskaber som os. 
Side 43 af 47 
 
Reference-liste 
 
Beanland, M. H. og Reifenstein, S., 2005: http://www.dysfasi.dk/hjernen.html [læst d.26/11-
09] 
 
Beck Instituttet:http://www.beckinstitute.org/FolderID/237/SessionID/%7BF18E20FA-
9C6D-4B1A-AAD9-373E3157C50F%7D/PageVars/Library/InfoManage/Guide.htm [læst 
d.27/11-09] 
 
Bernsen, N. O. og Ulbæk, I., 1993: Kunstig og naturlig intelligens, 1993, Nyt Nordisk Forlag 
Arnold Busck A/S, København 
 
Braüner, T., 2009: Oplæg (Personal Communication) 
 
Brunak, S. og Lautrup, B., 1988: Neurale netværk – computere med intuition, 1988, 1.udgave, 
1.oplag, Munksgaard 
 
Bull, L. & Uroukov, I. S., 2007: Initial Results from the use of Learning Classifier Systems to 
Control In Vitro Neuronal Networks, 2007, University of the West of England, Bristol 
 
Cambell, N.A., Reece, J.B., Urry, L.A., Cain, M.L, Wasserman, S.A., Minorsky, P.V. og Jackson, R.B., 
2008: Biology, 8th edition, Pearson Education, Benjamin Cummings, San Francisco   
C. A. Thomas, Jr. et al., 1972: A miniature microelectrode array to monitor the bioelectric 
activity of cultured cells, 1972, Department of Biological Chemistry, Harvard Medical School, 
Boston, USA 
 
Chapman, B. & Stryker, M. P., 1993: Development of Orientation Selectivity in Ferret Visual 
Cortex and Effects of Deprivation, 1993, The Journal of Neuroscience, nr. 13, s. 5251-5262 
 
Chemistry Encyclopedia, 2007:   
http://www.chemistrydaily.com/chemistry/Behavior_based_robotics [læst d. 29/11-09] 
 
Cyber Rodent Projekt, 2004: www.cns.atr.jp/cnb/crp/ [læst d.3/12-09] 
 
Darwin, C., 1874-75: Menneskets afstamning og parringsvalget, 1874-75, 1.bind, Gyldendal 
Den Store Danske Encyklopædi 1, 2009: 
http://www.denstoredanske.dk/It,_teknik_og_naturvidenskab/Elektronik,_teletrafik_og_kom
munikation/Måleteknik_og_industriel_elektronik/robot/robot_(Styring)?highlight=adfærdsba
serede%20robotter [læst d.17/12-09] 
Side 44 af 47 
 
Den Store Danske Encyklopædi 2, 2009: 
http://www.denstoredanske.dk/It,_teknik_og_naturvidenskab/Matematik_og_statistik/Sands
ynlighedsregning_og_stokastisk_proces/Markov-proces?highlight=markov [læst d.17/12-09] 
 
Den Store Danske Encyklopædi 3, 2009: 
http://www.denstoredanske.dk/Krop%2c_psyke_og_sundhed/Psykologi/Psykologiske_terme
r/intelligens [læst d.7/11-09] 
 
Den Store Danske Encyklopædi 4, 2009: 
http://www.denstoredanske.dk/Krop,_psyke_og_sundhed/Psykologi/Psykologiske_termer/i
ntelligens/intelligens_(Intelligens_hos_dyr) [læst d. 26/11-09] 
 
Den Store Danske Encyklopædi 5, 2009: 
http://www.denstoredanske.dk/It,_teknik_og_naturvidenskab/Matematik_og_statistik/Teore
tisk_statistik/faktoranalyse [læst d.19/11-09] 
 
Den Store Danske Encyklopædi 6, 2009: 
http://www.denstoredanske.dk/Livsstil,_sport_og_fritid/Filosofi/Filosofiske_begreber_og_fag
udtryk/filosofi?highlight=filosofi [læst d.30/11-09] 
 
Den Store Danske Encyklopædi 7, 2009: 
http://www.denstoredanske.dk/It,_teknik_og_naturvidenskab/Informatik/Software,_progra
mmering,_internet_og_webkommunikation/kunstig_intelligens/kunstig_intelligens_(Historie) 
[læst d.7/11-09] 
 
Den Store Danske Encyklopædi 8, 2009: 
http://www.denstoredanske.dk/It,_teknik_og_naturvidenskab/Informatik/Software,_progra
mmering,_internet_og_webkommunikation/kunstig_intelligens/kunstig_intelligens_(Paradig
mer) [læst d.7/11-09] 
 
Den Store Danske Encyklopædi 9, 2009: 
http://www.denstoredanske.dk/Livsstil,_sport_og_fritid/Filosofi/Filosofiske_begreber_og_fag
udtryk/rationalisme [læst d.19/11-09] 
Den Store Danske Encyclopædi 10, 2009: 
http://www.denstoredanske.dk/Krop,_psyke_og_sundhed/Sundhedsvidenskab/Cellebiologi_
og_almen_histologi/myelin [læst d.26/11-09] 
 
Den Store Danske Encyclopædi 11, 2009: 
http://www.denstoredanske.dk/Krop,_psyke_og_sundhed/Sundhedsvidenskab/Sammenlign
ende_anatomi_og_fysiologi/hjerne/hjerne_(Menneskehjernen)/hjerne_(Menneskehjernen_-
_Lillehjernen) [læst d.26/11-09] 
 
Den Store Danske Encyklopædi 12, 2009: 
http://www.denstoredanske.dk/It,_teknik_og_naturvidenskab/Informatik/Software,_progra
mmering,_internet_og_webkommunikation/neurale_netv%c3%a6rk [læst d.30/11-09] 
 
Side 45 af 47 
 
Den Store Danske Encyklopædi 13, 2009: 
http://www.denstoredanske.dk/Krop,_psyke_og_sundhed/Psykologi/Psykologiske_termer/a
df%C3%A6rd [læst d.29/11-09]   
 
Den Store Danske Encyklopædi 14, 2009: 
http://www.denstoredanske.dk/Krop%2c_psyke_og_sundhed/Psykologi/Psykologiske_terme
r/behaviorisme [læst d.29/11-09] 
 
Gardner, H., 1999: Den intelligente skole, 1999, 1.udgave, 1.oplag, Gyldendal, København 
 
InfoNIAC, 2008: www.infoniac.com/science/world-first-robot-with-a-biological-brain.html 
[læst d.14/12-09] 
 
INL, 2009: 
https://inlportal.inl.gov/portal/server.pt?open=512&objID=526&PageID=5778&cached=true
&mode=2&userID=3338 [læst d. 29/11-09] 
 
IT-leksikon, 2002: http://www.version2.dk/leksikon/Neurale_netværk [læst 26/11-09] 
 
Kamioka, H., Maeda, E., Jimbo, Y., Robinson, H.P.C. og Kawana, A., 1996: Spontaneous periodic 
synchronized bursting during formation of mature patterns of connections in cortical cultures, 
1996, Neuroscience Letters, nr. 206, s. 109-112 
 
Kirkeby, O. F., 1988: Kroppens tanke - om kunstig intelligens - det umuliges kunst, 1988 
 
Klausen, S.H. (ed), 2000: Filosofiens grunddiscipliner, 1.udgave, 1.oplag, Forfatterne og 
Gyldendalske Boghandel, Nordisk Forlag A/S, København, 2000 
 
Knudsen, A. E., 2008: Udvikling af barnets hjerne 0-18 år, 2008, Tænketanken 
 
Matessi, G., 2008: Mennesket: det kommunikerede dyr, Biozoom, nr. 2, 2008 
http://www.biokemi.org/biozoom/issues/522/articles/2363 [læst d.27/11-09] 
 
Murphy, K., 1999: Markov Decision Process (MDP) Toolbox for Matlab, fundet på: 
http://people.cs.ubc.ca/~murphyk/Software/MDP/mdp.html, sidst opdateret d.23/10-02 
[læst d.29/11-09] 
 
Neuron Images: www.drugabuse.gov/JSP/MOD3/images/NEURON2.gif [læst d.14/12-09] 
 
Rasmussen, O. og Sloth, N., 2005: Håndbog i Biologiske fagtermer, 2.udgave, 1.oplag, Gads 
Forlag 
 
Pagh, S., 2007: Tænker dyr?, Natur og museum, nr. 2, juni 2007 
 
Ramakers, G.J.A., Corner, M.A., og Habets, A.M.M.C., 1990: Development in the absence of 
spontaneous bioelectric activity results in increased stereotyped burst firing in cultures of 
Side 46 af 47 
 
dissociated cerebral cortex, 1990, Experimental Brain Research, Springer-Verlag, nr. 79,  
s. 157-166 
 
 
Robodays, 2009: http://www.robodays.dk/site/robotter/robotteknologi.aspx  
[læst d. 29/11 -09]  
 
Searle, J. R., 1993: John Searle: Bevidsthed, hjerne og programmer fra Naturvidenskab og livssyn, 
af Niels Henrik Gregersen, 1993, Munksgaard 
 
Sutton, R.S. og Barto, A.G., 1998: Reinforcement Learning: An introduction, 1998, MIT Press, 
Cambridge, MA, A Bradford Book 
 
Technovelgy, 2009: http://www.technovelgy.com/ct/Science-Fiction-
News.asp?NewsNum=1828 [læst 15/12-09] 
Warwick, K. et al, 2009: Experiments with an in-vitro robot brain, 2009 
 
Warwick, K., 2007: The Promise and Threst of Modern Cybernetics, 2007, Southern Medical 
Association 
 
Wilson, R. A. & Keil, F. C., (ed.) 2001: The MIT Encyclopedia of the Cognitive Sciences, 2001, The 
MIT Press, Cambride, Massachusetts, London, England, A Bradford Book 
 
Q-Learning, 2008: http://ai.vancouver.wsu.edu/~wallaces/courses/2008/ai/qlearning.pdf 
[læst d.29/11-09] 
 
Århus Akademi: http://www.vire.dk/teori/behav.htm [læst d.30/11-09] 
 
