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We compare the deterministic method and the stochastic method for a polymerization
network when the number of available subunits is small. For the stochastic method,
we prove there is a recursive method to compute the expected molecule numbers of
various components in the reaction network, using the stationary probability distribution
of molecule numbers which we illustrate to have a multivariate Poisson form. For the
deterministic method, ordinary differential equations for the component concentrations
are built following the mass action law. The steady state of the system is extracted to
estimate the corresponding molecule numbers. Identities involving the propensity function
parameters for the stochastic method and the reaction rate constants in the deterministic
method are used to connect the two methods. Computations are conducted for a group of
combinations of total number of subunits and reaction rate constant ratios, and the results
are compared.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Research of biochemical reaction networks is crucial in understanding various vital functions of cells. In spite of its small
size, a typical animal cell may contain about 100,000 different components [1]. The reaction network connecting these
components is complicated, including cross links between pathways and feedbacks of signals. Moreover, the molecule num-
bers of some components are so small that one cannot ignore the stochastic effect, which originates from the intrinsically
probabilistic nature of chemical reactions [2–6].
Building up a set of ordinary differential equations for the component concentrations helps us understand the behav-
ior of a reaction network, which is referred to as the deterministic method in this article. It has been used successfully
for many systems where there are abundant molecules for every component. However, it is not particularly suitable for
intracellular biochemical reaction networks with small numbers of molecules. Stochastic methods, such as the stochastic
simulation algorithm (SSM) proposed by Gillespie [7,8], are more accurate. Unfortunately, the exact stochastic methods are
time consuming if the reaction network involves a large number of reactions or some of the molecule numbers are high.
Various modiﬁcations have been made but the improvement is mostly limited [9]. Between SSM and the deterministic
ordinary differential equation method, the spectrum of simulation strategies includes tau-leaping method and stochastic
differential equations [10,7,11–14], among many others. These methods increase the eﬃciency of computation by sacriﬁcing
the accuracy.
When only the ﬁrst order moments of the concentrations or the numbers of molecules in a reaction network are of
interest to us, it is natural to ask the question whether the deterministic method suﬃces to provide us with sound results.
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some work has been done to compare various numerical methods [15–17], most decisions are made intuitively. Knowing
the expected values at the stationary state, if available, can help us make a decision based on solid numerical evidences
other than pure intuition. Two recent works have shed some light on this issue. Anderson [18] has found that the stationary
probability distribution takes a product form for a group of reaction networks. Sontag has illustrated that there is a recursive
method to compute conditional statistics involving multivariate Poisson distributions [19–21].
In this article we focus on a special reaction network, which is a polymerization chain. Speciﬁcally, we calculate the
expected values of molecule numbers at the stationary state using their stationary probability distribution. To this end,
a recursive equation is derived. Using this recursive equation, we can calculate the expected molecule numbers eﬃciently
even if the number of total subunits increases to a relatively large number. We compare these expected values with those
obtained via the deterministic method. Different from the work of Sontag, the linear integer constraint changes from step
to step in our computation.
This paper is organized as follows. In Section 2, we give a short introduction to polymerization and the deterministic
method. In Section 3, we derive the stationary probability distribution of the molecule numbers. In Section 4 we show that
the expected molecule numbers at the stationary state can be calculated recursively. In Section 5 a comparison between the
deterministic method and the stochastic method is given, followed by concluding remarks in Section 6.
2. Deterministic analysis
Polymerization is a common chemical reaction, where monomers are combined to form three-dimensional structures
like networks or chains. It plays an important role in the movement and shape of living cells. Examples include, but not
limited to, the FtsZ polymers in bacterial cells and actin polymers in animal cells. Both polymers can form contractile rings
at the center of the cell and separate the cell into two daughter cells when triggered. In this paper, we consider a simple
polymerization which forms one-dimensional chains [22,23], also called ﬁlaments. From hereon, we refer to the elementary
units of this process as subunits, and non-polymerized subunits as monomers. We also deﬁne the length of a ﬁlament to be
the number of its subunits. We assume there are N subunits involved in the reactions, and all reactions occur in a container
with constant volume V . Let ZT represent a monomer and let Zi represent a ﬁlament consisting of i subunits. Thus, two ZT
can react and form a dimer Z2; one dimer can combine with another monomer and form a trimer Z3; in turn, trimers can
grow to even longer polymers. The length of ﬁlaments is limited by the number of available subunits, i.e., N . The reactions
are listed below.
2ZT
k1
k−1
Z2,
ZT + Z2 k2
k−2
Z3,
· · · ,
ZT + Zi
ki
k−i
Zi+1, i = 3,4, . . . ,N − 2,
· · · ,
ZT + ZN−1
kN−1
k−N−1
ZN
where all reactions are reversible, and ki and k
−
i are the reaction rate constants for the i-th forward reaction and backward
reaction, respectively. A reaction rate is the number of occurrence of a certain reaction per unit time per unit volume
divided by Avogadro’s constant, which obeys the mass action law. The forward reactions are called polymerization, while
the backward reactions are called depolymerization, also referred to as reverse reactions in this article. The rate of change of
a particular concentration can be written as a combination of reaction rates, and a set of N ordinary differential equations
can be built to describe the evolution of all concentrations.
d[ZT ]
dt
= k−1 [Z2] − k1[ZT ]2, (1)
d[Zi]
dt
= k−i [Zi+1] − ki[Zi][ZT ] + ki−1[Zi−1][ZT ] − k−i−1[Zi], i = 2, . . . ,N − 1, (2)
d[ZN ]
dt
= −k−N−1[ZN ] + kN−1[ZT ][ZN−1] (3)
where [Zi] is the concentration of Zi .
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k−N−1[ZN ] = kN−1[ZN−1][ZT ],
· · · ,
k−i [Zi+1] = ki[Zi][ZT ],
· · · ,
k−2 [Z3] = k2[Z2][ZT ],
k−1 [Z2] = k1[ZT ]2.
This implies
[Zi] = [ZT ]i
i−1∏
j=1
(
k j
k−j
)
(4)
for i  2. Using
[ZT ] +
N∑
j=2
j[Z j] = [Ztot], (5)
where [Ztot] is the total concentration of subunits in all forms, we have
[ZT ]
(
1+
j=N∑
j=2
j
j−1∏
l=1
(
kl
k−l
[ZT ]
))
= [Ztot].
It is known that the ratio between the rate constant of a polymerization reaction and that of its corresponding reverse
reaction is determined by the total free energy change from the reactants to the products [1]. Here we assume this ratio
does not change with the polymer length, hence the preceding equation can be made simpler. Let this ratio be α for every
pair of reactions, i.e.,
kl
k−l
= α, l = 1,2, . . . ,N − 1.
This gives rise to
[ZT ]
N∑
j=1
jα j−1[ZT ] j−1 = [Ztot],
and a simple calculation shows that
N∑
j=1
jα j−1[ZT ] j−1 = 1− β
N − NβN(1− β)
(1− β)2 ,
where β = α[ZT ]. When β < 1, short ﬁlaments are preferred by the reaction. Moreover, as N → ∞, the preceding identity
becomes
[ZT ] 1
(1− β)2 = [Ztot].
Solving the equation, we ﬁnd
[ZT ] = 2α[Ztot] + 1−
√
4α[Ztot] + 1
2α2[Ztot] .
When β > 1, subunits tend to form long ﬁlaments. In both scenarios, the concentration of Zi is given in terms of [ZT ] by
[Zi] = αi−1[ZT ]i .
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In this section, we treat the system as a stochastic process [7] with the assumption that the system is well stirred. This
treatment is more accurate than the deterministic one. We focus on the situation when N is small, but the result applies to
large N as well. Let N be the set of all nonnegative integers, and x ∈ NN be the state of the system, denoted by
x = (x1 x2 x3 · · · xN)T ,
where xi is the number of molecules of Zi . Let SN be the set of all admissible states with N subunits, which can be written
as
SN =
{
x ∈ NN
∣∣∣ N∑
i=1
ixi = N
}
.
Let {R j | j = 1, . . . ,2(N − 1)} be the collection of all reactions. Each occurrence of reaction R j changes the system state
from x to x + s j , where s j is called the stoichiometric vector of reaction R j . In the polymerization reaction chain, it can be
easily found that
s j =
{
ei+1 − e1 − ei for the forward reaction ZT + Zi → Zi+1,
e1 + ei − ei+1 for the backward reaction Zi+1 → ZT + Zi
where ei is the i-th column of the N × N identity matrix. For the sake of simplicity, we separate s j into the reactant part
and the product part. If R j is the forward reaction ZT + Zi → Zi+1, its stoichiometric vector can be written as s j = v ′i − v i .
We use v i for the reactants and v ′i for the products, which are given by
v i = e1 + ei, (6)
v ′i = ei+1. (7)
Similarly, the stoichiometric vector for the corresponding backward reaction Zi+1 → ZT + Zi is given by v i − v ′i where both
v i and v ′i are deﬁned as before.
The number of admissible states increases combinatorially with N . The evolution of the probability distribution function
at time t , denoted as P (x, t), is governed by the chemical master equation (CME), namely,
dP (x, t)
dt
=
2(N−1)∑
j=1
P (x− s j, t)g j(x− s j) − P (x, t)g j(x), (8)
where g j is referred to as the propensity function of reaction R j , which indicates how likely R j will occur. We denote the
propensity function of the i-th forward reaction as ai , and the propensity function of the corresponding reverse reaction
as bi . The two propensity functions can be found as
ai(x) = κi x!
(x− v i)! =
{
κi xix1 if i = 1,
κi x1(x1 − 1) if i = 1, (9)
bi(x) = κ−i
x!
(x− v ′i)!
= κ−i xi+1 (10)
respectively, where κi and κ
−
i are positive constants. Here we use the notation that x! =
∏N
j=1 x j ! for x ∈ NN . The CME is
actually a forward Kolmogorov equation for the discrete-state Markov process associated with the reaction network.
In this article, we focus on the stationary probability distribution of x, denoted as P (x). By rearranging the terms in (8)
and setting the derivative of P (x, t) to zero, we obtain
N−1∑
i=1
(
P
(
x− v ′i + v i
)
ai
(
x− v ′i + v i
)+ P(x− v i + v ′i)bi(x− v i + v ′i))=
N−1∑
i=1
P (x)
(
ai(x) + bi(x)
)
. (11)
After the propensity functions are replaced by their deﬁnitions, (11) can be rewritten as
N−1∑
i=1
P
(
x− v ′i + v i
)
κi
(x− v ′i + v i)!
(x− v ′i)!
+ P(x+ v i − v ′i)κ−i (x− v i + v ′i)!(x− v i)!
=
N−1∑
P (x)
(
κi
x!
(x− v i)! + κ
−
i
x!
(x− v ′i)!
)
. (12)i=1
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for any 1 i  N − 1 and x ∈ SN while x− v i + v ′i ∈ SN . Substitute both propensity functions with their deﬁnitions, we get{
P (x)κi x1xi = P
(
x− v i + v ′i
)
κ−i (xi+1 + 1) if i > 1,
P (x)κ1x1(x1 − 1) = P
(
x− v1 + v ′1
)
κ−1 (x2 + 1) if i = 1.
(13)
This leads to⎧⎪⎪⎪⎨
⎪⎪⎪⎩
P (x)
P (x− v i + v ′i)
= κ
−
i (xi+1 + 1)
κi x1xi
if i > 1,
P (x)
P (x− v1 + v ′1)
= κ
−
1 (x2 + 1)
κ1x1(x1 − 1) if i = 1
(14)
when the denominators are not zero.
Lemma 3.1. There exist a vector c ∈ RN and a positive constant M such that the function P (x) : NN → R deﬁned by
P (x) = 1
M
cx
x!
satisﬁes (14), where cx =∏Nj=1 cxii and ci is the i-th component of c .
Proof. We prove this lemma by ﬁnding the vector c .
Assume
P (x) = 1
M
cx
x! ,
where c ∈ RN and M is a constant. If i > 1, we have
P (x)
P (x− v i + v ′i)
= c
x/x!
cx−v i+v ′i/(x− v i + v ′i)!
= c
v i−v ′i (x− v i + v ′i)!
x! =
cv i−v ′i (xi+1 + 1)
x1xi
= c1ci(xi+1 + 1)
ci+1x1xi
.
If i = 1, we have
P (x)
P (x− v1 + v ′1)
= c
x/x!
cx−v1+v ′1/(x− v1 + v ′1)!
= c
v1−v ′1(x2 + 1)
x1(x1 − 1) =
c21(x2 + 1)
c2x1(x1 − 1) .
Comparing with (14), we only need⎧⎪⎪⎪⎨
⎪⎪⎪⎩
c1ci
ci+1
= κ
−
i
κi
if i > 1,
c21
c2
= κ
−
1
κ1
if i = 1.
This leads to
c2 = κ1
κ−1
c21, (15)
c3 = κ2
κ−2
c1c2 = κ2
κ−2
κ1
κ−1
c31, (16)
c4 = κ3
κ−3
c1c3 = κ3
κ−3
κ2
κ−2
κ1
κ−1
c41, (17)
· · · , (18)
cN =
(
N−1∏
i=1
κi
κ−i
)
cN1 . (19)
The probability function P (x) thus has a multivariate Poisson form multiplied by a characteristic function, and is given by
P (x) = 1 c
x
χSN (x) =
1 cx11 c
x2
2 · · · cxNN χSN (x)M x! M x1!x2! · · · xN !
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M =
∑
(x1,x2,...,xN )∈SN
cx11 c
x2
2 · · · cxNN
x1!x2! · · · xN !
is a normalization factor, and χSN is the characteristic function of SN .
It seems that c1 is still free, and needs to be determined. Actually, its choice does not change the distribution since
cx11 c
x2
2 · · · cxNN = cx11
(
κ1
κ−1
)x2
c2x21 · · ·
(
N−1∏
i=1
κi
κ−i
)xN
cNxN1
=
(
κ1
κ−1
)x2( κ1κ2
κ−1 κ
−
2
)x3
· · ·
(
N−1∏
i=1
κi
κ−i
)xN
cx1+2x2+3x3+···+NxN1
=
(
κ1
κ−1
)x2( κ1κ2
κ−1 κ
−
2
)x3
· · ·
(
N−1∏
i=1
κi
κ−i
)xN
cN1 .
Obviously, cN1 appears in every term of M and is canceled eventually.
If κi
κ−i
does not change with i, i.e.,
κi
κ−i
= γ , i = 1,2, . . . ,N − 1,
similar to the steady state concentrations in the deterministic method, we have
ci = γ i−1ci1, N  i  1.
For the sake of simplicity, we choose c1 = 1. This choice leads to
cx11 c
x2
2 · · · cxNN = γ x2+2x3+3x4+···+(N−1)xN = γ N−x1−x2−x3−x4−···−xN ,
and P (x) is further simpliﬁed to
P (x) = 1
M
cx
x! χSN =
1
M
γ x2+2x3+3x4+···+(N−1)xN
x! χSN . 
Identities connecting the propensity functions and reaction rates can be established in the limit of large numbers of
molecules [7,24]. Assume that the volume is V . It is known that
κ−i = k−i , (20)
κi = ki
nAV
, (21)
where nA is Avogadro’s constant. The ratio between κi and κ
−
i is thus given by
γ = κi
κ−i
= 1
nAV
ki
k−i
= α 1
nAV
. (22)
Obviously, κi
κ−i
is constant when ki
k−i
is, and vice versa. Since both nA and V are constant, we can actually use the steady
state solution of the deterministic model to estimate c as{
c1 = nAV [ZT ] if i = 1,
ci = nAV [Zi] if i > 1.
The above equations illustrate the connection between the stationary probability distribution and the steady state of the
deterministic method. The right side terms are actually the molecule numbers converted from the concentrations. A more
general result for reaction networks has been proved by Anderson [18]. The normalizer M depends on both N and γ . From
here on, we use M(γ ,N) to emphasize the dependence, deﬁned as
M(γ ,N) =
∑
x1,x2,...,xN0
γ x2+2x3+···+(N−1)xN
x! .x1+2x2+···+NxN=N
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deﬁnition via
E(xi, γ ,N) = 1
M(γ ,N)
∑
x1,x2,...,xN0
x1+2x2+···+NxN=N
xi
γ x2+2x3+···+(N−1)xN
x! .
For example, the expected molecule numbers of the three longest polymers can be computed as follows if M(γ ,N) is
known. Here we assume N  5.
E(xN , γ ,N) = γ
N−1
M(γ ,N)
,
E(xN−1, γ ,N) = γ
N−2
M(γ ,N)
,
E(xN−2, γ ,N) = 1
M(γ ,N)
(
γ · γ N−3
1!1! +
γ N−3
1!2!
)
= γ
N−3
M(γ ,N)
(
γ + 1
2
)
.
The ratios between them do not depend on M(γ ,N) explicitly, though,
E(xN−1, γ ,N)
E(xN , γ ,N)
= 1
γ
, (23)
E(xN−2, γ ,N)
E(xN−1, γ ,N)
= 1
γ
(
γ + 1
2
)
. (24)
When γ > 1, E(xN−1, γ ,N) is less than E(xN , γ ,N); when γ < 1, E(xN−1, γ ,N) is greater than E(xN , γ ,N). However,
E(xN−2, γ ,N) is always greater than E(xN−1, γ ,N). The computation of E(xi, γ ,N) becomes more and more diﬃcult as i
decreases, because the number of possible combinations increases rapidly. However, it can be considerably simpliﬁed with
the knowledge of M(γ ,N).
Lemma 3.2.
E(xi, γ ,N) = γ
i−1M(γ ,N − i)
M(γ ,N)
, i = 1,2, . . . ,N.
Proof. If i > 1,
E(xi, γ ,N) = 1
M(γ ,N)
∑
x1,x2,...,xN0
x1+2x2+···+NxN=N
xi
γ x2+2x3+···+(N−1)xN
x!
= 1
M(γ ,N)
∑
x1,x2,...,xN0, xi>0
x1+2x2+···+NxN=N
γ i−1 γ
x2+···+(i−1)(xi−1)+···+(N−1)xN
(x− ei)!
= 1
M(γ ,N)
γ i−1
∑
x1,x2,...,xN0
x1+2x2+···+NxN=N−i
γ x2+···+(N−1)xN
x!
= γ
i−1M(γ ,N − i)
M(γ ,N)
.
If i = 1,
E(x1, γ ,N) = 1
M(γ ,N)
∑
x1,x2,...,xN0
x1+2x2+···+NxN=N
x1
γ x2+2x3+···+(N−1)xN
x!
= 1
M(γ ,N)
∑
x1,x2,...,xN0, x1>0
x1+2x2+···+NxN=N
γ 1−1 γ
x2+2x3+···+(N−1)xN
(x− e1)!
= γ
i−1M(γ ,N − 1)
M(γ ,N)
. 
Similar results can be found for higher order moments [20].
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We claim that M(γ ,N) can be computed recursively.
Lemma 4.1. Given two nonnegative integers N and m, 0m < N, let Smd and Smc be two subsets of NN deﬁned by
Smd =
{
k
∣∣∣ N∑
i=1
ki = N −m,
N∑
i=1
iki  N
}
and
Smc =
{
k
∣∣∣ N∑
i=1
ki = N + 1−m,
N∑
i=1
iki = N + 1
}
where k = (k1,k2, . . . ,kN ) ∈ NN with ki as its i-th component. Then
∑
k∈Smd
N + 1−∑Ni=1 iki
N + 1
N∏
i=1
1
ki ! =
∑
k∈Smc
1∏N
i=1 ki !
= N!
(N + 1−m)!m!(N −m)! .
Proof. We prove this lemma by counting the ways to partition N + 1 distinct balls into N + 1−m nonempty groups, with
the balls being ordered in each group. We also require that each group can have at most N balls. Let T be the set of all
possible partitions and T be the number of elements in T . We count the elements in T in three different ways.
First, we let ki be the number of groups which contain i balls each, 1  i  N . Obviously,
∑N
i=1 ki = N + 1 − m and∑N
i=1 iki = N + 1. Thus k = (k1,k2, . . . ,kN ) ∈ Smc and each k ∈ Smc corresponds to a class of partitions. Let Gk be the set of
permissible partitions for a given k, where there are ki groups containing i balls, while 1 i  N . Obviously,⋃
k∈Smc
Gk = T and Gk1 ∩ Gk2 = ∅, if k1 = k2.
The number of elements of Gk equals
(N + 1)!∏N
i=1 ki !
.
Summing over all possible combinations of ki , we obtain
T = (N + 1)!
∑
k∈Smc
1∏N
i=1 ki !
= (N + 1)!
∑
k∈Smc
1
k! .
The number of partitions can also be counted in another way. Let ki be the number of groups containing i balls, excluding
the group which contains a special ball. Clearly,
∑N
i=1 ki = N −m. The number of balls in the same group as the special ball
equals N + 1 −∑Ni=1 iki , and clearly ∑Ni=1 iki  N . Let Hk be the set of permissible partitions with a given admissible k,
where there are ki groups containing i balls each excluding the group containing the special ball. The above argument shows
that ⋃
k∈Smd
Hk = T
and
Hk1 ∩ Hk2 = ∅, if k1 = k2.
Let t = N + 1 −∑Ni=1 iki , the number of balls in the group containing the special ball. The number of ways to organize an
ordered group of t balls which includes the special ball from the N + 1 different balls can be given by
tN!
(N + 1− t)! =
(N + 1−∑Ni=1 iki)N!
(
∑N iki)! .i+1
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tN!
(N + 1− t)!
(
∑N
i=1 iki)!∏N
i=1 ki !
= (N + 1−
∑N
i=1 iki)N!
(
∑N
i=1 iki)!
(
∑N
i=1 iki)!∏N
i=1 ki !
= (N + 1−
∑N
i=1 iki)N!∏N
i=1 ki !
= (N + 1)!(N + 1−
∑N
i=1 iki)
(N + 1)∏Ni=1 ki ! .
This leads to
T = (N + 1)!
∑
k∈Smd
N + 1−∑Ni=1 iki
N + 1
N∏
i=1
1
ki ! .
Finally, we can also choose N + 1 −m balls ﬁrst, one for each group, and we make them the ﬁrst ball in each group.
Then we ﬁnd the number of ways to assign the remaining balls into the N + 1−m groups. The number of ways to choose
the N + 1−m ﬁrst balls is the combination of N + 1−m from N + 1, which is given by
(N + 1)!
(N + 1−m)!m! .
To ﬁnd the number of ways to assign the remaining m balls into the existing N + 1 −m groups, consider arranging the m
balls and N −m vertical lines in a line. Each arrangement is corresponding to a way to separate the m balls into N + 1−m
groups. Each group may contain none, one, two, or up to m balls. Now the number of ways to assign the remaining m balls
into the existing N + 1 −m groups will be the number of arrangements of the m balls and N −m vertical lines, of which
the N −m vertical lines are alike. The number is then
(N + 1−m +m − 1)!
(N + 1−m − 1)! =
N!
(N −m)! .
This gives us another formula to estimate the total number of elements in T , which is
T = (N + 1)!N!
(N + 1−m)!m!(N −m)! .
Comparing the three formulas for T , we have proved the lemma. 
Theorem 4.2. Let N be a positive integer, γ be a positive real number, and M(γ ,N) be a number deﬁned by
M(γ ,N) =
∑
k1,k2,...,kN0
k1+2k2+···+NkN=N
1
k1!
γ k2
k2!
γ 2k3
k3! · · ·
γ (N−1)kN
kN ! =
∑
k1,k2,...,kN0
k1+2k2+···+NkN=N
N∏
i=1
γ (i−1)ki
ki ! .
Then it can be calculated recursively using
M(γ ,1) = 1,
M(γ ,N + 1) = γ N +
N∑
i=1
N − i + 1
N + 1 γ
N−iM(γ , i).
Proof. M(γ ,1) = 1 can be easily shown using the deﬁnition. Writing M(γ ,N + 1) as a polynomial of γ , we have
M(γ ,N + 1) =
∑
k1,k2,...,kN ,kN+10
k1+2k2+···+NkN+(N+1)kN+1=N+1
γ k2+2k3+···+NkN+1
N+1∏
i=1
1
ki ! =
N∑
m=0
cmγ
m
where
cm =
∑
k1,k2,...,kN ,kN+10
k1+2k2+···+NkN+(N+1)kN+1=N+1
k +2k +···+Nk =m
N+1∏
i=1
1
ki ! .2 3 N+1
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k1 + k2 + · · · + kN + kN+1 is positive.
There is only one combination of ki such that k2+2k3+· · ·+NkN+1 = N while k1+2k2+3k3+· · ·+(N+1)kN+1 = N+1,
which is given by kN+1 = 1 and ki = 0,∀i = N + 1. This is also the only permissible combination with nonzero kN+1. This
leads to
cN = 1.
In the following discussion, we ignore kN+1. This makes no difference when m < N , since kN+1 is always zero when m < N .
Deﬁne G0(N + 1) as
G0(N + 1) =
N∑
i=1
N − i + 1
N + 1 γ
N−iM(γ , i) =
N−1∑
m=0
dmγ
m.
We only have to prove that cm = dm for any m < N . To obtain an explicit expression for dm , we expand G0(N + 1) as
G0(N + 1) =
N∑
i=1
N − i + 1
N + 1 γ
N−i
( ∑
k1,...,kN0
k1+2k2+···+NkN=i
N∏
j=1
γ ( j−1)k j
k j !
)
=
N∑
i=1
∑
k1,...,kN0
k1+2k2+···+NkN=i
γ k2+2k3+···+(N−1)kN+N−i N − i + 1
N + 1
N∏
j=1
1
k j ! .
If k1+2k2 +· · ·+NkN = i, we notice that k2 +2k3 +· · ·+ (N−1)kN +N− i = (∑Nj=1( j−1)k j)+N−∑Nj=1 jk j = N−∑Nj=1 k j .
Using the deﬁnition of Smd , we ﬁnd that
dm =
∑
k1,k2,...,kN0
N−(k1+k2+···+kN )=m
k1+2k2+···+NkNN
N + 1−∑Ni=1(iki)
N + 1
1
k1!k2! · · ·kN ! =
∑
k∈Smd
N + 1−∑Ni=1(iki)
N + 1
1
k! .
When m < N , cm can be rewritten without kN+1 as
cm =
∑
k1,k2,...,kN0
k1+2k2+···+NkN=N+1
k2+2k3+···+(N−1)kN=m
1
k1!k2! · · ·kN ! =
∑
k∈Smc
1
k! ,
where we have used m =∑Nj=1( j−1)k j = N +1−∑Nj=1 k j and the deﬁnition of Smc . Clearly cm = dm by the previous lemma
and the theorem is proved. 
5. How accurate is the deterministic model?
Theorem 4.2 provides us an eﬃcient way to calculate the expected values of the number of ﬁlaments with various
lengths. Using (4) and (5), we can also calculate the steady state of the corresponding deterministic system. The two meth-
ods are compared side by side.
We assume the reactions occur in a cylinder of length 4 μm and radius 0.4 μm. The cylinder has the shape and size
of a bacterial cell with volume 2.0106 × 10−15 liter. Computations are done for N = 10,20,50, and 100, corresponding to
[Ztot] = 0.0083 μM, 0.0165 μM, 0.0413 μM, and 0.0826 μM, respectively. Computation with each N is repeated for γ from
0.1 to 50, taking values of 0.1, 0.5, 2.0, 10.0, and 50.0. The corresponding values of α, estimated using (22), are used in
the deterministic method. Concentrations, which are obtained via the deterministic method, are converted to numbers of
molecules by multiplying them with Avogadro’s constant nA and volume V .
The results are shown in Fig. 1. When γ is small, very little difference is found between the two methods. Especially
when N is larger than 20, the two methods match very well. Differences arise when γ becomes large. In the deterministic
model, the number of ﬁlaments, which is proportional to their concentrations, always increases or decreases exponentially
with the length of the ﬁlaments. This results in a monotone and smooth curve. However, in the stochastic model, the
expected values of the molecule numbers calculated always decrease ﬁrst and then increase rapidly near the maximum
length for suﬃciently large γ . This predicts a higher expected number of ﬁlaments with the maximum length than the
number obtained using the deterministic model.
Z. Zhang / J. Math. Anal. Appl. 384 (2011) 549–560 559Fig. 1. Comparison between the deterministic simulation and stochastic simulation for a polymerization reaction with ﬁnite number of subunits. The dashed
lines show computation results using the deterministic method, while the solid lines are obtained using the recursive formula based on the probability
distributions. The numbers of subunits are 10, 20, 50, and 100 for the ﬁrst, second, third, and fourth column, respectively. Each row shares the same γ .
From the top to the bottom, γ equals 0.1, 0.5, 2.0, 10.0, and 50.0, respectively.
560 Z. Zhang / J. Math. Anal. Appl. 384 (2011) 549–5606. Conclusion
In this paper, we calculate the stationary distribution of various molecule numbers for a speciﬁc polymerization reaction
assuming that the total number of subunits is constant and small. We derive a recursive method which calculates the
expected values of the molecule numbers eﬃciently. The results are compared with those of the deterministic model.
Knowing the ﬁrst order moments of the molecule numbers within a reaction network provides precious help in guiding
one to choose an appropriate strategy in modeling the reaction network. Although the polymerization we worked in this
paper is simple and speciﬁc, we hope that it inspire more effort in the search of similar recursive methods for more general
reaction networks.
Acknowledgments
This work was supported by the National Science Foundation through grants DMS-0714864 and DMS-0714896.
References
[1] D. Voet, J.G. Voet, C. Pratt, Fundamentals of Biochemistry: Life at the Molecular Level, 2nd edition, Wiley, 2006.
[2] D. Bratsun, D. Volfson, L.S. Tsimring, J. Hasty, Delay-induced stochastic oscillations in gene regulation, Proc. Natl. Acad. Sci. USA 102 (41) (2005)
14593–14598.
[3] C. Gomez-Uribe, G.C. Verghese, L.A. Mirny, Operating regimes of signaling cycles: Statics, dynamics, and noise ﬁltering, PLoS Comput. Biol. 3 (12) (2007)
2487–2497, e246.
[4] U. Kummer, B. Krajnc, J. Pahle, A.K. Green, C.J. Dixon, M. Marhl, Transition from stochastic to deterministic behavior in calcium oscillations, Biophys.
J. 89 (3) (2005) 1603–1611.
[5] C.V. Rao, D.M. Wolf, A.P. Arkin, Control, exploitation and tolerance of intracellular noise, Nature 420 (6912) (2002) 231–237.
[6] M. Samoilov, S. Plyasunov, A.P. Arkin, Stochastic ampliﬁcation and signaling in enzymatic futile cycles through noise-induced bistability with oscilla-
tions, Proc. Natl. Acad. Sci. USA 102 (7) (2005) 2310–2315.
[7] D.T. Gillespie, General method for numerically simulating stochastic time evolution of coupled chemical-reactions, J. Comput. Phys. 22 (4) (1976)
403–434.
[8] D.T. Gillespie, Stochastic simulation of chemical kinetics, Ann. Rev. Phys. Chem. 58 (2007) 35–55.
[9] M.A. Gibson, J. Bruck, Eﬃcient exact stochastic simulation of chemical systems with many species and many channels, J. Phys. Chem. A 104 (9) (2000)
1876–1889.
[10] Y. Cao, D.T. Gillespie, L.R. Petzold, Adaptive explicit–implicit tau-leaping method with automatic tau selection, J. Chem. Phys. 126 (22) (2007).
[11] T.J. Li, Analysis of explicit tau-leaping schemes for simulating chemically reacting systems, Multiscale Model. Simul. 6 (2) (2007) 417–436.
[12] J. Puchalka, A.M. Kierzek, Bridging the gap between stochastic and deterministic regimes in the kinetic simulations of the biochemical reaction net-
works, Biophys. J. 86 (3) (2004) 1357–1372.
[13] C.V. Rao, A.P. Arkin, Stochastic chemical kinetics and the quasi-steady-state assumption: Application to the Gillespie algorithm, J. Chem. Phys. 118 (11)
(2003) 4999–5010.
[14] H. Salis, Y. Kaznessis, Accurate hybrid stochastic simulation of a system of coupled chemical or biochemical reactions, J. Chem. Phys. 122 (5) (2005)
054103.
[15] C.A. Gomez-Uribe, G.C. Verghese, Mass ﬂuctuation kinetics: Capturing stochastic effects in systems of chemical reactions through coupled mean-
variance computations, J. Chem. Phys. 126 (2) (2007) 024109.
[16] J. Goutsias, Classical versus stochastic kinetics modeling of biochemical reaction systems, Biophys. J. 92 (7) (2007) 2350–2365.
[17] Q. Zheng, J. Ross, Comparison of deterministic and stochastic kinetics for nonlinear-systems, J. Chem. Phys. 94 (5) (1991) 3644–3648.
[18] D.F. Anderson, G. Craciun, T.G. Kurtz, Product-form stationary distributions for deﬁciency zero chemical reaction networks, Bull. Math. Biol. 72 (8)
(2010) 1947–1970.
[19] G. Almkvist, D. Zeilberger, The method of differentiating under the integral sign, J. Symbolic Comput. 10 (6) (1990) 571–591.
[20] E.D. Sontag, D. Zeilberger, A symbolic computation approach to a problem involving multivariate Poisson distributions, Adv. Appl. Math. Mech. 44 (4)
(2010) 359–377.
[21] M. Apagodu, D. Zeilberger, Multi-variable Zeilberger and Almkvist–Zeilberger algorithms and the sharplening of Wilf–Zeilberger theory, Adv. Appl.
Math. Mech. 37 (2) (2006) 139–152.
[22] A. Matzavinos, H.G. Othmer, A stochastic analysis of actin polymerization in the presence of twinﬁlin and gelsolin, J. Theoret. Biol. 249 (4) (2007)
723–736.
[23] J. Hu, A. Matzavinos, G. Othmer, A theoretical approach to actin ﬁlament dynamics, J. Stat. Phys. 128 (2007) 111–138.
[24] T.G. Kurtz, Relationship between stochastic and deterministic models for chemical reactions, J. Chem. Phys. 57 (7) (1972) 2976.
