Introduction. This article is concerned with the classical theory of heat conduction. It is envisaged that a conducting body contains a continuously distributed heat source, of density f+(x, t), which may vary with position x in the body and with the time t. It is supposed, though, that only limited quantitative information about f+ is available, such as the value of the integral / f + dx, which is the net rate at which the source supplies heat. It is desired to neutralize the effect of the source by cooling the body and arranging that the temperature u(x, t) be negative at each point x, at least for all sufficiently large t. Two alternative strategies for cooling the body will be considered: the first is to install a continuously distributed heat sink, of density f'(x,t) and maintain the boundary at zero temperature; the second is to control the temperature t(/) of the boundary itself.
It will turn out that there is an essential difference between the information required about f+(x, t) when x is a point of R1 and when it is a point of R", with n > 1.
Temperatures on an interval 1. Sinks that neutralize a source. The simplest case (n = 1) is that of conduction in an isotropic, but possibly inhomogeneous, slab, which may be identified with an interval, a < x < b, say. The temperature u(x, /) (a < x ^ b, 0 < / < oo) is required to satisfy the differential equation and it is supposed that the thermal conductivity k and the specific heat c are positive, while f+ and f~ are nonnegative and continuously differentiable. No initial condition has been imposed upon the temperature and, consequently, there will be infinitely many temperatures u which correspond to a given source f+ and a given sink f~.
In view of the boundary condition (1.2), the maximum temperature cannot be negative, that is to say, (max u)(t) = max{ u(x,t): a < x < b} > 0.
We seek to choose / in such a way that the maximum temperature decays to zero and, in fact, we shall say that f~ neutralizes f+ if every u that satisfies (1.1) and (1.2) has the property that max u -> 0 as t -> oo. Related considerations arise in the static theory of elastic beams, where it is desired to shore up a beam against an applied load but details of the loading are not available and only the net load is known. For a discussion of these matters the reader is referred to my article [1] , and to S. Friedland's article [2] printed immediately after my own.
There is a very simple condition which ensures that /" neutralizes f+.
Theorem 1. The condition /"> f+ is sufficient to ensure that / neutralizes /+ and, in particular, the condition /" = f+ is sufficient. Theorem 1 provides a straightforward strategy for cooling the slab, but we regard it as unsatisfactory for the reason that such a choice as /"" = /' demands the maximum possible information about f+, namely, the value of f+(x, t) at each x in a < x < b and at each t > 0. Nonetheless the theorem plays an important role in devising more satisfactory strategies, and we shall record a proof of it.
Let u satisfy (1.1) and (1.2), let t0 > 0 be arbitrary, let v be the solution of the boundary-and initial-value problem
in which the differential equation and the boundary conditions are homogeneous but the initial condition is not, and let w = u -v. As is well known, max|i>| -» 0 as t -» oo. the Maximum Principle implies that w < 0 throughout the half-strip a < x < b, t0 < / < oo. Thus, u = v + w4:v^ max | v | in the half-strip and, therefore, 0 < max u < max|u|. It follows that max u -» 0 as / -> oo and, hence, it is the case that f" neutralizes f+.
In order to produce a more satisfactory strategy for choosing /" it is convenient to introduce the functions
where y is the total thermal resistivity d£ / *({)• and a kernel G(x, y) which equals
The kernel is the Green's function associated with the boundary value problem the solution being
J n Theorems 2 and 3 are concerned with what happens when f+ is known to be a monotone function of t (in the wider sense), for each fixed "x. In the first case f+ increases and the existence of the finite limit lim,^^ // f+dx is a hypothesis. In the second case f+ decreases and the existence of the limit is guaranteed because f+ > 0. Theorem 2. Suppose that f+(> 0) increases as t increases, and lim,^^ f+ dx exists. Then, in order that f~ should neutralize f+ it is sufficient that (i) f~(x)( > 0) be independent of t, and
Some remarks are in order before we proceed to the proof of the theorem. The presence, in the integral involving /", of some such weight as 'p(x)ip(x), which vanishes at x = a and x = b but is positive in a < x < b, is to be expected; it would be wasteful to concentrate f~ too near a face of the slab.
Next, it will be noticed that the only quantitative information demanded of f+ is the value of lim,^^ f+ dx, which is the ultimate net rate at which the source supplies heat. Finally, if we were to choose /"= /+, as Theorem 1 permits, the net rate at which the sink extracts heat would balance the net rate at which the source supplies heat, that is to say, it would be the case that (brdx = \b r dx. The large factor 4 is the penalty for attempting to make do with little information about r-
The proof of Theorem 2 hinges upon the estimates
on the kernel. To verify these, consider the behavior of the kernel in the triangle a sg y < x < b. Since xp increases, it must be that
which is the upper bound. On the other hand, a glance at the definitions of <p and \p assures us that 0 <<£(>') < 1 and 0 < *P(x) < 1-Therefore,
which is the lower bound. Thus, the estimates hold in a < y < x < b, and a similar argument establishes that they also hold in the complementary triangle a < x < y < b. Now let u be any solution of (1.1) that satisfies the boundary conditions (1.2), and introduce The definition of u also implies that v(a, t) = v(b, t) = 0 (/ > 0), and, in view of (1.2). it must be that w(a, t) = w(b, t) = 0 (t > 0). By virtue of Theorem 1, maxw -> 0 as / -» oc, and since, as we have seen, 0 < max u < max w it must be that max u -> 0 as / -» oo. In short, /" neutralizes f+.
Next we consider what happens when /+ decreases.
Theorem 3. Suppose that /+(> 0) decreases as t increases. Then, in order that / should neutralize f+ it is sufficient that (i) f~(> 0) should decrease as t increases, and (ii) fa<t>(x)i(x)f~(x,t)dx = jabf+(xj)cix (t > 0).
The proof proceeds on similar lines to that of Theorem 2. We suppose u to be a solution of (1.1) which satisfies (1.2) and put w = u -v, where v(x,t) = fb G(x,y)(f+(y,t) -f~(y,t))dy. 
(a,t) = u(b,t) = t(t) (t > 0). (2.2)
We shall say that r neutralizes f+ if every u that satisfies (2.1) and (2.2) has the property that lim sup,_^(max u) < 0.
Theorem 4 shows that, whenever /+ satisfies the same hypotheses as in Theorem 2, it is enough to take t to be an appropriate constant.
Theorem 4. Suppose that f+(> 0) increases as t increases, and lim,^^ /a f + dx exists. Then, in order that t should neutralize /+ it is sufficient that t = -lim fhf+(x,t) dx. Because u = r + v + w it must be that max u < t + max v + max w < max w and, hence, limsup(^oc(maxu) < 0. In summary, r neutralizes f+.
The next theorem deals with what happens when f+ decreases.
Theorem 5. Suppose that /+(> 0) decreases as t increases. Then, in order that r should neutralize f+ it is sufficient that r{')=-\yff+(x,t)dx (t> 0).
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The proof is much like that of Theorem 4. Indeed, let u satisfy (2.1) and (2.2), and let v and w be defined as before. On substituting t + v + w for u in ( Since, once again, w(a,t) = w(b, t) = 0 (t > 0), Theorem 1 implies that max w -> 0 as t -» oo. Lastly, we note that v(*,t) < \yjy+(y>t)dy = -t(t) and, therefore, max v < -t and max u < r + max v + max w < max w. Hence lim sup, (max u) < 0 and the proof is complete.
Temperatures in a ball
We turn to considering what happens in R"; our methods will enable us to deal with only the simplest case but even here a new feature is encountered. In what follows, the interval a < x < b is replaced by the ball B = {x: \x\ < a}, and the thermal conductivity k and the specific heat c are positive constants. For ease of exposition it is supposed that n > 2; nevertheless the arguments can be carried through when n = 2 by making the minor modifications necessitated by the fact that the singular solution of Laplace's equation is logarithmic in character.
3. Sinks that neutralize a source. This section is given over to proving a counterpart to Theorem 2. Equation (1.1) is now replaced by the equation k^u = cJ^+r~f+ and the boundary condition u(x,t) = 0 (|jc| = a,f>0) (3.2)
is supposed to be in force.
The novel feature which enters in higher dimensions is that the quantitative information required about the source is not the value of the integral f f+dx .
where p > n but p is otherwise arbitrary. It is convenient to introduce the constant "(/>) u"a"(p -!)" p -n w" = 2n"/2/T({n) being the hyperarea of the unit sphere {x: |x| =1}. As before, we aim to ensure that f~ neutralizes /+ in the sense that every u that satisfies (3.1) and (3.20) has the property that maxu -» 0 as t -* oo.
Theorem 6. Suppose that f+(> 0) increases as t increases, and the limit lim,.,^ fB \f+\p dx exists for some p > n. Then, in order that f~ should neutralize f+ it is sufficient that (i) f~(x)( > 0) be independent of t, and («) JB( 1 ~ \x\/a)f~(x)dx = fl(/?)lim,_00(/fl|/+(.x, t)\p dx)l/p. Certain comments are required before we prove the theorem. It will be noticed, once again, that a weight occurs in the integral involving / . It will be noticed too that the existence of the limit lim,^00/B|/+|/'rfx implies the existence of lim,.,^ fB\f+\p' dx for every p' in 1 < p' < p, but not necessarily for p' > p.
Finally, Holder's inequality tells us that In order to prove corresponding results for regions whose geometry is more complicated it would be desirable to construct arguments that do not depend upon detailed knowledge of the kernel.
In this case, though, we can start from the fact that which is easily verified, is crucial, and so are the bounds 2~(fl2 -M2) < E(x, < a + |^| < 2a.
To prove (3.4), we use the formula E(x, y) = aljH* ~ y*I-The maximum value of E(x, y) with respect to x occurs when * is the point of B furthest from y*, that is to say when x = f^y. Thus E(x, y) < Ey, y = a + | | < 2a. \y\ Likewise the minimum value of E(x, y) with respect to * occurs when * is the point of B closest to y*, that is to say when x = ^y, and where F = (E2 -D2)/E2, and using the inequality (1 -f)~("~2)/2 > 1 + ±(« -2)F (0 < F < l)
to obtain G>{E2-D2)/2unE", where we have divided through by (n -2)un. When we substitute for E2 -D2 from (3.3), and appeal to the upper bounds on £, we see that cix w {a2-\x\2)(a2-\y\2) = (a2 -\x\2)(a -\y\) 2 u"a2(a+\y\) 2una2(a + \y\)" 1 and in this way we arrive at the inequality (a2-H2)(q-b|)
2 "ama <x*>y)> v ' :+1 • (3-6)
To complete the proof of Theorem 6, let u satisfy the differential equation (3.1) and the boundary condition (3.2), and let w = u -v, where kv(x,t) = f G{x, y){f+(y,t) ~f~(y))dy.
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