In this study the parabolized stability equations (PSE) are used to build reduced-order-models (ROMs) given in terms of frequency and time-domain transfer functions (TFs) for application in closed-loop control. The control law is defined in two steps; first it is necessary to estimate the open-loop behaviour of the system from measurements, and subsequently the response of the flow to an actuation signal is determined. The theoretically derived PSE TFs are used to account for both of these effects. Besides its capability to derive simplified models of the flow dynamics, we explore the use of the TFs to provide an a priori determination of adequate positions for efficiently forcing along the direction transverse to the mean flow. The PSE TFs are also used to account for the relative position between sensors and actuators which defines two schemes, feedback and feedforward, the former presenting a lower effectiveness. Differences are understood in terms of the evaluation of the causality of the resulting gain, which is made without the need to perform computationally demanding simulations for each configuration. The ROMs are applied to a direct numerical simulation of a convectively unstable 2D mixing layer. The derived feedforward control law is shown to lead to a reduction in the mean square values of the objective fluctuation of more than one order of magnitude, at the output position, in the nonlinear simulation, which is accompanied by a significant delay in the vortex pairing and roll-up. A study of the robustness of the control law demonstrates that it is fairly insensitive to the amplitude of inflow perturbations and model uncertainties given in terms of Reynolds number variations.
cumbersome task, since each choice requires a new reduced-order model. This is of particular interest when one considers the energy budget for actuation; in the work of Fabbiane et al. [16] it is shown that the currently available actuators for flow control applications for transition delay are close to the break-even point. An a priori determination of the optimal actuator/sensor positions could increase the efficiency of such controllers.
In this work, we propose an alternative strategy, using a reduced-order model based on the physics of the convectively unstable flow that we consider, acting via a destructive interference of the incoming wavepacket. Initial works dealing with this type of actuation could be tracked down to some of the first flow control implementations, such as the works of Thomas and Saric [45] and Thomas [46] .
The works cited above dealt with single-frequency disturbances. The work of Li and Gaster [35] improves on such ideas by dealing with broadband perturbations by means of transfer functions, formulated using linear stability theory to predict the spatial and temporal behaviour of Tollmien-Schlichting waves in a flat plate. The control law is then able to delay the transition to turbulence in an experimental implementation.
We continue to build up on these ideas by improving the fidelity of the ROM by using parabolized stability equations (PSE) [21] , which account for the slow divergence of the baseflow. This follows our previous efforts in Sasaki et al. [40] on which similar strategies are applied to a turbulent jet.
The added advantage that is explored is the possibility of using the ROM to rapidly explore the positions to be used as input and outputs: This can be done from a single PSE solution encompassing the range of relevant frequencies, since model reduction is performed independently of sensor and actuator placement. The framework for the choice of control positions is then posed by evaluating the sensitivity of the flow to actuation, the causality of transfer functions and the effectiveness of models. The control law we propose is the direct inversion of the system, which we obtain in the frequency domain and leads, in the time domain, to a wave-cancelling signal at the objective position.
The ROMs and control techniques are applied to a two-dimensional mixing layer, computed by a direct numerical simulation (DNS). Mixing layers are a canonical problem for the study of sound generation by low-Reynolds free shear flows [9, 12, 48] . With the present incompressible simulation, it is not possible to compute directly the sound radiation. However, it allows an evaluation of the capability of the controller in suppressing or delaying vortex roll-up and pairing, which in turn is expected to lead to reduction in the radiated sound of the analogous, compressible scenario.
The paper is organized as follows. In Sect. 2 a brief description of the flow and nonlinear numerical simulation is introduced. In Sect. 3 the reduced-order models used for the estimation and actuation are introduced. In Sect. 4 the control laws are introduced, a baseline case, using the feedforward scheme is presented in 5 both in the linear and in the nonlinear cases. An evaluation of the robustness of the controller is presented in Sect. 5 . The effects of placement of the actuator along the transverse direction and its relative position to the input are evaluated in Sects. 7 and 8, respectively. Concluding remarks are drawn in Sect. 9. A brief description regarding the parabolized stability equations and the Kelvin-Helmholtz projection are included in "Appendix".
2D nonlinear numerical simulation
The numerical simulation of the two-dimensional Navier-Stokes equations is used to test the transfer functions for the estimation and control, along with the designed control schemes.
The two-dimensional Navier-Stokes equations are solved with a Chebyshev spectral collocation method in the transverse direction (Y ) and Fourier decomposition in the streamwise direction (X ). The Gauss-LobattoChebyshev grid is expanded from the interval [−1, 1] to the physical domain [−Y ∞ , Y ∞ ] through an algebraic mapping. The time-marching combines a fourth-order Adams-Bashforth scheme and a fourth-order backward differentiation scheme, with viscous term treated implicitly [6] The simulation non-dimensional time step is t = 0.02, where solutions are stored every t save = 0.4 for a time T = 2000, where the non-dimensionalization is defined with respect to a reference velocity U , equal to the difference in velocity across the shear, and the vorticity thickness δ w given by,
The inflow condition is specified as plus unsteady perturbations given as low-pass filtered white noise at the inflow. The resulting maximum RMS root-mean-squared values at the inflow is of 10 −4 , and these disturbances are amplified by the KelvinHelmholtz instability and generate vortex roll-up and pairing that is non-periodic, leading to a broadbanded disturbance spectrum in the DNS. Figure 1 shows a typical flow snapshot. The inflow (2) imposes a unitary velocity difference across the shear U and a unitary vorticity and momentum thickness. The Reynolds number used is based on the vorticity thickness and the velocity difference, Re = U δ ω ν = 100, where ν is the kinematic viscosity. In what follows, the X -and Y -components of velocity are denoted as u(t) and v(t), and pressure as p. Non-dimensional frequencies are presented as a Strouhal number St = f δ ω / U , where f is the frequency.
Because we are using a Fourier decomposition in the non-homogeneous streamwise direction, a sponge zone is applied at the end of the domain, so that the solution q φ = (u, v, p) T reaches the inflow state q in . It consists of adding a forcing term f = −λ(q φ − q in ) with λ = 20 2 1 + tanh
.
3 Reduced-order modelling
Estimation
The first task for definition of the control law is to obtain the estimation transfer functions, which allow a time-domain prediction of the fluctuations obtained from upstream measurements. In the present scenario, where linearity is assumed, one has to consider the frequency-dependent growth rates and phase speeds of the dominant mode in order to allow for an accurate prediction. This is done by following PSE-based transfer functions; however, alternative methods could be also used, such as ARMAX [22] or by the direct application of local linear stability theory [35] . Linear PSE can be thought of as a computationally efficient way to obtain the solution of a parabolized boundary value problem in the frequency domain, approaching the solution of the linearized Euler or NavierStokes systems. An upstream condition, taken for instance at x = 0, is marched downstream. Such condition, given in the first point of the domain, is normally taken from a locally parallel computation, and a single unstable eigenmode is then considered, as outlined in "Appendix". The implementation of PSE also involves the determination of a local wave number α(x), iteratively found to respect an auxiliary condition; this procedure renders nonlinearity to the model. This removes the streamwise exponential dependence of the shape functions. It should then be noted that two PSE solutions with two different eigenmodes as inflow condition can be superimposed to obtain an approximated solution of the original linearized system. However, such superposition will not be a solution of the PSE problem as the local wavenumber will be a priori different as PSE would tend to converge to one of them. Thus, the method is only capable of tracking a single mode, which therefore means that for a system with more than one unstable mode, performing the superposition is not straightforward. This problem is tackled, for example, in the work of Sinha et al. [43] for a dual-stream jet which has two unstable eigenmodes; dedicated PSE computations are then performed for each one of them. In the current problem, however, the flow is dominated by the Kelvin-Helmholtz instability which makes the PSE method a suitable approach to obtain transfer functions, as it will be demonstrated next, with a low computational cost.
Furthermore, PSE allows for a calculation where only the mean flow is required for the construction of the reduced-order models, which are given in terms of transfer functions. Once such transfer functions are available, the predictions are made in terms of a convolution, which is an inexpensive procedure. These characteristics allow for a fast exploration of the control parameters, such as positions, spacing between units; a priori, these would not be directly available using more empirical methods based on system identification, which were shown to present similar performances in estimating the flow quantities in another study by this group [40] . The estimation techniques have been developed previously in Sasaki et al. [40] and will be briefly summarized here for the sake of clarity. The linearity of the PSE may be exploited in order to obtain a single-inputsingle-output model between any given pair of positions along the flow and considering any of the dependent variables (pressure, vertical or horizontal velocities, for this particular problem). Prior to the computation of the PSE, it is necessary to account for a baseflow (taken here as the mean flow) which, for the two-dimensional case, is a function of the axial and transverse coordinates. A mild streamwise variation is then a necessary hypothesis for the parabolization of the equations. This assumption permits the PSE decomposition into a slowly varying shape function and a fast wave-like part. The mean flow is obtained from a previous DNS, exciting the flow with broadband perturbations and allowing the initial transients to seize. PSE can then be used to calculate the fluctuations for a wide range of frequencies, which is feasible due to the low computational cost of this method.
Defining the complex quantitiesŶ (ω) andẐ (ω) of two positions along the flow considered respectively as an input and an output, and measured at the positions (X y , Y y ) and (X z , Y z ), as presented in the scheme in Fig. 2 , with ω defining the angular frequency, and assuming a linear relation between these, a frequency-domain transfer function may be written as:
where upper-case letters and the hat symbol denote Fourier-transformed quantities, in the frequency domain; their time-domain counterparts are written with corresponding lower-case letters. A convolution kernel, that we denote time-domain transfer function, is readily available from the inverse Fourier transform ofĜ yz (ω);
From g yz (t), which is a real quantity written in the time domain, the output z(t) may be estimated from measurements of the input y(t), which defines a SISO system as
where it is assumed that g yz (τ ) = 0 for τ < 0, i.e. the transfer function is causal. A causal transfer function for estimation is a necessary assumption for an online prediction of the output, based on past and present information. This is expected if the output z is taken for a position downstream of the input y, since the mixing layer is characterized by a convective instability [26] . The use of PSE for reduced-order modelling implies that only the Kelvin-Helmholtz (K-H) mode is tracked. This mode is expected to dominate the dynamics of mixing layers and jets, an underlying assumption which can be verified by comparison of the reduced-order model with DNS results. Furthermore, it has been recently shown [40] that PSE-based transfer functions may be used for the modelling of a high-Reynolds turbulent jet, with compelling correlations as long as input and output positions are within the initial shear layer of the jet, where the K-H mode is spatially unstable. In the same study, the performance of PSE-based TFs was demonstrated to be comparable to two more empirically dependent techniques, providing further evidence of its suitability for this sort of application.
Non-modal effects are not a priori captured, which means that this method could not be directly used for transient effects seen for instance in bypass transition in boundary layers. The work of Levin and Henningson [33] demonstrates how to modify PSE to account for transient growth, via the use of an optimal disturbance, derived using the adjoint equations. Such method could in principle be applied to the derivation of transfer functions targeting non-modal effects. This is, however, out of the scope of this paper; here only the modal stability properties will be investigated.
An example of the prediction is shown in Fig. 3 , where the PSE prediction is compared to the transverse velocity fluctuation from a nonlinear DNS run at the position of (X z , Y z ) = (100, 0), the input position of (X y , Y y ) = (75, 0) was considered for the TF. We observe close agreement between the predictions from the PSE-based TF and the DNS results. Only the behaviour of linear wavepackets is predicted with Eq. (5) and a deterioration of the comparisons between such prediction and the actual outputs of the DNS is expected as one moves downstream. Figure 4 presents a X − Y mapping of the correlation at τ = 0 between prediction (z est ) and measurement (z DNS ), as defined in Eq. (6),
where prediction is done with a fixed input position, located at (X y , Y y ) = (75, 0). Correlations close to one indicate an accurate prediction and validate this method.
One of the advantages of the PSE transfer function method is that it allows for the direct derivation of a multiple-output system, obtained by simply calculating the transfer function between a given fixed input and several downstream outputs. The low computational cost of the method again allows for such a prediction, as once the TFs have been built, only a convolution is necessary to perform the prediction. Figure 5 shows some sample results, where the measurements at (X y , Y y ) = (100, 0) are used as the input data.
Alternatively, one could proceed empirically by building the transfer function using broadband inflow perturbations in the numerical simulation. This method, which is based on the frequency response between inputs and outputs [5] is outlined in Sasaki et al. [40] and will not be pursued here. 
Actuation
Before closing the loop and defining a control law, it is necessary to determine how a given actuation will affect the behaviour of the fluctuations downstream. The DNS can be conveniently excited by a body force in the form
where L determines the spatial support of the applied body force, and u(t) gives the time behaviour of the perturbation, which is supposed to present a broadband spectrum in order to act over all the unstable frequencies of the flow. The expression in Eq. (7) can be used to define actuations f X or f Y in either X or Y directions. In this work, we have used L = 5 and tested different actuation positions (X u , Y u ). We need to determine theoretically how actuation excites flow fluctuations. This has been studied in some detail by Hill [23] . Here, it is necessary to project the body force, at the position of the actuator, onto the Kelvin-Helmholtz mode. This idea is based on the signalling problem, described in Huerre et al. [24] and Huerre and Monkewitz [25, 26] . The procedure provides the amplitude of the Kelvin-Helmholtz mode at the position of the actuator, which is then used as an initial step for the PSE marching procedure.
In accordance with the assumptions of PSE, the flow is considered locally parallel close to the disturbance; one may then use this hypothesis to obtain the resulting amplitude of the K-H mode and march it downstream using PSE. The force is expected to result in a projection onto several different modes. However, as only the K-H is unstable, after a certain spatial transient, only its contribution will remain downstream, as amplitudes of other modes decay to zero. As shown in "Appendix 2", flow fluctuations are given aŝ
where the double hat denotes a Fourier transform in space from X to the wavenumber α and time from t to ω,φ KH = (û,v,p, αû, αv) andˆ KH = (û,v,p, αû, αv) * , * indicating adjoint variables, are respectively the direct and adjoint Kelvin-Helmholtz modes, calculated from the locally parallel problem, with corresponding wavenumber α KH and , indicates the inner product between two quantities. Equation (8) provides the velocity and pressure fluctuations associated with the actuation near its position. These can be treated as initial conditions for PSE, which are marched downstream following the usual procedure. The transfer function is then calculated using the formalism presented in Sect. 3.1, with input taken asû(ω), measured at the position
A comparison of the time series between nonlinear simulation and prediction is shown in Fig. 6 , at the position X z = 125, for a forcing located at X u = 100. The correlation map is presented in Fig. 7 and exhibits an adequate behaviour, with correlations above 85%, providing a validation of this procedure. 
Feedforward and feedback control strategies
Once the estimation and actuation transfer functions have been validated, all the ingredients necessary for closed-loop control of the fluctuations are readily available. Disturbances measured by a sensor will be considered as an input y(t) and these are amplified as they are convected downstream. The objective of the actuation is to minimize the output z(t) at a fixed position downstream of the actuating signal.
The frequency-dependent phase speeds and growth rates of the instability waves are automatically considered in the transfer functions derived in Sects. 3.1 and 3.2 and two control schemes may result, depending on the relative position between the actuator and sensor. If the actuator is downstream of the input, for a convectively unstable flow, its effect on the upstream sensor is negligible [4] and the resulting block diagram for closed-loop control is shown in Fig. 8 . The output z(t) is then directly obtained from the superposition of an open-loop behaviour with an actuating signal, and a scheme denoted as disturbance feedforward [41] results, with the objective of rejecting incoming disturbances, measured at y(t). The closed-loop control of such amplifier flow [26] may be understood in terms of the actuation leading to a perturbation profile in phase opposition with the unperturbed, open-loop behaviour of the system, causing a cancellation of the incoming wave.
It should be noted that a feedforward gain alone is incapable of changing the stability characteristics of the system since it is unable to change the eigenvalues of the original plant [17, 44] . In spite of this fact, its use is appropriate for globally stable but convectively unstable flows, such as the mixing layer under study, which does not present unstable eigenvalues. For this type of application, the feedforward gain acts with the objective of rejecting incoming disturbances. For the stability characteristics of feedforward control laws, the reader is referred to the works of Fabbiane et al. [17] and Belson et al. [4] , for a fluid dynamics perspective and the work of Devasia [14] for an overview of feedforward controllers with a more system-oriented guidance.
Consider now the case where the actuation signal affects the input sensor ( e.g., for this convective flow this would happen if the actuation was positioned upstream of the input sensor); The resulting scheme is said 8 Block diagram for a feedforward and b feedback control laws.Ĝ yz andĜ uz are the estimating and actuation transfer functions between input/acting positions and output, respectively. It should be noted that the branch where the transfer function G uy is located is added in the feedback scheme, which accounts for the effect of the actuation into the input sensor. The frequencydependent gainK (ω) is designed separately for each configuration to be feedback control, since a path for information to flow from the actuation into the input is added. The resulting block diagram for this problem is shown in Fig. 8b .
The resulting outputs, in the frequency domain, are given in Eqs. 9 and 10 below.
which refer to feedforward and feedback control, respectively. Feedback control is known to present lower performances, when compared to feedforward, when applied to convectively unstable flows [4] . The reasons for such behaviour will be explored further in this work. For both cases, the resulting gains are frequency dependent and are calculated such thatẐ (ω) = 0,
corresponding to the feedforward and feedback gains, respectively. It should be observed that when there is no feedback between actuation and input (i.e.Ĝ uy (ω) = 0), the feedback gain reduces to the feedforward one. The actuation is given, in the time domain, as a convolution of the gain with the input:
where k(t) is the inverse Fourier transform ofK (ω).
This can only be accomplished in practice if k(τ ) is causal, i.e. k(τ ) = 0 for τ < 0, since in this case only present and past sensor information are used to decide present actuation. As will be seen shortly, this is the case when the actuator is placed downstream of the sensor. Moreover, the compensator k(τ ) tends to zero for sufficiently large τ , and in practice the convolution in Eq. (13) can be approximated by
Furthermore, T will define the number of samples to be stored before the actuation starts. In practical terms, it corresponds to the length of the numerically calculated k(t).
The procedure for calculating the gainK (ω) in Eq. 9, for feedforward control, is referred to as an inversion and should be performed over the controllable frequencies, avoiding zeros ofĜ uz (ω). In other words, high frequencies, where the linear model is not representative of the behaviour of the system should be avoided, such that eventual noise is not amplified, which would degrade the efficiency of the control law. In the work of [14] a strategy to penalize the actuation, in the frequency domain, is proposed for a feedforward control law, which avoids high actuations in the aforementioned frequencies. Through this paper, however, it was chosen to low-pass filter the resulting gain prior to the implementation in the closed-loop system. Differently from applications of feedforward control in system's theory [38] , the control action is based in measurements of the actual state of the system and calculated such that actuation leads to a destructive interference of the incoming instability wave. This is obtained by the aforementioned superposition of the incoming, open-loop, wave with the actuating signal, obtained from the inversion of the system. This method for calculating the feedforward gain is known to be effective when the uncontrolled system presents a BIBO (bounded-input-bounded-output) stability, which in turn will lead to a bounded actuation [15] , as is the case of the system under study.
It is noteworthy that, in spite of sharing some common objectives, the feedforward and feedback control laws derived in this section should not be regarded as "zero-pole" cancellations. Such zero-pole compensators would act as multiplicative transfer functions, rather than the superpositions shown in Fig. 8 and should be avoided as they may lead to instabilities and robustness issues [38] . Given that the system is already globally stable, it would be desirable to consider a control law which does not change its stability characteristics, which may be obtained by the feedforward scheme proposed here.
A baseline case for control
We start by considering a baseline case for control, using the feedforward configuration. Sensors and actuation will be placed in the centre of the flow, separated by an axial position of Δ = 25. This case will be used for comparisons with different relative positions between input, actuation and output and transverse locations for actuation.
The axial positions will be determined from the peak correlations between nonlinear simulation and the reduced-order model prediction, as defined in Eq. 6. The control signal is expected to be more effective in regions of high values of this parameter, which indicate where the linear model gives a good estimation of the nonlinear dynamics. Figure 9 presents the peak correlation for both estimation and actuation transfer functions, at four different inputs and four outputs, separated by X = 25. For both estimation and actuation transfer functions, we observe that predictions lose accuracy with increasing distance and that use of downstream inputs also leads to a decrease of correlations between predictions and DNS results. Specifically, we observe that when the input or actuation is taken at X = 130 and higher, the correlations between prediction and DNS results worsen, particularly for the actuation transfer function. Both trends can be attributed to nonlinearity, as the evolution of the mixing layer leads to vortex roll-up and pairing which can only be approximately accounted for by the linearized model [11] .
The basic idea is then to choose a set of positions where the flow dynamics is mostly linear, such that the linear control laws derived previously may be used. The effect is then tested in a nonlinear simulation where we assess whether the vortex roll-up and shedding is delayed by control action. This approach is standard on flow control problems; for instance Fabbiane et al. [16] present an application to a boundary layer, where all the control action is performed upstream of the transition location, such that the flow dynamics is predominantly linear. Alternatively, application of an actuation in the vortex roll-up region, where the Kelvin-Helmholtz mode has saturated, would probably be less efficient and require the use of nonlinear techniques, which are The behaviour of the transfer functions and resulting inversion gain in the frequency domain are shown in Fig. 10 . By considering the actuation transfer function,Ĝ uz (ω), it is noticeable that its amplitude decays substantially for Strouhal numbers higher than 0.05, such that for St > 0.1Ĝ uz (ω) it is close to zero, determining a threshold for the controllable frequencies of the problem. The gain is also low-pass-filtered for higher frequencies than St = 0.1. Prior to testing of the gains in the nonlinear direct numerical simulation, the closed-loop behaviour was evaluated in the linearized system, described in terms of transfer functions-Eq. (9). Figure 11 shows the resulting output, for the wave cancellation, along with the power spectral density. The control was targeting the transverse velocity fluctuation. A significant reduction is observed, both in the time and frequency domains, and we have observed the RMS values of the transverse velocity fluctuations were reduced by 40 times in comparison to the open-loop case.
Application to the direct numerical simulation
The control laws and gains described in the previous section were implemented in the direct numerical simulation of the mixing layer, which comprises nonlinear behaviour. The simulation considers a broadband frequency input which therefore includes non-periodic vortex roll-up and pairing, and thus a much more challenging task for the controllers than the linearized system. For implementation, Eq. (13), for the actuation, is discretized, integration being limited to a maximum τ that includes 200 times. This value is used to correctly capture the wavepacket-like shape of the kernel, in the time domain, as shown in Fig. 12 . The input, actuation, and objective positions are the same tested in the linear framework (75, 100, and 125, respectively), all on the centerline of the flow. There is a transient which is disregarded to allow the flow to establish and a buffer of 200 cumulative timesteps is stored to compute the actuation. After this time, it is observed that the actuation is effective in reducing the amplitude of v. Albeit not shown here, we also observe that the u component is also attenuated.
In order to compute the reductions observed in closed-loop system in a more quantitative manner, a plot of the mean-squared (MS) value of the transverse velocity fluctuation along the centerline of the flow is shown in Fig. 14a . Reductions in the velocity fluctuations are observed not only at the objective position, but also for a considerable downstream distance. The Kelvin-Helmholtz mode leads to strong exponential growth in all cases, but closed-loop control allows for a reduction of more than one order of magnitude of the objective fluctuation. The resulting power spectral densities (PSD) for the nonlinear simulation, at the objective position are presented in Fig. 14a . As expected, significant PSD reductions are obtained at the frequencies where the K-H mode is unstable, which justifies its use within the PSE transfer functions framework.
The differences between the closed-loop control applied to the linearized (transfer function description) and nonlinear simulation (Figs. 11 and 14) are related to slight inaccuracies of the PSE transfer functions in capturing the behaviour of the flow, and also to nonlinearities present on the DNS. Such inaccuracies are predominantly present in the actuation transfer function, which assumes the flow to be locally parallel in the position of the actuator, an underlying hypothesis to project the forcing into the K-H mode. In spite of this, the large reductions observed in the nonlinear case demonstrate that PSE is an adequate reduced-order model for this flow, which justifies its use for control. Empirically derived transfer functions [40] obtained using system identification techniques presented comparable performances in the closed-loop simulation, and these results will not be shown here for the sake of brevity. Finally, vorticity snapshots of the uncontrolled and system inversion controlled cases are presented in Fig. 15 . As the control action takes place, vortex roll-up and pairing is delayed. This supplies evidence that for the analogous compressible mixing layer problem [11, 12, 48] or low Reynolds number jet [37, 47] the control action would result in lower sound radiation.
Robustness evaluation
The robustness of the inversion feedforward controller was evaluated with respect to the variations of the following parameters: -Reynolds number: The control law was designed for the fixed value of Re = 100, and it was evaluated via simulations at different values of this parameter. This seeks to evaluate how plant uncertainties affect the closed-loop system. -Amplitude of the inflow perturbations: In the linear framework, the models are independent of the considered inflow amplitude such that the control laws are designed independently of this parameter. In the nonlinear simulation however, by increasing the amplitude of the inflow perturbations, nonlinear effects could appear more prominently, which would in turn affect the linearly designed control laws. The amplitude of the initial perturbation was normalized by the value of Amp 0 , a reference amplitude chosen such that the flow exhibited a linear behaviour at this condition. -Unsensed noise: Perturbations in the form of a body force, with the same Gaussian support as the actuation, were inserted at X = 115, downstream of the actuator position (the same analysis was made when the forcing was between input and actuator and similar results were obtained). -White noise in sensors and actuators: White noise was inserted in measurement and actuation signals,
where y real and u real represent the noiseless values of the measurement and actuation parameters, A noise the amplitude considered for the noise and ω l is a broadband signal, such that ω 2 l = 1. The noise amplitude was chosen in order to result in a given signal-to-noise ratio, NTS y = y 2 real /A 2 noise and NTS u = u 2 real /A 2 noise for measurement and actuation, respectively. The objective is to model a more realistic experimental implementation, where environmental noise could be present and could affect sensing and actuation.
We have chosen for this evaluation to consider the baseline configuration of Sect. 5, with sensor, actuator and output placed respectively at (X, Y ) = (75, 0), (100, 0) and (125, 0). As in previous sections, the objective of the controller was to attenuate the transverse velocity fluctuations. Figure 16 presents the quotient between the MS signals of the controlled and uncontrolled cases for the transverse velocity fluctuations. It is observed that the system is fairly insensitive to the amplitude of the inflow perturbations, provided that the dynamics remain predominantly linear for the evaluated amplitudes, Reynolds number variations and noise in sensors and actuators. The same behaviour was observed when measurement noise was included, which is expected given that the actuation is directly related to the measurement via the convolution of Eq. 14. Unsensed perturbations, however, rapidly cause the performance of the inversion controller to degrade. This is a known behaviour of feedforward controllers and has been recently tackled in the work of [18] via an adaptive method, using the same feedforward scheme considered here.
Effect of the transverse and axial positions of actuation
A manner to consider a priori an appropriate position for actuation is to project a forcing with the shape of a 
Such that, as shown in "Appendix 2", the effect of this forcing at a given position X , downstream of it, will depend exponentially on the distance:
Therefore, it would be expected that appropriate places to define the actuation and objective positions would be respectively at the inflow position, such that the amplification of the control is highest, and downstream of the stabilization region of the K-H mode due to the thickening of the mixing layer (sometimes referred to as branches I and II of the neutral stability curve [22] ).
However, at these positions, the reduced-order models considered would be ineffective in predicting the behaviour of the flow. Close to the entrance of the domain and further downstream, where nonlinear effects start to occur, the PSE and empirical TFs are unable to predict effectively the behaviour of the nonlinear simulation. We therefore proceed by choosing a set of positions along the axial direction which is in line with the expected accuracy of the considered models. The correlation between DNS and linear predictions provides a good estimate for such, as shown in the previous section. 
whereˆ v (α, Y, ω) is the adjoint mode at Y u corresponding to transverse forcing. The greater the value of this parameter, the more efficient will be body force, introduced at Y u , in producing a response in the controllable frequencies of the problem. Figure 17 presents the value of κ v , at the position X u = 100, indicating that it is ideal to act along the centerline of the flow, in order to obtain the highest response.
To illustrate the effect of variations of the actuation position along the transverse position, three cases were considered for comparison against the baseline, at Y u =1.0, 2.5 and 5.0, as highlighted in Fig. 17 . Separate control laws were designed for each configuration. Figure 18 shows the comparison of the resulting mean square (MS) of the objective and actuation signals. Moving the actuation away from the centerline, where κ v presents the highest value, causes the control to become less efficient, leading to higher actuation values and lower performances in terms of the reduction at the objective. For actuation centered at Y = 5 we observe that no benefits are obtained by control; it can be said that in this configuration the actuator choice becomes largely inefficient in cancelling the Kelvin-Helmholtz instability at the desired position.
This section serves as a guideline for the determination of appropriate set of positions for placement of sensors and actuators in the flow. The exact determination of optimal sensor and actuator placements would be highly related to the model accuracy, the considered objective and control design. The problem could be addressed in the spirit of the study by Chen and Rowley [10] , but is outside of the scope of the present work. 
The role of causality
The actuation signal in Eq. 13 can only be used with τ ≥ 0, meaning that only the causal part of the gain can be considered; actuation must be decided using only present and past sensor data. If the gain presents a non-zero value for negative values of τ , information will be lost during the convolution and the efficiency of the controller is therefore expected to decrease.
A suitable choice of positions for input and actuator should then result in a causal gain, to maximize its effect over the actuation. Such information is normally available a posteriori, as in Belson et al. [4] , where the gain is evaluated for several positions and analysis of the amplitude of the gain for negative values of t would allow a quantification of causality. An alternative way to perform this task is to use the Hilbert transform [39] , which has the added advantage of testing several combinations in a fast, computationally efficient manner. Hilbert transforms are used in the design of causal finite impulse-response filters, which may be implemented in practice. This idea is adopted here to result in causal controllers for flow control implementations.
If the imaginary part of the frequency response (or in this case, a kernel in the frequency domain) of a linear system is equal to the Hilbert transform of the real part, such system represents a causal, linear filter, and knowledge of the real part is sufficient to completely specify the system, the imaginary part adding redundant information. Therefore, a check for causality is to compare the imaginary part of the transfer function with the Hilbert transform of the real part (see Bendat and Piersol [5] ).
One way to evaluate this in a quantitative way is to compute the correlation between the Hilbert transform of the real part of the gain,Ĥ ( (K (ω))) and the imaginary part ofK (ω). This parameter is given by
High values of P will indicate a causal gain, which is desirable for control. To evaluate this parameter, actuation and output position were fixed at (X u , Y u ) = (100, 0) and (X z , Y z ) = (125, 0), respectively. The position of the input was varied between 75 ≤ X y ≤ 125 and −5 ≤ Y y ≤ 5, such that when the input is close to actuation or downstream of it, a feedback configuration is reached, where the acting signal affects the input sensor. Figure 19 presents a plot of the resulting parameter P for this region, If X y < 85, the scheme corresponds to a feedforward configuration, such that the gain is causal and there is no influence of the actuation in the input measurement. On the other hand, if X y > 100, a feedback configuration results, with the input strongly affected by the actuation, as it is downstream of it.
For the region where 85 < X y < 100, an intermediary configuration occurs. The flow response to actuation occurs in a slower timescale compared to the natural development of the Kelvin-Helmholtz mode. This is due to the fact that there is an initial transient prior to the development of the K-H instability. Moreover, we observe that if the actuator is placed at negative values of Y the cited transient delay becomes more significant. This could be due to acting in a region with lower local flow velocity. Figure 20 illustrates this effect and the relation with the P parameter, presenting the delay between the measurement of the input and its subsequent effect on the output as a function of X y , for Y y = −5; such delay is obtained using the peak in the estimation transfer function. This value is compared to the delay between the actuation, at (X u , Y u ) = (100, 0), and the output measurement, at (X z , Y z ) = (125, 0), this time obtained using the peak of the actuation transfer function. An approximate requirement for causality is that the time delay of the estimation be higher than that of the actuation. This establishes a maximum position for the input at X y ≈ 84 to result in a causal gain. This approximation corresponds closely to the observed trend for P parameter at Y y = −5, as seen in Fig. 19 : causality has a sharp increase as X y is reduced from 90 to 80.
When the input sensor is in a position where a feedback scheme results, the behaviour of the gain becomes non-causal which in turn leads to a loss of efficiency of the actuation. This is illustrated in Fig. 21 , comparing The resulting causality of the gain justifies the use of feedforward configurations for flow control applications of convectively unstable flows, such as the present mixing layer, along with a minimum spacing between sensors and actuators such that a feedback path is not added to the scheme. Other output positions, closer to the actuation signal, were also tested in a feedback scheme and, although not shown, similar results were observed.
Conclusions
We have developed a framework for the closed-loop control of fluctuations, over a convectively unstable free shear flow, using PSE-based transfer functions. Both feedback and feedforward configurations were derived and differences understood in terms of the causality of the resulting convolution kernel for control, with feedforward control presenting more compelling results in terms of reduction of the objective.
These reduced-order models allow for an understanding of the mechanisms behind closed-loop control and permitted the determination of the most appropriate positions for actuation and sensing. This was made in terms of an evaluation of the causality, accuracy of reduced-order models in reproducing the nonlinear behaviour of the simulation and sensitivity to forcing. The advantage of the PSE TFs here, when compared to other strategies for model reduction, is that such estimates are made without the need to perform computationally expensive simulations for each configuration, allowing a rapid exploration of the parameters.
Reductions of more than one order of magnitude in the MS values of the objective fluctuation were observed at the output position, along with a delay in the vortex pairing and roll-up, which is desirable in aeroacoustic applications.
Implementation of these control laws for more complex flows, such as a turbulent jet, is yet to be demonstrated. Other than the more complex dynamics of such flows, experimental constraints, such as measurement noise and model uncertainties, constitute a more challenging task for the control laws, designed using a linearized framework. Some of these issues were replicated numerically in this work by means of Reynolds number variations, amplitude of inflow and unsensed perturbations, showing that depending of the case, the performance of the controller is not significantly degraded. Unsensed perturbations, introduced between input and output, yet present a difficult task for the feedforward controller considered. Recent works, such as Fabbiane et al. [17] , deal with this matter by means of an adaptive scheme.
The control laws presented in this paper are a useful tool for the proof of concepts and replication of some of the experimental issues, and are therefore an important step to obtain this further goal.
The parabolized stability equations are able to propagate in space a perturbation defined in the Fourier space. This requires the definition of an inflow perturbation, which is commonly taken as the solution of the problem defined in the locally parallel assumption and, for the case of sheared flows, the Kelvin-Helmholtz mode [36] is considered to dominate the dynamics of the flow. Assuming a baseflow written asq = (U (Y ), 0, 0) T and a perturbation defined as a superimposition of normal modes due to the homogeneity in the streamwise direction
where the double hat indicates a Fourier transform from x and t to α and ω. Introducing the ansatz (22) in (21) leads to the system
where the explicit dependency on α and ω has been dropped to simplify the notation, which can be recast in the following matricial form,
leading to a generalized eigenvalue problem which the solution will be used as the first step in the PSE marching procedure.
The parabolized stability equations [21] allow instability wave evolution over a slowly varying baseflow to be modelled. The assumption of a slowly varying baseflow allows [13] us to decompose the perturbation associated with the frequency ω into slowly and rapidly varying wave-like parts [21] ,
q(X, Y, ω) is the slowly varying part and = e i( X 0 α(ξ ) dξ −ωt) is the wave-like part. We introduce the decomposition (25) into (21) . The first axial derivatives of α and the second axial derivatives of q are also not considered, assuming a slow variation of these quantities, which leads to the parabolization of the equations. We obtain after simplifying by
where again the explicit dependence of the terms in X , Y and ω has been suppressed. The system (26) can be written in matricial form, in accordance with [34] :
Decomposition (25) is a priori not unique because of the presence of the x variable inq(X, Y, ω) as well in α(X ) and because no evolution equation is given for α. In order to overcome this ambiguity, a normalization constraint is added [21] such that the exponential dependence (real and imaginary) is absorbed by the wave-like term e i x 0 α(ξ ) dξ :
Starting with (q 0 , α 0 ),q(X, Y ) may be obtained by integrating equation (27) in space using an implicit Euler scheme, with iterations (index (n)) in α such that the constraint (29) is respected [20] : 
The iteration on α is based on the separation assumption (25) in conjunction with the normalization constraint (q, ∂q ∂ X ) Y = 0.
Appendix 2: Kelvin-Helmholtz projection
To obtain the Kelvin-Helmholtz projection, the flow is considered locally parallel close to the perturbation so that one may write, for the two-dimensional case, 
where the variables and forcing terms are written in terms of their space and time Fourier transforms,f denote the transform from X to α and from t to ω and the matrices L and F may be found in the "Appendix 1", on the definition of the locally parallel problem, Eq. 24. 
. Performing the inner product with the adjoint problemψ i (α, Y, ω), which result from the solution of
where L † and F † indicate the conjugate transposes of matrices L and F. Figure 22 presents the eigenspectrum for the mixing layer at the position of the actuator for two different discretizations, the different branches of the continuum spectrum corresponding to decaying modes along with the Kelvin-Helmholtz mode are clearly visible. Other stable modes, which have not yet converged, may also be observed. We assume that the dynamics induced by the actuator will be dominated by the Kelvin-Helmholtz instability, the only unstable mode present in the problem, particularly as one moves further downstream of the actuator, 
Integration of equation 40 is made in the complex plane and consists of a contour path idented below the Kelvin-Helmholtz mode to satisfy causality [26] . For X downstream of the actuation position X u , this integral can be evaluated using the residue theorem by closing the integration contour with a semi-circle in the upper half plane, since the integrand will vanish for (α) > 0. The integral will be equal to the residue calculated at α KH , plus contributions from residues of other stable modes and from the continuous branches of the spectrum [2] . Sufficiently downstream of the forcing one expects the Kelvin-Helmholtz contribution to dominate, as it is the sole unstable mode. The velocity fluctuations become, for a given force f (X, Y, t) as given as,
which is then used as the first step for the PSE marching method.
