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Abstract 
The international reference ionosphere (IRI) model is generally accepted standard ionosphere model. It describes the iono-
sphere environment in quiet state and predicts the ionosphere parameters within a certain precision. In this paper, we have made 
a breakthrough in the application of the IRI model by modifying the model for regions of China. The main objectives of this 
modification are to construct the ionosphere parameters foF2 and M (3000) F2 by using the Chinese reference ionosphere (CRI) 
coefficients, appropriately increase hmE and hmF2 height, reduce the thickness of F layer, validate the parameter by the meas-
ured values, and solve the electron concentration distribution with quasi-parabolic segment (QPS). In this paper, 3D ray tracing 
algorithm is constructed based on the modified IRI model and international geomagnetic reference field (IGRF) model. In 
short-wave propagation, it can be used to predict the electromagnetic parameters of the receiving point, such as the receiving 
area, maximum useable frequency (MUF) and the distribution of the group delay etc., which can help to determine the suitability 
of the communication. As an example, we estimate the group delay distributions around Changchun in the detection from Qing-
dao to Changchun using the modified IRI model and IGRF model, and provide technical support for the short-wave communica-
tion between the two cities.  
Keywords: IRI; IGRF; ray tracing; short-wave communication; group delay 
1. Introduction1 
Presently, the empirical or semi-empirical physical 
parameters ionosphere model including Bent, Chiu, 
Penn State Mk III, SLIM, FAIM, etc. are commonly 
used, while the international reference ionosphere 
(IRI) model is the most effective and widely accepted 
empirical model of the ionosphere [1]. The IRI model is 
the global ionospheric model developed by the IRI 
Working Group based on a large number of ground 
observation data and the ionospheric research results 
for many years since 1960 under the joint funding of 
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the Committee on Space Research (COSPAR) and the 
International Union of Radio Science (URSI). Since 
2000, IRI Working Group has studied how to intro-
duce the global ionospheric model (GMI) and other 
space radio observation results into IRI model to im-
prove its accuracy. Now, the latest model is IRI-2007, 
released in 2007. However, the process of IRI lacks the 
observational data in China, which caused deviation to 
some extent in some regions of China [2].  
Ref. [3] adopted the IRI model to improve determi- 
nation of maximum usable frequency (MUF) of one 
European path, and proposed the analytical approxi-
mation for the IRI model residual error. In Ref. [4], 
authors use the IRI-2007 to estimate an electronic den-
sity profile. The work is to show a technique to deter-
mine the coordinate registration by jointly using ray 
tracing and Breit and Tuve’s theorem. In Ref. [5], the Open access under CC BY-NC-ND license.
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group relied on the IRI model and international geo-
magnetic reference field (IGRF) model for the electron 
density profile and implemented the raytracing code to 
devise an optimum choice of operating frequencies for 
maximum coverage and to locate geographically the 
backscattering regions of super dual auroral radar 
network (Super DARN). In Ref. [6], an artificial-neu- 
ral-network (ANN) method is employed to predict the 
high frequency (HF)-communication MUF in the re-
gion of the South China Sea.  
In this paper, the IRI model is amended, using Chi-
nese reference ionosphere (CRI) [7] coefficient instead 
of International Radio Consultative Committee (CCIR) 
coefficient to compute the ionospheric parameters 
foF2 (F2 layer critical frequency) and M (3000) F2 (F2 
layer propagation factor, referring to the ratio of the 
highest frequency to the critical frequency in F2 layer 
propagation when the transmission distance is 3 000 
km), validating the hmE, hmF1, hmF2 calculated by 
the IRI model and other parameters with the measured 
values, and calculating the multi-layer electron density 
distribution in the reflectivity space by quasi-parabolic 
segment (QPS) [8] model. And on the basis of the elec-
tron density distribution, we realize 3D ray tracing 
simulation by ignoring the collision effect and consid-
ering the geomagnetic field. We predict the MUF from 
Qingdao to Changchun and analyze the group delay 
parameters etc. in the area near Changchun within a 
certain range, and the simulation results provide the 
technical parameters for short-wave communications 
and detection applications.  
2. Modification of IRI Model 
IRI is a statistical prediction model, reflecting the 
average state of the calm ionized layer, which uses the 
1967’s CCIR and 1989’s URSI coefficients and can 
give better global ionospheric characteristic than other 
models. Since 2000, IRI Working Group has studied 
how to introduce the global ionospheric models and 
other space radio observation results into IRI model to 
improve its accuracy. But the IRI model lacks observa-
tional data in China, and it has different degrees of de-
viation in China. In this paper, we adopt the measured 
data to amend the IRI model for China, using the mixed 
IRI model and the QPS model to establish the electron 
density distribution of the multi-layer reflective space, 
and make a breakthrough in the application of IRI 
model. The specific amendment process is as follows.  
First, in the IRI, the CCIR or URSI coefficients are 
recommended to calculate the ionospheric parameters 
foF2 and M (3000) F2, while we use “F2 ionosphere 
forecast method in Asia-Pacific region” which was 
derived from 39 years’ observation data in China and 
its neighboring observation stations to calculate foF2 
and M (3000) F2. That is, the CCIR coefficients are 
substituted with CRI for more precise foF2 and M 
(3000) F2 parameters.  
Second, after foF2 and M (3000) F2 are acquired, 
hmE, hmF1 and hmF2 can be calculated using the 
equations which are related to foF2 and M (3000) F2 
in IRI model, and then the results are compared with 
the measured values. When the error is large, the equa-
tion coefficients for calculating hmE, hmF1 and hmF2 
are corrected and then the new values of hmE, hmF1 
and hmF2 are compared with the measured values. 
Then the equation coefficients are corrected again until 
the precision is met. In general, in China, take hmE = 
115 km. After the amendment, more accurate hmE, 
hmF1, hmF2 parameters can be found. 
Of course, we can use our own measured values of 
the parameters hmE, hmF1 and hmF2 into QPS mod-
ule. However, the measured values are not the same at 
any time, so the test values are used to correct the 
formula coefficients to calculate hmE, hmF1 and 
hmF2 of IRI model, which is to enable the IRI model 
to be more universal to predict the next parameters in 
the absence of the test results.  
Third, after obtaining accurate hmE, hmF1, hmF2, 
we put these parameters into the QPS model, using the 
multi-layer QPS model to construct the electron den-
sity distribution in the reflected region for the use of 
Appleton-Hartree formula to prepare a spatial refrac-
tive index. The block diagram of the algorithm for 
computing the electron density distribution by using 
the modified IRI model is shown in Fig. 1. The core 
algorithm for calculating foF2, M (3000) F2, hmE, 
hmF1 and hmF2 is still the IRI model, so we call it the 
modified IRI model.  
 
Fig. 1  Block diagram of the algorithm for modifying IRI 
model. 
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Fig. 2 is the re-obtained ionosphere electron density 
profile chart showing the daily changes in electron 
concentration, reflecting the diurnal variation of elec-
tron density in the height ranging from 0 km to 500 km 
above sea level. The location for Beijing is (39.9°N, 
116.47°E), and the date is March 18, 2009.  
 
Fig. 2  Electron density distribution of the region above 
Beijing at six different time on March 18, 2009. 
To illustrate the differences of the electron density 
profiles at different locations, we choose Beijing, 
Chengdu and the middle point between them, where 
their longitude and latitude coordinates are (39.90° N, 
116.47° E), (30.66° N, 104.08° E) and (35.28° N, 
110.28° E) respectively and get the profile curves as 
shown in Fig. 3 using the modified IRI model. From 
the data shown by Fig. 3 we can see the difference of 
the electron density in different geographic distribu-
tions. Due to the unclear geographical difference of the 
longitude and latitude, the IRI model predicts small 
differences with the ionospheric parameters. 
 
Fig. 3  Electron density distribution at different geographi-
cal positions at 11:00 on March 18, 2009.  
3. Prediction Methodology of Group Delay Distri- 
bution 
When the electron density distributions are known, 
we need to calculate the refractive index according to 
the electron density, and then achieve the ray tracing 
algorithm in case of the geomagnetic field. The 
following text gives a detailed description of the 
contents. 
3.1. Electron density and refractive index 
In the practical application of short-wave commu-
nication, we usually choose the region that is below 
hmF2 where the largest electron density of the iono-
sphere occurred. Thus, according to the Appleton- 
Hartree formula, without considering the impact of 
collisions among ions, the relationship between the 
refractive index n and the electron density can be 
found as follows [9-10]:  
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where Ne is electron density (N per cubic meter), ω 
angular frequency, B0 the magnetic induction value of 
the geomagnetic field, ε0 the permittivity of free space, 
m mass of an electron, e an electron charge, and θ the 
co-latitude angle.  
When the impact of geomagnetic field is ignored, 
we can obtain the following equation:  
2 1n X= −                  (2) 
According to Eq. (1), using the prediction of the 
electron density by the IRI model, we can get a func-
tion Ne of time, latitude, longitude and altitude, which 
is used to calculate the refractive index distribution at 
any time, longitude and latitude, or frequency. And we 
can find that the refractive index decreases when the 
altitude increases, and reaches the maximum value at 
the ground surface.  
Using IRI model we have predicted the parameters 
of the ionosphere at 11:00 on March 20, 2009 in Beijing 
and obtained the parameters such as foF2=9.461 MHz, 
foF1=4.436 MHz, foE=3.166 MHz, hmF2=324.9 km, 
hmF1 = 133.167 km, and hmE=115 km. Results of cal-
culations for these parameters are shown in Fig. 4.  
From Fig. 4 we can see that when the frequency is 
4 MHz, the trace will be reflected near the altitude of 
125 km, and when it is 7 MHz, the reflection will oc-
cur at 215 km. When the frequency is 10 MHz, the 
traces will penetrate the ionosphere without reflection 
because the frequency is greater than foF2. It can be 
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Fig. 4  Refractive index distribution at different frequencies 
at 11:00 on March 20, 2009. 
seen that the refractive index increases with the de-
crease in altitude and reaches the maximum value on 
the ground surface. And that is why the refractive in-
dex increases as the altitude increases above 330 km 
when the frequency is 10 MHz.  
We can also see that there is a change near the val-
ley of the E-layer, which is caused by the vertical in-
cidence. For the case of the oblique incidence, the fol-
lowing equations can be used to calculate the altitude 
of the reflection rays according to Snell’s theorem:  
n=cos α                   (3) 
where α is the launching elevation of the rays.  
3.2. IGRF model 
The magnetic particle is anisotropic under the geo-
magnetic field, so the electromagnetic waves in the 
ionosphere propagate in two modes: the O-wave and 
the X-wave. The multi-path effect will occur, and the 
differences between the locations where the two waves 
reach the ground are so distinctive.  
The geomagnetic field is a vector field, so it can be 
expressed as a scalar function. We suppose there is a 
magnetic scalar potential U satisfying the following 
equation: 
U= −B ∇                 (4) 
According to the characteristics of the magnetic 
field, the magnetic scalar potential U satisfies the 
Laplace’s equation: 
2 0U =∇                 (5) 
The geomagnetic flux density, predicted by the 
IGRF model, is about 0.5 Gauss (1 Gauss=10−4 T) and 
it changes with the altitude, longitude and lati-
tude [11-13]. Thus, we can construct the propagation 
environment according to the Appleton-Hartree for-
mula along with the IRI model and the IGRF model. 
For instance, we choose Qingdao and Changchun as 
the emission place and the destination of the trace re-
spectively, and construct the propagation environment 
at the middle point between Qingdao and Changchun  
using the above method. At 12 MHz the distributions 
of refractive index with altitude are obtained, shown in 
Fig. 5. 
 
Fig. 5 Refractive index-altitude distribution when frequency 
is 12 MHz. 
From Fig. 5 we can clearly see the difference of the 
refractive index distributions between the IRI model 
with the IGRF model and the IRI model without IGRF 
model. In Fig. 5, the dash and dash dot lines are the 
refractive index distributions of O-wave and X-wave 
respectively, which are produced by the geomagnetic 
field. Yet, the solid line is the refractive index distribu-
tion which is not impacted by the geomagnetic field. 
Fig. 5 also shows that the refractive index cannot reach 
0 when the ray frequency is 12 MHz, which means 
most of the rays will penetrate the ionosphere without 
reflection and will not reach the destination. If the fre-
quency is 8 MHz, things will be different (see Fig. 6). 
 
Fig. 6 Refractive index-altitude distribution when frequency 
is 8 MHz.  
From Figs. 5-6 we can get a conclusion that the in-
fluence from the geomagnetic field becomes greater as 
the frequency decreases.  
3.3. 3D ray tracing algorithm 
On the basis of the modified IRI model and the 
IGRF model, the color visual display of 3D ray tracing 
is realized by using ray tracing algorithm combining  
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with geographic information systems. The input pa-
rameters of the IRI model are simpler compared to 
other model input parameters, so it has more universal 
adaptability. Fig. 7 is the block diagram of 3D ray 
tracing algorithm implemented by using the modified 
IRI model and IGRF model [14-18].  
 
Fig. 7  Block diagram of 3D ray tracing algorithm. 
In the original IRI model, the geographical coor- 
dinates or the geomagnetic coordinates obtained by 
IGRF model, as a selected module, are the input pa-
rameters to calculate electron density. While in the 
modified IRI model, the geographical coordinates are 
the input parameters to calculate electron density, and 
the IGRF model is introduced to compute the geo-
magnetic vector as the input parameters of Apple-
ton-Hartree formula.  
In general, the ionospheric electron density changes 
more strongly with time. Maintaining the frequency of 
rays and ray emission under the same conditions, you 
can build several different times’ ionosphere environ-
ments, and calculate the ray paths under different elec-
tron density by changing the time parameter.  
4. Numerical Verification of Prediction Methodo- 
logy 
Based on the ray tracing method, we can estimate 
the characteristics of the rays at the receiving point 
more accurately by scanning, finding and interpolating 
the elevation angle.  
In order to compare results with the measured val-
ues, we choose Qingdao as the launching point and 
Changchun as the receiving point, and select the fore-
cast time on October 28, 31 and November 1, 2008 
from 7:15 a.m. to 17:15 p.m. In order to verify the 
accuracy and availability of the 3D ray tracing method, 
we calculate the traces of the rays and compare the 
calculated data with the ground measured data shown 
in Tables 1-3. The comparison results show that the 
tracing method based on the modified IRI model has 
better practical values than the original IRI model.  
Tables 1-3 give some comparisons between the 
simulation group paths and the measured group paths 
at certain times. Here are some notes about the tables: 
Table 1  Comparisons of group paths (Date: October 28, 2008) 
E layer group path F2 layer group path 
Time Freq/ MHz M/km S1/km AES1/km RES1/% S2/km AES2/km RES2/% M/km S1/km AES1/km RES1/% S2/km AES2/km RES2/%
 8:15 9.32 981 991.4  10.4 1.06  992.0 11.0 1.12 1 068 1 115.4   47.4   4.44 1 139.7  71.7  6.71
 8:45 9.32 987 991.1   4.1 0.42  992.2  5.2 0.53 1 068 1 121.0   53.0   4.96 1 131.7  63.7  5.96
 9:15 9.32 — 989.8 —   990.2 —  — 1 119.4 —  1 144.0 —  
 9:45 9.32 — 990.0 —   990.3 —  — 1 117.8 —  1 144.0 —  
10:15 9.32 974 988.8  14.8 1.52  989.8 15.8 1.62 1 074 1 107.0   33.0   3.07 1 167.2  93.2  8.68
10:45 9.32 981 990.4   9.4 0.96  990.9  9.9 1.01 1 068 1 103.8   35.8   3.35 1 168.0 100.0  9.36
11:15 9.32 974 982.8   8.8 0.90  989.7 15.7 1.61 — 1 098.4 —  1 176.7 —  
11:45 9.32 974 980.0   6.0 0.62  989.7 15.7 1.61 1 224 1 073.6 −150.4 −12.29 1 176.7 −47.3 −3.86
12:15 9.32 974 985.0  11.0 1.13  987.8 13.8 1.42 1 087 1 080.0   −7.0  −0.64 1 156.7  69.7  6.41
12:45 9.32 974 990.0  16.0 1.64  990.5 16.5 1.69 1 081 1 067.0  −14.0  −1.30 1 162.0  81.0  7.49
13:15 9.32 — 988.2 —   989.9 —  — 1 056.2 —  1 126.0 —  
13:45 9.32 974 991.1  17.1 1.76 1 012.2 38.2 3.92 1 087 1 062.0  −25.0  −2.30 1 125.5  38.5  3.54
14:15 9.32 981 988.3   7.3 0.74  990.4  9.4 0.96 1 074 1 115.4   41.4   3.85 1 092.5  18.5  1.72
14:45 9.32 981 987.5   6.5 0.66  990.7  9.7 0.99 1 068 1 121.0   53.0   4.96 1 092.7  24.7  2.31
15:15 9.32 — — —  — —  1 118 1 119.4    1.4   0.13 1 085.0 −33.0 −2.95




   11.42   17.01    54.35   62.01  
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Table 2  Comparisons of group paths (Date: October 31, 2008) 
E layer group path F2 layer group path 
Time 
Freq/ 
MHz M/km S1/km AES1/km RES1/% S2/km AES2/km RES2/% M/km S1/km AES1/km RES1/% S2/km AES2/km RES2/%
 7:15 8 981 —   —   1 193 1 122.79  −70.21  −5.89 1 125.39  −67.61  −5.67
 7:45 8 981 —   —   — 1 122.79   1 125.39   
 8:15 8 974 986.85 12.85 1.32 989.85 15.85 1.63 1 074 1 111.57   37.57   3.50 1 122.32   48.32   4.50
 8:45 8 974 988.85 14.85 1.52 989.85 15.85 1.63 — 1 111.57   1 122.32   
 9:15 8 974 986.36 12.36 1.27 989.36 15.36 1.58 — 1 131.83   1 139.74   
 9:45 8 974 983.36  9.36 0.96 989.36 15.36 1.58 — 1 131.83   1 139.74   
10:15 8 974 983.18  9.18 0.94 989.18 15.18 1.56 — 1 161.83   1 167.53   
10:45 8 974 983.95  9.95 1.02 988.95 14.95 1.53 — —   —   
11:15 8 974 983.13  9.13 0.94 989.13 15.13 1.55 1 206 1 172.33  −33.67  −2.79 1 178.86  −27.14  −2.25
11:45 8 974 983.13  9.13 0.94 989.13 15.13 1.55 — 1 172.33   1 178.86   
12:15 8 974 983.25  9.25 0.95 989.25 15.25 1.57 1 243 1 161.36  −81.64  −6.57 1 164.31  −78.69  −6.33
12:45 8 974 983.25  9.25 0.95 989.25 15.25 1.57 1 212 1 161.36  −50.64  −4.18 1 164.31  −47.69  −3.93
13:15 8 974 989.21 15.21 1.56 989.21 15.21 1.56 1 174 1 118.59  −55.41  −4.72 1 121.58  −52.42  −4.47
13:45 8 974 989.21 15.21 1.56 989.21 15.21 1.56 1 093 1 118.59   25.59   2.34 1 121.58   28.58   2.61
14:15 8 974 985.44 11.44 1.17 989.44 15.44 1.59 1 081 1 062.26  −18.74  −1.73 1 072.26   −8.74  −0.81
14:45 8 974 988.44 14.44 1.48 989.44 15.44 1.59 1 068 1 062.26   −5.74  −0.54 1 072.26    4.26   0.40
15:15 8 981 990.06  9.06 0.92 990.76  9.76 0.99 1 187 1 064.43 −122.57 −10.33 1 066.34 −120.66 −10.17
15:45 8 974 990.06 16.06 1.65 990.76 16.76 1.72 — 1 064.43   1 066.34   
16:15 8 — —   —   1 068 1 095.64   27.64   2.59 1 099.74   31.74   2.97
16:45 8 1 043 —   —   1 181 1 095.64  −85.36  −7.23 1 097.86  −83.14  −7.04




   11.96   15.14      61.04     61.52  
Table 3  Comparisons of group paths (Date: November 1, 2008) 
E layer group path F2 layer group path 
Time Freq /MHz M/km S1/km AES1/km RES1/% S2/km AES2/km RES2/% M/km S1/km AES1/km RES1/% S2/km AES2/km RES2/%
 7:15 10 981 —   —   1 068 1 204.05 136.05 12.74 1 204.05 136.05 12.74
 7:45 10 974 —   —   1 068 1 204.05 136.05 12.74 1 204.05 136.05 12.74
 8:15 10 974 —   —   1 068 1 166.52  98.52  9.22 1 166.52  98.52  9.22
 8:45 10 974 —   —   1 112 1 166.52  54.52  4.90 1 166.52  54.52  4.90
 9:15 10 981 991.33 10.33  1.05 992.22 11.22  1.14 1 074 1 134.46  60.46  5.63 1 154.46  80.46  7.49
 9:45 10 993 991.33 −1.67 −0.17 992.22 −0.78 −0.08 1 068 1 136.46  68.46  6.41 1 154.46  86.46  8.10
10:15 10 974 990.42 16.42  1.69 991.75 17.75  1.82 1 106 1 135.73  29.73  2.69 1 169.73  63.73  5.76
10:45 10 974 990.42 16.42  1.69 991.75 17.75  1.82 1 074 1 137.73  63.73  5.93 1 169.73  95.73  8.91
11:15 10 981 990.18  9.18  0.94 990.68  9.68  0.99 1 081 1 136.64  55.64  5.15 1 179.64  98.64  9.12
11:45 10 981 990.18  9.18  0.94 990.68  9.68  0.99 1 074 1 130.64  56.64  5.27 1 179.64 105.64  9.84
12:15 10 981 990.21  9.21  0.94 993.89 12.89  1.31 1 093 1 121.43  28.43  2.60 1 161.43  68.43  6.26
12:45 10 974 990.21 16.21  1.66 993.89 19.89  2.04 1 093 1 110.43  17.43  1.59 1 161.43  68.43  6.26
13:15 10 974 990.53 16.53  1.70 995.63 21.63  2.22 1 087 1 101.07  14.07  1.29 1 124.07  37.07  3.41
13:45 10 974 989.21 15.21  1.56 990.46 16.46  1.69 1 068 1 092.83  24.83  2.32 1 102.83  34.83  3.26
14:15 10 974 992.03 18.03  1.85 993.37 19.37  1.99 1 068 1 086.57  18.57  1.74 1 088.57  20.57  1.93
14:45 10 974 992.03 18.03  1.85 993.37 19.37  1.99 1 068 1 081.57  13.57  1.27 1 088.57  20.57  1.93
15:15 10 — —   —   — 1 081.40   1 076.40   
15:45 10 987 —   —   — 1 086.40   1 076.40   
16:15 10 974 —   —   1 074 1 100.08  26.08  2.43 1 100.08  26.08  2.43
16:45 10 974 —   —   1 124 1 100.08 −23.92 −2.13 1 100.08 −23.92 −2.13




   13.90   15.80     63.68    78.82  
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“Freq” is the frequency of the rays, “S1” the simula-
tion results using the modified IRI model, “S2” the 
simulation results using the original IRI model, “M” 
measuring data, “AE” the absolute error, “RE” the 
relative error, “—” means the rays cannot reach the 
receiving point, and all the time is Beijing time. 
It should be noted that, due to changes in the space 
ionosphere and complexity of the electromagnetic en-
vironment, some test results could not be found. And 
at the small points, the results with the modified IRI 
model are not better than that with the original IRI 
model because of the instability of the test results. But 
at most points the results with the modified IRI model 
are only compared to that with the original IRI model 
to show that the modified IRI model improves the ac-
curacy. So the parameters computed by the modified 
IRI model are more accurate than that by the original 
IRI model most of the time.  
5. Prediction of Group Delay Distribution 
Practically, in short-wave propagation application, 
the signals that are received around the receiving point 
should be analyzed to find their differences and spatial 
correlations. Based on the theoretical empirical estima-
tion model, the ray tracing algorithm can be used to 
predict the field distribution and the main parameters 
which are the group paths and group delay. The group 
delay can be obtained on the basis of the group path 
when the travel speed of rays is known [19-20]. Accord-
ing to the ray tracing method, the group delay is de-
termined by the initialization conditions and propaga-
tion environments of the rays [21-23]. And when the 
propagation environments are unchanged, the group 
delay distribution around the receiving point within a 
certain distance (such as 30 km) can be calculated as 
per the following steps: 1) The initialization conditions 
that allow the rays to reach the receiving point exactly 
should be ascertained firstly; 2) Do a close expansion 
of the emitting elevation angles in accordance with the 
initial conditions within a certain range so that the rays 
can reach near the receiver on the extended emission’s 
initial conditions; 3) And then, the group path is 
mapped to the geodesic distance by the simulation; 4) 
Based on the mapping, the group delay distribution 
can be obtained by interpolation. Note that, in certain 
circumstances it is required to maintain ray frequencies 
due to the radio propagation multi-path effects, and the 
rays reaching the receiving point may have more than 
one point (mainly by high-angle and low-angle spark 
wave), so the forecast should be considered separately.  
5.1. Specific implementing steps 
By using the ray tracing technology, the specific 
steps for calculating the group delay near the receiver 
are illustrated in Fig. 8.  
 
Fig. 8 Flow chart of steps for predicting group delay  
distribution by ray tracing method. 
The main steps of the prediction are as follows: 
Step 1  Determine the geographic latitude and lon-
gitude coordinates of both the launching point and 
receiving point; set the predicting time and construct 
the electron density distribution and magnetic field 
distribution. Based on that, the propagating environ- 
ments of the rays can be built to use the numerical ray 
tracing algorithm.  
Step 2  In the first step of the operation, we will 
obtain the location of the launching point, and can 
calculate the direction and angle between the launch-
ing point and the receiving point, and determine the 
frequency. Then start the scanning of elevation from 5° 
to 45° with a step of 0.5°. So far, about 80 times need 
to be calculated, and the calculated ray information 
also needs to be stored. 
Step 3  According to the results of the Step 2, the 
data need to be processed, which is mainly based on 
the great circular distance between the two transceiv-
ers and the actual arrival latitude and longitude of the 
ray to determine the great circular distance of the ray 
transmission, and eventually to find which elevation 
the rays can reach at the great circular distance by 
comparison. Depending on the application of different 
time and places, sometimes high wave angle and low 
wave angle occur, which subsequently create two ele-
vation scopes, through which the ray will reach the 
receiving point. 
Step 4  In the achieved elevation range we perform 
the linear interpolation to find accurate elevation, in 
which the emitted rays reach the receiving point. 
According to the elevation angle, doing small-angle 
expansion, and re-calculating ray tracing, we will re-
ceive approximately 100 rays which can arrive at the 
receiver. And by dealing with the storage data, we ex-
tract the group paths and the corresponding mapping 
of the group paths to the geometric distance, and do 
linear interpolation on the basis of this. 
Step 5  Using the obtained data near the receiver, 
we conduct the covering calculations, and can get the 
distribution of the group path according to the map 
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ping from group paths to the geodesic distances. The 
group delay distribution can be found by dividing the 
group path difference by the propagation velocity. 
5.2. Application example 
In order to illustrate the processes of the prediction, 
a practical example is given as follows: 
Step 1  Choose Qingdao (36.1° N, 120.3° E) as the 
launching point and Changchun (43.84° N, 125.28° E) 
as the receiving point, and select the predicting time at 
12:00 on December 10, 2009 (Beijing time). The 
propagating environment of the rays is constructed 
under the present conditions according to the modified 
IRI model and IGRF model, and the electron density 
distribution of the region above the middle point be-
tween the launching point and receiving point is pre-
sented in Fig. 9. 
 
Fig. 9  Distribution of electron density at 12:00 on Decem-
ber 10, 2009.  
Step 2  Compute the azimuth and geodesic dis-
tance according to the known geographical informa-
tion in Step 1, and the results are found: the azimuth is 
24.67° and the geodesic distance 958.974 km. The 
elevation angle is estimated and the value ranges from 
5° to 45°. 
Set the frequency of the rays as 8 MHz and solve the 
ray equations with the scanning of the elevation angle 
from 5° to 45° with a step of 0.5°. Find the approximate 
value of the optimal elevation angle by comparing the 
simulated geodesic distances obtained from the solutions 
of the ray equations with the actual one. Due to the 
multi-path effect, two approximate elevation angles, 11° 
and 26°, can be obtained simultaneously. 
Step 3  By expanding the elevation angle at small 
angle and re-solving the ray equations as in Step 2, 
two accurate elevation angles (10.25° and 25.68°) can 
be obtained. As shown in Fig. 10, the rays with differ-
ent elevation angles can reach the receiving point 
equally due to the multi-path effect. 
Step 4  By expanding the optimal values at small 
angle and re-solving the ray equations as in Step 3, a 
group of simulated ray trajectories can be found. 
By mapping the group paths to the simulated geo-
desic distances which are found in Step 2, the distribu-
tion of the group path around the receiving point can 
be known. The distribution of the group path differ-
ences can be obtained by subtracting the group paths at 
the receiving point from the group paths around the 
receiving point as shown in Fig. 11. In Fig. 11 the 
squares show the values of the group path differences 
in different grades. It is also found that the outward- 
inward direction is just the launching-receiving direc-
tion and the group path differences are increasing as 
the geodesic distance increases. 
 
Fig. 10  Simulated ray traces illustrating the multi-path 
effect (The launching elevation angles of the two 
trajectories are 10.25° and 25.68° respectively).  
 
Fig. 11 Distribution of group path differences around re-
ceiving point within 20 km when launching eleva-
tion angle is 10.65°.  
When the launching elevation is 15.73°, the inter-
polation results according to the rays reaching near the 
receiving point are shown in Fig. 12. In Fig. 12 the 
squares show the values of the group path differences 
in different grades. The group path follows the same 
changing tendency as that in Fig. 11. 
 
Fig. 12 Distribution of group path differences around re-
ceiving point within 20 km when launching eleva-
tion angle is 15.73°. 
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Step 5  Based on the group path difference data, 
the distribution of the multi-path delay difference 
caused by the high-angle waves and the low-angle 
waves around the receiving point can be obtained ac-
cording to the electromagnetic wave theory in propa-
gation. As shown in Fig. 13, the results are displayed 
in three dimensions and the maximum value of the 
group delay is about 0.1 ms when the launching eleva-
tion angle is 10.65°. By comparison betweem Fig. 11 
and Fig. 12, we can see that the main factor of the 
group delay in the above example is mainly caused by 
the rays with an launching elevation angle of 10.65°.  
 
Fig. 13  Distribution of group delay around receiving point 
within 20 km when launching elevation angle is 
10.65°. 
Based on the modified IRI model and the IGRF 
model, the prediction is more credible and has a good 
agreement with the practical values. By using the ob-
tained data near the receiver and doing the covering 
calculations, the results of the group paths obtained by 
interpolation are more accurate than those by the pre-
vious predicting method, which describes the relations 
between the geodesic distance and group paths by the 
analytical solution under the QPS model. And the ana-
lytical solution has limitations on application including 
low precision, no applicability for various situations 
and not reflecting the actual ionosphere situation.  
6. Conclusions 
In this paper, the IRI model has been modified, 
which is used to obtain the distribution of the iono-
spheric electron density. It is easier and valuable in 
practical applications since only international time, 
longitude and latitude and other parameters need to be 
provided to predict the parameters of the ionosphere. 
Considering the effects of the geomagnetic field, the 
3D ray tracing simulation method based on the modi-
fied IRI model is constructed and can give a result that 
is in consistence with the experimental data. And it can 
also be used to predict the spread of signal coverage 
area, which helps to choose the suitable firing frequency 
in short-wave communication according to time and 
communication objectives. 
At the receiving point, we can calculate the group 
path difference according to the geodesic distance and 
group path to take measures to improve the reliability 
of short-wave communication when we encode. In 
short-wave propagation, it can be used to predict the 
electromagnetic parameters near the receiving point 
like the spread of coverage of the received signals, the 
MUF, distribution of the group delay, etc. And these 
parameters can help to determine the suitability of the 
short-wave propagation and communication. In this 
paper, we estimate the group delay distributions 
around Changchun in the detection from Qingdao to 
Changchun, and provide the technical support for the 
short-wave communication of the two cities.  
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