ABSTRACT Multi-pedestrian tracking (MPT) on the road is closely related to a reduction in the possibility of pedestrian-vehicle collisions when using advanced driver assistance systems. Therefore, this paper focuses on MPT on real roads using a moving camera. Although convolutional neural network (CNN)-based single object tracking methods have recently been proposed, the online learning of CNN for MPT is a significant burden in terms of real-time processing. However, because the features extracted from CNN are a good representation and achieve a high generalization capability, to reduce the learning time, a shallow pre-trained CNN was applied in the present study as a feature extractor instead of an object tracker As an online tracker, this study uses random ferns (RF) with pre-trained CNN output feature, which can make the problem computationally tractable and robustness. However, a large RF requires significant amount of memory and computational complexity, and is still a burden in terms of online learning in cases of multi-pedestrian tracking. Therefore, we introduce a teacher-student model compression algorithm for selecting a few optimal ferns for each tracker, thereby, reducing the online learning time. The online learning of a student-RF tracker has an advantage in that it can adaptively update the tracker to achieve robustness against various changes, such as in pose and illumination, and partial occlusions within a limited period of time. The proposed algorithm was successfully applied to benchmark video sequences captured from a moving camera that include multiple pedestrians in various poses. Specifically, the proposed algorithm yields a more accurate tracking performance than the other state-of-the-art methods.
I. INTRODUCTION
In intelligent transportation system (ITS) and advanced driver assistance system (ADAS), on-road pedestrian detection and tracking are essential techniques because they are closely related to the prevention of pedestrian-vehicle collisions. To achieve a proper level of safety in an active ITS, the ADAS should identify pedestrians who are at risk of stepping into the road in advance by keeping track of all moving pedestrians. Unlike single-pedestrian tracking, multi-pedestrian tracking has a large number of practical and potential applications when applied to an ITS, including pedestrian protection, traffic analysis, and self-driving cars. Multi-pedestrian tracking (MPT) 1 using an ITS can be divided into two types based 1 Although multi-object tracking (MOT) is a general term, we use MPT instead of MOT because pedestrian tracking is the goal of this paper.
on the camera installation method applied: 1) a static camera for visual surveillance, and 2) a moving camera for driving safety.
First, visual surveillance uses one or more surveillance cameras installed together along the road at an elevated location for the detection of abnormal pedestrian behaviors based on analyses of the pedestrian trajectories [1] . Visual surveillance can be used to detect road accidents between vehicles or between vehicles and pedestrians. Moreover, it has an advantage in that it is easy to match the tracker and the detection because the pedestrians are tracked from a stationary camera. With this approach, type-specific objects are detected based on the background modeling [2] , [3] or motion [4] in the given image sequences, and object-tracking is then applied to link the detection hypotheses into the trajectories. This type of tracking method is called tracking-by-detection.
Various kinds of classic inference methods have been applied to tracking problem using a Kalman filter [5] , extended Kalman filter [6] , particle filter [7] , and mean-shift tracking [8] based on the assumption of the Markov property in the object state sequence [9] . With tracking inference, a data association is needed to solve the problem of drifting away from the correct target. From the association results between a detected object and the trackers, we can obtain the accurate tracking trajectory in a given input video. Recently, convolutional neural network (CNN) based data association methods have been proposed instead of conventional data associations through the continuous fine-tuning of a pre-trained CNN model. Although many CNN based studies on tracking have been conducted, most have focused on single object tracking [10] - [12] because such tracking using pre-trained CNNs does not require online learning, or data associations between multiple objects and trackers. However, CNN-based tracking has several obstacles:
• Training data for tracking multiple objects remains insufficient for the learning of deep neural networks, which require a large number of parameters [13] .
• Existing deep learning networks pre-trained on datasets for image classification have critical limitations in terms of object tracking in video environments [13] .
• The online tracker learning of multiple objects requires certain amounts of training data and system resources, and is unsuitable for real-time environments. CNN-based tracking can be also divided into two types: first, in a static video, Chu et al. [14] used a CNN-based framework for online MPT by utilizing the merits of single-object trackers in adapting appearance models and target searching in the next frame. Some online-learned targetspecific CNN layers are used for adapting the appearance model for each target. Pang et al. [15] adopted an offline deep learning framework to obtain generic image features with natural auxiliary images, and an online fine-tuned deep MPT to consider the changes in appearance of moving objects. Solera et al. [16] proposed an online divide and conquer tracker for static camera scenes. This approach partitions the assignment problem into local sub-problems and solves them by selectively choosing and combining the best features. Milan et al. [17] presented a recurrent neural network capable of performing all MPT tasks including prediction, data association, state updates, and the initiation and termination of the targets within a unified network structure.
The second approach is to track multiple pedestrians on the road using a camera installed in a moving vehicle. MPT from a moving vehicle is closely related to the prevention of pedestrian-vehicle collisions. For example, a reduction in the likelihood of a collision is closely related to the speed of pedestrian tracking. On-road MPT from a moving vehicle is quite a challenging task compared to MPT techniques used in static cameras because of the camera shaking caused by the vehicle's movement, motion burring, a wide range of deformable pedestrian appearances, cluttered backgrounds, abrupt scene changes, and real-time constraints [18] , [19] .
In particular, dynamic changes in the state of the pedestrians such as their size and location caused by the translation and forward and backward movements of the camera, as well as different moving speeds in each individual frame, are the main obstacles hindering a correct MPT.
Therefore, it is necessary to develop a new multi-pedestrian tracking algorithm that exhibits a robust performance despite the many obstacles related to moving cameras. In the next section, among MPT-related studies, we focus on pedestrian tracking using a moving camera.
II. RELATED WORKS
To track multiple pedestrians from a moving camera, it is necessary to solve several above-mentioned challenges, such as the varying appearances of the pedestrians as they change their shape over time, frequent overlapping among or between pedestrians and the background, and a difficulty in predicting the position of a moving camera [20] .
To address the challenges to tracking from a moving platform, this section first describes the MPT based on traditional approaches, and then reviews several recent MPT approaches based on CNN.
Gavrila and Munder [21] proposed a multi-cue object model within a Bayesian framework for detection and tracking based on particle filtering from a moving vehicle. In their study, direct 3-D measurements are provided by a stereo system, and are further incorporated into an observation density function, such as shape-based detection, texture-based classification, and stereo-based verification for efficient pedestrian detection and tracking. Fan et al. [22] used a particle filter framework, which properly incorporates different cues from a detector, dynamic model, and target-specific tracking. This method trains one dynamic model for each driving behavior (moving forward, turning left/right) given a set of training trajectories. The learned dynamic model is then utilized to predict the future movement of a pedestrian during the tracking process. Jüngling and Arens [23] focused on the task of tracking multiple pedestrians in real world environments from a moving, monocular infrared camera by incorporating different cues from a detector in a dynamic model and through target-specific tracking. In particular, this approach addresses the problem of tracking under a strong ego motion of the camera-bearing vehicle, and introduces a tracking technique that accounts for such situations. Kwak et al. [19] proposed a MPT system for use at night that applies a thermal camera mounted on a forward moving vehicle. This approach conducts real-time online learning to track pedestrians using boosted random fern (RF), updates the trackers in each frame, and applies link detection responses to the trajectories based upon similarities in the position, size, and appearance. Yu et al. [24] proposed an exchanging object context model for using contextual information obtained around the target. To track pedestrians in a moving camera, the position, shape, and size of the associated detection is refined using the context model for the final tracking results. Ess et al. [25] proposed an integrated solution that jointly estimates the camera 48676 VOLUME 6, 2018 position, stereo depth, object detection, and tracking. The interplay between these components is represented through a graphical model that incorporates object-object interactions and temporal links to past frames under moving stereo camera conditions. Choi et al. [20] estimated both the ego-motion of the camera and the paths of the pedestrians within a single coherent framework from a dynamically moving camera. The tracking problem is framed as finding the maximum a posterior solution of a posterior probability using the reversible particle filtering method for tracking multiple, possibly interacting, pedestrians from a mobile vision platform.
The aforementioned traditional pedestrian tracking methods have the merit of being able to work with low specification hardware devices; recently, however, CNN-based MPT has been proposed to improve the tracking accuracy. Because CNN-based MPT aims to associate the detections between frames, the design of a similarity function between detections is an important factor [13] .
Leal-Taixé et al. [26] proposed the use of a CNN in a Siamese configuration to estimate the likelihood that two pedestrian detections belong to the same tracked entity. In a CNN architecture for tracking, the pixel values and optical flow are combined as a multi-modal input. The set of contextual features derived from the position and size of the compared input patches are combined with the CNN output by means of a gradient boosting classifier to generate the final matching probability. As a similar approach, Wang et al. [27] first trained a Siamese CNN on the auxiliary data, and then jointly learned an online Siamese CNN with temporally constrained metrics to construct appearance-based tracklet affinity models. For a reliable association between tracklets, a temporally constrained multi-task learning mechanism based on a novel loss function incorporation is proposed. Son et al. [13] proposed a quadruplet architecture of a deep neural network by modifying a Siamese CNN and a triplet network to learn the object association for the MPT. This method combines the appearance of detections with their sequence-specific motion-aware position for metric learning, and the entire network is trained end-to-end in a unified framework.
Above-mentioned CNN-based methods show a good association performance when the camera movement is not severe; however, the performance is degraded when the state of a pedestrian, such as the size and position, are rapidly changed by camera movements in consecutive frames. Moreover, because online end-to-end learning of an entire network requires a certain amount of training times and system resources, it is not suitable for real-time environments.
Unlike association matching using a CNN, a few studies [28] - [30] have proven that features extracted from very deep and wide networks have a good representative and generalization capability because the pre-trained CNN models provide good prior knowledge trained from another image dataset [29] . For example, Wang and Yeung [28] trained a stacked denoising autoencoder offline to learn generic image features, and then transfer the features learned to the online tracking task for tracking only a single object in a static camera. Moreover, Nam and Han [30] constructed a new network by combining the shared layers in a pre-trained CNN using a new binary classification layer to track a target in a new sequence. Online tracking is performed by evaluating the candidate windows randomly sampled around the previous target state. This method also tracks a single object in a limited moving camera to reduce the processing time for online learning.
Although very deep or wide network based tracking approaches usually show a reasonable performance in terms of tracking, they still have a few problems with regard to large time consumption and memory requirements with multitudinous parameters during the training and inference processes [29] . However, because the running speed and operation on a limited device are key factors for a moving vehicle, model compression algorithms have been recently proposed to reduce deep and wide networks. The proposed model compression method can be categorized into the following four types: parameter pruning and sharing [31] , low-rank factorization [32] , transferred/compact convolutional filters [33] , and the teacher-student framework [34] .
Model compression for object tracking has recently attracted attention from a few researchers. Recent representative algorithms are as follows. Zhu [29] et al. proposed small and fast-to-execute shallow models based on model compression for visual tracking. In particular, this study proposed a small feature distilled network for tracking by imitating the intermediate representations of a much deeper network. Choi et al. [35] proposed deep feature compression that is achieved through a context-aware scheme by utilizing multiple expert auto-encoders. This method uses different approaches for training and testing. In the pre-training phase, one expert auto-encoder is trained for each category, the best expert auto-encoder is selected for a given target, and only this auto-encoder is used in the tracking phase.
Although the aforementioned tracking approach based on model compression is more appropriate for applications with limited computing resources than original CNN-based approaches, these studies still have certain limitations: 1) model compression algorithms are designed only for single object tracking, 2) a simple discriminative correlation filter cannot track multiple objects captured by a camera with large movements, and 3) these algorithms are not designed to handle occlusions among several objects.
A. CONTRIBUTIONS OF THIS WORK
In our previous study [36] , online learning of RF tracker model using the output features was proposed. Different from a CNN-based MPT, this study used only a pre-trained shallow CNN as the feature extractor because pre-trained CNN models provide a good prior knowledge trained from another image dataset. Online tracking is applied by evaluating features extracted from a pre-trained CNN with the candidate windows randomly sampled around the previous target state. Although RF is fast and makes the problem computationally tractable, the large number of ferns is still a burden to real-time processing. Therefore, we propose a teacher-student RF compression concept based on CNN output feature to extract the fewest number of student ferns from the teacher-RF while maintaining the classification performance of the teacher-RF. Based on the teacher-student RF model compression, a student-RF for an individual tracker is distilled from a full teacher-RF in an online learning manner as shown in Fig. 1 (a) . Multiple trackers are then learned online using student-RF, instead of through online end-toend learning of a CNN to reduce the processing time for online learning. In addition, this study applies a data association check on a frame-by-frame basis between the tracker and detection through an ensemble of probabilistic inference and deterministic optimization for real-time data association ( Fig. 1 (c) ). We also update tracker state by estimating the camera parameters to solve the MPT problem caused by using a single un-calibrated moving camera. Last, we introduce the adaptive updating rules for trackers by estimating the tracker's confidence to reduce the online learning time ( Fig. 1 (d) .
The remainder of this paper is organized as follows. In Section III, an online tracker learning method based on RF and a teacher-student compression model is described. In Section IV, a pedestrian association algorithm using tracking optimization is presented. In Section V, we introduce updating rules for each tracker. Section VI discusses the experimental results of the proposed algorithms as compared with the results of previous related methods. Finally, in Section VII, we provide some concluding remarks and areas of future work.
III. TEACHER-STUDENT MODEL COMPRESSION FOR ONLINE TRACKER LEARNING
As mentioned in Section II, a CNN has a major limitation in regard to real-time processing. Therefore, this study uses RF as the online tracker instead of a CNN. Similar to a CNN, the performance of RF improves as the number of ferns increases. However, a larger RF also requires a certain amount of memory for the parameters and computational complexity, which are still a burden to the online learning of a tracking system. Therefore, this section focuses on an online learning method for modeling a student-RF tracker from a teacher-RF to reduce the required memory and processing time.
Because this study is based on tracking-by-detection, we adopted the pre-trained YOLO v2 network [37] as the pedestrian detector, which is a real-time object detection system. YOLO network uses a single neural network to predict the bounding boxes and class probabilities directly from full images in a single evaluation. For that reason, the detection performance end-to-end can be quickly and directly optimized.
A. RANDOM FERNS
RF uses hundreds of simple binary features, and models consist of class posterior probabilities. RF can make the problem computationally tractable and robust by assuming independence between arbitrary sets of binary features [38] . Therefore, RF has been used in many computer vision research studies: human detection [39] , object detection [40] , key-point recognition [38] , and object tracking [19] .
RF weakens the naïve assumption by partitioning N dimensional binary features into L subsets (groups) of size S. These subsets, consisting of binary tests, are known as ferns
, where the features f n are the binary tests (functions) on the input vector that return the probability that a target belongs to any one of the classes that have been learned during training [19] , [38] . Ferns model the dependencies between intra-group features while preserving the assumption that inter-group features are conditionally independent [40] .
If the feature vector of a sample image is I , and S is the number of binary fern tests, the value of each binary test f j (I ), j = 1, . . . , S only depends on the relative values of a pair of two bins d j,1 and d j,2 of feature vector I, as shown in Eq. (1)
A fern is then constructed using a series of S binary tests and the output of a fern. However, because a single fern does not provide a great classification performance, L ferns
. . , L of size S binary tests are generated to build an ensemble of independent ferns by randomly choosing different subsets of features. After class-conditional distributions for each fern are learned, a test sample I is applied to L trained ferns, and RF combines the fern's conditional distribution P (F l |C k ) , C k , k = 1, 2 using a semi-naive Bayes rule to obtain the final posterior [38] ,
where P(C k ) is the prior probability of the k-th class. RF produces definite results in spite of the simplicity, but the performance is affected by the amount of training data. Each fern has an observation distribution that depends on the number of features forming the fern, and the distribution becomes larger as more training data are provided [40] .
B. TRAINING OF TEACHER-RF USING CNN OUTPUT FEATURES
A deep and wide teacher-RF has a high classification performance because it is constructed based on a larger amount of training data. Therefore, the goal of student-RF is to maintain the classification performance of the teacher-RF while extracting the fewest number of ferns from the teacher-RF.
As the feature extractor of teacher-RF, we use a CNN because it tend to capture the general characteristics of pedestrians, and have shown an excellent generalization performance compared with hand-crafted features. Therefore, as a feature descriptor, we use the first fully connected layer of a tiny pre-trained YOLO network, which is a shallow version of YOLO v2 network [37] , to reduce the processing time.
A tiny YOLO basically consists of nine convolutional layers and six max pooling layers, followed by one fully connected layer. For a tiny YOLO network, the weights for the original layers are pre-trained using the VOC 2007 and 2012 datasets. To achieve better feature extraction, the models are fine-tuned using the 15,068 dataset, including thousands of sample pedestrian images with various poses, lighting quality, and partial occlusions, and non-pedestrian images similar to images of pedestrians using the same training parameters of [37] . From the training images, 450 dimensional feature descriptors are extracted through the fully connected layer of tiny YOLO, as shown Fig. 2 (b) . Then, a training set is given as a base for the training component
is an output vector of a fully connected layer with M (450) dimensions, and y i = {g 1 , g 2 , . . . , g C } is a scalar (C is the number of classes, namely, 2). The training data labeled with a scalar 1 (pedestrian)/0 (non-pedestrian) are called a 'hard target'. The teacher-RF is then trained to construct an ensemble of ferns F l = f l,1 , f l,2 , . . . f l,S that consist of randomized CNN-based binary tests using labeled training data. FIGURE 2. The overall procedure of training teacher-RF using randomly generated ferns from the output of tiny YOLO v2: (a) input training images, (b) feature extraction from output of fully connected layer, and (c) teacher-RF consisting of randomly generated S binary tests and its class-conditional distribution.
After L ferns have been trained, each fern stores the conditional probability of each class, as described in Fig. 2 (c) . At the test time, the sample simply applies L ferns, looks up the posterior distribution over the class label, and combines their output using Eq. (2).
C. ONLINE LEARNING OF STUDENT-RF TRACKER MODEL
After the teacher-RF is constructed, a student-RF for an individual tracker is distilled from the full teacher-RF in an online learning manner. The training of the student-RF tracker is divided into two methods depending on whether the pedestrian appeared first or more than once. 
is the class probability vector, which is called a 'soft target' as opposed to a hard target. Here, p * ij is the probability of class j for sample i. To construct a student-RF for tracker tr from the teacher-RF, the cross entropy is estimated to determine whether the candidate fern included in the teacher-RF is selected as a member of the student-RF. The general form of the crossentropy estimation is
where p ij (T ) represents the j-th class distribution of sample i of the B tr * d dataset transcribed by the teacher-RF, and p * ij (T f ) represents the j-th class distribution of sample i through the constructed fern f.
Student-RF based tracker tr learning for the first frame is applied using Algorithm 1.
This process is repeated for the number of detected pedestrians. The threshold for cross entropy τ 1 is determined experimentally. The performance comparison used to estimate the τ 1 value is presented in Section VI-A.
From the second frame, a data association is performed between the detected pedestrian in the current frame and the predicted region by the tracker in the previous frame, and a new online learning is then applied on the matched tracker. To update tracker tr for the next frame, we first construct a training dataset B tr by collecting positive samples from the pedestrian position, and by extracting negative samples from the background in the same manner as in the first frame
The collected dataset B tr is composed of each sample feature and initial class distributions 1 and 0 according to the sample class.
The dataset B tr is applied to the f-th fern of the teacher-RF and tracker (student-RF) tr, respectively, and the adoption of the f-th fern is determined using the cross-entropy in Eq. (4).
where p * ij (T f ) represents the j-th class distribution of sample i transcribed by one fern f of the teacher-RF, and p * ij (S tr ) represents the j-th class distribution of sample i through the constructed student-RF of tracker tr. In this way, the tracker tr can re-learn adaptive ferns for the next frame that reflect the newly changed pedestrian appearance in the current frame from the teacher-RF using Algorithm 2.
Algorithm 1
Student-RF Based Online Learning of Tracker tr for
IV. FEED FORWARD DATA ASSOCIATION
In MPT systems, tracking-by-detection is the most popular approach because it simplifies the problem by dividing it into two steps [26] : 1) a detection step to find possible pedestrian positions independently in each frame, and 2) a data association step to link trackers with the corresponding detections across the frames to form the tracking trajectory. Determining the data association in successive frames is a challenging task because of occlusions, missing information, false detections, and interactions among pedestrians in the tracking system.
In a data association, a conventional observation model including the appearance, motion, interaction, exclusion, and occlusion is used to measure the similarity between the object states of the previous frame and observations of the current frame. In contrast, CNN-based observation models such as a Siamese network [26] , triplet network [41] , and quadruplet network [13] have been proposed to measure the similarity between object states and observations. Siamese and triplet networks use the contrastive loss and ranking loss to train a network. Thus, these methods typically encourage the network to maintain short distances between pairs that belong to the same objects, while enforcing an object with different identities to maintain large distances [13] . In contrast, a quadruplet network [13] was proposed to deal with quadruplet loss to enforce an additional constraint that makes temporally adjacent detections more closely located than those with large temporal gaps. However, because these studies focus on checking the association using only the observation of the previous and current frames without the learning of the trackers separately, the following problems occur when we use CNN-based observation models:
• the training data for MPT are not yet sufficient to train deep neural networks with a large number of parameters [13] ,
• the online learning of a deep network requires a large amount of computational time, and
• global data association or large temporal windows are inappropriate for real-time tracking such as vehicle driving. In addition to observation models, MPT can be classified into probabilistic inference and deterministic optimization in terms of the inference [9] . Probabilistic inference is used to estimate the current state based on all previous observations (prediction) and to update the posterior probability distribution of the states of the objects based on the observation model. Because this approach requires only existing observations, it is appropriate for online tracking. The representatives of this approach include a Kalman filter [42] , an extended Kalman filter [6] , and a particle filter [22] .
Deterministic optimization is used to seek the optimal solution to link the observations from each frame in an image sequence, and is suitable for offline tracking. The representatives of this approach include bipartite graph matching [43] , dynamic programming [44] , and the min-cost max-flow network flow [45] . Although deterministic optimization typically tracks multiple candidate trajectories within larger temporal windows, such methods still suffer from massive and inaccurate detection because the distance between a pedestrian and vehicle changes rapidly in a moving vehicle environment [13] . Moreover, online methods employing globally temporal information are not suitable for real-time vehicle environments.
A. PROPOSED TRACKER ASSOCIATION ALGORITHM
For real-time pedestrian tracking in a moving vehicle environment, this study applies a data association check on a frameby-frame basis between the tracker and detection through an ensemble of probabilistic inference and deterministic optimization based on a conventional observation model. To predict the tracker's position, we apply a particle filter with tracker models. We then link the detection responses to the trajectories based on bipartite graph matching [43] . Finally, the trackers and their student-RF are updated according to Algorithm 2.
Detection set D is set when pedestrians are detected in every frame. The j-th element of D at time t, d t j , consists of a four-dimensional vector, In tracker set T, the state vector tr t i of at time t of i-th tracker consists of five-dimension vector,
where SRF t i is a student-RF model of the i-th tracker trained from a full teacher-RF in an online learning manner.
The state of a tracker tr is set depending on the results of the tracker updating rule described in Algorithm 3.
However, this study aims to solve the MPT problem by using a single un-calibrated moving camera, and we simultaneously estimate the camera parameters using their scale and velocity in the image plane to track the pedestrians more robustly. In this study, we first assume that the camera follows a forward motion only, and the initial camera parameters (focal length, skewness, optical center, etc.) are provided as in [45] . To obtain a good estimate of the camera's extrinsic parameters, such as the panning, location, and velocity, we use a Kanade-Lucas-Tomasi (KLT) feature tracker [46] and compare the difference between feature points of the previous frame and those of the current frame, inferring the amount of camera motion over time.
Because pedestrians should be tracked while the camera is moving, we need to compensate the center position cx t i , cy t i VOLUME 6, 2018
Algorithm 3 Updating Rules of Trackers for Next Frame W tr i : Half width of i-th tracker at current frame p(tr i ) : Probability of i-th tracker at current frame t τ 2 : The minimum threshold for probability of student-RF of i-th tracker (0.5) 1. Compensate the center position of the i-th tracker in the previous frame according to the camera motion of the current frame using Eq. (5) (5) where T = u t v t is the vector of the global camera motion estimated between the previous and current frames, and c is Gaussian noise, which accounts for the position uncertainty. Using the same method, the width w t i and heighth t i of a bounding box are also updated using the global camera motion:
where S = u t u t−1 v t v t−1 is the vector representing the speed ratio of a moving camera estimated between the previous and current frames, and s is Gaussian noise, which accounts for uncertainty in the scale. Therefore, the i-th tracker state is newly updated by considering the movement of the camera:
To track a pedestrian whose movement is non-linear, we use a particle filter that recursively approximates the posterior distribution using a finite set of weighted samples.
The particle filters are propagated through the first-order autoregressive motion model to predict the particle positions by interpolating of the previous position, velocity, and white Gaussian noise.
After the observation likelihood p( tr j ) of all J particles of tracker tr is estimated using student-RF instead of a normal distance measure, the state of the current tracker is updated as the top J * (= 15) particles having greater probability:
Under moving camera conditions, maintaining the tracker ID in successive frames is a challenging task because of overlapping pedestrians in the tracking system. Moreover, the current trajectories should depend only on previous frames without the use of future observations. Therefore, in this study, we combine the tracker tr t i and detection d at time t by modifying the greedy bipartite assignment algorithm [43] based on a short-term (two frame) tracklet. With this algorithm, we construct an affinity matrix M for the trackers and the detections. However, as the number of trackers used to compare with the detections increases, the number of computations also increases because of a large dimensional matrix. Unlike in [19] and [43] using full matrix M, this study applies stepwise affinity measures for generating matrix M. As the first step, we construct a pairwise blank affinity matrix M between the predictions and detections. We then compute the negative log of the pairwise overlap ratio (OR) between the predictions tr t i using the trackers and detections d t j .
Next, we apply a similarity score SIM as the second step only for pairs where the OR score is above the threshold of 0.5.
where p is the output of the i-th tracker when the j-th detection is applied to the tracker. In addition, Dist t r
is the Euclidean distance between the centroids of a detected pedestrian and tracker. The two weights for each SIM measure, α and β, are 0.6 and 0.4, respectively, using a similar method as in [19] .
Consequently, the pair with the maximum affinity M i,j is selected as a match, and the i-th row and j-th column are deleted from M. This procedure is repeated until no more pairs are available. The detailed procedures for a greedy bipartite assignment are described in Algorithm 2.
After the tracker is matched with the detection, the state variables of the trackert r is also updated using online learning, as described in Algorithm 1, for the next frame to reflect the newly changed appearance of a pedestrian.
However, if the detections that are not associated with any trackers in the current frame, or if the length of a potential tracker is over the threshold, a new potential tracker should be initialized. This potential tracker is then assigned as a regular tracker if the matching occurs during D (5) times. If the matching count of the potential tracker is less than D times, the potential tracker is assigned a false detection and is eliminated.
In contrast, if the tracker is not assigned to any detection, its age is increased and the tracker ID and state are kept because the tracker may have disappeared from the image or may be hidden by other objects for a certain period of time. However, if the age of each unassigned tracker is more than D times, it is considered to have disappeared and is deleted.
V. RULES FOR TRACKER UPDATING
The online learning of the student-RF tracker has an advantage in that it can adaptively update the tracker to achieve robustness against various changes, such as changes in pose and illumination, or partial occlusions, when tracking pedestrians. In addition, online learning prevents the drifting and false tracking of the tracker model. However, online learning does not occur for every frame, but only when the tracker normally tracks pedestrians. Therefore, if the tracker is completely occluded by another pedestrian, or if it tracks a pedestrian at a location far from the previous tracker owing to a false tracking, the old tracker is maintained without updating the tracker.
Kwak et al. [19] proposed two conditions for tracker updating based on the distance of the center position between the previous and current frames of same tracker and the overlapping ratio with other trackers. However, even if the distance between the two trackers is close, the current tracker may track the wrong position. Therefore, we modified the updating algorithm of [19] by adding the tracker's probability value at the current frame as the second constraint to update the tracker for the next frame. In addition, the tracker's positions are abruptly changeable based on the turning of the vehicle, and compensation of the center positions of the trackers in frame t-1 is necessary before computing the distance.
The updating rules for each tracker are described in Algorithm 3.
As described in Algorithm 3, the student-RF of the i-th tracker is re-learned only if it is closely located to the previous i-th tracker, and it has a high probability value at the current location. Moreover, if it is not occluded with other objects or is located in front of other pedestrians when an occlusion occurs, the tracker is re-learned.
However, if the position of the tracker is farther away from the previous tracker, or is overlapped and covered by other objects, re-learning is not performed because the tracker will be updated with noise and its performance will gradually degrade.
VI. EXPERIMENTAL RESULTS
To evaluate the tracking performance, we use a multiple object tracking (MOTChallenge) benchmark [25] that provides a set of video sequences with the ground-truth, and a framework for a fair performance evaluation of the algorithms. The MOTChallenge includes video sequences collected from other datasets for MOT, and new challenging sequences captured by both static and moving cameras along with a detailed annotation [13] . However, because most of the video data of MOTChallenge were recorded from a static camera, we chose four different types of videos that were originally designed to evaluate pedestrian tracking in a moving camera, which was the focus of this study. The selected MOTChallenge dataset includes ETH-Jelmoli, ETH-Linthescher, ETH-Crossing, and ADL-Rundle-1 sequences. The three ETH datasets consist of 440, 1,194, and 219 frames, respectively. The resolution of each ETH dataset is 640 pixels × 480 pixels, and its image capture rate is 14 frames per second (fps). ADL-Rundle-1 data consist of 500 frames, and the image resolution is 1, 920 pixels × 1, 080 pixels with an image capture rate of 30 fps. These two types of datasets commonly consist of video sequences recorded with a moving camera in densely populated urban streets with pedestrians. In addition, although the ETH dataset was captured using a stereo camera, we do not use the depth information of the dataset because this study assumes that one moving camera is applied.
To evaluate the performance of the multiple pedestrian tracking, we used CLEAR MOT metrics [9] and [48] :
• the multiple object tracking accuracy (MOTA) accounts for all object configuration errors, made by tracker, false positives (FP), misses, and mismatches over all frames,
• the multiple object tracking precision (MOTP) measures the localization error, where 100% again reflects a perfect alignment of the output tracks and ground truth,
• identity switches (IDsw) indicates the number of ID switches of the trackers,
• mostly tracked (MT) indicates the percentage of groundtruth trajectories that are covered by the tracker output for more than an 80% length, and
• mostly lost (ML) is the percentage of ground-truth trajectories that are covered by the tracker output for less than a 20% length.
All experiments were conducted using an Intel Core i7 processor with 8 GB of RAM running Microsoft Windows 10. In addition, all RF approaches, including teacher-RF and student-RF, were executed based on the CPU, and the CNNbased state-of-the-art approaches were executed based on a single Titan-X GPU.
A. OPTIMAL THRESHOLD FOR CROSS ENTROPY
In Algorithm 1, the minimum threshold for cross entropy, τ 1 , is a very important factor to improve the learning speed and performance of student-RF. To determine the value of the optimal threshold τ 1 , we compared the performances of MOTA and MOTP using ETH-Linthescher while changing the value of the threshold. When a value of 0.66 was used, the average MOTA and MOTP were 42.7% and 78.3%, which is better than that when other values were used. As we know from the experimental results, the smaller the threshold values are, the better the performance because of selecting highquality ferns. However, if the threshold is too small (below 0.65), the proper number of ferns cannot be selected, which degrades the performance. In contrast, when the value of the threshold is greater than 0.68, the performance, particularly in terms of MOTA and MOTP, is sharply degraded. These results prove that the tracking performance is strongly dependent on the quality of the optimal ferns, and if the threshold of the ferns is too small or large, it may influence the degradation of the tracking performance.
B. EVALUATION ON THE MOT CHALLENGE DATASET
We compared the performance of five state-of-the-art methods to verify the effectiveness of the proposed tracking method: (1) CEM [49] , which uses continuous energy minimization for MOT, (2) NOMT [45] , which uses an aggregated local flow descriptor, (3) SiameseCNN [26] , which estimates the likelihood that two pedestrian detections belong to the same tracked entity, (4) QuadMOT [13] , which modifies Siamese and quadruplet networks to learn an object association for multi-object tracking, (5) RNN_LSTM [17] , which uses a recurrent neural network capable of conducting all multi-target tracking tasks, and (6) the proposed student-RF consisting of 30 ferns (proposed S-RF). Among the five comparison methods, methods (3), (4), and (5) are based on a CNN.
In all experiments, we predicted that the three CNNbased methods, SiameseCNN [26] , QuadMOT [13] , and RNN_LSTM [17] , would produce a better tracking performance than the other methods. However, the RNN_LSTM [17] method had an average MOTA lower than that of the other two methods by about 12, and ID switching occurred frequently. The reason for this is that RNN_LSTM is very vulnerable to sudden camera movements and occlusions occurring by many pedestrians. In terms of average MOTA and MOTP, proposed method showed the best performance, which was higher to the second highest QuadMOT [13] by 9.2% and 2.8% separately.
In terms of average MT, NOMT [45] without the use of CNN showed the second best performance and it yields 2.6% lower than the proposed method. However, NOMT [45] shows the best performance with regard to average IDsw. In terms of average ML, CEM [49] without using a CNN also showed a good performance, but it yields 2.1% worse rate than the proposed method. CEM [49] also showed the worst performance in terms of average IDsw with RNN_LSTM [17] .
SiameseCNN [26] and QuadMOT [13] methods demonstrated a good performance because they depend on a global data association or large temporal windows when the camera movement is not severe. However the performance of these two methods is rapidly degraded when the state of the pedestrian, such as the size and position, is rapidly changed from severe camera movements. Therefore, these methods are inappropriate for real-time tracking such as with vehicle driving.
The evaluation results of the proposed method show a highly uniform performance on MOTA and MOTP. In particular, compared to other methods, MT is relatively high, and ML and IDsw are low, which means that the proposed method is robust against severe camera movements or an overlapping of multiple pedestrians.
C. TIME COMPLEXITY OF MODEL COMPRESSION
The goal of online learning of a tracker is to choose the optimal smallest number of student-RFs to maintain the tracking performance of the teacher-RF. For an evaluation of the processing time, we use the ETH-Linthescher while changing the number of ferns of the student-RF. However, because both the tracking speed and the performance are important, we also compared the MOTA and MOTP performance according to the number of ferns.
As shown in Fig. 4 , the processing time (fps) and MOTP of the original teacher-RF (150) are the worst among the five comparable cases although MOTA is slightly increased. In contrast, as the number of ferns decreases, the MOTP performance increases and conversely the processing time decreases. When the number of ferns is 100 or higher, the MOTP performance is gradually decreased and the processing time is increased sharply. Therefore, we set the optimal number of ferns to 30 by considering the processing time and tracking performance. Figure 5 shows the qualitative examples between Quad-MOT [13] and the proposed approach, which has a higher performance than the others on the ADL-Rundle-1 dataset, in the case of occlusions. QuadMOT [13] tracks partially occluded or temporary hidden pedestrians correctly when the camera movement is small. However, as shown in Fig. 5 (a) , when the camera movement is large or full occlusions occur over the temporal time window, the tracker is missed (yellow arrow) or the tracker ID is switched with another tracker (red arrow). In contrast, this study can avoid frequent ID switching or a missing tracker by selecting the optimal tracker using model compression in every frame and the tracker's updating rules to prevent a re-learning of the tracker from incorrect occlusion information.
Videos of the full results have been uploaded to our webpage, http://cvpr.kmu.ac.kr/OnlineTracker.htm. 2 In the evaluation, we discard the detections and annotations that are smaller than 60 pixels, as in [20] and [25] . We referred results of comparison methods from performance evaluation of MOTChallenge benchmark [25] . 
VII. CONCLUSION
In this paper, we proposed a MPT algorithm for a moving camera to prevent pedestrian-vehicle collisions in advance. To consider changes in the appearance of pedestrians caused from occlusions and camera movement, our tracking scheme is based on the online learning of each tracker. Online tracking was performed through an evaluation of the extracted features using a pre-trained CNN model because it provides good prior knowledge trained from another image dataset. To reduce the processing time for online learning, multiple trackers were learned online using a student-RF, instead of through the end-to-end online learning of a CNN. In particular, to extract the smallest optimal number of ferns for each tracker while maintaining its classification performance, teacher-student compression was adopted in the original RF.
Unlike CNN-based online tracking algorithms, our approach does not require the amount of training data or system resources, and is more suitable for real-time environments than CNN-based approaches. The proposed method showed a good and uniform tracking performance during the evaluation test using a dataset captured in a moving camera. VOLUME 6, 2018 However, as shown in Fig. 4 , the processing time for online learning remains a problem for a real-time system. Therefore, we plan to modify the teacher-student model compression by adopting a different cross-entropy to improve the tracking performance. Furthermore, for a real test of our system, we plan to make a new dataset of video sequences captured under a variety of road environments with moving cars.
