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Abstract 
Information filtering tasks typically involve uncertainty and learning. We 
investigate two existing probabilistic approaches for information filtering, 
namely, the naive Bayesian approach and the Bayesian independence classi-
fier approach. We find that both of them make an unrealistic assumption on 
the dependence relationship between features when learning topic profiles. In 
particular, the features are assumed to be independent of each other. After 
identifying this shortcoming, we propose a new approach based on Bayesian 
network induction. A Bayesian network can encode the inherent dependence 
relationship between features as well as between a feature and the topic. 
We also explore techniques to further enhance our Bayesian network in-
‘ duction approach. We explore automatic discretization since each feature 
in a document can have a wide range of values and we need to partition 
the range of values into a number of intervals. Three different discretization 
techniques are explored. Before learning the Bayesian network profile from 
the features, discretization is applied to the range of values of the features 
to partition the values. 
i 
A series of experiments have been conducted on two large-scale real-world 
document corpora, namely the Reuters corpus and the FBIS corpus using the 
two existing probabilistic approaches and our new approach. To conduct the 
experiments, we divide the document corpus into a training collection and 
a testing collection. Two filtering setups are tested and evaluated. One is 
to treat all the documents in the testing set as a single batch and conduct 
evaluation at one time. For the other setup, we simulate the process of 
incremental filtering. We divide the testing documents into sessions of a 
fixed number of documents. We then conduct evaluation on each session. The 
results from both setup show that our approach has a better performance 
over the other two existing probabilistic approaches. It is also found that 
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1.1 Overview of Information Filtering 
Nowadays, the information stored in electronic media such as large electronic 
document databases, Usenet news and World-Wide Web pages on the Inter-
net is growing rapidly. Information filters are becoming important for users 
to sift out relevant information. It is helpful to have some tools to perform 
such task doing this [28], [37], [11]. The information may be stored in a vari-
V 
ety of formats such as texts, images, audio, or video. Our research focuses on 
texts since texts are the most common form among others. A text informa-
tion filtering (IF) system [15], [1], [27], [39] helps a user to remove unwanted 
data from incoming stream of documents based on the text content and the 
user's preference or needs. 
IF mainly deals with users who have a relatively stable and long-term 
1 
information need. The information need is usually represented by a topic 
profile. A topic profile may be encoded in a variety of paradigms and it can be 
viewed as a representation capturing the filtering knowledge for a particular 
information need. Once the profile is constructed, an IF system can make 
use of this profile to conduct filtering. We aim at investigating techniques 
which can automatically construct or learn such a filtering profile. 
Sometimes a text document collection contains the relevance judgments 
specifying the set of documents relevant to certain topics. For example, the 
FBIS document collection used in the experiments in this thesis contains 
relevance judgments for each of the documents in the collection for all the 
topics. An example of these topics is: 
Topic: Non-commercial Satellite Launches 
Narratives: A relevant document will provide information which 
helps identify the purpose and capabilities of satellites launched 
anywhere in the world which might have non-commercial appli-
cations. Accordingly, periodic launches of INTELSAT communi-
\-
‘ cations satellites are clearly NOT relevant. On the other hand, 
data on launches of military communication or intelligence sensor 
I 
satellites are definitely relevant. Potentially useful data on any 
given launch would be press comment as to whether the satellite 
has a military, scientific, or intelligence purpose, type of launch 
vehicle employed, reported satellite configuration, launch trajec-
2 
tory and speed, projected orbit, etc. 
Machine learning techniques [22], [43] can be employed to analyze this kind 
of training data and discover the filtering profile. The data may also be 
collected from the feedback data gathered from the past interactions with 
the IF system. For instance, when the system presents a batch of incoming 
text documents to a user, the user can select some documents and read them. 
Then the user gives a rating to indicate the relevance of this document. This 
process is repeated in every session. When enough user feedback data is 
received, it can be used as training data for learning the filtering profile. 
One requirement of the profile learning system is that it should be flexible. 
This system does not need to know any prior knowledge or information about 
the user's topic and content of the documents in advance. 
There are many challenges in building an IF system [1]. Unlike many 
typical database applications where the data is structured, an IF system 
mainly deals with semistructured and unstructured texts. The amount of 
data it needs to handle is large, for instance, hundreds or thousands of doc-
V 
V' 
• uments per day. The data may come from incoming datastream like emails 
or newswire articles. An IF system can also provide ranking to documents 
according to a user's topic. It also needs to deal with the uncertainty [30 
issue in the relationship between the document and its relevance to a topic. 
Sometimes it is difficult to specify absolutely whether a document is relevant 
to a topic as it may only partially match with the topic. This uncertainty 
3 
issue is very common in information filtering problems. 
Some pre-processing needs to be done before a raw text document can 
be used. The incoming texts are transformed to a suitable representation. 
Features representing a document are extracted. 
1.2 Contributions 
We investigate some of the existing probabilistic approaches to performing 
information filtering tasks. These include the naive Bayesian approach and 
the Bayesian independence classifier approach. We find that both approaches 
do not consider the dependence relationship between features when learning 
topic profiles. Independence assumptions between features are made. In view 
of this shortcoming we propose a new approach based on Bayesian inference 
network (also called Bayesian network) induction to learn the filtering profile. 
The advantage of using a Bayesian network is that it can encode the inherent 
dependence relationship between features as well as between a feature and 
the topic. The network can be automatically learned or induced from training 
examples. 
We also explore techniques to further enhance our Bayesian network in-
duction approach. Since each feature in a document can have a wide range 
of values, we conduct discretization to partition the range of values into a 
number of intervals. We investigate three types of discretization techniques. 
4 
Before learning the Bayesian network profile, we extract the features' infor-
mation like the presence or the frequency of occurrence from the training 
documents. These information are used to learn networks. 
The naive Bayesian approach, the Bayesian independence classifier ap-
proach and our proposed approach have been implemented and extensive 
experiments have been performed on these three approaches. We used two 
large-scale, real-world document collections, namely the Reuters corpus and 
the FBIS corpus collections, to do the experiments. These collections consist 
of a huge number of text documents. Many documents have been assigned 
a number of topic categories. To evaluate the filtering performance, we di-
vided the collection into training and testing sets. The training set is used 
for training profiles and the testing set is used for evaluating the system per-
formance. For the testing set, we used two kinds of filtering setups. For the 
first kind, we treat all the documents in the testing set as a batch and con-
duct evaluation at one time. For the second kind, we simulated the process 
of incremental filtering. We divided the testing documents into sessions of 
a fixed number of documents. We then conducted evaluation on each ses-
sion. From the results of the experiment, we find that our new approach 
has a better filtering performance than that of the Bayesian independence 
classifier method and the naive Bayesian method. 
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1.3 Organization of this thesis 
The rest of the thesis is organized as follows: in Chapter 2, it discusses the 
document representation used in our approach and the techniques for se-
lecting the appropriate features to build profiles. Some related research is 
reviewed and the shortcomings are investigated. A motivation of our new 
approach is also described. In this chapter, brief descriptions of the existing 
probabilistic approaches are also given. Chapter 3 presents a detailed de-
scription of our approach including Bayesian networks and the methods used 
in learning the networks. Chapter 4 describes the discretization techniques 
we explore. In Chapter 5，the experimental setups and the experimental re-







2.1 Representational issues 
2.1.1 Document Representation 
A text document, in raw format, contains a sequence of words. Each doc-
ument needs to be pre-processed for subsequent manipulation. First, it is 
transformed automatically to an interval form known as document represen-
, tation. In our approach, the document representation consists of features 
extracted from the document. A feature may be a word or a special punc-
tuation. Each feature has a weight or frequency associated with it. This 
weight or frequency is obtained by computing some statistics related to the 
document corpus. 
When a document arrives to our system, we examine its raw content. 
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First we eliminate stop words from the document content. Stop words are 
words that do not carry useful meaning on its own. Examples of these words 
are "the", "are", "and", etc. For the remaining words, stemming is applied 
to them. Stemming is the process of transforming the word into a stem 
format. For instance, the words "representation" and "representative" are 
transformed into the stem "representat". After all words are stemmed, each 
unique stemmed word in a document becomes a feature representing the 
document. We adopt two kinds of document representation derived from the 
stemmed words. They are the word frequency representation and the word 
weight representation. For the word frequency representation, we count the 
frequency (i.e. the number of occurrences) of the feature in each document. 
Let Wi be the representation of the feature i in a document; tfi be the fre-
quency of the feature i in a document. The word frequency representation is 
given as follows: 
Wi = tfi (2.1) 
For the Bayesian independence classifier approach, we have to adopt a special 
case of this word frequency repre^^entation. This is known as the binary rep-
resentation. Instead of counting the number of occurrences, we just consider 
whether a feature is absent or present. Wi only takes the values of 0 or 1. A 
value of 0 means that the feature is absent in the document and 1 means the 
presence of the feature. 
In the word weight representation, we multiply the frequency tfi by a 
8 
factor called the inverse document frequency [35] Ii. The formula for U is 
defined as: 
Ii = log(-) (2.2) 
n 
where n is the number of documents in the collection that contains the term 
and N is the total number of documents in the collection. Ii is known as 
the inverse document frequency of a feature. The simplest inverse document 
frequency can be found by counting the number of documents that contain 
the feature and then we take an inverse of this number. The more documents 
contain the feature, the smaller will be this measure for this feature. This 
measure is defined based on the belief that if a feature appears almost in 
every documents in a text collection, the feature is very common and cannot 
represent a specific idea. Therefore, we would like to find features that have 
large inverse document frequency. In the above formula, we make some 
modification to the calculation to help to improve the performance. To take 
into account both the measure of the occurrence of the feature in a document 
and across the collection of documents, we multiply them together as the 
weight. Therefore, the required weight is: 
Wi = tfilog{-) (2.3) 
Tl 
For the training document collections, there also exists some information 
concerning with the relevance judgment of each topic. For each topic, the 
relevance judgment is actually the judgment given to the training documents 
given the topic. This judgment may be given by the current user or some 
9 
other people. A document is checked to see if it is related to the topic. A 
positive judgment is given if the document is relevant to the topic and a 
negative judgment is given if the document is not relevant. 
We present an example illustrating the task of document representation. 
Suppose we are given the following document: 
"The Gabonese Government has taken tough measures against Omar 
Bongo University students, who have been on strike since 26 May. On 14 
June, this strike degenerated into acts of violence, during which the students 
molested the rector as well as his deputy, and ransacked the rector's office. 
Reacting to this situation, the government, through Higher Education Minis-
ter Rene Ndemezo'Obiang, announced various measures. It closed down the 
university as of this morning, expelled four students, and ordered all students 
to vacate the campus ，， 
First, we remove stop words like "the", "has", "have" etc. Then we 
perform stemming to the remaining terms. The word "government" becomes 
the stem "gover" and the word "announced" becomes the stem “announc". 
As a result, the document is changed to a vector composed of the stemmed 
words. Suppose we make use of the word frequency representation. The 
frequency associated with each feature is found by counting the number of 
occurrence of the feature in the document. The document representation of 
the above document is shown in table 2.1. 
Besides the preprocessed documents, the relevance judgment of the doc-
10 
feature id stem frequency 
21 gover 3 
17 annouc 1 
98 take 3 
34 student 4 
• • 
• • • • 
Table 2.1: The word frequency representation of a document 
uments are also required. Only the relevance judgments are available for 
the training documents. For each topic, there are a set of documents that 
are relevant to it. Table 2.2 is an example of the relevance judgment for a 
document collection. As shown in the example, only the documents that are 
relevant to the topic are shown. 
2.1.2 Feature Selection 
Typically the total number of features for a text collection is high (e.g. more 
than 70,000). In principle, we can make use of the whole feature set to con-
• 
duct learning. However, it has been shown that the learning performance 
will usually degrade if the feature set is too large [45]. Our reason is that 
the data contains too many irrelevant features which affects the learning 
process adversely. Another problem is concerned with the computational 
cost. Usually, the computational resources increase drastically as the num-
11 













Table 2.2: The relevance judgment of a document collection 
ber of features increases. One way to alleviate this problem is to conduct 
automatic feature selection. There are many researches done on methods for 
feature selection for information systems [23], [29]. Feature selection aims at 
abstracting the collection of documents to just some features. The compu-
tational resources used can be minimized and the profile learned will also be 
more accurate as there are much fewer irrelevant features. We choose to use 
the expected mutual information measure as a measure of how good it would 
be as a feature. 
Expected mutual information measure [13] is one of the information-
theoretic techniques widely used in pattern recognition and machine learning 
for feature selection. Expected mutual information measure is a measure of 
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the degree of association between two elements. In this case, we want to find 
features that are strongly associated with the relevance of the topic. The 
higher is the expected mutual information measure, the stronger is the fea-
ture's dependency to the topic. Let Cj and Cj denote the fact the document 
is relevant to or not relevant to the j-th topic respectively. The formula for 
calculating the expected mutual information measure is given as follows: 
i{w.c,) = ^ ^ p m = 购 〜 ； 丨 二 能 ) 
" 州 爪 = 购 〜 二 念 ) ( 2 . 4 ) 
where I(Wi, Cj) is the expected mutual information measure of Wi and Cj； 
Wi is a feature; 
FQ denotes a probability. 
The probabilities in the above formula can be found by counting the num-
ber of occurrence ofCj and Wi simultaneously, the number of occurrences of 
Cj and the number of occurrences of Wi in the training documents. It should 
be noted that the expected mutual information measure is symmetric with 
respect to Cj and W .^ We select p features that have the highest expected 
mutual information measure as the predictive features for the topic Cj. 
Let f j = (Tji，. • -,Tjp) denote the p predictive features for the topic Cj. 
The value of each Tjj^  can be a term frequency if we use the word frequency 
representation. This value can be a weight if we use the word weight repre-
sentation. For example, suppose we select 10 features that has the highest 
13 
expected mutual information measure from the training collection for a cer-
tain topic. A file containing the term frequency information of the features 
in each document is generated. A sample file is given as follows: 
11 
0 1 2 3 4 5 6 7 8 9 10 
2 2 2 3 2 2 2 3 2 2 3 
0 0 0 0 1 1 0 1 0 0 0 
1 1 1 2 0 1 0 1 1 1 2 
1 1 1 2 1 1 1 0 0 1 2 
0 0 0 1 1 0 0 0 0 0 0 
0 0 0 0 0 1 0 2 0 0 0 
1 0 0 2 1 0 1 0 1 0 1 
1 0 0 2 0 1 1 1 0 0 1 
Table 2.3： The word frequency representation of selected features for a certain topic in 
training documents 
The first line of the file contains the number of selected features and the 
topic, i.e. 10 + 1 二 11 in our example. The second line contains number 
from 0 to the total number of features. The third line contains the number 
of possible values a feature can take on. For example, the fifth column in 
the above file represents the fourth selected feature. The second number 
in the fifth column is “ 2" and this means that the feature can take two 
possible values "0" or "1" • The number of values a feature can take is 
determined by its frequency in the training documents. Starting from the 
fourth line, the information about the presence of the selected features in 
14 
the different documents are presented. Take line 7 as an example. This 
represents the fourth document in the training collection. The first value 
of this line represents whether this document belongs to this topic. The 
value 0 means that this document does not belong to the topic that this file 
belongs to. The second to eleventh value represent the presence information 
of the features in that document. A value 0 means that the document does 
not contain the feature. A value greater than 0 means that the document 
contains the feature and a value that is larger means that the document has 
a higher frequency of the feature. 
f 
2.2 Traditional Approaches 
We will review some recent existing IF systems and give detailed descriptions 
for each of them. After analyzing their limitations, we present a motivation 
of our approach. 
2.2.1 NewsWeeder 
V 
• NewsWeeder was developed by Lang in 1995 [21]. It is an IF system developed 
for filtering Usenet News. It learns the filtering profile from documents rated 
by users. The profile is supposed to represent the user's topic. After reading 
some articles, the user gives ratings to the documents. Currently, there are 
six ratings, namely, essential, interesting, borderline, boring, gong and skip. 
15 
These ratings are used by the system as a feedback data to learn the profile. 
The techniques used by NewsWeeder to learn the profile are based on 
vector representation of documents and the Minimum Description Length 
(MDL) method. The documents processed by the system are represented by 
using vectors composed of tokens which can be words or a combination of 
words or punctuation. A probability distribution of the tokens is calculated 
for each rating. The MDL measure is used to find the best distribution. The 
MDL principle provides an information-theoretic framework for balancing 
the tradeoff between model complexity and training error. In NewsWeeder, 
the tradeoff involves how to weight each token's importance and how to 
decide which tokens should be left out of the model for not having enough 
discriminatory power. 
It is required to encode the document tokens vector and the rating vector 
in order to build a model for the rating. This involves the finding of the 
probability distribution of the tokens. By using this principle, a vector of 
tokens with a combination of probabilistic distributions of the tokens that 
suits most for a rating can be found. To predict the rating of a new docu-
, ment, we calculate the similarity between the document and each rating. A 
document's similarity to a rating is inversely proportional to the number of 
bits required to encode the vector of tokens using the combination of proba-
bility distributions of that rating. The predicted rating of the document can 
then be found. 
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Although this system can automatically learn a profile for the user, it 
does not provide a user feedback function for the user. Also, it is currently 
designed for filtering Usenet news only. 
2.2.2 NewT 
NewT is an IF system developed in 1994 by Sheth [36] and it is used for 
filtering Usenet news. Like NewsWeeder, it can also learn the profiles from 
documents rated by users. After reading news, the user gives some ratings 
and the system will process the rated documents and construct a new profile. 
It employs a genetic algorithm to discover new profiles. Unlike NewsWeeder, 
a single profile is used for representing all types of ratings of a user. A new 
profile represents a new interest of the user. 
An user can have more than one topic profile and each profile can rep-
resent different interests. The system has a graphical user interface and has 
a picture of a cartoonish character for representing a profile. The character 
falls asleep when there is no new documents for that profile. The character 
wakes up when there are new documents for that profile. The user can rate 
、>-
- the documents after reading them by just clicking a button. The user can 
also manually edit the profiles. 
NewT uses document vectors to represent documents and profiles. The 
representation of a document is a vector consisting of fields which can be 
newsgroup, author, location, keyword, etc. in a news article. The vector 
17 
also contains weights on each of the fields to represent their relative impor-
tance. The topic profiles are also represented in the same way. The weight is 
determined by using a standard information retrieval technique. The cosine 
similarity measure is used for calculating the similarity between the docu-
ments and the profiles. The feedback given by a user is used to adjust the 
weights in the profile vectors. Besides modifying the weights in existing pro-
file vectors, new profile vectors are generated by using the genetic algorithm. 
Specifically, genetic operations like crossover and mutation operators are ap-
plied on the existing profile vectors. Crossover operations are performed on 
two existing profiles. Some of the fields in one profile is exchanged with the 
corresponding field in the other profile. New profiles are therefore generated. 
For example, some of the keywords in one profile may exchange with some 
of the keywords of another profile. For mutation, some field values in a pro-
file may be changed to some other possible values to generate new profiles. 
For example, the location field of the profile may be changed to some other 
locations. These new profiles generated are not present before and hopefully 
these new profiles are better than the existing ones. 
NewT has some disadvantages. It uses a keyword based approach for 
searching documents and some concepts may not be able to be represented 
by just several keywords. Another disadvantage is concerned with the type 
of documents it can handle. It is designed for handling Usenet news articles 
only. Other sources of documents cannot be filtered by this system. 
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2.2.3 SIFT 
SIFT is an IF system for filtering Usenet news developed by Yan in 1995 [44 . 
It provides a large scale information filtering and users from many places can 
access the system. The user can access the system from both the W W W 
interface or by sending and receiving emails. To use the system, users need 
to build their own profiles. Users can test the profiles before setting them 
for operation. 
The profiles are represented in two ways namely the Boolean model and 
the vector space model. For Boolean model, the representation consists of 
words and a value indicates whether the word should appear and the weight 
of the word. For the vector space model, the representation consists of words 
and their weights. In both models, a threshold is assigned for each of the 
profiles. When a document is being processed, the terms in the document 
are taken out and the terms that appear in the profiles are used to calculate 
the overall score of the document with respect to the profile. If the score is 
higher than the threshold, the document is considered to be relevant to that 
, profile. 
The users need to build the profiles on their own. The users also need to 
change the profiles themselves if they want to change the profile. Requiring 
manual construction of the profiles is a disadvantage for SIFT. Inexperienced 
users may find it difficult for building a profile that fits their needs. Even 
for experienced users, they may forget to put some important information in 
19 
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their profiles. Automatic learning of a profile can alleviate this problem and 
facilitate the discovery of some information that are originally neglected. 
SIFT does not provide a user feedback function. A user feedback function 
allows a user to give feedback to the system. The system can then use these 
information to improve the profile to get better performance. The manual 
maintenance function provided by SIFT may help the user to change the 
profile. However, a user may not know how to modify the profile to get 
better performance. 
As the user's topic may change over time, an IF system should be able 
to adapt to this change. However, SIFT cannot deal with shifting interests. 
2.2.4 InRoute 
InRoute was developed by Callan in 1996 [3]. It is an IF system for filtering 
text documents. It requires the user to specify the information need in the 
form of either query language or natural language. Both the topic profile 
and the document profile are represented as inference networks. The topic 
V 
‘ profile is constructed based on the natural language or the query language 
supplied by the user. 
An inference network has a query operator as the root. The internal nodes 
of the network are also the query operators. Only the leaves are text features. 
The documents are also represented similarly using inference networks. The 
list is annotated with the belief associated with the features in the system. 
20 
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The beliefis calculated using a classical information retrieval approach. After 
parsing, a set of inverted lists representing the document network for each 
document is constructed. After a document is indexed, the InRoute system 
compares the terms from the document to all the profiles and discard the 
profiles that do not have any terms in common with the document. Then, 
beliefvalue of the document with respect to the network is found by doing an 
inference using the terms from the document. A threshold is set for discarding 
those documents that have a belief value lower than the threshold. 
InRoute needs a user to represent their interest using the query language 
or the natural language. The system then changes the representation to a 
network. There is no feedback option for the system to receive feedback from 
the users. A profile will not change unless the user change it manually or 
build a new one. Moreover, the profile cannot change automatically to adapt 
to a change unless the user makes manual update on it. 
2.2.5 Motivation of Our Approach 
After reviewing the above existing IF systems, we find that all approaches do 
not consider the interaction among profile and document features. In other 
words, they assume all the features to be independent of each other. As the 
features are not likely to be independent in practice, this assumption will 
affect the accuracy of the relevance prediction. 
Another problem is related to the uncertainty issue. Uncertainty is very 
21 
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common in filtering problems. Sometimes, we cannot be absolutely certain 
that a document is relevant to a topic since it may partially relevant to it. 
For example, consider a topic that is concerned with the "economic growth 
of Hong Kong". A relevant document may contain only the words "economic 
growth" but not necessarily the word "Hong Kong". Conversely, a document 
containing the word "economic growth" is not necessarily relevant to the 
concerned topic. An effective text filtering system should be able to take 
into account the uncertainty. 
A probabilistic approach can help solve this problem as it will not simply 
reject or accept a document but it gives a probability of how likely a docu-
ment relates to. We review some of the existing probabilistic techniques for 
text filtering problems. They are the naive Bayesian classifier approach [42 
and the Bayesian independence classifier approach [24]. The naive Bayesian 
approach is the direct application of the Bayes' Theorem [34]. The Bayesian 
independence classifier approach proposed by Lewis, also makes use of the 
Bayes' Theorem. We identify some oftheir shortcomings and introduce a new 
approach based on Bayesian network induction [16], [4], [2], [25]. Bayesian 
V-
• networks are based on probability theory and offer a suitable network to 
tackle the uncertainty found in the nature of the problem of information 
filtering. 
Moreover, in our approach, features for building profiles are selected au-
tomatically to achieve effective filtering. Unlike existing approaches, it does 
22 
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not require independence assumption of the features. It can adapt to doc-
uments of any form and does not need to know the document content in 
advance. 
2.3 Probabilistic Approaches 
Probability theory provides a rigorous and formal foundation for handling 
the uncertainty occurred in the filtering task. Two existing probabilistic 
approaches can be used in this problem. The first one is the naive Bayesian 
approach which employs a simple and basic form of Bayes' theorem. The 
second one is the Bayesian independence classifier approach which is based 
on integration of Bayes' theorem and text analysis. We describe in details 
these two approaches in the following sections. Recall that our objective is 
to determine whether or not a new document is considered to be relevant to 
a topic. In essence, we are going to build a classifier for a particular topic. 
Let Cj denote the fact that the document is relevant to the j-th topic. Let 
d be an incoming document to be filtered. The formula for the probability 
、： 
‘ of Cj given d according to the Bayes' Theorem is as follows: 
m M ) = '-^^^ (2.5) 
To represent the document d, we use a vector fj which consists of the 
predictor features {Tj^,.. . , ¾ ) . Each feature represents a word or a com-
bination of word and punctuation. It is possible that different combination 
23 
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of features may be used to represent the same document for different topics. 
Each predictor feature takes on discrete values. For instance, binary values 
0 or 1 denotes the absence or presence of the corresponding feature respec-
tively in the document. Therefore, we can have an event space of 2^ possible 
conditioning events for the p predictor features. 
By substituting d with fj in Equation 2.1, we can see that the Bayes 
rule relates the probability P(Q|f)), the conditional probability of a specific 
relevance given a pattern ofevidence, to P{fj]Cj), the conditional probability 
of a pattern of evidence for a specific relevance. The formula is given by: 
P ( C ^ ) = ^ ^ (2.6) 
P{Tj) 
For the value of each term in vector f j to be ⑷ ” ...,i^p), Equation 2.2 
can be rewritten as: 
D , r A P^h = tji,. •。Tjp 二 tj^lCj)P{Cj) , 、 
尸(巧了,) = P(Tji=tji,...,T]p=t3p) (2-7) 
The above formula is difficult to use. It is not possible to find enough 
training documents that have exactly the same feature vector {Tj^ 二 tj^，.. •, Tj^ 二 
tjp) to estimate the probabilities P{Tj^ 二 t j” .. • , ¾ 二 ,jp|C j^) and P{Tj^ = 
tj”. . . ,Tjp = tjp). A method we would like is the one that can use the 
probabilities of each predictor feature to find the two high order probabili-
ties stated above. A usual approach is to make the assumption that all the 
features are independent of each other. This means that any pair of features 
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are independent of each other. After making this assumption, we have: 
P{Tj, = tj” ...,T)p 二 y c ^ ) 二 P{Tj, = tjACj) • . 作 “ =tjJCj) (2.8) 
and 
P{Tj, = th,. • .,T)p = %) 二 P{Tj, = tj,). ..P、T)p = tjp) (2.9) 
Substituting the above probabilities into Equation 2.3, we get: 
m K ) - m - ) n ^ ^ f ^ (2.10) 
We will present two existing approaches based on the above Bayesian tech-
nique. Both ofthe approaches make the independence assumption among the 
features. The details of each approach is described in the following sections. 
2.3.1 The Naive Bayesian Approach 
The naive Bayesian approach [42] is a simple algorithm that makes use of the 
Bayes' Theorem. For some documents that belongs to a relevance topic Cj, 
, the documents should have some features in common and these features can 
be seen as a pattern of evidence f j for this topic. We can use this evidence 
f j to determine if a new document belongs to the topic Cj. Let Cj and Cj 
denote the fact that the document is relevant to and not relevant to the j-th 
topic respectively. The idea is to calculate P{Cj\Tj) and P{Cj\fj). 
We can use the formula expressed in Equation 2.6 to find the probability 
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P{Cj\fj) • Using similar technique, we can calculate P{Cj\fj) as follows: 
P _ ) = P [ ^ ^ ^ ^ 0 ^ 
Next we compare P{Cj]fj) and P{Cj\fj). The corresponding relevance 
judgment is the desired solution if it attains a higher conditional probability. 
For instance, if P{Cj\fj) is larger than P{Cj{fj), we conclude that the doc-
ument is not relevant to the topic Cj. If we examine the calculation of these 
two probabilities more closely, we can easily observe that the joint probabil-
ity in the numerator (i.e., P{Tj, = t j ” . . .,Tjp = ^ J ) is the same in these 





For a new document with feature pattern f j , we are to determine if it 
belongs to the topic Q . We can therefore see the problem as having two 
topics. One is relevant to topic Cj and the other not relevant and each 
topic has its set of feature pattern. We can multiply the probability of each 
feature according to the new document for the relevant case and the not 
relevant case. We also multiply the prior probability P{Cj) and P{Cj) for 
the relevant and not relevant case respectively. If the document has the 
product for the relevant case larger than that of the non-relevant case, we 
can conclude that the document is relevant to the topic Cj. 
26 
It is possible that a feature can take on a continuous range of values. 
This can be handled by dividing the range of values into several levels. For 
example, if the range of values is between 0 and 50, we can divide the range 
of values into 5 partitions. Each partition will represent a range of 10. This 
is known as discretization technique. We will discuss later some of the dis-
cretization techniques. 
In order to calculate the probability P{fj\C), we have made the assump-
tion of conditional independence about the features. If the features are de-
pendent on each other, the results will be quite inaccurate. Some techniques 
have been found to solve this problem. One of these techniques is known 
as the series expansion and Bahdur-Lazarsfeld expansion is one example of 
these expansions. This technique handles second-order dependencies and it 
requires the calculation of all the pairwise probabilities among the features. 
Moreover, it requires an extremely large amount of sample to provide suffi-
cient statistics. 
The naive Bayesian approach actually tries to build a classifier that has 
the minimum overall error rate. Ideally, a good classifier should have the 
minimum overall error rate and a classifier using the naive Bayesian approach 
has such property. The optimal solution for this problem can theoretically 
be found by the probabilistic theory of Bayesian analysis. To explain the 
minimum error rate, we have to first describe a situation of identifying a 
document's relevance topic. Now, we have a large collection of documents 
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which can be grouped into two topics. For each topic, there should be an 
evidence that can make documents having this evidence to be assigned to 
this topic. If every document belonging to a relevance topic has predictor 
features f j , a new document having predictor features f j can be assigned to 
this topic. However, if the document sample that is used to provide statistics 
for assigning the documents cannot provide sufficient statistics, there would 
be some cases that an evidence f j would be associated with different topics. 
As a result, the best prediction, which is the prediction with the minimum 
error rate, is given by choosing the topic that occurs more given the evidence. 
For example, if there are 5000 documents having the evidence f j and 4000 of 
these documents belonging to the topic of relevant documents, we will have 
the probability of 0.2 of making an error. This would be the best answer 
that any classifier can make since the evidence itself is not strong enough to 
uniquely identify a topic. 
2.3.2 The Bayesian Independence Classifier Approach 
The Bayesian independence classifier approach was proposed by D. Lewis 
24]. It is being employed in the text categorization task which is similar 
to the information filtering task. We would like to find the probability of a 
document relevant to a topic given some of the predictor features in a user's 
profile. We aim at building a classifier for a particular topic. From equation 
2.1, the formula for this probability according to the Bayes' Theorem is as 
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follows: 
眷 ^ ^ 
— 
Suppose a document, d has features Tj. 
As mentioned in the beginning of this chapter, independence assumption 
among features are made. The above formula can be expressed as follows: 
p(c^.rn) = p ( G ) l j ^ f ^ 
Recall that a feature corresponds basically to an index term. An ideal 
feature should be strongly related to the concept or content conveyed in 
the document. If a term appears in the document, we can of course assign 
it as a predictor feature. However, it is also possible that the document 
does not contain the term and the corresponding feature may still relate to 
the ideas represented by the document. It is therefore not easy to determine 
~» 
whether an index term should be assigned to a document. For a vector Tj that 
represents a document, each element 7}知 in f j can take on binary values 0 or 1. 
There should be one indexing with each feature takes on a particular value of 
its own and this combination of values forms the ideal indexing that can best 
* 
represent the idea conveyed by the document. To incorporate the uncertainty 
about which of those two values the feature should take for a particular 
document to form an indexing for the document, the probability P{fj\d) is 
introduced to indicate how close f j is to the ideal indexing of the document. 
Instead of directly estimating P{Cj\d), we need to consider P{fj\d) because 
we have to assume that we only have the probability distribution for what 
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those values might be. The formula for P{Cj\d) is modified as follows: 
P{Cj{d) = E m\Tj)P{Tj\d) (2.11) 
Tje{o,i)p 
Applying Bayes' Theorem, we get: 
P{CM) = E m ) ^ ^ S ^ P ( f j l d ) (2.12) 
fje{o,i]p ^^^^^ 
To compute the above expression, the independence assumption Equation 
2.4 and 2.5 are used. In addition, we also make the following assumption: 
P{fj\d) = P{Tj, = tjM). ..mp = tjM). (2-13) 
Substituting Equations 2.4, 2.5, and 2.9 into 2.8，we get: 
P{Cj\d) 
_ p『、• P(Tj,=tnlCj)"-P(Tj. = i j J C j ) , , 
二 ( 〜 叙 } P(T3i=t3i)�P[T)p=tjp) 
P{Tn=tjAd)'"P{Tj^ = tjM) 
= m ) E n ^ ” 「 》 『 f ^ = t w (2.14) 
tj,e{o,i} i 尸（1力—、) 





P{Tj, = 0) -
For the information filtering task, we can use this probability to check 
whether a document d is relevant to a topic Cj. We first needs to set a 
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threshold. This is for deciding the acceptance or rejection of a document. 
After calculating the probability P{Cj\d) for a document d and topic Cj, we 
can check the probability with the threshold. If this probability is greater 
than a threshold, we can conclude that the document d is relevant to the 
topic Cj. 
2.4 Comparison 
Following is a summary for the comparison of the approaches: 
\-
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Document Usenet Usenet Usenet Not limited - -
types handled news news news 
Profile con- Automatic Automatic Manual Manual Automatic Automatic 
struction 
User feedback Yes No No No - -
function 
Profile repre- Vector Vector Boolean, inference vector vector 
sentation vector network 
Techniques statistical genetic al- Boolean, probabilistic Bayes The- Bayes The-
used gorithm vector inference of orem orem 
space network 
model 
Features de- No No No No No No 
pendence 
assumption 
Handle uncer- No No No No Yes Yes 
V 
. tainty issue 






Our Bayesian Network 
Approach 
We have reviewed two existing probabilistic approaches for performing infor-
mation filtering. In both approaches, a major assumption is made and this 
assumption is related to the predictor features. The features in a profile are 
assumed to be marginally independent of each other. Also, they are assumed 
to be independent of the relevance of the topic or the document. The pur-
\-
‘ pose of this assumption is to allow the high order probabilities like P{Tj), 
P{fj[Cj) and P{fj\d) to be calculated more easily. The estimation of these 
high order probabilities highly affects the performance of the classifiers. The 
more accurate these probabilities, the more effective is the classifier. It seems 
that the features in the profile in our information filtering problem are not 
independent. Therefore, these assumption may not be valid. To address this 
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shortcoming, we develop a new approach based on Bayesian network induc-
tion which does not need the independence assumptions about the features 
19]，[20；. 
3.1 Backgrounds of Bayesian Networks 
A Bayesian network [16], [4], [2], [25] is a directed acyclic graph. It consists 
of nodes and arcs. The arcs connect the nodes together to form a graph or 
a network. Each node represents a variable which can take on a discrete set 
of domain-specific states. Each arc has a direction. It represents a prob-
abilistic dependency between two nodes or two variables. The dependency 
relationship is represented by the direction of the arc. The node where the 
arc arrives depends on the node that the arc comes out. 
Besides the acyclic graph structure, a Bayesian network also has some 
other properties. A node in a Bayesian network has a set of conditional 
probability parameters associated with it. Let X be a node in the network. 
Let Tx be the set of parents of node X in the network structure. The node 
V 
‘ X should have a directed arc pointing to it from each of the parent nodes 
in the parent set Tx. A conditional probability distribution P{X]Tx) is 
associated with the node X. If the node X has no parent in the network 
structure, there is a prior probability distribution P{X) associated with X. 
Following is an example of a Bayesian network. 
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X\/2 
x \ Z 
X4 
Figure 3.1 An example of a Bayesian network 
The above network has five nodes. Suppose each node can take on binary 
values 0 and 1. Node X I and X2 are the parents of node X3. Node X5 
and X3 are the parents of node X4. Conditional probability distributions are 
associated with the child nodes. Following is an example of the conditional 
probability distribution of the node X3. 
p(X3 = 0|Xi = 0,X2 = 0)=0.2 
户(义3二0|：^1 = 0，叉2 = l ) = 0 . 3 
P{Xs = 0|Xi = l ,X2 = O) = O.5 
P(X3 = O|X1 = l ,X2 = l) = O.9 
P(X3 = l|X1-O,X2 = O)-O.8 
P ( X 3 - l | X 1 - O , X 2 - l ) = O.7 
P{X3 = l\Xi 二 1 , ¾ 二 0) 二 0.5 
«r 
P(X3 = l|Xl = l ,X2 = l ) - O . l 
After the network is constructed, it can be used for conducting reasoning. 
A common and useful kind of reasoning is to perform probabilistic inferences 
40], [9]. The process of inference is to use the evidence of some of the nodes 
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that have observations to find the probability of some of the other nodes 
in the network. The evidence of a node is the observed state of the node. 
We intend to calculate the posterior probability distribution of some other 
nodes that have dependence relationships with the observed nodes using the 
instantiation of the observed nodes. 
3.2 Bayesian Network Induction Approach 
To use Bayesian networks as classifiers in our information filtering problem, 
we first need to construct a Bayesian network to represent the topic pro-
file. This network consists of the set of variables Cj, Tj” . • •，Tj^ . We employ 
a machine learning technique to construct the network automatically from 
some training documents. The main idea of using Bayesian networks is to 
learn a network that is used as the profile for the topic. There have been 
many researches on learning the Bayesian network [7], [31], [38], [41]. The 
network has the predictor features f j and the topic Cj as its nodes. The 
class here means the relevance of a document to the topic. The network 
V 
‘ provides a mean for us to exploit the inherent dependency among these fea-
tures. By using Bayesian network, we do not need to calculate the high 
order probabilities as described above. We can compute P[Cj\fj) directly 
from the learned Bayesian network. The network already takes into the con-
sideration of the dependency among the features in f j as well as the class Cj. 
After the network is built, we can use it for our information filtering task. 
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When a new document arrives, we find features that appear in the profile 
network from the document. Then we instantiate appropriately those nodes 
in the network that represent these features. Probabilistic inferences can 
then be performed on the network using these instantiations. The posterior 
probability P{Cj\fj) is then computed. This probability is compared with 
a threshold. If the calculated probability exceeds the threshold, the docu-
ment is considered to satisfy the user's topic. By using Bayesian networks, 
we relax the independence assumption about features in the profile. The 
inherent dependency among the features is captured by the network during 
the induction process. 
After discussing how to use Bayesian network to tackle the information 
filtering task, we are now going to give some details about how to learn a 
network. Learning Bayesian networks from data has been done by Lam and 
Bacchus [18]. It is well known that learning arbitrary networks is compu-
tationally expensive [5]. In order to reduce the time for learning we use 
a classification-based network structure. Figure 3.2 shows an example of a 
classification-based network. A classification-based network structure is an 
V 
arbitrary Bayesian network structure with the constraint of restricting the 
node representing the class Cj to have no parent. The rationale behind such 
kind of structure is that the states of the feature variables may depend on the 
membership of the class, but not the other way round, if such dependency 
exists. Since we use the network for classifying whether a document satisfies 
a topic, we can use the above network structure as a predefined structure. 
37 
This can considerably reduce the learning complexity and our objective of 
using a network for classification can still be achieved. An example of a 
classification-based network is given in Figure 3.2. 
C 
小 
X I X3 
V 
X2 
Figure 3.2 An example of a classification-based network 
3.3 Automatic Construction of Bayesian Net-
works 
We employ a machine learning technique known as the Minimum Description 
Length (MDL) principle [33]. This learning technique is derived from Lam 
and Bacchus [18]. The main point of this approach is a score metric for a 
candidate network structure. The score metric is a function representing the 
total description length, L(B), of a candidate network structure B. 
The total description length consists of a function Ltotai associated with 
each individual node in the network. The formula for L{B) is as follows: 
L{B) = Y^Ltotai{X,Tx) (3-1) 
X 
where X is a node in the network. Notice that Ltotai of a node X depends only 
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on its parent nodes. The nodes in the network in our approach represent the 
variables Cj ,Tj” . . . , 7 ^ Since we adopt the classification-based structure, 
we do not allow the node Cj to have parents. To ensure that all the nodes 
representing feature variables are connected to the class node Cj, we also 
connect all the feature nodes to the class nodes by directed arcs with the 
feature nodes depend on the class node. The score metric of a candidate 
network becomes: 
L{B)= E Ltotai{Tj,,TT,^) (3.2) 
Tuefj 
The function Ltotai can be seen as made up of two parts. They are: 
Ltotal {Tj,, Trj. ) = Lnetwork ( ¾ , ^ ¾ ) + [data ( ¾ , ^Tj. ) (3.3) 
Lnetwork is called the network description length and L^ata is called the 
data description length. As described in [18], in general, the network de-
scription length for a variable T .^, is given by: 
L . e w . ( ^ , ^ ) = ^ ( ^ . - 1 ) n � (3-4) 
^ ) � 
V 
‘ where N is the total number of cases and it is the total number of training 
documents in our case. Sj is the number of possible values the variable Tj. 
can take. 
The network description length is for indicating the topological complex-
ity of a network. The more complex is the network, the longer is the net-
work description length. It has been proved [8] that conducting inference on 
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highly-connected networks is likely to be intractable. Therefore, they are not 
very useful in practice. We intend to find some networks that have simple 
topology so that we can conduct probabilistic inference that is tractable on 
the network. Simple network can be obtained by minimizing the network 
description length. 
Besides the simplicity issue, we also need to consider the accuracy issue 
of a network. This accuracy means how accurate the network can represent 
the relationships ofthe variables. The data description length deals with this 
issue. The data description length is given by the following formula: 
M(Tr ) 
L “ ( A , T 。 = ^ E M ( ^ , ^ ) l o g , 顺 ， 。 (3.5) 
Tji,lTji 3i 
where the summation is taken over all possible instantiations of that vari-
able and its parents. M(.) is the number of cases that match a particular 
instantiation in the training data. The log function will be O if M(Tr,.) = 0 
or M{Tj.,TTj.) = 0. If the node has no parents, the formula for the data 
description length will become: 
- L.ata(^ ,Tr,J = E M{Tj,) log2 J ^ 、 (3.6) 
Tji 
A set of data has a set of joint probability distribution associated with 
it. A bayesian network that is learned from this data set also has got a joint 
probability distribution. If the learned network is an accurate representation 
of the data set, the network's joint probability distribution should be close or 
even the same as that of the data set. The data description length is actually 
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a measure of how close are the joint probability distribution represented by 
the Bayesian network and that of the data set from which the network is 
learned. As a result, the shorter is this length, the more accurate is the 
network. Therefore, we have to minimize the data description length if we 
want to have a more accurate network. 
In general, we cannot achieve both simplicity and accuracy. While highly 
complex network may be more accurate, less accurate network may have a 
simpler structure. As a result, we have to decide whether we want a simple 
network or an accurate network. The score metric Ltotai which is based on the 
MDL principle offers a principled means to solve this problem. The network 
description length is related to the complexity issue of a network and the data 
description length is related to the accuracy issue of a network. According 
to the MDL principle, the total description length is the sum of the above 
two lengths. By finding a network that has the minimum total description 
length, we can find a network that is both quite simple and quite accurate. 
Since the computing resources available is limited for finding an optimal 
solution for a network, we would like to find a network that has a value of 
Ltotai as low as possible. A best-first search algorithm is used to find a good 
network structure. The search is guided by the MDL metric of the network. 
We will describe briefly the search process in the following paragraphs. The 
heuristic function of a candidate network basically consists of the sum of 
the MDL metric of the network structure and the arc to be added to the 
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network. When we generate a candidate network structure, we impose a 
restriction that an arc cannot direct from a node representing a feature to the 
node representing the class. Therefore, classification-based network structure 
topology can be maintained. This constraint can actually increases the search 
efficiency since non-classification-based structures can be ignored during the 
search process. 
In the following we will describe briefly the process of learning a network 
using the best-first search algorithm and the MDL score metric. The MDL 
score is calculated using some of the statistics about the features and the 
class distributions collected from the document collection. We will use an 
example to illustrate the steps. The network used in this example consists 
of a class node and five feature nodes. The steps for learning a network is 
given as follows: 
1. Firstly all the available links between the nodes are found. The di-
rections of the links are not considered. Using our example, there 
would be total of 4 + 3 + 2 + 1 = 10 links. Since we now consider the 
、： 
• classification-based network, the links that connect the class node to 
other nodes need not be considered. The links that connect the class 
node must come out from the class node and arrive at the other feature 
nodes. These links are predefined links of the network and are present 
before the search starts. If the network is not given a classification-
based network structure, the total number of links we consider should 
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be5 + 4 + 3 + 2 + l = 15. 
1 2 1 3 1 4 1 5 2 3 2 4 2 5 …“ 
List of links 
, • 5 
2 3 4 
Predefined structure 
Figure 3.3 An example of Step 1 ofBayesian network learning 
2. We then calculate the MDL score of the links in both directions. The 
links are then sorted in an ascending order according to this score. 
The reason for sorting in ascending order is that we are going to find a 
combination of a network and a link that has the minimum MDL score. 
1 4 2 5 3 4 1 5 4 5 …,. 
Sorted list of links 
Figure 3.4 An example of Step 2 of Bayesian network learning 
3. We then insert each link in the sorted list of links into the predefined 
network structure. After the insertion, the MDL score of each new 
network is calculated. 
4. Besides, we also need to find a link that is going to be inserted into the 
new network structure in the next iteration. We call this an inserted 
link. We use the link immediately after the link that is being inserted 
as that link. Using the example, the link 1-5 is being inserted into the 
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network structure. The link immediately after 1-5, i.e. 4-5, is chosen as 
the inserted link that is going to be inserted into this network structure 
in the next iteration. 
• ••..... 
2 3 ^ 2 r ^ 4 2 3"^4 
2 5 3 4 1 5 
Links inserted with inserted links found 
Figure 3.5 An example of Step 3 and 4 ofBayesian network learning 
5. To make the search result more accurate, we should increase the number 
of elements in the search list at the beginning. We use the same set of 
networks to generate another set of elements. These networks will have 
the first link in the sorted list of links as the inserted link . As a result, 
we will have twice the number of the networks of search elements in the 
search list at the beginning. Note that the inserted link found should 
be a feasible link. A feasible link is a link that does not cause cycle in 




2 1 ^ 4 2 ^ 4 2 3 令 4 
2 5 3 4 1 5 
Unsorted list of networks and links 
• • • 
2 1 ^ 2 ^ 4 2 3 ^ 4 
3 4 1 4 1 4 
Unsorted list of networks with first link as inserted link 
Figure 3.6 An example of Step 5 of Bayesian network learning 
6. The search elements in the search list are then sorted according to 
the sum of the MDL score of the network and the inserted link in an 
ascending order. 
7. The above steps are for preparing the search process. We will now 
describe the search process. Firstly, a new search element is generated 
using the first element in the search list of the network. This new 
, search element has the same network structure as the first element, 
but it has a different inserted link. This new inserted link is a feasible 
link that follows the first element's original inserted link in the sorted 
list of links. The MDL score of this new element is calculated and is 




2 3 ~ ^ 2 3"^4 Put to the \ 
1 5 4 5 end of the lisX 
Old inserted link New inserted link \ 
1 4 2 5 3 4 1 5 4 5 …,. 丫 
Sorted list of links _ _ | 
-^^:¾::¾ 森 
2 3 ^ 4 2 3 ^ 4 2 1 ^ 4 2 3 ^ 4 
1 5 2 5 …,. 3 4 4 5 
First element Last element 
in the sorted list ..… in the sorted list 
Figure 3.7 An example of Step 7 of Bayesian network leaming 
8. The first element's link is then inserted into the network of the first 
element. The link's direction which is originally not considered in the 
link's sorted list is considered before it is being inserted into the net-
work. The link is inserted in a direction to make the resulting network 
to have the smallest MDL score. The existing links in the network 




。 ^ 森 森 
森 ^ ^ ^ 2 「 
2 3^4 ^ ^ ^ y ^ ^ 
1 5 insert the l i n k ^ y W \ ^ ^ / \ ^ 
1> I \ 5 1" T \ 5 
2 3"^4 2 3 ^ 4 
Choose the one 
that has a smaller 
MDL score 
Figure 3.8 An example of Step 8 of Bayesian network leaming 
9. Another new element for the search list of the network is generated. 
The new network structure generated in the first element is used to 
generate this new element. The link that is immediately after the first 
element's original inserted link in the sorted link's list is used as the 
inserted link of that new element. The new network structure generated 
from the first element and the new link form a new element in the 
search list of the network. This new element's total MDL score of the 
network structure and the inserted link is calculated. The element is 






New element generated 
using the new network structure 
Figure 3.9 An example of Step 9 ofBayesian network learning 
10. The above network structure found is used again to generate another 
new search element for the network. The new element has the above 
network structure, but it has a new inserted link. This new link is 
found from the beginning of the sorted list of links. This inserted link 
should be a feasible link. This new element found is also put at the end 
of the search list of the network. As a result, two new search elements 





. Another new element generated 
using the new network structure 
and the first link as the inserted link 
Figure 3.10 An example of Step 10 ofBayssian network learning 
11. A solution list is kept to store the best network ever found. The first 
network in the search list is tried to insert into the solution list after 
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each cycle. This network's MDL score is compared with the network 
that has the smallest MDL score in the solution list. If the network 
has a smaller MDL score than that smallest MDL score, the network 
is inserted into the solution list. 
• 
2 3"*^4 
Solution list with the first new 
network structure inserted 
Figure 3.11 An example of Step 11 of Bayesian network learning 
12. The solution list is then sorted according to the MDL score of the 
networks. The search list is also sorted using their sum of network's 
MDL score and the link's average MDL score. This completes a search 








Each document is represented by a feature vector. Many weighting schemes 
such as word weight and word frequency representation take on a continuous 
real number weight value for a feature F. On the other hand, all the text 
filtering approaches mentioned require discrete features. In order to handle 
continuous features, we can conduct discretization [12], [6] on them. The 
\' 
. purpose of discretization is to find a mapping T such that the feature value 
is represented by a discrete value. The mapping is characterized by a series 
of threshold levels (0, Xi, •.. ’ Xk) where 0 < rri < X2 < . . . < ock. Suppose f 
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Essentially, a pair of consecutive threshold levels define a feature region 
and all feature values fall into the same region is represented by a unique 
discrete value. A discretization scheme has the effect of generating abstract 
concepts where each concept is characterized by a feature region. Note that 
an original feature value is transformed to a different value. Since the ob-
jective is to build a classifier and predict the relevance topic by conducting 
inference, this task only depends on the relationships among the features and 
the topic. Creating such abstract concepts can, in fact, help revealing the 
underlying relationships. 
In order to satisfy the above property, each threshold level xi should be 
taken from the mid-point of two successive feature values sorted in ascending 
order. We treat feature value having zero as one region on its own because 
. it represents the situation that this feature is absent in the document. This 
situation has a distinctive meaning which is quite different from other cases. 
We explore three different discretization techniques to realize such mapping. 
51 
為 
4.1 Predefined Level Discretization 
In this discretization technique, the threshold levels {xi,.. .,Xk) are prede-
fined manually based on our perception and interpretation on the feature 
value. We first decide the number of levels k excluding 0. Then we decide 
threshold levels such that feature values between successive levels can be re-
garded as the same group or category. For example, we have got a feature 
that has the term frequency as the feature value. The feature value can take 
on an integer ranges from 0 to 15. We would like to divide the whole range 
of values to three levels not including zero. We can just divide the whole 
range evenly into three regions and each region has a range of 5. The two 
threshold values that divide the range into three levels are therefore 5.5 and 
10.5. Therefore, for instance, a feature value of 3 is assigned to the first 
region. A feature value of 7 is assigned to the second region and a value of 
14 is assigned to the third region. The choice of the threshold values can be 
just arbitrary. A better strategy for choosing the threshold values is based 
on our understanding of the meaning of the feature values. Returning to our 
. previous example, we can set the threshold values to be 3.5. As a result, 
feature values 1, 2 and 3 are grouped together to form a "low" frequency re-
gion. Feature values greater than or equal to 4 are grouped together to form 
a "high" frequency group. As the threshold values are chosen arbitrarily, the 
performance of this kind of discretization is not stable. 
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4.2 Lloyd's algorithm 
The second discretization technique is based on the Lloyd's algorithm [10], 
26]. The idea of this algorithm is to minimize the information loss due to 
discretization. There is a value \ associated with each region. Each A ,^ which 
is just the mean of the feature values in the region, serves as a representative 
value for the region. A distortion metric is defined as taking the square of 
the difference between the original feature value and the corresponding \. 
The formula for calculating this distortion metric is given by: 
d{x) = ^{x - xf (4.1) 
where x is the mean of the feature values and x is the feature value. To start 
the discretization, we first select a set of initial threshold levels (yi , . . . , yk)-
These candidate levels are for dividing the whole set of values into regions of 
values. Given a set of threshold values, the representative value Xi of each 
region is calculated by taking the mean of all the values in a region. Then we 
search for an optimal set of threshold levels based on the distortion metric 
in each region given by the above formula. Clearly, a candidate threshold 
level should fall between two A's. We test all the threshold levels between the 
two A's of two regions. In this process, the two A's vary continuously. After 
testing all the threshold levels within the region, we choose the one that gives 
the smallest distortion measure for the region that is bounded by a threshold 
level that is already found and the new threshold level. This process is done 
to other regions. Then, we get a set of threshold levels. We check this set of 
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levels with the original set of threshold levels. If the two sets are exactly the 
same or if the distortion measure for all the regions of the new set is equal 
or greater than that of the old set, we can reject the set of threshold levels 
just found and return the last set found to be the solution. Otherwise, we 
repeat the above process. The distortion metric for the regions will decrease 
for every iteration of the above process since the algorithm will converge to 
stable threshold levels for all the regions. 
The following is an example for this discretization technique. For 10 
numbers, 0.1, 0.1, 0.2, 0.2, 0.3, 0.4, 0.4, 0.5, 0.5, 0.5, we are now going to 
divide these numbers into three levels. Firstly, we should find two values to 
divide the 10 values to 3 regions. W e just choose the value that divide the 10 
values evenly. Therefore, we choose the value between the third and fourth 
value and the value between the sixth and seventh value, i.e. 0.2^ 0.2 二 0.2 and 
0.4+0.4 = 0.4 . However, we can't choose a threshold level that is between two 
2 
same values, we should either move the position backward or forward until 
the threshold level is between two different numbers. Therefore, we choose 
0.2+0.3 二 0.25 and ^ ^ ^ ^ = 0.45 as the two starting levels. W e then find 
2 2 ,\ 
the mean of the feature values for each region. For the above example, the 
mean for the three regions are 0.15, 0.367 and 0.5 respectively. Then, we test 
the feature values between the means. In our example, the first value test is 
between 0.15 and 0.367, i.e. 0.2 and 0.3 . For each of these testing levels, 
we calculate the mean and the distortion measures of the two regions that 
is affected. The level that gives the smallest distortion measure for the first 
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region is chosen as the required threshold. The reason for not considering 
the second region is that the other level that bounds the second region is not 
found yet. Therefore, we should just consider the first region. After finding 
all the threshold levels, we should get a set of threshold levels that has the 
distortion measures of each region smaller than or equal to that of the old set 
of levels. If all the distortion measures of the new set are just equal to the 
old set, the process is stopped. If the distortion measures are smaller, we can 
continue the process. Finally, we can get a set of threshold levels that has the 
smallest distortion measure for all the regions. However, the solution found 
using this approach is only a global minimum since we arbitrarily choose the 
starting point. 
4.3 Class Dependence Discretization 
The third discretization technique is a discretization algorithm that takes 
into account the dependency between a feature and a class. This technique 
is developed based on Fayyad and Irani [14]. The feature values are sorted in 
V 
‘ ascending order according to their values. For each iteration of the algorithm, 
a cut point xi is found which divides the range of values into two regions. The 
optimal point should be the one that can form regions that make the range to 
have the smallest relevance information entropy. The relevance information 
entropy Ent for a set S is calculated as follows: 
Ent(5) 二 -CP(C^., S) log(P(C,-, S)) + P ( ^ , 5) log(P(Q, S))) (4.2) 
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where P{Cj,S) and P{Cj,S) is the proportion of elements that correspond 
to a relevant and non-relevant document respectively in the set S. Consider 
a feature F and a threshold level x. Si is a subset in S with feature values 
smaller than :r and S2 = S - Si. The partition entropy ofthe region induced 
by X, E[F, X； S) is defined as: 
E{F, X； S) = J^Ent(5i) + ^ E n t ( & ) (4.3) 
where |5| denotes the cardinality of the set S. The partition entropy is a 
measure of how good a threshold level can divide the values into regions. 
This means that the best level would be the one that can form homogeneous 
regions and each region contains values that belong to only one class as far 
as possible. The better this aim can achieve, the smaller is the partition 
entropy. 
The above algorithm is performed recursively to all the partitions found. 
W e perform this same algorithm to each partition found in the previous 
iteration. The recursive process is controlled by the partition entropy. A 
criterion is set for accepting or rejecting a given partition. The criterion is 
V 
defined by the formula: 
G - _ > ! 2 f ^ + ^ (4.4) 
If the above condition is satisfied, the corresponding partition is accepted. 
Gain(A,T;S) is given by: 
Gain{A, T ; S) = Ent[S) - ^^Ent{S,) - ^^Er1t{S2) (4.5) 
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where Ent( ) is the class entropy. Si and S2 are the two partitions formed 
from the original partition S. |S\| and 丨仏丨 are the cardinality or the number 
of values in the two partitions and N is also the cardinality or the number 
of values in the original partition S. 6{A, T; S) is defined by: 
6[A, T; S) 二 log2(3* - 2) - [kEnt{S) — hEnt{Si) — k2Ent{S2)] (4.6) 
where k is the number of classes or topics in the partition S, h is the number 
of classes or topics in the partition Si and k2 is the number of classes or topics 
in the partition S2 . If a partition is divided using the algorithm and its 
resulted partition entropy can not satisfy the above condition, the recursive 
algorithm terminates on this partition and the algorithm is performed on the 
other partition. 
To start the discretization, we first find a level that can form regions and 
has the smallest partition entropy. It then divides the whole range of values 
into two regions. The same algorithm is performed for each region found in 
a recursive manner. 
W e present an example of this class dependence discretization technique. 
Suppose there are 10 feature values, 0.1, 0.1, 0.2, 0.2, 0.3, 0.4, 0.4, 0.5, 0.5, 
0.5. Each value has a class value associated with it. Suppose we have two 
classes 1 and 2. The corresponding class for each of the values are 1, 1, 2, 1， 
1, 2，1, 2, 2, 2 • Firstly, we find one value that divide the range of values into 
two regions and the partition entropy of the resulting partitions satisfy the 
above specified criterion. W e test all the levels that are available. Same as 
57 
•• 
the above discretization, we should not choose those levels that are between 
two same values. Suppose we find that the level divides the values 0.3 and 
0.4 gives the two regions that have the smallest partition entropy. W e now 
have two regions with one region contain the numbers 0.1, 0.1, 0.2, 0.2, 0.3 
with classes 1, 1, 2, 1，1 and the second region with numbers 0.4, 0.4, 0.5， 
0.5, 0.5 and classes 2, 1，2，2, 2 . W e can then perform the same algorithm 
on the first region. If we can divide the first region into two parts with the 
above criterion satisfied, we can perform the same algorithm on the "new" 
first region. This algorithm is done recursively for all partitions found until 
no more partitions can be made or the required number of partitions have 
been made. 
The main difference between the discretization using the Lloyd's algo-
rithm and the class dependence discretization is that the former considers 
the values of the feature and the later considers the relationship between the 
class and the feature value. The number of levels to be partitioned is easier 
to control in the Lloyd's algorithm and it is relatively difficult to control the 
number of levels in the class dependence discretization. Moreover, for values 
that have a large number of one class and very small number of another class, 




Experiments and Results 
W e have implemented the three probabilistic approaches described in Chap-
ter 2 and 3. W e have performed extensive experiments to compare these ap-
proaches. W e have also implemented the discretization techniques and they 
are applied to the naive Bayesian approach and the Bayesian network in-
duction approach. Since the Bayesian independence classifier approach only 
considers the absence and presence of features, discretization does not help. 
Experiments were done to compare the performance of the three approaches 
'>-
‘ and also the effect of different discretization techniques. T w o large-scale, 
real-world document collections were used in the experiment. 
In order to determine whether a document is relevant to a topic for prob-
abilistic approaches, we need to find the probability of the document being 
relevant to a topic and set a decision threshold value to determine the rele-
vance of a document. If the document has a probability higher than the de-
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cision threshold, the document is assigned to the topic. W e design a method 
called automatic threshold optimization to find an appropriate threshold for 
a topic. The main procedure for this optimization is as follows. After a 
model is learned, we use this model to evaluate the training documents. W e . 
can use the model found to calculate the probability values of the training 
documents being relevant to a topic. A n evaluation measure (to be described 
below) can then be obtained. Next we vary the decision threshold value and 
repeat the same process. After a number of decision threshold values has 
been tried, we select the one that attains the highest evaluation measure as 
the decision threshold value for the classifier of that topic. 
5.1 Document Collections 
The first collection is from Reuters and the documents are real-world eco-
nomic and financial news articles. There are total of 21,578 documents in 
the corpus. These texts vary in length from single line bulletins to multi-
page articles. Each document is assigned to one or more topics of economic 
V 
‘ interest. W e splitted the corpus into a training and a testing collection. The 
documents are sorted by date and we took the first 7,000 documents as the 
training set. The remaining 14,578 documents were used for testing. W e 
chose 29 topics in our filtering experiments. Each topic is treated as a class 
and relevance documents of each topic have been manually collected. Fil-
tering is performed for each separate topic. The performance evaluation is 
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based on the performance of these classes shown below. The list of the topics 
is given as follows: 
Topic Topic Description Topic Topic Description 
2 alum 69 livestock 
5 barley 72 meal-feed 
9 carcass 75 Money-supply 
14 cocoa 77 Natural Gas 
17 coffee 82 oilseed 
18 copper 102 rice 
20 corn 104 rubber 
23 cotton 114 sorghum 
43 Gasoline 117 soybean 
44 Gross National/Domestic Product 120 sugar 
46 grain 131 wheat 
52 hog 133 Wholesale Price Index 
53 Housing Starts 134 Japanese Yen 
59 iron-steel 135 zinc 
61 Unemployment 
Another collection used is prepared by the National Institute of Standards 
and Technology (NIST). The documents were extracted from the Foreign 
Broadcast Information Service (FBIS). There are total of 130,471 full text 
documents in the collection. These documents vary in length. There is 
a set of topics associated with this document collection. Each topic has 
a description of the information need. Relevant documents of each topic 
have been manually collected. W e sorted the documents in chronological 
, order. Then we partitioned the corpus into a set of training collection which 
consists ofthe first 60,000 documents. The remaining 70,471 documents form 
the testing set. There are total of 38 topics and performance evaluation is 
based on these topics. These topics are just treated as classes. Filtering is 
conducted for each separate topic. 
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Topic Topic Description 
I Antitrust Cases Pending 
3 Joint Ventures 
4 Debt Rescheduling 
5 Dumping Charges 
6 Third World Debt Relief 
I I Space Program 
12 Water Pollution 
23 Legal Repercussions of Agrochemical Use 
24 New Medical Technology 
44 Staff Reductions at Computers and Communications Companies 
54 Satellite Launch Contracts 
58 Rail Strikes 
77 Poaching 
78 Greenpeace 
82 Genetic Engineering 
94 Computer-aided Crime 
95 Computer-aided Crime Detection 
100 Controlling the Transfer of High Technology 
108 Japanese Protectionist Measures 
111 Nuclear Proliferation 
114 Non-commercial Satellite Launches 
118 International Terrorists 
119 Actions Against International Terrorists 
123 Research into & Control of Carcinogens 
125 Anti-smoking Actions by Government 
126 Medical Ethics and Modern Technology 
142 Impact of Government Regulated Grain Farming on International Relations 
154 Oil Spills 
161 Acid Rain 
173 Smoking Bans 
185 Reform of the U.S. Welfare System 
187 Signs of the Demise of Independent Publishing 
189 Real Motives for Murder 
192 Oil Spill Cleanup ’� 
, 194 The Amount of Money Earned by Writers 
202 Status of nuclear proliferation treaties - violations and monitoring 
228 W h a t are some of the biggest success stories in recent years 
concerning environmental recovery from pollution? 
240 W h a t controls, agreements, technological advances or equipment 
are now in use or planned to assist in combating terrorism? 
Firstly, we need to convert the raw texts to interval representation as 
mentioned in Chapter 2 so that they can be processed by the filtering systems. 
W e count the frequency and calculate the inverted document frequency of the 
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features in the collection. The preprocessed documents are then fed into our 
system for calculating the mutual information of the candidate features and 
the topic. For each topic, we select features based on the mutual information 
gain of the candidate features and the topic. After the features' mutual 
information are calculated, the features are ranked in descending order of 
mutual information and the top p features are chosen as the predictor features 
for the topic. These features are used to build the classifiers for the different 
approaches. The ranges of the word frequency or the word weight of the 
features are discretized using the different discretization techniques. Training 
the profiles for different approaches are performed. Evaluation of a filtering 
approach is then conducted by comparing the relevance judgment for the 
testing document collections. 
W e have conducted experiments on two filtering settings to evaluate the 
approaches. The first setting is the batch filtering commonly used in the 
benchmark testing in T R E C (Text REtrieval Conferences) [17]. The second 
setting is incremental session filtering which resembles more closely with 
practical filtering environment. 
5.2 Batch Filtering Experiments 
The batch filtering makes use of the training documents to train profiles 
for different topics. The testing documents are then used to evaluate the 




metrics to evaluate the performance. These metrics can measure the filtering 
performance of each topic. The overall effectiveness can then be computed by 
the average performance of all topics. For a particular topic, the effectiveness 
of the filtering can be described by a contingency table as follows: 
True 
Relevant Non-relevant 
Relevant ni ri2 
Algorithm 
Non-relevant n3 n4 
Some common effectiveness measures can then be defined in terms of the 
values in the above table: 
(recall) R = rii/{ni + n3) 
(precision) S = ni/(ni + n2) 
The proportion of relevant documents that is successfully retrieved by 
the system is called the recall. The proportion of documents retrieved by 
the system that is really relevant is called the precision. The F-measure, 
proposed by [32], combines both the recall and precision into a single score 
V 
' shown below: 
P p ( P + Y)SR 
曰 f3^S + R 
and p ranges from 0 to infinity. W h e n |3 is 0, Fp equals to precision. W h e n 
P is infinity, Fp equals to recall. In our evaluation, f3 is set to 1. This implies 
that equal weight is assumed for the recall and precision. W e can compare the 
filtering performance of different approaches by Fi measure for each topic. In 
64 
•% 
addition, we can analyze the overall performance by the average Fi measure 
of all topics. 
Besides F-measure, we also use two other metrics known as F1, F2 used 
in the T R E C filtering benchmark evaluation. F1 and F2 are basically utility 
functions. Utility assigns a positive worth or negative cost to each element 
in the contingency table defined above. In general, utility is defined as: 
Utility = Aui + Bn2 + Cri3 + Dn^ 
The utility parameters, A, B, C, D , determine the relative value of each 
possible category. The larger the utility score, the better the filtering system 
is performing for the topic. The two utilities are defined as: 
F 1 = 3ni — 2ri2 
F2 = 3ni — ri2 - ri3 
5.3 Batch Filtering Results 
V 
The results of batch filtering experiments for the three approaches are pre-
sented. W e first describe the results for the Reuters collection. For Bayesian 
network approach and Naive Bayesian approach, the number of features we 
conducted was 5 and 10. For the Bayesian independence classifier approach, 
the number of features we conducted was 5, 10 and 15. Table 5.1 illustrates 
the filtering performance of each topic using our Bayesian network approach 
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with binary features. The raw results of all other experiments using vari-
ous approaches with various parameter settings are given in the Appendix. 
Tables 5.2 to 5.8 illustrates the summary of these results by depicting the av-
erage performance of 29 topics. Each table shows the results of an approach 
under the same number of features. The parameters which can be varied 
include the feature representation such as the word frequency and the word 
weight representation, the number of discretization levels, the method of dis-
cretization such as manual, Lloyd's method and class dependence method. 
Figure 5.1 to 5.9 shows the graphical representation of the above tables. Fig-
ure 5.1, 5.2 and 5.3 shows the summary of the F1 measure, F2 measure and 
F-measure of the table 5.2 and 5.3 respectively. Figure 5.4, 5.5 and 5.6 shows 
the summary of the F1 measure, F2 measure and F-measure of the table 5.4 
and 5.5 respectively. Figure 5.7, 5.8 and 5.9 shows the summary of the F1 




topic F1 F2 F-measure topic F1 F2 F-measure 
2 40 78 0.444 69 -13 -5 0.3745 
5 25 56 0.626 72 23 20 0.5952 
9 -35 21 0.464 75 27 -54 0.3226 
14 3 33 0.493 77 84 100 0.5255 
17 130 190 0.716 82 49 133 0.5511 
18 2 78 0.571 102 99 107 0.7963 
20 192 323 0.695 104 10 0 0.4286 
23 83 86 0.786 114 21 27 0.5778 
43 30 35 0.533 117 -17 89 0.5391 
44 122 147 0.663 120 246 248 0.7935 
46 598 763 0.711 131 269 401 0.7183 
52 -54 -23 0.254 133 2 -19 0.3077 
53 1 0 0.400 134 1 -38 0.2366 
59 43 46 0.488 135 21 59 0.6226 
61 63 71 0.5952 
Table 5.1: Performance of 29 topics of Reuters collection using the Bayesian network 
approach, 5 features, 2 levels, word frequency representation 
F1 F2 F-measure 
freq., 2 levels 67.14 102.48 0.5460 
manual, 3 levels 40.79 64.93 0.4819 
Lloyd, 3 levels 73.28 98.62 0.5494 
'V 
, class-dep, levels 78.07 99.62 0.5621 
weight, 2 levels 67.14 102.48 0.5460 
manual, 3 levels 64.38 101.48 0.5453 
Lloyd, 3 levels 73.14 105.24 0.5637 
class-dep, levels 67.41 98.10 0.5456 
Table 5.2: Average performance of 29 topics of Reuters collection using the Bayesian 
network approach, 5 features 
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F1 F2 F-measure 
freq., 2 levels 71.83 87.90 0.5179 
manual, 3 levels 33.21 34.93 0.4448 
Lloyd, 3 levels 78.62 93.79 0.5281 
class-dep, levels 79.34 89.52 0.5143 
weight, 2 levels 71.83 87.90 0.5179 
manual, 3 levels 62.24 85.10 0.5117 
Lloyd, 3 levels 70.97 89.41 0.5285 
class-dep, levels 68.14 86.83 0.5121 
Table 5.3: Average performance of 29 topics of Reuters collection using the Bayesian 
network approach, 10 features 
F1 F2 F-measure 
freq., 2 levels 48.21 85.52 0.5491 
manual, 3 levels -3715.90 -1749.55 0.1423 
Lloyd, 3 levels -18.66 78.38 0.5162 
class-dep, levels -196.55 -21.86 0.4034 
‘ weight, 2 levels -16.62 64.14 0.4956 
manual, 3 levels -8249.59 -4012.69 0.0671 
Lloyd, 3 levels -40.03 60.62 0.4728 
class-dep, levels -249.97 -60.72 0.3575 
Table 5.4: Average performance of 29 topics of Reuters collection using the Naive 
Bayesian approach, 5 features 
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F1 F2 F-measure 
freq., 2 levels 48.21 85.52 0.5491 
manual, 3 levels -3714.14 -1749.10 0.1421 
Lloyd, 3 levels 41.79 81.79 0.5125 
class-dep, levels -67.76 22.10 0.3960 
weight, 2 levels -16.62 64.14 0.4956 
manual, 3 levels -8246.79 -4011.55 0.0671 
Lloyd, 3 levels 1.97 60.41 0.4394 
class-dep, levels -160.38 -32.48 0.3517 
Table 5.5: Average performance of 29 topics of Reuters collection using the Naive 
Bayesian approach, 10 features 
F1 F2 F-measure 
freq. 58.93 63.90 0.4785 
weight 60.07 67.69 0.4644 
Table 5.6: Average performance of 29 topics of Reuters collection using the Bayesian 
independence classifier approach, 5 features 
V 
F1 F2 F-measure 
freq. 43.83 48.93 0.4334 
weight 43.17 48.86 0.4298 
Table 5.7: Average performance of 29 topics of Reuters collection using the Bayesian 
independence classifier approach, 10 features 
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F1 F2 F-measure 
freq. 15.55 -28.41 0.3483 
weight 32.59 1.14 0.3978 
Table 5.8: Average performance of 29 topics of Reuters collection using the Bayesian 
independence classifier approach, 15 features 
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NB BIC BN 
F1 48.21 60.07 79.34 
Table 5.9: Best average F1 performance of 29 topics of Reuters' collection. NB= Naive 
Bayesian, BIC=Bayesian independence classifier, BN=Bayesian network 
NB BIC BN 
F2 85.52 67.69 105.24 
Table 5.10： Best average of 29 topics of F2 for the three approaches for Reuters' collec-
tion. NB= Naive Bayesian, BIC=Bayesian independence classifier, BN=Bayesian network 
I V 
- NB BIC BN 
F-measure 0.5491 0.4785 0.5637 
Table 5.11: Best average of 29 topics of F-measure for the three approaches for Reuters' 




Table 5.9 shows the best average F1 performance ofeach of the approaches 
for 29 topics of Reuters collection. W e can see that the Bayesian network 
approach has better performance over the other two approaches. Under F1 
metric, the Bayesian network approach has an improvement of 64% and 32% 
over the naive Bayesian approach and the Bayesian independence classifier 
approach respectively. Similarly, Table 5.10 and 5.11 show the best aver-
age F2 and F-measure respectively of each of the approaches for 29 topics 
of the Reuters collection. W e can also see that the Bayesian network ap-
proach has better performance over the other two approaches. Under F2 
metric, the Bayesian network approach has an improvement of 23% and 55% 
over the naive Bayesian and the Bayesian independence classifier approach 
respectively. For F-measure, the Bayesian network approach has about 2% 
improvement over the naive Bayesian approach and about 18% improvement 




topic F1 F2 F-measure topic F1 F2 F-measure 
I -2 -16 0.1111 111 -3 81 0.4187 
3 35 12 0.4425 114 -18 -23 0.1579 
4 99 119 0.5896 118 66 -62 0.3242 
5 0 -16 0.0952 119 5 -10 0.1220 
6 45 57 0.4979 123 -5 7 0.4483 
II -7 -33 0.2192 125 -10 -54 0.0000 
12 5 -49 0.3180 126 0 -3 0.4286 
23 0 -3 0.0000 142 131 34 0.4270 
24 -12 -22 0.0625 154 0 -10 0.2000 
44 -8 -9 0.0000 161 103 70 0.7692 
54 -25 -31 0.2692 173 0 -11 0.0000 
58 0 -31 0.1778 185 -2 -2 0.0000 
77 0 -6 0.0000 187 10 -59 0.2637 
78 -10 -27 0.0000 189 -22 -62 0.3659 
82 -1 2 0.4127 192 -4 -8 0.0000 
94 -1 -11 0.3421 194 0 -4 0.0000 
95 9 -8 0.3614 202 79 79 0.4392 
100 117 90 0.6667 228 -2 -22 0.2885 
108 -44 -21 0.1511 240 0 -59 0.0000 
• 
Table 5.12: Performance of 38 topics of FBIS collection using the Bayesian network 
approach, 5 features, 2 levels, word frequency representation 
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F1 F2 F-measure 
freq., 2 levels 1.00 -10.61 0.2466 
manual, 3 levels -4.92 -74.50 0.0958 
Lloyd, 3 levels 17.55 -3.29 0.2354 
class-dep, levels 14.74 -1.58 0.2188 
weight, 2 levels 1.00 -10.61 0.2466 
manual, 3 levels -5.50 -72.66 0.0822 
Lloyd, 3 levels 10.61 -6.68 0.2564 
class-dep, levels 18.66 -4.24 0.2448 
Table 5.13： Average performance of 38 topics of FBIS collection using the Bayesian 
network approach, 5 features 
F1 F2 F-measure 
freq., 2 levels 14.18 -6.89 0.2017 
manual, 3 levels -2.87 -74.47 0.0612 
Lloyd, 3 levels 14.47 -13.05 0.2171 
class-dep, levels 7.74 -11.03 0.2017 
. weight, 2 levels 14.18 -6.89 0.2017 
manual, 3 levels -4.84 -75.11 0.0528 
Lloyd, 3 levels 12.18 -7.37 0.2188 
class-dep, levels 14.84 -8.05 0.2166 
Table 5.14: Average performance of 38 topics of FBIS collection using the Bayesian 
network approach, 10 features 
78 
^ 
F1 F2 F-measure 
freq., 2 levels -91.95 -38.00 0.1677 
manual, 3 levels -2451.37 -1206.76 0.0187 
Lloyd, 3 levels -85.58 -42.74 0.0931 
class-dep, levels -154.89 -72.89 0.1199 
weight, 2 levels -91.95 -38.00 0.1677 
manual, 3 levels -2451.37 -1206.76 0.0187 
Lloyd, 3 levels -85.58 -42.74 0.0931 
class-dep, levels -154.89 -72.89 0.1199 
Table 5.15： Average performance of 38 topics of FBIS collection using the Naive Bayesian 
approach, 5 features 
F1 F2 F-measure 
freq., 2 levels -128.50 -52.32 0.1423 
manual, 3 levels -3808.50 -1884.37 0.0115 
Lloyd, 3 levels -93.26 -49.24 0.0534 
class-dep, levels -184.97 -85.39 0.0909 
v 
. weight, 2 levels -128.50 -52.32 0.1423 
manual, 3 levels -3808.50 -1884.37 0.0115 
Lloyd, 3 levels -93.26 -49.24 0.0534 
class-dep, levels -184.97 -85.39 0.0909 
Table 5.16: Average performance of 38 topics of FBIS collection using the Naive Bayesian 
approach, 10 features 
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F1 F2 F-measure 
freq. -6852.03 -4543.05 0.0315 
weight -11925.00 -6114.40 0.1059 
Table 5.17： Average performance of 38 topics of FBIS collection using the Bayesian 
independence classifier approach, 5 features 
F1 F2 F-measure 
freq. -4.68 -70.26 0.0385 
weight 2.00 -172.00 0.0895 
Table 5.18： Average performance of 38 topics of FBIS collection using the Bayesian 
independence classifier approach, 10 features 
F1 F2 F-measure 
freq. -68.97 -2731.16 0.0259 
weight -23.20 -189.40 0.1075 
Table 5.19: Average performance of 38 topics of FBIS collection using the Bayesian 
independence classifier approach, 15 features 
NB BIC BN 
F1 -85.58 2.00 18.66 
V" 
. Table 5.20： Best average of 38 topics of F1 for the three approaches for FBIS collection. 
NB= Naive Bayesian, BIC=Bayesian independence classifier, BN=Bayesian network 
NB BIC BN 
F2 -38.00 -70.26 -1.58 
Table 5.21: Best average of 38 topics of F2 for the three approaches for FBIS collection. 
NB= Naive Bayesian, BIC==Bayesian independence classifier, BN=Bayesian network 
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NB BIC BN 
F-measure 0.1677 0.1075 0.2564 
Table 5.22: Best average of 38 topics of F-measure for the three approaches for FBIS 
collection. NB= Naive Bayesian, BIC=Bayesian independence classifier, BN=Bayesian 
network 
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Figure 5.12 The graph for F-measure for table 5.13 and 5.14 
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W e describe the results for the FBIS collection. Table 5.12 illustrates the 
filtering performance of each topic using our Bayesian network approach with 
binary features. The raw results of all other experiments using various ap-
proaches with various parameter settings are given in the Appendix. Tables 
5.13 to 5.19 illustrate the summary of these results by depicting the average 
performance of 38 topics. Each table shows the results of an approach under 
the same number of features. The parameters which can be varied include 
the feature representation such as the word frequency and the word weight 
representation, the number of discretization levels, the method of discretiza-
tion such as manual, Lloyd's method and class dependence method. Figure 
5.10 to 5.18 shows the graphical representation of the above tables. Figure 
5.10, 5.11 and 5.12 shows the summary of the F1 measure, F2 measure and 
F-measure of the table 5.13 and 5.14 respectively. Figure 5.13，5.14 and 5.15 
shows the summary of the F1 measure, F2 measure and F-measure of the 
table 5.15 and 5.16 respectively. Figure 5.16, 5.17 and 5.18 shows the sum-
mary of the F1 measure, F2 measure and F-measure of the table 5.17, 5.18 
and 5.19 respectively. 
V 
Table 5.20 shows the best average F1 performance of each of the ap-
proaches for 38 topics of the FBIS collection. W e can see that the Bayesian 
network approach has better performance over the other two approaches. 
Under F1 metric, the Bayesian network approach has an improvement over 
the two approaches. In fact, some of the F1 values in the other two ap-
proaches are negative. Similarly, Table 5.21 and 5.22 show the best average 
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F2 and F-measure respectively of each of the approaches for 38 topics of 
the FBIS collection. W e can also see that the Bayesian network approach 
has better performance over the other two approaches, but the percentage 
cannot be found since some of the F2 values are negative. For F-measure, 
the Bayesian network approach has about 50% improvement over the naive 
Bayesian approach and about 140% improvement over the Bayesian indepen-
dence classifier approach. 
5.4 Incremental Session Filtering Experiments 
The incremental session filtering setting is quite similar to the first setting 
except for the treatment of the testing documents. W e divide the testing 
documents into many small sessions of fixed number of documents e.g. 100 
documents in each session. Then we use the learned classifiers to determine 
the relevance of the documents in each session. The documents that are 
classified by the system as relevant to the topic are displayed at the front 
part of the session. W e assume that in a session, the user may only read the 
V 
‘ first 10% to 20% of the documents in the session. W e give a score to each 
document. The score is calculated by deciding if the document is relevant. 
A higher score, for example, 1, is given to relevant document while a lower 
score, for example, 0, is given to a non-relevant document. W e calculate 
the score of these 10% to 20% of documents and compare the score of the 
first 10% to 20% of documents of the session that is in the original order. 
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The sorted documents having the score higher than that of the unfiltered 
documents indicates that the filtering approach is effective. The approach 
that has the highest scores among the three approaches can be considered as 
a better approach over the other approaches. 
5.5 Incremental Session Filtering Results 
The results of incremental session filtering experiments for the three ap-
proaches are presented. W e first present the results for the Reuters collec-
tion. For the Bayesian network approach and the naive Bayesian approach, 
the number of features we conducted was 5 and 10. For the Bayesian in-
dependence classifier approach, the number of features we conducted was 5, 
10 and 15. Table 5.23 illustrates the score of each topic using our Bayesian 
network approach with binary features. The raw results of all other exper-
iments using various approaches with various parameter settings are given 
in the Appendix. Tables 5.24 to 5.37 illustrates the summary of the results 
by depicting the average performance of 29 topics. Each table shows the 
\ 
‘ results of an approach under the same number of features. Alternate tables 
have different feature representation which can be the word frequency or the 
word weight representation. The parameters which can be varied include the 
number of discretization levels, the method of discretization such as manual, 
Lloyd's method and class dependence method. The number of documents 
in each session for Reuters collection is 100 and there are (2i57^ooo) ^  145 
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sessions. W e assume the user may only read the first 10% to 20% of docu-
ments from each session. In particular, we evaluate the top 10，15 and 20 
documents in a session. There are 3 rows for each topic in the table 5.23 
because we have three number of read documents 10, 15, 20. 
topic unfiltered filtered topic unfiltered filtered topic unfiltered filtered 
2 0.0276 0.0966 46 0.2690 2.1655 102 0.0345 0.2966 
2 0.0414 0.0966 46 0.4552 2.2069 102 0.0483 0.2966 
2 0.0621 0.0966 46 0.5862 2.2414 102 0.0759 0.2966 
5 0.0276 0.1724 52 0.0069 0.0552 104 0.0345 0.0828 
5 0.0345 0.1724 52 0.0138 0.0552 104 0.0414 0.0828 
5 0.0483 0.1724 52 0.0207 0.0552 104 0.0414 0.0828 
9 0.0069 0.2276 53 0.0069 0.0207 114 0.0069 0.0897 
9 0.0138 0.2276 53 0.0207 0.0207 114 0.0069 0.0897 
9 0.0276 0.2276 53 0.0276 0.0207 114 0.0207 0.0897 
14 0.0483 0.1379 59 0.0621 0.1448 117 0.0759 0.4759 
14 0.0897 0.1379 59 0.1103 0.1448 117 0.1241 0.4759 
14 0.0966 0.1379 59 0.1241 0.1448 117 0.1586 0.4759 
17 0.0897 0.5862 61 0.0276 0.2345 120 0.1034 0.6621 
17 0.1172 0.5862 61 0.0414 0.2345 120 0.1586 0.6621 
17 0.1379 0.5862 61 0.0552 0.2345 120 0.1724 0.6621 
18 0.0414 0.2966 69 0.0414 0.2966 131 0.1172 1.1655 
18 0.0552 0.2966 69 0.0552 0.2966 131 0.2138 1.2000 
18 0.0690 0.2966 69 0.0966 0.2966 131 0.2828 1.2000 
20 0.0966 0.9586 72 0.0345 0.1724 133 0.0069 0.0276 
20 0.1655 0.9586 72 0.0414 0.1724 133 0.0069 0.0276 
20 0.2345 0.9586 72 0.0414 0.1724 133 0.0138 0.0276 
23 0.0345 0.1931 75 0.0621 0.3517 134 0.0345 0.0000 
23 0.0483 0.1931 75 0.0897 0.3517 134 0.0483 0.0000 
23 0.0690 0.1931 75 0.1310 0.3517 134 0.0552 0.0000 
43 0.0414 0.1172 77 0.0759 0.2483 135 0.0207 0.1655 
43 0.0690 0.1172 77 0.1310 0.2483 135 0.0483 0.1655 
43 0.0690 0.1172 77 0.1724 0.2483 135 0.0552 0.1655 
44 0.0690 0.5034 82 0.1034 0.6690 
44 0.0828 0.5034 82 0.2000 0.6690 
44 0.1034 0.5034 82 0.2483 0.6690 
Table 5.23: Score of 29 topics of Reuters collection using the Bayesian network approach, 
5 features, 2 levels, word frequency representation • 
89 
i:: 
topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0554 0.3660 
2 levels, 15 documents 0.0887 0.3686 
2 levels, 20 documents 0.1137 0.3698 
manual, 3 levels, 10 documents 0.0554 0.3812 
manual, 3 levels, 15 documents 0.0887 0.3838 
manual, 3 levels, 20 documents 0.1137 0.3850 
Lloyd, 3 levels, 10 documents 0.0554 0.3615 
Lloyd, 3 levels, 15 documents 0.0887 0.3639 
Lloyd, 3 levels, 20 documents 0.1137 0.3650 
class-dep, 3 levels, 10 documents 0.0554 0.3458 
class-dep, 3 levels, 15 documents 0.0887 0.3482 
class-dep, 3 levels, 20 documents 0.1137 0-3493 
Table 5.24： Average score of 29 topics of Reuters collection using the Bayesian network approach, 5 
features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0554 0.3660 
2 levels, 15 documents 0.0887 0.3686 
2 levels, 20 documents 0.1137 0.3698 
manual, 3 levels, 10 documents 0.0554 0.3769 
manual, 3 levels, 15 documents 0.0887 0.3788 
manual, 3 levels, 20 documents 0.1137 0.3793 
Lloyd, 3 levels, 10 documents 0.0554 0.3608 
‘ Lloyd, 3 levels, 15 documents 0.0887 0.3629 
Lloyd, 3 levels, 20 documents 0.1137 0.3641 
class-dep, 3 levels, 10 documents 0.0554 0.3653 
class-dep, 3 levels, 15 documents 0.0887 0.3677 
class-dep, 3 levels, 20 documents 0.1137 0-3688 
Table 5.25： Average score of 29 topics of Reuters collection using the Bayesian network approach, 5 
features, word weight representation 
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topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0554 0.3522 
2 levels, 15 documents 0.0887 0.3550 
2 levels, 20 documents 0.1137 0.3562 
manual, 3 levels, 10 documents 0.0554 0.3715 
manual, 3 levels, 15 documents 0.0887 0.3743 
manual, 3 levels, 20 documents 0.1137 0.3755 
Lloyd, 3 levels, 10 documents 0.0554 0.3691 
Lloyd, 3 levels, 15 documents 0.0887 0.3719 
Lloyd, 3 levels, 20 documents 0.1137 0.3731 
class-dep, 3 levels, 10 documents 0.0554 0.3472 
class-dep, 3 levels, 15 documents 0.0887 0.3501 
class-dep, 3 levels, 20 documents 0.1137 0-3512 
Table 5.26： Average score of 29 topics of Reuters collection using the Bayesian network approach, 10 
features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0554 0.3522 
2 levels, 15 documents 0.0887 0.3551 
2 levels, 20 documents 0.1137 0.3562 
manual, 3 levels, 10 documents 0.0554 0.3524 
manual, 3 levels, 15 documents 0.0887 0.3546 
manual, 3 levels, 20 documents 0.1137 0.3551 
Lloyd, 3 levels, 10 documents 0.0554' 0.3436 
* Lloyd, 3 levels, 15 documents 0.0887 0.3455 
Lloyd, 3 levels, 20 documents 0.1137 0.3463 
class-dep, 3 levels, 10 documents 0.0554 0.3303 
class-dep, 3 levels, 15 documents 0.0887 0.3329 
class-dep, 3 levels, 20 documents | 0.1137 0-3341 
Table 5.27： Average score of 29 topics of Reuters collection using the Bayesian network approach, 10 
features, word weight representation 
91 
^ 
topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0554 0.2050 
2 levels, 15 documents 0.0887 0.2150 
2 levels, 20 documents 0.1137 0.2209 
manual, 3 levels, 10 documents 0.0554 0.0742 
manual, 3 levels, 15 documents 0.0887 0.0763 
manual, 3 levels, 20 documents 0.1137 0.0775 
Lloyd, 3 levels, 10 documents 0.0554 0.2098 
Lloyd, 3 levels, 15 documents 0.0887 0.2155 
Lloyd, 3 levels, 20 documents 0.1137 0.2188 
class-dep, 3 levels, 10 documents 0.0554 0.1755 
class-dep, 3 levels, 15 documents 0.0887 0.1838 
class-dep, 3 levels, 20 documents 0.1137 0-1^81 
Table 5.28： Average score of 29 topics of Reuters collection using the naive Bayesian approach, 5 
features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0554 0.2050 
2 levels, 15 documents 0.0887 0.2150 
2 levels, 20 documents 0.1137 0.2209 
manual, 3 levels, 10 documents 0.0554 0.0737 
manual, 3 levels, 15 documents 0.0887 0.0754 
manual, 3 levels, 20 documents 0.1137 0.0766 
Lloyd, 3 levels, 10 documents 0.0554�’ 0.1998 
‘ Lloyd, 3 levels, 15 documents 0.0887 0.2090 
Lloyd, 3 levels, 20 documents 0.1137 0.2150 
class-dep, 3 levels, 10 documents 0.0554 0.1845 
class-dep, 3 levels, 15 documents 0.0887 0.1952 
class-dep, 3 levels, 20 documents 0.1137 0.2007 
Table 5.29： Average score of 29 topics of Reuters collection using the naive Bayesian approach, 5 
features, word weight representation 
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topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0554 0.1907 
2 levels, 15 documents 0.0887 0.1990 
2 levels, 20 documents 0.1137 0.2033 
manual, 3 levels, 10 documents 0.0554 0.0361 
manual, 3 levels, 15 documents 0.0887 0.0381 
manual, 3 levels, 20 documents 0.1137 0.0388 
Lloyd, 3 levels, 10 documents 0.0554 0.1905 , 
Lloyd, 3 levels, 15 documents 0.0887 0.1974 
Lloyd, 3 levels, 20 documents 0.1137 0.2019 
class-dep, 3 levels, 10 documents 0.0554 0.1517 
class-dep, 3 levels, 15 documents 0.0887 0.1612 
class-dep, 3 levels, 20 documents 0.1137 0-1679 
Table 5.30： Average score of 29 topics of Reuters collection using the naive Bayesian approach, 10 
features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0554 0.1907 
2 levels, 15 documents 0.0887 0.1990 
2 levels, 20 documents 0.1137 0.2033 
manual, 3 levels, 10 documents 0.0554 0.0357 
manual, 3 levels, 15 documents 0.0887 0.0371 
manual, 3 levels, 20 documents 0.1137 0.0381 
Lloyd, 3 levels, 10 documents 0.0554 0.1831 
Lloyd, 3 levels, 15 documents 0.0887 0.1917 
Lloyd, 3 levels, 20 documents 0.1137 0.1988 
class-dep, 3 levels, 10 documents 0.0554 0.1684 
class-dep, 3 levels, 15 documents 0.0887 0.1798 
class-dep, 3 levels, 20 documents 0.1137 0.1864 
Table 5.31： Average score of 29 topics of Reuters collection using the naive Bayesian approach, 10 
V 
- features, word weight representation 
topic score for unfiltered documents score for filtered documents 
10 documents 0.0554 0.1879 
15 documents 0.0887 0.2045 
20 documents 0.1137 0-2176 
Table 5.32： Average score of 29 topics of Reuters collection using the Bayesian independence classifier 




topic score for unfiltered documents score for filtered documents 
10 documents 0.0554 0.1715 
15 documents 0.0887 0.1864 
20 documents 0.1137 0.1990 
Table 5.33： Average score of 29 topics of Reuters collection using the Bayesian independence classifier 
approach, 5 features, word weight representation 
topic score for unfiltered documents score for filtered documents 
10 documents 0.0554 0.1879 
15 documents 0.0887 0.2045 
20 documents 0.1137 0.2176 
Table 5.34： Average score of 29 topics of Reuters collection using the Bayesian independence classifier 
approach, 10 features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
10 documents 0.0554 0.1491 
15 documents 0.0887 0.1600 
20 documents 0.1137 0.1691 
Table 5.35： Average score of 29 topics of Reuters collection using the Bayesian independence classifier 
approach, 10 features, word weight representation 
topic score for unfiltered documents score for filtered documents 
10 documents 0.0554 0.1715 
15 documents 0.0887 0.1864 
20 documents 0.1137 0-1990 
Table 5.36： Average score of 29 topics of Reuters collection using the Bayesian independence classifier 
approach, 15 features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
10 documents 0.0554 0.1491 
15 documents 0.0887 0.1600 
V 
, 20 documents 0.1137 0-1691 
Table 5.37： Average score of 29 topics of Reuters collection using the Bayesian independence classifier 
approach, 15 features, word weight representation 
unfiltered NB BIC BN 
score, 10 documents 0.0554 0.2098 0.1879 0.3812 
score, 15 documents 0.0887 0.2155 0.2045 0.3838 
score, 20 documents 0.1137 0.2209 0.2176 0.3850 
Table 5.38： Best average score of 29 topics for the three approaches for Reuters collection. NB= 
Naive Bayesian, BIC=Bayesian independence classifier, BN=Bayesian network 
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Table 5.38 shows the best average score performance of each of the ap-
proaches for 29 topics ofthe Reuters collection. W e can see that the Bayesian 
network approach has a better performance over the other two approaches. 
The Bayesian network approach has an improvement of 80% and 100% over 
the naive Bayesian approach and the Bayesian independence classifier ap-
proach respectively for the situation where top 10 documents are read in a 
session. It has an improvement of 78% and 88% respectively for the situation 
where top 15 documents are read in a session. It has an improvement of 74% 





topic unfiltered filtered topic unfiltered filtered topic unfiltered filtered topic unfiltered filtered 
“ 0.0028 0.0000 54 0.0000 0.0540 114 0.0000 0.0057 185 0.0000 0.0000 
1 0.0028 0.0000 54 0.0057 0.0540 114 0.0000 0.0057 185 0.0000 0.0000 
1 0.0028 0.0000 54 0.0085 0.0540 114 0.0114 0.0057 185 0.0028 0.0000 
1 0.0085 0.0000 54 0.0085 0.0540 114 0.0114 0.0057 185 0.0028 0.0000 
3 0.0114 0.0000 58 0.0000 0.0000 118 0.0256 0.0852 187 0.0170 0.0653 
3 0.0313 0.0000 58 0.0085 0.0000 118 0.0398 0.0852 187 0.0313 0.0653 
3 0.0313 0.0000 58 0.0114 0.0000 118 0.0653 0.0852 187 0.0398 0.0653 
3 0.0455 0.0000 58 0.0170 0.0000 118 0.0938 0.0852 187 0.0625 0.0653 
4 0.0170 0.2102 77 0.0000 0.0000 119 0.0170 0.0114 189 0.0455 0.3778 
4 0.0341 0.2102 77 0.0028 0.0000 119 0.0256 0.0114 189 0.0767 0.3778 
4 0.0540 0.2102 77 0.0028 0.0000 119 0.0455 0.0114 189 0.1108 0.3778 
4 0.0739 0.2102 77 0.0114 0.0000 119 0.0682 0.0114 189 0.1477 0.3778 
5 0.0000 0.0000 78 0.0028 0.0000 123 0.0114 0.0369 192 0.0000 0.0000 
5 0.0028 0.0000 78 0.0085 0.0000 123 0.0142 0.0369 192 0.0000 0.0000 
5 0.0114 0.0000 78 0.0142 0.0000 123 0.0170 0.0369 192 0.0000 0.0000 
5 0.0114 0.0000 78 0.0142 0.0000 123 0.0227 0.0369 192 0.0000 0.0000 
6 0.0114 0.1080 82 0.0142 0.0540 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0369 0.1080 82 0.0170 0.0540 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0483 0.1080 82 0.0170 0.0540 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0597 0.1080 82 0.0170 0.0540 125 0.0000 0.0000 194 0.0000 0.0000 
11 0.0085 0.0028 94 0.0057 0.0369 126 0.0000 0.0085 202 0.0369 0.6676 
11 0.0114 0.0028 94 0.0170 0.0369 126 0.0000 0.0085 202 0.0625 0.6676 
11 0.0199 0.0028 94 0.0256 0.0369 126 0.0028 0.0085 202 0.1080 0.6676 
11 0.0284 0.0028 94 0.0369 0.0369 126 0.0028 0.0085 202 0.1619 0.6676 
12 0.0256 0.1193 95 0.0114 0.0199 142 0.0426 0.4517 228 0.0142 0.0426 
12 0.0511 0.1193 95 0.0142 0.0199 142 0.0767 0.4517 228 0.0227 0.0426 
12 0.0625 0.1193 95 0.0199 0.0199 142 0.1193 0.4517 228 0.0256 0.0426 
12 0.0625 0.1193 95 0.0313 0.0199 142 0.1619 0.4517 228 0.0284 0.0426 
23 0.0000 0.0000 100 0.0085 0.1136 154 0.0000 0.0000 240 0.0085 0.0000 
23 0.0000 0.0000 100 0.0085 0.1136 154 0.0000 0.0000 240 0.0085 0.0000 
23 0.0000 0.0000 100 0.0341 0.1136 154 0.0028 0.0000 240 0.0256 0.0000 
23 0.0000 0.0000 100 0.0426 0.1136 154 0.0028 0.0000 240 0.0341 0.0000 
24 0.0000 0.0000 108 0.0085 0.1818 161 0.0142 0.0994 
‘ 24 0.0057 0.0000 108 0.0227 0.1818 161 0.0341 0.0994 
24 0.0057 0.0000 108 0.0256 0.1818 161 0.0426 0.0994 
24 0.0057 0.0000 108 0.0426 0.1818 161 0.0455 0.0994 
44 0.0000 0.0000 111 0.0824 0.9119 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.1307 0.9148 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.1960 0.9148 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.2756 0.9148 173 0.0057 0.0000 | 
Table 5.39： Score of 38 topics of FBIS collection using the Bayesian network approach, 
5 features, 2 levels, word frequency representation 
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topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0118 0.0964 
2 levels, 20 documents 0.0213 0.0965 
2 levels, 30 documents 0.0320 0.0965 
2 levels, 40 documents 0.0433 0.0965 
manual, 3 levels, 10 documents 0.0118 0.1350 
manual, 3 levels, 20 documents 0.0213 0.1352 
manual, 3 levels, 30 documents 0.0320 0.1352 
manual, 3 levels, 40 documents 0.0433 0.1352 
Lloyd, 3 levels, 10 documents 0.0118 0.0896 
Lloyd, 3 levels, 20 documents 0.0213 0.0896 
Lloyd, 3 levels, 30 documents 0.0320 0.0896 
Lloyd, 3 levels, 40 documents 0.0433 0.0896 
class-dep, 3 levels, 10 documents 0.0118 0.0868 
class-dep, 3 levels, 20 documents 0.0213 0.0868 
class-dep, 3 levels, 30 documents 0.0320 0.0868 
class-dep, 3 levels, 40 documents 0.0433 0 0868 
Table 5.40： Average score of 38 topics of FBIS collection using the Bayesian network approach, 5 
features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0118 0.0964 
2 levels, 20 documents 0.0213 0.0965 
2 levels, 30 documents 0.0320 0.0965 
2 levels, 40 documents 0.0433 0.0965 
manual, 3 levels, 10 documents 0.0118 0.1376 
manual, 3 levels, 20 documents 0.0213 0.1378 
manual, 3 levels, 30 documents 0.0320 0.1378 
manual, 3 levels, 40 documents 0.0433 0.1378 
Lloyd, 3 levels, 10 documents 0.0118�. 0.1000 
* Lloyd, 3 levels, 20 documents 0.0213 0.1000 
Lloyd, 3 levels, 30 documents 0.0320 0.1000 
Lloyd, 3 levels, 40 documents 0.0433 0.1000 
class-dep, 3 levels, 10 documents 0.0118 0.0799 
class-dep, 3 levels, 20 documents 0.0213 0.0799 
class-dep, 3 levels, 30 documents 0.0320 0.0799 
class-dep, 3 levels, 40 documents 0.0433 0.0799 
Table 5.41： Average score of 38 topics of FBIS collection using the Bayesian network approach, 5 
features, word weight representation 
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topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0118 0.0959 
2 levels, 20 documents 0.0213 0.0959 
2 levels, 30 documents 0.0320 0.0959 
2 levels, 40 documents 0.0433 0.0959 
manual, 3 levels, 10 documents 0.0118 0.1192 
manual, 3 levels, 20 documents 0.0213 0.1195 
manual, 3 levels, 30 documents 0.0320 0.1195 
manual, 3 levels, 40 documents 0.0433 0.1195 
Lloyd, 3 levels, 10 documents 0.0118 0.0791 
Lloyd, 3 levels, 20 documents 0.0213 0.0791 
Lloyd, 3 levels, 30 documents 0.0320 0.0791 
Lloyd, 3 levels, 40 documents 0.0433 0.0791 
class-dep, 3 levels, 10 documents 0.0118 0.0923 
class-dep, 3 levels, 20 documents 0.0213 0.0923 
class-dep, 3 levels, 30 documents 0.0320 0.0923 
class-dep, 3 levels, 40 documents 0.0433 0-0923 
Table 5.42： Average score of 38 topics of FBIS collection using the Bayesian network approach, 10 
features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0118 0.0959 
2 levels, 20 documents 0.0213 0.0959 
2 levels, 30 documents 0.0320 0.0959 
2 levels, 40 documents 0.0433 0.0959 
manual, 3 levels, 10 documents 0.0118 0.1078 
manual, 3 levels, 20 documents 0.0213 0.1080 
manual, 3 levels, 30 documents 0.0320 0.1080 
manual, 3 levels, 40 documents 0.0433 0.1080 
Lloyd, 3 levels, 10 documents 0.0118' 0.1040 
* Lloyd, 3 levels, 20 documents 0.0213 0.1040 
Lloyd, 3 levels, 30 documents 0.0320 0.1040 
Lloyd, 3 levels, 40 documents 0.0433 0.1040 
class-dep, 3 levels, 10 documents 0.0118 0.0823 
class-dep, 3 levels, 20 documents 0.0213 0.0823 
class-dep, 3 levels, 30 documents 0.0320 0.0823 
class-dep, 3 levels, 40 documents 0.0433 0.0823 
Table 5.43： Average score of 38 topics of FBIS collection using the Bayesian network approach, 10 




topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0118 0.0626 
2 levels, 20 documents 0.0213 0.0654 
2 levels, 30 documents 0.0320 0.0698 
2 levels, 40 documents 0.0433 0.0737 
manual, 3 levels, 10 documents 0.0118 0.0092 
manual, 3 levels, 20 documents 0.0213 0.0093 
manual, 3 levels, 30 documents 0.0320 0.0094 
manual, 3 levels, 40 documents 0.0433 0.0096 
Lloyd, 3 levels, 10 documents 0.0118 0.0582 
Lloyd, 3 levels, 20 documents 0.0213 0.0604 
Lloyd, 3 levels, 30 documents 0.0320 0.0640 
Lloyd, 3 levels, 40 documents 0.0433 0.0674 
class-dep, 3 levels, 10 documents 0.0118 0.0496 
class-dep, 3 levels, 20 documents 0.0213 0.0517 
class-dep, 3 levels, 30 documents 0.0320 0.0547 
class-dep, 3 levels, 40 documents 0.0433 0 0580 
Table 5.44： Average score of 38 topics of FBIS collection using the naive Bayesian approach, 5 
features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0118 0.0625 
2 levels, 20 documents 0.0213 0.0653 
2 levels, 30 documents 0.0320 0.0698 
2 levels, 40 documents 0.0433 0.0737 
manual, 3 levels, 10 documents 0.0118 0.0095 
manual, 3 levels, 20 documents 0.0213 0.0100 
manual, 3 levels, 30 documents 0.0320 0.0108 
manual, 3 levels, 40 documents 0.0433 0.0117 
Lloyd, 3 levels, 10 documents 0.0118' 0.0413 
‘ Lloyd, 3 levels, 20 documents 0.0213 0.0471 
Lloyd, 3 levels, 30 documents 0.0320 0.0540 
Lloyd, 3 levels, 40 documents 0.0433 0.0602 
class-dep, 3 levels, 10 documents 0.0118 0.0535 
class-dep, 3 levels, 20 documents 0.0213 0.0573 
class-dep, 3 levels, 30 documents 0.0320 0.0627 
class-dep, 3 levels, 40 documents 0.0433 0-0686 
Table 5.45： Average score of 38 topics of FBIS collection using the naive Bayesian approach, 5 
features, word weight representation 
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topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0118 0.0573 
2 levels, 20 documents 0.0213 0.0591 
2 levels, 30 documents 0.0320 0.0620 
2 levels, 40 documents 0.0433 0.0650 
manual, 3 levels, 10 documents 0.0118 0.0054 
manual, 3 levels, 20 documents 0.0213 0.0055 
manual, 3 levels, 30 documents 0.0320 0.0055 
manual, 3 levels, 40 documents 0.0433 0.0057 
Lloyd, 3 levels, 10 documents 0.0118 0.0487 
Lloyd, 3 levels, 20 documents 0.0213 0.0499 
Lloyd, 3 levels, 30 documents 0.0320 0.0524 
Lloyd, 3 levels, 40 documents 0.0433 0.0552 
class-dep, 3 levels, 10 documents 0.0118 0.0372 
class-dep, 3 levels, 20 documents 0.0213 0.0390 
class-dep, 3 levels, 30 documents 0.0320 0.0416 
class-dep, 3 levels, 40 documents 0.0433 0.0449 
Table 5.46： Average score of 38 topics of FBIS collection using the naive Bayesian approach, 10 
features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
2 levels, 10 documents 0.0111 0.0573 
2 levels, 20 documents 0.0206 0.0589 
2 levels, 30 documents 0.0317 0.0620 
2 levels, 40 documents 0.0431 0.0649 
manual, 3 levels, 10 documents 0.0111 0.0059 
manual, 3 levels, 20 documents 0.0206 0.0062 
manual, 3 levels, 30 documents 0.0317 0.0065 
manual, 3 levels, 40 documents 0.0431 0.0073 
Lloyd, 3 levels, 10 documents 0.0111' 0.0286 
‘ Lloyd, 3 levels, 20 documents 0.0206 0.0354 
Lloyd, 3 levels, 30 documents 0.0317 0.0431 
Lloyd, 3 levels, 40 documents 0.0431 0.0505 
class-dep, 3 levels, 10 documents 0.0111 0.0466 
class-dep, 3 levels, 20 documents 0.0206 0.0501 
class-dep, 3 levels, 30 documents 0.0317 0.0549 
class-dep, 3 levels, 40 documents 0.0431 0 0601 
Table 5.47： Average score of 38 topics of FBIS collection using the naive Bayesian approach, 10 




topic score for unfiltered documents score for filtered documents 
10 documents 0.0118 0.0144 
20 documents 0.0213 0.0239 
30 documents 0.0320 0.0332 
40 documents 0.0433 0.0438 
Table 5.48： Average score of 38 topics of FBIS collection using the Bayesian independence classifier 
approach, 5 features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
10 documents 0.0118 0.0178 
20 documents 0.0213 0.0268 
30 documents 0.0320 0.0364 
40 documents 0.0433 0 0473 
Table 5.49： Average score of 38 topics of FBIS collection using the Bayesian independence classifier 
approach, 5 features, word weight representation 
topic score for unfiltered documents score for filtered documents 
10 documents 0.0118 0.0290 
20 documents 0.0213 0.0444 
30 documents 0.0320 0.0573 
40 documents 0.0433 0.0695 
Table 5.50： Average score of 38 topics of FBIS collection using the Bayesian independence classifier 
approach, 10 features, word frequency representation 
topic score for unfiltered documents score for filtered documents 
10 documents 0.0118 0.0173 
20 documents 0.0213 0.0262 
30 documents 0.0320 0.0363 
40 documents 0.0433 0.0472 
Y 
• Table 5.51： Average score of 38 topics of FBIS collection using the Bayesian independence classifier 
approach, 10 features, word weight representation 
topic score for unfiltered documents score for filtered documents 
10 documents 0.0118 0.0179 
20 documents 0.0213 0.0303 
30 documents 0.0320 0.0431 
40 documents 0.0433 0.0559 
Table 5.52： Average score of 38 topics of FBIS collection using the Bayesian independence classifier 
approach, 15 features, word frequency representation 
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topic score for unfiltered documents score for filtered documents 
10 documents 0.0118 0.0173 
20 documents 0.0213 0.0260 
30 documents 0.0320 0.0360 
40 documents 0.0433 0-0468 
Table 5.53： Average score of 38 topics of FBIS collection using the Bayesian independence classifier 
approach, 15 features, word weight representation 
unfiltered NB BIC BN 
score, 10 documents 0.0118 0.0626 0.0290 0.1376 
score, 20 documents 0.0213 0.0654 0.0444 0.1378 
score, 30 documents 0.0320 0.0698 0.0573 0.1378 
score, 40 documents 0.0433 0.0737 0.0695 0.1378 
Table 5.54： Best average score of 29 topics for the three approaches for Reuters collection. NB= 
Naive Bayesian, BIC=Bayesian independence classifier, BN=Bayesian network 
For the FBIS collection, the number of documents in each session is 200 
and there are (1謝7二0000) _ 352 sessions. W e assume the user m a y only 
read the first 10% to 20% of documents from each session. In particular, we 
evaluate the top 10, 20, 30 and 40 documents in a session. 
W e describe the results for the FBIS collection. Table 5.39 illustrates 
the filtering performance of each topic using our Bayesian network approach 
with binary features. The raw results of all other experiments using various 
approaches with various parameter settings are given in the Appendix. There 
are 4 rows for each topic in the table 5.39 because we have four number of read 
documents 10, 20, 30，40. Tables 5.40 to 5.53 illustrates the summary ofthese 
results by depicting the average performance of 38 topics. Each table shows 
the results of an approach under the same number of features. Alternate 
tables have different feature representation which can be the word frequency 
or the word weight representation. The parameters which can be varied 
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include the number of discretization levels, the method of discretization such 
as manual, Lloyd's method and class dependence method. 
Table 5.54 shows the best average score of each of the approaches for 38 
topics of the FBIS collection. W e can see that the Bayesian network ap-
proach has better performance over the other two approaches. The Bayesian 
network approach has an improvement of 200% and 400% over the naive 
Bayesian approach and the Bayesian independence classifier approach re-
spectively for top 10 documents are read in a session. It has an improvement 
of 200% and 300% respectively for the situation where top 20 documents are 
read in a session. It has an improvement of 200% and 200% respectively 
for the situation where top 30 documents are read in a session. It has an 
improvement of 180% and 200% respectively for the situation where top 40 
documents are read in a session. 
From the above results, we can see that the best results of the Bayesian 
network approach are better than those of the naive Bayesian approach and 
the Bayesian independence classifier approach for all of the three measures. 
For the Reuter collection, the improvement is not very high especially for the 
F-measure. For the FBIS collection, the improvement is much higher. The 
main difference between the two collections is that the FBIS collection has 
fewer documents that have a positive feedback than the Reuter collection. W e 
can observe from these results that for document collections that have fewer 
training documents with positive feedback, the Bayesian network approach 
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performs much better than the other two approaches. 
Besides the differences of the performance of different approaches, there 
are also differences in the performance for the three discretization techniques. 
From the results, we can see that the manual discretization is worse at most 
of the time than the other two discretization techniques most of the time. 
This is because manual discretization is arbitrary and the performance may 
not be stable. For the other two discretization techniques, their performance 
are close. However, the discretization using the Lloyd's algorithm seems to 
be better than the class dependence discretization. This can be explained 
as follows. For class dependence discretization, it divides the range of values 
so that the resulted partitions can have unique class in each partition. The 
discretization using the Lloyd's algorithm just divides the range of values 
according to the magnitude of the values. For our experiment, there are only 
two classes namely, being relevant and being non-relevant to the topic. Thus 
the effect of the class dependence discretization may not be good. W e also 
observe that the performance of the naive Bayesian approach after performing 
discretization is not better than that of not conducting discretization. It 
V-
• shows that the discretization of the values of the features has no effect or 
little effect on the performance for the naive Bayesian approach. However, 




Conclusions and Future Work 
Some of the existing probabilistic approaches have been investigated for in-
formation filtering tasks. They are the naive Bayesian approach and the 
Bayesian independence classifier approach. W e have reviewed both of the 
approaches and find that there are shortcomings for these approaches. One 
shortcoming is that they do not consider the dependence relationship among 
features. Therefore, we propose a new approach based on Bayesian inference 
network (also called Bayesian network) induction to learn the filtering pro-
V 
. file. This approach considers the dependence relationship among features. 
Bayesian networks are used to represent the users' interest and the networks 
can be learned automatically. W e have also explored techniques to further 
enhance our Bayesian network induction approach via automatic discretiza-
tion. W e have investigated three types of discretization techniques. W e 
have implemented the three approaches and the three discretization tech-
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niques and have integrated them with the Bayesian network induction and 
the naive Bayesian approach. W e have performed experiments on two large 
scale real-world document collections. One is the Reuters collection and 
the other is the FBIS collection. T w o kinds of experiments are performed. 
From the results of both of the experiments, we can see that our Bayesian 
network induction approach with advanced discretization achieves a better 
performance than the two probabilistic approaches. Moreover, the results 
show that more sophisticated discretization techniques can improve the per-
formance over simple predefined level discretization. 
Although our approach has better performance over the other two ap-
proaches, more future work can be done. Firstly, the network learning 
method used can only learn a network that can quite accurately capture 
the characteristics of the training data. A better method can be found to 
learn more accurate networks. O n the other hand, the discretization method 
introduced here can be checked to see if it can be improved and other dis-
cretization methods can be investigated to see if it can improve the perfor-
mance of our approach. Besides improving the performance, we can also 
V 
* build user interface to put our approach to practical application and to make 
it more effective and usable. W e can make the system capable of filtering 
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3 -104 -59 0:0000 ii4 =i36 =73 0:0000 
4 -18 -13 0.2424 118 -199 -103 0.1392 
5 -101 -51 0.0357 119 -104 -59 0.1348 
6 -31 -26 0.0645 123 -9 -7 0.1667 
11 -130 - 72 0.0000 125 -102 -53 0.0000 
12 -30 -32 0.1538 126 -8 -5 0.0000 
23 -4 -3 0.0000 142 -67 -60 0.1474 
24 -4 -7 0.0000 154 -102 -58 0.0000 
44 -4 -3 0.0000 161 -17 1 0.4118 
54 -102 -55 0.0000 173 -5 -1 0.3333 
58 -105 -54 0.0339 185 -102 -52 0.0000 
77 -106 -55 0.0000 187 -407 -178 0.1484 
78 -111 -59 0.0313 189 -141 -58 0.2857 
82 -13 -10 0.1333 192 -102 -55 0.0000 
94 -101 -54 0.0339 194 -112 -58 0.0000 
95 -4 -12 0.0000 202 -58 23 0.4467 
100 -8 -28 0.0000 228 -8 -6 0.0000 
108 -195 -110 0.0741 240 -68 -37 0.0851 
Appendix B.27: Performance of the Naive Bayesian approach, 10 features, 3 levels, word frequency representation, 
Lloyd's method 
3 -157 -78 0:0645 114 -160 -75 0:0842 
4 -228 -93 0.1718 118 -135 -76 0.1488 
5 -138 -67 0.0519 119 -155 -81 0.1207 
6 -213 -87 0.1711 123 -69 -37 0.0476 
11 - 220 -102 0.0909 125 -102 -53 0.0000 
12 -182 -63 0.2543 126 -48 -25 0.0000 
23 -6 -4 0.0000 142 -435 -154 0.2331 
24 -81 -43 0.0417 154 -136 -70 0.0500 
44 -4 -3 0.0000 161 -112 -44 0.1905 
54 -199 -96 0.0541 173 -23 -10 0.1333 
58 -105 -54 0.0339 185 -102 -52 0 .0000 
77 -112 -58 0.0000 187 -596 -265 0.1247 
78 -182 -97 0.0000 189 -218 -74 0.2879 
82 -96 -44 0 .1250 192 -110 -59 0.0000 
94 -138 -65 0.0941 194 -114 -59 0 .0000 
95 -343 -179 0.0109 202 -407 -164 0.2173 
100 -201 -67 0 .2527 228 -178 -86 0.0417 
108 -462 -201 0.1415 240 -292 -150 0.0250 


















































































































































Appendix B.29: Performance of the Naive Bayesian approach, 10 features, 2 levels, word weight representation 
3 -6398 -3191 0:0037 ii4 =2238 -1114 0:0071 
4 -4230 -2094 0.0129 118 • -3180 -1556 0 .0308 
5 -3684 -1840 0 .0022 119 , -5293 -2626 0.0125 
6 -3709 -1835 0 .0137 123 -3285 -1635 0 .0060 
11 -2274 -1129 0.0104 125 -242 -123 0.0000 
12 -3077 -1498 0 .0331 126 -422 -212 0.0000 
23 -52 -27 0.0000 142 -6246 -3057 0 .0269 
24 -2426 -1208 0.0065 154 -2185 -1087 0.0090 
44 -1488 -745 0 .0000 161 -2768 -1372 0.0113 
54 -2245 -1119 0.0053 173 -561 -279 0.0070 
58 -873 -433 0.0134 185 -6892 -3447 0.0000 
77 -814 -409 0.0000 187 -7427 -3673 0.0142 
78 -2533 -1260 0.0078 189 -5010 -2416 0.0442 
82 -3984 -1983 0.0060 192 -2655 -1324 0 .0045 
94 -6525 -3256 0.0030 194 -2141 -1070 0.0019 
95 -10560 -5266 0.0038 202 -5210 -2518 0.0413 
100 -7658 -3794 0.0123 228 -3118 -1556 0.0026 
108 - 8068 -3999 0.0117 240 -7204 -3591 0.0044 
Appendix B.30: Performance of the Naive Bayesian approach, 10 features, 3 levels, word weight representation, 
manual discretization 
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Examples of Topics and Documents 
A n example of a topic and a document belongs to this topic for the 
Reuters Collection is shown as follows: 
Topic: 
Gross National/ Domestic Product 
Document: 
F R A N C E H A S LITTLE R O O M F O R M A N O E U V R E , O E C D SAYS 
French industry is failing to produce the goods its markets need and its 
loss of competitiveness has left the government little room for manoeuvre to 
reflate the economy, the Organisation for Economic Cooperation and Devel-
opment said. 
With gross domestic product likely to grow only 2.1 pct this year, the 
‘ same rate as last year, unemployment could climb to 11.5 pct of the workforce 
by mid-1988, from its present 10.9 pct, it said in an annual review of the 
French economy. 
The report said the French economy was "increasingly ill-adapted to de-
mand" selling goods at "uncompetitive relative prices on both domestic and 
export markets." 
"France's poor export performance reflects a geographical bias in favour of 
126 
• * 
markets less dynamic than the average" An&..A substantial loss of market -
share."In the past 18 months," it said. 
Pointing to a likely widening of the French trade deficit to around 2.9 
billion dlrs this year from 2.4 billion in 1986，it warned that a further de-
preciation of the dollar against the franc could lead to，，a (renewed) loss of 
competitiveness relative not only to the United States but also to the newly 
industrialized countries." 
This could result in further major losses of market share, particularly in 
the n o n - O E C D area, which accounts for almost a quarter of French exports, 
it said. 
Until the competitive ability of industry improved, the authorities would 
have "little scope for macroeconomic manoeuvre, even if the unemployment 
situation or the need to encourage a pickup in investment could require de-
m a n d to grow more briskly," it added. 
But rising unemployment could help to hold down wage demands, con-
tributing to a slowdown in inflation to around a two pct annual rate this year 
and early next, the O E C D said. 
Written mainly in December last year, the report took no account of a rise 
in oil prices early in 1987, and a 0.9 pct surge in January consumer prices, 
caused partly by the government's deregulation of service sector tariffs. 
" W e took a bet that the freeing of prices would not provoke runaway rises, 
and it is not absolutely certain that bet has been lost," one O E C D official 
commented. 
O E C D officials said the January data and a rise in oil prices above the 
15 dlrs a barrel average assumed in the report, indicated an upward revision 
in the inflation forecast to around 2.5 or three pct. 
The government last week revised its forecast up to between 2.4 and 2.5 
127 
pct from two pct, against last year's 2.1 pct. 
But the OECD backed the government's view that the underlying trend 
for inflation remained downwards this year, with a slowdown in domestic 
costs taking over from last year's fall in oil and commodity prices as the chief 
cause of disinflation. 
With French unit productivity costs now among the lowest in the OECD 
area, the inflation differential between France and its main trading rival, 
West Germany, could fall to just one pct this year, it said. 
On the other hand, the report noted, consumer prices for industrial goods 
and private services have been rising steeply as companies built up their 
profits. 
"For the disinflationary process to continue, and price competitiveness to 
become lastingly compatible with exchange rate stability, it is essential that 




An example of a topic and a document belongs to this topic for the FBIS 
Collection is shown as follows: 
Topic: 
Non-commercial Satellite Launches 
Narratives: 
A relevant document will provide information which helps identify the 
purpose and capabilities of satellites launched anywhere in the world which 
might have non-commercial applications. Accordingly, periodic launches of 
INTELSAT communications satellites are clearly NOT relevant. On the 
other hand, data on launches of military communication or intelligence sensor 
satellites are definitely relevant. Potentially useful data on any given launch 
would be press comment as to whether the satellite has a military, scientific, 
or intelligence purpose, type of launch vehicle employed，reported satellite . 
configuration, launch trajectory and speed, projected orbit , etc. 
Document: 
An automatic universal station with orientation on the sun, the "KoronaS-
I，，，was launched on the morning of 2 March from the Plesetsk cosmodrome 
by means of a Tsiklon booster. The implementation of the international 
project "KoronaS" (Complex Orbital Circumterrestrial Observations of So-
lar Activity), initiated yesterday, will make it possible to obtain new data 
on the star closest to the Earth. The sun is not only an energy source vi-
tally important for earthlings, but also is the object responsible for magnetic 
storms causing malfunctions of equipment and even its complete breakdown. 
The space vehicle will carry 12 sets of instruments, four of which exceed 
the world quality level. These include the Russian Terek telescope, the Defos, 
intended for research on global solar oscillations, the SKL for research on solar 
cosmic rays and the Sors solar microwave spectrometer. 
129 
The booster and vehicle were fabricated in the Ukraine. Poland, Bulgaria, 
the Czech Republic, Slovakia, France, the United States and Germany also 
participated in the project. 
The participation of these countries in the project is attributable to the 
fact that Russia already for many years has studied the sun and has attained 
good results. But recently there has not been enough money to go around. 
And it has been advantageous for other countries to join with the USSR, sav-
ing considerable sums and entering the ranks of leaders in the solar research 
field. 
The automatic orbital station, being situated alongside the sun, will make 
measurements whose implementation from the Earth is impossible. With its 
assistance it will be possible to make a more detailed study of the sun's 
internal structure, to investigate the phenomena transpiring on this star, 
and to ascertain the reason for the "escape" of jets of matter from the sun. 
The guaranteed lifetime of the KoronaS-I is a year, but Professor Viktor 
Orayevskiy, doctor of physical and mathematical sciences, scientific director 
of the project, director of the Institute of Terrestrial Magnetism, Ionosphere 
and Radio Wave Propagation (IZMIR), Russian Academy of Sciences, hopes 
that the satellite will operate for six or seven years, to the next solar activity 
peak. The "KoronaS-I" will operate in a so-called quasisolar synchronous 
orbit. This means that for approximately 25 days the satellite will not "set" 
X 
• in the Earth's shadow but will "look" at the sun. Then a drift of the orbit 
will occur, the space vehicle will enter the shadow and after some time will 
return to its place. 
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9 0.0069 0 .1931 53 0.0069 0.0276 114 0.0069 0.1379 
9 0.0138 0.1931 53 0.0207 0.0276 114 0.0069 0.1379 
9 0.0276 0.1931 53 0.0276 0.0276 114 0.0207 0.1379 
14 0.0483 0.2966 59 0.0621 0.1517 117 0.0759 0.4345 
14 0.0897 0.2966 59 0.1103 0.1517 117 0.1241 0.4345 
14 0.0966 0.2966 59 0.1241 0.1517 117 0.1586 0.4345 
17 0.0897 0.4966 61 0.0276 0.0690 120 0.1034 0.6276 
17 0.1172 0.4966 61 0.0414 0.0690 120 0.1586 0.6276 
17 0.1379 0.4966 61 0.0552 0.0690 120 0.1724 0.6276 
18 0.0414 0.3448 69 0.0414 0 .2552 131 0.1172 1.1793 
18 0.0552 0.3448 69 0.0552 0.2552 131 0.2138 1.1931 
18 0.0690 0.3448 69 0.0966 0.2552 131 0.2828 1.1931 
20 0.0966 0.9448 72 0.0345 0.0552 133 0.0069 0.0276 
20 0.1655 0.9448 72 0.0414 0.0552 133 0.0069 0.0276 
20 0.2345 0.9448 72 0.0414 0.0552 133 0.0138 0.0276 
23 0.0345 0.2207 75 0.0621 0.5793 134 0.0345 0.0345 
23 0.0483 0.2207 75 0.0897 0.5793 134 0.0483 0.0345 
23 0.0690 0.2207 75 0.1310 0.5793 134 0.0552 0.0345 
43 0.0414 0.0828 77 0.0759 0.4069 135 0.0207 0.1862 
43 0.0690 0.0828 77 0.1310 0.4069 135 0.0483 0.1862 
43 0.0690 0.0828 77 0.1724 0.4069 135 0.0552 0.1862 
44 0.0690 0.4552 82 0.1034 0.5862 
44 0.0828 0.4552 82 0.2000 0.5862 
44 0.1034 0.4552 82 0.2483 0.5862 
Appendix 0.14: Score of the Bayesian network approach, 10 features, 3 levels, word weight representation, manual 
discretization 
2 0:0414 0:0483 46 0.4552 1.9517 102 0:0483 0 .0690 
2 0.0621 0 .0483 46 0.5862 1.9724 102 0.0759 0.0690 
5 0.0276 0.1241 52 0.0069 0.0552 104 0.0345 0.0759 
5 0.0345 0.1241 52 0.0138 0.0552 104 0.0414 0.0759 
5 0.0483 0.1241 52 0.0207 0.0552 104 0.0414 0.0759 
9 0.0069 0.1724 53 0.0069 0.0207 114 0.0069 0.1310 
9 0.0138 0.1724 53 0.0207 0.0207 114 0.0069 0.1310 
9 0.0276 0.1724 53 0.0276 0.0207 114 0.0207 0 .1310 
14 0.0483 0.3379 59 0.0621 0.1034 117 0.0759 0.4069 
14 0.0897 0.3379 59 0.1103 0.1034 117 0.1241 0.4069 
14 0.0966 0.3379 59 0.1241 0.1034 117 0.1586 0.4069 
17 0.0897 0.4759 61 0.0276 0.1793 120 0.1034 0.7034 
17 0.1172 0.4759 61 0.0414 0.1793 120 0.1586 0.7034 
17 0.1379 0.4759 61 0.0552 0.1793 120 0.1724 0.7034 
18 0.0414 0.1931 69 0.0414 0.3034 131 0.1172 1.0966 
18 0.0552 0.1931 69 0.0552 0.3034 131 0.2138 1.1172 
18 0.0690 0.1931 69 0.0966 0.3034 131 0.2828 1.1172 
20 0.0966 0.9310 72 0.0345 0.0966 133 0.0069 0.0345 
20 0.1655 0.9310 72 0.0414 0.0966 133 0.0069 0.0345 
20 0.2345 0.9310 72 0.0414 0.0966 133 0.0138 0.0345 
23 0.0345 0.2207 75 0.0621 0 .5172 134 0.0345 0.0552 
23 0.0483 0.2207 75 0.0897 0.5172 134 0.0483 0.0552 
23 0 .0690 0.2207 75 0.1310 0.5172 134 0.0552 0.0552 
43 0.0414 0.1724 77 0.0759 0.3862 135 0.0207 0.1517 
43 0.0690 0.1724 77 0.1310 0.3862 135 0.0483 0.1517 
43 0.0690 0.1724 77 0.1724 0.3862 135 0.0552 0.1517 
44 0.0690 0.4276 82 0.1034 0.5586 
44 0.0828 0.4276 82 0.2000 0.5586 
44 0.1034 0.4276 82 0.2483 0.5586 
Appendix 0.15: Score of the Bayesian network approach, 10 features, 3 levels, word weight representation, Lloyd's 
method 
~ ", 
2 0 :0414 0:0207 46 0.4552 2:0483 102 0 :0483 0.2207 
2 0.0621 0.0207 46 0.5862 2.0828 102 0.0759 0.2207 
5 0.0276 0.1241 52 0.0069 0.0552 104 0.0345 0.0966 
5 0.0345 0.1241 52 0.0138 0.0552 104 0.0414 0.0966 
5 0.0483 0.1241 52 0.0207 0.0552 104 0.0414 0.0966 
9 0.0069 0.1172 53 0.0069 0.0069 114 0.0069 0.0483 
9 0.0138 0 .1172 53 0.0207 0.0069 114 0.0069 0.0483 
9 0.0276 0.1172 53 0.0276 0.0069 114 0 .0207 0.0483 
14 0.0483 0.2000 59 0.0621 0.0966 117 0.0759 0.3724 
14 0.0897 0.2000 59 0.1103 0.0966 117 0.1241 0 .3724 
14 0.0966 0.2000 59 0.1241 0.0966 117 0.1586 0.3724 
17 0.0897 0.4000 61 0.0276 0.2276 120 0.1034 0.6897 
17 0.1172 0.4000 61 0.0414 0 .2276 120 0.1586 0.6897 
17 0.1379 0.4000 61 0.0552 0 .2276 120 0.1724 0.6897 
18 0.0414 0.2690 69 0.0414 0.3172 131 0 .1172 1.0207 
18 0.0552 0.2690 69 0.0552 0.3172 131 0 .2138 1.0483 
18 0.0690 0.2690 69 0.0966 0.3172 131 0.2828 1.0483 
20 0.0966 0.8690 72 0.0345 0.0966 133 0.0069 0.0759 
20 0.1655 0.8690 72 0.0414 0.0966 133 0.0069 0.0759 
20 0 .2345 0.8690 72 0.0414 0.0966 133 0.0138 0.0759 
23 0.0345 0.2207 75 0.0621 0.4621 134 0.0345 0.1034 
23 0 .0483 0.2207 75 0.0897 0.4621 134 0.0483 0.1034 
23 0.0690 0.2207 75 0.1310 0.4621 134 0.0552 0.1034 
43 0.0414 0.1103 77 0.0759 0.3034 135 0.0207 0.1241 
43 0.0690 0.1103 77 0.1310 0.3034 135 0.0483 0.1241 
43 0.0690 0.1103 77 0.1724 0.3034 135 0.0552 0.1241 
44 0.0690 0.5034 82 0.1034 0.4276 
44 0.0828 0.5034 82 0.2000 0.4276 
44 0.1034 0.5034 82 0.2483 0.4276 
Appendix 0.16: Score of the Bayesian network approach, 10 features, 3 levels, word weight representation, class-
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Appendix 0.25: Score of the Naive Bayesian approach, 10 features, 2 levels, word frequency representation 
2 0:0414 0:1103 46 0:4552 0:0828 102 0 :0483 0.0069 
2 0.0621 0.1103 46 0.5862 0.0828 102 0.0759 0.0069 
5 0.0276 0.0069 52 0.0069 0.0207 104 0 .0345 0.0138 
5 0 .0345 0.0069 52 0 .0138 0.0207 104 0.0414 0.0138 
5 0.0483 0.0069 52 0 .0207 0.0207 104 0.0414 0 .0138 
9 0.0069 0.1517 53 0.0069 0.0000 114 0.0069 0.0276 
9 0.0138 0.1517 53 0.0207 0.0000 114 0.0069 0.0276 
9 0.0276 0 .1517 53 0.0276 0.0000 114 0.0207 0.0276 
14 0.0483 0.0483 59 0.0621 0.0276 117 0.0759 0 .0069 
14 0.0897 0.0483 59 0.1103 0 .0345 117 0.1241 0.0069 
14 0.0966 0.0483 59 0 .1241 0.0345 117 0.1586 0.0138 
17 0.0897 0.0207 61 0 .0276 0.0138 120 0 .1034 0.0207 
17 0 .1172 0.0207 61 0 .0414 0.0138 120 0.1586 0.0276 
17 0.1379 0.0207 61 0.0552 0 .0138 120 0.1724 0.0345 
18 0.0414 0.0207 69 0.0414 0.2414 131 0.1172 0.0414 
18 0.0552 0.0207 69 0.0552 0.2414 131 0.2138 0.0414 
18 0 .0690 0 .0207 69 0.0966 0.2414 131 0.2828 0.0414 
20 0.0966 0.0276 72 0 .0345 0.0069 133 0.0069 0 .0138 
20 0.1655 0.0276 72 0.0414 0.0069 133 0.0069 0.0138 
20 0.2345 0.0276 72 0.0414 0.0069 133 0.0138 0.0138 
23 0 .0345 0.0207 75 0.0621 0 .0138 134 0 .0345 0 .0069 
23 0.0483 0.0207 75 0.0897 0.0207 134 0.0483 0.0069 
23 0.0690 0.0207 75 0.1310 0.0207 134 0.0552 0.0069 
43 0 .0414 0.0276 77 0.0759 0.0345 135 0.0207 0.0069 
43 0.0690 0.0276 77 0.1310 0.0483 135 0.0483 0.0069 
43 0.0690 0.0276 77 0.1724 0.0483 135 0.0552 0.0069 
44 0.0690 0.0069 82 0.1034 0 .0276 
44 0 .0828 0.0069 82 0.2000 0.0414 
44 0.1034 0.0069 82 0.2483 0.0483 
Appendix 0.26: Score of the Naive Bayesian approach, 10 features, 3 levels, word frequency representation, manual 
discretization 
2 0:0414 0:1172 46 0 :4552 0:5793 102 0:0483 0 :1931 
2 0.0621 0.1241 46 0 .5862 0.5931 102 0.0759 0 .1931 
5 0.0276 0.1586 52 0.0069 0.0138 104 0.0345 0.0690 
5 0.0345 0.1586 52 0.0138 0.0207 104 0.0414 0.0690 
5 0 .0483 0.1586 52 0.0207 0 .0276 104 0 .0414 0 .0759 
9 0.0069 0.1379 53 0 .0069 0.0345 114 0 .0069 0.1172 
9 0.0138 0.1379 53 0.0207 0.0414 114 0.0069 0.1172 
9 0.0276 0.1448 53 0.0276 0.0414 114 0.0207 0.1172 
14 0.0483 0.2483 59 0.0621 0.1310 117 0.0759 0.1862 
14 0.0897 0.2483 59 0 .1103 0 .1655 117 0.1241 0.1862 
14 0.0966 0.2483 59 0.1241 0.1793 117 0.1586 0.1931 
17 0.0897 0.3241 61 0.0276 0.1862 120 0.1034 0.3517 
17 0.1172 0.3310 61 0.0414 0.1931 120 0.1586 0.3793 
17 0.1379 0.3379 61 0.0552 0 .1931 120 0 .1724 0.3793 
18 0.0414 0.1862 69 0.0414 0.2000 131 0.1172 0.4414 
18 0 .0552 0.1862 69 0.0552 0.2000 131 0 .2138 0.4414 
18 0.0690 0 .1931 69 0.0966 0 .2138 131 0.2828 0.4414 
20 0 .0966 0.3586 72 0.0345 0.1103 133 0 .0069 0.0621 
20 0.1655 0.3586 72 0.0414 0.1103 133 0 .0069 0.0621 
20 0.2345 0 .3586 72 0.0414 0.1103 133 0.0138 0.0621 
23 0 .0345 0 .1931 75 0.0621 0.1310 134 0.0345 0.0690 
23 0 .0483 0.1931 75 0.0897 0 .1379 134 0.0483 0 .0828 
23 0.0690 0.1931 75 0 .1310 0.1586 134 0.0552 · 0.0828 
43 0.0414 0 .1103 77 0.0759 0.2069 135 0.0207 0 .1310 
43 0.0690 0.1172 77 0.1310 0.2207 135 0.0483 0.1379 
43 0.0690 0.1241 77 0.1724 0.2207 135 0.0552 0.1379 
44 0.0690 0.1586 82 0.1034 0.3379 
44 0.0828 0.1586 82 0.2000 0.3793 
44 0 .1034 0.1655 82 0.2483 0.3862 
Appendix 0.27: Score of the Naive Bayesian approach, 10 features, 3 levels, word frequency representation, Lloyd's 
method 
2 0:0414 0:1310 46 0:45 &2 0:5655 102 0:0483 0:0621 
2 0 .0621 0 .1379 46 0.5862 0.5793 102 0 .0759 0.0621 
5 0.0276 0.0897 52 0.0069 0.0759 104 0.0345 0.0759 
5 0.0345 0.0966 52 0.0138 0.0828 104 0.0414 0.0759 
5 0.0483 0.1103 52 0.0207 0.0828 104 0.0414 0.0759 
9 0.0069 0 .1379 53 0.0069 0 .0069 114 0.0069 0.1172 
9 0.0138 0.1379 53 0.0207 0.0138 114 0.0069 0 .1172 
9 0.0276 0.1448 53 0.0276 0 .0276 114 0.0207 0.1172 
14 0 .0483 0.2207 59 0.0621 0.1241 117 0.0759 0.1103 
14 0.0897 0.2207 59 0.1103 0.1586 117 0.1241 0.1103 
14 0.0966 0.2207 59 0 .1241 0.1724 117 0.1586 0.1103 
17 0.0897 0.1724 61 0.0276 0 .1241 120 0.1034 0.2897 
17 0.1172 0.1793 61 0.0414 0.1241 120 0.1586 0.3172 
17 0.1379 0 .2000 61 0.0552 0.1241 120 0.1724 0 .3241 
18 0.0414 0 .0759 69 0.0414 0.2138 131 0.1172 0.5172 
18 0.0552 0.0759 69 0.0552 0.2207 131 0.2138 0 .5172 
18 0.0690 0 .0828 69 0.0966 0.2345 131 0.2828 0.5172 
20 0.0966 0.3172 72 0.0345 0.1103 133 0.0069 0.0276 
20 0.1655 0.3448 72 0.0414 0.1103 133 0 .0069 0 .0276 
20 0.2345 0.3655 72 0.0414 0.1103 133 0.0138 0.0276 
23 0.0345 0.1103 75 0 .0621 0 .1103 134 0.0345 0.0759 
23 0.0483 0 .1241 75 0 .0897 0 .1310 134 0.0483 0.0897 
23 0.0690 0.1310 75 0.1310 0.1517 134 0 .0552 0.0897 
43 0.0414 0.0690 77 0.0759 0.0690 135 0.0207 0.1241 
43 0.0690 0.0828 77 0.1310 0 .0897 135 0.0483 0.1241 
43 0.0690 0.0897 77 0.1724 0 .0966 135 0.0552 0.1241 
44 0.0690 0 .0621 82 0.1034 0 .2276 
44 0 .0828 0 .0621 82 0.2000 0 .2828 
44 0 .1034 0.0621 82 0 .2483 0.2966 
140 
Appendix 0.28: Score of the Naive Bayesian approach, 10 features, 3 levels, word frequency representation, class-
dependence discretization 
2 0:0414 0:1448 46 0:4552 0:6069 102 0:0483 0:1724 
2 0.0621 0.1517 46 0.5862 0.6207 102 0.0759 0.1724 
5 0.0276 0.1103 52 0.0069 0.0483 104 0.0345 0.0966 
5 0.0345 0.1172 52 0.0138 0.0483 104 0.0414 0.0966 
5 0.0483 0.1172 52 0.0207 0.0483 104 0.0414 0.0966 
9 0.0069 0 .1379 53 0.0069 0.0345 114 0.0069 0.1172 
9 0.0138 0.1379 53 0.0207 0.0414 114 0.0069 0.1172 
9 0.0276 0.1448 53 0.0276 0.0414 114 0.0207 0.1172 
14 0.0483 0.2000 59 0.0621 0.1517 117 0.0759 0.1862 
14 0.0897 0.2207 59 0.1103 0.1862 117 0.1241 0.1862 
14 0.0966 0.2207 59 0.1241 0.2000 117 0.1586 0.1931 
17 0.0897 0.3034 61 0.0276 0.1724 120 0.1034 0.3655 
17 0.1172 0.3103 61 0.0414 0.1793 120 0.1586 0.3931 
17 0.1379 0.3172 61 0.0552 0.1793 120 0.1724 0.3931 
18 0.0414 0.2000 69 0.0414 0.2000 131 0.1172 0.4207 
18 0.0552 0 .2069 69 0.0552 0.2000 131 0 .2138 0.4207 
18 0.0690 0.2069 69 0.0966 0.2138 131 0.2828 0.4207 
20 0.0966 0.3310 72 0.0345 0.0966 133 0 .0069 0 .0621 
20 0.1655 0.3310 72 0.0414 0.0966 133 0.0069 0.0621 
20 0.2345 0.3310 72 0.0414 0.0966 133 0.0138 0.0621 
23 0.0345 0 .1931 75 0 .0621 0.1724 134 0 .0345 0.0483 
23 0.0483 0.1931 75 0.0897 0.1793 134 0 .0483 0.0552 
23 0.0690 0.2000 75 0.1310 0.2069 134 0.0552 0.0552 
43 0 .0414 0.1103 77 0.0759 0.2414 135 0.0207 0.1172 
43 0 .0690 0.1172 77 0.1310 0.2621 135 0.0483 0.1241 
43 0 .0690 0.1241 77 0.1724 0.2621 135 0.0552 0.1241 
44 0.0690 0.2138 82 0.1034 0.3034 
44 0.0828 0.2138 82 0.2000 0.3517 
44 0.1034 0.2207 82 0.2483 0.3586 
Appendix 0.29: Score of the Naive Bayesian approach, 10 features, 2 levels, word weight representation 
2 0.0414 0:1172 46 0.4552 0.0621 102 0.0483 0.0069 
2 0.0621 0.1172 46 0.5862 0.0690 102 0.0759 0.0069 
5 0 .0276 0.0069 52 0.0069 0.0207 104 0.0345 0.0138 
5 0.0345 0.0069 52 0 .0138 0.0207 104 0 .0414 0.0138 
5 0.0483 0 .0069 52 0.0207 0.0207 104 0.0414 0.0138 
9 0.0069 0.1655 53 0.0069 0.0000 114 0.0069 0.0276 
9 0.0138 0.1655 53 0.0207 0.0000 114 0.0069 0.0276 
9 0.0276 0.1655 53 0.0276 0.0000 114 0.0207 0.0276 
14 0 .0483 0.0483 59 0.0621 0.0138 117 0 .0759 0.0069 
14 0.0897 0.0483 59 0 .1103 0.0207 117 0.1241 0.0069 
14 0.0966 0.0483 59 0.1241 0.0207 117 0.1586 0.0207 
17 0.0897 0.0207 61 0.0276 0.0138 120 0.1034 0.0207 
17 0 .1172 0.0207 61 0.0414 0.0138 120 0.1586 0.0276 
17 0.1379 0.0207 61 0.0552 0.0138 120 0 .1724 0.0276 
18 0.0414 0.0207 69 0.0414 0.2483 131 0 .1172 0 .0276 
18 0.0552 0.0207 69 0.0552 0.2483 131 0.2138 0 .0276 
18 0.0690 0.0207 69 0.0966 0.2483 131 0.2828 0.0276 
20 0.0966 0.0276 72 0.0345 0.0069 133 0.0069 0 .0138 
20 0.1655 0.0276 72 0.0414 0.0069 133 0.0069 0.0138 
20 0.2345 0.0276 72 0.0414 0.0069 133 0.0138 0.0138 
23 0.0345 0.0207 75 0.0621 0 .0138 134 0.0345 0.0069 
23 0.0483 0.0207 75 0.0897 0.0207 134 0.0483 0.0069 
23 0.0690 0.0207 75 0.1310 0 .0207 134 0.0552 0.0069 
43 0.0414 0.0276 77 0.0759 0.0345 135 0.0207 0.0069 
43 0.0690 0 .0276 77 0.1310 0 .0483 135 0.0483 0 .0069 
43 0.0690 0.0276 77 0 .1724 0.0483 135 0.0552 0.0069 
44 0 .0690 0.0069 82 0.1034 0.0276 
44 0.0828 0.0069 82 0.2000 0.0345 
44 0.1034 0.0069 82 0.2483 0.0414 
Appendix 0.30: Score of the Naive Bayesian approach, 10 features, 3 levels, word weight representation, manual 
discretization 
2 0:04i4 0.1310 46 0:4552 0.6207 102 0.0483 0.1724 
2 0.0621 0.1379 46 0 .5862 0.6345 102 0 .0759 0.1724 
5 0 .0276 0.0552 52 0.0069 0.0483 104 0.0345 0.0828 
5 0.0345 0.0621 52 0.0138 0.0483 104 0.0414 0.0828 
5 0.0483 0.0759 52 0.0207 0.0483 104 0 .0414 0.0828 
9 0.0069 0.1379 53 0.0069 0.0069 114 0.0069 0.0966 
9 0.0138 0.1379 53 0.0207 0.0138 114 0.0069 0.0966 
9 0.0276 0.1448 53 0.0276 0.0276 114 0.0207 0.1034 
14 0.0483 0 .2276 59 0.0621 0.1172 117 0.0759 0.1724 
14 0.0897 0.2276 59 0.1103 0.1586 117 0.1241 0.1793 
14 0.0966 0.2276 59 0.1241 0.1724 117 0.1586 0.2069 
17 0.0897 0.3172 61 0.0276 0.1310 120 0.1034 0.3517 
17 0.1172 0.3241 61 0.0414 0.1517 120 0 .1586 0.3724 
17 0.1379 0.3310 61 0.0552 0.1586 120 0.1724 0.3724 
18 0.0414 0.1931 69 0.0414 0.2000 131 0.1172 0.4207 
18 0.0552 0.2069 69 0.0552 0.2000 131 0.2138 0.4207 
18 0.0690 0.2069 69 0 .0966 0.2138 131 0.2828 0.4207 
20 0.0966 0.3586 72 0 .0345 0 .1103 133 0 .0069 0.0138 
20 0.1655 0.3586 72 0.0414 0.1103 133 0.0069 0 .0138 
20 0 .2345 0.3586 72 0.0414 0.1172 133 0.0138 0 .0207 
23 0.0345 0.1931 75 0.0621 0.1655 134 0.0345 0.0414 
23 0.0483 0.1931 75 0 .0897 0.1793 134 0 .0483 0.0552 
23 0.0690 0 .2000 75 0.1310 0.2069 134 0.0552 0.0621 
43 0.0414 0.1103 77 0.0759 0.2414 135 0.0207 0 .1103 
43 0 .0690 0.1172 77 0.1310 0.2621 135 0.0483 0.1172 
43 0 .0690 0.1241 77 0.1724 0.2621 135 0.0552 0.1172 
44 0.0690 0.2000 82 0.1034 0.3103 
44 0.0828 0.2000 82 0.2000 0 .3448 
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A 1 A e p e d 
* 
1 0:0028 0.0284 54 0:0057 0:0000 ii4 0.0000 0:0597 185 0.0000 0:0000 
1 0.0028 0.0284 54 0.0085 0.0000 114 0.0114 0.0597 185 0.0028 0 .0000 
1 0.0085 0.0284 54 0.0085 0.0000 114 0.0114 0.0597 185 0 .0028 0 .0000 
3 0.0114 0.0000 58 0.0000 0.0852 118 0.0256 0.0710 187 0.0170 0.2699 
3 0.0313 0.0000 58 0 .0085 0 .0852 118 0.0398 0.0710 187 0 .0313 0.2699 
3 0.0313 0.0000 58 0.0114 0.0852 118 0.0653 0.0710 187 0.0398 0 .2699 
3 0.0455 0.0000 58 0.0170 0.0852 118 0.0938 0.0710 187 0.0625 0.2699 
4 0.0170 0.0142 77 0.0000 0.0256 119 0.0170 0.3153 189 0 .0455 0.1818 
4 0.0341 0.0142 77 0.0028 0.0256 119 0.0256 0.3153 189 0.0767 0 .1818 
4 0.0540 0.0142 77 0.0028 0.0256 119 0.0455 0.3153 189 0.1108 0 .1818 
4 0.0739 0.0142 77 0 .0114 0 .0256 119 0.0682 0.3153 189 0.1477 0.1818 
5 0.0000 0.0000 78 0.0028 0.0000 123 0.0114 0.0000 192 0.0000 0.0000 
5 0.0028 0.0000 78 0.0085 0.0000 123 0.0142 0.0000 192 0.0000 0.0000 
5 0.0114 0.0000 78 0.0142 0.0000 123 0.0170 0.0000 192 0.0000 0.0000 
5 0 .0114 0.0000 78 0.0142 0.0000 123 0 .0227 0.0000 192 0.0000 0.0000 
6 0.0114 0.0057 82 0.0142 0.0256 125 0.0000 0.0057 194 0.0000 0 .0000 
6 0.0369 0.0057 82 0.0170 0.0256 125 0.0000 0.0057 194 0.0000 0 .0000 
6 0.0483 0.0057 82 0.0170 0.0256 125 0.0000 0 .0057 194 0.0000 0 .0000 
6 0.0597 0.0057 82 0.0170 0.0256 125 0 .0000 0.0057 194 0.0000 0.0000 
11 0.0085 0.1080 94 0.0057 0.0284 126 0.0000 0.0000 202 0.0369 0.8807 
11 0.0114 0.1080 94 0.0170 0.0284 126 0.0000 0.0000 202 0 .0625 0.8807 
11 0.0199 0.1080 94 0.0256 0.0284 126 0.0028 0.0000 202 0 .1080 0.8807 
11 0.0284 0.1080 94 0.0369 0.0284 126 0 .0028 0.0000 202 0.1619 0.8807 
12 0.0256 0.2670 95 0 .0114 0.0227 142 0.0426 0 .8267 228 0.0142 0.0000 
12 0 .0511 0.2670 95 0.0142 0.0227 142 0.0767 0.8267 228 0.0227 0 .0000 
12 0.0625 0.2670 95 0.0199 0.0227 142 0.1193 0.8267 228 0 .0256 0.0000 
12 0.0625 0.2670 95 0.0313 0.0227 142 0.1619 0.8267 228 0.0284 0.0000 
23 0.0000 0.0000 100 0.0085 0.0114 154 0.0000 0.0398 240 0 .0085 0 .1619 
23 0.0000 0.0000 100 0.0085 0.0114 154 0.0000 0.0398 240 0.0085 0.1619 
23 0.0000 0.0000 100 0.0341 0.0114 154 0.0028 0.0398 240 0 .0256 0.1619 
23 0.0000 0.0000 100 0.0426 0.0114 154 0 .0028 0.0398 240 0.0341 0.1619 
24 0.0000 0 .0398 108 0.0085 0.2386 161 0.0142 0.0085 
24 0.0057 0.0398 108 0.0227 0.2386 161 0.0341 0.0085 
24 0.0057 0.0398 108 0.0256 0.2386 161 0.0426 0.0085 
24 0.0057 0.0398 108 0.0426 0.2386 161 0.0455 0.0085 
44 0.0000 0.0000 111 0.0824 1.5057 173 0.0057 0.0000 
44 0.0000 0.0000 III 0.1307 1.5142 173 0.0057 0.0000 
44 0.0000 0.0000 III 0.1960 1.5142 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.2756 1.5142 173 0 .0057 0.0000 
Appendix E.6: Score of the Bayesian network approach, 5 features, 3 levels, word weight representation, manual 
discretization 
1 0.0028 0.0000 54 0.0057 0.0540 114 0.0000 0.0085 185 0.0000 0.0000 
1 0.0028 0.0000 54 0.0085 0.0540 114 0.0114 0.0085 185 0.0028 0.0000 
1 0.0085 0.0000 54 0.0085 0.0540 114 0.0114 0.0085 185 0.0028 0 .0000 
3 0 .0114 0.0710 58 0.0000 0.0000 118 0.0256 0 .0597 187 0.0170 0.0994 
3 0.0313 0 .0710 58 0.0085 0 .0000 118 0.0398 0.0597 187 0.0313 0.0994 
3 0.0313 0.0710 58 0.0114 0.0000 118 0.0653 0.0597 187 0.0398 0 .0994 
3 0.0455 0.0710 58 0.0170 0.0000 118 0.0938 0.0597 187 0.0625 0.0994 
4 0.0170 0.1619 77 0.0000 0.0000 119 0.0170 0.0256 189 0.0455 0.3750 
4 0.0341 0.1619 77 0.0028 0.0000 119 0.0256 0.0256 189 0.0767 0.3750 
4 0.0540 0.1619 77 0.0028 0.0000 119 0.0455 0 .0256 189 0 .1108 0.3750 
4 0.0739 0.1619 77 0.0114 0.0000 119 0.0682 0 .0256 189 0.1477 0.3750 
5 0.0000 0.0028 78 0 .0028 0.0085 123 0.0114 0 .0284 192 0 .0000 0.0028 
5 0.0028 0.0028 78 0.0085 0.0085 123 0.0142 0.0284 192 0.0000 0.0028 
5 0.0114 0.0028 78 0.0142 0.0085 123 0.0170 0.0284 192 0.0000 0.0028 
5 0.0114 0.0028 78 0.0142 0.0085 123 0.0227 . 0.0284 192 0.0000 0.0028 
6 0.0114 0.1392 82 0 .0142 0.0568 125 0.0000 0.0000 194 0.0000 0 .0000 
6 0.0369 0 .1392 82 0.0170 0.0568 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0483 0.1392 82 0.0170 0.0568 125 0.0000 0.0000 194 0 .0000 0 .0000 
6 0 .0597 0.1392 82 0.0170 0.0568 125 0.0000 0.0000 194 0 .0000 0.0000 
11 0 .0085 0.0057 94 0.0057 0.0284 126 0 .0000 0.0057 202 0.0369 0.6080 
11 0.0114 0.0057 94 0.0170 0 .0284 126 0.0000 0.0057 202 0 .0625 0 .6080 
11 0.0199 0 .0057 94 0.0256 0 .0284 126 0.0028 0.0057 202 0.1080 0.6080 
11 0.0284 0 .0057 94 0.0369 0.0284 126 0.0028 0.0057 202 0.1619 0.6080 
12 0.0256 0.1108 95 0.0114 0.0426 142 0.0426 0.4659 228 0.0142 0.0710 
12 0.0511 0.1108 95 0.0142 0.0426 142 0.0767 0.4659 228 0.0227 0.0710 
12 0 .0625 0 .1108 95 0 .0199 0.0426 142 0.1193 0.4659 228 0.0256 0.0710 
12 0.0625 0.1108 95 0.0313 0.0426 142 0.1619 0.4659 228 0 .0284 0 .0710 
23 0.0000 0.0000 100 0.0085 0.1307 154 0 .0000 0.0000 240 0.0085 0 .0000 
23 0.0000 0.0000 100 0.0085 0.1307 154 0.0000 0.0000 240 0.0085 0.0000 
23 0.0000 0.0000 100 0.0341 0.1307 154 0.0028 0 .0000 240 0 .0256 0.0000 
23 0.0000 0 .0000 100 0.0426 0.1307 154 0 .0028 0.0000 240 0.0341 0.0000 
24 0.0000 0.0085 108 0.0085 0.1563 161 0.0142 0.0852 
24 0.0057 0.0085 108 0.0227 0 .1563 161 0.0341 0.0852 
24 0 .0057 0.0085 108 0 .0256 0 .1563 161 0 .0426 0.0852 
24 0.0057 0.0085 108 0.0426 0.1563 161 0 .0455 0 .0852 
44 0.0000 0.0000 111 0.0824 0.9858 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.1307 0 .9858 173 0.0057 0.0000 
44 0.0000 0.0000 III 0.1960 0.9858 173 0.0057 0.0000 
44 0 .0000 0.0000 III 0.2756 0.9858 173 0.0057 0.0000 
Appendix E.7: Score of the Bayesian network approach, 5 features, 3 levels, word weight representation, Lloyd's 
method 
148 
1 0.0028 0 .0000 54 0 .0057 0:0114 114 0.0000 0:0142 185 0.0000 0 :0000 
1 0.0028 0.0000 54 0 .0085 0.0114 114 0 .0114 0.0142 185 0.0028 0.0000 
1 0 .0085 0 .0000 54 0.0085 0 .0114 114 0 .0114 0 .0142 185 0 .0028 0 .0000 
3 0.0114 0.0426 58 0 .0000 0.0057 118 0.0256 0.0568 187 0.0170 0 .0540 
3 0 .0313 0 .0426 58 0.0085 0.0057 118 0 .0398 0.0568 187 0 .0313 0 .0540 
3 0 .0313 0.0426 58 0.0114 0.0057 118 0.0653 0.0568 187 0.0398 0.0540 
3 0.0455 0.0426 58 0.0170 0.0057 118 0.0938 0.0568 187 0.0625 0 .0540 
4 0 .0170 0.1619 77 0.0000 0.0000 119 0.0170 0.0426 189 0.0455 0.4545 
4 0.0341 0.1619 77 0.0028 0.0000 119 0 .0256 0.0426 189 0 .0767 0.4545 
4 0.0540 0.1619 77 0.0028 0 .0000 119 0 .0455 0 .0426 189 0.1108 0.4545 
4 0.0739 0.1619 77 0.0114 0.0000 119 0 .0682 0.0426 189 0.1477 0.4545 
5 0.0000 0 .0000 78 0.0028 0 .0114 123 0.0114 0.0199 192 0.0000 0 .0000 
5 0 .0028 0.0000 78 0.0085 0.0114 123 0.0142 0 .0199 192 0 .0000 0 .0000 
5 0.0114 0.0000 78 0.0142 0.0114 123 0 .0170 0.0199 192 0.0000 0 .0000 
5 0.0114 0.0000 78 0 .0142 0 .0114 123 0 .0227 0 .0199 192 0.0000 0 .0000 
6 0 .0114 0.0909 82 0 .0142 0.0227 125 0.0000 0.0000 194 0.0000 0 .0000 
6 0.0369 0 .0909 82 0.0170 0.0227 125 0 .0000 0 .0000 194 0.0000 0 .0000 
6 0.0483 0.0909 82 0 .0170 0 .0227 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0597 0.0909 82 0.0170 0.0227 125 0 .0000 0.0000 194 0 .0000 0 .0000 
11 0.0085 0.0313 94 0.0057 0.0085 126 0.0000 0 .0057 202 0.0369 0 .3494 
11 0 .0114 0 .0313 94 0.0170 0.0085 126 0 .0000 0.0057 202 0 .0625 0 .3494 
11 0 .0199 0 .0313 94 0.0256 0.0085 126 0.0028 0 .0057 202 0 .1080 0.3494 
11 0.0284 0.0313 94 0.0369 0.0085 126 0.0028 0.0057 202 0.1619 0.3494 
12 0 .0256 0 .1193 95 0.0114 0.0313 142 0.0426 0.3438 228 0 .0142 0 .0511 
12 0.0511 0.1193 95 0 .0142 0 .0313 142 0.0767 0.3438 228 0 .0227 0 .0511 
12 0.0625 0.1193 95 0 .0199 0.0313 142 0.1193 0.3438 228 0 .0256 0.0511 
12 0.0625 0.1193 95 0.0313 0.0313 142 0 .1619 0.3438 228 0.0284 0 .0511 
23 0.0000 0 .0000 100 0.0085 0.1222 154 0.0000 0 .0057 240 0.0085 0.0000 
23 0.0000 0.0000 100 0.0085 0.1222 154 0.0000 0.0057 240 0.0085 0.0000 
23 0.0000 0 .0000 100 0.0341 0.1222 154 0.0028 0 .0057 240 0.0256 0.0000 
23 0 .0000 0 .0000 100 0.0426 0.1222 154 0.0028 0 .0057 240 0.0341 0.0000 
24 0.0000 0.0000 108 0.0085 0 .1278 161 0.0142 0 .0938 
24 0.0057 0.0000 108 0.0227 0.1278 161 0.0341 0.0938 
24 0 .0057 0.0000 108 0.0256 0.1278 161 0.0426 0.0938 
24 0.0057 0 .0000 108 0.0426 0.1278 161 0.0455 0 .0938 
44 0.0000 0.0000 111 0.0824 0.7585 173 0.0057 0.0000 
44 0 .0000 0.0000 111 0.1307 0.7585 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.1960 0.7585 173 0.0057 0.0000 
44 0.0000 0.0000 111 0 .2756 0.7585 173 0.0057 0.0000 
Appendix E .8: Score of the Bayesian network approach, 5 features, 3 levels, word weight representation, c1ass-
dependence discretization 
1 0.0028 0 .0000 54 0 .0057 0:0028 114 0:0000 0:0114 185 0.0000 0 .0000 
1 0.0028 0 .0000 54 0.0085 0.0028 114 0.0114 0.0114 185 0 .0028 0 .0000 
1 0.0085 0 .0000 54 0.0085 0 .0028 114 0.0114 0.0114 185 0.0028 0 .0000 
3 0.0114 0 .0028 58 0.0000 0.0000 118 0.0256 0 .0824 187 0.0170 0 .0824 
3 0.0313 0.0028 58 0.0085 0.0000 118 0.0398 0.0824 187 0 .0313 0 .0824 
3 0.0313 0 .0028 58 0.0114 0.0000 118 0.0653 0.0824 187 0.0398 0 .0824 
3 0.0455 0.0028 58 0.0170 0.0000 118 0.0938 0 .0824 187 0.0625 0.0824 
4 0.0170 0.1818 77 0.0000 0.0000 119 0.0170 0 .0028 189 0.0455 0 .5369 
4 0.0341 0.1818 77 0.0028 0.0000 119 0 .0256 0.0028 189 0.0767 0 .5369 
4 0.0540 0 .1818 77 0.0028 0.0000 119 0.0455 0 .0028 189 0.1108 0 .5369 
4 0.0739 0.1818 77 0.0114 0.0000 119 0 .0682 0.0028 189 0 .1477 0 .5369 
5 0.0000 0.0028 78 0.0028 0 .0142 123 0 .0114 0 .0114 192 0 .0000 0.0028 
5 0.0028 0.0028 78 0 .0085 0 .0142 123 0.0142 0.0114 192 0 .0000 0 .0028 
5 0.0114 0 .0028 78 0.0142 0.0142 123 0.0170 0 .0114 192 0.0000 0 .0028 
5 0.0114 0.0028 78 0.0142 0 .0142 123 0.0227 · 0 .0114 192 0.0000 0.0028 
6 0 .0114 0.1222 82 0.0142 0.0398 125 0 .0000 0 .0000 194 0 .0000 0 .0000 
6 0 .0369 0.1222 82 0.0170 0.0398 125 0 .0000 0 .0000 194 0 .0000 0 .0000 
6 0.0483 0.1222 82 0 .0170 0.0398 125 0.0000 0.0000 194 0 .0000 0.0000 
6 0.0597 0.1222 82 0 .0170 0 .0398 125 0 .0000 0.0000 194 0 .0000 0.0000 
11 0 .0085 0.0057 94 0.0057 0 .0000 126 0.0000 0.0000 202 0.0369 0.5256 
11 0.0114 0 .0057 94 0.0170 0.0000 126 0.0000 0.0000 202 0 .0625 0.5256 
11 0 .0199 0.0057 94 0.0256 0.0000 126 0.0028 0.0000 202 0.1080 0.5256 
11 0.0284 0 .0057 94 0.0369 0.0000 126 0.0028 0 .0000 202 0.1619 0.5256 
12 0.0256 0 .1534 95 0.0114 0.0369 142 0 .0426 0.4432 228 0.0142 0 .0170 
12 0 .0511 0.1534 95 0.0142 0 .0369 142 0.0767 0.4432 228 0 .0227 0.0170 
12 0.0625 0 .1534 95 0.0199 0.0369 142 0 .1193 0.4432 228 0 .0256 0.0170 
12 0.0625 0.1534 95 0.0313 0.0369 142 0.1619 0.4432 228 0 .0284 0 .0170 
23 0.0000 0.0000 100 0.0085 0 .0881 154 0.0000 0 .0000 240 0 .0085 0 .0000 
23 0 .0000 0.0000 100 0.0085 0 .0881 154 0.0000 0.0000 240 0.0085 0 .0000 
23 0 .0000 0.0000 100 0.0341 0 .0881 154 0.0028 0 .0000 240 0.0256 0 .0000 
23 0.0000 0 .0000 100 0.0426 0.0881 154 0.0028 0.0000 240 0.0341 0 .0000 
24 0.0000 0 .0085 108 0.0085 0.1563 161 0.0142 0 .0881 
24 0 .0057 0.0085 108 0 .0227 0.1563 161 0.0341 0.0881 
24 0 .0057 0.0085 108 0 .0256 0.1563 161 0.0426 0.0881 
24 0.0057 0.0085 108 0.0426 0 .1563 161 0.0455 0.0881 
44 0.0000 0.0000 111 0.0824 1.0256 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.1307 1.0256 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.1960 1.0256 173 0 .0057 0.0000 
44 0.0000 0.0000 111 0 .2756 1.0256 173 0.0057 0.0000 
Appendix E.9: Score of the Bayesian network approach, 10 features, 2 levels, word frequency representation 
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2 h r t c ^ ^ s 
贅 
1 0.0028 0.0000 54 0.0057 0:0227 114 0.0000 0.0000 185 0.0000 0:0000 
1 0.0028 0.0000 54 0.0085 0.0227 114 0.0114 0.0000 185 0.0028 0.0000 
1 0.0085 0.0000 54 0 .0085 0.0227 114 0.0114 0.0000 185 0.0028 0.0000 
3 0 .0114 0.0313 58 0.0000 0.0000 118 0.0256 0.0767 187 0.0170 0.1335 
3 0.0313 0.0313 58 0.0085 0.0000 118 0.0398 0.0767 187 0.0313 0.1335 
3 0.0313 0.0313 58 0.0114 0.0000 118 0.0653 0.0767 187 0.0398 0.1335 
3 0.0455 0.0313 58 0.0170 0.0000 118 0 .0938 0.0767 187 0.0625 0.1335 
4 0.0170 0 .1619 77 0.0000 0.0000 119 0.0170 0.0028 189 0.0455 0.6193 
4 0.0341 0.1619 77 0.0028 0.0000 119 0.0256 0.0028 189 0.0767 0.6193 
4 0.0540 0.1619 77 0.0028 0.0000 119 0.0455 0.0028 189 0 .1108 0.6193 
4 0.0739 0.1619 77 0.0114 0.0000 119 0.0682 0.0028 189 0.1477 0.6193 
5 0.0000 0.0000 78 0.0028 0.0199 123 0.0114 0.0114 192 0.0000 0.0000 
5 0.0028 0.0000 78 0.0085 0.0199 123 0.0142 0 .0114 192 0.0000 0.0000 
5 0.0114 0.0000 78 0.0142 0.0199 123 0.0170 0.0114 192 0.0000 0.0000 
5 0.0114 0.0000 78 0.0142 0.0199 123 0.0227 0.0114 192 0 .0000 0.0000 
6 0.0114 0.1051 82 0.0142 0.0114 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0369 0.1051 82 0.0170 0.0114 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0483 0.1051 82 0 .0170 0 .0114 125 0.0000 0.0000 194 0 .0000 0 .0000 
6 0.0597 0.1051 82 0.0170 0.0114 125 0 .0000 0.0000 194 0.0000 0.0000 
11 0.0085 0.0284 94 0.0057 0.0000 126 0 .0000 0.0000 202 0 .0369 0.4858 
11 0.0114 0.0284 94 0.0170 0.0000 126 0 .0000 0.0000 202 0 .0625 0.4858 
11 0.0199 0 .0284 94 0.0256 0.0000 126 0.0028 0.0000 202 0.1080 0.4858 
11 0 .0284 0.0284 94 0.0369 0.0000 126 0 .0028 0 .0000 202 0.1619 0.4858 
12 0.0256 0.1108 95 0.0114 0.0256 142 0 .0426 0.4545 228 0.0142 0 .0114 
12 0.0511 0.1108 95 0.0142 0.0256 142 0.0767 0.4545 228 0.0227 0.0114 
12 0.0625 0.1108 95 0.0199 0.0256 142 0.1193 0.4545 228 0.0256 0 .0114 
12 0.0625 0.1108 95 0.0313 0.0256 142 0.1619 0.4545 228 0.0284 0.0114 
23 0.0000 0 .0000 100 0.0085 0.1051 154 0.0000 0.0000 240 0.0085 0.0000 
23 0.0000 0.0000 100 0 .0085 0.1051 154 0 .0000 0 .0000 240 0 .0085 0.0000 
23 0.0000 0.0000 100 0.0341 0.1051 154 0.0028 0 .0000 240 0.0256 0.0000 
23 0.0000 0.0000 100 0.0426 0.1051 154 0.0028 0 .0000 240 0.0341 0.0000 
24 0.0000 0 .0000 108 0.0085 0.0852 161 0.0142 0.0938 
24 0 .0057 0 .0000 108 0.0227 0.0852 161 0 .0341 0.0938 
24 0.0057 0.0000 108 0.0256 0.0852 161 0.0426 0.0938 
24 0.0057 0.0000 108 0.0426 0.0852 161 0.0455 0.0938 
44 0.0000 0.0000 111 0.0824 0.9091 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.1307 0.9091 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.1960 0.9091 173 0 .0057 0.0000 
44 0.0000 0.0000 111 0.2756 0.9091 173 0.0057 0.0000 
Appendix E .12: Score of the Bayesian network approach, 10 features, 3 levels, word frequency representation, class-
dependence discretization 
1 0 :0028 0:0000 54 0:0057 0:0028 114 0:0000 0:0114 185 0.0000 0:0000 
1 0 .0028 0.0000 54 0.0085 0.0028 114 0.0114 0 .0114 185 0.0028 0 .0000 
1 0 .0085 0.0000 54 0.0085 0.0028 114 0.0114 0.0114 185 0.0028 0 .0000 
3 0.0114 0.0028 58 0.0000 0.0000 118 0.0256 0.0824 187 0.0170 0.0824 
3 0 .0313 0.0028 58 0.0085 0.0000 118 0.0398 0.0824 187 0.0313 0 .0824 
3 0 .0313 0.0028 58 0.0114 0 .0000 118 0 .0653 0.0824 187 0.0398 0 .0824 
3 0 .0455 0.0028 58 0.0170 0.0000 118 0 .0938 0.0824 187 0.0625 0.0824 
4 0 .0170 0.1818 77 0.0000 0.0000 119 0.0170 0 .0028 189 0 .0455 0 .5369 
4 0 .0341 0.1818 77 0.0028 0.0000 119 0.0256 0.0028 189 0 .0767 0 .5369 
4 0.0540 0.1818 77 0.0028 0.0000 119 0.0455 0.0028 189 0.1108 0.5369 
4 0.0739 0.1818 77 0.0114 0 .0000 119 0.0682 0.0028 189 0.1477 0.5369 
5 0.0000 0 .0028 78 0.0028 0 .0142 123 0 .0114 0.0114 192 0.0000 0.0028 
5 0 .0028 0 .0028 78 0.0085 0.0142 123 0 .0142 0 .0114 192 0 .0000 0.0028 
5 0.0114 0 .0028 78 0.0142 0 .0142 123 0.0170 0 .0114 192 0 .0000 0.0028 
5 0 .0114 0.0028 78 0.0142 0.0142 123 0.0227 0.0114 192 0.0000 0.0028 
6 0.0114 0.1222 82 0.0142 0.0398 125 0 .0000 0.0000 194 0.0000 0.0000 
6 0.0369 0.1222 82 0.0170 0.0398 125 0 .0000 0.0000 194 0.0000 0 .0000 
6 0 .0483 0.1222 82 0.0170 0.0398 125 0.0000 0 .0000 194 0 .0000 0 .0000 
6 0.0597 0.1222 82 0.0170 0.0398 125 0.0000 0 .0000 194 0 .0000 0.0000 
11 0.0085 0.0057 94 0.0057 0.0000 126 0.0000 0.0000 202 0 .0369 0.5256 
11 0 .0114 0.0057 94 0 .0170 0.0000 126 0.0000 0.0000 202 0.0625 0.5256 
11 0 .0199 0.0057 94 0 .0256 0 .0000 126 0.0028 0.0000 202 0.1080 0.5256 
11 0.0284 0.0057 94 0.0369 0.0000 126 0 .0028 0.0000 202 0 .1619 0.5256 
12 0.0256 0.1534 95 0.0114 0.0369 142 0 .0426 0.4432 228 0 .0142 0.0170 
12 0.0511 0.1534 95 0.0142 0.0369 142 0 .0767 0.4432 228 0.0227 0 .0170 
12 0.0625 0.1534 95 0 .0199 0.0369 142 0.1193 0.4432 228 0.0256 0 .0170 
12 0.0625 0 .1534 95 0 .0313 0.0369 142 0 .1619 0.4432 228 0.0284 0.0170 
23 0.0000 0 .0000 100 0 .0085 0 .0881 154 0 .0000 0.0000 240 0 .0085 0.0000 
23 0.0000 0.0000 100 0.0085 0 .0881 154 0.0000 0.0000 240 0 .0085 0.0000 
23 0.0000 0.0000 100 0 .0341 0 .0881 154 0.0028 0.0000 240 0.0256 0 .0000 
23 0.0000 0.0000 100 0.0426 0 .0881 154 0.0028 0.0000 240 0 .0341 0 .0000 
24 0.0000 0.0085 108 0 .0085 0.1563 161 0.0142 0.0881 
24 0 .0057 0.0085 108 0.0227 0.1563 161 0.0341 0 .0881 
24 0.0057 0.0085 108 0.0256 0.1563 161 0.0426 0 .0881 
24 0 .0057 0.0085 108 0.0426 0.1563 161 0.0455 0.0881 
44 0.0000 0 .0000 111 0.0824 1.0256 173 0.0057 0.0000 
44 0.0000 0 .0000 111 0.1307 1.0256 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.1960 1.0256 173 0 .0057 0.0000 
44 0.0000 0.0000 111 0.2756 1.0256 173 0.0057 0.0000 
Appendix E .13: Score of the Bayesian network approach, 10 features, 2 levels, word weight representation 
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1 0.0028 0:0284 54 0.0057 0.0000 114 0.0000 0 .0000 185 0.0000 0.0000 
1 0.0028 0.0284 54 0.0085 0 .0000 114 0.0114 0 .0000 185 0.0028 0.0000 
1 0.0085 0 .0284 54 0.0085 0.0000 114 0.0114 0.0000 185 0.0028 0.0000 
3 0.0114 0.0028 58 0.0000 0.0881 118 0.0256 0.4830 187 0.0170 0.2955 
3 0.0313 0.0028 58 0.0085 0.0881 118 0.0398 0.4830 187 0.0313 0.2955 
3 0.0313 0.0028 58 0.0114 0.0881 118 0 .0653 0.4830 187 0 .0398 0.2955 
3 0.0455 0.0028 58 0.0170· 0.0881 118 0.0938 0.4830 187 0.0625 0.2955 
4 0.0170 0.0085 77 0.0000 0.0256 119 0.0170 0.2955 189 0.0455 0.0426 
4 0.0341 0 .0085 77 0.0028 0.0256 119 0.0256 0.2955 189 0.0767 0.0426 
4 0.0540 0.0085 77 0.0028 0 .0256 119 0 .0455 0.2955 189 0.1108 0.0426 
4 0.0739 0.0085 77 0 .0114 0.0256 119 0.0682 0.2955 189 0.1477 0.0426 
5 0.0000 0.0000 78 0.0028 0.0625 123 0.0114 0.0028 192 0.0000 0.0000 
5 0.0028 0.0000 78 0 .0085 0.0625 123 0.0142 0.0028 192 0.0000 0 .0000 
5 0.0114 0.0000 78 0.0142 0.0625 123 0.0170 0.0028 192 0.0000 0.0000 
5 0.0114 0.0000 78 0.0142 0.0625 123 0.0227 0.0028 192 0.0000 0 .0000 
6 0.0114 0.0000 82 0.0142 0.0028 125 0.0000 0.0057 194 0.0000 0 .0000 
6 0.0369 0.0000 82 0.0170 0.0028 125 0.0000 0.0057 194 0.0000 0.0000 
6 0.0483 0 .0000 82 0 .0170 0 .0028 125 0.0000 0.0057 194 0.0000 0 .0000 
6 0.0597 0.0000 82 0.0170 0.0028 125 0.0000 0.0057 194 0.0000 0.0000 
11 0.0085 0.1080 94 0.0057 0.0000 126 0 .0000 0.0057 202 0.0369 0 .0369 
11 0.0114 0.1080 94 0.0170 0.0000 126 0.0000 0.0057 202 0.0625 0.0369 
11 0.0199 0.1080 94 0.0256 0.0000 126 0.0028 0.0057 202 0.1080 0 .0369 
11 0.0284 0 .1080 94 0 .0369 0.0000 126 0.0028 0 .0057 202 0.1619 0 .0369 
12 0.0256 0 .0199 95 0.0114 0.0170 142 0.0426 0.8267 228 0.0142 0.0000 
12 0.0511 0.0199 95 0.0142 0.0170 142 0.0767 0.8267 228 0.0227 0.0000 
12 0.0625 0.0199 95 0.0199 0.0170 142 0.1193 0 .8267 228 0.0256 0 .0000 
12 0.0625 0.0199 95 0.0313 0.0170 142 0.1619 0.8267 228 0.0284 0.0000 
23 0.0000 0 .0000 100 0 .0085 0.0114 154 0.0000 0.0369 240 0.0085 0.1563 
23 0.0000 0.0000 100 0.0085 0.0114 154 0 .0000 0.0369 240 0 .0085 0.1563 
23 0.0000 0.0000 100 0.0341 0.0114 154 0.0028 0.0369 240 0.0256 0.1563 
23 0.0000 0.0000 100 0 .0426 0.0114 154 0.0028 0.0369 240 0.0341 0.1563 
24 0.0000 0.0000 108 0 .0085 0.0142 161 0 .0142 0.0114 
24 0.0057 0 .0000 108 0.0227 0.0142 161 0.0341 0.0114 
24 0.0057 0.0000 108 0.0256 0.0142 161 0.0426 0.0114 
24 0.0057 0.0000 108 0.0426 0.0142 161 0.0455 0.0114 
44 0.0000 0.0085 111 0.0824 1.5000 173 0.0057 0.0000 
44 0.0000 0.0085 111 0.1307 1.5085 173 0.0057 0.0000 
44 0.0000 0.0085 111 0.1960 1.5085 173 0 .0057 0.0000 
44 0.0000 0.0085 111 0.2756 1.5085 173 0.0057 0.0000 
Appendix E.14: Score of the Bayesian network approach, 10 features, 3 levels, word weight representation, manual 
discretization 
1 0.0028 0.0000 54 0.0057 0 .0000 114 0 .0000 0:0057 185 0.0000 0.0000 
1 0.0028 0.0000 54 0.0085 0.0000 114 0 .0114 0.0057 185 0.0028 0 .0000 
1 0.0085 0.0000 54 0.0085 0 .0000 114 0 .0114 0 .0057 185 0.0028 0.0000 
3 0.0114 0.0256 58 0.0000 0.0000 118 0.0256 0 .1051 187 0.0170 0.0852 
3 0.0313 0.0256 58 0.0085 0.0000 118 0.0398 0 .1051 187 0.0313 0.0852 
3 0.0313 0.0256 58 0.0114 0 .0000 118 0.0653 0.1051 187 0.0398 0 .0852 
3 0.0455 0 .0256 58 0.0170 0.0000 118 0.0938 0 .1051 187 0.0625 0.0852 
4 0.0170 0 .2159 77 0.0000 0.0000 119 0 .0170 0 .0284 189 0.0455 0.5795 
4 0.0341 0 .2159 77 0 .0028 0.0000 119 0.0256 0.0284 189 0.0767 0.5795 
4 0.0540 0.2159 77 0.0028 0.0000 119 0.0455 0 .0284 189 0.1108 0.5795 
4 0.0739 0 .2159 77 0.0114 0.0000 119 0.0682 0.0284 189 0 .1477 0.5795 
5 0.0000 0.0000 78 0.0028 0.0227 123 0.0114 0 .0227 192 0.0000 0.0057 
5 0 .0028 0.0000 78 0 .0085 0.0227 123 0.0142 0.0227 192 0.0000 0.0057 
5 0 .0114 0 .0000 78 0.0142 0.0227 123 0.0170 0.0227 192 0.0000 0 .0057 
5 0.0114 0 .0000 78 0.0142 0.0227 123 0.0227 0.0227 192 0.0000 0.0057 
6 0.0114 0.1676 82 0.0142 0.0199 125 0.0000 0.0000 194 0.0000 0 .0000 
6 0.0369 0.1676 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0 .0000 
6 0.0483 0 .1676 82 0.0170 0 .0199 125 0 .0000 0.0000 194 0 .0000 0 .0000 
6 0.0597 0.1676 82 0 .0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
11 0.0085 0 .0199 94 0.0057 0.0000 126 0.0000 0.0028 202 0.0369 0.5824 
11 0 .0114 0.0199 94 0.0170 0.0000 126 0.0000 0.0028 202 0.0625 0.5824 
11 0 .0199 0.0199 94 0.0256 0 .0000 126 0.0028 0.0028 202 0 .1080 0.5824 
11 0.0284 0.0199 94 0.0369 0 .0000 126 0.0028 0.0028 202 0.1619 0 .5824 
12 0 .0256 0.1278 95 0.0114 0.0114 142 0.0426 0.5256 228 0.0142 0.0142 
12 0.0511 0 .1278 95 0 .0142 0 .0114 142 0.0767 0.5256 228 0.0227 0.0142 
12 0.0625 0.1278 95 0.0199 0 .0114 142 0.1193 0.5256 228 0.0256 0.0142 
12 0.0625 0.1278 95 0 .0313 0.0114 142 0 .1619 0.5256 228 0.0284 0.0142 
23 0.0000 0 .0000 100 0 .0085 0 .1165 154 0.0000 0.0000 240 0.0085 0 .0000 
23 0.0000 0.0000 100 0.0085 0.1165 154 0 .0000 0.0000 240 0 .0085 0.0000 
23 0 .0000 0 .0000 100 0.0341 0.1165 154 0.0028 0.0000 240 0.0256 0.0000 
23 0.0000 0.0000 100 0.0426 0.1165 154 0.0028 0.0000 240 0.0341 0.0000 
24 0.0000 0 .0057 108 0.0085 0.1278 161 0 .0142 0.0994 
24 0.0057 0.0057 108 0.0227 0.1278 161 0 .0341 0.0994 
24 0.0057 0.0057 108 0.0256 0.1278 161 0.0426 0.0994 
24 0 .0057 0.0057 108 0.0426 0.1278 161 0.0455 0.0994 
44 0.0000 0 .0000 111 0.0824 1.0341 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.1307 1.0341 173 0.0057 0.0000 
44 0.0000 0.0000 111 0.1960 1.0341 173 0.0057 0.0000 
44 0 .0000 0.0000 111 0.2756 1.0341 173 0 .0057 0.0000 
Appendix E.15: Score of the Bayesian network approach, 10 features, 3 levels, word weight representation, Lloyd's 
method 
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1 0.0028 0.0028 54 0.0057 0.0085 114 0.0000 0.0313 185 0.0000 0:0000 
1 0.0028 0.0028 54 0.0085 0.0114 114 0 .0114 0.0341 185 0.0028 0.0028 
1 0 .0085 0.0085 54 0.0085 0.0114 114 0.0114 0 .0341 185 0.0028 0.0028 
3 0.0114 0.0597 58 0.0000 0.0057 118 0.0256 0.0795 187 0.0170 0 .0767 
3 0.0313 0.0625 58 0.0085 0.0142 118 0.0398 0.0909 187 0.0313 0.0824 
3 0.0313 0.0625 58 0.0114 0.0170 118 0.0653 0.1108 187 0.0398 0.0852 
3 0.0455 0.0653 58 0.0170 0.0227 118 0.0938 0.1250 187 0.0625 0.0966 
4 0.0170 0.1250 77 0.0000 0.0199 119 0.0170 0 .0625 189 0.0455 0.1222 
4 0.0341 0 .1250 77 0.0028 0 .0199 119 0.0256 0.0682 189 0.0767 0 .1250 
4 0 .0540 0.1250 77 0.0028 0.0199 119 0.0455 0.0767 189 0.1108 0.1307 
4 0.0739 0.1250 77 0.0114 0.0256 119 0.0682 0.0938 189 0.1477 0.1307 
5 0.0000 0.0028 78 0.0028 0.0170 123 0.0114 0.0284 192 0.0000 0 .0028 
5 0.0028 0.0028 78 0.0085 0.0199 123 0.0142 0.0284 192 0.0000 0.0028 
5 0.0114 0.0028 78 0.0142 0.0199 123 0.0170 0.0313 192 0.0000 0.0028 
5 0 .0114 0.0028 78 0.0142 0.0199 123 0.0227 0.0341 192 0.0000 0.0028 
6 0.0114 0.1023 82 0.0142 0.0398 125 0.0000 0.0000 194 0.0000 0 .0000 
6 0.0369 0.1023 82 0.0170 0.0398 125 0.0000 0.0000 194 0.0000 0 .0000 
6 0.0483 0.1051 82 0.0170 0.0398 125 0.0000 0.0000 194 0.0000 0 .0000 
6 0.0597 0.1080 82 0.0170 0.0398 125 0.0000 0.0000 194 0.0000 0.0000 
11 0.0085 0.0568 94 0.0057 0.0483 126 0.0000 0 .0085 202 0.0369 0.2500 
11 0.0114 0.0597 94 0.0170 0.0511 126 0.0000 0.0085 202 0.0625 0.2614 
11 0.0199 0.0625 94 0.0256 0.0540 126 0.0028 0.0114 202 0.1080 0.2642 
11 0.0284 0.0653 94 0.0369 0.0625 126 0 .0028 0 .0114 202 0.1619 0.2670 
12 0.0256 0.0739 95 0.0114 0.0199 142 0.0426 0.1364 228 0.0142 0.0313 
12 0.0511 0.0739 95 0.0142 0.0227 142 0.0767 0.1392 228 0.0227 0.0313 
12 0.0625 0.0852 95 0.0199 0.0313 142 0.1193 0.1477 228 0.0256 0.0313 
12 0.0625 0.0852 95 0 .0313 0.0341 142 0.1619 0.1534 228 0.0284 0 .0313 
23 0.0000 0.0000 100 0.0085 0.1051 154 0 .0000 0.0199 240 0 .0085 0.0170 
23 0.0000 0.0000 100 0.0085 0.1080 154 0.0000 0.0199 240 0.0085 0.0170 
23 0.0000 0.0000 100 0.0341 0.1108 154 0.0028 0.0199 240 0.0256 0.0256 
23 0.0000 0.0000 100 0.0426 0.1136 154 0.0028 0.0199 240 0.0341 0.0313 
24 0.0000 0.0028 108 0.0085 0.0199 161 0.0142 0.0739 
24 0.0057 0.0085 108 0.0227 0.0199 161 0.0341 0 .0767 
24 0 .0057 0.0085 108 0.0256 0 .0199 161 0.0426 0.0795 
24 0.0057 0.0085 108 0.0426 0.0199 161 0.0455 0.0795 
44 0.0000 0.0000 111 0.0824 0.2301 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1307 0.2330 173 0.0057 0.0057 
44 0 .0000 0.0000 111 0.1960 0.2415 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.2756 0.2670 173 0.0057 0.0057 
Appendix E.20: Score of the Naive Bayesian approach, 5 features, 3 levels, word frequency representation, class-
dependence discretization 
1 0:0028 0:0227 54 0:0057 0:0341 114 0:0000 0:0313 185 0.0000 0:0000 
1 0.0028 0.0227 54 0.0085 0 .0341 114 0.0114 0.0369 185 0.0028 0.0028 
1 0.0085 0.0256 54 0.0085 0.0341 114 0.0114 0.0369 185 0.0028 0.0028 
3 0.0114 0.1080 58 0.0000 0 .0085 118 0.0256 0.0852 187 0.0170 0.1108 
3 0.0313 0.1136 58 0.0085 0.0142 118 0.0398 0.0852 187 0.0313 0.1193 
3 0.0313 0 .1136 58 0.0114 0.0170 118 0.0653 0.0966 187 0.0398 0.1222 
3 0.0455 0.1193 58 0.0170 0.0227 118 0.0938 0.1108 187 0.0625 0.1364 
4 0 .0170 0.1847 77 0.0000 0 .0085 119 0.0170 0.0597 189 0 .0455 0.2074 
4 0.0341 0.1903 77 0.0028 0.0085 119 0.0256 0.0653 189 0.0767 0.2131 
4 0.0540 0 .1960 77 0.0028 0.0085 119 0.0455 0.0795 189 0.1108 0.2358 
4 0.0739 0.1989 77 0.0114 0.0142 119 0.0682 0.0909 189 0.1477 0.2415 
5 0.0000 0.0028 78 0 .0028 0 .0256 123 0.0114 0.0398 192 0 .0000 0 .0057 
5 0.0028 0 .0057 78 0 .0085 0.0284 123 0.0142 0.0398 192 0.0000 0.0057 
5 0.0114 0.0142 78 0.0142 0.0313 123 0 .0170 0.0426 192 0.0000 0.0057 
5 0.0114 0.0142 78 0 .0142 0.0313 123 0.0227 . 0.0455 192 0.0000 0.0057 
6 0 .0114 0.1420 82 0 .0142 0.0398 125 0.0000 0.0000 194 0.0000 0.0000 
6 0 .0369 0.1506 82 0.0170 0.0398 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0483 0.1563 82 0 .0170 0.0398 125 0.0000 0.0000 194 0.0000 0 .0000 
6 0.0597 0.1619 82 0 .0170 0.0398 125 0.0000 0.0000 194 0.0000 0.0000 
11 0.0085 0.0540 94 0 .0057 0 .0227 126 0.0000 0.0085 202 0.0369 0.2841 
11 0.0114 0.0568 94 0.0170 0 .0341 126 0.0000 0.0085 202 0.0625 0.3011 
11 0 .0199 0.0597 94 0 .0256 0.0426 126 0.0028 0.0114 202 0.1080 0.3068 
11 0 .0284 0.0625 94 0 .0369 0 .0540 126 0 .0028 0.0114 202 0.1619 0.3125 
12 0.0256 0.0795 95 0 .0114 0.0455 142 0 .0426 0.1591 228 0 .0142 0.0313 
12 0.0511 0.0795 95 0.0142 0.0483 142 0 .0767 0.1676 228 0 .0227 0 .0313 
12 0.0625 0.0909 95 0.0199 0.0568 142 0 .1193 0.1790 228 0.0256 0 .0313 
12 0.0625 0.0909 95 0.0313 0.0625 142 0 .1619 0.1875 228 0.0284 0 .0313 
23 0 .0000 0.0000 100 0.0085 0 .1278 154 0.0000 0.0227 240 0.0085 0.0369 
23 0.0000 0.0000 100 0.0085 0.1307 154 0.0000 0.0227 240 0.0085 0.0369 
23 0.0000 0.0000 100 0.0341 0.1364 154 0.0028 0.0256 240 0 .0256 0.0455 
23 0.0000 0.0000 100 0.04~6 0.1420 154 0.0028 0.0256 240 0 .0341 0.0511 
24 0 .0000 0.0199 108 0.0085 0.0455 161 0.0142 0 .0767 
24 0 .0057 0.0227 108 0.0227 0.0483 161 0 .0341 0.0795 
24 0 .0057 0.0227 108 0.0256 0 .0483 161 0.0426 0.0824 
24 0.0057 0.0227 108 0.0426 0.0483 161 0 .0455 0.0852 
44 0.0000 0.0000 111 0 .0824 0.2301 173 0.0057 0.0142 
44 0.0000 0.0000 111 0.1307 0.2330 173 0.0057 0.0142 
44 0.0000 0.0000 111 0.1960 0 .2415 173 0 .0057 0.0142 
44 0.0000 0.0000 111 0.2756 0.2670 173 0.0057 0 .0142 
Appendix E.21: Score of the Naive Bayesian approach, 5 features, 2 levels, word weight representation 
155 
1 0.0028 0.0085 54 0.0057 0.0028 114 0.0000 0.0057 185 0.0000 0.0000 
1 0.0028 0.0085 54 0.0085 0.0028 114 0 .0114 0.0085 185 0 .0028 0.0000 
1 0.0085 0.0114 54 0.0085 0.0028 114 0.0114 0.0085 185 0.0028 0.0000 
3 0 .0114 0.0028 58 0.0000 0.0085 118 0.0256 0.0085 187 0.0170 0.0227 
3 0.0313 0.0028 58 0 .0085 0.0085 118 0.0398 0 .0085 187 0.0313 0 .0256 
3 0.0313 0.0028 58 0.0114 0.0085 118 0.0653 0.0114 187 0.0398 0 .0256 
3 0.0455 0.0028 58 0.0170 0.0114 118 0.0938 0.0199 187 0 .0625 0.0284 
4 0.0170 0.0398 77 0.0000 0.0028 119 0.0170 0.0085 189 0.0455 0.0313 
4 0.0341 0.0398 77 0 .0028 0.0028 119 0 .0256 0.0085 189 0.0767 0.0369 
4 0.0540 0.0398 77 0 .0028 0.0028 119 0.0455 0.0114 189 0.1108 0.0369 
4 0.0739 0.0398 77 0.0114 0.0057 119 0.0682 0.0170 189 0 .1477 0.0369 
5 0.0000 0.0000 78 0.0028 0.0142 123 0.0114 0.0028 192 0 .0000 0.0057 
5 0.0028 0.0000 78 0.0085 0.0170 123 0.0142 0.0028 192 0 .0000 0.0057 
5 0.0114 0.0000 78 0.0142 0.0170 123 0.0170 0.0085 192 0.0000 0 .0057 
5 0 .0114 0.0000 78 0.0142 0.0170 123 0.0227 0.0085 192 0.0000 0 .0057 
6 0.0114 0.0313 82 0 .0142 0.0000 125 0 .0000 0.0000 194 0 .0000 0.0000 
6 0.0369 0.0313 82 0.0170 0.0000 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0483 0.0313 82 0 .0170 0.0000 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0597 0.0313 82 0.0170 0 .0000 125 0.0000 0.0000 194 0.0000 0.0000 
11 0.0085 0.0170 94 0 .0057 0.0028 126 0 .0000 0.0085 202 0.0369 0.0227 
11 0.0114 0.0199 94 0.0170 0.0028 126 0.0000 0 .0085 202 0.0625 0.0256 
11 0.0199 0.0227 94 0.0256 0.0057 126 0.0028 0.0114 202 0.1080 0 .0256 
11 0.0284 0 .0256 94 0 .0369 0.0057 126 0.0028 0 .0114 202 0 .1619 0.0284 
12 0.0256 0 .0199 95 0 .0114 0.0000 142 0.0426 0 .0114 228 0.0142 0.0085 
12 0.0511 0.0199 95 0 .0142 0.0000 142 0.0767 0.0114 228 0.0227 0.0085 
12 0 .0625 0 .0227 95 0 .0199 0.0000 142 0 .1193 0.0114 228 0.0256 0.0085 
12 0.0625 0.0227 95 0.0313 0.0000 142 0.1619 0.0114 228 0.0284 0.0085 
23 0.0000 0.0000 100 0.0085 0.0028 154 0.0000 0.0057 240 0 .0085 0.0057 
23 0.0000 0.0000 100 0.0085 0 .0057 154 0 .0000 0.0057 240 0 .0085 0 .0057 
23 0.0000 0.0000 100 0.0341 0.0057 154 0.0028 0.0057 240 0 .0256 0 .0057 
23 0 .0000 0 .0000 100 0.0426 0 .0057 154 0.0028 0 .0057 240 0.0341 0 .0057 
24 0.0000 0.0057 108 0.0085 0.0028 161 0.0142 0.0085 
24 0.0057 0.0057 108 0 .0227 0.0028 161 0 .0341 0.0085 
24 0 .0057 0.0057 108 0.0256 0.0028 161 0 .0426 0.0085 
24 0.0057 0.0057 108 0.0426 0.0028 161 0.0455 0.0085 
44 0.0000 0.0000 111 0.0824 0.0341 173 0.0057 0 .0085 
44 0 .0000 0.0000 111 0 .1307 0.0341 173 0.0057 0.0085 
44 0.0000 0.0000 111 0.1960 0.0369 173 0.0057 0.0085 
44 0.0000 0.0000 111 0.2756 0.0398 173 0.0057 0 .0085 
Appendix E.22: Score of the Naive Bayesian approach, 5 features, 3 levels, word weight representation , manual 
discretization 
1 0.0028 0.0199 54 0.0057 0 .0057 114 0.0000 0.0028 185 0.0000 0:0000 
1 0 .0028 0.0199 54 0.0085 0.0085 114 0.0114 0.0142 185 0.0028 0.0028 
1 0.0085 0.0227 54 0 .0085 0.0085 114 0.0114 0.0142 185 0.0028 0.0028 
3 0 .0114 0.0170 58 0 .0000 0.0057 118 0.0256 0 .0710 187 0.0170 0.0767 
3 0 .0313 0.0369 58 0 .0085 0.0114 118 0.0398 0.0824 187 0.0313 0.0824 
3 0 .0313 0.0369 58 0 .0114 0.0142 118 0.0653 0.1023 187 0.0398 0.0852 
3 0.0455 0.0483 58 0 .0170 0.0199 118 0.0938 0.1193 187 0.0625 0.0994 
4 0.0170 0 .1080 77 0 .0000 0.0028 119 0.0170 0.0597 189 0.0455 0.1818 
4 0 .0341 0 .1222 77 0 .0028 0.0028 119 0 .0256 0 .0653 189 0.0767 0.1847 
4 0.0540 0 .1364 77 0 .0028 0.0057 119 0 .0455 0.0852 189 0.1108 0.2074 
4 0.0739 0.1506 77 0.0114 0 .0142 119 0.0682 0.0966 189 0 .1477 0 .2102 
5 0.0000 0.0028 78 0.0028 0.0227 123 0.0114 0.0369 192 0.0000 0.0000 
5 0.0028 0.0057 78 0 .0085 0.0256 123 0 .0142 0.0398 192 0.0000 0.0000 
5 0.0114 0.0114 78 0 .0142 0.0284 123 0 .0170 0.0426 192 0 .0000 0.0000 
5 0.0114 0.0114 78 0.0142 0.0284 123 0.0227 0 .0455 192 0 .0000 0 .0000 
6 0.0114 0.0483 82 0.0142 0 .0227 125 0.0000 · 0.0000 194 0.0000 0.0000 
6 0.0369 0 .0710 82 0.0170 0.0256 125 0 .0000 0.0000 194 0.0000 0.0000 
6 0.0483 0.0852 82 0 .0170 0.0256 125 0.0000 0.0000 194 0 .0000 0.0000 
6 0 .0597 0.0938 82 0 .0170 0.0256 125 0 .0000 0.0000 194 0 .0000 0 .0000 
11 0.0085 0.0142 94 0.0057 0.0227 126 0.0000 0 .0000 202 0.0369 0 .2784 
11 0.0114 0.0170 94 0.0170 0.0341 126 0.0000 0 .0000 202 0.0625 0 .2955 
11 0 .0199 0.0256 94 0.0256 0 .0426 126 0 .0028 0.0028 202 0.1080 0.3011 
11 0.0284 0.0313 94 0 .0369 0.0540 126 0.0028 0.0028 202 0.1619 0.3068 
12 0 .0256 0.0511 95 0.0114 0 .0085 142 0 .0426 0.0909 228 0.0142 0.0170 
12 0 .0511 0.0682 95 0.0142 0 .0114 142 0.0767 0 .1250 228 0.0227 0.0227 
12 0.0625 0.0824 95 0.0199 0 .0199 142 0.1193 0 .1563 228 0 .0256 0.0284 
12 0.0625 0.0852 95 0 .0313 0 .0284 142 0 .1619 0 .1960 228 0.0284 0 .0313 
23 0 .0000 0.0000 100 0 .0085 0.0142 154 0 .0000 0.0028 240 0.0085 0 .0369 
23 0 .0000 0.0000 100 0 .0085 0 .0170 154 0 .0000 0.0028 240 0.0085 0.0369 
23 0.0000 0.0000 100 0 .0341 0.0369 154 0 .0028 0.0057 240 0 .0256 0 .0455 
23 0.0000 0.0000 100 0.042,p 0 .0455 154 0.0028 0.0057 240 0 .0341 0.0511 
24 0 .0000 0.0028 108 0.0085 0.0369 161 0 .0142 0.0767 
24 0.0057 0.0085 108 0.0227 0.0455 161 0.0341 0.0795 
24 0 .0057 0.0085 108 0.0256 0.0511 161 0.0426 0.0824 
24 0 .0057 0.0085 108 0.0426 0 .0682 161 0.0455 0.0852 
44 0.0000 0.0000 111 0.0824 0 .2301 173 0 .0057 0 .0085 
44 0 .0000 0.0000 111 0 .1307 0.2330 173 0.0057 0.0085 
44 0 .0000 0.0000 111 0.1960 0.2415 173 0 .0057 0.0085 
44 0.0000 0 .0000 111 0.2756 0.2670 173 0.0057 0.0085 
Appendix E.23: Score of the Naive Bayesian approach, 5 features, 3 levels, word weight representation, Lloyd's 
method 
156 
1 0:0028 0.0142 54 0:0057 0:0284 114 0 .0000 0.0313 185 0.0000 0 .0000 
1 0.0028 0.0142 54 0.0085 0.0284 114 0.0114 0.0369 185 0.0028 0.0028 
1 0 .0085 0.0170 54 0.0085 0.0284 114 0.0114 0.0369 185 0.0028 0.0028 
3 0 .0114 0.0966 58 0 .0000 0.0057 118 0 .0256 0 .0881 187 0 .0170 0.0682 
3 0 .0313 0.1023 58 0.0085 0.0114 118 0.0398 0.1023 187 0.0313 0 .0767 
3 0.0313 0.1023 58 0 .0114 0.0142 118 0.0653 0.1165 187 0.0398 0.0795 
3 0.0455 0.1051 58 0.0170 0.0199 118 0.0938 0.1364 187 0 .0625 0 .0966 
4 0.0170 0.1847 77 0.0000 0.0114 119 0.0170 0.0568 189 0.0455 0.1818 
4 0.0341 0.1903 77 0.0028 0.0114 119 0.0256 0 .0625 189 0 .0767 0.1847 
4 0.0540 0 .1960 77 0.0028 0.0114 119 0.0455 0.0824 189 0.1108 0.2102 
4 0 .0739 0.1960 77 0.0114 0.0170 119 0.0682 0.0966 189 0.1477 0.2131 
5 0.0000 0.0142 78 0.0028 0.0114 123 0.0114 0.0341 192 0.0000 0 .0142 
5 0.0028 0.0142 78 0.0085 0.0142 123 0 .0142 0.0341 192 0.0000 0 .0142 
5 0.0114 0.0142 78 0.0142 0 .0142 123 0 .0170 0.0369 192 0.0000 0.0142 
5 0.0114 0.0142 78 0.0142 0.0142 123 0 .0227 0.0398 192 0 .0000 0 .0142 
6 0.0114 0.1335 82 0.0142 0 .0426 125 0.0000 0 .0000 194 0.0000 0 .0000 
6 0.0369 0.1392 82 0.0170 0.0426 125 0.0000 0.0000 194 0.0000 0 .0000 
6 0.0483 0.1449 82 0.0170 0.0426 125 0 .0000 0.0000 194 0.0000 0 .0000 
6 0.0597 0.1506 82 0.0170 0.0426 125 0 .0000 0.0000 194 0.0000 0 .0000 
11 0.0085 0.0540 94 0 .0057 0.0511 126 0 .0000 0.0085 202 0.0369 0.2017 
11 0.0114 0.0568 94 0.0170 0.0540 126 0.0000 0.0085 202 0.0625 0.2244 
11 0.0199 0.0597 94 0.0256 0.0568 126 0.0028 0.0114 202 0.1080 0.2500 
11 0.0284 0.0625 94 0.0369 0.0653 126 0.0028 0.0114 202 0 .1619 0.2841 
12 0.0256 0.0795 95 0.0114 0.0142 142 0.0426 0.1335 228 0.0142 0.0256 
12 0.0511 0.0795 95 0.0142 0.0170 142 0.0767 0.1364 228 0.0227 0.0256 
12 0.0625 0.0909 95 0.0199 0 .0256 142 0.1193 0.1420 228 0.0256 0.0256 
12 0.0625 0.0909 95 0.0313 0.0341 142 0.1619 0.1477 228 0.0284 0.0256 
23 0 .0000 0 .0000 100 0.0085 0.0994 154 0.0000 0.0199 240 0.0085 0.0142 
23 0.0000 0 .0000 100 0.0085 0.1023 154 0.0000 0.0199 240 0.0085 0 .0142 
23 0.0000 0.0000 100 0.0341 0.1051 154 0.0028 0.0227 240 0.0256 0.0142 
23 0.0000 0.0000 100 0.0426 0.1080 154 0.0028 0.0227 240 0 .0341 0.0170 
24 0.0000 0.0199 108 0.0085 0.0426 161 0.0142 0 .0739 
24 0.0057 0.0227 108 0.0227 0.0455 161 0 .0341 0 .0767 
24 0.0057 0.0227 108 0.0256 0.0455 161 0.0426 0.0795 
24 0.0057 0.0227 108 0 .0426 0.0455 161 0.0455 0.0795 
44 0.0000 0.0000 111 0 .0824 0.1705 173 0.0057 0 .0085 
44 0.0000 0.0000 111 0.1307 0.2102 173 0.0057 0 .0085 
44 0.0000 0.0000 111 0.1960 0 .2585 173 0.0057 0.0085 
44 0.0000 0.0000 111 0.2756 0.3409 173 0 .0057 0.0085 
Appendix E.24: Score of the Naive Bayesian approach, 5 features, 3 levels, word weight representation, class-
dependence discretization 
1 0:0028 0:0199 54 0 :0057 0:0313 114 0:0000 0:0313 185 0 :0000 0:0000 
1 0.0028 0.0199 54 0.0085 0 .0313 114 0.0114 0.0369 185 0 .0028 0.0028 
1 0 .0085 0.0227 54 0 .0085 0.0313 114 0.0114 0 .0369 185 0 .0028 0.0028 
3 0 .0114 0.0909 58 0.0000 0.0057 118 0.0256 0 .0767 187 0.0170 0.1108 
3 0 .0313 0.1023 58 0 .0085 0 .0114 118 0.0398 0.0795 187 0 .0313 0.1136 
3 0 .0313 0.1023 58 0.0114 0.0142 118 0 .0653 0.0824 187 0 .0398 0.1165 
3 0.0455 0.1108 58 0.0170 0.0199 118 0.0938 0.0909 187 0 .0625 0.1278 
4 0 .0170 0.1534 77 0 .0000 0.0085 119 0.0170 0.0767 189 0.0455 0.1676 
4 0.0341 0.1591 77 0.0028 0.0085 119 0.0256 0.0824 189 0.0767 0.1705 
4 0.0540 0 .1591 77 0.0028 0.0085 119 0.0455 0 .0909 189 0.1108 0.1847 
4 0 .0739 0.1648 77 0.0114 0.0142 119 0.0682 0 .1051 189 0 .1477 0.1847 
5 0 .0000 0.0170 78 0.0028 0.0256 123 0 .0114 0.0369 192 0.0000 0.0057 
5 0.0028 0.0199 78 0.0085 0 .0284 123 0.0142 0.0369 192 0 .0000 0.0057 
5 0.0114 0 .0199 78 0 .0142 0.0313 123 0 .0170 0.0398 192 0.0000 0 .0057 
5 0 .0114 0.0199 78 0.0142 0.0313 123 0 .0227 0.0426 192 0.0000 0.0057 
6 0.0114 0.1193 82 0.0142 0.0313 125 0.0000 0.0000 194 0 .0000 0.0000 
6 0.0369 0.1193 82 0.0170 0.0313 125 0 .0000 0 .0000 194 0 .0000 0.0000 
6 0.0483 0.1222 82 0.0170 0 .0313 125 0.0000 0.0000 194 0 .0000 0.0000 
6 0.0597 0.1250 82 0.0170 0.0313 125 0.0000 0.0000 194 0 .0000 0 .0000 
11 0.0085 0.0739 94 0 .0057 0.0199 126 0.0000 0.0085 202 0.0369 0 .1903 
11 0 .0114 0 .0767 94 0.0170 0.0313 126 0.0000 0.0085 202 0.0625 0 .1903 
11 0.0199 0.0767 94 0 .0256 0.0398 126 0 .0028 0.0114 202 0.1080 0 .1960 
11 0.0284 0 .0767 94 0 .0369 0.0511 126 0 .0028 0.0114 202 0.1619 0 .1960 
12 0 .0256 0.0568 95 0.0114 0.0398 142 0.0426 0.1648 228 0 .0142 0 .0313 
12 0.0511 0.0568 95 0.0142 0.0398 142 0.0767 0.1676 228 0.0227 0.0313 
12 0 .0625 0.0625 95 0.0199 0 .0483 142 0.1193 0.1761 228 0.0256 0.0313 
12 0 .0625 0.0625 95 0.0313 0 .0511 142 0.1619 0.1818 228 0.0284 0.0313 
23 0.0000 0.0000 100 0.0085 0.1449 154 0.0000 0 .0170 240 0.0085 0.0284 
23 0.0000 0.0000 100 0 .0085 0 .1449 154 0.0000 0.0170 240 0.0085 0 .0284 
23 0 .0000 0.0000 100 0.0341 0 .1506 154 0.0028 0.0199 240 0.0256 0.0369 
23 0.0000 0.0000 100 0.0426 0 .1534 154 0.0028 0.0199 240 0.0341 0 .0455 
24 0 .0000 0.0170 108 0.0085 0 .0597 161 0.0142 0.0653 
24 0.0057 0.0227 108 0 .0227 0 .0597 161 0 .0341 0 .0653 
24 0.0057 0.0227 108 0.0256 0 .0597 161 0.0426 0 .0653 
24 0 .0057 0.0227 108 0.0426 0.0597 161 0.0455 0.0682 
44 0 .0000 0.0000 111 0.0824 0.2358 173 0.0057 0.0170 
44 0.0000 0 .0000 111 0.1307 0.2386 173 0 .0057 0 .0170 
44 0.0000 0.0000 111 0.1960 0.2415 173 0.0057 0.0170 
44 0 .0000 0.0000 111 0 .2756 0.2557 173 0.0057 0 .0170 
Appendix E.25: Score of the Naive Bayesian approach, 10 features, 2 levels, word frequency representation 
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 i l l l 3 3 3 3 4 4 4 4 5 5 5 5 6 6 6 6 1 1 1 1 1 1 1 1 2 2 2 2 2 2
 M 
A n 
e p e d 
贅 
1 0:0028 0:0028 54 0:0057 0:0057- 114 0.0000 0:0057- 185 0:0000 0.0000 
1 0.0028 0.0028 54 0.0085 0.0057 114 0.0114 0.0057 185 0.0028 0.0000 
1 0.0085 0.0057 54 0.0114 0.0057 114 0 .0114 0.0057 185 0.0028 0.0000 
3 0.0142 0.0057 58 0.0028 0.0028 118 0 .0256 0.0057 187 0.0142 0.0057 
3 0.0284 0.0057 58 0.0085 0.0028 118 0.0398 0.0057 187 0.0341 0.0057 
3 0.0284 0.0057 58 0.0114 0.0028 118 0.0682 0.0085 187 0.0398 0 .0057 
3 0.0426 0.0057 58 0.0170 0.0057 118 0.0994 0.0170 187 0.0625 0.0057 
4 0.0170 0.0170 77 0.0000 0.0057 119 0.0170 0.0028 189 0.0455 0.0199 
4 0.0341 0.0170 77 0.0028 0.0057 119 0.0256 0.0057 189 0.0767 0.0199 
4 0.0540 0.0170 77 0.0057 0.0057 119 0.0483 0.0057 189 0.1108 0.0199 
4 0.0739 0.0170 77 0.0114 0.0085 119 0.0739 0.0085 189 0.1477 0.0227 
5 0.0000 0.0000 78 0.0028 0.0028 123 0.0057 0.0057 192 0.0000 0.0028 
5 0.0028 0.0000 78 0.0114 0.0028 123 0.0085 0.0085 192 0.0000 0.0028 
5 0.0114 0.0000 78 0.0142 0.0028 123 0.0114 0.0114 192 0.0000 0 .0028 
5 0.0114 0.0000 78 0.0142 0.0028 123 0.0170 0.0114 192 0.0028 0.0028 
6 0.0142 0.0199 82 0.0142 0.0000 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0341 0.0199 82 0.0170 0.0000 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0455 0.0199 82 0.0170 0.0000 125 0.0000 0.0000 194 0.0000 0 .0000 
6 0.0568 0.0227 82 0.0170 0.0000 125 0.0000 0.0000 194 0.0000 0.0000 
11 0.0085 0.0057 94 0.0085 0 .0000 126 0.0000 0.0028 202 0.0313 0.0142 
11 0.0142 0.0057 94 0.0170 0.0028 126 0.0000 0.0028 202 0.0568 0.0142 
11 0.0199 0.0057 94 0.0313 0.0028 126 0.0028 0.0057 202 0.1080 0.0142 
11 0.0284 0.0057 94 0.0369 0.0028 126 0.0028 0.0057 202 0.1619 0.0142 
12 0.0199 0.0142 95 0.0114 0 .0000 142 0.0398 0.0142 228 0.0114 0.0085 
12 0 .0455 0.0142 95 0.0142 0.0000 142 0 .0739 0.0142 228 0.0199 0.0085 
12 0.0568 0.0142 95 0.0227 0 .0000 142 0.1165 0.0142 228 0.0227 0.0085 
12 0.0568 0.0142 95 0.0313 0.0000 142 0.1619 0.0142 228 0.0256 0.0085 
23 0.0000 0.0028 100 0.0085 0.0057 154 0.0000 0.0028 240 0.0057 0.0057 
23 0.0000 0.0028 100 0.0085 0.0085 154 0 .0028 0.0028 240 0.0057 0.0057 
23 0.0000 0.0028 100 0.0341 0.0085 154 0.0028 0.0028 240 0.0227 0.0057 
23 0.0000 0.0028 100 0.0426 0.0085 154 0.0057 0.0028 240 0.0313 0.0057 
24 0.0028 0.0028 108 0.0085 0.0000 161 0.0085 0.0085 
24 0.0057 0.0028 108 0.0227 0.0000 161 0.0284 0.0085 
24 0.0057 0.0028 108 0.0284 0 .0000 161 0.0369 0.0085 
24 0.0057 0.0028 108 0.0426 0.0000 161 0.0398 0.0085 
44 0.0000 0.0000 111 0.0739 0 .0199 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1278 0.0199 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1960 0.0227 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.2784 0.0256 173 0.0057 0.0057 
Appendix E.30: Score of the Naive Bayesian approach, 10 features, 3 levels, word weight representation, manual 
discretization 
1 0.0028 0.0114 54 0.0057 0:0057 114 0.0000 0:0000 185 0.0000 0.0000 
1 0.0028 0.0114 54 0.0085 0 .0085 114 0.0114 0.0114 185 0.0028 0.0028 
1 0.0085 0.0142 54 0.0114 0.0085 114 0 .0114 0.0114 185 0.0028 0.0028 
3 0.0142 0.0114 58 0.0028 0.0028 118 0.0256 0.0625 187 0.0142 0.0341 
3 0.0284 0.0313 58 0 .0085 0.0085 118 0.0398 0.0710 187 0.0341 0 .0511 
3 0.0284 0.0313 58 0.0114 0.0114 118 0.0682 0.0852 187 0.0398 0.0568 
3 0.0426 0.0455 58 0.0170 0.0170 118 0.0994 0.1023 187 0.0625 0.0767 
4 0.0170 0.0199 77 0.0000 0.0000 119 0.0170 0.0227 189 0.0455 0.1733 
4 0.0341 0.0369 77 0.0028 0.0028 119 0.0256 0.0313 189 0.0767 0.1903 
4 0.0540 0.0568 77 0.0057 0.0028 119 0.0483 0.0511 189 0.1108 0.2074 
4 0.0739 0.0739 77 0.0114 0.0114 119 0.0739 0.0767 189 0.1477 0.2131 
5 0.0000 0.0000 78 0.0028 0.0028 123 0.0057 0.0114 192 0.0000 0.0057 
5 0.0028 0.0028 78 0.0114 0.0085 123 0.0085 0.0142 192 0.0000 0.0057 
5 0.0114 0.0114 78 0.0142 0.0142 123 0.0114 0.0170 192 0.0000 0.0057 
5 0.0114 0.0114 78 0.0142 0.0142 123 0.0170 0.0227 192 0.0028 0.0057 
6 0 .0142 0.0199 82 0.0142 0 .0199 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0341 0.0455 82 0 .0170 0.0227 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0455 0.0568 82 0.0170 0.0227 125 0.0000 0.0000 194 0.0000 0 .0000 
6 0 .0568 0.0682 82 0.0170 0.0227 125 0.0000 0.0000 194 0.0000 0 .0000 
11 0 .0085 0.0085 94 0.0085 0.0142 126 0.0000 0.0000 202 0.0313 0.1136 
11 0.0142 0.0114 94 0.0170 0.0256 126 0.0000 0.0000 202 0.0568 0.1364 
11 0.0199 0.0199 94 0.0313 0.0341 126 0.0028 0.0028 202 0 .1080 0.1705 
11 0.0284 0.0284 94 0 .0369 0.0455 126 0.0028 0.0028 202 0.1619 0.2102 
12 0.0199 0.0568 95 0.0114 0.0313 142 0.0398 0.0455 228 0.0114 0.0170 
12 0.0455 0.0795 95 0.0142 0.0341 142 0.0739 0.0795 228 0.0199 0.0256 
12 0.0568 0.0881 95 0.0227 0.0398 142 0.1165 0 .1222 228 0.0227 0.0284 
12 0.0568 0.0881 95 0.0313 0.0511 142 0 .1619 0.1648 228 0.0256 0.0313 
23 0.0000 0.0000 100 0.0085 0 .0170 154 0.0000 0.0000 240 0.0057 0.0256 
23 0.0000 0.0000 100 0.0085 0.0170 154 0.0028 0.0000 240 0.0057 0.0256 
23 0.0000 0.0000 100 0.0341 0 .0398 154 0.0028 0.0028 240 0.0227 0 .0341 
23 0.0000 0.0000 100 0 .04§6 0.0455 154 0.0057 0.0028 240 0.0313 0.0398 
24 0.0028 0.0057 108 0.00 5 0.0568 161 0.0085 0.0625 
24 0.0057 0.0085 108 0.0227 0.0568 161 0.0284 0.0682 
24 0.0057 0.0085 108 0.0284 0.0568 161 0.0369 0.0739 
24 0.0057 0.0085 108 0 .0426 0.0568 161 0.0398 0.0767 
44 0.0000 0.0000 111 0.0739 0.2273 173 0.0057 0.0085 
44 0.0000 0.0000 111 0.1278 0.2301 173 0.0057 0.0085 
44 0.0000 0.0000 111 0.1960 0.2443 173 0.0057 0.0085 
44 0.0000 0.0000 111 0.2784 0.2614 173 0.0057 0.0085 
Appendix E.31: Score of the Naive Bayesian approach, 10 features, 3 levels, word weight representation, Lloyd's 
method 
160 
1 0.0028 0.0114 54 0.0057 0:0341 114 0.0000 0.0227 185 0 .0028 0.0028 
1 0.0028 0 .0114 54 0.0085 0.0341 114 0.0114 0.0313 185 0.0028 0 .0028 
1 0.0085 0.0142 54 0.0114 0.0341 114 0 .0114 0.0313 185 0.0142 0.0682 
3 0.0142 0.0597 58 0 .0028 0.0057 118 0.0256 0.1108 187 0.0341 0.0710 
3 0 .0284 0.0682 58 0.0085 0.0114 118 0.0398 0 .1165 187 0.0398 0.0710 
3 0.0284 0.0682 58 0.0114 0.0142 118 0.0682 0.1307 187 0.0625 0.0795 
3 0 .0426 0.0739 58 0.0170 0.0199 118 0.0994 0.1506 187 0.0455 0.1705 
4 0.0170 0.1250 77 0.0000 0.0057 119 0.0170 0.0625 189 0.0767 0 .1733 
4 0.0341 0.1250 77 0.0028 0.0085 119 0.0256 0.0682 189 0 .1108 0.1847 
4 0.0540 0.1250 77 0.0057 0.0085 119 0.0483 0.0824 189 0.1477 0.1847 
4 0.0739 0.1250 77 0.0114 0.0142 119 0.0739 0.1023 189 0.0000 0.0028 
5 0.0000 0.0170 78 0 .0028 0.0085 123 0.0057 0.0227 192 0.0000 0.0028 
5 0.0028 0 .0170 78 0.0114 0.0170 123 0.0085 0 .0256 192 0.0000 0 .0028 
5 0.0114 0 .0170 78 0.0142 0.0199 123 0.0114 0.0284 192 0.0028 0.0028 
5 0.0114 0.0170 78 0.0142 0.0199 123 0.0170 0.0313 192 0.0000 0.0000 
6 0.0142 0.1023 82 0.0142 0.0284 125 0.0000 0.0000 194 0.0000 0.0000 
6 0 .0341 0.1023 82 0.0170 0.0284 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0455 0.1051 82 0.0170 0.0284 125 0 .0000 0.0000 194 0.0000 0.0000 
6 0.0568 0.1080 82 0 .0170 0.0284 125 0.0000 0.0000 194 0 .0313 0.1136 
11 0.0085 0.0625 94 0.0085 0.0597 126 0 .0000 0 .0085 202 0.0568 0.1250 
11 0.0142 0 .0625 94 0.0170 0.0625 126 0 .0000 0 .0085 202 0.1080 0.1506 
11 0.0199 0.0625 94 0.0313 0.0682 126 0.0028 0.0114 202 0 .1619 0.1818 
11 0.0284 0.0625 94 0 .0369 0.0767 126 0.0028 0.0114 202 0.0114 0.0284 
12 0.0199 0.0682 95 0.0114 0.0170 142 0.0398 0 .1307 228 0 .0199 0 .0284 
12 0.0455 0.0795 95 0.0142 0.0199 142 0.0739 0.1335 228 0 .0227 0 .0284 
12 0.0568 0.0824 95 0.0227 0.0256 142 0.1165 0.1392 228 0.0256 0.0284 
12 0.0568 0.0824 95 0.0313 0.0341 142 0.1619 0.1420 228 0.0057 0.0256 
23 0.0000 0.0000 100 0.0085 0 .0824 154 0 .0000 0 .0142 240 0.0057 0.0256 
23 0.0000 0.0000 100 0.0085 0.0824 154 0.0028 0.0170 240 0.0227 0 .0369 
23 0 .0000 0.0000 100 0.0341 0.0881 154 0.0057 0.0170 240 0.0313 0 .0455 
23 0.0000 0 .0000 100 0 .0426 0.0881 154 0.0085 0.0625 240 
24 0.0028 0.0114 108 0 .0085 0.0369 161 0.0284 0.0625 
24 0.0057 0 .0142 108 0 .0227 0.0369 161 0.0369 0.0625 
24 0.0057 0.0142 108 0.0284 0 .0369 161 0.0398 0.0625 
24 0.0057 0.0142 108 0 .0426 0 .0369 161 0 .0057 0.0142 
44 0.0000 0 .0000 111 0.0739 0.1790 173 0.0057 0.0142 
44 0.0000 0.0000 111 0.1278 0.2301 173 0 .0057 0.0142 
44 0.0000 0.0000 111 0 .1960 0.2841 173 0.0057 0.0142 
44 0 .0000 0.0000 111 0.2784 0.3466 173 0.0000 0.0000 
Appendix E.32: Score of the Naive Bayesian approach, 10 features, 3 levels, word weight representation , class-
dependence discretization 
1 0:0028 0:0028 54 0:0057 0:0085 114 0.0000 0:0000 185 0:0000 0 :0000 
1 0 .0028 0.0028 54 0.0085 0.0085 114 0.0114 0.0114 185 0 .0028 0.0028 
1 0.0085 0.0085 54 0.0085 0.0085 114 0.0114 0.0114 185 0.0028 0.0028 
3 0.0114 0 .0142 58 0.0000 0.0000 118 0.0256 0.0341 187 0 .0170 0.0114 
3 0.0313 0.0341 58 0.0085 0.0085 118 0 .0398 0.0511 187 0 .0313 0 .0256 
3 0.0313 0.0341 58 0 .0114 0.0114 118 0.0653 0.0767 187 0.0398 0.0369 
3 0.0455 0.0455 58 0.0170 0.0170 118 0.0938 0 .1051 187 0.0625 0.0540 
4 0 .0170 0.0284 77 0 .0000 0.0000 119 0.0170 0 .0114 189 0 .0455 0 .0398 
4 0.0341 0.0483 77 0.0028 0.0000 119 0.0256 0.0227 189 0.0767 0.0682 
4 0 .0540 0.0682 77 0 .0028 0.0028 119 0.0455 0 .0426 189 0 .1108 0.0966 
4 0 .0739 0 .0881 77 0 .0114 0.0114 119 0.0682 0.0625 189 0 .1477 0.1307 
5 0.0000 0 .0000 78 0 .0028 0.0028 123 0.0114 0.0170 192 0.0000 0 .0000 
5 0 .0028 0.0028 78 0 .0085 0 .0085 123 0.0142 0.0199 192 0.0000 0.0000 
5 0.0114 0.0114 78 0 .0142 0 .0142 123 0.0170 0.0227 192 0.0000 0.0000 
5 0.0114 0.0114 78 0 .0142 0.0142 123 0.0227 0.0284 192 0 .0000 0 .0000 
6 0.0114 0.0199 82 0.0142 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
6 0 .0369 0.0426 82 0.0170 0.0199 125 0.0000 0.0000 194 0 .0000 0.0000 
6 0.0483 0.0568 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0597 0 .0653 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
11 0.0085 0.0114 94 0.0057 0.0057 126 0 .0000 0.0000 202 0.0369 0 .0483 
11 0.0114 0.0142 94 0.0170 0.0170 126 0.0000 0.0000 202 0.0625 0 .0824 
11 0.0199 0.0227 94 0 .0256 0.0256 126 0.0028 0.0028 202 0.1080 0.1136 
11 0.0284 0.0313 94 0 .0369 0.0369 126 0 .0028 0.0028 202 0.1619 0 .1676 
12 0.0256 0 .0313 95 0.0114 0.0085 142 0 .0426 0.0398 228 0.0142 0 .0284 
12 0.0511 0.0455 95 0.0142 0.0114 142 0.0767 0.0710 228 0.0227 0 .0398 
12 0 .0625 0 .0540 95 0.0199 0.0199 142 0.1193 0.1136 228 0.0256 0.0426 
12 0.0625 0.0597 95 0 .0313 0.0284 142 0 .1619 0.1648 228 0 .0284 0.0426 
23 0.0000 0 .0000 100 0 .0085 0.0227 154 0.0000 0.0000 240 0 .0085 0.0085 
23 0.0000 0.0000 100 0 .0085 0 .0426 154 0.0000 0.0000 240 0.0085 0.0114 
23 0 .0000 0.0000 100 0.0341 0 .0511 154 0.0028 0.0028 240 0.0256 0.0170 
23 0.0000 0 .0000 100 0.0426 0.0540 154 0.0028 0.0028 240 0.0341 0 .0227 
24 0.0000 0 .0028 108 0 .0085 0 .0114 161 0.0142 0.0227 
24 0.0057 0.0085 108 0.0227 0.0227 161 0.0341 0.0426 
24 0.0057 0.0085 108 0.0256 0.0284 161 0.0426 0.0511 
24 0.0057 0 .0085 108 0.0426 0.0455 161 0 .0455 0.0568 
44 0.0000 0.0000 111 0.0824 0 .0938 173 0.0057 0 .0057 
44 0.0000 0.0000 111 0 .1307 0 .1307 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1960 0 .1818 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.2756 0.2500 173 0.0057 0.0057 
Appendix E.33: Score of the Bayesian independence classifier approach, 5 features, word frequency representation 
161 
1 0.0028 0:0028 54 0:0057 0:0142 114 0.0000 0.0000 185 0.0000 0.0000 
1 0.0028 0.0028 54 0.0085 0.0142 114 0 .0114 0.0114 185 0.0028 0.0028 
1 0.0085 0.0085 54 0 .0085 0.0142 114 0.0114 0.0114 185 0.0028 0.0028 
3 0.0114 0.0142 58 0.0000 0.0000 118 0.0256 0.0341 187 0 .0170 0.0227 
3 0.0313 0.0341 58 0.0085 0.0085 118 0 .0398 0.0511 187 0.0313 0 .0369 
3 0 .0313 0.0341 58 0 .0114 0.0114 118 0.0653 0.0767 187 0.0398 0.0455 
3 0.0455 0.0455 58 0.0170 0.0170 118 0.0938 0.0994 187 0.0625 0.0682 
4 0.0170 0.0284 77 0.0000 0.0000 119 0.0170 0.0114 189 0.0455 0.0568 
4 0.0341 0.0483 77 0 .0028 0.0000 119 0.0256 0.0227 189 0.0767 0 .0852 
4 0.0540 0.0682 77 0.0028 0.0028 119 0.0455 0.0426 189 0.1108 0 .1250 
4 0.0739 0.0881 77 0.0114 0.0114 119 0.0682 0.0597 189 0.1477 0 .1619 
5 0.0000 0.0000 78 0.0028 0.0028 123 0.0114 0.0170 192 0.0000 0.0000 
5 0.0028 0 .0028 78 0.0085 0.0085 123 0.0142 0.0199 192 0.0000 0.0000 
5 0.0114 0.0114 78 0 .0142 0.0142 123 0 .0170 0.0227 192 0 .0000 0.0000 
5 0.0114 0.0114 78 0 .0142 0.0142 123 0.0227 0.0284 192 0.0000 0.0000 
6 0.0114 0.0256 82 0 .0142 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0369 0.0483 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0483 0.0625 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
6 0 .0597 0.0710 82 0 .0170 0.0199 125 0.0000 0.0000 194 0.0000 0 .0000 
11 0.0085 0.0114 94 0.0057 0.0057 126 0.0000 0.0000 202 0.0369 0.0909 
11 0.0114 0.0142 94 0.0170 0.0170 126 0.0000 0.0000 202 0.0625 0.1193 
11 0.0199 0.0227 94 0.0256 0.0256 126 0.0028 0.0028 202 0.1080 0 .1563 
11 0.0284 0.0313 94 0.0369 0.0369 126 0.0028 0.0028 202 0.1619 0.2045 
12 0.0256 0.0398 95 0.0114 0.0000 142 0.0426 0.0682 228 0.0142 0.0170 
12 0 .0511 0.0511 95 0.0142 0.0114 142 0.0767 0 .0994 228 0.0227 0.0227 
12 0.0625 0 .0682 95 0.0199 0.0142 142 0.1193 0.1307 228 0 .0256 0.0284 
12 0.0625 0.0710 95 0.0313 0.0170 142 0.1619 0.1761 228 0.0284 0.0313 
23 0.0000 0 .0000 100 0.0085 0.0313 154 0.0000 0.0000 240 0 .0085 0.0142 
23 0.0000 0.0000 100 0.0085 0.0341 154 0.0000 0.0000 240 0.0085 0.0142 
23 0.0000 0.0000 100 0.0341 0.0455 154 0.0028 0.0028 240 0.0256 0.0284 
23 0.0000 0.0000 100 0.0426 0.0568 154 0.0028 0.0028 240 0.0341 0.0398 
24 0.0000 0.0000 108 0 .0085 0.0085 161 0.0142 0.0227 
24 0.0057 0 .0057 108 0 .0227 0.0199 161 0.0341 0.0426 
24 0 .0057 0.0057 108 0.0256 0.0256 161 0.0426 0.0511 
24 0.0057 0.0057 108 0.0426 0.0426 161 0.0455 0.0568 
44 0.0000 0.0000 111 0.0824 0.1165 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1307 0.1591 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1960 0.2017 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.2756 0.2841 173 0.0057 0.0057 
Appendix E.34: Score of the Bayesian independence classifier approach, 5 features, word weight representation 
1 0:0028 0:0028 54 0:0057 0.0085 114 0:0000 0:0000 185 0:0000 0:0000 
1 0.0028 0 .0028 54 0.0085 0.0114 114 0.0114 0 .0114 185 0.0028 0.0028 
1 0.0085 0.0085 54 0.0085 0.0114 114 0.0114 0.0114 185 0.0028 0.0028 
3 0.0114 0.0170 58 0.0000 0.0000 118 0.0256 0 .0313 187 0.0170 0.0227 
3 0.0313 0.0369 58 0.0085 0.0085 118 0 .0398 0 .0483 187 0.0313 0 .0369 
3 0.0313 0.0369 58 0.0114 0.0114 118 0.0653 0 .0739 187 0.0398 0.0483 
3 0.0455 0.0483 58 0.0170 0.0170 118 0.0938 0.0966 187 0.0625 0.0710 
4 0.0170 0.0227 77 0.0000 0.0000 119 0 .0170 0 .0142 189 0.0455 0.2813 
4 0.0341 0 .0426 77 0.0028 0.0000 119 0.0256 0 .0227 189 0.0767 0.3949 
4 0.0540 0.0625 77 0.0028 0.0028 119 0.0455 0.0426 189 0.1108 0.4233 
4 0 .0739 0.0824 77 0.0114 0.0114 119 0.0682 0.0710 189 0.1477 0.4403 
5 0.0000 0.0000 78 0.0028 0.0028 123 0.0114 0.0170 192 0.0000 0.0000 
5 0.0028 0.0028 78 0.0085 0.0085 123 0 .0142 0.0199 192 0 .0000 0.0000 
5 0.0114 0.0114 78 0.0142 0.0142 123 0.0170 0.0227 192 0.0000 0 .0000 
5 0.0114 0.0114 78 0.0142 0.0142 123 0.0227 0 .0284 192 0.0000 0.0000 
6 0.0114 0.0199 82 0.0142 0.0170 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0369 0.0426 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0483 0.0568 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0597 0.0653 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
11 0.0085 0.0142 94 0.0057 0.0057 126 0.0000 0.0000 202 0.0369 0.0795 
11 0.0114 0.0170 94 0.0170 0.0170 126 0.0000 0.0000 202 0.0625 0.1080 
11 0 .0199 0.0256 94 0.0256 0.0256 126 0.0028 0.0028 202 0.1080 0.1449 
11 0.0284 0.0341 94 0.0369 0.0369 126 0.0028 0.0028 202 0.1619 0.1932 
12 0.0256 0.0369 95 0.0114 0.0227 142 0.0426 0.1960 228 0.0142 0.0170 
12 0.0511 0.0483 95 0.0142 0.0483 142 0.0767 0.3722 228 0.0227 0.0227 
12 0.0625 0.0653 95 0.0199 0.0597 142 0.1193 0.5170 228 0.0256 0.0284 
12 0.0625 0.0682 95 0.0313 0.0710 142 0.1619 0.6136 228 0 .0284 0 .0313 
23 0.0000 0.0000 100 0.0085 0 .0227 154 0.0000 0.0000 240 0.0085 0.0142 
23 0.0000 0.0000 100 0.0085 0.0256 154 0.0000 0.0000 240 0.0085 0.0142 
23 0.0000 0.0000 100 0.0341 0.0483 154 0.0028 0.0028 240 0.0256 0.0284 
23 0 .0000 0.0000 100 0 .0426 0.0597 154 0.0028 0.0028 240 0.0341 0.0398 
24 0.0000 0.0057 108 0.0085 0.0455 161 0 .0142 0.0142 
24 0.0057 0.0114 108 0.0227 0.0568 161 0.0341 0.0341 
24 0 .0057 0.0114 108 0.0256 0.0625 161 0.0426 0.0426 
24 0.0057 0.0114 108 0.0426 0.0795 161 0.0455 0.0483 
44 0.0000 0.0000 111 0.0824 0.1705 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1307 0.2102 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1960 0.2500 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.2756 0.3295 173 0 .0057 0.0057 
Appendix E.35: Score of the Bayesian independence classifier approach, 10 features, word frequency representation 
162 
1 0.0028 0.0028 54 0 .0057 0 .0057 114 0.0000 0.0000 185 0.0000 0 .0000 
1 0.0028 0.0028 54 0.0085 0.0085 114 0.0114 0.0114 185 0.0028 0.0028 
1 0.0085 0.0085 54 0.0085 0.0085 114 0.0114 0.0114 185 0.0028 0.0028 
3 0.0114 0 .0170 58 0 .0000 0 .0000 118 0.0256 0.0313 187 0.0170 0.0227 
3 0.0313 0.0369 58 0 .0085 0.0085 118 0.0398 0.0483 187 0 .0313 0.0369 
3 0.0313 0.0369 58 0.0114 0.0114 118 0.0653 0.0739 187 0.0398 0.0483 
3 0.0455 0.0483 58 0.0170 0.0170 118 0.0938 0.0966 187 0 .0625 0.0710 
4 0 .0170 0.0227 77 0.0000 0.0000 119 0.0170 0.0142 189 0.0455 0.0568 
4 0.0341 0.0426 77 0 .0028 0.0000 119 0.0256 0.0256 189 0.0767 0.0852 
4 0.0540 0.0625 77 0.0028 0.0028 119 0.0455 0.0426 189 0.1108 0.1250 
4 0.0739 0.0824 77 0.0114 0.0114 119 0.0682 0.0597 189 0.1477 0.1619 
5 0.0000 0.0000 78 0.0028 0.0028 123 0.0114 0 .0170 192 0.0000 0.0000 
5 0 .0028 0.0028 78 0 .0085 0 .0085 123 0.0142 0.0199 192 0 .0000 0 .0000 
5 0.0114 0.0114 78 0.0142 0.0142 123 0.0170 0.0227 192 0.0000 0.0000 
5 0.0114 0.0114 78 0.0142 0.0142 123 0.0227 0.0284 192 0.0000 0.0000 
6 0.0114 0.0199 82 0.0142 0 .0170 125 0.0000 0.0000 194 0 .0000 0.0000 
6 0.0369 0.0426 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0483 0.0568 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0597 0.0653 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0 .0000 
11 0.0085 0.0142 94 0.0057 0.0057 126 0.0000 0.0000 202 0.0369 0 .0795 
11 0.0114 0.0170 94 0.0170 0.0170 126 0.0000 0.0000 202 0.0625 0.1080 
11 0.0199 0.0256 94 0 .0256 0.0256 126 0.0028 0.0028 202 0.1080 0.1449 
11 0.0284 0.0341 94 0.0369 0.0369 126 0.0028 0.0028 202 0.1619 0.1932 
12 0.0256 0.0369 95 0.0114 0.0085 142 0.0426 0.0597 228 0.0142 0.0170 
12 0.0511 0.0483 95 0.0142 0.0114 142 0 .0767 0.0909 228 0.0227 0.0227 
12 0.0625 0.0653 95 0.0199 0.0199 142 0.1193 0.1222 228 0.0256 0.0284 
12 0.0625 0.0682 95 0.0313 0.0284 142 0.1619 0.1676 228 0.0284 0.0313 
23 0.0000 0.0000 100 0.0085 0.0227 154 0 .0000 0.0000 240 0 .0085 0.0142 
23 0.0000 0.0000 100 0.0085 0.0256 154 0.0000 0 .0000 240 0.0085 0 .0142 
23 0.0000 0.0000 100 0.0341 0.0483 154 0.0028 0.0028 240 0.0256 0.0284 
23 0.0000 0.0000 100 0.0426 0 .0597 154 0.0028 0.0028 240 0.0341 0.0398 
24 0.0000 0.0057 108 0.0085 0.0227 161 0.0142 0.0142 
24 0.0057 0.0114 108 0 .0227 0.0341 161 0.0341 0.0341 
24 0.0057 0.0114 108 0.0256 0 .0398 161 0.0426 0 .0426 
24 0.0057 0.0114 108 0.0426 0.0540 161 0.0455 0.0483 
44 0.0000 0.0000 111 0 .0824 0.1278 173 0.0057 0.0057 
44 0.0000 0 .0000 111 0 .1307 0.1705 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1960 0.2131 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.2756 0.2926 173 0.0057 0.0057 
Appendix E.36: Score of the Bayesian independence classifier approach, 10 features, word weight representation 
1 0.0028 0:0028 54 0:0057 0:0057 114 0:0000 0:0000 185 0:0000 0:0000 
1 0.0028 0.0028 54 0.0085 0.0085 114 0.0114 0.0114 185 0.0028 0.0028 
1 0.0085 0.0085 54 0 .0085 0 .0085 114 0.0114 0.0114 185 0.0028 0.0028 
3 0 .0114 0.0142 58 0 .0000 0.0000 118 0.0256 0.0313 187 0.0170 0.0170 
3 0.0313 0.0341 58 0.0085 0 .0085 118 0.0398 0.0483 187 0.0313 0 .0313 
3 0.0313 0.0341 58 0.0114 0.0114 118 0.0653 0.0767 187 0.0398 0.0426 
3 0.0455 0.0455 58 0.0170 0.0170 118 0.0938 0 .0994 187 0.0625 0.0653 
4 0.0170 0.0227 77 0 .0000 0.0000 119 0.0170 0 .0142 189 0.0455 0.1278 
4 0.0341 0.0426 77 0.0028 0.0000 119 0.0256 0.0256 189 0.0767 0.2670 
4 0.0540 0.0625 77 0 .0028 0.0028 119 0.0455 0.0426 189 0.1108 0.3977 
4 0.0739 0.0824 77 0 .0114 0.0114 119 0.0682 0.0597 189 0.1477 0.5000 
5 0.0000 0.0000 78 0.0028 0.0028 123 0 .0114 0.0170 192 0.0000 0.0000 
5 0.0028 0.0028 78 0.0085 0.0085 123 0.0142 0.0199 192 0 .0000 0.0000 
5 0 .0114 0.0114 78 0.0142 0.0142 123 0 .0170 0 .0227 192 0.0000 0.0000 
5 0.0114 0.0114 78 0.0142 0.0142 123 0.0227 0.0284 192 0.0000 0.0000 
6 0.0114 0 .0142 82 0.0142 0.0142 125 0 .0000 0.0000 194 0 .0000 0.0000 
6 0.0369 0.0369 82 0.0170 0.0170 125 0.0000 0.0000 194 0.0000 0.0000 
6 0 .0483 0.0511 82 0.0170 0.0170 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0597 0.0597 82 0.0170 0.0170 125 0 .0000 0.0000 194 0.0000 0 .0000 
11 0.0085 0.0114 94 0.0057 0.0057 126 0.0000 0.0000 202 0.0369 0.0540 
11 0 .0114 0 .0142 94 0.0170 0.0170 126 0.0000 0.0057 202 0.0625 0.0824 
11 0.0199 0 .0227 94 0.0256 0.0256 126 0.0028 0.0170 202 0.1080 0.1222 
11 0.0284 0 .0313 94 0.0369 0.0369 126 0.0028 0 .0170 202 0.1619 0.1761 
12 0.0256 0.0398 95 0.0114 0.0114 142 0.0426 0.0426 228 0.0142 0.0170 
12 0.0511 0.0568 95 0.0142 0.0142 142 0.0767 0.0795 228 0.0227 0.0227 
12 0.0625 0 .0739 95 0.0199 0.0227 142 0.1193 0.1165 228 0 .0256 0.0284 
12 0.0625 0.0767 95 0 .0313 0.0313 142 0.1619 0.1619 228 0.0284 0.0313 
23 0.0000 0.0000 100 0.0085 0.0284 154 0 .0000 0.0000 240 0.0085 0.0199 
23 0.0000 0.0000 100 0.0085 0.0313 154 0.0000 0.0000 240 0.0085 0.0256 
23 0 .0000 0.0000 100 0.0341 0.0511 154 0.0028 0.0028 240 0.0256 0.0369 
23 0.0000 0.0000 100 0.0426 0.0625 154 0.0028 0.0028 240 0.0341 0.0540 
24 0 .0000 0 .0000 108 0.0085 0.0284 161 0.0142 0.0142 
24 0.0057 0.0057 108 0.0227 0.0398 161 0.0341 0.0341 
24 0.0057 0.0057 108 0 . 0~56 0 .0426 161 0.0426 0.0426 
24 0.0057 0.0057 108 0.0426 0.0540 161 0.0455 0.0483 
44 0.0000 0 .0000 111 0.0824 0.1222 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1307 0.1648 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1960 0.2102 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.2756 0.2869 173 0.0057 0.0057 
Appendix E.37: Score of the Bayesian independence classifier approach, 15 features, word frequency representation 
163 
1 0.0028 0 .0028 54 0.0057 0:0057 114 0.0000 0.0000 185 0.0000 0 .0000 
1 0.0028 0.0028 54 0.0085 0.0057 114 0.0114 0.0114 185 0 .0028 0.0028 
1 0.0085 0.0085 54 0.0085 0.0057 114 0.0114 0.0114 185 0.0028 0 .0028 
3 0.0114 0.0170 58 0.0000 0.0000 118 0.0256 0.0398 187 0.0170 0 .0426 
3 0.0313 0.0369 58 0.0085 0.0085 118 0.0398 0.0568 187 0 .0313 0.0568 
3 0.0313 0.0369 58 0.0114 0.0114 118 0.0653 0.0824 187 0.0398 0 .0653 
3 0.0455 0.0483 58 0.0170 0.0170 118 0.0938 0.1051 187 0.0625 0 .0881 
4 0.0170 0.0199 77 0.0000 0.0000 119 0.0170 0.0170 189 0 .0455 0.0653 
4 0.0341 0.0398 77 0.0028 0.0000 119 0.0256 0.0256 189 0 .0767 0 .0938 
4 0 .0540 0.0597 77 0.0028 0.0028 119 0.0455 0.0426 189 0.1108 0.1335 
4 0.0739 0.0795 77 0.0114 0.0114 119 0.0682 0.0568 189 0 .1477 0.1676 
5 0.0000 0.0000 78 0.0028 0.0028 123 0.0114 0.0170 192 0.0000 0.0000 
5 0.0028 0 .0028 78 0 .0085 0.0085 123 0.0142 0 .0199 192 0.0000 0.0000 
5 0.0114 0.0114 78 0 .0142 0.0142 123 0.0170 0.0227 192 0.0000 0.0000 
5 0.0114 0.0114 78 0.0142 0.0142 123 0.0227 0.0284 192 0.0000 0 .0000 
6 0.0114 0.0170 82 0 .0142 0.0170 125 0 .0000 0 .0000 194 0.0000 0.0000 
6 0.0369 0 .0398 82 0 .0170 0.0199 125 0 .0000 0.0000 194 0.0000 0.0000 
6 0.0483 0.0540 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
6 0.0597 0.0625 82 0.0170 0.0199 125 0.0000 0.0000 194 0.0000 0.0000 
11 0.0085 0.0142 94 0.0057 0.0057 126 0.0000 0.0000 202 0.0369 0.0597 
11 0.0114 0.0170 94 0.0170 0 .0170 126 0.0000 0.0000 202 0.0625 0 .0881 
11 0.0199 0.0256 94 0.0256 0 .0256 126 0.0028 0 .0028 202 0.1080 0 .1250 
11 0.0284 0.0341 94 0.0369 0.0369 126 0.0028 0.0028 202 0.1619 0.1790 
12 0.0256 0.0341 95 0.0114 0.0114 142 0.0426 0.0597 228 0.0142 0.0170 
12 0.0511 0.0455 95 0.0142 0 .0142 142 0.0767 0 .0909 228 0 .0227 0 .0227 
12 0.0625 0.0625 95 0.0199 0.0227 142 0.1193 0.1250 228 0 .0256 0.0284 
12 0 .0625 0.0653 95 0.0313 0 .0313 142 0.1619 0.1705 228 0 .0284 0.0313 
23 0.0000 0.0000 100 0.0085 0 .0114 154 0.0000 0.0000 240 0.0085 0.0142 
23 0.0000 0.0000 100 0.0085 0.0142 154 0.0000 0.0000 240 0.0085 0.0142 
23 0.0000 0.0000 100 0.0341 0.0369 154 0.0028 0.0028 240 0.0256 0.0284 
23 0.0000 0.0000 100 0.0426 0 .0483 154 0.0028 0.0028 240 0.0341 0.0369 
24 0.0000 0.0114 108 0.0085 0.0199 161 0.0142 0.0142 
24 0.0057 0.0142 108 0 .0227 0.0313 161 0.0341 0.0341 
24 0.0057 0.0142 108 0.0256 0 .0369 161 0.0426 0.0426 
24 0.0057 0.0142 108 0.0426 0.0540 161 0.0455 0.0483 
44 0.0000 0.0000 111 0.0824 0.1222 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1307 0.1619 173 0.0057 0.0057 
44 0.0000 0.0000 111 0.1960 0.2017 173 0.0057 0.0057 
44 0.0000 0.0000 111 0 .2756 0.2784 173 0.0057 0.0057 
Appendix E.38: Score of the Bayesian independence classifier approach, 15 features, word frequency representation 
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