We review methods for using time-periodic fields (e.g., laser or microwave fields) to induce nonequilibrium topological phenomena in quantum many-body systems. We discuss how such fields can be used to change the topological properties of the single particle spectrum, and key experimental demonstrations in solid state, cold atomic, and photonic systems. The single particle Floquet band structure provides a stage on which the system's dynamics play out; the crucial question is then how to obtain robust topological behaviour in the many-particle setting. In the regime of mesoscopic transport, we discuss manifestations of topological edge states induced in the Floquet spectrum. Outside the context of mesoscopic transport, the main challenge of inducing stable topological phases in many-body Floquet systems is their tendency to absorb energy from the drive and thereby to heat up. We discuss three routes to overcoming this challenge: long-lived transient dynamics and prethermalization, disorder-induced many-body localization, and engineered couplings to external baths. We discuss the types of phenomena that can be explored in each of these regimes, and their experimental realizations. arXiv:1909.02008v1 [cond-mat.mes-hall] 4 Sep 2019 a) b) k x " driving ! < l a t e x i t s h a 1 _ b a s e 6 4 = " 9 X 9 o C S R s v r 7 Z L 1 T A i R 6 3 3 q q A 7 R c = " > A A A C D n i c b V D L S s N A F J 3 U V 4 2 v q k s 3 w S K I Y E m 6 s c u C G 5 c V 7 A N M K T e T m 3 T o Z B J n J k
I. INTRODUCTION
Recently developed experimental tools for probing and controlling quantum systems provide access to quantum many-body dynamics on time and length scales, and with levels of precision, that were nearly unimaginable just a few decades ago. In addition to enabling deep new insights into the properties of quantum materials, these tools allow us to explore fundamentally new regimes of quantum many-body dynamics. On a practical level, laser and microwave driving fields also open the possibility of dynamically controlling and modifying quantum material properties "on demand" [1] .
As briefly outlined below, Floquet theory [2] provides a powerful framework for analyzing periodicallydriven quantum systems; for this reason, the names "periodically-driven systems" and "Floquet systems" are used interchangeably. Of particular interest for this review, periodic driving provides means to manipulate the dispersion and geometry of (Floquet)-Bloch bands in atomic or electronic systems with periodic lattice potentials [3] . Inspired by the recent discovery of topological insulators (TIs) [4] , a series of early works developed the notion of a "Floquet topological insulator" (FTI): by appropriately choosing the drive frequency, amplitude, and symmetry, periodic driving can be used to change the topological features of a system's Bloch bands [5] [6] [7] .
Crucially, while a periodic drive may be used to induce a topologically nontrivial Floquet band structure for electrons or cold atoms, this is not enough to ensure that the system displays physical properties that one might expect or hope to produce by analogy to equilibrium TIs. The Floquet bands provide the stage upon which the system's dynamics play out; the physical properties of the system are determined by the many-body state that is obtained, and the extent to which it can be described by an insulator-like filling in the Floquet basis. Finding the conditions when a periodically driven system can host a stable stationary (or nearly stationary) state with nontrivial topological characteristics is therefore one of the central challenges in the field. Importantly, in the absence of coupling to an external environment, it is widely believed that a generic, closed, periodically driven quantum system containing many interacting particles will absorb energy from the driving field and increase its local entropy density, tending toward a featureless state at long times in which all local correlations are fully random (as in an "infinite temperature" state) [8, 9] . In such a state, no topological phenomena can persist. Therefore, in order to stabilize nontrivial topological phenomena in Floquet systems, it is necessary to develop strategies to avoid such heating [10] .
A variety of approaches for stabilizing FTIs and other Floquet phases are being investigated, leveraging regimes of high or low frequency driving, disorder-induced localization, and/or bath engineering. In Sec. IV below we outline the main principles underlying these approaches, and some of the key results obtained so far.
Over the past decade, work on Floquet systems has developed in a number of interesting directions, including Floquet engineering of magnetic and other strongly-correlated phases [11] [12] [13] [14] [15] , as well as the formulation of topological classifications [6, [16] [17] [18] [19] [20] [21] [22] [23] and notions of symmetry-breaking [24] [25] [26] [27] [28] [29] [30] and symmetryprotected topological phases in non-equilibrium quantum many-body systems [30] [31] [32] [33] [34] . These developments motivated investigations of fundamental questions in nonequilibrium quantum dynamics including the manifestations of ergodicity and localization, and the dynamics of (pre)thermalization in the unitary evolution of quantum many-body systems, which naturally arise and can addressed in many-body Floquet systems [35] . Many of these directions have been explored experimentally in cold atoms [36, 37] , photonics [38] , and solid state sys-tems [39, 40] . In this review, our primary focus is on FTIs and their realization solid state and cold atomic systems, and we direct readers interested in other directions to the cited works and reviews.
Within the realm of FTIs proper, our goal in this review is to provide a pedagogical introduction to key concepts underlying the formation and topological characterization of Floquet-Bloch bands, and their physical manifestations. In illustrating these principles we further aim to give a broad overview of key results in the field. Many topics have been approached in different ways by different groups; we will not be able to cover all alternative points of view on each topic, but will provide relevant references to original sources and other reviews. The accompanying Supplementary Material [41] contains additional key technical details that we expect will be of interest for those who wish to begin working in this field.
II. FLOQUET BAND STRUCTURE ENGINEERING
We now briefly review how time-periodic driving can be used to modify the band structure of a quantum particle moving in a spatially periodic lattice potential. We leave the question of how such bands are populated, and a detailed discussion of observables, for later sections.
Time evolution in the driven system is governed by a time-periodic Hamiltonian H(t) = H(t + T ), where T is the driving period. We define ω = 2π/T as the driving frequency, but note that many harmonics may be involved. According to Floquet's theorem [2] , the Schrödinger equation ih d dt |ψ(t) = H(t)|ψ(t) admits a complete set of orthogonal solutions of the form |ψ(t) = e −iεt/h |Φ(t) , with |Φ(t) = |Φ(t + T ) . Here, the "quasienergy" ε plays a role analogous to the energy of a Hamiltonian eigenstate in a non-driven system. The quasienergy spectrum is determined by the one-period evolution operator U (T ) = T e −(i/h) T 0 dt H(t ) , where T denotes time-ordering: U (T )|ψ(0) = e −iεT /h |ψ(0) . For a particle moving in a crystalline lattice potential, the Floquet (quasienergy) spectrum is organized into bands, analogous to those of a non-driven system (for a pedagogical introduction see, e.g., Ref. [42] ).
In direct analogy with the emergence of a crystal momentum Brillouin zone for a particle in a periodic potential, all independent solutions of the Schrödinger equation may be indexed by quasienergy values that fall within a single "Floquet-Brillouin zone," ε 0 ≤ ε < ε 0 + hω. (To see this, note that e −i(ε+nhω)T /h = e −iεT /h for any integer n.) Below we take ε 0 = 0 or ε 0 = −hω/2, depending on the context. As we demonstrate throughout this review, the unique topological phenomena that occur in Floquet systems, without analogues in equilibrium, owe their existence to the periodicity of quasienergy.
For many cases, it is useful to relate the Floquet operator U (T ) to the evolution of a system with a static, effective Hamiltonian, H eff : U (T ) ≡ e −iH eff T /h . The stro-boscopic evolution described by U (T ) is identical to that described by evolution with H eff for time T . In this section we will examine a few simple cases where the effects of the driving field can be considered perturbatively, allowing us to heuristically infer the properties of H eff . As we will see, even a weak drive can be used to construct an effective Hamiltonian with topological properties that differ from those of the system in the absence of driving.
To illustrate the principles of Floquet band engineering we consider a two-dimensional (2D) Dirac mode subjected to a uniform, circularly polarized driving field. This model, which captures dynamics for crystal momenta in the vicinity of a gapped or gapless Dirac point, provides a building block for describing Floquet engineering in a variety of settings such as graphene and transition metal dichalcogenides (TMDs), as well as surface states of three-dimensional topological insulators. For any given system, the net topological effects of the drive are determined by its action throughout the entire Brillouin zone (which may include several such Dirac points).
For each value of the momentum k = (k x , k y ), the evolution is described by the (Bloch) Hamiltonian
where v is the velocity of the Dirac electrons, σ = (σ x , σ y ) is a vector of Pauli matrices describing either spin or orbital pseudospin indices, and ∆ is the "mass gap" at k = 0. For simplicity we specialize to a lefthand circularly polarized (LHP) driving field described by the vector potential A(t) = A 0 (cos ωt, sin ωt), with driving amplitude A 0 . In the absence of driving, H 2D gives rise to a pseudo-relativistic dispersion relation, E(k) = (hvk) 2 + (∆/2) 2 , where k = |k|. To endow the model with a finite bandwidth, W , we impose a simple cutoff on k such that E(k) < W/2. In practice, the form of the Hamiltonian and its eigenstates at large values of k, which are important for topological properties, must be found by stitching together multiple Dirac valleys or through a proper termination that respects the periodicity of the Brillouin zone.
For a system with two bands, as described in Eq. (1), band topology can be visualized geometrically in terms of a unit vectorn(k) that relates the (static or Floquet) band eigenstates |ψ(k) to points on the Bloch sphere:n α (k) = ψ(k)|σ α |ψ(k) . In terms ofn(k), the integer-valued Chern number C that characterizes the topology of a given band simply corresponds to the net number of times thatn(k) covers the Bloch sphere as k scans over the entire Brillouin zone (BZ), C = 1 4π BZ d 2 kn · (∂ kxn × ∂ kyn ). The goal of topological Floquet band engineering is to dynamically manipulate the configurations ofn(k) in momentum space, and in particular to induce transitions where, e.g.,n(k) exhibits a trivial configuration for the nondriven system (corresponding to C = 0), but is nontrivial for the system's Floquet bands in the presence of the drive (C = 0).
We now introduce two key paradigms for inducing The induced gap is proportional to the intensity of the driving field, and the induced Berry curvature is concentrated near the band extrema. For graphene, the K and K valleys exhibit Berry curvatures with identical signs (determined by the handedness of the drive), leading to Chern numbers of ±1 of the Floquet bands in the absence of resonances. (b) A spin-orbit coupled direct-bandgap semiconductor subjected to circularly polarized light. In a rotating frame, the drive opens a gap along the contour of resonant transitions between the valence and conduction bands. The bands obtained in the rotating wave approximation exhibit a band inversion. For a two band system, the contribution of the Berry curvature arising from this band inversion to the Chern numbers of the Floquet bands is equal to the winding of the pseudospinn(k) as k traverses the resonance contour (see text for definitions). When the pseudospin winding of the original bands and the polarization of the driving field have the same chirality,n(k) acquires a winding of ±2. When the chiralities are opposite, the winding (and hence Chern number) vanishes.
topological transitions through i) off-resonant and ii) resonant driving fields. For gapless systems such as graphene, an off-resonant drive can be used to induce nontrivial topology in the system's band structure [5, 43] . Near zero energy, graphene's band structure is characterized by two Dirac valleys centered at the K and K points at opposite corners of the Brillouin zone. In valley K the band structure is described by H 2D in Eq. (1) with ∆ = 0; the Hamiltonian near K is similar, with σ y → −σ y . When the drive frequency is large compared to the single-particle bandwidth,hω W , the drive cannot resonantly couple states in the valence and conduction bands for any value of k in the Brillouin zone (see Fig. 1a ). Here the essential effect of the drive is to lift the degeneracy at the Dirac points where the valence and conduction bands touch. At k = 0 [relative to the Dirac points in the K (+) and K (−) valleys], the Hamiltonian takes the simple form of a pure rotating field: H ± 2D (k = 0, t) = A 0 cos(ωt) σ x ± A 0 sin(ωt) σ y . Although the time-average of H ± 2D (k = 0, t) vanishes, the lack of commutativity of the Hamiltonian with itself at different times leads to the emergence of a term proportional to σ z in the corresponding effective Hamiltonian [43] . As discussed below Eq. (1) and depicted in Fig. 1a , such a term open gaps at the Dirac points. In the Supplementary Material (SM), we provide a simple, explicit calculation that gives further insight into this mechanism of gap opening through an off-resonant drive.
Importantly, the signs of the σ z terms induced by the circularly polarized field are opposite in the two valleys. Due to these opposite signs, the induced Berry curvatures add together to yield Floquet bands with nonvanishing Chern numbers C = ±1 [5, 43] . The approximate magnitude of the induced gap can be inferred from second-order perturbation theory: through virtual absorption and emission of a photon from the driving field, a splitting of magnitude ∆ F = 2 v 2 e 2 A 2 0 hω is induced [43] . For a band insulator or semiconductor for which the bands are separated by an energy gap ∆ in the absence of a drive, changing band topology requires inducing a band inversion. As proposed in Ref. [7] , such a band inversion can be created in the Floquet spectrum by using a resonant drive with frequency larger than the band gap, ∆, and smaller than the bandwidth, W : ∆ <hω < W . For the 2D Dirac model of Eq. (1), in this regime the drive resonantly couples states on the k-space ring 2E(k) =hω.
The effect of the resonant drive is most easily visualized by moving to a rotating frame: |ψ R (t) = R(t)|ψ(t) , with R(t) = e −iωtP− , where P − is a projector onto the (unperturbed) negative energy band of H 2D in Eq. (1) with A = 0. As illustrated in Fig. 1b , in the rotating frame the lower band is shifted up in energy byhω. The driving field (which obtains a dc component in the rotating frame) induces a Rabi-like splitting between the two bands, opening a Floquet gap proportional to A 0 all the way around the resonant ring. Within the rotating wave approximation, remaining oscillating terms in the rotating frame are discarded; these residual terms are responsible for multi-photon resonances, which we will discuss in more detail below.
Importantly, as is evident in Fig. 1b , the characters (valence-band-like or conduction-band-like) of the states near k = 0 in the newly reconfigured upper and lower bands are swapped compared to those of the non-driven system.
However, to determine whether or not a topological band inversion has occurred, it is necessary to check the behavior ofn(k) over the entire Brillouin zone. In order for a topological transition to occur, the Floquet band gap must close somewhere in the Brillouin zone as frequency is swept from valueshω < ∆, where no resonances are encountered, tohω > ∆, where the bands may become inverted. A gap closing occurs for the Dirac model (1) if the matrix element coupling the two bands in the rotating frame vanishes at k = 0. For a gapped graphene or TMD-like system with two valleys as described above, with ∆ > 0 and a LHP drive, a nonvanishing coupling persists at k = 0 in valley K, such that the two bands always repel and the gap never closes. In valley K , however, the coupling vanishes at k = 0, thus allowing a gap closing and true band inversion to occur [44] . By explicit calculation one can check that in this case the phase of the coupling winds twice (i.e., through 4π) as k goes around the resonance circle; as a result, the Chern numbers of the Floquet bands differ by ±2 from those of the non-driven system [7] . Similar considerations apply for ∆ < 0 or for a right-hand polarized drive.
Extensions and applications.-Many aspects of Floquet engineering of topological bands have been studied both theoretically and experimentally. Graphene irradiated with mid-infrared circularly polarized light was shown to exhibit both of the mechanisms described above [45, 46] . At lower frequencies, multi-photon resonances between the valence and conduction bands affect both the magnitudes of and the numbers of edge states traversing the Floquet gaps at ε = 0 and ε =hω/2 [47, 48] ; note that, unlike in equilibrium, the Chern numbers of the bulk Floquet bands do not fully determine the net chiralities of edge modes in each gap (see Sec. III). Strong drive amplitudes may lead to new topological transitions, which are not captured by the perturbative arguments above [49, 50] . Further works have described new driving mechanisms, such as via Kekulé terms in honeycomb lattices [51] , as well as topological Floquet engineering in one [52] [53] [54] and three dimensions [55] [56] [57] [58] [59] . In cold atoms, topological gap opening in honeycomb lattices has been realized experimentally using circular "shaking" of the lattice [36, 37] . A variety of other approaches for inducing topological states in cold atoms, e.g., via imprinting artificial gauge fields, have been explored (for an overview, see Refs. [60] [61] [62] ).
III. TOPOLOGY OF FLOQUET BANDS
In simple cases, such as in the limit of high-frequency driving, the effective Hamiltonian approach described above fully captures the topological features of Floquet-Bloch bands. For example, the effective Hamiltonian may allow one to correctly infer the appearance of topological edge states at sample boundaries by computing the standard non-driven system invariants for the Floquet bands [63, 64] . However, there are many important and generic cases where this approach fails; from a conceptual point of view, these interesting cases reveal the possibilities for realizing qualitatively new types of topological phenomena in periodically-driven systems.
The main reason why an effective Hamiltonian may fail to capture the topological features of a Floquet-Bloch system is that the spectrum of a Hamiltonian is defined on the whole real line, while a Floquet spectrum is defined on a compact Floquet-Brillouin zone. Due to the periodicity of quasienergy, i) there is no "top" and . Avoided crossings between counterpropagating chiral Floquet modes vanish exponentially in the adiabatic limit, thus allowing non-trivial pumping to be manifested. c) Floquet zone-edge topological transition in a 2D system which in the absence of driving hosts bands with Chern numbers C = ±1. For a driving frequency larger than the bandwidth, W , the drive has only a small quantitative effect on the band structure (left). As the driving frequency is lowered, the top and bottom of the spectrum meet at the Floquet zone edge whenhω = W (middle). When the driving frequency is reduced further, a gap may open at the Floquet zone boundary, resulting in trivial Floquet bands with C = 0 (right). Despite the fact that the Chern numbers of all bands vanish, topologically-protected "anomalous" chiral edge states propagate along system boundaries.
"bottom" of the spectrum, and ii) a continuous band of quasienergies may wind around the Floquet-Brillouin zone an integer number of times as any crystal momentum component traverses the Brillouin zone (see Fig. 2a ).
The physical significance of quasienergy winding is transparently manifested for one-dimensional (1D) systems. In a seminal work in 1983, Thouless showed that the charge pumped through a gapped 1D system subjected to a cyclic, adiabatic modulation of parameters is quantized in units of the fundamental charge, per driving cycle [65] . The quantization is of a topological nature and is insensitive to the details of the driving cycle, provided that the gap remains open (and thereby that adiabaticity is preserved) throughout the cycle.
In the language of Floquet bands, Thouless' quantized adiabatic charge pump precisely corresponds to the case where the quasienergies exhibit a nontrivial winding as the crystal momentum k runs from −π/a to π/a, where a is the lattice constant of the system, see Fig. 2b . The quantization of pumped charge follows from the fact that the average group velocity of a Floquet band,v g , is proportional to the quasienergy winding number of the band, W:v g = a 2πh dk dε dk = aW/T . Thus, for a fully-filled band, the average particle displacement over one period, ∆x =v g T , is equal to the integer W times the lattice constant, a: in each cycle, W units of charge are pumped through the system [6] .
The notion of quasienergy winding suggests a natural form for a topological invariant of the Floquet opera-
is the time-periodic Bloch Hamiltonian of the 1D system [6] :
. This invariant is a special case of the "GNVW" index, defined for a generic local unitary time step operator in a 1D system (see Ref. [66] for details). Physically, ν 1 counts the net winding number of all of the Floquet bands of U 1D (k, T ); according to the arguments above, it thus captures the net flow of particles generated by the evolution in a fully-filled system. Interestingly, the three dimensional generalization of this winding number [6] is linked to magneto-electric pumping [67, 68] .
Importantly, while there are local unitary operators for which ν 1 (or the GNVW index) can take nonzero values, these indices must vanish for any unitary evolution arising from time evolution under a finite, local Hamiltonian (in strictly one dimension), see SM [41] . For the Thouless pump, this implies that the spectrum must host bands with winding numbers of opposite sign (e.g., see Fig. 2b ), which necessarily cross. Generically, these crossings are avoided due to hybridization, yielding bands with trivial winding (W = 0). However, these hybridization gaps close exponentially in 1/ω as ω → 0, allowing chiral bands (with W = 0) to emerge in the adiabatic limit.
In addition to opening the possibility for quasienergy winding of individual Floquet bands, the periodicity of quasienergy also provides new channels through which topological transitions can occur. In a non-driven system, a topological transition occurs through the closing and reopening of the band gap as a parameter (such as quantum well width in the model of Bernevig, Hughes, and Zhang [69] ) is tuned through a critical value. In Floquet systems there is an additional gap at the Floquet-Brillouin zone edge (ε = ±hω/2), which allows the closing and reopening of a degeneracy between the bottom of the lowest Floquet band and the top of the highest band, for a given choice of Floquet zone.
In Fig. 2c we illustrate a topological transition that occurs through the Floquet zone edge. In the absence of driving, the system hosts topologically non-trivial bands with Chern numbers ±1. With driving, the Chern numbers of both of the resulting Floquet bands become trivial, C = 0. Crucially, despite finding trivial topological indices for the Floquet bands of U (T ), the system remains topologically nontrivial. To see this, consider the fate of topological edge states that existed in the gap of the system before the driving was introduced. Throughout the sequence of driving frequencies consid-ered in Fig. 2c , the original gap (between the bottom of the conduction band and the top of the valence band) never closed; therefore, the transition to the configuration with C = 0 cannot cause the original edge states to disappear. From general arguments about spectral flow, the net chiralities of edge states above and below a given band must be equal to the Chern number of the band [70, 71] . Thus we conclude that the system must host chiral edge states in both of its gaps, near ε = 0 and ε = ±hω/2, despite having trivial Chern indices. In such cases, the nontrivial topology of the Floquet system is encoded not in the Floquet spectrum itself, but rather in the micromotion that occurs within the driving period [16] [17] [18] [19] 72] . Topological edge states that appear in systems with trivial Floquet operators are referred to as "anomalous edge states."
As the example above shows, the Chern numbers of Floquet bands do not provide sufficient topological information to predict the absolute numbers of chiral edge states that appear within each gap. This is true both for "anomalous" phases with vanishing Chern numbers, described above, as well for systems with non-vanishing Chern numbers (in particular, this subtlety generically arises when single or multi-photon resonances are involved, see Sec. II).
Analogous to the 2D case described above, topological transitions due to gap closings at the Floquet zone boundary in 1D systems can lead to new types of topological bound states at sample edges, with protected quasienergy values of 0 and/orhω/2 [52, [73] [74] [75] [76] . When both of such "0" and "π" modes are present simultaneously, the spectrum exhibits a protected quasienergy splitting ofhω/2 that gives rise to robust oscillations with precisely twice the driving period (see Sec. IV C for the connection to "Floquet time crystals"). In the superconducting case, these "π-Majorana" modes may yield new routes to braiding non-Abelian particles in a strictly one-dimensional system [77] .
As in non-driven systems, the time-reversal, particlehole, and chiral symmetries that distinguish topological classes can also be implemented in Floquet systems [6, 17, 18, 21, 30, 72, 75, [78] [79] [80] [81] [82] . A natural way to ensure that the Floquet operator U (T ) exhibits particle-hole symmetry is to require that the instantaneous Hamiltonian (and hence the evolution operator U (t) for all 0 ≤ t < T ) itself possesses particle-hole symmetry [17, 52] . This condition is automatically satisfied for the Bogoliubov-de Gennes evolution describing any superconducting system. Time-reversal and chiral symmetries can be implemented by enforcing "time non-local" symmetries on the evolution [17, 72, 78, 79] :
where t * denotes a special point in the driving cycle, and chiral (time-reversal) symmetry is ensured by taking S is to be a unitary (anti-unitary) operator. With the Altland-Zirnbauer symmetry classes implemented in this way for the driven case, the same classes allow for topologically nontrivial bands with and without driving [17, 18] . Importantly, however, driven systems support a more rich set of possibilities within each nontrivial symmetry class, due to the possibility of different micromotion phases which may host anomalous edge states (see above) [16] [17] [18] 72] . Moreover, novel types of nonsymmorphic spacetime symmetries (combining time translations with spatial symmetry operations) may also protect topological features of Floquet-Bloch bands [83] [84] [85] .
Realizations of anomalous topological Floquet bands.-
The unique aspects of topology in Floquet systems, without analogues in equilibrium, have been investigated for optical, cold atomic, and solid state systems. In the optical domain, one-dimensional discrete time quantum walks with chiral symmetry provided the first experimental demonstration of anomalous "0" and "π" edge states [73] . Waveguide arrays with periodic modulations along the propagation axis [38] , as well as microwave resonator arrays [86] have also been used to demonstrate the emergence of anomalous topological Floquet edge modes in one-and two-dimensions [86] [87] [88] [89] . In cold atoms, one-dimensional Thouless pumps realizing nontrivial quasienergy winding were recently realized, in fermionic [90] and bosonic [91] systems. Realizations of 2D anomalous phases ( Fig. 2c ) via periodic modulation of an optical honeycomb lattice were proposed in [92] . Solid state realizations of "0" and "π" Majorana modes have also been proposed for superconducting nanowires [52] and Josephson junctions [93] .
IV. MANY-BODY DYNAMICS AND OBSERVABLES IN FLOQUET SYSTEMS
The discussion in Sections II-III focused on single particle Floquet-Bloch bands in the presence of a drive. Whether the Floquet bands provide a useful starting point for describing the dynamics of the system depends on the extent to which the physical properties of the system are simply described within this basis. The remainder of this review is devoted to characterizing the physical properties and observables of periodically driven manybody systems, and the conditions under which driving allows novel topological phenomena to be observed via transport or spectral measurements.
A. Mesoscopic transport in Floquet systems
In this subsection we discuss mesoscopic transport through Floquet systems. We consider a setup where a driven electronic system is connected to two or more leads, where the driving acts only on the system and does not directly affect the leads. The electrons within each lead λ are assumed to be described by a Fermi-Dirac distribution with chemical potential µ λ and temperature T . We focus on the regime where the transit time for an electron through the system is short compared with the timescales associated with electron-electron scattering (effectively assumed to be absent) and inelastic scattering due to coupling to phonons or other environmental degrees of freedom. Under these conditions, the electronic state within the system is fully controlled by the distributions in the reservoirs, and the system's twoor multi-terminal conductance is given by a "Floquet-Landauer" formula (see below). For a general review of driven transport in this regime, see Ref. 78 . In Sec. IV D, we will discuss the local conductivity of FTIs (obtained from the Kubo formula); in that approach, the steady state occupation of the Floquet states must be determined explicitly by considering the coupling of the driven system to its environment.
The Floquet-Landauer approach has been used to study transport through a variety of topological driven systems [43, 45, 47, [94] [95] [96] [97] [98] . For a nondriven system, the Landauer formula relates current to the Fermi distributions of the leads and to the energy-dependent transmission probability (for the case of two-terminal transport), T (E), where E is the energy of the incoming (and outgoing) states. Importantly, in a driven system, electrons may coherently absorb or emit energy in multiples of the driving field quantumhω as they pass through the system. In a Floquet system, the transmission probabilities T LR (E) between the left (L) and right (R) leads thus depend on the incident energy E and an additional integer-valued index, k, which counts the net number of photons absorbed during the electron's transit through the system. (The difference between energies of the incoming and outgoing states is equal to khω.) In terms of the Floquet transmission probabilities, the two terminal current is given by:
where f L (E) and f R (E) are the Fermi-Dirac distributions in the left and right leads, respectively.
As described in Ref. 78 , the transmission probabilities T LR (E) can be expressed in terms of the Floquet Green's function of the open, driven system (including the effects of its coupling to the leads). Through this connection, transport through the driven system can be related to its quasienergy spectrum; in particular, this formalism (and its generalization for multi-terminal transport) provides the basis for describing the transport signatures of Floquet gap opening and the appearance of topological Floquet edge modes [43, 45, 47, [94] [95] [96] [97] [98] .
In Ref. 47, Gu and coworkers investigated how topological gap opening in graphene [5, 43] is reflected in two-terminal transport. They considered the case of a low-frequency driving field, withhω much less than the bandwidth of the system; in this case, the graphene band structure must be "folded down" several times in order to fit within a single quasienergy Brillouin zone. Therefore, in addition to the Floquet gap opened at the original Dirac point of the non-driven system, a hierarchy of in- 3)] open channels for electrons to tunnel into (out of) the nominally empty (filled) states, as indicated by the small dotted arrows. These additional photon-assisted tunneling processes spoil the ideal filling of the Floquet edge modes and the perfect quantization of edge transport. c) Edge states in the gap around E = ±hω/2 (dark and light blue dots in panel a) are comprised of roughly equal superpositions of the valence and conduction bands of the non-driven system. When the chemical potential of the lead is centered in the gap at E =hω/2, all states in the edge mode experience significant coupling to filled states of the lead due to their large valence-band components. As a result, these chiral Floquet edge modes do not simply mediate quantized transport [95, 97] . creasingly small gaps (corresponding to even-order multiphoton resonances) and associated edge states appear near zero quasienergy [99] . Transport through the edge states appearing at zero quasienergy yields a non-zero conductance in the large system size limit. However, in contrast to equilibrium quantum Hall systems, this conductance is not quantized [47] .
This lack of quantization was further elucidated in Refs. [95, 97] . As pointed out in these works, the ability of a Floquet edge mode to transmit a current be-tween source and drain contacts depends crucially on the matching of energies between the (nondriven) states in the leads and the energies of the harmonic (sideband) components |φ m ε in the expansion |ψ ε (t) = e −iεt n e −imΩt |φ m ε (3) for the Floquet edge mode |ψ ε (t) .
The time-averaged spectral function (see Refs. 45 and 100, and Supplementary Material [41] for definition and discussion) provides a helpful way of visualizing the spectral weight of the Floquet states and how they couple to states at specific energies in the non-driven leads. We illustrate the time-averaged spectral function for graphene under circularly polarized light in Fig. 3 . As shown, the Floquet edge states in the gap opened at the Dirac points are built primarily from states near zero energy and can efficiently couple to states in the lead near E = 0. However, some of the spectral weight of these Floquet edge states is shifted to sidebands near energies nhω, for integer n = 0 (see Fig. 3b ). The weights of these sidebands are controlled by the ratio of the drive amplitude to the photon energy.
Importantly, sidebands corresponding to n = 0 primarily couple to states of the leads whose energies are far from the chemical potential (set near E = 0 to probe transport through the drive-induced topological edge states). As a result, the differential conductance resulting from transport through the edge states deviates from the quantized value of 2e 2 /h per mode [47] . Similar considerations apply to edge states in the driving-induced gap appearing at the Floquet zone edge, ε = ±hω/2, and to "higher-order" edge states that form in mini-gaps in the quasienergy spectrum due to multiphoton resonances; such states carry significant spectral weight at energies far from the chemical potentials of the leads and therefore give nonuniversal contributions to the differential conductance. Thus in general there is no simple relation between differential conductance at a given value of lead chemical potential and the number of chiral edge states in a corresponding quasienergy gap [95, 97] .
In some cases, new paradigms for quantized transport (beyond simple zero-bias conductance) have been found for driven systems. For example, the appearance of Floquet-Majorana edge modes at the end of a periodically-driven one-dimensional superconductor does not give rise to a quantized differential conductance at zero bias, as in the equilibrium case [101, 102] ; rather, for a system with a Floquet-Majorana mode at quasienergy ε = 0 orhω/2 (i.e., a "Floquet π-Majorana mode"), the differential conductance σ(µ) summed over the discrete set of lead chemical potentials (or back gate potentials) µ n = ε + nhω, for all integers n, yields the quantized value 2e 2 /h [94] . Inspired by these results, the authors of Ref. 97 showed that perfect quantization of the edge state mediated conductance in a 2D FTI is also recovered through an analogous sum rule.
As discussed above, the presence of chiral Floquet edge modes around the perimeter of a 2D system does not guaranty a quantized Hall conductance at low bias. However, the "anomalous" 2D phase described in Sec. III and depicted in the rightmost panel of Fig. 2c offers a new possibility: quantized current at large source-drain bias. Specifically, in the presence of disorder, the anomalous 2D system's Floquet bands (all with Chern number zero) become fully localized, while the system's chiral edge modes persist [103] . Crucially, whereas in a nondriven system delocalized states are needed to provide a spectral termination for chiral edge modes, in a Floquet system a chiral edge state can "wind" around the quasienergy Brillouin zone and terminate on itself (analogous to the 1D winding bands shown in Figs. 2a and  b) . At large source-drain bias, one of the chiral Floquet modes of this "anomalous Floquet Anderson insulator" (AFAI) may become completely filled, while the mode propagating in the opposite direction is completely empty. In this situation, the system hosts a quantized current [98, 103] , for analogous reasons to those described for the Thouless pump in Sec. III. In contrast to the situation of a truly 1D system as shown in Fig. 2b , the counterpropagating chiral edge modes of a 2D AFAI are spatially separated and therefore exhibit exponentially small splittings in the sample width, even at finite driving frequency. This property allows the 2D AFAI, with a fully localized bulk, to carry a quantized current, even in the non-adiabatic driving regime [98, 103] . We note that signatures of light-induced chiral edge states may also appear in magnetization [104, 105] .
B. Transient dynamics and prethermalization
Early experiments on FTIs in solid state systems have focused on short-time dynamics through pump-probe measurements [39, 40, 106] . By focusing on short times, the formation of Floquet-Bloch states can be probed separately from the question of the system's fate at long times. In Ref. [39] , Wang and coworkers demonstrated topological Floquet gap opening on the surface of the three-dimensional TI Bi 2 Se 3 via time-resolved angularresolved photoemission spectroscopy (tr-ARPES). The temporal emergence of Floquet bands in such pumpprobe settings, as manifested in the tr-ARPES signal, has been theoretically studied in Refs. [50, [107] [108] [109] . Very recently, McIver and coworkers observed the photo-induced Hall effect in graphene subjected to circularly polarized light [5, 43] using a newly-developed high speed timeresolved transport setup [40] .
Although at long times closed, interacting Floquet systems generically heat towards featureless high entropydensity states, the question of when this heating sets in is of crucial importance. Under appropriate conditions, the timescale over which runaway heating occurs may become extremely long [26, [110] [111] [112] [113] [114] [115] . In such cases, on short to intermediate timescales the system may attain a (nearly) time-periodic "quasisteady state" that hosts When the drive frequency is large compared with the singleparticle bandwidth, W , and the energy scale of local interactions, U , absorption of one driving field photon of energyhω requires a high-order rearrangement of particles in the system. For weak interactions, U W , the order of the process is controlled by the ratiohω/W , which appears as a power in the corresponding transition rate. Therefore the absorption rate is exponentially suppressed in ω forhω W, U . b) Consider a system comprised of low-energy and high-energy bands, separated by a gap ∆ that is much larger than the bandwidth of the low-lying bands, W . For W,hω, U ∆, transitions across the single-particle gap ∆ can only be excited through processes involving high-order multiphoton absorption and/or rearrangements within the system. The minimal order of the excitation process is governed by the ratio ∆/max{hω, W, U }; for W, U <
∼h ω this implies that the rate for exciting the highenergy degrees of freedom is exponentially suppressed in 1/ω. topological phenomena arising from the underlying Floquet band structure.
One important regime where heating rates can be suppressed is the limit where the drive frequency is large compared with the relevant energy scales in the system. As illustrated in Fig. 4a , in this regime the driving field photon energy is much larger than the energy change in any single scattering event in the system; energy absorption from the drive requires high-order processes involving many-particle rearrangements (so-called "many-body resonances" [116] ), and is therefore heavily suppressed.
In an idealized setting where the system has a finite single-particle bandwidth (e.g., in a lattice with a finite number of orbitals per unit cell), the heating rate may become exponentially suppressed in ω [117] . However, in any real physical system the kinetic energy is not bounded from above and higher bands will inevitably be present. The idealized high frequency limit is therefore never truly realized: the photon energyhω (or its integer multiples) necessarily directly connects low-lying bands of interest with higher energy states. The lifetime of the quasisteady state is therefore also limited by interband transitions to these high energy states. At high driving frequencies the rates of these interband transitions are expected to be at least suppressed as a power law in 1/ω (see, e.g., Ref. [118] ), ensuring that a useful high frequency regime does exist (as prominently exploited, e.g., in experiments on cold atoms in optical lattices).
When the high-lying bands are separated from a set of low-lying bands by a large single-particle energy gap ∆, the rates of interband transitions (i.e., with particles excited across the gap) may be exponentially suppressed for low driving frequencies,hω/∆ 1 [119] . In this regime, many photons must be absorbed (or many particles rearranged within the low-energy sector) in order for one excitation in the high-energy subspace to be created (Fig. 4b) . The minimal order in perturbation theory at which a real transition can occur is thus determined by the ratio of the gap, ∆, to the energy change associated with a single scattering event. This latter scale is governed by the local interaction energy scale, U , the singleparticle bandwidth of the low-lying bands, W , and the driving field photon energy,hω. Thus we may expect an exponential suppression of the rate of excitations across the gap ∆ to the high-energy subspace, with a power controlled by the ratio ∆/max{W,hω, U } [114] .
During a time window in which scattering processes involving energy absorption from the drive are absent, one may find a rotating frame in which the system evolves according to a static, effective Hamiltonian [26, [110] [111] [112] [113] 120] , H * . In this rotating frame, an ergodic system may thus "pre-thermalize" to an equilibrium-like state with respect to H * . Crucially, the prethermal effective Hamiltonian is not simply the time-averaged system Hamiltonian, and may exhibit important qualitative differences from the Hamiltonian of the non-driven system (e.g., gap opening in graphene).
Ensuring a long lifetime for the quasisteady state is important for the realization of Floquet topological insulators in the presence of interactions, and is particularly crucial for realizing strongly-correlated topological phases of matter in Floquet systems. A number of proposals have been made in this direction, including the realization of a fractional Chern insulator [121] phase in strongly driven graphene-like systems [11] as well as interesting magnetic phases in optically-driven Mott insulators [122, 123] . In such settings, the rampup of the drive should furthermore be optimized to achieve prethermal states with suitably low energy density [15, 124] .
For systems with a clear separation of scales, W, U ∆, the lifetime of the prethermal state can be optimized by working in the regime W, U hω ∆ where both the high-and low-frequency conditions (with respect to W, U , and to ∆, respectively) are simultaneously satisfied. For cold atoms, such a situation may be arranged, for example, by working with a very deep optical lattice. Heating rates for cold atoms in Floquet-Bloch bands in optical lattices have recently been experimentally characterized, e.g., in Refs. [14, 36, 118, 125] .
A qualitatively different quasisteady regime occurs for hω < ∼ W, U ∆. The conditionshω, W, U ∆ ensure that interband transitions are suppressed. However, the system may still rapidly absorb energy and heat up within the low-and high-energy sectors. After an initial relaxation time, the system reaches a "restricted" infinite-temperature-like quasisteady state, with maximal local entropy density subject to the constraint of fixed particle number in each sector. Remarkably, such states may display robust, topological behavior resulting from the uniform occupation of modes in each Floquet band, which follows from entropy density maximization. Non-universal features of the system's Floquet spectrum are washed out, leaving the global, topological properties on display. For example, in a 1D system with winding quasienergy bands as in Fig. 2b , the uniform occupation distribution implies that each Floquet band carries a universal current I = ρW/T , where ρ and W are the particle density and quasienergy winding number of the band, and T is the driving period [114, 126] .
C. Floquet-MBL
In well-isolated systems such as cold atoms, the phenomenon of many-body localization (MBL) [127] [128] [129] [130] [131] [132] [133] may completely eliminate the system's tendency to absorb energy from the drive, allowing nontrivial stationary states to persist even in the long time limit. From a conceptual point of view, the possibility of stabilizing longtime steady states of closed, periodically-driven manybody systems enables the sharp delineation of intrinsic phases in Floquet systems [24] ; importantly, MBL is compatible with a variety of symmetry-breaking and topological orders [31] [32] [33] [34] [35] 130] . Interestingly, FTIs which exhibit protected edge states at both "0" and "π" quasienergy are closely connected to Floquet-MBL phases (dubbed "Floquet time crystals") that break the discrete timetranslation symmetry of the system down to an integer multiple of the driving period [24] [25] [26] [134] [135] [136] [137] [138] .
For FTIs in two dimensions and above, the necessity of compatibility with MBL strongly restricts the possibilities for finding stable intrinsic FTI phases in closed systems. In equilibrium, systems with nontrivial topological indices (such as Chern numbers) necessarily host delocalized states at certain energies. These delocalized states are fundamentally connected with the chiral or helical modes that appear at system boundaries, and cannot be destroyed by disorder (without inducing a topological transition into a trivial phase). Crucially, in Ref. 139, Nandkishore and Potter showed that the presence of delocalized states, even at high energy, generically destabilizes MBL at all energy densities. This leads to the conclusion that FTIs in 2D and 3D whose Floquet bands carry non-trivial topological indices are intrinsically unstable in the absence of a bath. However, this argument does not rule out the stability of anomalous Floquet phases [31-34, 140, 141] . These phases feature topologically-protected edge modes coexisting with trivial Floquet bands, and therefore need not host delocalized bulk states, see Sec. IV A and Ref. 103 . In Ref. [142] , the nontrivial intra-period micromotion that characterizes these phases was shown to be consistent with MBL.
D. Steady states in open Floquet systems
When a driven many-body system is open, it will tend to a steady state where energy and entropy production (heating) due to the drive are balanced by an outflow of these quantities to external baths. This scenario is particularly relevant in the solid state, where electrons are inevitably coupled to environmental degrees of freedom including electromagnetic radiation, phononic modes of the host crystal, and possibly particle reservoirs (leads).
In equilibrium, the steady state of an open system takes the universal form of a Gibbs state, fully determined by the temperature and chemical potential of the bath to which it is coupled. Under special conditions, a Floquet system may attain an analogous "Floquet-Gibbs" steady state, defined via ρ FG = e −βH eff / Tr [e −βH eff ], where 1/β is the temperature of the bath [143] [144] [145] . Generically, however, such a universal statement cannot be made. Rather, the steady states of Floquet systems are typically sensitive to details of the bath as well as the form of the system-bath coupling. While this added complexity makes non-equilibrium systems challenging to study theoretically, it also opens opportunities for controlling steady states through reservoir engineering (see below).
Physically, in order for the induced geometric or topological features of a system's Floquet bands to be reflected in its linear response to applied probe fields, the steady state ρ steady should take a simple form in terms of populations of the single particle Floquet states. Suppose for example that a weak probing electric field δE(Ω) is applied to the system with frequency Ω. For Ω ω, the Floquet-Kubo formula [5, 146] can be used to obtain the period-averaged conductivityσ αβ (Ω) appearing in Ohm's law δJ α (Ω) =σ αβ (Ω)δE β (Ω), where δJ(Ω) is the change in the current density at frequency Ω due to the probe (see SM for details [41] ):σ αβ (Ω) = 
αβ is the time averaged "diamagnetic" contribution to the conductivity, see SM [41] .
The expression for the conductivity above reduces to a particularly simple form in the special case where ρ steady obeys Wick's theorem and the corresponding singleparticle density matrix is diagonal in the Floquet basis. We will refer to steady states obeying these conditions as "diagonal." (Note that generic Floquet systems do not obey such strict conditions [147] [148] [149] .) For diagonal steady states, the expression forσ αβ takes an analogous form to that obtained for weakly-interacting electrons in equilibrium, with energies replaced by quasienergies, and the equilibrium Fermi-Dirac distribution replaced by the non-equilibrium populations of the Floquet states (see SM [41] ). In particular, when the steady state takes on a band-insulator-like form in terms of Floquet band populations, then, as in equilibrium, the Floquet-Kubo formula implies that the bulk Hall conductivityσ xy is quantized whileσ xx vanishes [5, 150] . Transport in Floquet systems can also be treated within a Floquet-Boltzmann approach [151, 152] , giving similar conclusions.
Given this complicated situation, under what conditions may we hope to stabilize TI-like behavior in a Floquet system? To be concrete, for the discussion that follows we will consider a resonantly-driven twodimensional, single-valley direct band gap semiconductor, with dispersion at low energies described by the 2D Dirac model of Eq. (1). Similar considerations may be applied to gapless (graphene-like) systems, when the drive resonantly couples states away from the Dirac points.
As discussed in Sec. II (see Fig. 1b ), one of the key aims in Floquet band engineering is to use above-bandgap radiation to drive a topological transition by inducing an effective band inversion in the Floquet spectrum. While the goal may be to induce a single band inversion near k = 0, as in the left panel of Fig. 5a , for generic drive frequencies multiple resonances 2E(k) = nhω with n > 1 [see Eq. (1)] may occur in the Brillouin zone, leading to multiple "foldings" of the Floquet bands into the quasienergy Brillouin zone. While the "lower" Floquet band may exhibit the desired structure in the vicinity of the first resonance, at larger momenta (in the vicinity of the two-photon resonance and beyond) it may actually contain states arising from high up in the original conduction band (right panel of Fig. 5a ). The Floquet-Gibbs-insulator state would then host a finite density of electrons and holes at very high energies -a situation that is both highly unstable and far from the goal of inducing a topological transition by modifying the states only in the vicinity of the direct gap.
From a physical point of view, for a reasonable drive amplitude one may expect states deep in the valence band to remain occupied in the presence of the drive (with only weak modifications due to off-resonant hybridization with the conduction band). In contrast to the Floquet-Gibbs-insulator state, a much more natural type of "generalized Floquet insulator" state is therefore as shown schematically by the filled circles in Fig. 5a : for momenta out to the vicinity of the second (two-photon) resonance the populations correspond to a filled Floquet band, while at larger momenta the electronic populations essentially follow perturbatively modified valence-bandlike states (rather than the "folded" Floquet bands).
Importantly, in the generalized Floquet insulator state, the single-particle density matrix (at each momentum k) is diagonal in the Floquet basis, and features populations only in the "lower" Floquet band, for momenta within and in the vicinity of the single-photon resonance ring 2E(k) =hω. In particular, the form of the singleparticle density matrix is maintained at the resonance ring itself, where the original valence and conduction band are strongly hybridized. This property is essential for observing topological phenomena in FTIs, as the drive-induced Berry curvature is strongly localized within the resonance ring. Achieving this condition requires a driving amplitude large enough that the induced Floquet gap exceeds the scattering rates in the steady state (i.e., In the absence of the filter, the population of a Floquet state with quasienergy ε is influenced by the populations of electrons in the reservoir at several energies ε + nhω, through the sideband components {|φ n ± }, which can be both below and above the Fermi level in the lead. With an appropriate filter of bandwidth less thanhω, only one sideband component effectively participates and the population of a Floquet state is determined by electronic states in the lead at a single energy. As drawn, the Floquet states |ψ− and |ψ+ , with sideband components {|φ n ± }, will be filled and empty, respectively.
the separation between Floquet bands should exceed the quasiparticle lifetime broadening in the steady state). We note that, due to the drive-induced band inversion, the generalized Floquet insulator state hosts a population inversion with respect to the original bands for momenta within the resonance ring. Significant population inversions (referred to in the literature as electron-hole plasmas) can be maintained even for a weak drive for which the Floquet gap cannot be resolved [154] [155] [156] , and are in fact exploited in semiconductor lasers [157] [158] [159] .
To see how such an insulator-like filling can be approximately maintained in the vicinity of a drive-induced band inversion, we now describe the population kinetics of electrons in an FTI connected to (zero temperature) heat baths consisting of acoustic phonons and the electromagnetic environment [153, 160, 161] , see Fig. 5b . As we expect higher-order resonances to play only a minor role for relatively weak driving, for simplicity we focus here on a parameter regime like that depicted in the left panel of Fig. 5a and as studied for example in Ref. [161] , where only a single resonance is supported in the system [162] . In this situation, the generalized Floquet insulator state and the Floquet-Gibbs-insulator state coincide. The details of the distribution near higher-order resonances and the corresponding implications for the system's response remain important directions for investigation.
As emphasized in the sections above, a crucial aspect of Floquet systems is that quasienergy is only defined modulo multiples of the driving field photon energȳ hω. Beyond the usual kinematic constraints on scattering processes of non-driven systems, the periodicity of quasienergy allows for scattering processes in which the total initial quasienergy of the particles and bath modes differs from the total quasienergy of the outgoing particles and modes by integer multiples ofhω. We refer to these as Floquet-Umklapp scattering processes. In particular, these "quantum Floquet heating" processes spontaneously scatter electrons from the lower to the upper Floquet band at zero bath temperature, a process which would be impossible in the bands of a nondriven system in thermal equilibrium [163] . The impact of these processes on the steady state of the system is therefore significant, leading to important deviations from the "ideal" Floquet insulator distribution described above.
Note that by shifting the choice of Floquet-Brillouin zone (i.e., the value of ε 0 defined in Sec. II), the ordering of bands can be interchanged; the definition of what is called a Floquet-Umklapp process thus also depends on the choice of Floquet-Brillouin zone. This is only a matter of terminology: as long as all physical scattering processes are considered, the physical results do not depend on the choice of Floquet-Brillouin zone.
As first shown by Galitskii, Goreslavskii, and Elesin [164] , in the (hypothetical) absence of Floquet-Umklapp processes, all allowed scattering processes are akin to those of an equilibrium system and the steady state must therefore be of Floquet-Gibbs form. Importantly, while some Floquet-Umklapp processes involve photon-assisted scattering that may be suppressed for weak driving, others are simply spontaneous processes that appear inverted due to the folding of energies into the quasienergy Brillouin zone and cannot be neglected. For example, an electron near k = 0 in the original conduction band can recombine with a nearby hole in the original valence band via the spontaneous emission of a photon. Due to the Floquet band inversion, this process corresponds to the scattering of an electron from the lower Floquet band to the upper one, see Fig. 5b . Such Floquet-Umklapp processes add excited electrons in the upper Floquet band and holes in the lower one. Once such excitations are created, they quickly relax to the local extrema of the Floquet bands by emitting acoustic phonons. Although acoustic phonons typically do not scatter electrons between the conduction and valence bands, the strong drive-induced hybridization of the bands near the resonances allows electrons to traverse the Floquet gap to recombine with holes in the lower Floquet band via further acoustic phonon emission, see Fig. 5b .
When the total rate of Floquet-Umklapp "heating" processes is much smaller than the rate of the phononassisted "cooling" that reduces the number of excitations in the Floquet bands, the steady state resembles the (generalized) Floquet insulator state, with small additional pockets of electron and hole excitations in the upper and lower Floquet bands, respectively. Deviations from Floquet insulator state lead to deviations of the period-averaged dc Hall conductivityσ xy (Ω = 0) from a quantized value in units of e 2 /h [150, 152, 165] .
By properly engineering the environment of an FTI, deviations from the desired steady state can be minimized. As shown in Fig. 5c , Floquet-Umklapp scattering involving photon or phonon emission can be suppressed by suppressing the density of states of these bosonic modes at appropriate energies [153, 161] . For example, a cavity can be used to suppress the density of state of the electromagnetic environment at the frequencies corresponding to electron-hole recombination near k = 0.
The need for reservoir engineering is even more pronounced when electronic reservoirs are connected to the system. For conventional metallic contacts with a wide bandwidth, electrons (holes) in the contact with energies well below (above) the Fermi level may tunnel into the upper (lower) Floquet bands via absorption of integer multiples ofhω from the drive (cf. discussion in Sec. IV A). These processes lead to a proliferation of excitations with respect to the ideal Floquet insulator [152, 153, 161 ]. An energy-selective filter placed between the contact and the FTI suppresses the tunneling density of states outside a narrow window defined by the filter. Such a filter may not only suppress unwanted tunneling events, but in fact may also deplete the number of excitations and help to establish and control a sharp "Fermi level" in the FTI's edge states [152, 161] , see Fig 5c. The general considerations outlined in this section provide a framework for identifying promising setups for realizing steady-state FTIs in solid state systems. The next important steps on the horizon are to find specific candidate materials and compatible implementations of the bath engineering schemes discussed above. Theoretically, the role of higher-order resonances and their impact on transport coefficients also remain to be elucidated.
V. OUTLOOK
As we have discussed, Floquet engineering provides a versatile set of tools for controlling topological properties of quantum matter. Experiments in solid state, optical, and cold atomic systems have demonstrated many of the basic features of topological Floquet band engineering at the single-particle level. Important ingredients for Floquet engineering of many-body systems, including Floquet MBL [133] and drive-tunable exchange interactions [14] , have been experimentally demonstrated with cold atoms. These encouraging early works highlight the promise of Floquet engineering, and point to a number of important open theoretical and experimental challenges.
One of the key hallmarks of topological behavior in equilibrium electronic systems, and an important motivation behind many studies in Floquet engineering, is the appearance of robustly quantized observables, such as transport coefficients. On a theoretical level, it is therefore important to investigate the fundamental limits on the degree of robustness that can be achieved in non-equilibrium topological matter. Identifying promising new candidate materials and setups where reservoir engineering can be achieved, as well as devising new strategies for obtaining stable topological phases in the steady-states of interacting systems are also crucial for further progress in the field. Experimentally, stabilizing topological steady states and observing robust quantization of observables in many-body system remain open challenges and prominent goals in the field.
Going beyond the realm of Floquet topological insulators, we anticipate that Floquet engineering of stable strongly correlated and topologically ordered phases of matter will play an important role in future progress in contemporary condensed matter physics and quantum information.
ACKNOWLEDGMENTS
We thank all of our collaborators on FTI-related work, with whom we have had many stimulating interactions. In particular, we acknowledge Erez Berg, Eugene Demler, Victor Galitski, Takuya Kitagawa, Michael Levin and Gil Refael, with whom we began our journey in this field. We also thank Iliya (1) in the main text [5, 6] . Rather than considering a continuously rotating circularly polarized harmonic driving field, we consider a four-step, piecewise-constant approximation to the circularly polarized drive as depicted in Fig. S1 . In each step n, the vector potential is held constant for a time T /4 with magnitude A 0 along the directionê n corresponding to point n in the figure. For each k, the corresponding Bloch Hamiltonian for step n is given by H n (k) = v[hk − eA 0ên ] · σ.
The four-step drive maintains the chirality of the continuously rotating field, while allowing for a simple exact solution in the two-band model of Eq. (1) in the main text. To obtain the effective Hamiltonian, we calculate the Floquet operator U (k, T ) = U 4 (k)U 3 (k)U 2 (k)U 1 (k), where U n (k) = e −iHn(k)T /(4h) . For each n and k, U n (k) (1) of the main text], we consider a piecewiseconstant driving protocol that mimics the effect of a circularly polarized field. Rather than continuously rotating in the xyplane, the vector potential with strength A0 is taken to point in sequence along x, y, −x, and −y. In each step, the field is applied for a duration T /4, such that the total driving period is T ≡ 2π/ω. The Floquet evolution operator U (T ) can be found exactly within this model. can be obtained simply by exponentiating Pauli matrices.
To illustrate gap opening we focus on the Dirac point and evaluate U (k = 0, T ) = e −iφσy e −iφσx e iφσy e iφσx , with φ = evA 0 T /(4h). In the high frequency (short period, T ) limit φ 1, the exponentials can be expanded to obtain
= 1 + 2iφ 2 σ z ≈ e 2iφ 2 σz .
Using U (k = 0, T ) = e −iH eff (k=0)T /h , and T = 2π/ω, we find H eff (k = 0) =∆σ z with∆ = −π(evA 0 ) 2 /(4hω).
As this explicit calculation shows, the chiral driving field induces a gap at the Dirac point [cf. Eq. (1) of the main text], with a magnitude that grows quadratically with the amplitude (linearly with the intensity) of the drive. A very similar result is obtained for the case of the continuously rotating field, with a different prefactor. The σ z term in the effective Hamiltonian arises due to the fact that H(k, t) does not commute with itself at different times. Reversing the handedness of the drive would reverse the sign of the commutator in Eq. (4), and hence also reverse the sign of the induced gap.
II. VANISHING OF THE WINDING NUMBER ν1 FOR CONTINUOUS TIME EVOLUTION
As stated in Sec. II of the main text, the winding number ν 1 that counts the net winding of all Floquet bands around the quasienergy zone must vanish for any continuous evolution generated by a local, bounded Hamiltonian. To see this, it is helpful to consider how the spectrum (band structure) of the evolution operator U 1D (k, t) = T e −(i/h) t 0 dt H1D(k,t ) builds up as a function of time, t. At t = 0, the evolution operator is the identity, U 1D (k, t = 0) = 1. At a small time δt > 0, the spectrum of U 1D (k, δt) reflects the band structure of the instantaneous Hamiltonian, H 1D (k, t = 0); crucially, the eigenvalues of U 1D (k, δt) are periodic in k and do not exhibit any nontrivial winding when k traverses the Brillouin zone. As time advances, the spectrum remains periodic in k for all times, and by continuity cannot suddenly develop a net winding. Therefore the spectrum of the Floquet operator U 1D (k, T ) cannot host a net winding of all of its bands; thus ν 1 = 0.
III. DEFINITION OF THE TIME-AVERAGED SPECTRAL FUNCTION
In Sec. IV.A of the main text (see in particular Fig. 3 ) we introduced the "time-averaged spectral function" as a helpful tool for visualizing how mesoscopic transport occurs in Floquet systems. In this section we give a formal definition of this quantity in terms of the system's retarded single-particle Floquet Green's function. For completeness we review some basic features of Green's functions in Floquet systems, and discuss key similarities and differences between driven and non-driven systems (focusing on the non-interacting case). Throughout this section we seth = 1.
of the driving field photon energy,hω. The height of each peak is governed by the spectral weight A (m) ν of the corresponding sideband component of the Floquet state.
To obtain the time-averaged spectral function, we single out the contribution from a given Floquet eigenstate ν: A ν (Ω) = m A (m) ν δ(ε ν − mω − Ω). The time-averaged spectral function captures the fact that the spectral weight of each Floquet state is spread in frequency (energy) over several discrete harmonics. In particular, as discussed in the main text the time-averaged spectral function thus provides a helpful way to see how states at specific energies in the leads couple to Floquet states with given quasienergies in the system [94] [95] [96] 98] .
IV. FLOQUET-KUBO FORMULA
In this section we discuss the linear response of a Floquet system to the application of an additional weak perturbing field, oscillating at a frequency Ω that we assume to be much smaller than the driving frequency ω. The Hamiltonian, including the perturbation, is given byĤ(t) =Ĥ 0 (t) + F (t)B(t), where F (t) is a general function of time, andB(t) is an operator that may depend on time explicitly in the Schrödinger picture, albeit in a periodic manner with the same period asĤ 0 :B(t) =B(t + T ). The derivation given in this section closely follows the derivation of the Kubo formula for equilibrium systems [172] . Throughout this section we will denote operators using hats to avoid possible ambiguity about which objects are operators and which are simply real or complex numbers.
As a starting point, we assume that in the absence of the perturbing field the system has reached a time-periodic stationary state, described by a density matrixρ 0 (t), withρ 0 (t + T ) =ρ 0 (t). The change in the expectation value of a constant or time-periodic operatorÂ(t) in response to the perturbing field F (t) is given by
where δ Â (t) = Tr ρ(t)Â(t) − Tr ρ 0 (t)Â(t) . Here,ρ(t) is the state of the system in the presence of the perturbation. Analogous to the case in equilibrium, the retarded response functionχ(t, t ) is defined as
where the interaction picture operatorÂ I (t) is defined by the transformation A I (t) =Û † 0 (t, t 0 )Â(t)Û 0 (t, t 0 ),
withÛ 0 (t, t 0 ) = T e −i t t 0Ĥ 0(t )dt , where T denotes time ordering. The operatorB I (t ) is defined in a similar manner. Note that although the arbitrary reference time t 0 appears explicitly in Eq. (16), the response functionχ(t, t ) is in fact independent of t 0 . This can be checked by using the definitions ofρ 0 (t 0 ) and of the operatorsÂ I (t) andB I (t ).
Since the system is assumed to be in a steady state, the response functionχ(t, t ) is invariant under shifting both t and t by T , the driving period. To see why, we note the steady state condition implies thatρ 0 (t 0 ) =ρ 0 (t 0 − T ). The time-periodicity of the Hamiltonian impliesÛ 0 (t + T, t 0 ) =Û 0 (t, t 0 − T ), and therefore Tr ρ 0 (t 0 ) Â I (t + T ),B I (t + T ) = Tr ρ 0 (t 0 − T )U † 0 (t 0 , t 0 − T ) Â I (t),B I (t ) U 0 (t 0 , t 0 − T ) = Tr ρ 0 (t 0 ) Â I (t),B I (t ) .
Transforming variables using τ ≡ t − t we see that the function χ(τ, t ) ≡χ(t + τ, t ), given by χ(τ, t ) = −iθ(τ ) Tr ρ 0 (t 0 ) Â I (t + τ ),B I (t ) ,
is periodic in t with period T (for fixed τ ). Thus χ(τ, t ) has a mixed Fourier representation in terms of one continuous frequency variable, Ω, conjugate to τ , and a discrete set of harmonics, m, which capture its periodicity in t : 
Suppose that i) we probe the observableÂ(t) at frequencies Ω that are much smaller than the drive frequency, ω, and ii) the Fourier transform of the perturbing field, F (Ω ), only has support at frequencies Ω ω. (The latter captures our original assumption that the system is perturbed at a frequency much less than that of the drive.) Under these conditions, the only significant term in the sum in Eq. (21) corresponds to m = 0, giving δ Â (Ω) = χ (0) (Ω)F (Ω). (22) Note that χ (0) (Ω) is just the Fourier transform of the "time-averaged response function,"χ(τ ) = 1 T T 0 dt χ(τ, t ), with respect to the variable τ .
A. Floquet-Kubo Formula for the electrical conductivity
We now focus on the response of an electromagnetically-driven electronic Floquet system to a uniform probing AC electric field oscillating at a frequency Ω, where as before Ω ω [5, 146] . The extension to finite wave vector probe fields can be performed using a similar approach. The electromagnetic gauge potential is then a sum of two terms, A(t) = A 0 (t) + δA(t), where A 0 (t) = A 0 (t + T ) describes the time-periodic driving field (which we aim to include exactly), and δA(t) describes the weak probe field. To second order in δA(t), the Hamiltonian is given bŷ
where α, β = {x, y, z}. The current operatorĴ(t) = Ĵ x (t),Ĵ y (t),Ĵ z (t) is given bŷ
Importantly, due to the time-dependence of A 0 (t) inĤ(t), the current operatorĴ(t) is time-dependent (in the Schrödinger picture). In analogy to common practice in equilibrium systems, we now define a "paramagnetic current operator"Ĵ (p) (t) and the "kinetic" operatorK αβ (t) as [176, 177] :
,K αβ (t) = − ∂ 2Ĥ (t) ∂A α (t)∂A β (t)
Using Eqs. (23)- (25) , the expectation value of the current, up to first order in δA(t), can be written as a sum of "paramagnetic" and "diamagnetic" contributions, Ĵ α (t) = Ĵ (p) α (t) + β Tr ρ 0 (t)K αβ (t) δA β (t).
For clarity we note that the expectation value Ĵ α (t) ≡ Tr [ρ(t)Ĵ α (t)] of the time-dependent operatorĴ α (t) is taken with respect to the (full) state of the systemρ(t) at the same time, t. To obtain an equation valid within the regime of linear response, in Eq. (26) we expand the expectation value Ĵ (p) α (t) up to linear order in the probe field δA(t), while we take the expectation value in the second term on the RHS with respect to the unperturbed stateρ 0 (t).
The change in the paramagnetic current due to the probe field δA(t) (relative to any time periodic current that may flow in the steady state) is given by
where χ αβ (τ, t ) = −iθ(τ ) Tr ρ 0 (t 0 ) Ĵ (p) α,I (t + τ ),Ĵ (p) β,I (t ) .
Taking the Fourier transform of Eq. (27) with respect to t, and using the periodicity of χ αβ (t − t , t ) with respect to t , we obtain 
that contain only low frequency components Ω ω, only the term m = 0 in Eq. (37) gives a contribution to the current. In this case, this second contribution to the current is given by the time-average of K αβ (t),
Finally we obtain Ohm's law for the response to the probe field, δ Ĵ α (Ω) = σ αβ (Ω)δE β (Ω):
Note the similarity between this result and the analogous expression for the conductivity in equilibrium systems, as well the form of the response function χ 
