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MOCK MODULARITY OF THE Md-RANK OF OVERPARTITIONS
CHRIS JENNINGS-SHAFFER AND HOLLY SWISHER
Abstract. We investigate the modular properties of a new partition rank, the Md-rank of overpartitions.
In fact this is an infinite family of ranks, indexed by the positive integer d, that gives both the Dyson
rank of overpartitions and the overpartition M2-rank as special cases. The Md-rank of overpartitions is the
holomorphic part of a certain harmonic Maass form of weight 1
2
. We give the exact transformation of this
harmonic Maass form along with a few identities for the Md-rank.
1. Introduction
The theory of mock modular forms began with the introduction of mock theta functions in Ramanujan’s
last letter to Hardy. Currently we understand mock theta functions as special cases of mock modular forms,
which we in turn recognize as the holomorphic parts of harmonic Maass forms. Harmonic Maass forms are
most easily understood as classical half-integer weight modular forms with relaxed analytic conditions. With
the monumental thesis of Zwegers [25], we can now often take functions we expect to be mock modular, write
them in terms of basic building block functions, and complete them to harmonic Maass forms. We can then
work with these harmonic Maass forms in terms of their building blocks with ease, comparable to working
with classical modular forms in terms of Dedekind’s η-function and modular units.
Inherent to studying mock theta functions is the theory of partitions. A partition of a nonnegative integer
n is a nonincreasing sequence of positive integers, called parts, that sum to n. We let p(n) denote the number
of partitions of n. As an example, p(4) = 5 as the partitions of 4 are 4, 3+1, 2+2, 2+1+1, and 1+1+1+1.
This definition is deceitful in its simplicity, as illustrated by the fact that of the following two series, one is
the generating function for p(n) and the other is a third order mock theta function of Ramanujan,
∞∑
n=0
qn
2
(1− q)2(1 − q2)2(1 − q3)2 · · · (1− qn)2 ,
∞∑
n=0
qn
2
(1 + q)2(1 + q2)2(1 + q3)2 · · · (1 + qn)2 .
We can recognize both of these series as special cases of the function R(z; q) given by
R(z; q) =
∞∑
n=0
qn
2
(1 − zq)(1− q/z)(1− zq2)(1− q2/z) · · · (1− zqn)(1− qn/z) .
Other choices of z give other third order mock theta functions, so we may call R(z; q) a universal mock theta
function, but it also has another name. The function R(z; q) is actually the generating function for the rank
of partitions and was introduced by Dyson [11]. The rank of a partition is given by taking the largest part
of the partition and subtracting off the number of parts of the partition. Now we see partitions and mock
modular forms are somehow linked.
Another partition function is the overpartition function. An overpartition of n is a partition of n in which
the first appearance of a part may be overlined. For example the overpartitions of 3 are 3, 3, 2 + 1, 2 + 1,
2 + 1, 2 + 1, 1 + 1 + 1, and 1 + 1 + 1. We let p(n) denote the number of overpartitions of n. The previous
example shows that p(3) = 8. It turns out this function also fits well into the theory of q-series and modular
forms. It particular the generating function is the rather elegant η-quotient η(2τ)η(τ)2 and the inverse of this
function generates the sequence of square numbers. This can be compared with the fact that the generating
function for p(n) is 1η(τ) and the inverse generates the sequence of pentagonal numbers. Overpartitions also
have ranks associated to them. There is the Dyson rank of an overpartition, which ignores whether or not
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a part is overlined and is just the largest part minus the number of parts. There is also the M2-rank of
overpartitions, which is given by ⌈
l(π)
2
⌉
−#(π) + #(πo)− χ(π),
where l(π) is the largest part of π, #(π) is the number of parts, #(πo) is the number of odd non-overlined
parts, and χ(π) = 1 when the largest part is odd and non-overlined and χ(π) = 0 otherwise. Both of the
generating functions of these ranks can also be considered as universal mock theta functions, as specializations
yield known mock theta functions.
In this article we consider a family of rank-type generating functions, the first of which is the generating
function for the Dyson rank for overpartitions and the second of which is the generating function for the
M2-rank of overpartitions. Generalizations and families of ranks is not unheard of, for example there is
Garvan’s k-rank [13], which is defined by the series
1
(q; q)∞
∞∑
n=1
(−1)n−1q n((2k−1)n−1)2 (1− qn)(1 − q2n)
(1− zqn)(1− z−1qn) ,
and whose combinatorial interpetation is related to successive Durfee squares. Also in [2] Andrews introduced
Durfee symbols and k-marked Durfee symbols, yielding “Dyson-like” ranks.
The function we consider is the Md-rank of overpartitions, which is defined by the series
Od(z; q) =
∞∑
n=0
∞∑
m=−∞
Md(m,n)z
mqn
=
(−q; q)∞
(q; q)∞
(
1 + 2
∞∑
n=1
(1− z)(1− z−1)(−1)nqn2+dn
(1− zqdn)(1 − z−1qdn)
)
, (1.1)
where here and throughout the article q = e2πiτ and d is a positive integer. This series has been studied
combinatorially by Morrill in [19]. Here we are studying the analytic properties of Od(z; q).
At this point we must define some notation. For complex numbers a, a1, . . . , ak, and q, with |q| < 1, and
n ∈ N ∪ {∞}, we let
(a; q)n =
n−1∏
k=0
(1− aqk),
(a1, . . . , ak; q)n = (a1; q)n . . . (ak; q)n ,
[a1, . . . , ak; q]n = (a1, q/a1, . . . , ak, q/ak; q)n .
Our main result is that specializations of z in Od(z; q) give mock modular forms of weight 12 . This is the
expected behavior of a rank-type function. In particular Bringmann and Ono established this behavior for
the rank of partitions [6], which was further refined by Garvan [12]. Bringmann and Lovejoy established this
behavior for the Dyson rank of overpartitions [7]. To this end, we consider the following function,
O˜d(a, b, c; τ) =

(1+ζac q
b/c)
(1−ζac q
b/c)
q−
b2
c2d2Od(ζac q
b
c ; q)
+
(
ζac q
−d
2
4 −
b2
c2d2
+ bcR
(
2a
c + (
2b
c − d2)τ ; 2d2τ
)− q− b2c2d2 ) if d is odd,
(1+ζac q
b/c)
(1−ζac q
b/c)
q−
b2
c2d2Od(ζac q
b
c ; q)
−
(
ζ
a
2
c q
−d
2
16−
b2
c2d2
+ b2cR
((
a
c − 1
)
+
(
b
c − d
2
4
)
τ ; d
2τ
2
)
+ q−
b2
c2d2
)
if d ≡ 2 (mod 4),
(1+ζac q
b/c)
(1−ζac q
b/c)
q−
b2
c2d2Od(ζac q
b
c ; q)
−
(
iζ
a
2
c q
− d
2
16−
b2
c2d2
+ b2cR
((
a
c − 12
)
+
(
b
c − d
2
4
)
τ ; d
2τ
2
)
+ q−
b2
c2d2
)
if d ≡ 0 (mod 4),
(1.2)
where here and throughout the rest of the article ζac = e
2piia
c and the function R(u; τ) is not the rank as
given earlier, but a function of Zwegers later defined in (2.11). We now state our main results in two cases,
based on the parity of d.
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Theorem 1.1. Suppose a, b, c, and d are integers, d is odd, and either c ∤ 2a or cd ∤ b. Then the following
are true.
(1) The function O˜d(a, b, c; τ) is a harmonic Maass form of weight 12 on a certain congruence subgroup
of SL2(Z). Furthermore the function
(1 + ζac q
b
c )
(1− ζac q
b
c )
q
b2
c2d2Od(ζac q
b
c ; q)− q− b
2
c2d2 + (−1)nζ2nac δb,cd2
+ 2
|n|∑
m=1
(−1)m+nζ(2n+1−sgn(n)(2m−1))ac qn(
2b
c −d
2n−d2)−(2m−1)sgn(n)
(
b
c−d
2n− d
2
2
)
−m(m−1)d2− d
2
2 +
b
c−
b2
c2d2 ,
where n =
⌊
b
cd2
⌋
and δb,cd2 = 1 if cd
2 | b and δb,cd2 = 0 otherwise, is the holomorphic part of
O˜d(a, b, c; τ), and as such is a mock modular form. In particular Od(ζac ; q) is a mock modular form.
(2) We have that
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
(−1)rζ−2arc Sd(r, c; 2c2d2τ) = O˜d(a, 0, c; τ)−
c−1∑
r=1
(−1)rζ−2arc S˜d(r, c; 2c2d2τ).
In particular, the function
η(τ)2
η(2τ)
(
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
(−1)rζ−2arc Sd(r, c; 2c2d2τ)
)
is a weight 1 modular form (without multiplier) on the congruence subgroup Γ, where
Γ =
{
Γ0(2c
2d2) ∩ Γ1(lcm(c, d)) if c ≡ 1 (mod 2),
Γ0(4c
2d2) ∩ Γ1(lcm(c, d)) if c ≡ 0 (mod 2).
Theorem 1.2. Suppose a, b, c, and d are integers, d is even, and either c ∤ 2a or cd ∤ b. Then the following
are true.
(1) The function O˜d(a, b, c; τ) is a harmonic Maass form of weight 12 on a certain congruence subgroup
of SL2(Z). Furthermore the function
(1 + ζac q
b
c )
(1− ζac q
b
c )
q−
b2
c2d2Od(ζac q
b
c ; q)− q− b
2
c2d2 + (−1) dn2 ζanc δb,cd2
+ 2(−1)δd+ dn2 iδd
|n|∑
m=1
(−1)miδd(2m−1)sgn(n)ζa(2n+1−sgn(n)(2m−1))2c
× qn( bc− d
2n
4 −
d2
4 )−(2m−1)sgn(n)(
b
2c−
d2n
4 −
d2
8 )−
d2
4 m(m−1)−
d2
8 +
b
2c−
b2
c2d2
where n =
⌊
2b
cd2
⌋
, δb,cd2 = 1 if cd
2 | b and δb,cd2 = 0 otherwise, and δd = 1 if d ≡ 0 (mod 4) and
δd = 0 if d ≡ 2 (mod 4), is the holomorphic part of O˜d(a, b, c; τ), and as such is a mock modular
form. In particular Od(ζac ; q) is a mock modular form.
(2) We have that
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
(−1) dr2 ζ−arc Sd
(
r, c;
c2d2τ
2
)
= O˜d(a, 0, c; τ)
−
c−1∑
r=1
(−1) dr2 ζ−arc S˜d
(
r, c;
c2d2τ
2
)
.
In particular, the function
η(τ)2
η(2τ)
(
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
(−1) dr2 ζ−arc Sd
(
r, c;
c2d2τ
2
))
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is a weight 1 modular form (without multiplier) on the congruence subgroup Γ, where
Γ =
{
Γ0(c
2d2) ∩ Γ1(lcm(c, 2d)) if d ≡ 2 (mod 4),
Γ0(lcm(2, c)
2d2) ∩ Γ1(lcm(2c, 2d)) if d ≡ 0 (mod 4).
The divisibility conditions c ∤ 2a or cd ∤ b in Theorems 1.1 and 1.2 are to assure necessary functions defined
later on are well defined and do not have any poles. The function Sd(r, c; τ) is a certain Lambert series defined
in (5.1) and S˜d(r, c; τ) is a certain harmonic Maass form defined in (5.2). The point of interest with part
2 of Theorems 1.1 and 1.2 is that they provide the necessary information to determine the c-dissection of
Od(ζac ; q). This is a standard question for ranks. Identities equivalent to the 5 and 7 dissections of the rank
of partitions at z = ζ5 and z = ζ7 were given by Atkin and Swinnerton-Dyer [3], identities equivalent to the
3 and 5 dissections of both the overpartition Dyson rank and overpartition M2-rank at z = ζ3 and z = ζ5
were given by Lovejoy and Osburn [17, 18], and the first author gave the 7 dissection of the overpartition
rank at z = ζ7 [14]. To demonstrate the utility of our theorems, we deduce the 3-dissection of O3(ζ3; q) in
the theorem below.
Theorem 1.3. Suppose ζ3 is a primitive third root of unity. Then
O3(ζ3; q) = A0(q3) + qA1(q3) + q2A2(q3),
where
A0(q) = − 6q
15
(q54; q54)∞ [q
27; q54]∞
∞∑
n=−∞
(−1)nq27n2+54n
1− q54n+18
+
(
q6; q6
)
∞
(
q54; q54
)2
∞
(q; q)∞ (q
3; q3)∞ [q; q
6]∞
(
− 3
[
q9, q12, q21, q27; q54
]
∞
[q3, q24; q54]∞
− 6q
[
q9, q12, q15, q27; q54
]
∞
[q3, q24; q54]∞
+ 4
[
q6, q12, q18, q24, q27; q54
]
∞
[q3, q15, q21; q54]∞
+ 3q3
[
q6, q9, q15, q27; q54
]
∞
[q3, q24; q54]∞
− 2q3
[
q6, q9, q12, q18, q24; q54
]
∞
[q3, q15, q21; q54]∞
+ 12q
[
q9, q15, q18; q54
]
∞
[q6; q54]∞
− 6q
[
q9, q12, q27; q54
]
∞
[q6; q54]∞
+ 12q
[
q15, q21, q24; q54
]
∞
[q18; q54]∞
− 6q
[
q9, q24, q27; q54
]
∞
[q12; q54]∞
+ 12q4
[
q9, q15, q21, q24; q54
]
∞
[q18, q27; q54]∞
)
,
A1(q) =
(
q6; q6
)
∞
(
q54; q54
)2
∞
(q; q)∞ (q
3; q3)∞ [q; q
6]∞
(
6
[
q6, q15, q21, q27; q54
]
∞
[q3, q24; q54]∞
− 4
[
q6, q12, q18, q24; q54
]
∞
[q3, q15; q54]∞
− 2q
[
q6, q12, q18, q24; q54
]
∞
[q3, q21; q54]∞
+ 6q
[
q9, q12, q21; q54
]
∞
[q6; q54]∞
+ 2q2
[
q15, q18, q21; q54
]
∞
[q24; q54]∞
+ 4q2
[
q9, q15, q24; q54
]
∞
[q12; q54]∞
− 2q5
[
q9, q12, q21; q54
]
∞
[q24; q54]∞
)
,
A2(q) =
(
q6; q6
)3
∞
(
q54; q54
)2
∞
(q; q)∞ (q
3; q3)
3
∞
(
12
[
q6, q15, q21, q27; q54
]
∞
[q3, q24; q54]∞
− 8
[
q6, q12, q18, q24; q54
]
∞
[q3, q15; q54]∞
− 4q
[
q6, q12, q18, q24; q54
]
∞
[q3, q21; q54]∞
+ 12q
[
q9, q12, q21; q54
]
∞
[q6; q54]∞
+ 4q2
[
q15, q18, q21; q54
]
∞
[q24; q54]∞
+ 8q2
[
q9, q15, q24; q54
]
∞
[q12; q54]∞
− 4q5
[
q9, q12, q21; q54
]
∞
[q24; q54]∞
)
.
The rest of the article is organized as follows. In Section 2 we recall several useful modular forms, state
the definition of a harmonic Maass form, and introduce the functions of Zwegers that are associated to
harmonic Maass forms. In Section 3 we give a series of identities to rewrite Od(z; q) in terms of known mock
modular forms and recognize O˜d(a, b, c; τ) as the modular completion. In Section 4 we work out modular
transformation formulas for various functions associated to O˜d(a, b, c; τ). In Section 5 we define the functions
4
S(r, c; τ) and S˜(r, c; τ), and work out their modular properties. In Section 6 we give the proofs of Theorems
1.1 and 1.2. In Section 7 we prove Theorem 1.3, which is the 3-dissection of O3(ζ3; q). Lastly, in Section
8, we give two additional results. The first result is that the q2n+1 terms of O4(z; q) can be written as
an infinite product. The second result is that certain differences of Od(z; q) and O2d(z; q) will always be
modular, rather than mock modular.
2. Preliminaries
In order to prove our main results, we require some background information about modular forms and
harmonic Maass forms. We will assume the reader is familiar with classical modular forms; for more detailed
background see [10, 20].
2.1. Modular Forms. One of the most famous modular forms is Dedekind’s eta function, defined for τ ∈ H
(the complex upper half-plane) by
η(τ) = q
1
24 (q; q)∞ .
For a matrix A =
(
α β
γ δ
)
∈ SL2(Z), η(Aτ) transforms as
η(Aτ) = ν(A)
√
γτ + δ η(τ), (2.1)
where ν(A) is a 24th root of unity which can be described in terms of Dedekind sums.
We will also make use of two particular families of modular forms, the Klein forms k(a1,a2) (τ) described
in [16] and the the generalized eta functions fN,ρ(τ) studied by Biagioli [5]. We describe these two families
below.
First, for a1, a2 ∈ Q the Klein forms k(a1,a2) (τ) are given by
k(a1,a2) (τ) = −q
1
2B2(a1)−
1
12 exp(πia2(a1 − 1)) [ζ; q]∞
(q; q)
2
∞
,
where B2(x) = x
2 − x+ 16 , and ζ = exp(2πi(a1τ + a2)). For A =
(
α β
γ δ
)
∈ SL2(Z), we have that
k(a1,a2) (Aτ) = (γτ + δ)
−1
k(a1α+a2γ,a1β+a2δ) (τ) ,
and for integers b1 and b2
k(a1+b1,a2+b2) (τ) = (−1)b1b2+b1+b2 exp(−πi(b1a2 − b2a1))k(a1,a2) (τ) . (2.2)
Additionally, k(a1,a2) (τ) is holomorphic on H and has no zeros nor poles on H. Thus k(a1,a2) (τ) is a modular
form of weight −1 on some congruence subgroup of SL2(Z).
Next, as in work of Biagioli [5], we consider the generalized eta functions given by
fN,ρ(τ) = q
(N−2ρ)2
8N
(
qρ, qN−ρ, qN ; qN
)
∞
, (2.3)
where N and ρ are integers, N is positive, and N ∤ ρ. We have that
fN,ρ(τ) = fN,−ρ(τ) = fN,ρ+N(τ). (2.4)
Moreover (see [5, Lemma 2.1]) for A =
(
α β
γ δ
)
∈ Γ0(N) we have
fN,ρ(Aτ) = (−1)ρβ+⌊
ρα
N ⌋+⌊ ρN ⌋ exp
(
πiαβρ2
N
)
ν(NA)3
√
γτ + δ fN,αρ(τ). (2.5)
Here and the throughout the article, the matrix mA is defined as
mA =
(
α mβ
γ/m δ
)
.
The utility of the notation mA is in the fact that mAτ = mA(mτ). Additionally, fN,ρ(τ) is holomorphic
on H and has no zeros nor poles on H. Thus fN,ρ(τ) is a modular form of weight 12 on some subgroup of
SL2(Z).
It will also be useful for us to recall some important facts about the multiplier systems for certain modular
forms. Recall the η-multiplier ν(A), defined by (2.1). Noting for odd m we have that η(2m
2τ)3
η(2τ)3 is a modular
5
form of weight zero on Γ0(2m
2) (see [20, Thm. 1.64]), we see that ν( 2m
2
A)3 = ν( 2A)3 on Γ0(2m
2). We will
use this fact often without mention. A convenient form for the ν(A), is given by [15, Ch. 4, Thm. 2]
ν(A) =
{ ( δ
|γ|
)
exp
(
πi
12
(
(α+ δ)γ − βδ(γ2 − 1)− 3γ)) if γ ≡ 1 (mod 2),(
γ
δ
)
exp
(
πi
12
(
(α+ δ)γ − βδ(γ2 − 1) + 3δ − 3− 3γδ)) if δ ≡ 1 (mod 2), (2.6)
where
(
γ
δ
)
is the generalized Legendre symbol as in [22]. One can verify that when m is even, ν( 2m
2
A)3 =
i−αβ exp
(
−πiγδ8m2
)
ν( 2A)3 for A ∈ Γ0(4m2), and so ν( 2m2A)3 = i−αβν( 2A)3 for A ∈ Γ0(16m2).
We will also make use of the multiplier system for the eta quotient η(2τ)η(τ)2 , which is the generating function
for overpartitions. This is given in the following proposition.
Proposition 2.1. For A =
(
α β
γ δ
)
∈ Γ0(2) we have
η(2Aτ)
η(Aτ)2
= (−1)β+α−12 i−αβν( 2A)−3(γτ + δ)− 12 η(2τ)
η(τ)2
.
Proof. We begin by noting that
η(2τ)
η(τ)2
=
1
f2,1(τ)
.
However by (2.5) we have
f2,1(Aτ) = (−1)β+
α−1
2 iαβν( 2A)3
√
γτ + δf2,1(τ).

2.2. Harmonic Maass Forms. Here we recall some basic facts about harmonic Maass forms. We begin
with their definition. This definition is essentially that of Bruinier and Funke in [8]. First we recall that for
k ∈ 12Z, the weight k hyperbolic Laplacian operator ∆k is defined as
∆k = −y2
(
∂2
∂x2
+
∂2
∂y2
)
+ iky
(
∂
∂x
+ i
∂
∂y
)
,
where here and throughout the article τ = x+ iy.
Given k ∈ 12Z, a finite index subgroup Γ ⊂ SL2(Z), and a multiplier ψ (so ψ : Γ → C with |ψ| = 1), a
harmonic Maass form of weight k for the subgroup Γ, with multiplier ψ, is any smooth function f̂ : H → C
such that the following three properties hold.
(1) For all A =
(
a b
c d
) ∈ Γ and τ ∈ H we have f̂(Aτ) = ψ(A)(cτ + d)k f̂(τ).
(2) We have that ∆k(f̂) = 0.
(3) The function f̂ has linear exponential growth at the cusps in the following form. For each A =(
a b
c d
) ∈ SL2(Z), there exists a polynomial pA(τ) ∈ C[q− 1N ] (with N a positive integer) such that
(cτ + d)−kf̂(τ) − pA(τ) = O(e−ǫy) as y →∞ for some ǫ > 0.
Throughout the article, we shall use the phrase “linear exponential growth” to mean this more restrictive
condition in (3) rather than the more relaxed condition O(eǫy). We note that this relaxed condition is instead
used for “harmonic Maass forms of moderate growth”. The Fourier series of a harmonic Maass form f̂ of
weight k naturally decomposes as the sum of a holomorphic and a non-holomorphic part. Using terminology
of Zagier [23], the holomorphic part f is called a mock modular form of weight k. Furthermore, a harmonic
Maass form f̂ of weight k is mapped to a classical modular form of weight 2− k by the differential operator
ξk = 2iy
k · ∂∂τ , which is called the shadow map. Here the image of f̂ under ξk is called the shadow of f . In
the special case when k = 12 and the shadow is a weight
3
2 unary theta function, f (the holomorphic part)
is called a mock theta function.
Zwegers [25] gave a method for constructing mock theta functions with shadow related to the function
ga,b(τ), which is defined for a, b ∈ R by
ga,b(τ) =
∑
n∈Z+a
n exp(πin2τ + 2πinb).
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Zwegers did this by considering functions µ(u, v; τ), which he defines for u, v, z ∈ C, τ ∈ H, and u, v 6∈ Z+τZ
by
µ(u, v; τ) =
exp(πiu)
ϑ(v; τ)
∞∑
n=−∞
(−1)n exp(πin(n+ 1)τ + 2πinv)
1− exp(2πinτ + 2πiu) , (2.7)
where
ϑ(z; τ) =
∑
n∈Z+ 12
exp
(
πin2τ + 2πin
(
z +
1
2
))
= −iq 18 e−πiz (e2πiz , e−2πizq, q; q)
∞
. (2.8)
We note that µ(u, v; τ) satisfies the following transformation formula (see [25, Prop. 1.4])
µ(u, v; τ) = −e2πi(u−v)−πiτµ(u, v + τ ; τ) − ieπi(u−v)−piiτ4 , (2.9)
and ϑ(z; τ) satisfies the transformation formula (see [21, (80.31)])
ϑ(z; τ) = −eπiτ+2πizϑ(z + τ ; τ). (2.10)
For u, z ∈ C, y = Im(τ), and a = Im(u)/Im(τ), define
R(u; τ) =
∑
n∈Z+ 12
(
sgn(n)− E((n+ a)
√
2y)
)
(−1)n− 12 exp(−πin2τ − 2πinu), (2.11)
where
E(z) = 2
∫ z
0
exp(−πw2)dw. (2.12)
Then µ(u, v; τ) can be completed to µ˜(u, v; τ), for u, v /∈ Z+ τZ, by defining
µ˜(u, v; τ) = µ(u, v; τ) +
i
2
R(u− v; τ).
The following essential properties are from [25, Theorem 1.11]. If k, l,m, n are integers then
µ˜ (u+ kτ + l, v +mτ + n; τ) = (−1)k+l+m+n exp (πiτ(k −m)2 + 2πi(k −m)(u− v)) µ˜(u, v; τ). (2.13)
Moreover if A =
(
α β
γ δ
)
∈ SL2(Z), then
µ˜
(
u
γτ + δ
,
v
γτ + δ
;Aτ
)
= ν(A)−3 exp
(
−πiγ(u− v)
2
γτ + δ
)√
γτ + δ µ˜ (u, v; τ) . (2.14)
Zwegers showed (see [25, Theorem 1.16 (1)]) that
R(aτ − b; τ) = − exp(πia2τ − 2πia(b+ 12 ))
∫ i∞
−τ
ga+ 12 ,b+
1
2
(z)√
−i(z + τ)dz, (2.15)
for a ∈ (− 12 , 12 ). Following the proof we find that for a = − 12 we instead have
R(− τ2 − b; τ) = exp(πiτ4 + πib)− exp(πiτ4 + πi(b+ 12 ))
∫ i∞
−τ
g0,b+ 12 (z)√
−i(z + τ)dz. (2.16)
Moreover, Zwegers [25, Proposition 1.9] states that
R(u; τ) + exp (−2πiu− πiτ)R(u+ τ ; τ) = 2 exp (−πiu− πiτ4 ) , (2.17)
R(−u; τ) = R(u; τ).
From (2.17) we deduce that for n ∈ Z
R(u+ nτ ; τ) = (−1)n exp (2πinu+ πin2τ)R(u; τ)
+ 2 exp
(
2πinu+ πin2τ
) |n|∑
m=1
(−1)m+n exp
(
−πi(2m− 1)sgn(n)u − πim(m− 1)τ − πiτ
4
)
. (2.18)
One can check that for a ∈ Q,
R(aτ − b) = p(τ) +O(y− 12 e−πa2y−ǫy), (2.19)
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as y → ∞, where ǫ > 0 and p(τ) is some rational function of a fractional power of q. As such, for
u1, u2, v1, v2 ∈ Q, we find that q−
(u1−v1)
2
2 µ˜ (u1τ + u2, v1τ + v2; τ) meets the prescribed growth conditions of
a harmonic Maass form.
2.3. Invariant orders at cusps. We recall for a modular form f on some congruence subgroup Γ, the
invariant order at ∞ is the least power of q appearing in the q-expansion at i∞. That is, if
f(τ) =
∞∑
m=m0
a(m) exp(2πiτm/N),
and a(m0) 6= 0, then the invariant order is m0/N . For a modular form, this is always a finite number. For
a harmonic Maass form, we cannot take such an expansion, however we can do so for the holomorphic part.
If f is a modular form of weight k, gcd(α, γ) = 1, and A =
(
α β
γ δ
)
∈ SL2(Z), then the invariant order of f
at the cusp αγ is the invariant order at∞ of (γτ + δ)−kf(Aτ). In the same fashion, if f is a harmonic Maass
form, then we define the invariant order of the holomorphic part of f at the cusp αγ as the is the invariant
order at ∞ of (γτ + δ)−kf(Aτ). This value is independent of the choice of A.
For a real number w, we let ⌊w⌋ denote the greatest integer less than or equal to w and {w} the fractional
part of w. That is, w = ⌊w⌋+ {w}, ⌊w⌋ ∈ Z, and 0 ≤ {w} < 1. We will make use of the following corollary
in which a lower bound is established for the invariant order of the holomorphic part of a harmonic Maass
form at i∞.
Corollary 2.2 ([14] Cor. 6.2). If f(τ) = qαµ˜(u1τ + u2, v1τ + v2; τ) is a harmonic Maass form, with
ui, vi ∈ R, then the lowest power of q appearing in the expansion of the holomorphic part of f(τ) is at least
α+ ν˜(u1, v1), where
ν˜(u, v) =
1
2
(⌊u⌋ − ⌊v⌋)2 + (⌊u⌋ − ⌊v⌋) ({u} − {v}) + k(u, v),
k(u, v) =
{
ν({u} , {v}) if {u} − {v} 6= ± 12 ,
min
(
1
8 , ν({u} , {v})
)
if {u} − {v} = ± 12 ,
ν(u, v) =
{
u+v
2 − 18 if u+ v ≤ 1,
7
8 − u+v2 if u+ v > 1.
We also recall the following result of Biagioli [5] which gives the invariant orders of fN,ρ(τ).
Proposition 2.3 ([5] Lemma 3.2). Suppose N, ρ, α, γ are integers such that N is positive, N ∤ ρ, and
gcd(α, γ) = 1. Then the invariant order of fN,ρ(τ) at the cusp
α
γ is
gcd(N, γ)2
2N
({
αρ
gcd(N,γ)
}
− 1
2
)2
.
In order to prove Theorem 1.3, we will use the valence formula for modular functions which is described as
follows. Suppose f is a modular function on some congruence subgroup Γ ⊂ SL2(Z). Suppose A =
(
α β
γ δ
)
∈
SL2(Z), we then have a cusp ζ = A(∞) = αγ . We let ord(f ; ζ) denote the invariant order of f at ζ. We
define the width of ζ with respect to Γ as widthΓ(ζ) := w, where w is the least positive integer such that
A( 1 w0 1 )A
−1 ∈ Γ. We then define the order of f at ζ with respect to Γ as ORDΓ(f ; ζ) = ord(f ; ζ)widthΓ(ζ).
For z ∈ H we let ord(f ; z) denote the order of f at z as a meromorphic function. We then define the order
of f at z with respect to Γ as ORDΓ(f ; z) = ord(f ; z)/m where m is the order of z as a fixed point of Γ (so
m = 1, 2, or 3). If f is not the zero function and D ⊂ H ∪Q ∪ {∞} is a fundamental domain for the action
of Γ on H along with a complete set of inequivalent cusps for the action, then∑
ζ∈D
ORDΓ(f ; ζ) = 0. (2.20)
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3. Generating Function for the Md-rank of overpartitions
We recall d is a positive integer. We denote the generating function of the Md-rank of overpartitions by
Od(z; q) =
∞∑
n=0
∞∑
m=−∞
Md(m,n)z
mqn
=
(−q; q)∞
(q; q)∞
(
1 + 2
∞∑
n=1
(1− z)(1− z−1)(−1)nqn2+dn
(1− zqdn)(1− z−1qdn)
)
=
(−q; q)∞
(q; q)∞
∞∑
n=−∞
(1− z)(1− z−1)(−1)nqn2+dn
(1− zqdn)(1 − z−1qdn) .
From the fact that
(1− z)(1− z−1)qdn
(1− zqdn)(1 − z−1qdn) = 1−
(1− qdn)
(1 + qdn)
∞∑
m=0
zmqdmn − (1− q
dn)
(1 + qdn)
∞∑
m=1
z−mqdmn,
we quickly deduce that
∞∑
n=1
Md(m,n)q
n = 2
(−q; q)∞
(q; q)∞
∞∑
n=1
(−1)n+1(1− qdn)qn2+d|m|n
(1 + qdn)
,
for all m. Similarly, if we define
Md(r,m, n) =
∑
k≡r (mod m)
Md(k, n)
then for m ≥ 0 we find that
∞∑
n=1
Md(r,m, n)q
n = 2
(−q; q)∞
(q; q)∞
∞∑
n=1
(−1)n+1(1− qdn)qn2(qdrn + qd(m−r)n)
(1 + qdn)(1 − qdmn) .
Proposition 3.1. We have that
Od(z; q) = (1− z) (−q; q)∞
(1 + z) (q; q)∞
∞∑
n=−∞
(−1)nqn2(1 + zqdn)
(1− zqdn) .
Proof. To begin we notice that
−(1− z)(1 + z)
z(1− zqdn)(1 − z−1qdn) =
z
1− zqdn −
z−1
1− z−1qdn ,
and so
Od(z; q) = z (−q; q)∞
(1 + z) (q; q)∞
∞∑
n=−∞
(1− z−1)(−1)n+1qn2+dn
(
z
1− zqdn −
z−1
1− z−1qdn
)
=
(1− z) (−q; q)∞
(1 + z) (q; q)∞
∞∑
n=−∞
(−1)nqn2+dnz
1− zqdn −
(1− z) (−q; q)∞
(1 + z) (q; q)∞
∞∑
n=−∞
(−1)nqn2+dnz−1
1− z−1qdn .
In the second series we let n 7→ −n to find that
Od(z; q) = (1− z) (−q; q)∞
(1 + z) (q; q)∞
∞∑
n=−∞
(−1)nqn2+dnz
1− zqdn −
(1 − z) (−q; q)∞
(1 + z) (q; q)∞
∞∑
n=−∞
(−1)nqn2−dnz−1
1− z−1q−dn
=
(1− z) (−q; q)∞
(1 + z) (q; q)∞
∞∑
n=−∞
(−1)nqn2(1 + zqdn)
1− zqdn .

Corollary 3.2. Suppose d is odd, then we have
Od(z; q) = (1 − z) (−q; q)∞
(1 + z) (q; q)∞
d−1∑
k=0
(−1)kqk2
∞∑
n=−∞
(−1)nqd2n2+2dkn(1 + zqd2n+dk)2
(1− z2q2d2n+2dk) .
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Suppose d is even, then we have
Od(z; q) = (1− z) (−q; q)∞
(1 + z) (q; q)∞
d
2−1∑
k=0
(−1)kqk2
∞∑
n=−∞
(−1) d2nq d24 n2+dkn(1 + zq d22 n+dk)
(1− zq d22 n+dk)
.
Proof. When d is odd, we let n 7→ dn + k for k = 0, 1, . . . , d − 1 in Proposition 3.1 and simplify to obtain
the result. When d is even, we instead let n 7→ d2n+ k for k = 0, 1, . . . , d2 − 1. 
The purpose of writing Od(z; q) in this form is that the generalized Lambert series can be easily rewritten
in terms of Zwegers’ function µ(u, v; τ) from Chapter 1 of [25]. One could also use another rearrangement
of the series and use the functions from Chapter 3 of [25] or the functions Aℓ(u, v; τ) of [24]. To allow for
uniform proofs, we only use µ(u, v; τ). The exact form of Od(z; q) in terms of µ(u, z; τ) will depend on
gcd(d, 4).
We let u(z, d, k) and v(d, k) be given
u(z, d, k) =
{
log(z)
2πi + dkτ if gcd(d, 2) = 2,
log(z)
πi + 2dkτ if gcd(d, 2) = 1,
(3.1)
v(d, k) =

1
2 +
(
d2
4 + dk
)
τ if gcd(d, 4) = 4,
1 +
(
d2
4 + dk
)
τ if gcd(d, 4) = 2,(
d2 + 2dk
)
τ if gcd(d, 4) = 1,
(3.2)
and so
exp(2πiu(z, d, k)) =
{
zqdk if gcd(d, 2) = 2,
z2q2dk if gcd(d, 2) = 1,
exp(2πiv(d, k)) =

−q d24 +dk if gcd(d, 4) = 4,
q
d2
4 +dk if gcd(d, 4) = 2,
qd
2+2dk if gcd(d, 4) = 1.
Proposition 3.3. Suppose d is odd, then
Od(z; q) = (1− z) (−q; q)∞
(1 + z) (q; q)∞
d−1∑
k=0
(−1)kqk2+dkϑ (v(d, k); 2d2τ) (2zµ (u(z, d, k), v(d, k); 2d2τ)+ iq d24 )
+
2z(1− z) (−q; q)∞
(
q2d
2
; q2d
2
)2
∞
(1 + z) (q; q)∞
[
z2; q2d2
]
∞
+
2z(1− z) (−q; q)∞
(
q2d
2
; q2d
2
)2
∞
[
z2q2d
2
; q2d
2
]
∞
(1 + z) (q; q)∞
d−1
2∑
k=1
(−1)kqk2+dk
[
q4dk; q2d
2
]
∞[
z2q2dk, z−2q2dk, q2dk; q2d2
]
∞
.
Suppose d is even, then
Od(z; q)
=
(1− z) (−q; q)∞
(1 + z) (q; q)∞
d
2−1∑
k=0
(−1)kqk2+ dk2 ϑ
(
v(d, k); d
2τ
2
)(
2z
1
2µ
(
u(z, d, k), v(d, k); d
2τ
2
)
− (−1) d2 i1− 4gcd(d,4) q d
2
16
)
.
Proof. We begin with the case when d is odd. By Corollary 3.2 we have that
Od(z; q) = (1− z) (−q; q)∞
(1 + z) (q; q)∞
d−1∑
k=0
(−1)kqk2
∞∑
n=−∞
(−1)nqd2n2+2dkn
(1− z2q2d2n+2dk)
+
2z(1− z) (−q; q)∞
(1 + z) (q; q)∞
d−1∑
k=0
(−1)kqk2
∞∑
n=−∞
(−1)nqd2n2+d2n+2dkn+dk
(1− z2q2d2n+2dk)
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+
z2(1− z) (−q; q)∞
(1 + z) (q; q)∞
d−1∑
k=0
(−1)kqk2
∞∑
n=−∞
(−1)nqd2n2+2d2n+2dkn+2dk
(1− z2q2d2n+2dk) .
It turns out the middle sum can be expressed entirely in terms of theta functions. Considering the special
case of Theorem 2.1 of [9] when r = 0 and s = 1, letting q 7→ q2d2 and b = z2 gives that
∞∑
n=−∞
(−1)nqd2n2+d2n
1− z2q2d2n =
(
q2d
2
; q2d
2
)2
∞[
z2; q2d2
]
∞
,
which accounts for the k = 0 term of the middle sum. Next the special case of Theorem 2.1 of [9] when
r = 1 and s = 2 states that
[a; q]∞ (q; q)
2
∞
[b1, b2; q]∞
=
[a/b1; q]∞
[b2/b1; q]∞
∞∑
n=−∞
(−1)nq n(n+1)2 (a/b2)n
1− b1qn +
[a/b2; q]∞
[b1/b2; q]∞
∞∑
n=−∞
(−1)nq n(n+1)2 (a/b1)n
1− b2qn .
Noting that 1[b1/b2;q]
∞
= − b2b1[b2/b1;q]
∞
, we have that
[a, b2/b1; q]∞ (q; q)
2
∞
[b1, b2; q]∞
= [a/b1; q]∞
∞∑
n=−∞
(−1)nq n(n+1)2 (a/b2)n
1− b1qn −
b2
b1
[a/b2; q]∞
∞∑
n=−∞
(−1)nq n(n+1)2 (a/b1)n
1− b2qn . (3.3)
In (3.3), for k 6≡ 0 (mod d), we let q 7→ q2d2 , b1 = z2q2dk, b2 = z2q2d(d−k), a = z2q2d2 , and simplify to find
that[
z2q2d
2
, q4dk; q2d
2
]
∞
(
q2d
2
; q2d
2
)2
∞[
z2q2dk, z−2q2dk, q2dk; q2d2
]
∞
=
∑
n∈Z
(−1)nqd2n2+d2n+2dkn
1− z2q2d2n+2dk − q
2d(d−2k)
∑
n∈Z
(−1)nqd2n2+d2n+2d(d−k)n
1− z2q2d2n+2d(d−k) .
(3.4)
From (3.4) we see that
(−1)kqk2
∑
n∈Z
(−1)nqd2n2+d2n+2dkn+dk
1− z2q2d2n+2dk + (−1)
d−kq(d−k)
2 ∑
n∈Z
(−1)nqd2n2+d2n+2d(d−k)n+d(d−k)
1− z2q2d2n+2d(d−k)
=
(−1)kqk2+2dk
[
z2q2d
2
, q4dk; q2d
2
]
∞
(
q2d
2
; q2d
2
)2
∞[
z2q2dk, z−2q2dk, q2dk; q2d2
]
∞
.
Noting that when 1 ≤ k ≤ d−12 , we have d+12 ≤ d− k ≤ d− 1, altogether we obtain that
2z(1− z) (−q; q)∞
(1 + z) (q; q)∞
d−1∑
k=0
(−1)kqk2
∑
n∈Z
(−1)nqd2n2+d2n+2dkn+dk
1− z2q2d2n+2dk
=
2z(1− z) (−q; q)∞
(1 + z) (q; q)∞

(
q2d
2
; q2d
2
)2
∞[
z2; q2d2
]
∞
+
d−1
2∑
k=1
(−1)kqk2+dk
[
z2q2d
2
, q4dk; q2d
2
]
∞
(
q2d
2
; q2d
2
)2
∞[
z2q2dk, z−2q2dk, q2dk; q2d2
]
∞
 .
Using (2.7) we have that
µ
(
u(z, k, d), v(d, k)− 2d2τ ; 2d2τ) = zqdk
ϑ (v(d, k)− 2d2τ ; 2d2τ)
∞∑
n=−∞
(−1)nqd2n2+2dkn
1− z2q2d2n+2dk ,
µ
(
u(z, k, d), v(d, k); 2d2τ
)
=
zqdk
ϑ (v(d, k); 2d2τ)
∞∑
n=−∞
(−1)nqd2n2+2d2n+2dkn
1− z2q2d2n+2dk .
But by (2.10) and (2.9)
ϑ
(
v(d, k) − 2d2τ ; 2d2τ) = −q2dkϑ (v(d, k); 2d2τ) ,
11
µ
(
u(z, d, k), v(d, k)− 2d2τ ; 2d2τ) = −z2µ (u(z, d, k), v(d, k); 2d2τ)− izq d24 .
We then have that
∞∑
n=−∞
(−1)nqd2n2+2dkn
1− z2q2d2n+2dk = z
−1q−dkϑ
(
v(d, k)− 2d2τ ; 2d2τ)µ (u(z, d, k), v(d, k)− 2d2τ ; 2d2τ)
= zqdkϑ
(
v(d, k); 2d2τ
)
µ
(
u(z, d, k), v(d, k); 2d2τ
)
+ iq
d2
4 +dkϑ
(
v(d, k); 2d2τ
)
.
Lastly,
z2
∞∑
n=−∞
(−1)nqd2n2+2d2n+2dkn+2dk
1− z2q2d2n+2dk = zq
dkϑ
(
v(d, k); 2d2τ
)
µ
(
u(z, d, k), v(d, k); 2d2τ
)
,
and so we arrive at
Od(z; q) = (1− z) (−q; q)∞
(1 + z) (q; q)∞
d−1∑
k=0
(−1)kqk2+dkϑ (v(d, k); 2d2τ) (2zµ (u(z, d, k), v(d, k); 2d2τ)+ iq d24 )
+
2z(1− z) (−q; q)∞
(
q2d
2
; q2d
2
)2
∞
(1 + z) (q; q)∞
[
z2; q2d2
]
∞
+
2z(1− z) (−q; q)∞
(
q2d
2
; q2d
2
)2
∞
[
z2q2d
2
; q2d
2
]
∞
(1 + z) (q; q)∞
d−1
2∑
k=0
(−1)kqk2+dk
[
q4dk; q2d
2
]
∞[
z2q2dk, z−2q2dk, q2dk; q2d2
]
∞
.
This establishes the case when d is odd.
Now suppose that d is even. Temporarily we will need the additional notation that v−(d, k) = 2gcd(d,4) +
(− d24 + dk)τ, so e2πiv
−(d,k) = (−1)1+d2 q− d24 +dk.
We note that by (2.7),
µ (u(z, d, k), v(d, k); τ) =
z
1
2 q
dk
2
ϑ(v(d, k); d
2τ
2 )
∞∑
n=−∞
(−1) d2nq d24 n2+ d22 n+dkn
1− zq d22 n+dk
,
µ
(
u(z, d, k), v−(d, k); τ
)
=
z
1
2 q
dk
2
ϑ(v−(d, k); d
2τ
2 )
∞∑
n=−∞
(−1) d2nq d24 n2+dkn
1− zq d22 n+dk
.
Thus
O(z; q) = (1 − z) (−q; q)∞
(1 + z) (q; q)∞
d
2−1∑
k=0
(−1)kqk2
(
z−
1
2 q−
dk
2 ϑ(v−d,k,
d2τ
2 )µ
(
uz,d,k, v
−
d,k;
d2τ
2
)
+z
1
2 q
dk
2 ϑ(vd,k,
d2τ
2 )µ
(
uz,d,k, vd,k;
d2τ
2
))
.
However v(d, k) = v−(d, k) + d
2τ
2 , so by (2.10) and (2.9) we have that
ϑ
(
v−d,k;
d2τ
2
)
= (−1) d2 qdkϑ
(
vd,k;
d2τ
2
)
,
µ
(
uz,d,k, v
−
d,k;
d2τ
2
)
= (−1) d2 zµ
(
uz,d,k, vd,k;
d2τ
2
)
− i1− 4gcd(d,4) z 12 q d
2
16 .
This gives us that
z−
1
2 q−
dk
2 ϑ(v−(d, k), d
2τ
2 )µ
(
u(z, d, k), v−(d, k); d
2τ
2
)
= z
1
2 q
dk
2 ϑ(v(d, k), d
2τ
2 )µ
(
u(z, d, k), v(d, k); d
2τ
2
)
− (−1) d2 i1− 4gcd(d,4) q d
2
16 +
dk
2 ϑ(v(d, k), d
2τ
2 ).
Thus for even d we have that
Od(z; q)
12
=
(1− z) (−q; q)∞
(1 + z) (q; q)∞
d
2−1∑
k=0
(−1)kqk2+ dk2 ϑ
(
v(d, k); d
2τ
2
)(
2z
1
2µ
(
u(z, d, k), v(d, k); d
2τ
2
)
− (−1) d2 i1− 4gcd(d,4) q d
2
16
)
.

3.1. Rewriting the generating function in terms of harmonic Maass forms. In order to rewrite the
functions occurring in Proposition 3.3, we make the following definition. Let
M˜d,k(a, b, c; τ) :=

2ζac q
− (2b−cd
2)2
8c2d4 µ˜
(
2a
c +
(
b
cd2 +
k
d
)
τ,
(
1
2 +
k
d
)
τ ; τ
)
if d odd,
2ζa2cq
− (4b−cd
2)2
8c2d4 µ˜
(
a
c + (
2b
cd2 +
2k
d )τ, 1 + (
1
2 +
2k
d )τ ; τ
)
if d ≡ 2 (mod 4),
2ζa2cq
−
(4b−cd2)2
8c2d4 µ˜
(
a
c + (
2b
cd2 +
2k
d )τ,
1
2 + (
1
2 +
2k
d )τ ; τ
)
if d ≡ 0 (mod 4),
(3.5)
where in each case a, b, c, and k are integers such that the corresponding µ˜(u, v; τ) satisfies u, v 6∈ Z + Zτ .
From here to the end of the article, any mention of M˜d,k(a, b, c; τ) implicitly makes this assumption about
a, b, c and k. We note thatM˜d,k(a, b, c; 2d
2τ) = 2ζac q
b
c q−
d2
4 −
b2
c2d2 µ˜
(
u(ζac q
b
c , d, k), v(d, k); 2d2τ
)
if d odd,
M˜d,k
(
a, b, c; d
2τ
2
)
= 2ζa2cq
b
2c−
d2
16−
b2
c2d2 µ˜
(
u(ζac q
b
c , d, k), v(d, k); d
2τ
2
)
if d even,
(3.6)
and that the corresponding µ functions are of the form appearing in the expansion of Od(ζac q
b
c ; q) given in
Propositions 3.3. This enables us to rewrite Od(ζac q
b
c ; q) in terms of modular objects.
Additionally, when d is odd, we define Pd,k(a, b, c; τ) by
Pd,k(a, b, c; τ) =

2 exp
(
2πiab
c2d2
)
η(2τ)f2d2,4dk(τ)k(− b
cd2
,− 2ac )
(
2d2τ
)
η(τ)2f2d2,2dk(τ)k( b
cd2
+kd ,
2a
c )
(2d2τ) k(− b
cd2
+ kd ,−
2a
c )
(2d2τ)
if d ∤ k,
2 exp
(
2πiab
c2d2
) η(2τ)
η(τ)2k( b
cd2
, 2ac )
(2d2τ)
if d | k,
(3.7)
where a, b, c, and k are integers chosen to avoid any division by zero, From here to the end of the article, any
mention of Pd,k(a, b, c; τ) implicitly makes this assumption about a, b, c and k. One can use the properties
of k and f to see that the value of Pd,k depends on k modulo d rather than the exact value of k.
Proposition 3.4. If d is odd, then
(1 + ζac q
b/c)
(1− ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q) = i
d−1∑
k=0
(−1)k+1η(2τ)f2d2,d2+2dk(τ)
η(τ)2
M˜d,k(a, b, c; 2d
2τ)
+
d−1
2∑
k=0
(−1)k+1Pd,k(a, b, c; τ)−
(
ζac q
− d
2
4 −
b2
c2d2
+ bcR
(
2a
c + (
2b
c − d2)τ ; 2d2τ
)− q− b2c2d2 ) .
If d ≡ 2 (mod 4), then
(1 + ζac q
b/c)
(1 − ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q) = i
d
2−1∑
k=0
(−1)k
η(2τ)f d2
2 ,
d2
4 +dk
(τ)
η(τ)2
· M˜d,k
(
a, b, c;
d2τ
2
)
+
(
ζ
a
2
c q
− d
2
16−
b2
c2d2
+ b2cR
((
a
c − 1
)
+
(
b
c − d
2
4
)
τ ; d
2τ
2
)
+ q−
b2
c2d2
)
.
If d ≡ 0 (mod 4), then
(1 + ζac q
b/c)
(1 − ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q) =
d
2−1∑
k=0
(−1)k+1
η(2τ)η(d
2τ
2 )
2f
d2, d
2
2 +2dk
(τ)
η(τ)2η(d2τ)f d2
2 ,
d2
4 +dk
(τ)
· M˜d,k
(
a, b, c;
d2τ
2
)
+
(
iζ
a
2
c q
− d
2
16−
b2
c2d2
+ b2cR
((
a
c − 12
)
+
(
b
c − d
2
4
)
τ ; d
2τ
2
)
+ q−
b2
c2d2
)
.
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Proof. This proposition is little more than converting our notation. First, when d is odd, with z = ζac q
b
c we
have
u(z, d, k) =
2a
c
+
2bτ
c
+ 2dkτ,
v(d, k) = d2τ + 2dkτ.
To begin we note that
q−
d2
4 −
b2
c2d2
(
2zµ
(
u(z, d, k), v(d, k); 2d2τ
)
+ iq
d2
4
)
= q−
d2
4 −
b2
c2d2
(
2zµ˜
(
u(z, d, k), v(d, k); 2d2τ
)− izR ( 2ac + 2bτc − d2τ ; 2d2τ)+ iq d24 )
= M˜d,k(a, b, c; 2d
2τ) − iζac q−
d2
4 −
b2
c2d2
+ bcR
(
2a
c +
2bτ
c − d2τ ; 2d2τ
)
+ iq−
b2
c2d2 .
Next since
(−q; q)∞
(q; q)∞
=
(
q2; q2
)
∞
(q; q)
2
∞
=
η(2τ)
η(τ)2
, (3.8)
we find that
(−1)kqk2+dk+ d24 (−q; q)∞ ϑ
(
v(d, k); 2d2τ
)
(q; q)∞
=
(−1)k+1iη(2τ)f2d2,d2+2dk(τ)
η(τ)2
,
2zq−
b2
c2d2 (−q; q)∞
(
q2d
2
; q2d
2
)2
∞
(q; q)∞
[
z2; q2d2
]
∞
= − 2 exp
(
2πiab
c2d2
)
η(2τ)
η(τ)2k( b
cd2
, 2ac )
(2d2τ)
= −Pd,0(a, b, c; τ),
and similarly
2z(−1)kqk2+dk− b
2
c2d2 (−q; q)∞
(
q2d
2
; q2d
2
)2
∞
[
z2q2d
2
, q4dk; q2d
2
]
∞
(q; q)∞
[
z2q2dk, z−2q2dk, q2dk; q2d2
]
∞
= (−1)k+1Pd,k(a, b, c; τ).
Thus by Proposition 3.3 we have
(1 + ζac q
b/c)
(1− ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q)
= i
d−1∑
k=0
(−1)k+1η(2τ)f2d2,d2+2dk(τ)
η(τ)2
M˜d,k(a, b, c; 2d
2τ) +
d−1
2∑
k=0
(−1)k+1Pd,k(a, b, c; τ)
+
d−1∑
k=0
(−1)k+1η(2τ)f2d2,d2+2dk(τ)
η(τ)2
(
ζac q
− d
2
4 −
b2
c2d2
+ bcR
(
2a
c + (
2b
c − d2)τ ; 2d2τ
)− q− b2c2d2 ) .
However, for d odd we notice that
η(τ)2
η(2τ)
=
∞∑
n=−∞
(−1)nqn2 =
d−1∑
k=0
(−1)kqk2
∞∑
n=−∞
(−1)nqd2n2+2dkn
=
d−1∑
k=0
(−1)kqk2
(
qd
2+2dk, qd
2−2dk, q2d
2
; q2d
2
)
∞
=
d−1∑
k=0
(−1)kf2d2,d2+2dk(τ).
Thus
(1 + ζac q
b/c)
(1− ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q)
= i
d−1∑
k=0
(−1)k+1η(2τ)f2d2,d2+2dk(τ)
η(τ)2
M˜d,k(a, b, c; 2d
2τ) +
d−1
2∑
k=0
(−1)k+1Pd,k(a, b, c; τ)
−
(
ζac q
− d
2
4 −
b2
c2d2
+ bcR
(
2a
c + (
2b
c − d2)τ ; 2d2τ
)− q− b2c2d2 ) ,
14
which is our goal.
The proof when d ≡ 2 (mod 4) is very similar to the case when d is odd, so we omit it. When d ≡ 0
(mod 4), we have that
Od(ζac q
b
c ; q) =
(1− ζac qb/c)
(1 + ζac q
b/c)
η(2τ)
η(τ)2
d
2−1∑
k=0
(−1)kqk2+ dk2 ϑ
(
1
2
+
(
d2
4
+ dk
)
τ ;
d2τ
2
)
×
(
2ζ
a
2
c q
b
2cµ
(
u(ζac q
b
c , d, k), v(d, k);
d2τ
2
)
− q d
2
16
)
.
Analyzing the theta function in this case requires a bit more finesse, but upon noting that
ϑ
(
1
2
+
(
d2
4
+ dk
)
τ ;
d2τ
2
)
= −q− d
2
16−
dk
2
(
−q d
2
4 +dk,−q d
2
4 −dk, q
d2
2 ; q
d2
2
)
= −q− d
2
16−
dk
2 −k
2
η(d
2τ
2 )
2f
d2, d
2
2 +2dk
(τ)
η(d2τ)f d2
2 ,
d2
4 +dk
(τ)
,
we see the calculations will indeed be similar to before, so we omit the details for this case also. 
We now notice that the definition of O˜d(a, b, c; τ) from the introduction was made in order to analyze the
functions occurring in Proposition 3.4, as now we have that
O˜d(a, b, c; τ)
=

i
d−1∑
k=0
(−1)k+1η(2τ)f2d2,d2+2dk(τ)
η(τ)2
M˜d,k(a, b, c; 2d
2τ) +
d−1
2∑
k=0
(−1)k+1Pd,k(a, b, c; τ) if d is odd,
i
d
2−1∑
k=0
(−1)k
η(2τ)f d2
2 ,
d2
4 +dk
(τ)
η(τ)2
M˜d,k
(
a, b, c;
d2τ
2
)
if d ≡ 2 (mod 4),
d
2−1∑
k=0
(−1)k+1
η(2τ)η(d
2τ
2 )
2f
d2, d
2
2 +2dk
(τ)
η(τ)2η(d2τ)f d2
2 ,
d2
4 +dk
(τ)
M˜d,k
(
a, b, c;
d2τ
2
)
if d ≡ 0 (mod 4).
(3.9)
From here to the end of the article, any mention of O˜d(a, b, c; τ) implicitly makes the assumption that a,
b, and c are chosen so that each M˜d,k(a, b, c; τ) and Pd,k(a, b, c; τ) is well defined. One can check that this
assumption is equivalent to the condition that c ∤ 2a or cd ∤ b.
3.2. Rewriting the error terms. We now rewrite the error terms involving R(u; τ) occurring in the
original definition of O˜d(a, b, c; τ). We begin with the case when d is odd.
Proposition 3.5. Suppose d is odd, and let n =
⌊
b
cd2
⌋
. If cd2 | b, then
O˜d(a, b, c; τ) = (1 + ζ
a
c q
b/c)
(1− ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q)− q− b
2
c2d2 + (−1)nζ2nac
+ 2
|n|∑
m=1
(−1)m+nζ(2n+1−sgn(n)(2m−1))ac qd
2( sgn(n)(2m−1)2 −m(m−1)−
1
2 )
− (−1)ni
√
2dζ2anc
∫ i∞
−τ
g0, 12−
2a
c
(2d2w)√
−i(w + τ) dw;
in particular if b = 0 then
O˜d(a, 0, c; τ) = (1 + ζ
a
c )
(1− ζac )
Od(ζac ; q)− i
√
2d
∫ i∞
−τ
g0, 12−
2a
c
(2d2w)√
−i(w + τ) dw.
If cd2 ∤ b, then
O˜d(a, b, c; τ) = (1 + ζ
a
c q
b/c)
(1− ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q)− q− b
2
c2d2
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+ 2
|n|∑
m=1
(−1)m+nζ(2n+1−sgn(n)(2m−1))ac qn(
2b
c −d
2n−d2)−(2m−1)sgn(n)
(
b
c−d
2n− d
2
2
)
−m(m−1)d2− d
2
2 +
b
c−
b2
c2d2
− i
√
2d exp
(
2πi
(
2ab
c2d2 − b2cd2
)) ∫ i∞
−τ
g b
cd2
−n, 12−
2a
c
(2d2w)√
−i(w + τ) dw;
in particular if 0 < b < cd2 then
O˜d(a, b, c; τ)
=
(1 + ζac q
b/c)
(1− ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q)− q− b
2
c2d2 − i
√
2d exp
(
2πi
(
2ab
c2d2 − b2cd2
)) ∫ i∞
−τ
g b
cd2
, 12−
2a
c
(2d2w)√
−i(w + τ) dw.
Proof. We are to determine an alternate form for the error in (1.2), namely
ζac q
− d
2
4 −
b2
c2d2
+ bcR
(
2a
c +
(
2b
c − d2
)
τ ; 2d2τ
)− q− b2c2d2 .
We then set n =
⌊
b
cd2
⌋
so that
b = (b− ncd2) + ncd2,
and then from (2.18) we have that
R
(
2a
c +
(
2b
c − d2
)
τ ; 2d2τ
)
= R
(
2a
c +
(
b
cd2 − 12
)
2d2τ ; 2d2τ
)
= R
(
2a
c +
(
b
cd2 − n− 12
)
2d2τ + 2d2nτ ; 2d2τ
)
= (−1)n exp (2πin (2ac + ( 2bc − d2n− d2) τ))R ( 2ac + ( bcd2 − n− 12) 2d2τ ; 2d2τ)
+ 2 exp
(
2πin
(
2a
c +
(
2b
c − d2n− d2
)
τ
))
×
|n|∑
m=1
(−1)m+n exp
(
−πi(2m− 1)sgn(n) ( 2ac + ( 2bc − 2d2n− d2) τ)− 2πim(m− 1)d2τ − πid2τ2 )
= (−1)nζ2anc qn(
2b
c −d
2n−d2)R
(
2a
c +
(
b
cd2 − n− 12
)
2d2τ ; 2d2τ
)
+ 2ζ2anc q
n( 2bc −d
2n−d2)
|n|∑
m=1
(−1)m+nζ−sgn(n)(2m−1)ac q−(2m−1)sgn(n)
(
b
c−d
2n− d
2
2
)
−m(m−1)d2− d
2
4 .
If cd2 | b, then − 12 = bcd2 − n− 12 , and so by (2.16) we have that
R
(
2a
c +
(
b
cd2 − n− 12
)
2d2τ ; 2d2τ
)
= R
(
2a
c − d2τ ; 2d2τ
)
= ζ−ac q
d2
4 − i
√
2dζ−ac q
d2
4
∫ i∞
−τ
g0, 12−
2a
c
(2d2w)√
−i(w + τ) dw.
Thus for cd2 | b we have that
ζac q
− d
2
4 −
b2
c2d2
+ bcR
(
2a
c +
(
2b
c − d2
)
τ ; 2d2τ
)− q− b2c2d2
= −q− b
2
c2d2 + (−1)nζ(2n+1)ac q−
d2
4 R
(
2a
c − d2τ ; 2d2τ
)
+ 2ζ(2n+1)ac q
− d
2
4
|n|∑
m=1
(−1)m+nζ−sgn(n)(2m−1)ac qd
2( sgn(n)(2m−1)2 −m(m−1)−
1
4 )
= −q− b
2
c2d2 + (−1)nζ2nac + 2
|n|∑
m=1
(−1)m+nζ(2n+1−sgn(n)(2m−1))ac qd
2( sgn(n)(2m−1)2 −m(m−1)−
1
2 )
− (−1)ni
√
2dζ2anc
∫ i∞
−τ
g0, 12−
2a
c
(2d2w)√
−i(w + τ) dw.
16
If cd2 ∤ b we instead have that − 12 < bcd2 − n− 12 < 12 , and so by (2.15) we have that
R
(
2a
c +
(
b
cd2 − n− 12
)
2d2τ ; 2d2τ
)
= − exp
(
πi
(
b
cd2 − n− 12
)2
2d2τ − 2πi ( bcd2 − n− 12) ( 12 − 2ac )) ∫ i∞
−2d2τ
g b
cd2
−n, 12−
2a
c
(w)√
−i(w + 2d2τ)dw
= (−1)n+1i
√
2dζ−(2n+1)ac exp
(
2πi
(
2ab
c2d2 − b2cd2
))
qd
2( b
cd2
−n− 12 )
2
∫ i∞
−τ
g b
cd2
−n, 12−
2a
c
(2d2w)√
−i(w + τ) dw.
Thus for cd2 ∤ b, we have that
ζac q
− d
2
4 −
b2
c2d2
+ bcR
(
2a
c +
(
2b
c − d2
)
τ ; 2d2τ
) − q− b2c2d2
= −q− b
2
c2d2
+ 2
|n|∑
m=1
(−1)m+nζ(2n+1−sgn(n)(2m−1))ac qn(
2b
c −d
2n−d2)−(2m−1)sgn(n)
(
b
c−d
2n− d
2
2
)
−m(m−1)d2− d
2
2 +
b
c−
b2
c2d2
− i
√
2d exp
(
2πi
(
2ab
c2d2 − b2cd2
)) ∫ i∞
−τ
g b
cd2
−n, 12−
2a
c
(2d2w)√
−i(w + τ) dw.

Following are the cases when d is even. Since the proofs are quite similar to the proof when d is odd, we
only state the results.
Proposition 3.6. Suppose d ≡ 2 (mod 4), and let n = ⌊ 2bcd2 ⌋. If cd2 | 2b, then
O˜d(a, b, c; τ) = (1 + ζ
a
c q
b/c)
(1− ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q)− q −b
2
c2d2 + (−1)nζanc
+ 2
|n|∑
m=1
(−1)m+nζa(2n+1−sgn(n)(2m−1))2c q
d2
8 ((2m−1)sgn(n)−2m(m−1)−1)
− d√
2
i(−1)nζanc
∫ i∞
−τ¯
g0, 32−
a
c
(d
2w
2 )√
−i(w + τ)dw;
in particular, if b = 0, then
O˜d(a, 0, c; τ) = (1 + ζ
a
c )
(1− ζac )
Od(ζac ; q)−
d√
2
i
∫ i∞
−τ¯
g0, 32−
a
c
(d
2w
2 )√
−i(w + τ)dw.
If cd2 ∤ 2b, then
O˜d(a, b, c; τ) = (1 + ζ
a
c q
b/c)
(1− ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q)− q −b
2
c2d2
+ 2
|n|∑
m=1
(−1)m+nζa(2n+1−sgn(n)(2m−1))2c qn(
b
c−
d2n
4 −
d2
4 )−(2m−1)sgn(n)(
b
2c−
d2n
4 −
d2
8 )−
d2
4 m(m−1)−
d2
8 +
b
2c−
b2
c2d2
− d√
2
i exp
(
2πi
(
2ab
c2d2 − 3bcd2
)) ∫ i∞
−τ¯
g 2b
cd2
−n, 32−
a
c
(d
2w
2 )√
−i(w + τ) dw;
in particular, if 0 < b < cd2/2, then
O˜d(a, b, c; τ) = (1 + ζ
a
c q
b/c)
(1− ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q)− q −bc2d2
− d√
2
i exp
(
2πi
(
2ab
c2d2 − 3bcd2
)) ∫ i∞
−τ¯
g 2b
cd2
, 32−
a
c
(d
2w
2 )√
−i(w + τ) dw.
17
Proposition 3.7. Suppose d ≡ 0 (mod 4), and let n = ⌊ 2bcd2 ⌋. If cd2 | 2b, then
O˜d(a, b, c; τ) = (1 + ζ
a
c q
b/c)
(1 − ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q)− q −b
2
c2d2 + ζanc
− 2i
|n|∑
m=1
(−1)mi(2m−1)sgn(n)ζa(2n+1−sgn(n)(2m−1))2c q
d2
8 ((2m−1)sgn(n)−2m(m−1)−1)
− d√
2
iζanc
∫ i∞
−τ¯
g0,1−ac (
d2w
2 )√
−i(w + τ)dw;
in particular, if b = 0, then
O˜d(a, 0, c; τ) = (1 + ζ
a
c )
(1− ζac )
Od(ζac ; q)−
d√
2
i
∫ i∞
−τ¯
g0,1−ac (
d2w
2 )√
−i(w + τ)dw.
If cd2 ∤ 2b, then
O˜d(a, b, c; τ) = (1 + ζ
a
c q
b/c)
(1 − ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q)− q −b
2
c2d2
− 2i
|n|∑
m=1
(−1)mi(2m−1)sgn(n)ζa(2n+1−sgn(n)(2m−1))2c
× qn( bc− d
2n
4 −
d2
4 )−(2m−1)sgn(n)(
b
2c−
d2n
4 −
d2
8 )−
d2
4 m(m−1)−
d2
8 +
b
2c−
b2
c2d2
− d√
2
i exp
(
2πi
(
2ab
c2d2 − 2bcd2
)) ∫ i∞
−τ¯
g 2b
cd2
−n,1− ac
(d
2w
2 )√
−i(w + τ) dw;
in particular, if 0 < b < cd2/2, then
O˜d(a, b, c; τ) = (1 + ζ
a
c q
b/c)
(1− ζac qb/c)
q−
b2
c2d2Od(ζac q
b
c ; q)− q −b
2
c2d2
− d√
2
i exp
(
2πi
(
2ab
c2d2 − 2bcd2
)) ∫ i∞
−τ¯
g 2b
cd2
,1− ac
(d
2w
2 )√
−i(w + τ) dw.
4. Modular interpretation of Od(ζac q
b
c ; q)
In this section we obtain explicit transformation formulas for the functions O˜d(a, b, c; τ). In light of (3.9)
we begin by studying transformation formulas for the functions M˜d,k(a, b, c; τ). First, we note the following
elliptic properties of these functions.
Proposition 4.1. We have that
M˜d,k+d(a, b, c; τ) = M˜d,k(a, b, c; τ),
M˜d,k(a+ c, b, c; τ) = M˜d,k(a, b, c; τ).
Moreover if d is odd,
M˜d,k(a, b+ cd
2, c; τ) = −ζ2ac M˜d,k(a, b, c; τ),
and if d is even,
M˜d,k
(
a, b+
cd2
2
, c; τ
)
= (−1) d2 ζac M˜d,k(a, b, c; τ).
Proof. These all follow immediately from (2.13). 
We now determine a transformation for M˜d,k(a, b, c; τ), under the action of SL2(Z), in terms of µ˜(u, v; τ).
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Proposition 4.2. Let A =
(
α β
γ δ
)
∈ SL2(Z). Then, when d is odd,
M˜d,k(a, b, c;Aτ) = 2ζ
a
c exp
(
−πic2
(
αβ(2b−cd2)2
4d4 + 4a
2γδ + 2aβγ(2b−cd
2)
d2
))
ν(A)−3
√
γτ + δ
× q− (4ad
2γ+2bα−cd2α)2
8d4c2 µ˜
(
2aδ
c +
bβ
cd2 +
kβ
d +
(
2ad2γ+bα
cd2 +
kα
d
)
τ,
(
1
2 +
k
d
)
ατ + β2 +
kβ
d ; τ
)
,
when d ≡ 2 (mod 4),
M˜d,k (a, b, c;Aτ) = 2ζ
a
2
c exp
(
−πic2
(
αβ(4b−cd2)2
4d4 + γδ(a− c)2 + βγ(a−c)(4b−cd
2)
d2
))
ν(A)−3
√
γτ + δ
× q− (2d
2γ(a−c)+α(4b−cd2))2
8c2d4 µ˜
((
aδ
c +
2bβ
cd2 +
2kβ
d
)
+
(
aγ
c +
2bα
cd2 +
2kα
d
)
τ,
(
δ + β2 +
2kβ
d
)
+
(
γ + α2 +
2kα
d
)
τ ; τ
)
,
and when d ≡ 0 (mod 4),
M˜d,k (a, b, c;Aτ) = 2ζ
a
2
c exp
(
−πi
c2
(
αβ(4b−cd2)2
4d4 +
γδ(2a−c)2
4 +
βγ(2a−c)(4b−cd2)
2d2
))
ν(A)−3
√
γτ + δ
× q− (d
2γ(2a−c)+α(4b−cd2))2
8c2d4 µ˜
((
aδ
c +
2bβ
cd2 +
2kβ
d
)
+
(
aγ
c +
2bα
cd2 +
2kα
d
)
τ,
(
δ
2 +
β
2 +
2kβ
d
)
+
(
γ
2 +
α
2 +
2kα
d
)
τ ; τ
)
.
Proof. We only give the proof for d odd, as the other cases are similar. When d is odd, we see by (2.14) that
M˜d,k(a, b, c;Aτ)
= 2ζac exp
(
−πi(2b−cd2)2Aτ4d4c2
)
µ˜
(
2a
c +
(
b
cd2 +
k
d
)
Aτ,
(
1
2 +
k
d
)
Aτ ;Aτ
)
= 2ζac exp
(
−πi(2b−cd2)2Aτ4d4c2
)
exp
(
− πiγγτ+δ
(
2a(γτ+δ)
c + (
b
cd2 − 12 )(ατ + β)
)2)
ν(A)−3
√
γτ + δ
× µ˜
(
2a(γτ+δ)
c +
(
b
cd2 +
k
d
)
(ατ + β),
(
1
2 +
k
d
)
(ατ + β); τ
)
= 2ζac exp
(
−πi(α2τ+αβ)(2b−cd2)24d4c2
)
exp
(
−πiγ
(
4a2(γτ+δ)
c2 +
2a(ατ+β)(2b−cd2)
c2d2
))
ν(A)−3
√
γτ + δ
× µ˜
(
2a(γτ+δ)
c +
(
b
cd2 +
k
d
)
(ατ + β),
(
1
2 +
k
d
)
(ατ + β); τ
)
.
The result then follows after simplifying. 
In order to obtain transformation properties for the M˜d,k(a, b, c; τ) functions at the appropriate parameters
coming from (3.9), it will be useful to first define the following groups and note their implications for elements.
We define
Γa,b,c,d := Γ0
(
c2d2
gcd(a2, c2d2)
)
∩ Γ1
(
c
gcd(a, c)
)
∩ Γ0
(
c
gcd(b, c)
)
∩ Γ0
(
c2d2
gcd(b2, c2d2)
)
.
Thus if A =
(
α β
γ δ
)
∈ Γa,b,c,d, then the entries in A satisfy the following congruences:
a2γ ≡ 0 (mod c2d2), a(α− 1) ≡ a(δ − 1) ≡ 0 (mod c),
bβ ≡ 0 (mod c), b2β ≡ 0 (mod c2d2). (4.1)
Furthermore, we define
Γ′a,b,c,d :=

Γ0
(
2cd2
gcd(a,2cd2)
)
∩ Γ1
(
c2d2
gcd(ab,c2d2)
)
∩ Γ1
(
2cd2
gcd(b,2cd2)
)
when d odd,
Γ0
(
cd2
gcd(a,cd2)
)
∩ Γ1
(
c2d2
gcd(2ab,c2d2)
)
∩ Γ1
(
cd2
gcd(b,cd2)
)
when d ≡ 2 (mod 4),
Γ0
(
cd2
2 gcd(a, cd
2
2 )
)
∩ Γ1
(
c2d2
gcd(2ab,c2d2)
)
∩ Γ1
(
cd2
2 gcd(b, cd
2
2 )
)
when d ≡ 0 (mod 4),
so that if A =
(
α β
γ δ
)
∈ Γ′a,b,c,d, then when d is odd we have that
aγ ≡ 0 (mod cd2), ab(α− 1) ≡ ab(δ − 1) ≡ 0 (mod c2d2),
b(α− 1) ≡ b(δ − 1) ≡ 0 (mod cd2); (4.2)
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when d ≡ 2 (mod 4) we have that
aγ ≡ 0 (mod cd2), 2ab(α− 1) ≡ 2ab(δ − 1) ≡ 0 (mod c2d2),
b(α− 1) ≡ b(δ − 1) ≡ 0 (mod cd2); (4.3)
and when d ≡ 0 (mod 4) we have that
aγ ≡ 0 (mod cd2/2), 2ab(α− 1) ≡ 2ab(δ − 1) ≡ 0 (mod c2d2),
b(α− 1) ≡ b(δ − 1) ≡ 0 (mod cd2/2). (4.4)
We now give transformations for M˜d,k(a, b, c; τ) as a corollary of Proposition 4.2, depending on the 2-
divisibility of d.
Corollary 4.3. If d is odd and A =
(
α β
γ δ
)
∈ Γ0(2d2) ∩ Γa,b,c,d ∩ Γ′a,b,c,d ∩ Γ1
(
d
gcd(d,k)
)
, then
M˜d,k(a, b, c; 2d
2Aτ) = (−1)β+α−12 i−αβ ν( 2A)−3
√
γτ + δM˜d,k(a, b, c; 2d
2τ).
If d ≡ 2 (mod 4) and A =
(
α β
γ δ
)
∈ Γ0(d22 ) ∩ Γa,b,c,d ∩ Γ′a,b,c,d ∩ Γ1
(
d
gcd(d,k)
)
, then
M˜d,k
(
a, b, c;
d2
2
Aτ
)
= (−1)β+α−12 i−αβν( 2A)−3
√
γτ + δM˜d,k
(
a, b, c;
d2τ
2
)
.
If d ≡ 0 (mod 4) and A =
(
α β
γ δ
)
∈ Γ0(4d2) ∩ Γa,b,c,d ∩ Γ′a,b,c,d ∩ Γ1
(
d
gcd(d,k)
)
, then
M˜d,k
(
a, b, c;
d2
2
Aτ
)
= (−1)β+α−12 i−αβν( 2A)−3
√
γτ + δM˜d,k
(
a, b, c;
d2τ
2
)
.
Proof. First we consider when d is odd. Since A =
(
α β
γ δ
)
∈ Γ0(2d2), by Proposition 4.2 we have that
M˜d,k(a, b, c; 2d
2Aτ) = M˜d,k(a, b, c;
2d2A2d2τ)
= 2ζac exp
(
− πic2d2
(
αβ(2b−cd2)2
2 + 2a
2γδ + 2aβγ(2b− cd2)
))
ν( 2d
2
A)−3
√
γτ + δ
× q− (α(2b−cd
2)+2aγ)2
4c2d2 µ˜
(
2aδ+2bβ
c + 2kdβ +
2aγ+2bα
c τ + 2dkατ, d
2ατ + 2dkατ + d2β + 2kdβ; 2d2τ
)
.
To proceed we note that α ≡ 1 (mod 2), so writing d2ατ = d2τ + (α−1)2 2d2τ , together with (2.13) gives that
µ˜
(
2aδ+2bβ
c + 2kdβ +
2aγ+2bα
c τ + 2dkατ, d
2ατ + 2dkατ + d2β + 2kdβ; 2d2τ
)
= (−1)β+α−12 exp
(
− 2πi(α−1)(aδ+bβ)c
)
q
d2(α−1)2
4 +
d2(α−1)
2 −
(α−1)(aγ+bα)
c
× µ˜
(
2aδ+2bβ
c +
2aγ+2bα
c τ + 2dkατ, d
2τ + 2dkατ ; 2d2τ
)
.
Along with the fact that ν( 2d
2
A)3 = ν( 2A)3, we then have that
M˜d,k(a, b, c; 2d
2Aτ)
= 2(−1)β+α−12 i−αβζa−(α−1)(aδ+bβ)+aβ(b+γ)c ζ−b
2αβ−a2γδ−2abβγ
c2d2 ν(
2A)−3
√
γτ + δ
× q− (2aγ+2bα−cd
2)2
4c2d2 µ˜
(
2aδ+2bβ
c +
2aγ+2bα
c τ + 2dkατ, d
2τ + 2dkατ ; 2d2τ
)
,
and so we see that
M˜d,k(a, b, c; 2d
2Aτ) = (−1)β+α−12 i−αβζa−α(aδ+bβ)+aβ(b+γ)c ζ−b
2αβ−a2γδ−2abβγ
c2d2
× ν( 2A)−3
√
γτ + δM˜d,kα(aδ + bβ, aγ + bα, c; 2d
2τ). (4.5)
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But now considering our full group Γ0(2d
2)∩Γa,b,c,d∩Γ′a,b,c,d∩Γ1
(
d
gcd(d,k)
)
, we observe kα ≡ k (mod d),
as well as the congruences from (4.1) and (4.2). Together with Proposition 4.1, this allows us to simplify
(4.5) to obtain
M˜d,k(a, b, c; 2d
2Aτ)
= (−1)β+α−12 + aγcd2 + b(α−1)cd2 i−αβζa−α(aδ+bβ)+aβ(b+γ)+
2a2γ
cd2
+ 2ab(α−1)
cd2
c ζ
−b2αβ−a2γδ−2abβγ
c2d2 ν(
2A)−3
×
√
γτ + δM˜d,k(a, b, c; 2d
2τ)
= (−1)β+α−12 i−αβ ν( 2A)−3
√
γτ + δM˜d,k(a, b, c; 2d
2τ)
as desired.
The proofs when d is even are much the same. However, when d ≡ 2 (mod 4) we have d22 = 2m2 for odd
m, and so the discussion preceding (2.6) gives that ν(
d2
2A)3 = ν( 2A)3 for A ∈ Γ0(d22 ). When d ≡ 0 (mod 4)
we have that d
2
2 = 2m
2 for even m, and so the discussion proceeding (2.6) gives that ν(
d2
2A)3 = i−αβν( 2A)3
for A ∈ Γ0(4d2). 
4.1. Maass form properties for M˜d,k(a, b, c; τ). Furthermore, we obtain Maass form properties for the
functions M˜d,k(a, b, c; τ) at the appropriate parameters coming from (3.9). We first consider when d is odd.
Proposition 4.4. Suppose d is odd. Then M˜d,k(a, b, c; 2d
2τ) has at most linear exponential growth at the
cusps and is annihilated by ∆ 1
2
.
Proof. We first check the growth condition at the cusps. Suppose α and γ are integers with gcd(α, γ) = 1,
then take A =
(
α β
γ δ
)
∈ SL2(Z). To obtain the growth of M˜d,k(a, b, c; 2d2τ) at τ = αγ , we study the
growth of M˜d,k(a, b, c; 2d
2Aτ) at infinity. We set g = gcd(2d2, γ), m = 2d
2α
g , and u =
γ
g . We then take
L = (m nu v ) ∈ SL2(Z) and set
B = L−1
(
2d2α 2d2β
γ δ
)
=
(
g 2d2βv − δn
0 2d2/g
)
.
By Proposition 4.2 we have
(γτ + δ)−
1
2 M˜d,k(a, b, c; 2d
2Aτ) = (γτ + δ)−
1
2 M˜d,k(a, b, c;LBτ)
= ε1 exp
(
−2πiBτ
(
(4ad2u+2bm−cd2m)2
8d4c2
))
× µ˜
(
2av
c +
bn
cd2 +
kn
d +
(
2ad2u+bm
cd2 +
km
d
)
Bτ,
(
1
2 +
k
d
)
mBτ + n2 +
kn
d ;Bτ
)
,
(4.6)
where ε1 is some nonzero constant. Noting exp(2πiBτ) = ε2q
g2
2d2 , where |ε2| = 1, we see that (γτ +
δ)−
1
2 M˜d,k(a, b, c; 2d
2Aτ) has at worst linear exponential growth as Im(τ) → ∞, since it is of the form
q−
(u1−v1)
2
2 µ˜ (u1τ + u2, v1τ + v2; τ) as in (2.19).
To verify M˜d,k(a, b, c; 2d
2τ) is annihilated by ∆ 1
2
, we just need to verify that the function√
Im(τ)
∂
∂τ
q
b
c−
d2
4 −
b2
c2d2 R
(
( bcd2 − 12 )2d2τ + 2ac ; 2d2τ
)
is holomorphic in τ . Using Lemma 1.8 of [25] we find that
∂
∂τ
R
(
( bcd2 − 12 )2d2τ + 2ac ; 2d2τ
)
=
1√
Im(τ)
exp
(
2πi(τ − τ )
(
b2
c2d2 − bc + d
2
4
))
A(τ ),
where A(τ ) is a series defining a holomorphic function of τ . Thus the result follows. 
We next consider when d is even.
Proposition 4.5. Suppose d is even. Then M˜d,k(a, b, c;
d2τ
2 ) has at most linear exponential growth at the
cusps and is annihilated by ∆ 1
2
.
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Proof. First, suppose α and γ are integers such that gcd(α, γ) = 1, and take A =
(
α β
γ δ
)
∈ SL2(Z). To
obtain the growth of M˜d,k(a, b, c;
d2τ
2 ) at τ =
α
γ , we study the growth of M˜d,k(a, b, c;
d2
2 Aτ) at infinity. Let
g = gcd(d
2α
2 , γ) so that m =
d2α
2g and u =
γ
g are relatively prime, and take L = (
m n
u v ) ∈ SL2(Z). Set
B = L−1
(
d2α
2
d2β
2
γ δ
)
=
(
g d
2β
2 v − δn
0 d
2
2g
)
,
so that d
2
2 Aτ = LBτ . We then use Proposition 4.2 and find the proof follows much the same as the proof of
Proposition 4.4. 
We next determine invariant orders at cusps of the holomorphic parts of the M˜d,k functions.
Proposition 4.6. Suppose α and γ are integers and gcd(α, γ) = 1. If d is odd, then the invariant order of
the holomorphic part of M˜d,k(a, b, c; 2d
2τ) at the cusp αγ is at least
g2
2d2
(
− (4ad
2u+ 2bm− cd2m)2
8d4c2
+ ν˜
(
2ad2u+ bm
cd2
+
km
d
,
m
2
+
km
d
))
,
where g = gcd(2d2, γ), m = 2d
2α
g , and u =
γ
g .
Similarly, if d is even, then the invariant order of the holomorphic part of M˜d,k(a, b, c;
d2
2 Aτ) at the cusp
α
γ is at least
2g2
d2
(
− (2d
2(a− c)u+ (4b− cd2)m)2
8c2d4
+ ν˜
(
au
c +
2bm
cd2 +
2km
d , u+
m
2 +
2km
d
))
when d ≡ 2 (mod 4), and
2g2
d2
(
− (d
2(2a− c)u+ (4b− cd2)m)2
8c2d4
+ ν˜
(
au
c +
2bm
cd2 +
2km
d ,
u
2 +
m
2 +
2km
d
))
when d ≡ 0 (mod 4), where in both cases g = gcd(d2α2 , γ), m = d
2α
2g , and
γ
g .
Proof. In the case when d is odd, as in Proposition 4.4 we let A =
(
α β
γ δ
)
, L = (m nu v ) ∈ SL2(Z) and
B = L−1
(
2d2α 2d2β
γ δ
)
=
(
g 2d2βv − δn
0 2d2/g
)
.
As in (4.6), we have
(γτ + δ)−
1
2 M˜d,k(a, b, c; 2d
2Aτ) = ε1 exp
(
−2πiBτ
(
(4ad2u+2bm−cd2m)2
8d4c2
))
µ˜
(
2av
c +
bn
cd2 +
kn
d +
(
2ad2u+bm
cd2 +
km
d
)
Bτ,
(
1
2 +
k
d
)
mBτ + n2 +
kn
d ;Bτ
)
,
where ε1 is some nonzero constant. Noting exp(2πiBτ) = ε2q
g2
2d2 , where |ε2| = 1, the result then follows
from Corollary 2.2. The cases when d is even follow similarly. 
In the case when d is odd, we see the functions Pd,k(a, b, c; τ), which were defined in (3.7), appearing along
side the M˜d,k(a, b, c; τ) functions in Proposition 3.4. Thus we also need to study their modular properties.
Proposition 4.7. Suppose d is odd and A =
(
α β
γ δ
)
∈ Γ0(2d2) ∩ Γa,b,c,d ∩ Γ′a,b,c,d ∩ Γ1
(
d
gcd(d,k)
)
. Then
Pd,k(a, b, c;Aτ) = (−1)β+
(α−1)
2 i−αβν( 2A)−3
√
γτ + δPd,k(a, b, c; τ).
Proof. We only give the proof for the case when d ∤ k, and note that the proof for the case when d | k is
simpler. By Proposition 2.1, on the subgroup Γ0(2d
2) we have that
η(2Aτ)
η(Aτ)2
= (−1)β+α−12 i−αβν( 2A)−3(γτ + δ)− 12 η(2τ)
η(τ)2
.
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On the subgroup Γ0(2d
2) ∩ Γ1
(
d
gcd(d,k)
)
we have 4dkα ≡ 4dk (mod 2d2), and 2dkα ≡ 2dk (mod 2d2), so
that
f2d2,4dk(Aτ)
f2d2,2dk(Aτ)
= (−1)⌊ 2kαd ⌋+⌊ kα2d ⌋+⌊ 2kd ⌋+⌊ kd⌋ f2d2,4dk(τ)
f2d2,2dk(τ)
=
f2d2,4dk(τ)
f2d2,2dk(τ)
.
On Γ0(2d
2) ∩ Γa,b,c,d ∩ Γ′a,b,c,d ∩ Γ1
(
d
gcd(d,k)
)
we have that
k(− b
cd2
,− 2ac )
(
2d2A2d2τ
)
= (γτ + δ)−1k(− bα
cd2
− aγ
cd2
,− 2bβc −
2aδ
c )
(
2d2τ
)
= (−1) aγcd2 + b(α−1)cd2 ζ−
ab(α−1)
cd2
−a
2γ
cd2
+ ab(δ−1)
cd2
c ζ
b2β
c2d2(γτ + δ)
−1
k(− b
cd2
,− 2ac )
(
2d2τ
)
,
and additionally
k( b
cd2
+ kd ,
2a
c )
(
2d2A2d2τ
)−1
k(− b
cd2
+ kd ,−
2a
c )
(
2d2A2d2τ
)−1
= (γτ + δ)2k( bα
cd2
+ kαd +
aγ
cd2
, 2bβc +2kdβ+
2aδ
c )
(
2d2τ
)−1
k(− bα
cd2
+ kαd −
aγ
cd2
,− 2bβc +2kdβ−
2aδ
c )
(
2d2τ
)−1
= ζ
2ab(α−1)
cd2
+ 2a
2γ
cd2
− 2ab(δ−1)
cd2
c ζ
−2b2β
c2d2 (γτ + δ)
2
k( b
cd2
+ kd ,
2a
c )
(
2d2τ
)−1
k(− b
cd2
+ kd ,−
2a
c )
(
2d2τ
)−1
.
Thus
Pd,k(a, b, c;Aτ) = (−1)β+
(α−1)
2 +
aγ
cd2
+ b(α−1)
cd2 i−αβζ
ab(α−1)
cd2
+a
2γ
cd2
− ab(δ−1)
cd2
c ζ
−b2β
c2d2 ν(
2A)−3
√
γτ + δPd,k(a, b, c;Aτ)
= (−1)β+ (α−1)2 i−αβν( 2A)−3
√
γτ + δPd,k(a, b, c; τ),
where the last equality follows from the fact that Γ0(2d
2) ∩ Γa,b,c,d ∩ Γ′a,b,c,d ∩ Γ1
(
d
gcd(d,k)
)
is contained in
Γ0
(
2cd2
gcd(a,2cd2)
)
Γ1
(
2cd2
gcd(b,2cd2)
)
Γ1
(
c2d2
gcd(ab,c2d2)
)
Γ0
(
c2d2
gcd(a2,c2d2)
)
Γ0
(
c2d2
gcd(b2,c2d2)
)
.

Proposition 4.8. Suppose d is odd, and α, γ are integers with gcd(α, γ) = 1. Then the invariant order of
Pd,k(a, b, c; τ) at the cusp
α
γ is
− 1
12
+
gcd(2, γ)2
48
+
g2
4d2
({
4dkα
g
}2
−
{
4dkα
g
}
−
{
2dkα
g
}2
+
{
2dkα
g
}
+
{− bmcd2 − 2auc }2 − {− bmcd2 − 2auc }
− { bmcd2 + kmd + 2auc }2 + { bmcd2 + kmd + 2auc }− {− bmcd2 + kmd − 2auc }2 + {− bmcd2 + kmd − 2auc }),
where g = gcd(2d2, γ), m = 2d
2α
g , and u =
γ
g .
Proof. As in the proofs of Propositions 4.4 and 4.5, we let A =
(
α β
γ δ
)
, L = (m nu v ) ∈ SL2(Z) and
B = L−1
(
2d2α 2d2β
γ δ
)
=
(
g 2d2βv − δn
0 2d2/g
)
.
We note that
(γτ + δ)k(a1,a2)
(
2d2Aτ
)
= (γτ + δ)k(a1,a2) (LBτ) =
2d2
g
k(a1m+a2u,a1n+a2v) (Bτ) ,
so that the invariant order of k(a1,a2)
(
2d2τ
)
at the cusp αγ is
g2
2d2
(
1
2
B2 ({a1m+ a2u})− 1
12
)
=
g2
4d2
(
{a1m+ a2u}2 − {a1m+ a2u}
)
.
By Proposition 2.3, the invariant order of fN,ρ(τ) at
α
γ is
gcd(N, γ)2
2N
({
αρ
gcd(N, γ)
}
− 1
2
)2
.
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Additionally it well known that the invariant order of η(2τ)η(τ)2 at the cusp
α
γ is
− 1
12
+
gcd(2, γ)2
48
.
We can now deduce the invariant order of Pd,k(a, b, c; τ) at the cusp
α
γ .
For k = 0 we find that the invariant order of Pd,0(a, b, c; τ) at the cusp
α
γ is
− 1
12
+
gcd(2, γ)2
48
− g
2
4d2
({
bm
cd2 +
2au
c
}2 − { bmcd2 + 2auc }) .
For d ∤ k we find that the invariant order of Pd,k(a, b, c; τ) at the cusp
α
γ is
− 1
12
+
gcd(2, γ)2
48
+
g2
4d2
({
4dkα
g
}
− 1
2
)2
− g
2
4d2
({
2dkα
g
}
− 1
2
)2
+
g2
4d2
({− bmcd2 − 2auc }2 − {− bmcd2 − 2auc })
− g
2
4d2
({
bm
cd2 +
km
d +
2au
c
}2 − { bmcd2 + kmd + 2auc })− g24d2 ({− bmcd2 + kmd − 2auc }2 − {− bmcd2 + kmd − 2auc })
= − 1
12
+
gcd(2, γ)2
48
+
g2
4d2
({
4dkα
g
}2
−
{
4dkα
g
}
−
{
2dkα
g
}2
+
{
2dkα
g
}
+
{− bmcd2 − 2auc }2 − {− bmcd2 − 2auc }
− { bmcd2 + kmd + 2auc }2 + { bmcd2 + kmd + 2auc }− {− bmcd2 + kmd − 2auc }2 + {− bmcd2 + kmd − 2auc }).

4.2. Transformations of O˜. We are now able to prove transformation formulas for O˜d(a, b, c; τ).
Proposition 4.9. Suppose
A =
(
α β
γ δ
)
∈

Γ0(2d
2) ∩ Γa,b,c,d ∩ Γ′a,b,c,d ∩ Γ1(d) if d odd,
Γ0(d
2/2) ∩ Γa,b,c,d ∩ Γ′a,b,c,d ∩ Γ1(2d) if d ≡ 2 (mod 4),
Γ0(4d
2) ∩ Γa,b,c,d ∩ Γ′a,b,c,d ∩ Γ1(2d) if d ≡ 0 (mod 4).
Then
O˜d(a, b, c;Aτ) = (−1)β+
α−1
2 i−αβν( 2A)−3
√
γτ + δO˜d(a, b, c; τ).
Moreover, for such A, we have that
η(Aτ)2
η(2Aτ)
O˜d(a, b, c;Aτ) = (γτ + δ)η(τ)
2
η(2τ)
O˜d(a, b, c; τ).
Proof. In order to understand how O˜d(a, b, c; τ) transforms when d odd, we see from (3.9) that we need to
consider how
η(2τ)f2d2,d2+2dk(τ)
η(τ)2
transforms. Proposition 2.1 gives the transformation for η(2τ)η(τ)2 , so it remains to consider f2d2,d2+2dk(τ). Since
A ∈ Γ0(2d2) ∩ Γ1(d), after simplifications we deduce from (2.5) that
f2d2,d2+2dk(Aτ)
= (−1)(d
2+2dk)β+
⌊
(d2+2dk)α
2d2
⌋
+
⌊
(d2+2dk)
2d2
⌋
exp
(
πiαβ(d2 + 2dk)2
2d2
)
ν( 2d
2
A)3
√
γτ + δf2d2,d2+2dk(τ)
= (−1)β+ (α−1)2 iαβν( 2A)3
√
γτ + δf2d2,d2+2dk(τ).
From this, together with Corollary 4.3, Proposition 4.7, Proposition 2.1, and (3.9), we obtain the stated
transformation for O˜d(a, b, c; τ) after cancellations.
In order to understand how O˜d(a, b, c; τ) transforms when d ≡ 2 (mod 4), we see from (3.9) that we need
to consider how
η(2τ)f d2
2 ,
d2
4 +dk
(τ)
η(τ)2
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transforms. Again it remains only to consider f d2
2 ,
d2
4 +dk
(τ). Since A ∈ Γ0(d22 ) ∩ Γ1(2d), by (2.5), after
cancellations we find that
f d2
2 ,
d2
4 +dk
(Aτ) = (−1)(d2/4+dk)β+⌊α(d+4k)2d ⌋+⌊ (d+4k)2d ⌋ exp
(
2πiαβ
(
d2/4 + dk
)2
d2
)
ν(
d2
2A)3
√
γτ + δf d2
2 ,
d2
4 +dk
(τ)
= (−1)β+α−12 iαβν( 2A)3
√
γτ + δf d2
2 ,
d2
4 +dk
(τ).
Using this together with Corollary 4.3, Proposition 2.1, and (3.9), we obtain the transformation for O˜d(a, b, c; τ)
after cancellations.
In order to understand how O˜d(a, b, c; τ) transforms when d ≡ 0 (mod 4), we see from (3.9) that we need
to consider how
η(2τ)η(d
2τ
2 )
2f
d2, d
2
2 +2dk
(τ)
η(τ)2η(d2τ)f d2
2 ,
d2
4 +dk
(τ)
transforms. First, we observe that
η( d
2τ
2 )
2
η(d2τ) = fd2, d22
(τ). Using the fact that A ∈ Γ0(4d2) ∩ Γ1(2d), we have
by (2.5) that
f
d2, d
2
2
(Aτ) = ν( d
2
A)3
√
γτ + δf
d2, d
2
2
(τ). (4.7)
Furthermore,
f
d2, d
2
2 +2dk
(Aτ) = (−1) (α−1)2 ν( d2A)3
√
γτ + δf
d2, d
2
2 +2dk
(τ),
f d2
2 ,
d2
4 +dk
(Aτ) = (−1) (α−1)2 ν( d
2
2A)3
√
γτ + δf d2
2 ,
d2
4 +2dk
(τ). (4.8)
With Proposition 2.1, (4.8), and (4.7) we find that
η(2Aτ)η(d
2Aτ
2 )
2f
d2, d
2
2 +2dk
(Aτ)
η(Aτ)2η(d2Aτ)f d2
2 ,
d2
4 +dk
(Aτ)
= (−1)βi−αβ
(
ν( d
2
A)6
ν( 2A)3ν(
d2
2A)3
)
η(2τ)η(d
2τ
2 )
2f
d2, d
2
2 +2dk
(τ)
η(τ)2η(d2τ)f d2
2 ,
d2
4 +dk
(τ)
.
By the discussion following (2.6), the fact that d2 is even yields that ν(
d2
2A)3 = i−αβν( 2A)3 on Γ0(4d
2).
Furthermore, by Theorem 1.64 of [20], the eta-quotient η(d
2τ)6
η(8τ)6 is a weight 0 modular form on Γ0(4d
2), and
so ν( d
2
A)6 = ν( 8A)6. This gives that
ν( d
2
A)6
ν( 2A)3ν(
d2
2A)3
= (−1)βiαβ ,
which yields that
η(2Aτ)η(d
2Aτ
2 )
2f
d2, d
2
2 +2dk
(Aτ)
η(Aτ)2η(d2Aτ)f d2
2 ,
d2
4 +dk
(Aτ)
=
η(2τ)η(d
2τ
2 )
2f
d2, d
2
2 +2dk
(τ)
η(τ)2η(d2τ)f d2
2 ,
d2
4 +dk
(τ)
. (4.9)
Using (4.9) together with Corollary 4.3, Proposition 2.1, and (3.9), we obtain the stated transformation
for O˜d(a, b, c; τ) after cancellations and noting that A ∈ Γ1(4).
We see that the multiplier for O˜d(a, b, c; τ) is identical to that of η(2τ)η(τ)2 as stated in Proposition 2.1 on the
given congruence subgroups, and as such η(τ)
2
η(2τ)O˜d(a, b, c; τ) has trivial multiplier. 
5. Dissection terms and their modularity
We begin by determining an alternate form for the non-holomorphic parts of the M˜d,k(a, b, c; τ) for use in
dissection formulas. We have the following R functions appearing in the definition of O˜d(a, b, c; τ) in (1.2):
R
((
2b
c − d2
)
τ + 2ac ; 2d
2τ
)
when d odd,
R
((
b
c − d
2
4
)
τ +
(
a
c − 1
)
; d
2τ
2
)
when d ≡ 2 (mod 4),
R
((
b
c − d
2
4
)
τ +
(
a
c − 12
)
; d
2τ
2
)
when d ≡ 0 (mod 4).
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For convenience, we make the following definitions to use in the dissection of these R functions. Let a, c, r, s
be integers such that r is nonnegative and s is positive. We then define
ǫd,r,s :=

(−1)r if s odd, d 6≡ 0 (mod 4),
(−1) s−12 if s odd, d ≡ 0 (mod 4),
−i(−1)r+d if s even, d 6≡ 0 (mod 4),
−(−1) s2 if s even, d ≡ 0 (mod 4),
and
va,c,d,s :=

2as
c if s odd, d odd,
as
c − s if s odd, d ≡ 2 (mod 4),
as
c − s2 if s odd, d ≡ 0 (mod 4),
2as
c +
1
2 if s even, d odd,
as
c − s+ 12 if s even, d ≡ 2 (mod 4),
as
c − s2 + 12 if s even, d ≡ 0 (mod 4).
Proposition 5.1. Let s be a positive integer. If d is odd, then
R
((
2b
c − d2
)
τ + 2ac ; 2d
2τ
)
=
s−1∑
r=0
ǫd,r,sζ
−a(2r+1−s)
c q
− d
2(2r+1−s)2
4 −
(2r+1−s)(2b−cd2)
2c R
(
(2d2rs+ 2bsc − d2s2)τ + va,c,d,s; 2d2s2τ
)
,
if d ≡ 2 (mod 4), then
R
((
b
c − d
2
4
)
τ +
(
a
c − 1
)
; d
2τ
2
)
=
s−1∑
r=0
ǫd,r,sζ
−a(2r+1−s)
2c q
− d
2(2r+1−s)2
16 −
(2r+1−s)(4b−cd2)
8c ·R
((
d2rs
2 +
bs
c − d
2s2
4
)
τ + va,c,d,s;
d2s2τ
2
)
,
and if d ≡ 0 (mod 4), then
R
((
b
c − d
2
4
)
τ +
(
a
c − 12
)
; d
2τ
2
)
=
s−1∑
r=0
ǫd,r,sζ
−a(2r+1−s)
2c q
− d
2(2r+1−s)2
16 −
(2r+1−s)(4b−cd2)
8c ·R
((
d2rs
2 +
bs
c − d
2s2
4
)
τ + va,c,d,s;
d2s2τ
2
)
.
Proof. We only give the proof for d odd, as all three cases follow from only elementary rearrangements. We
have
R
((
b
cd2 − 12
)
τ + 2ac ; τ
)
=
∞∑
n=−∞
(
sgn(n+ 12 )− E
(
(n+ bcd2 )
√
2Im(τ)
))
× (−1)n exp (−πi(n+ 12 )2τ − 2πi(n+ 12 ) (( bcd2 − 12 )τ + 2ac ))
=
s−1∑
r=0
∞∑
n=−∞
(
sgn(sn+ r + 12 )− E
(
(sn+ r + bcd2 )
√
2Im(τ)
))
× (−1)sn+r exp (−πi(sn+ r + 12 )2τ − 2πi(sn+ r + 12 ) (( bcd2 − 12 )τ + 2ac ))
=
s−1∑
r=0
∞∑
n=−∞
(
sgn(n+ rs +
1
2s )− E
(
(n+ 12 + (
r
s +
b
cd2s − 12 ))
√
2Im(s2τ)
))
× (−1)sn+r exp (−πi(n+ 12 )2s2τ − 2πi(n+ 12 ) (( bcd2 − 12 )sτ + 2asc + ( rs + 12s − 12 )s2τ))
× exp (−πi( rs + 12s − 12 )2s2τ − 2πi( rs + 12s − 12 ) (( bcd2 − 12 )sτ + 2asc ))
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=s−1∑
r=0
(−1)rζ−a(2r−s+1)c q−
(2r−s+1)2
8 −
(2r−s+1)(2b−cd2)
4cd2
×
∞∑
n=−∞
(
sgn(n+ 12 )− E
(
(n+ 12 + (
r
s +
b
cd2s − 12 ))
√
2Im(s2τ)
))
× (−1)sn exp (−πi(n+ 12 )2s2τ − 2πi(n+ 12 ) (( rs + bcd2s − 12 )s2τ + 2asc )) ,
where in the last equality we have used the fact that sgn(n + 12 ) = sgn(n +
r
s +
1
2s ) which follows from
0 < rs +
1
2s < 1. When s is odd, the above is exactly
R
((
b
cd2 − 12
)
τ + 2ac ; τ
)
=
s−1∑
r=0
(−1)rζ−a(2r−s+1)c q−
(2r−s+1)2
8 −
(2r−s+1)(2b−cd2)
4cd2 R
(
( rs +
b
cd2s − 12 )s2τ + 2asc ; s2τ
)
.
However, when s is even we have (−1)sn = 1, so we instead find that
R
((
b
cd2 − 12
)
τ + 2ac ; τ
)
= i
s−1∑
r=0
(−1)rζ−a(2r−s+1)c q−
(2r−s+1)2
8 −
(2r−s+1)(2b−cd2)
4cd2 R
(
( rs +
b
cd2s − 12 )s2τ + 2asc + 12 ; s2τ
)
.

5.1. Definition of S˜(r, c; τ) and modular properties. We are ultimately interested in when b = 0 and
s = c, so that we can work with the c-dissection of Od(ζac ; q). To handle the functions appearing in the
dissections, we let
S(r, c; τ) =
2(−1)c+1q 2cr−r
2
2c2(
q
1
2 , q
1
2 , q; q
)
∞
∞∑
n=−∞
(−1)nq n(n+2)2
1− (−1)c+1qn+ rc =
 −2iq−
(c−2r)2
8c2 µ
(
rτ
c ,
τ
2 ; τ
)
if c is odd,
2q−
(c−2r)2
8c2 µ
(
rτ
c +
1
2 ,
τ
2 ; τ
)
if c is even,
(5.1)
S˜(r, c; τ) =
 −2iq−
(c−2r)2
8c2 µ˜
(
rτ
c ,
τ
2 ; τ
)
if c is odd,
2q−
(c−2r)2
8c2 µ˜
(
rτ
c +
1
2 ,
τ
2 ; τ
)
if c is even.
(5.2)
We note that for c odd, we cannot take r with c | r. However, we will see this case does not occur in our
calculations and identities.
We now determine a transformation for S˜(r, c; τ), under the action of SL2(Z), in terms of µ˜(u, v; τ).
Proposition 5.2. Suppose c and r are integers and A =
(
α β
γ δ
)
∈ SL2(Z). If c is odd and c ∤ r, then
S˜(r, c;Aτ) = −2i exp
(
−πiαβ(c− 2r)
2
4c2
)
ν(A)−3
√
γτ + δq−
α2(c−2r)2
8c2 µ˜
(
r(ατ+β)
c ,
(ατ+β)
2 ; τ
)
.
If c is even, then
S˜(r, c;Aτ) = 2 exp
(
−πi
(
αβ(c− 2r)2
4c2
+
βγ(2r − c)
2c
+
γδ
4
))
ν(A)−3
√
γτ + δ
× q−α
2(c−2r)2
8c2
−αγ(2r−c)4c −
γ2
8 µ˜
(
r(ατ+β)
c +
(γτ+δ)
2 ,
(ατ+β)
2 ; τ
)
.
Proof. Let c be odd. By (2.14) we have that
S˜(r, c;Aτ) = −2i exp
(
−πiAτ(c− 2r)
2
4c2
)
µ˜
(
rAτ
c ,
Aτ
2 ;Aτ
)
= −2i exp
(
−πiAτ(c− 2r)
2
4c2
)
ν(A)−3 exp
(
− πiγ
(γτ + δ)
(
r(ατ + β)
c
− (ατ + β)
2
)2)
×
√
γτ + δµ˜
(
r(ατ+β)
c ,
(ατ+β)
2 ; τ
)
= −2i exp
(
−πiαβ(c− 2r)
2
4c2
)
ν(A)−3
√
γτ + δq−
α2(c−2r)2
8c2 µ˜
(
r(ατ+β)
c ,
(ατ+β)
2 ; τ
)
.
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The proof for c even follows in a similar fashion. 
Using Proposition 5.2 we deduce the following transformations for S˜(r, c;mc2τ) under the action of a
certain subgroup of SL2(Z).
Proposition 5.3. Suppose c and m are integers with m even. For A =
(
α β
γ δ
)
∈ Γ0(m gcd(c, 2)c2)∩Γ1(c),
S˜(r, c;mc2Aτ) =
(−1)
mβ
2 +
(α−1)
2 exp
(
−πimαβ4
)
ν(mc
2
A)−3
√
γτ + δS˜(r, c;mc2τ) if c is odd,
(−1) (α−1)2 exp
(
− πiγδ4mc2
)
ν(mc
2
A)−3
√
γτ + δS˜(r, c;mc2τ) if c is even.
Proof. Let c be odd. Since mc
2
A ∈ SL2(Z), we may apply Proposition 5.2 along with (2.13) to obtain
S˜(r, c;mc2Aτ) = S˜(r, c; mc
2
A(mc2τ))
= −2i exp
(
−πimαβ(c− 2r)
2
4
)
ν(mc
2
A)−3
√
γτ + δq−
α2m(c−2r)2
8
× µ˜
(
r(αmc2τ +mc2β)
c
,
αmc2τ +mc2β
2
;mc2τ
)
= −2i(−1)mβ2 + r(α−1)c + (α−1)2 exp
(
−πimαβ
4
)
ν(mc
2
A)−3
√
γτ + δq−
α2m(c−2r)2
8
× exp
(
πimc2τ
(
r(α − 1)
c
− (α− 1)
2
)2)
exp
(
2πi
(
r(α − 1)
c
− (α − 1)
2
)(
rmc2τ
c
− mc
2τ
2
))
× µ˜
(
rmc2τ
c
,
mc2τ
2
;mc2τ
)
= (−1)mβ2 + (α−1)2 exp
(
−πimαβ
4
)
ν(mc
2
A)−3
√
γτ + δS˜(r, c;mc2τ).
Again, the proof for c even is similar. 
We now establish that S˜(r, c; τ) is a harmonic Maass form and determine the order at cusps of the
homomorphic part.
Proposition 5.4. Suppose c and m are integers with m even. Then S˜(r, c;mc2τ) is annihilated by ∆ 1
2
and
has at most linear exponential growth at the cusps. In particular, the invariant order of the holomorphic part
of S˜(r, c;mc2τ) at the cusp αγ is at least
g2
mc2
(
− ℓ
2(c− 2r)2
8c2
+ ν˜
(
rℓ
c
,
ℓ
2
))
if c is odd, and
g2
mc2
(
− ℓ
2(c− 2r)2
8c2
− ℓu(2r − c)
4c
− u
2
8
+ ν˜
(
rℓ
c
+
u
2
,
ℓ
2
))
if c is even, where g = gcd(mc2, γ), ℓ = mc
2α
g , and u =
γ
g .
Proof. First we verify that S˜(r, c;mc2τ) is annihilated by ∆ 1
2
. For this we need only verify that√
Im(τ) ∂∂τ q
−m(c−2r)
2
8 R
(
rmcτ + ⋆− mc2τ2
)
, where ⋆ = 0 when c is odd and ⋆ = 12 is even, is holomorphic in
τ . However, both cases follow immediately from Lemma 1.8 of [25].
Next we check the growth condition at the cusps. Suppose that α and γ are integers with gcd(α, γ) = 1,
then take A =
(
α β
γ δ
)
∈ SL2(Z). To obtain the growth of S˜(r, c;mc2τ) at τ = αγ , we study the growth of
S˜(r, c;mc2Aτ) at infinity. We set g = gcd(mc2, γ), ℓ = mc
2α
g , and u =
γ
g . Since gcd(α, γ) = gcd(ℓ, u) = 1,
we can take L = ( ℓ nu v ) ∈ SL2(Z) and set
B = L−1
(
mc2α mc2β
γ δ
)
=
(
g mc2βv − δn
0 mc2/g
)
.
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As the transformation formulas for S˜(r, c; τ) depend on the parity of c, we now consider cases.
When c is odd, by Proposition 5.2 we have that
(γτ + δ)−
1
2 S˜(r, c;mc2Aτ) = (γτ + δ)−
1
2 S˜(r, c;LBτ)
= ǫ1 exp
(
−2πiBτ ℓ
2(c− 2r)2
8c2
)
µ˜
(
r(ℓBτ + n)
c
,
(ℓBτ + n)
2
;Bτ
)
,
where ǫ1 is some nonzero constant. However, we see that exp(2πiBτ) = ǫ2q
g2
mc2 , where |ǫ2| = 1. From the
definition of µ˜ we deduce that S˜(r, c;mc2τ) has at most linear exponential growth at αγ and by Corollary 2.2
we find that the invariant order of the holomorphic part is at least
g2
mc2
(
− ℓ
2(c− 2r)2
8c2
+ ν˜
(
rℓ
c
,
ℓ
2
))
.
Similarly, when c is even, we have that
(γτ + δ)−
1
2 S˜(r, c;mc2Aτ)
= ǫ1 exp
(
−2πiBτ
(
ℓ2(c− 2r)2
8c2
+
ℓu(2r − c)
4c
+
u2
8
))
µ˜
(
r(ℓBτ + n)
c
+
(uBτ + v)
2
,
(ℓBτ + n)
2
;Bτ
)
,
where ǫ1 is some nonzero constant. Again we see that S˜(r, c;mc
2τ) has at most linear exponential growth
at αγ , but now the invariant order of the holomorphic part is at least
g2
mc2
(
− ℓ
2(c− 2r)2
8c2
− ℓu(2r − c)
4c
− u
2
8
+ ν˜
(
rℓ
c
+
u
2
,
ℓ
2
))
.

6. Proofs of Main Theorems
We are now able to prove our main theorems, Theorems 1.1 and 1.2, which correspond to the cases when
d odd and d even, respectively.
Proof of Theorem 1.1. First, we note that Proposition 4.9 together with (3.9) and Proposition 4.4 imply
that O˜d(a, b, c; τ) is a harmonic Maass form of weight 12 on a congruence subgroup of SL2(Z). The rest of
part (1) of Theorem 1.1 follows from Proposition 3.5.
It is important to note that while M˜d,k(a, b, c; 2d
2τ) and O˜d(a, b, c; 2d2τ) are harmonic Maass forms, the
functions
η(2τ)f2d2,d2+2dk
η(τ)2 M˜d,k(a, b, c; 2d
2τ) are not harmonic Maass forms as they need not be annihilated by
the hyperbolic Laplacian.
To prove part (2), by Propositions 4.9 and 5.3 the functions η(τ)
2
η(2τ) O˜d(a, 0, c; τ) and η(τ)
2
η(2τ) S˜(r, c; 2c
2d2τ) all
transform like a weight 1 modular forms on Γ, where
Γ =
{
Γ0(2c
2d2) ∩ Γ1(lcm(c, d)) if c ≡ 1 (mod 2),
Γ0(4c
2d2) ∩ Γ1(lcm(c, d)) if c ≡ 0 (mod 2).
If the equality
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
(−1)rζ−2arc S(r, c; 2c2d2τ) = O˜d(a, 0, c; τ)−
c−1∑
r=1
(−1)rζ−2arc S˜(r, c; 2c2d2τ) (6.1)
holds, then the function
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
(−1)rζ−2arc S(r, c; 2c2d2τ)
is a holomorphic harmonic Maass form, and as such is a modular form and part (2) follows.
To prove (6.1) in the case when c is odd, we use Proposition 5.1 to find that
(1 + ζac )
(1− ζac )
Od(ζac ; q) = O˜d(a, 0, c; τ)−
(
ζac q
− d
2
4 R
(
2a
c − d2τ ; 2d2τ
) − 1)
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= O˜d(a, 0, c; τ) + 1−
c−1∑
r=0
(−1)rζ−2arc q−
d2(c−2r)2
4 R
(
(2cd2r − c2d2)τ ; 2c2d2τ) .
Using (2.17), we deduce that R
(− τ2 ; τ) = q 18 . We then have
(1 + ζac )
(1− ζac )
Od(ζac ; q)
= O˜d(a, 0, c; τ)−
c−1∑
r=1
(−1)rζ−2arc q−
d2(c−2r)2
4 R
(
(2cd2r − c2d2)τ ; 2c2d2τ)
= O˜d(a, 0, c; τ)−
c−1∑
r=1
(−1)rζ−2arc q−
d2(c−2r)2
4
(
2iµ
(
2cd2rτ, c2d2τ ; 2c2d2
)− 2iµ˜ (2cd2rτ, c2d2τ ; 2c2d2τ))
= O˜d(a, 0, c; τ) +
c−1∑
r=1
(−1)rζ−2arc
(
S(r, c; 2c2d2τ)− S˜(r, c; 2c2d2τ)
)
,
so that
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
(−1)rζ−2arc S(r, c; 2c2d2τ) = O˜d(a, 0, c; τ)−
c−1∑
r=1
(−1)rζ−2arc S˜(r, c; 2c2d2τ).
To prove (6.1) in the case when c is even, we again use Proposition 5.1 to find that
(1 + ζac )
(1− ζac )
Od(ζac ; q) = O˜d(a, 0, c; τ)−
(
ζac q
− d
2
4 R
(
2a
c − d2τ ; 2d2τ
)− 1)
= O˜d(a, 0, c; τ) + 1− i
c−1∑
r=0
(−1)rζ−2arc q−
d2(c−2r)2
4 R
(
(2cd2r − c2d2)τ + 12 ; 2c2d2τ
)
.
Using (2.17), we deduce that R
(− τ2 + 12 ; τ) = −iq 18 . We then have
(1 + ζac )
(1− ζac )
Od(ζac ; q)
= O˜d(a, 0, c; τ)− i
c−1∑
r=1
(−1)rζ−2arc q−
d2(c−2r)2
4 R
(
(2cd2r − c2d2)τ + 12 ; 2c2d2τ
)
= O˜d(a, 0, c; τ)
− i
c−1∑
r=1
(−1)rζ−2arc q−
d2(c−2r)2
4
(
2iµ
(
2cd2rτ + 12 , c
2d2τ ; 2c2d2
)− 2iµ˜ (2cd2rτ + 12 , c2d2τ ; 2c2d2τ))
= O˜d(a, 0, c; τ) +
c−1∑
r=1
(−1)rζ−2arc
(
S(r, c; 2c2d2τ)− S˜(r, c; 2c2d2τ)
)
,
so that
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
(−1)rζ−2arc S(r, c; 2c2d2τ) = O˜d(a, 0, c; τ)−
c−1∑
r=1
(−1)rζ−2arc S˜(r, c; 2c2d2τ).

Next we prove Theorem 1.2.
Proof of Theorem 1.2. First, we note that Proposition 4.9 together with (3.9) and Proposition 4.5 imply
that O˜d(a, b, c; τ) is a harmonic Maass form of weight 12 on a congruence subgroup of SL2(Z). The rest of
part (1) of Theorem 1.2 follows from Propositions 3.6 and 3.7.
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To prove part (2), we observe that the functions η(τ)
2
η(2τ)O˜d(a, 0, c; τ),
η(τ)2
η(2τ) S˜(r, c;
c2d2
2 τ) for d ≡ 2 (mod 4),
and η(τ)
2
η(2τ) S˜(2r, 2c;
c2d2
2 τ) for d ≡ 0 (mod 4) all transform like weight 1 modular forms on Γc,d, where
Γc,d :=
{
Γ0(c
2d2) ∩ Γ1(lcm(c, 2d)) if d ≡ 2 (mod 4),
Γ0(lcm(2, c)
2d2) ∩ Γ1(lcm(2c, 2d)) if d ≡ 0 (mod 4).
This follows from letting b = 0 in the groups appearing in Proposition 4.9, and considering the groups in
Proposition 5.3, case by case (when d ≡ 2 (mod 4) we use m = d22 and when d ≡ 0 (mod 4) we use r → 2r,
c→ 2c, and m = d28 ).
If when d ≡ 2 (mod 4),
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
(−1)rζ−arc S(r, c; c
2d2
2 τ) = O˜d(a, 0, c; τ)−
c−1∑
r=1
(−1)rζ−arc S˜(r, c; c
2d2
2 τ), (6.2)
and when d ≡ 0 (mod 4),
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
ζ−arc S(2r, 2c;
c2d2
2 τ) = O˜d(a, 0, c; τ)−
c−1∑
r=1
ζ−arc S˜(2r, 2c;
c2d2
2 τ), (6.3)
then the functions
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
(−1)rζ−arc S(r, c; c
2d2
2 τ)
when d ≡ 2 (mod 4), and
(1 + ζac )
(1− ζac )
Od(ζac ; q)−
c−1∑
r=1
ζ−arc S(2r, 2c;
c2d2
2 τ)
when d ≡ 0 (mod 4), are holomorphic harmonic Maass forms, and as such are modular forms and part (2)
follows.
By definition, we see that
(1 + ζac )
(1− ζac )
Od(ζac ; q)− O˜d(a, 0, c; τ) =
{
1 + ζa2cq
−d2
16 R(−d
2
4 τ + (
a
c − 1); d
2
2 τ) if d ≡ 2 (mod 4),
1 + iζa2cq
−d2
16 R(−d
2
4 τ + (
a
c − 12 ); d
2
2 τ) if d ≡ 0 (mod 4).
We now apply the dissections in Proposition 5.1 with s = c and observe that in each case the r = 0 term
cancels with the summand 1 above. We obtain that
(1 + ζac )
(1− ζac )
Od(ζac ; q)− O˜d(a, 0, c; τ) =
(−1)a∑c−1r=1(−1)rζ−arc q−d216 (2r−c)2R(( cd2r2 − c2d24 )τ + (a− c); c2d22 τ) if d ≡ 2 (mod 4), c odd,
−i(−1)a∑c−1r=1(−1)rζ−arc q−d216 (2r−c)2R(( cd2r2 − c2d24 )τ + (a− c+ 12 ); c2d22 τ) if d ≡ 2 (mod 4), c even,
i(−1)a+ c−12 ∑c−1r=1 ζ−arc q−d216 (2r−c)2R(( cd2r2 − c2d24 )τ + (a− c2 ); c2d22 τ) if d ≡ 0 (mod 4), c odd,
−i(−1)a+ c2 ∑c−1r=1 ζ−arc q−d216 (2r−c)2R(( cd2r2 − c2d24 )τ + (a− c2 + 12 ); c2d22 τ) if d ≡ 0 (mod 4), c even.
Now we rewrite the R terms that appear using that R(u− v; τ) = 2i(µ(u, v; τ)− µ˜(u, v; τ)). We obtain that
(1 + ζac )
(1− ζac )
Od(ζac ; q)− O˜d(a, 0, c; τ)
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=
−2i∑c−1r=1(−1)rζ−arc q−d216 (2r−c)2
×
(
µ( cd
2rτ
2 ,
c2d2τ
4 ;
c2d2τ
2 )− µ˜( cd
2rτ
2 ,
c2d2τ
4 ;
c2d2τ
2 )
)
if d ≡ 2 (mod 4), c odd,
2
∑c−1
r=1(−1)rζ−arc q
−d2
16 (2r−c)
2
×
(
µ( cd
2rτ
2 +
1
2 ,
c2d2τ
4 ;
c2d2τ
2 )− µ˜( cd
2rτ
2 +
1
2 ,
c2d2τ
4 ;
c2d2τ
2 )
)
if d ≡ 2 (mod 4), c even,
2
∑c−1
r=1 ζ
−ar
c q
−d2
16 (2r−c)
2
×
(
µ( cd
2rτ
2 +
1
2 ,
c2d2τ
4 ;
c2d2τ
2 )− µ˜( cd
2rτ
2 +
1
2 ,
c2d2τ
4 ;
c2d2τ
2 )
)
if d ≡ 0 (mod 4).
Thus using our definitions in (5.1) and (5.2), we obtain (6.2) and (6.3) as desired. 
7. The 3-dissection of O3(ζ3; q)
To begin we determine a certain class of generalized eta quotients that transform in the same fashion as
O˜d(a, 0, c; τ). These are functions of the type that appear on the right hand side of our dissection formulas
in Theorem 1.3.
Theorem 7.1. For positive odd integers c and d, define
f(τ) = η(2c2d2τ)r0η(2c2τ)s0
cd∏
k=1
f2c2d2,dck(τ)
rk
c∏
k=1
f2c2,ck(τ)
sk ,
and suppose A =
(
α β
γ δ
)
∈ Γ0(2c2d2) ∩ Γ1(dc). Then
f(Aτ) = (−1)(β+ (α−1)2 )T iαβTν( 2c2d2A)r0+3Rν( 2c2A)s0+3S(γτ + δ) r0+s0+R+S2 f(τ),
where
R =
cd∑
k=1
rk, S =
c∑
k=1
sk, T =
cd∑
k=1
k odd
rk +
c∑
k=1
k odd
sk.
In particular, if we have that r0 ≡ s0 ≡ 0 (mod 3) and T ≡ −1 (mod 4), and also that r0 + s0 +R+ S = 1
and 1 + 2R+ 2S ≡ −3 (mod 24), then
f(Aτ) = (−1)β+ (α−1)2 i−αβν( 2A)−3
√
γτ + δ f(τ).
Proof. We note that 2dckα ≡ 2dck (mod 2c2d2) and ckα ≡ cd (mod 2c2), so that by (2.5) we have that
f2c2d2,cdk(Aτ) = (−1)βk+⌊
αk
2dc⌋ exp
(
πiαβk2
2
)
ν( 2c
2d2A)3
√
γτ + δf2c2d2,cdk(τ),
f2c2,ck(Aτ) = (−1)βk+⌊
αk
2c ⌋ exp
(
πiαβk2
2
)
ν( 2c
2
A)3
√
γτ + δf2c2,ck(τ).
Next we note that ⌊
αk
2dc
⌋
=
⌊
k
2dc
+
(α− 1)k
2dc
⌋
=
(α− 1)k
2dc
≡ (α− 1)k
2
(mod 2),⌊
αk
2c
⌋
=
⌊
k
2c
+
(α− 1)k
2c
⌋
=
(α − 1)k
2c
≡ (α− 1)k
2
(mod 2).
Thus we have that
f(Aτ) = (−1)(β+ (α−1)2 )T iαβTν( 2c2d2A)r0+3Rν( 2c2A)s0+3S(γτ + δ) r0+s0+R+S2 f(τ).
If we assume the additional conditions on r0, s0, R, S, and T then we find that
f(Aτ) = (−1)β+ (α−1)2 i−αβν( 2A)−3
√
γτ + δf(τ),
using the fact that ν( 2c
2d2A)r0+3Rν( 2c
2
A)s0+3S = ν( 2A)r0+s0+3R+3S = ν( 2A)−3. 
We now give the proof of Theorem 1.3.
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proof of Theorem 1.3. Upon careful inspection, we find that Theorem 1.3 is equivalent to
O3(ζ3; q)− 3iS3(1, 3; 162τ)
=
η(18τ)3
f18;3,3,6,9
(
−3f162;27,36,63,81(τ)
f162;9,72(τ)
− 6f162;27,36,45,81(τ)
f162;9,72(τ)
+
4f162;18,36,54,72,81(τ)
f162;9,45,63(τ)
+
3f162;18,27,45,81(τ)
f162;9,72(τ)
− 2f162;18,27,36,54,72(τ)
f162;9,45,63(τ)
+
12f162;27,45,54(τ)
f162;18(τ)
− 6f162;27,36,81(τ)
f162;18(τ)
+
12f162;45,63,72(τ)
f162;54(τ)
− 6f162;27,72,81(τ)
f162;36(τ)
+
12f162;27,45,63,72(τ)
f162;54,81(τ)
+
6f162;18,45,63,81(τ)
f162;9,72(τ)
− 4f162;18,36,54,72(τ)
f162;9,45(τ)
− 2f162;18,36,54,72(τ)
f162;9,63(τ)
+
6f162;27,36,63(τ)
f162;18(τ)
+
2f162;45,54,63(τ)
f162;72(τ)
+
4f162;27,45,72(τ)
f162;36(τ)
− 2f162;27,36,63(τ)
f162;72(τ)
)
+
η(18τ)3
f18;3,6,9,9
(
12f162;18,45,63,81(τ)
f162;9,72(τ)
− 8f162;18,36,54,72(τ)
f162;9,45(τ)
− 4f162;18,36,54,72(τ)
f162;9,63(τ)
+
12f162;27,36,63(τ)
f162;18(τ)
+
4f162;45,54,63(τ)
f162;72(τ)
+
8f162;27,45,72(τ)
f162;36(τ)
−4f162;27,36,63(τ)
f162;72(τ)
)
, (7.1)
where
fN ;ρ1,...,ρk(τ) = fN,ρ1(τ) . . . fN,ρk(τ).
However, since S3(2, 3; 162τ) = S3(1, 3; 162τ), we find that the lefthand side of (7.1) is a modular form
by Theorem 1.1 part (2). By Theorem 7.1 we find the righthand side to be a modular form as well. In
particular both are weight 12 and have the same multiplier on Γ0(162) ∩ Γ1(9). We then divide both sides
by
η(18τ)3f162;27,36,63,81(τ)
f18;3,3,6,9f162;9,72(τ)
to obtain an identity between two modular forms of weight zero on Γ0(162)∩Γ1(9).
We let LHS denote the lefthand side and RHS the righthand side of this resulting identity. We verify that
LHS = RHS according to the valence formula (2.20).
A complete set of inequivalent cusps, along with their widths, for Γ0(162) ∩ Γ1(9) is
cusp 0, 118 ,
2
33 ,
1
16 ,
2
31 ,
1
15 ,
2
29 ,
5
72 ,
1
14 ,
1
12 ,
2
21 ,
7
72 ,
1
10 ,
1
9 ,
7
54 ,
2
15 ,
5
36 ,
1
6 ,
8
45 ,
17
90 ,
width 162, 1, 18, 81, 162, 18, 162, 1, 81, 9, 18, 1, 81, 2, 1, 18, 1, 9, 2, 1,
cusp 736 ,
2
9 ,
7
30 ,
13
54 ,
11
45 ,
7
27 ,
43
162 ,
17
63 ,
5
18 ,
13
45 ,
7
24 ,
8
27 ,
11
36 ,
17
54 ,
1
3 ,
13
36 ,
23
63 ,
10
27 ,
31
81 ,
7
18 ,
width 1, 2, 9, 1, 2, 2, 1, 2, 1, 2, 9, 2, 1, 1, 18, 1, 2, 2, 2, 1,
cusp 512 ,
19
45 ,
4
9 ,
37
81 ,
29
63 ,
38
81 ,
17
36 ,
77
162 ,
13
27 ,
14
27 ,
19
36 ,
34
63 ,
5
9 ,
37
63 ,
11
18 ,
40
63 ,
2
3 ,
37
54 ,
32
45 ,
13
18 ,
width 9, 2, 2, 2, 2, 2, 1, 1, 2, 2, 1, 2, 2, 2, 1, 2, 18, 1, 2, 1,
cusp 2027 ,
34
45 ,
41
54 ,
7
9 ,
73
90 ,
5
6 ,
47
54 ,
8
9 ,
65
72 ,
67
72 ,
17
18 , ∞
width 2, 2, 1, 2, 1, 9, 1, 2, 1, 1, 1, 1
We let D denote these cusps along with a fundamental region of the action of Γ.
We note LHS − RHS has no poles in H, but it may have zeros in H. We take a lower bound on the
orders at the non-infinite cusps by taking the minimum order of each of the individual summands, which we
compute with Propositions 4.6, 2.3, 5.4, and 4.8.
This lower bound yields∑
ζ∈D
ORDΓ (LHS −RHS; ζ) ≥ ORDΓ (LHS −RHS,∞)− 119.
However, we can expand LHS − RHS as a series in q and find the coefficients of LHS − RHS are zero to
at least q120. Thus ∑
ζ∈D
ORDΓ (LHS −RHS; ζ) ≥ 1,
and so LHS −RHS must be identically zero by the valence formula (2.20). This establishes Theorem 1.3

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8. Additional results
We give two additional results of interest about Od(z; q). The next theorem shows that as a function of
q, the odd part of O4(z; q) is a simple infinite product for all complex z.
Theorem 8.1. We have that
∞∑
n=0
∞∑
m=−∞
M4(m, 2n+ 1)z
mq2n+1 =
2q
(−zq8,−q8/z; q8)
∞
(
q4; q4
)4
∞
(
q8; q8
)
∞
(zq4, q4/z; q4)∞ (q
2; q2)4∞
,
where Md(m,n) is the coefficient of z
mqn in Od(z; q), as in (1.1).
Proof. The proof will follow from a generalized Lambert series identity of Chan [9, Theorem 2.3] along with
the fact that the 2-dissection of
(−q;q)
∞
(q;q)
∞
is trivial to deduce. To begin we let
φ(q) =
∞∑
n=−∞
qn
2
.
By the Jacobi triple product identity [1, Theorem 2.8] we know that φ(−q) = (q;q)∞(−q;q)
∞
. By (1.1) we then see
that
∞∑
n=0
∞∑
m=−∞
M4(m, 2n+ 1)z
mq2n+1 =
(
1
2φ(−q) −
1
2φ(q)
)(
1 + 2
∞∑
n=1
(1− z)(1− z−1)q4n2+8n
(1− zq8n)(1− z−1q8n)
)
+
(
1
2φ(−q) +
1
2φ(q)
)(
−2
∞∑
n=0
(1 − z)(1− z−1)q4n2+12n+5
(1 − zq8n+4)(1 − z−1q8n+4)
)
.
Also by the Jacobi triple product identity we have that that
φ(q) =
∞∑
n=−∞
q4n
2
+
∞∑
n=−∞
q4n
2+4n+1 = φ(q4) + 2q
(−q8,−q8, q8; q8)
∞
.
Thus
φ(q) − φ(−q)
2
= 2q
(−q8,−q8, q8; q8)
∞
,
φ(q) + φ(−q)
2
= φ(q4),
and so
1
φ(−q) −
1
φ(q)
=
φ(q) − φ(−q)
φ(−q)φ(q) =
4q
(−q8,−q8, q8; q8)
∞
φ(−q)φ(q) ,
1
φ(−q) +
1
φ(q)
=
φ(q) + φ(−q)
φ(−q)φ(q) =
2φ(q4)
φ(−q)φ(q) .
By [4, Entry 25(iii)] we have that φ(−q)φ(q) = φ(−q2)2 = (q
2;q2)
2
∞
(−q2;q2)2
∞
. We let
F0(q) =
φ(q4)
φ(q)φ(−q) =
(
q8; q8
)5
∞
(q2; q2)
4
∞ (q
16; q16)
2
∞
,
F1(q) =
2q
(−q8,−q8, q8; q8)
∞
φ(q)φ(−q) =
2q
(
q4; q4
)2
∞
(
q16; q16
)2
∞
(q2; q2)
4
∞ (q
8; q8)∞
.
Thus
∞∑
n=0
∞∑
m=−∞
M4(m, 2n+ 1)z
mq2n+1 = F1(q)
∞∑
n=−∞
(1− z)(1− z−1)q4n2+8n
(1− zq8n)(1− z−1q8n)
− qF0(q)
∞∑
n=−∞
(1− z)(1− z−1)q4n2+12n+4
(1− zq8n+4)(1− z−1q8n+4) . (8.1)
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In Theorem 2.3 of [9], we take r = 2, s = 3, q 7→ q8, b1 = z, b2 = zq4, b3 = bz2, a1 = z2 and a2 = −bz to
arrive at(
z2q8, z−2q8, q8, q8; q8
)
∞
[−bz; q8]
∞
[z, zq4, bz2; q8]∞
= −z
−1
[
z,−b; q8]
∞
[q4, bz; q8]∞
∞∑
n=−∞
q4n
2+8n
(1− zq8n)(1 − z−1q8n)
− z
−1
[
zq−4,−bq−4; q8]
∞
[q−4, bzq−4; q8]∞
∞∑
n=−∞
q4n
2+12n+4
(1− zq8n+4)(1− z−1q8n+4)
− b
[
b−1,−z−1; q8]
∞
[b−1z−1, b−1z−1q4; q8]∞
∞∑
n=−∞
q4n
2+8n(zb)n
(1− bz2q8n)(1− bq8n) . (8.2)
Letting b→ 1 in (8.2) gives that[−z; q8]
∞
(
q8; q8
)2
∞
[z, zq4; q8]∞ (1− z2)
= −z
−1
[−1; q8]
∞
[q4; q8]∞
∞∑
n=−∞
q4n
2+8n
(1− zq8n)(1 − z−1q8n)
− z
−1
[−q−4; q8]
∞
[q−4; q8]∞
∞∑
n=−∞
q4n
2+12n+4
(1 − zq8n+4)(1 − z−1q8n+4) −
[−z; q8]
∞
(
q8; q8
)2
∞
[z, zq4; q8]∞ (1− z2)
,
which we simplify to
2
[−z; q8]
∞
(
q8; q8
)2
∞
[z; q4]∞ (1− z2)
= −z
−1
[−1; q8]
∞
[q4; q8]∞
∞∑
n=−∞
q4n
2+8n
(1− zq8n)(1− z−1q8n)
+
z−1
[−q4; q8]
∞
[q4; q8]∞
∞∑
n=−∞
q4n
2+12n+4
(1− zq8n+4)(1− z−1q8n+4) . (8.3)
By elementary rearrangements we have that
−z
−1
[−1; q8]
∞
[q4; q8]∞
·
[
q4; q8
]
∞
z−1 [−q4; q8]∞
=
−F1(q)
qF0(q)
. (8.4)
By (8.1), (8.3), and (8.4), we have that
∞∑
n=0
∞∑
m=−∞
M4(m, 2n+ 1)z
mq2n+1
= −qF0(q)(1 − z)(1− z−1)
(
− F1(q)
qF0(q)
∞∑
n=−∞
q4n
2+8n
(1− zq8n)(1 − z−1q8n) +
∞∑
n=−∞
q4n
2+12n+4
(1− zq8n+4)(1− z−1q8n+4)
)
= −2qzF0(q)(1− z)(1− z
−1)
[−z, q4; q8]
∞
(
q8; q8
)2
∞
[z; q4]∞ [−q4; q8]∞ (1− z2)
=
2q
(−zq8,−q8/z; q8)
∞
(
q4; q4
)4
∞
(
q8; q8
)
∞
(zq4, q4/z; q4)∞ (q
2; q2)
4
∞
.

Lastly, we note that certain linear combinations of Od(z; q) will always be modular, rather than mock
modular.
Theorem 8.2. The following functions are modular forms of weight 12 on some congruence subgroup of
SL2(Z):
(1)
(1+ζac q
b
c )
(1−ζac q
b
c )
q−
b2
c2d2Od(ζac q
b
c ; q)− (1+ζ2ac q
2b
c )
(1−ζ2ac q
2b
c )
q−
b2
c2d2O2d(ζ2ac q
2b
c ; q) when d is odd,
(2)
(1+ζac q
b
c )
(1−ζac q
b
c )
q−
b2
c2d2Od(ζac q
b
c ; q)− (1−ζac q
b
c )
(1+ζac q
b
c )
q−
b2
c2d2O2d
(
−ζac q
b
c ; q
1
4
)
when d ≡ 2 (mod 4),
(3)
(1+ζac q
b
c )
(1−ζac q
b
c )
q−
b2
c2d2Od(ζac q
b
c ; q)− (1+ζac q
b
c )
(1−ζac q
b
c )
q−
b2
c2d2O2d
(
ζac q
b
c ; q
1
4
)
when d ≡ 0 (mod 4).
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Proof. We note that the only contribution to the non-holomorphic part of O˜d(a, b, c; τ) is from
ζac q
− d
2
4 −
b2
c2d2
+ bcR
(
2a
c +
(
2b
c − d2
)
τ ; 2d2τ
)
when d is odd, −ζa2cq−
d2
16−
b2
c2d2
+ b2cR
((
a
c − 1
)
+
(
b
c − d
2
4
)
τ ; d
2τ
2
)
when d ≡ 2 (mod 4), and −iζa2cq−
d2
16−
b2
c2d2
+ b2cR
((
a
c − 12
)
+
(
b
c − d
2
4
)
τ ; d
2τ
2
)
when d ≡ 0 (mod 4).
The R(u; τ) terms cancel trivially to give
O˜d(a, b, c; τ)− O˜2d(2a, 2b, c; τ) = (1 + ζ
a
c q
b
c )
(1− ζac q
b
c )
q−
b2
c2d2Od(ζac q
b
c ; q)− (1 + ζ
2a
c q
2b
c )
(1− ζ2ac q
2b
c )
q−
b2
c2d2O2d(ζ2ac q
2b
c ; q)
when d is odd,
O˜d(a, b, c; τ)− O˜2d
(
2a+ c, 8b, 2c;
τ
4
)
=
(1 + ζac q
b
c )
(1 − ζac q
b
c )
q−
b2
c2d2Od(ζac q
b
c ; q)− (1 − ζ
a
c q
b
c )
(1 + ζac q
b
c )
q−
b2
c2d2O2d
(
−ζac q
b
c ; q
1
4
)
when d ≡ 2 (mod 4), and
O˜d(a, b, c; τ)− O˜2d
(
2a, 8b, 2c;
τ
4
)
=
(1 + ζac q
b
c )
(1− ζac q
b
c )
q−
b2
c2d2Od(ζac q
b
c ; q)− (1 + ζ
a
c q
b
c )
(1− ζac q
b
c )
q−
b2
c2d2O2d
(
ζac q
b
c ; q
1
4
)
when d ≡ 0 (mod 4).
As such, the three functions in the statement of the theorem are holomorphic harmonic Maass forms of
weight 12 . As such they are modular forms. 
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