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We thank Anke van Zuylen for drawing our attention to the following mistake in our paper.
Lemma 3.7 (Does not Hold). To see the mistake, consider the graph G in Fig. 1. When the event e ∈ M occurs, either {e1, e3} ⊆ R
or {e2, e4} ⊆ R. In the former case, e6 ∈ M and {e5, e7, e8} ∩ M = ∅, implying that event Ae occurs with probability 12 . In the
latter case, {e7, e8} ⊆ M and {e5, e6} ∩ M = ∅, implying that event Ae occurs with probability 23 . Thus, Pr[Ae | Bu,1, Bv,1, e ∈
M] = 12 · 12 + 12 · 23 = 712 < 34 , a contradiction against Lemma 3.7.
As can be seen from the above counterexample, the proof of Lemma 2 in [1] cannot be copied to prove Pr[Ae |
Bu,1, Bv,1, e ∈ M] ≥ 34 , because (1) M1 is not a matching and (2) which edges of M1 will belong to M depends on which
edges of C1 (the cycle being processed) will be deleted when processing C1.
In order for Lemma 3.7 to remain valid, we need tomodify our algorithm as follows. First, add the following step between
Steps 1 and 2:
1+. LetH1 be the graph (V (G),M1). For each cycle C ofH1 with |C | ≥ 4, if |C | is even, then partition E(C) into twomatchings
and select one of them uniformly at random; otherwise, choose one edge e ∈ E(C) uniformly at random, partition the
edges of E(C)−{e} into twomatchings, and select one of them uniformly at random. Let L1 be the union of the selected
matchings.
Then, replace Steps 4 through 8 by the following steps:
4. Let L2 be the set of all edges in L1 whose endpoints are both of degree 0 or 1 in graph C − R.
5. Initialize a set L3 to be the empty set.
6. For each triangle C of H1 such that exactly one edge {u, v} ∈ E(C) satisfies that both u and v are of degree 0 or 1 in graph
C − R, add edge {u, v} to L3 with a probability of 1/2.
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Fig. 1. A counterexample graph to Lemma 3.7, where C1 , C2 , and C3 are the cycles in C, the five fine edges are inM1 , C3 and C2 have been processed so that
the four dotted edges are in R, and C1 is being processed.
7. For each triangle C of H1 such that every edge {u, v} ∈ E(C) satisfies that both u and v are of degree 0 or 1 in graphC−R,
choose one edge of E(C) uniformly at random and add it to L3.
8. LetM = L2 ∪ L3.
Now, we can prove Lemma 3.7 as follows.
Proof of Lemma 3.7. We may assume that C1 is the non-triangle of C containing u. Because the cycles in C are processed
independently in Step 2, we may assume that C1 is processed after all other cycles in C have been processed. Consider the
time point t at which our algorithm has just finished processing all cycles of C other than C1. The sets R2, . . . , Rr are known
at time t; let Rt denote the union of these sets. Moreover, for each triangle C of H1 with V (C) ∩ V (C1) = ∅, the random
choices made in Steps 6 and 7 are independent of the processing of C1, and hence we can assume that at time t , we know
which edges of C have been added to L3 (in Step 6 or 7). So, we let Lt3 denote the set of all edges e in triangles of H1 such that
neither endpoint of e is in C1 and {u, v} has been added to L3 at time t . We also let Lt2 denote the set of all edges e ∈ L1 such
that each endpoint of e is either in C1 or incident to at least one edge in Rt .
To prove the lemma, we assume that the events Bu,1, Bv,1, and {u, v} ∈ M have occurred. By this assumption, if {u, v} is
not an edge of a triangle inH1, then {u, v} ∈ Lt2. LetH be the graph (C−Rt−E(C1))∪Lt2∪Lt3. Note that themaximum degree
of a vertex in H is at most 2. So, H is a collection of vertex-disjoint paths or cycles. In particular, the connected component K
of H containing v is a path. If {u, v} ∈ Lt2, then u is an endpoint of K and we remove u from K . Now, v is an endpoint of path
K . Let x be the other endpoint of K . If x is a vertex of C1, then the proof of Lemma 2 in [1] can be copied to prove that Ae occurs
with probability at least 34 . So, we assume that x 6∈ V (C1). Then, if x is not a vertex of a triangle in H1, it is clear that Ae occurs
with probability 1. So, we further assume that x is a vertex of a triangle T in H1. Let y be the vertex of T with y ∈ V (C1), let
z be the vertex in V (G) − {x, y}, and let Au,y be the event that u and y appear in the same connected component of C1 − R.
Obviously, one of the following two cases must occur:
Case 1: After processing C1, no edges of R are incident to y. In this case, Pr[{x, z} ∈ M] = 12 . Moreover, Pr[Ae | {x, z} ∈
M] ≥ 23 and Pr[Ae | {x, z} 6∈ M] = 1. So, in this case, the probability that Ae occurs is at least 12 · 23 + 12 · 1 = 56 > 34 , as
desired.
Case 2: After processing C1, one edge of R is incident to y. In this case, Pr[{x, y} ∈ M] = Pr[{x, z} ∈ M] = Pr[{y, z} ∈
M] = 13 . Moreover, Pr[Ae | {x, z} ∈ M] ≥ 23 and Pr[Ae | {y, z} ∈ M] = 1. We further distinguish two subcases as follows.
Subcase 2.1: Pr[Au,y | Bu,1, By,1] = 0. In this subcase, Pr[Ae | {x, y} ∈ M] ≥ 34 . So, the probability that Ae occurs is at least
1
3 ·
( 2
3 + 1+ 34
)
> 34 , as desired.
Subcase 2.2: Pr[Au,y | Bu,1, By,1] > 0. In this subcase, we only have Pr[Ae | {x, y} ∈ M] ≥ 12 and hence the probability that
Ae occurs is at least 13 ·
( 2
3 + 1+ 12
) = 1318 .
By a tedious case-analysis (cf. the proof of Lemma 4.1 in [2]), we can show that Subcase 2.2 occurs with probability
at most 23 if |C1| ≤ 7, |C1| 6≡ 1 (mod 4), or dC1(u, y) 6= 4, where dC1(u, y) is the distance between u and y in C1. So, if
|C1| ≤ 7, |C1| 6≡ 1 (mod 4), or dC1(u, y) 6= 4, the probability that Ae occurs is at least 13 · 56 + 23 · 1318 = 4154 > 34 and we are
done. So, assume that |C1| ≥ 8, |C1| ≡ 1 (mod 4), and dC1(u, y) = 4. Then, by Case 6.1 in the proof of Lemma 4.1 in [2],
Pr[Au,v | Bu,1, By,1] = 32|C1|−5 ≤ 313 . So, in the above Subcase 2.2, we indeed have Pr[Ae | {x, y} ∈ M] ≥ 12 · 313 + 34 · 1013 = 913 ,
implying that the probability that Ae occurs is at least 13 ·
( 2
3 + 1+ 913
) = 92108 > 34 . 
Because we have modified our algorithm, the bounds on certain probabilities given in the following lemmas should be
changed accordingly.
Lemma 3.6. Pr[e ∈ M | Bu,i, Bv,j] is now at least 25 (instead of 920 ). This is obvious when e is not an edge of a triangle in H1. If
e is an edge of a triangle in H1. Let z be the vertex of the triangle other than u and v. If the degree of z in C − R is 2, then e is
contained in M with probability 12 . Otherwise, e is contained in M with probability
1
3 . Now, since the event that the degree of z in
C − R is 2 occurs with probability (1− p)2 or 12 , the probability that e is in M is at least 12 · 12 + 12 · 13 = 512 > 25 .
Lemmas 3.8, 3.9, and 3.11. Pr[Ae] is now at least 340 (instead of 27320 ). This is simply because of the change in Lemma 3.6.
Finally, because the changes in Lemmas 3.8, 3.9, and 3.11, the approximation ratio achieved by our algorithm is slightly
smaller than before.
Approximation Ratio: It is now 23+40p43+80p · (1− ) ≈ 0.523 (instead of 187+320p347+640p · (1− ) ≈ 0.525).
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