Abstract-Effective resource allocation plays a pivotal role in wireless networks. Unfortunately, typical resource allocation problems are mixed-integer nonlinear programming (MINLP) problems, which are NP-hard. Machine learning based methods recently emerge as a disruptive way to obtain near-optimal performance for MINLP problems with affordable computational complexity. However, they suffer from severe performance deterioration when the network parameters change, which commonly happens in practice and can be characterized as the task mismatch issue. In this paper, we propose a transfer learning method via self-imitation, to address this issue for effective resource allocation in wireless networks. It is based on a general "learning to optimize" framework for solving MINLP problems. A unique advantage of the proposed method is that it can tackle the task mismatch issue with a few additional unlabeled training samples, which is especially important when transferring to large-size problems. Numerical experiments demonstrate that the proposed method, with much less training time, achieves comparable performance with the model trained from scratch based on sufficient labeled samples. To the best of our knowledge, this is the first work that applies transfer learning for resource allocation in wireless networks.
I. INTRODUCTION
In wireless networks, effective resource allocation, e.g., power control and user scheduling, is vital for performance optimization [1] . Unfortunately, typical resource allocation problems, such as subcarrier allocation [2] , user association [3] , and access point selection [4] , are mixed integer nonlinear programming (MINLP) problems, which are NP-hard in general. The complexity of global optimization algorithms, e.g., the branch-and-bound algorithm, is exponential. Thus, most of the studies focused on sub-optimal or heuristic algorithms, whose performance gaps to the optimal solution are difficult to quantify or control.
Machine learning recently emerges as a disruptive technology to balance the computational complexity and the performance gap for solving NP-hard problems, and has attracted lots of attention from the mathematical optimization This work was supported in part by the National Nature Science Foundation of China under Grant 61601290 and in part by the Shanghai Sailing Program under Grant 16YF1407700.
community [5] , [6] . This trend has also inspired researchers to apply machine learning based methods to solve optimization problems in wireless networks. For power control problems, which are continuous, it was proposed in [7] to accelerate the weighted minimum mean square error (WMMSE) algorithm by using the multilayer perceptron (MLP) to approximate the solution. Furthermore, unsupervised learning methods have been proposed in [8] , [9] to achieve near-optimal performance without knowing the optimal solution of power control. In [10] , the network power minimization problem in CloudRANs, which is a MINLP problem, was investigated, and the pruning policy in the optimal branch-and-bound algorithm was learned to accelerate the runtime, while obtaining near-optimal performance.
While the above attempts demonstrated the great potential of the "learning to optimize" approach for resource allocation in wireless networks, applying them into real systems faces additional difficulties. The wireless networks are inherently dynamic, e.g., both the locations and the number of users are changing dynamically. Thus, the pre-trained machine learning model may be useless or suffer from severe performance deterioration as the network setting changes. Furthermore, even if the network setting does not change, different cells or regions face different situations, and different learning models will be needed. It is impractical to train an individual model for each cell, due to the extremely long training time. These issues can be characterized as task mismatch, i.e., the test setting is different from the trained one.
Transfer learning is a promising technique to address such task mismatch issues, as it can efficiently transfer a machine learning model trained for one scenario to a new one with little additional training and labeling effort [11] , [12] . Inspired by this principle, in this paper, we propose a transfer learning method via self-imitation to address the task mismatch issue of the "learning to branch-and-bound framework" [10] for resource allocation in wireless networks. Specifically, we first train a policy for a network setting where abundant labeled samples are readily available. The learned policy is then blended with an exploration policy to explore the branchand-bound tree for additional training samples in the new scenario. The best solution found serves as the training labels of the additional training samples, followed by fine-tuning the learned policy with these labels. A unique advantage of transfer learning via self-imitation is that it is able to tackle the task mismatch issue with a few additional training unlabeled samples, which is especially important when transferring to large-size problems. Numerical experiments demonstrate that the proposed method is able to achieve comparable performance with the model trained on sufficient samples for the test setting from scratch, with much less training time.
II. AN IMITATION LEARNING FRAMEWORK FOR RESOURCE ALLOCATION
In this section, we first present a general mixed-integer formulation for resource allocation problems in wireless networks, and then present a "learning to optimize" framework via imitation learning to develop near-optimal algorithms. The task mismatch issue is next identified, which motivates us to develop transfer learning based methods in the next section.
A. Resource Allocation as MINLP Problems
A wide range of resource allocation problems in wireless networks can be formulated as MINLP problems, which consist of a discrete optimization variable a, e.g., indicating cell association or subcarrier allocation, and a continuous optimization variable w, e.g., transmit power, subject to resource or performance constraints. Examples include network power minimization in Cloud-RAN [4] , user association [3] , and subcarrier allocation [2] . The general formulation is given by
where f (·, ·) is an objective function, e.g., transmit power or communication delay, a i and w i are the elements of a and w, and Q(·, ·) represents constraints such as the QoS or power constraint. MINLP problems are NP-hard in general. While global optimization algorithms, such as branch-and-bound, can produce optimal solutions, their computational complexity grows exponentially with the dimension of a. Thus, lots of studies resort to heuristic algorithms, which, however, usually have non-negligible performance gaps compared with the globally optimal solution. To overcome these challenges, in a recent work [10] , we proposed an effective machine learning based framework to develop efficient algorithms that achieve near-optimal solutions in such kind of problems. This framework will be presented in the next subsection. A running example: In this paper, we use the network power minimization problem in Cloud-RANs [4] as a running example, as it is a typical MINLP problem. Specifically, it consists of discrete variables (i.e., the selection of RRHs and fronthaul links), continuous variables (i.e., downlink beamforming coefficients), and the problem is a second order cone programming (SOCP) problem if the integer constraints are relaxed.
B. Learning to Branch-and-bound via Imitation Learning
In this subsection, we first briefly introduce the branch-andbound algorithm [13] to solve MINLP problems, followed by our learning based method to learn the pruning policy in the branch-and-bound algorithm.
The branch-and-bound algorithm finds an optimal solution for the MINLP problem, and it consists of three main policies: the node selection policy, the variable selection policy, and the pruning policy, which together construct a binary search tree iteratively. It also maintains an unexplored node list and this list only contains the root node at the beginning. At each iteration, the node selection policy first selects a node in the unexplored list and the relaxed problem at this node is solved, by relaxing the integer constraints as continuous ones. Then the pruning policy determines whether to preserve this node according to the solution and the objective value of the relaxed problem. The algorithm enters the next iteration if the pruning policy decides to prune this node, i.e., no child node of this node will be considered. Otherwise, the variable selection policy selects a variable at this node to branch on and produce two child nodes, which are then put into the unexplored node list. One may refer to Section 1.2.1 in [13] for detailed information of the branch-and-bound algorithm.
It is observed in the search procedure that the computational complexity is mainly determined by the pruning policy. The more nodes are pruned, the less time the branch-andbound algorithm needs. Thus, we will be able to dramatically boost the efficiency of the branch-and-bound algorithm by learning a good pruning policy. If optimality is not required, an approximate pruning policy can be learned, as in [10] . In learning to prune in the branch-and-bound algorithm, the optimal policy only preserves the nodes whose feasible sets contain the optimal solution, which are referred as optimal nodes, and prune all the remaining nodes. In the learning based framework, we first use the optimal policy to generate a label for each node, i.e., whether to prune this node or not. Then the support vector machine (SVM) is employed to learn the relationship between the features and the labels of each node. One may refer to [10] for the detailed algorithm.
C. Neural Networks as Classifiers
In [10] , SVM is used as the classifier. In this paper, we instead propose to use neural networks as classifiers. This will assist the developing of the transfer learning approach.
Recall that the pruning policy is a binary classification problem, where the input is the feature vector of the node and the output is a binary class in {prune, preserve}. Assuming that an L-layer multilayer perceptron (MLP), a type of neural networks, is used, the k-th layer's output is calculated as:
where W k and b k are the learned parameters of the k-th layer.
, denotes the output of the k-th layer and g 0 is the input feature vector. Relu(·) is the rectified linear unit function, i.e., max(0, ·). The output indicates the probability of each class, which is a normalization of the last layer's output g L ∈ R 2 :
where e[i] indicates the i-th component of vector e.
In the training stage, the loss function is the weighted cross entropy given by:
where y is the label, i.e., y = (1, 0) indicates it belongs to the class pruning, and y = (0, 1) otherwise. w denotes the weight of each class, which is tuned by hand. Two parts contribute to the weight. Firstly, if the number of non-optimal nodes is much larger than the number of optimal nodes, we should assign a higher weight to the class preserve in order to let the algorithm not ignore this class. We denote this part as w 1 and it can be computed by:
# optimal nodes in the training set # nodes in the training set
Secondly, when the number of feasible solutions is small, we should assign a higher weight to optimal nodes in the training dataset in order not to miss good solutions. This parameter is tuned by hand to achieve good performance on the validation dataset. We denote this part as w 2 . The total weight is calculated by w = w 1 w 2 , where is a hadamard product.
D. Task Mismatch Issue
While the imitation learning framework demonstrated its effectiveness in [10] , there are a few obstacles for its practical implementation. In the following, we shall elaborate on these issues.
An essential assumption of most machine learning algorithms is that the training and future testing data are in the same feature space with the same distribution, i.e., the same task [12] . Narrowing down to problems in wireless networks, the "distribution" includes "structure", e.g., large-scale fading and signal-to-noise-ratio (SNR), and "size", e.g., the numbers of users, base stations, and antennas. The performance deteriorates when the machine learning task to be applied is different from the trained one, which is referred to as the task mismatch issue. A straightforward way to resolve this issue is to collect enough additional training samples and to train a neural network for the new setting from scratch. This will achieve good performance, but impractical in real systems because training neural networks requires large amounts of samples and long computing time. To cope with the dynamics of wireless networks, it is highly desirable to reduce the training time for the new task, i.e., when the network setting changes. Note that although the tasks are different, they share something in common, i.e., the same structure of the underlying optimization problem. In other words, the knowledge learned in the old task can be helpful for the new task. Thus, it is possible to train a new model with only a few additional samples if we can effectively transfer such knowledge. This can significantly reduce the training time and achieve good performance in the new task. Characterizing and identifying the similarities among tasks are on-going research problems in machine learning and one can refer [11] for more information.
III. A SELF-IMITATION APPROACH FOR TRANSFER LEARNING
In this section, we first present a commonly used transfer learning technique in deep learning, namely, fine tuning. Then we identify the drawbacks of this method, and present the self-imitation approach to overcome them. We employ neural networks, mainly MLP, as the machine learning method.
A. Transfer Learning via Fine-tuning
Fine-tuning is the most frequently employed method for transfer learning in neural networks. Neural networks are usually trained via stochastic gradient descent (SGD). For different layers, we can have different learning rates, i.e., the step size of the SGD. Fine-tuning is to tune the learning rate of each layer to refine the pre-trained neural network on the additional training dataset. We can train the pre-trained neural network with a small learning rate. The knowledge learned on the original dataset can serve as a good initialization point. The learning rate is small because we expect that the initial weights are relatively good, so distorting them too much and too quickly is not a smart choice. The illustration of finetuning is shown in Fig. 1 . Fine-tuning reduces the training time, but it needs additional labeled samples. The time cost is still expensive as the computational complexity of branchand-bound to generate the labels, i.e., the optimal solutions, is exponential. This implies we even have difficulty in generating a small amount of training labels if the network size is large. Thus, it will be desirable if we can refine the model with unlabeled data.
B. Transfer Learning via Self-Imitation
In this section, we present an approach called self-imitation to address the above mentioned problem for fine-tuning. We first present self-imitation learning for training the pruning policy in branch-and-bound, built upon [14] . Then a key component in self-imitation, i.e., the exploration policy, is described.
The main aim of self-imitation is to save the training time by avoiding generating training labels, i.e., the optimal solutions obtained by running the branch-and-bound algorithm. Since there are no training labels, the self-imitation algorithm explores the branch-and-bound tree and uses the best obtained solution during the exploration as the oracle for learning.
for j = 1, · · · , |P| do
end for 8: π (k+1) ← fine-tune the classifier π using data D 9: end for 10: return best π (k) on validation set
The old policy π was trained on the original training dataset. As the task changes, in the context of Cloud-RAN, we collect some channel state information (CSI) and the fronthaul link power consumptions under the new network setting. We call it the additional training dataset, which are without labels. We blend π with an exploration policy π e . Then we run the DAgger [15] with the blended policy to collect additional training samples, followed by fine-tuning the classifier on the additional training samples. The pseudo-code of the iterative training algorithm is shown as Algorithm 1.
The data collection algorithm is different from those in the traditional imitation learning [15] , since there is no oracle policy to produce training labels. We instead get labels by examining its past decisions. Specifically, we first perform a standard branch-and-bound procedure except using the blended policyπ (k) to prune nodes. The node features are collected without labels. We also record the best solution found c * and its corresponding node N o during the process. Then c * Algorithm 2 COLLECT (π, p)
is used as the oracle for imitation learning. We label all the nodes on the path from the root node to N o as the optimal nodes and add these labels into the aggregation dataset D (kp) . The pseudo-code for data collection in self-imitation is shown in Algorithm 2 and the exploration is illustrated in Fig. 2 .
The key for Algorithm 1 is an efficient exploration policy π e , and its details will be provided next. A special property of learning to prune is the trade-off between the performance and the computational complexity. The more nodes are preserved, the better performance we can obtain. In Section II-C, we propose to employ the MLP to learn the pruning policy, which allows us to tune a parameter, e.g., the threshold, to control this trade-off during the exploration stage.
As discussed in Section II-C, the MLP outputs e, which indicates the probability of each class. During the exploration, we set a threshold to determine which class the input belongs to. In the standard classification problem, the threshold for the class prune is 0.5. If e[1] > 0.5, the input should belong to the first class, and otherwise, it should belong to the second class. To take advantage of the trade-off between the performance and computational complexity, we set biased weights for the class prune, i.e., we can set a lower threshold for a higher computational efficiency or a higher threshold for better performance. The aim of the exploration policy is to achieve near-optimal results on the new dataset to serve as the labels for fine-tuning. Thus, we train the MLP on the original dataset and use it as the exploration policy by setting a high threshold.
C. Implementation
In the training stage of the self-imitation algorithm, we have to go through the dataset and solve the relaxed problem on the binary search tree at each iteration. For example, second-order cone programming (SOCP) problems need to be solved for power minimization in Cloud-RAN [4] . Since solving large amounts of SOCPs is time-consuming, we propose to build a lookup table to accelerate the training process. If we encounter an SOCP that has not been solved before, we solve the problem and save the problem and its solution into the lookup table. Otherwise, we directly extract its solution from the lookup table. This method is found to be very effective throughout the simulations.
IV. NUMERICAL EXPERIMENTS
In this section, we present numerical results to evaluate the performance of the proposed self-imitation algorithm. We first study the impact of the number of additional training samples for transfer learning, and then test the efficiency and performance of the algorithm in two different scenarios.
Terminology: In the following presentation, "original training dataset" refers to training samples for a given, smallsize network, i.e., the fronthaul link power values and randomly generated channel states, whose labels are the optimal solutions obtained by the branch-and-bound algorithm. "Additional samples" refer to a small number of unlabeled samples for the new network setting, with different MU locations while other parameters are the same as the test dataset. "Performance gap" means the gap compared with the objective value of the optimal solution, and "speedup of the algorithm" means the comparison in the running time with the original branch-andbound algorithm, e.g., 10x means ten times faster. We set target SINR as 4dB in all datasets. In this numerical experiment, we study how the numbers of additional samples for transfer learning will influence the performance. The speedup of the algorithm and the performance gap of the proposed algorithm are shown in Table I , with different numbers of additional training samples. It is shown in Table I that the self-imitation learning algorithm achieves 9.27x speedup to the traditional branchand-bound algorithm and 0.57% in performance gap with only 2 additional samples, which demonstrates the effectiveness of this algorithm. As shown in [10] , to directly train for the test setting from scratch, at least 50 labeled samples are needed. In Table I , we see that the self-imitation algorithm achieves comparable results with training from scratch (which is shown in Table III ) in both achievable speedup and performance, with 20 unlabeled samples. Thus, the transfer learning based method needs fewer samples, without labels.
B. Performance Evaluation
In this section, we evaluate the performance of the selfimitation algorithm via two numerical experiments. In the first experiment, the numbers of MUs in the original training dataset and test dataset are different, which commonly happens in practice. In the second experiment, the original training dataset differs from the test dataset in both the numbers of MUs and RRHs. This situation happens when we train a model for one area/network and want to apply it to another area/network. In order to compare the performance of the proposed algorithm under these two different settings, we use the same test dataset and additional training dataset for the two experiments. The test dataset consists of 50 network realizations with 10 2-antenna RRHs and 15 single-antenna MUs uniformly distributed in the square region [−1000, 1000] × [−1000, 1000] meters. The fronthaul link power consumptions are given by P c l = (5 + l)W, l = 1, · · · , 10. The self-imitation algorithm is transferred on the additional training dataset, which consists of 20 additional samples.
The reference method is trained on 50 network realizations with the same task as the test dataset, i.e., training from scratch. Its performance gap is shown in Table II , and its running time on the test dataset compared to the branch-andbound algorithm is shown in Table III as "Train From Scratch".
In the first experiment, the original training dataset consists of 50 network realizations with 7 single-antenna MUs and 
For the exploration policy, we set the threshold for pruning as 0.9. The blended ratio is α = min(1, 0.2k), k = 1, · · · , 10. Its performance gap is shown in Table II , and its running time on the test dataset compared to the branch-and-bound algorithm is shown in Table III as "Transfer For Dynamic MUs". We also compute the training speedup of this method compared with the "Train From Scratch" method in Table IV . The training time of "Train From Scratch" consists of time for generating labels and training. The training time of "Transfer For Dynamic MUs" is only composed of the time to execute the self-imitation algorithm since there are no labels required.
In the second experiment, the original training dataset consists of 200 network realizations with 6 2-antenna RRHs and 6 single-antenna MUs uniformly and independently distributed in the square region [−1000, 1000] × [−1000, 1000]. The fronthaul link power consumptions are uniformly distributed in [6, 15] W . The performance gap, the speedup in the running time of the trained model to the branch-and-bound algorithm, and the training speedup are shown in Table II, Table III,  and Table IV , respectively, labeled as "Transfer For Different Networks".
As shown in Table II and Table III , under two different settings, the self-imitation algorithm achieves comparable performance with the reference method, in both speedup and performance gap. Additionally, we see that the self-imitation algorithm speeds up the training process by a factor of about 9 to 15 in Table IV . This indicates that the self-imitation algorithm enables the learning to branch-and-bound framework to adapt to the new setting with much less training time. The training speedup arises for two reasons. Firstly, it transfers the knowledge learned in the task of the original dataset to the task of the test dataset, and thus it requires fewer samples. Secondly, the self-imitation algorithm requires no additional training labels and thus the time for generating labels can be saved. Besides, "Transfer For Dynamic MUs" has a slightly higher training speedup compared to "Transfer For Different Networks". This is because the original training dataset and the test dataset are more similar in "Transfer For Dynamic MUs" than those in "Transfer For Different Networks". V. CONCLUSIONS
In this paper, we presented a transfer learning method via self-imitation to address the task mismatch issue when applying machine learning based methods for resource allocation in wireless networks. A unique advantage of this method is that it only needs a minimal number of extra samples without training labels, and thus significantly reduces the training time. This is the first attempt in applying transfer learning to resource allocation in wireless networks, and it is interesting to test the effectiveness of the proposed approach to other machine learning based methods for wireless networks.
