In this paper we analyze technological change in the Spanish economy by constructing adjusted Solow residuals, where the adjustment attempts to correct for the bias associated with the potential presence of imperfect competition, increasing returns, variable input utilization and, especially, sectoral reallocation of inputs across sectors. We refer to this modified Solow residual as a technology index. Sectoral reallocations and variable input utilization are key determinants of the differences between the aggregate Solow residual and the technology index resulting from the aggregation of estimated sectoral technological growth. In particular, we show that technological growth has been in the last two decades more intense than what suggests the standard aggregate Solow residual indices. However, starting in the mid nineties, there has been a deceleration in the aggregate growth rate of technology which is basically due to the behaviour of the manufacturing sectors.
Introduction
The study of productivity in the Spanish economy has recently been subject to some research, but the papers do not share much in common since it has been analyzed using different sample periods, data sets and methodologies. Notwithstanding, the main conclusions of these studies both in terms of the degree of returns to scale and/or the existence of long-run benefits (i.e. market power) are quite similar, while there are some differences with respect to the presence of external effects and the relevance of unobserved input variation. For instance, Suárez (1992) and Goerlich and Orts (1995) focus on value added data from 1964 to 1989 extracted from the Encuesta Industrial. They found internal decreasing returns to scale for most of the sectors, external effects but without controlling for the potential effects of unobserved input variation. Hernando and Vallés (1994) used firm-level information extracted from the Central de Balances of the Banco de España for the period 1983 to 1989 covering firms in the manufacturing sectors, and they could not reject constant returns to scale and some evidence of external effects. Goerlich and Orts (1997) use gross production and they did not find evidence of external effects nor increasing returns. Recently, Martin and Jaumandreu (1998) and Siotis (2000) have just concentrated on manufacturing firms. Nevertheless, none of these papers have focused on the aggregate implications for technology growth of sectoral reallocations and variable input utilization.
In this paper we proxy technology growth by purguing the Solow residual (i.e. the part of output movements that it is not explained by input's fluctuations) from different sources that do not reflect true technological progress. In particular, we try to account for the presence of increasing returns, the existence of imperfect competition in the good and services markets, the use of intermediate inputs, the importance of variable input utilization, and, more importantly, the reallocation of resources across sectors with different markups.
To that end we use a new data set constructed by compiling National Accounts information and combining it with other sources of information on seventeen sectors, including manufacturing and services sectors, during the period 1980-1999. 1 To our knowledge there is no other source of microdata that directly aggregates to National Accounts figures. Among other things, this data set makes it possible to compare the relative behavior of productivity growth distinguishing between the sector exposed to external competition and the relatively closed services sector.
Understanding the differences between these sectors is a relevant research area of the Spanish economy, specially after its incorporation into the euro zone.
Our main results can be described as follows. First, to obtain a disaggregated measure of productivity it is necessary to control for the co-movements between gross production and intermediate inputs in addition to labor and capital. Second, fluctuations in hours, as complementary to employment fluctuations, play an important role to control for unobserved input variation. Third, once we control for those variables we find little evidence of external effects and increasing returns at the sectoral level (i.e., on pure profits). Fourth, although we focus on the estimation of the technology at a sectoral level, we also aim at emphasizing the importance of the reallocation of inputs across sectors in order to understand the trend behavior of the aggregate productivity change. Hence, we show that accounting for reallocation factors across sectors imply important medium term differences in the level of the Solow residuals and the aggregate technology progress arised from individual aggregation. In particular, standard aggregate Solow-residual indices tend to underestimate significantly technological growth in the Spanish economy.
The structure of the paper is as follows. In section 2 we review some new methods for estimating technological progress using output and input variables at a sectoral level. In section 3 we present our main results derived from the estimation of the specification of the production function. Finally, the last section draws some conclusions.
Measuring Technology Growth: Theory
In this section we describe some methods recently developed for estimating returns to scale and technology growth using output growth regressions, as an alternative to the calculus of the Solow residual (e.g. Estrada and López-Salido (2001) for Spain). We also present how to go from sectoral estimates of technology growth based upon gross production to aggregate technological growth (value added based). Notice that by aggregating from sectoral estimates we control for the bias that arise from using aggregate data instead of sectoral ones. The aggregation among heterogeneous sectors will lead us to clarify the significance of reallocation shifts across sectors. Among these reallocation factors, we pay special attention to changes in the input composition, as well as changes in its degree of utilization, across time and sectors, and the importance of changes in the degree of competition among sectors.
Growth Output Regressions: Returns to Scale and Imperfect Competition
At the firm level the correct framework to analyze output, and hence productivity, is the production function for gross output as opposed to value added. Without loss of generality we assume that, at time t and for firm i, the production function for gross output (Y it ) takes the following form:
Y it = F (Ks it , Ls it , M it , A it ) (2.1)
where Ks, Ls, M , and A represent capital services, labor services, intermediate inputs (including energy), and technology (which could include the existence of any sort of possible externality) 2 respectively. The function F will be assumed to be homogeneous of degree γ F i in total inputs. Thus, γ F i = 1 will correspond to constant returns to scale. To measure technology growth, we proceed to take the logarithm of the production function (2.1) and then totally differentiate it to obtain:
where ∆x it = ∆ log X it , for X = Y, Ks, Ls, M and A. Expression (2.2) constitutes the basic growth equation of a bulk of papers that followed Solow (1957) and Hall (1988) trying to measure and/or estimate the sources of technological progress. Thus, one can think of expression (2.2) as a decomposition of the sources of output growth. This is Solow's original idea. To compute ∆a it from expression (2.2) we have to derive an expression for the marginal factor productivities, say F J for J = Ks, Ls and M . Hence, we have to incorporate into the analysis the degree of competition in both output and input markets. Under imperfect competition in the goods markets and perfect competition in the factor markets, the firm sets the value of the factor's marginal product equal to a markup over the factor's input prices. Thus, formally:
where P it is the output price, µ i is the markup, and each firm equates the factor prices (P J it ) to the factor marginal revenue product. Using expression (2.3) it is straightforward to see that the output elasticities can be described as the markup multiplied by the revenue shares of each input in gross output (s
Notice that the homogeneity of degree γ F i of the production function allows us to write the degree of returns to scale as the sum of the output elasticities with respect to the inputs:
Using expression (2.4) and (2.5) we obtain the following relationship between returns to scale and market power:
where s
are the pure profits as a percentage over total revenue. Two comments are in order. First, increasing returns will imply that the average cost exceeds marginal cost.
3 Second, if and only if pure profits are close to zero (s
, then the degree of returns to scale is equal to the markup. But, if we observe non-negligible pure profits then, as we will describe below, it is not possible to independently separate or identify returns to scale from markups through the estimation of growth output regressions.
This way, using (2.4) in expression (2.2) it is straightforward to obtain:
Under constant returns to scale and perfect competition in the product market (i.e. γ F i = µ i = 1), Solow (1957) used the input income shares as observed in the data to weight the input growth. Thus, substituting from the observed output growth the growth rates of the inputs weighted by their respective factor revenue shares, we end up with a calculation of productivity growth, ∆a it . Under the Solow hypotheses, the residual ∆a it in expression (2.7) is uncorrelated with any variable that is uncorrelated with the rate of growth of true productivity. This invariance property of the residual was subject to scrutiny by Hall (1988 Hall ( , 1990 who detected that the residual was correlated with exogenous product demand and factor price movements. As increasing returns to scale and imperfect competition will affect movements both in output and inputs, if they are present, they will contaminate the previous measure of productivity growth as truly reflecting technological shocks. In other words, under these new assumptions the output elasticities are not observable from the data. Thus, the strategy changes from the measurement of the residual, ∆a it , towards the estimation of expression (2.7) as a way of jointly identifying the degree of returns to scale or markups and technology growth.
This expression was advocated by Hall (1988) to (jointly) estimate the markup and technology growth (i.e. the residual, ∆a it ), which is now an endogenous variable, by instrumental variables. Notice that the shares are revenue shares, so in the presence of pure profits they add up to less than one. Hall (1990) discusses the possibility of estimating equation (2.7) using cost shares over total costs instead of revenue shares. In such a case, this does not require any assumption on the degree of competition in the goods markets. Under this circumstance, if the so-calculated residual violates the invariance properties, then it is a symptom of increasing returns. To derive this last expression using (2.6) in (2.7) yields:
where c
it is the cost-share weighted average of observed inputs. This expression constitutes the basic equation that we estimate in this paper.
Variable Utilization of Capital and Labor
In this section we explore the implications of allowing for cyclical variations in the utilization of both capital and labor to identify γ F i and ∆a it in the previous expression (2.8). As noted in the previous section, what matters for production activities are both capital and labor services (Ks, Ls) as opposed to the stock of those variables. In other words, the production function depends on the quantities of those inputs (hours worked and capital stock) as well as the intensity with which they are used. In general, we can express the capital services as a function of the capital stock, K, and its degree of utilization, say U K . In addition, labor services can be decompose in terms of the number of employees, N , the numbers of hours worked, H, and the effort of each worker, E. Formally, we can write input services as follows: Ks = U K K, and Ls = NHE = LE. Allowing for different utilization rates of both capital and labor, leads to a new expression for the output growth regression (2.8):
where ∆l it = (∆n it + ∆h it ), and from the definitions of ∆x F it , the previous expression can be written in the following compact way:
where ∆u it = c
∆e it , is a weighted average of unobserved variation in capital utilization and effort. Notice that if this effect is present and it is not considered, the estimated technological growth will be contaminated by the cyclical utilization of inputs. Thus, the challenge in estimating expression (2.9) instead of expression (2.8) is to relate the unobservable ∆u it to observable variables. In this section we describe the approach followed by Basu and Kimball (1997) , although two other alternatives have been suggested in the literature. 4 Essentially, in order to write unobserved input variation in terms of observable variables, those authors used a cost minimization approach. An usual hypothesis in this formulation is to consider that firms adjust the services of the input by varying utilization, while taking the number of employees and the capital stock as quasi-fixed inputs (so that the firms cannot change their levels at no cost). Under certain assumptions, Basu and Kimball (1997) relate the utilization term in expression (2.9) to three observable variables:
where ∆p M it is the growth rate in price of materials, ∆p I it is the growth rate in the price of investment goods; and (∆i it − ∆k it ) is the rate of growth in investmentcapital ratio. The coefficients a, b, and c are combinations of structural parameters. Now, following Basu, Fernald and Kimball (1998) we present the intuition for those variables using two polar cases of special interest. These two cases basically depend on the interpretation of hours in expression (2.10). First, under certain conditions, it is possible to use movements in hours as to proxy unobserved variation in effort and endogenous depreciation rate. The idea is that hours and effort are positively correlated as long as the firm will move both variables following a shock to get the same cost in the margin. Movements in relative input cost shares and investment-capital ratio will capture variable capital utilization. The intuition for the first term is related to the quasi-fixed nature of capital as opposed to the flexible nature of the intermediate inputs. If there is an increase in the utilization of capital, the capital cost will remain the same, but the cost of intermediate inputs will increase due to the increase in the volume used of intermediate inputs. For the second component, the intuition is that an increase in the utilization of capital will mean an increase in the depreciation rate, so more investment is necessary to replace it. A second possibility is to consider that movements in hours capture both labor effort and capital utilization. In this case the parameters b and c in expression (2.10) are zero. As extensively discussed by , using conventional data it is not possible to distinguish between labor effort and variable capital utilization. Nevertheless, these authors use a cost-minimization problem for the firm, to show that a reduced-form estimate of the following form: ∆u it = a i ∆h it , is compatible with this joint effect. Under several circumstances this correction for hours will account for capital utilization as well as unobserved labor effort. In addition, these authors provide an structural interpretation to the reduced-form parameter a i . They show that the following relation holds:
(2.11)
, is the elasticity of effort with respect to hours, a parameter of crucial importance in calibrating business cycle models (see, for instance, Sbordone (1998)). Thus, the estimated parameter a identifies the elasticity parameter ξ. Finally, one problem of this approach to estimate the degree of returns to scale is that it requires the use of information on the stock of capital at a sectoral level. The construction of this variable is something clearly affected by measurement error problems. Thus, some authors have tried to circumvent this problem by making some parametric assumptions about the functional form of the technology frontier and the degree of capital utilization. In the Appendix 2 we present two methods that overcome this problem and we show how it is still possible to identify the course of technological progress. Often in macroeconomics we refer to value-added data, i.e. to GDP minus indirect taxes and summing up across industries value added has the desirable property of equaling total national expenditure. Thus, regarding the analysis of the degree of returns to scale and markups, Hall (1988 Hall ( , 1990 uses value added as a proxy of output (i.e. he uses only information on two inputs, labor and capital), but this approach might have a significant shortcoming in the presence of nonconstant returns to scale and imperfect competition: it can bias the estimation of technological progress. The intuition goes as follows: using National Accounts methodology to calculate value added we are imposing the same constrains as when calculating the Solow Residual. If in this last case the existence of markups or non-constant returns to scale induced a bias in the measure of technological progress due to the departure of input prices from marginal costs, the same will happend with the calculus of value added.
To see this more formally, recall that in the National Accounts methodology, value added is obtained by substracting real material inputs from real gross output (double-deflated value added). Hence, in terms of growth rates the following relation holds:
where ∆v it represents the rate of growth of value added as opposed to gross production. From that expression it follows that if the ratio of materials to output is constant, then value added grows at the same rate that gross production does. But, in general, this is not the case, hence we can write the value added growth in terms of a cost weighted measure of primary inputs as follows:
(2.13) 5 We also present empirical results based on these alternative approaches as a robustness test for the results presented in the paper (see Appendix 4 for details).
6 As previously noted, lower case variables denote natural logs of the original variables.
From this expression, two comments are in order. First, it is not clear what the relationship is between the parameter ρ i and the degree of returns to scale γ F i . Second, the error term ∆ϑ * it only identifies the true technology growth (∆a it in expression (2.8)) under certain conditions. To determine these conditions we proceed to find a relationship between expression (2.8) and the previous expression (2.13). Hence, we rearrange expression (2.8) as follows:
then using (2.12) and cost minimization conditions for intermediate inputs yield:
From the comparison of expressions (2.13) and (2.14) we can infer that: first,
dentifies the degree of returns to scale if and only if there are no materials in the production, something usually far from being the case. The parameter ρ can be interpreted as the degree of returns to scale of a value added function, although under ρ i ' 1 implies that γ F i ' 1.
7 Second, the error term in the value-added regression (2.13) takes the form:
In particular, as shown by , if the production function (2.1) is separable:
and F (.) is homegeneous of degree one in V (.) and H(.), and H(.) is homogeneous of degree one in M, then the coefficient ρ can be interpreted as the degree of returns to scale of the value added function V , say γ V .
Thus, part of the cyclical movements in the residual of the value added regression do not reflect true technology growth, but rather a hybrid of several variables (∆ϑ M it ), and the rest is truly technology growth (∆ϑ it ). The former is a bias that depends on the significance of the degree of imperfect competition and the cyclical behavior of the ratio of materials to output. That term (∆ϑ M it ) is zero if and only if there is perfect competition (i..e. µ i = 1) and the elasticity of substitution between intermediate inputs and output is zero and/or the intermediate inputs over total output remains constant over time (i.e. ∆m it = ∆y it ). The second term, which reflects technology growth, gives a relationship between the production-based technology growth (∆a it ) and the value-added technology growth (∆ϑ it ). Taking into account the cost share of intermediate inputs, for a reasonable degree of returns to scale in the production funcion, this relationship makes that technology growth in terms of value added will be higher as compared to the production based technology growth.
8 This will be a key relationship emphasized in this paper. Notice that, both concepts of technology growth are equal if and only if there is no role for intermediate inputs (i.e. c F M i = 0) since in this case value added and gross production are the same.
From Sectoral to Aggregate Technology Growth
So far, we have analyzed the estimation of returns to scale and technology growth in terms of the firm-level production, under several assumptions about technology, market structure, and cyclical factor utilization. Notwithstanding, our focus is on explaining movements in aggregate productivity so we have to aggregate the firms. We devote this section to the issue of aggregation. First, we have to go from gross production to value added, and then we can aggregate over value added. This will made our aggregate technology index comparable with the Solow residual obtained using aggregate data (GDP). Second, we will stress that aggregation across firms can introduce a new source of differences between aggregate productivity growth and the aggregation of sectoral technology indexes: the intersectoral reallocations.
Aggregate Technology Growth
First we will derive a relationship between firms' technology growth and aggregate technological growth. As a result, below we will emphasize the importance of reallocation or aggregation effects for understanding the differences between these two variables. In this section we work with the results in terms of an aggregate value-added function that can be constructed from the aggregation of the firmlevel gross-output measures discussed in the previous section. To do that, we proceed to relate the gross-output with value added at the micro level. Hence, the changes in gross output can be described using expression (2.9) which can be reformulated as follows:
where primary input growth (∆x v it ) is defined in terms of the cost shares in value added:
Notice that in the presence of non-constant returns to scale (γ F i 6 = 1) or pure profits (c
), the value added growth obtained as (2.12) does not substract the full productive contribution of materials. In that case there would be an extra term affecting value added growth further than primary input growth. To see this more formally, we can substract both sides of expression (2.15) γ 
2.16)
Now, we can define the following variables:
where the value added returns to scale (γ v i ) will be different from gross output returns to scale, and value added technological growth (∆ϑ it ) will, in general, exceed the gross output technological change. In any case, the implicit value added markup, as shown by Rotemberg and Woodford (1995) and , correctly, under some circumstances, captures economy-wide distortions and is plausibly the appropriate concept to calibrate the representative firm in one-sector macroeconomic models. Finally, using the definition of value added (2.12) and substituting from equation (2.16), gives the following expression for the growth of value added:
is the share of pure profits in gross output. From this expression it is clear that only when the ratio of intermediate inputs to gross output remains stable, or when there are no pure profits jointly with constant returns to scale, does forgetting the intermediate inputs to calculate the value added technological change not bias the results. In fact, the value-added productivity residual ∆θ it = ∆v it − ∆x v it , can be written as follows:
(2.18) Aggregating over firms the basic expression for gross output (2.9), in Appendix 3 we show that it corresponds to the following expression for the growth in the aggregate value-added:
Thus, γ v is the average value added returns to scale index, 9 ∆x v t is the weighted (using cost shares) average of the aggregate capital and labor; ∆u t is the appropriately weighted average of the firm level utilization rates; R t represents various reallocation or aggregation factors, and finally ∆ϑ t is an appropriately weighted average of the firm level technology growth. Notice that all of these factors will be constructed starting from the estimation of firm's gross-output regressions like (2.9), so using estimates of ∆a it . Reallocation shifts make expression (2.19) different to that estimated by Hall (1990) using only aggregate information. That is, the relationship between aggregate technology growth and the aggregation of firm-level technology growth will depend on those reallocation factors. To see this, let us define aggregate productivity growth (∆θ t ) as the difference between the growth rates of aggregate output (value added) and (weighted) aggregate inputs, i.e.: ∆v t − ∆x v t = ∆θ t . call this term a "modified Solow residual''. Using this definition in expression (2.19) yields:
This expression offers the basic insight into distinguishing between aggregate productivity growth (∆θ t ) obtained from aggregate information and aggregate technology growth (∆ϑ t ) as constructed from individual estimates of expression (2.9). Productivity and technology are equal if and only if all firms are perfectly competitive, pay the same factor prices, do not vary the degree of utilization, there are aggregate constant returns to scale and there are not factor reallocation across sectors. Conceptually, argued that this distributional or reallocative effect may not reflect true technological change, since it can occur with no change in the technology available to the firm. Thus, we should correct the aggregate productivity growth from these factors to get the better approximation to the technical change. These authors show that the measure of aggregate technical change embodied in expression (2.20) takes the following form: ∆ϑ t = P i ω i ∆ϑ i ; where ω i is the firm's share of aggregate nominal value added, i.e.
, and
The Role of Reallocation Factors
The reallocation terms reflect the effect on output growth of differences across uses in the values of the marginal product of inputs, i.e. differences in the market power and/or in the factor prices across industries. As shown in Appendix 3, the reallocation term in (2.20) can be decomposed into four major components:
, reflecting shifts of resources among uses with different marginal values. The first two terms reflect the importance of imperfect competition in the product markets. The two other terms are independent of the goods market structure, and reflect sectoral shifts related to idiosyncratic shocks and factor market structures (see Appendix 3 for a formal defition of those terms). R µ t reflects how the reallocation of resources across firms with different markups will affect the cyclical component of productivity. In other words, this term captures the covariation between inputs's variation and firm market power. The term R M t reflects the extent to which measured real value added depends on the intensity of the materials use and it is affected by the significance of the markups in the firms using materials. The reallocation terms R K t and R L t can be interpreted independently of the existence of imperfect competition. In particular, much of the business cycle literature takes these factors as indicators of sectoral shifts. Thus, shifting capital and labor from sectors where there are high costs to sectors with lower costs will increase aggregate output. Costly factor mobility, adjustment costs or other institutional aspects will generate variability in wages and capital costs across firms, thereby inducing such reallocative terms.
Results
In this section we proceed to estimate equation (2.9) using expressions (2.10) and (2.11) to correct for unobserved variable input utilization. To that end we use a new data set constructed by compiling National Accounts information and combining it with other sources of information on seventeen sectors, including manufacturing and services sectors, during the period 1980-1999. In addition, we analyze how the identification of sectorial and aggregate returns to scale and productivity growth is affected by the use of gross production as opposed to value added data. From an aggregate perspective we then proceed to analyze the implications of our results for the behavior of aggregate technology growth obtained from the aggregation of sectoral estimates as opposed to the constructed Solow residuals using aggregate information. This will allow us to emphasize the importance of the reallocation factors in order to understand the behavior of technology growth in Spain in the last twenty years. Finally, we emphasize that this data set makes it possible to compare the relative behavior of productivity growth distinguishing between the sector exposed to external competition and the relatively closed services sector.
Sectoral Estimates of Technology Growth
In this section we concentrate on discussing the results concerning the estimation of Basu and Kimball especification at the sectoral level. These estimates correspond to the previous expressions (2.9) and (2.10). Since not all the regresors were significant in those expressions, next we will present the estimation, which corresponds to our preferred model, that involves the use of hours as a proxy for the degree of utilization of labor and capital (2.10).
10,11
As it has been stressed in the previous sections, there are many circumstances that make the movements in the Solow residual endogenous. Thus, in order to estimate technology growth we require the use of instrumental variable techniques, 10 In Appendix 4 we also present the outcomes of alternative specifications of the production function, to assess the robustness of the exercise.
11 We tested for the presence of external effects, and we found very little evidence on these. This is due to the fact that our regreessions are based upon the behavior of gross output as opposed to value added. See on this point Burnside (1996) . For Spain, this evidence is consistent with the results presented in Goerlich and Orts (1997) , and Martín and Jaumandreu (1998) . The presence of external effects is usually linked to the use of value added data (see, Suarez (1992) , Hernando and Vallés (1994), and Goerlich and Orts (1995) ).
due to the a priori correlation between the weighted input growth (and degree of utilization) and technological progress. Adequate instruments would be variables which, on inducing adjustments in the level of production do not change the level of productivity. This suggests the use of demand-side variables. Bearing this in mind we have constructed a fiscal impulse, an indicator of the monetary policy stance, jointly with the growth in world trade.
12 Finally we also use as an instrument a commodity price, in particular the relative price of energy. These four variables have been included as instruments contemporaneously and lagged one period, and we have extended the set of instruments incorporating the first lag of the variables appearing on the right hand side of each expression. In general, the Sargan tests do not reject the null in all the specifications, so we do not report this test to save space.
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The regressions were in each instance performed by GMM and the standard errors are robust to different forms of correlation and heteroskedasticity in the residuals, and to the existence of individual fixed effects.
14 We present the individual unrestricted estimates of the parameters and, besides, the results imposing that all the parameters are identical across all sectors, and identical for all the manufacturing sectors as opposed to services. Finally, we compare these restricted results with those obtained as the weighted aggregation of the sectoral parameters.
15
In Table 1 we present the results of the estimation for the general specification of the model (expression (2.9), also allowing for unobserved input variation, i.e. expression (2.10)). As it can be seen, the role of the investment-capital ratio, i.e. the parameter c, is null in most of the sectors. It is only significant, and with the right sign (positive) for the sectors Energy (E) and Other Industrial Products (M8). The effect of the ratio of nominal intermediate inputs to capital services, i.e. the coefficient b, is estimated with low precision and, in most sectors, where it is significant it has the wrong sign. Notice that, as described in the theoretical part, these two coefficients try to capture the effect of the endogenous depreciation rate as a source of unobserved input variation. Since we are imposing 12 We thank Pablo Hernández de Cos for supplying us with the fiscal impulse. The monetary policy shock was calculated using a SVAR as described by Christiano, Eichenbaum and Evans (1999) .
13 In Appendix 4 we also present estimates using OLS and other two sets of instruments. 14 The individual effect will capture the average technological growth for each sector over the sample period.
15 To construct these parameters we use the share of sectoral gross production over total production as a weight.
an exogenous depreciation rate in order to construct our capital series, there are difficulties in capturing such an effect from these estimates.
16 For that reason, instead of discussing the estimates of the returns to scale and the technological growth implicit in that case, we move to more parsimonious estimates where we only use independent movements in hours to proxy both unobserved labor effort and variable capital utilization as the theory suggests.
In Table 2 we constrain our attention only to the variables that were relevant at standard levels of significance each sector. This is the main reason for having only some sectors with an independent impact of hours so as to capture variable capital utilization and labor effort. The technological growth derived from weighting the sectoral estimates implies that, in terms of gross production, the non-financial market economy has experienced a positively significant growth of the technology evaluated, in annual average terms, at 1%. In addition, the exogenous technological progress, again in terms of gross production, seems to be higher in services (1.1%, and significant) than in manufacturing (0.7%, again significant). When we compare these estimates with the restricted ones there seem to be no differences, although we obtain much more imprecise estimates for the aggregate. Furthermore, this lack of precision in the estimates also appears for both the manufacturing and services sectors, where in the latter case there is also a reduction in the point estimates. At a more disaggregated level the sectors that have shown the highest rates of technology growth in terms of gross production are Communications, Agriculture and Chemical products, and the lowest: the Food, Textiles and Other services.
Turning to estimation of the degree of returns to scale, at aggregate level the weighted estimates show that statistically it is not possible to reject the hypothesis of constant returns to scale. Again, there are some differences between manufacturing and services estimates of the returns to scale. We found that the point estimates are higher in the manufacturing sector, but we cannot reject constant returns in both sectors. As previously noted, the restricted estimates do not change these conclusions significantly, although all the estimates are more precisely estimated (see also Burnside (1996) ). It is worth mentioning that the point estimates lead to higher returns to scale in services than in manufacturing sector. At a more disaggregated level, the branches presenting constant returns to scale are Minerals, Food, Communications and Other services. In Agriculture, Steel, Transport equipment and Transport services do seem to be some evidence of in-creasing returns to scale, while we found decreasing returns for Energy, Chemical products, Machinery, Textiles, Other industrial products, Paper, Plastics, Construction and Catering and Trade. Finally, hours play an important independent role in capturing unobserved input variation for the following sectors: Agriculture, Steel, Machinery, Transport equipment, Other industrial products and Transport services and Communications.
As can be seen from Table 2 , an interesting result is that the elasticity of effort to hours worked is considerably higher in the manufacturing sector than in the services sector. This will have sizeable effects on the cyclical behavior of total factor productivity in both sectors. Thus, a higher elasticity of effort to hours may account for part of the fluctuations in the Solow residual, so making the true productivity measure less procyclical, specially in the manufacturing setors.
From Appendix 4, it is worth stressing that the results presented in Table 2 are quite robust across the choice of the specification for the production function (i.e. to the use a direct measure of capital to estimate productivity growth). This conclusion is interesting, because one of the criticisms raised to Hall's approach relates to the importance of the existence of measurement error in the calculation of the capital stock regarding the estimation of true technological progress. As long as this variable is only used in the other two alternative production functions to calculate cost shares for the weighted input growth, it seems that the bias potentially induced by the stock of capital it does not seem to be particularly relevant.
As established in the theoretical section, in order to aggregate the sectoral results the first step consists of calculating the implied technology growth and the returns to scale in terms of value added at sectoral level. We do that in order to avoid the double accounting that would appear in the event of directly aggregating gross production results.
We use expressions (2.16) to (2.18) to calculate the technology growth at sectoral level in terms of value added by adjusting for the estimated gross-production returns to scale parameter and the intermediate cost share. In the same vein, the degree of returns to scale in terms of value added is obtained using these two variables. In Table 3 we compare both estimations. As expected, the technology growth in terms of value added is always higher than in terms of gross production (except in the case of Communications). Besides, the correction is more important in the sectors where the returns to scale parameter and the intermediate cost share are bigger. The differences in these two variables in the manufacturing and services sectors explain why technology growth in terms of value added is higher in the first case, as opposed to what we obtained using gross production data. The returns to scale parameter in terms of value added also turns out to be different than in terms of gross production. In this case, the adjustment implies an intensification of the degree of returns to scale, and its size depend on the departure from constant returns and the weight of the intermediate inputs. The strong correction induced by the Agriculture and Steel sectors implies that, at the aggregate level, the returns to scale on value added are higher than those estimated using gross production.
In Figure 1 we plot the Solow residual against the estimates of technology growth according to our estimates. In the three cases (total economy, manufacturing and service sectors) there are not very marked differencies in the profiles, but the averages are very different, specially in some sub-periods.
Aggregate Implications: The role of Sectorial Reallocation
The following step consists of analysing of the importance of the reallocation terms linked to the aggregation from sectoral technology growth to the aggregate productivity growth (equation (2.20) ). The reallocation terms labeled as markup and intermediate inputs have been calculated using the associated formal definitions (see appendix 3) and the rest are called other reallocation terms (capital and labor reallocation). It should be noticed that the differences between aggregate Solow productivity and the aggregate technology index are not only the reallocation terms, but also the departure from constant returns to scale and the impact of factor utilization. In Table 4 we have derived some descriptive statistics of these time series. The first interesting conclusion to emerge is that the average yearly growth of technology has been higher than productivity, not only for the whole economy, but specially for the manufacturing sector and also for services (see Figures 2 and 3) . The most important source of divergence is the departure from constant returns to scale. In general, this term is negative, but the difference between the manufacturing sector and services lies in the combination of increasing returns and an average decrease of the input growth in the former, while the opposite is true for the latter (aggregate economy and services). The variable utilization effect is very small. Overall, the reallocation terms have a negative impact on all the sectors. Nevertheless, this overall negative contribution is the combination of negative markup reallocations (and to a lesser extent intermediate inputs, specially in the manufacturing sector) and positive capital and labor reallocations. The markup component is negative as a result of a general reduction in pure profits in the Spanish economy over the sample period (see Figure 2) . This reduction was sharper in the manufacturing sector, but it also affects the services sector. Finally, the intermediate reallocation component is quite significant in the manufacturing sector because it uses this input intensively.
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Our results imply that aggregate technology growth is less volatile than aggregate productivity as measured by the Solow residual. Nevertheless it is worth noting that these results are affected by the developments in the Steel sector, where the growth rate of the technology has been very high, specially during the first part of the sample. As expected, the reallocation terms present a high volatility. The estimated comovements between technology and output are in line with the evidence obtained using the Solow residual as productivity. At the aggregate level and in the manufacturing sector there is almost no correlation between output and technology, while the sign is positive in the services sectors. The main conclusion reached in the previous section is not affected: adjustments in the inputs used tend to imply a non-positive comovement between technology and output, because short-run reallocation factors are not substantial enough to correct it. The exception is the services sectors.
In Figure 4 we compare the level of the Solow residual with our estimates of technological progress. Thus, notice that changes in the Solow residual may not represent changes in the growth rate of technology, but rather a reallocation of the inputs over time and/or other reallocation terms. Our calculations suggest that there is a sizeable spread, which increases over time between these two measures, and that changes in the input allocation account for the reduction of the Solow residual with respect to our technology index. This highlights the importance of the reallocation terms to capture trend movements in technology progress. This result is of particular importance in the manufacturing sector from the beginning of the sample, and to a lesser extent in the services sector starting in the mid-eighties. Thus, at the aggregate level, the Solow residual was a good proxy of technology growth early in the eighties, and from that period onward it has underestimated true technological growth. Finally, it is worth noting that the technology index varies across these two sectors. Thus, the manufacturing sector has trended significantly upward since the peak of the last recession (i.e. around 1993), while the services sector started to decelerate around the same time. In the latter case, the Solow residual clearly overestimate this slowdown in total factor productivity.
Notice that in this figure we extend our previous results on the changes in the level of the technological index for the the sample period 1980-1999. 18 We compare the Solow residual and the technological index that accounts for the significance of the reallocation terms. Two comments are in order. First, the gap between these two measures is slightly higher using the latest information, and this is true for both sectors (and so for the aggregate). Thus, the Solow residual underestimates the technology progress at the end of the sample with respect to our estimated index. Second, there is substantial divergence in the levels of technology indices across sectors. In particular, in the last four years there is a certain stability both in technological progress and in the Solow residual in the manufacturing sector, while the services sector has seen an increase in the index of technology progress (which is in contrast to the slight slowdown identified by the Solow residual). In terms of the rate of growth, during the last years (95-99), the average annual growth rate of the technology index in the manufacturing sectors was 0.33 percent versus the 0.55 percent of the services sectors.
Conclusions
Following recent research, we have estimated adjusted Solow residuals at sectoral level -i.e. an index of technology progress-, where the adjustment attempts to correct the bias associated with the potential presence of imperfect competition, increasing returns, the use of intermediate inputs and variable input utilization. We do not find evidence of increasing returns, nor of pure profits among manufacturing and services sectors, but movements in hours help in accounting for variable input utilization (specially in the manufacturing sectors).Once we control for these effects we find no evidence of external effects. After aggregating these results over sectors we show that intersectoral reallocations of inputs have played a key role in explaining the evolution of the Solow residual index in Spain over the last two decades, whose average growth rate has been much lower than the aggregate technology growth. From an aggregate perspective, we show that starting in the mid-nineties, there has been a deceleration in the aggregate growth rate of technology. This is basically due to the behaviour of the manufacturing sectors, since technology growth rate in the services sectors has been slightly higher in that period.
Appendix 1. External Effects
As noted in the main text the specification for gross output (i.e. (2.8)) can be modified to allow for external effects. In the presence of such an effect an omitted variable problem arises which affects both the estimation of the degree of returns to scale and the properties of the technological progress. We follow Caballero and Lyons (1989) and Burnside (1996) in using an "aggregate input" as an index for external effects. Thus, let us define as the cost-share weighted average of observed inputs in the value added expression (2.13), then the aggregate input as an externality index is defined as: Those authors, unlike Basu and Kimball (1997) , emphasize that what really matters to measure productivity growth is only to control for (unobserved) variations in capital utilization, disregarding labor effort. In order to identify the circumstances under which the previous statement holds they emphasize that there is a strong complementarity between the electricity or energy use and capital hours in producing capital services. To formalize this idea it has to be assumed that the production function (2.1) is a Leontief function of value-added and materials 19 :
where the parameters ω are positive constants, the value-added function is assumed to be homogeneous of degree γ Γ in Ks it and Ls it :
with L it = L it , and Ks it = min{a k K it , a e E it }, i.e. capital services are also a Leontief function of capital hours and energy use. Thus, energy input is a perfect index of capital input. Under these assumptions, in expression (2.9) the following relationship holds 20 : ∆u it + ∆k it = ∆e it (4.1) Finally, it is still possible to combine the fact that hours can be a proxy for both labor effort and that energy use can also allow independent capital utilization to be identified; i.e. formally, it is still possible to combine expressions (4.1) and (2.10) to allow for cyclical variation in both capital and hours. In particular, if expression (2.10) is satisfied such that b = c = 0, then we can use expression (4.1) to strip out the capital stock from expression (2.9). So, we end up with the following expression to be estimated in order to measure productivity:
19 They impose that in the technology there are fixed proportions between the observed input and the unobserved inputs. Notice also that in a Leontieff function the degree of substitution among inputs is zero.
20 Electricity use is a much more natural proxy for the utilization of heavy machinery than for services of structures or computers which are often left on day and night regardless of the use. In addition it is not a good proxy for capital utilization in the Transport Services.
where now ∆x
as the non-energy materials cost share and M NE the amount of non-energy intermediate inputs.
B) Variations in Materials Control for both labor effort and capital utilization (Basu (1996) ) Unlike the previous analysis, Basu (1996) attempts to control for both labor effort and capital utilization by using alternative assumptions on the production function. He assumes that first the production function (2.1) is separable between value added and materials; second, Hicks' technological progress; and finally, the technology is Leontief in value added and materials. Formally, these assumptions can be written as follows:
, and F(V it , S it ) = min{V it , S it } and equation (2.9) takes the following simplest form:
Basu (1996) states that if that assumption does not hold, the estimated value of the returns to scale in these expressions are likely to be biased downward. Thus, a more compelling assumption may be that technology is Leontief in capital services and materials. This would imply that there is a fixed proportion between materials and capital services implying that: ∆m it = ∆u it + ∆k it . Again, if we allow for cyclical variation in labor effort, as approximated by expression (2.10) under b = c = 0, then the growth output regression takes the form:
, which does not depend on the capital stock.
Appendix 3. Aggregation
We now aggregate the firms to obtain aggregate value-added as a function of aggregate primary inputs, technology and the distribution of inputs. Aggregate inputs are defined as simple sums of firm-level quantities:
The aggregate price for aggregate inputs is defined as the implicit deflator satisfying the following nominal identities:
The value added of the economy can be defined, using growth rates, as follows: ∆v t = P i ω i ∆v it , ω i is the firm's share on nominal value added. This way, aggregating firms the expression (2.17) yields:
then we define the following aggregate terms:
∆u it = ∆u t , as the aggregate factor utilization term,
using the fact that Since aggregate productivity growth (∆p t ) is usually defined as: ∆p t = ∆v t − ∆x v t , substituting from (4.5) gives:
Besides, using definitions and operating we can express ∆x v t as follows:
22 We assume there is one type of capital and one type of labor. This can be relaxed without affecting the results (see for details).
where ω c i is the firm's cost share in gross output costs. Nominating the second term on the right hand side R K t , the third as R L t and defining γ v = P i ω i γ v i we obtain:
where:
, the previous expression can be written as follows
Appendix 4. Data set and Detailed Econometric results: Robustness Our data set consists on information about 17 productive sectors over the period 1980-1995, on an annual base. These sectors cover the market non-financial side of the Spanish economy. The description of the sectors appears in the next In the main text we have reported the econometric results we obtained when using a specific set of instruments: the relative energy price, world demand, a fiscal and a monetary shock, all of them in t and t-1 and the right hand side variables lagged one period; besides, the production function considered was a particular one but, as it is shown in Appendix 2, there are other alternatives. In order to assess 23 Metal products except machinery and trompat equipment. 24 Including Office and Data Processing Machines, Precision and Optical Instruments, and Electric Goods. 25 Including Accommodation and Catering Services.
the robustness of the results, in this appendix we present different estimations using OLS and other sets of instruments and two other posible specifications of the production function, namely, the BER and Basu approaches. We do not report the Basu and Kimball (BK, henceforth) full specification results because the estimation provided non-significant or incorrectly signed coefficients, and we do not show results with the external effects because they were systematically insignificant. In any case, the full range of results is available upon request.
In Table A .1 we present the same IV estimation than in the main text for the specifications of BER and Basu. Comparing with BK specification very few differences are detected. The exogenous technological growth estimated is quite similar accross production functions and the ranking of the sectors is not altered (only in the Basu specification Other Services is not one of the sectors showing the poorest performance). The classification of the sectors in terms of the kind of returns to scale they present is also quite robust accross production functions; only in the case of Chemical products every production function gives a different qualification. Finally, the effect of variable factor utilization seems to be independent of the production function considered; only in Machinery and Communications the results are different depending on the production function.
In Table A .2 we present the OLS estimation for the same specifications. Comparing with Table A .1 very few differences are detected (besides, these differences are robust across methodologies): two sectors (Transport Equipment and Transport Services) do not present hours as an additional regressor, and one does (Rubber and Plastic). Moreover, in four sectors the returns to scale parameter is lower (Other Industrial Products, Rubber and Plastic, Communications and Other services).
In Table A .3 we have eliminated the instruments dated contemporaneously. In this case the differences are more substantial. Two sectors (Agriculture and Transport Equipment) do not present an effect of input intensity; in five sectors returns to scale are higher (Agriculture, Energy, Transport Equipment, Textiles and Hotel and Catering) while in the other three they are lower (Steel, Machinery and Communications).
Finally, in Table A .4 we have tried the instrumental set that includes only the exogenous variables dated in t and t-1. In this case the results are quantitatively and qualitatively similar to the base line instrumental set. Only for Other Industrial products hours are not relevant and only in two sectors (Agriculture and Paper) does the returns to scale parameter seem to be higher. This confirms that exogenous instruments are doing a reasonably good job. Note: INST-1 Instruments include: relative energy prices, world demand, fiscal impulse, and a monetary shock at time t and t-1; and right hand side variables at t-1. 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 Productivity Technology 6% 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 Productivity Technology 6% 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 Intermediate Mark-ups Others Total
