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Abstract—Distributed machine learning algorithms enable
learning of models from datasets that are distributed over a
network without gathering the data at a centralized location.
While efficient distributed algorithms have been developed under
the assumption of faultless networks, failures that can render
these algorithms nonfunctional occur frequently in the real world.
This paper focuses on the problem of Byzantine failures, which
are the hardest to safeguard against in distributed algorithms.
While Byzantine fault tolerance has a rich history, existing work
does not translate into efficient and practical algorithms for high-
dimensional learning in fully distributed (also known as decen-
tralized) settings. In this paper, an algorithm termed Byzantine-
resilient distributed coordinate descent (ByRDiE) is developed and
analyzed that enables distributed learning in the presence of
Byzantine failures. Theoretical analysis (convex settings) and
numerical experiments (convex and nonconvex settings) highlight
its usefulness for high-dimensional distributed learning in the
presence of Byzantine failures.
Index Terms—Byzantine failure, consensus, coordinate descent,
decentralized learning, distributed optimization, empirical risk
minimization, machine learning
I. INTRODUCTION
One of the fundamental goals in machine learning is to learn
a model that minimizes the statistical risk. This is typically
accomplished through stochastic optimization techniques, with
the underlying principle referred to as empirical risk min-
imization (ERM) [2]–[4]. The ERM principle involves the
use of a training dataset and tools from optimization theory.
Traditionally, training data have been assumed available at
a centralized location. Many recent applications of machine
learning, however, involve the use of a dataset that is either
distributed across different locations (e.g., the Internet of
Things) or that cannot be processed at a single machine due
to its size (e.g., social network data). The ERM framework in
this setting of distributed training data is often referred to as
decentralized or distributed learning [5], [6].
While there exist excellent works that solve the problem
of distributed learning, all these works make a simplified
assumption that all nodes in the network function as expected.
Unfortunately, this assumption does not always hold true
in practice; examples include cyber attacks, malfunctioning
equipments and undetected failures [7], [8]. When a node
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arbitrarily deviates from its intended behavior, it is termed
to have undergone Byzantine failure [9]. While Byzantine
failures are hard to detect in general, they can easily jeopardize
the operation of the whole network [10]–[12].
In particular, with just a simple strategy, one can show that
a single Byzantine node in the network can lead to failures
of most state-of-the-art distributed learning algorithms [13]–
[15]. The main contribution of this paper is to introduce and
analyze an algorithm that completes the distributed learning
task in the presence of Byzantine failures in the network.
A. Related Works
To achieve the goal of distributed learning, one usually
sets up a distributed optimization problem by defining and
minimizing a (regularized) loss function on the training data
of each node. The resulting problem can then be solved by dis-
tributed optimization algorithms. Several types of distributed
algorithms have been introduced in the past [16]–[24]. The
most common of these are gradient-based methods [16], [17],
[21], which usually have low local computational complexity.
Another type includes augmented Lagrangian-based meth-
ods [18]–[20], which iteratively update the primal and dual
variables. These methods often require the ability to locally
solve an optimization subproblem at each node. A third type
includes second-order distributed methods [22], [24], which
tend to have high computational and/or communications costs.
While any of these distributed optimization algorithms can be
used for distributed learning, they all make the assumption that
there are no failures in the network.
Byzantine-resilient algorithms for a variety of problems
have been studied extensively over the years [9], [25]–[28].
Byzantine-resilient algorithms for scalar- and vector-averaging
distributed consensus were studied in [29]–[33]. The algo-
rithms proposed in [13], [14] extend some of these works from
scalar consensus to scalar-valued distributed optimization, but
they cannot be used in a straightforward manner for vector-
valued distributed optimization problems. In the context of
distributed learning, [15] introduces a method to implement
distributed support vector machines (SVMs) under Byzantine
failures, but it neither provides theoretical guarantees nor
generalizes to other learning problems. A number of recent
works have also investigated Byzantine-resilient distributed
learning in networks that are equipped with a central processor
(often referred to as a paramater server) [34]–[44]. Theoretical
guarantees developed in such works make extensive use of
the fact that the parameter server is connected to all network
nodes; as such, these guarantees cannot be generalized to
Byzantine-resilient learning in fully distributed networks.
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2B. Our Contributions
We have already noted several limitations of works like
[13]–[15], [29]–[44] within the context of Byzantine-resilient
learning in fully distributed settings. Additionally, one of
the limitations of existing Byzantine-resilient algorithms such
as [33] is that, when required to work with vector-valued
data, they make a strong assumption on the network topology.
Specifically, the smallest size of neighborhood of each node in
the vector setting depends linearly on the dimensionality of the
problem. This is impractical for most learning problems since
the dimensionality of the training samples is usually much
larger than the size of the neighborhood of each node. Within
the specific context of Byzantine-resilient distributed machine
learning, the main limitation of fully distributed algorithms
proposed in [13], [14] is that they only yield the minimizer
of a convex combination of local empirical risk functions for
scalar-valued problems. Since this (scalar) minimizer is usually
different from the minimizer of the exact average of local loss
functions, these works cannot guarantee by themselves alone
that the outputs of any vector-valued algorithms that leverage
similar ideas will converge to either the minimum empirical
risk or the minimum statistical risk.
In contrast to prior works, our work has two main con-
tributions. First, we propose a Byzantine-resilient algorithm
that scales well with the dimensionality of distributed learning
problems. The proposed algorithm is an inexact distributed
variant of coordinate descent [45] that first breaks vector-
valued distributed learning problems into a (possibly infinite)
sequence of scalar-valued distributed subproblems and then
solves these subproblems in a Byzantine-resilient manner by
leveraging ideas from works such as [13], [14]. The inexact-
ness here stems from the fact that—even when using an exact
line search procedure—the subproblems cannot be solved
exactly in the presence of Byzantine failures (cf. Sec. III).
This inexactness in the solution of each subproblem, whether
or not an exact line search procedure is used, is one of
the reasons the analytical techniques of prior works such
as [13], [14] do not lead to theoretical guarantees for the
proposed coordinate descent algorithm. In contrast, under the
assumption of independent and identically distributed training
samples across the network, we provide theoretical guarantees
that the output of the proposed algorithm will lead to the
minimum statistical risk with high probability. Our theoretical
analysis, which forms the second main contribution of this
work, also highlights the fact that the output of our algorithm
can statistically converge to the minimizer of the statistical
risk faster than using only local information by a factor that
will be shown in the sequel.
C. Notation and Organization
Given a vector v and a matrix A, [v]k and [A]ij denote
their k-th and (i, j)-th element, respectively. We use v|[v]k=a′
to denote the vector formed by replacing the k-th element of
v with a′ ∈ R, while (·)T denotes the transpose operation.
We use ‖v‖ and ‖v‖∞ to denote the `2- and `∞-norms of
v, respectively, 1 to denote the vector of all ones, and I to
denote the identity matrix. Given a vector v and a constant
γ > 0, we use B(v, γ) := {v′ : ‖v − v′‖ ≤ γ} to denote an
`2-ball of radius γ centered around v. Given a set, | · | denotes
its cardinality. We use the scaling relation f(n) = O(g(n)) if
∃co > 0, no : ∀n ≥ no, f(n) ≤ cog(n). Finally, unless stated
otherwise, we use ∇f(w, (x, y)) to denote the gradient of a
function f(w, (x, y)) with respect to w.
The rest of this paper is organized as follows. Section II
gives the problem formulation. Section III discusses the pro-
posed algorithm along with theoretical guarantees for con-
sensus as well as statistical and algorithmic convergence.
Numerical results corresponding to distributed convex and
nonconvex learning on two different datasets are provided in
Section IV, while Section V concludes the paper.
II. PROBLEM FORMULATION
Given a connected network in which nodes have access to
local training data, our goal is to learn a machine learning
model from the distributed data, even in the presence of
Byzantine failures. We begin with a model of our basic
problem, which will be followed with a model for Byzantine
failures and the final problem statement.
Consider a connected network of M nodes, expressed as a
directed, static graph G(J, E). Here, the set J := {1, . . . ,M}
represents nodes in the network, while the set of edges
E represents communication links between different nodes.
Specifically, (j, i) ∈ E if and only if node i can receive infor-
mation from node j. Each node j has access only to a local
training set Sj = {(xjn, yjn)}|Sj |n=1. Let x ∈ RP represent the
training features satisfying ‖x‖ ≤ B for some constant B and
y be the corresponding label. For classification, y ∈ {−1, 1},
while y ∈ R for regression. We assume that the training
samples are independent and identically distributed (i.i.d.) and
drawn from an unknown distribution D, i.e., (xjn, yjn) ∼ D.
For simplicity, we assume that the cardinalities of the local
training sets are the same, i.e., |Sj | = N . The generalization
to the case when Sj’s are not equal is trivial.
Remark 1. Note that while the main problem is being formu-
lated here under the supervised setting, our proposed frame-
work and the final results are equally applicable under both
unsupervised and semi-supervised settings.
In machine learning, one would ideally like to collect all the
data into one set S = {(xn, yn)}|S|n=1 and perform centralized
training on S. The goal in that case is to learn a function
that reliably maps x to y. One popular mapping is y = wTx
(sometimes this is defined as y = wTx + b, which can be
transformed into y = wTx by adding one more dimension
to x). To find a “good” w, one first defines a (non-negative)
loss function `(w, (x, y)), where the value of loss function
increases when the difference between the mapping of x and
y increases. To avoid overfitting, a (non-negative) regularizer
R(w) is often added to the loss function. Then one can solve
for w by statistically minimizing a regularized loss function
f(w, (x, y)) := `(w, (x, y)) +R(w). (1)
The regularized f(w, (x, y)) is often referred to as risk func-
tion. In this paper, we focus on the class of convex differen-
tiable loss functions and strictly convex and smooth regular-
3izers.1 Examples include square loss (1 − y · wTx)2, square
hinge loss max(0, 1−y ·wTx)2, logistic loss ln(1+e−y·wT x)
and R(w) = λ2 ‖w‖2. We also assume the gradient of the loss
function `(w, (x, y)) is L-Lipschitz continuous. Since R(w) is
smooth, we formally state the Lipschitz assumption as follows.
Assumption 1. The risk function f = `(w, (x, y)) + R(w)
satisfies
∀w1, w2, ‖∇f(w1, (x, y))−∇f(w2, (x, y))‖ ≤ L‖w1−w2‖.
Note that Assumption 1 implies the risk function itself is also
Lipschitz continuous [46]:
∀w1, w2, ‖f(w1, (x, y))− f(w2, (x, y))‖ ≤ L′‖w1 − w2‖.
Centralized machine learning focuses on learning the “best”
mapping from x to y in terms of the following stochastic opti-
mization problem (referred to as statistical risk minimization):
w∗ := arg min
w∈Rp
E[f(w, (x, y))], (2)
where the expectation is with respect to the unknown distri-
bution D. In this work, we assume without loss of generality
that ‖w∗‖∞ ≤ γ∗ for some constant γ∗ ∈ R+. Owing to the
equivalence of norms in finite-dimensional spaces, extensions
of our analysis to bounds on w∗ in norms other than the
`∞-norm are straightforward, but would not be pursued in
this work. In the following, we will use W to denote the
smallest `∞-ball centered around the origin that contains w∗
and the sublevel set of the statistical risk E[f(w, (x, y))] at
level c0 := E[f(0, (x, y))].2 Specifically, defining Wγ :=
{w ∈ Rp : ‖w‖∞ ≤ γ} and
Γ := arg inf
γ
γ s.t. Wγ ⊃ {w : E[f(w, (x, y))] ≤ c0},
we have that W := {w ∈ Rp : ‖w‖∞ ≤ Γ}. We now make
another assumption.
Assumption 2. For any w ∈W , the loss function `(w, (x, y))
is bounded almost surely over all training samples, i.e.,
∀(x, y) ∈
⋃
j∈J
Sj , 0 ≤ `(w, (x, y)) ≤ C <∞.
Note that Assumption 2 would be satisfied for datasets with
finite-valued training samples because of the Lipschitz conti-
nuity of `(w, (x, y)) and the compactness of W .
Remark 2. While the set W has no algorithmic significance, it
is later shown that the iterates of the proposed algorithm stay
within it. Because of this reason, W makes an appearance in
our theoretical guarantees concerning statistical convergence.
Since D is unknown in (2), one cannot solve for w∗ directly.
A broadly adopted alternative then is to utilize the training
1A function R(w) is strictly convex if it satisfies R(zw1+(1− z)w2) <
zR(w1) + (1− z)R(w2) for any z ∈ (0, 1). Further, R(w) is smooth if it
is differentiable for all orders.
2Our choice of the level c0 is tied to our initialization of the proposed
algorithm, which is currently taken to be w = 0. This initialization, however,
is without loss of generality and can be changed according to one’s preference,
resulting in a minor change in the definition of the set W .
data and minimize the empirical risk f̂(w, S) in lieu of the
statistical risk E[f(w, (x, y))], where
f̂(w, S) :=
1
|S|
|S|∑
n=1
f(w, S)
:=
1
|S|
|S|∑
n=1
`(w, (xn, yn)) +R(w). (3)
In particular, the minimizer of the empirical risk f̂(w, S) can
be shown to converge to w∗ with high probability [3], [47]. In
the case of i.i.d. training samples, and for a fixed probability of
failure and ignoring some log terms, the rate of this statistical
convergence is known to be O
(
1/
√|S|) ≡ O (1/√MN)
under mild assumptions on the problem [47].
In many distributed learning problems, training data cannot
be made available at a single location. This then requires
learning w∗ in a distributed fashion, which can be done by
employing distributed optimization techniques. The main idea
of distributed optimization-based learning is to minimize the
average of local empirical risks, i.e.,
1
M
M∑
j=1
f̂(w, Sj) =
1
MN
M∑
j=1
N∑
n=1
`(w, (xjn, yjn)) +R(w).
To achieve this goal, we need nodes to cooperate with each
other by communicating over network edges. Specifically, de-
fine the neighborhood of node i as Ni := {j ∈ J : (j, i) ∈ E}.
We say that node j is a neighbor of node i if j ∈ Ni.
Distributed learning algorithms proceed iteratively. In each
iteration (r + 1) of the algorithm, node j is expected to
accomplish two tasks:
1) Update a local variable wrj according to some (deter-
ministic or stochastic) rule gj(·), and
2) Broadcast the updated local variable to other nodes,
where node i can receive the broadcasted information
from node j only if j ∈ Ni.
A. Byzantine Failure Model
While distributed learning via message passing is well
understood [18], [48], existing protocols require all nodes to
operate as intended. In contrast, the main assumption in this
paper is that some of the nodes in the network can undergo
Byzantine failures, formally defined as follows.
Definition 1. A node j ∈ J is said to be Byzantine if during
any iteration, it either updates its local variable using an update
function g′j(·) 6= gj(·) or it broadcasts some value other than
the intended update to its neighbors.
In this paper, we assume there are b Byzantine nodes in
the network. Knowing the exact value of b, however, is not
necessary. One can, for example, set b to be an upper bound
on the number of Byzantine nodes. Let J ′ ⊂ J denote the set
of nonfaulty nodes. Without loss of generality, we assume the
nonfaulty nodes are labeled from 1 to |J ′|. We now provide
some definitions and an assumption that are common in the
literature; see, e.g., [13], [14].
4Definition 2. A subgraph Gr of G is called a reduced graph
if it is generated by (i) removing all Byzantine nodes along
with their incoming and outgoing edges, and (ii) removing
additionally up to b incoming edges from each nonfaulty node.
Definition 3. A “source component” of a graph is a collection
of nodes such that each node in the source component has a
directed path to every other node in the graph.
Assumption 3. All reduced graphs Gr generated from G(J, E)
contain a source component of cardinality at least (b+ 1).
The purpose of Assumption 3 is to ensure there is enough
redundancy in the graph to tolerate Byzantine failures. Note
that the total number of different reduced graphs one can
generate from G is finite as long as M is finite. So, in theory,
Assumption 3 can be certified for any graph. But efficient
certification of this assumption remains an open problem. In
the case of Erdo˝s–Re´nyi graphs used in our experiments,
however, we have observed that Assumption 3 is typically
satisfied whenever the ratio of the average incoming degree of
the graph and the number of Byzantine nodes is high enough.
Remark 3. Assumption 3 has been stated to guarantee re-
silience against the worst-case attack scenario in which all
Byzantine nodes concentrate in the neighborhood of any one
of the network nodes. While such worst-case analysis is
customary in the literature on Byzantine fault tolerance [14],
[31], [32], it does impose stringent constraints on the network
topology. Such topology constraints, however, seem to be
unavoidable for the types of “local screening” algorithms being
considered in the fully distributed setting of this paper.
B. Problem Statement
Our goal is to develop a Byzantine fault-tolerant algorithm
for distributed learning under Assumptions 1–3. Specifically,
under the assumption of at most b Byzantine nodes in the
network, we need to accomplish the following:
1) Achieve consensus among nonfaulty nodes in the net-
work, i.e., wrj = w
r
i ∀i, j ∈ J ′ as the number of
algorithmic iterations r →∞; and
2) Guarantee wrj → w∗ ∀j ∈ J ′ as the number of training
samples at nonfaulty nodes N →∞.
In particular, the latter objective requires understanding both
the statistical convergence and the algorithmic convergence
of the distributed empirical risk minimization problem in the
presence of Byzantine failures.
III. BYZANTINE-RESILIENT DISTRIBUTED COORDINATE
DESCENT FOR DECENTRALIZED LEARNING
In distributed learning, one would ideally like to solve the
empirical risk minimization (ERM) problem
wopt = arg min
w∈RP
1
MN
M∑
j=1
N∑
n=1
`(w, (xjn, yjn)) +R(w) (4)
at each node j ∈ J ′ and show that wopt → w∗ as N → ∞.
However, we know from prior work [49] that this is infeasible
when b ≥ 1. Nonetheless, we establish in the following
Algorithm 1 Byzantine-resilient distributed coordinate descent
Input: S1, S2, . . . , SM , {ρ(τ)}∞τ=1, b ∈ N, r¯ ∈ N, T ∈ N
1: Initialize: r ← 1, t← 1, and ∀j ∈ J ′, wrj (t)← 0
2: for r = 1, 2, . . . , r¯ do
3: for k = 1, 2, . . . , P do
4: for t = 1, 2, . . . , T do
5: for j = 1, 2, . . . , |J ′| do (in parallel)
6: Receive [wri (t)]k from all i ∈ Nj
7: Find N sj (r, k, t), N lj (r, k, t), N ∗j (r, k, t)
according to (5), (6), and (7)
8: Update [wrj (t+ 1)]k as in (8)
9: end for
10: end for
11: end for
12: wr,Tj ← wrj (T + 1),∀j ∈ J ′
13: wr+1j (1)← wr,Tj ,∀j ∈ J ′
14: end for
Output:
{
wr¯,Tj
}
j∈J′
that distributed strategies based on coordinate descent algo-
rithms [45] can still be used to solve a variant of (4) at
nonfaulty nodes and guarantee that the solutions converge to
the minimizer w∗ of the statistical risk for the case of i.i.d.
training data. We refer to our general approach as Byzantine-
Resilient Distributed coordinate dEscent (ByRDiE), which is
based on key insights gleaned from two separate lines of prior
work. First, it is known that certain types of scalar-valued dis-
tributed optimization problems can be inexactly solved in the
presence of Byzantine failures [13], [14]. Second, coordinate
descent algorithms break down vector-valued optimization
problems into a sequence of scalar-valued problems [45]. The
algorithmic aspects of ByRDiE leverage these insights, while
the theoretical aspects leverage tools from Byzantine-resilient
distributed consensus [30], optimization theory [45], stochastic
convex optimization [47], and statistical learning theory [3].
A. Algorithmic Details
ByRDiE involves splitting the ERM problem (4) into P one-
dimensional subproblems using coordinate descent and then
solving each scalar-valued subproblem using the Byzantine-
resilient approach described in [13]. The exact implementation
is detailed in Algorithm 1. The algorithm can be broken into
an outer loop (Step 2) and an inner loop (Step 4). The outer
loop is the coordinate descent loop, which breaks the vector-
valued optimization problem in each iteration r into P scalar-
valued subproblems. The inner loop solves a scalar-valued
optimization problem in each iteration t and ensures resilience
to Byzantine failures. We assume the total number of iterations
r¯ for coordinate descent are specified during initialization. We
use [wrj (t)]k to denote the k-th element of wj at the r-th
iteration of the coordinate descent loop and the t-th iteration of
the k-th subproblem (coordinate). Without loss of generality,
we initialize [w1j (1)]k = 0,∀k = 1, . . . , P .
We now fix some r and k, and focus on the implementation
of the inner loop (Step 4). Every node has some [wrj (1)]k at the
5start of the inner loop (t = 1). During each iteration t of this
loop, all (nonfaulty) nodes engage in the following: broadcast,
screening, and update. In the broadcast step (Step 6), all nodes
i ∈ J broadcast [wri (t)]k’s and each node j ∈ J receives
[wri (t)]k,∀i ∈ Nj . During this step, a node can receive values
from both nonfaulty and Byzantine neighbors. The main idea
of the screening step (Step 7) is to reject values at node j that
are either “too large” or “too small” so that the values being
used for update by node j in each iteration will be upper
and lower bounded by a set of values generated by nonfaulty
nodes. To this end, we partition Nj into 3 subsets N ∗j (r, k, t),
N sj (r, k, t) and N lj (r, k, t), which are defined as following:
N sj (r, k, t) = arg min
X:X⊂Nj ,|X|=b
∑
i∈X
[wri (t)]k, (5)
N lj (r, k, t) = arg max
X:X⊂Nj ,|X|=b
∑
i∈X
[wri (t)]k, (6)
N ∗j (r, k, t) = Nj \ N sj (r, k, t) \ N lj (r, k, t). (7)
The step is called screening because node j only uses
[wri (t)]k’s from N ∗j (r, k, t) to update its local variable. Note
that there might still be [wri (t)]k’s received from Byzantine
nodes in N ∗j (r, k, t). We will see later, however, that this does
not effect the workings of the overall algorithm.
The final step of the inner loop in ByRDiE is the update step
(Step 8). Using [∇f̂(wrj (t), Sj)]k to denote the k-th element
of ∇f̂(wrj (t), Sj), we can write this update step as follows:
[wrj (t+ 1)]k =
1
|Nj | − 2b+ 1
∑
i∈N∗j (r,k,t)∪{j}
[wri (t)]k
− ρ(r + t− 1)[∇f̂(wrj (t), Sj)]k, (8)
where {ρ(τ)}∞τ=1 are square-summable (but not summable),
diminishing stepsizes: 0 < ρ(τ + 1) ≤ ρ(τ), ∑τ ρ(τ) = ∞,
and
∑
τ ρ
2(τ) < ∞. Notice that [wrj (T + 1)]k is updated
after the k-th subproblem of coordinate descent in iteration r
finishes and it stays fixed until the start of the k-th subproblem
in the (r+1)-th iteration of coordinate descent. An iteration r
of the coordinate descent loop is considered complete once all
P subproblems within the loop are solved. The local variable
at each node j at the end of this iteration is then denoted
by wr,Tj (Step 12). We also express the output of the whole
algorithm as {wr¯,Tj }j∈J′ . Finally, note that while Algorithm 1
cycles through the P coordinates of the optimization variables
in each iteration r in the natural order, one can use any
permutation of {1, . . . , P} in place of this order.
We conclude this discussion by noting that the parameter
T in ByRDiE, which can take any value between 1 and
∞, trades off consensus among the nonfaulty nodes and the
convergence rate; see Sec. III-E for further discussion on this
tradeoff and Sec. IV for numerical experiments that highlight
this tradeoff. Our theoretical analysis of ByRDiE focuses on
the two extreme cases of T → ∞ and T = 1. In both cases,
we establish in the following that the output of ByRDiE at
nonfaulty nodes converges in probability to the minimum of
the statistical risk. Convergence guarantees for a finite-valued
T > 1 can be obtained from straightforward modifications of
the analytical techniques used in the following.
B. Theoretical Guarantees: Consensus
We now turn our attention to theoretical guarantees for
ByRDiE. We first show that it leads to consensus among
nonfaulty nodes in the network, i.e., all nonfaulty nodes agree
on the same variable, in the limit of large r¯ and/or T . Then we
show in the next sections that the output of ByRDiE converges
to the statistical optimum in the limit of large r¯ for the two
extreme choices of T : T →∞ and T = 1.
Let us begin by establishing the claim of consensus. To this
end, focusing exclusively on dimension k in ByRDiE, we see
that the k-th dimension of each local variable is updated r¯T
times. Fixing any k, we can use an index m := (r − 1)T + t
to denote the sequence generated for the k-th dimension up
to iteration (r, t) in ByRDiE. We define a vector Ω(m) ∈
R|J′| such that [Ω(m)]j := [wrj (t)]k and let ωj(m) denote
[Ω(m)]j . Similarly, we define a vector G(m) ∈ R|J′| such that
[G(m)]j := [∇f̂(wrj (t), Sj)]k. Next, let ρ¯(m) := ρ(r+ t− 1)
and note that ρ¯(m) also satisfies ρ¯(m) → 0, ∑∞m=1 ρ¯(m) =
∞ and ∑∞m=1 ρ¯2(m) <∞. We can now express the update of
the sequence corresponding to the k-th dimension at nonfaulty
nodes in a matrix form as follows:
Ω(m+ 1) = Y (m)Ω(m)− ρ¯(m)G(m), (9)
where Y (m) is a matrix that is fully specified in the following.
Let N ′j and N bj denote the nonfaulty nodes and the Byzan-
tine nodes, respectively, in the neighborhood of j ∈ J ′, i.e.,
N ′j = J ′ ∩ Nj and N bj = Nj \ N ′j . Notice that one of two
cases can happen during each iteration at node j ∈ J ′:
N ∗j (m) ∩N bj 6= ∅, or (10(a))
N ∗j (m) ∩N bj = ∅. (10(b))
For case (10(a)), since |N bj | ≤ b and |N sj (m)| = |N lj (m)| = b,
we must have N sj (m) ∩N ′j 6= ∅ and N lj (m) ∩N ′j 6= ∅. Then
for each i ∈ N ∗j (m) ∩ N bj , ∃sij ∈ N sj (m) ∩ N ′j and lij ∈
N lj (m)∩N ′j satisfying ωsij (m) ≤ ωi(m) ≤ ωlij (m). Therefore,
we have for each i ∈ N ∗j (m) ∩N bj that ∃θji (m) ∈ [0, 1] such
that the following holds:
ωi(m) = θ
j
i (m)ωsij (m) + (1− θ
j
i (m))ωlij (m). (11)
We can now rewrite the update at node j ∈ J ′ as follows:
ωj(m+ 1) =
1
|Nj | − 2b+ 1
(
ωj(m) +
∑
i∈N ′∩N∗j (m)
ωi(m)
+
∑
i∈N b∩N∗j (m)
(
θji (m)ωsij (m) + (1− θ
j
i (m))ωlij (m)]k
))
+ ρ¯(m)[G(m)]j . (12)
It can be seen from (12) that the screening rule in ByRDiE
effectively enables nonfaulty nodes to replace data received
from Byzantine nodes with convex combinations of data
received from nonfaulty nodes in their neighborhoods. This
6enables us to express the updates at nonfaulty nodes in the
form (9), with the entries of Y (m) given by
[Y (m)]ji =

1
|Nj |−2b+1 , i = j,
1
|Nj |−2b+1 , i ∈ N ′ ∩N ∗j (m),∑
n∈N b∩N∗j (m)
θjn(m)
|Nj |−2b+1 , i ∈ N ′ ∩N sj (m),∑
n∈N b∩N∗j (m)
1−θjn(m)
|Nj |−2b+1 , i ∈ N ′ ∩N lj (m),
0, otherwise.
(13)
Notice further that, since N ∗j (m) ∩ N bj = ∅ (cf. (12)), case
(10(b)) corresponds to a special case of case (10(a)) in which
we keep only the first, second, and last rows of (13). It is
worth noting here that our forthcoming proof does not require
knowledge of Y (m); in particular, since the choices of sij and
lij are generally not unique, Y (m) itself is also generally not
unique. The main thing that matters here is that Y (m) will
always be a row stochastic matrix; we refer the reader to [30]
for further properties of Y (m).
In order to complete our claim that nonfaulty nodes achieve
consensus under ByRDiE, even in the presence of Byzantine
failures in the network, fix an arbitrary m0 ≥ 0 and consider
m > m0. It then follows from (9) that
Ω(m+ 1) = Y (m)Ω(m)− ρ¯(m)G(m)
= Y (m)Y (m− 1) · · ·Y (m0)Ω(m0)− ρ¯(m)G(m)
−
m−1∑
τ=m0
Y (m)Y (m− 1) · · ·Y (τ + 1)ρ¯(τ)G(τ). (14)
We now define matrices
Φ(m,m0) := Y (m)Y (m− 1) · · ·Y (m0),
Φ(m,m) := Y (m), and Φ(m,m + 1) := I . Notice that
Φ(m,m0) is also row stochastic since it is a product of row-
stochastic matrices. We can then express (14) as
Ω(m+ 1) = Φ(m,m0)Ω(m0)−
m∑
τ=m0
Φ(m, τ + 1)ρ¯(τ)G(τ).
(15)
Next, we need two key properties of Φ(m,m0) from [49].
Lemma 1 ( [49]). Suppose Assumption 3 holds. Then for any
m0 ≥ 0, there exists a stochastic vector pi(m0) such that
lim
m→∞Φ(m,m0) = 1pi
T (m0). (16)
In words, Lemma 1 states that the product of the row-
stochastic matrices Y (m) converges to a steady-state matrix
whose rows are identical and stochastic. We can also charac-
terize the rate of this convergence; to this end, let ψ denote
the total number of reduced graphs that can be generated from
G, and define ν := ψ|J ′|, Nmax := max
j∈J′
|Nj |, and
µ := 1− 1
(2Nmax − 2b+ 1)ν .
Lemma 2 ( [49]). Suppose Assumption 3 holds. We then have
that ∀m0 ≥ 0 ,∣∣∣[Φ(m,m0)]ji − [pi(m0)]i∣∣∣ ≤ µ(m−m0+1ν ). (17)
Lemma 2 describes the rate at which the rows of Φ(m,m0)
converge to pi(m0). We now leverage this result and show that
the nonfaulty nodes achieve consensus under ByRDiE in the
limit of large m, which translates into r¯ →∞ and/or T →∞.
To this end, under the assumption of m0 = 1, we have from
(15) the following expression:
Ω(m+ 1) = Φ(m, 1)Ω(1)−
m∑
τ=1
Φ(m, τ + 1)ρ¯(τ)G(τ). (18)
Next, suppose the nonfaulty nodes stop computing local gra-
dients at time step m and use G(m + m′) = 0 for m′ ≥ 0.
Then, defining V (m) := lim
m′→∞
Ω(m+m′ + 1), we obtain:
V (m) = lim
m′→∞
Φ(m+m′, 1)Ω(1)
− lim
m′→∞
m+m′∑
τ=1
Φ(m+m′, τ)ρ¯(τ)G(τ)
= 1piT (1)Ω(1)−
m−1∑
τ=1
1piT (τ)ρ¯(τ)G(τ). (19)
Notice from (19) that all elements in the vector V (m) ∈ R|J′|
are identical. Recall that V (m) is obtained by looking at only
one dimension k of the optimization variable in ByRDiE; in
the following, we use vk(m) to denote the identical elements
of V (m) corresponding to dimension k. We then have the
following result concerning nonfaulty nodes.
Theorem 1 (Consensus Behavior of ByRDiE). Let Assump-
tions 1 and 3 hold and fix m¯ = r¯T + 1. Then,
∀j ∈ J ′,∀k ∈ {1, . . . , P},
[
wr¯,Tj
]
k
→ vk(m¯) (20)
as r¯ →∞ and/or T →∞.
Theorem 1, whose proof is given in Appendix A, establishes
consensus at the nonfaulty nodes under ByRDiE when r¯ →∞
and/or T →∞. We conclude this discussion by also stating the
rate at which the iterates of ByRDiE achieve consensus. To this
end, we define the consensus vector V¯ (r) ∈ RP in iteration
r as [V¯ (r)]k := vk(r). To keep the notation simple, we limit
ourselves to T = 1 and use wrj to denote w
r,1
j . Nonetheless,
a similar result holds for other values of T .
Theorem 2 (Consensus Rate for ByRDiE). Let Assumptions 1
and 3 hold. Then, fixing T = 1, the iterates of ByRDiE satisfy:
∀j ∈ J ′, ‖wrj − V¯ (r)‖ = O
(√
Pρ(r)
)
, (21)
where V¯ (r) denotes the consensus vector in iteration r.
Theorem 2, which is a straightforward consequence of the
proof of Theorem 1 (cf. (40)), guarantees a sublinear rate
for consensus; indeed, choosing the stepsize evolution to be
ρ(r) = O (1/r) gives us ‖wrj − V¯ (r)‖ = O
(√
P/r
)
.
7C. Theoretical Guarantees: Convergence for T →∞
We now move to the second (and perhaps the most im-
portant) claim of this paper. This involves showing that the
output of ByRDiE converges in probability to the minimizer
(and minimum) of the statistical risk (cf. (2)) for two extreme
cases: Case I: T → ∞ and Case II: T = 1. We start our
discussion with the case of T →∞, in which case an auxiliary
lemma simply follows from [13, Theorem 2] (also, see [30]).
Lemma 3. Let Assumptions 1 and 3 hold, and let the k-th
subproblem of the coordinate descent loop in iteration r of
ByRDiE be initialized with some {wj}j∈J′ . Then, as T →∞,
∀j ∈ J ′,
[
wr,Tj
]
k
→ arg min
w′∈R
∑
j∈J′
αj(r, k)f̂(wj |[wj ]k=w′ , Sj)
for some αj(r, k) ≥ 0 such that
∑
j∈J′ αj(r, k) = 1.
Lemma 3 shows that each subproblem of the coordinate
descent loop in ByRDiE under Case I converges to the
minimizer of some convex combination of local empirical
risk functions of the nonfaulty nodes with respect to each
coordinate. In addition, Lemma 3 guarantees that consensus
is achieved among the nonfaulty nodes at the end of each
coordinate descent loop under Case I. Note that while this
fact is already known from Theorems 1 and 2, Lemma 3 helps
characterize the consensus point. In summary, when nonfaulty
nodes begin a coordinate descent subproblem with identical
local estimates and T →∞, they are guaranteed to begin the
next subproblem with identical local estimates.
We now fix (r, k) and use w˜rk to denote the identical initial
local estimates at nonfaulty nodes at the beginning of k-th
subproblem of the coordinate descent loop in the r-th iteration
of ByRDiE under Case I. Next, we define hrk(w
′) and Hrk(w
′)
for w′ ∈ R as
hrk(w
′) := E[f(w˜rk|[w˜rk]k=w′ , (x, y))], and (22)
Hrk(w
′) :=
∑
j∈J′
αj(r, k)f̂(w˜
r
k|[w˜rk]k=w′ , Sj) (23)
for some αj(r, k) ≥ 0 such that
∑
j∈J′ αj(r, k) = 1. Note
that hrk(·) is strictly convex and Lipschitz continuous. Now
for fixed r and k, define
w? := arg min
w′∈R
hrk(w
′), and (24)
ŵ := arg min
w′∈R
Hrk(w
′). (25)
Remark 4. It should be evident to the reader from (22) and
(24) that the univariate stochastic function hrk(w
′) depends on
w˜rk and its (scalar-valued) minimizer w
?, which should not be
confused with the vector-valued statistical minimizer w∗ in (2),
is a function of r and k. Similarly, it should be obvious from
(23) and (25) that Hrk(w
′) depends on w˜rk and {αj(r, k)}j∈J′ ,
while its minimizer ŵ is also a function of r and k. We are
dropping these explicit dependencies here for ease of notation.
In words, if one were to solve the statistical risk minimiza-
tion problem (2) using (centralized) coordinate descent then
w? will be the k-th component of the output of coordinate
descent after update of each coordinate k in every iteration
r. In contrast, ŵ is the k-th component of the outputs of
ByRDiE after update of each coordinate k in every iteration
r (cf. Lemma 3). While there exist works that relate the
empirical risk minimizers to the statistical risk minimizers
(see, e.g., [47]), such works are not directly applicable here
because of the fact that Hrk(w
′) in this paper changes from
one pair (r, k) of indices to the next. Nonetheless, we can
provide the following uniform statistical convergence result
for ByRDiE under Case I that relates the empirical minimizers
{ŵ} to the statistical minimizers {w?}.
Theorem 3 (Statistical Convergence Rate for ByRDiE). Let P
and |J ′| be fixed, r¯ be any (arbitrarily large) positive integer,
and {αj(r, k) ≥ 0, j ∈ J ′}r¯,Pr,k=1 be any arbitrary collection
satisfying
∑
j∈J′ αj(r, k) = 1. Let |ŵ| ≤ Γ, |w?| ≤ Γ, and
{w˜rk}r,k ⊂ W , and define a¯ := max(r,k)
√∑
j∈J′ α
2
j (r, k).
Then, as long as Assumptions 1 and 2 hold, we have ∀ > 0
sup
r,k
[hrk(ŵ)− hrk(w?)] <  (26)
with probability exceeding
1− 2 exp
(
− 4|J
′|N2
c21|J ′|a¯2 + 2
+ |J ′| log
(c2

)
+ P log
(c3

))
,
(27)
where c1 := 8C, c2 := 24C|J ′|, and c3 := 24L′ΓP .
The proof of this theorem is provided in Appendix B. In
words, ignoring minor technicalities that are resolved in The-
orem 4 in the following, Theorem 3 states that the coordinate-
wise outputs {ŵ} of ByRDiE for all (r, k) under Case I
achieve, with high probability, almost the same statistical
risk as that obtained using the corresponding coordinate-wise
statistical risk minimizers {w?}. We now leverage this result to
prove that the iterates of ByRDiE at individual nodes achieve
statistical risk that converges to the minimum statistical risk
achieved by the statistical risk minimizer (vector) w∗ (cf. (2)).
Theorem 4 (Convergence Behavior of ByRDiE). Let Assump-
tions 1–3 hold. Then, ∀j ∈ J ′,∀ > 0, and T →∞, we have
lim
r¯→∞
[
E[f(wr¯,Tj , (x, y))]− E[f(w∗, (x, y))]
]
<  (28)
with probability exceeding
1− 2 exp
(
− 4|J
′|N2
c′1
2|J ′|a¯2 + 2 + |J
′| log
(
c′2

)
+ P log
(
c′3

))
,
(29)
where c′1 := c1c4, c
′
2 := c2c4, and c
′
3 := c3c4 for c4 := 2PLΓ,
and (a¯, c1, c2, c3) are as defined in Theorem 3.
The proof of this theorem is given in Appendix C. We
now make a couple of remarks concerning Theorem 4. First,
note that the uniqueness of the minimum of strictly convex
functions coupled with the statement of Theorem 4 guarantee
that ∀j ∈ J ′, wr¯,Tj → w∗ with high probability.
Second, Theorem 4 helps crystallize the advantages of
distributed learning over local learning, in which nodes indi-
vidually solve the empirical risk minimization problem using
only their local data samples. Prior work on stochastic convex
8optimization (see, e.g., [47, Theorem 5 and (11)]) tells us
that, with high probability and ignoring the log terms, the
gap between the statistical risk achieved by the empirical
risk minimizer and the statistical risk minimizer scales as
O (1/√# of samples) in the centralized setting. This learn-
ing rate translates into O(1/√N) for local learning and
O(1/√MN) for the idealized centralized learning. In contrast,
Theorem 4 can be interpreted as resulting in the following
distributed learning rate (with high probability):3
E[f(wr¯,Tj , (x, y))]− E[f(w∗, (x, y)) = O
(
1/
√
Neff
)
, (30)
where Neff := N/a¯2 denotes the effective number of training
samples available during distributed learning.
In order to understand the significance of (30), notice that
1
M
≤ 1|J ′| ≤ a¯
2 ≤ 1 ⇒ N ≤ Neff ≤ |J ′|N ≤ NM. (31)
In particular, a¯2 = 1/M if and only if there are no
Byzantine failures in the network, resulting in the coordinate
descent-based distributed learning of O
(
1/
√
NM
)
, which
matches the centralized learning rate. (This, to the best of
our knowledge, is the first result on the explicit learning
rate of coordinate descent-based distributed learning.) In the
presence of Byzantine nodes, however, the maximum number
of trustworthy samples in the network is |J ′|N , and (30) and
(31) tell us that the learning rate of ByRDiE in this scenario
will be somewhere between the idealized learning rate of
O
(
1/
√|J ′|N) and the local learning rate of O (1/√N).
Our discussion so far has focused on the rate of statistical
convergence (i.e., learning rate) of ByRDiE. The proof of
Theorem 4, however, also contains within itself the algorithmic
rate of convergence for ByRDiE. We state this convergence
rate in terms of the following theorem, which uses the notation
f¯0 to denote the starting statistical risk E[f(0, (x, y))], f¯∗
to denote the minimum statistical risk E[f(w∗, (x, y))] and
1− δ(,N, a¯) to express the probability expression in (29).
Theorem 5 (Algorithmic Convergence Rate for ByRDiE). Let
Assumptions 1–3 hold. Then, ∀j ∈ J ′,∀r ∈ N,∀ > 0, and
T →∞, we get with probability exceeding 1− δ(,N, a¯) that
E
[
f(wr,Tj , (x, y))
]
− f¯∗ <
max
{(
f¯0 − f¯∗)(1− r
c5
)
, 
}
, (32)
where the parameter δ(,N, a¯) is given by
2 exp
(
− 4|J
′|N2
c′1
2|J ′|a¯2 + 2 + |J
′| log
(
c′2

)
+ P log
(
c′3

))
,
(33)
while c5 := c4L′
√
Pγ∗, and the constants c′1, c
′
2, c
′
3, and c4
are as defined in Theorem 4.
The proof of this theorem is given in Appendix D. It can
be seen from Theorem 5 that, with high probability, ByRDiE
3We are once again ignoring the log terms in our discussion; it can be
checked, however, that the log terms resulting from Theorem 4 match the
ones in prior works such as [47] on centralized learning.
requires r = O (1/) iterations to bring the excess risk
E[f(wr,Tj , (x, y))] − f¯∗ down to . In terms of minimization
of the statistical risk, therefore, ByRDiE achieves a sublinear
rate of algorithmic convergence with high probability, even in
the presence of Byzantine failures in the network.
D. Theoretical Guarantees: Convergence for T = 1
Case I for ByRDiE, in which T →∞, is akin to doing exact
line search during minimization of each coordinate, which is
one of the classic ways of implementing coordinate descent.
Another well-adopted way of performing coordinate descent is
to take only one step in the direction of descent in a dimension
and then switch to another dimension [45]. Within the context
of ByRDiE, this is equivalent to setting T = 1 (Case II); our
goal here is to provide convergence guarantees for ByRDiE
in this case. Our analysis in this section uses the compact
notation wrj := w
r,1
j ≡ wr+1j (1). In the interest of space, and
since the probabilistic analysis of this section is similar to
that of the previous section, our probability results are stated
asymptotically here, rather than in terms of precise bounds.
The starting point of our discussion is Theorem 1. Recall
from Sec. III-B the definition of the index m := (r− 1)T + t.
When T = 1, we have r = m and therefore [wrj ]k → vk(r) as
r → ∞ according to Theorem 1. In order to provide conver-
gence guarantee, we only need to show that vk(r)
r,N−−→ [w∗]k
in probability. To this end, we define a sequence Q(q) ∈ RP
as follows: ∀k, [Q(1)]k := vk(1), while for the parameterized
index q = (r − 1)P + k 6= 1, Q(q) is obtained by replacing
[Q(q−1)]k with vk(r) and keeping the other dimensions fixed.
Similarly, we define a sequence η(q) satisfying η(q) = ρ(r)
for Pr ≤ q < (P + 1)r. Notice that 0 < η(q + 1) ≤ η(q),∑
q η(q) = ∞ and
∑
q η
2(q) < ∞. Since we have from (19)
that vk(r+ 1) = vk(r)− ρ(r)∑|J′|i=1[pi(r+ 1)]i[∇f̂(wri , Si)]k,
we can write the following iteration:
Q(q + 1) = Q(q)− η(q)
|J′|∑
i=1
[pi(r + 1)]i[∇f̂(wri , Si)]kek,
(34)
where ek denotes the standard basis vector (i.e., it is zero in
every dimension except k and [ek]k = 1) and the relationship
between r, k, and q is as defined earlier. The sequence Q(q)
effectively helps capture update of the optimization variable
after each coordinate-wise update of ByRDiE. In particular,
we have the following result concerning the sequence Q(q).
Lemma 4. Let Assumptions 1, 2, and 3 hold for ByRDiE and
choose T = 1. We then have that Q(q)
q,N−−→ w∗ in probability.
The proof of this lemma is provided in Appendix E. We are
now ready to state the convergence result for ByRDiE under
Case II (i.e, T = 1).
Theorem 6 (Asymptotic Convergence of ByRDiE). Let As-
sumptions 1, 2, and 3 hold for ByRDiE and choose T = 1.
Then, ∀j ∈ J ′, wr¯j
r¯,N−−→ w∗ in probability.
Proof. We have from Theorem 1 that ∀j ∈ J ′, [wr¯j ]k r¯−→ vk(r¯)
for all k ∈ {1, 2, . . . , P}. The definition of Q(q) along with
9Lemma 4 also implies that vk(r¯)
r¯,N−−→ [w∗]k in probability.
This completes the proof of the theorem. 
E. How to Choose the Parameter T in ByRDiE?
The parameter T in ByRDiE trades off consensus among
the nonfaulty nodes and the convergence rate as a function of
the number of communication iterations tc(r, k, t), defined as
tc := (r − 1)TP + [(k − 1)T + t]. (35)
In particular, given a fixed T , each iteration r of ByRDiE
involves TP (scalar-valued) communication exchanges among
the neighboring nodes. In the previous section, we have
provided theoretical guarantees for the two extreme cases of
T →∞ and T = 1. In the limit of large r¯, our results establish
that both extremes result in consensus and convergence to
the statistical risk minimizer. In practice, however, different
choices of T result in different behaviors as a function of
tc(≡ tc(r, k, t)), as discussed in the following and as illus-
trated in our numerical experiments in the next section.
When T is large, the two time-scale nature of ByRDiE
ensures the disagreement between nonfaulty nodes does not
become too large in the initial stages of the algorithm; in
particular, the larger the number of iterations T in the inner
loop, the smaller the disagreement among the nonfaulty nodes
at the beginning of the algorithm. Nonetheless, this comes at
the expense of slower convergence to the desired minimizer
as a function of the number of communication iterations tc.
On the other hand, while choosing T = 1 also guarantees
consensus among nonfaulty nodes, it only does so asymp-
totically (cf. Theorem 1). Stated differently, ByRDiE cannot
guarantee in this case that the disagreement between nonfaulty
nodes will be small in the initial stages of the algorithm
(cf. Theorem 2). This tradeoff between small consensus error
and slower convergence (as a function of communication
iterations tc) should be considered by a practitioner when
deciding the value of T . We conclude by noting that the
different nature of the two extreme cases requires markedly
different proof techniques, which should be of independent
interest to researchers.
Remark 5. Our discussion so far has focused on the use
of a static parameter T within ByRDiE. Nonetheless, it is
plausible that one could achieve somewhat better tradeoffs
between consensus and convergence through the use of an
adaptive parameter Tr in lieu of T that starts with a large
value and gradually decreases as r increases. Careful analysis
and investigation of such an adaptive two-time scale variant
of ByRDiE, however, is beyond the scope of this paper.
IV. NUMERICAL RESULTS
In this section, we validate our theoretical results and make
various observations about the performance of ByRDiE using
two sets of numerical experiments. The first set of experiments
involves learning of a binary classification model from the
infinite MNIST dataset4 that is distributed across a network of
4https://leon.bottou.org/projects/infimnist
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Fig. 1: Average classification accuracy of ByRDiE, local CD,
and DGD (on test data) for different values of N as a function
of the number of algorithmic iterations for distributed training
of a linear SVM on (infinite) MNIST dataset.
nodes. This set of experiments fully satisfies all the assump-
tions in the theoretical analysis of ByRDiE. The second set of
experiments involves training of a small-scale neural network
for classification of the Iris dataset [50] distributed across a
network. The learning problem in this case corresponds to a
nonconvex one, which means this set of experiments does not
satisfy the main assumptions of our theorems. Nonetheless,
we show in the following that ByRDiE continues to perform
well in such distributed nonconvex learning problems.
A. Distributed SVM Using Infinite MNIST Dataset
We consider a distributed linear binary classification prob-
lem involving MNIST handwritten digits dataset. The (infinite)
MNIST dataset comprises images of handwritten digits from
‘0’ to ‘9’. Since our goal is demonstration of the usefulness
of ByRDiE in the presence of Byzantine failures, we focus
only on distributed training of a linear support vector machine
(SVM) for classification between digits ‘5’ and ‘8’, which
tend to be the two most inseparable digits. In addition to
highlighting the robustness of ByRDiE against Byzantine
failures in this problem setting, we evaluate its performance
for different choices of the parameters T , N , and b.
In terms of the experimental setup, we generate Erdo˝s–
Re´nyi networks (p = 0.5) of M nodes, b of which are
randomly chosen to be Byzantine nodes. All nonfaulty nodes
are allocated N samples—equally divided between the two
classes—from the dataset, while a Byzantine node broadcasts
random data uniformly distributed between 0 and 1 to its
neighbors in each iteration. When running ByRDiE algorithm,
each node updates one dimension T times before proceeding
to the next dimension. All tests are performed on the same
test set with 1000 samples of digits ‘5’ and ‘8’ each.
We first report results that confirm the idea that ByRDiE
can take advantage of cooperation among different nodes to
achieve better performance even when there are Byzantine
failures in the network. This involves varying the local sample
size N and comparing the classification accuracy on the test
data. We generate a network of M = 50 nodes, randomly
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Fig. 2: Convergence and consensus behavior of ByRDiE as
a function of the number of communication iterations tc for
different values of the parameter T . All plots correspond to
distributed training of a linear SVM using the MNIST dataset.
pick b = 10 nodes within the network to be Byzantine
nodes (20% failures), vary N from 10 to 30, and average
the final set of results over 10 independent (over network,
Byzantine nodes, and data allocation) Monte Carlo trials of
ByRDiE. The performance of ByRDiE is compared with two
approaches: (i) coordinate descent-based training using only
local data (local CD); and (ii) distributed gradient descent-
based [16] training involving network data (DGD). To achieve
the best convergence rate for ByRDiE, T is chosen to be 1
in these experiments. The final set of results are shown in
Fig 1, in which the average classification accuracy is plotted
against the number of algorithmic iterations, corresponding
to the number of (scalar-valued) communication iterations for
ByRDiE, the number of per-dimension updates for local CD,
and the number of (vector-valued) communication iterations
for DGD. It can be seen that the performance of local CD is not
good enough due to the small local sample size. On the other
hand, when trying to improve performance by cooperating
among different nodes, DGD fails for lack of robustness
against Byzantine failures. In contrast, the higher accuracy of
ByRDiE shows that ByRDiE can take advantage of the larger
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Fig. 3: Convergence and consensus behavior of ByRDiE
within a small network (M = 20) as a function of the
number of communication iterations tc for different number
b of Byzantine nodes in the network. All plots correspond to
distributed training of a linear SVM using the MNIST dataset.
distributed dataset while being Byzantine resilient.
Next, we investigate the impact of different values of T in
ByRDiE on the tradeoff between consensus and convergence
rate. This involves generating a network of M = 50 nodes that
includes randomly placed b = 5 Byzantine nodes within the
network (10% failures), randomly allocating N = 60 training
samples to each nonfaulty node, and averaging the final set of
results over 10 independent trials. The corresponding results
are reported in Fig. 2 for four different values of T as a
function of the number of communication iterations tc in terms
of (i) average classification accuracy (Fig. 2a) and (ii) average
pairwise distances between local classifiers (Fig. 2b). It can
be seen from these figures that T = 1 leads to the fastest
convergence in the initial stages of the algorithm, but this fast
convergence comes at the expense of the largest differences
among local classifiers, especially in the beginning of the
algorithm. In contrast, while T = 4 results in the slowest
convergence, it ensures closeness of the local classifiers at all
stages of the algorithm.
Finally, we investigate the impact of different values of b
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(the actual number of Byzantine nodes) on the performance of
ByRDiE. In order to amplify this impact, we focus on a smaller
network of M = 20 nodes with a small number of N = 10
samples per node and T = 3. Assuming resilience against
the worst-case Byzantine scenario (cf. Remark 3), ByRDiE
requires the neighborhood of each node to have at least (2b+1)
nodes. Under this constraint, we find that b ≥ 5 in this setting,
which translates into 25% or more of the nodes as being
Byzantine, often renders ByRDiE unusable.5 We therefore
report our results in terms of both consensus and convergence
behavior by varying b from 1 to 4. The final results, averaged
over 10 independent trials, are shown in Fig. 3. It can be
seen from these figures that both the classification accuracy
(Fig. 3a) and the consensus performance (Fig. 3b) of ByRDiE
suffer as b increases from 1 to 4. Such behavior, however, is
in line with our theoretical developments. First, as b increases,
the post-screening graph becomes sparser, which slows down
information diffusion and consensus. Second, as b increases,
fewer samples are incorporated into distributed learning, which
limits the final classification accuracy of distributed SVM.
B. Distributed Neural Network Using Iris Dataset
While the theoretical guarantees for ByRDiE have been
developed for convex learning problems, we now demonstrate
the usefulness of ByRDiE in distributed nonconvex learning
problems. Our setup in this regard involves distributed training
of a small-scale neural network using the three-class Iris
dataset. This dataset consists of 50 samples each from three
species of irises, with each sample being a four-dimensional
feature vector. While one of the species in this data is known
to be linearly separable from the other two, the remaining
two species cannot be linearly separated. We employ a fully
connected three-layer neural network for classification of this
dataset, with a four-neuron input layer, a three-neuron hidden
layer utilizing the rectified linear unit (ReLU) activation
function and a three-neuron output layer using the softmax
function for classification. The distributed setup corresponds to
a random network of M = 10 nodes with one Byzantine node
(b = 1), in which each nonfaulty node is allocated N = 15
samples that are equally divided between the three classes.
Algorithm Iterations to achieve 95% accuracy Consensus
DGD ∞ No
ByRDiE 19 Yes
Centralized CD 17 N/A
TABLE I: Distributed training of a neural network in the
presence of Byzantine failures using ByRDiE and DGD.
Since distributed training of this neural network requires
solving a distributed nonconvex problem, our theoretical guar-
antees for ByRDiE do not hold in this setting. Still, we use
ByRDiE with T = 1 to train the neural network for a total of
200 independent trials with independent random initializations.
Simultaneously, we use DGD for distributed training and also
train the neural network in a centralized setting using CD for
5As noted in Remark 3, one could overcome this limit by opting instead
for resilience against the average-case scenario and replacing b with bave.
comparison purposes. The final results are reported in Table I,
which lists the average number of outer iterations needed by
each training algorithm to achieve 95% classification accuracy.
It can be seen from these results that while DGD completely
breaks down in the presence of a single Byzantine node,
ByRDiE continues to be resilient to Byzantine failures in
distributed nonconvex learning problems and comes close to
matching the performance of centralized CD in this case.
V. CONCLUSION
In this paper, we have introduced a coordinate descent-based
distributed algorithm, termed ByRDiE, that can carry out
distributed learning tasks in the presence of Byzantine failures
in the network. The proposed algorithm pursues the minimizer
of the statistical risk in a fully distributed environment and the-
oretical results guarantee that ByRDiE achieves this objective
under mild assumptions on the risk function and the network
topology. In addition, numerical results presented in the paper
validate resilience of ByRDiE against Byzantine failures in the
network for distributed convex and nonconvex learning tasks.
Future works in this direction include strengthening the results
in terms of almost sure convergence, deriving explicit rates of
convergence, and extensions of theoretical analysis to constant
step size and nonconvex risk functions.
APPENDIX A
PROOF OF THEOREM 1
Fix any dimension k ∈ {1, . . . , P} and recall from (19) that
V (m+ 1) = 1piT (1)Ω(1)
−
m−1∑
τ=1
1piT (τ + 1)ρ¯(τ)G(τ)− 1piT (m+ 1)ρ¯(m)G(m).
(36)
Since m := (r − 1)T + t and [Ω(m)]j := [wrj (t)]k, we get
vk(m+ 1)
=
|J′|∑
i=1
[pi(1)]i[w
1
i (1)]k −
m−1∑
τ=1
ρ¯(τ)
|J′|∑
i=1
[pi(τ + 1)]i[G(τ)]i
− ρ¯(m)
|J′|∑
i=1
[pi(r + 1)]i[G(m)]i. (37)
We also get from (18) that
[wrj (t+ 1)]k =
|J′|∑
i=1
[Φ(m, 1)]ji[w
1
i (1)]k
−
m−1∑
τ=1
ρ¯(τ)
|J′|∑
i=1
[Φ(m, τ + 1)]ji[G(τ)]i − ρ¯(m)[G(m)]j ,
(38)
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where we have used the fact that Φ(m,m+ 1) = I . Thus,∣∣∣[wrj (t+ 1)]k − vk(m+ 1)∣∣∣ =∣∣∣ |J′|∑
i=1
([Φ(m, 1)]ji − [pi(1)]i)[w1i (1)]k
−
m−1∑
τ=1
ρ¯(τ)
|J′|∑
i=1
([Φ(m, τ + 1)]ji − [pi(τ + 1)]i)[G(τ)]i
− ρ¯(m)
|J′|∑
i=1
[pi(m+ 1)]i([G(m)]j − [G(m)]i)
∣∣∣, (39)
where the last summation follows from the observation that∑|J′|
i=1[pi(m + 1)]i = 1. Further, Assumption 1 implies
there exists a coordinate-wise bound L∇ ≤ L′ such that
∀i,m, |[G(m)]i| ≤ L∇. Using this and Lemma 2, we obtain∣∣∣[wrj (t+ 1)]k − vk(m+ 1)∣∣∣
≤
|J′|∑
i=1
∣∣∣[Φ(m, 1)]ji − [pi(1)]i∣∣∣ ∣∣[w1i (1)]k∣∣
+
m−1∑
τ=1
ρ¯(τ)
|J′|∑
i=1
∣∣∣[Φ(m, τ + 1)]ji − [pi(τ + 1)]i∣∣∣∣∣[G(τ)]i∣∣
+ ρ¯(m)
|J′|∑
i=1
[pi(m+ 1)]i
∣∣∣[G(m)]j − [G(m)]i∣∣∣
≤ |J ′|L∇
m−1∑
τ=1
ρ¯(τ)µ
m−τ
ν + 2ρ¯(m)L∇. (40)
Note that the last inequality in the above expression exploits
the fact that [w1i (1)]k ≡ 0. In the case of an arbitrary
initialization of ByRDiE, however, we could have bounded
the first term in the second inequality in (40) as |J ′|Γµm+1ν ,
which still goes to zero as m→∞.
We now expand the term
∑m−1
τ=1 ρ¯(τ)µ
m−τ
ν in (40) as6
m−1∑
τ=1
ρ¯(τ)µ
m−τ
ν =
m2 −1∑
τ=1
ρ¯(τ)µ
m−τ
ν +
m−1∑
τ=m2
ρ¯(τ)µ
m−τ
ν

≤ ρ¯(1)
m
2 −1∑
τ=1
µ
m−τ
ν + ρ¯( r2 )
m−1∑
τ=m2
µ
m−τ
ν
=
ρ¯(1)µ
m
2
+1
ν (1− µm2ν )
µ1−
1
ν
+
ρ¯(m2 )µ
1
ν (1− µm2ν )
µ1−
1
ν
.
It can be seen from the above expression that
limm→∞
∑m−1
τ=1 ρ¯(τ)µ
m−τ
ν ≤ 0. Since ∑m−1τ=1 ρ¯(τ)µm−τν ≥
0, it follows that limm→∞
∑m−1
τ=1 ρ¯(τ)µ
m−τ
ν = 0. This fact
in concert with (40) and the diminishing nature of ρ¯(m) give
lim
m→∞
∣∣[wrj (t+ 1)]k − vk(m+ 1)∣∣ = 0. (41)
Next, take r = r¯, t = T , and note that wrj (t+ 1) = w
r¯,T
j and
m¯ = r¯T + 1 = [(r − 1)T + T ] + 1 = m + 1 in this case.
6We focus here only on the case of an even m for the sake of brevity; the
expansion for an odd m follows in a similar fashion.
Further, m¯ → ∞ when r¯ → ∞ and/or T → ∞. It therefore
follows from (41) that [wr¯,Tj ]k → vk(m¯) as r¯ → ∞ and/or
T → ∞. Finally, since k in our analysis was arbitrary, the
same holds for all k = 1, 2, . . . , P . 
APPENDIX B
PROOF OF THEOREM 3
We begin by fixing w′ ∈ R such that |w′| ≤ Γ and defining
αrk ∈ R|J
′| as αrk := [αj(r, k) : j ∈ J ′] and F˜ rk (w′) ∈ R|J
′| as
F˜ rk (w
′) := [f̂(w˜rk|[w˜rk]k=w′ , Sj) : j ∈ J ′]. We can then write
Hrk(w
′) = αrk
T F˜ rk (w
′). (42)
Next, notice from (3), (22), and (23) that
∀(r, k), E[Hrk(w′)] = hrk(w′). (43)
We now fix indices (r, k) and note that the random variables
αj(r, k)`(w˜
r
k|[w˜rk]k=w′ , (xjn, yjn)) involved in the definition of
the univariate function Hrk(w
′) are (i) independent due to the
independence of the training samples, and (ii) bounded as 0 ≤
αj`(w, (xjn, yjn)) ≤ αjC due to Assumption 2. Therefore,
the following holds ∀′ > 0 due to Hoeffding’s inequality [51]:
P
(∣∣∣αrkT F˜ rk (w′)− hrk(w′)∣∣∣ ≥ ′) ≡
P (|Hrk(w′)− hrk(w′)| ≥ ′) ≤ 2 exp
(
− 2N
′2
C2‖αrk‖2
)
. (44)
Further, since the |J ′|-dimensional vector αrk is an arbitrary
element of the standard simplex, defined as
∆ := {v ∈ R|J′| :
|J′|∑
j=1
[v]j = 1 and ∀j, [v]j ≥ 0}, (45)
the probability bound in (44) also holds for any v ∈ ∆, i.e.,
P
(∣∣∣vT F˜ rk (w′)− hrk(w′)∣∣∣ ≥ ′) ≤ 2 exp
(
− 2N
′2
C2‖v‖2
)
.
(46)
We now define the set Sα := {αrk}r¯,Pr,k=1. Our next goal is
to leverage (46) and derive a probability bound similar to (44)
that uniformly holds for all v ∈ Sα. To this end, let
Cξ := {c1, . . . , cdξ} ⊂ ∆ s.t. Sα ⊆
dξ⋃
q=1
B(cq, ξ) (47)
denote an ξ-covering of Sα in terms of the `2 norm and define
c¯ := arg maxc∈Cξ ‖c‖. It then follows from (46) and the union
bound that
P
(
sup
c∈Cξ
∣∣∣cT F˜ rk (w′)− hrk(w′)∣∣∣ ≥ ′
)
≤ 2dξ exp
(
− 2N
′2
C2‖c¯‖2
)
. (48)
In addition, we have
sup
v∈Sα
∣∣∣vT F˜ rk (w′)− hrk(w′)∣∣∣ (a)≤ sup
c∈Cξ
∣∣∣cT F˜ rk (w′)− hrk(w′)∣∣∣+
sup
v∈Sα,c∈Cξ
‖v − c‖‖F˜ rk (w′)‖, (49)
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where (a) is due to triangle and Cauchy–Schwarz inequalities.
Trivially, supv∈Sα,c∈Cξ ‖v− c‖ ≤ ξ from the definition of Cξ,
while ‖F˜ rk (w′)‖ ≤
√|J ′|C from the definition of F˜ rk (w′) and
Assumption 2. Combining (48) and (49), we get
P
(
sup
v∈Sα
∣∣∣vT F˜ rk (w′)− hrk(w′)∣∣∣ ≥ ′ +√|J ′|ξC)
≤ 2dξ exp
(
− 2N
′2
C2‖c¯‖2
)
. (50)
We now define α¯ := arg maxv∈Sα ‖v‖. It can then be shown
from the definitions of Cξ and c¯ that
‖c¯‖2 ≤ 2(‖α¯‖2 + ξ2). (51)
Therefore, picking any ′′ > 0, and defining ′ := ′′/2 and
ξ := ′′/(2C
√|J ′|), we have from (50) and (51) that
P
(
sup
v∈Sα
∣∣∣vT F˜ rk (w′)− hrk(w′)∣∣∣ ≥ ′′)
≤ 2dξ exp
(
− 4|J
′|N′′2
4C2|J ′|‖α¯‖2 + ′′2
)
. (52)
In order to obtain the desired uniform bound, we next need
to remove the dependence on w˜rk and w
′ in (52). To this end,
we write F˜ rk (w
′) and hrk(w
′) as F˜ rk (w˜
r
k, w
′) and hrk(w˜
r
k, w
′),
respectively, to highlight their dependence on w˜rk and w
′. Next,
we define
Uζ := {u1, . . . , umζ} ⊂W s.t. W ⊆
mζ⋃
q=1
B(uq, ζ) (53)
to be a ζ-covering of W in terms of the `2 norm. It then
follows from (52) that
P
(
sup
v∈Sα,u∈Uζ
∣∣∣vT F˜ rk (u, [u]k)− hrk(u, [u]k)∣∣∣ ≥ ′′
)
≤ 2dξmζ exp
(
− 4|J
′|N′′2
4C2|J ′|‖α¯‖2 + ′′2
)
. (54)
Similar to (49), and using notation L := {w′ ∈ R : |w′| ≤ Γ},
we can also write
sup
v∈Sα,w∈W,w′∈L
∣∣∣vT F˜ rk (w,w′)− hrk(w,w′)∣∣∣
≤ sup
u∈Uζ ,v∈Sα
∣∣∣vT F˜ rk (u, [u]k)− hrk(u, [u]k)∣∣∣+
sup
u∈Uζ ,v∈Sα,w∈W,w′∈L
[ ∣∣∣vT F˜ rk (w,w′)− vT F˜ rk (u, [u]k)∣∣∣+
|hrk(u, [u]k)− hrk(w,w′)|
]
. (55)
Further, since w|[w]k=w′ ∈ W for any (w,w′) ∈ W × L, we
have from Assumption 1 and definition of the set Uζ that
sup
u,v,w,w′
∣∣∣vT F˜ rk (w,w′)− vT F˜ rk (u, [u]k)∣∣∣ ≤ L′ζ, and (56)
sup
u,v,w,w′
|hrk(u, [u]k)− hrk(w,w′)| ≤ L′ζ. (57)
We now fix ′′′ > 0, and define ′′ := ′′′/2 and ζ := ′′′/4L′.
We then obtain the following from (52)–(57):
P
(
sup
v∈Sα,{w˜rk},w′
|Hrk(w′)− hrk(w′)| ≥ ′′′
)
≤ 2dξmζ exp
(
− 4|J
′|N′′′2
16C2|J ′|‖α¯‖2 + ′′′2
)
.
(58)
To conclude, let us define the event
A :=
{
sup
v∈Sα,{w˜rk},w′
|Hrk(w′)− hrk(w′)| <

2
}
(59)
for any  > 0. Conditioned on this event, we have
∀(r, k), hrk(ŵ)− hrk(w?) = hrk(ŵ)−Hrk(ŵ)︸ ︷︷ ︸
</2
+Hrk(w
?)− hrk(w?)︸ ︷︷ ︸
</2
+Hrk(ŵ)−Hrk(w?)︸ ︷︷ ︸
≤0
< . (60)
Therefore, given any  > 0, we have from (58)–(60) that
P
(
sup
r,k
[hrk(ŵ)− hrk(w?)] ≥ 
)
≤ 2dξmζ exp
(
− 4|J
′|N2
64C2|J ′|‖α¯‖2 + 2
)
, (61)
where ξ = 8C|J′| and ζ =

8L′ . The proof now follows from
(61) and the following facts about the covering numbers of the
sets Sα and W : (1) Since Sα is a subset of ∆, which can be
circumscribed by a sphere in R|J′|−1 of radius
√
|J′|−1
|J′| < 1,
we can upper bound dξ by
(
24C|J′|

)|J′|
[52]; and (2) Since
W ⊂ RP can be circumscribed by a sphere in RP of radius
Γ
√
P , we can upper bound mζ by
(
24L′Γ
√
P

)P
. 
APPENDIX C
PROOF OF THEOREM 4
Let us begin with any coordinate descent iteration r and
dimension k, which starts with some w˜rk ∈ RP (recall that
w˜11 ≡ 0). In order to facilitate the proof, we explicitly write
w? ∈ R, defined in (24), and ŵ ∈ R, defined in (25), as
w?rk and ŵ
r
k, respectively, to bring out their dependence on
the indices (r, k). We now define ŵr ∈ RP as [ŵr]k := ŵrk
and recall from Lemma 3 and the subsequent definitions that
∀r ∈ N,∀j ∈ J ′, limT→∞ wr,Tj = ŵr. It therefore suffices
to show that, in the limit of large r¯, the statistical risk of ŵr¯
approaches the minimum statistical risk.
We now fix an arbitrary ′ ∈ (0, 1) and note that
sup
r,k
[hrk(ŵ
r
k)− hrk(w?rk)] < ′ (62)
with high probability due to Theorem 3. Note that invoking
Theorem 3 requires the conditions |ŵrk| ≤ Γ, |w?rk| ≤ Γ, and
{w˜rk}r,k ⊂W . We will return to these conditions in the latter
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part of the proof. Going forward, we condition on the event
described by (62) and notice that ∀w′ ∈ R, we have
hrk(w
?r
k)
(a)
≤ hrk(w′)
(b)
≤ hrk(ŵr−1k )] +
L
2
|w′ − ŵr−1k |2
+ [∇hrk(ŵr−1k )]k(w′ − ŵr−1k ), (63)
where (a) follows from the definition of w?rk and (b) follows
from Assumption 1. Plugging w′ = ŵr−1k − 1L [∇hrk(ŵr−1k )]k
in (63), we obtain
hrk(ŵ
r−1
k )− hrk(w?rk) ≥
1
2L
[∇hrk(ŵr−1k )]2k (64)
⇔ hrk(ŵr−1k )− hrk(ŵrk) >
1
2L
[∇hrk(ŵr−1k )]2k − ′ (65)
where (64) follows from (62). We have from (65) that hrk(ŵ
r
k)
is a strict monotonically decreasing function of r for all k as
long as [∇hrk(ŵr−1k )]2k ≥ 2L′. It therefore follows that there
exists some r0 ∈ N such that
∀k, ∀r ≥ r0, [∇hrk(ŵrk)]2k < 4L′ (66)
⇒ ∀r ≥ r0, ‖∇E[f(ŵr, (x, y)]‖ < 2
√
PL′. (67)
In addition, convexity of E[f(·, (x, y))] dictates
E[f(w∗, (x, y))] ≥ E[f(ŵr, (x, y))]
+∇E[f(ŵr, (x, y)]T (w∗ − ŵr). (68)
Using (67), (68), and the Cauchy–Schwarz inequality yields
∀r ≥ r0, E[f(ŵr, (x, y))]− E[f(w∗, (x, y))]
≤ ‖∇E[f(ŵr, (x, y)]‖‖ŵr − w∗‖ < 2PLΓ′. (69)
Setting ′ = /c4 in (68) and removing conditioning on (62)
using Theorem 3 give us the desired bound.
We conclude by commenting on the validity of |ŵrk| ≤ Γ,
|w?rk| ≤ Γ, and {w˜rk}r,k ⊂ W needed for Theorem 3. The
condition holds for w˜11 and w
?1
1 from the definition of the
set W . The proof of Theorem 3 and a union bound argument
also tells us that we can augment the bound in Theorem 3 with[
h11(ŵ
1
1)− h11(w?11)
]
< ′ without either requiring |ŵ11| ≤ Γ
or exploding the probability of failure. This however leads
to the condition h11(ŵ
1
1) < h
1
1(0) due to (65), which implies
|ŵ11| ≤ Γ, w˜12 ∈W , and |w?12| ≤ Γ. We can therefore revert to
the original probability bound of Theorem 3 and start over the
same argument with the knowledge that w˜12 ∈ W , |ŵ11| ≤ Γ,
and |w?12| ≤ Γ. The rest of the claim follows by induction. 
APPENDIX D
PROOF OF THEOREM 5
We begin by defining the notation f¯(w) := E[f(w, (x, y))]
for w ∈ RP . Next, we borrow the notation of ŵr ∈ RP and
some facts from the proof of Theorem 4 in Appendix C. These
facts include the following. First, ŵr is the output of ByRDiE
after each iteration r at all nonfaulty nodes, i.e., ∀r ∈ N,∀j ∈
J ′, limT→∞ w
r,T
j = ŵ
r. Second, defining ′ := /c4, we have
∀(r, k), hrk(ŵrk)− hrk(ŵr−1k ) < −′ (70)
with probability ≥ 1− δ(,N, a¯) as long as f¯(ŵr)− f¯∗ > 
(see, e.g., (65) and the discussion around it). Conditioning on
the probability event described by (70), the definition of hrk(·)
and (70) then give us the following recursion in r:
∀r, f¯(ŵr)− f¯(ŵr−1) < −′ (71)
as long as f¯(ŵr) − f¯∗ > . Note here that ŵ0 = w˜11 ≡ 0.
Therefore, (71) and the telescoping sum argument give us
f¯(ŵr) < f¯0 − r′ ⇔ f¯(ŵr)− f¯∗ < f¯0 − f¯∗ − r′ (72)
⇔ f¯(ŵr)− f¯∗ < (f¯0 − f¯∗)(1− r′
f¯0 − f¯∗
)
. (73)
Plugging the inequality f¯0− f¯∗ ≤ L′‖w∗‖ ≤ L′√Pγ∗ in (72)
completes the proof. 
APPENDIX E
PROOF OF LEMMA 4
Similar to the proof of Theorem 5, we once again use the
notation f¯(Q(q)) := E[f(Q(q), (x, y))] to denote the statis-
tical risk incurred by Q(q) and show f¯(Q(q))
q,N−−→ f¯(w∗)
in probability. It then follows from [53, Theorem 4.4] and
our assumptions that w∗ is a strong minimizer of f¯(·) and,
therefore, Q(q)
q,N−−→ w∗ in probability.
In order to prove the aforementioned claim, we fix any
 > 0 and show that f¯(Q(q)) − f¯(w∗) ≤  for all large
enough q with probability that approaches 1 as N → ∞.
To this end, we claim that f¯(Q(q)) for all q greater than
some q0 ∈ N is a strictly monotonically decreasing function
with probability 1, which is also lower bounded by f¯(w∗).
By the monotone convergence theorem, therefore, f¯(Q(q))
converges. We claim this convergence only takes place when
|[∇f¯(Q(q))]k| ≤ ∇. Relegating the validity of this claim to
the latter part of this proof, this means that |[∇f¯(Q(q))]k|
eventually becomes smaller than ∇ with probability 1 for
large enough q, which implies
f¯(Q(q))− f¯(w∗) ≤ −∇f¯(Q(q))T (w∗ −Q(q))
≤ ‖∇f¯(Q(q))‖2(‖w∗‖2 + ‖Q(q)‖2)
≤ (
√
P∇) · (2
√
PΓ) <  (74)
because of convexity of f¯(·), the Cauchy–Schwarz inequality,
and our assumptions. Since this is the desired result, we need
now focus on the claim of strict monotonicity of f¯(Q(q)) for
this lemma. To prove this claim, note from Assumption 1 that
f¯(Q(q + 1)) ≤ f¯(Q(q)) +∇f¯(Q(q))T (Q(q + 1)−Q(q))
+
L
2
‖Q(q + 1)−Q(q)‖22
(a)
= f¯(Q(q)) + [∇f¯(Q(q))]k[(Q(q + 1)−Q(q))]k
+
L
2
∣∣[Q(q + 1)−Q(q)]k∣∣2, (75)
where (a) follows from the fact that Q(q + 1)−Q(q) is only
nonzero in dimension k.
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Next, we rewrite (34) as follows:
Q(q + 1) = Q(q)− η(q)
|J′|∑
i=1
[pi(r + 1)]i
(
[∇f̂(Q(q), Si)]k−
[∇f̂(Q(q), Si)]k + [∇f̂(wri , Si)]k
)
ek
= Q(q)− η(q)
|J′|∑
i=1
[pi(r + 1)]i[∇f̂(Q(q), Si)]kek + E(q),
(76)
where E(q) := η(q)
∑|J′|
i=1[pi(r + 1)]i
(
[∇f̂(Q(q), Si)]k −
[∇f̂(wri , Si)]k
)
ek. Plugging this into (75) results in
f¯(Q(q))− f¯(Q(q + 1)) ≥ −[E(q)]k[∇f¯(Q(q))]k
+ η(q)
|J′|∑
i=1
[pi(r + 1)]i[∇f̂(Q(q), Si)]k[∇f¯(Q(q))]k
− L
2
∣∣∣[E(q)]k − η(q) |J′|∑
i=1
[pi(r + 1)]i[∇f̂(Q(q), Si)]k
∣∣∣2. (77)
The right-hand side of (77) strictly lower bounded by 0 implies
strict monotonicity of f¯(Q(q)). Simple algebraic manipula-
tions show that this is equivalent to the condition
Lη(q)2
2
( |J′|∑
i=1
[pi(r + 1)]i[∇f̂(Q(q), Si)]k
)2
< η(q)
|J′|∑
i=1
[pi(r + 1)]i[∇f̂(Q(q), Si)]k[∇f¯(Q(q))]k
+ Lη(q)[E(q)]k
|J′|∑
i=1
[pi(r + 1)]i[∇f̂(Q(q), Si)]k
− [E(q)]k[∇f¯(Q(q))]k − L
2
[E(q)]2k. (78)
Next, notice E[
∑|J′|
i=1[pi(r + 1)]i[∇f̂(Q(q), Si)]k] =
E[∇f(Q(q), (x, y))]k. We now make an assumption whose
validity is also discussed at the end of the proof. We assume
∃q′0 ∈ N : ∀q ≥ q′0, Q(q) ∈ W , in which case we can show
using arguments similar to the ones in the proof of Theorem 3
(cf. Appendix B) that
P
(|∑
i∈J′
[pi(r + 1)]i[∇f̂(Q(q), Si)]k − [∇f¯(Q(q))]k| ≤ ′
)
(79)
converges to 1 uniformly for all (r, k) (equivalently, all q) for
any ′ > 0. We therefore have with probability 1 (as N →∞)( |J′|∑
i=1
[pi(r + 1)]i[∇f̂(Q(q), Si)]k
)2
≤ [∇f¯(Q(q))]2k + ′2
+ 2′
∣∣∣[∇f¯(Q(q))]k∣∣∣. (80)
Next, we consider two cases: (i) [∇f¯(Q(q))]k > 0, and (ii)
[∇f¯(Q(q))]k < 0. When [∇f¯(Q(q))]k > 0, we have in prob-
ability
∑
i∈J′ [pi(r+1)]i[∇f̂(Q(q), Si)]k ≥ [∇f¯(Q(q))]k− ′.
This fact along with (80), the realization that Lη(q)
2
2 −η(q) < 0
for large enough q since η(q) → 0, and some tedious but
straightforward algebraic manipulations show that the follow-
ing condition is sufficient for (78) to hold in probability:∣∣∣[∇f¯(Q(q))]k∣∣∣ >(
2′
∣∣[∇f¯(Q(q))]k∣∣
2− Lη(q) +
2
∣∣[E(q)]k∣∣∣∣[∇f¯(Q(q))]k∣∣
2η(q)− Lη(q)2
+
2L
∣∣[E(q)]k∣∣∣∣∑i∈J′ [pi(r + 1)]i[∇f̂(Q(q), Si)]k∣∣
2− Lη(q)
+
L
∣∣[E(q)]k∣∣2
2η(q)− Lη(q)2 +
2Lη(q)′
∣∣[∇f¯(Q(q))]k∣∣
2− Lη(q) +
Lη(q)′2
2− Lη(q)
) 1
2
.
(81)
Using similar arguments, one can also show that the case
[∇f¯(Q(q))]k < 0 also results in (81) as a sufficient condition
for (78) to hold in probability. We now note that |[∇f¯(·)]k| and
|[∇f̂(·, ·)]k| in (81) can be upper bounded by some constants
L∇¯ and L∇ by virtue of Assumption 1 and the definition of
W . This results in the following sufficient condition for (78):∣∣∣[∇f¯(Q(q))]k∣∣∣ > (2L∇¯′ + 2LL∇¯η(q)′ + Lη(q)′2
2− Lη(q)
+
2LL∇
∣∣[E(q)]k∣∣
2− Lη(q) +
2L∇¯
∣∣[E(q)]k∣∣+ L∣∣[E(q)]k∣∣2
2η(q)− Lη(q)2
) 1
2
.
(82)
The right-hand side of (82) can be made arbitrarily small (and,
in particular, equal to ∇) through appropriate choice of ′
and large enough q; indeed, we have from our assumptions,
Theorem 1, and the definitions of η(q) and E(q) that both
[E(q)]k and [E(q)]k/η(q) converge to 0 as q →∞.
This completes the proof, except that we need to validate
one remaining claim and discuss one assumption. The claim
is that f¯(Q(q)) cannot converge when |[∇f¯(Q(q))]k| > ∇.
We prove this by contradiction. Suppose ∃k ∈ {1, . . . , P} and
0 > 0 such that |[∇f¯(Q(q))]k|− ∇ > 0 for all q. We know
∃q0 ∈ N such that the right hand side of (82) becomes smaller
than ∇ for all q ≥ q0. Therefore, adding 0 to the right hand
side of (82) and combining with (77) gives ∀q ≥ q0:
f¯(Q(q))− f¯(Q(q + 1)) ≥ (2η(q)− Lη(q)2)(20 + 2∇0).
(83)
Taking summation on both sides of (83) from q = q0 to∞, and
noting that
∑∞
q=q0
η(q) =∞ and ∑∞q=q0 η(q)2 <∞, gives us
f¯(Q(q0)) − limq→∞ f¯(Q(q)) = ∞. This contradicts the fact
that f¯(·) is lower bounded, thereby validating our claim.
Finally, the assumption ∃q′0 ∈ N : ∀q ≥ q′0, Q(q) ∈ W is
true with probability 1 (as N →∞) by virtue of the facts that
W is defined in terms of the sublevel set of f¯(·), (79) holds
∀q < q′0 without requiring the assumption, ∃q0 ∈ N such that
f¯(Q(q)) is monotonic in q for all q ≥ q0 due to (79), and the
probabilistic “onion peeling” induction argument at the end of
the proof of Theorem 4 (cf. Appendix C) is applicable in this
case also (except that one will have to start the argument from
some index q = q′0 ≥ q0). 
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