There has been significant recent interest in sparse metric learning (SML) 
Introduction
Metric learning is an important concept in machine learning and data mining. Its objective is to learn a proper distance metric so as to improve prediction accuracy in supervised learning or benefit clustering performance in unsupervised learning. To this end, a number of approaches have been proposed, e.g. [5, 8, 19, 23] .
Despite of its success, metric learning usually attempts to learn a distance function f with a full square transformation matrix A from the given data set S = {x k ∈ R D |k = 1, . . . N, N ∈ N} (i.e., the distance between x i and x j is defined as f (x i , x j ) = (x i −x j ) AA (x i −x j )), while satisfying certain extra constraints; these constraints can force similar (dissimilar) points to stay closer (further apart) with the new distance metric. However, learning a full matrix may cause some problems. Additionally, the presented data are often contaminated by noise, especially for high-dimensional datasets. A full matrix cannot suppress such noise and may limit accuracy as a consequence. On the other hand, a full matrix, which is inefficient to compute, would result in practical difficulties for many real applications.
In order to solve the above shortcomings involved in metric learning, many researchers proposed to learn a sparse metric from different perspectives. These work includes the Sparse Metric Learning (SML) framework [15] , the Large Margin Nearest Neighbor (LMNN) [21, 22] , and the D-ranking Vector Machine (D-ranking VM) [14] . All these methods are able to learn a good distance metric as well as a sparse or low-dimensional representation. Specifically, Rosales and Fung targeted the shortcomings of metric learning directly [15] . Their method has demonstrated considerable improvement over traditional metric learning approaches [15] . LMNN is motivated from the large margin concept and its solution can also lead to sparse metrics. Although not designed for sparse learning, D-ranking VM is shown to force a low-rank (usually rank one) on the metric. However, there are some limitations to these models. Although SML, proposed in [15] , started from a reasonable motivation for achieving sparsity as well as good distance metric, they relaxed their model and did not lead to the optimal solution. LMNN touches the sparse concept marginally, which is shown not to hit the target of sparse metric learning directly. D-ranking VM made a strong restriction on the rank of the distance matrix, and hence may not be flexible for real application.
In contrast to previous sparse metric learning approaches, in this paper, we propose a general framework called Generalized Sparse Metric Learning (GSML) along with physical interpretation and practical optimization. This novel framework not only offers a unified view for understanding many of the popular sparse metric learning algorithms including the above three methods, but also it leads to an optimal model which generalizes the SML approach proposed in [15] . Specifically, the proposed GSML can learn both a good distance as well as the optimal lowdimensional representation. 1 Both theoretical justification and empirical verification demonstrate that the proposed GSML can outperform previous methods with many reallife datasets.
The proposed unified framework is important because it builds various connections with other existing models. Besides the above mentioned three models, GSML is shown to have a close connection with the Pairwise Support Vector Machines (PSVM) [20] . In addition, we also demonstrate that many existing metric learning approaches such as RCA and the method proposed by Xing et al [23] can readily be extended to their sparse versions based on our novel framework. Another appealing feature is that a simple iterative optimization algorithm can be applied to solve the original convex but computationally difficult Semi-Definite Programming (SDP) problem involved in the proposed framework, making the proposed model scalable for medium or large datasets.
In summary, we have proposed a unified framework that establishes various connections with many famous models. We present this unified picture in Figure 1 . More details can be seen in Section 2.2 on how these connections can be built. The paper is organized as follows. In the next section, we 1 It is noted that Principle Component Analysis or Fisher Discriminant Analysis can also lead to low-dimensional representation. However, they need to specify the dimension beforehand, and they are incapable of learning both a distance metric and the low-dimensional representation simultaneously. present our novel unified framework. The model definition, theoretical justification, connections with other approaches, and practical optimization will be discussed in turn in this section. In Section 3, we evaluate our algorithm and report experimental results. In Section 4, we discuss related work. Finally, we set out the conclusion with some remarks.
Unified Framework for Sparse Metric Learning
In this section, we present the general framework for sparse metric learning.
Notations and Model Definition
Assume that we are given a training data set S containing The basic target of metric learning is to learn an appropriate distance metric f from S with extra constraints on a set of triplets
. Such triplets provide a certain relative comparison among pairs, i.e. x i is more similar to x j than to x k . 2 In the context of sparse metric learning, f is assumed to be a linear transformation A :
The unified sparse metric learning framework is presented as follows:
where t indexes the set T and γ ∈ R is a positive tradeoff parameter. And L is a pre-defined matrix, which could be the identity matrix, the covariance matrix, or some other specified matrix. We will show shortly that different choice of L can lead to different sparse metric learning models. Additionally, in order to avoid a trivial solution, the constraint (1) is often modified with an added margin, i.e.,
Denoting W = AA , we can transform the above opti-mization to the following equivalent form:
where x ij is defined as x i −x j , and x ik is similarly defined.
We interpret the unified model as follows. The basic motivation is that, a good choice of a distance metric should generally preserve the distance structure of the data: the distance between examples exhibiting similarity should be relatively smaller, in the transformed space, than between examples exhibiting dissimilarity. Such preservation is implied by the constraint (3). Moreover, for the purpose of generalization ability or noise suppression, the distance matrix defined by A should be regularized. This can be seen in the second term of (2). We will see why this term can be used as a regularized term for forcing the sparsity in Section 2.2.1. Finally, we can observe that the above model is a typical Semi-definite Programming (SDP) problem, which is convex but also well-known for its high computational complexity. In Section 2.3, we will show how to apply an iterative sub-gradient method to solve this difficult optimization problem.
General Framework for Sparse Metric Learning
We will demonstrate that the proposed general framework contains many existing sparse metric learning models as special cases. Importantly, we show that the model with L = I corresponds to the optimal model that is able to achieve the goal of sparse metric learning directly. It also contains LMNN and D-ranking VM as special cases. In addition, it can also build a close connection with the Pairwise SVM model [20] . Finally, we demonstrate that many current non-sparse metric learning models including the method proposed in [23] and the Relevant Component Analysis (RCA) can readily be extended to their sparse versions by using our proposed framework.
Connection with Sparse Metric Learning [15]
The Sparse Metric Learning model proposed in [15] is presented as follows:
As a 1-norm can produce sparse solutions [11, 8] , many columns of A would be expected to become zero vectors due to the existence of the second term in the above objective function. This is the basic motivation of SML.
However, there are several problems with the above model. Firstly, we observe that the low-dimensional mapping is directly performed in the original input space. More specifically, enforcing the l-th column in A to become a zero vector will naturally discard the l-th dimension in the input data. However, redundant features unnecessarily appear in the original input space. Thus certain transformed features may be redundant. 3 In other words, the useless features may be in the space U T x i , i = 1, 2, . . . , N, where U is an unknown D × D matrix. Secondly, the 1-norm regularization may present a problem. We would like to enforce some columns of A to be zero vectors. However, the 1-norm
|A mn | can force many elements of A to be zero but it does not necessarily force a whole column to be zero. Thirdly, in order to solve the above optimization problem, [15] further proposed to restrict the optimization of the matrix A in the space of diagonal dominance matrices. Although the final optimization is relaxed to a linear programming problem, such a restriction renders the final solution of A only sub-optimal instead of globally optimal even in the 1-norm matrix regularized framework [9] .
In contrast to the original SML model, a more generalized SML can be described as follows:
where ||AA || (2, 1) means the mixed (2, 1)-norm for the matrix AA , which we will discuss shortly.
There are two major differences between our generalized model and the previous SML model. To see this, we let
First, an extra matrix parameter U ∈ O D is introduced. The input data samples are firstly transformed to a new space using U . The feature selection or the low-dimensional mapping is then pursued in the transformed space. More importantly, we do not need to specify the matrix U . Instead, the optimal U can be automatically learned from the model. Second, we use a mixed (2, 1)-norm ||B|| (2, 1) instead of the 1-norm. The mixed norm has been earlier used in multi-task learning [2] and the (2, 1)-norm of B is obtained by first computing the 2-norm across the rows of B i , and then the 1-norm of the vector
A 1-norm will impose a sparsity on a vector, meaning that some elements of b(B) will be zeroed. Let B k and (A ) k respectively denote the k-th row vector of B and k-th column vector of (A ). Then it is easy to verify that
Hence, the mixed (2, 1)-norm of B ensures that some columns of A can become zero vectors and thus this naturally achieves a small d.
We propose the following theorem showing that the above original non-convex programming problem can be equivalently transformed to a convex form. Moreover, this transformed convex optimization is a special case of our proposed general framework, if L is set to the identity matrix.
Theorem 1 The problem in (6) is equivalent to the optimization problem (3) with L equal to the identity matrix, or the following problem
s.t.
The proof can seen in the Appendix. From Theorem 1, we know immediately that our proposed unified framework contains the generalized SML as a special case. Moreover, as the problem in (6) presents the optimal model that achieves the goal of sparse metric learning directly, we can have the following proposition.
Proposition 1
The optimization problem (3) with L equal to the identity matrix presents an optimal model that is able to achieve the objective of sparse metric learning directly.
Connection with Large Margin Nearest Neighbor
We show that a special problem with L set to the "covariance" matrix Σ s among the similar pairs, i.e., L = 1 |Ts| (xi,xj )∈Ts (x i −x j )(x i −x j ) (T s defines the similar pair set), is identical to the Large-Margin Nearest Neighbor (LMNN) approach. 4 This can be easily verified as follows: 4 The matrix L changes to the real within-class covariance matrix, if we consider a pair with the same class label as the similar pair. See Lemma 1, page 7 of [18] for reference.
Hence the modified problem can be changed to
Evidently, the above problem is identical to the optimization problem given in LMNN.
5
Remarks. As indicated in Section 2.2.1, it is the term tr(W ) that conveys the sparsity directly. The regularization term given by LMNN is motivated from the large margin concept, which is however not directly related to the sparsity of the distance matrix W .
Connection with D-ranking Vector Machine
We propose Theorem 2 showing that the D-ranking Vector Machine proposed in [14] is a special case of our proposed framework. (2) is equivalent to the D-ranking Vector Machine [14] .
Theorem 2 When the transformation matrix W is of rank one and L is equal to the identity matrix
Proof: If we substitute M = vv into (7), we can obtain the following optimization problem
(12) can be transformed to x ij v ≤ x ik v + ξ t in the sense that both forms imply the same meanings. On the other hand, the term v v, the L 2 -norm, can be also defined as ||v|| H , which is an L 2 -norm in a reproducing kernel Hilbert space (RKHS). Hence, the above problem can be finally transformed to
The above optimization problem is exactly the D-ranking Vector Machine [14] .
2 From Lemma 2, we know that D-ranking VM actually restricts the rank of the transformation matrix to one. Although such restriction simplifies the model, it reduces the flexibility and consequently would limit the performance.
Connections with Pairwise Support Vector Machine
We show that the proposed general framework has a close relationship with the Pairwise Support Vector Machine. More specifically, when L is equal to the distance matrix W , the GSML is reduced to a model very similar to the Pairwise SVM [20] .
With L = W , we can have:
where ||W || 2 F ro is the Frobenius norm of W . Furthermore, suppose we change the triplet setting to another commonlyused setting, where a similar set T s (containing similar pairs) and a dissimilar set T d (containing dissimilar pairs) are defined. A good choice of distance metric should shrink the distance between each pair of similar points, while enlarging the distance between each pair of dissimilar points. In this sense, we have the following constraints
where ρ is a variable used to shift the margin among the dissimilar pairs and the similar pairs.
Consequently,the problem (2) can be written as
The above model is exactly the pairwise SVM model [20] .
Extensions of Other Metric Learning Models
We now examine how some other existing metric learning problems can be extended into a sparse learning problem. We use the model of Xing et al [23] as an example. Other models such as RCA can be similarly extended.
We first write the model of [23] as follows:
where T d and T s are respectively a specified dissimilar set and a similar set. By simply adding the regularization term, we transform the above problem to
It can be interestingly observed that the above sparse version can be regarded as a globalized sparse metric framework, while our proposed general framework is a local sparse metric learning method. In the above model, the constraint is constructed globally from the similar set and the dissimilar set. In comparison, our proposed GSML constructs constraints between each similar pair and dissimilar pair, which is of the local fashion. Both models share similar optimization forms. They can be efficiently solved based on the iterative method, which will be discussed shortly in Section 2.3.
Remarks
In the above subsections, we have established various connections between our proposed unified framework and the other models. We now make some remarks on the mentioned models. First, the generalized SML model (cf. problem (6)) presents the optimal model which can learn an accurate distance metric as well as sparse representations. LMNN is motivated from the large margin concept. It can achieve the similar objective as the generalized SML. LMNN can also yield sparsity because of the inherited nature of the regularization term; however, the sparsity of Σ s W does not mean the sparsity of W . This point can also be observed later in the experimental section. The Dranking Vector Machine can be regarded as a simplified version of the proposed framework, since the distance matrix is restricted to rank one. Finally, L could be defined as other matrices. In particular, it is possible to combine the merits of LMNN and Generalized SML with L set to Σ s + λI, where λ is a positive trade-off parameter.
Iterative Optimization
We have shown that the proposed sparse metric learning problem can be formulated as an SDP problem. However, SDP is still time-consuming, or even intractable for medium or large-scale problems due to the time complexity of O(D 6 ). In this section, in a similar fashion to Weinberger et al [22] , we propose an iterative optimization technique which scales well for large-scale tasks.
The basic strategy is that we first solve a linear programming problem with standard sub-gradient descent methods by removing the semi-definite constraint W 0. We then project the solution to the semi-definite matrices space. The process is iterated until a stable solution is obtained. We state this process as follows.
By defining the hinge loss [z] + = z if z > 0, 0 otherwise , we first transform the problem to an unconstrained optimization problem
Let C ij = x ij x ij and let G t denote the gradient of the objective function at the t-th iteration, then G t can be calculated as follows:
where H t is the set of triplets (i, j, k) ∈ T with the positive slack variable. At each step, the metric matrix W can be updated by
where α is a small positive step constant. We then project the matrix W (t) to the cone of positive semi-definite matrices by finding the eigen-decomposition of the matrix W t , i.e., W (t) = P ΛP , where Λ is the diagonal matrix with the diagonal elements λ i being the eigen-values of W (t) , and P is the the eigenvector matrix. The optimal W (t) satisfying W (t) 0 is the one, W (t) = P Λ + P , where
Following [22] , we can further speed up the optimization by updating the gradient as follows:
The second technique to speed up the optimization is to use the active set method. At each iteration, we do not check all the triplets if they violate the margin (i.e., ξ t > 0). Instead, we define the current active set
When the algorithm converges, we then check if the current working set contains all the triplets satisfying ξ t > 0. Otherwise, we add the newly obtained triplets into the active set and continue the optimization until it converges.
Experiments
In this section, we compare our proposed method with other competing models on six benchmark data sets,which were obtained from the UCI machine learning repository.
As we proved in Section 2.2.1, the model with L = I corresponds to the optimal model capable of simultaneously learning an accurate distance metric and a low-dimensional representation. In this section, our mention of GSML in numerical experiments will assume this L = I model. However, we should still bear in mind that GSML is a general framework and thus other variations could have been used instead. With this choice we compare the proposed GSML method with four other competing methods including the naive Euclidean distance method (simply using Euclidean distance as the distance metric), the SML method [15] , the algorithm proposed by Xing et al [23] (we call Xing from now on), and the Large Margin Nearest Neighbor method.
We follow [15] and use the category information to generate the relative similarity pairs. More specifically, given a randomly chosen triplet {i, j, k} sampled from the training data, if two of them share the same label and a third has a different class, we then incorporate this triplet in the triplet set T . Namely, {x i , x j , x k } has the relative distance relationship of x i is more similar to x j than to x k . For Xing's method, two sets need be used for evaluating the algorithm: a similar set T s containing the similar pairs and a dissimilar set T d consisting of the dissimilar pairs. In a similar fashion to [15] , we generate these two sets from the triplet set T by placing (i, j) into the similar set T s and (i, k) into the dissimilar set T d , provided (i, j, k) is a triplet in T . As discussed in [15] , such a strategy provides a fair level of supervision for the comparison methods, in the sense that roughly the same information is presented to different methods. For LMNN, the nearest neighbor points for each training sample need to be provided before training. In order to provide equal side information, for each training sample, we regard their similar samples appearing in the similar pairs as their nearest neighbors.
We use the same ratio, i.e., 85 : 15 as used by [15] , to split the data sets into a training and test set. From the same data set, 1500 triplets are generated from the training set based on the strategy mentioned above, while 1000 triplets are sampled from the test set. During testing, if two of the similar elements in the triplet has a smaller distance than the dissimilar pair (calculated based on the learned metric), then this triplet is regarded as classified correctly. We count the ratio of correctly classified triplets to give the final accuracy score. This procedure was used for all five methods. The final results are given as an average over 10 random splits of the data. The trade-off parameter γ used in GSML, SML, Xing's method, and LMNN is tuned in the range {10 −4 , 10 −3 , 10 −2 , 10 −1 , 1, 10, 10 2 } by cross validation, as suggested by previous research. All the experiments were pursued using Matlab V7.1 on a PC with 2G RAM, and a 3Ghz CPU.
Results
We now report the experimental results. We will first present the test accuracy and then provide the performance in terms of dimensionality reduction.
We report the test accuracy in rows of Figure 2 , we also visualize the results. Several important points should be highlighted. First, almost all the metric learning methods can outperform the Euclidean distance method except Xing's method of [23] which can sometimes be slightly worse than the Euclidean distance. This validates the data-dependant nature of distance or similarity metrics and indicates the importance of metric learning. Second, GSML demonstrates overall better performance than the other remaining methods, showing that sparse metric learning appears to be more suitable and appropriate. On the one hand, enforcing sparsity in metric learning can suppress possible noise in the data and consequently avoid over-fitting for subsequent classification or clustering tasks. Additionally, it will lead to much more efficient calculation of the learned distance functions. Third, our proposed GSML further lifts the performance of SML consistently across all six data sets used. The accuracy improvements are statistically significant for the data sets of Breast-Cancer, Pima Diabetes, Ionosphere, and Balance Scale according to a t-test at a significance level of 5%. Specifically, a roughly 5% and 7% accuracy lift has been observed respectively with the Ionosphere and Balance Scale data sets. Finally, LMNN can also present competitive results, however not as good as our method. These results clearly demonstrate the advantages of the proposed generalized framework. We now examine dimensionality reduction performance (i.e. the number of non-zero vector for the transformation matrix A), used by different metric learning methods in the last two rows of Figure 2 . 6 As observed, the optimal dimensionality given by the proposed GSML method has significantly fewer dimensions compared to SML and LMNN across all six data sets. As the feature correlations may appear best in an unknown linearly transformed space and SML can only perform feature selection in the original input space, the "optimal" dimensionality number given by SML is actually not optimal and still redundant. Moreover, although LMNN can impose partial sparsity, the associated term does not target sparsity directly. In comparison, our proposed GSML can learn the optimal low-dimensional feature representation as well as the distance metric at the same time. The dimension number given by GSML achieves the truly optimal solution within the framework of sparse metric learning and hence is much smaller than the other two methods.
Related Work
Metric learning is an active research topic in machine learning and data mining. Researchers have developed many approaches in this field. Among them are Information-Theoretic Metric Learning [7] (ITML), Relevant Component analysis (RCA) [4] , and the method proposed by Xing et al. However, all the above methods can merely derive non-sparse metrics and only work within their special settings.
Some other related methods include non-Mahalanobis based metric learning, e.g., Neighborhood Component Analysis (NCA) [10] , the method proposed in [5] , Local Linear Embedding (LLE) [16] , and Local Fisher Discriminant Analysis (LFDA) [18] . NCA and the method proposed in [5] are neural network based metric learning methods, usually suffering from non-convexity or suboptimal performance. LLE and LFDA aim to preserve the locality or within-class covariances using low-dimensional mappings. They do not try to improve the classification performance and hence are very different from our proposed method. Embedding approaches or manifold learning are also related to our framework in that both approaches seek low-dimensional representation. These approaches include Maximal Variance Unfolding (MVU) or its variant, Colored MVU [17] , Multidimensional Scaling (MDS) [6] , and its generalized case, Generalized MDS [1] . Principal Component Analysis (PCA) [12] and various other extensions can also be cast in this category. However, all these approaches are differently motivated, leading to very different objective formulations compared to our metric learning framework. The main purpose of embedding approaches is to find a lowdimensional embedding which maintains the distance ordering. As shown by many authors, embedding approaches do not necessarily benefit classification performance [17] . In contrast, we are seeking a metric which simultaneously yields high classification or clustering accuracy as well as a low-dimensional representation [1] [17] .
Within sparse metric learning, SML [15] , LMNN [21] , D-ranking Vector Machine [14] , Large Margin Component Analysis (LMCA) [19] , and the method developed in [3] also target high classification accuracy and dimensionality reduction simultaneously. However, SML is sub-optimal and can merely search low-dimensional representations in the input space. Our proposed Generalized SML solves these two problems systematically and is shown to contain SML, LMNN, and D-ranking Vector Machine as special cases. On the other hand, LMCA controls the sparsity by directly specifying the dimensionality of the transformation matrix and it is an extended version of LMNN [21, 22] . Its problem is that, one more parameter, i.e., the dimension d, needs tuning. In [3] , a distance measure can be learned by combining multiple 1-D embeddings based on the AdaBoost [3] . However, it exploits some heuristics and cannot guarantee global optimum.
Conclusion
We propose a Generalized Sparse Metric Learning framework in this paper. This novel framework offers a unified view for understanding many of the popular sparse metric learning algorithms including the Sparse Metric Learning framework proposed in [15] , the Large Margin Nearest Neighbor (LMNN) [21] [22] , and the D-ranking Vector Machine (D-ranking VM) [14] . Furthermore, the proposed framework is capable of extending many current nonsparse metric learning models such as Relevant Vector Machine [4] and a state-of-the-art method proposed in [23] to their sparse versions. We provide a conceptual interpretation why the proposed framework can generate both a good distance metric and low-dimension representations simultaneously. We also apply an iterative sub-gradient optimization method, making the original SDP problem solvable even for medium-or large-scale data sets. Experimental results show that the proposed unified approach can outperform previous methods in terms of both learning accuracy and dimension reduction on six real-world datasets.
The above sparse metric learning problem (6) is equivalent to the formulation in (16) . In particular, if (Â,Û ) is an optimal solution of (6) , then (Ŵ ,V ) = ÛBÛ ,ÛDiag(
is an optimal solution of Problem (16 
We know from [13] that min λ∈ . If we substitute (21) into the problem (16), we can obtain the problem (7) immediately. Using Lemma 1, we complete the proof. 2
