1. Introduction {#sec0001}
===============

Caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the pandemic of coronavirus disease (COVID-19) emerged in December 2019 in Wuhan, China and rapidly spread globally [@bib0002], [@bib0027]. It was *ex post* confirmed to have reached Italy on 30 January 2020. An outbreak of COVID-19 infections was subsequently detected on 20 February 2020, in Codogno, in the province of Lodi, in the northern region of Lombardy [@bib0005]. On 21 February 2020, a resident of the municipality of Vo, a small town near Padua, in the Veneto region, died of pneumonia due to SARS-CoV-2 infection. This was the first COVID-19 death detected in Italy. In response, the regional authorities imposed a 14 day lockdown of the whole municipality. By the first week of March, the virus had spread to all Italian regions, most positive cases tracing back to the two original clusters. On 8 March 2020, Lombardy and 14 other northern provinces were put into quarantine, a policy extended to the whole country the following day. As of 28 June 2020, Italy had 16,681 active cases, with an overall 240,310 confirmed cases and 34,738 deaths [@bib0019].

The availability in almost real-time of data on the evolution of COVID [@bib0006], [@bib0029], something unprecedented in history, has allowed studying the patterns of disease propagation, and simulating how different contention policies may help keeping it under control [@bib0001], [@bib0007], [@bib0017], [@bib0020], [@bib0030]. These models have a long history, starting with the seminal work of Daniel Bernoulli [@bib0004], in which epidemic dynamics is described in terms of constitutive equations framed in the general theory of reaction-diffusion processes [@bib0028]. The spreading process is modelled by subdividing the studied population into subpopulations, e.g. susceptible, infected and recovered compartments in the SIR model [@bib0015], [@bib0025] - note that model acronyms usually reflect the names of the considered subpopulations. Epidemic dynamics is then modelled using difference equations (or their continuous limit) for the evolution of the average number of individuals in each compartment. The *homogenous mixing approximation*, whereby individuals are well mixed and interact in a random fashion, allows considering that individuals in a given subpopulation are indistinguishable. The spreading rate is then proportional to the number of infected individuals [@bib0003], [@bib0013]. While the space in which the spreading process takes place typically differs from a random uncorrelated network, and higher-order properties play an important role in theoretical models of epidemic spreading [@bib0022], [@bib0024], neglecting diffusion of individuals and assuming random and homogeneous mixing may be a reasonable approximation when studying single-region dynamics, with homogeneity forced but a common healthcare system.

It has long been known that the spatial homogeneity hypothesis incorrectly portrays real epidemic processes [@bib0026], and is in general not the rule [@bib0010], [@bib0011], [@bib0012]. The scale at which it is reasonable to assume this hypothesis is therefore non-trivial and context-dependent, the microscopic scale being determined by available data. In the case of Italy, the overall policy in response to the COVID-19 epidemic was to a large extent centralised and directed by the Health Ministry and the Civil Protection Department, the national body in charge of the prediction, prevention and management of emergency events. One could thus consider the entire territory as prima facie homogeneous. However, due to the regional basis of the healthcare system, health care management was decentralised and heterogeneous across the territory. Thus, administrative factors exogenous to the natural dynamics of the disease induced geographic specificities, justifying a region-based analysis of epidemic dynamics.

A major issue in the characterisation of epidemic dynamics is represented by the choice of the relevant variables and their reliability. Often, the chosen variable would be the number of positive cases. While this variable is essential to understanding the magnitude of the pandemic, it presents two disadvantages: it is not always easy to measure, due to different testing policies and the presence of asymptomatic patients; and it does not represent the *pressure* on the healthcare system. This latter point has been of special relevance in the case of COVID-19, as one of the major worries was the possibility of reaching intensive care unit saturation [@bib0014], [@bib0016], [@bib0018]. Data on hospitalised patients would offer an information-rich source of information on epidemic dynamics, which though inescapably noisy would be far more reliable (both quantitatively and temporally) than bare new case or even fatality statistics. While generally unavailable in real time, data on hospitalised patients were provided by all Italian regional councils from the very onset of the disease, making up for a data set almost unparalleled in other parts of the world. Importantly, the data set provides information on patients by case seriousness (see [Section 2.2](#sec0004){ref-type="sec"} for details). A simple scatterplot of hospitalised cases by seriousness (see [Fig. 1](#fig0001){ref-type="fig"} ) shows non-random region-specific patterns, suggesting that these two variables alone contain essential information to characterise geographic modulations of epidemic dynamics, providing a good proxy of regional healthcare system specificities.Fig. 1Scatter plots of the evolution of the number of patients in Intensive Care Units (*ICU*), as a function of the number of patients in non-intensive care. From left to right, the four panels correspond to Italy as a whole, Emilia-Romagna (E-R), Lombardy and Piedmont. See main text for details, and especially [Section 2.2](#sec0004){ref-type="sec"} for a description of the data.Fig. 1

Here, we characterise the region-specific modulation of COVID-19 dynamics with a reduced exponential model. In this model, the population within a given Italian region is divided into three main compartments: non-hospitalised, hospitalised, deceased. The focus is on the second compartment, which is further divided into two sub-compartments, respectively sub-intensive and intensive care unit patients. We show that in spite of its simplicity and restrictive hypotheses, e.g. on the fluxes between compartments limited to nearest neighbour categories (see [Section 2](#sec0002){ref-type="sec"} for details), this exponential model provides a rather good fit of regional patient dynamics, particularly for regions where the affected population was large. We further show how this model is able to highlight differences between regions in the way patients are treated, specifically the time they spend in sub-intensive and intensive care units; and how these times have changed throughout the course of the pandemic. We additionally discuss some surprising results, as e.g. the fact that patients spent more time in intensive care units in regions with lower mortality. While the available data do not allow to disentangle the contribution of different virus strands *vs.* different healthcare policies, we believe that this model could serve as a foundation for future studies, and as an essential building block for detailed epidemics models.

2. Methods and data {#sec0002}
===================

In this section we describe the three main elements of the work here presented: the mathematical model of patient dynamics ([Section 2.1](#sec0003){ref-type="sec"}), the data set of the regional evolution of COVID-19 in Italy ([Section 2.2](#sec0004){ref-type="sec"}), and the procedure to fit the model to the data ([Section 2.3](#sec0005){ref-type="sec"}).

2.1. Patient dynamics' model {#sec0003}
----------------------------

We consider that the dynamics of the relevant population in the influence area of an hospital can be described by four time series:•The number of recovered people per day, *r*(*t*), i.e. of the people who have left the hospital because their condition has improved.•The number of people in *non-ICU* condition in each day, *n*(*t*).•The number of people in *ICU* care in each day, *i*(*t*).•The number of people who have died each day in the hospital, *d*(*t*).

Using these four time series it is possible to define a fifth time series, describing the evolution of the change in the total number of cases per day: $\Delta\left( t \right) = \delta n\left( t \right) + \delta i\left( t \right) + r\left( t \right) + d\left( t \right),$ with *δ* representing the difference between day *t* and day $t - 1$.

We further base the model on the idea that patients move between these four groups according to a reduced set of transitions: new patients always enter as *non-ICU*; from *non-ICU* one can improve and recover, or get worse and move to *ICU*; and finally, *ICU* patients can either improve (and go back to *non-ICU*, or die in the hospital. Using these time series and these transition paths, we construct a discrete-time model linking them, and defined as:$$r\left( t \right) = \frac{1}{k_{n\rightarrow r}}n\left( t - 1 \right),$$ $$\delta n\left( t \right) = \Delta\left( t - 1 \right) - \frac{1}{k_{n\rightarrow i}}n\left( t - 1 \right) - \frac{1}{k_{n\rightarrow r}}n\left( t - 1 \right) + \frac{1}{k_{i\rightarrow n}}i\left( t - 1 \right),$$ $$\delta i\left( t \right) = \frac{1}{k_{n\rightarrow i}}n\left( t - 1 \right) - \frac{1}{k_{i\rightarrow n}}i\left( t - 1 \right) - \frac{1}{k_{i\rightarrow d}}i\left( t - 1 \right),$$ $$d\left( t \right) = \frac{1}{k_{i\rightarrow d}}i\left( t - 1 \right).$$

In other words, the dynamics of the system is defined by four parameters:•$\frac{1}{k_{n\rightarrow r}},$ the rate *non-ICU* patients improve and leave the hospital;•$\frac{1}{k_{n\rightarrow i}},$ the rate *non-ICU* patients get worse and are moved to ICU;•$\frac{1}{k_{i\rightarrow n}},$ the rate *ICU* patients improve and are moved to *non-ICU* care;•$\frac{1}{k_{i\rightarrow d}},$ the rate *ICU* patients get worse and die in the hospital.

We further consider the possibility of these parameters to be time-dependent. For that, each one of them is defined by two values, respectively at time $t = 1$ (initial step) and $t = 50$ (last step); intermediate values are obtained through a linear interpolation. In what follows, these two values are denoted as $k_{*}\left( t = 1 \right)$ and $k_{*}\left( t = 50 \right),$ with \* representing *n* → *r, n* → *i, i* → *n* or *i* → *d*. A synthesis of all the rates and corresponding symbols is reported in [Table 1](#tbl0001){ref-type="table"} .Table 1Synthesis of all the rates here considered and of the corresponding symbols.Table 1Rate nameSymbolAverage valueEvolutionInitial valueFinal valueImprovement of *non-ICU* patients*k*~*n* → *r*~${\overline{k}}_{n\rightarrow r}$Δ*k*~*n* → *r*~$k_{n\rightarrow r}\left( t = 1 \right)$$k_{n\rightarrow r}\left( t = 50 \right)$Worsening of *non-ICU* patients*k*~*n* → *i*~${\overline{k}}_{n\rightarrow i}$Δ*k*~*n* → *i*~$k_{n\rightarrow i}\left( t = 1 \right)$$k_{n\rightarrow i}\left( t = 50 \right)$Improvement of *ICU* patients*k*~*i* → *n*~${\overline{k}}_{i\rightarrow n}$Δ*k*~*i* → *n*~$k_{i\rightarrow n}\left( t = 1 \right)$$k_{i\rightarrow n}\left( t = 50 \right)$Death of *ICU* patients*k*~*i* → *d*~${\overline{k}}_{i\rightarrow d}$Δ*k*~*i* → *d*~$k_{i\rightarrow d}\left( t = 1 \right)$$k_{i\rightarrow d}\left( t = 50 \right)$

Note that, following the standard physical convention, transition rates are defined as 1/*k; k* then becomes the characteristic time of the system, i.e. it defines how much time patients spend in each state.

2.2. COVID evolution data {#sec0004}
-------------------------

The data set here considered has been made available by the Italian *Dipartimento della Protezione Civile*, a department of the *Consiglio dei Ministri* (Council of Ministers), and has been downloaded from <https://github.com/pcm-dpc/COVID-19>. The data set is updated daily, and reports several quantities related to COVID-19 with a regional spatial resolution. Importantly, while inhomogeneities within regions did exist, no statistics by province were made available, thus we fixed the scale of the analysis at regional level. For this work the following variables have been considered: 1) number of people recovered with COVID-19, 2) number of patients in *ICU*, 3) number of patients discharged, and 4) number of daily deaths. In order to see a more stationary evolution of the disease, and exclude mayor policy changes, the first 50 days have been retained, from February 24th to April 13th 2020.

An inherent problem of this kind of data is their incompleteness and noisy nature. To illustrate, the assessment of the number of people recovered with COVID-19 related symptoms depends on how these symptoms are evaluated, which in turn depends on local policies and even personal (i.e. doctors') perception. This number can also be adjusted *a posteriori*, i.e. when a patient is tested and the disease is finally confirmed or discarded. To alleviate this problem, we here have smoothed the data using a convolution function with a five-days uniform kernel. While deleting abnormal peaks and valleys, this filtering retains the global dynamics - calculating a linear correlation between the original and smoothed time series yields a median of 0.8011.

2.3. Model optimisation and parameter estimation {#sec0005}
------------------------------------------------

Given the time series of the number of daily new cases Δ(*t*), and an initial estimation of the eight parameters *k* (i.e. the four transition rates, each one defined by an initial $t = 1$ and final $t = 50$ value), the previous model has been executed to obtain three estimated time series $\hat{n}\left( t \right),$ $\hat{i}\left( t \right)$ and $\hat{d}\left( t \right),$ corresponding to the model estimation of *n*(*t*), *i*(*t*) and *d*(*t*). The error in the estimation of *n*(*t*) has then been calculated as$$e_{n} = \sqrt{\sum_{t}\left( \hat{n}\left( t \right) - n\left( t \right) \right)^{2}}/\sigma_{n},$$ where *σ~n~* is the standard deviation of the values of *n*(*t*). A similar error has also been calculated for *i*(*t*) and *d*(*t*), respectively yielding an error *e~i~* and *e~d~*. A total error has finally been calculated, by combining these three partial errors:$$e = \sqrt{e_{n}^{2} + e_{i}^{2} + e_{d}^{2}}.$$

The best values of the eight parameters has been obtained using the Nelder-Mead algorithm [@bib0009], [@bib0023], with initial conditions drawn from a uniform distribution $\mathcal{U}\left( 1,100 \right)$. In order to ensure a meaningful result, an additional condition *k* ~\*~ \> 1 is imposed. Due to the stochastic nature of the optimisation algorithm, 10^4^ different attempts with random conditions have been performed, and the result of the attempt with lower *e* has been selected.

3. Results {#sec0006}
==========

As a first result, [Fig. 2](#fig0002){ref-type="fig"} reports a comparison of the real and simulated time series, for Italy and the nine regions here considered. Within each panel, the three graphs, from top to bottom, correspond to the daily number of *non-ICU, ICU* and deaths. It can be appreciated that a generally good fit is obtained, in some cases even outstanding (as for Italy as a whole, first panel). On other cases, like Campania and Marche, the fit is substantially inferior, especially in the case of the time series of the number of daily deaths; yet, these two cases also present unusual behaviours in the real time series, as is the case of the central peak for the Campania's number of *ICU* patients. Additionally, these cases correspond to the less populated regions, and with less COVID-19 cases; their evolution is thus intrinsically more noisy. This behaviour will further be discussed in the conclusions. Still, these results seem to suggest that the model is able to capture the most important part of the dynamics of hospital patients, with the exception of a few pathological cases.Fig. 2Real (black lines) and modelled (red lines) time series of the variation in the daily number of *non-ICU, ICU* and deaths (respectively, top, middle and bottom graph in each panel), for Italy and the nine regions here considered. E-R: Emilia-Romagna. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)Fig. 2

We secondly analyse the best parameters obtained by the optimisation algorithm. As they are time-dependent, we here synthesise two values: $\overline{k},$ the average value of the parameter; and Δ*k*, how much it changed from the beginning to the end of the considered time period - refer also to [Table 1](#tbl0001){ref-type="table"} for a synthesis. Specifically, Δ*k* is defined as $\log_{2}k\left( t = 50 \right)/k\left( t = 1 \right)$; a value of $+ 1$ (respectively, $- 1$) thus indicate a doubling (halving) of the value. [Fig. 3](#fig0003){ref-type="fig"} reports the results for the five regions for which the model yielded the best fit, divided in two groups: Liguria, Lombardy and Piedmont, red bars, i.e. regions with a high number of COVID-19 deaths (respectively 0.8942, 1.5569 and 0.8535 deaths per thousand); and Lazio and Veneto, green bars, characterised by a lower mortality (0.1100 and 0.3735 per thousand).

A few common patterns can be observed in [Fig. 3](#fig0003){ref-type="fig"}. First of all, Δ*k* ~*n* → *i*~ is always greater than zero: this means that *k* ~*n* → *i*~ always increases with time, and that patients move slower from *non-ICU* to *ICU* care - or, in other words, that less patients get worse while in the hospital. Secondly, Δ*k* ~*i* → *n*~ is always lower than zero, thus patient conditions improve faster. Finally, ${\overline{k}}_{i\rightarrow d}$ is larger for regions with a lower mortality - as is to be expected, as *k* ~*i* → *d*~ defines the mortality rate. Beyond these patterns, a high heterogeneity is observed, with no clear rule discriminating between high- and low-mortality regions.

To further analyse the meaning of the variables, we here create a single synthetic metric for each region, defined as:$$k_{s} = \frac{{\overline{k}}_{n\rightarrow r}*{\overline{k}}_{i\rightarrow n}}{{\overline{k}}_{n\rightarrow i}*{\overline{k}}_{i\rightarrow d}}$$

*k~s~* is thus the product of the two *k*s controlling the rate of improvement, divided by the two *k*s defining the rate according to which patients get worse or die. In the case of uncorrelated statistics of events, *k~s~* is thus the ratio between the probability rate to die divided by the rate to be discharged. As can be seen in [Fig. 4](#fig0004){ref-type="fig"} , *k~s~* is larger for the two regions with low mortality. Note that this is counterintuitive, as indicates that, on average, the positive *k*s are larger; or, in other words, that patients take more time to recover with respect to high-mortality regions. This may point towards several mechanisms. First of all, the virus may not be the same in all regions; patients may thus take more time to evolve, but they finally recover, as opposed to dying. Secondly, high-mortality regions also correspond to regions in which healthcare systems were subject to high pressure; patients may thus be moved faster to *non-ICU*, to leave space in *ICU* for more serious cases.Fig. 3Values of the fitted parameters, in terms of their average ($\overline{k},$ top row) and variation (Δ*k*, bottom row). The three red bars correspond to the three regions with higher mortality, i.e. Liguria, Lombardy and Piedmont; the two green ones, to the regions with lower mortality, i.e. Lazio and Veneto. The horizontal dashed lines correspond to the values for Italy as a whole. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)Fig. 3Fig. 4Values of *k~s~* for the five considered regions (coloured bars) and for Italy (horizontal dashed line). Bar colours as per [Fig. 3](#fig0003){ref-type="fig"}. See main text for the definition of *k~s~*.Fig. 4

We finally analyse what is the steady-state solution of the model, for these five regions, considering three scenarios: an initial one, with $k\left( t = 1 \right)$; the intermediate one, using the average $\overline{k}$s previously calculated; and the final one, with $k\left( t = 50 \right)$. Towards this aim, we executed the model during 100 days, supposing a constant number of new COVID-19 cases (specifically, 100 per day); and plotted the evolution in the number of deaths per day - see [Fig. 5](#fig0005){ref-type="fig"} . The main conclusion that can be drawn is the fast evolution of the system. Specifically, using the parameters of the beginning of the considered period yields a very high number of deaths (over 60% in all five regions); this then improves, until reaching a steady state of less than 2.5% in most regions.Fig. 5Steady-state solution of the system. From left to right, the three graphs report the evolution in the number of daily deaths for $k\left( t = 1 \right),$$\overline{k}$ and $k\left( t = 50 \right)$. Colours as per [Fig. 3](#fig0003){ref-type="fig"}.Fig. 5

4. Discussion and conclusions {#sec0007}
=============================

The dynamics of patients inside a hospital is a complex one, with each person evolving according to his/her condition and comorbidities, and requiring different cares to ensure the maximum survivability. This is especially true in the case of COVID-19, due to its heterogeneity and the initial lack of standard treatments and guidelines. In spite of this, we have here shown that a simple model, comprising only four parameters, is in general able to describe this dynamics in an effective way.

When applied to the data of nine Italian regions, this model allows to depict the heterogeneity in the way patients have evolved in each one of them. Two major conclusions can be drawn. First of all, and in a way opposite to what may be intuitive, patients in regions with a lower mortality are characterised by a slower rate of improvement. Whether this is due to differences in the virus or to a different way of managing patients cannot be decided with the data here available. Indeed, a possibility consistent with our results is that *UCI* saturation operated as a cut-off in patient treatment, and medical care was concentrated on patients in less serious conditions, on the one hand increasing mortality, while on the other decreasing the average time in the care units [@bib0008]. Secondly, improvement and worsening rates strongly vary between the beginning and the end of the considering period, with changes of over one order of magnitude. Once again, it is not possible to say if this is due to a change in the virus characteristics or to the applied treatments. In any case, these changes are of relevance for models trying to predict the pressure of a disease on the healthcare system, as what seen at the beginning of the epidemics may not be representative of the average situation. This may be the reason behind the failure of initial models trying to forecast the evolution of COVID-19 [@bib0021].

In spite of the good results here obtained, a note of caution should be raised. Specifically, the quality and reliability of any mathematical model of the kind here described strongly depend on the quality of the data used in the fit. In general, but especially in the case of COVID-19, it has been shown that different countries and regions followed different rules for reporting pandemic numbers, as e.g. when a death is considered due to COVID-19 or to other comorbidities. Additionally, the real number of cases is not known, as many patients are asymptomatic and tests have not always been performed. Finally, countries have tried to optimise the use of their healthcare infrastructures, by e.g. moving patients between regions, thus further biasing the time series. This implies that it is difficult to assess the reasons behind some abnormal behaviours, as these could be due to non-conventional protocols inside the hospitals, or simply to unreliable data. Still, the fact that a good fit has been obtained for eight out of ten regions supports the hypothesis that the proposed model is able to capture the most important elements of the dynamics.

Beyond the information here extracted about the evolution and treatment of COVID-19 in Italy, the model here described can have a major role in efforts aimed at defining the best strategies to control the pandemics. For instance, this model can be used in studies trying to optimise the scope of contention policies, as these require an estimation of the pressure on the healthcare system and of the evolution of such pressure over time.
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