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Abstract
De,ne a chordally signed graph to be a signed chordal graph (meaning that each edge is
designated as being positive or negative and every induced cycle is a triangle) in which every
positive cycle C (meaning every cycle C that contains an even number of negative edges)
has a chord e such that C ∪ {e} forms two positive cycles. Two characterizations of chordally
signed graphs support the naturalness of this de,nition. In addition, chordally signed graphs can
be easily recognized when the underlying graph has at most two maximal complete subgraphs
(with minimal balancing vertex sets playing a key role). ? 2002 Elsevier Science B.V. All
rights reserved.
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1. Introduction
A chordal graph is a graph (always ,nite, without multiple edges or loops) in which
every cycle of length at least four has a chord. A signed graph is a graph in which
each edge is designated as being ‘positive’ or ‘negative’. A signed chordal (or com-
plete or 2-connected, etc.) graph is a signed graph whose underlying graph is chordal
(or complete or 2-connected, etc.). See [5,9], respectively for any graph-theoretic or
signed-graph-theoretic terminology or notation not de,ned here; in particular, the sub-
graph determined by the positive edges of a signed graph  is denoted +.
A positive [or negative] cycle of a signed graph  is a cycle that contains an even
[respectively, odd] number of negative edges;  is balanced if every cycle of  is
positive. A balanced chord of a positive cycle C is de,ned in [8,9] to be a chord e
of C such that C ∪ {e} is balanced.
De,ne a chordally signed graph to be a signed chordal graph in which every positive
cycle of length at least four has a balanced chord; Figs. 1 and 3 show examples. Notice
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Fig. 1. A chordally signed graph (solid positive edges, dashed negative edges).
that induced subgraphs of chordally signed graphs are automatically chordally signed,
and that for balanced signed graphs, being chordally signed is equivalent to being chordal.
(If all the edges of a signed graph are negative, then being chordally signed is
equivalent to being strongly chordal [5, Section 7:12]. Chordally signed graphs are
de,ned so that every positive cycle C large enough to have a chord e such that C∪{e}
forms two positive cycles does have such a chord. This is motivated by the fact that,
in strongly chordal graphs, every even-length cycle C large enough to have a chord
e such that C ∪ {e} forms two even-length cycles does have such a chord. Chordally
signed graphs are required to have chordal underlying graphs, just as strongly chordal
graphs are required to be chordal graphs.)
Section 2 will characterize chordally signed graphs. Sections 3 and 4 will characterize
chordally signed graphs that have at most two maxcliques (inclusion-maximal complete
subgraphs of the underlying graph).
2. Characterizing chordally signed graphs
Theorem 1 below mimics a characterization of chordal graphs of Jamison [4]: a
graph is chordal if and only if every cycle of length k is the sum of k − 2 triangles
(the sum referred to is the symmetric diGerence of the edge sets in the cycle space).
Theorem 1. A signed chordal graph is chordally signed if and only if every positive
cycle of length k is the sum of k − 2 positive triangles.
Proof. First consider a signed chordal graph in which a positive cycle C of length
k¿ 4 is the sum of positive triangles 1; : : : ; k−2. Then some i must contain two
consecutive edges of C, making the third side of i a balanced chord of C.
Conversely, suppose  is a chordally signed graph and C is a positive cycle of
length k¿ 4 [arguing by induction on k]. Then C has a balanced chord e; then C
equals the symmetric diGerence Ca ⊕ Cb where Ca and Cb are positive cycles with
e∈Ca∩Cb; |Ca|= a; |Cb|= b, and a+b= k+2. The inductive hypothesis implies that
Ca [respectively, Cb] is the sum of a − 2 [or b − 2] positive triangles, making C the
sum of a+ b− 4= k − 2 positive triangles.
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Two signed graphs are switching equivalent if either can be made into the other by
repeated switchings, meaning the reversals of the signs of all the edges incident with
a vertex. It is easy to see that the notion of switching equivalence preserves cycles
being positive or negative and signed graphs being balanced or chordally balanced.
(Theorem 2 implies that the chordally signed complete graphs are what would be
called the ‘switching-chordal graphs’ in the spirit of [3].)
Theorem 2. A signed chordal graph  is chordally signed if and only if; in every
signed graph ′ that is switching equivalent to ; ′+ is chordal.
Proof. First suppose  is a signed chordal graph such that, in every ′ switching
equivalent to ; ′+ is chordal. Suppose C is a positive cycle of length at least four
in  that has no balanced chords [arguing toward a contradiction]. Suppose there are
negative edges e1 and e2 in C and P is a path of length k¿ 0 of positive edges
between e1 and e2 along C. Let C′ and ′ result by switching at each of the k + 1
vertices of P. Notice that e1 and e2 become positive in C′ while all the edges of P
remain positive; chords of C will reverse sign if and only if their endpoints separate
e1 and e2 in C, and so none of the chords of C will become balanced chords of C′.
Repeat this until all edges of C′ are positive (and so all the chords of C′ in ′ are
negative). Then C is a chordless cycle in ′+ of length at least four, contradicting that
′+ is chordal.
Conversely, suppose  is a chordally signed graph; therefore  has an underlying
chordal graph, and the graph + is also chordal. Suppose ′ is switching equivalent to
 and ′+ contains a cycle C
′ of length at least four. Then C′ is switching equivalent
to a positive cycle C in , and C has a balanced chord xy in the chordally signed
graph . Then xy will also be a balanced (and so positive) chord of the cycle C′ in
′+, and so a chord of the cycle C in the graph 
′
+. This shows that 
′
+ is chordal.
3. Chordally signed complete graphs
A balancing vertex set of a signed graph  is de,ned in [9] to be a set S ⊆ V ()
such that  − S is balanced — equivalently, S intersects every negative cycle in 
(or, if  is a signed chordal graph, S intersects every negative triangle). A minimal
balancing vertex set is a balancing vertex set S that contains no smaller balancing
vertex set; if also S = {v}, then v is called a balancing vertex (also see [7]). Let B()
denote the set of all minimal balancing vertex sets of . Therefore,  balanced implies
B()= {∅}. It is easy to see that switching equivalence preserves whether a vertex set
is a balancing vertex set.
Lemma 3. Every signed complete graph with fewer than four vertices is automatically
chordally signed. The chordally signed complete graphs with 4; 5; or 6 vertices are
those switching equivalent to a signed complete graph indicated in Fig. 2.
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Fig. 2. Eight representative chordally signed complete graphs, each indicated by drawing just its positive
edges, drawn as in [6, Fig. 4:1]; those without black vertices are balanced, and the black vertices in the
others are the balancing vertices.
Proof. The lemma follows from checking Fig. 4:1 in [6], which shows all switching
equivalence classes of graphs of orders at most six. By interpreting the edges of the
graphs as being precisely the positive edges of complete signed graphs, this shows all
switching equivalence classes of signed complete graphs of orders at most six.
Theorem 4. A signed complete graph is chordally signed if and only if it is either
balanced or has a balancing vertex.
Proof. First suppose  is a signed complete graph, {v}∈B(), and C is any positive
cycle of  with length at least four. If v ∈ C, then  − v balanced implies that C
has a balanced chord. So suppose v∈C and let uv and vw be the incident edges of
C. Let  be the triangle uvw. Then  − v balanced implies that C ⊕  (meaning the
symmetric diGerence of the edge sets of C and ) is positive, so  is positive and C
has the balanced chord uw.
Conversely, suppose  is an unbalanced chordally signed complete graph. Notice
that  cannot contain two vertex-disjoint negative triangles, since their vertices would
induce an unbalanced 6-vertex chordally signed complete graph with no balancing
vertex, contradicting Lemma 3. So every two negative triangles of  will have a vertex
in common. Suppose  has no balancing vertex [arguing toward a contradiction], and
so no vertex is in all negative triangles. Thus  must contain three negative triangles
such that each pair has a vertex in common but no vertex is in all three. Then the
union of these triangles will induce an unbalanced 6-vertex chordally signed complete
graph that has no balancing vertex, again contradicting Lemma 3.
Lemma 5 will show how the linear time recognition procedure for chordally signed
complete graphs inherent in Theorem 4 makes it easy to ,nd all the minimal balancing
vertex sets of a chordally signed complete graph (as will be important in Section 4).
Recall [1] that a signed graph is balanced if and only if its vertex set can be partitioned
into either one or two parts so that the negative edges are precisely those edges joining
vertices in diGerent parts; call this a Harary bipartition [9].
Lemma 5. If  is an unbalanced chordally signed complete graph on at least three
vertices; then B()= {S1; S2; S3} with S1 = {v} where v is a balancing vertex of 
and with S2 and S3 the two parts of the Harary bipartition of ′−v where ′ results
from switching at all the vertices positively adjacent to v in .
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Proof. Suppose  is an unbalanced chordally signed complete graph on at least three
vertices. There is a balancing vertex v for  by Theorem 4. Then  − v will be
balanced, and every negative triangle will contain v. Let ′ result from switching at
all the vertices positively adjacent to v in . Since every edge incident to v in ′ is
negative and ′ is also an unbalanced signed complete graph, ′− v must also contain
at least one negative edge and so the Harary bipartition of ′ − v will have two parts
S2 and S3. It is easy to check that S2 and S3 are only other minimal balancing vertex
sets of ′ − v.
By the preceding proof, it is even easier to ,nd B() when  has two balancing
vertices v and w: then B()= {{v}; {w}; V ()− {v; w}}.
4. Chordally signed graphs with two maxcliques
Lemma 6. In every unbalanced signed 2-connected graph; every edge is in a negative
cycle.
Proof. Suppose xy is an edge of an unbalanced signed 2-connected graph. Then x
will be in a negative cycle C by Harary [2, Theorem 1′] (also see [8, Lemma 3]). If
xy ∈ E(C), then a shortest path P from y to any z ∈V (C) that does not contain x
will form a negative cycle when combined with xy and the path from z to x within C
whose sign is opposite to the product of the sign of xy and the sign of P.
Theorem 7. Suppose a signed graph  has exactly two maxcliques Q1 and Q2; each
of which forms a chordally signed complete graph. Then  is chordally signed if
and only if either of the following hold:
• At least one of Q1; Q2 is balanced.
• Both Q1 and Q2 are unbalanced and either |V (Q1 ∩ Q2)|6 1 or both |V (Q1 ∩
Q2)|¿ 3 and B(Q1 ∩ Q2) ⊆ B(Q1) ∪ B(Q2).
Proof. Suppose , Q1, and Q2 are as in the statement of the theorem. Suppose (say)
Q1 is balanced and C is a positive cycle of length at least four that does not lie either
inside Q1 or inside Q2. Suppose P is a path of length at least two along C with
endpoints v; w∈Q1 ∩Q2 and all internal vertices in Q1−Q2. Then P and the edge vw
will form a positive cycle inside Q1, and so vw will be a balanced chord of C. Thus,
if either Qi is balanced,  will be chordally signed.
So suppose that neither Q1 nor Q2 is balanced. If |V (Q1 ∩ Q2)|6 1, then every
positive cycle of length at least four in  must lie inside Q1 or inside Q2 and so will
have a balanced chord.
Suppose |V (Q1 ∩Q2)|=2 with {e}=E(Q1 ∩Q2). Then Lemma 6 implies that there
exist negative cycles C1 in Q1 and C2 in Q2 that contain e; take C1 and C2 to be of
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shortest possible length. Then C1 ⊕ C2 will be a positive cycle of length at least four
that has no balanced chord, and so  cannot be chordally signed.
Suppose |V (Q1∩Q2)|¿ 3 and B(Q1∩Q2) ⊆ B(Q1)∪B(Q2). Then B(Q1∩Q2) = {∅}
(since that would force ∅∈B(Q1) ∪ B(Q2), contradicting that Q1 and Q2 are unbal-
anced); in other words, Q1∩Q2 is not balanced. Suppose C is a minimal-length positive
cycle of length at least four in  that has no balanced chord [arguing toward a con-
tradiction]. Then C cannot be inside Q1 or inside Q2. So C must contain vertices
from both Q1 − Q2 and Q2 − Q1 (and so from Q1 ∩ Q2). Applying Lemma 5 to
the unbalanced chordally signed complete graph Q1 ∩ Q2, B(Q1 ∩ Q2)= {S1; S2; S3}.
Since B(Q1 ∩ Q2) ⊆ B(Q1) ∪ B(Q2), each of S1, S2, and S3 is in B(Q1) ∪ B(Q2).
Suppose for the moment that some Si is disjoint from V (C). Then there would exist
edges e1; e2 ∈Q1 ∩ Q2 (possibly e1 = e2) that are disjoint from Si and such that each
ej (j=1; 2) could be combined with edges of C to form a cycle Cj inside Qj. Not
both C1 and C2 could be negative (since Si is a balancing vertex set of Q1 or Q2, and
so would have to intersect every negative cycle in Q1 or every negative cycle in Q2).
But then e1 or e2 would be a balanced chord of C, contradicting the choice of C.
So suppose that each Si ∈B(Q1 ∩ Q2) has a vertex — call it vi — in C, with v1 a
balancing vertex of Q1 ∩ Q2. As in Lemma 5, switching at all the vertices positively
adjacent to v= v1 will ensure that each edge of the triangle  induced by {v1; v2; v3}
is negative (without changing which cycles are positive or negative, which sets are
balancing vertex sets, etc.). If vivj ∈E() is a chord of C, let Cij denote the cycle
formed by the edge vivj and arc of C between vi and vi that omits vk (the third vertex
of ). Thus C =C12 ⊕ C13 ⊕ C23 ⊕ . If none of the edges of  is an edge of C,
then at least one of the cycles Cij must be negative and Cij ⊕ would form a smaller
positive polynomial of length at least four with no balanced chord, contradicting the
minimality of C. If exactly one of the edges of  — say vivk — is an edge of C,
then exactly one of Cij and Cjk must be positive, and so either, respectively, vivj or
vjvk will be a balanced chord of C. Finally, if two of the edges of  — say vivj and
vjvk — are edges of C, then there must exist a vertex w∈C ∩ Q1 ∩ Q2 − {v1; v2; v3}.
Notice that v1w is negative (since we switched at all vertices positively adjacent to
v1) and one of v2w; v3w is negative (depending on whether w∈ S3 or w∈ S2). Also,
{vi; vk ; w} cannot induce a negative triangle (since v1 is a balancing vertex of Q1∩Q2);
thus exactly one of viw and vkw will be positive. Therefore, vjw and one of viw; vkw
will be negative, and one of these two negative edges will be a balanced chord of C.
Conversely, suppose  is chordally signed with |V (Q1 ∩ Q2)|¿ 3, and suppose
S ∈B(Q1 ∩Q2), yet S ∈ B(Q1) ∪ B(Q2) [arguing toward a contradiction]. Each Qi − S
is unbalanced (since otherwise S would be a balancing vertex set for Qi, a contradic-
tion). If Q1 ∩Q2 is balanced, let e be any edge in Q1 ∩Q2; if Q1 ∩Q2 is not balanced
— so B(Q1 ∩ Q2)= {S1; S2; S3} by Lemma 5 — let e be any edge joining vertices in
the two members of {S1; S2; S3} − {S}. Applying Lemma 6 to e in Q1 − S, there is a
negative cycle C1 in Q1 − S such that C1 contains e. Since C1 is negative, it is not
in Q1 ∩ Q2 − S. Break C1 up into paths P′; P′′; : : : with edges outside Q1 ∩ Q2 and
endpoints in Q1∩Q2, and connecting paths (of lengths ¿ 0) within Q1∩Q2. Each P(i)
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Fig. 3. The graph on the left is chordally signed; the graph on the right is not, since the positive 4-gon
〈x; c; f; d; x〉 has no balanced chord.
Fig. 4. A signed chordal graph with three maxcliques that is not chordally signed.
together with the edge joining its endpoints forms a cycle C(i)1 . Then C1⊕C′1⊕C′′1 ⊕· · ·
is in Q1 ∩ Q2 − S, and so is positive. Therefore at least one C(i)1 , i¿ 0, is negative;
say C′1. Without loss of generality, assume C
′
1 is a minimal-length negative cycle in
Q1 having only the two vertices v− and v+ in Q1 ∩ Q2. Applying Lemma 6 to e′ in
Q2 − S, there is a minimal-length negative cycle C2 in Q2 − S such that C2 contains
e′. Then C′1 ∩C2 = {v−; v+}, and so C′1⊕C2 will be a positive cycle of length at least
four. Neither e′ nor (by the assumed minimality of C′1 and C2) any of the other chords
of C′1 ⊕ C2 can be balanced chords, contradicting that  is chordally signed.
Fig. 3 illustrates Theorem 7. In the chordally signed graph on the left, denoting the
maxclique {a; b; c; d; e} by Q1 and {b; c; d; e; f} by Q2,
B(Q1)= {{d}; {a; c}; {b; e}};
B(Q2)= {{c}; {d}; {b; e; f}}; and
B(Q1 ∩ Q2)= {{c}; {d}; {b; e}}:
The only diGerence in the non-chordally signed graph on the right is that Q1 =
{a; b; c; d; e; x} and B(Q1)= {{d}; {a; c}; {b; e; x}}; now {b; e}∈B(Q1∩Q2), but {b; e} ∈
B(Q1) ∪ B(Q2).
By analogy with the clique-tree approach to chordal graph theory, as developed for
instance in [5, Section 2:1], information about maxcliques and their pairwise over-
lap might be expected to suMce in recognizing which signed chordal graphs are
chordally signed; Theorems 4 and 7 would be the ,rst two steps in doing this. But
Fig. 4 shows a simple example with just three unbalanced maxcliques that suggests
that there will be major diMculties in extending those theorems to arbitrary signed
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chordal graphs in the style of [5, Section 2:1]: Letting Q1 = {a; b; c; x}, Q2 = {b; c; d; x},
and Q3 = {c; d; e; x}, B(Qi ∩ Qj) * B(Qi) ∪ B(Qj) (since B(Q1)= {{b}; {c}; {a; x}},
B(Q2)= {{b; d}; {c}; {x}}, B(Q3)= {{c}; {d}; {e; x}}, B(Q1 ∩ Q2)= {{b}; {c}; {x}},
and B(Q2 ∩ Q3)= {{c}; {d}; {x}}).
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