The minimum energy, and, more generally, the minimum cost, to transmit 1 bit of information was recently derived for bursty communication when the information is available infrequently at random times at the transmitter. This result assumes that the receiver is always in the listening mode and samples all channel outputs until it makes a decision. Since sampling is in practice one of the receiver's most energy consuming functions, a natural question is to evaluate capacity per unit cost when the receiver is sampling constrained. This paper investigates such a setting where the receiver can sample only a given fraction ρ ∈ (0, 1] of the channel outputs. It is shown that regardless of ρ > 0, the asynchronous capacity per unit cost is the same as under full sampling, i.e., when ρ = 1. Moreover, a sparse output sampling does not even impact decoding delaythe elapsed time between when information is available and when it is decoded. Hence, surprisingly, it suffices to sample an arbitrarily small fraction of the channel outputs and yet achieve the same (asymptotic) performance as under full output sampling.
objects send sparsely generated data over a very large time horizon. Nevertheless, the delay within which these data must be reliably delivered to their destination is critical (think of car-to-car communication for collision avoidance [2] ). Furthermore, for energy limited devices (e.g., battery-powered sensors), it is relevant to take power limitations into account. For instance, the rate per unit input cost (e.g., bits per joule) is one important metric in this regime. Since analog-to-digital conversion is one of the receiver's most power consuming functions, with a power consumption that typically scales linearly with the sampling rate, 1 another important metric is the receiver's sampling rate.
For such bursty communication settings, [3] characterized the asynchronous capacity per unit cost based on the following model. There are B bits of information that are made available to the transmitter at some random time ν, and need to be communicated to the receiver. The B bits are encoded and transmitted over a memoryless channel using a sequence of symbols that have costs associated with them. The rate R per unit cost is the total number of bits divided by the cost of the transmitted sequence. Asynchronism is captured here by the fact that the random time ν is not known a priori to the receiver. However both transmitter and receiver know that ν is distributed (e.g., uniformly) over a time horizon {1, . . . , A} where A represents the level of asynchronism in the system. At all times before and after the actual transmission, the receiver observes "pure noise." The noise distribution corresponds to a special input "idle symbol" being sent across the channel (for example, in the case of a Gaussian channel, this would be "0").
The goal of the receiver is to reliably decode the information bits by sequentially observing the outputs of the channel. A main result in [3] is a single-letter characterization of the asynchronous capacity per unit cost C(β), where
denotes the timing uncertainty per information bit. As a corollary, unless β > 0, i.e., the level of asynchronism A is exponential in B, the asychronous capacity per unit cost is the same as the synchronous capacity per unit cost C(0). While the above result holds for arbitrary discrete memoryless channels and arbitrary input costs, the underlying model assumes that the receiver is always in the listening mode; every channel output is observed until decoding happens. 1 See [4] . 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
In the strong asynchronism regime β > 0, this means that the receiver samples mostly pure noise. In this paper we generalize the above result by constraining the receiver to sample only a given fraction ρ ∈ (0, 1] of the channel outputs. The main result says that the asynchronous capacity per unit cost is not impacted by a sparse output sampling. More specifically, the asynchronous capacity per unit cost satisfies C(β, ρ) = C(β) for any asynchronism level β > 0 and sampling frequency 0 < ρ ≤ 1. Moreover, regardless of 0 < ρ ≤ 1 the decoding delay is minimal. Specifically, the elapsed time between when information starts being sent and when it is decoded is the same (asymptotically) as under full sampling.
This result uses the possibility for the receiver to sample adaptively, i.e., the next sampling time is chosen as a function of past observed samples. Under non-adaptive sampling it is still possible to achieve the full sampling asynchronous capacity per unit cost, but the decoding delay gets multiplied by a factor 1/ρ. Therefore, adaptive sampling strategies are of particular interest in the very sparse regime.
We end this section with a brief tour d'horizon of related works. The bursty communication model we consider was introduced in [5] . In [6] and [7] the focus is on the synchronization threshold-the largest level of asynchronism under which it is still possible to communicate reliably. In [5] , [7] , and [8] communication rate is defined with respect to the decoding delay, the expected elapsed time between when information is available and when it is decoded. The best upper and lower bounds on capacity are obtained in [8] and are shown to be tight for certain channels. In [8] it is also shown that so-called training-based schemes, where synchronization and information transmission use separate degrees of freedom, need not be optimal in particular in the high rate regime.
The finite message regime was investigated in [9] where capacity is defined with respect to the codeword length, i.e., same setting as [3] but with unit cost per transmitted symbol. A main result in [9] is that dispersion-a fundamental quantity that relates rate and error probability in the finite block length regime-is unaffected by the lack of synchronization. Whether or not this remains true under sparse output sampling is an interesting open issue.
Note that the seemingly similar notions of rates investigated in [3] , [5] , and [7] [8] [9] are in fact very different. In particular, capacity with respect to the expected decoding delay remains in general an open problem.
In deriving converses, [3] , [6] [7] [8] consider a simplified "slotted" version of the above communication model in which communication is supposed to occur only in one of consecutive blocks of the size of a codeword. Error exponents for the slotted model were further investigated in [10] and [11] .
The previous works consider point-to-point communication. A (diamond) network configuration was recently investigated in [12] who provided bounds on the minimum energy needed to convey one bit of information across the network.
In the above setups, asynchronism is caused by a bursty source of information and not by the channel.
Hence, information starts being sent at an unknown time but the duration of information transmission remains unaffected and is equal to codeword length. The complementary setup where asynchronism is caused by the channel instead of the source results in information transmission starting at the origin but whose duration is random. Recent related works are [13] and [14] which consider variations of the insertion/substitution channel model [15] . In [13] the authors investigated the impact of bit asynchronism on capacity per unit cost and in [14] the authors investigated the impact on capacity due to codeword transmission intermittency. This paper is organized as follows. Section II contains some background material and extends the model developed in [3] to allow for sparse output sampling. Section III contains the main results. Finally Section IV is devoted to the proofs.
II. MODEL AND PERFORMANCE CRITERION
The asynchronous communication model we consider captures the following general features:
• Information is available at the transmitter at a random time; • The transmitter can choose when to start sending information based on when information is available and based on what message needs to be transmitted; • Outside the information transmission period the transmitter stays idle and the receiver observes noise; • There is a cost associated with each channel input; • The decoder is sampling constrained and can observe only a fraction of the channel outputs; • Without knowing a priori when information is available, the decoder should decode reliably and "in a timely manner," on a sequential basis. Compared to the model developed in [3] the present model adds a sampling constraint at the receiver.
Communication is discrete-time and carried over a discrete memoryless channel characterized by its finite input and output alphabets X and Y, respectively, and transition probability matrix
for all y ∈ Y and x ∈ X. Without loss of generality, we assume that for all y ∈ Y there is some x ∈ X for which Q(y|x) > 0.
Given B ≥ 1 information bits to be transmitted, a codebook C consists of
codewords of length n ≥ 1 composed of symbols from X.
A randomly and uniformly chosen message m ∈ {1, 2, . . . , 2 B } is available at the transmitter at a random time ν, independent of m, and uniformly distributed over {1, . . . , A B }, where the integer characterizes the asynchronism level between the transmitter and the receiver, and where the constant β ≥ 0 denotes the timing uncertainty per information bit, as depicted in Fig. 1 . While ν is unknown to the receiver, A B is known by both the transmitter and the receiver.
We consider one-shot communication, i.e., only one message arrives over the period {1, 2, . . . , A B }. If A B = 1, the channel is said to be synchronous.
Given ν and m, the transmitter chooses a time σ (ν, m) to start sending codeword c n (m) ∈ C assigned to message m. Transmission cannot start before the message arrives or after the end of the uncertainty window, hence σ (ν, m) must satisfy
In the rest of the paper, we suppress the arguments ν and m of σ when these arguments are clear from context. Before and after the codeword transmission, i.e., before time σ and after time σ + n − 1, the receiver observes "pure noise." Specifically, conditioned on ν and on the message to be conveyed m, the receiver observes independent channel outputs
the Y t 's are "pure noise" symbols, i.e.,
where c i (m) denotes the i th symbol of the codeword c n (m).
The receiver in a synchronous setting operates according to a decoding function only, which is a map from the channel outputs to the message set. In the present context of asynchronous communication, decoding involves three components:
• a sampling strategy,
• a stopping (decoding) time defined on the sampled process, • a decoding function defined on the stopped sampled process. A sampling strategy consists of "sampling times" which are defined as an ordered collection of random time indices
where S j is interpreted as the j th sampling time. The sampling strategy is either non-adaptive or adaptive. It is non-adaptive when the sampling times in S are independent of Y A B +n−1
The strategy is adaptive when the sampling times are functions of past observations. This means that S 1 is an arbitrary value in {1, . . . , A B + n − 1}, possibly random but independent of Y A B +n−1 1 , and for j ≥ 2
for some (possibly randomized) function
Notice that , the total number of output samples, may be random under adaptive sampling but also under non-adaptive sampling since the strategy may be randomized (but still independent of the channel outputs Y A B +n−1 1 ). Given a sampling strategy, the receiver decodes by means of a sequential test (τ, φ τ ) where τ denotes a stopping (decision) time with respect to the sampled output process 2 
A code (C, (S, τ, φ τ )) is defined as a codebook and a decoder composed of a sampling strategy, a decision time, and a decoding function. Throughout the paper, whenever clear from context, we often refer to a code using the codebook symbol C only, leaving out an explicit reference to the sampling strategy and to the decoder.
Definition 1 (Error Probability): The maximum (over messages) decoding error probability of a code C is defined as
2 Recall that a (deterministic or randomized) stopping time τ with respect to a sequence of random variables Y 1 , Y 2 , . . . is a positive, integer-valued, random variable such that the event {τ = t}, conditioned on the realization of Y 1 , Y 2 , . . . , Y t , is independent of the realization of Y t+1 , Y t+2 , . . ., for all t ≥ 1. 3 Notice that since there are at most A B + n − 1 sampling times, τ , and hence |O τ |, is bounded by
where the subscripts "m, t" denote conditioning on the event that message m arrives at time ν = t, and where E m denotes the error event that the decoded message does not correspond to m, i.e.,
(2) Definition 2 (Cost of a Code): The (maximum) cost of a code C with respect to a cost function k : X → [0, ∞] is defined as
Assumption: throughout the paper we assume that ∈ X and that is the only zero cost symbol. The other cases introduce additional technical complications as investigated in [3] under full sampling and are omitted in this paper.
Definition 3 (Sampling Frequency of a Code):
Given ε >0, the sampling frequency of a code C, denoted by ρ(C, ε), is the relative number of channel outputs that are observed until a message is declared. Specifically, it is defined as the minimum
We now define capacity per unit cost under the constraint that the receiver has access to a limited number of channel outputs:
Definition 5 (Asynchronous Capacity Per Unit Cost Under Sampling Constraint): R is an achievable rate per unit cost at timing uncertainty per information bit β and sampling frequency ρ, if there exists a sequence of codes {C B } and a sequence of positive numbers ε B with ε B B→∞ −→ 0 such that for all B large enough 1) C B operates at timing uncertainty per information bit β; 2) the maximum error probability P(E|C B ) is at most ε B ; 3) the rate per unit cost
The asynchronous capacity per unit cost, denoted by C(β, ρ), is the supremum of achievable rates per unit cost. A few comments are in order. Concerning the delay constraint 5) in Definition 5, recall that the transmitter can choose 4 Throughout the paper logarithms are always intended to be to the base 2.
the time σ (m, ν) to start sending data. Hence, if there were no delay constraint, the transmitter could choose to delay transmission to the very end. That is, the transmitter and receiver could agree that σ (ν, m) = A B regardless of the values of ν and m, thereby eliminating asynchronism. Employing this strategy comes at the expense of delay, which would be of the order of A B , i.e., exponential in B. To guarantee a "timely" data delivery and a meaningful mathematical problem, we impose a subexponential delay.
Two basic observations:
is an non-decreasing function of ρ for fixed β. In particular, for any fixed β ≥ 0
denotes capacity per unit cost in the special case of full sampling.
Capacity per unit cost under full sampling is characterized by the following theorem:
where max X denotes maximization with respect to the channel input distribution P X , where (X, Y ) ∼ P X (·)Q(·|·), where Y denotes the random output of the channel when the idle symbol is transmitted (i.e., Y ∼ Q(·| )), where I (X; Y ) denotes the mutual information between X and Y , and where D(Y ||Y ) denotes the divergence between the distributions of Y and Y . Define
where
The minimum delay achieved by rate R codes is n * B (R). This is formalized in the following proposition.
Proposition 1 (Minimum Delay): For any codes {C
Furthermore, there exist codes {C B } that achieve R with some error probabilities {ε B }, ε B → 0, and such that
Proposition 1 is a consequence of the achievability and converse of [3, Th. 1], and its proof is deferred to the Appendix.
III. RESULTS
The first result characterizes capacity per unit cost under non-adaptive sampling.
Theorem 2 (Non-Adaptive Sampling): For any β > 0 and 0 < ρ ≤ 1 the following holds:
• C(β, ρ) = C(β) and it is achievable with non-adaptive sampling strategies;
there exist codes {C B } with non-adaptive sampling strategies that achieve R and such that
for some ε B → 0. Hence, even with a negligible fraction of the channel outputs it is possible to achieve the full-sampling capacity per unit cost. Furthermore, to achieve this non-adaptive sampling suffices. However, delay gets multiplied by a factor 1/ρ with respect to full sampling. By contrast, under adaptive sampling we can achieve the same delay as under full sampling, regardless of ρ and β:
Theorem 3 (Adaptive Sampling): For any β > 0, 0 < ρ ≤ 1, and R ∈ (0, C(β)] there exist codes {C B } with adaptive sampling strategies that achieve R and such that lim sup
for some ε B → 0. Remark 1: As alluded to in Section II, Theorems 2 and 3 can be extended to the case where / ∈ X. In fact, we will see that the proof of Theorem 3 already holds in this setting and no further work is required. For Theorem 2, with additional work it can be shown that 1/ρ should be replaced by 1/ρ + 1 when / ∈ X. As this is even worse performance than when ∈ X, we leave the proof of this statement as an exercise for the interested reader.
What is an optimal adaptive sampling strategy? Intuitively, such a strategy should sample sparsely, with a sampling frequency of no more than ρ under pure noise, for otherwise the sampling constraint is violated, since most channel outputs are pure noise (when β > 0). It should also sample the entire sent codeword, and so densely sample during message transmission, for otherwise a rate per unit cost penalty is incurred.
The proposed asymptotically optimal sampling/decoding strategy is conceptually the same as the B-MAC protocol introduced in [16] and operates as follows. 5 Sampling starts in the sparse mode and samples at times that are multiples of 1/ρ. After each sample, the decoder tries to identify the beginning of the sent codeword by performing a hypothesis test between pure noise and message output. Once the beginning of the sent codeword has been detected, sampling is changed to dense mode and happens contiguously over a period of at most n (codeword duration). After each sample in the dense mode, the receiver tries to decode the sent message by means of a typicality decoder. If no codeword is found to be typical by the end of the dense mode period, sampling changes back to the sparse mode and the procedure is repeated.
The core of the proposed sampling strategy is the hypothesis test for discriminating the sent message from noise. If the threshold for switching to dense sampling is too high, we might sample only part of the codeword, thereby incurring a rate loss. By contrast, if this threshold is too low, we might enter the dense sampling mode too easily and not be able to accommodate the desired sampling frequency. Details are deferred to the proof of Theorem 3.
We end this section by considering the specific case when β = 0, i.e., when the channel is synchronous. For a given sampling frequency ρ, the receiver gets to see only a fraction ρ of the transmitted codeword (whether sampling is adaptive or non-adaptive), and hence
Hence, sparse output sampling induces a rate loss for synchronous communication (β = 0), but not for asynchronous communication (β > 0) as we saw in Theorem 2. The reason for this apparent contradiction is that when β > 0, the level of asynchronism is exponential in B. Therefore, even if the receiver is constrained to sample only a fraction ρ of the channel outputs, it may still occasionally sample fully over, say, (B) channel outputs, and still satisfy the overall constraint that the fraction shouldn't exceed ρ.
Remark 2 (Wake Up Sample With a Higher Cost): In the proposed model, the sampling rate is defined with respect to a "sampling cost" that is uniform over time; at each time t it is equal to one if the channel output is sampled and zero otherwise. In practice, however, the cost of the first sample after a sleep period is typically (much) higher than the cost of taking a second consecutive sample. Theorem 3 remains valid even under such a non-uniform sampling cost.
Suppose the cost of sampling Y t is 1 if Y t −1 was previously sampled and h ∈ [1, ∞) otherwise-in other words, the first sample after a sleep period of duration ≥ 1 is h. The cost of a wake up sample under the non-uniform sampling cost is hence the same as the cost of taking h samples under the uniform sampling cost. Since Theorem 3 is valid for any 0 < ρ ≤ 1 under the uniform sampling cost, if we want to operate at a sampling rate of ρ under the non-uniform sampling cost, it suffices to set the sampling rate to ρ/ h in Theorem 3. Hence, even under the above non-uniform sampling cost, it is possible to achieve C(β) and minimize delay (asymptotically) regardless of the sampling rate ρ > 0.
Remark 3 (MAC Collision Model): Although this paper focuses on the point-to-point case, the multiple access asynchronous communication problem is also of interest. A detailed examination of this problem is beyond the scope of this paper, but we make a few observations below. Consider a generalization of the point-to-point setting where, instead of one transmitter, there are U = 2 υ B transmitters who communicate to a common receiver, where υ, 0 ≤ υ ≤ β, denotes the occupation parameter of the channel. The messages arrival times {ν 1 , ν 2 , . . . , ν U } at the transmitters are jointly independent and uniformly distributed over {1, . . . , A B }, with A B = 2 β B as before. Communication takes place as in the previous point-to-point case, each user uses the same codebook, and transmissions start at the times {σ 1 , σ 2 , . . . , σ U }. Whenever a user tries to access the channel while it is occupied, the channel outputs random symbols, independent of the input (collision model).
The receiver operates sequentially and declares U messages at the times
It is easy to check (see, e.g., Birthday problem [17] ) that if υ < β/2
, the collision probability goes to zero as B → ∞. Hence in the regime of large message size, the transmitters are (essentially) operating orthogonally, and each user can achieve the point-to-point capacity per unit cost assuming a per/user error probability. We may refer to this regime as the regime of "sparse transmissions," relevant in a sensor network monitoring independent rare events.
Note that since the users use the same codebook, the receiver does not know which transmitter conveys what information. The receiver can only recognize the set of transmitted messages.
If the receiver is required to identify messages and their transmitters, then each transmitter effectively conveys B(1+υ) information bits, and the capacity per unit cost gets multiplied by 1/(1 + υ).
IV. ANALYSIS

A. Notational Conventions
The type or empirical distribution of a string x n ∈ X n , denoted byP x n , is the probability over X that assigns to each a ∈ X the number of occurrences of a in x n divided by n [18, Ch. 1.2]. For instance, if x 3 = (0, 1, 0), thenP x 3 (0) = 2/3 andP x 3 (1) = 1/3. The joint typeP x n ,y n induced by a pair of strings x n ∈ X n , y n ∈ Y n is defined similarly. The set of strings of length n that have type P is denoted by T P , leaving out an explicit reference to n which shall be understood by context.
Throughout the paper we use the standard "big-O" Landau notation to characterize growth rates (see [19, Ch. 3]). ∈ X: codewords are expanded so that symbols match transmission times that are multiples of 1/ρ (up arrows). Between transmission times the transmitter stays idle (sends 's) at no cost. These growth rates, e.g., o(1), are intended in the limit B → ∞, unless stated otherwise. Somewhat specifically, we use poly(·) to denote a function that does not grow or decay faster than polynomially in its argument.
Achievability of Theorem 2: Fix β > 0 and 0 < ρ ≤ 1. Let X ∼ P denote the input to the channel and let Y denote the corresponding output, i.e., (X, Y ) ∼ P(·)Q(·|·). For the moment we only assume that X satisfies I (X; Y ) > 0 and that the blocklength n grows as (B). At the end of the proof we whall optimize over X and n to derive the desired result.
Given B bits of information to be transmitted, the codebook C is randomly generated as follows. For each message m, randomly generate length n sequences x n i.i.d. according to P, until 6 ||P x n − P|| ≤ 1/ log n.
If (6) is satisfied, then let c n (m) = x n and move to the next message. Stop when a codeword is assigned to every message. From Chebyshev's inequality, for any fixed m, no repetition will be required with high probability to generate c n (m), i.e., P n (||P X n − P|| ≤ 1/ log n) → 1 as n → ∞
where P n denotes the order n product distribution of P. The obtained codewords are thus essentially of constant composition-i.e., each symbol appears roughly the same number of times-and have cost nE[k(X)](1 + o(1)) as n → ∞, where k(·) is the input cost function. For simplicity let us first assume that 1/ρ is an integer. Codeword symbols can be transmitted only at multiples of 1/ρ. Instants that are integer multiples of 1/ρ from now on are referred to as "transmission times." Given a message m available at time ν, the transmitter sends the corresponding codeword c n (m) during the first n information transmission times ≥ ν. In between transmission times the transmitter sends at no cost. Hence, the transmitter sends 6 || · || refers to the L 1 -norm. 7 Notice that the effective codeword duration in the sense of Section II is n/ρ. The receiver operates as follows. Sampling is performed only at the transmission times. At transmission time t, the decoder computes the empirical distributionŝ P c n (m),y n (·, ·) induced by the last output samples y n and all the codewords {c n (m)}. If there is a unique typical message m , i.e., for which ||P c n (m ),y n (·, ·) − P(·)Q(·|·)|| ≤ 2/ log n, the decoder stops and declares that message m was sent. If two (or more) codewords c n (m ) and c n (m ) relative to two different messages m and m are typical with y n , the decoder stops and declares one of the corresponding messages at random. If no codeword is typical with y n , the decoder repeats the procedure at the next transmission time. If by the time of the last transmission time (≤ A + n − 1) no message has been declared, the decoder outputs a random message.
We first compute the error probability averaged over codebooks and messages. Suppose message m is transmitted. The decoding error event E m (see (2)) can be decomposed as
where events E 0,m , E 1,m , and E 2,m are defined as • E 0,m : the n output samples between time σ and time σ + (n − 1)/ρ (including σ and σ + (n − 1)/ρ) are not typical with the sent codeword c n (m); • E 1,m : the decoder stops at a time t between σ and σ + (n − 1)/ρ (including σ and σ + (n − 1)/ρ) and declares m ; • E 2,m : the decoder stops at a time t before time σ and declares m . Notice that when event E 1,m happens, the last n observed samples are at least in part generated by the sent codeword. By contrast, when event E 2,m happens, they are generated by pure noise only.
Error probability and delay are now evaluated in the limit B → ∞ with A B = 2 β B and with a fixed ratio B/n > 0 such that
From Sanov's theorem,
where ε 1 (B) = o (1) . Note that this equality holds pointwise (and not only on average over codebooks) for any specific (non-random) codeword c n (m) that satisfies condition (6), i.e., such that
Using analogous arguments as in the achievability of [3, Proof of Th. 1], we obtain the upper bounds
which are both valid for any fixed ε > 0 provided that B is large enough.
From the union bound, we get
Taking a second union bound over all possible wrong messages, we obtain
where ε 2 (B) = o(1) for ε small enough because of (9). Combining (8), (10), (12) and a union bound, we get
for any m. We now show that the delay of our coding scheme is at most n(1 + o(1))/ρ. Suppose codeword c n (m) is sent. If τ > σ + (n − 1)/ρ then necessarily c n (m) is not typical with the corresponding channel outputs. Hence
by (10) . Since σ ≤ ν + 1/ρ we get 8
This inequality holds for any codeword c n (m) that satisfies (11) and therefore the delay is no more than n(1 + o(1))/ρ (see Definition 4) . The proof can now be concluded. Any codeword achieves a delay of no more than n(1 + o(1))/ρ. Furthermore, from (13) there exists a specific non-random code C whose error probability, averaged over messages, is less than ε 1 (n) + ε 2 (n) = o(1) whenever condition (9) is satisfied. Removing the half of the codewords with the highest error probability, we end up with a set C of 2 B−1 codewords whose maximum error probability satisfies
whenever condition (9) is satisfied.
Since any codeword has cost nE[k(X)] (1 + o(1) ), condition (9) is equivalent to 8 Recall that B/n is kept fixed and B → ∞.
Choosing X = arg max{E[k(X )] : X ∈ P(R)} and by letting n = n * B (R) (see (4) and (5)) proves that R is asymptotically achievable by non-random codes with delay no larger than n *
Finally, if 1/ρ is not an integer, it suffices to define transmission times as
This guarantees the same asymptotic performance as for the case where 1/ρ is an integer.
Delay Converse of Theorem 2: Fix β > 0, 0 < ρ ≤ 1, and R ≤ C(β). Consider a code C B that achieves rate per unit cost R − ε B > 0, maximum error probability at most ε B , sampling frequency ρ(C B , ε B ) ≤ ρ + ε B with a sampling strategy S B , and delay d B = d(C B , ε B ) , with ε B B→∞ −→ 0. We also assume, without loss of optimality, that the codeword blocklength is negligible compared to the asynchronism level, i.e.,
Indeed, since the delay should be subexponential in B (see Definition II, part 5.), we have τ − ν = o(A B = 2 β B ) with probability tending to one, and therefore codewords can be truncated to length o(A B ) without loss of optimality. The sampling strategy S B is assumed to be non-adaptive and, for the moment, also non-randomized. We deal with randomized strategies at the end of the proof. Define
Notice that N B is random since it depends on ν. Define the typical number of samples taken between time ν and time ν + d B as
where the probability is with respect to ν. From Lemma 1 in the Appendix,
where n * B (R) is defined in (4). By (18) , the definition of s B (C B , ε B ) , and the fact that ε B = o(1) we deduce that there are o(1) ). It then follows that o(1) ).
Now, if
for some arbitrary fixed 0 < ε < 1 and B large enough, then from (19) we get
for B large enough, where we defined
Inequality (21) implies that the sampling constraint is violated, as we now show. Let
For any m, we have
for B large enough. The second inequality in (23) holds since τ ≤ A B +n B −1 with probability one. The first equality holds by (17) . The third inequality holds since |O t | is non-decreasing over time. The second equality holds since the strategy is non-adaptive, and therefore |O k | is independent of the event {τ ≥ k}. Finally, the third equality in (23) holds since (21) and (22) imply that for B large enough,
We now show that
This, by (23), implies
Hence, from Definition 5, sampling frequency ρ is not achievable whenever (20) holds. To achieve a sampling frequency ρ it is thus necessary that the delay satisfies o(1) ).
To establish (24), we start by lower bounding P(τ ≥ k). Since C B achieves maximum error probability ≤ ε B , we have the following set of inequalities, which holds for at least one message:
For the third inequality in (25), note that event {τ < k, ν ≥ k} means that the decoder declares a message before the actual message is even revealed to the transmitter. In this case, the error probability is at least 1/2 for at least one message m since a message set contains at least two messages (see Section II). For the last equality in (25), note that event {τ < k} depends only on Y k−1 1 , which are i.i.d. ∼Q when conditioned on {ν ≥ k} (recall that P denotes the output distribution under pure noise). Repeating this last change of measure argument, we get
The second and third equalities in (26) hold by definition of k and the fact that ν is uniformly distributed over {1, 2, . . . , A B }.
The second inequality follows from (25). It then follows that
which establishes (24). We end the proof by showing that randomized sampling strategies cannot achieve a better delay that deterministic sampling strategies. A randomized sampling strategy can be described by a set of deterministic sampling strategies {S B } and an associated distribution P(·) over these strategies. A randomized sampling strategy that achieves delay d B with error probability ε B by definition satisfies
Replacing the maximum with an average over messages, we obtain two linear inequalities on the distribution P(S B ) over the deterministic sampling strategies. Summing these two inequalities, we deduce that if a randomized sampling strategy achieves delay d B with error probability ε B , then there exists a deterministic sampling strategy S B such that
For this S B , at least half the messages m satisfy
Hence, with an asymptotically negligible rate loss of only 1 bit, we obtain a sampling strategy satisfying
Since ε B → 0, this implies that randomized sampling strategies cannot achieve a better delay than deterministic sampling strategies.
Proof of Theorem 3: Fix β > 0 and 0 < ρ ≤ 1. We show that any R ∈ (0, C(β) ] is achievable with codes {C B } whose delays satisfy d(C B , ε B ) ≤ n * B (R) (1 + o(1) ). Let X ∼ P denote the input to the channel and let Y denote the corresponding output, i.e., (X, Y ) ∼ P(·)Q(·|·). As for the achievability part of Theorem 2 for the moment we only assume that X satisfies I (X; Y ) > 0 and that the blocklength n grows as (B). Later we shall optimize over X and n to derive the desired result.
Each codeword starts with a common preamble that consists of q log(n) repetitions of a symbol x such that
The remaining n − q log(n) components of the 2 B codewords are generated as in the proof of Theorem 2 according to distribution P.
Codeword transmission starts at time ν, i.e., σ (m, ν) = ν for all m.
To avoid bulky expressions, it is convenient to introduce the following notation. LetỸ b a , a < b, denote the random vector obtained by extracting the components of the output process Y t at t ∈ { a , . . . , b } of the form t = j/ρ for non-negative integer j . Notice that, for any t ≥ and 1, Y t t − +1 contains ≈ρ components. The strategy starts in the sparse mode, taking samples at times S j = j/ρ , j = 1, 2, . . .. At each j , the receiver computes the empirical distribution
of the sampled output in the most recent window of length q log(n).
If the probability of this type under pure noise is large enough, i.e., if P (TP j ) > 1 n 2 , the mode is kept unchanged and we repeat this test at time S j +1 . Instead, if
then we switch to the dense sampling mode, taking samples continuously for at most n time steps-for a discussion on the threshold 1/n 2 we refer to Remark 4 after the current proof. At each of these steps the receiver applies the same sequential typicality decoder as in the proof of Theorem 2, based on past qρ log n output samples. If no codeword is typical with the channel outputs after these n times steps, sampling is switched back to the sparse mode. We compute the error probability of the above scheme, its relative number of samples, and its delay.
For the error probability and delay, a similar analysis as in the proof of Theorem 2 applies with ρ = 1, with n being replaced by n − q log n, and with the ratio B/n fixed and B → ∞. We sketch the analysis.
Assuming message m is sent, the error event is decomposed as in (8) according to the events E 0,m , E 1,m and E 2,m . These events are defined in the same way except for E 0,m which should be redefined as the event: "no change mode occurs between time ν and time ν + 2q log n or there exist no n − q log n consecutive channel outputs Y i 's within {ν, ν + 1, . . . , n + 2q log n} that are typical with c n q log n+1 (m) (the information symbols of the sent codeword)."
From Sanov's theorem it is easy to check that a change mode occurs between time ν and time ν + 2q log n with probability tending to one. When this happens, c n q log n+1 (m) gets completely sampled. Sanov's theorem can then again be invoked to conclude that, with probability tending to one, there exist n − q log n consecutive channel outputs Y i 's within {ν, ν + 1, . . . , n + 2q log n} that are typical with c n q log n+1 (m). It then follows that
As for (12) ,
whenever (see argument after (15) with n being replaced by n − q log n)
For the delay, we get
by (28) through the same argument as the one right after (13) . By optimizing the input and the codeword length (see after (16) ) we deduce that R is asymptotically achievable by non-random codes with delay no larger than n * B (R) (1 + o(1) ).
We now consider the relative number of samples and show that
with ε B = 1/ poly(B). As we will see, the argument relies only on the preamble detection procedure. In particular, it does not use (29) and holds for any codeword length n B as long as
To establish (30), it is convenient to introduce Z i , 1 ≤ i ≤ A B + n − 1, which is equal to one if the receiver switches to the dense mode at time i , and is equal to zero otherwise. Note that Z i is a function of only the samples taken in the previous window of size q log n. Then, it follows that
To see this, note that the number of samples involved in the sparse mode is at most ρτ and that the number of samples involved in the dense mode is at most
we get from (31)
We now show that the right-hand side of the second inequality in (32) vanishes as B → ∞.
The fact that
follows from the fact that the error probability tends to zero, and that the decoder's final decision only depends on last n − q log n symbols. For the first term on the right-hand side of the second inequality in (32), since the sequence { j } is non-decreasing,
Now, conditioned on ν = t, t −1 is a sum of dependent Bernoulli random variables Z i distributed according to pure noise. Hence, assuming tε/n − (2n − 1) > 0
where the second inequality follows from Markov inequality, and where the last inequality holds since
where the summation is over all types of length qρ log n for which a change mode occurs, i.e., for which P (T P ) ≤ 1/n 2 (see (27) Therefore,
where the last equality follows from (35), the fact that ν is uniformly distributed over {1, 2, . . . , A B = 2 β B }, and the fact that n = O(B). From (34) and (37) we get
From (32) and the computations yielding (38) and (33) with ε = ε B = 1/poly(B) it follows that any rate ρ ∈ (0, 1] is achievable as long as the blocklength satisfies n = n B = o(A B ).
Remark 4 (Change Mode Threshold): Note that in the above construction, there is some freedom in choosing the preamble length and the corresponding change mode threshold for communicating at capacity per unit cost and minimum delay. To achieve capacity per unit cost, the preamble length should be o(B). Conversely, for the above construction, the preamble length should be (log B) to satisfy the sampling rate constraint. To see this, observe that at each time the decoder changes mode under pure noise, it samples n = (B) symbols. Since under sparse sampling the decoder already samples a fraction ρ of the channel outputs, it is necessary that the probability of mode change under pure noise is o (1/B) . This, in turn, can be guaranteed only if the preamble size is (log B).
APPENDIX
Proof of Proposition 1:
Consider the converse of [3, Th. 1] and, in particular, inequalities (27)-(29) with δ = 0 since here the delay is subexponential in B. Observe that the rate per unit cost R in these inequalities is defined with respect to extended codewords whose length equals their delay. From these inequalities, it follows that codes {C B } that achieve R have corresponding delays
where random variable X belongs to the set P(R) defined in (5) . Hence, from the definition of n * B (R),
Achievability immediately follows from [3, inequality (23) ] and the fact that the constructed code has a delay no larger than its blocklength (see [3, inequality after (21)]). (39) Proof of Lemma 1: To establish the lemma, we use the following concept of "restricted codewords."
A restricted codeword for a given message m and a given value of ν consists of some arbitrary set of s B symbols that are sampled from time ν until time ν + d B − 1. 9 Therefore a codebook C B gives rise to a family of restricted codebooks {C ν B } for any ν ∈ {1, 2, . . . , A B }. From now on, codewords always refer to restricted codewords and codebooks always refer to sets of restricted codewords (with respect to some value of ν).
To establish the lemma, we show that if a sequence of codes {C B } achieves rate per unit cost R then
RE[k(X)]
where X ∼ P B , and where P B denotes the distribution of the type class of some C ν B which contains the most elements. Assuming (40) and (41) hold we deduce that
.
The result then follows from the definition of n * B (R) (see (4)) which concludes the proof.
The proof of (40) and (41) closely parallels the proofs of inequalities (27)-(29) in [3] by replacing the notion of extended codes in [3] by the notion of restricted codes. Details are therefore omitted. 
