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Abstract
This work deals with the asymptotics of normalized Laguerre matrix polynomials of a complex matrix parameter for
√
n/x =
o(1) and x/
√
n = O(1) as n → ∞.
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1. Introduction
Laguerre matrix polynomials have been introduced and studied in [8,16,13,11,12]. Connections between the
modified Bessel matrix function and Laguerre matrix polynomials have been established in [10, p. 44–46], see [17].
Applications to matrix integration may be found in [9]. Like in the corresponding problem for scalar functions, see
[20], the problem of the development of matrix functions in series of Laguerre matrix polynomials requires some
new results concerning the matrix operational calculus not available in the literature. In this work we address the
asymptotics of normalized Laguerre matrix polynomials for
√
n/x = o(1) and x/√n = O(1) as n → ∞, which play
an important role in the analysis of series expansions of Laguerre matrix polynomials [18].
Throughout this work, for a complex number z, R(z) and (z) denote its real and imaginary parts, respectively.
For a matrix A in Cr×r its spectrum σ(A) denotes the set of all the eigenvalues of A, α(A) = max{R(z); z ∈ σ(A)},
β(A) = min{R(z); z ∈ σ(A)}. The spectral radius of A denoted by ρ(A) is the maximum of the set {|z|; z ∈ σ(A)}.
The 2-norm of A will be denoted by
‖A‖ = sup
x 	=0
‖Ax‖2
‖x‖2 , (1.1)
where for a vector y in Cr , ‖y‖2 = (y H y)1/2 is its euclidean norm, [3]. If f (z) and g(z) are holomorphic
functions of the complex variable z, which are defined in an open set Ω of the complex plane, and A is a matrix
in Cr×r with σ(A) ⊂ Ω , then from the properties of the matrix functional calculus [1, p. 558], it follows that
f (A)g(A) = g(A) f (A). The reciprocal gamma function, denoted by Γ−1(z) = 1/Γ (z), is an entire function of the
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complex variable z. Then the image of Γ−1(z) acting on A, denoted by Γ−1(A), is a well defined matrix. Furthermore,
if A+nI is invertible for every integer n ≥ 0, where I is the identity matrix inCr×r , thenΓ (A) is invertible, its inverse
coincides with Γ−1(A), and by [6, p. 253], it follows that A(A + I ) · · · (A + (n − 1)I ) = Γ (A + nI )Γ−1(A), n ≥ 1.
If we denote by µ(A) the logarithmic norm of A, and by µ˜(A) the number −µ(−A), then [5,2]
µ(A) = max{z; z ∈ σ [(A + AH )/2]}, µ˜(A) = min{z; z ∈ σ [(A + AH )/2]}. (1.2)
By (vi) [5, p. 647] it follows that µ(A) = min{θ/‖eAt‖ ≤ eθ t , t ≥ 0}, and taking into account the Schur decomposition
of A, by [3, p. 192–193] one gets
‖eAt‖ ≤ eα(A)t
r−1∑
k=0
(‖A‖r1/2t)k
k! , t ≥ 0. (1.3)
Hence t A = exp(A log t) verifies
‖t A‖ ≤
{
tµ(A), t ≥ 1,
t µ˜(A), 0 < t ≤ 1, (1.4)
‖t A‖ ≤ tα(A)
r−1∑
k=0
(‖A‖r1/2 log t)k
k! , t ≥ 1, (1.5)
‖t A‖ = ‖e−A(− log t)‖ ≤ tβ(A)
r−1∑
k=0
(−‖A‖r1/2 log t)k
k! , 0 < t ≤ 1.
Note that by (i) [5, p. 647] and Bendixon’s theorem [19, p. 395] it follows that
−‖A‖ ≤ µ˜(A) ≤ β(A) ≤ R(z) ≤ α(A) ≤ µ(A) ≤ ‖A‖ , z ∈ σ(A), (1.6)
and taking x = − log t in 3.381 (4) of [4, p. 364] one gets∫ 1
0
tm logn t dt = (−1)
nΓ (n + 1)
(m + 1)n+1 < ∞, m > −1, n ≥ 0. (1.7)
This work is organized as follows. Section 2 deals with some preliminary results. Section 3 is concerned with the
asymptotics of Laguerre matrix polynomials for large n and x .
2. Preliminaries
Definition 2.1. Given a fixed matrix A in Cr×r , a positive scalar function g(n) and a sequence of functions fn(z)
defined in an open set Ω with σ(A) ⊂ Ω , we say that the sequence { fn(A)} behaves O(g(n), A), if ‖ fn(A)‖ ≤
M(A)g(n) for some positive constant M(A) and fn(A) commutes with A for n ≥ 1.
If λ is a complex number withR(λ) > 0 and A is a matrix in Cr×r with A + nI invertible for every integer n ≥ 1,
the n-th Laguerre matrix polynomial L(A,λ)n (x) and the n-th normalized Laguerre matrix polynomial Π (A,λ)n (x) are
defined by [8, p. 58], [12, p. 25]
L(A,λ)n (x) =
n∑
k=0
(−1)kλk
k!(n − k)! (A + I )n[(A + I )k]
−1xk,
Π (A,λ)n (x) = λ
A+I
2
[
Γ (A + (n + 1)I )
Γ (n + 1)
]− 12
L(A,λ)n (x), (2.1)
where (A + I )n = (A + I )(A + 2I ) · · · (A + nI ), n ≥ 1, (A + I )0 = I . From (2.1) it is easy to show that
L(A,λ2)n (x) = L(A,λ1)n (λ2x/λ1). (2.2)
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Taking into account the generating function of Laguerre matrix polynomials given in [8, p. 57]
G(x, t, λ, A) = (1 − t)−(A+I ) exp
(−λxt
1 − t
)
=
∑
n≥0
L(A,λ)n (x)t
n, t ∈ C, |t| < 1, x ∈ C, (2.3)
one gets (1 − t)G(x, t, λ, A + I ) = G(x, t, λ, A). Hence ∑n≥0 L(A+I,λ)n (x)tn − ∑n≥0 L(A+I,λ)n (x)tn+1 =∑
n≥0 L
(A,λ)
n (x)tn . Identifying coefficients of the last series and using (2.1) one gets√
A/(n + 1) + I Π (A,λ)n+1 (x) −Π (A,λ)n (x) =
√
λ/(n + 1)Π (A−I,λ)n+1 (x), n ≥ 0. (2.4)
Using Taylor’s expansion with
√
I + At as t → 0 in (2.4) one gets
Π (A,λ)n+1 (x) −Π (A,λ)n (x) =
√
λ/(n + 1) Π (A−I,λ)n+1 (x) + O(n−1, A) Π (A,λ)n+1 (x). (2.5)
Using 3.383 (1) [4, p. 365], the asymptotic expression of the scalar hypergeometric function 1 F1 (5) [15, p. 128] and
the identity B(µ, ν) = Γ (µ)Γ (ν)/Γ (µ + ν), ifR(µ)> 0, R(ν)> 0, as R(β) → ∞, it follows that∫ 1
0
xν−1(1 − x)µ−1eβx dx = B(µ, ν) 1 F1(ν;µ + ν; β) ≈ B(µ, ν)Γ (µ + ν)Γ (ν)
eβ
βµ
= Γ (µ) e
β
βµ
. (2.6)
The next result provides an integral expression of normalized Laguerre matrix polynomials, see [20, p. 107].
Lemma 2.1. Let λ > 0 and let A ∈ Cr×r such that β(A) > −1/2. If Hn(·) denote the scalar Hermite polynomials,
then
Π (A,λ)n (x) = λ(A+I )/2
√
Γ (A + (n + 1)I )
Γ (n + 1)
(−1)nn!√
π(2n)!Γ
−1(A + I/2) 2
∫ π/2
0
(sin ϕ)2A H2n(
√
λx cos ϕ) dϕ. (2.7)
Proof. Taking into account the Rodrigues formulae for matrix and scalar Hermite polynomials, [7, p. 29], (4.9.1) [14,
p. 60], one gets H2n(x, I ) = I H2n(x/
√
2). Hence, taking t = cos ϕ in (3.2) of lemma 1 [12, p. 24], and using (2.1)
and (2.2), (2.7) follows. 
Taking into account that
|Hn(x)| = e x
2
2 e−
x2
2 |Hn(x)| ≤ e x
2
2 max
{
e−
x2
2 |Hn(x)|
}
, (2.8)
and that by Stirling’s formula n! ≈ √2πn n+12 e−n for n → ∞, one gets 2n√(2n)!n− 14 = O(1)(2n)!/n!, using theorem
8.22.6 [20, p. 199] for |x | ≤ a > 0 and theorem 8.91.3 [20, p. 242] for |x | ≥ a, it follows that
|H2n(x)| ≤ O(1)e x
2
2 ns
(2n)!
n! , (2.9)
where s = 0 if |x | ≤ √(4 − η)n, 0 < η < 4, or s = 1/6 if x ∈ R.
3. Asymptotic expression for large x > 0
The next result provides an asymptotic expression for normalized Laguerre polynomials for large x > 0.
Theorem 3.1. Let A ∈ Cr×r , λ > 0, n ∈ N, x > 0 and s = 0 if λx < (4 − η)n, otherwise s = 1/6, with 0 < η < 4.
Then the next expression holds as x → ∞, n → ∞, n > ρ(A) + 1:
Π (A,λ)n (x) = O(1, A)
eλ
x
2 n
γ0
2 +k0+s
xγ0+k0+ 12
logγ1
(
λx
2
√
n
)
logγ2
(√
n
)
, (3.1)
where if √n/x = o(1) then
(i) γ0 = µ˜(A) and γ1 = γ2 = 0, or
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(ii) γ0 = β(A), γ1 = r − 1 and γ2 = 0, else if x/√n = O(1) then
(iii) γ0 = µ(A) and γ1 = γ2 = 0, or
(iv) γ0 = α(A), γ1 = 0, γ2 = r − 1,
and in all (i)–(iv) k0 = 0 for γ0 > 12 , and for γ0 ≤ 12 , k0 is the integer such that − 12 − k0 < γ0 ≤ 12 − k0. The same
asymptotic expression holds for Π (A,λ)n+1 (x) −Π (A,λ)n (x) taking k0 = −1 for γ0 > 12 .
Proof. Taking u = cos2 ϕ in (2.7), by Definition 2.1 and (3.32) of [13], if n > ρ(A) + 1, λ > 0 and β(A) > − 12 one
gets
Π (A,λ)n (x) = O(1, A)Kn, Kn =
n
A
2 n!
(2n)!
∫ 1
0
(1 − u)A√
u(1 − u) H2n
(√
λxu
)
du. (3.2)
Hence, using (2.9) and Definition 2.1 it follows that
‖Kn‖ ≤ ns
[
Kn1 + Kn2
]
, Kn = ns
[
O(1, A)Kn1 + O(1, A)Kn2
]
, (3.3)
where s = 0 if λx ≤ (4 − η)n or s = 1/6 if λx > (4 − η)n, 0 < η < 4, and
Kn1 =
∫ 1− 1√
n
0
∥∥[√n(1 − u)]A∥∥√
u(1 − u) e
λxu
2 du, Kn2 =
∫ 1
1− 1√
n
∥∥[√n(1 − u)]A∥∥√
u(1 − u) e
λxu
2 du. (3.4)
Note that
√
n(1 − u) ≥ 1 in the first integral and 0 ≤ √n(1 − u) ≤ 1 in the second one. Taking v = √n(1 − u) in
integral Kn2 of (3.4) and using (1.5) one gets
Kn2 ≤
e
λx
2
4√n
r−1∑
k=0
(‖A‖√r)k
k!
∫ 1
0
vβ(A)− 12√
1 − v√
n
(− log(v))k e−
λxv
2
√
n dv ≤ e
λx
2
4√n O(1)
r−1∑
k=0
(‖A‖√r)k
k! In, (3.5)
where
In =
∫ 1
0
vβ(A)−
1
2 (− log(v))k e−
λxv
2
√
n dv. (3.6)
If x√
n
= O(1), x → ∞, n → ∞, by (3.6) and (1.7) one gets
In ≤
∫ 1
0
vβ(A)−
1
2 (− log(v))k dv < ∞, (3.7)
and hence, by (3.5), it follows that
Kn2 = O(1)
e
λx
2
4√n ,
x√
n
= O(1). (3.8)
If
√
n
x
= o(1), x → ∞, n → ∞, taking z = λxv2√n in (3.6) one gets
In =
(
λx
2
√
n
)−β(A)− 12 ∫ λx2√n
0
zβ(A)−
1
2
(
log
(
λx
2
√
n
)
− log(z)
)k
e−z dz
=
(
λx
2
√
n
)−β(A)− 12 k∑
j=0
(
k
j
)
log
(
λx
2
√
n
)k− j
J0, (3.9)
where
J0 =
∫ λx
2
√
n
0
zβ(A)−
1
2 (− log(z)) j e−z dz ≤
∫ 1
0
zβ(A)−
1
2 (− log(z)) j dz +
∫ ∞
1
zβ(A)−
1
2 (log(z)) j e−z dz. (3.10)
Let f (z) = Mzδ − log(z), δ > 0, M > 0. It is easy to show that f (z) > 0 if z = 1, limz→∞ f (z) = ∞, that f (z)
has only one minimum in z0 = (Mδ)− 1δ , and that given δ > 0, if M ≥ δe, f (z0) ≥ 0. Hence given δ > 0, there exists
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M > 0 such that Mzδ ≥ log(z) and M ′ such that
M ′zδ′ ≥ logk z, δ′ = kδ, z ≥ 1, (3.11)
and using (3.10), (1.7) and (3.11) it follows that
J0 ≤ O(1) + M
∫ ∞
1
zβ(A)−
1
2 +δ′e−z dz ≤ O(1) + MΓ
(
β(A) + 1
2
+ δ′
)
. (3.12)
Hence by (3.5), (3.9) and (3.12) one gets
Kn2 ≤ O(1)
e
λx
2√
x
(√
n
x
)β(A)
logr−1
(
λx
2
√
n
)
,
√
n
x
= o(1). (3.13)
Using (1.5) in integral Kn1 of (3.4) it follows that
Kn1 ≤ n
α(A)
2
r−1∑
k=0
(‖A‖√r)k
k!
∫ 1− 1√
n
0
(1 − u)α(A)− 12√
u
e
λxu
2 logk
(√
n(1 − u)) du. (3.14)
If
√
n
x
= o(1), taking into account that
logk
(√
n(1 − u)) e− λxu2 δ(1−u) ≤ ek√n(1−u)e− λx2√n δ√n(1−u) = e√n(1−u)(k− λxδ2√n ) = o(1),
0 < δ < 1, 0 ≤ u ≤ 1 − 1√
n
, (3.15)
using (3.14) and (2.6) and taking δ, 0 < δ < 1, it follows that
Kn1 ≤ e
λx
2 n
α(A)
2
r−1∑
k=0
(‖A‖√r)k
k!
∫ 1− 1√
n
0
(1 − u)α(A)− 12√
u
e−
λx
2 (1−u)(1−δ) logk
(√
n(1 − u)) e− λx2 δ(1−u) du
= e λxδ2 n α(A)2 o(1)
∫ 1− 1√
n
0
(1 − u)α(A)− 12√
u
e
λx
2 (1−δ)u du
= o(1)e
λx
2√
x
(√
n
x
)α(A)
,
√
n
x
= o(1). (3.16)
If x√
n
= O(1), by (3.14) and (2.6) one gets
Kn1 ≤ n
α(A)
2
r−1∑
k=0
(‖A‖√r log(√n))k
k!
∫ 1
0
(1 − u)α(A)− 12√
u
e
λxu
2 du
= O(1)e
λx
2√
x
(√
n
x
)α(A)
logr−1
(√
n
)
,
x√
n
= O(1). (3.17)
In an analogous way, starting from (3.4) and using the bound (1.4), if µ˜(A) > − 12 it is easy to show that
Kn2 =


O(1)
e
λx
2
4√n ,
x√
n
= O(1), x → ∞, n → ∞,
O(1)
e
λx
2√
x
(√
n
x
)µ˜(A)
,
√
n
x
= o(1), x → ∞, n → ∞,
(3.18)
Kn1 ≤ n
µ(A)
2
∫ 1− 1√
n
0
(1 − u)µ(A)− 12√
u
e
λxu
2 du = O(1)e
λx
2√
x
(√
n
x
)µ(A)
, x → ∞, n → ∞. (3.19)
Using (3.2)–(3.4), (3.8), (3.13), (3.16)–(3.19) and (1.6) and taking into account that(√
n
x
)µ(A) 1√
x
≥ O(1)n− 14 ,
(√
n
x
)α(A) logr−1 (√n)√
x
≥ O(1)n− 14 , if x√
n
= O(1), (3.20)
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(√
n
x
)µ(A)
≤
(√
n
x
)µ˜(A)
,
(√
n
x
)α(A)
≤
(√
n
x
)β(A)
logr−1
(
λx
2
√
n
)
, if
√
n
x
= o(1), (3.21)
(3.1) follows with γ0 > − 12 , k0 = 0. Taking into account that in the case of γ1 = r − 1 then
√
n
x
= o(1) and
logγ1
(
λx
2
√
n − 1
)
= logγ1
(
λx
2
√
n
)1 − log
(
1 − 1
n
)
2 log
(
λx
2
√
n
)


γ1
= logγ1
(
λx
2
√
n
)1 + O(n−1)
log
(
λx
2
√
n
)


γ1
= O(1) logγ1
(
λx
2
√
n
)
, (3.22)
logγ2
(√
n − 1
)
= logγ2 (√n)

1 + log
(
1 − 1
n
)
2 log(
√
n)


γ2
= O(1) logγ2 (√n) , (3.23)
using (2.4) and (3.1) it follows that
Π (A,λ)n (x) =
√
A + (n + 1)I
λ
Π (A+I,λ)n (x) −
√
n
λ
Π (A+I,λ)n−1 (x)
= √ne λx2 n
γ0+1
2 +s
xγ0+1+ 12
logγ1
(
λx
2
√
n
)
logγ2
(√
n
)

O(1, A) − O(1, A)(n − 1
n
)s (
n − 1
n
) γ0+1
2

 log
(
λx
2
√
n−1
)
log
(
λx
2
√
n
)


γ1 (
log
(√
n − 1)
log
(√
n
)
)γ2
= O(1, A)e λx2 n
γ0
2 +1+s
xγ0+1+ 12
logγ1
(
λx
2
√
n
)
logγ2
(√
n
)
, (3.24)
which is valid for − 12 ≥ γ0 > − 32 . Starting now from (3.24) and using (3.22), (3.23) and (2.4), in an analogous way
one gets (3.1) with − 32 ≥ γ0 > − 52 and k0 = 2. Then, by induction (3.1) follows. Analogously it is easy to obtain the
same asymptotic expression for Π (A,λ)n+1 (x). Hence, using (2.5) and (3.1) one gets
Π (A,λ)n+1 (x) − Π (A,λ)n (x) = e
λx
2
n
γ0
2 +s
xγ0+ 12
logγ1
(
λx
2
√
n
)
logγ2
(√
n
) [
O(1, A)
(n
x
)k1−1 + O(1, A)
n
(n
x
)k0]
, (3.25)
where k1 = 0 if γ0 > 12 and 32 − k1 ≥ γ0 > 12 − k1, k1 ∈ Z for γ0 ≤ 12 . Taking into account that if γ0 > 12 then
k0 = k1 = 0, if − 12 < γ0 ≤ 12 then k1 = 1, k0 = 0, and that if − 12 − k0 < γ0 ≤ 12 − k0, γ0 ≤ − 12 , then k1 = k0 + 1,
the asymptotic expression of Π (A,λ)n+1 (x) −Π (A,λ)n (x) follows. 
Remark 3.1. Note that, taking into account (1.6), depending on the values of µ˜(A), µ(A), β(A), α(A) and the growth
of the variables n and x , the norm of the asymptotic expression (3.1) with γ0 taking the values β(A) and α(A) could
be greater than the norm of the same asymptotic expression with γ0 taking the values µ˜(A) and µ(A) and γ1 = γ2 = 0
or vice versa.
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