Spline wavelet bases, adapted to the study of integration/differentiation operators in Besov and Triebel-Lizorkin spaces with local Muckenhoupt weights, are performed and applied to decomposition theorems.
Introduction
This paper is the continuation of [69] . Let The main result in [69] is decomposition of B s pq (R N , w) and F s pq (R N , w), which was performed in terms of compactly supported linear combinations of elements of Battle-Lemarié spline wavelet systems of natural orders. Recall that, for a given n ∈ N, Battle-Lemarié scaling φ BL n and wavelet ψ BL n functions generate orthonormal spline bases (see § 3). But, being not compactly supported, the functions φ BL n and ψ BL n , themself, cannot be effectively used for decomposing elements of weighted function spaces of Besov and Triebel-Lizorkin types. An important localisation property of elements of Battle-Lemarié systems was established in [69] (see also [70] ): there exist finite linear combinations of integer shifts of φ BL n or ψ BL n resulting in some new functions Φ n or Ψ n having compact supports in R and generating semi-orthogonal Riesz bases. The result in [69] uses the systems {Φ n , Ψ n } for decomposing elements of weighted smoothness function spaces B s pq (R N , w) and F s pq (R N , w) into linear sums of simple pieces. In recent years, concepts of atomic and molecular representations [51, 7, 8] , sub-atomic (quarkonial) [65, 18] and wavelet [32, 68] decompositions as well as local means characterisations [67, 72] of Besov and Triebel-Lizorkin type spaces appeared to be very useful in many aspects. This concerns, for instance, the investigation of characteristic numbers of linear operators between function spaces of the above types [30, 31, 32, 26, 28, 29, 27, 36, 37, 46, 57, 71] . The purpose of this work is characterisation of Besov B s,w pq (R N ) and Triebel-Lizorkin F s,w pq (R N ) spaces (see § 2 for the definitions), with weights w of a more general type than in B s pq (R N , w) and F s pq (R N , w), with help of spline wavelet systems of Battle-Lemarié type suitable to further study of characteristic values (entropy numbers, approximation numbers, eigenvalues, etc.) of integration and differentiation operators between the above spaces.
Spline decompositions in Besov and Triebel-Lizorkin type spaces go back to Z. Ciesielski and T. Figiel [11, 12, 13, 14, 15] . Further studies in this context were undertaken in e.g. [50, 59, 22, 23, 6, 1] . The connection with multiresolution analysis can be seen in [62, 2, 3, 38] . Spline wavelets are also discussed in standard books on wavelets [10, 16, 42, 74, 40] . One may also consult [63, § 2.12.3] and [68, § 2.5] Scales of unweighted spaces B s pq (R N ) and F s pq (R N ) contain, in particular, classical Sobolev spaces, local Hardy spaces, Bessel potential spaces, Hölder-Zygmund spaces. History of related studies can be seen in a number of monographs [5, 63, 64, 66, 68] and series of papers [20, 21] (see also [53, 4, 56, 17] ). Weighted smoothness function spaces of Besov and Triebel-Lizorkin type were investigated in e.g. [30, 31, 32] for so called admissible w. In [54, 55] they were studied with locally regular weights, in [9, 60, 39, 7, 8, 24, 26, 25] with w from the Muckenhoupt class. Authors of [52, 34, 72, 73, 35] dealt with w belonging to local Muckenhoupt weight class. In this work we focus on weighted Besov spaces B s,w pq (R N ) and Triebel-Lizorkin spaces F s,w pq (R N ) with w belonging to some local Muckenhoupt class A loc p , p ≥ 1 ( § 2.1.2). The paper is organised as follows. In § 2 we collect information about Muckenhoupt and local Muckenhoupt weight classes and recall definitions of related smoothness function spaces of Besov and Triebel-Lizorkin types. § 3 is devoted to a class of Battle-Lemarié spline wavelet systems of natural orders n. We reproduce briefly constructions of scaling φ n and wavelet ψ n functions from this class and establish localisation algorithms resulting in some related to them compactly supported functions Φ n and Ψ n . Our main theorem, which uses the Φ n and Ψ n for decomposing of Besov and Triebel-Lizorkin spaces B s,w pq (R N ) and F s,w pq (R N ) with local Muckenhoupt weights w, is given in § 4.3 (see Theorem 4.10). Throughout the paper relations of the type A B mean that A ≤ cB with some constant c depending, possibly, on number parameters. We write A ≈ B instead of A B A and A ≃ B instead of A = cB. We use Z, N and R for integers, natural and real numbers, respectively, and C for the complex plane. By N 0 we denote the set N ∪ {0}. The notation [s] is used for the integer part of s ∈ R, and s + = max{s, 0}. We put r ′ := r/(r − 1) if 0 < r < ∞ and r ′ = 1 for r = ∞. The symbol ֒→ will be used for continuous embeddings. We make use of marks := and =: for introducing new quantities. We abbreviate h(Ω) := Ω h(x) dx, where Ω ⊂ R N is some bounded measurable set.
Classes of weights and function spaces
2.1. Weights. Let w be a locally integrable function, positive almost everywhere (a weight) on R N .
2.1.1.
Admissible weights and general locally regular weights. Let N N 0 , N ∈ N, be the set of all multiindices γ = (γ 1 , . . . , γ N ) with γ i ∈ N 0 , and |γ| = N j=1 γ j . We use the abbreviation D γ for derivatives. (i) for all γ ∈ N N 0 there exists a positive constant c γ with
(ii) there exist two constants c > 0 and α ≥ 0 such that
For instance, the functions w(x) = 1 + |x| 2 α/2 and w(x) = 1 + log(1 + |x| 2 ) α with α = 0 are examples of admissible weights. If a function w in Definition 2.1 satisfies (1) and, instead of (2), the following exponential growth condition
for all x, y ∈ R N and some 0 < β ≤ 1, then it is called a general locally regular weight. Obviously, any admissible weight is locally regular. But, for instance, the weight w(x) = exp |x| β , 0 < β ≤ 1, is locally regular but not admissible [54, 55, 41 ].
2.1.2.
Muckenhoupt weights A ∞ . To discribe Muckenhoupt class A ∞ we appeal to [43, 44, 45, 61, 58, 19, 24] . Let Q be a cube Q ⊂ R N with sides parallel to the coordinate axes, and |Q| stands for its volume. (3) and (4) are taken over all cubes Q ⊂ R N . The class A ∞ is stable with respect to translation, dilation and multiplication by a positive scalar, cf.
Suprema in
for all cubes Q and their concentric Q t with side lengths l(Q) and l(Q t ) satisfying l(Q t ) = t · l(Q), t ≥ 1;
(P4) if w ∈ A p then there exists some number r < p such that w ∈ A r . We refer to [ 
playing an essential role in decomposition technique. One of the most prominent examples of a Muckenhoupt weight is the following:
More examples of weights w belonging to the class A ∞ can be seen in e.g. [ 
Suprema in (5) and (6) are taken over all cubes Q ⊂ R N with |Q| ≤ 1. Similarly to A ∞ , the class A loc ∞ is stable with respect to translation, dilation and multiplication by a positive scalar. Besides,
holds for all cubes Q with |Q| = 1 and their concentric cubes Q t such that l(Q t ) = t · l(Q), t ≥ 1;
one can define a positive number r 0 similar to r 0 for w ∈ A ∞ :
There is the basic property of A loc p weights with respect to A p weights [52, Lemma 1.1]: any w ∈ A loc p can be extended beyond a given cube Q so that the extended function belongs to A p .
p and Q be a unit cube, i.e., |Q| = 1. Then there exists aw ∈ A p so thatw = w on Q and, with an independent of Q constant c,
As an example of a weight, which is in A loc ∞ but not in A ∞ and is not locally regular, one can take
More information and examples of local Muckenhoupt weights can be found in [52] and [41, 73] . For the definitions of the unweighted Besov B s pq (R N ) and Triebel-Lizorkin F s pq (R N ) spaces we refer to [63, 64] . Their weighted counterparts can be introduced in several ways [54] . Schwartz space S ′ (R N ) of tempered distributions suites well for the case of Muckenhoupt weights, (see § 2.2.1 or e.g. [32, 26, 63] ), but is not sufficient to deal with local Muckenhoupt weight class (see § 2.2.2 for details).
Function spaces
the Fourier transform of ϕ. Symbol F −1 ϕ stands for the inverse Fourier transform given by the right-hand side of (8) with i in place of −i. Both F and F −1 are extended to S ′ (R N ) in the standard way.
(with the usual modification if q = ∞) is finite.
Definitions of the above spaces are independent of the choice of ϕ, up to equivalence of quasi-norms. If w = 1 then we have the unweighted spaces denoted as usual by B s pq (R N ) (Besov space) and F s pq (R N ) (Triebel-Lizorkin space), hence they are defined by (9) and (10) with L p (R N ) instead of L p (R N , w). The theory and properties of B s pq (R N , w) and F s pq (R N , w) can be found in [30, 31, 17 ]. To simplify the notation we write A s pq (R N , w) instead of B s pq (R N , w) or F s pq (R N , w).
Function spaces with
denote the space of all compactly supported C ∞ (R N ) functions equipped with the usual topology. To incorporate the A loc ∞ class of weights into the theory of weighted function spaces V.S. Rychkov exploited a class S ′ e (R N ) of distributions generalising the class S ′ (R N ) (see [52] and works [54, 55] by Th. Schott where the class S e (R N ) was introduced).
The S e (R N ) is equipped with the locally convex topology defined by the system of the semi-norms q N . The following properties take place for S e (R N ) (see [54] , [52] and [41, § 3] 
holds for all ϕ ∈ D(R N ) with some constants C and N depending of f . Such a distribution f can be extended to a continuous functional on S e (R N ).
Contrary to the situation with S(R N ) and S ′ (R N ), the Fourier transform is not well defined in S e (R N ) and S ′ e (R N ). But, for ϕ, ψ ∈ S e (R N ) their convolution
put
and
for any multi-index γ ∈ N N 0 , |γ| ≤ Γ, where Γ ∈ N is fixed. We write Γ = −1 if (13) does not hold.
Let a function ϕ 0 ∈ D(R N ) satisfy (11) and ϕ of the form (12) satisfy (13) 
Definitions of the above spaces independent of the choice of ϕ 0 , up to equivalence of quasi-norms. To simplify the notation we write A s,w [35, 41, 52, 72, 73] for details and other properties of A s,w pq (R N )).
Spline wavelet systems with localisation properties
We are interested in a class of orthonormal spline wavelet systems of Battle-Lemarié type, which can be obtained by orthogonalisation process of B−splines. Detaled constructions of wavelet systems of such a type was established in [70, 69] inspired by the idea taken from [48, 49] (see also [47] ).
To remind breifly the fundamentals, we put B 0 = χ [0,1) and define
Each B−spline B n of order n is continuous and n−times a.e. differentiable function on R with supp B n = [0, n + 1]. B n (x) > 0 for all x ∈ (0, n + 1) and the restriction of B n to each [m, m + 1], m = 0, . . . , n, is a polynomial of degree n. The function B n (x) is symmetric about x = (n + 1)/2 (see e.g. [10] ). B-splines satisfy the following differentiation property
or, in its generalised form,
Orthogonalisation of B-splines of the form (14) results in functions φ BL n ∈ L 2 (R), named after G. Battle [2, 3] and P.G. Lemarié-Rieusset [38] .
is called the Battle-Lemarié scaling function of order n. The related to it n−th order Battle-Lemarié wavelet is a function ψ BL n whose Fourier transform iŝ
are generated by B n and constitute MRA Bn of L 2 (R) in the sense that
Further, there are the orthogonal complementary subspaces . . . ,
Wavelet subspaces W d , d ∈ Z, related to the spline B n , are also generated by some basis functions (wavelets) in the same manner as the spline spaces V d , d ∈ Z, are generated by the scaling function B n . The scaling function B n and one of its associated wavelets form a wavelet system generating a Riesz basis of L 2 (R). Unfortunately, elements of such a basis are not orthogonal to each other [10, 74] Fix n ∈ N. For each j = 1, . . . , n we define r j (n) := (2α j (n) − 1) − 2 α j (n)(α j 9n) − 1) for some particular α j (n) > 1. Then r j (n) ∈ (0, 1) for all j = 1, . . . , n. Put β n := 2 n α 1 (n) r 1 (n) . . . α n (n) r n (n) and define the n−th order Battle-Lemarié scaling function φ n,k via its Fourier transform as follows:
where A n (ω) := 1 + e iω r 1 (n) . . . 1 + e iω r n (n) ,
Since m∈Z φ n,k (ω + 2πm)
Therefore, for fixed k ∈ Z the system {φ n,k (· − τ ) : τ ∈ Z} forms an orthonormal basis in V 0 of MRA Bn . Since
it follows from (17), that
In particular,
The Fourier transform of a wavelet function ψ n,k,s related to the φ n,k must satisfy the condition
where we can put (see [70, § 2] for details) M n,k,s (ω) := e −iω m n,k (w + π) e −2iωs .
Denote A n (ω) := A n (ω + π) = 1 − e −iω r 1 (n) . . . 1 − e −iω r n (n) . Since
Therefore,ψ n,k,s (ω) = β n e −iωs e −iω/2 2 n+1 e iπ(n+1+k)
Observe that, the pre-image of
which is equal to the (n + 1)−st order derivative of 2 −n−1 B 2n+1 (2x + n).
Multiplying the numerator and denominator in (19) by A n (−ω/2) we obtain ψ n,k,s (ω) = β n e −iωs e −iω/2 2 n+1 e iπ(n+1+k)
with A n (ω) := A n (ω/2)A n (−ω/2) = 1 − e iω r 2 1 (n) . . . 1 − e iω r 2 n (n) . Denote ρ j (n) = r j (n) + 1/r j (n), j = 1, . . . , n. Since
where λ n (n) = 2, 0 < λ j (n) = λ j (ρ 1 (n), . . . , ρ n (n)) for j = n and λ j (n) is even for all j = 0. Thus and (20) , we obtain on the strength of (18):
ψ n,k,s (w) = r 1 (n) . . . r n (n) β n 2 n+1 · (−1) n+1+k n j=0 λ j (n) 2(−1) j e jiω/2 + e −jiω/2
In particular, with γ n,k := [r 1 (n) . . . r n (n)]β n 2 −n (−1) n+1+k and B n,s (2x) denoting B n (2(x − s)):
while, with λ 0 (2) = 2 + ρ 1 (2)ρ 2 (2) and λ 1 (2) = 2(ρ 1 (2) + ρ 2 (2)),
By construction, orthonormal wavelet systems {φ n,k , ψ n,k,s } are from MRA Bn for any k, s ∈ Z. Substitution x =x + 1/2 into the definition of B n leads to another type of Battle-Lemarié wavelet systems of natural orders {φ n,k ,ψ n,k,s }, which are shifted with respect to {φ n,k , ψ n,k,s } in 1/2 to the left. These are from MRAB n generated by the shifted B-splineB n (x) := B n (x + 1/2). Basic properties of Battle-Lemarié wavelet systems are described in [69, Proposition 3.1]. These systems can be chosen to be k-smooth functions if n ≥ k + 1 having exponential decay with rate decreases as k increases [16, § 5.4 ].
Localisation of elements of Battle-Lemarié wavelet systems.
For n ∈ N the both φ n,k and ψ n,k,s have unbounded supports on R (see § 3.1). Some algorithms for localising {φ n,k , ψ n,k,s } were established in [ We have (see (17) and (20) with (21)):
ψ n,k,s (ω) = β n (−1) n+1+k 2 −n−1 A n (±ω/2) 2 n+1 k=0 (−1) k (n + 1)! k!(n + 1 − k)! e (n−k)iω/2 e −iωsB n (ω/2)
Localisation algorithms are based on getting rid of denominators inφ n,k andψ n,k,s , which, in fact, are the causes of spreading over R the compactly supported pre-images ofB n,k (see (22) ) and
k!(n+1−k)! e (n−k)iω/2 e −iωsB n (ω/2) staying in nominators ofφ n,k andψ n,k,s , respectively.
Fix some m ∈ N. One of localised versions of φ n,k can be represented by Φ n,k [70, § 3] for whicĥ
Respectively to the form of A n (ω), the localised functions Φ n,k are linear combinations of n+1 orthogonal to each other functions φ n,k with k replaced by k − n, . . . , k − 1, k and coefficients corresponding to the definition of A n (ω). The number of steps for performing Φ n,k from integer translations of φ n,k is n.
According to the structure of A n (ω), at each step, we should sum a function of its current form (φ n,k at the first step) with the same one, but shifted in 1 to the left and multiplied by r l (n), l = 1, . . . , n.
As a localised analogue of ψ n,k,s , suitable for our purposes, we shall use Ψ n,m(k);k,s satisfyinĝ
with power k ∈ {0, 1}. If k = 0 then . Therefore, the total number of steps for establishing Ψ n,m(1);k,s from orthogonal to each other integer shifts of ψ n,k,s equals to 2n + 2m.
In view of (15) (or (16)), |n − m|−th order integration (or differentiation) of proper combinations of Φ n,k and Ψ n,m(1);k,s lead to Φ m,k and to some linear combinations of shifts of Ψ m,k,s and Ψ m,k,s+1/2 .
On the strength of (23) and (24), the Φ n,k and Ψ n,m(k);k,s are compactly supported. It also holds:
It follows from (23) and (24) , respectively, that
Notice that Φ n,k = n κ=0 α ′ κ · φ n,k−κ and Ψ n,m(k);k,s = |κ|≤n+mk α ′′ κ · ψ n,k,s+κ , where n κ=0 α ′ κ = 1 + r 1 (n) . . . 1 + r n (n) := Λ ′ n > 0,
(see (23) , (24) and definitions of A n (±ω) with A n (±ω)). The Φ n,k and Ψ n,m(k);k,s are localised with supp Φ n,k = [k, k + n + 1] and supp Ψ n,m(k);k,s = [s − n/2 − mk, s + 3n/2 + mk + 1].
The functions Φ n,k and Ψ n,m(k);k,s are proper finite linear combinations of integer translations of φ n,k and ψ n,k,s , respectively, which are elements of the same orthonormal basis in MRA Bn of L 2 (R).
On the strength of (25) the system {Φ n,k (·−τ ) : τ ∈ Z} forms a Riesz basis in the subspace V 0 ⊂ L 2 (R) related to MRA Bn . Integer translates of Ψ n,m(k);k,s also form a Riesz basis in W 0 ⊂ L 2 (R) related to MRA Bn . This can be checked taking into account the forms of |Φ n,k | and |Ψ n,m(k);k,s | (see (25) , (26)). Further properties of Φ n,k , Ψ n,m(k);k,s can be found in [69, Proposition 3.2].
Spline wavelet characterisation of weighted function spaces
Let C(R N ) be the space of all complex-valued uniformly continuous bounded functions in R N and let
obviously normed. We shall use the convention C 0 (R N ) = C(R N ). For a given N ∈ N and for each l ∈ {1, . . . , N } let V d , d ∈ N 0 , denote the multi-resolution approximation of L 2 (R) generated by B n l , and
For each l ∈ {1, . . . , N } we fix n l , m l ∈ N, k l ∈ {0, 1} with k l , s l ∈ Z and denote Φ(x) := Φ n l ,k l (x)/Λ ′ n l and Ψ(x) := Ψ n l ,m l (k l );k l ,s l (x)/Λ ′′ n l (30) with Λ ′ n l and Λ ′′ n l as in (27) and (28) . Therefore, we have chosen N systems Φ, Ψ of scaling Φ and wavelet Ψ functions from C n l −1 (R), of order n l . Applying the tensor-product procedure one can obtain the following scaling and wavelet functions with compact supports on R N related to Φ and Ψ:
here n 0 = min{n 1 , . . . , n N }. Being linear combinations of basis functions (from V 0 only or W 0 only), integer translates of Φ and Ψ form a (semi-orthogonal) Riesz basis in V 0 and W 0 of order n l for each l ∈ {1, . . . , N }. Thus, Φ and Ψ constitute a Riesz basis in V 0 and W 0 of smoothness n 0 − 1.
Let us remind, ones again, that Φ and Ψ are finite linear combinations of orthogonal to each other elements φ = φ n l ,k l /Λ ′ n l and ψ = ψ n l ,k l ,s l /Λ ′′ n l of Battle-Lemarié wavelet system { φ, ψ} (see [69, § 4] ). Elements of a wavelet basis (32) generated by (31) can both serve as atoms ad local means. 4.1. Atomic decomposition. For (τ 1 , . . . , τ N ) = τ ∈ Z N and d ∈ N 0 we define dyadic cubes
with sides parallel to the axes of coordinates and with side length 2 −d . For 0 < p < ∞, d ∈ N 0 and τ ∈ Z N we denote by χ (p) dτ the p−normalised characteristic function of the Q dτ :
such that
For 0 < p < ∞, 0 < q ≤ ∞ or p = q = ∞ weighted space f w pq is the collection of all (33) such that
To simplify the notation we write a w pq instead of either b w pq or f w pq . The sequence spaces a w pq are adapted versions of the spaces from [35, Definition 3.2] or [72, Definition 4.2] with respect to the additional parameter i = 1, . . . , 2 N − 1. We shall denote an atom a(x) supported in some Q dτ by a idτ in the sequel.
M. Izuki and Y. Sawano proved the atomic decomposition theorem for elements of A s,w pq (R N ) [35] . For w ∈ A loc ∞ with r 0 given in (7) we define This result [35, Theorem 3.4 ] admits the following reformulation (see also [72, Theorem 4.3] ).
when A s,w pq (R N ) denotes B s,w pq (R N ) and 
Characterisation by local means. Following [67] and [72] we start from definitions of a special class of functions of finite smoothness (kernels) and distributions of finite order. 
there exist all (classical) derivatives D α k idτ ∈ C(R N ) with |α| ≤ A such that for all i = 0, . . . , 2 N − 1
we denote a set consisting of all functions of order M with compact support.
The set of all distributions of order M is denoted by D ′ M (R N ). If f ∈ D ′ M (R N ) then f can be extended to a continuous linear functional on C ∞ 0 (R N ), moreover, (C M 0 (R N )) ′ = D ′ M (R N ) [33] . Following the concept from [67] and [72, § 5] we define local means and introduce sequence spaces with local Muckenhoupt weights adaptively to the parameter i = 0, . . . , 2 N − 1.
. Let k idτ be kernels according to Definition 4.4 (with the same A). Then k 00τ (f ) = f, k 00τ with τ ∈ Z N and k idτ (f ) = f, k idτ with i = 1, . . . , 2 N − 1, d ∈ N, τ ∈ Z N are called local means. Furthermore, we put
and f s,w pq is the collection of all sequences (34) such that
Characterisation of function spaces A s,w pq (R N ) with A loc ∞ was given in [72, Theorem 5.8 ]. This important result admits the following reformulation. For proving our main result we shall need the local reproducing formula for f ∈ A s,w pq (R N ) by V.S. Rychkov [52] utilising the idea from [20] . Denote {ϕ d } d∈N 0 the family of functions from D(R N ) satisfying (11)-(13) with Γ = (1 + [s]) + . In was established in [52, Theorem 1.6] that for any given integer L ≥ 0 there exists {ψ d } d∈N 0 ⊂ D(R N ) such that ψ 1 has at least L ≥ 0 vanishing moments and
We denote
4.3. The main theorem. We shall represent a distribution f ∈ A s,w pq (R N ) as the series
Our main result reads as follows. (31) . We assume
if A s,w pq (R N ) denotes F s,w pq (R N ). Then f ∈ S ′ e (R N ) belongs to A s,w pq (R N ) if and only if it can be represented as
where λ ∈ a s,w pq and the series converges in S ′ e (R N ). This representation is unique with
and I : f → λ 00τ ∪ λ idτ is a linear isomorphism of A s,w pq (R N ) onto a s,w pq , besides
with λ 00τ = λ 00τ , τ ∈ Z N , and λ idτ = 2 dσ λ idτ , i = 1, . . . , 
Then a 00τ (x) = Φ τ (x) are 1 K −atoms and a idτ (x) = 2 −d(s+N/2−N/p) Ψ i(d−1)τ (x) are (s, p) K,L −atoms with K = L = n 0 − 1. Thus, by Theorem 4.3, f ∈ A s,w pq (R N ) and the right hand side of (38)(i) is performed. Now let f ∈ A s,w pq (R N ). We take k 00τ (x) = Φ τ (x), τ ∈ Z N , and k idτ (x) = 2 dN/2 Ψ i(d−1)τ (x), i = 1, . . . , 2 N − 1, d ∈ N, τ ∈ Z N , as kernels of local means with A = B = n 0 − 1. Thus, the left hand side of the inequality (38)(i) follows by Theorem 4.9. From here and atomic decomposition
Denote Ψ 0(−1)τ := Φ τ . By (32) , (31) and (30), the Ψ i(d−1)τ , i = 0, . . . , 2 N − 1, d ∈ N 0 , τ ∈ Z N , are N variables functions of product type consisting of one variable functions Φ or Ψ staying at l−th place, l = {1, . . . , N }. Recall that each of Φ or Ψ are finite number linear combinations of integer shifts of either φ n l ,k l or ψ n l ,k l ,s l , which are elements of an orthogonal wavelet basis in L 2 (R N ). Moreover, supports' measures of Φ and Ψ are equal to n l + 1 and 2n l + 2m l k l + 1, respectively (see (29) ). It follows from Remark 4.6 that the dual pairing g, Ψ i ′ (d ′ −1)τ ′ makes sense. Then
h∈Z n,i ′ the original Q dτ , τ ∈ Z N . This coincides with (35) for f and allows to write (43) in the following form: (41) and (42)). This could be extended to any finite linear combination of Ψ i ′ (d ′ −1)τ ′ . Both distributions f and g are locally contained in B σ pp (R N ) for any σ < s − N (r 0 − 1)/p. This follows from [41, (21) 
and λ ∈ a s,w pq (or λ ∈ a w pq ). This representation is unique with λ 00τ = k 00τ (f ), τ ∈ Z N , and λ idτ = k idτ (f ), i = 1, . . . , 2 N − 1, d ∈ N, τ ∈ Z N , and the inequalities (38) hold. The atomic decomposition and the uniqueness of the coefficients imply that I is the required isomorphism.
Remark 4.11. Theorem 4.10 is using spline wavelet bases (32) generated by (31) . Elements of (31) have explicit forms and, by construction, correlate with differentiation property (15) . This makes our result applicable to the study of integration or differentiation operators of natural orders in A s,w pq (R N )∩L loc 1 (R N ). Another decomposition theorem in function spaces A s,w pq (R N ) with local Muckenhoupt weights was performed in [72, Theorem 6.2] in terms of Daubechies wavelets [16] . Our main theorem is analogous to that result, which is valid under the same assumptions (36) and (37) on parameters. But our Theorem 4.10 is using dictionary of Battle-Lemarié spline wavelet systems instead of that of Daubechies type. Theorem 4.10 is an extension of spline wavelet decompositions from [68, § 2.5] by H. Triebel in unweighted spaces A s pq (R N ), upto weighted A s,w pq (R N ) with w ∈ A loc ∞ (see also [70, Proposition 4.2] ). Theorem 4.10 generalises also [69, Theorem 4.7] for function spaces A s pq (R N , w) with w ∈ A ∞ .
