It is of great practical significance to fit and predict actual time series. Based on the theories of time series analysis and unconstrained optimization, a new spectral conjugate gradient method-autoregressive integrated moving average combined model (FHS spectral CG-ARIMA combined model) is proposed to fit and predict the actual time series. First, combining the characteristics and advantages of different CG methods, we propose Fang-Hestenes-Stiefel algorithm (FHS). FHS satisfies the automatic descent property and has global convergence under the reasonable assumptions and Wolfe search. Second, many numerical results have been given there: compared with other related algorithms, FHS algorithm has obvious advantages. Third, FHS spectral CG-ARIMA combined model is given in detail. Fourth, the combined model is applied to fit the actual time series and the fitting effect is found to be remarkable.
Introduction
Time series analysis is a branch of probability statistics, which has a strong applicability in signal processing, automation, information, management, financial economics, control and systems engineering, meteorological hydrology, data mining, mechanical vibration, and many other fields. From financial economics to engineering technology, from astronomy to geography and meteorology, time series analysis is used widely and has attracted much attention and is likely to be encountered in various domains. 1 In today's rapid development of science and technology, the analysis and processing of the data has important application value, so it is more meaningful to improve the accuracy of fitting and prediction. With the rapid development of nonlinear iterative method and time series analysis, some new works have been done to realize fitting and prediction of the actual time series.
Autoregressive integrated moving average (ARIMA) model has been widely used in time series analysis. Since the ARIMA model is essentially a combination of differential operation with the autoregressive moving average model (ARMA), the parameters of the ARIMA model can be estimated by the parameters of the ARMA model. 2 With the extension of prediction cycle, the accuracy of conventional ARMA model is gradually reduced. Based on this, many scientific researchers have studied ways of improving the parameter estimation level of the traditional ARMA model. Shan et al. 3 used two autoregressive models (AR) to estimate the parameters of ARMA model, which largely overcame the shortcomings of traditional ARMA model prediction, but its predictive accuracy is not high enough. Shan et al. 3, 4 proposed the problem of estimating the parameters of ARMA model by using the method of parametric optimization estimation, but the two iterative algorithms converge slowly and their forecasting results are just passable.
For solving unconstrained optimization problems, the commonly used method is the CG method, which is especially suitable for solving large dimension problems. Its convergence rate is between Newton method and steepest descent method, and the CG method avoids the shortcoming of the Newton method to calculate the Hessen matrix, and also has a secondary termination. 5 Spectral CG method is a variation of the classical CG method, which was first proposed by Birgin and Martinez. 6 The main difference between it and the classical CG method is the search direction, where the spectral CG method's search direction formula is usually
, b k is the conjugate parameter, and h k is the spectral parameter. The spectral CG method is easy to satisfy the full descending condition or conjugate condition through the adjustment of two parameters. 7 Numerical results show that the spectral CG algorithm is more effective than the traditional CG algorithm. 6 So it has very important significance of theoretical research of spectral CG method. On the basis of previous studies, on the one hand, we propose a more efficient spectral CG method (FHS), which essentially promotes the combined forecasting model to improve efficiency and accuracy. On the other hand, we should pay attention to data processing as far as possible to minimize errors.
A new spectral CG method-FHS algorithm

Overview of the related methods
Consider the unconstrained optimization problem (UP)
where the function f : R n ! R 1 is continuously differentiable.
The most commonly used method for solving this kind of problem is the CG method. Its main iterative format is
where a k is the step factor, which can be determined by some methods (line search, etc.), d k is the down search direction, and b k is a scalar. Different CG methods are generated by different formulas of scalar parameters, and different spectral CG methods are generated according to the different search directions d k .
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Some well-known CG algorithms are Fletcher-Reeves (FR) algorithm, 8 Hestenes-Stiefel (HS) algorithm, 9 Polak-Ribie`re-Polyak (PRP) algorithm, 10, 11 and DaiYuan (DY) algorithm. 12 Among these four algorithms, FR and DY algorithm have good global convergence, while HS and PRP algorithm have fantastic numerical performance. HS algorithm for strict convex quadratic function has finite step convergence under exact line search, but for general nonstrict convex quadratic objective function, even under exact line search cannot guarantee convergent in finite steps, and global convergence cannot be guaranteed. 13 Combining with the advantage of HS algorithm and DY algorithm, Yao et al. 14 proposed an improved CG method
And Shi et al. 15 proposed a new CG method
(NLS-DY algorithm)
The numerical performance of the MHS algorithm is between DY and HS, and each step is fully degraded and has good convergence. NLS-DY algorithm not only takes into account the numerical effect of HS and the convergence of DY to construct b k , but also use the modified d k formula proposed by Narushima et al. 16 The first motivation of this paper is to combine the advantages of MHS and NLS-DY in order to provide novel algorithms with better convergence and numerical result. We choose the numerators of b , then use Narushima's d k to form our own algorithm, i.e. FHS.
FHS algorithm and its convergence analysis
For the unconstrained optimization problem (1), combining with the studies of Yao et al. 14 and Shi et al. 15 FHS algorithm is given here as
FHS algorithm implementation process:
where 0 < d < r < 1 4 ; and are real numbers. From equation (5), we get a k ; and according to equation (1), we obtain x kþ1. Then calculate
3. If kg kþ1 k < e, the minimum value is x kþ1 ; but if kg kþ1 k ! e; go to the next step. 4. Calculate equations (3) and (4). 5. Put k ¼ k þ 1; and turn to step 2.
Global convergence of FHS algorithm: Assumptions:
is bounded, where x 0 is the initial point. 2. The function f is continuously differentiable in a neighborhood U of X; and the function gradient satisfies the Lipschitz continuity condition, i.e. there exists a positive constant L such that the following holds
So it is easy to verify that equation (3) satisfies the descending direction. Lemma 2.1.
17 Suppose that f satisfies the above premises, x k from equation (2), d k from equation (4), a k satisfies the Wolfe line search (5), then Zoutendijk holds
Theorem 2.2. Assuming that assumptions (1) and (2) is established, consider the conjugate gradient method based on equations (2) and (4), and b k from equation (3), the following holds
Proof. (Reduction to absurdity) First of all, assume that the conclusion is not established, then 8k > 0; 9e > 0 is a real constant, and kg k k > e holds.
According to equation (4) and g (4) is squared, taken norm, and simplified as follows
It can be delivered as follows
It is contrary to condition (6) of Lemma 2.1. If condition (6) holds, then Theorem 2.2. holds, and FHS algorithm has a global convergence.
Numerical experiments
In this section, we will use some test functions of More et al. 18 to test the numerical performance of FHS, NLS, MHS, and HS algorithms. In all methods, the stepsize a k is yielded by WLS (5), and the parameters in WLS are chosen to be d ¼ 0:01; r ¼ 0:1. All codes were written in the MATLAB 2010b, and run on the computer with Intel(R) Core(TM) i5-5200U CPU @2.2.GHz and 4.00 GB SDRAM. The numerical results of FHS, NLS, MHS, and HS algorithms are shown in Tables 1 and 2 , where Problem denotes the name of the test function, n denotes the dimension of the test problem, NI/NF/NG denotes the number of iterations, function evaluations, and gradient evaluations, respectively. t denotes the computing time of CPU for computing the corresponding test problem (unit: second) and f* is the optimal function value. We stop the iteration if one of the following conditions is satisfied: (i) kg k k 1 10 À6 ; (ii) the number of iteration NI > 10000; (iii) an uphill search direction occurs. If condition (ii) or (iii) occurs, the method is deemed to fail for solving the corresponding test problem and is denoted by "err".
From Tables 1 and 2 , we can see that the NI, NF, and NG of most test functions, which are calculated by FHS algorithm, are obviously less than by NLS and MHS, and t of FHS is obviously lower than NLS and MHS. So the new iterative method (FHS) is more efficient; moreover, because the superior numerical results of the HS algorithm are well known. And calculating about half of the functions, FHS algorithm performs slightly better than HS. The reduction of the number of iterations and the running time reflects the strong convergence of the FHS algorithm, where the decrease of the error indicates that the algorithm has better numerical results.
To sum up, FHS algorithm is more effective for solving unconstrained problems. And this is the basis for making combined forecasting model more efficient and accurate.
FHS spectral CG-ARIMA combined model
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The determination of the objective function
With reference to the existing literature, 19 ARMA(p,q) model was transformed into unconstrained optimization problems, whose model structure is as follows
The above formula could be described as
Because the nonstationary time series can become the stationary time series by difference operation, the ARMA model can only be discussed here. For the nonlinear relations between x and X t of the ARMA model, we define the objective function as the sum of squares of residuals
Then the estimating value of x is converted to seeking the optimal solution x Ã , which makes SðxÞ achieve the minimum.
The determination of the initial value
Here, we use the long auto-regressive (AR) model, where its calculation principle starts from the equivalent system transfer function of the model, introduces the concept of inverse function, and combines the method of undetermined coefficients, then we get 
À6
The program is written in the MATLAB 2010b, and run on the computer with Intel(R) Core(TM) i5-5200U CPU @2.2.GHz and 4.00 GB SDRAM, the results after five iterations is:
x 5 ¼ 1:0000; À0:3934; 0:0106; À0:0472 ½ T and the corresponding model structure is
In Figure 1 , the x-axis is the sampling point and the y-axis is the amplitude; in Figure 2 , the x-axis is the retardation value and the y-axis is the normalized value. As can be seen from these figures, we get more accurate parameters from FHS spectral CG-ARIMA combined model. And from this model we can estimate the 106th and subsequent data.
Conclusion
In this paper, the combined model is one effective combination with a new spectral CG method and ARIMA model. Making full use of the advantages of MHS and NLS-DY, a new hybrid algorithm (FHS), which is more competitive, is formed. We give the detailed algorithm steps, prove that FHS is sufficient descent and global convergent under Wolfe search, and verify the high efficiency of FHS algorithm by several examples. ARIMA(p,d,q) model is a combination of differential operations and ARMA(p,q) model; FHS spectral CG-ARIMA combined model is an optimal theoretical estimation method of ARMA model parameters, the results of which show that the estimated parameters are more accurate and effective, and the combined model can be used for effective prediction.
In the future research, we will develop more effective hybrid gradient methods to solve large-scale unconstrained optimization problems; on the other hand, the accuracy of ARMA model parameters can be improved and used in the fitting and prediction of realistic problems.
