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1. Introduction
Throughout the note, we consider finite, simple strongly connected digraphs, i.e. without loops and
multiple arcs. We use standard terminology and notation and refer to [1] for an extensive treatment
of digraphs.
We use D = (V(D), E(D)) to denote a digraph, where V(D) and E(D) are the vertex set and arc set
of D, respectively. Two vertices are called adjacent if they are connected by an arc. If e = uv ∈ E(D),
then u is the initial vertex of e and v is the terminal vertex. The outdegree of a vertex is the number
of arcs of which it is the initial vertex; the indegree is the number of arcs of which it is the terminal
vertex. Let N+(u) and N−(u) denote the out-neighbors and in-neighbors of u, respectively. We call D
strongly connected if for every pair x, y ∈ V(D), there exists a directed path from x to y and a directed
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path from y to x. Let Pl and Cl denote the directed path of length l − 1 and the directed cycle of length
l, respectively. Suppose that P = u1u2 · · · uk , we call u1 the initial vertex of the directed path P, uk the
terminal vertex of the directed path P, respectively. D is called a strongly connected bicyclic digraph if D
is strongly connected with |E(D)| = |V(D)| + 2.
Let A(D) denote the adjacencymatrix ofDwhose vertex set is {v1, . . . , vn} is the n×nmatrixwhose
entry aij is defined as aij = 1 if vivj ∈ E and aij = 0 otherwise, and let ρ(D) denote its spectral radius,
the largest modulus of an eigenvalue of A(D). We denote det(λI − A), the characteristic polynomial of
D, by P(D, λ). Two nonisomorphic digraphs with the same spectrum are called cospectral. We say that
a digraph is determined by the spectrum (DS for short) if there is no other nonisomorphic digraph with
the same spectrum. In [2,6], Balof and Storm gavemethods to construct cospectral digraphs. There are
many articles on the topic which undirected graphs are DS, see [11,12]. For addtional remarks on this
topic we refer the readers to see the excellent surveys [7,8].
It follows from the Perron–Frobenius Theorem (see, e.g. [10]) that ρ(D) is an eigenvalue of D and
that there is a corresponding eigenvector whose coordinates are all non-negative. The spectral of
undirected graphs is well treated in the literature, see [9,13,14], but there is not much known about
digraphs. Recently, Brualdi wrote a stimulating survey on this topic [4], and we refer the reader to that
article for additional information.
The rest of this paper is organized as follows. In Section 2, we characterize the extremal digraphs
which achieve the maximum and minimum spectral radius among θ-digraphs. In Section 3, we char-
acterize the extremal digraphs which achieve the maximum and minimum spectral radius among
∞-digraphs. In Section 4, we characterize the extremal digraphs which achieve the maximum and
minimum spectral radius among all strongly connected bicyclic digraphs. Furthermore, we show that
any strongly connected bicyclic digraph is DS.
2. The spectral radius of θ-digraphs
It is well-known that a θ-graph is a graph consisting of three paths which have the same end-
vertices. We define the θ-digraph similarly. The θ-digraph consists of three directed paths Pa+2, Pb+2
and Pc+2 such that the initial vertex of Pa+2 and Pb+2 is the terminal vertex of Pc+2, and the initial
vertex of Pc+2 is the terminal vertex of Pa+2 and Pb+2 (as shown in Fig. 1), denoted by θ(a, b, c). In the
following, we suppose that a  b and a + b + c + 2 = n.
In this section, we shall show that θ(0, n − 2, 0) achieves the maximum spectral radius among all
digraphs in θ(a, b, c) and θ(0, 1, n − 3) achieves the minimum spectral radius among all digraphs in
θ(a, b, c) for fixed n.
Lemma 2.1. If a  1, then ρ(θ(a − 1, b + 1, c)) > ρ(θ(a, b, c)).
Proof. Let θ(a, b, c) as shown in Fig. 1. Suppose that x = (xv, xw, x1, . . . , xa; y1, . . . , yb; z1, . . . , zc)
is the Perron vector of θ(a, b, c) corresponding to ρ(θ(a, b, c)), where xv and xw correspond to v and
w, respectively, and xi, yj and zk (i = 1, . . . , a; j = 1, . . . , b; k = 1, . . . , c) correspond to ui, u′j and
u′′k , respectively.
Fig. 1. The graph θ(a, b, c).
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It is easy to see that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ(θ(a, b, c))xi = xi+1, i = 1, . . . , a − 1,
ρ(θ(a, b, c))yj = yj+1, j = 1, . . . , b − 1,
ρ(θ(a, b, c))zk = zk+1, k = 1, . . . , c − 1,
ρ(θ(a, b, c))xw = z1,
xw = ρ(θ(a, b, c))xa = ρ(θ(a, b, c))yb,
ρ(θ(a, b, c))xv = x1 + y1.
Then
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
xw = ρa(θ(a, b, c))x1,
xw = ρb(θ(a, b, c))y1,
xv = ρb+c+2(θ(a, b, c))y1.
Thus
ρb+c+2(θ(a, b, c))y1 = ρb−a(θ(a, b, c))y1 + y1.
By Perron–Frobenius Theorem, we have y1 > 0, therefore,
ρn(θ(a, b, c)) = ρa(θ(a, b, c)) + ρb(θ(a, b, c)).
Similarly, we have
ρn(θ(a − 1, b + 1, c)) = ρa−1(θ(a − 1, b + 1, c)) + ρb+1(θ(a − 1, b + 1, c)).
It is easy to see that ρ(θ(a, b, c)) is the largest real root of f (x) = xn − xa − xb = 0. Similarly,
ρ(θ(a − 1, b + 1, c)) is the largest real root of g(x) = xn − xa−1 − xb+1 = 0. Since f (x) − g(x) =
(xb − xa−1)(x − 1) > 0, for all x > 1. Note that ρ(θ(a, b, c)) > 1, then we have ρ(θ(a, b, c)) <
ρ(θ(a − 1, b + 1, c)). 
The following well-known result can be found in [10].
Lemma 2.2. If A is a non-negative matrix and x = (x1, . . . , xn)  0 is a nonzero vector such that
Ax  αx for some α ∈ R, then ρ(A)  α. Furthermore, if A is irreducible and there exists some i such that
(Ax)i > αxi, then ρ(A) > α.
Theorem 2.1. Let D′ be the digraph obtained from a strongly connected digraph D by rotating the edge
urus to the position of a non-arc urut . If xt  xs, then ρ(D′)  ρ(D). Furthermore, if xt > xs, then
ρ(D′) > ρ(D).
Proof. Let x be the Perron vector of D corresponding to ρ(D). Note that A(D)xi = ρ(D)xi = ∑ aijxj
and A(D′)xi = ∑ a′ijxj . If i = r, we have A(D)xi = A(D′)xi and if i = r, we have A(D)xr  A(D′)xr .
Therefore, we have A(D)x  A(D′)x, then by Lemma 2.2, we get ρ(D)  ρ(D′). If xt > xs, then we
have ρ(D′) > ρ(D). Thus we complete the proof. 
Using the above theorem, we immediately get the following lemma.
Lemma 2.3. If c  1, b  1, then ρ(θ(a, b + 1, c − 1)) > ρ(θ(a, b, c)) > ρ(θ(a, b − 1, c + 1)).
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Fig. 2. The graph ∞(l, k).
Proof. Let θ(a, b, c) as shown in Fig 1 and x be the Perron vector of θ(a, b, c) corresponding to
ρ(θ(a, b, c)), where xv and xw correspond to v andw, respectively, and xi, yj and zk (i = 1, . . . , a; j =
1, . . . , b; k = 1, . . . , c) correspondtoui,u′j andu′′k , respectively. It is easy tosee thatθ(a, b+1, c−1) =
θ(a, b, c) − uaw + uau′′1 . Since ρ(θ(a, b, c))xw = z1, we have xw < z1. By Theorem 2.1, we have
ρ(θ(a, b + 1, c − 1)) > ρ(θ(a, b, c)). Similarly, we have ρ(θ(a, b, c)) > ρ(θ(a, b − 1, c + 1)). 
Similar to Lemma 2.3, we have the following lemma.
Lemma 2.4. If c  1, a  1, then ρ(θ(a + 1, b, c − 1)) > ρ(θ(a, b, c)) > ρ(θ(a − 1, b, c + 1)).
Combining Lemmas 2.1, 2.3 and 2.4, we get the following theorem.
Theorem 2.2. Among all θ-digraphs, the digraph θ(0, n − 2, 0) is the unique digraph which achieves
the maximum spectral radius and the digraph θ(0, 1, n − 3) is the unique digraph which achieves the
minimum spectral radius.
3. The spectral radius of∞-digraphs
A ∞-digraph is a digraph consisting of two directed cycles with just a vertex in common, denote
by ∞(k, l), k  l and k + l = n + 1. In this section, we shall show that among all digraphs in
∞-digraphs, ∞(2, n − 1) is the unique digraph which achieves the maximum spectral radius and
∞( n+1
2
,  n+1
2
	) is the unique digraph which achieves the minimum spectral radius (see Fig. 2).
Lemma 3.1. If k  1, then ρ(∞(k − 1, l + 1)) > ρ(∞(k, l)).
Proof. Suppose that x = (xw, x1, . . . , xk−1; y1, . . . , yl−1) is the Perron vector of∞(k, l) correspond-
ing toρ(∞(k, l))where xw corresponds tow, xi corresponds to vi (i = 1, . . . , k−1) and yj corresponds
to uj (j = 1, . . . , l − 1), respectively. Note that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ(∞(k, l))xi = xi+1, i = 1, . . . , k − 2,
ρ(∞(k, l))yj = yj+1, j = 1, . . . , l − 2,
ρ(∞(k, l))xk−1 = xw,
ρ(∞(k, l))xl−1 = xw,
ρ(∞(k, l))xw = x1 + y1.
Then we have
⎧⎨
⎩
xw = ρk−1(∞(k, l))x1,
xw = ρ l−1(∞(k, l))y1.
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Thus we have
ρn(∞(k, l)) = ρ l−1(∞(k, l)) + ρk−1(∞(k, l)).
Similarly, we have
ρn(∞(k − 1, l + 1)) = ρ l−1(∞(k − 1, l + 1)) + ρk−1(∞(k − 1, l + 1)).
Let f (x) = xn − xl−1 − xk−1 = 0 and g(x) = xn − xl − xk−2 = 0. It is easy to see that ρn(∞(k, l)) and
ρn(∞(k − 1, l + 1)) are the largest root of f (x) = 0 and g(x) = 0, respectively. Since f (x) − g(x) =
(xl−1 − xk−2)(x − 1) > 0, when x > 1. Therefore we have ρ(∞(k − 1, l + 1)) > ρ(∞(k, l)). Thus
we complete the proof. 
Using the above lemma, we immediately get:
Theorem 3.1. Among all∞-digraphs with order n, the digraph∞(2, n− 1) is the unique digraph which
achieves the maximum spectral radius, and the digraph ∞( n+1
2
,  n+1
2
	) is the unique digraph which
achieves the minimum spectral radius.
4. Themaximum spectral radius, the minimum spectral radius and the spectral characterization
of strongly connected bicyclic digraphs
Note that each strongly connected bicyclic digraph is either a θ-digraph or a ∞-digraph. In the
following, we first will consider which digraph maximizes and minimizes the spectral radius among
all strongly connected bicyclic digraphs, respectively.
Lemma 4.1. ρ(θ(a, b, c)) < ρ(∞(a + 1, b + c + 2)).
Proof. Suppose that x = (xv, xw, x1, . . . , xa; y1, . . . , yb; z1, . . . , zc) is the Perron vector of θ(a, b, c)
corresponding to ρ(θ(a, b, c)), where xv and xw correspond to v and w, respectively and xi, yj and zk
(i = 1, . . . , a; j = 1, . . . , b; k = 1, . . . , c) correspond to ui, u′j and u′′k , respectively.
By Lemma 2.1, we know that xv > xw . It is easy to see that ∞(a + 1, b + c + 2) = θ(a, b, c) −
uaw + uav. Then by Theorem 2.1, we have ρ(θ(a, b, c)) < ρ(∞(a + 1, b + c + 2)). 
By the above lemma, we know that the digraph achieves the maximum spectral radius among
all strongly connected bicyclic digraphs must in ∞-digraphs, and the digraph achieves the minimum
spectral radiusamongall strongly connectedbicyclicdigraphsmust inθ-digraphs. CombiningTheorem
2.2 and 3.1, we get the following theorem.
Theorem 4.1. Among all strongly connected bicyclic digraphs with order n, the digraph ∞(2, n − 1) is
the unique digraph which achieves the maximum spectral radius, and the digraph θ(0, 1, n − 3) is the
unique digraph which achieves the minimum spectral radius.
It is easy to see that the directed cycle Cn achieves the minimum spectral radius among all strongly
connected digraphs with order n. By the above theorem, we leave the following problem.
Problem 1. Among all strongly connected digraphs, is the digraph θ(0, 1, n−3) achieving the second
minimum spectral radius among all strongly connected digraphs?
Next we will show that each strongly connected bicyclic digraph is determined by the spectrum.
By Lemma 2.1 and 3.1, it is easy to see that
P(θ(a, b, c), λ) = λn − λa − λb
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and
P(∞(k, l), λ) = λn − λk−1 − λl−1.
van Dam and Haemers [7] gave the following well-known lemma.
Lemma 4.2. For n × n matrices A and B, the following are equivalent:
(i) A and B are cospectral;
(ii) A and B have the same characteristic polynomial;
(iii) tr(Ai) = tr(Bi) for i = 1, . . . , n.
Let D1 and D2 be two digraphs. If Spec(D1) = Spec(D2), then the number of closed directed walks
of length i in D1 and D2 are equal. Let g(D) denote the smallest directed cycle of the digraph D.
Lemma 4.3. A digraph cospectral to a θ-digraph is either a θ-digraph or a ∞-digraph.
Proof. LetD be cospectral to θ(b, c, d)with b  c and PD(λ) = λn+a1λn−1+· · ·+an−1λ+an. Then
g(D) = b + d + 2. Suppose to the contrary that D contains more than two directed cycles, namely,
C1, . . . , Ck (k  3)with b+d+2  |C1|  |C2|  · · ·  |Ck| < c+d+2. If |C2| = b+d+2, then the
numberof thecloseddirectedwalksof lengthb + d + 2 inD is at least twiceof thenumber inθ(b, c, d),
then by Lemma 4.2, P(D, λ) = P(θ(b, c, d), λ), a contradiction. If b + d + 2 < |C2| < c + d + 2,
then the number of the closed directed walks of length |C2| in D is at least |C2|, but in θ(b, c, d) is 0,
which is a contradiction. Therefore, D contains exactly two directed cycles, which implies D is either a
θ-digraph or a ∞-digraph. 
Lemma 4.4. No two nonisomorphic θ-digraphs are cospectral.
Proof. Suppose that D1 = θ(a, b, c) and D2 = θ(a′, b′, c′) are cospectral. By convection, a  b and
a′  b′. Since D1 and D2 have the same number of vertices, we have
a + b + c = a′ + b′ + c′,
and P(D1, λ) = P(D2, λ), that is,
λn − λa − λb = λn − λa′ − λb′ .
Therefore, we have either a = a′ and b = b′ or a = b′ and b = a′.
If a = a′ and b = b′, then c = c′.
If a = b′ and b = a′, then b = a′  b′ = a. Since a  b, we have a = a′, b = b′ and c = c′. Thus
we complete the proof. 
Similar to the proof of the above lemma, we immediately have the following lemma, and we state
it without proof.
Lemma 4.5. No two nonisomorphic ∞-digraphs are cospectral.
Lemma 4.6. There is no θ-digraph cospectral with a ∞-digraph.
Proof. Suppose that D1 = θ(a, b, c) and D2 = ∞(k, l) are cospectral. By the convection, a  b and
k  l. Then we have a+ c+ 2 = l− 1 and b+ c+ 2 = k− 1, which implies n+ 2 = a+ b+ c+ 2 =
l − 1 + k − 1 − c − 2 = n − 3 − c, a contradiction. Therefore, no θ-digraph is cospectral with a
∞-digraph. 
Using the above lemmas, we finally present our main result in this section.
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Theorem 4.2. Any strongly connected bicyclic digraph is DS.
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