Abstract: According to the classical Erdős-Pósa theorem, given a positive integer k, every graph G either contains k vertex disjoint cycles or a set of at most O(k log k ) vertices that hits all its cycles. Robertson and Seymour (J Comb Theory Ser B 41 (1986), 92-114) generalized this result in the best possible way. More specifically, they showed that if H is the class of all graphs that can be contracted to a fixed planar graph H,
INTRODUCTION
Given a graph G, we denote by V (G) and E(G) its vertex and edge set, respectively. Let G be a graph, and let H be a class of graphs. An H-packing is a set of vertexdisjoint subgraphs of G such that each of these subgraphs is isomorphic to some graph in H. Similarly, a subset of vertices S ⊆ V (G) is called an H-cover if G \ S contains no subgraph isomorphic to any graph in H. The class H is said to have the Erdős-Pósa property for some graph class G if there exists a function f : N → N such that, for every k ≥ 0, every graph G ∈ G either contains an H-packing of size at least k, or has an H-cover of size at most f (k).
Erdős and Pósa [7] proved that the Erdős-Pósa property holds for all graphs when H is the class of all cycles. The problem of identifying more general graph classes where the Erdős-Pósa property is satisfied has attracted a lot of attention [2] , [4] , [11] , [13] , [17] , [18] . Extensions of this problem defined on matroids have also been investigated [9] , [10] .
Our discussions are concerned with graphs that are permitted to have parallel edges, that is, multiple edges with the same end points. While such structures are called multigraphs to distinguish them from simple graphs, we will continue to use the term "graph" with the implicit understanding that parallel edges are allowed.
The operation of contracting an edge e = (u, v) in a graph G results in a graph G , in which u and v are replaced by a new vertex v e and in which for every neighbor w of u or v in G, there is an edge (w, v e ) in G . If a contraction operation results in more than one edge between a pair of vertices, then we retain all the multiple edges in the resulting graph. We say that a graph G can be contracted to a graph H if H can be obtained from G by a series of edge contractions. We say that H is a minor of G if some subgraphG of G can be contracted to H; such aG is called an H-minor model of G. A graph class G is minor-closed if any minor of a graph in G is again a member of G.
For a fixed graph H, the class H = MH consists of graphs that can be contracted to H. For a fixed c, let θ c be the graph with two vertices and c ≥ 1 parallel edges. Observe that for H = θ 1 , and H = θ 2 , H = MH consists of all graphs that contain at least one edge and all graphs that contain at least one cycle, respectively. Robertson and Seymour [15, Proposition 8.2] proved the following seminal result.
Proposition 1. MH satisfies the Erdős-Pósa property for all graphs if and only if H is planar.
See the monograph "Graph Theory" by R. Diestel [5, Corollary 12.4 .10 and Exercise 39] for an alternate proof of Proposition 1, with the additional assumption that H is connected. The bounding function f (k) in the Erdős-Pósa property, as obtained in the different proofs of Proposition 1, is exponential in k. Fomin et al. [8] showed that the bound becomes linear for any connected planar graph H when the graph class G is any non trivial minor-closed class, and a result of Birmelé et al. demonstrates a quadratic bound for the class of all graphs when H is a cycle of fixed length [2] . Also, the classical result of Erdős-Pósa [7] shows that the class H = Mθ 2 (the family of all cycles) has the Erdős-Pósa property with f (k) = O(k log k) when G is the set of all graphs. In this note, we prove a quadratic bound for the case when G consists of all graphs and H consists of all graphs which can be contracted to a fixed planar graph θ c . Observe that for c = 2 this corresponds to classical Erdős-Pósa theorem, albeit with a larger bound. Given a graph G and a vertex subset S ⊆ V (G), we call a set S a θ c -hitting set if G \ S does not contain θ c as a minor. The main result of this article is: 
THE ERDŐS-PÓSA PROPERTY FOR θ c
In this section, we give the proof of Theorem 1. Toward this we need following definitions.
The width of a tree decomposition is max t∈V (T ) |X t | − 1 and the treewidth of G is the minimum width over all tree decompositions of G. A tree decomposition (T, X ) is called a nice tree decomposition if T is a tree rooted at some node r where X r = ∅, each node of T has at most two children, and each node is of one of the following kinds:
1. Introduce node: a node t that has only one child t where X t ⊃ X t and |X t | = |X t | + 1. 2. Forget node: a node t that has only one child t where X t ⊂ X t and |X t | = |X t | − 1. 3. Join node: a node t with two children t 1 and t 2 such that X t = X t 1 = X t 2 . 4. Base node: a node t that is a leaf of t, is different than the root, and X t = ∅.
Notice that, according to the above definition, the root r of T is either a forget node or a join node. It is well known that any tree decomposition of G can be transformed into a nice tree decomposition maintaining the same width [12] . We use G t to denote the graph induced on the vertices ∪ t X t , where t ranges over all descendants of t, including t. We use
We prove Theorem 1 by establishing the following two lemmas. We now define some terms which we use in the proof of Lemma 1. A bramble is a set of connected subgraphs, called the elements of the bramble, any two of which either intersect or are linked by at least one edge. A hitting set of a bramble is a set of vertices which meets every element of the bramble. The order of a bramble is the minimum cardinality of a hitting set of the bramble. The maximum order of a bramble in a graph is its bramble number. Brambles and tree decompositions are dual structures in the following sense.
Lemma 1. If the treewidth of a graph G is at least
Proposition 2 [16] . The tree-width of any graph is exactly one less than its bramble number. such that A ∩ S = ∅ = B ∩ S. But since A and B are connected subgraphs which either intersect or are linked by an edge-being elements of B-and A ∩ P 1 = ∅, B ∩ P 2 = ∅, S cannot be a P 1 -P 2 separator.
We now show that P ∪ P 1 ∪ P 2 contains k vertex-disjoint θ c -minor models. Let V p be the set of vertices that form the end points (on P 1 and P 2 ) of the paths in P. For i ∈ {1, 2}, let Q i = P i ∩ V p . We label both Q 1 and Q 2 with a common index set [M] , where
be the following bijection: f (i) = j if and only if there is a path in P that begins in i and ends in j. We say that a subset of paths C ⊆ P is cross-free under this labeling if there does not exist i, i ∈ Q 1 ∩ C; i < i and
Note that since the paths in P are vertex-disjoint, the numbers f (1), f (2), . . . , f (M) form a permutation of M, and by the Erdős-Szekeres Theorem [6] , the sequence f (1), f (2), . . . , f (M) contains a monotonically increasing or decreasing subsequence of length at least t, where t is √ |M| = ck. Let a witness subsequence be
Then the paths in P that have their end points in Q 1 , Q 2 form a cross-free collection. These paths together with P 1 , P 2 contain at least k vertex-disjoint θ c -minor models.
Before proving Lemma 2, we define the notion of a good labeling function. Given a nice tree decomposition (T, X = {X t } t∈V (T ) ) of a graph G, a function g : V (T ) → N is called a good labeling function if it satisfies the following properties: r if t is a base node then g(t ) = 0; r if t is an introduce node, then g(t ) = g(s), where s is the child of t; r if t is a join node, then g(t ) = g(s 1 ) + g(s 2 ), where s 1 and s 2 are the children of t; and r if t is a forget node, then g(t ) ∈ {g(s), g(s) + 1}, where s is the child of t. Now we are ready to prove the covering lemma-Lemma 2.
Proof of Lemma 2. Here, we show that if G has treewidth at most 2c 2 k 2 and does not have more than k − 1 disjoint minor models of θ c , then there exists a set S ⊆ V (G),
, such that G \ S does not contain θ c as a minor. Consider a nice tree decomposition (T, X = {X t } t∈V (T ) ) of the graph of width at most 2c 2 k 2 . Recall that for t ∈ V (T ), G t is the graph induced on the vertices ∪ t X t , where t ranges over all descendants of t including t, and H t is G t \ X t .
Let P θ c (G) denote the maximum number of vertex-disjoint θ c -minor models in G. We use k to denote P θ c (G), and note that k ≤ k − 1.
Consider the function μ :
The function μ is a good labeling function because:
r If t is a base node then μ(t ) = 0 as H t is an empty graph. r If t is an introduce node, then μ(t ) = μ(s), where s is the child of t. Indeed, this follows from the fact that the graphs H t and H s are exactly the same.
r If t is a join node, then μ(t ) = μ(s 1 ) + μ(s 2 ), where s 1 and s 2 are the children of t. This follows from the fact that the bag X t is a separator of G t and
r If t is a forget node, then μ(t ) ∈ {μ(s), μ(s) + 1}, where s is the child of t. This is because H t has at most one vertex more than H s , which can add at most one to the number of vertex-disjoint θ c -minor models.
By definition, and by the convention that the bag X r corresponding to the root r is ∅ we have that μ(r) = k . To find the desired θ c -hitting set, we give a recursive algorithm. We find a bag X in the given tree decomposition such that its removal allows us to decompose the graph into two parts such that there are no edges from one part to another and the number of vertex-disjoint minor models of θ c in each part is essentially a constant fraction of the original. After this we find a θ c -hitting set in each of these graphs and then take the union of these sets, together with the bag we removed to get these graphs, to get the desired hitting set for the whole graph. Let t ∈ V (T ) be the node where μ(t ) > 2k /3 and for each child t of t, μ(t ) ≤ 2k /3. From the definition of good labeling function, this node exists and is unique provided that k > 0. Moreover, observe that t could either be a forget node or a join node. We distinguish these two cases.
r Case 1. If t is a forget node, we set
r Case 2. If t is a join node with children t 1 and t 2 , we have that
Without loss of generality we assume that μ(t 1 ) ≥ k /3 and we set We present a detailed algorithm to find a θ c -hitting set in Algorithm 1. The algorithm HIT-SET(G) takes as input a graph G and returns a θ c -hitting set for G. Now we bound the size of the θ c -hitting set returned by the algorithm. Let S(G, P θ c (G)) = S(G, k ) be the size of the θ c -hitting set returned by HIT-SET(G), where the second parameter denotes the number of minor models of θ c in G. Then the value of S(G, P θ c (G)) is upper bounded by the following recurrence:
Recalling that k ≤ k, it is easy to see that the above recurrence solves to O(k 2 ) using the Akra-Bazzi Theorem [1] . This concludes the proof.
CONCLUSION
In this short note we obtained a quadratic upper bound on the Erdős-Pósa property of a generalization of packing and covering cycles. It follows from tight Erdős-Pósa bound on cycles that the quadratic upper bound obtained in this article on a generalization of packing and covering cycles can not be improved beyond O(k log k). We believe that even for θ c , the correct upper bound on the size of a minimum hitting set when a graph G does not have k vertex disjoint θ c -minor models is O(k log k). An interesting question will be to classify those planar graphs H, such that MH has Erdős-Pósa property with a polynomial function on all graphs.
