Abstract. We present an intelligent embodied conversation agent with linguistic, social and emotional competence. Unlike the vast majority of the state-of-the-art conversation agents, the proposed agent is constructed around an ontology-based knowledge model that allows for flexible reasoning-driven dialogue planning, instead of using predefined dialogue scripts. It is further complemented by multimodal communication analysis and generation modules and a search engine for the retrieval of multimedia background content from the web needed for conducting a conversation on a given topic. The evaluation of the 1st prototype of the agent shows a high degree of acceptance of the agent by the users with respect to its trustworthiness, naturalness, etc. The individual technologies are being further improved in the 2nd prototype.
Introduction
The need for intelligent conversation agents as social companions that are able to entertain, coach, converse, etc. with those who feel, e.g., lonely or overstrained is on the rise. However, in order to be able to act as a social companion, an agent must be eloquent, knowledleable, and possess a certain cultural, social and emotional competence. Considerable advances have been made to increase the agent's affective and social competence; see., e.g., [37, 26, 4] . However, most of the current proposals in the field still do not rise up to the challenge as a whole. Thus, they usually follow a predefined dialogue strategy (which cannot be assumed when interacting with, e.g., elderly); they do not take into account cultural idiosyncrasies of the addressee when planning their actions; they are not multilingual to be able to intermediate between a migrant and a native from the host country; etc. See, e.g., [1, 36] for some representative examples. To essentially improve on the capacity of a conversational agent to conduct a versatile emotionally and culturally sensitive dialogue, the role of the knowledge model underlying the agent must be reconsidered. An advanced ontology-based knowledge model is capable of capturing the content of the multimodal (verbal, facial, and gestural) communication input of the user in terms of abstract interpretable structures. Furthermore, it facilitates the interpretation of the input of the user and the decision on the next move of the agent by means of a variety of reasoning mechanisms. And, obviously, it also facilitates the dialogue history bookkeeping, the representation of the cultural and social specifics of a user, as well as domain-specific and common sense knowledge.
In what follows, we present the design and first prototypical implementation of an agent (henceforth referred to as "KRISTINA") in which the knowledge model is central. KRISTINA is projected as an embodied companion for (elderly) migrants with language and cultural barriers in the host country and as a trusted information provision party and mediator in questions related to basic care and healthcare. Consider an excerpt of a sample dialogue as targeted by KRISTINA: Figure 1 shows the global design of KRISTINA, which is targeted to have the following characteristics embedded into linguistic, cultural, social and emotional contexts: (i) to be able to retrieve multimedia background content from the web in order to show itself informed and knowledgeable about themes relevant to the user; (ii) understand and interpret the concerns of the user expressed by a combination of facial, gestural and multilingual verbal signals; (iii) plan the dialogue using ontology-based reasoning techniques in order to be flexible enough and react appropriately to unexpected turns of the user; (iv) communicate with the user using verbal and non-verbal (facial and gestural) signals.
1
The agent is composed of a collection of modules that ensure informed multimodal expressive conversation with a human user. The communication analysis modules are controlled by the Social Signal Interpretation (SSI) framework [34] . SSI supports audio and video signal streaming and realtime recognition, synchronization, analysis and high level fusion of the different modality signals within these streams: emotional speech, mimics, and head and body gestures. In KRISTINA, SSI is the central instance for the analysis and synchronization of video and audio signals with respect to displayed emotions. For this purpose, targeted machine learning modules for paralinguistic, facial and gesture analysis have been implemented as SSI components-which also ensures seamless interaction with the rest of the framework. For the linguistic analysis of the audio, the transcribed material is piped through SSI to the language analysis module.
The semantic structures obtained from the analysis modules are handed over by the dialogue manager (DM) to the knowledge integration (KI) module in order to be projected onto genuine ontological (OWL) structures, fused and stored in the knowledge base (KB). The dialogue-oriented modules are embedded in the Visual Scene Maker (VSM) framework [12] . While the original purpose of VSM has been to support the definition of the interactive behavior of virtual characters, we use it, on the one hand, as a communication shell between the DM module and the modules it interacts with, and, on the other hand, for modeling the idle behavior of the agent.
The DM chooses the best system reaction (in terms of ontological structures), in accordance with the analyzed user move, the user's emotion and culture and the recent dialogue history. For this purpose, it solicits first from the KI module possible reactions that are reasoned over the KB. In other words, in contrast to most of the state-of-the-art DM models, the determination of the turn of the system is distributed between a high level control DM and a reasoning KB module.
The ontological structures of the best system reaction are passed by the DM to the fission (or modality selection) and discourse planning module, which shall ensure an adequate assignment of the content elements chosen for communication to the individual modalities (voice, face, and body gesture) and their coherent and coordinated presentation. The three modality generation modules determine the form of their respective content elements. The language generation module feeds its intermediate and final outcome also to the facial expression and gesture generation modules in order to ensure, e.g., accurate lip synchronization and beat gestures of the virtual character.
A dedicated search engine acquires background multimodal information from the web and relevant curated information sources. The engine extracts content from web resources (including social media) to enhance the background knowledge of KRISTINA that is stored in the KB in terms of ontologies, which facilitates the realization of flexible reasoning-based dialogue strategies.
To ensure that the agent is "knowledgeable" about the topic of the conversation and thus able to interpret the multimodal input (question, comment, request, etc.) of the user and come up with the appropriate reaction, the knowledge representation in the agent must be theoretically sound and scalable. The knowledge repositories must separate the representation of the state of an ongoing conversation from the high level typology of the conversation (or dialogue) acts and be dynamically extendable, i.e., the agent must be able "to learn" from both the input of the user and the external world.
Knowledge Representation, Integration and Interpretation
KRISTINA's multimodal knowledge representation framework includes ontologies designed to support the dialogue with the user and to represent the relevant basic care and healthcare background information from the web. The ontologies cover: (i) models for the representation, integration and interpretation of verbal and non-verbal aspects of user communication piped in by the DM [27] ; (ii) domain models that capture the various types of background knowledge, including user profile ontologies [15] ; ontologies for modeling routines, habits and behavioural aspects [25] , and healthcare and medical ontologies [28] . The knowledge integration and interpretation models define how the structures can be combined to derive high-level interpretations. To achieve this, a lightweight ontology pattern is provided for capturing contextual semantics, i.e., the types of the structures that are of interest and the way they should be interpreted by the ontology reasoning task. Figure 2 depicts the vocabulary used for the interpretation of the user's statement I feel sad and the complementary information from the visual channel 'low mood' detected via the corresponding valence/arousal values [27] . The ontology extends the leo:Event concept of LODE [32] to benefit from existing vocabularies for the description of events and observations. Property assertions about the temporal extension of the observations and the agent (actor) are allowed, reusing core properties of LODE. The figure also depicts the relationship between observation types and context models in terms of the Context class, which allows one or more contains property assertions referring to observations.
In our example, the fact that the user is sad constitutes contextual information that is modeled as an instance of Context, which is further associated with an instance of Sad. It also defines a property restriction that specifies the type of feedback needed when this emotional context is detected: Sadness ∃suggestion.ImproveM ood As such, the ctx1 instance of the example is classified in the Sadness context class, which further inherits the restriction about the potential feedback that could be given to improve the mood of the user. All three subclasses of the ImproveMood concept are retrieved and sent back to the DM in order to finally select the one that should be returned to the user.
Dialogue act representation
As already mentioned in Section 2, the DM is responsible for choosing the best suited system action among the suggestions of the KI module. Different aspects, such as the user's emotion and culture as well as the recent dialogue history, are taken into account. The rule-based choice is grounded in the dedicated model of dialogue acts shown in Figure 3 .
Fig. 3. Excerpt of the dialogue acts ontology
In order to avoid the predefinition of all user and system actions and be able to handle arbitrary input from both the language analysis and the KI modules, the rules are not defined for specific actions, but rather for general features such as the respective dialogue act and the topics, constituted by the classes associated with the possible system actions. For instance, in our example, three system actions are available. They share the dialogue act Statement. However, the topics differ. Thus, the first action has the topics newspaper and read, the second socialmedia and read, and the third activity. Individuals from a collectivistic culture tend to be more tightly integrated in their respective social groups, while individuals from an individualistic culture less so [16] . Therefore, the DM would propose to the user with a collectivistic culture background to read aloud news from social media, and select one of the other options if the user's culture is individualistic.
Multimodal interaction
With the knowledge model as its core, the KRISTINA agent performs the entire multimodal interaction, which involves dialogue management and multimodal communication analysis and generation.
Dialogue management
Besides the maintainance of the dialogue state and selection of the next system action sketchd in the previous section, dialogue management deals with the control of the agent's turn-taking behavior and the control of a variety of non-verbal idle behavior patterns [22] . To manage these two tasks, we use the Visual SceneMaker (VSM) platform [12, 21] ; see also Section 2. VSM determines the agent's participant role changes during the dialogue, based on the observed user input and the agent's own actions selected by the DM. The turn-taking decisions are made on the basis of a policy that determines whether the agent is allowed to interrupt the user's utterance and how it reacts to the user's attempts to barge in in its own turn. VSM is also responsible for planning appropriate and vivid non-verbal behavior patterns while the agent is listening to the user or whenever the speaker and listener roles are not yet clearly negotiated. In this latter case, the agent fulfills the role of a bystander by displaying an idle behavior that is supposed to create an impression of engagement and attentiveness while waiting for the user's next dialogue move or before actively starting a contribution itself, for example, mimicking the user's affective state by mirroring their facial expressions, gestures or body postures or displaying different eye gazes [23] .
Multimodal communication analysis
The objective of multimodal communication analysis is to convert the verbal and affective information captured from the user into abstract representations that are projected onto ontologies.
The analysis of verbal (spoken) communication consists of two major tasks: speech recognition and language analysis.
2 For speech recognition, we use the Vocapia ASR 3 , which exploits statistical speech models for both acoustic and language modeling [19] . Language analysis captures the function of an utterance, i.e. speech act, which is mapped onto the dialogue act of the DM, and transforms the transcribed utterances into structured representations via deep dependency parsing [3] , rule-based graph transduction [5] , and ontology design patterns [11] . A frame semantics [10] -oriented knowledge extraction paradigm is followed in the course of which incrementally abstract representations are distilled: 1. surface-syntactic → 2. deep-syntactic → 3. predicate-argument → 4. conceptual, which are translated into OWL knowledge graphs that capture entities and their relations as OWL n-ary relation patterns, and, in particular, as instantiations of DOLCE Ultralite's (DUL) Description and Situation (DnS) patterns. Cf. Figure 4 for the representations 1-4 of the transcription 'I feel sad '. Its knowledge graph representation is a declarative statement containing an instantiation of the dul:Situation class, which interprets the instances of :CareRecipient and :Sad classes as the experiencer and experienced emotion respectively of the event class :Feel instance:
:declare a da:Declare ; da:containsSemantics :feelCtx1 . :feelCtx1 a dul:Situation ; dul:includes :user1 ; dul:includes :sad1 ; dul:includesEvent :feel1 ; Multimodal cues that reflect certain affective states are measured and recognized through the application of sensor technologies, signal processing and recognition techniques. Facial and paralinguistic cues are the most prominent cues. Traditionally, affective face analysis revolved around the recognition of static facial expressions [8, 30] . Nowadays there is a consensus on the need for a dynamic analysis. Commonly, Action Units (AUs) from the Facial Action Coding System [9] are used as a standard representation [31] . In order to determine facial AUs in a fully automatic manner, we first extract SIFT-based features from sets of automatically detected facial landmarks and then apply a set of independent linear classifiers to associate a probability to each of the targeted AUs. The classifiers are trained following [29] , which allows training AU classifiers using datasets with a reduced amount of ground truth (only prototypical facial expressions are needed). Extraction of paralinguistic affective cues is done following [33] . Extracted facial and paralinguistic cues are combined through fusion strategies in order to generate a final prediction. Our work on fusion draws on Lingenfelser's [20] "event-driven" fusion, which is based on [13] . The algorithm does not force decisions throughout considered modalities for each time frame, but instead asynchronously fuses time-sensitive events from any given number of modi. This has the advantage of incorporating temporal alignments between modi and being very flexible with respect to the type and mode of used events. In [20] , this algorithm was used to combine the recognition of short-timed laugh (audio) and smile (video) events for a continuous assessment of a user's level of positive valence. For KRISTINA, it is extended to cover the whole valence arousal space, spanned by positive and negative valence and arousal axes.
Multimodal communication generation
Once the appropriate system action has been determined by the DM, the fission module assigns to the individual mode generation modules the content elements from the OWL graph that are to be expressed by the respective mode. Language generation follows the inverse cascade of processing stages depicted for analysis; see Figure 5 for the successive representations of the system reaction in our running example, namely the suggestion to present to the user news harvested from social media. As generation framework, we use multilingual rule-based [35] and statistical [2] graph transduction modules, which are further adapted to the idiosyncrasies of spoken language. The surface sentence is then spoken by the agent using the CereProc TTS. For its non-verbal appearance, KRISTINA is realized as an embodied conversational agent (ECA). The embodiment is realized through a credible virtual character. Credibility (as opposed to realism) implies the believability of the rendering of the agent, avoidance of the trap of the uncanny valley [24] , and animation through facial expressions and gestures, when appropriate. Gestures and facial expressions are generated according to the semantics of the message that is to be communicated. Since the generation of facial expressions using tags (smile, surprise, etc.) would limit the possible facial expressions and require a manual design of all possible expressions for each character, we use the valence-arousal representation of emotions [14] ; cf., also [17, 18] . Our model can generate and animate facial expressions in the continuous 2D and 3D valence-arousal space by linearly interpolating only five extreme facial poses. Because of its parametric nature, the valence-arousal space can be easily applied to a variety of faces. Using the semantics and other features, gestures are generated, keeping in mind the cultural context of the conversation.
Conclusions
We presented the first prototype of a knowledge-centred ECA, which is aimed to conduct socially competent emotive multilingual conversations with individuals in need of advice and support in the context of basic care and healthcare. So far, the agent's conversation skills are restricted to German, Polish, and Spanish; Arabic and Turkish are about to be added. Three different use cases have been setup to validate the progressively increasing functionality of the agent. In the first, it acts as a social companion of elderly with German respectively Turkish background, in the second as an assistant of Polish carers, and in the third as an healthcare adviser of migrants with North African background. Evaluation trials of the 1st prototype have been carried out with users from Germany and Spain with respect to trustworthiness, competence, naturalness of the avatar, friendliness, speech and language understanding and production quality, etc. Cf. the outcome of the questionnaire (on a Likert scale from '1' ("disagree") to '5' ("compeletely agree") on the competence of KRISTINA in Table 1 . 
