The tail behaviour of the limit of the normalized population size in the simple supercritical branching process, W, is studied. Most of the results concern those cases when a tail of the distribution function of W decays exponentially quickly. In essence, knowledge of the behaviour of transforms can be combined with some`large deviation' theory to get detailed information on the oscillation of the distribution function of W near zero or at in nity. In particular we show how an old result of Harris (1948) on the asymptotics of the moment generating function of W translates to tail behaviour.
We consider a simple (Bienaym -Galton-Watson) branching process, fZ n g, with the o spring distribution having the probability generating function f(s) = P p i s i and nite mean = f 0 (1) . We deal with the supercritical case, where > 1, so that the population size, suitable normalized, converges almost surely to a non-degenerate limit, W. The limit is strictly positive on the survival set of the process, and, for simplicity, we assume that f(0) = 0 so that this event has probability one. General background on branching processes can be found in Athreya and Ney (1972) .
Here the tails of W are the objects of interest. When there is a nite maximum family size d, so that f is a polynomial of degree d, we (1.1) Viewed in this form the result looks ready made for an application of the large-deviation theorem of G rtner (1977) and Ellis (1984) to convert this information about transforms into a result on the right tail of W. Pursuing this observation we will show that, as x ! 1, ? log P(W > x) = x =( ?1) H y (x) + o(x =( ?1) );
where H y is another continuous, strictly positive, multiplicatively periodic function (with period ?1 ) in an explicit relation with H which we will give.
When the minimum family size is m > 2 a very similar analysis provides results on the left tail of W. This case has received some recent attention, in particular in Biggins and Bingham (1991) . In it the multiplicatively periodic function arising can sometimes be shown to have very small oscillations, a near-constancy phenomenon; so the results here allow this small variation to be transferred to the tail of W. Bingham (1988) is also concerned with deducing tail behaviour from transform properties and the results here complete that study. The next section gives the relevant large deviation result. The following one establishes the result claimed above on the right tail of W. The fourth section looks at the analogous results for the left tail of W which arise when minimum family size is at least two. The fth section examines brie y the implications of our results for the tails of Z n . In this context mention should be made of the paper by Flajolet and Odlyzko (1984) . Though not phrased in the language of branching processes their Theorem 1 provides a detailed local result on the right tail of Z n for large n. The sixth and seventh sections give a discussion of near-constancy and provide results on how small oscillations in the transform carry over to the tail of W. The nal section is concerned with the left tail of W, but this time when the minimum family size is one. This case has a rather di erent character to the ones that are our main focus, in particular the tail of W decays like a power rather than exponentially, and has been studied in depth by Dubuc (1971) . Nonetheless the other results presented here suggest a strengthening of Dubuc's result on the behaviour of the density of W near 0 which we derive.
Large deviations
In this section we describe the large-deviation principle on which a number of our results rest. It is variant of the G rtner-Ellis Theorem see G rtner (1977) and Ellis (1984) though we have not found exactly the form we need in the literature.
As in Ellis (1984) , let fY n g be random variables with cumulant generating functions fk n g, so k n (s) = log E exp(sY n ): We assume that for some xed sequence of positive numbers tending to in nity, fa n g, lim n!1 k n (s) a n = k(s):
Let K be the set on which k is nite; k n and hence k are convex, so K is a convex set. Obviously k(0) = 0, so K is not empty. ? log P(Y n > a n x) a n > k (x):
Furthermore, if x = k 0 ( ) for some 2 intK then for any y < x lim sup n!1
? log P(Y n > a n y) a n 6 k (x):
Proof. The proof follows a standard pattern see for example Ellis (1984) and is omitted. It uses Chebychev's inequality for the rst part, conjugate measures and the rst part for the second.
The next result is a simple consequence of this theorem. For it, let X = intfx : x = k 0 ( ); > 0g: Note that X intK, so k (x) is continuous on X. Corollary 1 Suppose that there is an s > 0 in K. For all x 2 X lim n!1 ? log P(Y n > a n x) a n = k (x): (2.1)
In particular, if k is nite and continuously di erentiable on 0; 1) then (2.1) holds for x 2 (k 0 (0); k 0 (1) R(f i (z)) d i+1 ; (3.2) which converges uniformly on N as n ! 1. Writing log B(z) for the limit we see that it satis es the functional equation
Let (s) be the moment generating function of W, so that (s) = Ee sW . By substituting (s) for z in (3.2), using the fact that f n ( (s)) = ( n s) and then letting n tend to in nity, we see that G(s) = log B( (s)). Now (z) is analytic in z, Harris (1948) , and (s) 2 (1; 1) for s > 0. So there is a region containing the positive real axis, the connected component of fz : (z) 2 Ng containing (0; 1), on which G is analytic, as was asserted.
Finally as G is analytic it must be strictly convex, for otherwise it must be linear (an analytic function that is linear somewhere is linear everywhere), and this contradicts the periodicity of H.
In fact B is the (right) B ttcher function corresponding to the xed point at in nity of the pgf f, and (3.3) is the associated functional equation (see Kuczma et al. (1990) for background on functional iteration). That log B is analytic can be deduced from Lemma 2.5 of Flajolet and Odlyzko (1984) , which is set in a more general context.
The properties in Proposition 1 transfer to G , as the next result shows. These in turn yield properties of H y , the multiplicatively periodic function appearing in the right tail of W. (ii) H y is real-analytic and strictly positive on (0; 1), and multiplicatively periodic with period ?1 .
Proof. The rst part is no more than a restatement of the de nition of H y , given in Theorem 2. As G is real-analytic it follows that H y is. As G is strictly convex and increasing with G (0) = 0, H y (x) > 0 for x > 0. Finally, as H is multiplicatively periodic with period , it is easy to check that G (x ?1 ) = G (x) from which the stated periodicity of H y follows.
Proof of Theorem 2. Let H y n (x) = ? log P(W > n( ?1) x) n x =( ?1) so that, as has already been noted at the start of the section,
The limit here is continuous and the functions x =( ?1) H y n (x) are monotone in x so the convergence is uniform over x 2 The passage from this to convergence in x and establishing the properties of L y follow the pattern of Theorem 2.
In proving The function has a key role in the next part of our discussion and both are important in Section 7.
In nite divisibility Once attention is con ned to f that are shifted in nitely-divisible it turns out, see Biggins and Bingham (1991) , that the function introduced earlier in the section is the LST of a positive measure, and we denote the associated increasing function by F. The scaling relation for now implies that x ?(1? ) F(x) is multiplicatively periodic.
It is natural to expect that F is intimately related to the L vy measure of W, and this is indeed so. The following result shows that U, in its left tail, looks very like F, and, consequently, x ? ( has LST P(s) n andQ(x) has LST ?P 0 (s) so
For x 6 1,Q Q n (x) 6 xQ(x) n+1 so 0 6 (F(x) ? U(x)) 6 xQ(x)g 0 (Q(x)) and ? log Q(x) can be estimated from Theorem 3.
The tails of Z n
We consider the right tail of Z n in the Harris case, where the o spring pgf is polynomial. (A very similar analysis applies to the left tail of Z n when the minimum family size is at least two.) Let C(z) = log B(e z ), where B is the B ttcher function introduced in the proof of Proposition 1. In terms of C the B ttcher functional equation, (3.3), becomes C(log f(e z )) = C(z)d. From (3.2), C n (z) := log f n (e z )
d n ! C(z) throughout some neighbourhood of (0; 1), upon which C(z) is analytic. As it is the limit of convex functions C(s) is convex, and thus, as analytic and not linear, strictly convex. A straightforward calculation shows that C 0 n (0) = ( =d) n and C 0 n (1) = 1; so that C 0 (0) = 0 and C 0 (1) = 1. Observe now that log E exp(Z n+m s= m ) d n = log f n (f m (expfs= m g)) 6 Near-constancy phenomena Empirical studies by Harris (1948) and Biggins and Nadarajah (1992) , show that the variation in H can be very small. When f is in nitely divisible, theoretical bounds on the variation of L are obtained in Biggins and Bingham (1991) which show that it too can be nearly constant. Theoretical bounds have also been established in other analogous problems by Dubuc (1982) . Collectively these are referred to as near-constancy phenomena. No theoretical framework yet exists to describe the near-constancy of H, or of L once f is not assumed in nitely divisible.
The results obtained here do allow some of the known theory to be applied. As H and H y are analytic in a neighbourhood of the positive reals and multiplicatively periodic it follows that they are analytic on some cone containing the positive reals. This implies that the Fourier coe cients of the periodic version of H or H y decay geometrically, see Section 9, in particular Lemma 9, in Dubuc (1982) and Section 4, in particular Lemma 4, in Biggins and Bingham (1991) . Similar remarks apply to L and L y . This is qualitative near-constancy. Some new idea seems to be needed to go beyond this to actual bounds on the Fourier coe cients.
The original motivation for this study was a result derived in Bingham (1988, section 4) which transformed bounds on the variation of H to bounds on the tail of the distribution function of W. The framework developed here allows the following improvement of that result.
Proposition 6 Write C 1 and C 2 for the in mum and supremum respectively of H. As The upper bound is similar.
This result is mainly of interest when C 1 and C 2 are close, for then B 1 and B 2 are too. Suppose that the relative variation in H is r, so that C 2 = C(1+r) and C 1 = C(1 ? r). In just the same way bounds on L can be translated to bounds on the left tail of W when the minimum family size is at least two.
Proposition 7 Write C 1 and C 2 for the in mum and supremum respectively of L. As x ! 0 B 1 6 lim inf ?x =(1? ) log P(W 6 x) 6 lim sup?x =(1? ) log P(W 6 As we have said already, when the o spring distribution is shifted in nitely divisible, quantitative near-constancy results for L have been obtained in Biggins and Bingham (1991) , so Proposition 7 allows similar quantitative results on the oscillations in the left tail of W to be derived. For example, if the minimum family size is 2, the o spring mean is 5 and the o spring distribution is in nitely divisible then, computing the bounds supplied by Theorem 5 of Biggins and Bingham (1991) , the relative variation in L is no more than 4:199 10 ?4 and the corresponding gure for L y , using Proposition 7, is 7:376 10 ?4 . Note that, in contrast to the situation with H and H y , these are theoretical not empirical bounds.
Historical note
The pgf f(s) = 0:4s + 0:6s 2 was the example studied numerically in Harris (1948) . Harris observed that, to six decimal cases, H was constant, with the value 0.744625. This nding was a remarkable computational achievement for its time, before the computer age. Harris' work played an important part in motivating this and earlier studies by the present authors; we regard the main importance of Theorem 2 as being that it completes this work of Harris.
Nearly sinusoidal phenomena
There is a re nement of the idea of near-constancy which merits some discussion. The function L( t ) is periodic, so writing it as a Fourier series gives L(t) = L 0 1 + X n>0 l n sin 2 n log t log + n ! :
The bound on the relative variation of the function L used at the end of the previous section results from bounds on the decay of the Fourier coe cients fl n : n > 0g. In just the same way it can be shown that L( s ) is very close to the sine wave L 0 (1 + l 1 sin ( s + 1 )) (see the remark just before Corollary 3 in Biggins and Bingham (1991) and Lemma 9 of Dubuc (1982) ). The empirical study of H in Biggins and Nadarajah (1992) found that H( s ) was also closely approximated by a sine wave. At the start of the previous section reference was made to the fact that the Fourier coe cients of the periodic version of H y and L y decay geometrically. Of itself this tells us nothing about the size of the early coe cients. However we will now show that, in conjunction with geometrically decaying Fourier coe cients, the property of being`nearly-sinusoidal' will transfer from L and H to the functions arising in the tails of W, L y and H y . As we need to draw on the discussion in Biggins and Bingham (1991) , where L is considered, we focus on L here too. Our study of the link between L and L y proceeds through the intermediaries (the derivative of s L(s)) and , its inverse, introduced at (4.1). The scaling relations and satisfy, (4.2), imply that each can be written as a power times a multiplicatively periodic function, and the latter can be expressed in terms of a periodic function. The periodic functions underlying and are easily derived to be s(1? ) ( s ) and s (
(1? )s ) respectively. We will speak of the Fourier coe cients associated with a function, meaning the coe cients of the periodic function derived from it. The discussion in Section 5 of Biggins and Bingham (1991) makes the link between the Fourier coe cients associated with L and those associated with . (In the notation of that paper, s(1? ) ( s ) = K (s).) The discussion there applies generally, and not just to the in nitely divisible case. Thus L( s ) and s(1? ) ( s ) are nearly sinusoidal together, for if Fourier coe cients after the rst are negligible for one they are also for the other. In just the same way the Fourier coe cients associated with L y and are linked, and a similar analysis applies to H and to H y .
Ideally one would now like to complete the picture by making an explicit connection between the Fourier coe cients associated with and those associated with . We have been unable to provide this link. Instead then we focus on the nearly sinusoidal property, by which we mean that and so is essentially sinusoidal. E ectively we are assuming that the rst Fourier coe cient of this function is small (order ) and the higher ones are very small (the sum of their moduli is order 2 ). In in nitely-divisible cases numerical bounds for B, C 0 and can be obtained.
We content ourselves here with a brief (and relatively informal) treatment of the orders of magnitude in . This demonstrates the asymptotic behaviour, except when is close to 1 (that is, as = m, when f is nearly degenerate at its left endpoint m). When is near 1 the o spring distribution is nearly degenerate and the function L y has a very short period. The argument above suggests that even when near constancy obtains a sinusoidal approximation to L y may not be very good in these circumstances. A numerical study might shed some light on this.
To sum up then, the relationship between the Fourier coe cients of L and and between those of L y and ensures that they are nearly sinusoidal together, whilst the proposition just proved shows that when is nearly sinusoidal so is . Thus if L is nearly sinusoidal so is L y . A similar analysis can be applied to the right tail, relating H and H y .
The Schr der case
The results on the left tail of W in Section 4 apply when the minimum family size, m, is at least 2. From its relationship with the theory of functional iteration the case when m = 1 is often called the Schr der case, see for example Bingham (1988) . In this case the left-tail behaviour of W has been studied by Dubuc (1971 w(x) 6 lim supx 1? w(x) 6 D 2 :
This can be re ned, in the spirit of the results here.
Theorem 4 Recall that P satis es the functional equation f(P(s)) = P( s). In terms of densities this says (writing w n for the density of the sum of n independent copies of W) that w i x n > 0:
Consequently the positive functions V n (x) increase, with n, monotonically to a nite limit, which we call V (x). It is clear from the de nition of V n that the limit is multiplicatively periodic. It remains to show that V is continuous, and that convergence is uniform in x. To this end take D > D 2 and x 0 < 1 and small enough that w(x) 6 Dx ?1 < < 1 for x 6 x 0 . Then, by induction, w n (x) 6 D n x n ?1 for x 6 x 0 ;
