In order to reduce product development time, we need software tools that can perform automated validation of the proposed design concepts. These tools will ensure that only valid design concepts are transferred to the detailed design stage for further development. This paper provides a step towards the automated validation of proposed design concepts. We define the problem of consistency-checking of interactionstates as a key step in the design concept validation. We present a polynomial time algorithm for solving the interaction consistency-checking problem. We also present an algorithm for analyzing inconsistent interaction-states and identifying the inconsistent interactions. We believe that the framework described in this paper will provide the underlying foundations for constructing the next generation software tools for conceptual design of complex mechatronic systems.
INTRODUCTION
Mechatronic systems are referred to as systems that integrate elements from mechanical, electrical, electronic, and information domains, which are designed to provide better solutions than would be possible if components from only one domain are used [Walt01] . A multiple interaction-state system is a system in which the interactions between elements of useenvironment and elements of the system can have different interaction topologies depending upon the modes of system operation and the states of the use-environment. For example, consider a hybrid vehicle. While the vehicle is going down a hill, the engine is storing energy into the batteries. While the vehicle is going up a hill, both the batteries and the engine are providing power to the wheels. In this case, the interactions topology between system components (battery, engine, and wheels) is changing depending upon the state of the useenvironment (e.g., uphill or downhill).
Increasing the autonomy and intelligence in mechatronic systems often requires them to be multiple interaction-states systems.
The product development process is usually a hierarchical process during which alternatives are generated and evaluated at multiple levels of abstractions. In order to speed up the product development process, only valid alternatives should be passed from a higher level to a lower level. Most of the commercial CAD systems for mechanical products are aiding designers only in the detailed design stage. Computer aided design tools for the conceptual stage of mechanical design are either restricted to few specific products or only providing simple sketching functions. Hence, tools for the automated validation of proposed design concepts currently do not exist.
To facilitate computer-aided conceptual design, we have developed a framework for modeling design concepts behind mechatronic systems with multiple interaction-states [Gupt04] . We consider the designed mechatronic system as an artifact that interacts with the use-environment to produce behaviors that satisfy the customer requirements. The distinction between our approach and the traditional functional representation approaches for conceptual design is as follows:
• We use interactions instead input/output flows to describe relationships between objects. Thus non-flow based relationships can also be captured.
• We use interaction-states to capture the operating modes of the system. Hence we can support systems with multiple interaction-states.
• Design concepts modeled using our framework can be evaluated and simulated qualitatively. For example, events can be used to simulate the design concepts. This capability enables designers to identify promising design concepts. We believe that this new modeling framework could have the following benefits. First, it provides computer interpretable representation schemes for multi-state mechatronic system design concepts. Hence it provides improved support for design information archiving and reuse. Second, formal representations are expected to provide the necessary foundation for the development of computer aided evaluation support during conceptual design.
In order to reduce the product development time, we need tools that can perform automated validation [Chan90] of the proposed design concepts. These tools will ensure that only valid design concepts are transferred to the detailed design stage for further development. The importance of this step can be better understood by examining the consequence of not performing the design validation at the detailed design stage. For example, the product development gets significantly delayed if non-manufacturable shapes are passed from the detailed design step to the manufacturing step. Similarly, passing invalid design concepts to the detailed design stage leads to unnecessary delays in the product development.
Many tools have been developed that can perform validation during detailed designs. These tools check various features in the geometric model of the proposed design to assess their validity. These tools are significantly reducing the time to carry out the validation tasks. We are interested in developing validation tools for the conceptual design stage. Developing such tools requires the following three steps. First we need to develop a representation to model design concepts. This is analogous to the development of feature-based representations for modeling detailed designs. The next step is to develop the definition of validity. This is analogous to defining what feature parameters will be considered valid during the detailed design stage. For example, very thin walls or features with zero-draft angles may not be considered valid in the context of injection molding. Finally, we need algorithms that can determine if a proposed design is not valid. This is analogous to the development of a geometric algorithm that can detect if the given design contains a feature with zero draft angles.
This paper provides a step towards the automated validation of a proposed design concept. We formally define the problem of interaction consistency-checking of interactions states as a key step in the design concept validation. We also present polynomial time algorithms for solving the interaction consistency-checking problem and for identifying inconsistent interactions. We believe that the framework described in this paper will provide the underlying foundations for constructing the next generation software tools for conceptual design of complex mechatronic systems.
The remainder of the paper is organized in the following manner. Section 2 presents an overview of the modeling framework for representing multi-state mechatronic system concepts. Section 2 presents also the validation problem formulation and an overview of the related research. Section 3 explains how the validation problem can be converted into the determination of the size of a minimum s-t cut problem of a network. Section 4 presents algorithms to solve the validation problems along with an analysis of the algorithms. Section 5 describes the implementation and examples. Finally, Section 6 presents concluding remarks.
BACKGROUND AND PROBLEM FORMULATION

Overview of the modeling framework
We call the result of the conceptual design stage as design concept. A design concept needs to have the following three main ingredients. First, the design concept will need to identify the major components that will be needed to meet the customer requirements. Second, the design concept will need to specify the basic working principle behind every main component to ensure that the component can be fully realized. Third, the design concept will need to specify how the components will interact with each other. Figure 1 shows the overall conceptual design modeling framework and the main primitives used in this framework. The rationale behind the main primitives shown in this figure is as follows. We need to be able to models events in the useenvironments to which the design concept will respond. To ensure the safety of the operation, we need to be able to model unsafe world-states. These are the states into which the device should never enter because it can cause significant operational difficulties or create hazardous conditions. For example, when the door of a machine tool is open, the spindle should not rotate. Engineering characteristics are needed to specify the quantitative constraints associated with the operation of the device being designed. We need transition diagrams to model how the device (or the components of the device) interacts with the use-environment in response to various events in the useenvironment. Figure 2 shows the primitives used in defining the interaction-state transition diagram. The dependency among various primitive definitions is shown in Figure 3 . The primitive at the start of the arrow is needed for defining the primitive at the end of the arrow.
In our framework, the first task is to define the initial primitives of the design world. The design world usually includes the device to be designed and the objects in the useenvironment with which the device interacts. For constructing objects, we need to construct attributes and attributeinteractions for each object. The device objects respond to events in the use-environment. Thus, given a design problem, we should also define the event space. After objects are created, we can use these objects to construct a set of interaction-states by adding object interactions according to the customer requirements. After interaction-states are constructed, we can define a set of state transitions to construct an initial transition diagram. Engineering characteristics should also be defined as part of the behavior specification. After the initial transition diagram is constructed, the device objects may need to be further decomposed such that they can be realized via known Transition working principles. The elaboration step must ensure that the device's desired behavior is satisfied. In our framework, a design concept is defined as an ordered set consisting of the initial behavior specification, the fully elaborated transition diagram, the event space, and the set of unsafe world-states. In order for a design concept to be valid, the underlying transitions diagram will have to be valid. In order for a transition diagram to be valid, the interaction-states in the transition diagram should only contain consistent interactions.
As event space and unsafe state have been defined, we can actually simulate the design concept in our framework and evaluate its performance. This paper focuses on the problem of interaction consistency checking. An interaction-state is defined by a set of objects and their invariant interactions. Consistent interactions will ensure valid interaction states. The relationships among objects are called object interactions. The relationships among attributes are called attribute interactions. The object interactions should be resolved into attribute interactions, therefore we only discuss attribute interactions.
The attribute interactions are described by the following properties:
• Or the reason can be spatial, which indicates spatial constraints among a set of components. Furthermore, the reason can be law, which indicates the physical laws governing the relationships among physical attributes of a component.
• Interaction Type indicates whether the interaction is causal. For non-causal interactions, there is no need to specify the dependence among attributes. For example, the interaction of the mass and the volume of an object with uniform density is a non-causal interaction. For causal interactions, we need to specify the dependent relationships between attributes.
• Participating Attributes describe the names of the attributes that interact.
• Equation describes the equations behind the interaction. From the perspective of the governing equations behind the relationships, there are two types of interactions:
• Simple Interactions: These can be modeled using algebraic or ordinary differential equations. For example, the interaction of the mass attribute and the volume attribute of an object with uniform density is given by m = dv, where m is the mass value, d is the density, and v is the volume of the object.
• Complex Interactions: These cannot be modeled explicitly using equations during conceptual design. If the simulation of the design concept is necessary, then a simplified numerical simulation can be used as a model for these types of interactions. For example, the interaction among a light source, a camera, and a person (in which the light from the source reflects from the person's face and forms the image at the camera lens) cannot be modeled by algebraic equations or ordinary differential equations. However, qualitative relationships can be defined between the attributes. In the conceptual design stage, designers usually are not much concerned about the details of the equations behind an attribute interaction. Instead, they are interested in the qualitative relationships between attributes.
Problem formulation
Let X be the set of attributes belonging to all the objects in an interaction-state s. Let F be the set of interactions in state s defined over X. Each f in F is a subset of X and describes an interaction. During the conceptual design stage we are only concerned with the qualitative nature of interaction. For example, consider the hybrid car example. Let us assume we only consider major objects: engine, battery, motor, transmission and the wheels. The hybrid car is required to enter different interaction-states when the road condition changes. When the vehicle travels uphill or accelerates, the engine and the battery both provide power to the wheels through the transmission and motor respectively. The road can be modeled as a use-environment object. In this case, the interaction-state consists of these objects and their interactions. We use the following notations to represent the main attributes participating in the interaction:
x 1 = Battery Power Output, x 2 = Motor Power Output, x 3 = Engine Power Output, x 4 = Transmission Power Output, x 5 = Wheel Power Input, x 6 = Road Slope.
Then we can list the participating attributes in interactions when the vehicle is going uphill as follows:
Each of the above-described sets of attributes implies that there exists a specific relationship among the attributes in the set and hence all the attributes in the set cannot be assigned values independently. Please note that we are not concerned about the specific equation that is associated with the interaction. In most cases, such equations are not available at the conceptual design stage. So we are only concerned about the set of attributes that participate in an interaction.
We also model the constraints on the values of individual attributes as sets of participating attributes consisting of only one member. Since there is a maximum power constraint on the engine's power output, we have f 5 = {x 3 }. The slope of the road is determined by the use-environment; therefore we model it as f 6 = {x 6 }. Therefore, in this case we have six variables and six interactions in this interaction-state.
We formulate the interaction consistency problem in the following manner. Given,
The problem of interaction consistency is to determine if there exists F′ ⊂ F such that cardinality(F′) > cardinality(∪F′). If such F′ exists, then the given set of interactions is considered inconsistent.
Let us consider the following example,
there is a total of five attributes and only five interactions, the last four interactions (i.e., f 2 = {x 1 , x 3 }, f 3 = {x 1 , x 2 }, f 4 = {x 1 , x 2 , x 3 }, f 5 = {x 2 , x 3 }) only involve three variables (i.e., x 1 , x 2 , x 3 ). Therefore, these interactions are overconstrained. Thus, the interactions in this state are inconsistent and this state is invalid. If n < m, the set of interactions is obviously inconsistent. Thus we only deal with cases in which n ≥ m.
Here we assume that no redundant equations will be subsequently used in the detailed design stage to realize the set of interactions. A redundant equation can be deduced from a set of other equations. For example, assume that we have the following two equations: x 1 + x 2 =3, x 2 + x 3 =5. Then the equation x 3 -x 1 =2 can be derived from the first two equations and hence it is a redundant equation.
If the set of interactions is inconsistent, a natural problem that arises is identifying the interactions that lead to the inconsistency. Designers need to locate the subset of inconsistent interactions and modify them to ensure that the modified interactions are consistent.
Overview of our approach
Given the set of interactions, we use the following approach to solve the problem: 1) Construct an interaction network from the set of interactions. Section 3.1 shows how the network is constructed. Then we show that the consistency problem is equivalent to checking the size of the minimum s-t cut problem in the interaction network. Section 3.2 presents the proof for this equivalence. 2) We use the algorithm FINDMINIMUMSTCUTSIZE to compute the size of the minimum s-t cut of the network and find out whether the set of interactions is consistent. Section 4.1 presents this algorithm. If the interactions are found to be inconsistent, then we determine the set of interactions that lead to inconsistency. Section 4.2 describes the algorithm FINDINCONSISTENTINTERACTIONS defined for this task.
Related work
The usual approach to solve the minimum cut problem is to use its close relationship to the maximum flow problem. Ford and Fulkerson showed the duality of the maximum flow and the minimum s-t-cut in their famous Max-Flow-Min-Cut-Theorem [Ford56]. They also gave a simple algorithm for solving the problem. Finding a minimum cut without specifying the vertices to separate can be done by finding minimum s-t-cuts for a fixed vertex s and all |V| -1 possible choices of t ∈ V -{s} and then selecting the smallest one. Goldberg and Tarjan used push-relabel algorithms to achieve a faster computation. They do not maintain a valid flow during the operation; each node may have a positive " flow excess" , and the algorithm tries to push it to neighboring nodes. Many modifications based on these two types of approaches have been made to achieve faster algorithms.
Algorithms that are not based on flows have also been developed. Nagamochi and Ibaraki gave a procedure that repeatedly identifies and contracts edges that are not in the minimum cut until the minimum cut becomes apparent. It applies only to undirected graphs with non-uniform edge weights [Naga92]. The approach by Gabow is based on a matroid characterization of the minimum cut problem. According to this characterization, the minimum cut in a graph is equal to the maximum number of disjoint directed spanning trees that can be found in it. Gabow's algorithm finds the minimum cut by finding such trees [Gabo95]. Karger and Stein give a randomized algorithm that finds the minimum cut in an arbitrarily weighted undirected graph [Karg96].
MAPPING CONSISTENCY CHECKING PROBLEM TO MINIMUM S-T CUT PROBLEM IN INTERACTION NETWORK
Construction of interaction network
We build an interaction network G that describes how interactions F and attributes X are related to each other.
There are four kinds of nodes in G:
• s-node: Source node.
• t-node: Sink node.
• x-node: Node corresponding to an attribute in X.
• f-node: Node corresponding to an interaction in F.
There are three types of edges in G:
• sf-edge: Edge connecting the s-node to an f-node. The capacity of this edge is 1 unit.
• fx-edge: Edge connecting an f-node to an x-node. The capacity of this edge is n+1 units.
• xt-edge: Edge connecting an x-node to the t-node. The capacity of this edge is 1 unit. Now we present the algorithm for constructing the interaction network G.
Algorithm CONSTRUCTINTERACTIONNETWORK Input: System of interactions F with respect to X. There are n variables in X and m interactions in F.
Output: Interaction network G Steps: 1) Create an empty network G.
2) Insert node s into network G. Label this node as snode. 3) Insert node t into network G. Label this node as tnode. 4) Insert a node for every f ∈F into G. Label these nodes as f-nodes. Create an edge from the s-node to every f-
Create an edge from every x-node to the tnode. Label these edges as xt-edges. Set the capacity of every xt-edge to 1. 6) For every f, insert an edge from the f-node to an xnode if x belongs to f. Label these edges as fx-edges. Set the capacity of every fx-edge to n+1. Figure 5 shows network G for the following attributes and interactions:
•
Mapping Consistency-Checking Problem to Minimum Cut Problem
In this section we will show that the interaction consistency-checking problem can be mapped to the problem of checking the size of the minimum s-t cut in network G.
Let G = (V, E) be an edge-weighted directed graph (digraph) with a finite set of vertices V and a set of ordered pairs of vertices, E ⊆ V × V , called edges. We typically use e or (u, v) to denote an edge e = (u, v). c(e) is called the capacity of e. A network is a digraph in which two vertices are distinguished as the source s and the target t where s ≠t, and in which each edge has a non-negative capacity. A flow in a network is defined to be a function f that assigns a real number to each edge, subject to two constraints:
• Flow of an edge is non-negative and less than or equal to the capacity; • For each vertex other than the source and the target, the flow into the vertex equals the flow out of it. The value of a flow is the net flow into the sink. Given a network, a flow is a maximum flow provided it has the largest value among all flows. A directed s-t path in G is a sequence of vertices and edges of the form s, (s, v 1 ), v 1 , (v 1 , v 2 ), v 2 , . . . , v k-1 ,  (v k-1 , t) , t. An s-t cut is a partition of the node set V into two subsets S and T = V-S. Alternatively, we can define a cut as the set of edges whose endpoints belong to the different subsets S and T. A cut is referred to as an s-t cut if s∈S and t∈T. The size of an s-t cut is the sum of the capacities of all the forward edges (edges from S to T) in the cut. An s-t cut is a minimum s-t cut provided it has the smallest size among all s-t cuts.
A path of a network is a sequence s, e 0 , v 1 , e 1 ,…, e k , t with s, v 1 , …, t ∈V, and e 0 , e 1 ,…, e k ∈E , such that it starts in s, ends in t and does not contain any vertex twice. The residual capacity of an edge e i =(v i , v i+1 ) is given by res(
Given a flow network G = (V, E) and a flow f, the residual network of G induced by f is G r = (V, E r ), where Each edge of the residual network, or residual edge, can admit a strictly positive net flow. A residual edge may not be an edge in E. An augmenting path with respect to a network G and a flow f is a simple path from s to t in the residual network G r [Corm90] . Figure 6 (a) and 6(b) illustrate a network G and the network with a flow value of 1. An augmenting path P can be formed by s, (s, f 1 ), f 1 , (f 1, x 2 ), x 2 , (x 2 , t), t. The residual capacity of this path is the minimum res(P) = min{res((s, f 1 )), res((f 1 , x 2 )), res((x 2 , t))}. Thus res(P) = min{2, 5, 4} = 2. The residual network for the network with a flow value of 1 is shown in Figure 6 (c). Now we present mathematical preliminaries that prove that the consistency-checking problem can be mapped to the problem of finding the size of the minimum s-t cut in a network.
Lemma 1. The size l* of the minimum s-t cut in network G is less than or equal to the number of interactions m.
Proof: A cut of G can be created by selecting all edges with an sf-edge label from the network (for example, see edges in dotted lines in Figure 7) . The size of this cut is equal to the sum of the capacities of all edges with an sf-edge label. There are m such edges in G and the capacity for each such edge is 1 unit. Therefore, the size of this cut is m. Therefore, we can conclude that the size l* of a minimum cut in G is less than or equal to m.
Lemma 2. A minimum s-t cut of network G cannot contain an edge with an fx-edge label.
Proof: According to Lemma 1, the size of the minimum s-t cut of G is less than or equal to m. Since the capacity of fx-edges is n+1, any cut that contains an edge with an fx-edge label must have a size of at least n+1. Since n ≥ m, any cut that contains an fx-edge cannot be a minimum s-t cut due to Lemma 1.
Lemma 3.
If the size l* of the minimum s-t cut of network G is less than m, then the minimum cut must contain at least one sf-edge and one xt-edge.
Proof: According to lemma 2, minimum s-t cut C* does not contain any edges with an fx-edge label. Let C* be a minimum s-t cut of G such that l* < m. Cut C* can be of the following three types: 1) all edges in the cut are sf-edges; 2) all edges in the cut are xt-edges; 3) edges in the cut contain both types of edges. In cases 1 and 2, we can find a path from s to t. Therefore, C* cannot be a cut. Thus only case 3 produces a valid cut. Theorem 1. If there exists a subset of interactions F′⊆ F such that cardinality(F′) > cardinality(∪F′) (i.e. the number of interactions is greater then the number of variables in the interactions), then there would exist a minimum s-t cut in network G of a size less than m.
Proof: First let us construct the interaction network as shown in Figure  8 according to algorithm CONSTRUCTINTERACTIONNETWORK. We define E f as the set of sf-edges that connect the s-node with f-nodes that correspond to F-F′, E x as the set of xt-edges that connect xnodes that correspond to ∪F′ with the t-node, E f ′ as the set of sf-edges that connect the s-node with f-nodes that correspond to F′, and E x ′ as the set of xt-edges that connect x-nodes that correspond to X-∪F′ with the t-node. And we define the cardinalities of these sets of edges as the following: 
Figure 7: A cut of the network.
f 5 
Since for every f-node∈F, there is only one sf-edge that connects it with the s-node, cardinality(F′) = cardinality(E f ′), thus l f ′ = cardinality(F′).
Similarly, since for every x-node∈F, there is only one xtedge that connects it with the t-node, cardinality(∪F′) = cardinality(E x ), thus l x = cardinality(∪F′).
Cut C = E f ∪E x is an s-t cut (shown in dotted lines in Figure 8 ) based on its construction. We define l = cardinality (C).
According to the construction of the network, we have
(by 1) Since, cardinality(C) < m and cardinality(C*) ≤ cardinality(C), cardinality(C*) < m. Figure 9 shows an example further illustrating terminology used in this Theorem.
Theorem 2. Let C* be a minimum s-t cut of the interaction network G, and the size of the cut l* be less than m. In this case there would exist F′⊆ F such that cardinality(F′) > cardinality(∪F′).
Proof: According to Lemma 2 and Lemma 3, the cut must be formed in the manner shown in Figure 10 . We define E f as the set of sf-edges that connect the s-node with f-nodes that correspond to F′′, E f ′ as the set of sf-edges that connect the snode with f-nodes that correspond to F-F′′, E x as the set of xtedges that connect x-nodes corresponding to ∪(F-F′′) with the t-node, and E x ′ as the set of xt-edges that connect x-nodes that correspond to X-∪(F-F′′) with the t-node. And we define the cardinalities of these sets of edges as the following:
According to the construction of the network, we have l f + l f ′ = m (3) Since cut C* = E f ∪E x , cardinality (C*) = l f + l x (4) According to Lemma 3, we also have: l f > 0 and l x >0 We are given cardinality (C*) < m, thus
(by 3) Then we have l x < l f ′ That states that cardinality(E x ) < cardinality (E f ′) Since for every f-node∈F, there is only one sf-edge that connects it with the s-node, cardinality(F-F′′) = cardinality(E f ′).
Similarly, since for every x-node∈F, there is only one xtedge that connects it with the t-node, cardinality(∪(F-F′′)) = cardinality(E x ).
Therefore, cardinality(∪(F-F′′)) < cardinality (F-F′′). We rename (F-F′′) as F′, then we have cardinality(F′) > cardinality(∪F′) Corollary 1. Let C* be a minimum s-t cut of size less than m and E f ′ be the set of sf-edges that are not in C*. The set of inconsistent interactions is represented by the f-nodes that are connected to the s-node by edges in E f ′.
Proof: It directly follows from Theorem 2. 
X-∪(F′)
Theorem 3. Let C* be a minimum cut of size less than m. Let F′ be the set of f-nodes that are connected to s-nodes by edges that are not in C*. Let F be the set of all f-nodes. Then ∀ F′′ ⊆ (F-F′), cardinality(F′′) ≤ cardinality (∪F′′).
Proof:
We will prove this theorem by contradiction. Assume there exists F′′⊆ (F-F′) such that cardinality (F′′) > cardinality (∪F′′).
We define E f as the set of sf-edges that connect the s-node with f-nodes that correspond to F-F′, E x as the set of xt-edges that connect x-nodes corresponding to ∪F′ with the t-node, E f ′ as the set of sf-edges that connect the s-node with f-nodes that correspond to F′, E x ′ as the set of xt-edges that connect x-nodes that correspond to X-∪F′ with the t-node, E f ′′ as the set of sfedges that connect the s-nodes with f-nodes that correspond to F′′, and E x ′′ as the set of xt-edges that connect x-nodes corresponding to ∪F′′ with the t-node.
Since for every f-node∈F, there is only one sf-edge that connects it with the s-node, cardinality(F′′) = cardinality(E f ′′).
Similarly, since for every x-node∈F, there is only one xtedge that connects it with the t-node, cardinality(∪F′′) = cardinality(E x ′′).
Figure 10: A cut illustrating terminology used in Theorem 2.
Then the assumption can also be represented as cardinality(E x ′′) -cardinality(E f ′′) < 0 (5) We separate F′′ from F-F′ as shown in Figure 11 .
Figure 11: A cut illustrating terminology used in Theorem 3.
According to the definition of cut, cardinality(C*) = cardinality(E f ) + cardinality(E x ) (6) cardinality(C′) = cardinality(
(9) (by 7 and 8) Then cardinality(C′) -cardinality(C*) = cardinality(E x ′′) -cardinality(E f ′′) < 0 (by 6 and 9) Therefore, cardinality (C′) < cardinality (C*) Thus C* is not a minimum s-t cut. This contradicts with the Theorem statement.
From
ALGORITHMS FOR FINDING MINIMUM S-T CUT AND IDENTIFYING INCONSISTENT INTERACTIONS
Algorithm for finding minimum s-t cut in network G
According to the duality between maximum flow problems and minimum cut problems, the size of the minimum s-t cut can be found by computing the maximum flow between s and t. Our algorithm is based on Ford and Fulkerson's basic maximum flow algorithm of finding the augmenting path.
Algorithm FINDMINIMUMSTCUTSIZE Input: A directed network G Output: The size of the minimum cut of G and the residual network G r of G Steps: 1) Set size of minimum cut to 0.
2) Initialize flow of the network, set f(e) = 0, ∀ e ∈ E.
3) Set G r = G. 4) Find an augmenting path from the s-node to the t-node in G r a. If a path is found, then i. Augment flow along this path. ii.
Increase the size of the minimum cut by 1. iii.
Generate new residual network G r . iv.
Go to Step 4. b. Else, return the size of the minimum cut and residual network. The working of this algorithm is illustrated in Figure 12 . Figure 12a shows the original network. Initially, the residual network is the same as this network (see Step 3 of the above algorithm). Figure 12b shows an s-t path as s, (s, f 1 ), f 1 , x 1 , (x 1 , t), t. Sending a unit flow along this path will saturate the flow capacities in edges (s, f 1 ) and ( x 1 , t) as shown in Figure 12c . The residual network with respect to this flow is shown in Figure  12d . A new path shown in Figure 12e is found as s, (s, f 2 
Now we analyze the complexity of this algorithm.
Step 1 can be executed in time O(1).
Step 2 can be done in time O(E) where, E = Number of sf-edges + Number of fx-edges + Number of xt-edges. E has an upper bound of n + nm + m. For the network shown in Figure 5 , we find the size of the minimum s-t cut of the network. In this case C* = 4 as shown in Figure 13 . The maximum flow of the network is also shown in Figure 13 . Since m = 5, the set of the interactions is not consistent. The residual network with respect to the maximum flow is shown in Figure 14 .
Ford and Fulkerson's algorithm finds maximum flow by finding all the augmenting paths in the network from s to t and saturating the flows along the paths. However, there are several characteristics of our problem that can be used to reduce the complexity of the algorithm directly.
1) The network in our problem is actually a special network. Network G = (V, E) has a node set V partitioned into two subsets V 1 and V 2 so that for every edge e i =(v i , v i+1 )∈E, either v i ∈ V 1 and v i+1 ∈ V 2 or v i ∈ V 2 and v i+1 ∈ V 1 . Thus any s-t path follows the pattern s, f, x, f, x, f, x, …, t in which f-nodes and x-nodes appear in a pair wise manner. 2) Every sf-edge and xt-edge has capacity of 1. That means that once such an edge is used in a path, it won't be used in another path. Meanwhile, an f-node or an x-node also can only be used in one path.
Algorithm for finding inconsistent interactions
Algorithm FINDINCONSISTENTINTERACTIONS Input: Interaction residual network G r corresponding to the maximum flow Output: set of f-nodes corresponding to inconsistent interactions
Steps: 1) Use depth-first search to find all nodes in residual network G r that are reachable from s-node and put these nodes in set R. 2) Remove x-nodes from R and return R. Now we will show that R corresponds to the f-nodes that are connected to the s-node by edges in E f ′ as stated in Corollary 1 . We denote the node set that is reachable from s in G r as V 1 , and the set of the remaining nodes as V 2 =V -V 1 . There is no path in the residual network such that the s-node reaches the t-node. Otherwise, an augmenting flow could have been generated and hence flow would have not been maximum. Thus, s ∈V 1 and t ∈V 2 . Therefore, cut C = {V 1 , V 2 } is an s-t cut. Since the flow is maximum, according to the duality between maximum flow and minimum cut, C is a minimum s-t cut [Ford56] . Therefore, we conclude that inconsistent interactions can be found by finding reachable nodes in the residual network corresponding to the maximum flow. Since we are only concerned about the inconsistent interactions, we remove x-nodes in the reachable node set. Now we analyze the complexity of this algorithm. For a depth-first search, Step 1 can be executed in time O(E + V) = O(nm).
Step 2 takes time O(n+m). Therefore, this algorithm runs in O(nm).
For the network shown in Figure 5 , the residual network with respect to the maximum flow is shown in Figure 14 . Now we can find the reachable nodes from s-nodes as {f 2 , f 3 , f 4 , f 5 , x 1 , x 2 , x 3 } as shown in Figure 15 . Thus the set of interaction nodes {f 2 , f 3 , f 4 , f 5 } is inconsistent. One can easily verify that there are only three variables {x 1 , x 2 , x 3 } involved in four interactions {f 2 , f 3 , f 4 , f 5 }.
IMPLEMENTATION AND EXAMPLES
We have implemented the algorithms described in this paper using C++ and has been tested on the Windows 2000 platform. We ran the program on a PC with the following configuration: (1) AMD Athlon XP1700+ CPU and (2) 1GB Memory. Figure 16 shows design alterative A behind a device based on a planar mechanism. There are 6 active objects that represent various links in the device (the ground object is not counted). Every object can be described by three attributes (x, y, θ).
These attributes present the x and y coordinate of the center of the object, and its orientation. In this device, objects interact with each other via joints. We assume that all joints in this case are pivot joints. The presence of a pivot joint reduces two degrees of freedom between two links. This means that while (x, y, θ) attributes for one of the links can be assigned independently, only one variable for the second link can be assigned independently. Therefore, as per our terminology, there are two interactions among objects due to the presence of the pivot joint. Both of these interactions involve the same set of variables. However, the equations behind each interaction will be different and can only be found after assigning dimensional parameters to the links. As mentioned before, we do not care about the actual equations involved but rather the set of attributes that participate in an interaction.
Therefore, interactions among objects due to the presence of joints can be described by the following set of participating attributes: 
Objects A and C are connected to the ground via pivot joints, so we need to model the following interactions: f 13 = {x A , y A , θ A }, f 14 = {x A , y A , θ A } f 15 = {x C , y C , θ C }, f 16 = {x C , y C , θ C } We want to have two degrees of freedom in this device. These constraints are modeled as interactions as well. However, only one attribute participates in these two interactions. Therefore, we get f 17 = {θ A }, f 18 = {θ C } Then the interaction consistency problem for this device is formulated as the following: By running our software, we get the following result: The size of the minimum s-t cut is 17 < m, thus the interactions are inconsistent.
The set of inconsistent interactions are identified as {f 1 , f 2 , f 3 , f 4 , f 13 , f 14 , f 15 , f 16 , f 17 , f 18 }. These ten interactions only involve nine variables. Hence this design concept is not valid. Now let us consider another design alternative. This design alternative called alternative B is shown in Figure 17 . This alternative has the same numbers of objects and joints. However, the interaction topology is different. Interactions in this design can be modeled as the following: This example illustrates that the interaction topology can have significant influence on the validity of a design concept.
