This paper presents a state of the art review of the vibrant and fast growing field of reliability optimisation in design as it was in the early 1980s, when the field had started to gain attention, to date; in terms of research and development of theories and applications. The field is classified into the pertinent existing reliability optimisation strategies and the types of optimisation models employed. The solution methods used are also discussed. The models are critically reviewed and gaps needing attention noted. Particularly noted was the dominance of redundancy allocation optimisation over other strategies such as reliability allocation optimisation which virtues have not been fully explored. Attention is drawn also to the scarcity of multi-objective optimisation models in the literature, even though typically real life reliability optimisation problems are of that nature. The discussions are concluded by drawing attention to potential model formulations of the multiobjective type.
INTRODUCTION
A system's ability to perform its intended function, without fail, for a specified period, under predetermined conditions is a measure of its reliability. This attribute has far reaching consequences on the durability, availability, and life cycle cost of a product or system (Cranwell, 2007) and is of great importance to the end user/engineer. Since reliability is very much a function of the design of a product or system (Ireson et al, 1996; Dhillon, 2005) there is concern and interest especially among reliability engineers that it is built into a design at the earliest stages, i.e. the conceptual or preliminary stage (James et al, 2002) . The decision process at this stage includes making choices about the type of components (and their associated reliabilities) to be used and the design configurations. The choices are driven by the interaction of reliability objectives with the economic costs associated with the design, manufacture and use (Marseguerra and Zio, 2000) . Typically high reliability targets or specifications are set for the system, and ways to achieve them are then explored, taking into account resource constraints (Mettas, 2000) . Apart from the limitations of resources, the targets set may be in conflict. For instance a high reliability generally means a high cost, and could also mean excessive weight and volume. For a given system configuration the individual components may have different levels of reliability and associated costs; also the same level of system reliability may be achieved by different component combinations.
Therefore a natural optimisation problem arises (Majety et al, 1999) .
Reliability considerations at the design stage provide certain advantages. For instance: (i) it allows a topdown approach (i.e. it looks at the top level design parameters), instead of a bottom-up one. This eliminates or reduces the need to make costly modifications when the design has gone into manufacture or has been commissioned for use, whereas the bottom-up one does not (Hasan and Crossley, 2002) . (ii) It can also reduce warranty costs resulting from later failures during use. (iii) The cost of maintaining the system over its life time is also reduced (Cranwell, 2007; Lad et al, 2008) . This paper discusses optimal systems' reliability evaluation or prediction at the design stage and presents a state of the art review of some of the most recent examples in the area. It discusses system reliability optimisation models which have reliability or cost as the main performance criterion and which are 96 applicable to non-repairable systems, in particular. The main strategies, models, and methods used to optimise systems' reliability are discussed, to provide an overview of the field. This is followed by a critical view of the existing approaches while making a case for more applications involving the multi-criteria optimisation models. It also provides directions for future research, before drawing conclusions.
Optimal reliability design strategies: Three prominent strategies for system's reliability optimisation Kuo et al, 2001; Zhao et al, 2007) , are: (i) Redundancy Allocation, (ii) Reliability Allocation, and (iii) Redundancy-Reliability Allocation. The first, in general, seeks to find the best combination of components and levels of redundancy that together meet reliability and cost requirements and satisfy the system constraints (Coit and Smith, 1996a; Goel et al, 2003; Liang and Chen, 2007) . The reliability allocation problem, on the other hand, seeks to find the best allocation of reliability to components or subsystems of a system in order to maximise the overall system reliability or minimise the system cost under specified constraints. The redundancy-reliability allocation problem combines these two strategies. Before discussing each in the context of the optimisation model types and their characteristics, a few points about the strategies should be noted. Firstly, the diversity of system configurations, resource constraints, and options for reliability improvement have led to the construction and analysis of a number of optimisation models in respect of each of the approaches (Kuo et al, 2001; Yalaoui et al, 2005a) . Secondly, the optimisation models reported in the literature have largely been single objective. Multiple objective formulations while relatively scarce Coit et al, 2004; Safari, 2012) have begun to receive a lot more in attention recently. Thirdly, the literature shows that the use of redundancy allocation for optimal reliability design (whether under single criterion or multicriteria) is more popular than the other approaches (Gen and Yun, 2006; Pan et al. 2007; Wang, 2009) . Finally, the series-parallel system configuration has received the most attention (Coit and Smith, 1996b; Prasad and Kuo, 2000) .
Reliability optimisation under a single criterion:
An optimisation problem is described as single criterion (SCO) if and only if, one criterion is specified as the objective function to be optimised. This has traditionally been the dominant type used in reliability design and a number of different formulations are reported in the literature. A generalised model representing these under each of the strategies will be discussed. Typical examples of applications are cited for illustration purposes.
Single Criterion Models:
In general, the single criterion redundancy allocation optimisation problem is of the form: This is a discrete optimisation problem since the elements of the decision vector
which specifies the redundancy levels for a set of N components or subsystems are required to be discrete values. The objective function may be either the system's reliability expression (i.e. -f ) or the system cost (i.e. f ) which is minimised, subject to constraints on the system resources and the redundancy levels given by the functions i g which are usually separable . There are cases, albeit rare, where the decision variables concern the selection of components or their assignment in a system, without redundancy (Ashrafi and Berman, 1992; Atiquallah and Rao, 1993; Altiparmak et al, 1998; Wattanapongsakorn and Levitan, 2001 Bala and Aggarwal (1987) , Kim and Yum (1993) , and Deeter and Smith (1997) which concerned redundancy allocation in complex systems or networks for their optimal reliability, and that of Coit and Smith (1997) which focused on a series-parallel system reliability optimisation. Prasad and Raghavachari (1998) , considered the problem of the optimal allocation of interchangeable components, to a series-parallel system in order to maximise its reliability, with only one component allowed for each subsystem. Later Prasad and Kuo (2000) discussed the optimal allocation of redundant components to both series and complex coherent systems, to maximise their reliability, subject to constraints on the subsystems' reliability and redundancy levels. Munoz and Pierre (2004) presented a model that sought to find parallel redundancies at both the component and system levels of a series system that minimised the cost associated with the redundancies, subject to lower bound constraints on both the system reliability and the redundancy levels. You and Chen (2005) proposed a model to maximise a series-parallel system reliability, with upper bounds on both the system cost and weight for a given redundancy level. Onishi et al (2007) considered the case of the redundancy allocation problem with and without component mixing. Their model sought to maximise the system reliability subject to upper bounds on both the cost and the weight of the system. TavakkoliMoghaddam et al (2008) discussed the situation where the decision to be made concerned not just the component type and redundancy levels, but also the type of redundancy strategy to use: whether cold or active standby. Further examples of this model type are given in Table 1 , to illustrate the features of the models and the areas of application. The features are: the criterion optimised, the constraints imposed on the system, the decisions to be made, and the type of system configuration. The specific area of application is also noted as well as the source. Obviously the most studied type of redundancy allocation problem is the one that seeks to maximise system reliability (those with cost as the objective function are in the minority). Another feature is the popularity of studying the series-parallel system configuration problems. The decisions to be made have usually been to find the number of redundant components for the design. Mohamed et al (1992) and Kuo et al (2001) R . This model assumes that the system configuration is determined or known and remains unchanged (i.e. fixed) during the optimisation process. The system performance measure that is optimised in this case is reliability or cost, with constraints on the reliability of the components, the subsystems, or the system as well as on other system characteristics such as cost, weight, volume etc. One of the earliest examples of this problem type was presented by Mohan and Shanker (1988) . They discussed the reliability allocation problem in the context of a complex bridge network system. They proposed a model to allocate reliabilities to the components of the system so as to minimise the cost, subject to minimum and maximum reliability restrictions of zero and one respectively on the components. Mettas (2000) presented a formulation to minimise the cost of reliability of both series and complex systems under a lower bound constraint on the reliability of each of the systems as well as a lower and upper bound constraint on the reliability of their components. Yalaoui et al (2005a) presented a model which sought to minimise the cost associated with the reliability of a parallel-series system under a constraint on the system reliability.
The general redundancy-reliability allocation optimisation problem is modelled by the expression: Expression (3) combines the formulations given by (1) and (2) into a single model which is a mixedinteger optimisation problem, with the decision variables being the number of redundant components and their reliabilities. Neither the system configuration nor the component reliabilities are assumed to be known or constant. Indeed they are the decisions that the model seeks to help make after optimisation. The types of criterion to be optimised are similar to those discussed in the cases of (1) and (2) above.
One of the earliest examples of this model type was presented by Hikita et al in (1986) . They considered the optimal selection of both component types and their reliability in order to maximise the reliability of a series parallel system, with constraints on the reliability of the components. Other cases of the model are presented by: Chi and , Xu et al (1990) , Hikita et al (1992) , Majety et al (1999) , Elegbede et al (2003) , and Yalaoui et al (2005b) . Chi and discussed the maximisation of the reliability of computer software by means of allocation of both reliability and redundancy to its components which were software programmes. The cost of a software failure was constrained to an upper limit. Xu et al (1990) discussed the reliability optimisation of a parallel-series, a complex, and a series system in which their reliabilities were maximised with constraints on cost, weight and redundancy. Hikita et al (1992) extended their studies of the series-parallel system as in Hikita et al (1986) to a complex system. Majety et al (1999) discussed the model in the context of a number of system structures, such as series, parallel, series-parallel, and, parallel-series. Their models all sought to find the allocations of both reliability and redundancy to the components which would minimise system cost and satisfy a minimum system reliability requirement. Elegbede et al (2003) after presenting theoretical results on the necessary condition for the optimal allocation of reliability to the components of a redundant subsystem, extended their result to series parallel systems and applied their ideas to a numerical example to minimise the system cost , subject to a lower bound constraint on its reliability. Yalaoui et al (2005b) presented work similar to that of Elegbede et al (2003) .
Solution Methods: A number of algorithms (classical and stochastic) -also categorised as approximate, exact, or heuristic/meta-heuristic -have been used to find optimal solutions to the problems discussed above. Algorithms such as the surrogate worth tradeoff, the Lagrange multiplier, and geometric programming methods and their variants (efficient for the exact solution of continuous problems of the type posed by reliability allocation optimisation) could only approximate the solution in the case of redundancy or redundancy-reliability allocation optimisation (Munoz and Pierre, 2004; You and Chen, 2005) . The approximation techniques involved the use of trial and error approaches to obtain integer solutions (Xu et al, 1990; You and Chen, 2005) . The approximation techniques were popular when exact solution algorithms were not well developed. The advent of the exact algorithms, such as integer programming (IP), branch-and-bound, and dynamic programming (DP) (Liang and Chen, 2007) , have made the approximation techniques unpopular for solving redundancy allocation problems.
The approximation and exact algorithms, while efficient with small to moderate sized problems having desirable properties such as convexity or monotonicity, are deficient with complex and large scale ones, such as occurs with real life network reliability and redundancy allocation optimisation problems (Ashrafi and Berman, 1992; Atiqullah and Rao, 1993) . Although the heuristic/ meta-heuristic approaches (such as Genetic Algorithms, Simulated Annealing and Tabu-Search) yield solutions which are approximate, they do have the ability to efficiently handle complexity (Altiparmak et al, 1998; Kumar et al, 2009 ) and have thus become increasingly popular in the reliability optimisation field. The redundancy and the redundancy-reliability allocation optimisation problems are generally more difficult to solve than the reliability allocation ones. This is because the former belong to the class of NP-hard problems (a phenomenon demonstrated by Chern in 1992 (Coit et al, 2004; Coit and Konak, 2006) ) which are characterised by non-convex and combinatorial search spaces and require a considerable amount of computational effort to find exact optimal solutions (Kim and Yum, 1993) . The reliability allocation problems on the other hand are characterised by continuous search spaces and have a number of classical solution algorithms based on gradient and direct search methods (Miettinen, 1998) at their disposal. They are thus relatively easier to solve. The reader is referred to Miettinen (1998) and Deb (2001) for a detailed discussion of both the classical and stochastic methods of solution together with their implementation in specific cases.
In Table 2 , examples of the solution algorithms which were applied in the context of the three optimisation problem types are presented. It is noted that the heuristic methods were more popular than the exact ones. Only one example on use of approximation method was found. 
,..., 2 , 1  Some Observations and Drawbacks: The similarities of the models formulated under single criterion optimisation (SCO) are very striking. They all virtually seek to maximise reliability as the main criterion of interest (a few were concerned with minimising cost), under similar sets of constraints. The models in effect overlook the presence of other criteria that implicitly conflict with reliability (or cost), such as weight, volume, etc. Even though such criteria feature as constraints in the models, where it is not possible to determine precise limits on the criteria ( i.e. resource consumption) in order to set appropriate constraints, the single criterion approach becomes inappropriate . Furthermore, the fact that only a single criterion is optimised, means that decision making is limited to the consideration of just a single (unique) design, which denies decision makers the freedom of choice. The single criterion approach can thus be said to be simplistic and restrictive towards decision making. Sensitivity analysis can help mitigate this shortcoming by providing other design alternatives derived from a variation, within narrow ranges of selected parameters. This, however, is still limited, in comparison with the scale derivable under a multicriteria optimisation framework.
In all the cases where reliability was the criterion of interest, the top (system) level expression for it was maximised as the sole objective function. The practice completely disregards any distinctive effect or influence (if there was one) that the constituent subsystems could have on the overall system reliability. In such cases, directly maximising the reliability of the relevant subsystems could be a credible, simpler alternative approach to the problem, which is likely to require a departure from a single criterion approach.
The models also virtually disregard the effects of uncertainty in the problem parameters, such as occurs with regard to component and system reliability. These parameters are based on estimates derived from data (example: failure data) which invariably are uncertain due to variability, are limited, or are in error (Nikalaidis et al, 2004) . Therefore, a deterministic model runs the risk of providing only a sub-optimum of the actual optimal system reliability. Thus the variability in the system parameters could also be factored into the formulation as a constraint or a criterion (Allella et al, 2005; Azarm and Mourelatos, 2006) . In the case where the variability features as criteria, however, a multi-criteria situation (bi-criteria at the least) is the result (Zhao and Liu, 2003) .
The cases of the optimisation of the reliability of other system configurations particularly that of complex systems, under the three strategies discussed earlier have been extremely rare. This situation is however not surprising given that complex system's reliability expressions tend to be unwieldy, especially the large scale ones, and so formulating models and finding optimal solutions become intractable. Perhaps part of the difficulty also stems from the approach taken to solve the problem, where the top level system reliability expression is either sought as the sole criterion to be optimised, or as a constraint. Where it is possible to view such systems in terms of identifiable subsystems, with a clear understanding of their inter-connections with one another, it should be possible to proceed with simpler subsystem reliability expressions, but under multiple criteria, with the subsystems as the criteria (Li and Haimes, 1992; Twum et al, 2012) .
Optimisation under multiple criteria:
The single criterion optimisation (SCO) models undoubtedly result in improved system reliability, as evidenced from the many reported cases in the literature. The relatively few cases where the strategies have been approached from a multi-criteria optimisation (MCO) viewpoint illustrate the additional benefits in terms of the variety of solutions that could be derived and the opportunity that is offered to decision makers to exercise discretion in the selection of the most appropriate solution. This section will cover this type of model for the three strategies, in addition to outlining their specific benefits, and pinpointing some drawbacks and gaps.
The General Models: The redundancy allocation optimisation by multi-criteria is modelled by:
represents the criteria to be optimised, which generally includes the reliability or unreliability of a system, the variance of the reliabilities, the subsystems' reliability, the system's cost, weight, volume, risk, etc. The other parameters and the assumptions of this model are the same as (or similar to) their counterparts given in (1). Among the many cases that concern the optimal allocation of redundant components, only a few were found that involved the optimal selection or assignment of components with or without redundancy, such as the cases by: Yamachi et al (2006) , Zafirapoulos and Dialynas ( 2007) , and Wattanapongsakorn and Coit (2007) .
The models presented by Sakawa (1980) and those by Sharma (1991a, 1991b) were among the earliest publications found in this category. Sakawa considered the optimal allocation of both the number of standby components and their failure rates in a series-parallel system with standby redundancy, which maximised the system reliability while minimising the system cost, weight, and volume, subject to various constraints, including upper bounds on the system level reliability, cost, weight, volume, and subsystem reliability. Misra and Sharma (1991a) considered a multiple component choice redundant series-parallel system in which both the system reliability and cost were optimised subject to a set of constraints on both the system reliability and the number of redundant components. This problem was also presented by Misra and Sharma in (1991b) as one of two; the other being concerned with maximising a series-parallel system's reliability and minimising the system cost and weight subject to a set of expressions related to the redundancy levels of each subsystem. More recent cases of the model have been presented by Coit et al (2004) , Coit and Baheranwala (2005) , Marseguerra et al (2005) , Coit and Konak (2006) , Kumar et al (2009) , Lo (2010) Safari (2012) , and Chambari et al (2012) . Coit et al (2004) presented a bi-criterion formulation in which the optimal allocation of redundant components was to be found for a series-parallel system in order to maximise its reliability and its associated variance, under system cost and weight constraints. Coit and Baheranwala (2005) discussed a model which optimised reliability, cost, weight and variance of the reliabilities of a series-parallel system, with lower and upper limits on the redundancy levels. Marseguerra et al (2005) considered a similar model formulation as Coit et al (2004) but in the context of network systems. Coit and Konak (2006) presented a model which treated each of the subsystems of a series-parallel system as a criterion to be maximised simultaneously under system cost and weight constraints. They showed that the problem could be reduced to a linear programming one, using the multiobjective weighting method. Kumar et al (2009) discussed their model in the context of a hierarchical system. Liang and Lo (2010) extended a single objective version of the variable search neighbourhood algorithm to multi-objective redundancy allocation. While Safari (2012) and Chambari et al (2012) presented similar bi-objective models for redundancy allocation where redundancy strategy, redundancy level, and component choices were the decision variables the latter considered nonconstant hazard functions and imperfect switching of cold standby redundant component in their model formulation. Further examples covering quite recent cases are shown in Table 3. The table identifies the: criteria, constraints, decision variables, type of system, application, and the source.
The reliability allocation optimisation by multiple criteria is modelled by:
The set of k objective functions of the decision vector R whose N elements are the component reliabilities, include criteria such as the system reliability, cost, weight, volume subsystem reliability, risk etc. This type of formulation is rare in the literature.
One of the earliest examples is presented by Li and Haimes (1992) who formulated a model that decomposed a network system into a set of subsystems comprising components in both series and parallel arrangements. The network reliability expressed as a function of the subsystem reliabilities
was thus maximised by simultaneously maximising the reliability of each of the subsystems. The resultant MCO was to find an optimal reliability allocation to the components of the network under constraints on the network cost, the reliabilities of the subsystems, and the reliabilities of the components. Further examples of fairly recent cases are presented in Table 3 ; they are classified according to the type of model. Under each model type the criteria optimised, the constraint types, the decision variable, the system type, and the area of application are identified.
The redundancy-reliability allocation by multiple criteria is modelled by:
The k criteria optimised in this case are functions of both the redundancy levels of the components or subsystems and their reliability. The criteria include a system or subsystem reliability, cost, weight, volume, risk. The m constraints i g describe the limits imposed on system attributes and resources, such as cost weight, volume, and also on the reliabilities of the system, subsystems, and components. One of the earliest examples found in the literature of this model type was presented by Sakawa (1978) to maximise and minimise respectively the reliability and cost of a series-parallel system with upper limit constraints on the system's cost, weight, and volume. Misra and Sharma also discussed a similar model in their paper of 1991a. Further examples are presented in Table 3 .
Methods of Solution:
The solution methods for the multi-criteria optimisation versions of the reliability design problems are generally of the classical or the stochastic types, and are implemented under a scalar or a Pareto approach. The methods involve a spectrum of algorithms that are approximate, exact, or heuristic. Table 4 lists the methods that were used in the models for the cases cited. The heuristic or meta-heuristic algorithms, based on the Pareto approach, are just as popular in the case of MCO in reliability design, whether by redundancy, or reliability allocation, or both, as they are in SCO cases. Examples of reliability allocation appear to be just as uncommon under MCO as under SCO. Again the redundancy allocation optimisation problem is still the most studied of the three types of strategies under MCO, followed by the redundancy-reliability allocation optimisation. The advent of many exact methods and algorithms, including heuristics, has resulted in a decline in the use of the approximate solution techniques.
Sco Vs Mco In Reliability Design:
While the single criterion formulations are the most common in the field there are clear advantages to be gained from using the multi-criteria approach. Reliability design is naturally a multi-criteria problem (Taboada et al, 2008) , since one cannot just be concerned with achieving high reliability for products or systems; other factors like budget, raw materials, and technical constraints have to be considered. Since higher reliability invariably involves the consumption of additional resources in terms of additional man-hours on the job, use of higher quality and therefore more expensive materials, use of better or improved technology etc., there is clearly a conflict between reliability and these other equally important characteristics. Thus just seeking to maximise reliability alone is unrealistic.
The MCO approach provides a wider range of decision alternatives and so a variety of potential designs. The opportunity to examine a multiplicity of potential designs at the conceptual stage, satisfying all design constraints, is not only desirable (Marseguerra et al. 2005; Konak et al. 2006; but also appropriate, as this affords a careful screening of the design space for a more informed and rational decision (Limbourg and Kochs, 2007) . It also offers the opportunity for engineers and decision makers to work together to arrive at a design that is acceptable and representative of the choices and compromises of all the stakeholders. 
DISCUSSIONS
Even though the examples discussed so far point to a dynamic and exciting research field, (whether SCO or MCO) they also reveal areas where attention is necessary to advance the growth and development of the field. Apart from the distinctive advantages of the MCO approach which undoubtedly are very significant for better decision making in the reliability design environment, there seems to be very little else to choose between the two formulations (i.e. SCO and MCO). The similarity of the cases presented under each of the optimisation strategies and the relative frequencies of the examples under them, together with the solution techniques and algorithms used, are again very striking. The picture painted is one of replication of the SCO formulations under the MCO format, with hitherto constraints under SCO becoming criteria under MCO. The relative frequencies of the types of systems studied and their characteristics, in terms of the type of redundancies considered and the assumptions made especially about the components, have remained largely similar.
For example under either SCO or MCO, redundancy allocation remains the most studied of the three optimisation strategies. The series-parallel system structure is also the more popular. In almost all the cases, whether by SCO or MCO, the top level system reliability expression was the criterion maximised. The only cases found where the reliability of subsystems were the criteria for the optimisation, were those by Li and Haimes (1992) , and Coit and Konak (2006) and more recently Twum et al (2012) . A few cases of stochastic formulations occur particularly in the context of MCO (Coit and Barheranwala, 2005; Marseguerra et al, 2005; Wattanapongsakorn and Coit, 2007) , but the number of cases remains marginal. Other examples are the perennial assumption or consideration of redundancies involving, mostly, similar or identical components in a subsystem (i.e. components with similar failure rates that perform the same function) and also having exponential failure distributions. It is gratifying therefore that Safari (2012) and Chambari et al (2012) depart from this. Redundancies involving standby components (especially cold standby as in both Safari (2012) and Chambari et al (2012) ) have also not received much attention (Azarm et al, 2008) . These are interesting drawbacks or gaps, on account of the many practical situations which are likely to depart from such fundamentals.
As a result of the above observations, the following six areas are noted as requiring more research attention: (i) applications of MCO in reliability design; (ii) formulations focusing on the reliability of subsystems as the criteria to be maximised (iii) examples of cases of reliability allocation optimisation; (iv) formulations which account for randomness in the design parameters in respect of all the strategies; (v) formulations of the redundancy allocation problem which considers: component mixing (i.e. redundant components not necessarily identical) and standby redundancies of especially the cold types; (vi) formulations that consider other hazard rates (or failure distributions as in Chambari et al (2012) and Azaron et al (2012) ) of components other than the constant failure rate.
CONCLUSIONS
The use of optimisation techniques especially at the conceptual or planning stage of a system design for the purposes of maximising the system's reliability and meeting such constraints as budgetary and other resource consumption limits, have been described, discussed , criticised and attention drawn to areas conceived as drawbacks and constituting a gap in the literature. Notable among these optimisation strategies are: (i) the optimal allocation of redundant components in a system, (ii) optimal allocation of reliability to the components of a system, and (iii) a combination of (i) and (ii). Of the three, the first is the most common.
The SCO model is the most frequently encountered in the reliability design literature, where either the system reliability or its cost is the sole criterion. The few cases where more than one criterion is specified are dominated by the bi-criterion types, which usually specify the system reliability and its cost as the criteria. The distinctive advantages of the MCO formulations over the SCO ones are in terms of the options they provide for deciding on an optimal design and the room and opportunity given to the decision maker to exercise their discretion and preferences. The optimisation models are also dominated by the deterministic types. The few stochastic formulations have been of the MCO type.
The series-parallel system structure is the most frequently studied and the types of parallel redundancies encountered are those done at the component level with the active and the partial ones occurring more often. Not much attention has been given to the study of standby redundancies especially the cold standby cases.
Heuristic or meta-heuristic algorithms are very popular solution methods in system reliability design optimisation (especially in redundancy allocation) whether by single or multi-criteria. Nevertheless the classical methods have not been completely absent and were useful in cases involving reliability allocation which tends to have the desirable characteristics required for the methods.
Attention was drawn to the low incidence of cases involving MCO formulations in reliability design and the inordinate emphasis of redundancy allocation (understandably an efficient reliability design tool) over reliability allocation (for instance), the virtues of which remain at this stage unexplored.
