We investigate dynamical properties of a stochastic neural network model in which neurons are connected by dynamic synapses that undergo short-term depression and facilitation. In this model, the state of the neuron is described by a binary variable that represents the active or resting state of the neuron and changes stochastically. Synaptic transmission efficacy is described by variables that represent the releasable neurotransmitters and the calcium concentration of the synaptic terminal. Here, we focus on a neural network with uniform connections, and we elucidate its neural dynamics, which is influenced by dynamic synapses. We derive a macroscopic mean field model that approximates the overall behavior of the stochastic neural network. We apply stability and bifurcation analyses to the macroscopic mean field model, and we find that the network exhibits a variety of dynamical structures, including ferromagnetic and paramagnetic states, as well as an oscillatory uniform state according to the parameters that specify the noise intensity and the properties of the dynamic synapses.
Introduction
Neurons contribute various types of information processing in the brain by transmitting electric signals via synapses. Recent electrophysiological studies have shown that short-term changes in the efficacy of synaptic transmission occur with the consecutive activation of tation synapses exist in the prefrontal robe and, whereas many depression synapses occur in the parietal robe.
4) The dynamics of short-term plasticity is mathematically modeled using variables that represent the releasable neurotransmitters and calcium concentration, and the model exhibits good agreement with physiological data.
2)
The synaptic dynamics of depression-dominant synapses can be modeled using a single variable that represents the releasable neurotransmitters. Synaptic depression is known to enable neuronal gain control. 5) Stochastic neuron models with depression synapses and the corresponding mean field models have been proposed in previous studies, and their dynamical properties have been investigated intensively. 6, 7) For instance, in an associative network model with depression synapses, synaptic depression causes the destabilization of a memory retrieval state, resulting in state transitions among several memory patterns.
7)
The dynamics of facilitation-dominant synapses is modeled using an additional variable that represents the calcium concentration in synaptic terminal. 2, 8) Synaptic facilitation is believed to enhance the working memory function in the prefrontal cortex. 8) Furthermore, it has been suggested that in a network with both depression and facilitation synapses, changes in the efficacy of dynamic synapses reorganize the effective network structure, thereby contributing to flexible information representation in the brain. 9) Although stochastic neural networks with facilitation synapses have been studied, 10) a comprehensive understanding of the dynamics of neural networks with dynamic synapses has not been achieved.
In this study, we focus on stochastic neural networks with short-term depression and facilitation; in particular, we target a network with uniform connections. The properties of shortterm plasticity are characterized by parameters that specify the time constant of recovery from an active state to a resting state of synapses. In mathematical models of short-term plasticity, the differences between depression and facilitation can be specified using these parameters.
We investigate the effect of these parameters on the behavior of neural networks. In the following sections, first, we explain the model of stochastic neural networks with short-term depression and facilitation. Next, we derive the corresponding microscopic and macroscopic 2/19 mean field models that approximate the dynamical properties of the stochastic model. Further, we analyze structural details of the dynamical system in the macroscopic mean field model, and we show its dependence on parameters that specify the noise level in the network and the properties of dynamic synapses. Finally, we discuss an interpretation of results of the analyses and discuss future studies.
Model
In this study, we use a recurrent neural network comprising N neurons. The state of the ith neuron at time t is denoted by the variable s i (t), which represents a resting state (s i (t) = 0)
or an active state (s i (t) = 1) of the neuron. The state changes according to the equations
where
represents the total input for the ith neuron; 1/β = T , the noise intensity; and J i j , the strength of the connection from the jth neuron to the ith neuron. We use a phenomenological model in which the variables x i (t) and u i (t) denote the changes in the synaptic transmission efficacy. If many action potentials arrive in a short period of time, the calcium concentration in the synaptic terminal and the ratio of releasable neurotransmitters will change transiently; thus, the synaptic transmission efficacy increases or decreases transiently.
The properties of dynamic synapses activated by the ith neuron are modeled using the variables x i and u i , which represent the ratio of releasable synaptic vesicles and the calcium 3/19 concentration, respectively. The ratio of releasable neurotransmitters x i decreases with the activation of the synapse triggered by an action potential. This decrease is proportional to the calcium concentration. If no other action potentials arrive at this synapse, x i recovers its steady state x i = 1 with a time constant τ R . The calcium concentration u i increases with the activation of the synapse and recovers its steady state u i = U se with a time constant τ F . This dynamics can be described by the following equation: 2, 8, 10) 
The efficacy of synaptic transmission is determined by the product of x i (t) and u i (t); the efficacy decreases (depression synapses) or increases (facilitation synapses) according to the parameters τ R , τ F , and U se . In this study, we set U se = 0.1.
Mean Field Theory
Here, we derive a dynamic mean field model that approximates dynamics of the stochastic neural network with dynamic synapses. First, we derive the microscopic mean field model and its fixed point. Then, we derive the macroscopic mean field model that describe the dynamics of uniformly connected neurons. In addition, we derive the Jacobian matrix for stability analysis.
Microscopic Mean Field Model
We derive the microscopic mean field model by taking the noise average of each variable in the stochastic neural network model as follows. The mean field model corresponding to equations (1) and (2) is given by
Similarly, we obtain the following equations corresponding to equations (3) and (4).
Here, we consider the correlations among the variables u i (t), x i (t), and u i (t) by separating them into three pairs. The state of s i (t) is determined by the state of other neurons in the 4/19 previous time step. The state of x i (t) and u i (t) are determined by the state of each variable in the previous time step. Thus, the correlation between s i (t) and x i (t) is of the order 1/N, and this correlation disappears as N → ∞. 6) Similarly, the correlation between s i (t) and u i (t) also disappears as N → ∞. Further, the correlation between x i (t) and u i (t) is known to be negligible. 11) Accordingly, we assume that the correlations among these variables are negligible and that the following independent relations of variables hold.
By using these relations, the microscopic mean field model is derived as
We denote the steady state for the microscopic mean field model bym i ,X i , andŪ i . The steady state for equations (12) and (13) are given by the following equations.
By using these equations, the steady state equation of m i is obtained as
The Macroscopic Mean Field Model for a Network with Uniform Connections
We consider a network with uniform connections in which the coupling strength J i j is given by
where J 0 = 1 is the strength of the uniform connection. 
The macroscopic mean field model for a network with uniform connections is given by
The steady state for the macroscopic mean field model is obtained by modifying equation
The solution of equation (24) with respect to m gives the steady statem 0 . By substitutingm 0 in the following steady state equations forX 0 andŪ 0 ,
we can obtain the steady stateX 0 andŪ 0 .
To investigate the stability of the steady state obtained using equation (24), we consider small deviations δm i (t), δX i (t), and δU i (t) around the steady state as follows:
We obtain the following locally linearized equations by considering the small deviation around the steady state and by neglecting the higher order component.
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where K is the Jacobian matrix,
and the elements of this matrix are given by
Further, the remaining matrix elements are given by
By using this Jacobian matrix, we analyze the stability of the steady states.
Results
In this section, we analyze the steady state and its stability in a network with uniform connections. In particular, we analyze the changes in the structure of the dynamical system according to the parameters T , τ F , and τ R . First, we examine the steady states (fixed points) in the macroscopic mean field model by using graphical solutions of the steady state equation.
Then, we analyze the stability of the steady states, including the oscillatory state, by using bifurcation and phase diagrams.
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Graphical Solutions for Steady States
Equation (24) holds for the steady states of the macroscopic mean field model. The steady states can be graphically obtained as the cross section of curves given by equations
(45) Figure 2 shows the graphical solutions of equations (44) and (45) when we set U se = 0.1 and τ R = 13. Regardless of βJ 0 , the curves pass through the point (m, 0.5), wherem satisfies the
The structure of the steady states depends on the value ofm. If τ F = 0,m satisfiesm = 1/(2 − τ R U se ). 6) If τ R U se < 1,m satisfies 0.5 <m < 1.0, and two steady states appear: one is on M < 0.5 and the other is on M > 0.5. 6) On the other hand, if τ R U se > 1,m satisfies 1.0 <m; then, regardless of the value of T , there exists one steady state ( Fig. 2(a) ).
The dependence of the fixed points on T qualitatively changes at τ F = τ * F satisfying m = 0.5, where τ * F is given by
If τ F < τ * F ,m satisfiesm > 0.5 (Figs. 2(b, c) ). In this range of τ F , one steady state appears on m 0 < 0.5 and two steady states appear on m 0 > 0.5 in a low noise range (T ≈ 0.2). The steady states appear on m 0 > 0.5 disappear as T increases. When τ F = 5 ( Fig. 2(c) ), three steady states coexist in a certain noise range (T ≈ 0.7). If τ F > τ * F ,m satisfiesm < 0.5 ( Fig. 2(d) ). In this range, one steady state appears on m 0 > 0.5 and two steady states appear on m 0 < 0.5 in a low noise range (T ≈ 0.2). As T increases, the steady state that appears on m 0 > 0.5 continuously approaches m 0 = 0.5, and the steady states that appear on m 0 < 0.5 disappear.
The stability of these steady states is analyzed in the next subsection.
Stability Analysis
Here, we analyze the stability of the steady states (fixed points) in the macroscopic mean field model via eigenvalue analysis of the Jacobian matrix given by equations (31) -(43). Figure 3 shows the qualitative differences in the bifurcation diagrams with respect to the noise intensity T by changing τ F from 0 to 20, when we set U se = 0.1 and τ R = 13.
If τ F = 0 (Fig. 3(a) ), the unique stable fixed point that corresponds to a low active state exists on m 0 < 0.5, and m 0 increases with T .
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If τ F = 2 (Fig. 3(b) ), in addition to the stable fixed point with m 0 < 0.5, two fixed points that correspond to highly active states (m 0 > 0.5) appear in the low noise range (T < 0.098): one is stable, while the other is unstable. Thus, the network has a bistable state with high and low active states in the low noise range. Here, we define a ferromagnetic state (ferro) as this bistable state of m 0 , and we define a paramagnetic state (para) as the monostable state. As T increases, the stable fixed point that appears on m 0 > 0.5 destabilizes via the Neimark-Sacker (NS) bifurcation at T = 0.098. A quasi-periodic orbit seems to appear with the NS bifurcation but to disappear with the homoclinic bifurcation immediately after the NS bifurcation. Further, the pair of unstable fixed points with m 0 > 0.5 disappears via the saddle-node (SN) bifurcation at T = 0.122.
When τ F = 3 (Fig. 3(c) ), the oscillatory state appears. The stable fixed point with m 0 < 0.5 becomes unstable via the NS bifurcation at T = 0.828 as T increases. The oscillatory uniform (OU) state appears at T = 0.819, and it exhibits quasi-periodic oscillation on an invariant circle. There exists a bistable state of the stable fixed point and the quasi-periodic orbit on the region from T = 0.819 to T = 0.828. The OU state disappears via the NS bifurcation as T increases (T = 1.082).
When τ F = 5 ( Fig. 3(d) Fig. 3(e) ), a fixed point exists on m 0 = 0.5, independent of T . The system exhibits a transcritical (TC) bifurcation in which two fixed points cross each other at T = 0.531. The saddle fixed point with m 0 = 0.5 has two stable directions and one unstable direction below the TC bifurcation point; it acquires one stable direction and two unstable directions above the TC bifurcation point. The other saddle fixed point that appears on m 0 > 0.5 below the TC bifurcation point has one stable direction and two unstable directions; it acquires two stable directions and one unstable direction on m 0 < 0.5 above the TC bifurcation point.
If τ F = 6 (Fig. 3(f) ), the fixed point that appears on m 0 > 0.5 in the low noise range continuously changes to the fixed point that exists m 0 ≈ 0.5 in the high noise range.
If τ F = 12 ( Fig. 3(g) ), the OU state appears around the fixed point with m 0 > 0.5 near the NS bifurcation point at T = 0.415. As T increases, the OU state disappears at T = 0.445 via 9/19 the homoclinic bifurcation. The orbit converges to the stable fixed point that corresponds to a low active state. As T increases further, the OU state reappears again at T = 0.595 via the homoclinic bifurcation.
If τ F = 20 (Fig. 3(h) ), the OU state disappears. The stable fixed point that corresponds to the highly active state with m 0 > 0.5 exists over the entire range of T . (Fig. 5(b) ). The corresponding macroscopic mean field model also exhibits the oscillation in a quasi-periodic orbit (Fig. 5(c) ). Fig. 6 shows the sets of bifurcation points and the distribution of the OU state obtained by brute force methods. The parameter points that the orbit converges to the OU state are indicated by the dots in Fig. 6 . The set of the NS bifurcation points well separates the region of the OU state. In the region of the saddle-node bifurcation on the invariant circle, the OU state is well separated by the SN bifurcation set. The two sets of the SN bifurcation disappear at the cusp point. Figure 7 shows the (T, τ F ) phase diagram when we set τ R = 16 and 10. The region of the OU state increases (decrease) as τ R increases (decreases).
Discussion
In this study, we investigated the dynamic properties of a stochastic neural network with short-term depression and facilitation by using the macroscopic mean field model to approximate the properties of the stochastic model. We analyzed the behavior of the network in a broad range of parameters that specify the noise intensity and the properties of dynamic 10/19 synapses. We found that the network with dynamic synapses exhibits a variety of dynamics, including ferromagnetic (bistable), paramagnetic (monostable), and oscillatory uniform states, and that its properties change with various types of bifurcations.
The present model is a extension of the model with depression-dominant synapses, the synaptic dynamics of which is described by the variable x that represents the ratio of releasable synaptic neurotransmitters. 6) In addition to x, the model used in the present study is described by the variable u that represents the calcium concentration in the synaptic terminal.
If τ F is set to 0 in the present model, it is equivalent to the model with depression-dominant synapses. In the depression-dominant range with small τ F (τ F ≈ 2), the system exhibits a ferromagnetic state in the low noise range and a paramagnetic state in the high noise range, and it is equivalent to the previous model with depression-dominant synapses. 6) The previous study on depression-dominant synapses reported the presence of an oscillatory uniform state with a small amplitude, whereas the present study revealed that the model with facilitation synapses exhibits a large amplitude of oscillation over a broad range of parameters. This result suggests the importance of facilitation synapses in the generation of oscillation of neurons, which is broadly observed in the brain and is possibly related to various brain functions.
In the facilitation-dominant range with a large value of τ F (τ F ≈ 20), the region of the ferromagnetic state is expanded (Fig. 6 ). This ferromagnetic state is the bistable state with the resting state of neurons and the active state in which neurons send excitatory signals to one another and maintain their activity. The mechanism of this bistable state is equivalent to the mechanism of the working memory in the brain.
12) The present model is consistent with the previous modeling study, which reported that the function of the working memory is enhanced by short-term facilitation and that the oscillatory state is also induced by short-term facilitation. 8) Although, the previous studies do not investigate functional roles of difference between the depression dominant range and the facilitation dominant range, we have systematically studied its difference and found rich dynamical properties based on the mean field theory and the bifurcation analysis in the uniform network. The finding of the present analyses would provide fundamental perspectives for future analyses of structured networks with dynamic synapses, e.g., an associative memory network. 18/19
