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Introduction
Financial markets are subject to a continuous change process driven by innovation in terms of products, services and technology. These innovatory activities are not independent of each other but are actually mutually reinforcing. Technological progress enables realization of new financial instruments or new trading strategies, for example. Thus, existing business models and strategies are adapting and new ones are created. A few examples: At the turn of the century automation of exchange trading in Europe and in the US released substantial efficiency gains and facilitated realization of global investment strategies and more advanced, automated trading models. Consequently, algorithmic trading has been one major driver of trading activity in financial markets. Ease and effectiveness of market access also promoted the importance of specific investor groups as direct market participants diminishing the role of intermediaries in certain areas of the market.
For service providers such as operators of regulated markets it is key to identify changes in the market place as early as possible in order to enhance respective services and to continue to meet the requirements of existing and new market participants. From a quantitative, empirical perspective it would be interesting to see if changes in the behaviour of market participants can be identified from pure trading data, thus creating another source for respective intelligence and contributing to service and product enhancements for particular groups of market participants or the overall market.
Generally, in a deductive approach to study relevant trading behaviour, market participants would be allocated into groups along a variety of characteristics deemed relevant, e.g. trading motivation, kind of market access (direct/indirect), or degree of technical assistance involved in trading decisions. However, such characteristics are usually not completely known, even not for the market operator. In particular, it is a typical problem for academic research, since accessible data sets are often thinned out in one way or another.
As a solution, this paper proposes an inductive approach where a single measure is derived from trading data as a representation of selected behavioural trading patterns of market participants. For this purpose, the analysed measure is built directly from the traders' trading decisions. An appropriate indicator should be easy to understand and easy to operationally implement. Therefore, we propose to use the Shannon (1948) entropy as known from information theory for construction of such an indicator. The entropy assesses the degree of structure in a given message or -in our application -a sequence of trading decisions. The underlying assumption of this approach is that "structural" differences between individual trading strategies (although each strategy is unknown to the market operator) will be reflected in the "degree of structure" of the respective sequences of trading decisions.
In a first, inductive step we apply the Shannon concept to empirical data from Deutsche Börse's electronic trading system for cash equities, Xetra, and then, in a second, deductive step try to verify the degree of its variation across different groups of market participants. For illustration purposes we select two groups of market participants by a self-explanatory, readily available characteristic, namely the fact whether a given trader has registered for Deutsche Börse's Automated Trading Program (ATP) or not. Thus, in essence we analyze the variation in entropy across algorithmic and non-algorithmic traders on Xetra 1 . To our knowledge, this approach is the first to combine entropy calculation of trading decisions with grouping of market participants.
The results reveal pronounced differences between algorithmic and non-algorithmic traders. In particular, trading patterns of algorithmic traders exhibit a medium degree of regularity while non-algorithmic trading tends towards either very regular or very irregular trading patterns.
The specific empirical example chosen automatically links this paper with the substantial amount of literature on algorithmic trading in financial markets. Thus, section 2 briefly discusses the phenomenon of algorithmic trading in financial markets and in academic literature. Section 3 provides details on the data set and the methodology applied, including a short review of the entropy measure applied in this paper. Section 4 presents and discusses the empirical results. Section 5 concludes the discussion by summarizing and outlining potential next steps. The appendix gives some information on Deutsche Börse's Algorithmic Trading Program.
Algorithmic trading in financial markets
Algorithmic trading by no means defines a homogeneous set of trading activities. On the contrary, algorithmic procedures vary significantly, when controlling different targets like e.g. optimal execution of a given order (brokerage) as opposed to detection and realization of optimal investment opportunities. For the purpose of this discussion we propose the following, very broad definition 2 : Algorithmic trading covers all trading activities where a computer algorithm autonomously decides on certain characteristics of an order. These characteristics include but are not limited to the instrument(s) to be traded, order limit, order volume, timing of order insertion, and choice of execution venue. However, an algorithm does not need to decide on all of these characteristics in order to represent algorithmic trading. Key to algorithmic trading, however, is the usage of strategies implemented on computer systems and the fact that the computer represents a driving element in order placement. This perception differentiates algorithmic trading from computer assisted trading and has been considered in the requirements laid out for Xetra customers to participate in Deutsche Börse's Automated Trading Program (Deutsche Börse (2008) , cf. Appendix).
The above definition encompasses -but is not limited to -the following practices:
• Automated identification of investment opportunities (e.g. through statistical arbitrage);
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• Activities targeting optimal placement of orders created outside of the algorithm, e.g. placed with the trading desk by an external customer, with respect to time and order volume (e.g. volume weighted average-strategies); • Deciding optimal order placement with respect to execution venue taking into account potential execution price including implicit and explicit transaction costs (smart order routing) 3 .
Computer-implemented strategies as such are not a new phenomenon. Pole (2007) , for example, dates the computer implementation of statistical arbitrage as a specific strategy incarnation back to the 1980s. Program trading based on portfolio insurance or index arbitrage strategies was already beyond the status of a niche market practice at the end of the same decade, and the Brady report discusses its involvement in the financial crisis of 1987 (Brady et al. (1988) ).
Modern algorithmic trading, however, would not have been possible without the huge advancements in computing technology and the automation of financial markets. The progress in processing power and storage capacities has allowed the near or real time realization of trading strategies that had previously required runtimes of hours or even days. Likewise, equity and derivative markets have seen full automation, and respective technical interfaces and messaging protocols now allow direct connection of machines to the market place. System capacities are sufficient to process substantial amounts of incoming messages/orders and network technology and colocation services reduce latencies to new minimums. The technical progress of algorithmic trading and the technical progress in trading platforms form an interdependent, symbiotic relationship.
Over the course of recent years algorithmic trading has been a hot topic in academic literature and among practitioners and regulators. The discussion mainly focuses on the impact of algorithmic trading on market quality and market stability. Exemplary questions are: Is the additional order flow generated by algorithmic trading beneficial for market liquidity or does it have detrimental effects? Does algorithmic trading affect average order or trade sizes (e.g. Hatrick and Deliya (2008) ). Does it have adverse effects on the stability of trading environments, for example in case of a technical failure of a single algorithm (Grant (2010) ) or where similar strategies might enforce a specific market trend (e.g. Brady et. al. (1988) , Khandani and Lo (2007) ). Does algorithmic trading require special regulatory attention (e.g. Mackenzie and Chung (2010) , Mehta (2010) ).
However, inside-out empirical investigation into such issues is severely limited as algorithmic trading can seldom be identified. Of course, the ideal situation for empirical research would be if a market operator would require traders to register as algorithmic traders, and, until recently, Deutsche Börse indeed required such registration to allow respective traders to benefit from a special fee schedule, the Automated Trader Program (ATP) (Deutsche Börse (2009 Taking a different perspective, i.e. an outside-in view, Prix et al. (2007) use order lifetimes to analyse order patterns and find traces of algorithmic trading arguing that certain order activities are more likely to result from algorithmic trading.
In a certain way our paper complements this approach: We propose a generalized measure for order patterns and ex post verify its variation across algorithmic and nonalgorithmic traders using the classification obtained through Deutsche Börse's ATP. Thus, our paper also represents an important link between the strands of literature mentioned.
Data and method

Data source and market environment
The data source used in this analysis contains intraday, ultra-high frequency data in DAX30 constituents on Deutsche Börse's electronic trading system for cash equities, Xetra. The period of analysis is the entire week from October 8 th to 12 th , 2007. This week was chosen because it represents a quite "normal" week without any significant market events. The period lies before any of the subsequent crisis periods (starting in January 2008) and DAX index levels were still around 8.000 points as depicted in Figure 1 . The ratio between the number of buy and sell order insertions ("Buy-sell ratio") on instrument level outlined in Table 1 further support this notion of a "normal" week as the ratios exhibit a rather normal fluctuation around 1.
On the level of the individual order the data set contains information on the instrument traded, the member and specific trader, order type (e.g. buy or sell order, limit or market order), order limit, order quantity, the account (i.e. whether the order has been placed in an agent or proprietary capacity), the order event (entry, deletion, modification, execution), the exact time of the event (in 1/100 th of a second) and execution price (if any). The analysis focuses on order insertions. Order insertions are our preferred mirror of a trader's market assessment. They are under full control of a trader and therefore a direct expression of a trader's strategy. While the same holds for order modifications and deletions, these occur less frequently. Order executions are beyond direct control of a trader.
Overall descriptives of our sample are shown in 
Data processing and analysis
As an easy but still authoritative representation of a trader's (unknown!) trading strategy we reduce the flow of his order insertions to a binary sequence of buy ("1") or sell ("0") bits, i.e. we strip down all complexity of an order flow down to its most fundamental characteristic -that is: whether market expectation is up or down. Per instrument and trader we analyse intraday sequences, i.e. individual sequences do not contain after-trading hours. It is safe to assume that trading strategies are reset overnight e.g. because of news arrival. 4 Since one particular species of algorithmic trading, namely "high-frequency trading" (HFT) has become very prominent in recent years, one might suggest to use the order insertion frequency of a trader as straight-forward proxy for identification of algorithmic trading. However, HFT is just one component of algorithmic trading among others. A significant part of order executions however, is triggered by another kind of algorithms that follow a "slicing & dicing" strategy, trying to lower market impact by splitting huge orders into small ones that are "melted" into the market gradually over time. Such activity does not show up by extreme order insertion frequency (actually it is set to avoid any attention at all). On the other hand, simple order routing activity that collects orders of many clients and routes them to various execution venues might exhibit high frequency without being algorithmic.
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As the following examples show, a certain strategy can potentially be associated with its binary sequence:
• A "slicing & dicing" execution algorithm that seeks to acquire 100.000 stocks by submitting 500 orders with an average order size of 200 over a longer period of time will correspond to a simple sequence of 500 ones: 11111........111111.
• A "day trader" following a certain (unknown) algorithm that tells him when to buy and when to sell might produce a "semi-rhythmic" sequence like this: 111001100011110000... • An "order router" that mixes individual client orders (probably with partial internalisation) and submits some kind of "summary" orders to the exchange might produce a more or less disordered sequence like this: 1110100010001001100111110010111000011...
In order to detect any ordered or disordered patterns within a given sequence, we analyse the distribution of all subsets of pattern length N that occur within a sliding window which is moved along the intraday sequence. For a specific choice of N there are then N 2 possible combinations of buy-sell-insertions or patterns and the histogram of realised patterns among these possible combinations will represent some kind of "fingerprint" of the underlying strategy -even though the latter may be completely unknown. For instance, for pattern length N=4 the histogram of the above example of a "slicing & dicing" algorithm would contain only one pattern spike at "1111" while the histogram of the depicted "day trader" would show a preference of patterns like "0000", "1111", followed by "1110", "0111", "1100", "1000", "0001", etc. but less frequently patterns like "0101" or "1010". The histogram of the depicted "order router" would be "flat", i.e. no preferred patterns.
Thus, perceptibility of trading patterns significantly depends on the optimal value of N. On the one hand, if the pattern length is too small, longer patterns might not be recognized. On the other hand, case numbers are exponentially shrinking with increasing N, again inhibiting proper identification of patterns. Therefore, our analysis is conducted for a range of different values of N.
The Shannon entropy
So far, we have reduced the (potentially) complex -and unknown -trading strategy of a trader within an instrument to a binary sequence that is still representative due to reduction to its core, i.e. its "buy/sell rhythm". Now, we want to find a quantitative measure for it that expresses how structured the sequence and therefore its underlying trading activity is. For this purpose, we use the Shannon entropy. Shannon (1948) created a concept now known as "information theory" and introduced a measure for the uncertainty in a message which he called "entropy". Given an alphabet Z of m symbols and a sequence of these symbols, then each symbol occurs with a certain probability i p . The information that each symbol contains is defined as 9 ( ) ( ) which can vary between 0 (constant, fully predictable sequence) and 1 (completely irregular, unpredictable sequence).
In our case, the alphabet Z consists of the N 2 possible binary patterns of length N. For each sequence, we calculate the histogram of all patterns as they occur in the complete sequence. If the sequence is sufficiently long 6 , we estimate the probability of each pattern from its absolute frequency, derive the respective Shannon entropy, and normalise it finally. In the following, we use the notation "entropy" in the meaning of "normalised entropy".
Empirical results
Entropy distributions for ATP and non-ATP traders
The following figures show the distribution of normalized entropy for ATP traders (bottom row in each figure) and non-ATP traders (top row in each figure) across pattern lengths 2 to 10 for an exemplary day, the Tuesday of the analysed week, i.e. 
ATP N=10
Figure 4: With even longer pattern length, the peak at very low entropies vanishes for non-ATP traders as well and tendency towards higher entropies becomes visible. For non-ATP traders this tendency is towards maximum entropy. The corresponding maximum for ATP traders seems to occur at high but not maximum entropies. From N=10 on, the available sample size of trading sequences long enough for a reliable estimation of the probability distribution of patterns becomes too small for a meaningful entropy calculation and therefore the distribution of entropies is thinned out.
The results exhibit a significant peak at very low entropies that declines with increasing pattern length N. The peak is generally more pronounced for non-ATP traders but, for N<7, it is also clearly visible for ATP traders.
This low entropy indicates a very ordered underlying sequence with significant shortterm autocorrelation. Closer inspection of the orders shows that the result is due to long periods of consecutive buy or sell order insertions within a trader's order stream. These periods lead to a histogram of binary patterns that is far away from a uniform distribution and expresses some distinctive peaks. Such a histogram corresponds to an extremely low entropy.
The probability of observing such short time correlation is higher for shorter than for longer pattern lengths N which explains the observed decline of the respective peak with increasing N.
At pattern length N=9 the difference between ATP and non-ATP traders is most pronounced. In general, entropy distributions of ATP and non-ATP traders become more distinctive with increasing N. This is due to the fact that with increasing pattern length N more complex patterns can be analysed. Therefore, underlying regularities can be more clearly identified and distinguished from "irregular" patterns.
Algorithmic traders exhibit a lower entropy resulting from more pronounced patterns, i.e. a higher degree of regularity, which is the result of their stricter, rule based trading approach. In contrast, non-algorithmic traders have a less rule based trading approach, their trading behaviour exhibits more irregular patters and, thus, higher entropy.
The sample size represents an important limitation: The number of patterns increases exponentially with N and the respective number of observations declines. In our analysis, the resulting sample of order streams long enough to be evaluated has sufficient size only up to about N=9. For N=9 we are able to observe 59 non-ATP order streams and 101 ATP order streams. For N=10 these numbers reduce to 25 non-ATP order streams and 19 ATP order streams, respectively.
Extension of analysis to a full week
In order to analyse the persistency of findings, the entropy analysis is performed for each day of a full week (Oct. Since inter-day results do not vary significantly, for a detailed comparison between the entropy distributions of ATP and non-ATP trading the analysed sample is extended to the full week. This way, effects specific to a certain trading day can average out. 
Predictive power of the ATP-flag
In the previous sections, we have analysed the entropy of a given sequence and aggregated the result to distributions that were finally related to the ATP, respectively non-ATP nature of the trader.
In this section, we switch perspective by analysing what conclusion on the ATP flag we can draw from a given entropy. In other words: for an unknown, randomly drawn order sequence, we want to estimate whether it originates from an ATP or non-ATP trader based on the entropy of that particular sequence.
For this purpose, we focus on that "active" sample of all trader-instrument combinations that consists of enough order insertions to calculate a meaningful 7 normalised entropy for pattern length N=9. For each sequence we calculate its entropy and determine the absolute and relative number of ATP and non-ATP cases within entropy bins. Figure 7 shows the resulting histogram after averaging of daily findings over all trading days of October 2007.
One can derive the probability to find ATP or non-ATP trading for a given entropy of the underlying sequence. For instance, in Figure 7 , the rightmost bin that covers very high entropies above 0.95 is made up of 80% non-ATP and only 20% ATP trading. For entropies between 0.70 and 0.75 the situation is the other way around: such "medium entropy" indicates with more than 90% ATP trading as origin of the underlying buy-sell order insertion sequence. For comparison, the overall ratio of ATP and non-ATP trading of 71.3% is depicted by the horizontal line. It corresponds to 3378 ATP and 1359 non-ATP trader-instrument combinations in the underlying "active" data set of October 2007.
For most entropy values there exists a clear distinction between ATP and non-ATP trading -in absolute figures as well as in deviation from the overall ATP ratio. As a tendency, one can derive the observation that non-ATP trading follows either a very regular (=low entropy) or very irregular order insertion pattern while ATP trading concentrates at medium to high entropies. 
Introducing account information
Another interesting aspect with potential influence on the trading pattern is the account information, i.e. differentiation of whether a trader acts in a proprietary or in an agency capacity. For this purpose we have calculated separate entropy distributions of ATP and non-ATP trading for "Agent" and "Proprietary" trading accounts. Figure 8 shows the results.
Obviously, proprietary trading tends towards higher entropies, in particular do more than 50% of the non-ATP order streams cluster at entropies larger than 0.9.
Agency trading is clearly split into two regimes: algorithmic trading exhibits low entropies, non-algorithmic trading high entropies. In particular, algorithmic agency trading shows extraordinary low entropies. This is evidence for presence of execution algorithms producing structured order streams with short range bias towards "sells" or "buys".
Non-algorithmic trading, both proprietary and agency, does show some preference for extremely low entropies below 0.1. This can potentially be explained by human traders trying to execute large orders by mostly periodic sequences of only buy or only sell orders, leading to minimal entropy. 
Summary and conclusion
This paper focuses on the question if the trading behaviour of market participants as observed on financial markets is sufficiently distinct so that differences can be identified by a single measure. Respective variations in trading behaviour might occur over time or between arbitrary subgroups of market participants. The proposed measure is the Shannon entropy.
In the specific context chosen, i.e. variations in trading behaviour between algorithmic and non-algorithmic traders in cash equity markets, the entropy indeed exhibits pronounced differences between algorithmic and non-algorithmic traders. While the degree of the effect varies with the length of the analysed trading pattern, the results show that trading patterns of algorithmic traders exhibit a medium to high degree of regularity while trading patterns of non-algorithmic traders can be associated with either very low or very high regularity. These findings are consistent with the assumption that algorithmic traders are following a stricter, rule based trading approach than non-algorithmic traders which is reflected in the entropy measure. Including account information into the analysis reveals that agent trading is made up of two separate regimes: one low-entropy algorithmic trading group and one highentropy non-algorithmic group. For proprietary trading, however, such distinction is less obvious, though differences between the algorithmic and the non-algorithmic group can also be clearly observed.
Further analyses based on the entropy measure will focus on more complex trading patterns and different longitudinal or cross-sectional settings. In its present form, however, the paper already represents an important link between inside-out-studies that infer differences in trading behaviour from available proxy indicators for algorithmic trading and outside-in studies that identify trading patterns in general.
Clearly, the presented approach requires the ability to assign each order to the respective trader. Further trader characteristics beyond the algorithmic or nonalgorithmic nature of trading decisions would be helpful for explaining any segmentation of market participants suggested by calculation of the entropy measure.
