ABSTRACT. -Nonlocal conservation laws of the form
Introduction and motivation
The goal of this paper is to study the critical self-similar asymptotics of the Lévy conservation laws which can be written in the form u t + Lu + ∇ · f (u) = 0, (1.1) where x ∈ R n , t 0, u : R n × R + → R, f : R → R n is a nonlinear term, and −L is the generator of a symmetric, positivity-preserving, Lévy operator semigroup e −t L , t > 0, on L 1 (R n ).
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The initial condition u 0 (x) = u(x, 0), (1.2) which supplements (1.1), is assumed to be an L 1 (R n ) function. If u 0 (x) 0 is positive a.e. with R n u 0 (x) dx < ∞, then (1.1) can model an evolution of densities u, i.e. u(x, t) 0, R n u(x, t) dx = R n u 0 (x) dx < ∞ for all t > 0.
The asymptotic behavior of solutions of the Cauchy problem (1.1)-(1.2) in the noncritical cases has been studied in [6, 5] .
The operator L is a pseudodifferential operator defined by the symbol a = a(ξ ) 0,
Lv(ξ ) = a(ξ ) v(ξ ). The function e
−ta(ξ) is positive-definite, so the symbol a(ξ ) can be represented, as in [6] , by the Lévy-Khintchine formula in the Fourier variables (cf. [ The fundamental nature of the operator L is clear from the perspective of probability theory. It represents the most general form of generator of a stochastically continuous Markov process with independent and stationary increments. This fact was our basic motivation for the development of the theory presented below and in other related papers. We assume (with no loss of generality) that b = 0, i.e., there is no drift; indeed, a shift of the x variable removes the drift term b. The function q(ξ ) = n j,k=1 q jk ξ j ξ k in (1.3) is a quadratic form on R n , and we suppose that q(ξ ) 0 for all ξ j ∈ R n , i.e. q is positivedefinite in the wide sense. In [6] we considered q(ξ ) = |ξ | 2 , which corresponds to the usual Laplacian − on R n as the Gaussian part of L. Finally, is a Borel measure such that ({0}) = 0 and R n min(1, |η| 2 ) (dη) < ∞. Eq. (1.1) generalizes the Burgers equation 4) with x ∈ R and t > 0, in three different directions. First, the case of arbitrary dimension n is considered. Second, −∂ 2 /∂x 2 is replaced by a quite general Lévy operator L. Third, instead of the quadratic nonlinearity, arbitrary (sufficiently smooth) function f is considered.
As is well known, the solutions of the Burgers equation (1.4) with the initial condition (1.2) in L 1 (R) become asymptotically self-similar as t → ∞, in the following sense: for each 1 p ∞ 5) where the function U = U M (x, t) has an explicit form This function is the, so-called, source solution of (1.4) such that R U (x, 1) dx = R u 0 (x) dx ≡ M with K = K(M), see, e.g., [16] . The initial data for the source solution are attained in the sense of (narrow) convergence of measures; lim t →0 U (t) = Mδ 0 means that lim t →0 R U (x, t)ϕ(x) dx = Mϕ(0) for each bounded ϕ ∈ C(R). This particular solution of (1.4) is self-similar, i.e.
U (x, t)
In other words, U is invariant under the parabolic space-time scaling of functions u → u λ defined, for λ > 0, by
that is, U ≡ U λ for each λ > 0. Note that this scaling preserves the integrals:
Moreover, the convergence property (1.5) can be restated as
for each fixed t > 0. All these properties can be established using the Hopf-Cole substitution u = −(log v) x which reduces (1.4) to the linear heat equation. However, recent publications, cf. e.g., [10] , [13] , [14] , [15] , [16] , [17] , [28] , developed versatile functional analytic tools to study the long time behavior of solutions of general multidimensional diffusionconvection equations
in R n with a real number r > 1, b ∈ R n . For these equations, in general, no explicit analytic solution is known. Rougly speaking, results in those papers describe the asymptotic behavior in the following three cases:
• r > 1 + 1/n, when the asymptotics is linear, i.e.
where
is the fundamental solution of the heat equation; 8) where U (x, t) = t −n/2 U (xt −1/2 , 1) is the self-similar solution of (1.6) with U (x, 0) = Mδ 0 ; • 1 < r < 1 + 1/n, when 
The first case can be classified as weakly nonlinear, since in this situation the linear diffusion prevails and the nonlinearity is asymptotically negligible. The second, critical case is genuinely nonlinear, when diffusion and the convection are balanced, and the asymptotics is determined by a special solution of a nonlinear equation. Finally, the third case is hyperbolic, since the asymptotics of solutions is determined by solutions of an equation with strong convection and partial dissipation. The methods introduced in [16] and developed in [10] , [13] , [14] , [15] and [17] are based on scalings of solutions and use in an essential manner tools associated with the diffusive behavior such as the maximum principle and, for the hyperbolic case (1.9), entropy inequalities. However, it should be mentioned that the scaling methods work efficiently also for certain equations for which the maximum principle fails. An example here is the Korteweg-de Vries-Burgers equation which features dispersion and dissipation, see [19] . However, the extension of the usability of these tools in the context of nonlinear and pseudodifferential equations is far from routine. This is the main novelty of the present paper.
Eqs. (1.1) also generalize the fractal Burgers equation
with r > 1, b ∈ R n , studied in [3] , as well as the one-dimensional multifractal conservation laws 11) with 0 < α j < 2, a j > 0, and a polynomial nonlinearity f , considered in [5] . Here, the fractional power of order α/2, 0 < α < 2, of the Laplacian in R n (or the second derivative −∂ 2 /∂x 2 in R) is the pseudodifferential operator with the symbol |ξ | α . The study of (1.1), and related model equations with nonlocal nonlinearities considered in [8] , is motivated by the anomalous diffusion encountered in many physical phenomena. For instance, there are hydrodynamic models with modified dissipativity (obtained as a closure of a system of moment equations, cf. [1] ), models of growth of molecular interfaces [22] , interacting diffusive particles [8] , etc. Two recent volumes in Springer's Lecture Notes in Physics series [24, 23] present applications of equations with fractional derivatives and related stochastic differential equations driven by α-stable processes to statistical physics, chaos in Hamiltonian mechanics, hydrodynamics, molecular biology and finance mathematics. We studied some probabilistic questions related to such equations in [4] . Various aspects of turbulence models based on the Burgers equation have been discussed in [27] .
In [3] - [8] we studied standard mathematical questions concerning (1.1), (1.10), (1.11), including the solvability of the Cauchy problem in various function spaces, uniqueness and regularity of solutions, as well as the large time asymptotics of solutions. Most of the results, except for, e.g., [ We will prove that for each mass M ∈ R, 1 < α < 2, the equation (1.10) in the balanced case (1.12) has a unique self-similar solution
. Such a solution determines the long time behavior of solutions (with the same mass M) of Eq. (1.1) which "asymptotically" resemble (1.10) (Theorem 2.2). This, loosely speaking, means that we assume that the symbol a(ξ ) of the generator −L of the Lévy semigroup e −t L satisfies a(ξ ) ∼ |ξ | α for ξ → 0, and the nonlinearity f is such that f (s) ∼ s r with r = 1 + (α − 1)/n as s → 0 + . Assumptions and statement of results can be found in Section 2. Section 3 contains technical lemmas which will be useful in the proofs of theorems mentioned above. The proofs themselves can be found in Sections 4 and 5. The main results of this paper were announced in a brief note [7] .
Finally, let us note that our functional framework is that of the 
is denoted by A q,p . The constants independent of solutions considered and of t (these constants may depend on the initial values) will be denoted by the same letter C, even if they may vary from line to line. A standard reference book for facts from the theory of parabolictype equations and interpolation inequalities is [21] . More general function spaces of Besov and Morrey type, interpolation spaces associated with the operator L, etc., are also suitable for studies of (the optimal conditions of) the solvability and asymptotics of solutions of (1.1), cf. [3] , [8] . Probabilistic aspects of Lévy operators L and semigroups generated by them are discussed in [2] , [18] , [20] and [26] .
Main results
Our first goal is to prove the existence and uniqueness of the source solution to the fractal Burgers equation in the critical case (1.12): r = 1 + (α − 1)/n and 1 < α < 2, i.e., the existence and uniqueness of a function u satisfying
for M ∈ R. The initial condition (2.2) is attained in the sense of (narrow) convergence of measures, i.e.,
for each bounded continuous function ϕ ∈ C(R n ); in fact, it suffices to take bounded C ∞ functions. Note that we consider solutions which are not necessarily positive. The proof of Theorem 2.1 is, however, much simpler for solutions of constant sign. The important assumption is that the nonlinearity f (s) = s|s| (α−1)/n in the convection term is an odd function. Therefore, it suffices to consider the case M 0; indeed, −u solves (2.1) with −Mδ 0 as the initial condition.
In the sequel, we will also encounter the integral formulation of (1.1)-(1.2), and other nonlinear pseudodifferential equations like (2.1) and (2.4), below, via the Duhamel formula
Solutions of the integral equation (2.3) are called mild solutions of (1.1). They turn out to be weak solutions enjoying some regularity properties, cf. Lemma 3.5, 3.6 and [6, Section 3]. The existence of solutions of the Cauchy problem (1.1)-(1.2) and their properties follow from [6, Theorem 3.1, Proposition 3.1, Corollary 3.1, Remark 3.1]. We note that the Brownian part − of L is essential to guarantee regularity of the solutions of this problem, while the jump component of L, which in this paper is meant as the integral term in (1.3), determines the large time behavior of solutions.
Recall that the Cauchy problem for the critical fractal Burgers equation (2.1) has been studied in [3] , where a result on the existence of the local in time solutions with suitably small initial data in the space of measures M(R n ) has been proved in the critical case (1.12 
It turns out that the unique self-similar solution in Theorem 2.1 determines the long time behavior of solutions to a large class of Cauchy problems
for which the Lévy operator L satisfies the following condition:
• The symbol a of L has the form
where > 0, 1 < α < 2, and k is a symbol of another Lévy operator K such that
Without loss of generality (changing the spatial variable x) we can assume that = 1.
Remark 2.1. -It is well known that a(ξ ), as a symbol of an operator generating a Lévy semigroup, satisfies the bound 0 a(ξ ) C a (1 + |ξ |
2 ), for all ξ ∈ R n and a constant C a . This fact, combined with the assumptions (2.6) and (2.7), gives the inequality
for all ξ ∈ R n , and another constant C. Similarly,
holds for each ε > 0 and a constant C(ε).
Example 2.1. -The assumptions (2.6) and (2.7) are fulfilled by multifractal diffusion operators
with a 0 0, a j > 0, 1 < α j < 2, and α = min 1 j k α j . 
Remark 2.3. -We do not know what are counterparts of Theorems 2.1 and 2.2 for 0 < α < 1 because the estimates of ∇u from Lemma 3.6 below fail for α < 1. A similar difficulty was already encountered in [3] where, α 1, questions of uniqueness and regularity of weak solutions to the fractal Burgers equation
Remark 2.4. -For 1 < r < 1 + (α − 1)/n, we expect a hyperbolic large time behavior, but a proof of this conjecture will require new methods, completely different from those in [10, [14] [15] [16] [17] .
Technical lemmas
In this section we gather several technical tools which will be used in the proofs of Theorems 2.1 and 2.2. Some of these estimates are borrowed from [6] , but the core of this section is a collection of estimates for rescaled solutions of certain equations, cf., e.g., [10, 16, 14, 15, 17, 13] .
We begin by recalling that, in view of the assumptions (1.3) and (2.6) imposed on the symbol a(ξ ), the semigroup e −t L generated by the operator −L is positivity-preserving and satisfies the decay estimates similar to those in [6, Section 2]:
for each p ∈ [1, ∞], all t > 0, and a constant C = C p (cf. Lemma 3.4, below). Moreover, the bound [6, (3.15) ] guarantees that solutions to the nonlinear problem (2.4)-(2.5) with u 0 ∈ L 1 (R n ) satisfy the estimate In what follows it is very important that the nonlinear semigroup associated with the nonlinear problem (2.4)-(2.5) is an order-preserving contraction on L 1 (R n ). This property is established as part of the next lemma the proof thereof can be found in [6, (3.6) 
Proof. -The tool here is the Hausdorff-Young inequality
By assumption (2.6), for each ε > 0 there exists δ > 0 such that, for all |ξ | < δ,
Hence, for p ∈ [2, ∞], by the Hausdorff-Young inequality (3.8), we obtain For |ξ | < δ, in view of (3.9), we bound the integrand on the right hand side of (3.10) by the following quantity
Hence, by a change of variables, the first term on the right hand side of (3.10) is bounded from above by
for all t > 0, and a constant C independent of t and ε. The second term on the right hand side of (3.10) is estimated directly, using the assumption (2.6), by
It is easy to see that, for every N > 0, this integral tends to 0 faster than t −N . Since ε > 0 was arbitrary, using the above estimates we conclude that (3.7) holds true. ✷
, and a constant C = C p independent of g and h. This inequality is a particular case of a more general result proved in [12] .
To prove the Lemma we apply (3.11) with h( 
Proof. -By the triangle inequality, we have
An application of Lemmas 3.2 and 3.3 concludes the proof. ✷ Now, for λ > 0, let us consider the rescaled function
where u is a solution to (2.4)-(2.5). Going back to (2.4), one easily checks that u λ is a solution of the problem
Here, L λ is the rescaled Lévy operator defined by the symbol λ α a(ξ /λ). In the next lemma, we gather some estimates of the kernel (e −t L λ ) of the linear semigroup e −t L λ generated by −L λ .
LEMMA 3.4. -Assume that the symbol a(ξ ) of the operator L satisfies assumption (2.6). Then, for every p ∈ [1, ∞], there exists a constant C independent of λ and t such that
e −t L λ u 0 p Ct −n(1−1/p)/α u 0 1 , (3.14) ∇e −t L λ u 0 p Ct −n(1−1/p)/α−1/α u 0 1 , (3.15) ∇ b · ∇e −t L λ u 0 p Ct −n(1−1/p)/α−2/α u 0 1 ,(3.
16)
for all t > 0.
Proof. -Note that under assumption (2.6) the symbol of the operator L λ satisfies λ α a(ξ /λ) = |ξ | α + λ α k(ξ /λ). Now the reasoning is based on the crucial decomposition of the kernels of semigroups
where K λ is the Lévy operator corresponding to the symbol λ α k(ξ /λ). Since (e −t K λ ) 1 = 1, it follows immediately from the Young inequality and from the basic estimates of (e
The proof of (3.15) is analogous but (3.17) has to be replaced by 
18)
for all λ > 0, t > 0.
Proof. -This follows from (3.3) by a simple change of variables:
for all λ > 0, t > 0, and a constant C independent of λ, t and u 0 . ✷
LEMMA 3.6. -Under the assumptions of Lemma 3.5, for every p ∈ [1, ∞], there exists a constant C independent of λ, t, but, in general, dependent on the initial data
Proof. -To obtain this bound for ∇u λ , we represent u λ in the mild form analogous to that in (2.3), but now for the rescaled Eq. (3.13). Next, applying the gradient ∇ to this integral equation, we obtain
Recall that, by (3.15) and (3.18), there is a constant C > 0 such that, for all λ > 0 and t > 0,
Next, for τ ∈ [0, 1], using (3.16) and (3.18), we estimate the L p -norm of the integrand in (3.20) by the following quantity
for all t > 1, and a constant C independent of t and λ. If τ ∈ [1, t], we proceed as follows
Here, we have used the following consequence of (3.18):
Hence, computing the L p -norm of the expressions in (3.20) , and using the above estimates for the integrand in the second term on the right hand side of (3.20), we obtain
Since −2/α +1 > −1 for α > 1, we may apply the generalized singular Gronwall lemma (cf., e.g., [9, Lemma 1.1]) for t > 1 to prove the bound ∇u λ (t + 1) p C(t) with a continuous function C on [0, ∞), uniformly with respect to λ > 0. However, by a change of variables, we have
Thus, fixing t = t 0 > 0 and choosing λ = (
for all t > 0, and a constant C independent of t. Finally, observe that the inequality (3.21) allows us to obtain, proceeding as for (3.18), the bound (3.19) for ∇u λ . ✷ Next, we will establish some compactness properties of the family of rescaled solutions {u λ }.
LEMMA 3.7. -There exist a sequence λ k → ∞ and a functionū(x, t) such that, for every η > 0, 1 < p < ∞, 0 < t 1 < t 2 < ∞, and each bounded domain G ⊂ R n ,
Moreover, the convergence
holds for every p ∈ [1, ∞) and each t > 0, and
Proof. -The estimates (3.18) and (3.19) imply that the families {u λ } λ>0 and
. The same conclusion holds true for {b · ∇(u λ |u λ | (α−1)/n )} λ>0 in view of the inequality 
Proof. -In order to pass to the weak limit in Eq. (3.13), we multiply it by an arbitrary test function ϕ ∈ C ∞ c (R n ) and integrate over R n :
It follows from (3.23) that along the sequence λ k → ∞
In order to pass to the limit in the second term in (3.26), we use the decomposition (2.6) which implies
In view of (3.22), the first integral term on the right hand side tends to R n (− ) α/2ū (x, t) × ϕ(x) dx as λ k → ∞. To deal with the second term, we use the Schwarz inequality, Lemma 3.5, and (2.9) to get
Now, since ε was arbitrary, we conclude that
We can apply the Dominated Convergence Theorem and (3.25) in the nonlinear term, because, by (3.18),
with C independent of λ. This proves thatū satisfies the fractal Burgers equation (2.1) in the sense of distributions. Now let us observe that by (3.18), u λ (t) 1 u 0 1 . Consequently, applying the Fatou Lemma to the sequence of functions |u λ k (x, t)| and using (3.25) we deduce
Proof. -Observe that, for each smooth function ϕ ∈ C ∞ c (R n ) with compact support, the estimate
ixξ dξ , so that the inequality (3.28) follows from the bound (2.8) on the symbol of L.
We multiply (3.13) by any function ϕ ∈ C ∞ c (R n ) and integrate over R n × (s, t), 0 < s < t < ∞. We are allowed to integrate by parts, which leads to
where the constants C 1 , C 2 are independent of λ 1 and 0 < s < t < ∞. Here we have used (3.18) with p = 1, and (3.28), in the first term on the right hand side of (3.29), and (3.18) with p = (α − 1)/n + 1, in the second term. Passing to the limit s → 0 in (3.29), we see that estimate (3.29) holds for s = 0, too. Hence, letting λ k → ∞ in (3.29) with s = 0, we obtain Proof. -Let us fix ψ ∈ C ∞ (R n ) such that ψ(x) = 0 for |x| 1, and ψ(x) = 1 for |x| 2. For simplicity of notation we shall write ψ R (x) = ψ(x/R). It suffices to prove that
uniformly with respect to λ 1 and 0 < t 1 t t 2 < ∞. Without loss of generality, we may assume that u λ is nonnegative. Indeed, by the pointwise comparison principle for solutions of (1.1) (cf. 
Applying the reasoning in the proof of (3.28) to the function
and, in view of (3.18),
The integration by parts and (3.18) give
Moreover, a change of variables and properties of ψ R imply that
Thus the integration of (3.31) over [0, t] , and the application of the above inequalities to the resulting equation, lead to the estimate
for all λ, t, R, and a constant C. Since u 0 ∈ L 1 (R n ), the right hand side tends to 0 as R → ∞, uniformly with respect to λ 1. Hence, (3.30) holds true for p = 1.
To prove the conclusion of Lemma 3.10 in the case 1 < p < ∞, it suffices to use the elementary interpolation inequality v p v
with v = u λ (t)ψ R , and the bound u λ (t) ∞ Ct −n/α valid for all t, λ, and a constant C, already proved in (3.18). ✷
Self-similar source solutions -proof of Theorem 2.1
The proof will follow the plan: (i) To establish the existence of source solutions we apply an approximation argument based on solvability results proved in [6] . Namely, we approximate Eq. (2.1) by its parabolic regularization
where L = −ε + (− ) α/2 for small ε > 0. At the same time the singular initial data (2.2) are also approximated by smooth positive functions u ε 0 with compact supports shrinking to 
In this setting, a unique, mild solution u ε has been constructed in [6, Section 3] . Now we prove the convergence of approximating solutions u ε to a self-similar source solution U . First, for each 1 p ∞ and t > 0, the approximations u ε satisfy the estimates holds true also for each 1 p ∞ and a constant C independent of ε. This is a particular case of (3.20) in Lemma 3.6. Hence, we infer from the compactness Lemma 3.7 that there exists a limit function U = lim k→∞ u ε k such that
Then, by (4.2)-(4.3) and an evident extension of standard regularity theory for parabolic equations in [21, Chapter 3], we will see that
). In the last step of the existence proof we need to check that U assumes the initial data (2.2) in the sense of measures; but this is a direct consequence of Lemmas 3.9 and 3.10.
(ii) Proof of uniqueness for positive initial data. Since the convection is unidirectional, the reasoning is, in principle, one-dimensional. Indeed, we may suppose, with no loss of generality, that
where y = (x 1 , . . . , x n−1 ) and x n ∈ R, so that (2.1) becomes
We begin by proving that for two nonnegative solutions U andŪ of the problem (4.4), (2.2), the equality
holds for all y ∈ R n−1 , and x n ∈ R; differentiation will imply that U and U coincide. The key observation is that both functions of (4.6):
Now consider an auxiliary function w defined, for x = (y, x n ), t and r > 0, by 
The functions g j and h j solve the problem (4.4), (2.2) with the initial data in
The proof that 0 g j and 0 h j converge to some positive functions g and h which solve (2.1) in the sense of distributions, consists of the steps essentially described above for the approximations u ε of U . Since the necessary modifications are evident, we skip the details.
The limit functions g and h take on the initial data Mδ 0 in the sense of measures which is again based on the Lemma 3.10. Therefore, g and h are positive solutions of the problem (4.4), (2.2), so the first part of the proof applies, and g ≡ h. Passing to the limit j → ∞ in (4.12) we have −(n+α) , cf. [20] for related estimates of p α (t) and generalizations for e −t L . This is, of course, in contrast with the Gaussian decay of U in x for (1.4).
Self-similar asymptotics -proof of Theorem 2.2
The crucial observation in the proof of Theorem 2.2 is that the investigation of the asymptotic behavior of a solution u can be reduced to studying the convergence of the family {u λ } λ>0 as λ → ∞. Indeed, if we note that Thus, the convergence in the L p -norm of u λ (x, 1) to U (x, 1) as λ → ∞ is equivalent to (2.10). Of course, the same is true, if we replace t = 1 by any fixed t 0 > 0.
From this point on, the proof is based on lemmas proved in Section 3.
(i) First, using estimates of the family {u λ } λ 1 uniform with respect to λ from Lemma 3.5 and 3.6 and compactness arguments from Lemma 3.7, we findū and a sequence λ k → ∞ such that (3.22)-(3.25) hold true. By Lemma 3.8, the functionū satisfies the Eq. (2.1) in the sense of distributions.
(ii) Next, combining Lemmatas 3.9 and 3.10, we arrive atū(x, 0) = Mδ 0 . This implies, by the uniqueness of U = U M proved in Theorem 2.1, thatū(x, t) = U (x, t) and u λ → U as λ → ∞.
(iii) Finally, Lemma 3.10 and (3.27) imply that the convergence of u λ (t) toward U (t) takes place not only in the local or weak sense (cf. Lemma 3.7), but actually in L p (R n ) for each 1 p < ∞.
The proof of (2.10) for p = ∞ requires another argument involving the integral equation (2.3) . Recall that R n u(x, t) dx = M and U = U M is the corresponding source solution of (2. We split the integration range with respect to τ in the second term on the right hand side of (5.2) 
