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Abstract
We present measurements of partial branching fractions for the inclusive semileptonic decay
of B → Xu`ν¯ (` = e or µ) leading to the determination of the CKM matrix element |Vub|.
This analysis is based on a sample of 460 million BB events recorded at the Υ (4S) resonance
at the BABAR detector.
We select B → Xu`ν¯ events using the energy spectrum of the lepton (E`) in an event
where one of the B-mesons is fully reconstructed. We measure partial branching fractions
in restricted regions of the E` spectrum, which are translated into values of |Vub| using four
theoretical approaches. We calculate the arithmetic mean, using the results from the four
theoretical approaches at E` > 1.5 GeV resulting in: |Vub| = (4.68+0.31−0.32)×10−3. The analysis
presented in this thesis is the first time a measurement of |Vub| has been performed using the
E` spectrum in events tagged with a fully reconstructed B meson.
xviii
Introduction
The Standard Model (SM) of particle physics is a theory which describes three of the four
fundamental interactions (the strong, weak and electromagnetic) along with all the elemen-
tary particles that take part in these interactions. Within the framework of the SM, one
finds the concept of symmetries. Symmetries are a feature of a physical system whereby
the laws of motion, described by a Lagrangian, remain preserved under a transformation.
Among the many symmetries a physical system may exhibit, the most significant within the
scope of this thesis are:
• Charge conjugation transformations (C), which transform a particle into its antiparti-
cle;
• Parity transformations (P ), which invert the particles momentum and helicity;
• Time transformations (T ), which reverse the direction of time.
Each of the above can also be combined to give a product of transformations. Among these
transformations, it was previously thought that a violation of P did not exist in nature.
However, in 1957 a violation of P was discovered in the β decay of 60Co [1], where symmetry is
restored if one adds a charge conjugation transformation (CP symmetry). A violation of CP
symmetry was then thought to be impossible. However, in 1964 a violation of CP symmetry
was discovered in the decay of neutral kaons [2]. Symmetry is once again restored if one adds a
time transformation (CPT symmetry). This we believe to be a symmetry of the universe [3],
with no experimental evidence found to the contrary. There is also no experimental evidence
so far demonstrating C, P , or T violation in the strong, or electromagnetic interactions.
After the discovery of CP violation within neutral kaons, physicists proposed the same
effect to be present in B-mesons. This led to the emergence of experiments such as BABAR [4],
Belle [5], along with CLEO [6], which sought to identify and understand this proposition.
This subsequently led to the discovery of CP violation in the B-meson in 2001 [7], and having
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now collected around a decades worth of data, these B-factories have since measured a large
number of CP violating processes in the B sector.
CP violation is incorporated in the SM through the inclusion of a complex phase in
the Cabibbo-Kobayashi-Maskawa (CKM) matrix [8], which requires the existence of at least
three generations of quarks. This matrix is 3 × 3, orthogonal, and requires unitarity from
construction. It also contains information on the strength of flavour-changing weak decays.
This thesis outlines the measurement of one of the nine elements of the CKM matrix, namely
|Vub|. The determination of |Vub| remains an important scientific goal in the pursuit of a
consistent and accurate description of CP violation within the SM since it is one of only two
elements which contain the CP violating phase (the other being |Vtd|).
Experimentally, one would measure the branching ratio for semileptonic B → Xu`ν¯
decays to determine |Vub|. Traditionally, these measurements fall into two classes: inclusive,
where we reconstruct all possible B → Xu`ν¯ modes, and exclusive, where we reconstruct
only one particular B → Xu`ν¯ mode. In the case of inclusive measurements, which is used
in this thesis, there is the presence of a large charm B → Xc`ν¯ 1 background whose rate is
around fifty times larger. This background cannot be reduced from kinematic cuts, as its
kinematic topology bears a great deal of similarity to the signal B → Xu`ν¯ and has to be
subtracted using Monte Carlo simulation. Since |Vub| is of the order 10−3, its measurement
is particularly difficult compared to the other CKM elements.
There is approximately a 2σ discrepancy between results of |Vub| from an exclusive treat-
ment, and inclusive treatment, with the reason for this unclear. Moreover, values of |Vub|
from an exclusive approach are seen to show more of an agreement with predicted values
(using measurements of sin2β), than results from the inclusive approach. The exclusive ap-
proach, however, is limited by theoretical and statistical uncertainties, whereas the precision
from inclusive measurements has been steadily improving in recent years.
1X
u(c) indicates the states arising from the fragmentation of the u(c) quark.
Chapter 1
CP violation in the Standard Model
The SM is a renormalizeable relativistic quantum field theory, constructed under the principle
of local gauge invariance using the SU(3)C ⊗ SU(2)I ⊗ U(1)Y symmetry group. This refers
to the combination of the SU(3)C color rotation, the SU(2)I weak isospin and U(1)Y
hypercharge symmetry groups.
A multitude of experiments performed in the last half-century have yielded findings con-
sistent with the SM. But despite its many successes, the SM falls short due to its inability
to explain the gravitational force, explain the fermion mass hierarchy, account for neutrino
oscillations, account for the presence of dark matter, or account for the observed asymmetry
between matter and antimatter. With the latter being a focal point for this thesis. Fur-
thermore, the SM contains eighteen input parameters which are determinable only through
experiment (this includes |Vub|). For a more complete understanding, these issues need to
be resolved and the values of the parameters measured as precisely as possible.
1.1 Elementary constituents
Within the SM framework we find the fermions listed in Tab. 1.1.
We also find:
• The W+, W− and Z0, three gauge bosons which mediate the weak interaction;
• Eight gluons, which are the gauge bosons that mediate the strong interaction;
• The Higgs boson (H), a gauge boson, thought to explain the origin of mass in the
universe;
• The photon (γ), a gauge boson, which mediates the electromagnetic interaction.
3
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Family Quantum Numbers
1 2 3 I I3 Y Q = Y/2 + I3

 νe
e


L

 νµ
µ


L

 ντ
τ


L
1/2
1/2
+1/2
−1/2
−1
−1
0
−1
eR µR τR 0 0 −2 −1

 u
d


L

 c
s


L

 t
b


L
1/2
1/2
+1/2
−1/2
+1/3
+1/3
+2/3
−1/3
uR cR tR 0 0 4/3 +2/3
dR sR bR 0 0 −2/3 −1/3
Table 1.1: The SM fermions, where I denotes the isospin, I3 denotes the third component
of isospin, Y denotes the hypercharge and Q denotes the electric charge.
1.2 CP violation and the CKM Matrix
We can organize the multiplets as follows:
Qint.L =

 U int.L
Dint.L

 = (3, 2)+1/6
uint.R = (3, 1)+2/3 d
int.
R = (3, 1)−1/3
and a similar setup for the leptons where:
Ψint.L =

 νint.L
lint.L

 = (3, 2)−1/2
lint.R = (3, 1)−1 ν
int.
R = (3, 1)0
where, (3, 1)−1 denotes a triplet in SU(3), a singlet of SU(2) and a weak hypercharge of
Y = 2(Q− I3) = −1. φL/R(x) = (1∓ γ5)φ(x) are the left handed (1− γ5) and right handed
(1 + γ5) helicity components of the field φ. We can define the electroweak term of the La-
grangian using this terminology.
1.2. CP VIOLATION AND THE CKM MATRIX 5
The electroweak Lagrangian can be written as the sum of three contributions,
LEW = Lkinetic + LHiggs + LY ukawa (1.1)
substituting in relevant terms, we get
LEW = i{Qint.L (x)γµDµQint.L (x) + uint.R (x)γµDµuint.R (x) + dint.R (x)γµDµdint.R (x) +
Ψ
int.
L (x)γµDµΨint.L (x) + ν int.R (x)γµDµνint.R (x) + lint.R (x)γµDµlint.R (x) }.
The covariant derivative Dµ is defined as
Dµ = ∂µ + ig
2
τjW
µ
j + 2ig
′Y Bµ (1.2)
and g and g′ are coupling constants associated to the gauge fields Wj (j = 1, 2, 3) and B1.
Also, τj are the Pauli matrices in SU(2)L space. The W1,2 components of the Wj gauge field
relate to the W± bosons, whilst the W3 component is related to the photon and the Z0 with
the B field through the weak angle θW [9]). One can define the field for a charged boson as:
W µ+(x) =
W µ1 − iW µ2√
2
and its hermitian conjugate, related to W+ and W− respectively. The field for the neutral
bosons can be defined as
W µ3 = cos θWZ
µ − sin θWAµ
Bµ = − sin θWZµ + cos θWAµ
where sin2 θW = 0.2326± 0.0008 (PDG [10]), Zµ is the field associated to the Z0 and Aµ is
the field associated with the photon. The weak angle can also be parameterized with the
electric charge e and the gauge coupling constants g and g ′ as follows
g
sin θW
=
g′
cos θW
= e
1This is the field related to the isospin SU(2) and hypercharge U(1) symmetry groups
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It is possible to split the electroweak Lagrangian into a free theory (L0) and an interaction
part (LI) where
LEW = L0 + LI
The interaction Lagrangian can be split further into a charged (LCC) and a neutral current
term (LNC), where we have the relation:
LI = LCC + LNC
and the charged current term can be written in terms of the observable boson fields:
LCC = gW
2
√
2
(
J+µ (x)W
µ(x) + J−µ (x)W
†µ(x)
)
with
J+µ = u¯
int.γµ(1− γ5)dint. + c¯int.γµ(1− γ5)sint. + t¯int.γµ(1− γ5)bint. +
ν¯int.e γµ(1− γ5)eint. + ν¯int.µ γµ(1− γ5)µint. + ν¯int.τ γµ(1− γ5)τ int.
and the neutral current term can be written as
LNC = eJemµ (x)Aµ(x) +
gW
2 cos θW
J0µ(x)Z
0µ(x)
with
Jemµ =
∑
f
Qf f¯γµf
J0µ =
∑
f
f¯γµ(vf − afγ5)f
vf = τ
f
3 − 2Qf sin2 θW af = τ f3
where the index f runs over all the flavors.
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Experiments have shown that the W+, W− and Z0 have non-zero mass. These masses are
explained in the SM through the spontaneous symmetry breaking mechanism of the Higgs
field. The Higgs field is an isospin doublet of complex scalar fields:
Φ =

 φ+
φ0

 Φ˜ = i · τ2 · Φ =

 φ∗0
φ−


We define the Lagrangian for the Higgs field as:
DµΦ†DµΦ− µ2Φ†Φ− λ(Φ†Φ)2.
The Higgs field potential (V (Φ)), defined as
µ2Φ†Φ− λ(Φ†Φ)2,
has a relative maximum at Φ(x) = 0 and an absolute minimum when Φ(x) =
√
−µ2
2λ
(all the
points belonging to the circle). So the state of minimum energy is not unique but degenerate.
Spontaneous symmetry breaking occurs when Φ(x) equals one of these degenerate values
and the Lagrangian loses some of its symmetries. It is also the method where some of the
massless particles acquire a non zero-mass. After spontaneous breaking, the symmetry group
SU(2)I ⊗ U(1)Y is reduced to U(1)Q (Q being the electric charge). In addition, the gauge
bosons W+, W− and Z0 acquire a non zero mass, with the photon remaining massless. The
minimum energy state can be achieved by assigning a non zero expectation value for the
Higgs field in the vacuum state. So
〈0|Φ|0〉 =

 0
v√
2


with v =
√
−µ2
2λ
. The W± and Z0 masses arise after spontaneous symmetry breaking via the
kinetic term, and fermion masses arise from the Yukawa coupling terms of the fermions with
the Higgs field. The Lagrangian from the Yukawa coupling can be defined as follows:
LM = Y dij Qint.Li Φ dint.Rj + Y uij Q
int.
Li
Φ˜ uint.Rj +
Y lij L
int.
Li
Φ lint.Rj + h.c.
After symmetry breaking the Lagrangian becomes
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LM = Mdij dint.Lj dint.Rj +Muij uint.j uint.Rj + h.c.
where we define the quark mass matrix as
Mu,dij =
Y u,dij · v√
2
From the properties of the electroweak Lagrangian we know that CP symmetry is conserved
if Mu,dij is real. The addition of a complex term would give rise to CP violation through a
transformation into its complex conjugate, thus breaking the symmetry. The M u,dij matrix is
not diagonal in the weak interaction eigenstates basis since the weak interaction eigenstates
are not also mass eigenstates. We diagonalize the Mu,dij matrix using the unitary matrices
VL and VR. So,
Mu,d = V u,dL Mu,dV u,dR
where Mf is diagonal (f = u, d). The unitary matrices transform the interaction eigenstates
into mass eigenstates, so we have:
dLi = (V
d
L )ijd
int.
Lj
; dRi = (V
d
R)ijd
int.
Rj
uLi = (V
u
L )iju
int.
Lj
; uRi = (V
u
R )iju
int.
Rj
Inputing these values into the charged current Lagrangian we get
LCC = ig
2
uLiγ
µ(V uLikV
d†
Lkj
)dLjτaW
a
µ .
We now arrive at V , a complex N ×N matrix (where N is the number of quark gener-
ations). This matrix can be parametrized with N(N − 1)/2 Euler rotation angles, leaving
(N − 1)(N − 2)/2 independent phases (complex parameters). Since we know that there are
3 quark generations, V = V uLikV
d†
Lkj
is a 3 × 3 matrix with 3 rotation angles and 1 complex
phase. The presence of this phase accounts for all CP violation in the SM. The matrix is
defined as:
VCKM = V
u
Lik
V d†Lkj
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where CKM denotes its founders: Nicola Cabibbo, Makoto Kobayashi and Toshihide Maskawa.
This matrix is a generalization by Kobayashi and Maskawa of the two-generation Cabibbo
mechanism to include 3 generations of quarks. The subsequent discovery of the b quark in
1977 [11], and of the top quark almost two-decades later [12] further validated these ideas. In
2008, Kobayashi and Maskawa were awarded the Nobel Prize in physics for their predictions.
1.3 The CKM Matrix
The CKM Matrix describes the coupling of the weak interaction among quarks in the SM
and also specifies the mismatch of quantum states of quarks when they take part in the
weak interactions. The quarks that participate in the weak interactions can be thought of
as a linear combination of the mass eigenstates. Since the CKM matrix is the only place in
the minimal SM where CP Violation appears, a precise determination of its elements is of
utmost importance if we require a fuller understanding of CP Violation. The CKM matrix
can be written as follows:
VCKM =


Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb.


The coupling strength for a q2 → q1 transition is given by Vq1q2. The values of the matrix
elements as given by the PDG and noted in Eqn. 1.3. The matrix can be parameterized in
many different ways and the most commonly used in literature are the Standard parametriza-
tion [13] and the Wolfenstein parametrization [14].
VCKM =


0.97419± 0.00022 0.2257± 0.0010 0.0035± 0.0016
0.2256± 0.0010 0.97334± 0.00023 0.0415+0.0010−0.0011
0.00874+0.00026−0.00037 0.0407± 0.0010 0.999133+0.000044−0.000043

 (1.3)
1.3.1 The Standard Parameterization
In the Standard parametrization outlined by Chau-Keung the CKM matrix is written as:
VCKM =


c12c13 s12c13 s13e
−iδ
−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −s23c12 − s12c23s13eiδ c23c13


where cij = cos θij, sij = sin θij. θij represents the mixing angles between different families
and δ is the CP violating phase.
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1.3.2 The Wolfenstein Parameterization
Wolfenstein used the hierarchy in the magnitudes of the VCKM elements to propose an
expansion in terms of the parameter λ, where
• s12 = |Vus|(≈ 0.22);
• s23 ∼ |Vcb|(≈ 0.04);
• s13 ∼ |Vub|(≈ 0.003).
Therefore, s12  s23 s13. This parameterization uses four independent parameters,
namely: λ, A, ρ, and η (the CP violating phase). With this in mind the matrix is pa-
rameterized as:
VCKM =


1− λ2
2
λ Aλ3(ρ− iη)
−λ 1− λ2
2
Aλ2
Aλ3(1− ρ− iη) −Aλ2 1

 + O(λ4) (1.4)
where s12 = λ, s23 = Aλ
2 and s13e
iδ = Aλ3(ρ− iη). Also, ρ = s13
s12s23
cos δ and η = s13
s12s23
sin δ.
1.4 The Unitarity Triangle
The only condition on the matrix required by the SM is unitarity and can be written:
VCKMV
†
CKM = V
†
CKMVCKM = 1,
which implies the following relations:
3∑
i=1
VijV
∗
ik = δjk and
3∑
j=1
VijV
∗
kj = δik,
this can be expanded to give relations for a combination of all rows and columns:
V ∗udVus + V
∗
cdVcs + V
∗
tdVts = 0
V ∗ubVud + V
∗
cbVcd + V
∗
tbVtd = 0
V ∗usVub + V
∗
csVcb + V
∗
tsVtb = 0
VudV
∗
cd + VusV
∗
cs + VubV
∗
cb = 0
VtdV
∗
ud + VtsV
∗
us + VtbV
∗
ub = 0
VcdV
∗
td + VcsV
∗
ts + VcbV
∗
tb = 0
1.4. THE UNITARITY TRIANGLE 11
The relation V ∗ubVud +V
∗
cbVcd +V
∗
tbVtd = 0 is the most important within the scope of this thesis
as its elements are determinable via B physics measurements. Substituting in values using
the Wolfenstein parameterisation we can re-write this relation (to lowest approximation) as:
Aλ3(ρ + iη)− Aλ3 + Aλ3(1− ρ− iη) = 0. (1.5)
Dividing through by Aλ3 we arrive at:
(ρ + iη)− 1 + (1− ρ− iη) = 0 (1.6)
This equation represents a closed path of the vectors in the complex plane forming a triangle.
It also leads us to one of the six unitarity triangles, referred to as the Unitarity Triangle
(UT), which can be seen in Fig.1.1. All six unitarity conditions form triangles with different
shapes, but the same area (1/2A2λ6η). However, the angles of the UT are the largest and
therefore the easiest to measure. We use ρ and η instead of ρ and η to improve the theoretical
precision [15]. They are related to ρ and η by the following equations:
ρ+iη 1−ρ−iη
βγ
α
C=(0,0) B=(1,0)
A=(ρ,η)
Figure 1.1: The UT represented in the (ρ¯, η¯) plane.
ρ =
(
1− λ
2
2
)
ρ, η =
(
1− λ
2
2
)
η. (1.7)
The sides of the triangle are expressed in terms of ρ and η as well as the CKM elements,
with the relations:
AC =
VudV
∗
ub
VcdV ∗cb
=
√
ρ2 + η2, and AB =
VtdV
∗
tb
VcdV ∗cb
=
√
(1− ρ)2 + η2 (1.8)
and the three angles α, β and γ are expressed using the following relations:
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α = arg
[
− VtdV
∗
tb
VudV
∗
ub
]
, β = arg
[
− VcdV
∗
cb
VtdV
∗
tb
]
, γ = arg
[
− VudV
∗
ub
VcdV
∗
cb
]
. (1.9)
The parameters |Vub| and |Vtd| are the only two elements of the CKM Matrix which contain
the CP violating phase. Due to their magnitude they are inherently difficult to measure.
1.5 Constraining the Unitarity Triangle
The sides of the UT can be inferred from measurements of various B-meson decay rates and
from the frequency of the B0B0 mixing oscillations. The side AC (opposite to the angle β) is
measured through charmless B decays, which is the topic of this thesis and will be discussed
in Chap. 2. The side AB (opposite to the angle γ) is measured in Bd0 mixing, and the side
CB is unity by definition.
The angle β is complimentary to the side AC and is measured through B0 →J/ψK0S
decays. The angles α (measured for example through B0 → pi+pi− decays) and γ (measured
for example through B± → DK± decays) are the least well known of the parameters in the
UT. Precision measurements of the angle γ remains one of the goals for future experiments
such as LHCb over the next few years. Determining the sides of the triangle accurately tests
the Standard Model explanation of CP violation and may well lead to the discovery of new
physics. Since the only condition required by the SM is unitarity, a triangle which did not
close could be viewed as indirect evidence for new physics. Fig. 1.2 shows the current status
of the UT constraints from different measurements. The highlighted region at the apex of
the triangle shows the allowed region for new physics effects. As one can see from Fig. 1.2,
the SM description of the CP violation via the CKM mechanism seems to be consistent with
what we observe with no significant evidence for new physics effects.
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Figure 1.2: Unitarity Triangle constrains from different measurements of the Standard Model
parameters in the (ρ¯, η¯) plane, updated to Ref. [16]. Allowed regions for (ρ¯, η¯), using all
available measurements are shown with closed contours at 68% and 95% probability. The
full lines correspond to 95% probability, given by measurements of |Vub|/|Vcb|, K (a measure
of CP violation within the Kaon system), ∆md/∆ms (the ratio of the B
0
d-B
0
d and B
0
s -B
0
s
oscillation frequencies), and CKM angles α, β, and γ.
Chapter 2
Semileptonic B decays and the
measurement of |Vub|
Precise determinations of |Vub| and |Vcb| are central to testing the CKM sector of the SM,
and also complement measurements of CP asymmetries in B decays. The length of the side
AC in the Unitarity Triangle (see Fig. 1.1) is proportional to the ratio |Vub|/|Vcb|, making
its determination a high priority for the heavy-flavor physics program.
Tree-level semileptonic B → Xu`ν¯ and B → Xc`ν¯ decays are used for the determination
of these two parameters, and a Feynmann diagram for the free quark decay of b → u`ν¯
is shown in Fig. 2.1 (where |Vub| describes the strength of the b → u transition at the
vertex). Since we deal with hadron level physics instead of free quarks, we have to take into
account Quantum Chromodynamics (QCD) processes occurring within the B meson, which
are theoretically difficult to describe. Fortunately, some progress has been made in this field
and we explain the tool we use in this Section.
Figure 2.1: Feynman diagram describing the charmless b→ u`−ν¯ semileptonic decay.
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2.1 |Vub| from exclusive B → Xu`ν¯ decays
This refers to measuring B(B → Xu`ν¯) from one particular decay channel, where Xu is a
charmless hadronic final state (typically pi, η, η′, ρ etc.). Measurements of this kind have
a high signal purity but are statistically limited. The B → pi`ν mode is the only exclusive
mode used so far to measure |Vub|. This is due to the fact that theoretical predictions which
translate the branching fraction into values of |Vub| (to date) only exist for B → pi`ν.
2.1.1 Theoretical calculations for exclusive measurements
Typically, one would use methods such as light-cone sum rules, or lattice QCD to obtain
form factors which are used to describe the hadronization process. Theoretically, the QCD
processes inside the B meson prove difficult to describe when dealing with exclusive mea-
surements. A problem not encountered by inclusive measurements as a summation is made
over all possible final states.
In the case of exclusive B → Xc`ν¯ decays, where Xc denotes a charm hadronic final state
(typically D, D∗, D∗∗), we are able to make reliable predictions using Heavy-Quark Effective
Theory (HQET). At the heavy-quark symmetry limit, where mb →∞ and mc →∞, we leave
the hadronic system undisturbed by replacing the c quark with the u quark. Corrections
then have to be made to account for the fact that the b and c quarks masses are not truly
infinite, but these corrections are relatively small.
This heavy-quark symmetry enables us to relate the form factors to each other, reducing
the number of independent parameters [17]. It also gives the normalization when the daugh-
ter c meson has zero momentum with respect to the parent B meson. However, for the case
of B → Xu`ν¯ decays this does not provide a solid normalization point because of the small
u quark mass.
2.1.2 Recent results
The HFAG average: B(B0 → pi−`+ν) = (1.34 ± 0.06 ± 0.05) × 10−4 (ICHEP 2008 [18]),
where the errors are statistical and systematic respectively, is used alongside the different
theoretical calculations available to determine |Vub| exclusively. The results can be seen in
Fig. 2.2.
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]-3 10×|  [
ub|V
0 2 4
 < 162Ball-Zwicky q
 0.12 + 0.55 - 0.37±3.34 
 > 162HPQCD q
 0.20 + 0.59 - 0.39±3.40 
 > 162FNAL q
 0.22 + 0.63 - 0.41±3.62 
HFAG
ICHEP08
Figure 2.2: Various exclusive |Vub| determinations using different theoretical calculations.
The FNAL04 [19] and HPQCD [20] use unquenched Lattice QCD calculations. The Ball-
Zwicky calculation [21] (which is used at generation level at BABAR) is based on light-cone
sum rules. The errors quoted on |Vub| are experimental and theoretical respectively, and q2
is in units of GeV2/c4.
2.2 |Vub| from inclusive B → Xu`ν¯ decays
This Section refers to measuring B(B → Xu`ν¯) from a sum over all charmless semileptonic
decay modes. The final state hadron, Xu, is not explicitly reconstructed and can be any of
the resonant charmless states mentioned in the previous subsection (along with all of the
non-resonant states). Measurements of this kind are rich in statistics, and easier to describe
theoretically than exclusive measurements. However, large systematic uncertainties arise
from the irreducible semileptonic B → Xc`ν¯ background.
Measurements of this type typically exploit suitable kinematic variables to help distin-
guish B → Xu`ν¯ decays from the B → Xc`ν¯ background. With restrictions imposed on
the phase space of the kinematic variable to suppress the B → Xc`ν¯ background. This
restriction leaves a narrower window of the measurable quantity and to extract |Vub| requires
a theoretical extrapolation back to the full phase space. As a result, this method leaves itself
sensitive to model dependent uncertainties.
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Various kinematical variables have been used to measure B(B → Xu`ν¯), they include:
the hadronic invariant mass (MX), the invariant mass squared of the lepton neutrino pair
(q2), P+ = EX − |~PX | (where EX and ~PX are the energy and momentum of the hadronic
system Xu in the B meson rest frame), and also a combination of MX and q
2. The method
adopted for this thesis uses the energy spectrum of the lepton (E`) in the B → Xu`ν¯ decay.
More specifically, we use the E` endpoint (the high end of the spectrum) to measure the
partial branching fraction. Hadronic final states in B → Xc`ν¯ decays tend to be more
massive compared to final states from B → Xu`ν¯ decays, leaving less energy available for
the lepton. Therefore, leptons from B → Xu`ν¯ tend to be more energetic and populate the
higher regions in the E` spectrum.
2.2.1 Theoretical calculations for inclusive measurements
Typically, one would use the Operator Product Expansion, the Heavy Quark Expansion,
and the QCD perturbation theories, which are all outlined below.
The Operator Product Expansion
Within the theoretical study of B-mesons, a wide variety of physics at different distance
scales may be relevant for a given process. Therefore, it is crucial that one identifies these
processes and separates them out explicitly. The operator product expansion (OPE) [22] is
one such tool, which is used to factor out relevant physical processes over different distances.
For instance, physical processes occurring over distances much less than 1/ΛQCD (∼1 GeV)
can be described perturbatively by the exchange of quarks and gluons. Whereas with pro-
cesses above distances of 1/ΛQCD, one finds that the quarks and gluons hadronize and QCD
becomes non-perturbative.
Heavy Quark Expansion
This section discusses physics characterized by virtualities of µ ≈ mb and below, which are
relevant to studies of B → Xu`ν¯. The Heavy Quark Expansion (HQE) calculates the total
decay rate B¯ → Xu`ν¯ as an expansion in powers of ΛQCD/mb, and αs, where
Γu =
G2Fm
5
b
192pi3
|Vub|2
[
1−O
(
αs
pi
)
−O
(Λ2QCD
m2b
)
+ ...
]
(2.1)
where αs is the strong coupling constant, and mb is the mass of the b quark. The total decay
rate is proportional to |Vub|2, with the main source of error arising from the uncertainty on
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mb. The term at leading order describes the free decay of the b-quark. With the perturbative
and non-perturbative corrections appearing as co-efficients to αs and ΛQCD/mb respectively.
This technique works well for the case of B → Xc`ν¯, however, the main problem in
the case of B → Xu`ν¯ is that we are not able to measure the total inclusive decay rate
due to the large irreducible B → Xc`ν¯ background. As mentioned before we are only able
to calculate partial rates, leading to the subsequent breakdown of the HQE convergence.
Fortunately, there are several theoretical approaches which attempt to by-pass this situation
and are all outlined below. It is worth noting that there is no agreed theoretical approach
when extracting |Vub| from the B → Xu`ν¯ rate, so each of these approaches will be used to
determine |Vub| and an average over each of the results will be made (Chap. 9).
Shape-function based approach (BLNP)
The approach given by Bosch, Lange, Neubert and Paz [23] uses a modified expansion in
inverse powers of mb. Dynamical effects associated with soft gluons are summed at each
order into non-perturbative shape functions. At leading power there is one such function
and beyond this order there are several different functions. The leading order shape function
can be thought of as a distribution function used to describe the Fermi motion of the b quark
inside the B meson.
The form of the leading order shape function cannot be calculated directly, so we use
various other techniques as constraints. One can study the photon energy spectrum, Eγ , in
B → Xsγ decays to approximate the shape function. Or alternatively one can use moments
relations from B → Xclν¯ and B → Xsγ. These moments relate weighted integrals over the
shape function to the heavy-quark parameters mb (b quark mass), µ
2
pi (kinetic energy of the
b quark in the B meson) and other higher order non-perturbative parameters. This analysis
uses the moments relations to parameterize the shape function. The largest uncertainty is
due to the uncertainty on mb.
HQE-based structure-function parameterization approach (GGOU)
Gambino, Giordano, Ossola and Uraltsev [24] use the HQE to compute selected observables
(the first few moments of the HQE structure functions). These observables are then used
to constrain the parameterization of the total rate. All peturbative and non-perturbative
corrections are accounted for up to the order O(α2sβ0) (where β0 is a QCD term related to the
number of light quark flavours) and O(1/m3b). Soft gluon emission is inhibited through the
infrared cutoff, and the spectrum only has collinear singularities whose resummation is not
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needed. However, the general formalism used for this model is not valid at high values of q2
due to Fermi effects. Therefore a different formalism is adopted in this region (the so-called
q2 tail), beginning at the point q2∗. A range of functional forms are explored, and the leading
theoretical uncertainties are due to the perturbative and non-perturbative parameters, and
the modeling of the q2 tail and choice of the scale q2∗
Dressed Gluon Exponentiation (DGE)
The Dressed Gluon Exponentiation [25] uses resummed perturbation theory in moment-
space to compute the on-shell decay spectrum for the entire phase space. Non-perturbative
contributions are taken into account through power corrections. Resummation is applied
to the ‘jet’ and the ‘soft’ (quark distribution or SF) subprocesses at NNLL, however ‘soft’
logarithms are not resummed. The shape of the spectrum in the kinematic region where the
final state is jet-like is determined mainly by calculation using a resummation method.
Resummation-based approach (ADFR)
Aglietti, Di Lodovico, Ferrera and Ricciardi [26] use a model based on perturbative re-
summation. The integral in the Sudakov exponent is regulated by the use of the analytic
coupling [27], which accounts for all non-perturbative effects. The soft-gluon resummation is
performed at NNLL, whereas the non-logarithmic part of the spectra is computed at O(αS)
in the on-shell scheme. This sets the pole b mass numerically equal to MB.
2.2.2 Fitted comparisons of the models
The normalized E` spectrum for each of the four approaches described above is computed
and shown in Fig. 2.3. This analysis models the inclusive B → Xu`ν¯ spectrum in MC using
the BLNP approach, which will be discussed in more detail in Chap. 5. Progress was also
made in implementing the ADFR description into the BABAR MC architecture, which will
hopefully be used in the future.
We also present results for |Vub| using an inclusive approach in Tab. 2.1. This documents
the current status from all the available measurements (using different kinematic variables
and different techniques) along with the extractions from the models outlined above. The
upper half of Tab. 2.1 documents values of mb, µ
2
pi (the kinetic energy of the b quark)
used as input parameters for the models. They extracted from moments measurement of
semileptonic decays, translated using different schemes (SF, kinetic and MS). The values for
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these input parameters differ for each model, as each model requires a different theoretical
determination (scheme) for their extraction. GGOU for example, require values of mb and
µ2pi via the kinetic scheme.
Figure 2.3: Comparison of the E` spectrum for inclusive B → Xu`ν¯ events using the four
theoretical treatments outlined previously. Brown, blue, red and magenta refer to the BLNP,
GGOU, DGE, ADFR models respectively. The authors for BLNP and DGE do not provide
values above 2.5 GeV due to the fact that the uncertainty is too large at these values to be
reliable.
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BLNP GGOU DGE ADFR
Input parameters
Scheme SF kinetic MS MS
mb (GeV) 4.631
+0.041
−0.035 4.601± 0.034 4.243± 0.042 4.243± 0.042
µ2pi (GeV
2) 0.272+0.056−0.076 0.440 ±0.040 - -
Ref. fu (|Vub| × 10−3)
El > 2.1[28] 0.20 3.94± 0.46+0.37−0.33 3.77± 0.44+0.26−0.39 3.58± 0.42+0.26−0.20 3.49± 0.20+0.23−0.23
El-q
2[29] 0.20 4.41± 0.30+0.42−0.37 not available 4.01± 0.27+0.28−0.22 3.87± 0.26+0.23−0.24
mX -q
2[30] 0.35 4.33± 0.46+0.35−0.30 4.23± 0.45+0.34−0.35 4.16± 0.44+0.24−0.14 3.95± 0.42+0.22−0.22
El > 1.9[31] 0.36 4.74± 0.44+0.35−0.30 4.61± 0.43+0.23−0.31 4.56± 0.42+0.22−0.19 3.25± 0.17+0.22−0.21
El > 2.0[32] 0.28 4.29± 0.24+0.35−0.30 4.13± 0.23+0.23−0.34 4.04± 0.27+0.24−0.21 3.46± 0.14+0.23−0.23
mX < 1.7[33] 0.69 3.99± 0.26+0.30−0.25 3.93± 0.26+0.19−0.22 4.07± 0.27+0.22−0.19 3.93± 0.26+0.23−0.23
mX < 1.55[34] 0.61 4.13± 0.20+0.32−0.27 4.07± 0.20+0.27−0.29 4.25± 0.20+0.20−0.14 4.04± 0.19+0.24−0.24
mX -q
2[34] 0.35 4.41± 0.29+0.36−0.31 4.29± 0.28+0.34−0.36 4.24± 0.28+0.23−0.16 4.14± 0.26+0.23−0.23
P+ < 0.66[34] 0.60 3.76± 0.24+0.31−0.25 3.52± 0.23+0.30−0.31 4.73± 0.24+0.28−0.22 3.45± 0.22+0.21−0.37
Average 4.32± 0.16+0.32−0.27 3.96± 0.15+0.20−0.23 4.26± 0.14+0.19−0.13 3.76± 0.13+0.22−0.22
Table 2.1: Top: Summary of input parameters used by the different theory calculations, corresponding inclusive determinations
of |Vub| and their average. Bottom: Current measurements of |Vub| from inclusive B → Xu`ν¯ decays. The values are determined
using the BLNP, GGOU, DGE, and ADFR theoretical calculations. The errors quoted are experimental and theoretical
respectively. All endpoint measurements using ADFR use E` > 2.3 GeV, and the fu values denote the percentage of the
kinematic phase space used.
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2.3 Comparison of exclusive and inclusive measure-
ments
Fig. 2.4 [35] shows the agreement of |Vub| for the exclusive and inclusive determinations with
predicted values from sin2β. We see that the present value of sin2β favours a value of |Vub|
more compatible with the exclusive determination than with the inclusive one. However, the
exclusive determination is still limited by the precision of the determination of the B → pi`ν
form factor.
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Figure 2.4: Compatibility plot for exclusive and inclusive determinations of |Vub|, plotted as
a function of the measured value against the uncertainty. The cross and the star indicate
the exclusive and inclusive values respectively.
Chapter 3
The BABAR Experiment
The BABAR experiment is an international collaboration of over 500 physicists dedicated to
the systematic study of CP asymmetries within the decay of neutral B mesons. The detector
lies at the interaction point of PEP-II [36], an asymmetric e+e− particle collider located at
the Stanford Linear Accelerator Center (SLAC) in California. This Chapter describes the
main features of the PEP-II collider and the BABAR detector.
3.1 The PEP-II accelerator
The PEP-II collider is designed to accelerate and collide electrons and positrons at the loca-
tion of the BABAR detector at a center of mass energy ECM = 10.58 GeV. This corresponds
to the center-of-mass energy for the Υ (4S) resonance, whose mass is slightly above the BB
production threshold. The Υ (4S) then decays almost exclusively into BB pairs. The layout
of the PEP-II B factory can be seen in Fig. 3.1.
The electrons and positrons are accelerated initially along a 3.2 km linear accelerator
(LINAC), and stored in two 2.2 km long storage rings. A high-energy ring (HER) for
electrons, and a low-energy ring (LER) for positrons. Positrons are produced in the LINAC
by colliding 30 GeV electrons into a fixed target.
After sufficient numbers of electrons and positrons have been stored, they are made to
collide at the interaction point, which corresponds to the location of the BABAR detector. The
energies of the electrons and positrons are asymmetric, with the electrons having an energy
of 9.0 GeV and the positrons an energy of 3.1 GeV. This setup leads to the Υ (4S) being
boosted in the forward direction by βγ = 0.56. This leads to an increased separation between
the decay points of the two B mesons, which lends itself to a more precise measurement of
23
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the decay vertices.
To highlight this point, consider that the average separation of B mesons from an Υ (4S)
produced at rest would be approximately βτB ∼ 30µm. After the boost, the separation
increases to ∼ 250 µm, which is greater than the resolution of the vertex tracker (see Sec-
tion 3.2.1). The boost leads to an optimization of the detector in the forward region, therefore
an asymmetric detector;
Figure 3.1: Overview of the PEP-II B-Factory.
Data taking at BABAR began at the end of 1999 and ended in April 2008. The total integrated
luminosity recorded corresponds to 531 fb−1, consisting of 433 fb−1 recorded at the Υ (4S)
resonance, 54 fb−1 of off-peak data, and 45 fb−1 at other resonances. The total intergrated
luminosity plot and be seen in Fig. 3.2, where data taking is sub-divided into run periods.
At the beginning of the experiment in 1999, PEP-II injected electrons and positrons in
bunches of 109 particles with a frequency in the range 1-30Hz. This resulted in injections
every 40-50 minutes during which the colliding beams coasted. The 3-5 minute periods
of injection generated very high backgrounds, and high dead time as the data acquisition
system had to be turned off due to the ramping down of the high voltages for safety.
The period between December 2003 and March 2004 saw the implementation of a contin-
uous mode of operation called trickle injection. In this system injections are made when the
instantaneous luminosity drops below a threshold. This ensures that they are made at a lower
rate and more continually. The BABAR detector is then able to record data uninterrupted
during which the LINAC continuously injects electron and positron bunches (at a rate up to
10Hz in the HER and 20Hz in the LER) into the storage rings. This resulted in an increase
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Figure 3.2: PEP-II delivered and BABAR recorded integrated luminosity from Run 1-7
(October 1999 to April 2008).
of 20–30% of the integrated luminosity. Additionally, the storage of particles within the rings
using trickly injection was more stable, leading to beam losses becoming more infrequent.
This culminated in PEP-II reaching an instantaneous luminosity of 1.2 × 1034 cm−2 s−1
during Run 6.
3.2 The BABAR detector
The BABAR detector is designed to study decays from the asymmetric colliding beams pro-
duced by the PEP-II storage ring at SLAC. The detector consists of several major sub-
detectors which are shown in Fig 3.3 and described in the following subsections. In brief,
the BABAR detector is optimized for:
• The maximum possible acceptance in the center-of-mass frame even down to small
polar angles relative to the boost direction (avoiding particle losses).
• Good vertex resolution lowering uncertainties on time-dependent CP asymmetries, and
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also minimizing effects from multiple scattering;
• Good precision on momentum measurements for charged particles with transverse mo-
mentum (pT ) ranging between 60 MeV/c and 4 GeV/c;
• Good energy and angular resolution for photons and pi0 from energies of 20 MeV–
5 GeV, and capability to distinguish between neutral hadrons;
• Good discrimination between e, µ, pi, K, and momentum over a wide kinematic range.
In particular, the analysis in this thesis uses flavour tagging for one of the B mesons,
which is only reliable if e, µ and K are well identified.
The e+e− beams are focused into collision at the interaction region by a series of quadrupoles
magnets (QD and QF). The beams are then separated by a pair of dipole magnets (B1) lo-
cated ± 21 cm either side of the interaction point, followed by a series of quadrupole magnets
(Q1). The Q1 quadrupoles are located inside the BABAR solenoid, and the quadrupoles Q2,
Q4, and Q5 are located outside the solenoid. The beryllium water-cooled beam pipe and
the permanent magnets are assembled in such a way as to maximize the solid angle coverage
from the Vertex Tracker (see Section 3.2.1). A schematic view of the interaction region is
shown in Fig. 3.4.
3.2.1 The Silicon Vertex Tracker
The silicon vertex tracker (SVT) is designed for precision measurements of the decay vertices
and charged particle trajectories near the interaction point. As shown in Fig. 3.5 the SVT
is made up of five layers of 340 double-sided silicon wafers corresponding to an active area
of 0.96 m2. The design has been optimized in order to reduce multiple scattering. This is
achieved by minimizing the amount of material used, which would affect the performance
of the outer sub-systems. The material traversed by particles corresponds to ∼ 4% of a
radiation length (X0).
Strip sensors are placed on either side of the wafer, which measure the z and φ coordinate
of the tracks. The inner side sees the sensors running orthogonal to the beam direction,
thus measures the z coordinate. Whilst the outer side sees the sensors running parallel
and therefore measuring φ. The wafers are grouped into modules and split into electrically
separated forward and backward sections with each half-module read out separately at its
respective end. The charge deposited by a particle is determined by the time over threshold
of the signal on each strip.
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Figure 3.3: the BABAR detector front view (top) and side view (bottom).
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Figure 3.4: Transverse view of the interaction region.
A total of 150,000 read-out channels are used. The read-out electronics are placed outside
the active area, the z-side strips are connected to them with flexible Upilex fanout circuits
glued to the inner faces of the half-modules. In the two outer modules, the number of z
strips exceeds the number of readout channels, so some fraction of the strips is “ganged”,
i.e., two strips connected to the same readout channel.
The three inner three layers are situated at 3.3, 4.0 and 5.9 cm from the beam pipe respec-
tively and made up of six detector modules each. These inner layers focus on determining
track positions and angles. They employ a barrel-style structure as opposed to the two outer
two layers which uses an arch-style structure. This minimizes the amount of silicon needed
to cover the solid angle and avoids very large track incidence angles. The coverage of the
SVT is 20◦ to 150◦ in polar angle with respect the beam line. The outer layers are situated
at 9.1 and 14.6 cm from the beam pipe respectively and made up of 16 and 18 detector
modules. The primary focus for these outer layers is track matching between the SVT and
Drift Chamber (see section 3.2.2). The precise determination of decay vertices allows for
precision measurements of the time difference between the decay of the two B-mesons.
The SVT also provides precision measurements of charged particle trajectories and decay
vertices close to the interaction point. An important requirement on the SVT is a precision
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Figure 3.5: Schematic of the SVT: transverse section viewed along the beam axis (top),
longitudinal section (bottom).
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greater than 80 µm for the measurement of the separation along the z-axis between the two
B-mesons. This condition avoids introducing a significant uncertainty on the measurement
of the time-dependent CP asymmetry. The reconstruction of b, c and τ decays requires a
resolution of greater than 100 µm in the xy transverse plane.
Particle Identification (PID) information is provided by the SVT for low momentum
tracks by measuring the ionization loss (dE/dx), calculated from the total charge deposited
in each silicon layer. Furthermore, standalone tracking is also available for low momentum
tracks not able to reach the drift chamber, such as slow moving pi (referred to as piS). The
efficiencies are estimated to be 20% for particles with transverse momenta around 50 MeV/c,
increasing to over 80% at around 70 MeV/c. PID for high momentum tracks is provided
through precise measurements of track angles. This precision is required in order to achieve
the resolution needed by the DIRC for the Cˇherenkov angle measurement.
The design of the SVT has to take into account components of the storage ring. These
components have been arranged in a way to allow as much SVT coverage as possible. Result-
ing in 20◦ in polar angle from the beam line in the forward direction and 30◦ in the backward.
This corresponds to a 90% coverage of the solid angle in the centre-of-mass frame.
The efficiency of the SVT is found by comparing the number of associated hits to the
number of tracks crossing the active area of a module (around 97%). The resolution for z
and φ measurements is determined by measuring the distance between the track trajectory
and the hit for high-momentum tracks (in events with only two tracks). From Fig. 3.6 we
see that it typically lies below 40µm (using layer 1). This gives a resolution of 70µm for
extrapolation of multiple tracks to find decay vertices.
3.2.2 The Drift Chamber
The Drift Chamber (DCH) is designed to detect charged tracks with transverse momentum
(pT ) above ∼ 120 MeV/c. This complements measurements of the impact parameter and
charged tracks provided by the SVT. A measurement for pT is attained via a measurement
on the curvature of the particle’s trajectory inside the 1.5 T solenoidal magnetic field and
has two main contributions to its resolution. One is the error on the curvature due to the
resolution on the spatial measurement, which dominates at high momentum. The second is
due to multiple Coulomb scattering, which dominates at low momentum and is important
in processes where the decay products have momentum at or lower than ∼ 1 GeV/c. The
material in front of and inside the chamber volume is minimized in order to reduce this
contribution.
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Figure 3.6: The φ and z resolution (top and bottom respectively) using layer 1 of the SVT
for single hits as a function of the track angle perpendicular to the sensor. SP2 denotes a
particular period in the BABAR experiment (before March 2000). SP modes corresponds to
a particular set of conditions used for MC simulation, and also relates to the architecture of
the analysis software. This analysis uses SP8.
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The DCH measures the transverse as well as the longitudinal (z) position of the tracks
to a resolution ∼1 mm. This precision in the resolution allows secondary decay vertices
located outside the SVT, such as K0s decays to be reconstructed within the DCH. Particle
Identification (PID) information is provided by the DCH for low momentum tracks via a
measurement of dE/dx. This complements the DIRC in the barrel region by enabling a
separation of K over pi up to 700 MeV/c. In the backward and forward extremes however,
the DCH only provides particle discrimination. It is worth noting that when extrapolating
tracks to the outer sub-detectors the measurements on low momentum tracks by the DCH
dominate the uncertainty. This is caused by the magnetic field causing a fraction of the low
momentum particles to spiral out of the detector before reaching the outer sub-detectors.
The DCH consists of 7104 hexagonal cells1. The cells are arranged into 40 layers, con-
sisting of 10 superlayers of 4 layers each (see Fig. 3.7). Each cell is made up of one sense
wire surrounded by six field wires. The sense wires are 20 µm thick and made of gold-plated
tungsten-rhenium. The field wires are 120 µm thick and made of gold-plated aluminum.
They operate at around 1960 V (sense) and 340 V (field). The sense and field wires are all
orientated in the same way within a superlayer, but each superlayer alternates in orientation.
This orientation structure enables a measurement of the z coordinate. The superlayers are
denoted as axial (A) and stereo (U, V) and alternate in an AUVAUVAUVA pattern. Along
with the cells the DCH is filled with a 80:20 Helium-isobutane gas mixture, which ionizes
from the passage of charged particles. The mixture boasts less than 0.2% X0 for tracks
at 90◦ and also minimizes multiple scattering. Additionally, it also provides good spatial
resolution, with reasonably short drift time.
The drift chamber consists of a 280 cm long cylinder with an inner radius of 23.6 cm and
an outer radius of 80.9 cm (see Fig. 3.8). The inner cylinder is made up of 1 mm beryllium,
with the outer cylinder consisting of 2 layers of carbon fiber totaling 9 mm on a Nomex core
(corresponding to 0.28% and 1.5% X0 respectively). This favours track matching between
the SVT and DCH and minimizes the amount of material in front of the DIRC and the
EMC.
The asymmetry in the beam energy will cause events to be boosted in the forward direc-
tion, which is why the DCH is offset by 37 cm in the forward direction giving a forward length
of 1749mm. This ensures that particles emitted from the interaction point at polar angles
above 17.2◦ will pass through at least half of the layers in the DCH before exiting the front
endplate. This leaves a backward length of 1015 mm, whereby particles emitted at polar
1Dimensions of 1.8 cm high and 1.2 cm wide
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Figure 3.8: Schematic view of the DCH (longitudinal section).
angles above 27.4◦ will travel through at least half of the layers of the drift chamber before
exiting the endcap. The active volume provides charged particle tracking over the polar angle
range −0.92 < cos θ < 0.96. This choice ensures sufficient coverage for forward-projecting
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Figure 3.9: Track reconstruction efficiency in the drift chamber at operating voltages of 1900
V and 1960 V, as a function of transverse momentum (a) and polar angle (b).
tracks, and avoids significant degradation of the invariant mass resolution.
The drift chamber reconstruction efficiency has been measured on data in selected samples
of multi-track events by exploiting the fact that tracks can be reconstructed independently
in the SVT and the DCH. The absolute drift chamber tracking efficiency is determined as
the fraction of all tracks detected in the SVT which are also reconstructed by the DCH when
they fall within its acceptance. Its dependency on the transverse momentum and polar angle
is shown in Fig. 3.9. At the design voltage of 1960 V the reconstruction efficiency of the drift
chamber averages 98± 1% for tracks above 200 MeV/c and polar angle θ > 500 mrad (29◦).
3.2.3 The Cˇherenkov detector
Particles traveling at low momenta can be identified through measurements of dE/dx from
the DCH and SVT. However, at momenta above 700 MeV/c, particles are weakly ionizing
and the dE/dx measurement proves ineffective when trying to distinguishing pi from K. In
the momentum range of 500 MeV/c to 4.2 GeV/c, BABAR finds a solution by employing a
Cˇherenkov detector able to separate pi and K to high precision. Both the lower and higher
limit of the momentum range can be reached through rare B → pi+pi−/K+K− decays1.
The DIRC operates by measuring Cˇherenkov light generated by a charged particle as it
1We have back-to-back emission of pi or K with roughly the same momentum. The boost causes the
forward moving particle to have a momentum of ∼4 GeV/c, with the backward moving particle having a
momentum of ∼1 GeV/c.
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passes through the radiator material at a velocity above c/n, where c = the speed of light
in a vacuum and n is the refractive index of the material (in this case n = 1.473). The
Cˇherenkov light is emitted in a cone shape with half-angle θc (with respect to the particle
direction), where cosθc = 1/βn, and β = v/c. Since the momentum of the particle can be
measured from tracking, one can make use of θc using the relation:
m2c2 =
1− β2
β2
p2 (3.1)
to calculate the mass of the original particle. Thus providing a reliable method for K/pi
separation at the required momentum range. Below 500 MeV/c, the DIRC is unreliable for
K/pi separation and we rely primarily on dE/dx measurements from the DCH and SVT.
The DIRC radiator is composed of 144 quartz bars, each 17 mm thick, 35 mm wide
and 4.9 m long. The bars are arranged in a 12-sided barrel, with each side containing 12
bars placed adjacently into sealed containers called bar boxes. Dry nitrogen gas is made
to flow through the bar boxes, to maintain humidity levels and to protect the quartz from
condensation build-up. When taking into account all non-detector related material used in
the barrel region we find that the solid angle subtended by the radiator bars covers 94%
of the azimuthal angle and 83% of the cosine of the polar angle. As well as serving as a
radiator, the bars are also used as a light pipes, directing the portion of light trapped toward
the detector (see Fig. 3.10 for a schematic on the light production, transport, and imaging
within the DIRC). There is a rectangular cross section of synthetic fused silica. Silica is
chosen because of its resistance to ionizing radiation, large refractive index, long attenuation
length, low chromatic dispersion within the wavelength acceptance of the DIRC and an
excellent optical finish on the surfaces of the bars.
Particles with β ≈ 1 will occasionally emit Cˇherenkov photons at the limit of total internal
reflection. The photons will then be transported to either one or both ends of the bar,
depending on the angle of incidence of the particle. To avoid having to instrument both
bar ends with photon detectors, a mirror is fixed at the forward end perpendicular to the
bar axis designed to reflect the photons back toward the backward (instrumented) front-end.
When the photons arrive at the front-end, a majority will emerge into an expansion region
filled with 6000 litres of purified water (with n chosen to be as close to that of the quartz as
possible in this case 1.346), known as the standoff box (see Fig. 3.11). A wedge of fused silica
at the exit of the bar reflects photons at large angles thus reducing the required size of the
detection surface. The photons are detected using a densely packed array of photomultiplier
tubes (PMTs). Each of PMT is also surrounded by reflecting light catcher cones. These
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Figure 3.10: A schematic of the DIRC radiator bar and imaging region.
capture light which would otherwise have missed the active area of the PMT. The arrange-
ment of the PMTs are 12 sectors of 896 phototubes each. Each phototube has a diameter
of 29 mm and are placed at a distance of about 1.2 m from the bar end. The pattern we
expect to see at the PMT surface is a conic section, which is modified to account for refrac-
tion effects at the silica window/purified water interface. We use the position of the PMT
responsible for observing the Cˇherenkov cone and the particles direction of travel (given by
tracking), we can compute the Cˇherenkov angle. Fig. 3.11 illustrates the layout of the DIRC.
3.2.4 The Electromagnetic Calorimeter
The EMC is designed to detect electromagnetic showers with excellent efficiency from par-
ticles in the region of 20 MeV to 9 GeV. This allows for measurements of the particle
energy and angular position. The EMC is used primarily in the identification of photons
(used to reconstruct pi0 and η) as well as identification of neutral particles such as K0
L
(see
Section 3.2.5).
The EMC is also used to identify electrons down to around 0.5 GeV and aid e/pi separa-
tion, which is important for the flavour tagging of neutral B mesons through leptonic decays,
the reconstruction of vector mesons such as J/ψ, and also rare B, D, τ and semi-leptonic
decays.
In the case of rare decays such as B0 → pi0pi0, the uncertainty on the pi0 reconstruction is
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dominated by the energy resolution at energies less than 2 GeV. However, at higher energies
the uncertainty is dominated by the angular resolution. To account for this dependency
the EMC’s angular resolution is of the order of a mrad. The energy and angular resolution
measured as a function of the photon energy and be seen in Fig. 3.12 [37]. The upper limit
of 9 GeV can be reached through e+e− → e+e−(γ), and e+e− → γγ. These processes are
important for detector calibration and the monitoring of luminosity. The lower limit can be
reached from decays of pi0 and η into low energy photons.
The EMC (see Fig. 3.13) consists of a cylindrical barrel made up of 6580 thallium-doped
caesium iodide crystals (CsI(Tl)). A shower is caused when electrons or photons incident on
the crystal initiates the emission of photons, which convert to an e+e− pair. This creates a
chain reaction which causes an electromagnetic shower to develop in an exponential fashion.
The process ends when the photon energy falls below the threshold of e+e− production. The
crystals act not only as the scintillating medium, but also as a light guide to the photodiodes.
The small Molie`re radius (3.8 cm) of the CsI(Tl) and high light yield (50,000 photons/ MeV)
of the crystals make them a suitable candidate. The small X0 (1.86 cm) guarantees complete
shower containment and allows the EMC to be relatively compact. The forward boost results
in only a tiny proportion of neutral particles traveling in the backward direction resulting in
the EMC being designed with a forward endcap (see Fig 3.13).
3.2. THE BABAR DETECTOR 38
Photon Energy (GeV)
10 -1 1
 
(E
) /
 E
σ
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07 γγ → 0pi
γγ → η
Bhabhas
γ ψ J/→ cχ
MonteCarlo
Photon Energy (GeV)
0 0.5 1 1.5 2 2.5 3
) (
mr
ad
)
θ
 
(
σ
0
2
4
6
8
10
12
14
γγ → 0pi
γγ → η
MonteCarlo
Figure 3.12: Energy (left) and angular (right) resolutions measured using a variety of data.
The solid curves represent a fit to the data using Eqn. 3.2 and 3.3 respectively.
The EMC efficiency for the detection of photons with energy above 20 MeV is greater than
96%, where the energy resolution is given by:
σE
E
=
σ1
E1/4( GeV)
⊕ σ2, (3.2)
where σ1 = (2.32 ± 0.30)% and σ2 = (1.85 ± 0.12)% and E and σE refers to the energy of
a photon and its RMS error (in GeV) respectively. The first term, σ1, arises mainly from
fluctuations in photon statistics and is dominant for energies below about 2.5 GeV. It is
also affected by the electronic noise of the photon detector and electronics. The constant
term, σ2, takes into account fluctuations in shower containment, non-uniformities, calibration
uncertainties and electronic noise. This term is dominant at higher energies (> 1 GeV) and
arises from the non-uniformity of light collection, leakage or absorption in the material
between and in front of the crystal, and also uncertainties in the calibrations. Decays of
pi0 → γγ and η → γγ, where the two photons have approximately equal energy are used to
infer angular resolution, and the spectrum varies from around 12 mrad at low energy to 3
mrad at high energy. The angular resolution is given by
σθ,φ =

(3.87± 0.07)√
E( GeV)
⊕ (0.00± 0.04)

mrad (3.3)
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Figure 3.13: Longitudinal section of the top half of the EMC. Dimensions are in mm.
3.2.5 The Instrumented Flux Return
The IFR is designed to detect muons and neutral hadrons (primarily neutrons and KL)
and consists of a centrally located barrel and two end caps. The iron structure illustrated
in Fig. 3.14 is used as a magnetic yoke and is finely segmented. Instrumented within
the segmentations are Resistive Plate Counters (RPCs), which are used to provide muon
identification and (with the EMC) identify neutral hadrons. The solid angle coverage extends
from 300 mrad in the forward direction to 400 mrad in the backward direction. The IFR
provides efficient background rejection for muons down to momenta under 1 GeV/c.
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Figure 3.14: Overview of the IFR barrel sectors and forward and backward end-doors; the
shape of the RPC modules and the way they are stratified is shown.
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The RPCs were installed within the segmented barrel layers and also the two end-doors
of the flux return, amounting to 19 layers in the barrel and 18 in each end-cap. The segmen-
tation of the iron varies from 2 to 10 cm, increasing as you travel further from the interaction
point. This feature exists due to Monte Carlo studies of muon penetration, charged hadron
interactions and neutral hadron interactions. The studies showed that muon identification
at low momentum, and K0L detection improve as the thickness of the iron plates decrease
for a given amount of absorber. This effect is more prominent within the first absorption
length, so by grading the segmentation distance we can improve the performance without
vastly increasing the number of layers. Additionally two layers of cylindrical RPCs can be
found between the EMC and the magnet cryostat, in order to detect particles exiting the
EMC.
The RPCs have a 2 mm Bakelite gap housing ∼ 8 kV of potential across it. An ionizing
particle will cross the gap creating streams of ions and electrons within the gas mixture com-
posed of Argon and Freon 134A (C2H2F4), and a few percent of Isobutane. This generates
a signal from the capacitive coupling on the strips mounted on each side of the RPC. The
IFR was installed with 12 layers of Limited Streamer Tubes (LST) detectors in 2004 and
2006, along with 6 layers of brass to improve hadron absorbtion. This replaced the existing
RPCs in the barrel region. The decision to make this replacement was due to an increase
in luminosity whereby LSTs were found to be more durable under the increase in radiation
exposure. The LSTs have gone on to perform well since their installation, showing an effi-
ciency of 90% for all layers. The pion rejection versus muon efficiency is illustrated in Fig.
3.15 for the LSTs and RPCs.
3.2.6 Trigger
The BABAR trigger system is designed to select a large variety of physics processes to a high
efficiency, whilst keeping the output rate below 400 Hz, satisfying computing limitations. The
trigger efficiency is shown to be greater than 99% for BB¯ events, at least 95% of continuum
hadronic events, and greater than 90% of τ+τ− events.
The trigger system is implemented as a two level hierarchy: Level 1 (L1), which executes
in hardware and Level 3 (L3), which executes from software. The L1 trigger selection is
based on information from charged tracks in the DCH above a preset transverse momentum,
showers in the EMC, and tracks detected in the IFR. The output rate of the L1 trigger
during normal operation is between 1 kHz to 3 kHz, depending on luminosity and background
conditions. The L3 trigger then refines and augments the output from L1. The selection
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Figure 3.15: Pion rejection versus muon efficiency for two different momentum ranges (left:
2 < p < 4 GeV/c, right: 0.5 < p < 2 GeV/c). The LST efficiency (blue) is compared with
the RPC efficiency for different Run periods. One can see a marked deterioration in the
RPC performance between 2000 (red) and 2005 (green).
algorithm is based on tracking from the DCH, which rejects beam-induced charged particle
backgrounds produced in the material close to the IP. To control beam induced background
events are required to have at least one track with pt > 120 MeV/c, or at least one EMC
cluster with E > 100 MeV. A second algorithm is then run, which is based on EMC
clustering. After the two algorithms, a variety of event filters are run performing various
types of event classification and background reduction. We can see in Table 3.1 the L3 and
L1+L3 trigger efficiency for various decays using MC events.
L3 Trigger bb B→pi0pi0 B→τν cc uds ττ
Combined DCH filters 99.4 89.1 96.6 97.1 95.4 95.5
Combined EMC filters 93.5 95.7 62.3 87.4 85.6 46.3
Combined DCH+EMC filters >99.9 99.3 98.1 99.0 97.6 97.3
Combined L1+L3 >99.9 99.1 97.8 98.9 95.8 92.0
Table 3.1: L3 trigger efficiency (%) for various physics processes derived from Monte Carlo
simulation.
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3.2.7 Data acquisition
Data acquisition is the system whereby events recorded in the BABAR detector processed by
the L1 trigger is recorded as raw data. Signals from the BABAR subsystems processed and
digitized by Front-End electronics are then sent to the L1 trigger. If the signal is accepted
by the Fast Control and Timing System, the event is then passed to the L3 trigger. The
event is then received by fast reconstruction and recorded to disk. The DAQ system also
records the detector conditions at the time of data taking. The information is then used to
recreate the exact conditions in MC simulation.
3.3 Service Task
Alongside work with semi-leptonic B decays, sixteen months were spent performing detector
service tasks concerning the Electromagnetic Calorimeter (EMC). The first of which involved
studies of the luminosity dependence with respect to the level of background generated. A
useful study at the time, as the experiment planned on increasing the luminosity to maximize
the data yield, and there was interest as to whether:
(a) The occupancy would stay at a level that the DAQ could deal with;
(b) The photon (and subsequently pi0) resolution would not be impacted upon significantly.
One can see an increase in the amount of EMC background from Fig. 3.16 (left) and also an
increase in the width of the pi0 mass reconstruction in Fig. 3.16 (right).
The second service task required co-operation with the Data Quality Group on behalf
of the EMC. The responsibilities included performing routine data quality checks for EMC
related quantities, both weekly from the prompt reconstruction, and sporadically during
periods of data reprocessing. Fig. 3.17 shows two such quantities: On the left, we see the fit
to the E/Eexp for Bhabha events (e
+e− → e+e−). Where E is the energy of the e± recorded
by the calorimeter, and Eexp is the expected energy calculated from the polar angles of the
tracks (assuming data taking is at the Υ (4S) resonance). On the right, we see the same
quantity plotted as a function of Run number.
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Figure 3.16: Left: The mean number of uncalibrated hits measured by the EMC. Right: The
width of the reconstructed pi0 mass (using photons with energy above 30 MeV) as a function
of the initial luminosity. Both plots use data from Run5.
Figure 3.17: Left: One dimensional E/p fit. Right: E/Eexp fit as a function of run number
for the whole of Run 6. One can see an example of a period of ’off-peak’ data taking
corresponding to the Run periods around 73800 and 75800. The energy shift between Runs
72000 and 73000 is due to the application of calibration constants, and the detector response
during start-up after a period of down-time.
Chapter 4
Event reconstruction
The events from the BB sample are produced from e+e− collisions, however, only a fraction
of the e+e− collisions produce Υ (4S) particles (and subsequently BB¯). With a significant
proportion forming a quark anti-quark pair (ie. e+e− → uu, dd, ss, cc), referred to as contin-
uum events. Or lepton pairs (e+e− → ll¯), or photon pairs (e+e− → γγ). Tab. 4.1 gives the
cross-sections for each of the events.
Cross section Value [nb]
σ(bb) 1.05
σ(cc) 1.30
σ(uu, dd, ss) 2.09
σ(τ+τ−) 0.94
σ(µ+µ−) 1.16
σ(e+e−) 40
Table 4.1: Cross section for different processes for e+e− collisions at a center-of-mass energy√
s = M(Υ (4S)).
The majority of the time, collisions are at the centre-of-mass energy of the Υ (4S) reso-
nance (on-peak data). But, typically ∼ 10% of operational period is dedicated to collecting
data ∼40 MeV below the Υ (4S) resonance (off-peak data), used for continuum background
subtraction. A certain amount of run-time was also dedicated to collecting a data sample at
the Υ (2S) and Υ (3S) resonances, which were used for studies on potential evidence for new
physics effects amongst other things.
The analysis outlined in this thesis is based on the study of charmless B → Xu`ν¯ decays
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using a fully reconstructed B meson. This condition requires one of the two B mesons from
the decay of the Υ (4S) to be reconstructed using only fully hadronic modes (see Fig. 4.1).
The remaining particles are then associated to the semileptonic, Brecoil, side. This technique
greatly reduces the contribution from the continuum, which is why we do not have to use
the off-peak sample. We describe in the Chapter the particle ID and also a description of
how we reconstruct the B-meson.
Figure 4.1: An example of a Υ (4S) → BB¯ decay. The Breco is fully reconstructed from the
D?pi, the other B decays semileptonically and becomes our Brecoil.
Requiring a fully reconstructed B tag allows us to over-constrain the kinematics of the
event, which allows charge conservation in the event, and also missing mass compatible with
zero. These criteria provides a clean environment for studies on the properties of the Brecoil.
However, the average rate of reconstruction is 0.3% for B0 and 0.5% for B±, reducing the
statistics significantly.
4.1 Charged particle reconstruction
We identify charged tracks using selectors which combine information from the SVT and
DCH. The tracks are defined by five parameters d0, φ0, ω, z0, tanλ and their associated error
matrix, measured at the point of closest approach to the z-axis. The d0 and z0 parameters
are the distances respectively between the point and the origin of the coordinate system in
the x−y plane and along the z-axis. The angle φ0 is the azimuth of the track, λ is the angle
between the transverse plane and the track tangent vector at the point of closest approach
and the x-axis, and ω = 1/pt is the curvature of the track. d0 and ω are signed variables and
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their sign depends on the charge of the track. The track finding and the fitting procedures
use the Kalman filter algorithm [38] that takes into account the distribution of material in
the detector and the full magnetic field map. In this analysis we define a charged track using
certain quantities:
• distance of closest approach to the beam spot measured in the x - y plane (|dxy|)
and along the z axis (|dz|). A cut on those variables rejects fake tracks and back-
ground tracks not originating near the beam-beam interaction point. We require
|dxy| < 1.5 cm and |dz| < 5 cm;
• maximum momentum: to remove tracks not compatible with the beam energy we
require plab < 10 GeV/c, where plab refers to the laboratory momentum of the track,
against misreconstructed tracks;
• polar angle acceptance: the polar angle, in the laboratory frame, is required to be
0.41 < θlab < 2.54 in order to match the acceptance of the detector. This ensures a
well-understood tracking efficiency and systematics.
No restrictions on the impact parameter have been imposed for secondary tracks from Ks
decays. No cut on the minimum number of hits on track is used in order to maximize the
efficiency for low momenta tracks.
In addition, tracks with transverse momentum, p⊥ < 0.18 GeV/c, which do not have
enough energy to reach the EMC and spiral inside the DCH (loopers), are rejected. BABAR
tracking algorithms do not combine the different fragments of these tracks into a single track,
so we apply cuts in order to reject track fragments originating from loopers.
We identify looper candidates as a pair of tracks with a small difference in p⊥, φ and
θ. We then retain only the track fragments with the smallest |dz| with respect to the beam
interaction point. This requirement removes roughly 13% of all low-momentum tracks in the
central part of the detector.
A pair of tracks closely aligned to each other are referred to as ghosts. These manifest
when the tracking algorithms splits hits from the DCH belonging to a single track in two
track fragments. In the case of two closely aligned tracks, we retain the track with the
highest momentum. A summary of the track selection criteria is shown in Tab. 4.2.
As we can be see in Fig. 4.2 the dE/dx variable is useful up to ∼700 MeV/c for the DCH
and up to ∼600 MeV/c for the SVT. However, for momenta higher than ∼700 MeV/c we
must make use of the Cˇherenkov angle θC from the DIRC (see Fig. 4.3).
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Select tracks with Cut
distance in x− y plane |dxy| < 1.5 cm
distance in z axis |dz | < 5 cm
maximum momentum plab < 10 GeV/c
minimum momentum p⊥,lab > 0.06 GeV/c
maximum momentum for SVT-only tracks plab < 0.2 GeV/c if NDch = 0
geometrical acceptance 0.410 < θlab < 2.54 rad
Reject tracks if ∆p⊥,lab < 0.12 GeV/c (loopers),
∆p⊥,lab < 0.15 GeV/c (ghosts), to other tracks and
loopers (p⊥,lab < 0.25 GeV/c)
(|cosθ| < 0.2) Same sign: |∆φ| < 0.1 & |∆θ| < 0.1
ghosts (p⊥,lab < 0.35 GeV/c) Opposite sign: |∆φ| < 0.1 & |pi − |∆θ|| < 0.1
|∆φ| < 0.1 & |∆θ| < 0.1
N1Dch < 45−N2Dch
Table 4.2: Summary of track selection cuts from Ref. [39]. The number of DCH hits for
ghost candidate tracks are denoted N 1Dch and N
2
Dch.
Bearing in mind the information from Fig.4.2 and Fig.4.3. The following criteria is adopted
for the reconstruction of charged particles:
• For track momenta p < 500 MeV/c, dE/dx measurements from SVT and DCH are
combined;
• For track momenta 500 MeV/c < p < 600 MeV/c, dE/dx measurements from only
DCH is used;
• For track momenta p > 600 MeV/c, the θC measurement from DIRC is used.
Information from the EMC and IFR have shown to be inadequate when trying to identify
KL and KS → pi0pi0 to a sufficient degree of accuracy.
4.1.1 Electron identification
Electrons are identified from electromagnetic showers in the EMC. The electron candidates
are identified from energy deposits in a fiducial volume, defined by 0.360 rad < θ < 2.372 rad.
Electrons are identified using a likelihood-based selector [40], which uses a number of dis-
criminating variables:
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Figure 4.2: Energy loss, dE/dx, as a function of the track momentum in the DCH (left) and
in the SVT (right) for different particles. The curves are the theoretical behaviours following
the Bethe-Bloch formula.
• ∆Φ, the azimuthal distance between the centroid of the EMC cluster and the impact
point of the track in the EMC;
• Ncry, the number of crystals in the EMC;
• dE/dx, the specific energy loss in the DCH;
• the Cˇherenkov angle θC , and NC , the number of photons measured in the DIRC.
We know that hadrons which reach the EMC can also produce a shower. However, an
electromagnetic shower creates a symmetric shape around the particle flight direction, while
an hadronic shower creates a more irregular distribution. We see this in the lateral shape of
the calorimeter deposit (LAT), where:
LAT =
∑N
i=3Eir
2
i∑N
i=3Eir
2
i + E1r
2
0 + E2r
2
0
(4.1)
N is the number of crystals touched by the shower, Ei the energy of the i-th crystal
(with Ei > Ei+1), ri the distance between the i-th crystal and the shower axis, and r0 is the
average distance between the two most energetic crystals (typically, r0 = 5 cm). We require
LAT < 0.8 for electrons. In this analysis we use the PidLHElectronSelector selector and
Fig. 4.4 shows the selection efficiency as a function of the momentum.
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Figure 4.3: The fitted Cˇherenkov angle of tracks from an inclusive sample of multi-hadron
events plotted against the momentum of the tracks at the entrance to the DIRC bar box.
The grey lines are the predicted values of θC for the different particle species.
4.1.2 Muon identification
Muon identification relies mainly on information from energy deposits in the IFR. These
energy deposits are extrapolated from the charged tracks reconstructed in the SVT and
DCH. In this analysis we use the NNTightMuonSelection selector, which is based on the use
of the Neural Network (NN) technique. Fig. 4.5 shows the muon selection efficiency as a
function of the momentum.
4.1.3 Charged kaon identification
Kaons and pions are produced from B decays in a ratio of 1/7 respectively. The selectors
discriminating charged kaons and pions use the loss of energy, dE/dx, measured by the SVT
and DCH, and the also Cˇherenkov angle, θC , measured by the DIRC.
Charged kaons are identified with an efficiency between 60% at high momenta and nearly
100% at low momenta. In this analysis we use the TightKaonMicroSelection selector in the
BABAR analysis code and we can see the charged Kaon selection efficiency for this selector
as a function of the momentum in Fig. 4.6.
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Figure 4.4: Electron selection efficiency (calculated as the total number of reconstructed
BhaBha events, over the number of Bhabha events with an electron or positron recon-
structed) as a function of the momentum, in three separate regions of the polar angle.
4.2 Neutral particle identification
Neutral particles are identified showers in the EMC and the requirement to not be matched
to a charged track. These are either photons, pi0 or neutral hadrons.
For this analysis a neutral particle is selected by its local maximum energy depositions
in the EMC. These energy clusters originate mostly from photons, thus momenta and angles
are assigned to be consistent with photons originating from the interaction region. The list
of neutrals is also used to reconstruct the neutral pions.
Photon candidates are required to have an energy, Eγ > 50 MeV to reduce the impact of
beam-related low energy background photons. We use the CalorNeutral list to select photons
which satisfy the following criteria:
• Number of crystals Ncry > 2;
• Cluster energy Eclus > 30 MeV, where Eclus is the energy of the cluster;
• LAT < 0.6;
• Geometrical acceptance 0.32 < θclus < 2.444, where θclus is the θ angle of the cluster;
• Not identified as unmatched track.
Unmatched tracks (or unassociated clusters) refer to clusters produced by a charged
particle that are not matched to a track. They arise through inefficiencies in the match-
ing algorithm leading to their energies being counted twice. They are corrected using the
following 3-dimensional (3-d) angle relation:
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Figure 4.5: Muon selection efficiency (calculated as the total number of reconstructed
e+e− → µ+µ− events, over the number of e+e− → µ+µ− events with a muon reconstructed)
as a function of the momentum, in three separate regions of the polar angle.
α = cos−1[cos θcl cos θtr + sin θcl sin θtr cos (φcl − φtr)] (4.2)
where θcl,tr and φcl,tr are the polar coordinates for the clusters and tracks respectively. If the
closest track of a particular cluster (not matched to another EMC cluster) has a 3-d angle
α < 0.08, we consider the cluster to be unassociated and remove it from the analysis.
4.2.1 Reconstruction of pi0 mesons
pi0 candidates are reconstructed using pairs of neutral clusters with energy above 30 MeV,
and applying a cut on the LAT variable. Also, the pi0 candidate has to have an energy below
450 MeV, and a mass window of 110-155 MeV/c2 (−4σ, +3σ) around the nominal pi0 mass.
4.2.2 Reconstruction of K0S mesons
K0
S
candidates are reconstructed from K0S → pi+pi−. We start by pairing all possible op-
positely signed tracks and looking for a common vertex for the two tracks based on a χ2
minimization technique.
KS → pi+pi− decays are reconstructed with an efficiency of 80% from pairs of oppositely
charged tracks with invariant mass between 486 and 510 MeV/c2.
4.2.3 Reconstruction of neutrinos
The neutrino is reconstructed through the missing momentum of the event defined as:
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Figure 4.6: Charged Kaon selection efficiency as a function of the momentum, in three
separate regions of the polar angle. One can notice the dip in the efficiency near 1 GeV,
where PID using dE/dx is ineffective (see Fig. 4.2). The rise in the efficiency after 1 GeV
is due to the rise in response from the DIRC (which is used for Kaon selection in this
momentum range). At high momentum, PID using the Cˇherenkov angle becomes difficult
causing a drop in the efficiency (see Fig. 4.3).
pmiss = pΥ (4S) − pBreco − pX − p` (4.3)
where pΥ (4S), p
m
Breco, p
m
X , p
m
` , are the momenta for the Υ (4S), Breco, X hadron, and lepton
respectively.
4.3 Reconstruction of D mesons
Since this analysis is sensitive to a large B → Xc`ν¯ background the proper reconstruc-
tion of D mesons is crucial for a precise measurement of |Vub|. This section describes the
reconstruction technique adopted for D mesons.
4.3.1 Reconstruction of D± mesons
The D+ is reconstructed using the modes:
• D+ → K−pi+pi+ (minimum K momentum of 200 MeV/c);
• D+ → K−pi+pi+pi0 (minimum K momentum of 200 MeV/c);
• D+ → K0Spi+ (minimum pi+ momentum greater than 150 MeV/c);
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• D+ → K0Spi+pi0 (minimum pi+ momentum greater than 150 MeV/c);
• D+ → K0Spi+pi+pi+ (minimum pi+ momentum greater than 150 MeV/c).
Furthermore, the D+ candidate must have an invariant mass within ±3σ of the nominal D+
mass. Also, the D+ candidate must have a momentum greater than 1.0 GeV/c in the Υ (4S)
frame for the three cleanest modes:
• D+ → K−pi+pi+;
• D+ → K0
S
pi;
• D+ → K0Spi+pi0.
And a momentum in the Υ (4S) frame greater than 1.6 GeV/c for:
• D+ → K−pi+pi+pi0;
• D+ → K0Spi+pi+pi+.
Furthermore, all D+ candidates are required to have a momentum lower than 2.5 GeV/c in
the Υ (4S) frame. Moreover, we perform a vertex fit, and require χ2 > 0.1%.
4.3.2 Reconstruction of D0 mesons
The D0 is reconstructed using the modes:
• D0 → Kpi (minimum D0 momentum of 200 MeV/c);
• D0 → Kpipipi (must lie within ±3σ of the nominal D0 mass) ;
• D0 → Kpipi0 (must lie within ±3σ of the nominal D0 mass);
• D0 → K0Spipi (must lie within ±3σ of the nominal D0 mass).
All D0 candidates must have momentum that lies in the range 1.3 GeV/c– 2.5 GeV/c in the
Υ (4S) frame. The lower bound reduces the contribution from the combinatorial background,
the upper bound is the kinematic endpoint for the D0. Moreover, we perform a vertex fit,
and require χ2 > 0.1%.
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4.3.3 Reconstruction of D∗+ mesons
D∗+ candidates are reconstructed from combining a D0 with a pion (pion momentum greater
than 70 MeV/c). Due to the small difference in the D∗ − D0 mass, the pion from the D∗
decay has a momentum below 450 MeV/c, which is relatively small and is referred to as soft
pion (piS). Moreover, we perform a vertex fit using a constraint on the beam spot to improve
the angular resolution for the piS.
4.3.4 Reconstruction of D∗0 mesons
D∗0 candidates are reconstructed from combining a D0 with either a pi0, or a photon (with
momentum less than 450 MeV/c) The minimum momentum for the pi0 is required to be
70 MeV, while the photons are required to have an energy above 100 MeV. For D∗0 → D0pi0
decays, the D∗0 is required to have ∆m within 4 MeV/c2 of the nominal D∗0 mass. In the
case of D∗0 → D0γ one uses a mass window of 127 MeV/c2 < ∆m < 157 MeV/c2, is used
for D∗0 → D0γ.
4.4 Reconstruction of B mesons
The Breco candidate is reconstructed using the semi-exclusive algorithm, which reconstructs
decays of the type B¯ → DY (D is a generic charmed meson and refers to D0, D±, D∗0,
D∗±). Y is a charged system composed of n1 charged pions, n2 charged kaons, n3 K0S , n4
neutral pions. Charged and neutral B mesons are reconstructed through decays involving
neutral and charged D mesons, respectively.
The modes are defined by the values of ni, for a total of 53 combinations and ordered by
signal purity defined by the ratio S/(S +B), where S and B are the signal and background,
respectively. The kinematic consistency of the Breco candidate is checked using the beam
energy-substituted mass (mES) and the energy difference ∆E, where mES =
√
s/4− ~p 2B and
∆E = EB −
√
s/2, where
√
s refers to the total energy in the rest-frame of the Υ (4S), and
pB and EB refer to the momentum and energy of the Breco candidate in the Υ (4S) rest-
frame. We also require ∆E to be within three standard deviations of 0, separately for each
Breco mode. In the circumstance where an event contains more than one Breco candidate, we
choose the mode with the lowest χ2, an attempt to strike a balance between efficiency and
signal purity, using the following relations:
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χ2total = χ
2
vertex +
(
MDreco −MDnominal
σDreco
)2
+
(
∆E
σ∆E
)2
, (4.4)
d.o.f.total = d.o.fvertex + 1 + 1, (4.5)
where χ2vertex is the χ
2 of the Breco vertex and MDreco is the reconstructed mass of the first
B daughter (either a D0, D+, D∗0 or D∗±). MDnominal is the nominal D mass, σDreco is the
Dreco mass resolution, and σ∆E is the ∆E resolution. Finally, d.o.fvertex is the number of
degrees of freedom associated to the Breco vertex.
Chapter 5
Data and Monte Carlo Samples
In this chapter, we describe the data and Monte Carlo (MC) events used for the analysis.
We use the package EvtGen [41], which was developed by members of BABAR and CLEO
optimized for simulation of BB decays.
5.1 Data
The analysis outlined in this thesis uses integrated luminosity of 425.8 fb−1 recorded by
BABAR in the period 1999–2007 and corresponding to around 460 million BB¯ pairs. The
integrated luminosity for data is summarized in Tab. 5.1 for each Run period.
Data Set On peak integrated luminosity NBB¯ (10
6)
Run1 20.4 fb−1 22.4
Run2 61.0 fb−1 67.4
Run3 32.0 fb−1 35.4
Run4 100.1 fb−1 110.4
Run5 130.2 fb−1 146.9
Run6 78.2 fb−1 84.3
Run1-6 421.9 fb−1 466.8
Table 5.1: Data event samples used in this analysis.
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5.2 MC Samples
The MC samples used in this analysis are summarized in Tab. 5.2. Generic MC samples
(BB¯) are used in this analysis, which involve the B0(B±) mesons decaying generically. This
represents the full simulation of all possible decays of the B meson excluding the signal
(explained in the description of the signal) and is used to model real data. We do not use
qq¯ MC as its contribution to the overall background is negligible in our analysis.
Data Set 1’ B mode 2’ B mode equiv. lumin.
B0 generic Generic Generic 1265 fb−1
B± generic Generic Generic 1268 fb−1
|Vub| pure res. generic b→ u`ν¯ exclusive Generic 3689 fb−1
|Vub| pure non-res. generic b→ u`ν¯ inclusive Generic 1743 fb−1
Table 5.2: MC event samples used in this analysis.
5.2.1 Resonant models for B¯ → Xu`ν¯
Semileptonic B → Xu`ν¯ events are generated using a combination of resonant three-body
(Xu = pi, η, ρ, ω, η
′) and non-resonant final states. Resonant B → Xu`ν¯ decays are simulated
using the ISGW2 model [42] (re-weighted to Ball-Zwicky). To be consistent with the latest
measurements, generated values of branching ratios have been adjusted in a reweighting
procedure to match the current PDG values (see Tab. 5.3).
mode B(B0 → Xu`ν) B(B± → Xu`ν)
B → pi `+ν (136± 16)× 10−6 (73± 6)× 10−6
B → η `+ν (84± 36)× 10−6
B → ρ `+ν (214± 59)× 10−6 (116± 32)× 10−6
B → ω `+ν (130± 54)× 10−6
B → η′ `+ν (84± 84)× 10−6
Table 5.3: Branching fractions and uncertainties from the PDG used in the resonant model
for B → Xu`ν¯ decays.
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5.2.2 Non-Resonant model for B¯ → Xu`ν¯
Non-resonant decays arise through the fragmentation of the Xu system, resulting in a pro-
duction of hadronic final states (above 2mpi). We define the parton-level triple-differential
decay rate as: d3Γ / (dq2 dE` dsH) (sH = M
2
X), up to O(αs) corrections. The simulation
in generic BB MC is performed using the DFN model, which is now outdated. So we re-
weight to the BLNP model, which is an up-to-date version of the original DFN model. The
hadronization of the Xu is performed using the JETSET [?] package. The motion of the b
quark inside the B meson is incorporated through the use of a non-perturbative correction,
the Shape Function (SF). This SF describes the distribution of the momentum (k+) of the
b quark, and in the DFN treatment has two free parameters: Λ¯SF , which relates the mass
of the B meson to the b quark mass (mSFb = mB − Λ¯SF ), and −λSF1 , which is the average
momentum squared of the b quark in the B meson.
Fermi motion effects are included in the heavy-quark expansion by re-summing an infi-
nite set of leading-twist correction into a shape function F (k+), which governs the light-cone
momentum distribution of the heavy quark inside the B meson. The physical decay distri-
butions are obtained from a convolution of parton model spectra with this function.
As previously mentioned, the shape function is a universal characteristic of the B meson
governing inclusive decay spectra in processes with mass-less partons in the final state, such
as B¯ → Xu`ν¯ and B¯ → Xsγ. The convolution of the parton spectra with this function is such
that in the perturbative formulae for the decay distributions the b-quark mass mb is replaced
by the momentum dependent mass mb + k+ and similarly the parameter Λ¯ = MB − mb is
replaced by Λ¯− k+. Here k+ takes values between −mb and Λ¯, with a distribution centered
around k+ = 0 and with a characteristic width of O(Λ).
Several functional forms for the shape function have been suggested in the literature but
they are all subject to constraints on the moments of this function, An = 〈kn+〉, which are
related to the forward matrix elements of local operator on the light cone. The first three
moments must satisfy
A0 =
∫
F (k+)dk+ = 1 (5.1)
A1 =
∫
k+F (k+)dk+ = 0 (5.2)
A2 =
∫
k2+F (k+)dk+ =
µ2pi
3
(5.3)
where µ2pi (introduced in 2.2) is the average momentum squared of the b quark inside the B
5.2. MC SAMPLES 59
meson. The form of the shape function is unknown, but we adopt the exponential form:
F (k+) = N(1− x)ae(1+a)x; x = k+
Λ¯
≤ 1 (5.4)
which by construction requires A1 = 0 (neglecting exponentially small terms in mb/Λ),
whereas the condition A0 = 1 fixes the normalization N . The parameter a can be related to
the second moment, yielding A2 = µ
2
pi/3 = Λ¯
2/(1 + a). Thus the b quark mass (or Λ¯) and
the quantity µ2pi are the two parameters of the function. We reweight for the Fermi motion
and obtain distributions for different values of Λ¯ and µ2pi, determined from the B¯ → Xsγ and
B → Xc`ν¯ moments measured by several experiments. We use mb = 4.631+0.041−0.035 GeV/c2 and
µ2pi = 0.272
+0.56
−0.76
2/c4 from ICHEP 2008.
5.2.3 BABAR Hybrid Model for B¯ → Xu`ν¯
We combine the resonant and non-resonant components in such a way as to match the
measured B → Xu`ν¯ branching fraction [43, 44]. This procedure is a common feature
among the |Vub| analyses performed at BABAR. The distribution of the invariant mass (MX)
can be seen in Fig. 5.1 for the B → Xu`ν¯ hybrid MC.
5.2.4 B → Xu`ν¯ simulation using the ADFR prescription
As well as what is outlined above, we began developing a B → Xu`ν¯ generator for BABAR
based on the ADFR model. A working version of the generator has been integrated in the
software and will hopefully be used in the future. The motivation for this work was to
eliminate the systematic uncertainties inherent to reweighting the outdated generator level
DFN model to the BLNP model. A comparison of the E` spectrum for the non-resonant
spectrum for B → Xu`ν¯ events can be seen in Fig. 2.3 using the ADFR and default BLNP
models. Similarly, Fig. 5.2 and Fig. 5.3 shows the hybrid components for the MX and E`
spectrum using the ADFR model.
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Figure 5.1: MX distribution for the resonant (exclusive), the pure non-resonant (inclusive)
B → Xu`ν¯ MC and for the reweighted combination of exclusive and non-resonant MC
(“hybrid”) for B0 (top) and B+ (bottom) decays using the generator level DFN model. The
non-physical step at MX = 1.4 GeV for the hybrid is necessary if the combination of resonant
and non-resonant states is made to match measured branching fractions.
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Figure 5.2: MX distribution for B → Xu`ν¯ for the resonant (exclusive), non-resonant (in-
clusive) and the reweighted combination of both resonant and non-resonant MC (known as
the “hybrid”) for B0 (top) and B+ (bottom) decays using the ADFR model.
5.2. MC SAMPLES 62
Figure 5.3: E` distribution for B → Xu`ν¯ for the resonant (exclusive), non-resonant (inclu-
sive) and the reweighted combination of both resonant and non-resonant MC (known as the
“hybrid”) for B0 (top) and B+ (bottom) decays using the ADFR model.
Chapter 6
Signal Selection
Semileptonic decays are selected by identifying a charged lepton in the Brecoil system after
we fully reconstruct our Breco candidate. Only e
± or µ± are considered in this analysis, as τ
leptons are able to decay hadronically, which would complicate our signal reconstruction. We
group our events into three main categories, depending on the nature of the lepton identified:
• Charmless B → Xu`ν. These leptons come from Cabibbo suppressed semileptonic
decays which represent our signal.
• Charmed B → Xc`ν. These leptons come from Cabibbo favoured semileptonic decays
which represent the irreducible background. The Xc hadronic state is the sum of many
different components (Xc = D,D
∗, D∗∗ etc.).
• ‘Other’. These events come from everything else and include: leptons from secondary
semileptonic D decays (so-called “cascade” decays), leptons from B → J/ψ → ` ¯`,
hadrons incorrectly identified as leptons from the decaying τ in B → Xτν decays, or
hadrons incorrectly identified as leptons from any other decay. These tend to populate
the low end of the E` spectrum, typically below 1 GeV.
We reconstruct the Xu from charged tracks and energy depositions in the calorimeter not
associated with the Breco or the identified lepton. We discuss the criteria for charged and
neutral particle selection in Sec. 4.1 and Sec. 4.2, respectively. The measured four-momentum
pmX of the X system can be written as:
pmX =
Nch∑
i=1
pchi +
Nγ∑
j=1
pγj (6.1)
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where p are four-momenta and the indices ch and γ refer to the selected number of charged
tracks, and photons. Care is taken to eliminate fake charged tracks (see Sec. 4.1), as well as
low-energy beam-generated photons and energy depositions in the calorimeter (see Sec. 4.2)
due to charged particles. The reconstruction of K0S mesons is used for veto purposes only,
without applying any mass constraints.
6.1 Selection of semileptonic B → X`ν¯ decays
The strategy here is to suppress the charmed and ‘other’ backgrounds. We do so by imposing
the following criteria:
Angular acceptance cuts for leptons
The angular acceptance for tracks associated to leptons (electrons or muons) is 0.450 < θ <
2.473 rad in order to exclude regions where the lepton identification efficiency is poor.
Lepton Charge and B Flavor Correlation
In semileptonic decays of B mesons the lepton charge is correlated with the B flavor. This
leads to the relation QBrecoilQ` > 0 for primary leptons and QBrecoilQ` < 0 for secondary
leptons. The former condition is imposed on charged B decays. No requirements are made
on neutral B decays, due to flavor oscillations; this implies a small mixing correction to be
applied on the results.
Number of Leptons
For the semileptonic selection we require at least one lepton in the Brecoil. Since this will be
dominated by decays of the type B → Xc`ν¯, we require only one lepton in the Brecoil for our
final signal selection. This is due to secondary leptons which originate from cascade decays
of B → Xc`ν¯. This is rare in the case of B → Xu`ν¯. We also require the momentum of the
lepton in the rest frame of the B meson (p∗`) to be above 1 GeV/c for both the semileptonic
and final signal selection, which eliminates much of the ‘other’ background.
Lepton momentum cut
We select the number of semileptonic B decays by requiring an electron or muon in the
Brecoil sample with a momentum p
∗ > 1.0 GeV/c (where p∗ denotes the momentum in the
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rest frame of the Brecoil). This momentum cut is found to significantly reduce backgrounds
from the ‘other’ component, whilst retaining much of the signal (see Fig. 6.1).
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Figure 6.1: The momentum p∗` of the lepton in the Brecoil rest frame for MC after analysis
cuts (apart from p∗l ). Each component has a total area normalized to unity.
6.2 Selection of signal decays
The final signal B → Xu`ν¯ events are chosen after additional selection criteria are applied
on the semileptonic sample. These selection choices are outlined below.
Total Charge of the event
We require Qtot = QBreco + QBrecoil = 0, which rejects events with missing reconstructed
charged particles, and also events with an additional charged particle due to γ → e+e−
conversions or tracking errors. This requirement also rejects some B → Xc`ν¯, which are
more prone to inefficiencies in particle detection due to their higher charged multiplicity.
Number of Kaons
Kaons are highly suppressed in B → Xu`ν¯ decays, whereas they are produced in nearly all
B → Xc`ν¯ decays. Therefore rejecting events where a kaon has been reconstructed in the
Brecoil is a useful veto. We therefore, require the number of K
± and KS to equal zero.
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Missing mass squared
In a semileptonic B decay the only undetected particle should be a neutrino. Therefore, a
cut on the missing mass squared (m2miss) of the Brecoil is useful in rejecting events where one
or more particles go undetected due to inefficiencies in measurement. We see from Fig. 6.2
that the m2miss distribution extends to higher values for B → Xc`ν¯ events due to higher
multiplicities, and the presence of an additional neutrino, or KL from charm decays. A
requirement of m2miss < 0.5 GeV
2/c4 is therefore imposed.
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Figure 6.2: The missing mass squared distribution in the Brecoil rest frame for MC after
analysis cuts (apart from the missing mass squared). Each component has a total area
normalized to unity.
Partially-Reconstructed Missing Mass Squared
We veto the background coming from B → D∗lν¯ using the partial D∗ reconstruction tech-
nique. This is one of the most dominant backgrounds and accounts for around 50% of the
entire B → Xc`ν¯ background. See Tab. 6.1 for a table of branching fractions detailing D∗+
and D0 decays.
We then exploit the fact that the mass difference between the D∗ and the D0 is close
to the mass of the pi+. Therefore, the pi is soft and its direction of flight is close to that
of the D∗. Since the pi+ energy in the D∗ rest frame is fixed at E+
′
pi = 145.0 MeV, we can
approximate the pion energy in the laboratory frame to be:
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D∗ Decay D∗ Branching Fraction (%)
D∗+ → D0pi+s 68.3
D∗+ → D+pi0s 30.6
D∗+ → D+γ 1.1
D∗0 → D0pi0s 61.9
D∗0 → D0γ 38.1
Table 6.1: The D∗ decay modes along with Branching Fractions.
Epi = γ(E
+′
pi + βP
+′
pi ) (6.2)
where β and γ refer to the D∗ boost, and P+
′
pi = 39.0 MeV/c is the piS momentum in the D
∗
frame. The D∗ energy in the laboratory frame can be computed by neglecting the second
term in Eqn. 6.2, as
ED∗ = γMD∗ = Epi
MD∗
E ′pi
. (6.3)
Given that the 4-momentum PD∗ of the D
∗ is now known, the missing invariant mass is
approximately
m2miss = |Precoil − PD∗ − Plepton|2. (6.4)
This variable is computed for each `− pi pair with opposite charge and pion momentum less
then 250 MeV/c. We see from our MC that events with m2miss > −3 GeV/c2 contribute
greatly to the charm background (see Fig. 6.3) motivating the selection cut. This veto also
helps eliminate background from B0 → D∗∗l−ν¯. We are able to use the partial reconstruction
technique in a similar fashion for the piS coming from B
± → D∗0l±ν¯, with D∗0 → D0pi0. In
this case we veto events with m2miss < −2 GeV/c2 (see Fig. 6.3).
The criteria for the semileptonic selection, and signal selection is summarized in Tab. 6.2.
6.2. SELECTION OF SIGNAL DECAYS 68
)4/c2 (GeVmiss2m
-15 -10 -5 0 5 10
En
tr
ie
s
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
ν l u X→B
ν D* l →B
Other
)4/c2 (GeVmiss2m
-15 -10 -5 0 5 10
En
tr
ie
s
0
0.01
0.02
0.03
0.04
0.05
ν l u X→B
ν D* l →B
Other
Figure 6.3: Left: The missing mass distribution after partial D∗ reconstruction in the Brecoil
rest frame for MC after analysis cuts (apart from pi+s missing mass squared). Right: The
missing mass distribution after partial D∗ reconstruction in the Brecoil rest frame for MC
after analysis cuts (apart from pi0s missing mass squared). For both plots each component
has a total area normalized to unity. One can see that the missing mass distribution for final
states containing a soft pi0 has more peaking background compared to final states containing
a pi+s . There is also a peak from the signal, possibly due to mis-reconstruction.
Selection Cut
Semileptonic at least one lepton
p∗ > 1 GeV/c
lepton pcms > 500 MeV
track and neutral selection as described in text
Final selection only one lepton
m2miss < 0.5 GeV
2/c4
Total event charge equal to zero
Reject events with kaons in Brecoil
Reject events with partially reconstructed D∗`∓ν¯
Table 6.2: Selection criteria for semileptonic events and final selection.
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6.3 mES Fits
We select well reconstructed B mesons using a fit to the mES distribution (see Sec. 4.4). We
model the distribution as the sum of two parts: the signal (well reconstructed B mesons),
and the combinatorial (poorly reconstructed B mesons) and continuum background (see
Tab. 4.1 for cross sections on continuum production).
Signal events are extracted using a modified Crystal Ball function [45], which peaks at
the mass of the B meson. Background events are modeled using an Argus function [46]
and consists of both combinatorial and continuum contributions. We also find a number
of background events, which exhibit a broad peaking shape in the mES distribution at the
signal peak. This type of background is referred to as “peaking background”. Attempts
were made to estimate and subtract this background via a truth-matching procedure, but
further systematic uncertainties were introduced using this method. Also the results obtained
from the truth-matching procedure were comparable to that of the default approach [47].
This justified the decision to not apply this truth-matching procedure to the background
subtraction for our analysis.
Combinatorial and Continuum Background
The candidate is defined through the semi-exclusive algorithm (see Sec. 4.4), but due to
various inefficiencies in the reconstruction technique it is possible to wrongly identify a
particular decay mode. Studies using BB MC events showed that particular configurations of
particles give rise to scenarios whereby particular daughter particles are incorrectly associated
to their parent B meson. However, the event maintains good kinematic consistency within
all the variables of interest. We model the combinatorial and continuum background using
an Argus function of the form:
fag = Nagx
√
1− (x/xmax)2 exp−χ(1− (x/xmax)2), (6.5)
where Nag is a normalization parameter, xmax and χ are the cutoff and shape parameters
for the Argus function respectively.
Signal
The mES distribution for signal events exhibit a Gaussian-like peak at the B mass with a
small tail extending to the left. We start by defining a Crystal Ball function which we split
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Parameter Fit
xc - 5279 [MeV/c
2] 0.92± 0.03
σL [MeV/c
2] 2.24± 0.01
α 4.64± 0.02 (fixed)
n 1.55± 0.02 (fixed)
σR1 [MeV/c
2] 1.19± 0.02 (fixed)
σR2 [MeV/c
2] 1.55± 0.07
r 0.95± 0.01
xmax - 5289 [MeV/c
2] 0.28± 0.01 (fixed)
Table 6.3: Results of the fit to the mES dis-
tribution using generic BB MC.
Parameter Fit
xc - 5279 [MeV/c
2] 0.92± 0.03
σL [MeV/c
2] 2.14± 0.01
α 4.64± 0.02 (fixed)
n 2.08± 0.01 (fixed)
σR1 [MeV/c
2] 1.31± 0.02 (fixed)
σR2 [MeV/c
2] 3.25± 0.07
r 0.71± 0.01
xmax - 5289 [MeV/c
2] 0.24± 0.01 (fixed)
Table 6.4: Results of the fit to the mES dis-
tribution using data.
into three regions. The right side of the function (fsigR(x)) is described by a sum of the
derivative of tanh(x) so
ftanh′(x) =
e−x
(1 + e−x)2
(6.6)
and a Gaussian function, fgauss. The combination of both gives fsigR, defined as:
fsigR(x) = N
r
σR1
ftanh′(
x− xc
σR1
) +N
1− r
σR2
fgauss(
x− xc
σR2
) (6.7)
where σR1 and σR2 are the widths for the hyperbolic and Gaussian functions respectively.
The value of x at the signal peak is denoted xc. We model the left side of the function
(fsigL(x)) through a modified Crystal Ball function with the Gaussian part substituted by
ftanh′(x). So we have:
fsigL(x) = Ncb
exp
(−x−xc
σL
)
(1 + exp(−x−xc
σL
))2
(6.8)
for x > xc − ασL, and
fsigL(x) = Ncb
B
(A+ xc − x)n (6.9)
for x < xc − ασL. The co-efficients
A = −2 ασL
1− eα , B =
eα
(1 + eα)2
(A+ ασL)
n. (6.10)
The final signal function is a combination of fsigR(x) and fsigL(x).
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fsig(x) = N ×
{
CfsigL(mES, xc, σL, α, n) x ≤ xc
fsigR(mES, xc, r, σR1, σR2) x > xc
(6.11)
with
C = fsigR(xc)/fsigL(xc). (6.12)
The fit to the mES distribution for B → Xc`ν¯ and “other” events can be seen in Fig. 6.4.
The parameters α, n, σR2 and r of the signal function fsig(x) are kept fixed to aid the
convergence of the fit. These are the most sensitive parameters which is why they are chosen
to be fixed. Their values are calculated by running the mES fit once over the full data sample
with all parameters floated. The values for the seven parameters of the fit for MC samples
are tabulated in Tab. 6.3 and an example of the fit is shown in Fig. 6.4.
Data
The mES distribution for data is performed in the same way as with the MC, with the same
parameters kept fixed. The values for the seven parameters of the fit for data are tabulated
in Tab. 6.4 and an example of the fit is shown in Fig. 6.4. The full function for data seems
to produce a reasonably good fit in each of the three regions discussed.
Figure 6.4: Left: The fit to the mES distribution in MC for B → Xc`ν¯ and “other”. Right:
The fit to the mES distribution in data. Both plots use the full Run1-6 data sample. The fit
quality at the apex of the peak, and the tail of the distribution at lower values of mES need
improvement.
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Binning Technique
Due to the fact that a large number of events makes it through the semileptonic selection,
the practicality of performing a binned maximum likelihood fit for each individual bin in
E` comes into question. We find that an unbinned fit is more suitable when dealing with
low statistics samples. These can either be in single bins of E` in low statistic regions or
other small data samples such as the b → u`ν¯ MC sample. This is resolved by using an
unbinned maximum likelihood fit datasets with less than Nt = 20000 events and a binned
fit for anything above. With this criteria we find that most fits are performed unbinned.
Studies have been performed by varying Nt from 10000 up to 100000, which means removing
it entirely. Results showed no significant differences within the fitted yields and the ratio
of partial branching ratios. Furthermore, performing unbinned fits on high statistic samples
was found to use up unnecessary CPU time.
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6.4 Data/MC comparison
We require a good description of the relevant variables in our analysis by MC simulation.
Studies comparing distributions from data to MC are shown for the full Run1-Run6 data
set from Fig. 6.5 to Fig. 6.19. Due to the fact that B → Xu`ν¯ events do not contain kaons,
we can distinguish between signal and background using a measure of the total number of
kaons (neutral or charged) in the recoil system. We define two samples with this in mind:
1. the signal-enriched sample (events with NK± = NK0S = 0), and
2. the signal-depleted sample with (NK± > 0 or NK0S > 0).
Each of the plots show the distribution of a particular variable overlaid for data and BB
MC. The distributions have had binned mES fits performed on each individual E` bin and
all analysis cuts are applied (apart from the one on the plotted variable) with a cut of
5.27 GeV on mES as well. Both data and MC are normalized to equal area, but could
alternatively normalize to equal luminosity, in which case the uncertainty is dependent on
the Breco reconstruction efficiency, which is not reliable. The χ
2/d.o.f. is also calculated and
documented for checks. The Data/MC comparisons for individual Run periods can be found
in Appendix A. The following observations are noted:
• We see a good agreement with data and MC in the neutral multiplicity (Fig. 6.6), total
charge (Fig. 6.9), the reconstructed hadronic recoil mass MX (Fig. 6.14), and sum of
charged and neutral kaons (Fig. 6.11, Fig. 6.10).
• Good agreement is also observed for the missing mass squared distribution for the par-
tial D∗ reconstruction (Fig. 6.12 and Fig. 6.13), where the high end spike corresponds
to non-semileptonic events. These events (which are removed via the missing mass
veto) are stored at non-physical values of the missing mass and included in the fit for
completeness.
• The lepton momentum distribution (Figure 6.7) shows a similar systematic discrepancy
to that seen in the E` distributions (Fig. 7.1 to Fig. 7.6), where the Monte Carlo below
1.7 GeV overestimates the data, and the MC above 1.7 similarly underestimates the
data. This is more apparent in the signal-enriched sample than the depleted sample.
• The agreement in the charged track multiplicity (Fig. 6.5) needs improvement especially
in the signal-enriched sample.
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Figure 6.5: Number of charged tracks (nchg)
for signal enriched (top row) and depleted
(bottom row) samples.
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Figure 6.6: Number of neutral particles
(nneu) for signal enriched (top row) and de-
pleted (bottom row) samples.
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Figure 6.7: Lepton momentum distribution
in the CM frame (pcms) for signal enriched
(top row) and depleted (bottom row) sam-
ples, given in units of GeV/c.
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(mm2) for signal enriched (top row) and de-
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nal enriched (top row) and depleted (bottom
row) samples.
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Figure 6.10: Number of KS particles (nks) for
signal enriched (top row) and depleted (bot-
tom row) samples. In this case, the definition
of enriched/depleted is made using charged
kaons only.
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Figure 6.11: Number of charged kaons (nkp)
for signal enriched (top row) and depleted
(bottom row) samples. In this case, the defi-
nition of enriched/depleted is made using KS
only.
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Figure 6.12: Missing mass squared distribu-
tion for the partial D∗0 reconstruction with
D∗ decays into a final state containing a soft
pi0 (wdeltampiz) for signal enriched (top row)
and depleted (bottom row) samples, given in
units of GeV2/c4.
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Figure 6.13: Missing mass squared distribu-
tion for the partial D∗+ reconstruction with
D∗ decays into a final state containing a soft
pi± (wdeltam) for signal enriched (top row)
and depleted (bottom row) samples, given in
units of GeV2/c4. This selection is made us-
ing neutral Bs only.
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Figure 6.14: Invariant mass spectrum for the
hadronic recoil (mxhad) for signal enriched
(top row) and depleted (bottom row) sam-
ples, given in units of GeV/c2.
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Figure 6.15: Invariant mass squared spec-
trum for the lepton-neutrino pair (q2) for sig-
nal enriched (top row) and depleted (bottom
row) samples, given in units of GeV2/c4.
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Figure 6.16: P+ distribution (pplus) for sig-
nal enriched (top row) and depleted (bottom
row) samples, given in units of GeV/c.
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Figure 6.17: Missing energy distribution
(emiss) for signal enriched (top row) and de-
pleted (bottom row) samples, given in units
of GeV.
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Figure 6.18: Missing momentum distribution
(pmiss) for both signal enriched (top row) and
depleted (bottom row) samples, given in units
of GeV/c.
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Figure 6.19: Missing angle distribution (tnu)
for both signal enriched (top row) and de-
pleted (bottom row) samples, given in units
of radians.
Chapter 7
Analysis Technique
In this Chapter we describe the measurement technique and report results for the partial
branching fraction of B → Xu`ν¯ in different regions of E`. We also validate the measurement
technique using various consistency checks.
7.1 Measurement Technique
We denote the measured number of semileptonic events (with p∗ > 1 GeV/c) as Nmeassl . This
is related to the true number of semileptonic decays (N truesl ) as follows
N truesl = (N
meas
sl − BGsl)/sll slt = Nsl/sll slt , (7.1)
where BGsl is the estimated semileptonic background, 
sl
l , refers to the efficiency for selecting
a lepton with momentum p∗ > 1 GeV/c, and slt is the tagging efficiency.
In much the same way as above, the measured number of signal events (Nmeasu ) is defined as
N trueu = (N
meas
u −BGu)/uselukinul ut = Nu, (7.2)
where N trueu is the true number of signal events, 
u
sel is the efficiency for detecting a lepton
(with p∗ > 1 GeV/c) in the Brecoil sample, ukin is the efficiency of the particular E` cut and
BGu refers to the background remaining after all the selection cuts have been implemented.
In order to determine N truesl and N
true
u we first create a binned distribution for E` for data
and MC by subtracting the combinatorial and peaking background in each E` bin using
fits to the mES distribution. The MC is then fitted to data using a χ
2 minimization fit.
This is used to estimate the amount of B → Xc`ν¯ and ‘other’ background in our sample,
which is subtracted to leave us with Nu. The normalization of MC to data is left free to
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float, and the shapes for the background and signal are taken from MC simulation. We
also divide our signal sample into subsamples of charged B’s, unmixed neutral B’s, mixed
neutral B’s to correct for the mixing of neutral B mesons. In this analysis, we normalize the
observed number of signal events to the total number of semileptonic decays. This procedure
reduces systematic uncertainties arising from translating the measured number of events into
a branching fraction especially due the the knowledge of the absolute efficiency of the Breco
tag. This normalization is performed after background and efficiency corrections on the
measured number of events. We define the ratio between the signal ∆B(B → Xu`ν¯) partial
branching fraction and the full semileptonic B → X`ν¯ branching fraction as:
∆Ru/sl =
∆B(B → Xu`ν¯)
B(B → X`ν¯) =
N trueu
N truesl
=
(Nmeasu − BGu)/(uselukin)
(Nmeassl − BGsl)
× 
sl
l 
sl
t
ul 
u
t
. (7.3)
The efficiency ratio on the right hand side is expected to be close to unity. Due to the
difference in multiplicity and the different lepton momentum spectra, we expect the tag
efficiency t and lepton efficiency l to be slightly different for electrons and muons. To
obtain ∆B(B → Xu`ν¯) we multiply Ru/sl by the PDG value for the semileptonic branching
ratio averaged over several experiments. This is done in Chap. 9 when we extract values of
|Vub|.
7.2 The χ2 fit to the E` spectrum
The E` distribution for MC is fitted to data using the sum of three contributions: B → Xu`ν¯
events generated inside the signal region (N inu i), B → Xu`ν¯ events generated outside the signal
region (N outu i ), and the combined sum of the B → Xc`ν¯ and “other” backgrounds (N bkgi ).
Events reconstructed outside the signal region, regardless if they are of the type B → Xu`ν¯
are treated as background and subtracted. We start by defining
µi = CinN
in MC
u i + CoutN
out MC
u i + CbN
bkg MC
i . (7.4)
where the index i refers to the E` bin. The coefficients (Cin, Cout and Cb) are determined in
such a way to minimize the χ2, defined as:
χ2(Cin, Cout, Cbkg) = −
∑
i

 Nu measi − µi√
δNu measi
2 + δN in MCu i
2


2
(7.5)
where Nu measi is the number of measured signal events from data, and δN
u meas
i with δN
in MC
u i
are the statistical errors arising from data and MC, respectively. Cin, Cout and Cbkg are
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coefficients which normalize the N inu i, N
out
u i and N
bkg
i components in the MC to data.
Since Cin and Cout both act on the B → Xu`ν¯ distribution, their values are the same. So
we add the constraint: Cin = Cout. We also adjust and re-weight the Monte Carlo in order
to match the correct ratio of charged to neutral B’s in data.
Presented from Tab. 7.1 – Tab. 7.5 are the results after the final MC fit to data in the
range E` > 1.5 – 2.4 GeV in steps of 0.1 GeV. We also present the same results for individual
Run periods (Run1+Run2, Run3, Run4, Run5, Run6, and Run1 to Run6) for consistency
checks. The final χ2 fits to the E` distribution can be seen for Run1+Run2, Run3, Run4,
Run5, Run6, and Run1 to Run6 in Fig. 7.1 to Fig. 7.6.
The results in Tab. 7.1 – Tab. 7.5 are fairly consistent. However, we do see a drop in
the measured value of ∆Ru/sl for Run6. The cause of this is uncertain, but we know that
this Run period corresponded to a period in running with high machine backgrounds, which
could offer some insight.
There is also some discrepancy between the data/MC in the plots shown in Fig. 7.1 –
Fig. 7.6. We see in Fig. 7.6 an undershoot below 1.5 GeV, and an overshoot above 1.6 GeV.
Potential improvements for this systematic variation are discussed in Sec. 9.6.
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Figure 7.1: Results of the χ2 MC fit to data for the E` distribution for Run1+Run2. Left:
Points are data, the blue, magenta and yellow histograms represent the fitted contributions
from B → Xu`ν¯ events generated with E` > 1.5 GeV, the rest of the B → Xu`ν¯ events, and
the B → Xc`ν¯ and ‘other’ background events. Right: The same E` distribution subtracted
of the backgrounds (yellow). The χ2 per degree of freedom = 45.6/14.
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Figure 7.2: Results of the χ2 MC fit data for the E` distribution for Run3. Left: Points
are data, the blue, magenta and yellow histograms represent the fitted contributions from
B → Xu`ν¯ events generated with E` > 1.5 GeV, the rest of the B → Xu`ν¯ events, and the
B → Xc`ν¯ and ‘other’ background events. Right: The same E` distribution subtracted of
the backgrounds (yellow). The χ2 per degree of freedom = 19.0/14.
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Figure 7.3: Results of the χ2 MC fit to data for the E` distribution for Run4. Left: Points
are data, the blue, magenta and yellow histograms represent the fitted contributions from
B → Xu`ν¯ events generated with E` > 1.5 GeV, the rest of the B → Xu`ν¯ events, and the
B → Xc`ν¯ and ‘other’ background events. Right: The same E` distribution subtracted of
the backgrounds (yellow). The χ2 per degree of freedom = 16.4/14.
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Figure 7.4: Results of the χ2 MC fit to data for the E` distribution for Run5. Left: Points
are data, the blue, magenta and yellow histograms represent the fitted contributions from
B → Xu`ν¯ events generated with E` > 1.5 GeV, the rest of the B → Xu`ν¯ events, and the
B → Xc`ν¯ and ‘other’ background events. Right: The same E` distribution subtracted of
the backgrounds (yellow). The χ2 per degree of freedom = 16.6/14.
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Figure 7.5: Results of the χ2 MC fit data for the E` distribution for Run6. Left: Points
are data, the blue, magenta and yellow histograms represent the fitted contributions from
B → Xu`ν¯ events generated with E` > 1.5 GeV, the rest of the B → Xu`ν¯ events, and the
B → Xc`ν¯ and ‘other’ background events. Right: The same E` distribution subtracted of
the backgrounds (yellow). The χ2 per degree of freedom = 24.6/14.
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Figure 7.6: Results of the χ2 MC fit to data for the E` distribution for Run1-Run6. Left:
Points are data, the blue, magenta and yellow histograms represent the fitted contributions
from B → Xu`ν¯ events generated with E` > 1.5 GeV, the rest of the B → Xu`ν¯ events, and
the B → Xc`ν¯ and ‘other’ background events. Right: The same E` distribution subtracted
of the backgrounds (yellow). The χ2 per degree of freedom = 34.3/14.
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7.3 Analysis cross-checks
In this Section we perform various cross-checks using different methods in order to validate
our analysis technique.
7.3.1 Signal depleted fits
Performing fits on the B → Xu`ν¯ depleted sample is a good test of the fitting technique and
we expect data and MC to be in good agreement if the background normalization factor, Cb
(see Sec. 7.2), obtained by χ2 minimization procedure is independent of the selection cuts.
To obtain this background control sample we demand at least one neutral or charged kaon
in the event or a missing mass squared from the D∗ partial reconstruction to be consistent
with 0. This produces a background control sample with relatively low signal to background
ratio. We attain Cb = 0.304± 0.004 for the depleted sample and Cb = 0.333± 0.008 for the
default sample. Giving an agreement of around 2σ for the normalization factors.
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Figure 7.7: Results of the fit to the E` distribution using the B → Xu`ν¯ depleted sample on
the full data sample. Left: Points are data, the blue, magenta and yellow histograms repre-
sent respectively the fitted contributions from B → Xu`ν¯ events with true El > 1.5 GeV,
the rest of the B → Xu`ν¯ events, and background events. The signal box is defined by
El > 1.5 GeV. Right: E` distribution subtracted of the backgrounds.
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7.3.2 Electron and Muon Fits
Performing the analysis on electron and muons separately is a good check of whether or not
we are biased with respect to different lepton species. We expect the partial branching frac-
tion ∆B(B → Xu`ν¯) to be independent of the type of lepton identified. Tab. 7.6 highlights
the results. We can see the results of the fit in Fig. 7.8 and Fig. 7.9 for electrons and muons
respectively, where the errors presented are statistical only. There is an agreement between
the two lepton species of the order 2σ.
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Figure 7.8: Results of the χ2 fit to the E` distribution. Left: fit results selecting only
electrons. Right: E` distribution subtracted of the backgrounds. Points are data, the blue,
magenta and yellow histograms represent respectively the fitted contributions from B →
Xu`ν¯ events with true El > 1.5 GeV, the rest of the B → Xu`ν¯ events, and background
events. The signal box is defined by El > 1.5 GeV.
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Figure 7.9: Results of the χ2 fit to the E` distribution. Left: fit results selecting only muons.
Right: E` distribution subtracted of the backgrounds. Points are data, the blue, magenta
and yellow histograms represent respectively the fitted contributions from B → Xu`ν¯ events
with true El > 1.5 GeV, the rest of the B → Xu`ν¯ events, and background events. The
signal box is defined by El > 1.5 GeV.
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Parameters Run1-Run2 Run3 Run4 Run5 Run6 Run1-Run6
E` > 1.5 GeV
Nsl 47440± 602 18945± 260 56547± 398 71036± 386 40806± 759 235926± 633
BGsl 2749± 35 1255± 17 3693± 26 4821± 26 2048± 38 14405± 39
Nsl −BGsl 44691± 567 17690± 243 52854± 372 66215± 360 38758± 721 221520± 594
N inu 313± 62 106± 28 394± 50 472± 56 188± 42 1516± 107
Noutu 4± 1 1 9± 2 4± 1 4± 1 24± 2
Nbkg 937± 64 399± 35 1188± 60 1503± 70 922± 55 5040± 129
usel 0.391 0.390 0.375 0.391 0.372 0.382
ukin 0.990 0.998 0.991 0.996 0.993 0.993
(ut 
u
l )/(
sl
t 
sl
l ) 1.1526± 0.1315 0.9101± 0.1145 1.1887± 0.0653 1.1809± 0.1313 1.5518± 0.1022 1.2213± 0.0339
∆Ru/sl(10
−4) 157± 31± 4 169± 45± 7 169± 21± 4 155± 18± 3 84± 19± 2 148± 10± 2
E` > 1.6 GeV
Nsl 47440± 602 18945± 260 56547± 398 71036± 386 40806± 759 235926± 633
BGsl 2749± 35 1255± 17 3692± 26 4822± 26 2048± 38 14406± 39
Nsl −BGsl 44691± 567 17690± 243 52855± 372 66214± 360 38758± 721 221520± 594
N inu 326± 58 95± 27 359± 47 426± 51 150± 39 1389± 99
Noutu 3± 1 1 11± 2 7± 1 4± 1 27± 2
Nbkg 791± 54 327± 28 1015± 51 1284± 59 789± 47 4283± 110
usel 0.399 0.408 0.386 0.402 0.389 0.394
ukin 1.000 1.000 0.991 0.991 0.989 0.992
(ut 
u
l )/(
sl
t 
sl
l ) 1.1509± 0.0651 0.9078± 0.0972 1.1800± 0.0612 1.1629± 0.0553 1.5304± 0.0912 1.2135± 0.0277
∆Ru/sl(10
−4) 159± 28± 4 145± 41± 6 151± 20± 4 139± 17± 3 66± 17± 2 132± 9± 1
Table 7.1: Results from the fit to the E` distribution for E` > 1.5 GeV, and E` > 1.6 GeV using the full data sample, and also
with specific Run periods. The first error on ∆Ru/sl is statistical, the second is due to MC statistics. Error is negligible if left
unquoted.
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Parameters Run1-Run2 Run3 Run4 Run5 Run6 Run1-Run6
E` > 1.7 GeV
Nsl 47440± 602 18945± 260 56547± 398 71036± 386 40806± 759 235926± 633
BGsl 2749± 35 1255± 17 3693± 26 4822± 26 2048± 38 14406± 39
Nsl −BGsl 44691± 567 17690± 243 52855± 372 66214± 360 38758± 721 221520± 594
N inu 312± 53 105± 24 324± 43 355± 46 160± 35 1287± 91
Noutu 1 2± 1 10± 2 7± 1 4± 1 26± 2
Nbkg 639± 43 259± 23 834± 42 1043± 48 639± 38 3479± 89
usel 0.416 0.414 0.400 0.416 0.406 0.408
ukin 1.000 0.981 1.000 0.986 0.981 0.990
(ut 
u
l )/(
sl
t 
sl
l ) 1.1538± 0.1197 0.9282± 0.0945 1.1650± 0.0547 1.1662± 0.0479 1.5084± 0.0804 1.2049± 0.0287
∆Ru/sl(10
−4) 145± 25± 3 158± 36± 6 132± 17± 3 112± 14± 4 69± 15± 2 119± 8± 1
E` > 1.8 GeV
Nsl 47440± 602 18945± 260 56547± 398 71036± 386 40806± 759 235926± 633
BGsl 2749± 35 1255± 17 3693± 26 4821± 26 2048± 38 14407± 39
Nsl −BGsl 44691± 567 17690± 243 52855± 372 66215± 360 38758± 721 221519± 594
N inu 296± 46 98± 21 296± 38 324± 41 145± 31 1159± 83
Noutu 23± 5 9± 3 39± 7 39± 6 18± 5 135± 12
Nbkg 634± 43 259± 22 834± 42 1043± 48 639± 38 3498± 90
usel 0.447 0.401 0.409 0.429 0.410 0.424
ukin 0.997 0.989 1.008 0.977 0.974 0.990
(ut 
u
l )/(
sl
t 
sl
l ) 1.1205± 0.0712 0.9614± 0.0667 1.1539± 0.0592 1.1471± 0.0478 1.5112± 0.0833 1.1959± 0.0766
∆Ru/sl(10
−4) 132± 21± 3 145± 31± 6 118± 15± 3 102± 13± 3 62± 13± 1 104± 7± 1
Table 7.2: Results from the fit to the E` distribution for E` > 1.7 GeV, and E` > 1.8 GeV using the full data sample, and also
with specific Run periods. The first error on ∆Ru/sl is statistical, the second is due to MC statistics. Error is negligible if left
unquoted.
7.3.
A
N
A
L
Y
S
IS
C
R
O
S
S
-C
H
E
C
K
S
93
Parameters Run1-Run2 Run3 Run4 Run5 Run6 Run1-Run6
E` > 1.9 GeV
Nsl 47440± 602 18945± 260 56547± 398 71036± 386 40806± 759 235926± 633
BGsl 2749± 35 1255± 17 3693± 26 4821± 26 2048± 38 14407± 39
Nsl −BGsl 44691± 567 17690± 243 52854± 372 66215± 360 38758± 721 221519± 594
N inu 240± 39 90± 19 237± 33 244± 41 129± 28 950± 70
Noutu 35± 8 8± 3 41± 7 46± 8 17± 5 151± 13
Nbkg 485± 33 205± 18 628± 32 818± 40 485± 29 2686± 69
usel 0.453 0.419 0.433 0.457 0.424 0.440
ukin 0.989 0.988 0.999 0.980 0.963 0.983
(ut 
u
l )/(
sl
t 
sl
l ) 1.0916± 0.0613 0.9815± 0.0998 1.1548± 0.0550 1.1120± 0.0447 1.5147± 0.0817 1.1769± 0.0391
∆Ru/sl(10
−4) 110± 18± 3 126± 26± 5 90± 12± 3 74± 12± 2 54± 12± 1 84± 6± 1
E` > 2.0 GeV
Nsl 47440± 602 18945± 260 56547± 398 71036± 386 40806± 759 235926± 633
BGsl 2749± 35 1255± 17 3693± 26 4821± 26 2048± 38 14407± 39
Nsl −BGsl 44691± 567 17690± 243 52854± 372 66215± 360 38758± 721 221518± 594
N inu 89± 25 66± 15 157± 27 202± 29 49± 22 599± 56
Noutu 2± 1 2± 1 9± 2 8± 1 5± 1 32± 3
Nbkg 216± 13 80± 7 238± 12 326± 15 203± 12 1069± 27
usel 0.467 0.439 0.470 0.490 0.441 0.468
ukin 0.996 1.000 0.968 0.981 0.977 0.980
(ut 
u
l )/(
sl
t 
sl
l ) 1.0782± 0.0576 0.9377± 0.0877 1.1210± 0.0795 1.0812± 0.0707 1.4317± 0.0747 1.1420± 0.0363
∆Ru/sl(10
−4) 40± 11± 1 90± 20± 4 58± 10± 2 59± 8± 2 21± 9± 1 52± 5± 1
Table 7.3: Results from the fit to the E` distribution for E` > 1.9 GeV, and E` > 2.0 GeV using the full data sample, and also
with specific Run periods. The first error on ∆Ru/sl is statistical, the second is due to MC statistics. Error is negligible if left
unquoted.
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Parameters Run1-Run2 Run3 Run4 Run5 Run6 Run1-Run6
E` > 2.1 GeV
Nsl 47440± 602 18945± 260 56547± 398 71036± 386 40806± 759 235926± 633
BGsl 2749± 35 1255± 17 3693± 26 4821± 26 2048± 38 14408± 39
Nsl −BGsl 44691± 567 17690± 243 52855± 372 66215± 360 38758± 721 221518± 594
N inu 71± 20 57± 11 123± 21 160± 23 34± 18 464± 44
Noutu 20± 6 10± 4 43± 7 51± 8 20± 6 167± 15
Nbkg 216± 13 80± 7 238± 12 325± 15 203± 12 1069± 27
usel 0.496 0.498 0.506 0.505 0.476 0.499
ukin 0.988 0.986 0.940 0.948 0.968 0.951
(ut 
u
l )/(
sl
t 
sl
l ) 1.0760± 0.0701 0.8886± 0.1041 1.0868± 0.0611 1.0572± 0.0444 1.3937± 0.0801 1.1135± 0.0301
∆Ru/sl(10
−4) 30± 8± 1 74± 15± 3 45± 8± 2 48± 7± 1 14± 7± 1 40± 4± 1
E` > 2.2 GeV
Nsl 47440± 602 18945± 260 56547± 398 71036± 386 40806± 759 235926± 633
BGsl 2749± 35 1255± 17 3693± 26 4822± 26 2048± 38 14408± 39
Nsl −BGsl 44691± 567 17690± 243 52854± 372 66214± 360 38758± 721 221518± 594
N inu 63± 13 26± 10 83± 14 98± 15 42± 12 327± 29
Noutu 3± 1 4± 1 6± 1 8± 1 3± 1 26± 2
Nbkg 22± 1 7± 1 25± 1 32± 1 18± 1 108± 3
usel 0.530 0.526 0.539 0.537 0.498 0.525
ukin 0.973 0.924 0.957 0.924 0.996 0.956
(ut 
u
l )/(
sl
t 
sl
l ) 1.0220± 0.0746 0.7935± 0.2519 0.9719± 0.1119 1.0269± 0.0479 1.3120± 0.1457 1.0506± 0.0329
∆Ru/sl(10
−4) 27± 6± 1 38± 15± 4 31± 5± 1 29± 5± 1 17± 5± 1 28± 3± 1
Table 7.4: Results from the fit to the E` distribution for E` > 2.1 GeV, and E` > 2.2 GeV using the full data sample, and also
using specific Run periods. The first error on ∆Ru/sl is statistical, the second is due to MC statistics. Error is negligible if left
unquoted.
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Parameters Run1-Run2 Run3 Run4 Run5 Run6 Run1-Run6
E` > 2.3 GeV
Nsl 47440± 602 18945± 260 56547± 398 71036± 386 40806± 759 235926± 633
BGsl 2750± 35 1255± 17 3693± 26 4822± 26 2048± 38 14408± 39
Nsl −BGsl 44691± 567 17690± 243 52854± 372 66214± 360 38758± 721 221518± 594
N inu 49± 9 16± 7 55± 9 62± 10 28± 8 214± 19
Noutu 16± 5 13± 5 33± 6 44± 7 18± 5 139± 12
Nbkg 22± 1 7± 1 26± 1 32± 1 18± 1 108± 3
usel 0.592 0.556 0.577 0.552 0.525 0.561
ukin 0.953 0.931 0.939 0.915 0.939 0.929
(ut 
u
l )/(
sl
t 
sl
l ) 1.0398± 0.0859 0.8605± 0.1294 0.9710± 0.0830 1.0193± 0.0709 1.3040± 0.1127 1.0561± 0.0395
∆Ru/sl(10
−4) 19± 3± 1 21± 9± 2 20± 3± 1 18± 3± 1 11± 3± 1 18± 2
E` > 2.4 GeV
Nsl 47440± 602 18945± 260 56547± 398 71036± 386 40806± 759 235926± 633
BGsl 2750± 35 1255± 17 3693± 26 4822± 26 2048± 38 14408± 39
Nsl −BGsl 44691± 567 17690± 243 52854± 372 66214± 360 38758± 721 221518± 594
N inu 28± 4 1± 3 12± 4 22± 4 16± 3 80± 9
Noutu 2 1 4± 1 6± 1 2± 1 16± 1
Nbkg 1 0 2 2 1 7
usel 0.608 0.608 0.623 0.566 0.556 0.577
ukin 0.949 0.841 0.942 0.943 0.926 0.934
(ut 
u
l )/(
sl
t 
sl
l ) 1.0156± 0.1437 0.8675± 0.1766 0.9167± 0.0898 0.9931± 0.0919 1.2800± 0.1543 1.0282± 0.0458
∆Ru/sl(10
−4) 11± 2± 1 2± 4± 1 4± 1± 1 6± 1± 1 6± 1 7± 1
Table 7.5: Results from the fit to the E` distribution for E` > 2.4 GeV, and E` > 2.4 GeV using the full data sample, and also
using specific Run periods. The first error on ∆Ru/sl is statistical, the second is due to MC statistics. Error is negligible if left
unquoted.
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Cut ∆Re+µu/sl (10
−4) ∆Rµu/sl (10
−4) ∆Reu/sl (10
−4)
E` > 1.5 GeV 148± 10 165± 18 127± 11
E` > 1.6 GeV 132± 9 149± 16 114± 10
E` > 1.7 GeV 119± 8 136± 14 103± 9
E` > 1.8 GeV 104± 7 120± 12 92± 8
E` > 1.9 GeV 84± 6 105± 10 64± 7
E` > 2.0 GeV 52± 5 60± 8 43± 5
E` > 2.1 GeV 40± 4 46± 6 33± 4
E` > 2.2 GeV 28± 2 33± 4 23± 3
E` > 2.3 GeV 18± 2 21± 3 14± 2
E` > 2.4 GeV 7± 1 7± 1 6± 1
Table 7.6: Results of the fit to the E` spectrum for electrons and muons together and
separately. Errors are statistical only.
Chapter 8
Systematic uncertainties
In this Chapter we discuss the systematic uncertainties associated with our determination of
∆Ru/sl. To estimate systematic uncertainties on the measured partial ratio of the branching
fractions, we compare the final results with results obtained on samples where the MC
description of the detector has been changed to reflect the uncertainty on the simulation.
We use standard BABAR recipes recommended to us for the calculation of the systematic
uncertainty.
Theoretical uncertainties associated with the extraction of |Vub| are mainly due to the
uncertainty when extrapolating from our restricted E` region to the full phase space.
8.1 Detector-related effects
Studies using e+e− → τ+τ− events demonstrate that efficiencies from tracking are well
reproduced in MC simulation. Therefore, the recommendation from the Charged Particles
Reconstruction group at BABAR is to not apply any corrections to MC tracks. Tracking
systematics from MC are calculated by eliminating tracks at random with probabilities
detailed in Tab. 8.1; corresponding to the uncertainty per track for each run period.
In keeping with recommendations from the Neutral Reconstruction group at BABAR efficiency
corrections for neutrals are not applied on single photons but estimated by eliminating
clusters at random from our neutral list with a probability of 1.8% per photon.
Systematic uncertainties in the simulation of KL have been estimated from results shown
in Ref. [48]. Energy depositions in calorimeter clusters which are truth-matched to a KL are
corrected using the package K0LTools. The detection efficiency for KL in MC is corrected
to resemble the efficiency in data by rejecting neutral clusters truth-matched to a KL at
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Run period syst. uncertainty (%)
Run 1 0.67
Run 2 0.35
Run 3 0.45
Run 4 0.66
Run 5 0.67
Run 6 0.30
Table 8.1: Systematic uncertainty per run period, per track used in the calculation of tracking
systematic uncertainties.
random. The probability used for the cluster rejection is calculated as a function of the true
KL momentum using K0LTools.
We also apply a correction to the production rate of KL to account for the differences
seen in data and MC (Ref. [49]). This correction is accomplished by randomly transforming
clusters truth-matched to a KL into “pseudo-photons”, restoring the energy and momentum
balance for the event [50]. We achieve this by re-scaling the measured energy and momentum
for the KL cluster to the true KL momentum (assuming zero mass). For momenta between 0
and 0.4 GeV/c, the probability of the correction is 22%; momenta between 0.4 and 1.4 GeV/c
the probability of the correction is 1%, and finally for momenta larger than 1.4 GeV/c we
use 9%. The systematic uncertainty arising from the difference in the KS production rate is
estimated by randomly removing KS from the KS list with a probability 10% for KS with
momenta between 0 and 10 GeV/c.
Differences in PID between data and MC are corrected through work from the BABAR
PID group in analyzing data control samples and applying PID-tweaking algorithms The
systematic uncertainties on the identification of electrons and kaons are estimated to be 2%
and 3% for muons. We also vary the misidentification probabilities by 15% for electrons,
muons and kaons.
8.2 Uncertainties due to the fitting technique
The uncertainties due to the fitting technique were estimated by varying the fixed PDF
parameters in the mES fits (see Tab. 6.3). The uncertainties on the parameters are detailed
in Section 6.3.
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8.3 Signal knowledge
Uncertainties on SF parameters measurements affect our experimental efficiencies (u, kin).
These uncertainties are estimated by repeating the analysis using efficiencies calculated with
maximum positive and negative fit deviations. We use mb = 4.631
+0.041
−0.035 GeV and µ
2
pi =
0.272+0.56−0.76 GeV/c
2. Uncertainties on SF parameters are estimated by varying these values
around ∆χ2 = 1.
We can choose to parameterize the SF in three different ways namely Gaussian, Hyper-
bolic, and Exponential. In our analysis it is set by default as Exponential. The uncertainties
from this choice is estimated by repeating the analysis using each of the functional forms.
We find that using a Hyperbolic parameterization gives rise to the highest error, which is
what is quoted.
We vary the exclusive branching fractions for charmless semileptonic decays within their
estimated uncertainties (Table 5.3). We estimate the systematic uncertainty from gluon
splitting (into ss¯ pairs) in non-resonant decays by varying their branching fraction by 30%.
8.4 Background knowledge
We vary the branching fractions for exclusive semileptonic B → Xc`ν decays within one
standard deviation of their world averages to estimate the error from the uncertainty of
their measurement. We also estimate uncertainties from the reweighting of form factors for
B → D∗`ν decays by varying their values within their experimental uncertainties.
8.5 Total systematic uncertainty
Since we measure a ratio of the partial branching fraction to the total semileptonic branching
fraction (∆Ru/sl), many systematic uncertainties automatically cancel. We estimate a value
for all the systematic uncertainties on ∆Ru/sl separately for each value of E`, these results
are documented from Tab. 8.2 – Tab. 8.5.
We find that the largest contribution to the systematic uncertainty is from the uncertainty
on the SF parameters. However, the largest contribution to the experimental error is the
statistical error. Note that certain systematic errors fluctuate between one E` cut to another,
which could be due to statistical variations and needs to be investigated.
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Source σ(∆Ru/sl) σ(∆Ru/sl) σ(∆Ru/sl)
E` > 1.5 GeV/c E` > 1.6 GeV/c E` > 1.7 GeV/c
Statistical error 7.06 7.14 7.03
Monte-Carlo statistics 1.05 1.13 1.16
Detector-related:
Tracking efficiency 0.41 1.70 0.12
Neutral efficiency 0.69 2.12 1.68
PID eff. & misID 1.60 1.19 0.94
KL 2.22 1.18 1.57
Fit related:
mES fit parameters 1.61 1.48 2.14
combinatorial background 0.38 0.87 0.40
Signal knowledge:
SF parameters +5.62−5.75
+5.56
−5.31
+5.17
−5.30
SF form 0.71 0.77 0.60
Exclusive b→ u`ν¯ 2.07 1.72 2.57
Gluon splitting 1.84 1.86 1.74
Background knowledge:
KS veto 0.45 0.54 1.30
B SL branching ratio 1.94 2.26 3.00
D decays 1.35 1.09 3.68
B → D∗`ν from factor 0.31 0.32 0.34
Total systematics: +7.61−7.70
+7.88
−7.71
+8.82
−8.90
Total error: +10.38−10.45
+10.63
−10.50
+11.28
−11.34
Table 8.2: Systematic uncertainties in percent for the E` > 1.5 GeV/c, E` > 1.6 GeV/c and
E` > 1.7 GeV/c analyses.
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Source σ(∆Ru/sl) σ(∆Ru/sl) σ(∆Ru/sl)
E` > 1.8 GeV/c E` > 1.9 GeV/c E` > 2.0 GeV/c
Statistical error 7.16 7.32 9.33
Monte-Carlo statistics 1.12 1.36 1.85
Detector-related:
Tracking efficiency 2.92 3.31 1.85
Neutral efficiency 2.69 3.89 0.73
PID eff. & misID 1.85 1.14 1.09
KL 1.67 1.66 1.20
Fit related:
mES fit parameters 2.60 2.86 1.38
combinatorial background 1.22 0.35 1.88
Signal knowledge:
SF parameters +6.29−4.46
+5.43
−5.28
+6.03
−5.54
SF form 1.79 1.08 1.82
Exclusive b→ u`ν¯ 2.82 2.22 2.00
Gluon splitting 2.34 1.12 1.33
Background knowledge:
KS veto 0.96 1.99 2.91
B SL branching ratio 2.65 3.20 2.63
D decays 1.06 1.11 1.98
B → D∗`ν from factor 0.34 0.35 0.35
Total systematics: +10.02−8.98
+10.30
−10.22
+8.67
−8.34
Total error: +12.31−11.48
+12.63
−12.57
+12.73
−12.51
Table 8.3: Systematic uncertainties in percent for the E` > 1.8 GeV/c, E` > 1.9 GeV/c and
E` > 2.0 GeV/c analyses.
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Source σ(∆Ru/sl) σ(∆Ru/sl) σ(∆Ru/sl)
E` > 2.1 GeV/c E` > 2.2 GeV/c E` > 2.3 GeV/c
Statistical error 9.48 8.95 9.09
Monte-Carlo statistics 1.88 2.21 2.62
Detector-related:
Tracking efficiency 2.51 1.32 2.20
Neutral efficiency 0.86 1.13 2.26
PID eff. & misID 1.50 1.01 2.03
KL 1.13 2.81 0.64
Fit related:
mES fit parameters 1.64 1.13 1.45
combinatorial background 2.10 1.48 2.11
Signal knowledge:
SF parameters +5.94−6.40
+8.15
−7.40
+8.72
−7.24
SF form 0.68 0.73 0.96
Exclusive b→ u`ν¯ 1.46 2.91 2.52
Gluon splitting 0.92 0.46 0.31
Background knowledge:
KS veto 0.49 0.86 0.17
B SL branching ratio 3.27 0.99 0.36
D decays 0.99 1.59 1.83
B → D∗`ν from factor 0.36 0.30 0.31
Total systematics: +8.62−8.94
+10.05
−9.45
+11.05
−10.05
Total error: +12.81−12.03
+13.46
−13.02
+14.31
−13.55
Table 8.4: Systematic uncertainties in percent for the E` > 2.1 GeV/c, E` > 2.2 GeV/c and
E` > 2.3 GeV/c analyses.
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Source σ(∆Ru/sl)
E` > 2.4 GeV/c
Statistical error 10.98
Monte-Carlo statistics 4.50
Detector-related:
Tracking efficiency 1.14
Neutral efficiency 1.25
pi0 efficiency 2.13
PID eff. & misID 3.35
KL 0.89
Fit related:
mES fit parameters 2.02
combinatorial background 0.60
Signal knowledge:
SF parameters +9.13−8.07
SF form 2.03
Exclusive b→ u`ν¯ 4.11
Gluon splitting 0.43
Background knowledge:
KS veto 0.83
B SL branching ratio 0.88
D decays 1.73
B → D∗`ν from factor 0.28
Total systematics: +12.38−11.62
Total error: +16.55−15.99
Table 8.5: Systematic uncertainties in percent for the E` > 2.4 GeV/cE` analysis.
Chapter 9
Translation of ∆B(B → Xu`ν¯) into |Vub|
The authors of the theoretical schemes mentioned in Sec. 2.2 (BLNP, GGOU, DGE, ADFR)
have kindly provided us with Mathematica notebooks, which translate measured partial
branching fractions, ∆B(B → Xu`ν¯), into values of |Vub| . To attain the partial branching
fraction, ∆B(B → Xu`ν¯), we multiply values of ∆Ru/sl by the total semileptonic branching
ratio B(B → X`ν¯) = (10.66 ± 0.15)%, taken from the PDG (2008). The values used are
shown in Tab. 9.1.
Bearing in mind that each model uses different theoretical treatments to translate ∆B(B →
Xu`ν¯) into |Vub|, each will be subject to different theoretical uncertainties. A summary of
the extraction process is given in this chapter, alongside a description on the theoretical
uncertainties for each model. Additionally, each of the four models use as input parameters
mb, and µ
2
pi, which are introduced in Sec. 2.2. The extraction of these two parameters is
performed through various theoretical ‘schemes’. The four models we use to extract |Vub|
are compatible only with values of mb, and µ
2
pi extracted via certain ‘schemes’. We tabulate
values of mb, and µ
2
pi along with each model used is in Tab.2.2.2. Furthermore, the lifetime
of the B meson (τB = 1.573 ×10−12 s) is also used as an input parameter for the models.
9.1 BLNP
The BLNP calculation relates ∆B(B → Xu`ν¯) to |Vub| using the following equation:
|Vub| =
√√√√∆B(B → Xu`ν¯)
τB · ΓBLNP (9.1)
where values of ΓBLNP (the theoretical B → Xu`ν¯ width for BLNP according to the applied
cuts) are shown in Tab. 9.2. The theoretical uncertainties for the BLNP model arise from:
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Cut ( GeV) ∆Ru/sl(10
−4) ∆B(B → Xu`ν¯)(10−3) Stat.(%) Syst.(%) Total Exp. (%)
E` > 1.5 148 1.58 7.1
+7.6
−7.7
+10.4
−10.5
E` > 1.6 132 1.41 7.1
+7.9
−7.7
+10.6
−10.5
E` > 1.7 119 1.27 7.0
+8.8
−8.9
+11.3
−11.3
E` > 1.8 104 1.11 7.2
+10.0
−9.0
+12.3
−11.5
E` > 1.9 84 0.90 7.3
+10.3
−10.2
+11.3
−11.3
E` > 2.0 52 0.55 9.9
+8.7
−8.3
+12.7
−12.5
E` > 2.1 40 0.42 9.5
+8.6
−8.9
+12.8
−12.0
E` > 2.2 28 0.30 8.9
+10.0
−9.4
+13.5
−13.0
E` > 2.3 18 0.19 9.1
+11.0
−10.0
+14.3
−13.6
E` > 2.4 7 0.07 11.0
+12.4
−11.6
+16.6
−16.0
Table 9.1: Summary of values for ∆Ru/sl and ∆B(B → Xu`ν¯) for each E` cut with associated
errors.
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(a) The uncertainty on mb, µ
2
pi, and other non-perturbative corrections;
(b) The functional form of the Shape Function;
(c) The uncertainty on the sub-leading shape functions;
(d) The variation of the matching scales;
(e) The uncertainty on the Weak Annihilation (a process whereby the b and u quark anni-
hilate into a W boson).
The dominant error among these is the uncertainty on mb, and µ
2
pi.
9.2 GGOU
The method by which the GGOU calculation relates ∆B(B → Xu`ν¯) to |Vub| cannot be
summarized in the same form shown by BLNP and DGE. However, along with the brief
overview given in Sec. 2.2. We outline the theoretical uncertainties for the GGOU model.
These arise from:
(a) The uncertainty on αs;
(b) The uncertainty on mb, µ
2
pi, and other non-perturbative corrections;
(c) The modelling of the q2 tail and choice of the scale q2∗;
(d) The functional form of the distribution functions;
(e) The uncertainty on the Weak Annihilation.
The dominant error among these is the uncertainty on mb, and µ
2
pi.
9.3 DGE
The DGE calculation relates ∆B(B → Xu`ν¯) to |Vub| using the following equation:
|Vub| =
√√√√∆B(B → Xu`ν¯)
τB · ΓDGE (9.2)
where values for ΓDGE (the theoretical B → Xu`ν¯ width for DGE according to the applied
cuts) are shown in Tab. 9.2. The theoretical uncertainties for the DGE model arise from:
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(a) The uncertainty on αs;
(b) The uncertainty on mb and other non-perturbative corrections;
(c) The variation of the matching scales;
(d) The uncertainty on the Weak Annihilation.
The dominant error among these is the uncertainty on mb.
9.4 ADFR
The method by which the ADFR calculation relates ∆B(B → Xu`ν¯) to |Vub| cannot be
summarized in the same form shown by BLNP and DGE. However, we can give a brief
explanation to the methodology. Using ADFR, the partial branching ratio is related to Rc/u
with:
∆B(B → Xu`ν¯) = B(B → X`ν¯)
1 +Rc/u
W (a, b), (9.3)
where W (a, b) is the partial charmless rate (within the given area of E` phase space) over
the total charmless rate, so
W (a, b) =
∆Γ(B → Xu`ν¯)
Γ(B → Xu`ν¯)
. (9.4)
where ∆Γ(B → Xu`ν¯) is the partial rate. So Rc/u is then related to |Vub| as follows:
Rc/u =
|Vcb|2
|Vub|2 I(ρ)G(αs, ρ). (9.5)
The function I(ρ) accounts for the suppression of phase space because mc 6= 0.
I(ρ) = 1− 8ρ + 12ρ2 log(1/ρ) + 8ρ2 − ρ4. (9.6)
where ρ ≡ m2c
m2
b
≈ 0.1. The factor G(αs, ρ) contains corrections suppressed by powers of αs as
well as powers of ρ, where:
G(αs, ρ) = 1 +
∞∑
n−1
Gn(ρ)αs. (9.7)
with Gn(0) = 0. The theoretical uncertainties for the ADFR model arise from:
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(a) The uncertainty on αs;
(b) The uncertainty on |Vcb|;
(c) The uncertainty on mb and mc;
(d) The uncertainty B(B → X`ν¯).
The dominant error among these is the uncertainty on mc.
Cut ( GeV) ΓBLNP (ps
−1) ΓDGE (ps−1)
E` > 1.5 46.10 46.32
E` > 1.6 41.36 42.02
E` > 1.7 36.28 37.48
E` > 1.8 30.90 32.47
E` > 1.9 25.31 27.35
E` > 2.0 19.60 22.12
E` > 2.1 13.98 16.71
E` > 2.2 8.76 11.38
E` > 2.3 4.46 6.48
E` > 2.4 1.62 2.57
Table 9.2: Values of the theoretical B → Xu`ν¯ widths according to the applied cuts, for
BLNP and DGE respectively
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9.5 Results
We present the final results for |Vub| with statistical, systematic and theoretical errors in
Tab. 9.3 and Fig. 9.1.
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Figure 9.1: Results of |Vub| obtained with the different theoretical schemes (see Tab. 9.3).
The errors bars correspond to the total error on |Vub|.
Values of |Vub| remain steady from around 1.5 GeV – 1.9 GeV, but a drop is seen after
1.9 GeV. This effect still needs some understanding. One possible explanation for this drop
could be due to an overestimation of the signal below 1.9 GeV from the χ2 fit to data (see
Fig. 7.6). The final |Vub| values, however, are still within one σ of each other, and consistent
with the current data.
It is recommended within the semileptonic community, that measurements such as this
should present averages over the various theoretical schemes [51]. In keeping with this
recommendation, we quote a final value of |Vub| taken as the arithmetic mean of the four
different theoretical treatments including errors at E` > 1.5 GeV as
|Vub| = (4.68+0.31−0.32)× 10−3. (9.8)
9.6. FUTURE PROSPECTS 110
The average is taken at E` > 1.5 GeV as this value has the lowest quoted uncertainties
(estimated to be approximately 7%). We calculate the total error for each model by summing
the statistical, systematic, and theoretical errors in quadrature. We then take the arithmetic
mean for the total positive and negative errors over all the models to estimate the average
error.
We recognize that this averaging procedure is somewhat ad hoc, and future work from the
theoretical and experimental community will have to focus on understanding the similarities
and differences between the four methods. This will hopefully lead to an agreed method of
calculating averages of this kind, which would take into account the correlations between the
measurements. However, for now one should regard the average value presented in Eqn. 9.8
as a temporary solution to provide a single unique value for |Vub|, instead of numerous final
values over many theoretical schemes.
9.6 Future Prospects
The results presented in Tab. 9.3 and Fig. 9.1 are promising, but there is also room for
improvement. In particular, the behavior of the fit around E` = 1.9 GeV, possibly leading
to an increase in |Vub| at lower E` values from an overestimation of the signal.
The modeling of semileptonic B → D∗∗`ν decays has been suggested to have a role for
this effect. This is a collective name describing: the B → D∗1`ν, B → D∗2`ν, B → D∗0`ν, and
B → D′1`ν states. These states have remained very uncertain up until recently, and have
been grouped together and treated as one resonance in our analysis. Current work being
performed to resolve this issue involves splitting the B → D∗∗`ν into the individual decay
modes mentioned above and:
(a) Updating the semi-leptonic branching fractions for each of these modes;
(b) Updating the form factor re-weightings for each of these modes;
(c) Fixing the normalization of the B → D∗∗`ν component in the final fit.
Item (a) and (b) show modest changes, however it is (c) that sees the highest improvement
with respect to the quality of the fit. The χ2 per degree of freedom improves from 34.3/14
in the default fit (Fig. 7.6), to 24.4/14 in the new fit (Fig. 9.2).
Similar measurements of the partial branching fraction performed using MX , P+, and q
2
are seen to also exhibit data/MC discrepancies. These discrepancies are seen in regions of
the kinematic phase space populated by B → D∗∗`ν.
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Figure 9.2: Left: Results of the final χ2 fit to the E` distribution for Run1-Run6 data
with fixed B → D∗∗`ν normalization. Right: The same E` distribution subtracted of the
backgrounds.
Another aspect of this analysis that needs understanding is the drop in ∆Ru/sl which
is seen only for Run6 (see Tab. 7.1 – Tab. 7.5). The cause of this effect is not yet known,
however, we do know that this corresponds to a period in running with particularly high
machine backgrounds. The analysis documented in this thesis is currently under internal
review at BABAR [52] with the hope to someday publish these results.
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|Vub| × 10−3
Cut (GeV) BLNP GGOU DGE ADFR Ave.
E` > 1.5 4.65± 0.16+0.18−0.19+0.21−0.18 4.64± 0.16+0.18−0.18+0.10−0.10 4.65± 0.16+0.18−0.19 +0.16−0.17 4.75± 0.17+0.18−0.19+0.30−0.33 4.68+0.31−0.32
E` > 1.6 4.64± 0.17+0.18−0.19+0.22−0.19 4.61± 0.16+0.18−0.18+0.11−0.10 4.61± 0.16+0.18−0.19+0.17−0.18 4.70± 0.17+0.18−0.19+0.31−0.33 4.64+0.32−0.32
E` > 1.7 4.71± 0.17+0.21−0.19+0.30−0.21 4.66± 0.16+0.20−0.21+0.12−0.11 4.64± 0.16+0.20−0.19+0.19−0.19 4.71± 0.17+0.21−0.19+0.28−0.31 4.68+0.35−0.33
E` > 1.8 4.77± 0.17+0.24−0.20+0.27−0.24 4.68± 0.17+0.23−0.21+0.12−0.12 4.66± 0.17+0.20−0.19+0.19−0.21 4.70± 0.17+0.23−0.19+0.30−0.32 4.71+0.37−0.34
E` > 1.9 4.74± 0.17+0.24−0.19+0.32−0.30 4.62± 0.17+0.24−0.24+0.13−0.12 4.57± 0.17+0.23−0.19+0.21−0.25 4.56± 0.17+0.23−0.19+0.27−0.30 4.62+0.37−0.36
E` > 2.0 4.22± 0.20+0.18−0.17+0.36−0.37 4.07± 0.19+0.18−0.17+0.13−0.12 3.98± 0.18+0.17−0.16+0.20−0.25 3.99± 0.18+0.17−0.16+0.25−0.27 4.05+0.35−0.36
E` > 2.1 4.37± 0.21+0.19−0.18+0.54−0.60 4.19± 0.20+0.36−0.37+0.15−0.14 4.00± 0.19+0.17−0.16+0.25−0.29 3.89± 0.18+0.17−0.16+0.28−0.29 4.12+0.44−0.46
E` > 2.2 4.65± 0.21+0.23−0.19+0.95−1.15 4.52± 0.20+0.23−0.21+0.25−0.24 4.08± 0.18+0.20−0.17+0.30−0.38 3.87± 0.17+0.19−0.16+0.29−0.29 4.28+0.53−0.58
E` > 2.3 5.16± 0.23+0.28−0.21+2.25−2.82 − 4.29± 0.19+0.24−0.18+0.50−0.59 3.94± 0.18+0.22−0.16+0.29−0.29 4.46+1.09−1.29
E` > 2.4 5.23± 0.29+0.32−0.22+6.88−8.72 − 4.15± 0.23+0.26−0.17+0.89−1.04 3.60± 0.20+0.22−0.15+0.44−0.39 4.33+2.78−3.43
Table 9.3: Results of |Vub| obtained with the different theoretical schemes and the corresponding arithmetic mean average. The
errors are statistical, systematic and theoretical respectively. |Vub| values above 2.2 GeV are not available for GGOU.
Conclusion
Presented are measurements of partial branching fractions for the inclusive semileptonic
decay of B → Xu`ν¯ leading to the determination of the CKM matrix element |Vub|. Signal
B → Xu`ν¯ events are selected using the energy spectrum of the lepton (E`) in an event where
one of the B-mesons is fully reconstructed, which has never been performed.
The measurement of the partial branching fraction are made using restricted regions of E`
in order to suppress the B → Xc`ν¯ background. These regions correspond to E` > 1.5 GeV
– E` > 2.4 GeV in increments of 0.1 GeV. Due to the overwhelming B → Xc`ν¯ background
at low E`, previous lepton endpoint measurements did not venture below E` > 1.9 GeV, a
procedure which leads to a large theoretical uncertainty on |Vub|.
With this in mind, the motivation behind this analysis was to use the increase in kinematic
resolution and signal purity (from a fully reconstructed B) to include a larger portion of the
E` phase space, lowering the theoretical uncertainty. The final value of |Vub| is quoted as an
average over the four models at E` > 1.5 GeV, which corresponds to the largest area of phase
space used in a lepton endpoint measurement. A better understanding of the background
below 1.5 GeV is needed to go lower. One can compare our results with the current averages
shown in Tab. 2.1, where our measured values generally showing consistency with respect to
the previous measurements.
Our results along with other inclusive measurements are still not consistent with values
of |Vub| from an exclusive treatment, giving some tension with predicted values from sin2β.
The same effect can also be seen in measurements of |Vcb| using an exclusive and inclusive
treatment, where the difference is over 2σ.
In conclusion, we present a new method for performing a measurement of |Vub| from aB →
Xu`ν¯ sample. Where we manage to extend the kinematic phase-space from approximately
39% (in previous analyses) to approximately 65% (in our analysis). The method presented
is very promising and can be used for future studies.
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Appendix A
Data/MC comparison for individual
run periods
In this section the data/MC comparision plots from Sec. 6.4 are shown seperately for the
different individual run periods: Run1 and 2, Run 3, Run 4, Run 5, and Run 6.
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Figure A.1: Number of charged tracks (nchg) for signal enriched (top row) and depleted (bottom row) samples. The columns
from left to right display the distributions for Run 1 and 2, Run 3, and Run 4.
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Figure A.2: Number of charged tracks (nchg) for signal enriched (top row) and depleted (bottom row) samples. The columns
from left to right display the distributions for Run 5, and Run 6.
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Figure A.3: Number of neutral particles (nneu) for signal enriched (top row) and depleted (bottom row) samples. The columns
from left to right display the distributions for Run 1 and 2, Run 3, and Run 4.
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Figure A.4: Number of neutral particles (nneu) for signal enriched (top row) and depleted (bottom row) samples. The columns
from left to right display the distributions for Run 5, and Run 6.
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Figure A.5: Lepton momentum distribution in the CM frame (pcms) for signal enriched (top row) and depleted (bottom row)
samples, given in units of GeV/c. The columns from left to right display the distributions for Run 1 and Run 2, Run 3, and
Run 4.
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Figure A.6: Lepton momentum distribution in the CM frame (pcms) for signal enriched (top row) and depleted (bottom row)
samples, given in units of GeV/c. The columns from left to right display the distributions for Run 5, and Run 6.
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Figure A.7: Missing mass squared distribution (mm2) for signal enriched (top row) and depleted (bottom row) samples, given
in units of GeV2/c4. The columns from left to right display the distributions for Run 1 and 2, Run 3, and Run 4.
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Figure A.8: Missing mass squared distribution (mm2) for signal enriched (top row) and depleted (bottom row) samples, given
in units of GeV2/c4. The columns from left to right display the distributions for Run 5, and Run 6.
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Figure A.9: Total event charge (qtot) for signal enriched (top row) and depleted (bottom row) samples. The columns from left
to right display the distributions for Run 1 and Run 2, Run 3, and Run 4.
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Figure A.10: Total event charge (qtot) for signal enriched (top row) and depleted (bottom row) samples. The columns from
left to right display the distributions for Run 5, and Run 6.
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Figure A.11: Number of KS particles (nks) for signal enriched (top row) and depleted (bottom row) samples. In this case, the
definition of enriched/depleted is made using charged kaons only. The columns from left to right display the distributions for
Run 1 and 2, Run 3, and Run 4.
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Figure A.12: Number of KS particles (nks) for signal enriched (top row) and depleted (bottom row) samples. In this case, the
definition of enriched/depleted is made using charged kaons only. The columns from left to right display the distributions for
Run 5, and Run6.
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Figure A.13: Number of charged kaons (nkp) for signal enriched (top row) and depleted (bottom row) samples. In this case,
the definition of enriched/depleted is made using KS only. The columns from left to right display the distributions for Run 1
and 2, Run 3, and Run 4.
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Figure A.14: Number of charged kaons (nkp) for signal enriched (top row) and depleted (bottom row) samples. In this case,
the definition of enriched/depleted is made using KS only. The columns from left to right display the distributions for Run 5,
and Run6.
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Figure A.15: Missing mass squared distribution for the partial D∗+ reconstruction with D∗ decays into a final state containing
a soft pi± (wdeltam) for signal enriched (top row) and depleted (bottom row) samples, given in units of GeV2/c4. This selection
is made using neutral Bs only. The columns from left to right display the distribution for Run 1 and Run 2, Run 3, and Run
4.
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Figure A.16: Missing mass squared distribution for the partial D∗+ reconstruction with D∗ decays into a final state containing
a soft pi± (wdeltam) for signal enriched (top row) and depleted (bottom row) samples, given in units of GeV2/c4. This selection
is made using neutral Bs only. The columns from left to right display the distribution for Run 5, and Run 6.
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Figure A.17: Missing mass squared distribution for the partial D∗0 reconstruction with D∗ decays into a final state containing a
soft pi0 (wdeltampiz) for signal enriched (top row) and depleted (bottom row) samples, given in units of GeV2/c4. The columns
from left to right display the distribution for Run 1 and Run 2, Run 3, and Run 4.
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Figure A.18: Missing mass squared distribution for the partial D∗0 reconstruction with D∗ decays into a final state containing a
soft pi0 (wdeltampiz) for signal enriched (top row) and depleted (bottom row) samples, given in units of GeV2/c4. The columns
from left to right display the distribution for Run 5, and Run 6.
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Figure A.19: Invariant mass spectrum for the hadronic recoil (mxhad) for signal enriched (top row) and depleted (bottom row)
samples, given in units of GeV/c2. The columns from left to right display the distributions for Run 1 and 2, Run 3, and Run
4.
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Figure A.20: Invariant mass spectrum for the hadronic recoil (mxhad) for signal enriched (top row) and depleted (bottom row)
samples, given in units of GeV/c2. The columns from left to right display the distributions for Run 5, and Run 6.
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Figure A.21: Invariant mass squared spectrum for the lepton-neutrino pair (q2) for signal enriched (top row) and depleted
(bottom row) samples, given in units of GeV2/c4. The columns from left to right display the distributions for Run 1 and 2,
Run 3, and Run 4.
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Figure A.22: Invariant mass squared spectrum for the lepton-neutrino pair (q2) for signal enriched (top row) and depleted
(bottom row) samples, given in units of GeV2/c4. The columns from left to right display the distributions for Run 5, and Run
6.
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Figure A.23: P+ distribution (pplus) for signal enriched (top row) and depleted (bottom row) samples, given in units of GeV/c.
The columns from left to right display the distributions for Run 1 and 2, Run 3, and Run 4.
138
200
400
600
800
1000
1200
1400
1600
pplus data events after all cuts: enriched h400000
Entries  20
Mean   0.9901
RMS    0.4935
Underflow       0
Overflow        0
Integral 
   4815
 = 1.11182χ
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 50.5
1
1.5
500
1000
1500
2000
2500
3000
3500
4000
pplus data events after all cuts: depleted d400000
Entries  20
Mean    1.118
RMS     0.412
Underflow       0
Overflow        0
Integral 
 1.005e+04
 = 0.79692χ
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 50.5
1
1.5
100
200
300
400
500
600
700
800
900
pplus data events after all cuts: enriched h400000
Entries  20
Mean    1.002
RMS    0.4707
Underflow       0
Overflow        0
Integral 
   2870
 = 0.94852χ
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 50.5
1
1.5
200
400
600
800
1000
1200
1400
1600
1800
2000
2200
pplus data events after all cuts: depleted d400000
Entries  20
Mean  
  1.114
RMS    0.3999
Underflow       0
Overflow        0
Integral 
   5916
 = 0.96212χ
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 50.5
1
1.5
Figure A.24: P+ distribution (pplus) for signal enriched (top row) and depleted (bottom row) samples, given in units of GeV/c.
The columns from left to right display the distributions for Run 5, and Run 6.
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Figure A.25: Missing momentum distribution (pmiss) for both signal enriched (top row) and depleted (bottom row) samples,
given in units of GeV/c. The columns from left to right display the distributions for Run 1 and 2, Run 3, and Run 4.
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Figure A.26: Missing momentum distribution (pmiss) for both signal enriched (top row) and depleted (bottom row) samples,
given in units of GeV/c. The columns from left to right display the distributions for Run 5, and Run 6.
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Figure A.27: Missing energy distribution (emiss) for signal enriched (top row) and depleted (bottom row) samples, given in
units of GeV. The columns from left to right display the distributions for Run 1 and 2, Run 3, and Run 4.
142
200
400
600
800
1000
emiss data events after all cuts: enriched h400000
Entries  15
Mean    1.109
RMS    0.4868
Underflow       0
Overflow        0
Integral 
   4774
 = 0.73412χ
0 0.5 1 1.5 2 2.5 30.5
1
1.5
200
400
600
800
1000
1200
1400
1600
1800
2000
2200
2400
emiss data events after all cuts: depleted d400000
Entries  15
Mean    1.048
RMS    0.4436
Underflow       0
Overflow        0
Integral 
 1.005e+04
 = 1.17332χ
0 0.5 1 1.5 2 2.5 30.5
1
1.5
100
200
300
400
500
600
emiss data events after all cuts: enriched h400000
Entries  15
Mean  
  1.114
RMS    0.4769
Underflow       0
Overflow        0
Integral 
   2864
 = 0.77012χ
0 0.5 1 1.5 2 2.5 30.5
1
1.5
200
400
600
800
1000
1200
1400
emiss data events after all cuts: depleted d400000
Entries  15
Mean    1.038
RMS     0.443
Underflow       0
Overflow        0
Integral 
   5906
 = 0.94562χ
0 0.5 1 1.5 2 2.5 30.5
1
1.5
Figure A.28: Missing energy distribution (emiss) for signal enriched (top row) and depleted (bottom row) samples, given in
units of GeV. The columns from left to right display the distributions for Run 5, and Run 6.
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Figure A.29: Missing angle distribution (tnu) for both signal enriched (top row) and depleted (bottom row) samples, given in
units of radians. The columns from left to right display the distributions for Run 1 and 2, Run 3, and Run 4.
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Figure A.30: Missing angle distribution (tnu) for both signal enriched (top row) and depleted (bottom row) samples, given in
units of radians. The columns from left to right display the distributions for Run 5, and Run 6.
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