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In this paper, the problem of extremizing a function f(x) subject to the 
constraint v(x) = 0 is considered. Here, f is a scalar, x an n-vector, and y a 
q-vector, where 0 < q < n. This problem is transformed into that of mini- 
mizing the unconstrained function R(x, A), where x and A are regarded as 
independent variables. The q-vector X is the Lagrange multiplier associated 
with the constraint and the function R(x, A) is the performance index measuring 
the cumulative error in the optimum condition and the constraint. The mini- 
mum R(x, A) = 0 of the performance index is sought by applying quadratically 
convergent algorithms for unconstrained function minimization: the (n + q)- 
vector y = [x, A]r is the independent variable associated with the performance 
index R(y). 
Since the performance index R(y) involves the first derivatives fa and vs, 
the gradient G(y) = R,(y), which is employed in quadratically convergent 
algorithms, involves the second derivatives fm2 and vZZ. To avoid the explicit 
use of these second derivatives, a two-point determination of the gradient G(y) 
is developed: the (n + q)-vector G(y) is computed numerically through only 
two evaluations of the function R(y). 
Concerning the one-dimensional determination of the stepsize 01, a two-point 
quasilinearization search is developed. This method requires only two evalua- 
tions of the function R(y), but preserves the eventual quadratic convergence 
of the quasilinearization method. Two terminating conditions are investigated: 
exact search and one-cycle search. 
Thus, the method presented here is a first-order method. For the ideal case of 
a quadratic function subject to a linear constraint, it converges to the solution 
in n + q iterations, at most. The total computational effort involved is equivalent 
to, at most, 3(n + q) + 1 evaluations of the function R(y). 
Three numerical examples are given using both the exact search and the 
one-cycle search. The results are presented in terms of number of iterations 
and number of function evaluations for convergence. 
* This research, supported by the National Science Foundation, Grant No. GP. 
27271, is based on Ref. [l]. 
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1. INTRODUCTION 
In recent years, considerable success has been achieved in the area of 
unconstrained function minimization using first-order methods having 
quadratic convergence properties [2-111. In this paper, a technique for 
transforming a constrained minimization problem into an equivalent uncon- 
strained minimization problem is presented. In this way, the methods alread! 
developed for unconstrained function minimization can be employed without 
any change. Here, we restrict ourselves to using the first derivatives of the 
function and the constraint, at most. Therefore, the method given here is a 
first-order method. 
2. STATEMENT 0~ THE PRoBmnf 
We consider the problem of extremizing the function 
f -.f(4 
subject to the constraint 
y2(x) = 0. 
(1) 
(4 
In the above equations, f is a scalar, x’ an n-vector, and v a q-vector’, where 
0 -< Q < n. For the limiting case where p = 0, the problem becomes that of 
extremizing the unconstrained function (1). 
3. EXACT FIRST-ORDER CONDITIONS 
From theory of maxima and minima, it is known that the previous problem 
can be recast as that of extremizing the augmented function 
F(% 4 =f(4 + X’d.4 (3) 
subject to the constraint (2). H ere, X is a q-vector Lagrange multiplier and the 
superscript T denotes the transpose of a matrix. If 
F&t 4 = f.44 + Rr(4 h (4) 
denotes the gradient of the augmented function with respect to the vector X, 
the optimal solution X, A must satisfy the simultaneous equations 
FT(X, A) = 0, I = 0. (5) 
In Eqs. (4)-(9, then gradient fx and F, are n-vectors and the matrix vs is 
n x 4. 
1 All vectors are column vectors. 
4“9/39/2-7 
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4 PERFORMANCE INDEX. 
In general, the system (5) is so complicated that an analytical solution is not 
available. This being the case, an iterative method must be employed to 
obtain an approximate solution. In this connection, we introduce the per- 
formance index 
R(x, A) = Q(x, 4 + PM (6) 
where 
Q(x, 4 = F,=(% 4 F&, 4, P(x) = ~‘c4 d4 (7) 
Here, the functions Q(x, A) and P(X) measure the errors in the optimum 
condition and the constraint, respectively. From Eq. (6), it is seen that the 
performance index R(x, A) represents the cumulative error in both the opti- 
mum condition and the constraint. 
We observe that, since R(x, A) is the sum of n + q squares of functions 
dependent on x and A, it is positive for any combination of x and X which does 
not satisfy Eqs. (5) and it is zero for those combinations of x and h which 
satisfy Eqs. (5). Th is observation leads to the conclusion that the solution x, 
h of Eqs. (5) is an unconstrained minimal point for the performance index 
R(x, A), x and X being considered as the independent variables. 
5. QUADRATICALLY CONVERGENT ALGORITHMS 
From the previous discussion, we see that the solution of the system (5) 
can be obtained by minimizing the performance index R(x, A), where x and X 
are regarded to be independent variables. This being the case, any of the 
quadratically convergent algorithms for unconstrained function minimization 
summarized in Refs. [ICLll] can be employed. However, in the discussion 
that follows, we present only three algorithms in detail. 
Before presenting the three algorithms, we introduce the variable 
Y= ; II 
and the function 
so that the performance index (6) becomes 
(8) 
(9) 
WY) = r=(Y) 4Y). WV 
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Here, y and r are (n + q)-vectors. If G(y), an (n -t- q)-vector, denotes the 
gradient of the performance index R(y) with respect to the vector y, that is, 
G(Y) = R,(Y), (11) 
a minimizing algorithm is represented bv the relations 
pi = HjGi , Lly, =- - sip, ( ?‘i- 1 -= ?‘i + dy, ) (12) 
where the subscript i denotes the present point and the subscript i - I 
denotes the next point. In Eqs. (12), the (n + q)-vector pi is the search 
direction; the (n + q) x (n + q) matrix Hi characterizes a particular algo- 
rithm; the (n + q)-vector dy, is the displacement leading from the present 
point yi to the next point Y$+~; and 01~ is the stepsize. The sequence of opera- 
tions is as follows: (a) at a given point yi , the gradient Gi is computed; 
(b) the matrix Iii is defined according to different algorithms; (c) the search 
direction pi is computed according to Eq. (12- 1); (d) the stepsize 01~ is deter- 
mined by a one-dimensional search on the function .R(y,,J == R(y, --- tit pi); 
in this search, the function R(-yj - CQ,) is minimized with respect to LX,; 
(e) the displacement dy, is computed according to Eq. (12-2); and (f) the 
next point yl, 1 is obtained from Eq. (12-3). 
Operations (a)-(f) form a complete iteration leading from the present 
point yi to the next point yi+l , providing the matrix Hi is specified. This is 
given below for three particular algorithms. 
Algorithm I. At the initial point N,, , the initial matrix H,, is defined as an 
(n -i- q) ’ (n + q) identity matrix, that is, 
H,, = I. (13) 
For any other point except a restarting point, the matris Hi is updated by the 
formula 
where 
dG,+, : Gi - G,p, (15) 
denotes the difference in gradients. According to the analyses and experiments 
of Refs. [lo-l I], it is advantageous to restart this algorithm only when the 
inequality 
i Gjrpi I < cl (1’3 
is satisfied at a given point xi , where Ed is a small preselected number. In this 
case, Eq. (14) is replaced by 
Hi=HO. (17) 
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Algorithm II. At the initial point x,, , the initial matrix Ha is defined by 
Eq. (13). For any other point except a restarting point, the matrix Hi is 
updated by 
Hi-IA Gi-,A GI,Hi-, 
Hi = H’-1 - AGiT_lHi-,AGi-l * (18) 
This algorithm must be restarted every n + q iterations. 
Algorithm III. At the initial point x,, , the initial matrix HO is defined by 
Eq. (13). For any other point except a restarting point, the matrix Hi is 
defined by 




This algorithm is restarted every n + q + 1 iterations, 
6. GRADIENT OF THE PERFORMANCE INDEX 
As described in the previous section, the application of quadratically 
convergent algorithms to the minimization of the performance index R(y) 
requires the explicit use of its gradient G(y). From Eqs. (lo)-(1 l), this 
gradient can be written as 
G(Y) = MY, r(y), (20) 
where yy is an (n + q) x (n + q) matrix. In the light of definitions (4), (8), 
(9) the explicit form of the matrix r,(y) is given by 
fmc4 + %zW x 
r~(y) = [v,T(+) 
v”,(x) 
0 1 (21) 
and the gradient G(y) becomes 
f&) + RI&) h 
G(y) = 2 [FzT(x) 
%!(4 f&4 + 944 h 
0 &4 
(22) 
Since the calculation of the gradient G(y) through Eq. (22) requires the 
second derivatives f=. and vr2: , it follows that use of Eq. (22) should be 
avoided if a first-order method is desired. 
An elementary way to avoid the explicit use of second derivatives is to use a 
standard finite-difference scheme to determine the gradient G(y) numerically. 
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Since G(y) is an (rz + q)-vector, this scheme requires n + q + 1 evaluations 
of the performance index R(y). Because of this large number of evaluations, 
the resulting algorithm would be computationally inefficient. 
6.1. Two-Point Determination of the Gradient G(y) 
To reduce the computing time for the numerical determination of the 
gradient G(y), an efficient method is needed and is presented here. First, 
consider the given pointy and compute the vector r(y) according to Eq. (9). 
Kext, consider the particular varied point j defined 1~~ 
y =y t f+(y) (23) 
and compute the vector r(j) according to Eq. (9). If the prescribed number p 
is sufficiently small, the following first-order expansion is valid: 
Y(y) = r(y) i- p,‘(y) y(y). (24) 
From Eq. (21), it is seen that the matrix ry is symmetric. This being the case, 
Eq. (24) can be rewritten as 
r(P) = r(Y) + P,(Y) r(Y)- (25) 
From Eqs. (20) and (25), it becomes clear that the gradient G(y) can be 
approximated bv 
G(Y) = W/3) P(Y) - C41. (26) 
Thus, the numerical determination of the gradient G(y) needs only the 
calculation of r(y) at two points y and7 related by (23). Since the performance 
index R(y) is related to the vector r(y) by Eq. (lo), the effort involved here is 
equivalent to only two evaluations of the performance index R(y). 
In closing, the following remarks are pertinent: (a) if the factor /3 in Eq. (26) 
is taken as 
B = 4’WY)I (27) 
where ~a is a preselected small number, the order of magnitude of the dis- 
placement S - y defined by (23) is th e same as that of ~a; and (b) if the func- 
tionf(x) is quadratic and the constraint g)(x) is linear, the approximation (26) 
for the gradient G(y) becomes exact and independent of the factor /I. 
7. ONE-DIMENSIONAL SEARCH 
If Eqs. (23), (26), (27) are used, the gradient G(y) can be computed using 
first derivatives, at most. Therefore, the search direction p can be computed in 
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terms of first derivatives, at most. In addition, if the stepsize 01 can be deter- 
mined employing first derivatives, at most, the algorithms described in 
Section 5 can be regarded to be first-order algorithms. In this section, we 
compute the stepsize 01 by a version of the quasilinearization method which 
uses first derivatives, at most. 
7.1. Standard Quasilinearization Search 
The first-order condition for the minimization of the function 
with respect to OL is 
@(4 = WY - aP) (28) 
CD&) = 0. (29) 
Starting from a nominal value 01 such that @Ja) # 0, we would like to find a 
correction Aa such that, at 
& = a + Aor, (30) 
the relation am,(&) = 0 holds. If the correction OLX is sufficiently small, the 
following first-order expansion is valid: 
@&z) = CD&X) + @,&) Aor = 0. (31) 
Therefore, the correction Aa is obtained from 
Am = - @a(a)/@&). (32) 
From the definitions (10) and (28), the first and second derivatives of @(LX) 
are given by 
@&) = - 2r*(Y - aP) r,?Y - aP)P, 
@m&) = 2PTP,(Y - aP) r,T(Y - NP) + ~,,(Y - aP) Y(Y - @)I P. 
(33) 
The direct implementation of this method has the following drawbacks: 
(i) the evaluation of @= and !D=,, by Eq. (33) re q uires the explicit use of the 
second and third derivatives of the function and the constraint; and (ii) the 
stability of the search or descent property on the function @(CL) is not ensured. 
Concerning (ii), the first-order change of the function @(LX) is given by 
S@ s CD(S) - @(a) = @&x) Aa! (34) 
and, in the light of (32), becomes 
SD = - @uya)/@&$. (35) 
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If @),,(a) is negative, then 6@ becomes positive, meaning that the correction 
d~l is in the direction of increasing @ rather than decreasing CD,. In addition, 
even if @=),,(a) is positive, d~l may be so large that, owing to excessive over- 
shooting of the minimal point, @(&) > @(a). To overcome these difficulties, 
we suggest the following modification. 
1.2. Two-Point Quasilinearization Search 
Since dol may be too large, we introduce a scaling factor p so that An is 
redefined as 
da = - P@aY(4/@&4 O<p<l. (36) 
Thus, if @,, > 0, the scaling factor p is determined by a bisection process, 
starting from p = 1, until the inequality @(&) < @(a) is satisfied. 
In order to avoid computing the second and third derivatives of the function 
and the constraint in the evaluation of CD, and CD=,, , we approximate the second 
derivative @ati as follows: 
@a&> = 2Prr,(Y - CcP) f-,YY - aP) P> (37) 
that is, we neglect the second term on the right-hand side of Eq. (33-2). This 
approximation is justified for two reasons: (i) in the neighborhood of the 
solution, Y is small, and the matrix ryarr is negligible with respect to the matrix 
YyrVT; and (ii) away from the solution, the approximation (37) ensures the 
descent property on the function @, since drdR defined by (37) is always 
positive. 
The next step is to determine the derivatives QW and GE,, by a numerical 
method which uses, at most, the first derivatives of the function and the 
constraint. First, consider a given value 01, compute y -- alp and evaluate the 
vector Y(Y - ap) according to Eq. (9). ICext, increase 01 by the amount y, 
compute 
F=y-(a’y)p (38) 
and evaluate the vector r( 5) = r(y - ~rp - rp). In Eq. (38) y is a prescribed 
number. If the factor y is sufficiently small, the following first-order expansion 
is valid: 
so that 
r(9) = r(u - UP) - yruT(y - eP) P (39) 
rgT(y - aP) P = (l/r) [r(y - aP) ~ r(y - NP - rP)l. (40) 
Substitution of (40) into (33-l) yields the first derivative aa , while substitu- 
tion of (40) into (37) yields the approximate second derivative Qti,, . Thus, 
except for the scaling factor CL, the correction da in Eq. (36) is determined 
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by two evaluations of the vector r at points y - alp and y - (a + y) p. Since 
the performance index R is related to the vector I by Eq. (lo), the effort 
involved here is equivalent to only two evaluations of the performance 
index R. 
In closing, the following remarks are pertinent: (a) if the factory in Eq. (40) 
is taken as 
(41) 
where ~a is a preselected small number, the order of magnitude of the dis- 
placement - yp is the same as that of ~a; and (b) if the function f(x) is 
quadratic and the constraint v(x) is linear, the approximations (37) and (40) 
become exact and independent of the factor y. 
8. SUMMARY OF ALGORITHMS 
The previous technique employs, at most, the first derivatives of the func- 
tion and the constraint; it can be summarized as follows. First, we form the 
exact first-order conditions and define the performance index R(y) by Eq. 
(10). The performance index R(y) is then minimized by any of the quadrati- 
cally convergent algorithms in Section 5: the gradient G(y) is determined by 
the two-point approximation given in Section 6.1 and the stepsize 01 is 
determined by the two-point quasilinearization search given in Section 7.2. 
In addition, the following considerations are in order. 
8.1. Stopping Condition for the Algorithms 
The minimization of the performance index R(y) is considered achieved if 
GiTGi < Q, (42) 
where e4 is a preselected small number. Two different cases are possible, 
depending on whether 
Ri < Ed or Ri > ~5, (43) 
where Ed is a preselected small number. If Ineq. (43-l) is satisfied, the con- 
verged solution represents the solution of the first-order conditions (5). On 
the other hand, if Ineq. (43-2) is satisfied, the converged solution is only a 
relative minimum of the performance index R(y) and does not represent the 
solution of the first-order condition (5). In this case, a new nominal pointy 
must be employed and the algorithm must be started anew. 
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8.2. Stopping Condition for the Search 
Two different ways of stopping the one-dimensional search are given below. 
Exact Search. For a more precise determination of the minimum of the 
function @P(U) --= R(y - cup) with respect to a, the two-point quasilineariza- 
tion search can be employed iteratively until one of the following conditions is 
satisfied : 
where or and l a are preselected small numbers, N,< is the number of search 
iterations, and IV,, is the preselected upper limit for N, . Condition (44-l) 
defines the ideal case where the minimum of @J(U) is reached within a desired 
accuracy. Conditions (44-2) and (44-3) are merely measures to prevent the 
search from going indefinitely. 
One-Cycle Search. Quadratically convergent algorithms exhibit rapid 
convergence only when the point under consideration is in the neighborhood 
of the minimum, that is, only when R(y) can be approximated fairly well by a 
quadratic function; otherwise, the algorithms give no assurance of rapid 
convergence. Away from the minimal point, the exact search is unnecessary, 
since the satisfaction of the conjugacy conditions for the search directions is 
not important. Near the minimal point, the two-point quasilinearization 
search ensures one-step convergence to the minimum of @(a). Therefore, 
the total computational effort can be reduced, while terminal convergence 
properties can be preserved, if the exact search is replaced as a one-cycle 
search. That is, one sets 
in condition (44-3). 
Ns, = I (45) 
9. NUMERICAL EXAMPLES 
In this section, three examples” of constrained function extremization 
problems are investigated using a Burroughs B-5500 computer and double 
precision arithmetic. For simplicity, all the symbols used here are scalar 
quantities. 
EXAMPLE 9.1. Minimize the function 
f = (x1 - 1)2 + (X1 - x2)2 + (x2 - X3)4 (46) 
2 These examples are taken from Refs. [12-131. 
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subject to the constraint 
qJ = x1(1 + x22) + $4 - 4 - 3 d2 = 0. 
The solution is f = 0.3256 x 10-l at the point defined by 
x1 = 1.1048, x2 = 1.1966, x3 = 1.5352 
(47) 
(48) 
and the related multiplier is 
h = - 0.1072 x 10-l. (49) 
The nominal coordinates and multiplier chosen for starting an algorithm are 
x1 = 2, x2 = 2, x3 = 2, x = 0. (50) 
EXAMPLE 9.2. Minimize the function 
f = (Xl - 1)” + (Xl - x2j2 + (3 - 1)2 + (x4 - 1)4 + (xg - 1)” (51) 
subject to the constraints 
vl = x12x4 + sin(x, - x5) - 2 1/2 = 0, 
~2 = x2 + x34x42 - 8 - 1/2 = 0. 
(52) 
The solution is f = 0.2415 at the point defined by 
xr = 1.1661, x2 = 1.1821, x3 = 1.3802, 
x4 = 1.5060, x5 = 0.6109 
(53) 
and the related multipliers are 
A1 = - 0.8553 x 10-l, A2 = - 0.3187 x 10-l. (54) 
The nominal coordinates and multipliers chosen for starting an algorithm are 
x1 = 2, x2 = 2, x3 = 2, x4 = 2, xg = 2, 
A, = 0, A, = 0. 
(55) 
E~KWPLE 9.3. Minimize the function 
f = (Xl - 1)2 + (x1 - xJ2 + (x2 - x3)2 + (x3 - x4)4 + (x4 - x5)4 
subject to the constraints 
(56) 
y1 = x1 + x22 + x,3 - 2 - 3 2/2 = 0, 
932 = x2 - x32 + x4 + 2 - 2 -\/2 = 0, y)3 = x1x5 - 2 = 0. 
(57) 
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The solution isf = 0.7877 x 10-r at the point defined by 
.vr = 1.1911, x2 = 1.3626, x3 = 1.4728, 
x4 = 1.6350, x5 = 1.6790 
(58) 
and the related multipliers are 
A, := - 0.3882 x 10-l, A, = - 0.1672 x 10-l, 
h, = - 0.2872 x 10-3. 
(59) 
The nominal coordinates and multipliers chosen for starting an algorithm are 
x1 = 2, x2 = 2, x3 = 2, x4= 2, x5 -== 2, 
A, = 0, A, = 0, A, -= 0. 
(60) 
Experimental Conditions 
The small numbers e 1 , c2, l 3 , c4, l 5 , Q appearing in (l6), (27), (41)-(43), 
and (44-2) are chosen to be 
El = 10-16, E2 = 10-9, E3 = 10-9, 
64 = 10-12, E5 = 10-10, E6 Z 10.-3. 
(61) 
For the exact search, the upper limit N,, to the number of search iterations is 
chosen to be 
N,, = 10. (62) 
Experimental Results 
The computational results pertaining to Algorithms I-III of Section 5 are 
given in Tables I-III, where N, denotes the number of iterations for con- 
vergence and K.+ denotes the total number of evaluations of the function 
R(y) or evaluations of the vector r(y). This number is determined by the 
formula 
NI-1 
K*= 1 -G+N*+l, (63) 
i=O 
where Zi is the number of evaluations of the function R(y) or evaluations of 
the vector r(y) needed for the one-dimensional search associated with the i-th 
iteration. Equation (63) is based on an ideally written program where the 
function R(y) or its equivalent y(y) is calculated only once at a given point. 
This means that, if necessary, the function R(y) or its equivalent r(y) must 
be transferred from the main program to the search subroutine, and vice 
versa. Clearly, the number K, gives a measure of the total computational 
effort needed for convergence. 
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TABLE I 
Number of Iterations and Number of Function Evaluations 
for Convergence (Algorithm I) 
Example 
Exact search One-cycle search 
N* K* N* K* 
9.1 17 138 15 46 
9.2 20 141 39 118 
9.3 17 105 20 61 
TABLE II 
Number of Iterations and Number of Function Evaluations 






9.1 24 182 2 8 67 (2, 
9.3 33 185 48 145 
a For Example 9.2, one-cycle search, Algorithm II does not converge to the solution 
(53)-(54) but to a different solution, namely, f = 4.6025 at the point defined by the 
coordinates x1 = -1.0287, 3cr = -1.0172, xa = 1.3545, xp = 1.7603, xg = 0.4531 
and the multipliers X, = - 1.1266 and X, = -0.2301 x 10-i. 
TABLE III 
Number of Iterations and Number of Function Evaluations 






9.1 24 165 29 89 
9.2 58 336 >200 >601 
9.3 46 227 39 118 
10. CONCLUSIONS 
In this paper, the problem of extremizing a functionf(x) subject to the 
constraint q(x) = 0 is considered. Here, f is a scalar, x an n-vector, and y a 
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q-vector, where 0 < q < n. This constrained problem is transformed into 
that of minimizing the unconstrained function R(x, h), where .r: and h are 
regarded as independent variables. The q-vector X is the Lagrange multiplier 
associated with the constraint and the function R(x, X) is the performance 
index measuring the cumulative error in both the optimum condition and the 
constraint. The minimum R(x, A) = 0 of the performance index is sought by 
applymg quadratically convergent algorithms for unconstrained function 
minimization: the (n + q)- vector y = [x, /\I’ is the independent variable 
associated with the performance index R(y). 
Since the performance index R(y) involves the first derivatives iZ and va , 
the gradient G(y) = R,(y), w ic is employed in quadratically convergent h’ h 
algorithms, involves the second derivativesf,, and v,. . To avoid the explicit 
use of these second derivatives an efficient two-point determination of the 
gradient G(y) is developed: the (n + q)-vector G(y) is computed numerically 
through only two evaluations of the function R(y). 
Concerning the one-dimensional determination of the stepsize U, a two- 
point quasilinearization search is developed. This method requires only two 
evaluations of the function R(y), but preserves the eventual quadratic con- 
vergence of the quasilinearization method. 
Thus, the method presented here is a first-order method. For the ideal 
case of a quadratic function subject to a linear constraint, it converges to 
the solution in 71 + q iterations, at most. The total computational effort 
involved is equivalent to, at most, 3(n + q) + 1 evaluations of the function 
R(Y). 
To illustrate the method, three numerical examples are investigated. For 
each example, three quadratically convergent algorithms are employed: 
Algorithm I is representative of the class of algorithms which, at convergence, 
yields the matrix H = R;;(y); Algorithm II is representative of the class of 
algorithms which, at convergence, yields the matrix H == 0; and Algorithm III 
is a simplified algorithm or conjugate-gradient algorithm. Two terminating 
conditions for the one-dimensional search are presented: exact search and 
one-cycle search. The numerical results are given in terms of number of 
iterations and number of function evaluations for convergence (Tables 
I-III). 
In closing, the following comments are in order: (i) Algorithm I is superior 
to both Algorithm II and Algorithm III in terms of number of iterations and 
function evaluations for convergence; this characteristic is also noted in 
Refs. [l&l 11; (ii) the exact search requires less iterations for convergence 
but more function evaluations than the one-cycle search; since the number 
of function evaluations is a better measure of the total computational effort, 
the one-cycle search should be preferred; and (iii) as evidenced by Example 
9.2 in Tables II-III, the one-cycle search may not be as stable as the exact 
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search, in the sense that it may not converge to the extremum which is 
nearest to the starting nominal point. 
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