Abstract. A set of multivariate polynomials, over a field of zero or large characteristic, can be tested for algebraic independence by the well-known Jacobian criterion. For fields of other characteristic p > 0, there is no analogous characterization known. In this paper we give the first such criterion. Essentially, it boils down to a non-degeneracy condition on a lift of the Jacobian polynomial over (an unramified extension of) the ring of p-adic integers.
Introduction
Polynomials f = {f 1 , . . . , f m } ⊂ k[x 1 , . . . , x n ] are called algebraically independent over a field k, if there is no nonzero F ∈ k[y 1 , . . . , y m ] such that F (f ) = 0. Otherwise, they are algebraically dependent and F is an annihilating polynomial. Algebraic independence is a fundamental concept in commutative algebra. It is to polynomial rings what linear independence is to vector spaces. Our paper is motivated by the computational aspects of this concept.
A priori it is not clear whether, for given explicit polynomials, one can test algebraic independence effectively. But this is possible -by Gröbner bases, or, by invoking Perron's degree bound on the annihilating polynomial [Per27] and finding a possible F . Now, can this be done efficiently (i.e. in polynomial time)? It can be seen that both the above algorithmic techniques take exponential time, though the latter gives a PSPACE algorithm. Hence, a different approach is needed for a faster algorithm, and here enters Jacobi [Jac41] . The Jacobian of the polynomials f is the matrix J x (f ) := (∂ xj f i ) m×n , where ∂ xj f i = ∂f i /∂x j is the partial derivative of f i with respect to x j . It is easy to see that for m > n the f are dependent, so we always assume m ≤ n. Now, the Jacobian criterion says: The matrix is of full rank over the function field iff f are algebraically independent (assuming zero or large characteristic, see [BMS11] ). Since the rank of this matrix can be computed by its randomized evaluations [Sch80, DGW09] , we immediately get a randomized polynomial time algorithm. The only question left is -What about the 'other' prime characteristic fields? In those situations nothing like the Jacobian criterion was known. Here we propose the first such criterion that works for all prime characteristic. In this sense we make partial progress on the algebraic independence question for 'small fields' [DGW09] , but we do not yet know how to check this criterion in polynomial time. We do, however, improve the complexity of algebraic independence testing from PSPACE to NP #P . The m × m minors of the Jacobian we call Jacobian polynomials. So the criterion can be rephrased: One of the Jacobian polynomials is nonzero iff f are algebraically independent (assuming zero or large characteristic). We believe that finding a Jacobian-type polynomial that captures algebraic independence in any characteristic p > 0 is a natural question in algebra and geometry. Furthermore, Jacobian has recently found several applications in complexity theorycircuit lower bound proofs [Kal85, ASSS12] , pseudo-random objects construction [DGW09, Dvi09] , identity testing [BMS11, ASSS12] , cryptography [DGRV11] , program invariants [L'v84, Kay09] , and control theory [For91, DF92] . Thus, a suitably effective Jacobian-type criterion is desirable to make these applications work for any field. The criterion presented here is not yet effective enough, nevertheless, it is able to solve a modest case of identity testing that was left open in [BMS11] .
In this paper, the new avatar of the Jacobian polynomial is called a WittJacobian. For polynomials f = {f 1 , . . . , f n } ⊂ F p [x 1 , . . . , x n ] we simply lift the coefficients of f to the p-adic integersẐ p , to get the lifted polynomialsf ⊂ Z p [x 1 , . . . , x n ]. Now, for ≥ 1, the -th Witt-Jacobian polynomial is WJP := (f 1 · · ·f n ) p −1 −1 (x 1 · · · x n ) · det J x (f ). Hence, the Witt-Jacobian is just a suitably 'scaled-up' version of the Jacobian polynomial over the integral domainẐ p . E.g., which is also a nonzero p-adic polynomial. This shows that a Witt-Jacobian criterion cannot simply hinge on the zeroness of WJP but has to be much more subtle. Indeed, we show that the terms in WJP carry precise information about the algebraic independence of f . In particular, in the two examples above, our Witt-Jacobian criterion checks whether the coefficient of the monomial x p 1 in WJP is divisible by p (which is true in the second example, but not in the first for ≥ 2). It is the magic of abstract differentials that such a weird explicit property could be formulated at all, let alone proved.
1.1. Main results. We need some notation to properly state the results. Denote Z ≥0 by N. Let [n] := {1, . . . , n}, and the set of all r-subsets of [n] be denoted by
r , the bold-notation a I will be a short-hand for a i , i ∈ I, and we write a i for a [i] . Let k/F p be an algebraic field extension, and W(k) be the ring of Witt vectors of k (W(k) is just a 'nice' extension ofẐ p ). Define the F p -algebra A := k[x n ] and the p-adic-algebra B :
for all α ∈ N n . We could show for polynomials f r ∈ A and their p-adic lifts g r ∈ B, that if f r are algebraically dependent, then for any r variables x I , I ∈
[n] r , the p-adic
degenerate. This would have been a rather elegant criterion, if the converse did not fail (see Theorem 36). Thus, we need to look at a more complicated polynomial (and use the graded version of degeneracy).
[Witt-Jacobian polynomial] Let ∈ N, g r ∈ B, and I ∈
[n] r . We call WJP +1,I (g r ) := (g 1 · · · g r ) p −1 j∈I x j · det J x I (g r ) ∈ B the ( + 1)-th Witt-Jacobian polynomial of g r w.r.t. I.
Theorem 1 (Witt-Jacobian criterion). Let f r ∈ A be of degree at most δ ≥ 1, and fix ≥ r log p δ . Choose g r ∈ B such that ∀i ∈ [r], f i ≡ g i (mod pB).
Then, f r are algebraically independent over k if and only if there exists I ∈
[n] r such that WJP +1,I (g r ) is not ( + 1)-degenerate.
If p > δ r , this theorem subsumes the Jacobian criterion (choose = 0). In computational situations we are given f r ∈ A, say, explicitly. Of course, we can efficiently lift them to g r ∈ B. But WJP +1,I (g r ) may have exponential sparsity (number of nonzero monomials), even for = 1. This makes it difficult to test the Witt-Jacobian polynomial efficiently for 2-degeneracy. While we improve the basic upper bound of PSPACE for this problem, there is some evidence that the general 2-degeneracy problem is outside the polynomial hierarchy [Men12] (Theorem 40).
Theorem 2 (Upper bound). Given arithmetic circuits C r computing in A, the problem of testing algebraic independence of polynomials C r is in the class NP #P .
We are in a better shape when WJP +1,I (g r ) is relatively sparse, which happens, for instance, when f r have 'sub-logarithmic' sparsity. This case can be applied to the question of blackbox identity testing : We are given an arithmetic circuit C ∈ F p [x n ] via a blackbox, and we need to decide whether C = 0. Blackbox access means that we can only evaluate C over field extensions of F p . Hence, blackbox identity testing boils down to efficiently constructing a hitting-set H ⊂ F n p such that any nonzero C (in our circuit family) has an a ∈ H with C(a) = 0. Designing efficient hitting-sets is an outstanding open problem in complexity theory, see [SS95, Sax09, SY10, ASSS12] and the references therein. We apply the WittJacobian criterion to the following case of identity testing.
Theorem 3 (Hitting-set). Let f m ∈ A be s-sparse polynomials of degree ≤ δ, transcendence degree ≤ r, and assume s, δ, r ≥ 1.
An interesting parameter setting is r = O(1) and s = O(log d/r 2 log(δr log d)). In other words, we have an efficient hitting-set, when f m have constant transcendence degree and sub-logarithmic sparsity. This is new, though, for zero and large characteristic, a much better result is in [BMS11] (thanks to the classical Jacobian).
1.2. Our approach. Here we sketch the ideas for proving Theorem 1, without going into the definitions and technicalities (those come later in plenty). The central tool in the proof is the de Rham-Witt complex which was invented by Illusie, for F p -ringed topoi, in the seminal work [Ill79] . While it is fundamental for several cohomology theories for schemes in characteristic p > 0 (see the beautiful survey [Ill94] ), we focus here on its algebraic strengths only. We will see that it is just the right machinery, though quite heavy, to churn a criterion. We lift a polynomial f ∈ A to a more 'geometric' ring W(A), via the . This is still an abstractly defined object, but it can be explicitly realized as a subspace of the algebra B :=
n ] (a perfection of B). Illusie defined a subalgebra E 0 ⊂ B that is 'almost' isomorphic to W(A), and could then identify a differential graded algebra
To prove Theorem 1 we consider the Witt-Jacobian differential WJ :
By studying the behavior of W Ω r A as we move from A to an extension ring, we show that WJ vanishes iff f r are algebraically dependent. The concept ofétale extension is really useful here [Mil80] . In our situation, it corresponds to a separable field extension. We try to 'force' separability, and here Perron-like Theorem 4 helps to bound . Next, we realize WJ as an element of E r . It is here where the Witt-Jacobian polynomials WJP ,I appear and satisfy: WJ = 0 iff its explicit version is in Fil E r iff WJP ,I is -degenerate for all I. The idea in Theorem 2 is that, by the Witt-Jacobian criterion, the given polynomials are algebraically independent iff some WJP +1,I has some monomial x α whose coefficient is not divisible by p min{vp(α), }+1 . An NP machine can 'guess' I and α, while computing the coefficient is harder. We do the latter following an idea of [KS11] by evaluating the exponentially large sum in an interpolation formula using a #P-oracle. In this part the isomorphism between W +1 (F p t ) and the handier Galois ring G +1,t [Rag69, Wan03] allows to evaluate WJP +1,I .
The main idea in Theorem 3 is that non--degeneracy of WJP ,I is preserved under evaluation of the variables x [n]\I . This implies with [BMS11] that algebraically independent f r can be made r-variate efficiently without affecting the zeroness of C(f r ). The existence of the claimed hitting-sets follows easily from [Sch80] .
1.3. Organization. In §2 we introduce all necessary preliminaries about algebraic independence and transcendence degree ( §2.1), derivations, differentials and the de Rham complex ( §2.2), separability ( §2.3), the ring of Witt vectors ( §2.4) and the de Rham-Witt complex ( §2.5 and §2.6). To warm up the concept of differentials we discuss the classical Jacobian criterion in a 'modern' language in §3.
Our main results are contained in §4. In §4.1 we define the Witt-Jacobian differential and prove the abstract Witt-Jacobian criterion, and in §4.2 we derive its explicit version Theorem 1. In §5 and §6 we prove Theorems 2 resp. 3. To save space we have skipped several worthy references and moved some proofs to Appendix A.
Preliminaries
Unless stated otherwise, a ring in this paper is commutative with unity. For integers r ≤ n, we write [r, n] := {r, r + 1, . . . , n}.
2.1. Algebraic independence and transcendence degree. Let k be a field and let A be a k-algebra. Elements a r ∈ A are called algebraically independent over k if F (a r ) = 0 for all nonzero polynomials F ∈ k[y r ]. For a subset S ⊆ A, the transcendence degree of S over k is defined as trdeg k (S) := sup{#T | T ⊆ S finite and algebraically independent over k}. For an integral domain A we have trdeg k (A) = trdeg k (Q(A)), where Q(A) denotes the quotient field of A. Now let k[x] = k[x n ] be a polynomial ring over k. We have the following effective criterion for testing algebraic independence, which is stronger than the classical Perron's bound [Per27] . We prove it in §A.2 using [Kem96, Corollary 1.8].
Theorem 4 (Degree bound). Let k be a field, f n ∈ k[x] be algebraically independent, and set
2.2. Differentials and the de Rham complex. Let R be a ring and let A be an R-algebra. The module of Kähler differentials of A over R, denoted by Ω 1 A/R , is the A-module generated by the set of symbols {da | a ∈ A} subject to the relations
for all r, s ∈ R and a, b ∈ A. The map d :
A/R be the r-th exterior power over A. The universal
and hence defines a complex of R-modules
A/R → · · · called the de Rham complex of A over R. This complex also has an R-algebra structure with the exterior product. The Kähler differentials satisfy the following properties, which make it convenient to study algebra extensions.
Lemma 5 (Base change). Let R be a ring, let A and R be R-algebras. Then A := R ⊗ R A is an R -algebra and, for all r ≥ 0, there is an A -module isomorphism
Lemma 6 (Localization). Let R be a ring, let A be an R-algebra and let B = S −1 A for some multiplicatively closed set S ⊂ A. Then there is a B-module isomorphism
For r = 1 these lemmas are proved in [Eis95] as Propositions 16.4 and 16.9, respectively, and for r ≥ 2 they follow from [Eis95, Proposition A2.2 b].
The Jacobian emerges quite naturally in this setting.
r , we use the notation j∈I dx j :
m×n . For
r , we write x I := (x j1 , . . . , x jr ) and
m×r . A standard computation shows
where the sum runs over all I ∈
[n] r , which implies the following relationship between the Jacobian differential and the rank of the Jacobian matrix.
is called separable if it has no multiple roots in k. If f is irreducible, then it is separable if and only if ∂ x f = 0, which is always the case in characteristic zero. If char(k) = p > 0, then f is separable if and 
2.4. The ring of Witt vectors. The Witt ring was defined in [Wit36] . For its precise definition and basic properties we also refer to [Lan84, Ser79, Haz78] .
Fix a prime p and a ring A. As a set, the ring W(A) of (p-typical) Witt vectors of A (or Witt ring for short) is defined as A
N . An element a ∈ W(A) is written (a 0 , a 1 , . . . ) and is called a Witt vector with coordinates a i ∈ A. The ring structure of W(A) is given by universal polynomials
for all a, b ∈ W(A). The first few terms are S 0 = x 0 + y 0 , P 0 = x 0 y 0 ,
The additive and multiplicative identity elements of W(A) are (0, 0, 0, . . . ) and (1, 0, 0, . . . ), respectively. The ring structure is uniquely determined by a universal property, which we refrain from stating. If p is invertible in A, then W(A) is isomorphic to A N with componentwise operations. The projection W (A) of W(A) to the first ≥ 1 coordinates is a ring with the same rules for addition and multiplication as for W(A), which is called the ring of 
is called Verschiebung (shift). For , r ≥ 1, we have exact sequences
The Verschiebung also induces additive maps V :
We are only interested in the case where A has characteristic p. The most basic example is the prime field A = F p , for which W(F p ) is the ringẐ p of p-adic integers. More generally, the Witt ring W(F p t ) of a finite field F p t is the ring of integersẐ
The Frobenius further induces endomorphisms on W (A). An F p -algebra A is called perfect, if F is an automorphism. In this case, the induced endomorphism F on W(A) is an automorphism as well.
Let
where R is an F p -algebra, and let f =
Then, in W +1 (A), we have the sum over i ∈ N s and
Proof. Note that the RHS w of (2) is a well-defined element of W(A), because
Since V F = F V = p, we see that this is equal to F w. The injectivity of F implies
2.5. The de Rham-Witt complex. For this section we refer to [Ill79] . Let R be a ring. Recall that a differential graded R-algebra (R-dga for short) is a graded
such that M is graded skew-commutative, i.e., ab = (−1 
[Ill79] constructs for any 
Proof. Proposition I.1.14 of [Ill79] states this for anétale morphism K → L, which means flat and unramified. A vector space over a field is immediately flat, and a finite separable field extension is unramified by definition (see e.g. [Mil80] ).
Remark 15. The proofs in [Ill79] show that the isomorphisms of Lemmas 12 -14 are in fact isomorphisms of VDR's with appropriately defined VDR-structures.
According to [Ill79, Théorème I.2.17], the morphism of projective systems of rings R F = F R : W • (A) → W •−1 (A) uniquely extends to a morphism of projective systems of graded algebras F : and Ω
where the sum is over all I ∈ for , r ≥ 0, and hence obtain a projective system E • of dga's E := E / Fil E, R : E +1 E .
Theorem 17 (Explicit forms). The system E • is a VDR, isomorphic to
as VDR's. In particular, the Verschiebung restricts to the Verschiebung of W • (A), so it coincides with the map V defined above.
Lemma 18 ([Ill79, Corollaire I.2.13]). Multiplication with p in E induces for all ≥ 0 a well-defined injective map m p : E → E +1 with m p • R = p.
The classical Jacobian criterion
Consider a polynomial ring k[x] = k[x n ]. In this section we characterize the zeroness of the Jacobian differential which, combined with Lemma 8, gives a criterion on the Jacobian matrix. The proofs for this section can be found in §A.3.
Theorem 19 (Jacobian criterion -abstract). Let f r ∈ k[x] be polynomials. Assume that k(x) is a separable extension of k(f r ). Then, f r are algebraically independent over k if and only if 
The Witt-Jacobian criterion
This we prove in two steps. First, an abstract criterion (zeroness of a differential). Second, an explicit criterion (degeneracy of a p-adic polynomial).
4.1. The Witt-Jacobian differential.
Definition 21. Let A be an F p -algebra, a r ∈ A, and ≥ 1. We call WJ ,A (a r ) :
Lemma 22. Let L/k be a finitely generated field extension and let
Since L is finitely generated over a perfect field, it has a separating transcendence basis {a 1 , . . . , a s } ⊂ L. This means that L is a finite separable extension of K := k(a s ). Since A := k[a s ] is isomorphic to a polynomial ring over k, we have W Ω 
insep is a power of char(K), and equals 1 iff L/K is separable.
Lemma 25 (Non-zeroness). If f r ∈ A are algebraically independent, then we have
Proof. It suffices to consider the case = e + 1, where e := log 
qn−1 is a unit in W (L). Now assume for the sake of contradiction that WJ ,L (f ) = 0. We want to show inductively for j = 0, . . . , n − 1 that the induced map 0 for all a j+1 , . . . , a n ∈ K j . To prove this claim for j = 0, we first show that, for R : 
By the Leibniz rule, we
by Lemma 16. This shows Ψ(ω) = 0, so Ψ is zero. Lemmas 13 and 14 imply that the map Ψ 0 is zero, proving the claim for j = 0. Now let j ≥ 1 and let
with a j+1 , . . . , a n ∈ K j . Since
, we may assume by Lemma 10 that
. . , c n ∈ K j−1 , and α j+1 , . . . , α n ≥ 0. Let ω ∈ W m Ω n Kj be a lift of ω for m sufficiently large (say m = 2 ). As above, we deduce
, and by the Leibniz rule, we can write
by Lemma 16. This shows Ψ j (ω) = 0, finishing the proof of the claim.
For j = n − 1 and a n = x Theorem 27 (Witt-Jacobian criterion -abstract). Let f r ∈ A be of degree at most δ ≥ 1 and fix > r log p δ . Then, f r are algebraically independent over k if and only if WJ ,A (f r ) = 0.
r by Theorem 4. The assertion follows from Lemmas 24 and 25.
4.2. The Witt-Jacobian polynomial. We adopt the notations and assumptions of §2.6. In particular, k/F p is an algebraic extension,
In the following, we will use these identifications.
Lemma 28 (Realizing Teichmüller). Let f ∈ A and let g ∈ B such that f ≡ g (mod pB). Let ≥ 0 and let τ :
Proof. Write g = s i=1 c i x αi , where c i ∈ W(k) and α i ∈ N n . By assumption, we
. By Lemma 37, we obtain
As in the proof of Lemma 10, this implies
Since k is perfect, F is an automorphism of W(k), so this is well-defined. Denoting m i := c i x αi ∈ B, and using τ V = V τ and τ ([x i ]) = x i , we conclude
Note that the intermediate expression F − g ∈ C need not be an element of E 0 .
The algebra C is graded in a natural way by G := N[p −1 ] n . The homogeneous elements of C of degree β ∈ G are of the form cx β for some c ∈ K. This grading extends to Ω C by defining ω ∈ Ω r C to be homogeneous of degree β ∈ G if its coordinates in (3) are. We denote the homogeneous part of ω of degree β by (ω) β .
Lemma 29 (Explicit filtration [Ill79, Proposition I.2.12]). Let ≥ 0 and let β ∈ G. Define ν( + 1, β) := min max{0,
The following lemma shows how degeneracy is naturally related to ν. A proof is given in §A.4.
Lemma 30. Let ≥ 0 and let f ∈ B ⊂ E 0 . Then f is ( + 1)-degenerate if and only if the coefficient of
Lemma 31 (Zeroness vs. degeneracy). Let ≥ 0, let g r ∈ B ⊂ E 0 be polynomials,
[n]
r . This yields the unique representation
By Lemma 29, we have Fil
, and we conclude
r : WJP +1,I (g r ) is ( + 1)-degenerate, where we used Lemma 30.
Proof of Theorem 1. Using Lemmas 28 and 31, this follows from Theorem 27.
Independence testing: Proving Theorem 2
In this section, let A = k[x] be a polynomial ring over an algebraic extension k of F p . For the computational problem of algebraic independence testing, we consider k as part of the input, so we may assume that k = F p e is a finite field. The algorithm works with the truncated Witt ring W +1 (F p t ) of a small extension F p t /k. For computational purposes, we will use the fact that W +1 (F p t ) is isomorphic to the Galois ring G +1,t of characteristic p +1 and size p ( +1)t (see [Rag69, (3.5 
)]). This ring can be realized as follows. There exists a monic polynomial
, and ξ := x + (h) is a primitive (p t − 1)-th root of unity in
/(h), and ξ := x + (h) is a primitive (p t − 1)-th root of unity in G +1,t (see the proof of [Wan03, Theorem 14.8]). The ring G +1,t has a unique maximal ideal (p) and G +1,t /(p) ∼ = F p t . Furthermore, G +1,t is a free Z/(p +1 )-module with basis 1, ξ, . . . , ξ t−1 , so that any a ∈ F p t can be lifted coordinate-wise to a ∈ G +1,t satisfying a ≡ a (mod p). To map elements of k to F p t efficiently, we use [Len91] .
For detailed proofs of the following two lemmas see §A.5.
Lemma 32 (Interpolation). Let f ∈ G +1,t [z] be a polynomial of degree D < p t − 1 and let ξ ∈ G +1,t be a primitive (p t − 1)-th root of unity. Then
This exponentially large sum can be evaluated using a #P-oracle [Val79] .
can be computed in FP #P (with a single #P-oracle query).
Proof of Theorem 2. We set up some notation. Let s := size(C r ) be the size of the input circuits. Then δ := 2 s 2 is an upper bound for their degrees. Set := r log p δ and D := rδ r+1 + 1. The constants of C r lie in k = F p e , which is also given as input. Let t ≥ 1 be a multiple of e satisfying p t − 1 ≥ D n . Theorem 1 implies that the following procedure decides the algebraic independence of C r .
(1) Using non-determinism, guess I ∈ (2) Determine G +1,t and ξ as follows. Using non-determinism, guess a monic degree-t polynomial h ∈ Z/(p +1 ) [x] . Check that h divides x
(mod p) is irreducible and ξ := x + (h) has order p t − 1 (for the last test, also guess a prime factorization of p t − 1), otherwise reject. Set ξ := x + (f ). (3) By lifting the constants of C r from k to G +1,t , compute circuits C r over
, then reject, otherwise accept. In step (2), the irreducibility of h can be tested efficiently by checking whether gcd(h, x p i − x) = 1 for i ≤ t/2 (see [Wan03, Theorem 10 .1]). For the order test verify ξ j = 1 for all maximal divisors j of p t − 1 (using its prime factorization). The lifting in step (3) can be done as described in the beginning of the section. To obtain C in polynomial time, we use [BS83] and [Ber84] for computing partial derivatives and the determinant, and repeated squaring for the high power.
We have deg(C) ≤ rδ(p − 1) + r + r(δ − 1) ≤ rδ r+1 < D, so the Kronecker substitution in step (4) preserves terms. Since deg
#P by Lemma 33. Altogether we get an NP #P -algorithm.
Identity testing: Proving Theorem 3
The aim of this section is to construct an efficiently computable hitting-set for poly-degree circuits involving input polynomials of constant transcendence degree and small sparsity, which works in any characteristic. It will involve sparse PIT techniques and our Witt-Jacobian criterion. We use some lemmas from §A.6.
As before, we consider a polynomial ring A = k[x] over an algebraic extension k of F p . Furthermore, we set R := W(k) and B := R[x]. For a prime q and an integer a we denote by a q the unique integer 0 ≤ b < q such that a ≡ b (mod q). Finally, for a polynomial f we denote by sp(f ) its sparsity.
Lemma 34 (Variable reduction). Let f r ∈ A be polynomials of sparsity at most s ≥ 1 and degree at most δ ≥ 1. Assume that f r , x [r+1,n] are algebraically independent. Let D := rδ r+1 + 1 and let S ⊆ k be of size |S| = n 2 (2δrs)
Then there exist c ∈ S and a prime 2 ≤ q ≤ n 2 (2δrs)
Proof. Let g i ∈ B be obtained from f i by lifting each coefficient, so that g i is s-sparse and f i ≡ g i (mod pB). Theorem 1 implies that with := r log p δ the polynomial g := WJP +1,[n] (g r , x [r+1,n] ) ∈ B is not ( + 1)-degenerate. We have
since the Jacobian matrix J x (g r , x [r+1,n] ) is block-triangular with the lower right block being the (n − r) × (n − r) identity matrix. Define
Then g = (x r+1 · · · x n ) p g , and g is not ( + 1)-degenerate by Lemma 44. Furthermore, we have deg(g ) ≤ rδ(p − 1) + r + r(δ − 1) ≤ rδ r+1 < D and
By Lemma 42, there exist c ∈ S and a prime q ≤ n 2 (2δrs) (x r , c) , . . . , f r (x r , c) are algebraically independent over k.
For an index set
. . , a n ) → (a i1 , . . . , a in ). We now restate, in more detail, and prove Theorem 3.
Theorem 35 (Hitting-set). Let f m ∈ A be s-sparse, of degree at most δ, having transcendence degree at most r, and assume s, δ, r ≥ 1. Let C ∈ k[y m ] such that the degree of C(f m ) is bounded by d. Define the subset
of k n , where S 1 , S 2 ⊆ k are arbitrary subsets of size d + 1 and n 2 (2δrs) Proof. We may assume that f r are algebraically independent over k There exists 
Discussion
In this paper we generalized the Jacobian criterion for algebraic independence to any characteristic. The new criterion raises several questions. The most important one from the computational point of view: Can the degeneracy condition in Theorem 1 be efficiently tested? The hardness result for the general degeneracy problem shows that an affirmative answer to that question must exploit the special structure of WJP. Anyhow, for constant or logarithmic p an efficient algorithm for this problem is conceivable.
In §6, we used the explicit Witt-Jacobian criterion to construct faithful homomorphisms which are useful for testing polynomial identities. However, the complexity of this method is exponential in the sparsity of the given polynomials. Can we exploit the special form of the WJP to improve the complexity bound? Or, can we prove a criterion involving only the Jacobian polynomial (which in this case is sparse)? (See an attempt in Theorem 36.)
Proof. Fix ∈ N such that p is at least the degree ofĴ x I (g r ). Consider the differential form γ : As in the proof of Lemma 28, we first make V [f ] ≤ +1 explicit. Let g ∈ B such that f ≡ g (mod pB), and write g = s i=1 c i x αi , where c i ∈ W(k) and
Finally, we can apply τ :
+1 E r . Now we continue to calculate γ much like in Lemma 31. The formula
r . This yields
and this representation is unique.
As in the proof of Lemma 31 we conclude
r :Ĵ x I (g r ) is ( + 1)-degenerate, where we used Lemma 30. Since our is large enough, this is finally equivalent to the degeneracy ofĴ x I (g r ). This finishes the proof of one direction.
The converse is false, because if we fix f 1 := x
. This is clearly degenerate, but f 1 , f 2 are algebraically independent. A.2. Proofs for Section 2. For a polynomial f in some polynomial ring k[x n ] and a vector w ∈ N n , the weighted-degree is defined as
For the following proof we need to define a map µ w :
that extracts the highest weighted-degree part. I.e. for f ∈ k[x] of weighted-degree δ, µ w (f ) is the sum of the weighted-degree-δ terms in f . E.g. µ (1,3) (2x 2 1 + 3x 2 ) = 3x 2 . Note that µ w (f ) = 0 iff f = 0.
Theorem 4 (restated). Let k be a field, f n ∈ k[x] be algebraically independent, and set δ i := deg(f i ) for i ∈ [n]. Then [k(x n ) : k(f n )] ≤ δ 1 · · · δ n . Proof. Define for each i ∈ [n] the homogenization g i := z δi · f i (x/z) ∈ k[z, x] of f i with respect to degree δ i .
Firstly, z, g n are algebraically independent over k. Otherwise, there is an irreducible polynomial H ∈ k[y [0,n] ] such that H(z, g n ) = 0. Evaluation at z = 1 yields H(1, f n ) = 0. The algebraic independence of f n implies H(1, y n ) = 0, hence (y 0 − 1)|H(y [0,n] ) by the Gauss Lemma. This contradicts the irreducibility of H.
Thus, d := [k(z, x n ) : k(z, g n )] is finite. We will now compare it with [k(x n ) : k(f n )] =: d. Denote the vector spaces k(z, x n ) over k(z, g n ) by V , and k(x n ) over k(f n ) by V. Each of these vector spaces admits a finite basis consisting of monomials in x n only. Now we use the notation of §2.5 and consider a function field L := k(x n ) over a perfect field k.
Lemma 16 (restated). We have ker W +i Ω r L Proof. Set m := p t − 1. As in §5, we assume that G +1,t = Z/(p +1 )[x]/(h), where deg(h) = t, and ξ = x + (h). By Lemma 32, we have to compute a sum S := m−1 i=0 a i with a i ∈ G +1,t . Each summand a i can be computed in polynomial time, because C can be efficiently evaluated. Since the number of summands in S is exponential, we need the help of a #P-oracle to compute it.
Each a i can be written as a i = This bijection and its inverse are efficiently computable. Moreover, ι is compatible with the sum under consideration, i.e. ι(s) = m−1 i=0 ι(c i ), thus we reduced our problem to the summation of integers which are easy to compute.
To show that ι(s) can be computed in #P, we have to design a non-deterministic polynomial-time Turing machine that, given input as above, has exactly ι(s) accepting computation paths. This can be done as follows. First we branch over all integers i ∈ [0, m − 1]. In each branch i, we (deterministically) compute the integer ι(c i ) and branch again into exactly ι(c i ) computation paths that all accept. This implies that the machine has altogether m−1 i=0 ι(c i ) = ι(s) accepting computation paths.
We now state here the claims proved by Mengel [Men12] . Define the problem of -Degen as: Given a univariate arithmetic circuit computing C(x) ∈ Q p [x], test whether C(x) is -degenerate. Note that for = 1 this is the same as the identity test C(x) ≡ 0 (mod p), which can be done in randomized polynomial time (or ZPP). The situation drastically changes when > 1. Thus, if -Degen ∈ Σ i then PH ⊆ Σ i+2 .
