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Abst rac t - -The  generalized Sobolev space H~(R ~) is defined as a generalization of the usual 
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1. INTRODUCTION 
Wavelets involving (i-distributions and orthogonal with respect o the Sobolev space H s (R) were 
constructed by Walter [1]: see also, [2,3]. Walter gave a multiresolution analysis for the Sobolev 
space H -~ in which the inner product is defined by 
(f, g) = ] (u) 1) (u) (u 2 + 1)-~ du, s e R.  
oo 
He defined the space V0 as follows, 
V0 = {f E H- l :  suppy e Z}, 
where it turns out that 
oo  
f (t) = ~ ak(i (t - k), ak e t 2 (z), 
k=- -oo  
is an element of V0 and a multiresolution analysis for H -s is given by 
• . . cV_~cYocV~c. . . cV~c. . .H  -~.  
He obtained an orthonormal basis for V0, and also for the orthogonal complement W0,~ of V0 in V1, 
called wavelets. A more general treatment of wavelets in the Sobolev space H-S(R) has been 
given by [4]. 
The author expresses his sincere thanks to the referees for their valuable comments. The work was supported by 
CSIR (New Delhi), Grant No. 25 (0103)/99/EMRII. 
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In this paper, the generalized Sobolev space Hw~(Rn), where w is a weight function, consisting 
of Beurling-Bjhrck ultradistributions [5,6] is defined as a generalization of the classical Sobolev 
space H~(R=), and the generalized Sobolev space H~(R =) [7,8]. A multiresolution analysis for 
H~ is developed. The dilation subspaces Vj, j = 0, 1, 2, . . . ,  of H~ are defined and wavelets are 
constructed. The present work improves ome of the results announced in [9]. 
~2 n 2. THE WEIGHTED SOBOLEV SPACE H~(R ) 
Let w(~) = ~(1~1) be a real valued, continuous, increasing, and concave function on R such 
that, 
(i) 
(ii) 
(iii) 
o _< ~ (¢ + ,,) _< ,.,., (¢) +,,.., ( , ) ,  (2.1) 
f ~ ~(t) i ~-t2 dt < c~, (2.2) 
w(~) >__ a + blog (1 ÷ [¢1), (2.3) 
for some real number a and a positive real number b. 
The Bj6rck-space S~(R ~) is defined to be the set of all complex-valued C~¢-functions ¢ on R ~, 
such that both of the following hold 
[l¢ll~,k = sup :~(~)Dk¢ (x) < oc, 
x 
VkEN0,  V~->0, (2.4) 
and 
II¢[I,,k = s~p e"'~(¢)Dk¢ (~) < oo, V k e No, V U > 0. (2.5) 
Then, F[S~] = S~, where F denotes the Fourier transform. The dual of S~ is denoted by S'~, the 
elements of which are called ultradistributions. We may refer to [6] for its various properties. 
We note that for w(x) = log(1 + [xl), S~(R n) = S(R'~), the Schwartz space [3], for w(x) = 
el~ld,0 < d < 1, S~(R ~) = Sd(R~), the Gevrey sequence space [10]. 
We also recall the definition of the test function space D~. The space D~ consists of all 
¢ E LI(R'~), such that ¢ has compact support and 
=/a~ q~ (~) e~(¢) d~ < co. (2.6) I1¢]1~ 
Now, let w be a continuous positive function on R n with the following properties. There exist 
> 0 and C, D, E > 0, such that, for all ~, ~/E R '~, t E R, Itl < 1, 
w (¢) ___ ce  ~(~), w (¢ + 7) < D [~ (¢) + ~ (~)], ~ (t¢) < E~ (¢). (2.7) 
Then, the generalized Sobolev space H~(R ~) is defined to be the space of all ultradistributions 
f E S~, such that, 
f ro ] (~) 2 ~ (~) d~ < ~.  (2.8) 
An inner product on H~(R ~) is defined by 
(f' g)~' = (27v)-'~/m, / (u) ~ (u)w (u) du. (2.9) 
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Ilfll~ = (2~)-"/2 (/R /(u) 2w(u) du) ~/2 (2.10) 
When w(u) = (1 + lu12)s/2;H~(1%) = HS(R n) (Sobolev space) and for w(u) = e ~(~) ,  then, 
we have H~(R ~) = H~(R ~) (Pahk and Kang space [7]). For w(u) = k(u) • K~, we have 
H~ = S~,k(Bjhrck space [6]). If we assume that w(u) = log(1 + [ul) and w(u) = k(u), a 
temperate weight function, then, H~ = B2,k, which is the space investigated by Hhrmander [11]. 
Following standard method [7], it can be proved that D~ (1%) is dense in H~ (R). 
Now, we give an example of an ultradistribution i H~(R ~) which does not belong to the 
Sobolev space HS(R'~), for every s • R. Set 
g(x)=Ea~(a) (x -a ) ,  aaEC.  (2.11) 
Suppose that, for each E > 0, there is a constant C~ > 0, such that 
]a~l < C~EI~I (a!) -1/~ , 0 < d < 1. 
Then, from [12, p. 118], we have 
kO(~)] = ~a~e~<_ D~exp [~l~ld], 
for every E > 0 and suitable constant De. Therefore, g(x) E H~(R n) where, 
(~) = I~:1 ~ , 0 < d < 1, and w (~) = exp [ -~ '  I~1 d] , o < ~ < ~'. 
Clearly, g(x) ~ HS(R~), for every s • 1% because it is not a tempered istribution. 
3. MULTIRESOLUTION ANALYSIS OF HWw(R) 
An MRA (multiresolution analysis) of H~(R) consists of a sequence {Vj},jez , of closed sub- 
spaces of H~(R), such that, 
v~ c yj+l, v j e z, (3.1) 
U yj = H~ (R), (3.2) 
jEZ 
N Vj = {0}. (3.3) 
jEz 
There exists ¢ • H~(R) such that 2J/2¢(2Jx - k), j, k • Z form an orthonormal basis of Vj. 
The following general result analogous to that of Bastin and Laubin [4], provides conditions for 
existence of such an ultradistribution ¢ E H~. 
THEOREM 3.1. Let ¢ e H~(R) and j E Z, then, the ultradistributions 2J/2¢(2Jx - k), k C Z, 
are orthonormal in H~ (It) if and onIy if 
oo 
Z (25 (u + 2k.)) ~ (u + 2k.) 2 w = 1, (3.4) 
k=- -oo  
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almost everywhere. Moreover, we edso have 
(2-J.) <_ (~ (~))-~/~. 
PROOF. Since ¢ E H~(R), 
s~ (~) = 
(3.5) 
holds then, 
Moreover, if 
oo 
U Vj = H~ (R). (3.9) 
j~ - -oo  
(i) there exist A and c~, such that 
? ¢ (~) ~ e ~(~) du < A, 
oo 
where c~b < 1 or aa > 0 with a, b as in (2.3), or if 
(ii) 
~R L~' (-~-;'~)J ~ 0, as j ~ -o0, 
then, 
oo 
N vj = {o}. 
j~ - -oo  
(3.10) 
(3.11) 
(3.12) 
oo 
~(2J (u+2k. ) )  ~(u+2k. )  2, 
converges almost everywhere, belongs to Lloc (R), and is 27r-periodic. Hence, we have, for all g E Z, 
s~ (~) e-"- du = ~ ~ (2J (~ + 2k~)) + 
k=--OO 
2 
= f~(2 J~)  4(~) e-" 'd~ 
from which the assertion follows. 
THEOREM 3.2. Assume that the ultradistributions 
Cj,k (x) = 2J/2¢ (2ix - k), j, k e Z, (3.6) 
are orthonormal in H~(R). Let Pj be the orthogonal projection from H~(R) onto 
5 = >¢J,~ : k e z<, 
then, for every h E HwW(R), we have 
1 h(u) 2 ~ (2_Ju) 2 du) = (3.7) J-~lim (llPjh[]2~ - ~-~ £ [w(u)] ~ 0. 
If, in addition, the density condition, 
lim ¢ (2-Ju) l = [w (u)] -W2 , (3.8) 
j--*oo 
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PROOI~. 
(i) To prove (3.9) assume that h C Dw(R). Then, by definition of P~, 
liP, hilL= ~ I<,,+,~>.~1 = 2-, ~: i. ~':-'""= ,=-= = 4~ , : -=  w (~,) h (~,) $ (2-J~,) . 
Since h and ¢ belong to H~, we can write 
f ~, (~1 h (~1 ~ (2-Ju) e '~-~" ~, 
2-J27r 
l ei2-Jku 
,,I0 p=-oo 
Using the Parseval formula in L2(0, 2J27r), we can write 
1 f'~-'2= ~ 27rp) 2 I IPjhl l~=~ ,o ,=_ ~0 (u + 2J2~p) h (~ + 2J2~v) ~ (2-m + d= 
lk l[  = 2"-'~ w (u) w (u+2J27rq) h (u) ¢ (2-Ju)h (u+2J27rq) 7 (2-Ju+27rq) du 
q=--¢x~ c~ 
1 ~o 
+ ~ f~ I~,(~)l ~~ (~-~) ~1 ~(~)~ 
=T1 + T2 (say). 
(3.i3) 
Now, using the estimates of q~ given by (3.5), and w given by (2.7) with (2.3), and the fact 
that h e S~ (R), we have 
F 1 ~ [~@)]l/2[~@+2J2~q)] 1/~ h¢~) hI~+2J2~q)ld~ ITll < ~ 
F _ 2---~EC 2 e(1/2)~(~)e (1/2)~(~+2~2=q) h(u) ]t(u+2J2rrq) du q#0 c¢  
/5 -- - -  q~#O j --p'b p! < 27rl C2 o¢ e -2p'" (1 + lu]) -pb (1 + [u + 2 27rql ) du (V p, > 0) 
F C2 ~ " + '~  + u2) -(1/2)vb u 2J27rq)2 -O/2)p'b <~-~x~_.,e -~p p) (1 ( (1+ + ) du. q#0 c¢ 
Now, applying the bound 
x ,yER 
and choosing p = 4/b and p, = 2/b, we get 
1 F d~ [TI] < C' Z 1 + (2JTrq) 2 (1 + u 2) q#0 c~ 
<_ CU2 -2j  ---.¢. O, as j ---, c¢. 
Next, we show that the term T2 approximates to [IPjhll~. For, let h e H~(R) and X C D~(R); 
then, using inequality 
ilf q _gll2_<(l+~)liflI2+ /1 +1)  itgll2, V~>O, 
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I,~.~ll~ - ~/~ t~ (~)1 ~ ~ (~)' ~ (~- '~) : ~ 
<(1 +c)],Pjx,]2+ (1+ 1)],pj (h-X)"~ 
1 
2. (1 + ~) /R [w (u)]: I~ (u)l 2 4 (2 -#~) ~ du 
1 ~ (~)2 ~ (2-~) ~ ~u + 2~E /R [W (qA)] 2 (U) -- )~ 
1 6 (2 -~)  ~ + ((1+ ~) ~ / [~ (~)]~ ,~(~), = ~ 
1 ~(~ +~) /~I~(~)l'l~(u)J ~ ~(,-,~) '~)  
1 + ( (1 -4 -1 ) , ,h -xH~+~/R[w(u) ] '  /z (u) -- )~ (u) 2 ¢(2-5u)2d, ) .  
Now, choosing E at first small enough, then, choosing X to approximate h and finally, letting 
j --~ oo and using (3.5), we arrive at the desired approximation. This proves (3.7). 
Next, assume that (3.8) holds. Then, for every h E H~,(R), as j -~ oo 
IJSh - hll~ = tlhll~ - liPjhll~ 
= ~/R  [~ (~)]2 ~(~)2 ~(2_j~) = du-HPjhil~ ~0 by (3.13). 
This completes the proof of (3.9). 
(ii) To prove (3.12) we need to show that for every h e D~(R) C S~(R), Pjh converges to zero in 
Hw~(R) as j ~ -co. Using Schwartz inequality, Theorem 3.1, assumption (3.8), and the property 
(2.3). from (3.13) we have, 
oo 
q~--O¢ 
2T: oow(u) h(u) 8(2-Ju) w(u+2J2crq) ]r(u+2J27rq)2 
q=- -o¢  
1 ~- :  w I t [E  ( ) ]1 /2  < - - (u) h(u)¢~ (2-Ju) Ce-'%(¢+2'2~rq) 1+(u + 2J2zrq) 2 - -  du 
-- 2~ L q (3.14) 
< 2--; f_~ ~ (~) ~ (~) 8 (2-J~) 1 ~ 
- 1 + (u + 2J2~rq) ~
/7 < c,,2-~n _~ ~ (~) h (~) ~ (2-~)[ a~ 
(if j < -1, by [4, p. 485]). 
Wavelets in a Generalized Sobolev Space 829 
<-C"V~e-'/'(") (/?o~ (14 [2-Ju[)-~b[w(u)] ` h(')l' d') /`' (3.15) 
(/2 ):" < D2,-b (25 + i.i) -"b (1 + - I ) -"  (1 + . ' ) - '  d. 
(L )" <_ D2 j'b [u[ -'~b (1 + I.I) -2b (1 + u 2)-2 du ~ O, as j --, -c~, 
provided ab < 1. Moreover, using property (2.3), the second integral in (3.15) can be estimated 
by 
du < (1 + I~1) -b' '- '  [w (u)]' ]~ (u) e -~2-~(u) [w (u)] 2 I£ (u) 2 _ du 
2 
__< e -~a2-' [w (~)12 h (~) d~ --, O, as j --, -~ ,  
provided aa > 0. 
Moreover, (3.14) can also be estimated as follows, 
F )I 2 -j/2 W (u) 2-JU du J - -OO 
""" (/2 (o ', (. (/2 ).. 
< sap \~ ~-2--~'.) ] IlhIV [1¢11~ -~ 0, as j -~ --o~, 
by assumption on w. 
From the proof of the aforesaid theorem, we derive an interesting property of the scaling 
function ¢. 
THEOREM 3.3. Let ¢ be a scaling function of the H~-  multiresoIution anMysis and assume that 
¢(~) is continuous at O. Then, ¢ (0) = 1. In particular, if ¢ C Lx (R), then, 
f2¢  d~ = 1. (x) (3.16) 
PROOF. Let Pj denote the orthogonal projection onto V 5 and let h be a fixed nonzero function 
in L2(R), such that supp h C [-1, 1]. Then, from (3.13), we have 
= - -  w (~) w (~ + 2J2nq) h (~) q] (2-J~) ]~ (~ + 2J2~'q) ¢ (2-J~ + 2zrq) d~ 
27r 1 
q#O 
(3.17) 
: : ~(~) ~ ~ (~.-J~) ~ d~. 
+ f_ :  (~' (:))~ 
As j --~ c~ the left-hand side of (3.17) tends to [Ih]]~ (as Vj are dense), while the first term of the 
right-hand side tends to zero and the second term tends to ]q~(0)[ 2 []h][~. This gives [¢(0)] 2 = 1. 
The last part of the theorem follows from the continuity of the Fourier transform. 
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4. AN ORTHONORMAL BASIS  FOR V0 
As in the case of H -~ the dilation map (D~¢)(x) = aV2¢(ax) is not an isometry of H~ into 
H~ with respect o the norm (2.10) hence, we modify the norm (2.10) to the following 
_ 1 du) 1/2 
:, > o. (4.1) 
The results of the previous ections can be shown to hold, for [] [[~,~ norm in place of II H~. 
Following the technique of Walter [10], an orthonormal basis for Vo is constructed. Let ¢ e Vo, 
so that 
OO 
¢ (x) = ~ ~g (~ - k), ~k c e ~ (z) ,  (4.21 
where g C S~ such that, 0 ¢ O(u) e L2(R, wdu). Then, 
1 i_ ~ (b(u) 2eiukw 6ok = (¢, Ck)~,~ = ~ oo (Au) du 
(4.3) 
where 6ok is the Fourier coefficient of the function in {}, which belongs to L2(0, 2~r). Hence, it 
must to equal to its Fourier series in L2-sense. Therefore, 
E I ~ (u + 21rn) 2 w (A (u + 2~n)) V" ~ _-ink = ~ t, ok~ = 1. 
n k 
(4.4) 
This implies ,that [¢(u)l <_ (w(Au)) -1/2. 
Now, on taking Fourier transform, (4.2) gives ¢(u) = ~k ake-'Ukg(u) • Hence, 4p(u)/~(u) is a 
2It-periodic function. Therefore, from (4.4) we have 
1 : ~ q~ (~ + 2~)  = I~ (~ + 2~n)l -' I~ (~ 4- 2~n)l ~ w (~, (~ + 2~-n)) 
n 
O~(u) 2 2~rn)l 2 (A(u+2~rn)) = ~(~) ~10(~+~ ~ 
(4.5) 
Since ~ (u) ~ 0, V u E R and w (u) > 0 by our assumption, we get 
OO 
W,~- -  CX) 
a.e., u e [0, 21r]. (4.6) 
Therefore, (4.5) yields 
¢(u) 2='O(u)12(~'O(u+27rn)12w(A(u+2rcn))) -1 (4.7) 
The positive square root is one solution. We denote this solution by q~(u, A). Thus, 
-1/2 
(4.s) 
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where mo(u, ~) defines the filter, 
mo(u,),) = IO(u+27rn)12w(A(u+2~rn)) 
n~- -oo  
(4.9) 
This filter is bounded and 2zr-periodic. Since mo(u,A) < C~ ~/2 and g(x) c H~, it follows that 
¢(~, ~) e H~. 
The general solution of (4.7) can be obtained by multiplying by a unimodular periodic function. 
If ¢ e L°°(R) is 2It-periodic with I¢(u)l = 1 a.e., and if tO is defined by ~(u) = ¢(u)¢(u), then, 
ocy0. 
Using orthonormality condition (3.4), definition (4.9), and 2r-periodicity of m0 (u, A), we have 
the following theorem. 
THEOREM 4.1. For ¢(x, s) given by (4.8), {¢(x -  n, A)} is an orthonormal basis of Vo with the 
inner product ( , )~A"  If ~ C L°°(R) is 2re-periodic function with ]a(u)[ = 1, a.e., and ff to is 
defined by O(u, A) = ~(u)¢(u, A), then, {O(x - n, A)} is an orthonormal basis of Vo. 
PROOV. Let f E V0 and 
(f (x), ¢ (x - k))~,~ = 0, k e Z. 
Then, we have 
F 0 = ] (u) e-'~'k¢ (u,)~)w (A, u) du OO 
(4.10) 
= 2--~ (u + 2~rn) ¢ (u + 27rn, a)w (~ (u + 27rn)) e -i~'k du. 
Therefore, 0 is the Fourier coefficient of the function { }. It must be equal to its Fourier series. 
/ (~ + 2.n) ~ (~ + 2.n, ~)~ (~ (~ + 2~)) = o, 
n 
so that, 
/ (~) ~ (u, ~) I~ (~ + 2~n)l: ~ (~ (~ + 2.~))  = 0. 
Since ¢(u, A) # 0, this gives ] (u) = 0; which proves completeness. The proof of the second 
assertion follows from the above arguments. 
Again, using orthonormality condition (3.4), definition (4.9), and 27r-periodicity of mo(u, ;~), 
we can also prove the following theorem. 
THEOREM 4.2. 
[mo (u, A)I 2 q- [mo (u + 7r, A)l 2 = 1, (4.11) 
for almost all u E R. 
5. AN ORTHONORMAL BAS IS  FOR W0 
Next, we find an orthonormal basis for the orthogonal complement of Vo in V1. We denote 
this orthogonal complement by W0 with respect o the above inner product in H~. Let ¢ E Wo 
whose translates are orthonormal nd complete. In other words, we can say that 
(i) (¢, gk)~,~ = 0, k ~ Z, 
(ii) (¢, tk)~,~ = 5o,k, k E Z. 
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Following the technique used in (4.3), we can express the above equations in the following form. 
E ~ (u + 2~-n) ~ (u + 2zcn)w (,~ (u -4- 2~rn)) = 0, u e R; 
n 
(u+2~rn) w(A(u+2~rn) )= l ,  ueR.  
Since ¢ ~ V~, (~(u)/O(u/2)) is periodic with period 4~r. Both series can be simplified by sepa- 
rating the even and odd terms. Thus, 
~ ¢(u+4~rn)^'u  4~rn'w ~ ~,u+4~rn+2~r) 
~(u¥4-4~)/~)~( + / (~(~+4~n))~ -- +~(~¥4- -~¥~7~)  
~(u+4~rn+ 2zc)w(A(u+4~rn+ 2Tc))[?(u+4? + 2rr) =0, 
n ~ ~ (u + 4~rn) (A (u + 4~rn)) 
+ ~ ((u + 4~rn + 2~r) /2) 2 
Let us set 
a (u,A) = Et~ (u + 41rn)~ (u +.2rrn)w(A(u+47rn)), 
n 
and 
z = - w (A (u + 4~rn)) = T2~, > 0, 
n 
Then, the aforesaid relations yield 
(u) a ¢(u+2~r) a 
~) (~' ~) + ~ ( (G-~)  72) (~ + 2~, ~) = 0, 
and 
a.e. u e [0, 4~r] by (4.6) 
(~/2) b (~, ~) + ~ ((~ + 2~)/2) 
Solving these, we get 
la(~ + 2~, ~)l ~ 
~I~) ~= ~(~)[~b(~,~lo(o+~,~l~+La(~,~l~(~+~,~ 
The positive square root does not satisfy the first of the two equations. Hence, we take the 
solution, 
a (u + 2~r, )~) 
2 1/2 
where the high-pass filter, 
[ ] -~"  ml(u,A)=a(u+2~r,A) b(u,A) la(u+2~r,A)[2+la(u,A)l~b(u+2~r,A) , 
satisfies 
I~ (o,~)~ _~ i~(o,~)r "~ _< (~ (~))- '~ ~ ~ ~0,4~) 
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THEOREM 5.1. Let ¢(x,A) be given by (5.1). Then, {¢(x - n,A)} is an orthonormal basis for 
Wo. 
PROOF. Let f • V1 satisfy {f, gk)wA = 0, (f,¢k}~,~ = 0, V k • Z; then, for completeness, we 
need to show that f = 0. These requirements on f can be translated into 
E f (u + 27rn) 0 (u + 27rn)w (A (u + 2~n)) = 0, u C R, 
n 
] (~ + 2~n) ~ (~ + 2~)w (~ (u + 2~n)) = 0, u e R. 
n 
The 4~-periodicity of f(u)/O(u/2) and ~b(u)/O(u/2) yield, 
] (~) a (~, ~) + ] (~ + 2~) a (~ + ~,  ~) = 0, 
](~) - -¢(~)b(~)+ ] (~+2.)  ~(u+2~) b(u+2~,~)=0. 
077~) ~ ' ' 0 ((~ + 2~)/2) 0 ((~ + 2~)/2) 
Solving these two equations and invoking (5.1) and 47r-periodicity of a(u, A) we find that 
](~) [ ¢(~) 
0-  ~-75) [a(~'~)b(~+2"'~) ~(~+2~,~) 
0 )b(u,a)b(~+e~,~) [ b(~,~) O(~+~,~)  ~ b(~+2~,~)O(~,~): ' 
where 
:= r [b (U,)~)[n (u q- 27r, )~)]2 q_ [a (u,)~)]2 a (u q- 27r, ~)] 1/2 2> 0. Q (u, A) 
Since b(u, A)b(u+2~r, A) > 0 and the last term within square brackets i  positive, we have f(u) = 0. 
This implies that f = 0, almost everywhere. 
6. AN ORTHONORMAL BAS IS  FOR Wj 
We define Wj to be the orthogonal complement ofVj in Vj+I in the sense of H~. For orthogonal 
complement Wj, we begin with W0 and obtain similarly, as in (4.8), the orthonormal basis. We 
see that, for ~b C Wo, D2j~b E Wj, and 
[ID2,¢[[~, = 1[¢[]~,=, • 
Therefore, ¢ given by (5.1) has required properties with A = 2J. Consequently, the orthonormal 
basis for Wj is given by 
~'j,k (x) = 2J/2~b (2ix - k, 2-J) ,  j C N, k • Z. (6.1) 
Thus, we arrive at the following. 
THEOREM 6.1. Let ej,k, j • N, k E Z be given by (6.i) and¢o,k =Co(x -k ) ,  k•  Z, then, 
{!bj,k)j • No, k c Z is a complete orthonormal basis of H~. The results for Wj, j • No can be 
extended to negative values of j and therefore, then the multiresolution analysis of H~ b given 
by 
w oo  V~ H~ = @j=_~ j. (6.2) 
If, in definition (4.2), we assume that supp g C Z then, the multiresolution analysis of H~ is 
given by 
H~ = {5} ~j~___~¢ Wj, (6.3) 
since N~=-¢¢ Vj = {5}, the space spanned by the &distribution. 
Now, we show that certain wavelets in H~ possess oscillation property. 
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THEOREM 6.2. Let Cj,k(x) = 2~/2¢(2Jx - k, 2-J), j e No, k • Z be an orthonormal basis 
in H~(R). Assume that for some g = O, 1, 2, . . . ,  we have ~b(u, .) e C~(R) and all derivatives 
~b(S)(u, .) for s = 0, 1, 2,.. .  g are bounded on R, and 
@(~,.) _<C(l+lul) -=, forsomea>g+A+l, C>O, 
when w(u) is a temperate weight function satisfying 
Assume further that 
w(u)~Vl ( l+ lu l )  ~, A>0,  c1>0.  
F ^ ~¢ (~, .) e=U~ (4) d~ # o, 
for al lx • R and s = 0,1,2, . . . ,g.  Then, 
~ zs¢  (x,  .) = dx O. 
O0 
PROOF. Suppose that s • {0, 1, 2, . . . ,  g} is the smallest integer, such that 
/? (- i)  -s ~b (~) (0, .) = xS¢ (x, .) dx # O. 
O0 
By Taylor's formula, we have 
(~,.) = ~ ~ ~ (0,.) + R (~) = E~(~)st (0,.) + n (~), 
where the remainder R(u) satisfies, for each e > 0, there exists 5 > 0, such that 
In(~)l < sl~l ~, for M<5,  
and 
(6.4) 
(6.5) 
(6.6) 
(6.7) 
(6.8) 
(6.9) 
(6.10) 
(6.13) 
Therefore, 
F ^ ~(~) (0, .) uSe (u, .) exp (iukj2 - j )  w (u) du 
=-2-., f~  n~ (2-J.)¢ (u,.)exp (,.kyJ)~ (~)d.. 
F --' ~ 1 oo ~ (u, .)exp (iukj2 - j)  [~  ~(s) (0, .)u s + Rk (2-Ju) w (u) du = O. 
Substituting the value of ¢(2-Ju) from (6.9) into (6.12), we get 
(u(x)'¢J'k5 (x))H~ = 2---~- ~b(u)~b(2-Ju)exp(iukj2-J)w(u) du=O. 
O0 
(6.12) 
IR(u) l<D]ul  ~, fo ra l lueR.  (6.11) 
Since ¢(u, .) is not a polynomial, ¢(~)(u, .) is not identically zero. Now, choose a fixed number 
a -- k2 J, k • Z, J • No, such that ~(s)(a, .) # 0. 
For j > J, set kj = 2Ja • No. By orthogonality in H~, we have 
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Using estimates (6.4), (6.5), (6.10), and (6.11), for some 5 > 0, we get 
/_~ du 2"~! R~ (2-J~)¢ (~, .) e~p ( i~ky J )  ~ (~) 
oo 
----2J(s+l)s' / _~ Rk(~)¢(2J~,.)exp(iukj)w(2Ju)du[ 
[; <_ 2J"+~)~! cc~ ~ lel" (1 + 12J~l) -~  (1 ÷ [2Jel) ~' de (6.14) 
5 
+2CC1 .~°~ D 1~'1~ (1 ÷ 12J¢1)-° (1 + 12J~l)~' gel 
= ~!cc, L ~,-2~ (1 + 1,71) '~-~ ~ (1 + I~l) "-~' 
Since a - A - s - 1 > 0, ([~]~(1 + ]~[)~-~) E L~(R), choosing e sufficiently small and then, 
j sufficiently large, we see that the right-hand side of (6.14) tends to zero as j -* co. Since by 
assumption (6.8), ~(s)(0, .) ~ 0 letting j --* co in (6.13), we get 
f ?~(~, . )  (~) = 
eiaUw du O. 
oo 
This contradicts the hypothesis (6.6); and the theorem is proved. 
7. EXAMPLES 
EXAMPLE 1. Let g(x) = 5(x) and w(x) = e -I=1. Then, ~(u) = 1 and from (4.8), 
/ \ - i /2 
Using Poisson summation formula [1], we can write 
2A e i~ = (27r) -1 n~(  1 
n rb 
The series on the right can be evaluated as follows. Let 
e--xAt ~ int 
n 
where 
1 f2~ e-XAte - in t  dt = 1 - e -2xATr 1 
aN = ~ Jo 2~ 
Setting x = 4-1 in turn we get, 
1 - e -2ATr  
n 
Therefore, 
1 ) eiun" 
-A + in 
xA q- in" 
e ~ cosh A (u - ~r) 
1 - e 2ATr sinh ATr 
(cosh A (u - I t))  -1/2 
(~'~) = \ ~i-~-ff-~ 
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Figure 1. ~(u, 2-3). 
The inverse Fourier transform of which gives 
(, ~(x ,~)=~ ~ ) ~- r  ~+~ r -~  , ~>0.  
In this case we find that, 
cosh2A (~/2 7r) 
a (~, ~) = b (~, ~) = ~ ~ (~ (~ + 4~n)) = ~ e-~l~+~) = sinh 2Air 
n n 
Hence, from (5.1) we have 
( sinh A~r cosh Au )1/2 
(~' ~) = e-'~/~ cosh ~ (~-- 2~) cosh ~ (~ - ~) 
Some graphical representations of ¢ and ¢ are given in Figures 1-3. 
EXAMPLE 2. Let us take 
k 
m=0 
Then, from [13, p. 262], 
and ~ (x) = (1+ x ~)-1. 
In this case, we have 
t~ (u) ---- cos k u; so that g (x) e H,~. 
]1. [r 
45 
+ 27rn))] -1/2 
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Figure 2. Re¢(x, 2-3). 
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Using the formula 
E w+rrn  
r t=- -oo  
- -  = cot  ~,  
we get 
~w(A (u + 2~))  = V A-2 + (u + 2~)  2 
n n~- -OO 
Therefore, 
(u,A) = (2A) 1/2 (sinh (A - I))-1/2 (eosh (A -1) - eosu)1/2. 
A graphical representation f q~(u, A), for A = 2 a is given in Figure 4. 
Now, using the formula [13, p. 262] 
sinh (A -1 ) 
= (2A)-1 cosh (A -I) - cosu" 
F,co, x,= r, 
m=0 
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Figure 4. ~(u, 23). 
and taking inverse Fourier transform, we get 
¢(x,A) = (2~r) -1 (2Acot h (A-1))1/2 E (-1/2)r (cosh(a-1))-rS(x+2m-r). 
r! r=O m=O 
Next, to determine ¢(u, A), we find a(u, A) and b(u, A). 
a (u,A) = E O (u T 47rn)O ( u +47rn ) w (A (u + 47rn) ) 
u 
= E c°sk (u + 47rn) cos k (2 + 2~'n) w(A (u + 47rn)) 
n 
=coskucosk(;)EW(A(u+4~rn) ) 
n 
and 
(,~ (,~ + 4~n)) cos ~ ~ 2 2[ ~w(A(u+4~n)) b(u,~) = ~ ~ (~+~) l  ~ = 
Then, from (5.1), using (6.1) we get 
(~, ~) = e-'~/2 [~ (~ (u + (2n + 1) 2~))] 1/~ 
(Ew (A (u + 4~rn))) 1/2 JEw ()~ (u + (2n + 1) 27r) + Ew (), (u + 41rn)))] 1/2" 
The derivation of ¢ (x, A) is much involved, see [3, p. 74]. 
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