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Disaster management systems This paper presents an overview of the pot ential obstacles and challenges related to
research topics such as IoT, DfPL WSNs (Wireless Sensor Networks) in IoT and disaster 
management using WSNs. This review will analyse key aspects of deploying a DfPL WSN 
in IoT scenario for disaster management.
In an IoT scenario the DfPL WSN is only collecting raw data that is forwarded to the Inter- 
net using a Compressed Sensing (CS) IoT framework or other solutions including data com- 
pression. Compressed Sensing (CS) refers to a method used to reduce the number of
samples collected in an IoT WSN. Thus it is possible to create stand-alone app lications that 
require fewer resources. There is no need to process the data in the WSN as this can be
done in the Data Analysis Network, after the data is reconstructed. This will enable a
reduced volume of data transmitted and lower power consumption for battery-operated 
nodes.
The detection of people in a disaster scenario who are simply moving and not in the pos- 
session of a ‘tracking device’ is revolutionary. The aim here is to build upon our patent- 
pended technology in order to deliver a robust ﬁeld-trial ready human detection system 
for disaster situations.
 2013 Elsevier B.V. All rights reserved.1. Introductio n
The Internet of Things (IoTs) is an emerging paradigm shaping our current understanding about the future of Internet 
where we transform physical object to smart objects which can be interlinked through IP. IoT has been emerged as one 
of the most important paradigmatic strings of thought with regards to the future state of Internet. Its signiﬁcance is de- 
scribed in terms of providing a different lens on how to link the Internet with real world’s objects. In a more comprehensive 
way, IoT transforms real world objects into smart objects and connect them through Internet. In contrast with current Inter- 
net, IoT depends on a dynamic architecture where physical objects with embedde d sensors will communi cate with an e-
infrastructu re (i.e. a cloud) to send and analyse data using the Internet Protocol. IoT envisions a future in which digital 
and physical entities can be linked, through their unique identiﬁer and by means of appropriate informat ion and communi- 
cation technologies. There are several works highlight ing notable challenges for creating a framework to enable interoper- 
ability between resources (or objects) as part of an enlarged future enterprise [43–45].
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tions using location informat ion is growing and the expectati on is to expand signiﬁcantly when IoT objects will require to
purposefull y get connected. Various indoor location-aware systems have been developed using metrics such as RSSI (Re-
ceived Signal Strength Indicator), TOA (Time of Arrival), TDOA (Time Difference of Arrival) and AOA (Angle of Arrival).
The majority of these systems are active systems where the tracked object (i.e. a person) is participating actively which 
means the person is carrying an electroni c device sending informat ion necessary to estimate the location. Indoor Device-free 
Passive Localisation (DfPL) technology uses an RSSI-based method to record variances of a measured signal where an IoT per- 
son being tracked is not carrying any electronic device that can be used to estimate the location. The system monitors the 
changes in the RSSI measure ments caused by the presence of a human body in an indoor environment. For example, it is
known that the resonance frequency of water is 2.4 GHz and the human body contains more than 70% water. Thus the hu- 
man body attenuates the wireless signal reacting as an absorber . Refs. [14–16] present various features of DfPL systems. The 
features can be classiﬁed as follows: tracking, identiﬁcation, single person detection, multi-pe rson detection and automatic 
construction of a passive radio map. The drawback of using RSSI measure ments is the fact that this type of measure ments is
very noisy. In our approach we evaluate various smoothing algorithms and the results show an improvement in detecting 
the presence of the person indoors. RSSI measureme nts are recorded in a Wireless Sensor Network (WSN) deployed using 
Java Sunspot nodes and a Base Station (Java Sunspot Developmen t kits). IoT empower s every object around us with compu- 
tational and communication capabiliti es. This can be achieved by attaching devices or sensors to objects. The network using 
Radio Frequency Identiﬁcation (RFID), infrared sensors, Global Positioning Systems (GPS), and any other information sensing 
technologie s embedde d in things or everyday items is deﬁned as IoT [22]. Wireless Sensor Networks (WSNs) are viable solu- 
tions as the objects can communicate and exchange data with people or other objects.
We outline here the use of IoT DfPL for the managemen t of disasters in ﬁrst response emergency scenarios. The IoT objects 
are equipped with Java Sunspot Nodes deploying a DfPL WSN. Data collected can be accessed and used by ﬁrst response 
teams in the case of an emergency or disaster. Our focus is to analyse the possibilit y of detecting multi-occupan cy in the 
monitored environment. Detecting human presence without the possibility of counting the number of people inside a space 
can be helpful for the emergency team. The aim is to demonst rate the use of a DfPL WSN in an IoT scenario based on existent 
protocols for emergencies or disaster situations managemen t In an IoT scenario the DfPL WSN is only collecting raw data that 
is forwarded to the Internet using a CS IoT framework or other solutions including data compression . There is no need to
process the data in the WSN as this can be done in the Data Analysis Network , after the data is reconstructed. This will enable 
a reduced volume of data transmitted and lower power consumptio n for battery-ope rated nodes. The detection of people in a
disaster scenario who are simply moving and not in the possession of a ‘tracking device’ is revolutionary. The aim here is to
build upon our patent-pended technology in order to deliver a robust ﬁeld-trial ready human detection system for disaster 
situations.
The remainder of this paper is organised as follows: Section provides an overview of device free passive localisation, Sec- 
tion 3 describe non-human factors in wireless signals, Section 4 describes WSN in IoT, while Section 5 discusses the possi- 
bility of deployin g WSN for disaster managemen t. Section 6 presents passive localisation techniqu es for disaster 
managemen t. Section 7 introduces the architecture of IoT DfPL and Section 8 concludes the paper.2. Device free Passive Localisation (DfPL)
Various DfPL systems will be presented as an introduct ion to passive localisation. Various techniques such as Ultra-wide- 
band (UWB), Physical Contact, Differential Air Pressure, Computer Vision, and Device-free Passive Localisation (DfPL) have 
been used in indoor passive localisation.
Ultra-wideb and (UWB) is one of the ﬁrst techniqu es used to deploy passive localisati on systems [1]. Through-th e-wall 
surveillance or through-wa ll imaging (TWI) techniques are used to denote UWB passive systems [2–4]. This technique 
has been recently used for both static and motion detection. UWB passive localisation is considered to be an extension to
a technique called radio tomographi c imaging due to its similarity to the medical tomographi c imaging. Through-wa ll imag- 
ing refers to the ability of detecting and monitoring objects or people through buildings walls. This can be very useful to law 
enforcemen t agencies and can have many applications in military and civil scenarios [5]. UWB has the advantage of being 
able to penetrate walls. Various implementations of UWB technique have been proposed . A UWB system has the following 
two main components : transmitters and receivers. Short pulses are sent by a pulse generator via a horn antenna [6]. The 
receivers wait and monitor echoes from various objects or people. TileTrack represents a low cost two-dimensi onal location 
estimation system based on physical contact [7]. Changes in the capacitance between transmitting and receiving electrodes 
(plate electrode s or wire electrodes) are monitored. The system is based on nine ﬂoor tiles with one transmitting electrode 
for each tile. Each tile is 60 cm by 60 cm square-shaped made from thick chip-board with thin steel coating. The prototype 
used to deploy the TileTrack technique has a square tracking area with a size of 3  3 tiles. AirBus estimates location based 
on indoors airﬂow disruption caused by human movement [8]. An air pressure sensor is placed within the central heating,
ventilation, and air condition ing (HVAC) unit. The sensor detects pressure variations. AirBus can correctly identify an open or
closed door 80% of the cases with HVAC in operation and 68% with HVAC unit switched on.
Computer vision can be considered as a DfPL system because the tracked people are not carrying any electronic devices or
tags. The EasyLiving project [9] is a computer vision based system which aims to transform any environment in a smart 
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location, monitoring people’s behaviour and many others. The system architecture consists of three PCs (Personal Comput- 
ers) and two sets of colour cameras. Each camera is connected to one PC, while the third PC is used for running the person 
tracker algorithms. Video processing algorithms are used to separate and track people. The system was tested with a max- 
imum of three people in the environment. The possibility of obstructions depends on the behaviou r and the number of
persons.
The Device-free Passive Localisation (DfPL) [10–13] is based on monitoring the variances of the signal strength in a wire- 
less network. The human body contains about 70% water and it is known that waters resonance frequenc y is 2.4 GHz. The 
frequency of the most common wireless networks is 2.4 GHZ, thus the human body behaves as an absorber attenuating the 
wireless signal [2,5,14–17]. This technique is the focus of our research and the remainder of the paper is based on DfPL using 
Wireless Sensor Networks (WSNs).3. Non-human factors which affect wireless signals 
Errors in location estimation can be caused by many factors. Various error sources such as multipath, non-line-of-sig ht
(NLOS), interferences and shadowin g effects have been identiﬁed in [40]. These can affect RSSI localisation systems. Other 
error sources that were found to affect systems based on radio frequency technologies are clock synchronisation, multipath,
variable atmospheric conditions, differences in the conducting and reﬂecting properties of materials, direction of antennas,
geometry, possible attacks, unavailability of base stations. This section will discuss some of the most common source of er- 
rors in the radio frequency-based localisation systems.
NLOS is radio transmission using a path that is obstructed, usually due to a physical object and could affect a location 
estimation [41]. The best example here is GPS which is based on the line-of-sight (LOS) with the satellites. Permanent avail- 
ability of the line-of-sight is ideal, but due to many factors this cannot be achieved. Thus, measure ments errors will affect the 
accuracy and precision of the localisation system. However, dead-reck oning, has been used successfully with GPS and other 
technologie s to improve the accuracy when exact measure ments are temporary unavailable. Location estimation using dead 
reckoning is based on previous information about the location of the tracked device, direction and speed. Indoors, Wi-Fi- 
based systems for example, could be affected by the NLOS. NLOS is usually caused by a low amplitude of the signal trans- 
mitted between two terminals or the signal is completely blocked by obstacles, known as occlusion. Due to a very low ampli- 
tude the signal cannot be differentiated from the background noise. Thus, the system’s accuracy and precision will decrease .
Multipath refers to a transmitted signal that arrives at a receiver by two or more paths [42]. This is caused by the obstacle 
that might exist in an environment. The multipath effect can cause distortion s of the amplitude and phase of the signal. In
the case of NLOS, the probability of multipath increases. This is usually a common problem faced in most cases by radio 
waves in indoor environments. Indoors, multipath is present due to reﬂections, diffractions, scatterin g from walls, ceilings,
or ﬂoor surfaces. Multipath is avoided by considering only the strongest signal that arrives at the receiver. However, this does 
not take into account the path of the signal, thus it is likely that the strongest signal does not arrive at the receiver on the 
shortest path.
If the case of two terminals with Wi-Fi capabilities, one mobile and the second one placed in a ﬁxed location, the ampli- 
tude of the signal strength decrease s with the increase of the distance between the two terminals [8]. Signal strength atten- 
uation has been used as a technique to estimate distance between two terminals. However, indoors, signal strength 
measureme nts used with other location estimation techniques might be affected due to signal attenuation caused by obsta- 
cles such as walls, furniture , or human presence. Attenuat ion is one of the main reasons of NLOS where LOS is a requiremen t.
In wireless communications , the concept of fading represents a deviation of the attenuation. It can be caused by multipath 
propagation or by shadowing from various obstacles. Both scattering and reﬂection occur and overlap. The main factor that 
differentiate s them is the size of the particle. Scattering appears for particles smaller than the light wavelength, and reﬂec-
tion for larger particles.4. WSN and IoT 
IoT offers the possibilit y of connecting trillion of things through the Internet using a single open standard interface such 
as IP (Internet Protocol). Internet of Things (IoTs) also known as Web of Things (WoT) is a concept where everyday devices –
home appliances, sensors, monitoring devices – can be accessed through the internet using well known technologie s such as
URLs and HTTP requests [18,19]. There are still open issues regarding ﬁve IP-WSN (Internet Protocol Wireless Sensor Net- 
work) features in an IoT scenario: IPv6 Adaptation, Mobility, WEB Enablement , Time Synchronisa tion and Security. Ref.
[20] presents SNAIL (Sensor Networks for an All-IP World) which integrates four important features: mobility, web develop- 
ment, time synchron isation and security with a complete IP architecture adapted to WSN. The standard dedicated IP stack 
needs to be adapted to low-proces sing-power microprocesso rs such as the ones found in WSNs. Mobility is one important 
characterist ic of a WSN. A protocol that supports high speed communication on nodes and route optimisatio n is required.
WEB Enablement offers simple access to things using a web browser. Global time synchronisation between things is neces- 
sary if the things are in different parts of the world. In the WSNs case the security needs to be both lightweight and robust.
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6LoWPAN) is a mobility managemen t protocol that was introduced in [20]. Two cases are shown. Firstly, when movement 
of Mobile Node (MN) is detected a partner node preconﬁgures a future handover. In the second case, the partner node that 
detects MNs movement it sends a preconﬁguration message with all the information about MN to a candidat e foreign agent 
(FA) which stores the details of MN. WSN are considered as one of the key elements of IoT due to the possibilit y of embed- 
ding mobile transceivers into everyday items. This enables a new form of communi cation where people can interact with 
things and things can interact with each other. However, WSN technology is still under research. Many researchers focus 
on routing protocols, network architecture, access protocols and indoor channel models [21]. Any improvem ent means an
increase in communicati on speed, reliability and security of WSNs in IoT scenarios.
Ref. [22] discusses the complexity of IoT referring to characteristics of complex networks. The later structure of IoT is
composed of sensing layer, transport layer and application layer. Various network architectures are discussed such as inde- 
pendent network, hybrid network and access point network. An independent network uses a single gateway between a WSN 
and Internet. The drawback is the possibility of a gateway failure which will disconnect the WSN from the Internet. The sec- 
ond and third architectur e ensure a more robust network and the choice between them depends on the applicati on require- 
ments. In the hybrid network case a number of selected nodes have access to the Internet and behave as gateways. The last 
architecture is inspired from the current WLAN (Wireless Area Local Network) where nodes can access Internet in one hop 
through multiple gateways.
Ref. [23] presents an IoT Gateway prototype based on Zigbee and GPRS (General Packet Radio Service) protocols. Cur- 
rently the DfPL WSN is deployed as an ad hoc network with no connection to the Internet. Thus there is a need to develop 
the communicati on protocols between the WSN and the Internet, to convert different sensor network protocols and to verify 
the functionality of the entire system. A key aspect of using IoT Gateway is to identify the necessar y elements to inter-con- 
nect different sensor networks with traditional communication networks . Three layers are required in order to deploy appli- 
cations using an IoT WSN. These are the perception layer, transmission layer and application layer. The perception layer 
contains WSN DfPL nodes which collect signal strength measurements from the interlink ed objects. In the transmis sion layer 
the system aims to send the data using traditional broadband networks , WiFi or any other means of communi cation over 
longer distances. The application layer runs data processing algorithms and services dependent on application requiremen ts.
An IoT Gateway system requires data forwarding, protocol conversion, managemen t and control, and software. Data for- 
warding is necessary in order to correctly transfer data from WSNs to other communication networks. Thus, the conversion 
between various protocols must be done. An IoT system should also offer managemen t and control over the WSN. Manage- 
ment and control functions could be used to change various system parameters. In order to take advantage of an IoT Gateway 
system, personali sed software for each component and layer must be developed. Many different sensors and technologie s
both wired and wireless have already been deployed over the years. Deploying new network infrastructures from scratch 
would be difﬁcult [24], thus a very important challenge is to develop a framewor k that can integrate existent networks with 
new infrastructures. An IoT Gateway system can cope with direct communication between different standards through the 
protocol conversion module. However the current trend is to use an all-IP infrastructu re that will provide any network infra- 
structure with connectivity to the Internet. Thus this will allow the interconnec tion of smart objects with a network interface 
in an IoT infrastructure where every device has its own IP. Other challenges in IoT scenario are the scalability, privacy, secu- 
rity, big volumes of data, fault tolerance and in the case of battery-o perated objects, the power consumptio n.
The IoT WSN needs to be scalable to a large number of objects and people. Privacy and security are necessary for appli- 
cations that use billing information for example. Even though the amount of data exchanged by objects through the embed- 
ded sensors is not large, over all due to the large number of objects and the frequency of transmission the infrastructu re
needs to deal with big volumes of data. Another problem in an IoT scenario is the need of redundan cy in several levels 
and automatic adaptation to changes in order to achieve a robust communicati on. A large number of smart objects are bat- 
tery-operated , thus a critical aspect in this case is the power consump tion. Ref. [24] presents an overview of existent solu- 
tions for deploying WSNs in an IoT scenario. There are Non-IP solutions such as Zigbee, Z-Wave, INSTEON and Waveins, IP- 
based solutions using IPv6 without the need of gateways or proxies, and high level and middlew are solutions.
Data compression ratio, a very important aspect in IoT, is discussed in [25]. Due to the large number of sensors, an IoT 
scenario deals with big volumes of data. There are three main problems that must be solved: resolution, sensitivity, and reli- 
ability. Compressed Sensing (CS) refers to the method used to reduce the number of samples collected in an IoT WSN. Thus it
is possible to create stand-alone applications that require fewer resources. A CS framewor k using a cluster-spars e recon- 
struction algorithm focuses on network data compress ion with an accurate data reconstructi on and a long network life 
[6]. The CS IoT framework contains three components: Data Acquisition Networks, Internet Network and Data Analysis Net- 
work. The Data Acquisiti on Network manages collection, compression and forwarding the data to the Internet Network,
while the Data Analysis Network reconstructs the data with minimum distortions.5. Disaster managem ent using WSN 
CodeBlue represents a software infrastructu re that addresses existent challenges in WSN deployment [26]. CodeBlue inte- 
grates wireless sensor nodes and other devices with a wireless network interface (e.g., wireless vital sing monitors) into a
system for disaster managemen t which can provide valuable informat ion to emergency responders. Deploying and testing 
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ical data, security and tracking device location. The solutions to cope with these issues are explained in more detail in [26].
The system has a ﬂexible naming scheme, robust routing framework, authenticati on and encryption, connection establish- 
ment and handoff, RF-based location tracking, ﬁltering and aggregat ion modules.
Ref. [27] analyses the usage of WSN in order to secure important infrastructu res and manage disasters in USA based on
the features deﬁned by The National Security Telecommuni cations Security Converge nce Task Force report for The Na- 
tional Security and Emergency Preparedness (NS/EP) of the USA. It is shown that WSN cannot meet all the requiremen ts,
thus a more complex network infrastructu re is required. The requiremen ts for sensor networks are: enhanced priority 
treatment, prevention of corruption of data or unauthorised access, service robustness, interconnectio n and interoperab il- 
ity with government or private systems, mobility, management of high capacity communicati on services, voice and data 
routing protocols, consistent and precise performance. Researchers have been focusing on WSN routing protocols that of- 
fer power consump tion optimisation. In order to test and calibrate WSN ofﬂine, an independen t network with its own ser- 
vice and security mechanisms is required. It has been found that wireless sensor networks meet the following 
requiremen ts: mobility, service robustnes s, Web Services protocols for interconnec tivity and interoperab ility of the sen- 
sors with other systems.
Ref. [28] uses location aware distributed sensor networks in order to deploy a natural disaster managemen t system. The 
availability of location informat ion as part of the system installation process is a necessity. This requiremen t is important in
order to discover optimal routing paths that can achieve maximum lifetime of the system. There are many researchers that 
focus on the deploym ent of distributed sensor networks that monitor unreachable or hostile areas. The system uses a clus- 
tering approach where membership of a node is set to one or more heads based on the proximity. Each cluster head ﬁnds the 
shortest path to transmit data to the base station. The system also considers the case when one of the heads is not available 
anymore due to a power supply problem or other faults. Head rotation is the method used to balance load between heads or
to appoint a new head. Both location information and clustering approach are important in order to minimise the hop count 
which reduces energy consumptio n.
Refs. [29–31] present a Wireless Sensor Network Protocol for Disaster Managem ent (WSNPDM) and respectively analyse 
the performance of this protocol compared to LEACH clustering protocol. WSNPDM is a clustering algorithm developed in
order to overcome deﬁciencies in communicati on between rescuers and survivors in a disaster scenario. Current communi- 
cation systems can cope with disaster condition s as long as the communicati on is not completely interrupted. WSNPDM can 
be deployed for rescue purposes in the case of communications in an existent cellular network being complete ly interrupted.
The protocol considers collapsed base stations and can convey data to the nearest base station available. They use the fol- 
lowing as performance factors: average energy dissipation, system lifetime, data delivery rate and number of live nodes.6. Passive localisation techniques in disaster management 
Ref. [32] discusses perception techniqu es for ﬁre scenarios, urban or industria l. The system detects smoke and tracks per- 
sons using cameras. It is implemented based on the AWARE platform. AWARE focuses on ﬁre detection scenarios and has the 
following elements : ground wireless sensor network (GSN) with temperature, humidity, smoke sensors, unmanned aerial 
vehicles (UAVs), and the body area network (BAN) with hearth rate, temperature , and oxygen saturatio n monitors [33].
Ref. [32] uses computer vision with infrared detection techniques but it is difﬁcult to detect smoke as smoke does not have 
necessary features to be differentiated from background in all cases. Techniqu es such as colour detection, motion detection,
and texture detection have been used to detect smoke. The outputs of these techniques are later combined to obtain a more 
accurate smoke detection. Firemen detection is obtained by applying colour segmentation and blob segmentati on.
Refs. [34,35] introduce an Ultra-wideb and (UWB) system based on an ad hoc network that enables location estimation of
the emergency personnel in emergency or disaster scenarios. Many other systems such as infrared, ultrasound, or WLAN re- 
quire pre-insta llation. In the case of a disaster the infrastructure used by these systems might be destroyed, inoperable or
inexistent. However, the previous section discussed viable WSNs solutions for emergency and disaster situation s.
The UWB system proposed in [34,35] has four key elements: a control centre, anchor terminals, mobile terminals and 
dropped terminals . Mobile terminals are carried by the personnel and communicate with anchor terminals directly, or using 
dropped terminals in the case where the signal strengths are low. The location of the mobile nodes is obtained using the 
triangulatio n technique based on at least four reference nodes. The mobile terminals include telemetr y sensors and an alarm 
button. The anchor nodes are generally installed on emergency vehicles, are equipped with differential GPS, and are used as
reference nodes for the mobile nodes. After the location of a mobile node has been obtained the mobile node also becomes a
reference node. WLAN communicati on is used in order to avoid congestions or to increase the speed of the radio links. Inter- 
ferences between transmission and location estimation are reduced by using synchronised time slots. One very important 
aspect and future work is the design of routing algorithms . Due to limited data bandwidth, traditional routing protocols 
are not suitable for the proposed system. The system uses an anycast routing protocol having the routing information in- 
cluded in the packets header.
To the best of our knowledge, IoT or/and disaster managemen t implementati ons for other localisation systems presente d
in Section 1 such as Physical Contact, Differential Air Pressure, and Device-free Passive Localisat ion (DfPL) have not been 
developed.
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This project focuses on deploying a DfPL system on top of a Wireless Sensor Network (WSN). The ﬁrst step towards imple- 
menting such a system is ﬁltering data using a selected smoothing algorithm, SavitzkyGolay smoothing ﬁlter in this case. The 
ﬁltered data is fed to traditional classiﬁers (e.g. Naive Bayes or TreeBagg er) in order to detect people’s presence. The next step 
is using classiﬁed data, timestamps and links affected as parameters in a decision making algorithm that will detect the pres- 
ence of people in the monitored environment. Such an environment is presente d in Fig. 1. Four Java Sunspot nodes were 
placed randomly in a room of size 3.6 m by 3.4 m. Fig. 2 shows the effect that a person has upon the wireless communication.
In the case of four nodes we collect data from 12 links as each node in the network uses a bidirectional connectio n with 
every other neighbour node. Multiple collection threads, more than one base station, or transmis sion on multiple channels 
improve the collection speed in case of congestions.
Fig. 3 shows the architectur e of an IoT DfPL system which records RSSI measure ments that can be used to detect if people 
are present in an environment. A protocol to parse, manipulate and process HTTP requests is implemented on a web server 
that uses traditional communicati on protocols such as TCP or UDP. This protocol works even for Reverse-HT TP (RHTTP) [36].
Thus, HTTP requests can be handled even if the protocol is running behind a ﬁrewall/NAT and data is available via a RHTTP 
gateway. There is a demo impleme ntation of a WoT included in the Sunspot Developmen t Software Development Kit (SDK).
Sensors from the Sunspot nodes can be accessed from anywhere on the internet by simply using a URL similar to the one in
Fig. 3.Fig. 1. DfPL test bed with four nodes in random locations in a room.
Fig. 2. RSSI measurements from a test bed with four nodes.
Fig. 3. IoT DfPL architecture.
Fig. 4. WSN functions implemented on spots and host.
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tween nodes, forwarded to the base station and stored on a server. Recorded data is stored in a database on the server 
and can be synchronised in the cloud. This is a viable solution for a framework used in disaster or emergency situations.
The process of detecting people in the environm ent is running on the server or on the device requesting data from the sys- 
tem. The Wireless Sensor Network (WSN) is based on four IEEE 802.14.5 Java Sun SPOT nodes and a base station deployed in
the environm ent. Fig. 4 shows all the function currently running within the proposed WSN. Time synchron isation between 
the spots and host is very important. Timestamp s are used in order to detect when an event has occurred and identify all the 
links affected by human presence . Without time synchronisati on this will not be possible. The signal strength is also 
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required for communicati on. The communication channel and transmission power can be changed using the existent 
switches. Each spot broadcas ts messages and in the same time listens for other nodes broadcas ting. Once a packet has been 
received, the receiving node formats a message by adding the following ﬁelds: address, RSSI, timestamps , battery status, and 
radio parameters. The data collection is controlle d by the base station. The base station selects the node to be read and stores 
all data in a database.
Classiﬁers (see Fig. 7) are used for motion detection [37]. Other approaches, such as Moving Average Based Detection or
Moving Variance Based Detection, can be used depending on the device processing recorded data [15]. The Naive Bayes clas- 
siﬁer has two steps: training and prediction [38]. Similar to other classiﬁcation methods in the training phase, Naive Bayes 
uses training vectors, pairs of inputs-outp uts, to estimate the parameters of probability distribution s. The prediction step 
uses unseen data and computes the posterior probabilities based on the paramete rs obtained in the training phase. The pos- 
terior probabili ties are used to classify inputs belonging to each class.
The independence assumptions allow the classiﬁer to compute the parameters for an accurate classiﬁcation using smaller 
training samples compared to other classiﬁers. This has been shown to work even for features which are not independen t of
one another. The Naive Bayes classiﬁer gives the possibilit y of using various distributions depending on features that needs 
to be identiﬁed. The following distribution s are supported : normal (Gaussian), kernel and multinomial distribut ions. The in- 
put vectors we are classifying follow a normal (Gaussian) distribut ion.
The probability model for a classiﬁer is given by:pðCjF1; . . . ; FnÞ ð1Þ
where C represents an dependent class and F1, . . . , Fn are the features variables. The Naive Bayes classiﬁer impleme nts Bayes 
theorem given by:pðCjF1; . . . ; FnÞ ¼ pðCÞpðF1; . . . ; FnjCÞpðF1; . . . ; FnÞ ð2Þwhich means that the posterior probabili ties are computed as follows:posterior ¼ prior  likelihood 
evidence 
ð3ÞOne can notice that the denominator does not depend on the class variable C, thus it is constant as the features values are 
known. In practice we only need to consider the numerator of Eq. (3) which is equivalent to the joint probability model ex- 
pressed by:pðC; F1; . . . ; FnÞ ð4Þ
The naive conditional assumptions can be used. If we consider that feature Fi is independen t of every other feature Fj
where j, i we have:pðFijC; FjÞ ¼ pðFijCÞ ð5Þ
Based on Eq. (5) the joint probability model can be written:pðC; F1; . . . ; FnÞ / pðCÞpðF1jCÞpðF2jCÞpðF3jCÞ . . . / pðCÞ
Yn
i¼1
pðFijCÞ ð6ÞBased on Eq. (6) we can now rewrite conditional distribution over the class variable C which can be expressed as:pðCjF1; . . . ; FnÞ ¼ 1pðF1; . . . ; FnÞ pðCÞ
Yn
i¼1
pðFijCÞ ð7ÞThe RSSI data to be classiﬁed is a continuo us input vector X with a Gaussian distribution. The input vector is segmented 
into classes, and then we compute the mean and the variance of X in each class C. The mean value of attribute values Xj for
which C = ci is denoted by rji and the variance (standard deviation ) of the inputs Xj for which C = ci is denoted by r2ji. The 
probabilitie s for the values in the input vector are computed as follows [39]:pðXjjC ¼ ciÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pr2ji
q e
xjlji
2r2
ji ð8ÞWe have selected one bidirectional link between nodes A and B as shown in Fig. 1. Both links are considered to be inde- 
pendent. Fig. 5 shows the raw data collected from the selected bidirectional link. Each data set contains 800 values.
The ﬁrst data set represents the training data while the second one is the test data. The nodes are broadcastin g messages 
every 200 ms. When the messages are received, Received Signal Strength Indicator (RSSI) is added and then the messages are 
forwarded to the base station. Recorded data sets are smoothed in order to ﬁlter noise. The derivative of the signal norma- 
lises the data. Fig. 6 shows the smoothing, derivative and threshold selection on one of the links. Data from the second link is
Fig. 7. Targets and predicted classes using Naive Bayes with normal (Gaussian) distribution.
Fig. 6. RSSI processing.
Fig. 5. Raw data from bidirectional link.
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tion considering the normalised data in this case was 0:2. Any other value above or below this threshold is considered an
event which will be classiﬁed as motion. The threshold is dependent on the environment.
In very noisy environm ents we need to modify this threshold. Thus a calibration depending on the level of noise in the 
environment is required. Thus, the calibration process can be considered as a drawback in a disaster scenario. However, DfPL 
can be deployed using the proposed architecture or it could be implemented on an existent WLAN infrastructu re.
G. Deak et al. / Simulation Modelling Practice and Theory 35 (2013) 86–96 95Fig. 7 represents the output from the Naive Bayes classiﬁer with a normal (Gaussian) distribution. One link is used to train 
the classiﬁers while the data recorded on the second link represents the test vector. The targets vector is obtained by ana- 
lysing the data based on the threshold chosen above. Afterwards the test data is fed to the classiﬁer and the output is com- 
pared with the targets vector. It can be noticed the data is classiﬁed into two classes: ‘No motion’ (value 1) and ‘Motion’
(value 2). The classiﬁcation output, time stamp and affected links will be used as parameters in a decision making algorithm 
to determine the people’s presence in the monitored environment.
The results showed the possibility of using classiﬁers in order to detect peoples’ presence in a DfPL system. Thus, we de- 
ploy a disaster managemen t system based on the proposed IoT DfPL architectur e. In the case of a disaster, recorded data is
used to verify if people are present in the environment and take necessar y actions. This system can be used even if the infra- 
structure has collapsed, due to data being stored in the cloud. Thus, if the system is completely unavailable, we can use the 
last stored data. In the case the system is partially affected, live measurements combined with the last complete data is used 
to determine if there is any person in the affected area.8. Conclusion 
In this paper we have presented various passive localisation systems and discussed key aspects of WSNs in IoT scenarios.
There are many disaster managemen t systems that use WSNs. However , there is no system that uses IoT (WoT) WSNs in a
disaster management scenario. Therefore, we have introduced a novel disaster management system that takes advantag e of
WSN DfPL concept. Classiﬁers and approaches such as Moving Average Based Detection or Moving Variance Based Detection 
are used for motion detection. This is an on-going work but we are conﬁdent that the proposed concept can be beneﬁcial in
terms of disaster managemen t or emergenci es.
Currently, the proposed WSN works locally in a monitored environment. Thus, in order to deploy a WSN IoT scenario we
will modify the ﬁrmware running on the spots. Further, the host PC will run as a web server that is used to access the nodes 
from anywhere in the world over the internet. Future work involves identifyin g cloud storage solutions. Cloud storage will be
used to store raw data collected from proposed WSN. Cloud computing and storage will provide data in the case that the 
proposed WSN has completely or partially collapsed during a disaster.
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