We prove that an equational class of Hilbert algebras cannot be defined by a single equation. In particular Hilbert algebras and implication algebras are not one-based. Also, we use a seminal theorem of Alfred Tarski in equational logic to characterize the set of cardinalities of all finite irredundant bases of the varieties of Hilbert algebras, implication algebras and commutative BCK algebras: all these varieties can be defined by independent bases of elements, for each > 1.
It was recalled above that the Lindenbaum-Tarski algebra associated with the propositional calculus of positive implicative logic is a Hilbert algebra. This parallels the association of classical propositional calculus with a Boolean algebra, thus motivating the introduction of Hilbert algebras. If T is a topological T 0 space, the set O (T ) of open subsets of T equipped with the operation X → Y = I (T −X )∪Y is a Hilbert algebra with the greatest element T . As a matter of fact, any Hilbert algebra can be represented as a subalgebra of an algebra of the form (O (T ) → 1). Every poset with greatest element (P ≤ 1) can be made into a Hilbert algebra (P → 1), where → = 1 if ≤ , else → = .
The simplest non-trivial Hilbert algebra is the two-element Boolean algebra {0 1}. The simplest non-Boolean Hilbert algebra should have 3 elements and it is easy to see that there are actually two non-isomorphic 3-element Hilbert algebras, which are obtained by applying the above construction to a 3-element chain and to a 3-element join semilattice which is not a chain. An algebra (A → 1) of type (2,0) is called a Hilbert algebra provided it satisfies → ( → ) = 1
(1)
→ = 1 and → = 1 imply =
These axioms imply that A is a poset with the greatest element 1 with respect to the relation ≤ defined by
If, moreover, the poset (A ≤ 1) has least element 0, then the algebra A is said to be bounded. An implication algebra is a Hilbert algebra satisfying the additional axiom ( → ) → = . Hilbert algebras and implication algebras are varieties or equational classes, that is, they can be defined by systems of equations. For Hilbert algebras this was proved by Diego himself [6, 7] , who provided the system of equations
Note that system (5)-(8) refers to algebras (A →) of type (2), but if we replace equation (6) by
we obtain a system referring to algebras (A → 1) of type (2,0), like system (1)- (3) . So the class of Hilbert algebras is equational in either variant. In this paper we show that neither Hilbert algebras nor implication algebras can be defined by a single equation. This was already known for the related class of commutative BCK algebras. We prove that each of the three classes of Hilbert algebras, implication algebras and commutative BCK algebras can be defined by an independent basis of identities, for every ≥ 2. As a by-product we obtain a new proof of the fact that Boolean algebras cannot be defined by identities in terms of the operation ∨ .
Lemma 1.
Let (A ≤ → 1) be a structure where (A ≤) is a poset and (A → 1) is an algebra of type (2, 0) Proof. The function cannot be the constant 1, hence Lemma 1 implies the identity ≤ , which is possible only for = .
Theorem 1.
If an equational class of algebras (A → 1) of type (2, 0) 
is included in the class of Hilbert algebras and does not reduce to singletons, then is not one-based.
Proof. Suppose that such a class is characterized by a single axiom, say ( 1 ) = ( 1 ). If = 1 identically, then cannot be the constant 1 because the equation 1 = 1 describes the class of all algebras of type (2 0), and cannot be a variable either, because an equation = 1 characterizes the class of all singletons. It follows that the equation ( 1 ) = 1 is fulfilled in any "constant" algebra defined by → = 1, which is contradictory, because for |A| > 1 such an algebra is not a Hilbert algebra, since it does not fulfil axiom (3) . Therefore none of the functions is a constant. If none of the functions is a variable, then since none of them is the constant 1 either, it follows that the algebras defined by → = are a model for the equation = . This is again contradictory, because an algebra defined by → = does not satisfy axiom (2) whenever |A| > 1. Therefore the unique equation is of the form, say,
where is a non-constant function. In view of properties (1) and (4), the condition ≤ → is fulfilled. Taking a non-trivial algebra A, it follows by Lemma 2 that the equation is ( 1 ) = (rightmost variable). But the function cannot be a variable, hence for |A| > 1 an algebra defined by → = provides again a contradiction.
Corollary 1.
The class of Hilbert algebras is not one-based.
Corollary 2.

The class of implication algebras is not one-based.
Another consequence is a new proof of the fact that it is not possible to obtain all the term funcions of a Boolean algebra by superpositions of the operation ∨ only, or equivalently, Boolean algebras cannot be defined as an equational class of Hilbert algebras. The precise formulation of this result needs some preparation. Recall that two algebras are said to be term equivalent provided their term functions, also called Grätzer polynomials, are the same. Two classes of algebras and are term equivalent if there exist two transformations F : −→ and G : −→ such that each algebra and its transform are term equivalent. Certain properties of equational classes, or varieties, are preserved by term equivalence. For instance, subdirectly irreducible algebras of two term equivalent varieties are the same (more exactly, they correspond to each other by the transformations F and G). This is so because the homomorphisms and hence the congruences of the two varieties are the same, and the condition of subdirect irreducibility can be given in terms of congruences. A finitely based variety is a class of algebras which can be defined by a finite set of equations. It can be proved that this property is also preserved by term equivalence. It is also known that the property of being one-based is not in general preserved by term equivalence. However this happens in the case of Boolean algebras, as was proved in the monograph by Padmanabhan and Rudeanu [11] , which we quote herein as ALBA. To be more specific, Theorem 4.9.4 in ALBA says that the variety of Boolean algebras is one-based, whatever be the type, that is, for any variety term equivalent to the conventional variety of Boolean algebras.
In particular, this provides an equational basis to explain the well-known phenomenon that Boolean algebras (or even ortholattices) cannot be made term equivalent to a variety of Hilbert algebras. In other words, one cannot construct all of the operations ∨ ∧ 0 1 of a Boolean algebra by superpositions of the operation ∨ only.
After the above negative results we are now going to prove a strong positive result: both Hilbert algebras and implication algebras can be defined by independent bases of equations, for each ≥ 2.
Lemma 3.
Suppose an algebra satisfies the identities (8) and
Let α and β be terms and a variable occurring in neither α nor β and such that
Proof. Taking := α and := β in (12), it follows that
By applying in turn (11), (13), (11) and (14), we obtain
Since the hypotheses are symmetric in α and β, we have also α = (α → β) → ((β → α) → α), whence α = β follows by (8) .
Lemma 4.
The identities (11) and
form an independent equational basis for Hilbert algebras.
Proof. First note that (11) implies (5).
Further, equation (15) is of the form
For := → and := , identity (16) takes the form
and in view of (11) this reduces to ( ) = ( ), which is (8). It follows by (5) that ( ) = ( → ) → = , therefore (16) implies ( ) → = ( ) → , which by Lemma 3 implies further that ( ) = ( ), which is (7). But (11) implies also ( → ) → = ( → ) → , which yields (6), again by Lemma 3. Summarizing, any algebra which satisfies (11) and (15) is a Hilbert algebra. Conversely, in every Hilbert algebra axioms (5) and (6) imply (11), while (15) follows from (7) and (8) . We have thus proved that system {(11), (15) } actually defines Hilbert algebras, while its independence follows by Theorem 1.
Tarski [14] has defined the equational spectrum ∇( ) of a variety as the set of those natural numbers for which can be defined by an independent basis of identities.
Theorem 2.
The equational spectrum for Hilbert algebras is ∇( ) = [2 ω).
Proof. A theorem due to Tarski [14] (cf. McNulty [10] ) says that if T is a finitely based theory such that = belongs to T for some term in which the variable occurs at least twice, then for each such that ∈ ∇(T ) it follows that [ ω) ⊆ ∇(T ). In the case of Hilbert algebras such an identity = is e.g. (5) 
Theorem 3.
The equational spectrum for implication algebras is ∇(
Proof. Denote the two sides of equation (15) by L and R. If we succeed to prove that equations (11) and
form a basis for implication algebras, the Corollary will follow exactly as in the proof of Theorem 2.
But (17) implies (15) . So the algebra defined by (11) and (17) satisfies (11) and (15), hence it is a Hilbert algebra by Lemma 4. Therefore equation (17) becomes 
Remark 1.
Theorems 2 and 3 remain valid when 1 is incorported into the signature. Indeed, it suffices to find a 2-basis for Hilbert algebras (A → 1). We claim that identities (11) and
where L = R is equation (15), form such a basis. For, like in the proof of Lemma 4, taking := → := yields ( ) = 1 → ( ), and since ( ) = , it follows that = 1 → . Therefore (18) reduces to (15) , so that (5)- (8) hold by Lemma 4. On the other hand (11) can be written in the form ( → ) → = 1 → , which implies → = 1 by Lemma 3. So identities (5), (9), (7) and (8) are fulfilled, therefore A is a Hilbert algebra. Conversely, every Hilbert algebra satisfies (11) and (15), and also (5) and (9), which imply 1 → = , so that (15) can be written in the form (18). As for implication algebras, Theorem 3 follows from Theorem 2 in exactly the same way.
An important class of algebras related to logic comprises the so-called commutative BCK algebras. There are many equivalent definitions and several names for this class; see Iorgulescu [9] . Following Yutani [15] , a commutative BCK algebra is an algebra (A →) of type (2) which satisfies the four axioms (5), (6) and
Pałasiński and Woźniakowska [12] found a basis of three axioms for the class of commutative BCK algebras and remarked that this class is not one-based, while the existence of a 2-basis remained an open problem.
Here we answer this problem in the affirmative. Not surprisingly, the equational basis and the proof techniques are very similar to the case of Hilbert algebras.
Lemma 5.
Suppose an algebra satisfies the identities (11) and (19) . Let α and β be terms and u a variable not occurring in α nor in β.
Proof. As in Lemma 3, it follows by (11) , (14), (19), (13) and (11) that
Lemma 6.
form an independent equational basis for commutative BCK algebras.
Proof. Taking := → := in (18) and using (10), we obtain
which reduces to (19), again by (11) . Similarly, identity (21) written for := becomes
which reduces to (20) by Lemma 5. Property (11) implies (5), and also ( → ) → = ( → ) → , which yields (6) by Lemma 5. So, the algebra satisfies (5), (6), (19) and (20), hence it is commutative BCK. Conversely, every commutative BCK algebra satisfies (11) by (5) and (6), and also (21) by (19) and (20). The basis is independent because there is no one-basis.
Theorem 4.
The equational spectrum for CBCK algebras is ∇( ) = [2 ω).
Proof. Similar to the proof of Theorem 2.
Concluding remarks
The plethora of algebras arising from logic has led to a systematic investigation of their equational descriptions. These algebras define various aspects of propositional logic as fragments or reducts of Boolean algebras and they come in two flavours: some having just the congruence distributive property and others with the stronger distributive and permutable congruences. While Hilbert algebras, implication algebras and commutative BCK algebras belong to the former type, the latter type includes Boolean algebras, orthomodular lattices and bounded commutative BCK algebras, which are one-based by a theorem of Padmanabhan and Quackenbush; see e.g. Cornish [5] .
In conclusion, we conjecture here that all finitely-based equational classes emanating from Boolean algebras and having congruence distributive property are 2-based. Hilbert algebras, implication algebras and commutative BCK algebras are just such examples.
