Abstract-A criterion is presented for the automatic selection of a sensor measurement aimed at observing the state of a system which is described both by discrete variables and by continuous ones. The criterion is based on the expected value of the entropy variation associated to the sensor observation. This criterion is then applied to object recognition and localization tasks, in which the observed system is characterized by the object class, represented by a discrete variable, and by the object pose, i.e., position and orientation, represented by a vector of continuous parameters. The proposed criterion also accounts for the information obtained in the case the observed object is missed by the measurement.
I. INTRODUCTION
T HE problem of automatic sensing is relevant to various fields of engineering such as, e.g., robotics, automatic control, teledetection, and biomedical analysis. To cope with the increasing complexity of the systems under observation, many proposals have been formulated concerning multisensor systems. In such systems, the sensors may behave as complementary (cooperative) or redundant (competitive) [2] . An investigation focus, which may be regarded as "orthogonal" to the above one (biased toward the quantity of the involved sensor measurements), deals with the quality of the involved sensor measurements. Within this framework, the quality of a sensor measurement is related to the residual uncertainty, i.e., a posteriori, or after the measurement about the system under observation. By means of specific examples, such as the localization of a known object, it has been observed [6] that different sensor measurements are often far from being equivalent with respect to the residual uncertainty about the object position.
This paper proposes a formalization of the problem of selecting sensor measurements characterized by minimum residual uncertainty about the state of an observed system described both by discrete variables and by continuous ones. In particular, a criterion is proposed for such a selection: this criterion can be calculated starting from 1) the current (a priori) information about the state of the observed system and 2) a Publisher Item Identifier S 1083-4419(01)02500-6.
stochastic model of the measurement process relative to the whole set of the possible sensor measurements. In the case the system under observation can be described by only continuous variables, a set of possible criteria can be defined as a function of the variance of the continuous state variables. In the case the state of the observed system is completely specified by discrete variables, a natural criterion is the entropy of the system. This paper proposes a solution to the problem of how to combine these two criteria in the case of "hybrid" systems, i.e., systems characterized by both continuous and discrete variables. The proposed criterion is applied to recognition and localization tasks: an a priori description is supposed to be available of the state of a system constituted by an object. The two uncertain variables describing the system are the object identity (or class), and the object pose and/or shape. While the pose parameters are variable within a continuous domain, the object class is supposed to be variable within a finite set. An a priori description of the system state can be derived either from a priori information (such as a robot program whose execution produces the observed state) or from previous sensor observations (such as visual ones). Given a set of possible sensor measurements, the measurement must be selected which minimizes the residual uncertainty about both the object identity and its pose.
Some early work on optimal observation appears in [16] and [17] . The approach proposed in [17] neglected the a priori information about the state of the observed system, while the method presented in [16] deals with observed systems whose state is described only by continuous variables.
The problem of the selection of minimum uncertainty sensor measurements is not a new issue in the robotics literature. For instance, some work ( [11] , [12] , [18] , [20] , [22] ) has been devoted to the placement and setting of a camera: the proposed criteria are based on constraints deriving from heuristic rules, concerning the visible length of the segments of the contours of the observed objects, or the depth of field. Actually, the relations between the parameters concerned by the above constraints and the information acquired on the observed objects is not straightforward. Ellis [10] plans paths for a tactile sensor, which must discriminate among a finite number of "interpretations": in this case the system state is described by discrete valued variables, and the criterion is based on the number of "interpretations" (i.e., of different values of the discrete state variable) that can be discriminated by a sensing path. In this approach, continuous valued variables are not taken into account, and situations in which partial discriminations are possible are not considered (they are regarded as if no discrimination is possible).
The criterion proposed in [4] is of the following form where describes the state variables to be measured, and describes the measuring variables. This criterion supports the probability variations associated to the measurement, but it does not consider the information increase associated to the measurement, i.e., the degree of concentration of probability within "few" values. For instance, suppose that is the distribution in Fig. 1 , and that and are the only two possible a posteriori distributions: while would be preferred by the criterion [4] , the distribution corresponds to less uncertainty on the value of .
In [1] a criterion based on entropy is adopted, but their recognition and localization are handled as separate problems. In Section III it is shown that recognition and localization are only partially in contrast, and a unified criterion can be constructed for both tasks, based on the global information about the system under observation, i.e., on entropy. While Kemmotsu and Kanade [23] off-line plan sensor the placement aimed at the localization of an object, Lin et al. [21] only consider the object recognition task by assuming the possible recognition hypotheses to have the same a priori probability. Zhang [13] optimally place sensors, whose output (measured) parameter coincides with the vector of state parameters. Whaite and Ferrie [3] plan exploration directions that minimize an uncertainty criterion while characterizing a super-quadric surface by means of an orientable laser range sensor. The adopted criterion is the local uncertainty about the surface position, i.e., the variance of the distance between a point on the currently estimated surface and the actual, unknown, surface. This criterion considers only part of the components of a measurement, since it relies on constant measurement accuracy over the surface.
Hybrid systems, characterized by both a discrete "context" and a set of continuous variables, are handled in [5] . The adopted criterion, which is based on entropy, concerns only information about the context of the observed system, thus neglecting the continuous variables. Hager and Mintz [8] formulate a task-directed problem. In their work both continuous variables and discrete ones are handled: the criterion for continuous variables is proportional to the mean square of the estimation error, while the criterion for a discrete-valued variable (whose value ranges in the set ) is proportional to where Pr is given by the probability that estimating as its most probable value gives a correct estimate. In the presence of an observed system whose state is described by both discrete variables and continuous ones, it is not clear how the two criteria can be combined into one.
The criterion proposed in Section II is quite general, since it can handle variable sensors and sensor accuracy, and complex observed systems characterized by both discrete variables, relative to the class of the object under observation, and continuous variables such as the position of the observed object. A criterion based on the relative entropy is proposed in Section II, and some properties are stated. In Section III the criterion is applied to recognition and localization tasks, showing that the two tasks are partially in contrast. Section IV illustrates how the criterion applies to the case in which measurements have a nonzero probability of missing the object under observation. Section V concludes the paper.
II. UNCERTAINTY CRITERION
A entropic criterion is derived for the selection of sensor measurements which minimize the residual uncertainty in the observation of hybrid systems, i.e., systems described by both continuous variables and discrete ones. Entropy has been defined for a discrete, enumerable set of states, as a measure of the information content of a probability distribution defined on that set
Pr Pr
Since the function is convex, the entropy criterion supports probability distributions, where high probabilities are concentrated at few values of the state variable . On the other hand, a probability distribution corresponding to a high dispersion of the values of is associated to a high entropy value. An impulse probability distribution, i.e., maximum information available, corresponds to null (and hence minimum) entropy; on the contrary, a uniform distribution corresponds to maximum entropy. The last expression, which will be referred to as to the discrete form of entropy, may be adopted as a criterion to be minimized while planning "optimal" sensor operations aimed at discriminating among an enumerable set of possible states. In fact, this criterion has been used in [1] while planning sensor operations for recognition tasks.
In the case of continuous state spaces, possible measures of state uncertainty are based on the covariance matrix such as, e.g., its trace or its determinant. However, when dealing with problems described by both discrete and continuous space sets, it is not clear how to combine the entropy criterion for the discrete variables together with the criterion based on the variance of the continuous variables. An instance of such hybrid problems is that of recognition and localization: in this case the goal is to acquire information about which object is under observation and where it is. References [1] and [5] handle recognition and localization as separate problems. The key point of this paper is the maximization of the information about the state of an observed system, which is described in terms of both discrete variables and by continuous ones. In the sequel a unified criterion for recognition and localization problems is derived, based on the concept of entropy. When only continuous, normally distributed variables are present, the criterion minimization reduces to the minimization of the determinant of the covariance matrix.
Let be a vector of parameters describing the state of a system under observation. The concept of entropy must be extended to the case in which the state variable is continuous. The relative entropy (see, e.g., [15] ) provides such an extension. The concept of noninformative (or iso-density) probability distribution (see, e.g., [14] ) is necessary to introduce the relative entropy. The iso-density probability distribution of a continuous variable is defined s. t. the probability that belongs to a set of values only depends on the volume of the set Not all iso-density distributions are uniform. Consider, for instance, a system consisting in a point whose position is variable within a three-dimensional (3-D) space: the system state is described by the position of the point. If this position is described by the spherical coordinates [in place of the cartesian coordinates ], then the volume element is given by , and does not coincide with the product of the differentials of the single parameters. Since it is (by differentiation of the last relation), then the iso-density distribution of the position of a point in 3-D space, represented by its spherical coordinates, is given by . A set of parameters is said to be Cartesian if the iso-density probability distribution is uniform.
The relative entropy of the parameter vector between the two probability distributions and is defined by the following expression:
The information content relative to the probability distribution on the vector parameter is defined as the relative entropy between and the iso-density distribution
Starting from a generic, nonuniform iso-density distribution defined on a parameter vector , it is always possible to obtain a uniform iso-density distribution by means of a parameter transformation such that where is a positive constant: then the following iso-density distribution is obtained:
In view of this result, we suppose that the iso-density distribution is uniform.
Our criterion is based on the difference between the a posteriori information content and the a priori one. It is supposed that the iso-density distribution is uniform, e.g., in the measure unit, which is given by the inverse of the product of the measure units of the parameters of is omitted for simplicity.
Given a state space and two probability distribution functions and defined on it, the information variation associated to the transition from to is given by (1) For instance, the entropy variation between two Gaussian distributions, with covariance matrix and respectively, defined over an -dimensional state space is given by
Recall that the determinant of a covariance matrix coincides with the square of the volume of the corresponding uncertainty ellipsoid [19] ; therefore, is given by the logarithm of the ratio between the volume of the a posteriori uncertainty ellipsoid and the volume of the a priori one. The entropy variation of two uniform distributions within two -dimensional domains, whose -dimensional measures are and , is given by This expression reduces to the previous one, if the two dimensional domains are equally shaped, and they differ with respect to scale only. In fact, in this case the determinant of the covariance matrix is proportional to the square of the domain measure.
Notice that the relative entropy function supports the concentration of high probability density in low measure sets, but not necessarily in spatially concentrated sets: while the measure in the state space is essential, the metrics in it is irrelevant to the entropy. Now we consider a general observation task. The a priori information, i.e., before the measurement, about the state of the system under observation is represented by the a priori probability distribution . The a posteriori information, i.e., after the measurement, about the state of the system can only be given if the result of the measurement is known. In this case the entropy variation associated to the transition between the a priori information and the a posteriori one can be calculated. However, since our purpose is to plan the sensor measurement, its result can not be known in advance. Therefore the criterion consists in the expected value of the relative entropy variation; since the a priori probability distribution of the possible results of the measurement can be determined, then this expected value can be calculated as a weighted sum of the relative entropy variations associated to the possible results of the measurements, where the weights are the a priori probabilities of the measurement results (2) The integral signs in this formula have to be (partially) substituted with sums if the state vector contains some discrete valued parameters.
Equation (2) has an interesting interpretation. The second term represents the a priori information, i.e., the opposite of entropy, about the state : since the criterion has to be minimized, supports the lack on a priori information about . The first term represents the entropy of the state , once the measurement result is given, averaged over the possible results . This term is low if the dispersion of the values is low, once is given. The measure is considered to be useful, according to the criterion, if the a posteriori dispersion is lower than the a priori dispersion of the values. If the a posteriori dispersion of is approximately equal to the a priori dispersion, then the measure is not considered to be useful.
Notice that, since the relative entropy of the a priori distribution does not depend on the sensor measurement to be determined, this criterion is equivalent to the expected relative entropy of the a posteriori probability distribution, i.e., an extension of the criterion used in [1] to cope with continuous parameters. However, formulating the criterion as expected variation of relative entropy between a priori and a posteriori allows us to derive interesting properties (see Theorem 1 and Corollary 2). These properties can be exploited to reduce the complexity of the minimization problem by "projecting" it from the state space onto the space of the measured parameters.
An interesting property of this criterion is summarized in the following Theorem.
Theorem 1: Given a hybrid system whose state is represented by the variables , and given a sensor measurement whose result is represented by the variable , the following equation holds:
Proof:
due to the Bayes rule. The last expression can be rewritten as Integrating the third term first in and then in , it is recognized that the first term and the third one vanish. Integrating the fourth term first in and then in , the last expression can be rewritten as which coincides with Therefore, (2) can be rewritten as follows:
This last expression may be obtained from (2) reverting the roles of and . The property allows to express the expected variation of the information content on the state variable through the measurement as the expected variation of the information content on through its "measurement" . In other words, there is a unique variation of information associated to the measurement process, which consists in relating the system state and the measure together. This result can also be interpreted as follows. The first term in (3) supports the lack of a priori information about the measurement result: if this result were perfectly known a priori, then the measurement would be totally useless. The first term, thus, supports the state-sensitivity of the measure, but it could also support the inaccuracy of the measurement. The second term in (3) requires that the measurement result be the least uncertain as possible, once the system state is given, i.e., the measurement must be accurate. If only this second term were present, then it could also support the state-insensitivity of the measure: however, this is contrasted by the first term supporting sensitivity. The accuracy, supported by the second term, contrasts with the above mentioned possibility that the first term could be associated to an inaccurate measurement of the system state. A second property of (2) can sometimes be useful in order to simplify the calculation of the criterion. We refer to those cases, in which the measurement result is independent of some of the state variables of . In this case it is shown that (2) can be simply computed as the expected relative entropy variation relative to the only variables of , which are observable from . 1 , and therefore the criterion can be evaluated by considering only the observed subvector of . This property allows to reduce the problem of minimizing the expected variation of the entropy relative to the system state to the minimization of the variation of the entropy relative to the state of the subsystem described by the only state variables which are observable from the measure output .
Though intuitive, this property can not be extended to generic criteria: in particular, when using the trace of the covariance matrix as a criterion for continuous variables, the minimization problem can not be reduced to the minimization of the trace of the covariance submatrix relative to the only variables which are observable from the sensor output.
A. Digression
The entropy-based criterion (2) is isotropic, in that it evenly weighs uncertainty along different "directions" of the state space. However, sensing is often part of a more complex task including, e.g., actuator operations. Sometimes some knowledge is available about the way state information is used to accomplish the task. In particular, let be : suppose that, according to this knowledge, uncertainty along directions of the state space should be given more importance than uncertainty along other directions . Due to the additive property of entropy [7] , In words, two terms contribute to the entropy of the state space , namely: 1) the entropy of state subspace , and 2) the entropy of the state subspace given the value of variables , averaged over the possible values of . Notice that this expression differs from the simple sum of the entropies of the two subspaces and , since the correlation between and has to be accounted for. A simple way to modify the entropic criterion, in order to weigh uncertainty along and differently, is to weigh the two terms of the above sum by means of nonunitary coefficients. This leads to a modified expression in which denotes that uncertainty along is weighted more than uncertainty along . Consequently, (2) has to be modified as In Part II of this paper, (2) will be applied to recognition and localization tasks: further discussions on the question raised in this digression will be left for future investigation.
III. CRITERION FOR LOCALIZATION AND RECOGNITION
In a recognition and localization task the state is described by the class of the object under observation, where , and by the position of the observed object. Therefore, the state vector can be decomposed into a subvector of continuous valued variables and a (single) discrete valued variable Notice that, in addition to the position of the observed object, the parameters could also describe its shape in the case only a probabilistic description of the object geometry is known a priori.
A set of sensor alternatives is given; notice that the elements of differ with respect to both the employed sensor and the different activation parameters of a sensor, e.g., the viewpoint or the focal distance for a camera, the orientation for a laser range finder. The activation parameters are collected in a vector of parameters. We suppose that an a priori probability distribution for the state variables is given, together with a measurement model associated to each sensing alternative. Let be the parameters measured by the sensor alternative . Once the result of the measurement of the parameters is given, the a priori estimate of the system state , i.e., the estimate both of the object position and orientation and of its identity , can be updated according to the Bayes' rule. These estimates are described, respectively, by the conditional probability distribution of the object position , and by the conditional probabilities of the object identities. The conditioning event is the result of the sensor measurement. In the general case it is Pr Pr Pr Pr (4)
A particular case occurs when the continuous valued variables are normally distributed. In this case we suppose that and are related by if where, in the case the object identity is (i.e., ), is normally distributed with a priori mean value and a priori covariance matrix , and is a zero-mean, normally distributed random variable independent of , with variance . The a posteriori estimates of the object position (given that the object identity is ) and their a posteriori covariance matrices are given by (see, e.g., [9] ) (5) while the a posteriori probability that the object identity is is given by Pr Pr
Before the relative entropy criterion can be applied to a system state including object position and identity, the iso-density distribution of the continuous state variables (namely, of the object position and orientation ) must be determined. It can be shown that there exists a parameterization of the position and orientation of a rigid object within the 3-D space, whose iso-density distribution is uniform. Observation: Suppose that the position and orientation of a rigid object within the 3-D space is described by the parameter vector , where , and represent the Cartesian coordinates of the object origin and , and represent the roll-pitch-yaw angles of the object reference: the parameter vector is Cartesian. In fact: Let be an oriented point, whose position/orientation is represented by the parameter vector relative to a base reference , and let be the iso-density function: the value of only depends on the relative position/orientation of with respect to . Now let be a new reference, let be the parameter vector representing the position/orientation of relative to , and let be the iso-density function referred to . The space homogeneity postulate implies that the two reference systems have to be equivalent. In particular, . Since is a probability density function, then [19] but since [2] then it is , i.e., is uniform. Let us first consider the case in which the measurement result is known. The entropy variation associated to the transition The second term represents the difference between the a posteriori and the a priori entropy of the object identity ; therefore, this term is associated to the recognition task. The first term is the difference between the a posteriori and the a priori entropy of the object position (once the object identity is given); since actually the object identity is not given, the two entropies are averaged over the probabilities of the possible object identities. This term can be associated to the localization task. As in Section II, since the result of the measurement is not known in advance, the criterion is given by the expected value of the entropy variation. This, in turn, is given by the sum of the two following components:
Pr Pr Pr Pr and Pr
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The two components, the first one associated to the recognition and the second one to the localization, will first be developed separately to show how these tasks are partially in contrast. By The recognition component refers to the probability density functions and . It requires 1) a low dispersion of the measurement result once the object identity , but not the object position , is given (second term, referring to ); and 2) a high dispersion of the measurement result once neither the object identity nor its position is given (first term, referring to ). Since is a weighted sum of the , the combination of the two requirements provides support for a high separation of the ranges of the measurement results in correspondence to the different object identities (see Fig. 2 ). This separation among the ranges associated to the different identities supports recognition.
The localization component refers to the probability density functions and . It requires 1) a high dispersion of the measurement result once the object identity , but not the object position , is given (first term, referring to ); and 2) a low dispersion of the measurement result once both the object identity and the object position are given (second term, referring to ). Since is a weighted average of the , the combination of the two requirements provides support for both a high sensitivity of the measurement result to the object position and a good accuracy of the measurement. Accuracy and sensitivity support localization.
The first term in the localization component, which is the opposite of the second term in the recognition component (namely Pr ), is relative to the dispersion of the measurement result in correspondence to the single object identities : if it is high, then the recognition is supported by the good separation of the ranges corresponding to the different object identities , but the localization can take little advantage of the measurement due to the high a priori information on once the object identity is given (i.e., because of the low sensitivity to the object position); if it is low, then the measurement result is highly sensitive to the object position , and therefore localization is supported, but recognition is made difficult because of the poor separation between the object identities. These terms, which account for the partially contrasting nature of recognition and localization, vanish in the global criterion [see (7)].
The problem of selecting the sensing measurement that maximizes the acquired information relative to recognition and localization is then Pr (7) This criterion requires 1) low dispersion of the measurement result once the whole state (i.e., both the object identity and the object position ) is given; and 2) high a priori dispersion of the measurement result (i.e., low a priori information on it). In this way it is required that the measurement acquires much information about the state . Since this criterion maximizes the information about the whole state , namely about both object identity and object position , then the effects of an optimal sensor detection on the recognition task balance the effects on the localization task.
If 1) the sensor accuracy in measuring is constant as the sensor alternative varies, and 2) only one object identity is possible, then this criterion comes down to be equivalent to the criterion used in [3] , which is based on the a priori variance of the measuring variable . When several object identities are possible, then the two criteria are not equivalent.
• Observation. If, for each possible object identity , the measurement uncertainty is nearly uniform for the difference values of the pose parameter , then the criterion can be evaluated only by integrating over the measurement variable , which is oftern scalar. In this case, even in the presence of complex observed systems, described by multidimensional state vectors, only a simple integration over a scalar variable is needed.
IV. ACCOUNTING FOR OBJECT MISSING MEASUREMENTS
The current information on both the identity and the position of the object under observation is described by means of the probabilities Pr , that the object identity is , and by the conditional probability densities of the position and orientation parameters of the object, given that its identity is .
The a priori distribution of the measurement result can be written as a weighted sum of distributions, all corresponding to the various object identities Now suppose that, given the object identity , there is a nonzero probability that the measure "misses" the object: this can occur when, e.g., an orientable range finder is aimed in such a way that its exploration line does not intersect the object surface. Once, given the identity of an observed object, the uncertainty on its position and orientation is known, then this missing probability can be expressed as a function of the sensing alternative . We indicate by the probability that the object is intercepted by the measurement. We indicate by ( ) the total probability that the object is intercepted (missed). If the object is missed, then the measurement result is supposed to assume an "end of range" value which is independent of . The distribution of the end of range value for is not supposed to overlap with any of the distributions which are relative to the case in which the object is intercepted by the sensor. In addition the distribution is supposed to be independent of , since there would be no reason for the identity of a missed object to affect the measurement result.
The expression of can be replaced by the following:
This expression is still in the form of a weighted sum of distributions.
Once not only the object identity but also its position and orientation is given, there is a probability that the measure misses the object. This probability is related to the global missing probability by
In addition, the distribution corresponding to the case in which the measure does not miss the object and the distribution are related by where , and Equation (7) can be rewritten while accounting for the missing probabilities . Let us indicate by the value of the criterion in which only the distributions relative to the nonmissing case are considered [see (9) at the bottom of the page], where If, given the object identity, the relative entropy of the measurement error (whose distribution is ) is independent of the position parameters then, due to the entropy additivity [7] , (8) and the two subsequent relations allow to derive a compact form for (7) in which the missing probabilities are taken into account.
Theorem 3: If 1) the distribution does not overlap to the distributions , then (7) can be rewritten as (10) where is given by (9) . If, in addition, 2) the term does not depend on , then can be rewritten as (11) Proof: See the Appendix. The hypothesis 2) of the theorem statement can be adopted in all the cases in which the uncertainty on the position parameters, given the object identity, is small enough to allow to linearize the relations between and in the proximity of the currently estimated value . Notice that if, for an object identity , is then the term vanishes from (10) . This can be interpreted by noting that in this case the sensor is able to perfectly separate those values of for which the object is missing from those values of for which the object is not missing; if for all identities is (9) , then there is an information increment amounting to . If one of the missing probabilities is one, e.g.,
, then the components and corresponding to the object identity disappear from .
V. CONCLUDING REMARKS
A criterion is proposed for the selection of minimum uncertainty sensor measurements. Unlike some of the previous approaches to the problem, which regard localization and recognition as separate problems, the present work proposes an information-theoretic criterion which combines the uncertainty relative to the localization with the uncertainty relative to the recognition. It has been shown, in particular, that the recognition task and the localization task are only partially in contrast. Some general properties of the criterion have also been stated, which allow to perform calculations within the space of the measurement result (which is often scalar) instead of within the multidimensional space of the state parameters.
Furthermore, the criterion accounts for the cases in which the sensor measurement misses the observed object in a quantitative way, by computing the expected information, which is extracted in such an eventuality.
APPENDIX PROOF OF THEOREM 3
The second term (indicated by II) can be rewritten as Since and do not overlap, then
II
The first term, indicated by I, can be rewritten as I Since is equal to , then the term I is given by I Subtracting the II term from the I term gives where is given by (10) . If, in addition, the term is independent of , then can be rewritten as
