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Abstract
We consider the partially identified regression model with set-identified responses, where the
estimator is the set of the least square estimators obtained for all possible choices of points
sampled from set-valued observations. We address the issue of determining the optimal
design for this case and show that, for objective functions mimicking those for several classical
optimal designs, their set-identified analogues coincide with the optimal designs for point-
identified real-valued responses.
Keywords: design, partially identified model, random convex set, regression, set-identified
response
1. Introduction
Consider the basic regression model
yi = x
>
i θ + εi , i = 1, . . . , n ,
where the design points x1, . . . , xn belong to Rr+1 called the design space, yi, i = 1, . . . , n,
are observed real-valued responses, θ is a vector of (r + 1) unknown numerical parameters,
and ε1, . . . , εn are independent identically distributed (i.i.d.) centred random variables with
variance Var(εi) = σ
2. This setting includes the classical multivariate linear model, and also
other models, like the quadratic one that appears if
yi = θ0 + θ1xi1 + θ2x
2
i1.
The basic problem in the theory of optimal design for regression models aims to identify
the locations of design points x1, . . . , xn which ensure the best properties of the unbiased
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estimator θ̂ of θ. As the objective function to minimize, one can choose, e.g., the sum of
the variances of the components of θ̂ (the criterion function for the A-optimal design) or the
largest variance of a>θ̂ over all unit vectors a (which yields the E-optimal design). Further
optimality criteria lead to a multitude of other optimal designs, see [1, 14].
In this paper we consider the situation when the possibly multivariate response y is set-
identified, so instead of observing y1, . . . , yn, the statistician is only given sets Y1, . . . , Yn that
contain the true observations. It is assumed that the specific points yi ∈ Yi are chosen by a
completely unknown selection mechanism which is not a subject to statistical modelling. In
this partially identified setting, it is not possible to come up with a single-valued estimator
for θ. We follow the approach advocated by Beresteanu and Molinari [2] who suggested
considering all possible points (selections) yi ∈ Yi, i = 1, . . . , n, fitting to them the linear
regression model in order to obtain particular (least squares) estimator θ̂ and, finally, use the
set of all estimators θ̂ obtained in this way as the estimator for the set-identified regression,
see also [13]. The most important special case arises if the observations Y1, . . . , Yn are
intervals on the line; then one talks about interval regression, see also [3, 5] for an alternative
approach based on the interval arithmetics. The main reason of having interval-identified
data are variability and uncertainty. For example, the temperature on a certain day is
typically reported by weather forecasts as an interval between the lowest and the highest
temperatures. This interval represents the variability of the temperature. In social surveys,
salaries of respondents are usually reported as intervals. Another example in the field of
oncology is the time to recurrence of a tumor. The recurrence status of a patient is assessed
by imaging techniques such as a CT scan at every visit, which is not scheduled every day
but rather every two or three months. Therefore, we only know that recurrence occurs
between two visits but not its exact time point. In this case, the data of time to recurrence
are also interval-identified. In case of several interval-identified responses, the obtained
multiple response is set-identified by a parallelepiped or its subset determined by the imposed
constraints.
In this paper, we address the issue of optimal design in the partially identified least
squares setting of [2]. The crucial issue is to properly handle the variance of the estimated
parameters; unlike the expectation, the variance of random sets is rather poorly understood,
see [12].
In Section 2 we introduce the notation used throughout the paper and recall some defini-
tions and results from random set theory. This is followed by Section 3, where we recall the
classical A-, G- and E-optimal designs with point-identified data. In Section 4, we introduce
the objective functions for the set-identified setting and prove that the corresponding optimal
designs coincide with the classical A-, G- and E-optimal design under some assumptions on
the model structure. As a corollary, we deduce that the A-, G-, and E-optimal multiresponse
designs in the multiresponse point-identified setting coincide with their classical analogues;
this extends the result of Chang [4] derived for D-optimal designs.
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2. Random convex sets and their expectation
We use ‖ · ‖ to denote the Euclidean norm. Let Sd−1 = {v ∈ Rd : ‖v‖ = 1} denote the
unit sphere in Rd. If d = 1, then the sphere consists of two points {−1, 1}. The family of
non-empty compact convex sets (also called convex bodies) in Rd is denoted by K(Rd). The
support function of K ∈ K(Rd) is defined as
s(K, v) = max
y∈K
v>y, v ∈ Sd−1,
so that s(K, v) is the signed length of the projection of K onto the line with direction v. If
K = [a, b], then s(K, 1) = b and s(K,−1) = −a.
The support function identifies uniquely the corresponding convex compact set and sat-
isfies
s(tK, v) = ts(K, v), t > 0,
s(−K, v) = s(K,−v),
s(K1 +K2, v) = s(K1, v) + s(K2, v),
where −K = {−x : x ∈ K} is the centrally symmetric set to K, and
K1 +K2 = {x+ y : x ∈ K1, y ∈ K2}
is the Minkowski sum of two convex bodies K1 and K2.
Let (Ω,F,P) be a nonatomic probability space, where all random vectors and random
sets are defined. The map Y : Ω 7→ K(Rd) is called a random convex body, if {ω ∈ Ω :
Y (ω) ∩ A 6= ∅} ∈ F for every compact set A in Rd. A random vector y in Rd is called a
selection of Y if y(ω) ∈ Y (ω) for almost all ω ∈ Ω. We denote this as y ∈ Y a.s.
We assume throughout that Y is integrably bounded, that is, ‖Y ‖ = sup{‖y‖ : y ∈ Y }
is an integrable random variable. In this case, all selections of Y are integrable and the
expectation EY is defined as the set of Ey for all selections y of Y . Equivalently, EY is
the convex body that satisfies
Es(Y , v) = s(EY , v), v ∈ Sd−1.
If Y = [yL,yU] is the interval then EY = [EyL,EyU].




E(y|x) : y ∈ Y a.s.
}
,
and then E(s(Y , v)|x) = s(E(Y |x), v) a.s.
3. Classical optimal designs in the multiresponse setting
Consider i.i.d. sample (xi, yi), i = 1, . . . , n, where yi = (yi1, . . . , yip)
> ∈ Rp designates
response and xi = (1, xi1, . . . xir)
> ∈ Rr+1 is the vector composed of explanatory variables.
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Let




1 x11 · · · x1r... ... ... ...
1 xn1 · · · xnr

be the design matrix with n rows and r+ 1 columns. Collect all the responses in the matrix




y11 · · · y1p... ... ...
yn1 · · · ynp
 .
Consider the regression model




θ01 · · · θ0p




θr1 · · · θrp

is the matrix of unknown parameters, and the matrix E = (ε>1 , . . . , ε
>
n )
> consists of i.i.d.
square integrable centred random vectors εi = (εi1, . . . εip)
> such that Cov(εij, εik) = σjk for
i = 1, . . . , n and j, k = 1, . . . , p and Cov(εij, εi′k) = 0 for i 6= i′.
Assume that the model has full rank, meaning that
Σ = X >X
is invertible. We stress that Σ depends on X . The least square estimator of Θ is
Θ̂ = Σ−1X >Y .
Then EΘ̂ = Θ and
Cov(Θ̂(j), Θ̂(k)) = σjkΣ
−1, j, k = 1, . . . , p,
where Θ̂(k) denotes the kth column of Θ̂.





where Tr(·) denotes the trace of a matrix. The A-optimal design minimizes this sum of
variances and so can be obtained by minimizing Tr(Σ−1) over all designs. Depending on the
framework, the designs mentioned here could be exact n-trial designs or approximate ones.
Note that the objective function for the A-optimality does not depend on the dimension of







where λ1, . . . , λr+1 are the eigenvalues of Σ.
The E-optimal design is chosen to minimize the variance of the least well estimated
contrast a>(Θ̂(1), . . . , Θ̂(p))
> under the constraint ‖a‖ = a>a = 1. This objective function
could be expressed as the maximum element on the diagonal of Σ−1, which is also known
as the MV-optimal designed introduced by Jacroux [7]. The E-optimality criterion can be
equivalently expressed as minimization of max(λ−11 , . . . , λ
−1
r+1).
The variance of the response at certain x ∈ {1} × Rr could be expressed as
Var(ŷ(x)) =
σ11 · · · σ1p... ... ...
σp1 · · · σpp
x>Σ−1x.
The design which minimizes the maximum of the variance of the predicted response over
an arbitrary design region I ⊂ {1} × Rr is called G-optimal. The corresponding objective
function is maxx∈I x
>Σ−1x.
4. Optimal designs for set-identified response
Assume that the response is set-identified, and the statistician observes compact convex
sets Y1, . . . , Yn in Rp, where possible responses y1, . . . , yn take their values. The explanatory
variables are assumed to be point-identified. Following [2] and given the i.i.d. data (xi, Yi)
n
i=1,
the least square estimators of the regression coefficients Θ form the family of matrices












where throughout this paper diag(·) of a vector denotes the diagonal matrix built from this








 : yi ∈ Yi
 , i = 1, . . . , n.
Denote by EX the expectation assuming that the design matrix is X . Note that Θ̂ is
a set of matrices, each of them is a least square estimator for a certain sample of responses
y1, . . . , yn arbitrarily selected from Y1, . . . , Yn. In order to define its variance, we consider
products of all matrices with a given u ∈ Sp−1; and then the support function of the obtained
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random convex set in Rr+1 in direction v from the unit sphere Sr in Rr+1. In other words,
we work with the variance
VarX s(Θ̂u, v) = EX (s(Θ̂u, v)− s(EX (Θ̂u), v))2
of the support function of Θ̂u and aim to minimize it as function of the design. Note that
Θ̂u is a random convex set in Rr+1, and its expectation is defined in Section 2.
Following the classical definitions of A-, G- and E-optimal designs, we define the objective






VarX s(Θ̂u, v) dvdu, (2)









VarX s(Θ̂u, x) du, (3)




VarX s(Θ̂u, v). (4)
Here the integrals over spheres are understood with respect to a finite rotation invariant
measure (the Haar measure) and I is a compact subset of {1} × Rr.
Example 4.1 (Univariate set-identified response). If p = 1 and Y = [yL,yU] (like in the
examples mentioned in the introduction), then Θ̂ is a family of (r+ 1)× 1 matrices, equiva-
lently, vectors in Rr+1. In this case, u = ±1 and the integrals (or maximum) with respect to
u in the objective functions reduce to the sum (or maximum) over u = ±1 of the variances
of the support function of the predicted response at v ∈ Sr.
We denote M(x) = E(Y |x = x) and m(x) = E(y|x = x), and also Mi = M(xi) and
mi = m(xi).
Theorem 4.2. Assume that
s(Y , u)− s(M(x), u) = ε(u), u ∈ Sp−1, (5)
where ε is a random function on the unit sphere that does not depend on x and satisfies
Eε(u) = 0 and Var(ε(u)) = σ2u < ∞ for all u ∈ Sp−1. Then the designs minimizing
the objective functions defined in (2) and (3) correspond to the classical A- and G-optimal
designs.
Remark 4.3. Condition (5) is a modelling assumption. In case of random intervals Y =
[yL,yU], it means that {
yL = E(yL|x)− ε(−1),
yU = E(yU|x) + ε(1),
for a centred random vector (ε(−1), ε(1)) such that
ε(1) + ε(−1) ≥ E(yL|x)− E(yU|x) a.s.
The latter condition replicates the requirement that P(yU > yL) = 1.
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Proof of Theorem 4.2. First, consider the A-optimal design. Using (1) and the additivity of
support function as function of convex bodies,




























Denote ṽi = diag(xi)Σ
−1v and





























EX (δi(u, v)δi′(u, v))dvdu.

















 : mi ∈Mi
 ,
we have




























where e is the (r + 1)-dimensional vector with all entries equal to one. Then
EX δ
2


















































i (u, v) + EX δ
2




u + 1{ṽ>i e<0}σ
2
−u + 1{ṽ>i e≥0}σ
2



























































where w = Σ−1xi/‖Σ−1xi‖ is a unit vector in Rr+1. Note that∫
Sr








where i ∈ {1, . . . , r + 1} and (Z1, . . . , Zr+1)> is multivariate standard normal.
Taking the sum on the right-hand side of (8) over j = 1, . . . , r+ 1 and noticing that this
























Since εi are centred i.i.d., we have














so that the A-optimal design minimizes
∑n



















































where λj is the jth eigenvalue of Σ.
The design minimizing this expression is exactly the A-optimal one for the case of real-
valued responses.











> is the family of all transposed matrices from Gi. Denote ξi(x) = diag(xi)Σ
−1x
and
∆i(u, x) = s(Giu, ξi(x))− s(EX (Giu), ξi(x)).
Then
VarX s(Θ̂












i (u, x)) du+
∑
i 6=j






i (u, x)) du
by the same argument as in (9). Following the derivation of (6), we get






































































































Combine (11) and (12) to see that the design minimizing fG(X ) minimizes maxx∈I x>Σ−1x,
which corresponds to the objective function of the classical G-optimal design.
Remark 4.4. The Equivalence Theorem by Kiefer and Wolfowitz [9] establishes that the
approximate design which is G-optimal is also D-optimal in the case of point-identified
univariate response. By letting I be a singleton in (11), it is immediately seen that the
classical D-optimal design minimizes VarX s(Θ̂
>x, u) for each given x.
Now consider the case of E-optimal designs.
Theorem 4.5. Assume that (5) holds with ε being a random function that does not depend
on x and satisfying Eε(u) = 0 and Var(ε(u)) = Var(ε(−u)) = σ2u < ∞ for all u ∈ Sp−1.
Then the design minimizing the objective function (4) coincides with the classical E-optimal
design.
Proof. Similarly to the case of the A-optimal design, equation (6) can be written as
EX δ
2




due to the assumption that Var(ε(u)) = Var(ε(−u)) = σ2u. The expression of variance can
be simplified by using (13) and (9), so that

















Thus, using the same approach of developing (12), the E-optimal design in the set-identified













Remark 4.6. If Y = {y} is a singleton in Rp, we are in the situation of the multiresponse
design, and (5) holds with s(Y , u) = y>u and ε(−u) = −ε(u). Then Θ̂ = {Θ̂} is a singleton,
and
VarX s(Θ̂u, v) = EX [((Θ̂− EX Θ̂)u)>v]2.
For a matrix A, ∫
Sr
((Au)>v)2 dv = cr‖Au‖2
with a constant cr depending only on dimension r and maxv∈Sr((Au)
>, v)2 = ‖Au‖2. There-
fore, the objective functions of these designs in the multiresponse setting are given by
fA(X ) = cr
∫
Sp−1
EX ‖(Θ̂− EX Θ̂)u‖2du,
fG(X ) = cp−1 max
x∈I
EX ‖(Θ̂− EX Θ̂)>x‖2,
fE(X ) = max
u∈Sp−1
EX ‖(Θ̂− EX Θ̂)u‖2.
By Theorem 4.2, the multiresponse A- and G-optimal designs coincide with their univari-
ate response analogues, the same is the case for E-optimal designs, since the condition of
Theorem 4.5 is automatically satisfied.
In the case of univariate responses, Θ̂ becomes a vector θ̂, u = ±1, and so the objective
functions fA and fG become E‖θ̂−Eθ̂‖2 and fG is the maximum of E((θ̂−Eθ̂)>x)2 (up to
dimension-dependent constants).
5. Discussion
The choice of objective functions in our setting is explained by the lack of a standard
definition of the variance for random sets, see [12]. In the set-identified multiple response
setting, the estimated parameter is a (convex) family Θ̂ of matrices, which is a convex set
in dimension (r + 1) × p. Then s(Θ̂u, v) can be interpreted as the support function of Θ̂
in direction u ⊗ v understood in the tensor space Rp × Rr+1. Then fA(X ) corresponds
to the expectation of the squared L2 distance between the support functions of Θ̂ and its
expectation, see [16] for a study of this distance between convex sets. Hence, the A-optimal
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design aims to minimize the expected square distance between Θ̂ and its expectation. The
E-optimal design minimizes the L∞ distance between the variance of the support function
and zero, which is the support function of the origin. In case of the objective function (3)
for the G-optimal design, the metric is mixed — the L2 distance for one component of the
tensor product Rp × Rr+1 and the L∞ distance for the other one.
In the classic linear univariate response setting with normal errors, the D-optimal design
minimizes the confidence ellipsoid of parameter θ ∈ Rr+1
{θ : (θ − θ̂)>Σ−1(θ − θ̂) ≤ c}
for a constant c, where θ̂ is the least square estimator of θ. The volume of this ellipsoid
is proportional to det(Σ)−1/2, so that the objective function for D-optimal design becomes
det(Σ)−1.
In the multiresponse setting of dimension p, it is possible to vectorize the parameter
matrix by modifying the linear equation asY1
Yp
 =









The vector on the left-hand side arises by stacking together n observations for each compo-
nent Yj, j = 1, . . . , p, of the response. Furthermore, diag(X , . . . ,X ) is an np × (r + 1)p
block-diagonal matrix built of the n × (r + 1) dimensional design matrix X ; θj ∈ Rr+1,
j = 1, . . . , p, are the estimated parameters, and εj, j = 1, . . . , p, are n-dimensional random
vectors. Using the vector representation (15), Chang [4] proved that under the framework
of approximate designs the D-optimal design in the multiresponse model is exactly the D-
optimal design arising in the case of a univariate response. Kurotschka and Schwabe [11] ex-
tended this reduction result for both exact and approximate designs for D-, A-, E-optimality
criteria and for more general Φ-optimality defined by Kiefer [8].
However, it is not possible to come up with an analogue of (15) for multivariate set-
identified responses. In this case, one estimates the support function of Θ = EΘ̂, which
is an infinite-dimensional parameter. Still, if one aims to reduce the integrated variance of
s(Θ̂u, x) for each x, then the optimal design is the classical D-optimal one, see Remark 4.4.
It is worth to mention that our results in this paper are also applicable for multivariate
polynomial regression models with set-identified response. In the classical setting of point-
identified responses, Krafft and Schaefer [10] determined the approximate D-optimal design
for the polynomial regression model and obtained a partial result for exact n-point D-optimal
designs complemented later by Imhof [6] with a conjecture on G-optimum.
Our setting is restricted to the case of responses identified to belong to convex sets.
In the non-convex setting, even the estimation of parameters is poorly understood not to
mentioning the optimal design issues. In this case, the least square estimator (1) involves
taking the sum of possibly non-convex sets. However, due to the convexification effect of
Minkowski sums (see [12, Sec. 3.1.1]), the estimator Θ̂ asymptotically becomes a convex
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set, and so such an estimator neglects the non-convexity of observations. Besides, we did
not considered the case where the design matrix for each component of the response maybe
different. This was thoroughly studied by Soumaya et al. [15] for the approximate D-optimal
design with point-identified response.
Finally, note that our results are applicable only in the framework of [2]; the optimal
design issues in the interval regression setting of [3] based on interval arithmetics do not fall
into our scope of investigation.
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