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ABSTRACT 
Combining Machine Learning and Empirical Engineering Methods Towards Improving Oil 
Production Forecasting 
Andrew Allen 
 
Current methods of production forecasting such as decline curve analysis (DCA) or 
numerical simulation require years of historical production data, and their accuracy is limited by 
the choice of model parameters.  Unconventional resources have proven challenging to apply 
traditional methods of production forecasting because they lack long production histories and 
have extremely variable model parameters. 
 This research proposes a data-driven alternative to reservoir simulation and production 
forecasting techniques.  We create a proxy-well model for predicting cumulative oil production by 
selecting statistically significant well completion parameters and reservoir information as 
independent predictor variables in regression-based models. Then, principal component analysis 
(PCA) is applied to extract key features of a well’s time-rate production profile and is used to 
estimate cumulative oil production.  The efficacy of models is examined on field data of over 400 
wells in the Eagle Ford Shale in South Texas, supplied from an industry database.  
 The results of this study can be used to help oil and gas companies determine the 
estimated ultimate recovery (EUR) of a well and in turn inform financial and operational decisions 
based on available production and well completion data.  
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1. INTRODUCTION 
1.1 Research Significance 
Unconventional resources have revolutionized the energy market in the 21st century. The 
application of horizontal drilling and hydraulic fracturing makes extracting unconventional oil and gas from 
low-permeability reservoirs possible (Yu & Sepehrnoori, 2018).  A rapid expansion in commercial projects 
has increased the need for precise production forecasting techniques for unconventional resources 
(Holditch & Dengo, 2017).  
Current production forecasting methods include decline curve analysis (DCA), type-curve 
analysis, numerical simulation, and flow regime analysis (Cheng, Wang, McVay, & Lee, 2005). DCA 
techniques have a long history in the oil and gas industry, beginning with Arps’ Hyperbolic Model (Arps, 
1945) and more recently Duong’s Model (Duong, 2011). Type Curve Analysis, first introduced by 
Fetkovich (1987) enables engineers to plot field data production and pressure curves side-by-side such 
that comparable qualitative and quantitative insights can be drawn (Cheng et al., 2005).  Numerical 
simulation is the practice of simulating fluid flow in hydrocarbon reservoirs and has been widely studied 
and applied to estimate unconventional resources (Cipolla, Lolon, Mayerhofer, & Warpinski, 2009; Lee & 
Kim, 2019). 
 
1.2 Research Motivation  
Despite the established methods mentioned, unconventional resource production forecasting 
continues to be a challenge for the industry. Current applications of these techniques overlook or fail to 
capture systematic temporal variation in decline rates. DCA methods fall short in predicting actual 
physical parameters and are dependent on the artificial choice of model parameters and require a great 
deal of historical data. 
Recently, the concept of machine learning and data mining has gained attention in the oil and gas 
industry. Machine learning algorithms have the capability to capture non-linear patterns in the data with 
little assumptions and are efficient for large multivariate datasets (J. Zhang & Yu, 2019). 
Over the last decade, there have been several efforts of applying artificial neural networks (ANN) 
in shale gas and oil forecasting applications (Ahmadi, Ebadi, Shokrollahi, & Majidi, 2013; Aizenberg, 
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Sheremetov, Villa-Vargas, & Martinez-Muñoz, 2016; Sagheer & Kotb, 2019; Suhag, Ranjith, & 
Aminzadeh, 2017; Sun, Ma, & Kazi, 2018). Additionally, the application of principal components analysis 
(PCA), a non-parametric statistical approach to handling multivariate data has proven useful in analyzing 
the time-series production data of unconventional resources in the case of limited available production 
data  (Bhattacharya & Nikolaou, 2013; Makinde & Lee, 2019).  
 
1.3 Research Contribution 
The rapid increase in projects involving unconventional resources has increased the need for 
more accurate production forecasting techniques.  This research proposes a novel approach to 
production forecasting. PCA is applied as a feature extraction technique for analyzing time-rate 
production curves. Instead of assuming a model, PCA allows us to extract the key information from a 
well’s production profile using the data available. Raw field production data can be extremely noisy and 
difficult to analyze, especially when multiple dimensions are present (e.g. water, gas, oil, well log, and 
pressure data). PCA allows us to map each production time series to a lower-dimensional space, 
providing a more tractable, representative subset of input variables for prediction models. In using this 
approach, a difficult time-series problem can be modeled as a regression-based prediction model to 
forecast production. Another advantage of this approach is the ability to include well parameters such as 
completion information and geologic profile into predictive modeling. This serves as a data-driven 
alternative to reservoir simulation because it makes little assumptions about the underlying data available 
data for a given well. Lastly, this research applies ANN to predict cumulative oil production using well 
parameters and extracted time-series features using PCA. This technique allows us to build a nonlinear 
prediction model that learns from the data without any large assumptions or artificial selection of model 
parameters.  
The performed experiments suggest that the proposed techniques can lead to better forecast 
accuracy in estimating unconventional resources which remains a key industry challenge.  
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2. Background  
2.1 Unconventional Gas and Oil Industry 
Fossil fuels fall under two categories: unconventional and conventional resources. Conventional 
resources are often found in discrete, easily accessible reservoirs to which extraction processes are less 
expensive and complex. Conventional oil and gas are produced using drilling technologies that exploit the 
natural pressures of the underground reservoir while unconventional resources are characterized by 
ultralow permeability and low porosity reservoirs such as shale gas and tight oil (Kuhns & Shaw, 2018). 
This paper will refer to shale gas and tight oil when discussing unconventional resources. 
In the United States, shale oil and gas resources account for approximately fifty percent of the 
current oil production and nearly two-thirds of the natural gas production (Annual Energy Outlook, 2019).  
Oil and gas production from low permeability or tight shale plays is expected to grow in both economic 
share and volume due to improvements in technology, including nearly 500,000 square miles of newly 
accessible resources as well as reduced associated costs of developing these resources (Annual Energy 
Outlook, 2019). The U.S. Energy Information Administration reported that natural gas production from 
shale reservoirs will experience the highest production growth among all fossil fuels through 2050, 
accounting for nearly a third of cumulative U.S. liquid fuel production.  
The development of unconventional resources has been made possible only through recent 
technological breakthroughs, namely horizontal drilling and multistage fracturing (Yu & Sepehrnoori, 
2018). This involves injecting fluids under immense pressure into a targeted area which generates 
fractures in the reservoir, stimulating the flow of oil and gas for extraction (Eberhardt & Amini, 2018).  
In summary, shale gas and oil resources are unconventional in the sense that engineers need 
advanced technology to extract these resources, altering the natural physics and geometry of the 
reservoir. 
 
2.1.1 Production Forecasting  
Reserve estimation is the process of forecasting and predicting the amount of natural gas or 
crude oil that can be economically recovered from shale reservoirs. Engineers in the oil and gas industry 
rely on the Estimated Ultimate Recovery (EUR), the total volumetric amount of hydrocarbon that can be 
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recovered from a well over its lifecycle, to determine if a project is economically or financially viable 
(Emeka Emmanuel Okoro, Austin Okoh, Evelyn Bose Ekeinde, 2019).  EUR is used to make decisions 
regarding investments and economic planning, land management, and operations planning. 
Production forecasting plays an essential role in determining EUR. After acquiring an oil and gas 
asset, companies plan field development based on historic performance of developed wells or from wells 
located in analog reservoirs with similar geology and fluid properties.  
Field operators rely on production forecasts to allocate limited capital resources required for 
leasing, drilling and completion activity, to book and report oil and gas reserves, inform merger and 
acquisition (M&A) decisions, and meet required environmental regulations to operate the asset. The goal 
of improving forecasts is to optimize EUR such that the project meets an acceptable economic threshold. 
Without accurate EUR volumes, oil companies cannot make rational investment decisions nor calculate 
accurate net present values (NPV) and internal rate of return (IRR) of a given project. If a well 
underperforms compared to its forecasted volume companies can suffer significant economic loss. As a 
byproduct of EUR optimization, the number of wells drilled in each area can be minimized while 
maximizing booked reserves. This leads to reducing capital investment costs but also to reducing 
environmental footprint. Decreasing the number of wells drilled in a given area can significantly reduce 
the amount of physical alterations and habitat damage left by hydraulic fracturing and horizontal drilling 
(Rahm, 2011).  
In summary, production forecasting plays a crucial role in investment decisions, allocating capital 
resources, and operational planning for oil and gas companies.  
 
2.1.2 Current Challenges in Production Forecasting 
Shale gas and oil production can generate several types of data including pressure data, well log 
data and rate-time data. This data is used to analyze reservoir properties, enhance well performance, and 
most importantly, forecast production.  
Engineers use production rate data in empirical and analytical solutions. Analytical solutions 
include pressure-transient analysis (PTA) and rate-transient analysis (RTA) which are concerned with 
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analyzing rate-time fluid and pressure data to analyze a well’s behavior. Empirical methods include DCA 
which involves curve fitting to past rate-time production trends.  
Despite the established methods, forecasting production in low permeability reservoirs presents 
challenges. Recovery volumes of shale reservoirs are highly influenced by physical properties, which are 
widely varied or unknown. Many known shale formations have limited production history making it difficult 
to model production of reserves in new geographic areas (Holdritch, 2010).  
Creating accurate estimates of petroleum reserves involves conducting an integrated reservoir 
study which includes developing a geologic mockup of the interest area, calculating distributions of static 
reservoir properties such as rock permeability and porosity, and synthesizing this information to create a 
complex reservoir simulation model for prediction purposes (Cheng et al., 2005). To create accurate 
models, complex geological and fracture parameters need to be precise, requiring intense logging and 
sensing technology, particularly with fluid flow and gas-transport mechanisms to obtain accurate 
parameter estimates (Wang et al., 2020). Even under the best circumstances, there remains a great deal 
of uncertainty in these estimates. Petroleum reserves exhibit multi-phase phase flow behavior, stimulation 
from surrounding wells, operational issues, and often undergo well reconstruction and maintenance 
during operation, all of which are contributing factors to significant ambiguity in estimating production 
forecasts (Satter & Iqbal, 2016). Creating simulation models that incorporate all this information is both 
time and cost consuming and require substantial knowledge about the underlying data.  
The current DCA models are Arp’s hyperbolic decline model (Arps, 1945) and more recently 
Duong’s model (Duong, 2011). While there is a scientific basis for these models, a primary reason to use 
empirical DCA is because of its low cost and simplicity (Cheng et al., 2005). These models are limited 
especially when rich production history is not available, many requiring at least one year of production 
data to identify any definitive decline trend (Satter & Iqbal, 2016). Moreover, research has shown that 
there is a negligible improvement in predicted remaining-reserves estimates when additional production 
data is introduced into the existing model (Thompson, Wright, & Digert, 1987). Historically, empirical 
model estimates of recoverable shale oil and gas are higher than actual yield over long-term horizons, 
leading to optimistic forecasts (Inman, 2014).   
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The deterministic outcome of DCA fails to capture associated short-term uncertainty and risk with 
forecasting shale oil production. Short term production forecasts are highly variable using empirical 
models and can contribute to over-estimating or under-estimating production timing, associated costs, 
and estimated ultimate recovery or EUR (Zhang & Yu, 2019).  The use of statistical probabilistic DCA 
presents a separate important issue. The industry is reluctant to use probabilistic DCA because of the 
need for prior knowledge of distributions of the relevant dynamic and static parameters. Moreover, it is 
more difficult to estimate distribution types of decline-curve parameters in newly established wells, where 
long-term decline trends are not apparent, which reduces the analyst to impose distributions on these 
parameters subjectively or arbitrarily.   
In summary, the established production forecasting techniques including empirical and analytical 
models have proved challenging in unconventional resources due to the wide variation in reservoir 
properties and limited production histories.  
 
2.1.3 The Eagle Ford Shale 
This research focuses on The Eagle Ford Shale (EFS) in south Texas. The EFS is a subsurface 
Cretaceous age marine shale that is one of the more prolific and economic oil plays in North America. 
The EFS was first developed in 2006 by Conoco and Apache in which two wells were drilled (DrillingInfo, 
2011). Over the last decade, between 2000 and 5000 wells have been drilled each year, ranking the EFS 
as the largest oil and gas development in the world based on capital invested, created a $60 billion 
impact with over 116,00 jobs created between 2013 and 2019 (Malone, 2017).  
Many attribute the success of the EFS to the technology advancements used, others credit the 
role of the unique geologic settings in the reservoir layers (Malone, 2017). The EFS has unique geology 
relative to other shale plays in North America, contributing to significant areal variation in reservoir 
thickness, porosity, permeability, hydrocarbon content, and fluid properties. A spatial statistical analysis of 
175 wells in the EFS, proved the total depth of the reservoir, thickness, total organic carbon, number of 
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limestone beds, and average bed thickness to be the main geologic factors influencing the performance 
of production rates (Tian, Ayers, Sang, McCain, & Ehlig-Economides, 2017).   
 Apart from the EFS geology, the completion design of a well plays a critical role in productivity. In 
a multivariate analysis of thirty wells in the EFS, it was found that proppant loading and perforated length 
were the most significant facts (Centurion, Junca-Laplace, Cade, & Presley, 2014). Moreover, another 
study on 81 wells in the EFS found the most important completion parameters to the productivity of a well 
were proppant loading, number of fracture treatments, and proppant conductivity (Nejad, Sheludko, 
Shelley, Hodgson, & Mcfall, 2015). It remains unclear to what individual or combined effects from 
geologic settings and completion design have on the performance of a well.   
The complexity of the fracture network is defined as the interaction between natural fractures in 
the rock and hydraulically stimulated fractures. The more complex in geometry, the greater the contact 
area there is between the well borehole and formation, assisting in higher pressures and flow rates for 
extracting oil and gas. Fracture geometry can be varied through the amount of injected proppants and the 
spacing between fractures known as perforation clusters (Daniels, Waters, Le Calvez, Bentley, & Lassek, 
2007).  Varying the fracture network has shown to increase performance in shale gas and oil wells, and 
the strategy of well completion through proppant and cluster spacing can drastically affect production 
rates (Weng, 2015).  In addition to fracture complexity, geologic properties of a reservoir affect the fluid 
flow and the production rates in shale gas and oil wells including rock thickness, permeability, oil gravity, 
and porosity of the rock.  
 In summary, there is uncertainty to the extent that each reservoir parameter plays in the rates of 
production, but generally it is accepted that higher amounts of injected proppant and fluid are associated 
with higher-performing wells (Weng, 2015). The EFS displays unique physical characteristics and is 
limited by available production history. Both factors present challenges for accurate production 
forecasting.   
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2.2 Literature Review and Related Works 
This chapter section discusses relevant literature related to this study. Specifically, we outline 
several bodies of work that demonstrate similar methodologies of this study to solve production 
forecasting problems.   
2.2.1 Machine Learning in the Oil and Gas Industry 
There has been an increased interest in using machine learning and data-driven analytics to 
solve problems in the unconventional gas and oil space (Holdaway, 2014; Mohaghegh, 2017b). Over the 
last decade, several efforts have been developed to model oil and gas production in unconventional 
resources using machine learning techniques. Most notably, ANNs have demonstrated the ability to 
forecast production with a high degree of accuracy using various approaches. Additionally, PCA has 
demonstrated its ability as a time-series feature extraction method and forecasting tool. This chapter 
reviews several works that apply ANNs and PCA in production forecasting-related applications. 
 
2.2.2 Use of ANN in Production Forecasting 
Many of these efforts have used ANNs to solve time-series related problems, namely using long 
short-term memory (LSTM) time-series neural networks to forecast month-by-month production rates. 
LSTM models were applied to predict oil, gas, and water production rates for well time-series and 
compared forecast errors with DCA techniques (Sun et al., 2018). A similar approach was demonstrated 
by Aizenberg (2016) which implemented a time series forecasting of oil production using raw production 
data from coastal Gulf of Mexico oil wells (Aizenberg et al., 2016). Lastly, an LSTM to predict cumulative 
oil production in the Cambay Basin oil field in India (Sagheer & Kotb, 2019). (Kanfar & Wattenbarger, 
2012) 
Moving forward, ANNs have proven useful in regression-based problems concerning production 
forecasting. In these cases, ANN is used to predict a cumulative production amount or production rate in 
a specific future time-period rather than month-by-month time-series forecasting. This approach was 
demonstrated by Suhag and Ranjith (2017) which involved predicting the 3-month and 6-month oil 
production rate using well logs, engineering completion data, and 68 months of historical production data 
as inputs to the ANN as pictured in  Figure 1 (Suhag et al., 2017). 
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Figure 1: ANN Model Architecture to predict 3- & 6-month oil production rate described by Suhag and 
Ranjith (2017) 
 
Chakra and Saraf (2013) applied an ANN to forecast cumulative field oil production in India 
(Chithra Chakra, Song, Gupta, & Saraf, 2013). Ahmadi and Ebadi (2013) presented a neural network to 
predict the oil flow rate in oilfields in the northern Persian Guld of Iran (Ahmadi et al., 2013). Most 
recently, ANN was used to predict the 6- and 18-month cumulative oil production for wells in the Bakken 
Shale in North America using engineering completion data and geographical location of the well as 
predictor variables (S. Wang, Chen, & Chen, 2019).  
 
2.2.3 Use of PCA in Production Forecasting  
Moving forward, PCA has proven useful as a feature extraction method when applied to a set of 
time-rate observations, making PCA a powerful tool for forecasting future oil or gas production.  There 
have been several applications of PCA in production forecasting problems. PCA was applied to analyze 
historical production trends in unconventional gas reservoirs but was not employed for forecasting 
(Bhattacharya & Nikolaou, 2013). Then, FPCA was demonstrated on a real reservoir case study of 172 
wells, where each production profile was reconstructed using principal components and used to forecast 
future production as shown in Figure 2 (Grujic, Da Silva, & Caers, 2015).   
 10   
 
 
Figure 2: Application of FPCA to reconstruct oil production time-series (Grujic et al., 2015) 
Additionally, Grujiv, Da Silva, and Caers (2015) incorporated petrophysical, geographical, and 
engineering completion data as inputs into a linear regression model to forecast production. 
Most recently, Makinde and Lee (2019) developed a method using PCA to forecast production 
from shale oil reservoirs (Makinde & Lee, 2019). They compared their results to compositionally simulated 
data and production estimates from various DCA models.  Their workflow entailed creating representative 
production profiles of 40 wells using simulation software, then calculating the principal components 
scores using singular value decomposition (SVD) to forecast production. Figure 3 illustrates a pictorial 
representation of this workflow.  
 
Figure 3: Pictorial Representation of the PCA methodology used to forecast production (Makinde & Lee, 
2019) 
Figure 4 is a graphical representation of the forecasted oil production (Fluid 2) using this PCA 
methodology described above. 
 
 11   
 
 
Figure 4: Graphical representations of production forecasts for oil production (Fluid 2) using PCA 
Methodology (PCM) (Makinde & Lee, 2019) 
 
2.2.4 Summary 
In summary, the use of machine learning and data-driven analytic techniques has attracted 
attention in the unconventional oil and gas industry (Mohaghegh, 2017b). This chapter section reviewed 
several efforts of developing ANNs for production forecasting-related applications and discussed how 
PCA has been demonstrated on unconventional production time-series data.  
This research presents a novel approach to production forecasting, namely using PCA as a time-
series feature extraction technique and ANN as a regression-based prediction technique to forecast 
cumulative oil production. The exact methods that distinguish this research’s approach are discussed in 
Chapter 3 and Chapter 4. 
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3. Methodology 
 
In this section, we focus on reviewing the techniques used in this paper. First, currently applied 
methods of the field are reviewed, namely Arps Model. Then, the necessary background of the proposed 
machine learning methods is reviewed. Lastly, a workflow detailing the exact applications of the proposed 
methods is discussed. 
3.1 Decline Curve Analysis  
DCA is a graphical procedure used to analyze the historical trends in production rates and make 
predictions of future production. DCA is a type of curve fit procedure, in which a curve is fitted by 
empirical observation to a set of production history data. Therefore, DCA is most effective when there is 
rich historical data, and an identifiable trend is apparent (Okoro et al., 2019).  
 
Figure 5: Average Production Profiles of Shale Oil Wells in Major U.S. shale plays by year of operation 
(EIA, 2019) 
 
DCA gets its name from the observed natural decline in production as a function of time as illustrated in 
Figure 5. Most production rates follow a high initial production rate, followed by a steady decline in 
production as time goes on. While there can be a difficulty in finding a proper nonlinear algorithm to fit the 
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nature of production history, this general decline trend among wells makes curve fitting possible. This 
natural declining trend is attributed to a number of factors including fluid mechanics in porous media, 
changes in reservoir pressure, changing relative volumes of fluids through, and efficiency of vertical 
movement by drilling equipment (Okoro et al., 2019).   
 
3.1.1 Arps Decline Model 
 
The most popular DCA technique was derived by J.J. Arps in 1945 is still used in industry today 
(Arps, 1945), and can be characterized by: 
 
q(𝑡) =
𝑞𝑖
(1 + 𝑏𝐷𝑖𝑡)
1/𝑏
  (1) 
Equation 1: Arps Model (Arps, 1945) 
 
In the Arps equation (Equation 1), qi is the initial production rate, qt is production rate at time t, and Di and 
b are constant parameters. D  is defined as the nominal decline rate and b is defined as the nominal 
decline rate derivative, also known as the decline exponent.  
1
𝐷
=
𝑞
𝑑𝑞
𝑑𝑡
 
 (2) 
Equation 2: Nominal Decline Rate Equation 
 
If the b constant takes on values between 0 and 1, then the decline is hyperbolic if the value of b is equal 
to 0, then the decline is exponential, lastly, the decline is harmonic if b is equal to 1. Figure 6 illustrates 
this concept. 
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Figure 6: Production Rate Curves as described by Arps equations as a function of time 
 
However, unconventional resources, specifically shale reservoirs have shown to exhibit decline 
exponents greater than 2 in many cases (Ling & He, 2012). Oil and gas production from shale reservoirs 
has shown unique decline trends, characterized by steep initial decline trends, followed by a rapid decline 
over the first year of production, then followed by a gentle exponential decline in the latter half of the 
well’s life. Wells in the EFS exhibit this production pattern as observed in Figure 7, which illustrates the oil 
production field data as a function of time since the beginning of drilling. This unique and variable trend 
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observed in unconventional shale resources causes trouble for reservoir engineers to forecast short term 
well production.  
 
Figure 7: Declining Production Profile of EFS  oil-producing well 
 
3.1.2 Fitting Arps Model to Field Data 
 
Fitting Arps Model (Equation 1) to raw production data can be a challenge when there is a large 
degree of variance or randomness in the production time-series. There are several methods to overcome 
this challenge, namely time-series smoothing and curve-fit variable bounding  (Arps, 1945; Belyadi, Fathi, 
& Belyadi, 2019; Ling & He, 2012).  
Time-series smoothing is a technique to remove noise or irregular variance in a time-series which 
allows one to see a clearer trend (Nerlove & Diebold, 1990). Raw field data can be subject to field 
measurement error from equipment or misreported values, causing noise in the data. A moving average 
is an effective low pass filter that transforms a noisy time series into a smoother trend. A moving average 
is defined as a weighted average of past data points within a specified time window. A moving average 
has proven useful when analyzing field data to smooth away variance or seasonality in monthly oil or gas 
production data (Belyadi et al., 2019).  
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Curve-fit variable bounding is the process of imposing limits on Arps Model variables during the 
curve fitting process so that a better long-term forecast can be achieved (Okoro et al, 2019). In most 
unconventional resources that show declining production, the decline exponent b is limited between 0 and 
3, and the nominal decline constant D is limited between 0 and 20 (Allen, 2020). Mathematically 
speaking, bounding  D allows the curve to converge to zero at some future point in time. Contextually 
speaking, this ensures that forecasted volumes reach zero production at some future period (Paryani M, 
Ahmadi M, Awoleke O, Hanks C, 2018). Arps Model (Equation 1) is theoretically infinite if not bounded 
which is not the case for real-life production scenarios. This allows the Arps Model to be applied when 
ample data is not available, but a longer forecast is still desired.  There is no exact science to the 
selection of bounds when using Arps Model. However, the discussed methods have proven better 
production forecasts in both field data and simulated data  (Okoro et al, 2019; Kanfar & Wattenbarger, 
2012; Mohaghegh, 2017a). 
Lastly, Arps Model is most appropriate in forecasting oil production but can be applied to forecast 
gas and water production if there is a declining trend (Okoro et al, 2019; Mohaghegh, 2017; Allen, 2020). 
 
3.2 Machine Learning  
The advancement of computing power and accessibility to large datasets has made machine 
learning algorithms a popular topic in the field of computer science, and increasingly standard practice in 
solving complex problems. Learning is the process of obtaining new knowledge through organization and 
modification of past observations (J. Zhang & Yu, 2019).  For humans, the process of learning takes 
place through constant observation and trying to extract relevant information from variable information to 
conclude new scenarios. The input variables are past observations, and the output variables are 
outcomes of human decisions or actions. Based on past observations and the current input variables (e.g. 
temperature of the ocean), the human decision (output variable) to jump into cold water could be either 
yes or no (Fernandes de Mello & Antonelli Ponti, 2018). Based on this concept, machine learning occurs 
analogously; a computer algorithm can learn specific tasks such as classification or prediction according 
to past observations in a dataset.  The core objective of machine learning is to derive models from the 
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data points such that complex patterns can be derived and are generalizable enough to make inferences 
about new data points (J. Zhang & Yu, 2019).  
3.2.1  Supervised and Unsupervised Learning Tasks 
Model building using machine learning algorithms fall into two categories: supervised learning 
and unsupervised learning. Under supervised learning, the data used is “pre-labeled,” meaning that there 
are distinct categories of different data instances (J. Zhang & Yu, 2019). The goal of a supervised 
learning task is to derive a function that can compartmentalize the relationship between input attributes, 
known as features, and target attributes known as labels (Mozos, 2010). Here, there is a known set of p 
features X1, X2, … , Xp measured on n known observations, with a response variable Y for every n 
observation. The objective is to use X1, X2, … , Xp to predict Y. Examples of supervised learning tasks 
include regression and classification.  Building models using supervised learning, the dataset must be 
partitioned into three subsets: training set, validation set, and testing set illustrated in Fig. 8.  
 
Figure 8: Data Partitioning in Supervised Learning 
The training set is the portion of the dataset used to learn the parameters of the model. The 
validation set works closely with the training set in that it used to fine-tune the hyperparameters of the 
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model. The validation set is not always necessary in developing machine learning models but plays a key 
role in avoiding overfitting to the training set. Lastly, the testing set is the portion of the data that is used to 
evaluate the efficacy of the model, namely the testing set is excluded in training and is only used once the 
model is fully trained.  
Under unsupervised learning, there is no corresponding response Y, to the set of n measured 
observations. Therefore, the objective of unsupervised learning tasks is to discover relationships in the 
structure of the input features X1, X2, …, XP. Common examples of unsupervised learning include finding 
similarities in features (clustering), input distributions (density estimation), and dimensionality reduction 
(Gareth James, Daniela Witten, Trevor Hastie, 2013). This research focuses on supervised learning 
tasks, specifically, the target variable is cumulative oil production, am observed historical value that exists 
in the data. 
 
3.2.2 Model Learning  
The quality of model learning is affected by the quality of the input variables being passed 
(Swamynathan, 2019). In other words, the quality of prediction is dependent on the quality of the predictor 
variables used to train the model. Swamynathan (2019) outlines several ways to improve the quality of 
model learning, namely dealing with missing data, handling categorical data, and data normalization. The 
remainder of this Chapter section outlines these three concepts.  
 
(1) Dealing with Missing Data: Missing data can create problems in data analysis. In order to avoid these 
issues, there are four commonly used techniques for dealing with missing data: 
1. Deletion: Here, the entire row in the dataset is dropped if one or more of its columns contains 
a missing value. 
2. Replacement through summarization: Here, summarization refers to the mean, mode, or 
median of a column. Typically the mean and mode are used to impute missing continuous 
and categorical values respectively.  
3. Randomly replacement: Here, the missing values are replaced by a randomly selected value 
in the same column. 
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4. Predictive Modeling with available data: Here, a classification model can be created to predict 
missing categorical values, or a regression model can be trained to predict missing 
continuous variables. 
 
(2) Handling Categorical Data: The majority of machine learning algorithms are designed to work with 
numerical data. Therefore, one cannot directly use categorical variables in their original form in model 
training. A way to work around this is one-hot encoding, also known as creating a dummy variable. This is 
the process of creating a Boolean variable from a categorical variable, such that 1 indicates the presence 
of that variable, and 0 indicates the absence of that variable. This process is outlined in Figure 9 below. 
 
Sample County Name  Sample Vector  
1 Atascosa  1 [1,0,0] 
2 Brazos  2 [0,1,0] 
3 De Witt  3 [0,0,1] 
4 Atascosa  4 [1,0,0] 
 
Figure 9: One-hot encoding to handle categorical variables in machine learning 
Here, there are three categories in the County Name column: Atascosa, Brazos, and De Witt shown on 
the left-hand table in Figure 9. The right-hand table represents the County Name variable as a 3x1 vector. 
This converts the County Name variable to continuous allowing it to be used in modeling.   
 
(3) Data Normalization: Numeric variables in a dataset can take on large ranges due to differences in 
measurement or units. This is especially important when working with engineering and experimental data 
since unit measurements are often vastly different. Larger variances can inflate the variable importance 
for a feature and can affect model learning. Data normalization is a technique to scale features values to 
a similar range. This study implements min-max scaling, a common method to achieve data 
normalization. The min-max scaling function is described by Equation 3. 
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𝑥𝑛𝑒𝑤 =  
𝑥 − 𝑥𝑚𝑖𝑛
𝑥𝑚𝑎𝑥− 𝑥𝑚𝑖𝑛
  (3) 
Equation 3: Data normalization equation using minimum-maximum scaling function 
 
Where xnew represents the new scaled value between 0 and 1 for the variable x, xmin represents the 
minimum value found in the dataset for variable x, and xmax represents the maximum value found the 
dataset for variable X.  
 
3.2.3 Model Fitting 
Model fitting is the process of finding a mathematical relationship that best fits to the data points. 
With the increasing ability to work with large datasets, model fitting is the essence of machine learning. 
However, a caveat of working in high dimensionality is the problem of overfitting. As the number of 
features in a dataset increases, the higher the chances of overfitting (J. Zhang & Yu, 2019). An example 
of model overfitting is outlined in Figure 10. Here, a simple linear model (straight line) underfits the data, 
while higher order degree polynomials (degree 10 and degree 15) overfit the data. The quadratic model 
appears to fit the data correctly without overcompensating for the variance in the data points.  
 
Figure 10: Model Overfitting Example (Nakatsu, 2017) 
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While the achieved “fit” to the data is higher with higher model complexity, this observed fit is only to the 
training data. In this case, overfitting can lead to high level of prediction quality in the training set, but very 
poor quality in the testing set. Nakatsu (2017) outlines several methods to prevent model overfitting. The 
remainder of this Chapter section discusses two of these methods to prevent overfitting, namely 
dimension reduction and k-fold cross validation. This study implements both methods to prevent 
overfitting. 
Dimension reduction is the process of reducing the number of variables in the dataset while 
preserving as much statistical information as possible (Jolliffe & Cadima, 2016). This can improve model 
generalizability and avoid overfitting. There are two major approaches to dimension reduction: feature 
selection and feature projection (Fodor, 2002). Feature selection is the process of finding an optimal 
subset of input variables. A few common feature selection techniques include stepwise regression, 
forward selection, and backward elimination. This research focuses on stepwise regression, which is 
introduced Chapter 3.2.4: Regression Modeling. Feature projection is the process of transforming data 
from a high-dimensional space to a lower-dimensional space. This transformation can be linear, or 
nonlinear. This study focuses on linear transformations, namely PCA,  which is introduced in Chapter 
3.2.6.  
K Fold-validation is a technique to measure against overfitting. The purpose of cross validation is 
to generate multiple train-test data partitions so that the model is exposed to various subsets of the data 
for its learning process. The data is partitioned into K subsets called folds. Then the algorithm is iteratively 
trained on the k-1 folds while the remaining folds, known as the holdout set,  is used as the testing set. 
The data partition method for K = 5, is illustrated in Figure 11 below.  
 
K = 1  Holdout Train Train Train Train 
K = 2 Train Holdout Train Train Train 
K = 3 Train Train Holdout Train Train 
K = 4 Train Train Train Holdout Train 
K = 5 Train Train Train Train Holdout 
Figure 11: K-Fold Cross Validation data partition 
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After iterating K times, an average of the K test metrics is calculated. This allows better estimates of the 
test set error while still using the original training dataset. The model with the lowest average test error of 
the K models is selected. Only then, is the model re-trained on the entire dataset (Nakatsu, 2017)  
 
3.2.4 Regression Modeling  
Linear Regression (LR) modeling is a supervised learning technique and can be defined as the 
process of fitting a target variable to multiple explanatory variables as linear combinations of those said 
explanatory variables (Jobson, 1991). An explanatory variable is statistically significant when included in 
the model if it can account for a significant portion of the target attribute’s variability. Ordinary Least 
Squares (OLS) is a method to evaluate the different regression lines generated. Under OLS, the 
regression line that minimizes the sum of squares of the differences between the observed target variable 
and the predicted target variable is chosen as illustrated in Figure 12.  
 
Figure 12: Ordinary Least Square Regression 
 
The quality of a regression model is determined by a few key evaluation metrics. One such 
evaluation metric is the coefficient of determination (R2). The R2 value measures the amount of variability 
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in the data that can be explained by the regression function. R2  can take on values between 0 and 1, with 
values closer to 1 indicating a better fit of the regression. One pitfall of using R2 as a sole evaluation 
metric is the possibility of overfitting. The R2 value will always improve as more predictor variables are 
included in the model. Other evaluation metrics such as R2-adjusted and Akaike information criterion 
(AIC) add a penalty for each added predictor variable when included in the regression model, thus giving 
a better indication of a “better” model and can avoid overfitting. Another consideration when using LR is 
the problem of multicollinearity. When predictor variables are correlated with one another, the significance 
of the regression model is highly inflated. To measure the presence of multicollinearity, the variable 
inflation factor (VIF) should be used. Generally, predictor variables with VIF values greater than 10 should 
be removed from a multiple linear regression model. 
 
3.2.4.1 Stepwise Regression 
Stepwise regression is a method to carry out feature selection for multivariate regression 
modeling. In each step, a predictor variable is considered for addition or subtraction from the regression 
model based on the set of evaluation criterion. This study uses R2-adjusted, RMSE, and AIC for feature 
selection when implementing stepwise regression.  
 
3.2.5 Artificial Neural Networks 
A popular machine learning algorithm that exploits supervised learning tasks is the ANN.  ANNs 
have demonstrated great ability in forecasting performance and reducing accuracy in a wide variety of 
business and scientific applications (G. Zhang, Eddy Patuwo, & Y. Hu, 1998). ANNs are well suited for 
deriving solutions that might be ambiguous but there is a sufficient amount of data observations to 
validate the results (G. Zhang et al., 1998). Zhang (1998) described four key strengths of ANNs that 
differentiate them from traditional statistical forecasting techniques. The first is that ANNs are self-
adaptive and data-driven, meaning there are few assumptions about the models. ANNs learn by example 
and can capture non-linear relationships among the data, even if these inherent relationships are 
unknown or difficult to define. Secondly, ANNs can generalize information meaning they can make 
predictions on unobserved parts of the data, making them a great tool for forecasting. Thirdly, ANNs can 
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approximate any real function nonparametrically. Traditional statistical forecasting techniques make 
assumptions that there are underlying relationships between the data observations (inputs) and future 
values (outputs). Lastly, ANNs are robust for their ability to handle nonlinear relationships in data. The 
assumption of linearity in traditional forecasting techniques such as Box-Jenkins or ARIMA make them 
interpretable and easier to implement (Box & Jenkins, 1990; Pankratz, 1983). However, these models 
lead to drastic inaccuracy if the underlying dynamics are nonlinear.  
 
3.2.5.1 Multilayer Perception Neural Network 
A multilayer perception (MLP) is a class of feedforward ANN that is designed to model the 
behavior of the neurons in the human brain. An MLP consists of at least three layers of nodes including 
an input layer, a hidden layer, and an output layer as shown in Figure 13 below: 
 
Figure 13: MLP with a single hidden layer 
The input layer of an MLP is the data of the known predictor variables consisting of inputs X1, X2,…Xn. At 
each neuron, a function known as an activation function takes these inputs and multiplies them by their 
corresponding weights w1, w2,…, wn, and produces an output, the target variable. This concept is 
illustrated in Figure 14. 
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Figure 14: MLP Neuron 
 
In an MLP, the neurons use a non-linear activation function called a sigmoid function which combines the 
input at each neuron with the weights, then adds bias to produce the output. Each output of  ith neuron 
can be calculated by applying the activation function described by Equation 4: 
 
y = (∑ 𝑤𝑖𝑥𝑖 + 𝑏
𝑛
𝑖=1
) = φ(𝒘𝑇𝒙 + b) 
 (4) 
Equation 4: MLP Activation Function 
 
where y represents the output, w denotes the vector of weights, x is the vector of inputs, b is the bias and 
 is the activation function. To be a successful predictor, an MLP must undergo many exposures to the 
dataset to effectively learn the underlying relationships between variables. These periods of learning are 
known as epochs. The training method of an MLP is a continuous process, where the weights of the 
connections are updated after each processing through a neuron. These updates are made by the error 
in the output, which is simply the residual value between the expected result and the output. This 
continuous adjustment of the weights is referred to as backpropagation, a commonly used term in 
supervised learning.  
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3.2.6 Principal Components Analysis 
When dealing with large multivariate datasets, it is a common practice to leverage dimension 
reduction, making large datasets more tractable and interpretable. Dimension reduction is the process of 
reducing the number of features while retaining an acceptable level of statistical variance in the dataset. 
Retaining statistical variance requires transforming the original dataset into new variables that are linear 
functions of the original variables.  
A common technique to achieve such transformation is PCA.  The basic concept of PCA was first 
described by Pearson (1901) and later improved by Hotelling (1933). The most recent applications and 
concepts have been arranged by Jolliffe (2002).  
This technique can reduce the data dimension by orthogonally transforming correlated variables 
into linear uncorrelated variables. These linear uncorrelated variables are referred to as principal 
components, where the first principal component PC1 has the largest variance. The second principal 
component PC2 is orthogonal to PC1 in the vector space and has the second-largest variance. The 
feature space is thereby reduced through selecting only the PCs that contain most of the statistical 
variance. By excluding the principal components whose statistical variance is small, important data 
characteristics are maintained all while reducing the number of variables. PCA can be a powerful tool for 
feature extraction when applied to a high dimensional and noisy dataset.  
 
3.2.7 Functional Data Analysis 
Functional data analysis (FDA) is a statistical technique that deals with data considered to be in 
infinite dimensions, such as curves or surfaces over time (Ramsay & Silverman, 1997). For example, oil 
and gas production rates over time are relevant for FDA, in that each data object can be described by a 
function. A classical approach to FDA is curve fitting (Hauser, 2009). Curve fitting examines the 
relationship between one or more predictor variables and a target variable, with the purpose of finding a 
“best fit” model of the relationship. Hauser (2009) notes that curve fitting has three useful applications for 
analyzing experimental data. Firstly, curve fitting can help a user understand the functional relationship 
among data points through a visual representation. Secondly, one can analyze the “goodness-of-fit” of a 
model when fitting to the data. This can determine if that model is applicable to the data and how much 
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statistical variance can be explained by that model. Thirdly, curve fitting can be used to fit a physical 
model with unknown parameters to the data where the goal is to determine the “best” values of those 
parameters. For instance, Figure 15 illustrates exponential decay in bacteria cells. Here, the relationship 
between the number of bacteria and time can be explained by the exponential decay function described 
by Equation 5. 
 
𝑦 = 𝑎(1 − 𝑟)𝑥 + 𝑐 (5) 
Equation 5: Exponential Decay Function 
 
Here, y is the number of bacteria, a is the number of bacteria at time zero, r is the decay rate, and x is the 
number of time intervals that have passed. The blue line represents the fitted decay function to the set of 
actual data points which are represented by the red dots. Here, curve fitting is used to determine the 
values of the unknown parameters of Equation 5 by fitting the model to the data. 
 
Figure 15: Curve Fitting Example of Exponential Decay 
 
This study implements these three mentioned applications of curve fitting to analyze oil production rates 
over time. We use curve fitting to find the best parameters in the Arps Decline Equation discussed in 
Chapter 3.1.1.  
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Furthermore, applications of PCA can be extended to the FDA, known as Functional Principal 
Component Analysis (FPCA) (Ramsay & Silverman, 1997). Here, forecasts and future predictions can be 
made about time series curves through finding the FPCA equations, given that the production history is a 
functional time series with a strong temporal correlation. In this study, it is proposed that the oil production 
decline rates can be summarized by functional time series equations and can be used to predict future 
rates given existing historical data. 
 
3.2.8 Time Series Feature Extraction 
Feature extraction is the process of creating new features from an original set of data. These 
features capture the most statistically important and non-redundant characteristics of a dataset and 
represent it in a lower-dimensional space. This can provide a more tractable and representative subset of 
the data so that models have better learning and generalizability (Meyer-Baese & Schmid, 2014).  
Time series feature extraction can be applied in two ways: classical time series analysis and 
dimension reduction. Classical time series approaches include seasonal trends, correlation analysis, and 
seasonal decomposition (Pollock, 1999). The most prominent dimension reduction approaches include 
PCA and singular spectrum analysis. This study implements feature extraction through dimension 
reduction in two ways. Firstly, FPCA is used to transform multivariate time-rate production data into a few 
principal components. Secondly, curve fitting is used to describe the time-rate production data into a few 
parametric variables. These variables are described in greater detail in Chapter 3.1.1 Arps Decline Model. 
When dealing with time-rate production data, it can be challenging to apply traditional data mining 
tools directly to the field data because of the unique observed data structure. (Holdaway, 2014). For 
instance, each timestamp in the data can be considered a variable, and each time-series is considered an 
observation. We can illustrate this in Table 1, where an observation is represented by m and each time-
point is represented by a column in the dataset up to time n.  
 
Table 1: Dimensionality of time series data 
Observation Timestamp 1 Timestamp 2  Timestamp n 
1     
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2     
⋮     
m     
 
Therefore, as n increases, the dimension of the dataset increases proportionally. For this reason, 
dimension reduction is incredibly useful when analyzing oil production data.  
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4. Research Framework 
4.1 Scope and Motivation 
This research investigates the effect of combining time-related production variables with non-
time-related variables and the corresponding accuracy of a prediction model.  Non-time-related variables 
include a well’s completion profile, geologic parameters, and specific reservoir and fluid information. 
Time-related variables include a well’s production profile, which consists of time-rate field data recorded 
on equal time intervals.  
The purpose of including both time-related and non-time related variables was to create a 
multivariate statistical approach to production forecasting. This provides a way to make predictive 
inferences about a well’s future production based solely on the data available and serves as a data-driven 
alternative to conducting full reservoir studies.    
Furthermore, this research investigates how different kinds of feature extraction of time-related 
variables affect the prediction model. This study uses Arps DCA as a parametric feature extraction 
technique, as it describes a well’s declining production profile through the three parameters qi, b, and di, 
the initial production rate, the decline exponent, and the nominal decline rate respectively. Secondly, PCA 
is used as a nonparametric feature extraction technique, which transforms the multivariate rate-time 
production values of many wells, into a set of only a few uncorrelated but linearly related principal 
components. The extracted features using the said methods are then used as independent predictor 
variables in regression-based prediction models.  This entails using LR to predict cumulative oil 
production using only the extracted time-series features. Then, MLR is used to predict cumulative oil 
production using the extracted time-series features and the non-time-related variables.  In doing so, a 
difficult time-series forecasting problem becomes a simple prediction problem that can explore the 
significance of each variable. Next, machine learning models with greater complexity are applied under 
the same prediction framework, specifically an MLP is developed to explore if a non-linear prediction 
algorithm could produce better results. All the mentioned algorithms’ results are compared with an 
existing Arps DCA model to illustrate some of the proposed advantages and disadvantages.  
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4.2 Introduction of Target Variable 
 
This study is focused on predicting the three-year cumulative oil production for a given well. This 
was chosen in part because the production data available in the dataset analyzed had a limited number of 
wells with production histories greater than three years. A target variable must be present or known to 
use supervised learning algorithms such as LR or MLP. In other words, a well’s full production profile of 
up to three years must be present to train the algorithm for prediction. Secondly, this was a target variable 
of interest because forecasting within the first three years of well’s production life is widely accepted as 
challenging using industry-standard techniques (Cheng et al., 2005; Lyons, Plisga, & Lorenz, 2016; K. 
Wang et al., 2020). Moreover, the EFS region has been a particularly challenging region to forecast 
production within this time interval (Ambrose, 2020; Centurion et al., 2014; Luo, Tian, Sharma, & Ehlig-
Economides, 2019; Malone, 2017; Tian et al., 2017).  
For each model proposed, the target variable of interest is referred to as three-year cumulative 
production. This merely the running total of oil production since the start of a well's production up until the 
36th month of production.  
 
4.3 Prediction Scenarios  
 
There are three scenarios to which the prediction models are compared as described in Table 2.  
Table 2: Proposed Prediction Scenarios 
Scenario Production Data Included Well Information 
Included 
Target Prediction 
6-Month  Month 1 to 6 Oil Rate 
Month 1 to 6 Gas Rate 
Month 1 to 6 Water Rate 
All Attributes 3-Year Cumulative Oil 
Production  
12-
Month  
Month 1 to 12 Oil Rate 
Month 1 to 12 Gas Rate 
Month 1 to 12 Water Rate 
All Attributes 3-Year Cumulative Oil 
Production 
24-
Month  
Month 1 to 24 Oil Rate 
Month 1 to 24 Gas Rate 
Month 1 to 24 Water Rate 
All Attributes 3-Year Cumulative Oil 
Production 
 
 32   
 
The first scenario is referred to as 6-month available data. This includes the time-rate production profile of 
a well up until and including its 6th month of production history. This study used a well’s gas, water, and oil 
production. The second scenario is referred to as 12-month available data. This includes all the data in 
the 6-month available data in addition to the time-rate production profile of a well up until and including its 
12th month of production history. The third scenario includes the data from both scenario one and 
scenario two in addition to the time-rate production profile of a well up until and including its 24th month of 
production history. These scenarios were produced based on the various stages of a well’s life. In the first 
6-months, a well’s production is characterized by steep initial production rates and begins to decline. In 
the first year of a well’s production history, one can start to observe clear declining trends where patterns 
can be drawn. After one year of a well’s production history, the well is in a gentle decline phase (Cheng et 
al., 2005; Mohaghegh, 2017; Satter & Iqbal, 2016).These situations were derived so that the feature 
extraction techniques proposed could be compared side-by-side on various time horizons. In other words, 
the effectiveness of using Arps or PCA in retaining the statistical variability in the production curves over 
the said lengths of time could be observed.  
 
4.4 Feature Extraction  
 
Two different feature extraction methods were used, namely nonparametric and parametric 
feature extraction. This section outlines the two methods and how they were implemented in this study. 
Firstly, the nonparametric feature extraction method is described. This involves using PCA. Secondly, the 
parametric feature extraction method is described. This approach involves curve fitting using Arps 
equation (Equation 1).  
 
4.4.1 Nonparametric Feature Extraction: PCA   
This study implements a similar procedure outlined by Makinde and Lee (2019) which involves 
using Singular value decomposition (SVD) to calculate the principal components of time series oil and 
gas production. However, the forecasting procedure is modified such that the set of selected principal 
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components are used as random variables in an ordinary least squares regression equation to predict 
future cumulative oil production amounts. The basic workflow is as follows: 
 
 
 
Step 1: The original production data is transposed into a data matrix. Arrange the observations of 
monthly oil, gas,  
 
Step 1: Arrange the oil, gas, and water production rates into three separate m x n matrices represented 
by Rl in Equation 6: 
 
𝑅𝑙  =  [
𝑟1𝑡1 ⋯ 𝑟1𝑡𝑛
⋮ ⋱ ⋮
𝑟𝑚𝑡1 ⋯ 𝑟𝑚𝑡𝑛
] 
(6) 
Equation 6: Representative production data as a rate-time matrix 
 
Where l denotes the production data for either gas, water, or oil, ri is the corresponding production rate 
value  for the ith well at time n, and m is the number of wells included in the analysis. This yields three 
rate-time data matrices for gas, oil, and water, respectively. 
 
Step 2: Apply PCA to production data using singular value decomposition (SVD) and obtain the principal 
components that represent the oil and gas production curves for each well m in the data set over the 
specified time period n described by Equation 7:  
 
Q = [ U ] * [ S ] * [ V ]T 
 
 
(7) 
Equation 7: PCA using Singular Value Decomposition 
 
Where S is the diagonal matrix of singular values of size m x n, and U and VT respectively represent the 
set of left and right normalized eigenvectors of size m x n and n x n. The m rows of the matrix VT are the 
set of principal components (PCs). The diagonal values of the matrix of S are the singular values. The 
Original 
Production Data 
Rate-Time 
Data Matrix 
PCA 
Feature 
Extraction 
Prediction 
Figure 16: Workflow of PCA for nonparametric feature extraction 
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larger the singular value, the more variance in the representative well data is captured by the set of PCs. 
Therefore, the largest singular value is the first set of principal components (PC1), the second largest 
singular value is the second set of principal components (PC2) and so on.   
 
Step 3: Let Pl represent the principal component scores for oil, gas, water production rates curves up to 
time n. The separation between oil, gas, and water is denoted by the l (l = oil, gas, water). For each set of 
principal components that describe the oil, gas, and water production curves, select the set of PCs that 
can capture up to 95% of the explained cumulative variability in the data.  
𝑃𝑙  =  [
𝑃𝐶11 ⋯ 𝑃𝐶𝑛1
⋮ ⋱ ⋮
𝑃𝐶1𝑚 ⋯ 𝑃𝐶1𝑚
] 
(8) 
Equation 8: Matrix of Principal Component Scores for times-series production data 
 
Step 4: The selected principal components from Step 3 are used as independent predictor variables the 
given regression prediction model (Equation 9):  
 
Three-year cumulative Oil = 0 + 1 PC1l  +  2 PC2l  + … + RPCRl (9) 
Equation 9: Proposed Regression Prediction model using nonparametric feature extraction 
 
Where  represents the least squares regression coefficient, and R represents the number of selected 
PCs that account for 95% of the cumulative variability in the data for the respective l liquid (oil, gas, and 
water). Here, the multivariate time-rate production profile is transformed into just a few linear uncorrelated 
principal components.  
 
4.4.2  Parametric Feature Extraction: Curve Fitting using Arps equation  
The second type of feature extraction was a parametric representation of the data using curve 
fitting though Arps Decline Curve Equation. Arps Curve variables were obtained by using Python’s 
opensource SciPy curve fit optimizer tool. For each well in the dataset, the best-fit Arps Curve parameters 
qi, b, and di  were obtained for oil production only.  Then, the respective Arps Curve parameters were 
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joined to the well variable dataset as new columns, representing random independent attributes for each 
data object, and used in the LR prediction model described by Equation 10: 
 
Three-year cumulative Oil = 0  +  1qi   +  2b   +  3di (10) 
Equation 10: Proposed Regression Prediction model using parametric feature extraction 
 
Where  represents the least squares regression coefficients, and qi, b, and di represent Arps Decline 
Curve parameters.  
4.4.3 Hybrid Feature Extraction 
The third feature extraction method, referred to as hybrid Arps-PCA, is a combination of the two 
methods which includes both qi, b, and di  variables in addition to principal components as predictor 
variables in an LR prediction model described by Equation 11: 
 
Three-year cumulative Oil = 0 + 1qi   +  2b   +  3di + 4 PC1l  +  5 PC2l  + … + RPCRl (11) 
Equation 11: Proposed Regression prediction model using hybrid feature extraction 
 
The PCA approach includes data from oil, water, and gas curves. Arp’s Curve only includes fitted-curve 
parameters for oil production as described in Sect. 3.1.2. A summary of variables for each corresponding 
feature extraction method is summarized in Table 3 below: 
 
Table 3: Summary of Variables for each feature extraction method 
 Arps PCA Hybrid Approach 
 
Extracted 
Features 
 
 
qi, b, di 
 
PC1oil, PC2oil, PC3oil 
PC1gas, PC2gas, PC3gas 
 PC1water, PC2water, PC3water 
 
 
qi, b, di 
PC1oil, PC2oil, PC3oil 
PC1gas, PC2gas, PC3gas 
PC1water, PC2water, PC3water 
 
4.5 Evaluation Metrics  
This section outlines the evaluation metrics used in this study. There were three evaluation metrics 
considered, namely, Root Mean Square Error (RMSE), Coefficient of Determination (R2), and Mean 
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Absolute Percent Error (MAPE) described by Equation 12, 13, and 14, respectively. These three metrics 
were chosen to gain more insight on each respective prediction method’s accuracy. RMSE weights on the 
magnitude of errors. MAPE weights on the repetition of errors. Lastly, R2 measures the proportion of 
variance explained by the regression model.  
 
 
 
 
RMSE  =   √
  ∑ (ŷi − yi)
2n
i=1   
n
 
 
 
 
(12) 
Equation 12: Root Mean Square Error Formula 
 
 
R2 = 1 −  
∑ (yi − ŷi)i
2
∑ (yi − y̅)i
2  
 
(13) 
Equation 13: Coefficient of Determination (R2) 
 
MAPE =
1
n
∑ |
yi − ŷi
yi
|
n
i=1
 
 
(14) 
Equation 14: Mean Absolute Percentage Error 
 
In Equations 12, 13 and 14, ?̂?𝑖 is the predicted value for i
th  observation, ?̅? is the mean of the predictor 
variable, 𝑦𝑖 is the observed value for the i
th observation, and n is the total number of observations in the 
dataset.  
It is important to note that the Arps Model was evaluated on two bases: exploratory data analysis 
(EDA) and prediction quality. EDA was used to answer the question: how well can the Arps Model fit to a 
well’s complete production profile that is available? This was achieved by assessing the goodness-of-fit of 
the Arps Model using the entire production data available for a given well. In this case, there was no train-
test data partition used to evaluate goodness-of-fit. The entire data available was used.  
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In the second basis evaluation: The prediction quality metrics describe the relationship between 
the predicted value using the Arps Model and the actual data observed. This researched used prediction 
quality metrics to answer the question: how effective is the Arps Model in predicting future values of 
production? Here a train-test data partition is applied, where Arps is fit to the data given a portion of the 
production data, and then used to predict the remaining portion of the production data. This method of 
evaluation was also used to evaluate the performance of the LR prediction models and the MLP prediction 
models. A summary of all evaluation metrics is described in Table 4. 
 
Table 4: Evaluation Metrics for Arps Model, Linear Regression, and MLP 
Model Model Purpose Evaluation Type Evaluation Metrics Data Partition 
Arps Model 1. EDA 
2. Prediction 
1. Goodness-of-fit 
2. Prediction Quality 
1. RMSE, R2, MAPE 
2. RMSE, R2, MAPE 
1. None 
2. Train-Test Split 
LR Prediction Prediction Quality RMSE, R2, MAPE Train-Test Split 
MLP Prediction Prediction Quality RMSE, R2, MAPE Train-Test Split 
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5. Case Study  
 
This chapter outlines the work performed and how the methodologies are applied to actual field 
data. The contents of Chapter 5, including the title of the chapter section and a short description of that 
chapter section, are outlined below in Table 5. 
Table 5: The summary and structure of Chapter 5: Case Study 
Title Short Description 
5.1 Dataset  The description the dataset used for experimentation 
5.2 Data Preprocessing The necessary preprocessing steps to prepare the dataset for analysis 
5.3 List of Assumptions The description of included assumptions to allow for using the proposed 
prediction algorithms as a forecasting model  
5.4 Research Questions The specific research questions that are asked in this Thesis 
5.5 Design of Experiments The work performed to conduct the research questions asked in this 
Thesis  
5.6 Results The results and analysis of the design of experiments discussed in Sect. 
5.5 
 
Furthermore, the basic data analytic workflow is described at a high level as shown in Figure 17.  
 
 
 
 
 
 
 
 
 
 
5.1 Dataset Introduction 
In this study, data from over 448 wells in the EFS were collected from a private industry 
database. There were two datasets that were integrated to create a master dataset for analysis which are 
referred to as the well information dataset and the production dataset. The well information dataset can 
be broadly classified into three categories: completion data, pressure-volume-time (PVT) data, and 
Input Raw Data 
Data Preprocessing 
- Feature selection  
- Select most suitable algorithms 
- Improve performance of chosen algorithms 
- Analyze prediction and interpret results 
Prediction 
- Remove noise and outliers 
- Feature Extraction 
 
Figure 17: Thesis  Data Analytic Workflow 
 39   
 
locational data.  The data type, parameter type, and units of the parameter are shown in Table 6. This 
dataset includes the non-time-related variables discussed in Chapter 4.1. Additionally, the mean and 
standard deviation of numerical variables are reported.  
 
Table 6: Well information dataset with descriptive statistics 
No. Parameter 
Type 
Parameter Name Data Type Units 
Mean Std 
 Unique ID API Number ---  --- --- 
1  
 
 
 
 
Completion  
Depth Total Diller Continuous ft. 15984 2280 
2 True Vertical Depth Continuous ft. 8809 1507 
3 Depth Total Projected Continuous ft. 10178 2130 
4 Completed Lateral 
Length 
Continuous ft. 
6613 1335 
5 Total Proppant Continuous lbs. 12896310 6660478 
6 Proppant per Foot Continuous lbs./ft 1916 843 
7 Fluid per Foot Continuous gal./ft. 1846 573 
8 Proppant Fluid Ratio Continuous lbs./gal. 1.021 0.344 
9 Total Fluid Continuous gal. 12259690 4743509 
10 PVT Oil Gravity Continuous degree API 42.23 4.19 
11 Casing Pressure Continuous psi 549 509 
12 Tubing Pressure Continuous psi 1533 811 
13 Location Bottom Hole Latitude Continuous Degrees Lat. 28.8631 0.7294 
114 Bottom Hole Longitude Continuous Degrees Long. -98.6004 1.0801 
15 Surface Latitude Continuous Degrees Lat. 28.8595 0.7301 
16 Surface Longitude Continuous Degrees Long.  -98.5959 1.0789 
17 Sub-Basin Name Categorical  --- --- 
18 County Name Categorical  --- --- 
 
Three different types of data are included in the dataset: continuous, discrete, and categorical.  
Completion data contain information about how a well was designed and constructed. PVT data contains 
information relating to the fluid-mechanic properties of liquids found in the well. While there are several 
measures of PVT data associated with unconventional resources, this dataset only contained oil gravity 
which is discussed in more detail below. Lastly, the locational data is geographical coordinates of where 
the well is placed. In this dataset, there were 22 unique categories of the County Name variable and 3 
unique categories of the Sub-Basin category. To understand the variables of the well information dataset, 
some key terms are discussed below: 
- API Number (API):  The American Petroleum Institute unique well ID 
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- True Vertical Depth (TVD): The point distance in feet between the bottom of the wellbore and the 
point of the surface.  
- Total Proppant Placed (Proppant): The amount of proppant pumped during the reservoir fracturing 
process have known to positively affect the performance of a well from a production standpoint. Field 
data supports the connection between proppant loading and well productivity. 
- Total Fluid Placed (Fluid):  Total amount of fluid injected to complete the well. Fracturing fluid is a key 
mechanism in initiating fractures in the reservoir. Field data supports a positive relationship between 
the amount of fracturing fluid placed and peak monthly production rates for wells in the EFS (Gao and 
Gao 2013) 
- Completed Lateral Length (CLL): The point distance in feet that measures the overall length of a 
horizontal well   
- Status Code: An indicator determined by the engineer at the start of drilling that notes whether a well 
will be primarily gas producing or oil producing  
- Oil Gravity: American Petroleum Institute (API) gravity refers to a measure of how heavy or light a 
petroleum liquid is compared to water. Higher degrees of oil gravity indicate higher viscosity and allow 
for liquids in unconventional reservoirs to flow at higher rates (American Petroleum Institute, 2018). 
- Tubing Pressure: Pressure in pounds per square inch (PSI) on the tubing of the well measured at the 
wellhead.  
- Casing Pressure: Pressure in pounds per square inch (PSI) in the drill pipe or tubing annulus of the 
well 
- Sub-Basin: A geographic sub-area within the EFS 
- Bottom Hole Location: The geographical coordinate location of the bottom of the wellbore that is 
drilled into the ground 
- Surface Location: The geographical coordinate location of the surface of the well 
 
The second dataset extracted from the public database was the production dataset. This dataset 
consists of time-rate recordings of oil, gas, and water production volumes as mentioned in Chapter 4.1: 
Scope and Motivation. . Additionally, this dataset came with corresponding gas-to-oil and water-to-oil 
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ratios which are respectively the amount of gas produced divided by the amount oil produced and the 
amount of water produced divided by the amount of oil produced on a given time interval. A summary of 
the production dataset is described in Table 7. 
Table 7: Production Dataset 
No. Parameter Type Parameter Data Type Units 
 Unique Well ID API Number Categorical  
1  
 
Production 
Oil Production Rate Continuous BBL/Month 
2 Gas Production Rate Continuous MCF/Month 
3 Water Production Rate Continuous Gal/Month 
4 Gas to Oil Ratio Continuous ft3/BBL 
5 Water to Oil Ratio Continuous Gallon/BBL 
6 Report Date Timestamp Date in (dd/mm/yyyy) 
 
To understand the variables of the production dataset, some key terms are discussed below: 
- Oil Production Rate:  The number of barrels of oil (BBL) that well produces over a 30-day period 
(month). One barrel of oil is equivalent to 42 US liquid gallons. 
- Gas Production Rate: The quantity of natural gas in thousands of cubic feet (MCF) that a well 
produces over a 30-day period (month) 
- Water Production Rate: The quantity of liquid water in US liquid gallons that a well produces over a 
30-day period (month) 
- Gas to Oil Ratio (GOR): The respective ratio between the quantity of natural gas to oil that a well 
produces over a 30-day period 
- Water to Oil Ratio (WOR): The respective ratio between the quantity of liquid water to oil that a well 
produces over a 30-day period 
 
5.2 Data Preprocessing 
Data preprocessing is a crucial element of a successful prediction model. In this study, there are 
two basic workflows of data preprocessing because the production dataset is a time-series, and the well 
information dataset is non-time-related. After both datasets were processed, a master dataset was 
created and used for model building. The master dataset contains 448 data objects, however, the original 
dataset contained over 3000 data objects. The remainder of this section provides the workflow taken to 
select the data objects and prepare the data for analysis. 
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5.2.1 Production Dataset Processing 
First, only wells with production history over three years were selected for the analysis. This was 
a criterion because of the target variable of interest was to predict three-years cumulative oil production 
as stated in Chapter 4.2: Introduction of Target Variable. The second step in processing the production 
data was to remove the noise from the data. A moving average was applied to the field data as described 
in Chapter 3.1.2: Fitting Arps Model to Field Data. Figure 18 illustrates an oil production profile of a well, 
represented by the red curve, and the moving average of the oil production represented by a blue curve 
labeled “Oil_MA” with time windows of one (a), two (b), three (c), and six months (d) respectively. For this 
study, the three-month window size was selected to remove noise from the data. This was done through 
visual inspection.  
 
 
 
a)  1-month window 
 
 
b) 2-month window 
 
 
c) 3-month window 
 
 
d) 6- month window 
 
Figure 18: Moving average of oil production data 
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The next step was to remove the outliers. For this study, the production curve for a well is considered an 
outlier if it could not be accurately described by Arps Model (Equation 1). In other words, if a well’s oil 
production curve did not show clear characteristics of declining production as described in Chapter 3.1: 
Decline Curve Analysis,  it was discarded from the dataset. Figure 19 illustrates a declining oil production 
trend (top) and a non-declining oil production trend (bottom). 
 
a) declining production trend 
 
b) non-declining production trend 
 
Figure 19: Visual representation of production trends used to remove outliers 
 
Due to the number of data objects, it would be incredibly time-consuming to visually inspect all production 
curves, so a mathematical approach was taken to filter out the non-declining trends. This involves forcing 
a curve fit of Arps Equation on all wells in the dataset with bounded b and di variables as outlined in 
Chapter 3.1.2: Fitting Arps Model to Field Data. This study implemented limits of 0.5 to 3.5 and 0.007 and 
20 for b and di respectively. Next, the wells were filtered based on the goodness of fit of the curve, namely 
measured on MAPE, RMSE, and R2. Wells with less than 90% R2 and greater than 5% MAPE were 
excluded from the analysis. After this step, 594 wells were eligible for analysis. The last step was to 
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calculate cumulative production volumes at the 36-month time as described in Chapter 4.2 Introduction of 
Target Variable. 
5.2.2 Well Information Dataset Pre-Processing 
 
After the 594 wells were selected from the time series processing criteria, the dataset was joined with the 
well information dataset. The data objects were removed if their corresponding static variables had 
missing or zero values as described in Chapter 3.2.2 Model Learning. This final processing step reduced 
the final master dataset to 448 data objects. The goal of the research was to have as many data objects 
as possible, but the quality of information was selected over the size of the sample in this case. A 
regression model deals with continuous numerical data, however, some of the fields included in the 
dataset are categorical. To use these data fields for regression, they were converted to a vector with 
values of 0 or 1 using the one-hot-encoding methodology described in Sect. 3.2.2 Model Learning. There 
were 22 counties listed in the dataset creating a 22 x 1 vector.   
5.2.3 Master Dataset processing 
 
After necessary preprocessing steps were applied to the well information and production dataset, 
the two datasets were joined by the API number. Then, all values were normalized to values between 0 
and 1 described in Equation 3 found in Chapter 3.2.2 Model Learning.  The master dataset used for 
prediction included the extracted features from the production dataset along with processed well 
information variables as summarized in Table 8. 
Table 8: Master Dataset used for prediction with corresponding input and output variables 
 
Parameter Type Parameter Name Parameter Source 
  
  
  
  
  
  
  
  
  
Input 
Production 
  
  
  
  
  
Oil Principal Components PCA Feature Extraction 
Water Principal Components  PCA Feature Extraction 
Gas Principal Components  PCA Feature Extraction 
qi Arps Feature Extraction 
b Arps Feature Extraction 
di Arps Feature Extraction 
Completion 
  
  
  
  
  
Depth Total Diller Raw 
True Vertical Depth Raw 
Depth Total Projected Raw 
Completed Lateral Length Raw 
Total Proppant Raw 
Proppant per Foot Raw 
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Fluid per Foot Raw 
Proppant Fluid Ratio Raw 
Total Fluid Raw 
Status Code Raw 
PVT Oil Gravity Raw 
 Location 
  
  
  
  
Sub-Basin Raw 
Bottom Hole Latitude Raw 
Bottom Hole Longitude Raw 
Surface Latitude Raw 
Surface Longitude Raw 
County Name Raw 
Target Production 36-Month Cumulative Oil Calculated  
5.3 List of Assumptions 
 
This section outlines the list of assumptions made about the data for modeling purposes. There are five 
key assumptions discussed.  
1. Well parameters including completion, geology, and location are capable of predicting future 
cumulative oil production  
2. Extracted features of a well’s time-rate production profile are capable of predicting future 
cumulative oil production  
3. Overestimating cumulative oil production has the same level of undesirability as underestimating 
cumulative oil production 
4. The cumulative oil production of a well is the same as another well’s cumulative oil production if 
their input conditions are the same  
5. A model’s success is determined by its evaluation metrics, namely R2, RMSE, and MAPE 
 
5.4 Research Questions 
The research questions proposed in this Thesis fall under two categories: (1) EDA and (2) 
prediction modeling. EDA laid the groundwork for the prediction modeling category of research. 
The first goal of EDA was to determine how well the Arps Model (Equation 1) could fit the field 
data available in this study. The second goal of EDA was to determine which parameters from the well 
information dataset were significant in predicting cumulative production.  
 The research questions of interest under prediction modeling build off the EDA questions. These 
questions are the heart of this Thesis and propose novel prediction frameworks to forecasting oil 
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production. The first goal of prediction modeling was to determine which feature extraction method 
produced the best results in predicting cumulative oil production. The second goal of prediction modeling 
was to determine whether including well parameters discovered under EDA could improve prediction 
results. The third goal was to determine if adding model complexity, namely MLP, could improve 
prediction results. A complete list of research questions (RQ) are enumerated below.  
 
5.4.1 List of Research Questions 
RQ1: How much statistical variability can be explained by Arps Model when analyzing 
production curves of lengths 6-months, 12-months, and 24-months respectively? Specifically, 
how does the goodness-of-fit change as more production data is included in the curve fitting 
process? 
RQ2: Is there a statistically significant relationship between well information variables and 
cumulative oil production? Specifically, are the features of the well information dataset capable of 
predicting cumulative oil production? 
RQ3:  Using curve fitting alone, how well can Arps Model predict three-years-cumulative oil 
production given a best fit to 6-months, 12-months, and 24-months of data? 
RQ4: Can Arps Variables act as an effective feature extraction method to predict cumulative oil 
production?  Specifically, does using Qi, b, and D in a linear regression help predict cumulative 
oil? 
RQ5: Can PCA as an effective feature extraction method to predict cumulative oil production? 
Specifically, does using the principal components of the water, oil, and gas production profiles 
help in predicting cumulative oil? 
RQ6: Can the combination of Arps variables and PCA be used as an effective feature extraction 
method to predict cumulative oil production? Specifically, does using Qi, b, and D variables in 
addition to the principal components of the water, oil, and gas production profiles in a linear 
regression help predict cumulative oil? 
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RQ7: Does including the well variables aid the prediction performance of the proposed 
algorithms? Specifically, does including the significant well variables found under RQ2 aid the 
prediction models proposed under RQ4, RQ5 and RQ6?  
RQ8: Using the same prediction framework as RQ7, does adding model complexity aid in 
prediction accuracy? Specifically, does using MLP instead of LR help the prediction accuracy? 
 
5.5 Design of Experiments 
This section outlines the experimental design to answer each research question. Figure 20 
illustrates an overview of the design of experiments performed to answer RQ1 through RQ8.  
 
 
Figure 20: Design of Experiments Overview 
 
5.5.1 Evaluating Arps Model on Field Data (RQ1) 
The first experiment was to answer RQ1. This experiment was to determine how the goodness-
of-fit changes as more production data are included in the curve fitting process. The curve fit procedure 
described in Chapter 3.1: Decline Curve Analysis was carried out using Curve Fit Optimizer, an open-
source python module found in the python SciPy library. This process was carried out for the three 
scenarios: 6-months, 12-months, and 24-months for all wells in the dataset. Lastly, the goodness-of-fit 
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metrics discussed in Chapter 4.5 Evaluation Metrics were obtained for prediction of the target variable 
discussed in Chapter 4.2 Introduction of Target Variable. 
 
5.5.2 Statistical Analysis of Well Variables (RQ2) 
This experiment was to answer RQ2, whether well parameters in the well information dataset 
could predict cumulative oil production. This was achieved through LR modeling. In short, stepwise 
regression using the methods described in Chapter 3.2.4.1: Stepwise regression was performed for 
feature selection. The stepwise regression procedure was automated using Minitab statistical software 
and performed feature selection of variables a 5% significance level, 70-30 train-test split, and 10-fold 
cross-validation. Each selected feature was then further analyzed using analysis of variance (ANOVA).  
Lastly, the prediction quality metrics described in Chapter 4.5: Evaluation Metrics were obtained for the 
prediction of the target variable.  
 
5.5.3 Analysis of Arps Model for Prediction using curve fitting approach (RQ3) 
The third experiment falls under the prediction modeling category. This was to answer RQ3, how 
well the Arps Model could predict three-year cumulative oil production from a DCA approach alone. In 
short, the Arps Model was fit to the field data under the three data available scenarios and used to predict 
the three-year cumulative oil production. First, Arps variables qi, b, and di were obtained using the 
methodology described in Chapter 3.1: Decline Curve Analysis. Secondly, these variables were used to 
calculate the Arps predicted three-year cumulative oil production and compared to the observed three-
year cumulative oil production. This comparison was based on the prediction quality metrics described in 
Chapter 4.5: Evaluation Metrics.  
 
5.5.4 Analysis of Feature Extraction Methods (RQ4, RQ5, and RQ6) 
This experiment helped answer RQ4, RQ5, and RQ6, namely if using parametric or 
nonparametric or a hybrid feature extraction of the production time series data in a multiple LR model 
could provide better results than using Arps Model. For each data scenario, the feature extraction 
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techniques described in Chapter 4.4 Feature Extraction were performed. Equation 9, Equation 10, and 
Equation 11 were respectively used to predict the three-year cumulative oil production of a well using 
Arps, PCA, and Hybrid feature extraction approaches. Then, 10-fold cross-validation using a 70-30 train-
test data partition. The mean and standard deviation of the evaluation metrics described for prediction 
quality in Chapter 4.5 Evaluation Metrics were obtained. For clarification, Table 9 summarizes the 
respective inputs for each model evaluated in this experiment. 
 
 
 
 
Table 9: Summary of model inputs used in the design of experiment RQ4, RQ5, and RQ6 
Model  Scenario Arp’s Variables 
qi, b, and di   
PCA  Output 
1  6-months   Three-year cumulative oil 
2 6-months   Three-year cumulative oil 
3 6-months   Three-year cumulative oil 
4 12-months   Three-year cumulative oil 
5 12-months   Three-year cumulative oil 
6 12-months   Three-year cumulative oil 
7 24-months   Three-year cumulative oil 
8 24-months   Three-year cumulative oil 
9 24-months   Three-year cumulative oil 
 
5.5.5 RQ7: Analysis of combining well variables and feature extraction methods 
 
This experiment helped answer RQ7, namely whether adding the significant well variables found 
in the experiment RQ2 to each respective prediction framework established in RQ5 and RQ6 could 
improve the prediction accuracy. Stepwise regression was performed for feature selection, then 10-fold 
cross-validation using a 70-30 train-test data partition was used to evaluate the model performance. The 
mean and standard deviation of the evaluation metrics described for prediction quality in Chapter 4.5 
Evaluation Metrics were obtained. For clarification, Table 10 summarizes the respective inputs for each 
model evaluated in this experiment. 
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Table 10: Summary of model inputs used in the design of experiment RQ7 
Model  Scenario Well 
Variables 
Arp’s 
Variables 
qi, b, and di   
PCA  Output 
1  6-months    Three-year cumulative 
oil 
2 6-months    Three-year cumulative 
oil 
3 6-months    Three-year cumulative 
oil 
4 12-
months 
   Three-year cumulative 
oil 
5 12-
months 
   Three-year cumulative 
oil 
6 12-
months 
   Three-year cumulative 
oil 
7 24-
months 
   Three-year cumulative 
oil 
8 24-
months 
   Three-year cumulative 
oil 
9 24-
months 
   Three-year cumulative 
oil 
 
 
5.5.6 Analysis of combining well variables and feature extraction methods (RQ8) 
This experiment was designed to assess if adding model complexity had any positive effect on 
predictive capability under the same prediction framework. In short, for each model listed in experiment 
RQ6, the same set of input variables were used as inputs to an MLP algorithm as described in Chapter 
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3.2.5.1 Multilayer Perception Neural Network. Figure 21 shows an overview of the proposed MLP 
algorithm architecture.  
 
Figure 21: MLP algorithm architecture 
 
The MLP was constructed using Python’s scitkit-Learn library. To set up the initial MLP for training, the 
following characteristics were selected using module defaults. For the successful application of the MLP, 
the model went through several tuning steps. The first was to find the best possible network size. A code 
written in Python executed the algorithm iteratively, testing the performance of the algorithm with 2000 
epochs of learning, using 10-fold cross-validation using a 70-30 train test dataset partition on each 
combination of the following module hyperparameters described in Table 11 below. 
Table 11: Hyperparameters Tested to Tune MLP Algorithm Learning 
Hyperparameter Possible Values Tested 
Activation Function Identity, Logistic, Hyperbolic tan function, rectified linear unit 
L2 Regularization Term .0001 
Network Structure [1,1,1], [1,2,1], … , [100,100,100] 
Learning Rate Constant, Inverse Scaling, Adaptive 
Random State (1,10) 
Max Iterations (Epochs) 2000 
Solver (1) Stochastic Gradient Descent 
(2) limited-memory Broyden–Fletcher–Goldfarb–Shanno 
 
After the MLP was tuned, the model’s performance was based on the prediction quality metrics outlined in 
Chapter 4.5 Evaluation Metrics. 
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5.6 Results  
This section reports the results from the design of experiments outlined in section 5.5. The results 
are categorized under the two categories of research: EDA and prediction modeling. RQ1 and RQ2 are 
reported under EDA, and the remainder of the research questions, RQ3 trough RQ8 are reported under 
prediction modeling.  
 
5.6.1 Results for EDA  
This section presents the results to answer the research questions proposed under the EDA 
category. This covers RQ1 and RQ2. 
 
5.6.1.1 Evaluating Arps Model on Field Data (RQ1) 
 
Table 12 outlines the respective goodness-of-fit metrics of the Arps Model on the field data.  
Table 12: Goodness-of-fit Metrics for using Arps Model  
Scenario RMSE MAPE R2 Mean qi Mean b Mean di 
First 6 Months 14253 16.26% 66.18% 1739 1.32 15.56 
First 12 Months 4989 8.53% 91.63% 8571 1.99 0.017 
First  24 Months 3659 6.31% 95.50% 8538 2.98 0.077 
 
 
5.6.1.2 Statistical Analysis of Well Variables (RQ2) 
The stepwise regression selected True Vertical Depth, Completed Lateral Length, Total Fluid 
Placed, Proppant to Fluid Ratio, Surface Latitude and Bottom Hole Longitude, and Oil Gravity as the most 
significant predictor variables when included in the regression model. The identified variables with their 
corresponding p-values and variable inflation factor can be seen in Table 13.  
Table 13: Selected variables to be included in prediction models 
Parameter Type Parameter p-value VIF 
Completion True Vertical Depth 2.65E-04 33.26 
 Completed Lateral Length  1.96E-02 1.26 
 Proppant to Fluid Ratio 1.47E-02 1.75 
 Total Fluid  2.93E-02 1.94 
Location BH Longitude 5.32E-03 76.09 
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 Surface Latitude 1.55E-03 23.8 
PVT Oil Gravity 1.33E-05 3.57 
 
Despite large VIFs for Bottom Hole Longitude, Surface Latitude, and True Vertical Depth, they 
were kept for the analysis due to their significant p-values. These variables were examined closer through 
an analysis of the standardized effects shown in Figure 21. This analysis is a visual way to identify the 
variable importance and examine the relative magnitude of effects on the response variable.  This 
analysis revealed that TVD, BH longitude, and Surface Latitude, respectively, show the 2nd, 3rd, and 4th 
largest magnitude of standardized effects on the target variable response when included in the regression 
model. This made a strong case to keep TVD, Surface Latitude, and BH longitude for the analysis despite 
the large VIFs. 
 
Figure 22: Pareto Chart of standardized effects for RQ2 
Moreover, the resulting model proved to have promising predictor power with a resulting R2 value of 
52.11%, and RMSE of 80942 as described in Table 14 below. 
Table 14: Model Results for RQ2 
RMSE MAPE R2 
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80942 21.18% 52.11% 
 
Additionally, the normality of errors assumption was satisfied and is observed in Figure 23. Here, 
the Anderson-Darling (AD) test was rejected at the 5% significant level, indicating the residuals 
approximated a normal distribution. Secondly, the histogram plot of residuals shown in Figure 24 visually 
shows an approximately normal distribution.  
 
Figure 23: Normal Probability Plot of Residuals for resulting model in RQ2 
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Figure 24: Histogram Plot of Residuals in resulting model in RQ2 
 
Moving forward, the variables TVD, CLL, proppant to fluid ratio, total fluid, bottom hole longitude, 
surface latitude, and oil gravity were used for prediction modeling, and will be referred to as the selected 
well variables to answer RQ7 and RQ8.  
 
5.6.2 Results for Prediction Modeling  
This section presents the results to answer the research questions proposed under the prediction 
modeling category. This covers RQ3, RQ4, RQ5, RQ6, RQ7, and RQ8 
 
5.6.2.1 Analysis of Arps Model for Prediction using curve fitting approach (RQ3) 
This resulting RMSE, MAPE, and R2 metrics from RQ3 are summarized in Table 15 below. In summary, 
Table 15 reports the evaluation metrics for predicting three-year cumulative oil using Arps Model as a 
DCA approach. Each metric is compared to the scenario listed.  
Table 15: Prediction results of the Arps Model as a DCA approach 
Scenario RMSE MAPE R2 
6 Months 26084 28.3% 44.16% 
 56   
 
 
5.6.2.2 Analysis of Feature Extraction Methods (RQ4, RQ5, and RQ6) 
 
The resulting RMSE, MAPE, and R2 metrics from RQ4, RQ5, and RQ6 are reported in Table 16. 
In summary, the resulting evaluation metrics are compared to the feature extraction method for each data 
available scenario. RQ4,  RQ5, and RQ6 are respectively reported as Arps, PCA, and Hybrid in the 
Feature Extraction Method column in Table 16.   
Table 16: Evaluation Metrics for resulting RQ4 and RQ5 prediction models 
Scenario 
Feature Extraction 
Method 
RMSE MAPE R2 
6-months 
Arps 15765 12.15% 77.67% 
PCA 12698 10.45% 82.61% 
Hybrid 12749 9.80% 84.70% 
12-months 
Arps 15358 11.72% 79.20% 
PCA 8648 6.49% 92.98% 
Hybrid 8572 6.16% 93.09% 
24-month 
Arps 14604 11.32% 81.28% 
PCA 3831 2.79% 97.09% 
Hybrid 4084 2.97% 98.37% 
 
 
5.6.2.3 Analysis of Adding Well Variables (RQ7) and Adding Model Complexity (RQ8) 
A summary of the evaluation metrics for the prediction models proposed in RQ7 and RQ8 is 
shown in Table 17. Specifically, the resulting RMSE, MAPE, and R2 metrics from RQ7 and RQ8 are 
reported in the LR and MLP columns, respectively.  
Table 17: Evaluation Metrics for resulting RQ7 (LR) and RQ8 (MLP)  prediction models 
    
RMSE 
  
MAPE 
  
R2 
  
 Scenario 
Feature Extraction 
Method  LR MLP LR MLP LR MLP 
6-months 
  
  
Arps 15098 15321 11.77% 11.72% 79.57% 79.31% 
PCA 12497 14000 10.46% 11.03% 82.70% 83.05% 
Hybrid 11817 7720 8.93% 6.11% 86.43% 92.88% 
12-months 
  
  
Arps 10961 13521 8.85% 10.54% 85.42% 84.12% 
PCA 6782 7397 5.38% 5.34% 94.72% 94.75% 
Hybrid 7035 6919 4.97% 4.96% 95.39% 95.60% 
12 Months 17130 16.23% 77.41%% 
24 Months 13263 8.81% 86.46% 
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24-month 
  
  
Arps 10495 9194 7.35% 6.35% 89.31% 89.72% 
PCA 4660 6231 3.33% 4.51% 97.93% 96.16% 
Hybrid 3496 3516 2.50% 2.67% 98.80% 98.70% 
 
Secondly, the feature rank based on the magnitude of standardized effects for models created in RQ7 is 
reported for each scenario in Table 18.  
Table 18: RQ7  Variable Importance for Linear Regression models 
 
Feature Rank 6 Month Production 12 Month Production 24 Month Production 
  1 Qi PC1 Oil PC1 Oil 
2 PC1 Oil Qi Qi 
3 Di b PC2 Oil 
4 Proppant Fluid Ratio Proppant Fluid Ratio Di 
5 True Vertical Depth Oil Gravity Oil Gravity 
6 Bottom Hole Longitude True Vertical Depth True Vertical Depth 
7 Oil Gravity Surface Latitude PC2 Gas 
8 PC1 Water Completed Lateral 
Length 
PC1 Gas 
9 Surface Latitude  PC1 Gas Completed Lateral Length 
10 Completed Lateral Length Total Fluid b 
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6. Discussion 
In this chapter, the results reported in Chapter 5.6 are discussed for each research question. 
Some of the research questions are discussed simultaneously for the sake of comparison. Namely, RQ3, 
RQ4, RQ5, and RQ6 are discussed together; and RQ7 and RQ8 are discussed together.  
 
6.1 Evaluating Arps Model on Field Data (RQ1)  
This experiment was a method of EDA. This experiment shed light on whether Arps Model was 
effective in fitting the field data used in this case study.  
In Table 12, we observe the RMSE, MAPE, and R2 improve as more data is included in the curve 
fit procedure. Based on R2 specifically, Arps Model can explain over 95% of the variation in the first 24 
months of the field data, however, can only explain 66.18% of the variation in the data for the first 6 
months. This means that the Arps model is more appropriate using 24-months of data when applied to 
the field data used in this case study. This finding is visually depicted in Figure 21. Here, the fitted Arps 
curve is represented by the smooth blue curve labeled “arps_predicted” and the 3-month moving average 
of oil production is represented by the red curve denoted by “Oil_MA.” The data to the left of the vertical 
green line represents the data used to fit the Arps model. A better fit is achieved as more data is included 
as seen in Figure 25 a) 6-months to Figure 21 c) 24-months. 
 
a) Sample Arps Decline Curve fit using the first 6 months of production data 
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b) Sample Arps Decline Curve fit using the first 12 months of production 
 
c)  Sample Arps Decline Curve fit using the first 24 months of production data 
 
Figure 25: Curve fitting using Arps Model to sample production curve in the dataset 
 
6.2 Statistical Analysis of Well Variables (RQ2) 
This experiment was designed to establish a statistical relationship between well variables and 
production variables. This experiment answered the question: are well parameters such as completion 
data, PVT data, and location data capable of predicting cumulative oil production? This experiment also 
served as a feature selection method for creating the prediction models described in the RQ7 and RQ8.  
The results from RQ2 found in Table 13 shed light on whether including well parameters could 
predict cumulative oil production. There were eight variables found to be significant in predicting 
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cumulative oil production: TVD, CLL, total fluid, proppant fluid ratio, total proppant, bottom hole longitude, 
surface latitude, and oil gravity. It was found at oil gravity, TVD, and surface latitude had the highest 
variable importance on predicting three-year cumulative oil production.  
As discussed in Chapter 5.1 Dataset Introduction, completion design parameters such as true 
vertical depth (TVD), total Fluid, and completed lateral length have shown effects on well productivity. 
However, the degree to which each parameter plays a role during the various phases of a well’s 
production is ambiguous or unknown.  
This study explores including the location of the well to overcome such barriers. These variables 
can roughly account for the areal variation in geology, fluid properties, and the governing petrophysics 
that affect a well’s oil and gas production. A company may not always have complete geologic, well, or 
engineering design data, but using this method is a robust way to improve production forecasting, all 
while making few assumptions about the well’s properties.  
 
6.3 Comparing DCA with LR (RQ3, RQ4, RQ5, RQ6) 
This discussion answered the questions proposed in RQ3, RQ4, RQ5, and RQ6. These can be 
simplified into one overarching question: Can LR using feature extraction improve the prediction results of 
the Arps Model as a DCA method?  
The results from Table 15 revealed the efficacy of the Arps Model in predicting three cumulative 
oil production using the field data. As discussed in Chapter 2.1.2 Current Challenges in Production 
Forecasting, it is often difficult to apply the Arps Model when less than 2 years of data is present. 
Moreover, it was discussed that forecasting within one year presents its own challenges. This experiment 
validated these assumptions. This case study demonstrated that Arps Model does a poor job of predicting 
three-year cumulative oil production if only 6-months of data is included in the model but holds strong 
predictive capability in the 12-month and 24-month scenarios.  
The resulting RMSE, MAPE, and R2 values show vast improvement as more data is included in 
the curve fitting approach. Arps Model does a poor job of predicting three-year cumulative oil production if 
only 6-months of data is included in the model but holds strong predictive capability in the 12-month and 
24-month scenarios.  
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These results were an important basis of comparison to the subsequent prediction models under 
RQ4 through RQ6. If these predictions could improve these results, then they are successful and could 
be used as an alternative approach to Arps Model DCA. We can compare this by analyzing the results in 
Table 15 and Table 16. Figure 26 is a high-level graphic that compares the average R-square values of 
predicting the target variables when using the DCA approach from RQ3 versus the LR approach used in 
R4, RQ5, and RQ6. Additionally, Figure 26 breaks down each prediction result by scenario and method of 
feature extraction.  
 
 
Figure 26: Comparison of Average R-Square values between DCA and LR prediction approaches across 
each scenario 
This reveals that using LR is consistently better than DCA for predicting three-year cumulative oil 
production. Another important finding is that the average R2 for LR in the first scenario is higher than the 
R2 value using DCA in the second scenario. In other words, LR did a better job at predicting three-year 
cumulative oil production than DCA with less production history included in the model.   
  Secondly, this reveals that using Arps, PCA, and Hybrid feature extraction with LR to predict 
three-year cumulative oil is a more effective approach than using Arps Model as a DCA method on the 
field data. This held true for all scenarios except in the case of 24-months, where DCA was a better 
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method than LR using the Arps feature extraction method. However, PCA and hybrid methods with LR 
outperformed DCA in this same scenario.  
Lastly, it was found that using LR with Hybrid feature extraction for scenario one had a better R2 
value than DCA for scenario two. Similarly, LR with Hybrid feature extraction for scenario two had a better 
R2 value than DCA for scenario three. In other words, the LR approach to predicting three-years 
cumulative oil production is more effective than DCA even with fewer production data included in the 
model.  This trend was observed across the other evaluation metrics, RMSE and MAPE, and was not 
discussed for the sake of redundancy.  
 
6.4 Efficacy of including well variables in the prediction model (RQ7) 
RQ7 asked whether including the significant well variables found under RQ2 could improve the 
LR prediction results. To answer this, the results from Table 16 and Table 17 can be broken down into 
two high-level data visualizations. First, we can observe the average R2 values when well variables are 
included in the LR models for each scenario. This comparison is made in Figure 28. 
 
 
Figure 27: Resulting R2 of models when significant well variables are included in the linear regression 
prediction broken down by scenario 
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This reveals that there is consistent improvement in resulting R2 when well variables are included in the 
model for each scenario. This trend is also observed for RMSE and MAPE.  
Secondly, we can observe the relative improvement in R2 across the feature extraction method 
when well variables are introduced into the model. This comparison is observed in Figure 29. 
 
Figure 28: Average R-Square when well variables are included in the model for each feature extraction 
method. 
 
This comparison reveals that there is consistent improvement in model performance when well variables 
are included in the model for every feature extraction method proposed.  This trend is also observed for 
RMSE and MAPE. Notably, the hybrid feature extraction method performed the best among the other 
feature extraction methods when well variables were included in the model. The results from Table 18 
report the top-ranking variables based on standardized effects on the regression model. It can be 
observed that Arps variables qi, the initial production rate, is consistently an important variable in the 
prediction outcome. The first principal component for oil is the top tanking variable in terms of 
standardized effects on the model for all three data scenarios. Additionally, the proppant to fluid ratio was 
ranked in the top 5 for variable importance in scenario one and scenario two.  
In summary, including well variables showed improvement in resulting model performance when 
compared by the amount of data included in the model in addition to the feature extraction method used.  
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6.5 Adding Model Complexity (RQ8) 
RQ8 asked whether MLP could improve the prediction results compared to LR under the same 
prediction framework. To answer RQ8, the results found in Table 17 can be broken down into two high-
level visualizations. First, we can compare the average R2 values between LR and MLP for each feature 
extraction method. This comparison is made in Figure 30.  
 
Figure 29: Average R-Square for resulting LR and MLP models for each feature extraction method 
 
This revealed that the Hybrid feature extraction method was the best prediction framework when 
predicting three-year cumulative oil production. This also revealed that LR outperformed MLP when using 
Arps and PCA feature extraction method, but MLP outperformed LR when using the hybrid approach. 
This trend was consistent across RMSE and MAPE as well.  
Next, MLP and LR were compared for each scenario. Only the hybrid feature extraction method 
was compared because it yielded the best results. The average R2 values can be compared between LR 
and MLP across each scenario. This comparison is made in Figure 31. 
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Figure 30: Average R-Square for Hybrid Feature extraction method for MLP and LR models  
For the first scenario, MLP provides a significant advantage in prediction performance over LR. For the 
second scenario, MLP slightly outperforms LR, but by only a slight improvement in resulting R2. Lastly, in 
the third scenario, LR shows a better resulting R2 than MLP. These results are consistent across MAPE 
and RMSE and are not visualized for the sake of eliminating redundancy in this discussion. In short, the 
performance of MLP compared to LR decreases as more data is included in the model. This observation 
could be attributed to a non-linear relationship between the well variables, extracted features, and the 
target variable in the case of the first 6-months of data. As more production data is included, such as 24-
months, a more linear model can describe the relationship between the input variables to the output 
variables.  
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Chapter 7: Conclusions 
7.1 Thesis Summary 
In this thesis, we review the current techniques of analyzing unconventional resource production 
data, namely DCA and numerical simulation. Despite the popularity of these methods in industry, these 
techniques have proved challenging and unreliable when applied to new areas of unconventional 
resources such as the EFS. Physical model parameters needed for DCA or numerical simulation are 
either unknown or are hard to determine given limited historical production data. We discuss the 
advantages of using machine learning and data-driven statistical techniques to model production 
forecasting. Lastly, we propose a novel approach to production forecasting. This is demonstrated through 
a case study that uses actual field data from 448 wells in the EFS. This case study helps address several 
research questions, which are broken down into three general purposes. 
The first general purpose is to determine whether LR is a better tool than DCA in predicting 
cumulative oil production. Specifically, we analyze the results of LR models that employ different time-
series feature extraction methods and compare these results to a traditional DCA approach. These 
results show that LR outperforms DCA in predicting three-year cumulative oil production given 6-months, 
12-months, and 24-months of data included in the model. Additionally, PCA is a better feature extraction 
method than Arps Model. However, the hybrid method, which combines both the Arps Model and PCA, is 
the best method for predicting three-year cumulative oil production. 
The second purpose of this study was to determine whether including well parameters such as 
completion, location, and PVT data could aid the prediction model. As discussed in Chapter 5.1 Dataset 
Introduction, completion design parameters such as true vertical depth (TVD), total Fluid, and completed 
lateral length have shown effects on well productivity. However, the degree to which each parameter 
plays a role during the various phases of a well’s production is ambiguous or unknown. This study 
explores including the location, completion parameters, and PVT data of the well to overcome such 
barriers. This research found true vertical depth, completed lateral length, proppant to fluid ratio, total fluid 
placed, surface latitude, bottom hole longitude, and oil gravity to be significant features in predicting 
cumulative oil production at the 5% significance level. Moreover, using well variables alone to predict 
cumulative oil production had a resulting R2 of over 52%. Lastly, Table 18 revealed that even when 
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production variables were included in the model, it was observed that total fluid, proppant fluid ratio, and 
TVD still ranked high in terms of variable importance for predicting cumulative oil production. These 
variables can roughly account for the areal variation in geology, fluid properties, and the governing 
petrophysics that affect a well’s oil and gas production. A company may not always have complete 
geologic, well, or engineering design data, but using this method is a robust way to improve production 
forecasting, all while making few assumptions about the well’s properties. 
The third general purpose of this study was to determine if adding model complexity, namely 
MLP, could predict three cumulative oil production. The goal of using an MLP neural network was to 
determine if a nonlinear algorithm could predict a well’s cumulative oil production, given its well 
parameters and the extracted features from its production data. We tested this prediction framework 
using the MLP with 6-months, 12-months, and 24-months of production data. In the first two scenarios, 
MLP demonstrated improved performance over LR. However, in the third scenario, MLP was 
outperformed by LR. Additionally, while MLP outperformed LR in scenario two, it was by a relatively small 
amount. From these results, we can say that MLP Neural Networks provide an advantage for predicting 
cumulative oil production during the very early stages of a well’s production life. However, as more data is 
introduced, less complex algorithms perform the same, if not better in explaining the variability in 
cumulative oil production for an unconventional well.  
 
7.2 Study Limitations  
This study was subject to several limitations, both in creating the prediction models and analyzing 
the well production data. The primary limitation was incomplete data regarding a well’s completion and 
geologic profile. The data collected for this study was compiled and supplied by a private company but 
could be pulled from public records from the Texas Railroad Commission. Proprietary engineering 
calculations, fractures, and stimulation information, and well log data are typically held private to a 
company and is not needed to be reported from a compliance perspective. Furthermore, only monthly 
production records are available to the public, however, most companies record daily, or hourly time rate 
data associated with a given well. The monthly records are an accumulation of the daily amounts within 
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that month, thus do reflect other factors such as daily well shut-ins for maintenance or accidents. 
Therefore, the data attributes available in the public data are limited in describing a well’s true conditions.  
 
7.3 Ethical Considerations 
The development of a predictive model for cumulative oil production, using the most “efficient” 
method has several ethical considerations. An important ethical consideration when conducting this study 
was how to define the measure of success. For each proposed model, evaluation metrics, namely R2, 
RMSE, and MAPE serve as a proxy for success but do not fully capture the definition of success in the oil 
and gas industry. For any prediction output, we assumed that overestimating the cumulative production 
had the same level of desirability as underestimating cumulative production. The caveats to this 
assumption are two-fold. The first is that if an oil company overstates their recoverable reserves, they are 
by-definition overstating the value of their company and will have to later go back and change reserve 
amount under SEC guidelines. This can lead to investor pull-out because they lend more money than the 
asset is worth and will have a toxic loan they need to write down. Moreover, a company that overstates its 
recoverable reserves can lead to borrowing too much money and allocating capital in the wrong places. 
For such companies, investors are less willing to contribute funds if a company’s forecasts are not 
conservative (underestimated). The second caveat is that the productivity of a well in each area is a good 
indication of general performance in that geologic region. Overestimating production can lead to 
unnecessary drilling in that given area, contributing to both environmental damage and unneeded wells.   
Another important ethical consideration of this study is environmental damage from 
unconventional oil production. The process of developing using hydraulic fracturing and horizontal drilling 
process can be extremely damaging and polluting to the environment and surrounding habitats if not 
executed correctly (Holdritch, 2010; Rahm, 2011). Oil and Gas companies work hard to abide by the 
institutional policies in place to ensure safe practices and compliance of their wells. However, even under 
very safe and risk-averse practices, hydraulic fracturing is subject to environmental damage and 
accidents every year. There are several risks to the public that horizontal drilling and hydraulic fracturing 
pose. These include drinking water contamination, habitat destruction, negative economic impacts, and 
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greenhouse gas emissions. These factors must be considered when reading this study and in future 
research on the topic.  
 
 
7.4 Future Work 
Future work would include incorporating private engineering data associated with unconventional 
wells. This could include fracture spacing, injected proppant and fluid properties, and reservoir pressure 
data. Additionally, a lower level of granularity for time-rate data such as daily or hourly observations could 
be implemented into the study. 
Secondly, a customized and cost-sensitive metric could be used to evaluate the success of the 
prediction model. By incorporating a cost function into the models, the problems associated with 
overestimating reserves can be remedied. This could aid the workflow for forecasting production because 
of investments play a role in every decision in the oil and gas industry.  
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A. Detailed Statistical Results 
RQ2: Stepwise Regression Results 
Term Coef SE Coef 95% CI T-Value P-Value VIF 
Constant 113087 2120 (108911, 
117264) 
53.35 0.0000000000000000   
Depth_True_Vertical 45405 12250 (21264, 69546) 3.71 0.0002649610689024 33.26 
Surface_Latitude 33197 10362 (12777, 53617) 3.20 0.0015545860699795 23.80 
CLL 5609 2387 (905, 10313) 2.35 0.0196471397962762 1.26 
proppant_fluid_ratio 6913 2812 (1372, 12454) 2.46 0.0147138345501664 1.75 
oil_gravity -17865 4012 (-25770, -9959) -4.45 0.0000133476324726 3.57 
total_fluid 6487 2957 (660, 12313) 2.19 0.0292640917949202 1.94 
BH_Longitude -52145 18529 (-88659, -
15631) 
-2.81 0.0053245234145043 76.09 
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RQ5: Statistical Variance Retained using PCA.  
 
Table 19: Retained Statistical Variance using PCA for 6-months of oil production 
 PC1 PC2 PC3 
Standard deviation 2.321 0.734 0.269 
Proportion of variance 0.896 0.090 0.012 
Cumulative proportion 0.896 0.985 0.997 
 
Table 20: Retained Statistical Variance using PCA for 6-months of gas  production 
 
PC1 PC2 PC3 
Standard deviation 2.375 0.585 0.171 
Proportion of variance 0.938 0.057 0.005 
Cumulative proportion 0.938 0.995 0.999 
 
Table 21: Retained Statistical Variance using PCA for 6-months of water  production  
PC1 PC2 PC3 
Standard deviation 2.429 0.305 0.167 
Proportion of variance 0.979 0.015 0.005 
Cumulative proportion 0.979 0.995 0.999 
 
Table 22: Retained Statistical Variance using PCA for 12-months of oil  production 
 
PC1 PC2 PC3 
Standard deviation 3.301 0.924 0.467 
Proportion of variance 0.906 0.071 0.018 
Cumulative proportion 0.906 0.977 0.995 
 
Table 23: Retained Statistical Variance using PCA for 12-months of gas  production 
  
PC1 PC2 PC3 
Standard deviation 3.376 0.714 0.315 
Proportion of variance 0.948 0.042 0.008 
Cumulative proportion 0.948 0.990 0.998 
 
Table 24: Retained Statistical Variance using PCA for 12-months of water production 
 
PC1 PC2 PC3 
Standard deviation 3.401 0.608 0.295 
Proportion of variance 0.960 0.031 0.007 
Cumulative proportion 0.960 0.991 0.998 
 
Table 25: Retained Statistical Variance using PCA for 24 months of oil production 
  
PC1 PC2 PC3 
Standard deviation 4.628 1.392 0.738 
Proportion of variance 0.891 0.081 0.023 
Cumulative proportion 0.891 0.971 0.994 
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Table 26: Retained Statistical Variance using PCA for 24 months of gas production 
  
PC1 PC2 PC3 
Standard deviation 4.765 1 0.545 
Proportion of 
variance 
0.944 0.042 0.012 
Cumulative 
proportion 
0.944 0.985 0.998 
 
Table 27: Retained Statistical Variance using PCA for 24 months of water  production 
 
PC1 PC2 PC3 
Standard deviation 3.905 2.755 0.767 
Proportion of variance 0.633 0.315 0.024 
Cumulative proportion 0.633 0.948 0.972 
 
 
 
 
 
