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a b s t r a c t
Soil bulk density (ρb) is important because of its direct effect on soil properties (e.g., porosity, soil moisture availability) and crop yield. Additionally, ρb measurements are needed to express soil organic carbon (SOC) and other
nutrient stocks on an area basis (kg ha−1). However, ρb measurements are commonly missing from databases for
reasons that include omission due to sampling constraints and laboratory mishandling. The objective of this
study was to investigate the performance of novel pedotransfer functions (PTFs) in predicting ρb as a function
of textural class and basic pedon description information extracted from the horizon of interest (the horizon
for which ρb is being predicted), and ρb, textural class, and basic pedon description information extracted from
horizons above or below and directly adjacent or not adjacent to the horizon of interest. A total of 2,680 pedons
(20,045 horizons) were gathered from the USDA-NRCS National Soil Survey Center characterization database.
Twelve ρb PTFs were developed by combining PTF types, database conﬁgurations, and horizon limiting depths.
Different PTF types were created considering the direction of prediction in the soil proﬁle: upward and downward prediction models. Multiple database conﬁgurations were used to mimic different scenarios of horizons
missing ρb values: random missing (e.g., ρb sample lost in transit) and patterned or systematic missing
(e.g., no ρb samples collected for horizons N 30 cm depth). For each database conﬁguration scenario, upward
and downward models were developed separately. Three limiting depths (20, 30, and 50 cm) were tested to
identify any threshold depth between upward and downward models. For both PTF types, validation results indicated that models derived from the database conﬁguration mimicking random horizons missing ρb performed
better than those derived from the conﬁguration mimicking clear patterns of missing ρb measurements. All 12
PTFs performed well (RMSPE: 0.10–0.15 g cm−3). The threshold depth of 50 cm most successfully split the
database between upward and downward models. For all PTFs, the ρb of other horizons in the soil proﬁle was
the most important variable in predicting ρb. The proposed PTFs provide reasonably accurate ρb predictions,
and have the potential to help researchers and other users to ﬁll gaps in their database without complicated
data acquisition.
© 2013 Elsevier B.V. All rights reserved.

1. Introduction
Soil bulk density (ρb) is important because of its direct effect on soil
properties such as porosity, soil moisture availability, and hydraulic
conductivity (Dam et al., 2005), and its indirect effects on root growth
and crop yield (Reichert et al., 2009). In addition to these well deﬁned
physical and biological roles, ρb measurements are needed to convert
soil organic carbon (SOC) and other nutrient stocks, at any speciﬁed
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depth, from a mass basis (g kg−1) to an area basis (kg ha−1). In SOC
stock studies, calculations on an area basis are preferred in order to
account for differences in ρb with land use or management change
(Ellert and Bettany, 1995; Gál et al., 2007; Verhulst et al., 2010).
Despite the importance of ρb, it is relatively common to ﬁnd databases or datasets worldwide that are lacking ρb measurements for all
or some records. One common reason for this is that ρb measurements
are labor intensive, time-consuming, and expensive. A need for ρb data
has led to the development of a variety of pedotransfer functions
(PTFs) that predict ρb using information from more easily obtainable
and available data, including physical and chemical soil properties
such as soil texture, SOC, pH, and exchangeable cations (Adams, 1973;
De Vos et al., 2005; Heuscher et al., 2005; Rawls, 1983), as well as morphology and landscape information such as parental material, horizon
designation, physiography, and vegetation (Calhoun et al., 2001;
Jalabert et al., 2010).
Previous studies have suggested stratifying databases into surface/
near-surface and sub-surface samples and then developing ρb PTFs for
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each depth-strata. Stratiﬁcation by depth accounts for the greater effect
of soil management practices and plant roots on ρb of surface/near-surface samples than on ρb of sub-surface samples (Benites et al., 2007;
Watson et al., 2000) and overburden pressures on sub-surface samples.
Predictive accuracy also depends on the variables (e.g., soil properties,
land cover) selected to predict ρb. It is important to select only variables
that signiﬁcantly affect ρb so that effort and resources can be optimized.
The use of only relevant variables should lead to the development of
simpliﬁed models that not only reduce the cost of collecting irrelevant
data, but also to reduce the risk of overﬁtting the model, which reduces
the prediction accuracy for unseen (new) data (Aertsen et al., 2010;
Chan et al., 2011). In an evaluation of variable importance, Jalabert
et al. (2010) found that SOC was the most important variable in the
prediction of ρb followed by the dominant forest tree species, gravel
content, parent material, depth, silt content, pH, clay content, and sum
of exchangeable cations (Ca2+, Mg2+, and K+). The importance of
selected variables, however, depends on the prediction situation and
modeling criteria. For instance, Benites et al. (2007) reported that SOC
was more important than clay content in predicting ρb for the top
30 cm of soil but that the inverse was true for PTFs developed for the
30–100 cm depth due to the inverse relationship between SOC content
and depth for most soils. Additionally, the algorithm chosen for ﬁtting
the PTFs also plays an important role in prediction performance. Multiple linear regression (MLR) has been the method most used for developing ρb PTFs; however, several non-parametric approaches such as
artiﬁcial neural networks (ANN), k-nearest neighbor (k-NN), random
forest (RF), and boosted regression are also viable techniques that
have not been extensively used for ρb prediction (Jalabert et al., 2010;
Tranter et al., 2007). Some of the main advantages of these nonparametric methods are being distribution-free and ﬂexible to work
with categorical variables without the need to create numerical
dummy variables. One important disadvantage of these methods,
however, is that they do not deliver a ﬁnal equation at the end of the
modeling process, making it necessary for interested users to re-ﬁt the
model for subsequent predictions. This limitation can be minimized by
well documented instructions of how to recreate the model.
Most ρb PTFs assume that ρb measurements are missing from all
samples in the database and that other more easily obtainable
data (in the database) are available for predicting ρb. However, this is
not always the case. There are cases in which soil samples are collected
from the entire soil proﬁle for visual, textural, and chemical characterization, but ρb samples are collected just from the upper soil horizons/
layers due to time, budget or other constraints. In these situations, the
database may consistently lack ρb measurements for subsurface layers
or horizons. Another situation would be the loss of random ρb samples
in the database due to data entry errors, presence of fragments, laboratory mishandling, and/or transport mishaps. In this case, ρb measurements would be randomly missing in the database without any
speciﬁc pattern of missing ρb data. In both cases, however, not all ρb
measurements are missing from the database, creating the opportunity
to use existing ρb measurements in the prediction of missing values.
The USDA-NRCS National Soil Survey Center has, over the past several decades, collected and stored laboratory and descriptive data (pedon
morphology descriptions) for the contiguous U.S. with the mission to
cooperatively investigate, inventory, document, classify, interpret,
disseminate, and publish information about soils of the U.S. (http://
nrcs.usda.gov/). As with many other databases, however, the USDANRCS National Soil Survey Center's database also presents missing ρb
measurements that can be predicted with existing ρb measurements
and other basic information. Thus, the objective of this study was to investigate the performance of novel PTFs in predicting ρb as a function of
textural class and basic pedon description information extracted from
the horizon of interest (the horizon for which ρb is being predicted),
and ρb, textural class, and basic pedon description information extracted
from horizons above or below and adjacent or not adjacent to the
horizon of interest.
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2. Material and methods
2.1. The database
Table 1 lists some properties of the 2,680 pedons (20,045 horizons)
from the contiguous U.S. that were gathered from the USDA-NRCS
National Soil Survey Center characterization database (http://soils.
usda.gov/survey/nscd/, accessed on 09/27/2011) and utilized in the
present study for developing ρb PTFs. All ρb measurements were determined at −33 kPa matric potential using the clod method and particlesize distribution (clay, silt, and sand contents) analysis was performed
by the pipet method according to Soil Survey Lab protocols (Soil
Survey Staff, 2004). Horizons were assigned to a soil textural class
determined by the contents of clay, silt, and sand, according to the
USDA textural triangle (Schoeneberger et al., 2002). Soil OC was determined by dry combustion (total C) for samples without carbonates
present and by the difference between total C and inorganic C (pressure
calcimeter method) for samples with carbonates present (Soil Survey
Staff, 2004). In addition to the properties presented in Table 1, the database was queried for selected pedon description information (described
in the next section). The database includes horizon designations
(e.g., Ap, Bt) and top and bottom depths described and recorded
according to Soil Survey Staff (2004).

2.2. The random forest algorithm
Random forest, a tree-based algorithm developed by Breiman
(2001), was chosen for developing the PTFs due to several characteristics. This algorithm can handle a mixture of categorical and continuous
variable; can handle unbalanced classes; incorporates interactions
among predictor variables; returns variable importance; requires little
need to ﬁne-tune parameters (Breiman, 2001; Izenman, 2008). It has
been claimed that random forest does not overﬁt (Breiman, 2001) but
other studies have indicated that it is not always the case (Luellen
et al., 2005). The goal of RF is to obtain stable predictors (regressors)
and, hence, robust models by applying two randomization procedures:
bagging (bootstrap aggregating) and random input selection. The
bagging procedure draws random and independent B bootstrap
samples from the learning (calibration) set to grow B regression trees
(Breiman, 1996). Each bootstrap sample is obtained by repeated
sampling with replacement from the calibration set. In other words,
there are equal probabilities on the sample points to be selected on
each bootstrap sample. Random input selection randomly selects a
subset of variables to determine the best split at each node in the tree
(Ho, 1998). These two randomizations are crucial for obtaining stable
predictors. In the present study, each random forest was grown with
1,500 trees to guarantee an accurate error rate. To reduce bias, trees
were grown to maximum depths with no pruning. Following the default
value, one third of the input variables were randomly sampled to determine the best split at each node. This default conﬁguration has been reported to be a good choice (Liaw and Wiener, 2002). Random forests
were developed using the randomForest package of R (R Development
Core Team, 2011).

Table 1
Descriptive statistics of data used for developing bulk density models.

Bulk density, g cm−3
Organic Carbon, g kg−1
Clay, g kg−1
Silt, g kg−1
Sand, g kg−1
a
b

Sample size.
Standard deviation.

Na

Mean

SDb

Minimum

Maximum

20,045
16,881
20,045
20,045
20,045

1.41
7.90
265
403
301

0.21
12.5
160
198
245

0.23
0.00
0.00
0.00
0.00

2.41
467
931
955
978
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2.3. Input variables
In general, the proposed PTFs had 9 input variables (regressors):
4 from the horizon of interest [designation, textural class, depth
(at the middle of the horizon), and thickness] and 5 from a horizon
that could be above or below and adjacent or not adjacent to the horizon
of interest (ρb, horizon designation, textural class, depth, and thickness).
Horizon depth was calculated as the middle of the horizon range and
horizon thickness as the difference between bottom and top depths.
The use of soil textural class (categorical variable) instead of the contents of clay, silt, and/or sand (continuous variable) gives the PTFs the
ﬂexibility to deal with databases where only ﬁeld determined soil
textural class is available (tactile determinations). It has been shown
that there is a close relationship between ﬁeld and lab soil textural
determinations (Foss et al., 1975; Post et al., 1986). The majority of
published PTFs use SOC as a predictor variable. However, SOC was not
used in this study because it is not always evaluated for all horizons in
the database. A similar approach was employed by Zacharias and
Wessolek (2007) who excluded organic matter, and used soil texture
and bulk density to predict soil water retention.
The RF algorithm can handle discrete variables with a maximum of
32 categories. Therefore, it was necessary to combine the original 511
different horizon designations present in the database into 32 or less
categories. Lithologic discontinuity designations were ignored due to
their unpredictable effect on ρb (e.g., Bt2, 2Bt, and 3Bt1 were grouped
in the general category Bt). Transition horizons were generally pooled
with the ﬁrst described master horizon due to the usual predominance
of characteristics of the ﬁrst described master horizon (e.g., A/E, A/O,
and AE horizon were considered A). Other horizon designations that
occurred infrequently or did not connote any expected signiﬁcant effect
on ρb values were grouped by approximations (e.g., Bg and Bw horizons
were included in the general category B). This approach led to the
formation of the 20 horizon designation categories shown in Table 2.
Box-and-whisker and scatter plots were created to visualize the relationship between observed ρb and input variables using the Graphics
package of R (R Development Core Team, 2011).
2.4. Pedotransfer function development
Separate PTFs were developed depending on where available ρb
measurement was located in the soil proﬁle (below or above the

Table 2
Strategy used for grouping individual horizon designations in the dataset into ﬁnal 20
categories of horizon designation. Individual horizons were described according to the
Field Book for Describing and Sampling Soils (Schoeneberger et al., 2002).
Final horizon designation

Individual horizon designation

Na

A
AB
Ap
B
BA
Bd
Bhs
Bk
Bm
Bq
Bt
Bv
Bx
By
C
Cd
Cr
E
O
R

A, A/E, A/O, AE, Ad Ay
A/B, Ab, ABd, ABgb, ABt, Agb
Ap, Abp, Agp, Ap/C
B, B′, BE, B/E, B/C, B and E, Bg, Bj, Bn, Bw, Bwg
BA, B/A
Bd, Bad, BCd,
Bhs, Bh, Bs
Bk, Bkb, Bkg, Bkk, Bkb, Bkg, Bkny, Bkqy
Bm, Bkm, Bkqm, Bsm,
Bq
Bt, Btg, Btk, Btn, BCt, Bss, Btss, Btb, Btz
Btv, Bv, BCv
Bx, Btx, Btgx, B/Ex, BCx,
By, Byy, Byz
C, CB, C/B, Cg, Ck Ct, Cy,
Cd
Cr
E, EB, E/B, E and B, E/Bt, E and Bt, E/A, EA, EC
Oi, Oa, Oe, O/A, L, Lco, Ldi, Lk, Lma
R

2420
437
2151
2896
4
24
74
1576
24
11
6785
28
255
118
2421
160
114
535
5
7

a

Sample size.

horizon of interest). In this study, PTFs were referred to as upward
models (UWMs) when the horizon with available ρb was below or
downward models (DWMs) when the horizon with available ρb was
above the horizon of interest. The PTF names refer to the direction of
prediction.
In the next step of model development, for both PTF types (UWM
and DWM), the database was arranged in two different conﬁgurations
to simulate two situation with different ρb availability. In the ﬁrst
conﬁguration, which we will refer to as the continuous database (CD),
the data were reconﬁgured to mimic a situation where random horizons
are missing ρb measurement. In this case, the horizon with available ρb
is the horizon directly adjacent to the horizon of interest (below it if
developing UWMs and above it if developing DWMs). For a hypothetical
pedon with horizons at 0–5, 5–20, 20–30, 30–50, 50–100, and
100–150 cm depth, the horizon of interest at 20–30 cm depth would
use information from the adjacent horizon at 30–50 cm depth for developing a UWM, and from the adjacent horizon at 5–20 cm depth for
developing a DWM. Following this arrangement, the horizon of interest
at 30–50 cm depth would use information from the adjacent horizon at
50–100 cm depth for developing a UWM, and from the adjacent
horizon at 20–30 cm depth for developing a DWM. Columns 3–6 of
Table 3 illustrate how the CD conﬁguration of the hypothetical pedon
described above for UWMs with a maximum depth of 30 cm and for
DWMs with a depth greater than 30 cm.
In the second database conﬁguration, which we refer to as the
discontinuous database (DD), the data were reconﬁgured to mimic a
situation where there is a portion in all soil proﬁles where there are
missing ρb measurements (e.g., no ρb measurements at depths above
or below 30 cm). In this scenario, adjacent horizons are not available
for every horizon of interest. For the same hypothetical pedon described
above, mimicking a database that is missing ρb measurements for horizons above 30 cm depth, the horizon of interest at 20–30 cm depth
would use information from the adjacent horizon at 30–50 cm depth
for developing a UWM. However, when the horizon of interest is the
one at 5–20 cm depth, it would not have ρb available from an adjacent
horizon. In this case, the horizon at 30–50 cm depth would be used in
the UWM as the closest horizon with an available ρb. The same horizon
at 30–50 cm depth would be used when the horizon of interest is at
0–5 cm depth. For an alternate case, mimicking a situation where no
ρb measurements were collected for horizons deeper than 30 cm, the
horizon of interest at 30–50 cm depth would use information from
the adjacent horizon at 20–30 cm depth for developing a DWM. However, the horizons of interest at 50–100 and 100–150 cm depth would
not have ρb available from adjacent horizons (30–50 and 50–100 cm
depth, respectively), making the horizon at 20–30 cm depth as the closest with available ρb. Columns 7–10 of Table 3 illustrate how the DD

Table 3
Two different ways of relating information from horizon of interest (HOI) and horizon
with available bulk density (HAD) in a soil proﬁle for developing both upward models
(UWMs) and downward models (DWMs) with threshold depth of 30 cm. The difference
relies on data being arranged as continuous dataset (mimicking randomly missing bulk
density values) or discontinuous dataset (mimicking pattern-consistent missing bulk density values). In both dataset conﬁgurations, the HOI is kept in its original position while
HAD is moved.
Horizon depth

0–5
5–20
20–30
30–50
50–100
100–150
a

Horizon IDa

1
2
3
4
5
6

Continuous database

Discontinuous database

UWM

UWM

DWM

DWM

HOI

HAD

HOI

HAD

HOI

HAD

HOI

HAD

1
2
3
–
–
–

2
3
4
–
–
–

–
–
–
4
5
6

–
–
–
3
4
5

1
2
3
–
–
–

4
4
4
–
–
–

–
–
–
4
5
6

–
–
–
3
3
3

Horizon identiﬁcation number.
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conﬁguration of the hypothetical pedon described above would be for
UWMs with a maximum depth of 30 cm and for DWMs with a depth
greater than 30 cm.
Additionally, for each database conﬁguration (CD and DD), multiple
upward and downward models were created in an attempt to identify
any threshold depth for each PTF type. Previous work has suggested
that individual PTFs should be created for horizons above and below
the threshold depth of 30 cm due to the inﬂuence of soil management
practices and plant root growth on ρb at 0–30 cm depth (Benites et al.,
2007; Watson et al., 2000). For UWMs the maximum bottom depth of
the horizon of interest was set at 20, 30, or 50 cm (UWM-20 for CD
and DD, UWM-30 for CD and DD, and UWM-50 for CD and DD, respectively), with horizon(s) with an available ρb always being deeper than
the horizons of interest. For DWMs the maximum top depth of the horizon of interest was set at 20, 30, or 50 cm (DWM-20 for CD and DD,
DWM-30 for CD and DD, and DWM-50 for CD and DD, respectively),
with horizon(s) with an available ρb always being shallower than the
horizons of interest.
The combination of PTF type (UWM and DWM), data conﬁguration
(CD and DD), and data depth–split (20, 30, and 50 cm) led to a ﬁnal
number of 12 PTFs. The samples size (number of horizons) for each
PTF type depth–split combination was different as there is a different
availability of data with depth (Table 4).
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allows the evaluation of positive or negative bias of a PTF, indicating
an average tendency for overestimation or underestimation, respectively (De Vos et al., 2005; Jalabert et al., 2010).
2.6. Assessing variable importance
To assess which subset of variables best explain ρb estimation,
variable importance in the 12 PTFs was measured by setting the importance argument as “TRUE” in the randomForest function of R's
randomForest package (R Development Core Team, 2011). Computations
are carried out one tree at a time. The regression tree is constructed from
the bootstrap sample. After tree construction, samples not selected in the
bootstrap sample [out-of-bag (OOB) samples] are dropped down the tree
and the mean squared error (MSE) of prediction is computed. Next, the
MSE is computed again for the OOB samples after randomly permuting
values/categories (changing positions) on the jth variable Xj while leaving
the data on all other variables unchanged. By randomly permuting the
predictor variable Xj, its original association with the response Y is broken.
The percentage of increase in MSE is then averaged for the whole forest. If
variable Xj is important, permuting its observed values/categories will reduce the ability to predict each OOB observation and, hence, increase the
MSE when compared to the unaltered data (Izenman, 2008).
2.7. R codes

2.5. Pedotransfer function validation
For all PTFs, 70% of the horizons were randomly selected for calibration and the remaining 30% used for validation. The prediction quality of
the 12 PTFs was evaluated by the following parameters: prediction coefﬁcient of determination (R2), Eq. (1); root mean squared prediction
error (RMSPE), Eq. (2); and mean prediction error (MPE), Eq. (3).
These are deﬁned as:

i2
d
cov ρb;i ; ρ
b;ι
 
 
R ¼
d
var ρb;i  var ρ
b;ι

To facilitate transferability and adoption of the proposed PTFs, the
platform codes used in R to develop the models are listed below:

h

2

ð1Þ

vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u n 
2
u1 X
d
ρ
RMSPE ¼ t
b;ι −ρb;i
n i¼1

MPE ¼

ð2Þ

n 

1X
d
ρ
b;ι −ρb;i
n i¼1

ð3Þ

d
where ρb,i and ρ
b;ι are the observed and predicted ρb values, respectively;
n is the number of observations; and var and cov are the variance and
covariance, respectively. The R2 measures the strength of the linear
relationship between observed and predicted ρb values. The RMSPE
measures the overall prediction error (accuracy) of the PTFs. The MPE

Table 4
Descriptive statistics for soil bulk density (g cm−3) in different dataset arrangements.

c

UWM-20
UWM-30
UWM-50
DWM-20
DWM-30
DWM-50
a

Na

Mean

SDb

Minimum

Maximum

5423
6883
9003
13,634
11,805
9300

1.34
1.35
1.37
1.44
1.45
1.46

0.22
0.21
0.20
0.19
0.20
0.20

0.23
0.23
0.23
0.44
0.44
0.44

2.04
2.04
2.04
2.41
2.33
2.33

Sample size.
Standard deviation.
Upward models (UWMs) developed for maximum depths of 20, 30, and 50 cm
(UWM-20, UWM-30, and UWM-50, respectively); downward models (DWMs) developed
for depths below 20, 30, and 50 cm (DWM-20, DWM-30, and DWM-50, respectively).
b
c

The ﬁrst line is used to load the randomForest package. The second
line deﬁnes the formula that establishes the relationship between the
response variable (ρb of the horizon of interest) and the regressors. In
this case example, the nine regressors were located at columns 3–11
of the dataset. In the third line, the PTF is ﬁtted using the randomForest
function and the formula deﬁned above. In the fourth line, the ρb prediction is performed on the validation dataset using the predict function
and the model ﬁtted in the previous step. The ﬁfth line returns the
variable importance plot by using the varImpPlot function.

3. Results and discussion
3.1. Validation of the proposed pedotransfer functions
The validation performance of the 12 proposed PTFs is presented in
Table 5. Upward models had R2, RMSPE, and MPE ranging at 0.50–0.59,
0.13–0.15 g cm−3, and −0.013–−0.006 g cm−3, respectively. The CD
conﬁguration resulted in slightly more accurate models than the DD
conﬁguration (Table 5). For instance, the RMSPE of UWM-20 derived
from CD and DD conﬁguration was 0.14 and 0.15 g cm−3, respectively.
The better performance of models derived from the CD conﬁguration is
due to the fact that horizons with an available ρb measurement are
always adjacent to the horizons of interest (in this conﬁguration),
which is not always the case in the DD conﬁguration. By always using
adjacent horizons, the continuity of ρb in the soil proﬁle is better
exploited in the CD conﬁguration, resulting in better (more accurate)
ρb predictions. Using the k-nearest neighbor (k-NN) algorithm, Nemes
et al. (2010) used sample depth for grouping reference samples before
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depths could be considered similar to the CD conﬁguration while the
greater mismatch could be considered similar to the DD conﬁguration.
These authors observed, however, a disadvantage of restricting the
reference samples within the range of 5 to 20 cm compared to the
range of 25 to 60 cm. The disagreement between the two approaches
is likely related to the incorporation of horizon continuity in the present
study by always using adjacent horizons in the CD conﬁguration.
For each database conﬁguration (CD and DD), it was found that
UWMs with a maximum horizon bottom depth of 50 cm (UWM-50)
tended to perform better than those using maximum bottom depths
of 20 and 30 cm (Table 5). However, all UWMs had satisfactory performance when compared to similar studies. Huang et al. (2003) reported
that the majority of published studies, that have employed an acceptable error between 10 and 20% of the observed mean ρb for PTFs, to be
useful. Additionally, De Vos et al. (2005) suggested that RMSPE should
be less than 10% of the observed mean ρb for studies that require
accurate calculations. In the present study, the RMSPE of all UWMs fell
within the range of 10–20% suggested by Huang et al. (2003), but only
the UWM derived from the CD conﬁguration to a maximum horizon
bottom depth of 50 cm (UWM-50 CD) was below the 10% limit as
suggested by De Vos et al. (2005) (Tables 4 and 5).
Fig. 1 displays the performance of all UWMs, with models derived
from CD conﬁguration tending to have a tighter ﬁt about the 1:1 relationship line (of a perfect prediction) than those derived from the DD
conﬁguration. Prediction values rotated around the 1:1 line;

Table 5
Validation results for pedotransfer functions (PTFs) developed for predicting soil bulk density.
R2

PTF

RMSPEa

MPEb

g cm−3
c

UWM-20 CD
UWM-30 CD
UWM-50 CD
UWM-20 DD
UWM-30 DD
UWM-50 DD
DWM-20 CD
DWM-30 CD
DWM-50 CD
DWM-20 DD
DWM-30 DD
DWM-50 DD

0.56
0.56
0.59
0.50
0.50
0.50
0.67
0.69
0.71
0.58
0.60
0.66

−0.011
−0.010
−0.006
−0.013
−0.010
−0.006
−0.009
−0.006
−0.005
−0.007
−0.008
−0.008

0.14
0.14
0.13
0.15
0.15
0.14
0.11
0.11
0.10
0.13
0.12
0.11

a

Root mean squared prediction error.
Mean prediction error.
c
Upward models (UWMs) developed for maximum depths of 20, 30, and 50 cm (UWM20, UWM-30, and UWM-50, respectively); downward modes (DWMs) developed for depths
below 20, 30, and 50 cm (DWM-20, DWM-30, and DWM-50, respectively); continuous database (CD) conﬁguration that mimics randomly missing bulk density values; discontinuous
database (DD) conﬁguration that mimics pattern-consistent missing bulk density values.
b

ρb estimation. In this approach, they attempted to optimize the match of
the target sample depth to the reference sample depth for optimal
model performance. Up to a certain extent, the close match between
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Fig. 1. Performance of proposed pedotransfer functions developed to predict bulk density for near-surface horizons using information of the horizon of interest and a horizon below it.
Upward models (UWMs) developed for maximum depths of 20, 30, and 50 cm (UWM-20, UWM-30, and UWM-50, respectively). Continuous database (CD) conﬁguration mimics randomly missing bulk density values. Discontinuous database (DD) conﬁguration mimics pattern-consistent missing bulk density values. The solid line represents the 1:1 relationship line.
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overestimating low observed ρb values and underestimating high
observed ρb values. This typical trend is credited to the different proportion of near-surface and sub-surface horizons in the dataset and to the
fact that all PTF techniques tend to bias toward the grand mean of the
response variable (De Vos et al., 2005; Nemes et al., 2010). All models
had a slightly negative MPE (Table 5) indicating a slight overall
underestimation of ρb. For both database conﬁgurations, UWMs at low
ρb values were dispersed while, in general, predictions above
0.75 g cm−3 tended to cluster closer to the 1:1 line. Horizons with dispersed predictions were identiﬁed as A, Ap, and Bhs horizons with SOC
contents ranging between 13 and 284 g kg−1. These horizons were
further re-checked for bad ρb determination or bad data entry but no
indication of bad data was detected. It is possible that the low number
of horizons with ρb lower than 0.75 g cm−3 resulted in a suboptimum learning process of models in this range and, hence, reduced
prediction performance. Other non-parametric algorithms such as
k-NN are credited not to be affected by data density (Nemes et al.,
2010); however, the overall accuracy of the proposed PTFs overcomes
this issue.
Downward models had R2, RMSPE, and MPE ranging between
0.58–0.71, 0.10–0.13 g cm−3, and −0.009–−0.005 g cm−3, respectively (Table 5). Similar to the UWMs, deriving DWMs from CD conﬁguration resulted in slightly more accurate models than deriving them
from DD conﬁguration, with the maximum horizon top depth of
50 cm (DWM-50) tending to be better than 20 and 30 cm for both database conﬁgurations (Table 5). The RMSPE of all DWMs represented
less than 10% of the observed mean ρb (Tables 4 and 5); meaning that

all models would be adequate for studies requiring accurate calculations
according to the criterion suggested by De Vos et al. (2005). Considering
the threshold depth results for both upward and downward models,
50 cm was found to be the best depth to split the database between
the data used for ﬁtting UWMs (0–50 cm depth) and the data used for
ﬁtting DWMs (≥50 cm depth). This threshold depth is deeper than
the 30 cm depth suggested by others (Benites et al., 2007; Watson
et al., 2000), and is likely the result of the drastic decrease in root distribution for soil depths greater than 50 cm (Grant et al., 2012; Monti and
Zatta, 2009). The accuracy of DWMs was slightly better than that of
UWMs as the RMSPE ranged between 0.13–0.15 and 0.10–0.13 g cm−3
for UWM and DWM, respectively (Table 5). The slightly better performance of DWMs is likely related to the fact that the majority of ρb values
used for developing it were from sub-surface horizons located at depths
below 30 cm. For instance, it would be necessary to use horizons at
20–30, 30–50, 50–100, and 100–150 cm depths to develop a DWM
with the maximum horizon top depth of 20 cm (DWM-20) using the
hypothetical pedon described in Table 3. On the other hand, a large
number of ρb values used for developing UWMs were from nearsurface horizons (e.g., above 20 cm depth) that are considerably affected
by factors not included in the proposed PTFs (e.g., soil management,
plant roots). In this case, the horizons at 0–5, 5–20, 20–30, and
30–50 cm depth would be needed to develop a UWM with a maximum
horizon bottom depth of 50 cm (UWM-50) using the hypothetical
pedon described in Table 3.
Fig. 2 displays the performance of all DWMs. As was observed with
UWMs, DWMs derived from the CD conﬁguration followed the 1:1
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Fig. 2. Performance of proposed pedotransfer functions developed to predict bulk density for sub-surface horizons using information of the horizon of interest and a horizon above it.
Downward modes (DWMs) developed for depths below 20, 30, and 50 cm (DWM-20, DWM-30, and DWM-50, respectively). Continuous database (CD) conﬁguration mimics randomly
missing bulk density values. Discontinuous database (DD) conﬁguration mimics pattern-consistent missing bulk density values. The solid line represents the 1:1 relationship line.
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Fig. 3. Variable importance measured by percentage increase in mean squared error (MSE) due to permutation of variables in pedotransfer function (PTFs). Upward model (UWM) developed for maximum depth of 50 cm (UWM-50). Downward mode (DWM) developed for depth below 50 cm (DWM-50). Continuous database (CD) conﬁguration mimics randomly
missing bulk density values. Discontinuous database (DD) conﬁguration mimics pattern-consistent missing bulk density values. Horizon of interest (HOI) and horizon with available
bulk density (HAD) in the soil proﬁle.

relationship line slightly more closely than those derived from DD
conﬁguration. All models presented a negative MPE that indicates an
overall underestimation of ρb (Table 5). Downward models did not
have increased dispersion in the low range of ρb values as was shown
for UWMs. It is likely that the absence of few and extreme low ρb values
in the DWM datasets allowed for a better learning process in the low
range of ρb values when ﬁtting the models. On the other hand, except
for DWM-50 DD, modeling downwards resulted in some dispersion in
predicting high values of ρb. Horizons with ρb ≥ 2.0 g cm−3 were identiﬁed as Bx, C, Cd, and Cr horizons. Again, a lack of representative samples in the high range of ρb values did not allow models to have the
best possible learning process and, hence, resulted in sub-optimum accuracy. Tranter et al. (2007) set their lower and upper ρb limits at 0.7
and 1.8 g cm−3, respectively, suggesting that samples outside this
range would be dubious or exceptional. However, as stated in this
study, extreme or dubious ρb values were re-checked for bad ρb determination or bad data entry and it was determined that they represent
reliable measurements. Thus, these types of horizons may be present
and in need of prediction for some databases.

The unique approach to take in consideration the information from a
surrounding horizon (above or below and adjacent or not to the horizon
of interest) gives the opportunity to accurately predict ρb for incomplete
databases, assuming that some ρb measurements are available. The
good performance of the proposed PTFs was obtained with the use of information that is commonly found in incomplete databases (e.g., horizon designation, textural class, and depth), without the need to have
complicated data. Also using the USDA-NRCS National Soil Survey Center characterization database, Nemes et al. (2010) obtained a RMSPE of
about 0.17 g cm−3 for their best modeling option. The range of RMSPE
in present study was of 0.10–0.15 g cm−3, indicating that the proposed
approach offers an improvement in accuracy to predict ρb.
3.2. Variable importance
Based on the increase in MSE after permuting variable values, the
most important variable in predicting ρb for all 12 PTFs was the ρb of horizons above or below the horizon of interest (Fig. 3). This is related to
the continuity of ρb values in the soil proﬁle making it possible to
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textured surface soils have lower ρb than sandy soils due to a higher
total pore space (in clayey soils than in sandy soils), which, for the
present study, is illustrated in Fig. 4.
In general, horizon designation of the horizon of interest and of the
other horizons in the soil proﬁle ranked as the fourth and ﬁfth most
important variables in predicting ρb, respectively. Using site and morphology data, Calhoun et al. (2001) found horizon designation to be
the most important variable in predicting ρb, accounting for 49% of the
variability. Horizons are differentiated to reﬂect differences in soil
properties that may or may not be the result of soil formation (Soil
Survey Division, 1993). For instance, A horizons are generally characterized by i) being mineral horizons that exhibit obliteration of all or much
of the original rock structure, ii) presenting accumulation of humiﬁed
organic matter mixed with the mineral fraction, and iii) presenting
properties resulting from cultivation, pasturing, or similar kind of disturbance. These characteristics tend to result in A horizons having a
lower ρb than deeper horizons that preserve more of the original parent
material structure and have lesser amounts of humiﬁed organic matter
and lesser disturbance. Fig. 5 illustrates the relationship between the
horizon designation categories and the measured ρb data used in the
present study. Among mineral horizons, A horizons had the lowest
median ρb value compared to the other horizons except Bhs horizons,
likely due to illuvial accumulation of organic matter in the latter
category.
Depth of the horizon of interest, depth of the horizon with available
ρb, thickness of the horizon of interest, and thickness of the horizon
with available ρb occupied the remaining positions of variable importance, with an overall greater importance of depth over thickness. The
lesser importance of depth in predicting ρb in the present study is related
to the large range of ρb at the various depths and the weak relationship
between these soil proprieties (Fig. 4). Our results agree with those of
De Vos et al. (2005) and Heuscher et al. (2005) who also did not ﬁnd
depth to be an important (signiﬁcant) factor in predicting ρb. Among
continuous variables in the dataset, horizon thickness presented the
weakest relationship with observed ρb values (Fig. 4).

Observed bulk density (g cm-3)

interpolate/predict the ρb of a horizon of interest knowing the ρb of another horizon in the soil proﬁle. In general, a higher increase in MSE was
observed for the CD conﬁguration than that for the DD conﬁguration.
For instance, permuting ρb values increased MSE by 336 and 270% for
UWM-50 CD and UWM-50 DD, respectively, and by 463 and 339% for
DWM-50 CD and DWM-50 DD, respectively (Fig. 3). This is likely from
the fact that horizons with an available ρb were always adjacent to
horizons of interest in the CD conﬁguration, but not always in the DD
conﬁguration. Additionally, there is an apparent higher importance of
ρb of another horizon (above or below and adjacent or not adjacent to
the horizon of interest) in the soil proﬁle for DWMs than for UWMs
(Fig. 3). This is again related to a large number of ρb values in UWMs
being from near-surface horizons (e.g., above 20 cm depth) that are
considerably affected by factors not included in the proposed models
(e.g., soil management, plant roots).
The textural class of the horizon of interest was, across all models,
the second most important variable in predicting ρb, while textural
class of the horizon with available ρb was, in general, the third most important variable (Fig. 3). Additionally, permuting textural class in the
DD conﬁguration resulted in a slightly greater increase in MSE than in
the CD conﬁguration due to the reduced importance of the ρb variable
in the DD conﬁguration, as described above. The majority of previous
studies have not used textural classes as a variable for predicting ρb
but used the contents of clay, silt, and/or sand, which determine textural
classes (De Vos et al., 2005; Jalabert et al., 2010; Tranter et al., 2007).
There is a wide range in the particle-size distribution for a textural
class, making it suitable only for general classiﬁcation purposes
(Posadas et al., 2001). Still, textural class proved to be of great value in
predicting ρb in the present study. Calhoun et al. (2001) used ﬁeld textual class (tactile determinations) to predict ρb in their proposed “Field
Model” and found it to be the second most important variable,
explaining 6% of the variability. Pachepsky and Rawls (1999) also
found that grouping soil by textural class improved the accuracy of
PTFs in predicting volumetric soil water contents. The importance of
soil texture in predicting ρb relates to the general tendency that ﬁne-
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Fig. 4. Scatter plots of observed bulk density vs. continuous variables.
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Fig. 5. Box-and-whisker plot of observed bulk density values for the 20 horizon designation categories. The horizontal line represents the median bulk density for each horizon designation
category. The bottom and top of the box represent the 25th and 75th percentiles, respectively. Whiskers extend 1.5 times the interquartile range. Sample data fall outside the whiskers are
referred to as outliers. The medians of two box-and-whiskers plots are signiﬁcantly different at approximately the 0.95 conﬁdence level if the corresponding notches do not overlap.

4. Conclusions
Random forest models were successfully used to create novel PTFs
that incorporated information, mainly ρb, from other horizons in the
soil proﬁle to predict missing ρb values. These relatively accurate PTFs
can be used to help researchers and surveyors ﬁll gaps in their databases
without complicated data acquisitions.
In addition to the ρb of a speciﬁc horizon (above or below and adjacent or not adjacent to the horizon of interest), the variables used for
developing the PTFs were textural class and basic pedon description information (horizon designation, and top and bottom horizon depths)
that are commonly found in databases. A threshold depth of 50 cm
was found to give the best upward and downward predicting models
for two database conﬁgurations (continuous and discontinuous), but
with continuous database conﬁguration giving slightly better PTFs.
Thus, the best upward and downward models resulted in RMSPE of
0.13 and 0.10 g cm−3, respectively. Available ρb within the soil proﬁle
was the most important variable in predicting ρb, reafﬁrming the applicability of the proposed PTFs for databases not missing all ρb measurements. The availability of textural class and basic pedon description
information from the horizon of interest (the horizon for which ρb is
being predicted), and ρb, textural class, and basic pedon description
information from horizons above or below and adjacent or not adjacent
to the horizon of interest allowed for the development of reasonably
accurate PTFs (RMSPE ranging from 0.10 to 0.15 g cm−3) without the
need of SOC, a variable often used to predict ρb.
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