Abstract
Introduction
C-arm fluoroscopy is the most commonly used intraoperative imaging modality because of its low cost and ease of use, but it currently lacks the ability for robust and easy quantitative guidance. For intra-operative quantitative analysis, one needs to address the issues of 1) image distortion; 2) calibration of imaging parameters; 3) pose estimation; and 4) registration to other imaging modalities. The first two problems are well studied in literature and several solutions have been proposed to date [3, 14, 16] . On the other hand, pose recovery on unencoded mobile C-arms is still a major technical problem that presently does not have a practical solution in many areas of application. Adding to the problem is the non-isocentric nature of C-arms, where the two axes of rotation does not intersect. Also, it has been observed that calibration parameters, for both distortion and image, change from pose to pose, making it even harder to achieve accurate pose recovery.
To date, a wide variety of approaches have been proposed to recover C-arm pose, ranging from external tracking devices [12, 13] , precise calibration fiducials consisting of beads, lines, conics etc in known geometry [3, 6, 11, 15, 16] , to image-based pose estimation methods [5, 9] adapted from the computer vision literature. Auxiliary tracking devices are expensive and need an extra calibration step, optical systems have line of sight problems and electromagnetic trackers suffer from distortion from metallic instruments, thus adding to the complexity of the operating room.
Radio-opaque fiducials placed in the field of imaging have been demonstrated to be capable of achieving reasonable accuracies. However, these fiducials need to be manufactured and segmented precisely and the accuracies depend on the size of the fiducial, the number of features and the type of features, adding to the segmentation and imaging volume problems. It has been shown that ellipses serve as ideal features as a 3D ellipse would project as a closed ellipse in the 2D images [4, 6] . A circle is a special case of ellipse and has been used widely for pose estimation, either alone or with other features [2, 7, 10] .
In image-based methods, point correspondences across the images, without the knowledge about their 3D locations, offer very strong constraints for determining the Carm pose, popularly known as bundle adjustment in computer vision parlance [9] . Jain et al. proposed a mathematical framework to solve for pose parameters, point correspondences, and reconstruction using a high dimensional non-linear optimization with point features from three images [5] . It can be noticed that there is a trade-off between the number of points and the number of images used to determine the pose accurately. Determining correct point correspondences depends on the number of points, spacing between the points, configuration of the points and also on the number of images to eliminate degenerate matches. At the same time, increasing the number of images adds to the complexity of the non-linear optimization problem. While some procedures may be more tolerant to these shortcomings, despite pressing clinical needs, better approaches to achieve intra-operative quantitative fluoroscopy that fits the existing clinical workflow are needed, thereby providing motivation for this work.
In this paper, we propose a unified framework to couple fiducial-based techniques with image-based algorithms to effectively determine C-arm pose from two or more images. We are using a single ellipse as our fiducial because ellipses serve as excellent 3D marker owing to their constrained mathematical framework and superior image segmentation, as reported in [6] . We present a detailed mathematical framework to recover pose using a known 3D ellipse and its 2D projective images. Our mathematical analysis shows that the ellipse from a single image offers symmetric solutions and hence can only constrain 5 out of 6 degrees of freedom. To recover all 6 degrees of freedom, we impose more constraints in the form of point correspondences across multiple images. It can be argued that these extra constraints can be obtained by adding more features to the elliptic fiducial for example a BB, a line, or even a second ellipse. Adding more features increases the burden of segmentation, interference with the anatomy and also creates a need for precise manufacturing and extra hardware in the operating room. Instead, we propose to use multiple projections and feature/point correspondences across these images to recover the pose, thereby using patient anatomical information as part of the fiducial. This is a novel method which benefits from both fiducial based methods and image based methods as the fiducial provides a good initial estimate for the point correspondences and the point correspondences in turn resolve the degenerate cases from the single ellipse.
We are targeting two pertinent applications for this work: 1) brachytherapy and 2) orthopaedics. Prostate brachytherapy is a procedure where radio-active seeds are implanted into the prostate to treat prostate cancer. C-arm fluoroscopy is used to get real-time dose analysis in the operating room [5] . Our framework fits well into this procedure as the ellipse has very minimal interference with the anatomy and at the same time we can also use the radioactive seeds as our point features to accurately determine the C-arm pose. Moreover, in orthopaedic applications, it is very common to insert screws, surgical markers etc., that can serve as our point fiducials. In applications that do not have many point features, one can either induce some markers or identify homologous landmark features in the projection images and use them as fiducials. All things considered, we believe that this combined approach has great potential for intra-operative C-arm tracking that would fit very well into existing clinical scenarios.
Method
The main components of this problem are: 1) c-arm pose and 2) point correspondences. It is assumed that the points have been segmented from the X-ray images. C-arm imaging is typically approximated as a 5-parameter pinhole perspective projection camera [3, 14, 16 ] to be calibrated intraoperatively for each individual image. Recently, however, it has been shown that precise C-arm calibration does not significantly improve pose reconstruction, especially the relative pose between the images [5] . We assume constant calibration across the images, along with known pixel sizes. We present a detailed framework to estimate C-arm pose using two images, though this framework can be easily extended to three or more images.
Pose Estimation using Single Ellipse
Given a known 3D ellipse, the goal here is to estimate the pose of this ellipse from its corresponding projective images. It is typical to represent the segmented 2D ellipse as an equation of the form:
in each image, in which u and v are respectively the coordinates along the x and y axis of the image, measured in pixels, and A, B, C, D, F , and G are constants determined by the segmentation algorithm. It can be observed that this correlates with the general equation of a conic, the origin of which is sitting at the principal point. The equation of such a cone will appear like
where x, y, z are coordinates in a frame that has the focal point of the x-ray device as origin with z axis perpendicular to the image plane and x and y axis parallel to the imaging plane, and f is the focal length of the imaging scenario. This equation can be represented in matrix form as
which can also be represented as
We broke the process into several steps using a method similar to that described for the case of a circle by Costa and Shapiro [2] and the detailed derivation can be found in [1] . We assume for simplicity that the coordinate frame of the 3D ellipse has the x-axis along its major axis, the y-axis along its minor axis, and the origin in the center of the ellipse. The first step involves finding the rotation between the coordinate frame defined by the image plane and the base coordinate frame of the cone itself (with x and y axes along the major and minor axis of the cone and z axis along the cone's center). Note that the rotation matrix that achieves this transformation is just the eigenvectors of the original cone matrix M 0 . The base frame of the cone is of particular interest because in it the cone equation has special form of the type
The next step is to find the transformation between the coordinate frame of the base cone and that of the 3D ellipse. By applying the constraints imposed by the physical size of the ellipse, we attempt to evaluate the set of transformations that would achieve this for a given image. We parameterize the problem by defining two values, φ and θ which together can represent a rotation from the base frame (z-axis aligned with the cone) to an arbitrary frame. To model this transformation, the base frame is first rotated by φ about its z axis and then by θ around the new y-axis. This transformation is illustrated in Figure 1a .
For any image, there are infinitely many possible (φ, θ) combinations, corresponding to infinitely many physical ellipses that could generate the observed projected ellipse in the X-ray image. These rotations can be expressed by the following matrices:
Our goal therefore is to solve for φ and θ such that:
where M P is the equation for the cone in its base frame. Furthermore, note that all parallel planes slicing the cone, create a conic curve with the exact same eccentricity. In our case, this eccentricity should be equal to the eccentricity of the 3D ellipse (a known constant). So without loss of generality, if we set Z = 1, we will get the equation of an ellipse, such as
where
The ellipse generated in this slice can also described by a more common equation:
where ψ is a rotation around the z-axis of the 3D ellipse, a & b are the major & minor axes of the 3D ellipse. K will be scale-constant dependent on the z value at which the slice was taken. Expanding this equation simplifies to
So, from equation 9, we know that for some angle of rotation ψ:
Combining these equations to eliminate ψ and K, gives us
Note that if we were imaging a circle, the right hand term reduces to 0, indicating B P = 0, and A P = C P . Substituting the values for A P , B P , and C P previously presented in equations 10, 11, 12 allows us to obtain an equation relating θ to φ. This equation is a quadratic equation in cos 2 (φ) of the form, with the K n (θ) functions of θ:
Since equation 15 is a bi-quadratic equation in cosφ, for any given value of θ there are 8 values of φ in general that satisfy the constraint that it imposes. Moreover, observe that if φ (0 ≤ φ < π/2) is a solution, then π − φ, −π + φ & −φ are also solutions. These would correspond to the 4 symmetric solutions owing to the inherent symmetry in the cone and the ellipse. Furthermore, φ and −π+φ correspond to the same ellipse sitting in exactly the same position. In many cases, some solutions for φ would be imaginary when |cosφ| > 1, meaning that there is no feasible ellipse for that given θ. At this stage, we have constrained the solution space of the ellipse/C-arm pose, reducing the 6-dimensional poseparameter space to a function of a single parameter φ/θ. With respect to the ellipse frame, there are eight symmetric locations of the X-ray source, all of them being reflections along the x-y, y-z and z-x planes. The other eight solutions have the same position of the X-ray source, but the image rotated by π along the center line of each 3D cone. Thus it can be observed that, with respect to the ellipse, all the feasible pose solutions lie on 8 non-intersecting closed curves parametrized by φ/θ.
Given a (φ, θ) combination, to obtain the third rotation angle ψ we apply the following transformation to our coordinate frame, giving us a cone of the form
where C E is the cone equation in a coordinate frame aligned with the frame of the 3D ellipse, and a rotation of ψ along its z-axis. We next apply a rotation by the angle ψ to bring the x and y axes of our coordinate system parallel to the major and minor axes of the real ellipse. Solving the equation, this angle is given by
The rotation transformation of ψ along the z-axis can be described as
The coordinate system created by the combination of these rotations now has axes parallel to the axes of the 3D ellipse, but is centered at the imaging focal point. The final step therefore, is to compute the translation required to bring the center of the frame to the center of the ellipse. This translation is computed by taking a slice of the cone at distance f away from the center, computing its major axis at this point. Equating the computed length of the major axis as a function of f , to the known value, provides f . The coordinate system is then translated by this vector. Combining these transformations allows us to create an algorithm to determine the set of possible poses that could have created a given image. However, as infinitely many possible (φ, θ) combinations exist, the ellipse image cannot be used to uniquely determine the pose. It constrains 5 of the 6 degrees of freedom of pose, allowing a single degree of freedom that must be removed through further constraints.
Combined Mathematical Framework
As shown above, a single ellipse from each projection image returns the pose in (φ, θ) space with 8 degenerate poses, i.e., the projection of the known 3D ellipse in any of these poses would result in exactly the same 2D image. In order to eliminate these degenerate cases, we propose to impose more constraints in the form of point correspondences across images. Even though the projections of the 3D ellipse are identical, the projections of the 3D point clouds differ and hence provides us with extra constraints to break the symmetry as shown below.
Let N m be the number of points identified in images I m with pose [R m , T m ], θ m be the corresponding solution space for C-arm pose using ellipse from image I m and projection model M m . Let s lm be the position of l th segmented point in m th image. When two images are used, the optimization problem can be formulated as follows:
and C ij is the the cost of matching point p i1 to points p j2 . Note that it varies with any variation in θ 1 , θ 2 . f ij is a discrete variable taking a value 1/0, and deciding the correctness of the match i, j . The inequalities force every segmented point to be chosen at least once. Thus, f represents any feasible global match (and vice versa), with the cost of that correspondence given by C ij f ij . The problem hence is to compute θ 1 , θ 2 , f that minimize the total cost. It should be noted that since the images represent Figure  1b . For each θ i , there are eight φ i symmetric solutions and hence we evaluate the objective function 64times for two images to eliminate the degenerate cases. The number of evaluations can be decreased by tailoring the algorithm to be application dependent or by constraining the motion of the C-arm etc. The basic idea is that at global optimum, correct pose would invoke correct correspondences and these correspondences would converge to the optimal pose. At any other point in the solution space, incorrect pose would lead to inconsistent correspondences and hence by iteratively solving for both pose and point correspondences, a unique global solution can be achieved.
In general, any cost metric that globally measures the deviation from the observation, should perform well. We use projection error as our cost metric. This projection error can be computed as the L 2 norm of the projection of the 3D points (computed by intersecting the rays from the corresponding 2D points in the X-ray image to its source) on to the 2D images. Once the cost matrix is computed, we use traditional Hungarian assignment method to solve for optimal point correspondences [8] .
Experiments and Results
Simulation Studies: Two types of synthetic data, one for prostate brachytherapy and the other for orthopaedic applications, were created to evaluate our algorithm. Both the simulation software and the algorithm were implemented in MATLAB. For two images, the algorithm takes about 20-60 seconds depending on the number of points used, with typical convergence in 2-3 iterations. The C-arm imaging parameters for both the simulations are: focal length = 1000 mm; pixel size = 0.44 mm/pixel; image size = (512, 640); and origin = (256, 320); The diameter of the shaft of 3D ellipse was fixed at 30 mm and the ellipse itself is oriented at an angle of 30
• along the shaft. For prostate brachytherapy simulations, we created 5 datasets, each dataset has 6 images taken at regular intervals along a 20
• cone. We varied the imaging volume from 40cc to 60cc in increments of 5cc. For orthopaedic data, we varied the imaging volume from 100cc to 1000cc in increments of 100cc. We divided the ex- periments into three separate cloud sizes: sparse, medium, and dense clouds consisting of atleast 10-15, 20-30, and 70-80 points respectively. These point clouds were chosen randomly for 5 iterations. Figure 2 shows an example simulated image with ellipse and point clouds. We believe that this data represents the spectrum of different types of surgical scenarios including brachytherapy and orthopaedic procedures. Figure 3 shows the simulation results for small and large imaging volumes. Each datapoint is an average of 5 * 6 2 * 5 = 375 runs. Pose recovery accuracy varies with the size of the point cloud, average being about 0.34
• for small volumes and 0.2
• for large volumes. Although, the variation is not much significant with the large volumes because of the wide distribution of the feature points. These results show that when there is no error in the data, pose can be recovered accurately.
We are currently exploring the sensitivity of the algorithm to the segmentation errors from both ellipse segmentation and point segmentation. The overall failure rate for large imaging volumes has decreased from 10% to 0.1% when compared to the small imaging volumes. These simulation results show that our algorithm successfully converges to the optimal solution in case of large imaging volumes and small imaging volumes with sparse and medium data distribution and is near perfect (success rate of 95%) for small imaging volumes with dense data points. This can be attributed to the fact that the point mismatches are more prevalent in dense point clouds and hence are throwing off the convergence in the two image algorithm. We show an improvement in the performance by using partial information from the third image below.
Phantom Experiments:
Experiments were performed on a brachytherapy phantom consisting of both the seeds and the FTRAC fiducial rigidly attached as shown in Figure 4 . The cloud phantom comprises of multiple slabs, thus capable of multiple random point configurations. 100 points with 1.56 points/cc were used. X-ray images within a 20 o cone around the AP-axis were randomly taken using a Philips Integris V3000 fluoroscope and corrected for distortion. Thus both the seed locations and X-ray pose were not biased/optimized in any way, closely representing an uncontrolled surgical scenario. Each image was hand segmented to establish the true segmentation and correspondence, thereby allowing for some segmentation error. The true C-arm pose and reconstruction was compared to that computed from the algorithm. • ) and also are able to attain a success rate of 99%. The second set of phantom experiments involve taking multiple xray images and reconstructing the 3D seed locations from its corresponding 2D projection coordinates, for which accurate C-arm tracking is a must. For each phantom dataset, we have used sets of two images, determined the relative pose between these images and then reconstructed the 3D seed coordinates. Although this works perfectly on sparse data, our goal is to make it work on dense data such as brachytherapy seed data. The results are shown in Table  1 . Note that the data in each cell is an average of 15 runs. Eventhough the average pose error is about (1 • ), only half of the seeds are correctly matched because of the reconstruction singularities introduced by using only two images, which is fully expected for dense data.
To understand better, how information from the third image enhances the algorithm convergence, we have used a third image to identify the correct matches as valid correspondences between the points identified by points that create loops of size one. Given two images, I 1 , I 2 , we select a third image I 3 and run the algorithm on sets of two images. Consider a point p i1 in image I 1 being matched to a point p j2 in image I 2 , and to a point p k3 in image I 3 . This match between p i1 to p j2 is considered a valid match if and only if p j2 matches p k3 . The pose estimation algorithm is run again using only these valid matches. We refer to this experiment as 2.5 images rather than 3 images in Table 1 , since only partial information from the third image is used.
This added information from the third image has increased the matching rate to 90% with a better pose and reconstruction accuracy. The error for mismatched seeds Figure 5 . Performance as a function of number of points used along with the ellipse. Note that three to five points achieve 99% success rate.
is still high. The reason is that inspite of high matching rate and improved reconstruction accuracy, the projection of the solution using three images is not exactly the same as that of using two solutions. Although these accuracies are mostly acceptable, prostate brachytherapy needs 99% matching rate to determine the intra-operative dosage accurately, which can be achieved by extending our framework to use three images. The basic idea here would be to use two images to optimize the pose and then use three images to solve for matching iteratively. The theoretical complexity of using three or more images is similar to that of two images, except that the matching algorithm would be employing more sophisticated combinatorial checks like MARSHAL [5] .
Discussion
A unified mathematical framework for C-arm tracking, point correspondences and reconstruction has been proposed, along with experimental validation on simulation and phantom studies. Our experiments indicate an average accuracy of 0.51
• in orientation, with a STD of 0.12 • . The primary contribution of this work is the use of ellipse to determine pose with a combinatorial approach to establish point correspondences. We show that the projection of elliptic curves constrains 5 out of the 6 degrees of freedom of the C-arm pose. Furthermore it can also recover the 3D scale of the reconstruction. To completely recover the true C-arm pose, our method uses constraints in the form of additional point correspondences from multiple images. We show that four or five additional correspondences can successfully recover the pose 99% of the time with an accuracy of 0.74
• . We have conducted our validation on randomly selected views and number/distribution of points, indicating the robustness of the algorithm to uniformity and reliability in performance. Though the alternatives of well designed calibration fixtures and image based procedures are also available, they become cumbersome and impractical, specifically when employed in the current clinical setup. We believe that the presented framework represents a significant Table 1 . The algorithm's performance on phantom data. 2-image seed matching is completely erroneous (left), with over a quarter of the seeds being mismatched with high reconstruction error, yet low projection error and reconstruction accuracy. Adding just little information from a third image boosts performance (right). Most seeds match, though the reconstruction error is high for the few mismatched seeds.
step toward a complete pose reconstruction system employing very little external hardware and very minimal interference with the anatomy being imaged (one could think of a small ellipse attached to a wire frame into the field of view and imaged along with the patient). Moreover, our simulation results show that this method can be used for a variety of applications ranging from prostate brachytherapy (small imaging volume, dense point features) to orthopaedic applications (large imaging volume, sparse to medium point features).
We are currently performing more simulations to validate the sensitivity of the algorithm to segmentation errors and are also looking at measuring target registration error distribution of the point clouds. Efforts to validate our system on clinical prostate brachytherapy data are currently underway. Further extension of this approach to reconstruct points using three views could significantly improve the current clinical viability of intra-operative quantitative fluoroscopy, especially in brachytherapy.
