In this paper, we present a family of new mixed finite element methods for linear elasticity for both spatial dimensions n = 2, 3, which yields a conforming and strongly symmetric approximation for stress. Applying P k+1 − P k as the local approximation for the stress and displacement, the mixed methods achieve the optimal order of convergence for both the stress and displacement when k ≥ n. For the lower order case (n − 2 ≤ k < n), the stability and convergence still hold on some special grids. The proposed mixed methods are efficiently implemented by hybridization, which imposes the inter-element normal continuity of the stress by a Lagrange multiplier. Then, we develop and analyze multilevel solvers for the Schur complement of the hybridized system in the two dimensional case. Provided that no nearly singular vertex on the grids, the proposed solvers are proved to be uniformly convergent with respect to both the grid size and Poisson's ratio. Numerical experiments are provided to validate our theoretical results.
Introduction
The mixed finite element methods are popular in solid mechanics since they avoid locking and provide a straightforward approximation for stress. The conforming mixed methods based on the classical Hellinger-Reissner variational formulation requires finite element space for the stress in H(div; S), the space of symmetric matrix-valued fields, which are square integrable with square integrable divergence. In the meantime, the discrete space for the stress must be compatible with that for the displacement, which is a subspace of the vector-valued L 2 space. However, the construction of such stable pairs using polynomial shape functions is very challenging.
To overcome this difficulty, the earliest works adopted composite element techniques (cf. [39, 7] ). The composite element methods approximate the displacement in one grid while approximating the stress in the refined grid. Due to the difficulties in keeping the symmetry and conformity at the same time, some compromised methods that relax one of the two requirements have been developed. The first category of such methods (cf. [2, 45, 46, 8, 14, 23, 30] ) weakly imposes stress symmetry, while maintaining exact H(div) conformity. These methods introduce the Lagrange multiplier, approximating the non-symmetric part of the displacement gradient while enforcing stress symmetry weakly. The second category of such methods (cf. [12, 13, 34, 43, 55, 56, 26] ) relaxes the conformity constraints while keeping the symmetry strongly.
In [11] , Arnold and Winther proposed the first family of mixed finite element methods in two dimension (2D), which yields the symmetric and conforming approximation for the stress. Since then, many stable mixed elements have been constructed, see [4, 5, 1] . However, the shape function spaces of these elements, using incomplete polynomials, are quite complicated. In [35, 36] , Hu and Zhang constructed a family of mixed finite elements with conforming and symmetric stress approximation in a unified fashion on simplex grids for spatial dimension n = 2, 3. The degrees of the polynomials to approximate the stress and displacement match reasonably and naturally, by which these elements also achieve the optimal order of convergence. The generalizations or variants of Hu-Zhang's finite elements can be found in [32, 33, 37] .
Both families of the conforming elements above are subject to continuity constraints at the element vertices, which is not natural for H(div) conformity and prohibits techniques like hybridization that are usually available for the mixed method. One feature of our methods is to relax the continuity at the element vertices using the full C div -P k+1 space for the stress Σ h,k+1 = {τ ∈ H(div, Ω; S) | τ | K ∈ P k+1 (K; S) ∀K ∈ T h }.
Taking the full C −1 -P k vector-valued space V h,k for the displacement, the stability of Σ h,k+1 − V h,k follows directly from the results of [35, 36, 32] when k ≥ n. On some special grids, we can still prove the stability for the lower order pairs when n − 2 ≤ k < n. In the 2D case, it is feasible to construct nodal basis functions for Σ h,k+1 by geometric analysis at the vertices (cf. [44] ). In the 3D case, however, it is complicated to deal with nodal basis functions associated with the vertices or edges. In any case, the dimension of Σ h,k+1 therefore depends on the singular vertices (cf. [44] ) or singular edges of the grids.
Instead of constructing basis functions for Σ h,k+1 , we implement it by hybridization (cf. [6, 24] ). In other words, we remove the inter-element continuity of stress and enforce it by the Lagrange multiplier-the piecewise discontinuous polynomial space of degree k + 1 defined on the edges or faces. The stress and displacement can be eliminated locally in the hybridized mixed system, which results in a linear system solely for the Lagrange multiplier. The resulting multiplier system may have a nontrivial kernel due to the singular vertices or singular edges on the grids but leads to a unique solution of the stress and displacement. Related works on hybridizable methods for elasticity can be found in [52, 28, 47] . In [28] , a family of nonconforming and hybridizable elements on simplicial grids was developed in both 2D and 3D cases. The hybridizable discontinuous Galerkin (HDG) methods for the linear elasticity were studied in [52, 47] .
Another feature of our methods is to develop robust iterative solvers for the Schur complement of the hybridized mixed system in the 2D case, provided that there is no nearly singular vertex on the grids. The iterative solvers for the hybridized mixed method for the diffusion problem were studied in [27, 29, 22, 42, 41] . Although the methodologies in dealing with the non-nested multilevel finite element spaces and the non-inherited bilinear forms were discussed in these papers for the diffusion problem, two essential distinctions exist for the linear elasticity: (i) some local estimates do not hold on each element, but on the element patch, and (ii) the condition number of the multiplier system depends not only on the grid size but also on Poisson's ratio.
To overcome these difficulties, we first establish some local estimates on the element patches by characterizing the inter-element jump of piecewise discontinuous symmetric-matrix-valued polynomials (see Lemma 3.9 and 3.10). We then propose an equivalent norm to the energy norm associated with the multiplier system, which indicates that the multiplier system holds a similar structure with that of the stable discretization (P 2 -P 0 ) for the elastic primal formulation (cf. [48] ). Thus, capturing the rigid-body motion mode and the weak divergence-free mode simultaneously is the key to developing robust iterative solvers with respect to both the grid size and Poisson's ratio.
The rest of the paper is organized as follows. In the next section, we introduce our mixed finite element methods and prove their stability and convergence. In Section 3, we present the hybridization of the mixed finite element method. We also characterize the kernel of the hybridized mixed system and develop some tools to estimate the norms. In Section 4, we focus on the iterative solvers for the multiplier system. We provide some numerical results in Section 5 and give some concluding remarks in Section 6. Finally, some technical results can be found in the appendix.
Mixed Methods
In this paper, we consider the following linear elasticity problem with Dirichlet boundary condition
where Ω is a polygonal domain in R n (n = 2, 3). The displacement and stress are denoted by u : Ω → R n and σ : Ω → S, respectively. Here, S represents the space of real symmetric matrices of order n × n. The compliance tensor A : S → S is defined as
whereμ,λ are the Lamé constants. Clearly, A is bounded and symmetric positive definite. The linearized strain tensor is denoted by (u) = (∇u + (∇u) T )/2. 
The unit normal vector with respect to the face F is represented by ν F .
Let F ∈ F i h be the common face of two elements K + and K − , and ν + F and ν − F be the unit outward normal vectors on F with respect to K + and K − , respectively. Then, we define the jump [·] on F ∈ F i h for τ by:
For F ∈ F ∂ h , we define [τ ] F := τ ν, where ν is the unit outer normal along ∂Ω. Our notation for the inner products is standard (cf. [15] 
where u h , v h and µ h , λ h are defined on T h and F h , respectively.
Throughout this paper, we shall use letter C to denote a generic positive constant independent of h and the material parameters. Note that C may stand for different values at its various occurrences. The notation x y means x ≤ Cy and x y means x y x.
The mixed formulation of (2.1) is to find
Here, H(div, Ω; S) consists of square-integrable symmetric matrix fields with squareintegrable divergence, and L 2 (Ω; R n ) is the space of vector-valued functions that are square integrable with the standard L 2 norm. The corresponding H(div) norm is defined by
We take the discrete stress space as the full C div -P k+1 space
and take the discrete displacement space as the full C −1 -P k space
Then, the mixed finite element approximation of the elastic problem (2.3) reads:
2.2.
Stability and Convergence. The convergence of the finite element solution follows from the stability and the standard approximation property. First, we consider the stability of the discrete problem (2.6), which follows from two conditions by the standard theory of mixed finite element methods (cf. [18] ).
(1) K-ellipticity: There exists a constant α > 0, independent of the grid size, such that
(2) Ladyženskaja-Babuška-Brezzi (LBB) condition: There exists a constant β > 0, independent of the grid size, such that
Since divΣ h,k+1 ⊂ V h,k for any k ≥ 0, we know that Z h ∈ ker(div). Therefore,
as the compliance tensor is positive definite. This implies the K-ellipticity. Note that, pertaining to Ω tr(τ h ) dx = 0, the constant C in (2.9) is uniform with respect to the Poisson's' ratio (ν :=λ 2(λ+μ) ) due to the following theorem (see Section 9 in [18] for details). Next, we discuss the inf-sup condition under the pure displacement boundary condition. Similar techniques work for the traction boundary condition.
Proof. This is a corollary of [32, 35, 36] , in which a family of finite elements for H(div, Ω; S) satisfying (2.11) is proposed as
Here, the local conforming div-bubble space Σ k+1,b (K) := {τ ∈ P k+1 (K; S) | τ ν| ∂K = 0}. Hence, the lemma follows from the fact that τ h ∈ Σ HZ h,k+1 ⊂ Σ h,k+1 . For the lower order case, the inf-sup condition (2.11) resorts to some known results of the Stokes pair. When k ≥ n − 2, the Stokes pair P k+2 − P −1 k+1 can be proved stable on special grids (cf. [10, 57] ), a popular example of which is the Hsieh-Clough-Tocher (HCT) grid, where each macro-simplex is divided into n + 1 sub-simplexes by connecting the barycenter with the vertices. Lemma 2.3. When n − 2 ≤ k < n, if the Stokes pair P k+2 − P −1 k+1 is stable on the grid, then for any v h ∈ V h,k , there exists τ h ∈ Σ h,k+1 such that
Proof. We prove the stability by a constructive method (cf. [8] ). In light of the Brezzi-Douglas-Marini (BDM) elements for H(div; R n ) (cf. [17, 18] ), we defined the following space
where M represents the space of real matrices of order n × n. The divτ here is defined by taking div on each row of τ . By the stability of BDM elements, we immediately know that for any v h ∈ V h , there exists aτ h ∈ BDM n×n k+1 such that
With the purpose of symmetrizing τ h , we add a divergence-free term toτ h to obtain
where ρ h satisfies (1) For n = 2: ρ h ∈ H 1 (Ω; R 2 ) is a vector-valued function and ρ h | K ∈ P k+2 (K; R 2 ); (2) For n = 3: ρ h ∈ H 1 (Ω; M) is a matrix-valued function and ρ h | K ∈ P k+2 (K; M). For the 2D case, the curl operator is a rotation of the operator ∇ (i.e., curl = (−∂ y , ∂ x )) and applies on each entry of the vector ρ h . For the 3D case, the curl operator applies on each row of the matrix ρ h . By direct calculation, the symmetry of τ h is equivalent to the following equation, 
Then, the proof can be divided into the following two cases:
(1) For n = 2: From [9] , we have skw(curlρ h ) = 1 2 Skw 2 (divρ h ). Thus, (2.14) can be written as:
The stability of Stokes pair P k+2 − P −1 k+1 then implies that there exists a ρ h ∈ {v ∈ H 1 (Ω; R 2 ) | v| K ∈ P k+2 (K; R 2 )} satisfying (2.15) and
(2) For n = 3: From [9] , we have skw(curlρ h ) = − 1 2 Skw 3 (div Ξρ h ), where Ξ is an algebraic operator defined as Ξρ h = ρ T h − tr(ρ h )I. Denoting η h = Ξρ h , it is obvious that ρ h = Ξ −1 η h = η T h − 1 2 tr(η h )I. Thus, (2.14) can be written as:
To summarize, we obtain
This completes the proof.
By virtue of Lemma 2.2 and 2.3, we have the following theorems.
Theorem 2.4. Under the conditions in Lemma 2.2 or 2.3, the K-ellipticity (2.7) and the inf-sup condition (2.8) hold uniformly with respect to the mesh size. Consequently, the discrete mixed problem (2.6) is well posed.
Under the conditions in Lemma 2.2 or 2.3, we have
Proof. The well-posedness implies the following quasi-optimal error estimate,
which gives rise to (2.17) due to the standard L 2 projection and Scott-Zhang interpolation (cf. [51] ).
Hybridization
To implement the mixed method (2.6), we need the degrees of freedom (d.o.f.) or the nodal basis of the discrete stress spaces. In the definition (2.4), however, we state the inter-element continuity directly instead of using the d.o.f., which is different from Ciarlet's convention for the finite elements. More precisely, there is no locally defined d.o.f. on elements for the discrete stress spaces (2.4). A similar argument can be found in [11] . In light of [44] , where the authors constructed the nodal basis for the space of piecewise C 1 polynomials, we can globally form the nodal basis for our discrete stress spaces, whose dimensions depend on the singular vertices of the grids.
Instead of presenting the details of the nodal basis, we adopt a simpler implementation technique-the hybridization method (cf. [6, 24] ), which imposes the interelement continuity by Lagrange multiplier. The hybridization method removes the inter-element continuity from the space Σ h,k+1 , which results in a discontinuous stress space
To enforce the inter-element continuity of the stress, we introduce the Lagrange
Here, div h is the broken divergence operator. For convenience, let B := div h :
The adjoint of these operators are defined as
The following theorem shows the property of hybridized method given in (3.3) .
Moreover, the first two components of the solution are unique and coincide with that of the mixed method (2.6).
Proof. By Theorem (2.4), there exists a solution (σ h , u h ) ∈ Σ h,k+1 × V h,k for the mixed method (2.6). It is obvious that (σ h , u h ) satisfies the last two equations (3.3b) and (3.3c). The first equation (3.3a) can be written as
Since R(C * ) ⊥ = ker(C) and ker(C) = Σ h,k+1 , we have
Hence, there exists λ h ∈ M h,k+1 satisfying (3.5), which indicates the existence of the solution for (3.3).
For the uniqueness, assuming that
, we can see that the system (3.3a) and (3.3b) is identical to the system of the mixed method (2.6). Therefore, (σ h , u h ) solves (2.6). The uniqueness of (σ h , u h ) follows from Theorem 2.4. This completes the proof.
Remark 3.2. We note that Hu-Zhang elements in (2.12) can also be written as
We enrich the space Σ HZ h,k+1 by relaxing the continuity on the element vertices. Similar technique can be used in Arnold-Winther [11] (n = 2) or Arnold-Awanou-
and τ | a is continuous for any a ∈ N h }. 
3.1. Kernel of the Hybrid System. Theorem 3.1 implies that the kernel of the
with respect to the inner product ·, · F i h . We therefore have the following decomposition for the multiplier space
We note that the dimension of R(C) ⊥ depends on the grid. 
where ϕ i , ψ j ∈ M h,k+1 are locally supported and N 1 , N 2 are the dimensions of the spaces R(C), R(C) ⊥ , respectively. Moreover, for the 2D case, if there is no interior singular vertex in T h , we have N 2 = 0 and {ϕ 1 , · · · , ϕ N1 } can be chosen such that the mass matrix M = ( ϕ i , ϕ j F i h ) is well-conditioned, that is,
Proof. The detailed proof is given in the appendix.
SPSD System for Lagrange Multiplier.
In this subsection, we eliminate the variable σ h and u h in the hybridized mixed system (3.3), then obtain a linear system solely for λ h . For any λ ∈ M h,k+1 , we define two local problems:
The following lemma shows that both (σ m , u m ) and (σ f ,ũ f ) are well defined. 
Proof. The proof is similar to the standard one given in [24] and is therefore omitted here.
Note that (σ λ h , u λ h ) and (σ f ,ũ f ) can be computed element by element. The above lemma means that the σ h and u h can be locally recovered after solving the variable λ h .
Theorem 3.6. The Lagrange multiplier λ h satisfies
. Moreover, the system (3.11) is symmetric positivesemidefinite and its kernel is R(C) ⊥ .
Proof. The derivation of (3.11) is standard in the hybridization method (cf. [24] ). The kernel of the multiplier system is the same with the hybridized mixed system.
Norm Estimates.
We denote the linear operator corresponding to the bilinear form s(·, ·) by S :
In fact, S is the Schur complement of the hybridized mixed system (3.3). In light of Theorem 3.6, we can define a norm · S on R(C) as
which can also be extended as a semi-norm on M h,k+1 . For the conciseness, we still denote the semi-norm on M h,k+1 by · S .
To investigate how · S depends on the parameters, we define the following semi-norms locally:
The semi-norms | · | h and | · | * on M h,k+1 are defined by the summations of local norms over all elements, namely,
The relationship between · S and | · | * , | · | h is described in the following lemma.
Theorem 3.7. It holds that
Let m τ = 1 n|K| K tr(τ )dx and τ 0 = τ −m τ I. Then (τ 0 , I) K = 0 and (Aτ 0 , I) K = 0, which implies that
Let τ A,K := (Aτ , τ ) 1/2 K for any τ ∈ L 2 (K; S). In light of (3.17) and (2.10), we have for any λ ∈ M h,k+1 ,
On the other hand, since 2μ(Aτ , τ ) K τ 2 0,K by the definition of A, we have
Moreover, we have (Aσ λ , I) K = λ, Iν ∂K from (3.8a). By the Cauchy-Schwarz inequality, we havẽ
. This completes the proof.
Next, we estimate the condition number of S. The L 2 norm for M h,k+1 is denoted by
Proof. The upper bound of S follows from the equivalent norm (3.16), Cauchy-Schwarz inequality and standard scaling argument.
The lower bound of S depends on the singularity of the grids. In light of [50] , we define a quantity to measure the vertex singularity. The rest estimates are focused on the case of spatial dimension n = 2. For a vertex a ∈ N h , let θ i , 1 ≤ i ≤ m be the angles of the triangle K i meeting at a (triangles are numbered consecutively). If a is an internal vertex, we define κ(a) := max{|θ i + θ j − π| 1 ≤ i, j ≤ m and i − j = 1 mod m};
If a is a boundary vertex, κ(a) is defined in the same way without the modulo operation. We further set κ = min
κ(a) Figure 2 . Nearly singular vertex.
In the following, we assume that κ ≥ κ 0 > 0, where κ 0 is a positive constant independent of h. That is, there is no singular or nearly singular vertex on T h . h,k+1 such that
Proof. The detail proof for above lemma will be given in the appendix. Proof. Since κ ≥ κ 0 > 0, by Lemma 3.4, we have M h,k+1 = R(C) and there exists a local basis that satisfies (3.7). Therefore, any λ ∈ M h,k+1 can be uniquely expressed as
By virtue of Lemma 3.9, there exists a locally supported τ i ∈ Σ −1 h,k+1 for each basis function ϕ i of R(C), such that
Proof. By virtue of Lemma 3.10, for any λ ∈ M h,k+1 , there exists τ 1 ∈ Σ −1 h,k+1 such that
Applying the discrete inf-sup condition, there exists τ 2 ∈ Σ h,k+1 such that
Let τ = τ 1 + τ 2 . Thus, div h τ = 0 and Cτ = λ. By summation of (3.8a) over all elements and choosing above τ as a testing function, we have
which implies (3.20) .
Lemmas 3.8 and 3.11 imply the following condition number estimate:
For the nearly incompressible material,λ would be sufficient large, which makes the multiplier system (3.11) nearly singular.
Multilevel Solvers for the Hybridized Mixed Methods
In this section, we shall describe several multilevel solvers for the hybridized mixed methods for the 2D case. We further assume that κ ≥ κ 0 > 0, which is guaranteed when the grid has no singular or nearly singular vertex. 4.1. Two-level and multilevel solvers. First, we present the two-level solvers. We consider an overlapping decomposition {Ω i } J i=1 , where Ω i are open subdomains of Ω. Let T H be a coarse grid for Ω, and T h be a subdivision of T H such that T h is aligned with each ∂Ω i . We assume that there exist nonnegative C ∞ functions θ 1 , θ 2 , · · · , θ J in R 2 such that
Here, δ > 0 is a parameter that measures the overlap among the subdomains. We also assume that there exists an integer N c independent of h, δ, and J such that any point in Ω belongs to at most N c subdomains. The local space associated with subdomain Ω i is denoted by
We can then define S i : M i → M i and bilinear form on M i by
In light of the multigrid method on the primal elasticity problem by Schöberl [48] , we choose the continuous and piecewise quadratic finite element space as the coarse space 
Here, P H 0 is the L 2 projection on the piecewise constant space on T H . Then, the two-level additive Schwarz preconditioner can be constructed as
Our main contribution is the following estimate. 
where C is independent to both the mesh size h and the Lamé constants.
According to [54, 53] , the estimate of the condition number of the additive Schwarz method is based on the stability of the intergrid transfer operator I h H (Lemma 4.4) and the stable decomposition (Theorem 4.9), which will be proved in the rest of this section. Now, we are ready to introduce the multilevel preconditioner as follows:
Here, B H : W H → W H is the multilevel preconditioner for A H , see [48, 49] . Then we have the following theorem.
then the condition number ofB ad S satisfies
where C is independent to the mesh size h and the Lamé constants.
Proof. It follows directly from Theorem 4.1 and norm equivalence between · A H and ·
(1) When H δ, the preconditioners (4.4) and (4.5) are both uniform with respect to h and the Lamé constants.
(2) It can be proved that the corresponding multiplicative preconditioners are also uniform as well as the additive version, provided that the local problems associated with the subdomains are solved exactly (cf. [21, 38, 3] ). (3) Some robust multilevel methods to solve the linear elasticity problem can be found in [16, 40, 25, 31, 20] . By constructing stable intergrid transfer operators similar to I h H , it is feasible to construct corresponding multilevel solvers to the hybridized mixed method.
Intergrid Transfer Operator I h
H . The construction of intergrid transfer operator I h H is divided into two steps: (i) the intergrid transfer operator from coarse grid to fine grid proposed by Schöberl [48] , and (ii) the L 2 projection operator to Lagrange multiplier space. More precisely, we first define the P 2 Lagrange finite 
where W h,0 (K H ) := {w ∈ H 1 0 (K H ; R 2 ) | w| K ∈ P 2 (K ; R 2 ) ∀K ∈ K H }.Ĩ h H has the following stability property (cf. [48] ),
The intergrid transfer operator I h H appearing in (4.4) is defined as the product of two operators,
). Then, we have the following lemma:
Lemma 4.4. The intergrid transfer operator I h H : W H → M h,k+1 has the following stability property:
Proof. Note that Q h is the L 2 projection on M h,k+1 . Then, for any w h ∈ W h ,
which implies that Q h w h S w h A h due to Theorem 3.7. The stability property (4.9) then follows from (4.7) and the stability property of Q h .
Stable Decomposition.
In this section, we shall present the stable decomposition. A key tool to prove the stable decomposition is the interpolation Π h : M h,k+1 → W h , which is used to capture the low-frequency of the multiplier λ ∈ M h,k+1 .
We first define a parameter-independent problem: Find (σ λ ,ū λ ) ∈ Σ −1 h,k+1 × V h,k such that for any element K ∈ T h ,
We then introduce the following rigid motion space on each element K,
We also introduce a projection P K,RM : M h,k+1 (∂K) → RM(K) by (4.12) (P K,RM λ, r) K = (ū λ , r) K ∀r ∈ RM(K).
Then, the construction of the interpolation Π h is divided into two steps. First, a Clément type interpolation Π 1,h : M h,k+1 → (P 1,h ) 2 ∩ H 1 (Ω; R 2 ) is defined as, for any a ∈ N h ,
where P 1,h is the piecewise linear Lagrange element and ω a is the set of elements containing the vertex a. Next, we define the correction operator Π 2,h :
Then, the interpolation Π h is composed by these two operators,
Note that the interpolation Π h is only used for analysis and will not occur in the computation. To prove the stability and approximation property of Π h , we present some lemmas on P K,RM .
Lemma 4.5. It holds that
Sinceτ h ν| ∂K = 0, (4.10a) implies that
Thus,
Note thatσ λ ∈ Z h (K) by (4.10b). By definition of | · | h,K in (3.14), we have
Then, (4.14) follows from the above two equations.
Lemma 4.6. Assume that κ ≥ κ 0 > 0. It holds that
Proof. By virtue of Lemma 4.5, the triangle inequality, and the trace inequality, we only need to prove
By summation of (4.10a) over elements K ∈ ω K , we have
Note thatū λ | K ∈ P k (K; R 2 ), we denote byū K the natural continuous extension ofū λ | K on ω K (i.e.,ū K andū λ | K have the same polynomial form). Then, we can recast (4.17) as
Since κ ≥ κ 0 > 0, by Lemma 3.10, there exists
Apply Lemma 2.2 or 2.3 on ω K , we immediately know that there exists
Next, there is a unique decomposition thatū K | K = θ 1 +θ 2 ∈ RM(K)⊕RM(K) ⊥ . Due to Theorem 2.2 in [32] , we can findτ 3 ∈ Σ k+1,b (K) such that divτ 3 = θ 2 and h −1 K τ 3 0,K θ 2 0,K .
Let supp(τ 3 ) ⊂ K and
A straightforward calculation shows that τ 3 satisfies (4.21) − (τ 3 , (ū K )) K = (divτ 3 , θ 2 ) K = (τ 1 + τ 2 , (ū K )) ω K , and (4.22)
Thus, take τ = τ 1 + τ 2 + τ 3 in (4.18), we have
In addition, (4.19) , (4.20) , and (4.22) imply that
which gives rise to (4.16) .
Now, we are in the place to prove the stability and approximation property of Π h . 
Proof. By the definition of Π h in (4.13), we have
which gives rise to (4.23).
Since Π h λ 2 A h = 2μ (Π h λ) 2 0 +λ P h 0 div(Π h λ) 2 0 , we prove the stability (4.24) of Π h part by part. By (4.23), we have (4.26)
Next, we estimate (Π h λ) 0,K . First, we show the stability of Π 1,h as (4.27)
Then, by the triangle inequality and inverse inequality, we have (4.28)
Hence, by the inverse inequality, we have (4.29)
(by (4.28)) By virtue of (4.15), we sum (4.26) and (4.29) over all elements to obtain
Next, the approximation property (4.25) can be obtained by summing the following inequalities over all elements:
be the local spaces of W h associated with the overlapping domain decomposition {Ω i } J i=1 . According to [49], we have the following lemma. 
Proof. We first split λ into two components
According to the Lemma 4.7, we know that
w i be the decomposition in Lemma 4.8. We define the λ i as
Numerical Examples
In this section, we give several numerical examples to present the optimal convergence order of the hybridized mixed discretization as well as the uniform convergence of the iterative solvers. All the numerical experiments are implemented using the iFEM package [19] .
Convergence Order Tests.
To verify the convergence order for the discretization, we take the domain to be unit square Ω = (0, 1) 2 and choose the data with the exact solution given by (5.1) u = e x−y xy(1 − x)(1 − y) sin(πx) sin(πy) .
We apply a homogeneous boundary condition that u = 0 on ∂Ω. The Lamé constants are set asμ = 1/2 andλ = 1. The exact stress function σ and the load function f can be analytically derived from the (2.1) for a given u. We use the MAT-LAB backslash solver for the system of the multiplier if the grid is singular-vertex free, and the conjugate gradient method with diagonal preconditioning otherwise.
Example 5.1 (Lowest order method on macro-simplex grid). Our first numerical example is carried out on the macro-simplex grid, which can be obtained from any triangulation by connecting the vertices of each triangle to the barycenter, thereby subdividing the triangle into three, see Figure 3 . After computing (3.3) for various values of h, we calculate the errors between the exact solution and the discrete solution and report them in Table 2 . The table indicates the optimal convergence orders of O(h) for both stress and displacement in the H(div) and L 2 norm, respectively. Example 5.2 (High order method). We apply the finite element method with k = 2 for the high order case, which is the lowest order method that works for any 2D regular grid. The computations are performed on both the uniform grid and crisscross grid as depicted in Figure 4 . We list the errors and observed convergence orders of the computed solution on the uniform grid in Table 3 . It clearly indicates that u − u h 0 = O(h 3 ) and σ − σ h H(div) = O(h 3 ) which agrees with Theorem 2.5. In addition, we observe that σ − σ h 0 = O(h 4 ). Similar results can be observed on the crisscross grid as shown in Table 4 . As discussed in Section 3, the singular vertices do not affect the well-posedness of the original saddle point problem but only results in a SPSD system for the Lagrange multiplier, which can be solved efficiently by the Krylov solvers. In this subsection, we investigate the robustness of our iterative solvers with respect to both the mesh size h and Poisson's ratioν. In all the numerical experiments below, we choose the data such that the exact solution is given by (5.1) . High-order discretization of k = 2 is applied on the uniform grids. The Lamé constants are set asμ = 1/2 and
whereν represents the Poisson's ratio that goes to 0.5 when the material becomes increasingly incompressible. We run the various preconditioning Conjugate Gradient (PCG) computations with zero initial guess and a stopping criterion whereby the relative residual is smaller than 10 −6 . We verify the reasonableness of our choices for Schwarz smoother, intergrid transfer operator and coarse solvers in the following numerical experiments.
Example 5.3 (One-level Schwarz preconditioner). This example is to verify thẽ ν-independent property of the Schwarz method on the fine grid. Clearly any local space defined on the vertex patch (edges that share the same vertex) belongs to one subspace defined in (4.2) at least. Hence, the corresponding Schwarz method would be uniform with respective toν. We also test the other two choices of the space decompositions with supported sets on edge patches and element patches, respectively. Table 5 presents the number of iterations of PCG with symmetrized multiplicative Schwarz preconditioner for different decompositions. The mesh size is set as h = 1/4. Only the decomposition consisting of vertex patches provides aνindependent method.
Example 5.4 (Two-level Schwarz preconditioners). We now validate the robustness of the two-level Schwarz preconditioner. We note that the P 2 Lagrange finite element space W H is used as coarse space due to its d.o.f. that preserve rigidbody motion as well as the moments on the edges, see Table 6 lists the number of iterations of PCG using the additive Schwarz preconditioner (4.4) and the corresponding symmetrized multiplicative Schwarz preconditioner. This result clearly shows the robustness of the Schwarz preconditioner in agreement with the Theorem 4.1. Example 5.5 (Multilevel preconditioner). We test the scalability of a multilevel preconditioner. In this test, we use W H (i.e., continuous space of piecewise (P 2 ) 2 ) as the coarse space. The intergrid transfer operator and the overlapping subdomains and are the same as those of the second test. Instead of using an exact solver for A H , we solve the coarse problem approximately using a W-2-2 cycle in [48] . Table 7 shows the uniform convergence of the multilevel symmetrized multiplicative preconditioner.
Concluding Remarks
Motivated by the critical observation on the inter-element jump of the piecewise discontinuous symmetric-matrix-valued polynomials, we propose a family of hybridizable mixed finite elements for linear elasticity. These methods extend the works in [11, 5, 36, 32] by relaxing the continuity of the discrete stress on the grid vertices while preserving the symmetry and H(div) conformity in stress approximation. By hybridization, the solution cost for our discretization is dominated by the cost of solving the global system of the Lagrange multiplier. To develop robust solvers, we adopt the Schwarz method on the fine grid and the primal method as a coarse problem. The key to proving the uniform convergence of our iterative solvers is the construction of the interpolation operator I h , which is stable with the approximation property (see Lemma 4.7). The new discretization, which preserves the physical structure of stress, along with the robust solver provides a new competitive approach for stress analysis in computational structure mechanics. Moreover, if a = a and µ ∈ C(Σ −1 h,k+1,a ) ∩ C(Σ −1 h,k+1,a ), then µ vanishes at all the Lagrange nodes on the edges. This implies that µ = 0, namely
Hence, we have
Therefore, R(C) has local basis since C(Σ −1 h,k+1,a ) is locally supported for any a ∈ A h,k+1 .
Next, we construct the local basis for R(C) ⊥ . Let Therefore, the local basis {ψ 1 , ψ 2 , · · · , ψ N2 } of R(C) ⊥ comes from the union of the basis of M h,k+1,a,⊥ for all a ∈ A h,k .
In addition, the basis of M h,k+1,a,⊥ can be computed locally according to its definition (6.3). In particular, M h,k+1,a,⊥ is nontrivial for the 2D case only if a is an interior singular vertex. Thus, if there is no interior singular vertex in T h , then R(C) ⊥ = {0}, or M h,k+1 = R(C) = a∈A h,k+1 C(Σ −1 h,k+1,a ). Further, a direct calculation shows that
a / ∈F i h , where ϕ F a denotes the Lagrange nodal basis on F . Therefore, we can choose a special basis of R(C) as
span{ϕ F a e i | 1 ≤ i ≤ 2, F ∈ F i h ,F a}.
The mass matrix under the special basis (6.4) is the diagonal block matrix whose diagonal block entry is the local mass matrix under the Lagrange nodal basis on F . Hence, the mass matrix M is well-conditioned because the local mass matrix is well conditioned for the Lagrange nodal basis, which gives rise to (3.7) . This completes the proof.
Proof of Lemma 3.9. In light of (6.2) in the proof of Lemma 3.4, there exists a Lagrange node a ∈ A h,k+1 such that ϕ i ∈ C(Σ −1 h,k+1,a ). Further, we have
where ϕ a is the Lagrange nodal basis function at the node a and ω ∈ L 2 (F; R 2 ) is piecewise constant and supp(ω) ⊂ {F ∈ F i h |F a}. Next, we construct τ i ∈ Σ −1 h,k+1 case by case according to the location of a. Clearly, if a is not located on theF i h , then C(Σ −1 h,k+1,a ) = {0}. Hence, we only need to consider the following two cases: Internal Lagrange node on F ∈ F i h , or vertex of T h . We first state a useful tool for the analysis: For any given vectors v, w ∈ R 2 , there exists T ∈ S such that (6.5)
T v = w and T l 2 ≤ √ 2 w l 2 v l 2 .
A straightforward calculation shows that T in (6.5) can be chosen as Figure 5 . Internal Lagrange node on edge F . Case 1: Internal Lagrange node of F ∈ F i h . First, we select an element K such that F ∈K (cf. Figure 5 ). By virtue of (6.5), there exists T ∈ S such that T ν F = ω| F and T l 2 ω| F l 2 .
From the definition of Σ −1 h,k+1,a in (6.1), let τ i = ϕ K a T ∈ Σ −1 h,k+1,a . Then, [τ i ] F = ϕ i | F ∀F ∈ F h and τ i 2 0 = ϕ a 2 0,K T 2 Figure 6 . Vertex of T h .
Case 2: Vertex of T h . Suppose that there are m (≥ 2) elements meeting at the vertex a. Since κ ≥ κ 0 > 0, there exist two adjacent elements (without loss of generality, denoted by K 1 and K 2 ), such that the angles θ 1 and θ 2 satisfying |θ 1 + θ 2 − π| ≥ κ 0 , (cf. Figure 6 ). The edges that contain a are denoted by F j , 1 ≤ j ≤ m if a is an internal vertex, and 1 ≤ j ≤ m + 1 otherwise. If a is a boundary vertex, we further set F 1 , F m+1 ∈ F ∂ h , which is feasible because κ(a) ≥ κ 0 > 0. If a is an internal vertex, let F m+1 = F 1 and ν Fm+1 = ν F1 . By virtue of (6.5), there exists T m ∈ S such that (6.6) T m ν Fm+1 = ω| Fm+1 and T m l 2 ω| Fm+1 l 2 .
Note that T m = 0 ∈ S if a is a boundary vertex. Recursively for j = m − 1, m − 2, · · · , 2, there exist T j ∈ S on K j such that (6.7)
T j ν Fj+1 = ω| Fj+1 +T j+1 ν Fj+1 and T j l 2 ω| Fj+1 l 2 + T j+1 l 2 m+1 s=j ω| Fs l 2 .
Since ω| F0 = 0 if a is a boundary vertex, we simply set T 1 = 0 ∈ S. Next, we find two symmetric matricesT 1 = c 1 t 1 t T 1 andT 2 = c 2 t 3 t T 3 on K 1 and K 2 , respectively. Here, t 1 , t 3 are the unit tangential vectors of F 1 and F 3 , respectively (cf. Figure 6 ). The coefficients c 1 , c 2 are determined by (6.8)T 1 ν F2 −T 2 ν F2 = ω| F2 + T 2 ν F2 , i.e. − t 1 , t 3 c 1 sin θ 1 c 2 sin θ 2 = ω| F2 + T 2 ν F2 .
Since |θ 1 + θ 2 − π| ≥ κ 0 , we have | det(t 1 , t 3 )| = |t 1 × t 3 | = | sin(θ 1 + θ 2 )| ≥ sin(κ 0 ). Thus, the matrix (t 1 , t 3 ) is invertible. Moreover, we have |(t 1 , t 3 ) −1 | ∞ sin −1 (κ 0 ) and, by the shape regularity of grids, | sin θ 1 | and | sin θ 2 | are bounded uniformly away from zero. Thus,
