This paper describes a fast, reliable, scalable and efficient broadcast protocol called HPP (hierarchical propagation protocol) for weak-consistency replica management. It is based on organizing the nodes in a network into a logical hierarchy and maintaining a limited amount of state information at each node. It ensures that messages are not lost due to failures or partitions and minimizes redundancy. Furthermore, the protocol allows messages to be diffused while nodes are down provided the parent and child nodes of a failed node are alive. Moreover, the protocol allows nodes to be moved in the logical hierarchy and the network to be restructured dynamically in order to improve performance, while still ensuring that no messages are lost while the switch takes place and without disturbing normal operation. A performance study of the protocol in terms of availability and propagation delay indicates that the protocol reduces the delay by a factor of four compared to a protocol that does not diffuse messages past failed nodes.
INTRODUCTION
Data are replicated in distributed systems to improve system availability and performance.
There are two approaches for managing replicated data: synchronous protocols that enforce strict serializability by means of quorums [1, 2, 3] and asynchronous protocols which permit updates and queries to occur at any replica. Synchronous protocols are impractical for large networks as they suffer from high latency and low throughput since links tend to be slow and unreliable, and a large number of replicas generate considerable traffic over the network. Asynchronous protocols provide higher availability and give better response time. An asynchronous protocol should provide a propagation scheme which ensures that updates are efficiently and reliably propagated to all replicas even if the communication network does not provide such a guarantee. However, such an approach is based on the assumption that the applications can tolerate some inconsistency and that reconciliation methods are available to resolve conflicts.
The semantics of some applications are such that they do not require strict serializability and weaker forms of consistency are adequate and acceptable. Some examples are updates to replicated data, e.g. bibliographic databases, software distribution, managing mailing lists and bulletin board services.
The common features in all these applications are that: (i) they require only weak consistency; (ii) they can tolerate small delays in propagation; (iii) they must be reliable; (iv) there is a need to minimize the communication cost and redundant communication. For instance in a bulletin board application, the main consistency requirements are that messages generated by a node must be seen by all other nodes in the order in which they were generated, and if a single node receives a message and posts a response or a follow-up message it should be seen by all other nodes after the original message to which the follow-up relates, i.e. causal ordering must be maintained. Hence, what is required is a method that can asynchronously propagate messages generated at any node to all other nodes in a network while respecting the above ordering constraints. In a large network the challenge lies in ensuring that such asynchronous propagation is fast, reliable and scalable. Other applications that have used weak consistency are air traffic control [4] , resource discovery systems such as archie [5] , stock exchange systems and Lotus NOTES.
In this paper we describe a propagation protocol called HPP (hierarchical propagation protocol) for managing asynchronous data replication. Grapevine [6] and the Global Name Service [7] were among the first systems to use weak consistency. Another weak consistency protocol called Timestamped Anti Entropy (TSAE) is proposed in [8] . The basic idea is that nodes maintain state information such as version numbers about the data they store and at periodic intervals they exchange the state information to reduce entropy. If the states are different, the node with the most recent version will update the node with an earlier version of a file or object. A node communicates with its 'peers', but keeps state information for all nodes. The flood-d protocol [9] extends TSAE to a hierarchical protocol, thus making it more scalable and lowering the overhead of communication. [9] also gives algorithms to create a good logical topology from a physical topology. Other weak consistency protocols were presented in [4, 10, 11, 12, 13] .
The above weak consistency protocols are useful and interesting; however, they all create redundant messages to achieve reliability and require a node to maintain state information for all nodes. This is acceptable for small networks with a few replicas, but it will incur a large communication overhead for wide area networks like the Internet. Moreover, a node sends not only messages it originates, but also messages it has received from other replicas. Hence, a node may receive a message several times: once directly from the sender and more copies that are relayed by other nodes. This redundancy leads to increased communication overhead and wasted network bandwidth. Some of the above protocols (e.g. [13] ) mitigate the problem of redundant messages by maintaining information about what other sites know. However, this state information is quadratic in the number of nodes in the network. Furthermore, although redundancy is reduced it still exists in varying degrees. Of course, redundancy does usually contribute to an increase in availability.
A well-known broadcasting technique is the reverse path forwarding algorithm proposed by Dalal and Metcalfe [14] . In this method a node that receives a packet or message will forward it to other nodes only if the node is along the shortest path from the source (i.e. the sender) to other nodes in the network. This technique is based on constructing minimum spanning trees and is optimal under various conditions; however, it can drop messages and is unreliable if the network changes dynamically. It is also not fully distributed and does not perform ordering. Another solution to this problem is to have a central node which receives all messages from various sender sites, imposes an order on them (e.g. the method proposed in [15] ) and then sends them to all other sites. Then, all sites will see all the messages in the same order. This scheme places too much burden on the central site. Other broadcast protocols are discussed in [16, 17, 18] .
Hierarchies are a natural and logical way of organizing a group of nodes for message propagation. This idea has been proposed in [19] for ordered and reliable multicast communication. It is a more distributed version of the scheme proposed in [15] where ordering was imposed by a central node. In [19] , however, the nodes are all arranged in a hierarchy. There are several multicast groups, and each sender sends its message to the root node and then the root propagates the message through the hierarchy. The hierarchy is arranged in such a way that all multicast groups receive the message in the correct order. The drawback with this approach is that it is not fully distributed and places an undue burden on the root node. Moreover, failure of the root node will interrupt the propagation.
Our proposal also exploits the notion of a hierarchy, but in a different way from the [15, 19] proposals, so as to reduce the burden on the root. The basic idea is that a message generated at any node of the hierarchy is propagated to its child nodes and the parent node, and each receiving node further sends the message to its parent and child nodes, except the node from where it came. Of course, the exceptions to this general scheme are that a leaf node does not have any child nodes and the root does not have a parent. The nice property of such a propagation scheme is that it is scalable, because each node sends a message to only a few other nodes and the burden of propagation is distributed quite uniformly throughout the network. Our hierarchy is dynamic and can change depending upon the traffic conditions. If performance is poor a node can relocate to another position in the hierarchy. The initial hierarchy is somewhat arbitrary, but it evolves into a good arrangement from a performance point of view through reorganizations.
Another important factor which makes this scheme attractive and novel is that each node needs to keep limited information only about its own parent and child nodes, and need not know anything about the rest of the network. Therefore, it avoids the considerable additional overhead incurred by other distributed schemes such as ISIS [20, 21] and HARP [22] . ISIS is a distributed programming toolkit that provides atomic, interactive delivery with total or causal message ordering. It is based on virtual synchronous process groups and has been used to develop a variety of applications including replicated file systems. However, ISIS is aimed towards small systems and ensures strong consistency of group views at the expense of latency and communication overhead. Causal order is maintained by timestamping each message with ordering information, of size N, representing message i.d.s already seen by the sender. When a message m arrives at a destination, if one or more of m's predecessors' messages have not arrived, then m's delivery is delayed until the appropriate messages arrive. However, the overhead of piggybacking with each message a timestamp of size proportional to the total number of nodes in the network is quite substantial and hinders scalability. In contrast, our method incurs a much smaller overhead. HARP [22] is based on a generalized hierarchical structure, consisting of node clusters arranged in a hierarchy, and also maintains global state information.
Our goals in designing a new hierarchical propagation scheme are as follows. First, it should be reliable, i.e. messages must not get lost. Second, it must minimize redundancy. Third, it must be scalable and efficient. This means that the workload should be uniformly distributed and no node should have to maintain a global view of the network. Fourth, it must allow messages to propagate in spite of failed nodes. Our failure model enables such propagation to occur by diffusion past any failed node provided its parent node and child nodes are up. Fifth, it must ensure that messages are seen in the same order in which they are sent, i.e. multiple source ordering is maintained [19] . Finally, it must also allow the network to be reorganized dynamically without loss of messages. This means, for instance, that a node anywhere in the hierarchy should be able to move to a new position elsewhere in 110 A. KUMAR AND N. ADLY the hierarchy without losing messages during the time it switched positions and without affecting the operation of other nodes in the network. This paper describes in detail our propagation protocol called HPP (Hierarchical Propagation Protocol) for managing replicated data. The organization of this paper is as follows. Section 2 briefly reviews the overall system model and states our assumptions about the processors and the communications network. Then, Section 3 describes the operation of our propagation algorithm during normal conditions. Section 4 turns to explain how network reorganization and restructuring take place. Next, Section 5 describes operation in failure mode. Section 6 evaluates the performance of the protocol analytically and also through various simulation experiments. Finally, Section 7 concludes the paper.
SYSTEM MODEL
The system consists of N nodes connected by an internetwork. Processors may fail, then restart; however, failstop processors only are assumed and byzantine faults do not occur. The underlying communication network is unreliable: it may lose or duplicate messages and does not guarantee any order of delivery. Link failures can cause the network to be partitioned. These partitions are eventually merged again. In the special case where a node loses its communication with all other nodes in the network, it is treated like a node failure. Messages are delayed due to transmission over the network, but a finite delay is assumed. Therefore, a node can eventually send a message to any other node by retransmitting the message if it does not receive an acknowledgement after a certain timeout period. Hence, message delivery is ensured by means of timeouts and retries.
Nodes are organized in a logical hierarchy, where a node i at level l has a parent at level l − 1, a grandparent at level l − 2, n children at level l + 1, n × n grandchildren at level l + 2 and so on. The root node is at level 1. Neighbors are nodes with the same parent node. The assumption that each parent node has exactly n child nodes is made only for ease of presentation of the protocol; in general, we do not require that this must hold for the protocol to work. Each node communicates only with its parent and children, which are together referred to as its correspondents. We use the notation P(i ) to denote the parent node of node i , and C j (i ) to denote the j th child of node i .
Messages on the network are classified into normal and control messages. Normal messages are regular messages sent by an application and they contain application data. Control messages are special messages related to the protocol and they do not contain any application data. Our data consistency model is based on an assumption of weak consistency. Updates to data are relayed by broadcasting the update message. The protocol provides ordering of messages and reliability.
PROPAGATION DURING NORMAL OPERATION
The basic scheme for propagation is very simple: a node generating a message sends it to all its correspondents (parent and children). A node receiving a message from a correspondent sends the message to all correspondents except the one from which the message is coming. This works recursively and a message originating at any site will eventually propagate everywhere. A node receives each message only once, so there is no redundancy during normal operation. We call this basic scheme HPP0. The problem with this scheme is that it does not tolerate any faults and if a node fails messages cannot propagate past it either upwards or downwards. We describe this basic scheme in this section and in subsequent sections show how it can be improved so that messages can propagate past a failed node. Every message m must have the identity of the originator m orig (i.e. the node that creates the message) and a corresponding sequence number m seq. The combination m orig, m seq creates a unique message identifier. Also, a node tags every message it sees with two values S ↓ and S ↑ , where S ↓ is a sequence number of messages sent downwards, and S ↑ is a sequence number of messages sent upwards by the node. Thus, each node strips off the previous values of S ↓ and S ↑ attached to a message it receives, and replaces them with new values before propagating the message. Messages are also tagged with an indication of the previous sender: 'local' (if the message was generated locally), 'child' and 'parent'. A bit map is kept along with each message (1 bit per correspondent) to keep track of acknowledgements received from the correspondents.
Each node i keeps the following state vectors or data structures:
• V i , a vector to keep track of the messages node i has generated or received from its own correspondents
where R p is the number of the last message received by i from up, i.e. from the parent P(i ), R c j is the number of the last message received by i from down, i.e. from its j th child C j (i ), L is the number of the last local message generated by node i itself, S ↓ is the sequence number of the downward stream, i.e. a counter to keep track of the number of messages sent by i to its child nodes and S ↑ is the sequence number of the upward stream of messages sent, i.e. another counter for messages sent by i to its parent.
(In the rest of this paper, we use the notation V i · x to denote entry x in the data structure V i .)
• V P i , a vector describing node i 's view of its parent's V vector:
The definition of each entry is the same as V i but with respect to the parent.
• V C i , a vector keeping track of received messages that were originated by child nodes of node i
where V C i · L j is the number of the last message generated locally by the child C j (i ) and received by i . Therefore, state vector V i contains information about messages received by node i itself, and V P i and V C i contain information that node i maintains about the states of its parent and child nodes respectively. By aggregating messages in this way, in terms of local (L), received from child (R c j ) and received from parent (R p ), these three vectors encapsulate a large part of the information that a node needs to maintain.
The state vectors V, V P and V C are updated upon the generation or receipt of any message. The details of updating the state vectors are shown in Figure 1 . The figure lists the steps in the three functions Propagate, Propagate down and Propagate up that a node must perform depending upon whether it originates a message, receives a message from the parent node or receives a message from a child node respectively. It should be noted that the function calls (except the wait) made within these functions either recursively or to another function are non-blocking. In the figure, we assume that node i is the r th child of its parent P(i ) (in general, a node will know the value of r by examining its View array, to be described shortly). We also assume that when a node receives a message from a child it can identify that the message is coming from the r th child. Finally, each site maintains and updates a vector of the highest message it has received from every other node and processes the received messages in sequence.
When node i sends messages to correspondent j , j processes these messages in the order in which they were sent from i , i.e. in FIFO (first-in, first-out) order. Messages received out of order are detected by a missing sequence number and inserted in a queue for later processing. We call these FIFO queues. In general, there are n + 1 such FIFO queues kept by each node, one per correspondent, and this ensures that messages are received in the order in which they were sent between a pair of correspondent nodes. The FIFO order is supported by maintaining two arrays VS and VR, which respectively maintain the highest message number sent in sequence to and received in sequence from various nodes. For example, consider the simple hierarchy of Figure 2 . In this hierarchy, the correspondents of node 3 are 1, 8, 9 and 10. If V R 3 = (5, 7, 9, 4), it means that node 3 has received messages numbered 1 through 5 from node 1, messages 1 through 7 from node 8 and so on. Similarly, if V S 3 = (9, 7, 8, 7), it means that node 3 has sent messages numbered 1 through 9 to node 1, messages 1 through 7 to nodes 8 and 10, and 1 through 8 to node 9. Since all nodes observe FIFO order while propagating messages and there is only one unique path in the logical hierarchy for a message between any pair of nodes, causal ordering is maintained during normal operation, i.e. if a node i receives a message m 1 at time t 1 and generates a message m 2 at time t 2 , such that t 2 > t 1 , then every other node in the network receives the two messages in the order m 1 , m 2 . Theorem A.1 (in the Appendix) establishes that causal order is achieved during normal operation.
Each node must know the identities of its own correspondents (i.e. its parent node and all child nodes) and their correspondents. Therefore, each node maintains an [n + 2] × [n + 1] matrix View, in which row 1 holds the i.d.s of its own correspondents, row 2 gives the i.d.s of its parent's correspondents and rows 3 thru n+2 give the i.d.s of the correspondents of its children (i.e. child nodes 1 thru n respectively). In each row, the first entry denotes the i.d. of the parent and entries 2 thru n+1 are the i.d.s of the child nodes 1 thru n respectively. Table 1 gives an example of a View array maintained by node 3 for the example hierarchy shown in Figure 2 . The array contains five rows. The first row shows the view of node 3 itself, while the second row shows the view of node 3's parent, i.e. node 1. Finally, the last three rows show the view of the three child nodes of node 3, i.e. nodes 8, 9 and 10. In each row, by convention, the first node is the parent node and the remaining nodes are the child nodes. A −1 indicates a null value. Thus, the root node has a −1 for its parent node and the leaf nodes have a −1 for their child nodes.
Messages are kept in a log. A message is inserted into the log (in FIFO order) when it is received and is removed from the log only after all correspondents have acknowledged receipt of the message.
A summary of the data structures maintained at each node i , their descriptions and their sizes is presented in Table 2 .
The algorithms for a node to join or leave the hierarchy are relatively straightforward and are discussed next. The join algorithm is shown in Figure 3 . A node v wishing to join the hierarchy identifies a parent node and sends a join request message to it. The parent node adds an entry for the new node v into its View matrix and V vectors, and notifies its correspondents (i.e. its parent and all the child nodes). It then sends its View matrix and V vector to the joining node. The joining node initializes its own View matrix using the View matrix from the parent, and names the V vector from the parent as its own V P vector. Finally, it initializes the elements in its own V vector to 0, except that V · R p = V P · S ↓ . To leave the hierarchy, a node notifies its parent. The parent in turn updates its view, notifies its correspondents and sends an acknowledgement to the leaving node. The correspondents update their View matrix accordingly.
REORGANIZATION
This section describes an algorithm that allows a node v to change its parent node without affecting normal operation. The moving node v must either be a leaf node or it should move all of its descendants along with it to the new position. The ability to reorganize the hierarchy helps to overcome various problems such as link congestion. Periodic reorganization can also be used as a technique to keep the hierarchy balanced and to flatten it; however, we 112 A. KUMAR AND N. ADLY
Propagate(m)
(node i generates message m and propagates to parent and all child nodes) (node i is the r th child of its parent) 
(node i receives message m from its j th child for upward propagation) (node i is the r th child of its parent)
Send acknowledgement to child node; wait(acknowledgement from parent); do not discuss details of such algorithms here. Keeping the hierarchy tree balanced and flattened through periodic reorganization in this manner helps to distribute the work load uniformly across the various nodes. It also lowers the transmission time by reducing the number of levels. Such reorganization should occur when the mean and variance values of the number of child nodes in the hierarchy exceed a certain threshold.
The reorganization scheme is designed so as to guarantee that no messages are lost while the switch is taking place. To achieve this, the moving node informs the new parent of its intention to join. On receiving a confirmation from the new parent, it leaves the old parent and joins the new parent. The protocol must ensure that no messages are lost even if a failure occurs along the path from the old parent to the new parent while the reorganization is in progress. To ensure correctness, a node attempts to move only if its parent is not down. Figure 4 shows visually the main steps of the reorganization protocol and the sequence in which events happen at various nodes. The detailed reorganization algorithm is given in Figure 5 and a brief explanation of the algorithm follows next.
Consider a node v with an old parent OP that wishes to join a new parent NP. A node experiencing poor performance will identify a potential new parent node NP, perhaps by querying a central node that maintains information on traffic patterns. Without loss of generality, the algorithm in Figure 5 assumes that v is the r th child of the old parent and will become the (n + 1)th child of the new parent. v sends a join req1 message to NP. NP, on receiving join req1, will send a join ack1 message to v and will start buffering any further messages generated or received for v. These are demarcator messages for timing purposes as explained below. When v receives join ack1, it sends a special marker message to NP to mark the last message sent from v to NP through OP (in the present hierarchy). Then, it sends to OP a leave req message and stops sending further messages to OP. However, it starts buffering for NP (in a log called M log N P ) all new messages generated locally or received from its child nodes.
It should be noted that the join ack1 and special marker messages are special control messages which will travel through the hierarchy exactly like a normal data message. Unlike normal messages, these control messages do not contain any application data and are only required for the correct operation of the protocol. When OP receives the leave req message, it stops sending further messages to v, discards v from its View, informs its own correspondents of the change and sends a leave ack message to v. On receiving leave ack, v removes OP from its View and sends join req2 to NP. NP will then add v to its View, inform all its correspondents about the new child and send an acknowledgement join ack2 to v including all messages it has buffered for it previously (in a log called M log v ). On receiving join ack2, v processes these messages, adds NP to its view and finally sends to NP all messages it has buffered for it. NP waits for special marker and, after receiving it, starts processing messages received from v. The move is considered complete when node v receives join ack2 from NP. While adding a new node, NP will increase the size of its vectors and of the View array also if necessary. Recall from Section 3 that a −1 denotes a null value (see Table 1 ).
It should also be noted that the scheme does not need synchronization between all nodes to commit a change and it does not disturb normal operation. This feature of the reorganization scheme enhances scalability. The old views are maintained so that, in case failure occurs during reorganization, the old views can be restored and the reorganization is aborted.
(Further discussion of reorganization in the presence of failures is given in Section 5.5.)
It can be shown that no messages will be lost as a result of the reorganization by arguing that OP and NP will receive all messages v receives from below, and that v will receive all messages that NP has received before the move or will receive after the move. Assume v sends leave req at time t 1 . Then, NP will receive directly from v every message v has received from below at time t ≥ t 1 . All messages received by v at time t < t 1 from below would be propagated by it to OP and then OP will further propagate them to NP by the normal propagation mechanism. Therefore, NP receives all messages received by v from below. Similarly, OP receives from v all messages it has received from below at time t < t 1 . All messages received by v from below at time t ≥ t 1 will be sent to NP and NP will further propagate them to OP by the normal propagation mechanism. Therefore, OP receives all messages received by v from below.
Assume NP received v's join req1 at time t 2 . Messages received by NP at time t ≥ t 2 will be sent to v. NP sends join ack1 at time t = t 2 (NP sends the join ack1 immediately after receiving join req1; this happens atomically).
Since the join ack1 propagates through the network like other normal messages and since the FIFO order is preserved in transmitting messages between correspondents, any message that is received by NP at time t < t 2 will be received by OP and v before join ack1. Thus, v is guaranteed to receive all messages that NP received at time t < t 2 from OP and no messages are missed.
To preserve the causal order while the switch is taking place, node NP does not process messages received directly from v until the special marker has been received. The special marker is a demarcator which ensures that NP processes all messages sent to NP through OP first, and then it processes any new messages received directly from v. Furthermore, join ack1 is another demarcator which also propagates through the network like a normal message before the change of correspondents occurs; thus, v receives join ack1 after all regular messages propagated by NP before the move. Since v starts receiving new messages directly from NP after NP receives join req2-which is sent by v only after join ack1 is received-the ordering is preserved. A more rigorous proof of this heuristic argument to show that the causal order is not violated while the change is taking place is given in Theorem A.2 in the Appendix.
FAILURES
In this section we describe how the protocol circumvents failures, i.e. messages can be propagated past a failed node in both directions. This is important because in a hierarchical arrangement even one failed node can prevent messages from being propagated across it and cause a partition. Our protocol can bypass one failure per correspondent group, i.e. if node i fails, and none of its correspondents is down, it is possible to propagate messages past i in spite of the failure. We call this process by which messages propagate past a failed node diffusion. If none of the correspondents of a node can communicate with it, then the node is deemed to have failed. Therefore, the special case in which a node gets partitioned from all its correspondents is treated as a node failure for the purposes of our algorithm. In such cases, the child nodes of the failed node elect a coordinator CO and CO takes over the functions of the failed node. CO also queues a start recovery message for the failed node and tries to send it periodically so that, after the failed node comes up, it knows that it has to trigger the recovery algorithm and go back to its normal operation mode. The information in the state vectors kept by the various nodes is adequate for a transition to be made which enables a coordinator to take over the functions of a failed parent.
The various steps required to be performed after a failure have been grouped into four phases. Assume the failed node is f . Once all its child nodes agree that f has failed, they elect a coordinator by exchanging messages among themselves (election phase described in [23] ). The coordinator then performs actions to temporarily assume the role of f and bring all correspondents of f up-to-date as of the time f failed (transition phase). In the next phase, CO assumes the role of the failed node (diffusion phase) and finally, when f recovers, it takes back its function from CO (recovery phase).
In the first phase, it is assumed that a standard election algorithm is run (see [23] 
Transition
Assume f was in the process of sending a message to its correspondents when it failed. The transition algorithm ensures that, even if these messages were sent to a subset of the correspondents (in the worst case to only one of them), they will be delivered reliably everywhere. The algorithm is initiated by CO after being elected. Without loss of generality, assume that f is the j th child of its parent P( f ). The algorithm is run by CO and the steps in the algorithm are listed in Figure 6 . In the first four steps, CO gathers the state information it needs. In the next four steps, it instructs some nodes to send to other nodes messages that the latter have missed. The objectives of this exercise are: (1) to find out which node has the most current information as of the time node f failed and (2) to arrange for that node to send messages to other nodes that are behind. At the end of this phase all nodes are current as of the time node f failed and then CO is ready to assume the functions of its parent node f .
In steps 1 and 2, CO gathers the relevant state information from the parent and child nodes of f . In step 3, it determines which correspondent of f (among f 's parent and child nodes) has received the largest number of messages that were generated locally at f and keeps this number in Max L f . Since each child node maintains a view of its parent's V vector, and these views could be different, step 4 compares these vectors maintained by the child nodes of f . The objective is to determine the highest numbered message received by f from each of its child nodes until failure and also to determine, for all messages received by f from each child node, how far behind the other child nodes are (since f must propagate messages received from one child node to all of the other child nodes). Consequently, V P M AX [i ] is the highest numbered message f has received from its child node i ; V P M I N [i ] is the number of messages out of these that have reached the child node that is most behind.
The subsequent steps of the algorithm can be explained better by examining all possible ways in which f might send a message to, or receive a message from, one of its correspondents and then fail before propagating the message to all its other correspondents. In all such cases our transition algorithm must ensure that such a message reaches all correspondents of f . We divide this problem into four cases depending upon whether the correspondent of f is a parent node or a child node, and also depending upon whether f has sent a message to or received a message from the correspondent. These four cases are:
• f receives a message from P( f ) and then f dies; • f sends a message to P( f ) and then f dies; • f sends a message to a child node C j ( f ) and then f dies; • f receives a message from a child node C j ( f ) and then f dies.
Each of these four cases is discussed separately below and in each case we explain how the appropriate step of our algorithm ensures that a message that falls in that case is propagated to all other correspondents of f (the step numbers below refer to Figure 6 ).
• Case 1. P( f ) generates a message itself (or receives a message from a child or a parent node), sends it to f and then f dies (denoted P( f ) → f , f dies). Since P( f ) has the message, it will get propagated upwards in spite of the failure of f . However, to ensure that it will also be propagated downwards, CO must compare
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Reorg node(v) (node v initiates the reorganization) { wait(node OP is alive); send join req1 to NP; wait(join ack1);
(wait for acknowledgement from NP); wait(NP is alive); send a special control message special marker; send to OP leave req and stops sending it messages; insert new or child node messages in M Log N P ; wait(leave ack from OP);
(wait for leave acknowledgement) set old V iew = View v [2] ; old V P = V P v ; send join req2(View v [1] ) to NP; wait (join ack2(V N P , View N P [1] , M Log v ) from NP);
(wait for acknowledgement from NP) set View v [2] = View N P [1] ; 
wait (special marker); process messages in M Log N P ; } Reorg node(OP) (Algorithm at old parent OP) { wait(leave req from v);
remove row r+2 from View O P and rearrange the rows ; send del child(v) to its correspondents; send leave ack message to v ; wait(commit message from v), discard copy of old status vectors of node v; } 
V P
messages have been missed by C i ( f ) and CO asks P( f ) to send those messages to C i ( f ) (see step 5).
• Case 2. f generates a message, sends it to P( f ) and then dies (denoted by f → P( f ), f dies). Since P( f ) has received the message, it will again get propagated upwards in spite of the failure of f . To ensure that it is propagated downwards, CO compares
has missed some messages and CO asks P( f ) to send C i ( f ) the missing messages (see step 6).
• Case 3. f generates a message, sends it to one of its child nodes (say,
To ensure that such messages are propagated upwards,
messages sent upwards;
, ∀i , to send the last y messages sent upwards to P( f );
has missed one or more messages and CO must ask C i ( f ) to send the missing messages to P( f ). To ensure that the messages are propagated downwards, CO compares V P
has missed some messages and CO asks C i ( f ) to send the missing messages to C k ( f ) (see step 6).
• Case 4. C i ( f ) generates a message locally (or receives a message from below), sends it to f and then f dies (denoted
To ensure that such messages are propagated downwards, CO compares V P
has missed some messages sent by C i ( f ) and CO asks C i ( f ) to send those messages to C j ( f ) (see step 7). To ensure that such messages are propagated upwards, CO checks
If so, then P( f ) is missing some messages sent by child nodes and CO asks them to send those messages to P( f ) (see step 8).
The different cases along with the conditions used to detect the need for upwards and downwards propagation are summarized in Table 3 . A '-' in Table 3 means that the message has already been propagated in that direction and no action is required.
Since missing messages can fall into only one of the four cases described above, and since all of them are detected and propagated, it follows that: if a node fails and it has sent a message to at least one of its correspondents before failing, then this message will be reliably propagated to all of its other correspondents and, consequently, will be reliably propagated to every other node in the network.
CO assembles all requests to P( f ) or C i ( f ) into one message including the total number of messages that each of them is supposed to receive from the others. P( f ) or C i ( f ) receiving diffused messages treat them exactly as if they were coming from f . The only change is that the child nodes
, since it represents f 's state and that is frozen because f is down. Furthermore, the batch of diffused messages should be sorted such that normal messages are processed first, and then control messages.
Diffusion
While node f is down, CO takes over the responsibilities of f temporarily until f comes up again. That is, C i ( f )'s and P( f ) send messages to CO, and CO will diffuse them to the other correspondents of f . Therefore, it is ensured that the flow of propagation will continue while f is down. Messages are transmitted in FIFO order between CO and correspondents of f . This phase starts once the transition phase is terminated, i.e. when P( f ) or C i ( f )s have received and processed all messages they were supposed to receive during the transition phase. Then, each node can move into the diffusion phase independently. 
Case
Upwards Downwards
CO, on receiving a message m from a correspondent of f , treats it as if it is coming from a parent node and performs the algorithm described in Section 3 (see Figure 1) , i.e. CO must update MV C O , increment V C O · S ↓ and V C O · R p , send m to its own correspondents, etc. Additionally, it must also send the message to correspondents of f , other than the one the message is coming from.
If CO generates a message locally or receives a message from one of its own correspondents, it treats it normally (see Figure 1 ), but, in addition, sends it to all correspondents of f also.
A correspondent of f , on receiving a message from CO, acts as follows: if the correspondent is P( f ), then it treats the message as if it is coming from a child (see Figure 1) ; if the correspondent is a child node of f , then it treats the message as if it is coming from a parent (again, see Figure 1 ), but does not update V P C i ( f ) .
Recovery
While f is down, each correspondent of f , on generating a new message or receiving a message from its own correspondents, inserts it in the log, marks it as not acknowledged by f and sends it to CO. When node f comes up and receives a start recovery message from CO, it triggers the recovery algorithm which consists of the following steps.
1. f sends recovering message to each of its correspondents. The message to correspondent i should include any messages in f 's log which have not been acknowledged by i . 2. Correspondent i upon receiving such a message:
(a) checks whether any of the included messages is a duplicate (as it might have already received it during the transition phase) and, if so, discards it; otherwise, it accepts the message and updates V i ; (b) checks whether it is holding any pending messages in the FIFO queue for f and flushes the queue; (c) extracts from its log all messages not acknowledged by f and sends them to f along with an ack. 3. f upon receiving the ack from correspondent i : (a) accepts non-duplicate messages (but does not forward them to its other correspondents as they already have them);
is the j th child, by the number of non-duplicate messages received from correspondent i .
After f receives acks from all its correspondents, it:
(a) increments V f · S ↓ by the total number of nonduplicate message received from all correspondents; (b) sends V f to all its child nodes
5. Normal operation of f is resumed.
Steps 1 through 2(b) ensure that the diffusion process is completed, e.g. if a node had received a message from f but had deleted it from its log before the transition algorithm starts and hence the message was not diffused or if f has generated a message but did not send it to any other node before failing. Furthermore, it is essential for the correspondents of f , who might or might not have received these messages, to flush any pending messages in the FIFO queue each of them keeps for f . Step 2(c) ensures that f will receive all messages it missed during the failure. Steps 3 and 4 allow f to bring itself up-to-date before resuming its functions. Recall that, while f was down, its child nodes were not required to update their V P C i ( f ) vector. Therefore, on recovering, f sends its V f vector to all of its child nodes C i ( f ) so that they can use the incoming vector as their new V P C i ( f ) . Further, f needs to update its record of its parent's state; so, f requests P( f ) for its V P( f ) , and calls it V P f . Afterwards, normal operation of f is resumed. (If CO receives a message from a correspondent of f after f comes up, then CO returns the message back to the sender noting that f is alive and the sender must resend the message directly to f .)
Partitions
In large-scale systems, link failures can occur frequently. A sequence of link failures leads to partitions. It is assumed that an external monitor process is responsible for maintaining link status, i.e. detecting when partitions occur and are restored. This process constantly monitors the status of the network.
When partitions are detected, correspondents in one partition mark in their view their correspondents in the other partition as being isolated in order not to attempt sending them messages. However, messages generated or received by correspondents in one partition are kept in the log for the isolated correspondents. When the partition heals, each pair of previously isolated correspondents exchanges messages that were kept for each other, updates their state vectors and propagates received messages as usual. This will ensure that any messages that were missed during the partition will be received. Afterwards, normal operation is restored.
Reorganization despite failure
In this section we discuss the case in which failures occur while reorganization is taking place. The reorganization algorithm can proceed in spite of some kinds of failures, but if any of nodes OP, NP or v fail, then it is aborted.
Our reorganization algorithm assumes that nodes v, OP and NP must not fail while reorganization is taking place. If one of these nodes fails, then the reorganization must be aborted. This is the reason that nodes OP and v maintain their old views and state vectors (see Figure 5 ) so that they can be restored in case of failure. In this way node v is still able to receive all messages from above through OP, in spite of a temporary interruption and small delay on account of the attempted reorganization.
On the other hand, if any of the other nodes, say the ones along the path between OP and NP, were to fail, then the reorganization algorithm can proceed in spite of these failures. The detailed proof for this claim is given in Theorem A.3 of the Appendix. The proof is somewhat laborious and considers all cases and subcases to show that no messages are lost if a failure occurred while a reorganization was in progress. This proof is however important because the causal ordering cannot be guaranteed in the presence of failures and it is necessary to show that any messages sent by NP before the control message join ack1 will be received by OP before join ack1. Otherwise, v might lose some messages in reorganization. We prove that this will not happen by arguing that, in the transition phase, the coordinator (CO) site will sort the messages for diffusion upwards such that the control messages appear last. This is the central idea behind the proof.
ANALYSIS AND SIMULATION RESULTS
In this section we discuss the performance results of the HPP protocol obtained both analytically and through simulation experiments. The simulation compares our HPP protocol which tolerates successive failures against HPP0 which does not. HPP0 is a surrogate for a conventional protocol like the one used on Usenet for news delivery. We also discuss issues of additional space and processing time overhead that arise in our protocol.
Analytical results
First, we analytically derive the probability that no pair of consecutive nodes has failed (i.e. both nodes are down) anywhere in the hierarchy. Two nodes are consecutive if they are at successive levels in the hierarchy and have a direct link between them. Assuming each node is independently 'up' with a probability p and 'down' with a probability q = 1 − p, we calculate the probability that a message generated anywhere in the hierarchy is propagated throughout the hierarchy without being blocked. In the following analysis, we represent the branching factor as B and the number of levels as L (recall, the root is numbered as level 1). A (sub) hierarchy is called 'good' if there is no pair of consecutive nodes in the (sub) hierarchy that are down; else, it is called 'bad'. The probability that no pair of consecutive nodes is down in an L-level hierarchy with a branching factor B at each level is denoted by P(L). The expressions for computing P(L) are given below:
is derived recursively as follows. To compute the probability of an L-level hierarchy (or sub-hierarchy) being 'good', we consider two cases: the root node is good (i.e. it is up) or the root node is bad (i.e. it is down). The overall probability is the sum of the individual probabilities of the two cases. The first part of the expression computes the probability of the case when the root is up. In this case, the probability that the rest of the hierarchy is good is given by (P (L − 1) ) B . The second part of the expression for P(L) corresponds to the case where the root node is down. In this case, all the next level (i.e. second level) nodes must be up and the rest of the subhierarchy below the second level nodes must be good. This is represented by the second part of the expression. Finally, note that P(0) and P(1) are boundary conditions and both have a value of 1.
The results for various L and B combinations are shown in Tables 4 and 5 . In Table 4 , the results are shown for p = 0.99, while Table 5 shows the results for p = 0.95. In Table 4 , the probability of a 'good' hierarchy falls below 0.875 only when the number of levels is 6 and the branching factor is 5 or more. Thus, even with 1365 nodes, the probability of the entire hierarchy being 'good' is 0.875. The results in Table 5 show that if the reliability of an individual node drops to 0.95, then only small hierarchies (say, with 100 nodes) can be constructed while maintaining a high probability of the entire hierarchy being good.
Please note that these results are conservative by design because they require that, in all consecutive pairs, at least one node is up, i.e. under these conditions the propagation delay is almost zero. However, this analysis does not give any realistic estimate of the actual propagation delay. In the next section we use simulation to get an estimate of the propagation delay. In particular, we use the simulation experiments to determine how long it actually takes to propagate a message generated at a leaf node through the hierarchical network to all of the other leaf nodes.
Results of simulation experiments
We ran extensive simulation tests to measure the average delay incurred in the HPP protocol for the message to propagate throughout the hierarchy. The results of the protocol were benchmarked against a plain hierarchical protocol (HPP0) in which no propagation takes place past any failed node. The HPP0 protocol serves as a surrogate for a conventional protocol for comparison purposes.
In the simulation we considered various hierarchies with different numbers of levels and branching factors. For simplicity, the branching factor was assumed to be constant at all nodes in the hierarchy in any single experiment. The reliability of the nodes was characterized by MTTF (mean time to failures) and MTTR (mean time to repair). The actual durations of up and down times of each node were generated from exponential distributions using these values as averages. A message was generated at a leaf node and propagated according to the HPP protocol. The delay is the amount of time it takes for all of the other nodes that are up at the leaf level to receive the message.
We generated one message every simulation time unit. The normal propagation delay between nodes and the normal processing time at each node were disregarded. In comparison with the delay caused by failures, the normal propagation delay is small (less than a few seconds). Moreover, the normal propagation delay and the normal processing time are approximately the same in both methods and so neglecting them does not bias the comparison. The sample parameters are summarized in Table 6 .
The results of the experiments are shown in Figures 7  (a)-(d) , for the cases of 3-6 levels, respectively. In each figure we plot the delay versus the branching factor for the HPP protocol and the benchmark HPP0 protocol. In these figures the values for MTTF and MTTR are 100 and 1, respectively, and the average was computed over 20,000 simulation time units. This means that the average probability of a node being up is approximately 0.99. The results show that the HPP protocol is considerably superior to HPP0 in all cases and the magnitude of the gap between the protocols increases with more levels in the hierarchy. This is reasonable because with more levels the chances of a message getting blocked along the hierarchy are much higher in the HPP0 protocol. Assuming that a simulation time unit is 10 min, the results indicate that for the case of six levels and a branching factor of six, the average delay incurred in the propagation of a message is 8.84 min for the HPP protocol and 37.54 min for the HPP0 protocol.
It should be noted that in the interest of simplifying the simulation we have neglected the processing overhead that occurs in running our failure handling algorithm in Section 5. However, compared to the savings produced, this overhead is indeed very small. Thus, we believe this simplification is reasonable. For instance, in both cases the total processing and propagation delay is less than 30 s assuming 1 s propagation delay per link and 0.1 s processing delay at each node.
In summary, these simulation results show that:
(1) HPP improves the propagation time considerably as compared to a conventional protocol represented by HPP0; (2) even in a hierarchy with six levels and a branching factor of six (which consists of more than 9300 nodes), the average propagation delay is reasonably small.
As a final point, it should be noted that the space overhead of maintaining the additional vectors is really minimal. Assuming two bytes per entry in the View array and 4 bytes per entry in the V i , V P i and V C i vectors and a branching factor of six, we estimate the overhead per node to be 216 bytes. This does not include the sizes of the message queues where messages are stored prior to delivery. The queue lengths do not represent additional overhead because the messages would in any case require storage space at each node.
CONCLUSIONS
This paper has described a weak-consistency replica control protocol called HPP which efficiently and reliably propagates messages in wide-area networks and can be used for various applications such as updates to replicated data, software distribution, managing mailing lists and in a bulletin board service. The HPP protocol is based on organizing the nodes in the network into a logical hierarchy and is both scalable and efficient. It delivers messages in causal, but not total order.
Three important features of the HPP protocol are minimum redundancy, high reliability and ability to restructure. The unique aspect of our protocol is that each node maintains only local state information by encapsulating information about itself and its parent and child nodes into state vectors. These aggregate state vectors provide enough information for the determination of missing messages. This reduces communication traffic and the overhead of information that must be maintained at each node, and makes the scheme more scalable. It ensures reliable, eventual delivery of messages in spite of failures or partitions. Further, it minimizes redundancy by making efficient use of network bandwidth. It also allows nodes to dynamically change their position in the hierarchy to improve performance (thus keeping it balanced and relatively flattened) while ensuring that messages are not lost. The performance evaluation of the protocol shows that the propagation delay is reasonably small even for a six-level logical hierarchy.
The limitation of our protocol lies in the fact that messages can be diffused past a failed node only if its parent and all child nodes are alive. This means that 'successive' failures (i.e. where a pair consisting of a parent node and a child node are down) will cause the diffusion to stop. However, it should be noted that successive failures can be handled by keeping more information in the state vector at each node. Clearly there is a trade-off between the amount of additional information stored and the ability of the protocol to tolerate failures.
We expect to study this trade-off in future research. We also plan to study the issue of designing a good logical topology for the network given a certain physical topology, a topic discussed in [9] . Another useful research direction is to investigate modifications to the protocol that would allow the use of more than one alternate path between nodes for transmission. Finally, it will also be interesting to explore if underlying multicast mechanisms can be incorporated into our algorithms.
