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MODULES DE CYCLES ET CLASSES NON
RAMIFIÉES SUR UN ESPACE CLASSIFIANT
par
Bruno Kahn & Nguyen Thi Kim Ngan
Abstract. — Let G be a finite group of exponent m and let k be a field
of characteristic prime to m, containing the m-th roots of unity. For any
Rost cycle module M over k, we construct exact sequences
0→ Invnrk (G,Mn)→ Invk(G,Mn)
(∂D,g)
−−−−→
⊕
(D,g)
Invk(D,Mn−1)
where Invk(G,Mn) is Serre’s group of invariants of G with values inMn,
Invnrk (G,Mn) is its subgroup of unramified invariants, and the “residue"
morphisms ∂D,g are associated to pairs (D, g) where D runs through the
subgroups of G and g runs through the homomorphisms µm → G whose
image centralises D. This allows us to recover results of Bogomolov and
Peyre on the unramified cohomology of fields of invariants of G, and to
generalise them.
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Introduction
Soit G un groupe algébrique linéaire sur un corps k, et soit M = M∗
un module de cycles sur k au sens de Rost [Rost]. Suivant Serre [GMS,
déf. 1.1], on déﬁnit le groupe des invariants de G de degré n à valeurs
dans M
Invk(G,Mn)
pour tout entier n ∈ Z : il s’agit du groupe des transformations natu-
relles ϕK : H1(K,G) → Mn(K) où K décrit la catégorie des extensions
de k. On peut aussi parler d’invariants non ramiﬁés au sens de [GMS,
33.9] : ils forment un sous-groupe Invnrk (G,Mn), dont la trivialité est une
condition nécessaire pour une solution positive au problème de Noether.
En général le calcul de Invnrk (G,Mn) est diﬃcile, et celui de Invk(G,Mn)
est un peu plus facile. Le but de cet article est de réduire le calcul du
premier à celui du second, dans certains cas particuliers. Le résultat prin-
cipal est le suivant :
Théorème 1. — Supposons G fini constant, d’ordre premier à la carac-
téristique de k. Supposons de plus que k contienne les racines m-ièmes
de l’unité, où m est l’exposant de G. Alors, à tout sous-groupe D de G et
à tout homomorphisme g : µm → ZG(D) (centralisateur de D dans G),
on peut associer un “homomorphisme résidu"
∂D,g : Invk(G,Mn)→ Invk(D,Mn−1)
tel que la suite
0→ Invnrk (G,Mn)→ Invk(G,Mn)
(∂D,g)
−−−→
⊕
(D,g)
Invk(D,Mn−1)
soit exacte.
Les hypothèses sont essentielles, en particulier celle sur les racines de
l’unité. Pour G et k quelconques, on a encore un complexe comme ci-
dessus, mais les ∂D,g ne sont sans doute pas suﬃsants pour détecter les
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invariants non ramiﬁés. En trouver la bonne généralisation est un pro-
blème ouvert. (1)
Corollaire 1. — Gardons les hypothèses du théorème 1 et définissons
Invnabk (G,Mn) = Ker
(
Invk(G,Mn)→
⊕
A
Invk(A,Mn)
)
où A décrit les sous-groupes abéliens de G. Alors la suite exacte du théo-
rème 1 se raffine en une suite exacte
0→ I˜nv
nr
k (G,Mn)→ Inv
nab
k (G,Mn)
(∂D,g)
−−−→
⊕
(D,g)
Invnabk (D,Mn−1)
où I˜nv
nr
k (G,Mn) désigne le sous-groupe des invariants non ramifiés nor-
malisés (triviaux sur le G-torseur neutre).
Ce corollaire peut être considéré comme une généralisation d’un théo-
rème de Bogomolov [CTS, th. 7.1], qu’il permet de retrouver. Nous re-
trouvons aussi un théorème de Peyre [Pe08, th. 1].
Voici la stratégie de la démonstration. D’après Totaro [GMS, app. C],
on a un isomorphisme canonique
Invk(G,Mn) = A
0(BG,Mn)
où le groupe de droite est celui de [Rost, §5]. Le sous-groupe Invnrk (G,Mn)
du membre de gauche correspond à un sous-groupe A0nr(BG,Mn) du
membre de droite. Ceci demande un explication, puisque BG n’est pas
bien déﬁni en tant que variété lisse : c’est l’objet du §2 et des §§5 et 7
(corollaire 5.11 et proposition 7.4). Au §8, on déﬁnit les résidus ∂D,g. Au
§10 on démontre le théorème 1 et on en déduit le corollaire 1. Enﬁn, au
§12, on fait le raccord avec les résultats antérieurs de Bogomolov et de
Peyre.
Voici une intuition qui peut éclairer le théorème 1. SoitX une k-variété
lisse, et supposons donnée une compactiﬁcation lisse X ⊂ X¯, telle que
D = X¯−X soit un diviseur à croisements normaux. On a alors une suite
exacte [K11, rem. 6.9]
0→ A0(X¯,Mn)→ A
0(X,Mn)→
r⊕
i=1
A0(Doi ,Mn−1)
1. Mathieu Florence a fait une suggestion dans ce sens au premier auteur, quand
G est fini constant mais que k ne contient pas assez de racines de l’unité.
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où Di décrit l’ensemble des composantes irréductibles de D et Doi =
Di\
⋃
j 6=iDj . Imaginons que BG soit représenté par une variété X comme
ci-dessus. Dans le théorème 1, tout se passe comme si on pouvait alors
trouver une compactiﬁcation X¯ tel que les Doi soient de la forme BD, où
D décrit les sous-groupes de G. . .
Ce travail est une version remaniée et augmentée de la thèse du premier
auteur (N.T.K.N.) [Ng10] ; la plus grande partie en a été annoncée dans
[Ng11]. B.K. tient à remercier N.T.K.N. de l’avoir invité à rédiger ce
texte en commun.
Guide de lecture. — La section 1 rassemble des résultats standard
(et moins standard) sur les torseurs. La section 2 reformule de manière
universelle la théorie de Totaro du classiﬁant d’un groupe algébrique li-
néaire G : l’ajout principal par rapport à [Tot] est la fonctorialité en G,
qui joue un rôle central dans la suite. La section 3 applique la précédente
à un certain nombre de foncteurs concrets, généralisant le cas des groupes
de Chow considérés par Totaro. Dans la section 4, on calcule la cohomo-
logie motivique étale de BG quand G est un groupe ﬁni constant sur un
corps k ; lorsque k est séparablement clos, on trouve essentiellement la
cohomologie entière de G. La section 5 rappelle la théorie des modules
de cycles et de la cohomologie de cycles de Rost [Rost] : on y vériﬁe que
cette dernière prend un sens sur BG.
Dans la section 6, on établit l’existence de suites spectrales de coniveau
pour la cohomologie motivique, la cohomologie étale et la cohomologie
motivique étale de BG : les deux derniers cas sont relativement délicats.
Losrque G est ﬁni et k est algébriquement clos, disons de caractéristique
zéro, ceci joint au résultat du §4 fournit des renseignements très riches
sur la cohomologie entière de G, parmi lesquels on retrouve des notions
antérieures (invariants cohomologiques de Serre, cohomologie stable de
Bogomolov) et des isomorphismes et suites exactes déjà connues (Bo-
gomolov, Peyre), mais aussi de telles suites exactes, isomorphismes et
invariants nouveaux.
La section 7 étudie les classes non ramiﬁées dans un module de cycles,
à la Colliot-Thélène–Ojanguren [CTO] ; son but est de leur donner un
sens sur un “espace classiﬁant" BG.
La section 8 introduit l’outil principal de l’article : les résidus géomé-
triques ∂D,g. La section 9 enchaîne en montrant que les classes sur BG,
non ramiﬁées au sens de [CTO], sont non ramiﬁées au sens des résidus
géométriques.
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La section 10 est le cœur de ce travail. On y démontre que réciproque-
ment, si G est ﬁni constant d’exposant m et que k est de caractéristique
première à m et contient les racines m-ièmes de l’unité, les classes sur
BG, non ramiﬁées au sens des résidus géométriques, le sont au sens de
[CTO]. La raison pour laquelle les résidus géométriques suﬃsent dans ce
cas semble être que, si G est le groupe de Galois d’une extension L/K
où K ⊃ k et que w est une valuation discrète de rang 1 sur L, le groupe
d’inertie de w est central dans son groupe de décomposition.
Enﬁn, la section 11 reformule le résultat précédent de manière univer-
selle, tandis que la section 12 l’utilise pour retrouver (et généraliser) des
théorèmes de Bogomolov et Peyre [Bog87, Pe08].
1. Rappel sur les torseurs
Dans cette section, nous rappelons les déﬁnitions et les propriétés des
torseurs dont nous aurons besoin. Notre parti pris, comme dans [Tot] et
contrairement à [EG], est ici de ne considérer que des quotients représen-
tables en évitant les espaces algébriques. Cela permet une présentation
plus élémentaire dans les sections suivantes.
1.1. Quotients. — Soit k un corps.
Définition 1.1 (Mumford [GIT, déf. 0.6 ii, p. 4])
Soit G un k-groupe algébrique et soit X un k-schéma de type ﬁni sur
lequel G opère par le morphisme µX : G×X → X.
a) Un quotient géométrique de X par G est un k-schéma Y muni d’un
k-morphisme f : X → Y tel que :
(i) Le diagramme suivant est commutatif :
(1.1)
G×X
p2
−−−→ X
µX
y fy
X
f
−−−→ Y.
(ii) f et le morphisme ϕ : G×X → X ×Y X déﬁni par ϕ(g, x) =
(gx, x) sont surjectifs.
(iii) f est submersif, i.e. U ⊂ Y est ouvert si et seulement si
f−1(U) est ouvert dans X.
(iv) Le faisceau OY est isomorphe au sous-faisceau de f∗OX formé
des fonctions G-invariantes.
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b) f est un quotient géométrique universel s’il le reste après tout chan-
gement de base.
Si ce schéma Y existe, il est unique à isomorphisme unique près. On
le note Y = X/G.
1.2. Existence de quotients. —
Proposition 1.2. — Soit G opérant sur X et soit N un sous-groupe
distingué de G. Supposons que X admette un quotient géométrique uni-
versel f : X → Y relativement à l’action de N . Alors G/N opère sur Y
et les conditions suivantes sont équivalentes :
(i) X admet un quotient géométrique universel Z relativement à l’ac-
tion de G.
(ii) Y admet un quotient géométrique universel Z ′ relativement à l’ac-
tion de G/N .
Si c’est le cas, alors Z est isomorphe à Z ′.
Démonstration. — On peut vérifer que cette proposition est vraie en
remplaçant “quotient géométrique” par “quotient catégorique” (cf. [GIT,
déf. 0.5, p. 3]). En particulier, les deux quotients coïncident si l’un des
deux existe par la propriété universelle des quotients catégoriques. Sup-
posons donc que Z soit un quotient catégorique universel de X par G et
de Y par G/N , et notons g : Y → Z, h = g ◦ f : X → Z.
Appliquons le critère [GIT, (3), p. 6] : Il suﬃt de vériﬁer la submer-
sion de g, h et la surjectivité de ϕX , ϕ¯Y dans le diagramme commutatif
suivant :
N ×X
ϕ′
X // //

X ×Y X

G×X
ϕX //
π×f

X ×Z X
f×f

G/N × Y
ϕ¯Y // Y ×Z Y.
D’abord, comme f est un quotient géométrique universel, il est uni-
versellement submersif ; par conséquent, g est universellement submersif
si et seulement si h l’est.
D’autre part, comme f est surjectif, f × f est surjectif ; donc si ϕX est
surjectif, ϕ¯Y est surjectif.
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Inversement, si ϕ¯Y est surjectif, alors on peut vériﬁer que ϕX est surjec-
tif sur les k¯-points grâce au diagramme ci-dessus. Enﬁn, ϕX est surjectif
d’après [EGA I, prop. 7.1.8, p. 331].
Corollaire 1.3. — Dans la situation de la proposition 1.2, supposons
que l’action de N sur X soit triviale. Alors l’action de G sur X en induit
une de G/N . De plus, le quotient géométrique de X par G existe si et
seulement si celui par G/N existe, et alors ils coïncident.
1.3. Torseurs. —
Définition 1.4 (Mumford [GIT, déf. 0.10, p. 17])
Soit X un k-schéma sur lequel G opère et soit f : X → Y un k-
morphisme. On dit que f est un G-torseur de base Y et d’espace total
X si
(i) Y est un quotient géométrique de X
(ii) f est plat
(iii) ϕ (cf. déf. 1.1 a) (ii)) est un isomorphisme.
Remarque 1.5. — On peut montrer que cette déﬁnition est équivalente
à celle de Colliot-Thélène et Sansuc [CTS, déf. 2.9].
Théorème 1.6 ([DG, III.2.6.1, p. 313]). — Si G est fini et opère sur
un k-schéma X de sorte que toute orbite ensembliste soit contenue dans
un ouvert affine de X, alors
1. Le carré (1.1) existe et est cocartésien dans la catégorie des k-
schémas.
2. La projection f : X → Y := X/G est entière et le morphisme ϕ est
surjectif.
3. Si G opère librement sur X, f est fini localement libre et ϕ est un
isomorphisme. En particulier, X est l’espace total d’un G-torseur.
1.4. Fermés G-irréductibles. —
Définition 1.7. — Un G-schéma X est G-irréductible si, pour toute
décomposition X = F1 ∪ F2 où F1, F2 sont des fermés G-stables, on a
X = F1 où X = F2.
Lemme 1.8. — Soit G opérant sur X de type fini. Alors on peut écrire
X =
⋃
β∈B Xβ où les Xβ sont des fermés G-irréductibles. On appelle les
Xβ les composantes G-irréductibles de X.
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Lemme 1.9. — Soit U un k-schéma intègre de type fini, muni d’une
action d’un groupe algébrique G. Soit j : U ′ →֒ U une immersion ouverte,
avec U ′ G-invariant. Alors j est composée d’immersions ouvertes Vi
ji
→֒
Vi+1 où Vi est G-stable et Vi+1 − Vi est G-irréductible pour tout i. Si k
est parfait, on peut choisir les ji de complémentaire lisse.
1.5. Propriétés de permanence des torseurs. —
Lemme 1.10. — Soient G,H deux groupes algébriques et UG, UH les
espaces totaux d’un G et d’un H-torseur. Alors UG × UH est l’espace
total d’un G×H-torseur.
Proposition 1.11. — Les G-torseurs ont les propriétés suivantes :
1. Stabilité par changement de base : si on a le diagramme suivant
X ′ = Y ′ ×Y X
g′
−−−→ X
f ′
y fy
Y ′
g
−−−→ Y,
et si f est un G-torseur, alors f ′ l’est aussi pour tout g.
Réciproquement, si f ′ est un G-torseur et g est fidèlement plat, alors
f est un G-torseur.
2. Formule de la dimension : si X est G-irréductible (cf. déf. 1.7), alors
dimX = dim Y + dimG.
3. Soit f : X → Y un G-torseur et soit π : E → X un fibré vectoriel
sur X avec G-action linéaire équivariante, alors E/G existe et est
un fibré vectoriel sur Y .
Démonstration. —
1. La première assertion découle de la platitude de f . La deuxième
assertion résulte de la descente ﬁdèlement plate.
2. L’hypothèse implique que Y est irréductible. Comme f est plat, on
peut appliquer [Har, chap. III, cor. 9.6, p. 257] : on a
dimX − dimY = dimXy,
où Xy est la ﬁbre d’un point quelconque de Y (elle est équidimen-
sionnelle). D’après [GIT, (4), p. 6/7], on a dimXy = dimG.
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3. Cela résulte de la descente ﬁdèlement plate [SGA 1, VIII, cor. 1.3
et prop. 1.10].
Remarque 1.12. — : Soient f : X → Y un G-torseur et π : X ′ → X un
morphisme G-équivariant avec l’action de G sur X ′. Alors, X ′/G existe
dans certains cas :
– si π est un ﬁbré vectoriel (Proposition 1.11, 3).
– Dans le cas de [GIT, prop. 7.1].
Voici un autre cas utile :
Lemme 1.13 (Colliot-Thélène). — Soit X l’espace total d’un G-tor-
seur de base Y avec X de type fini. Soit U un ouvert non vide de X,
stable par G. Posons Z = (X − U)red. Alors, U et Z sont aussi les
espaces totaux de G-torseurs.
Démonstration. — Comme U est G-stable, Z l’est aussi. Considérons le
diagramme suivant
(1.2)
X⊃ U
f
y fy
Y ⊃f(U)
où f(U) est un ouvert de Y car f est plat. On a U ⊂ f−1(f(U)) et
aussi l’égalité car U est G-stable. En eﬀet, il nous suﬃt de montrer pour
tout K ⊃ k, K algébriquement clos, on a f−1(f(U))(K) = U(K) (cf.
[EGA I, prop. 7.1.8, p. 331]). Soit x ∈ X(K) tel que f(x) ∈ f(U)(K)
i.e. f(x) = f(u) pour u ∈ U(K). Comme f est un G-torseur, f(K) l’est
aussi (au sens discret). Alors, il existe g ∈ G(K) tel que x = gu et donc
x ∈ U(K). Donc le diagramme (1.2) est cartésien et donc U → f(U) est
un G-torseur (par la proposition 1.11).
Posons Z ′ = Y−f(U). Alors f−1(Z ′) = f−1(Y )−f−1(f(U)) = X−U =
Z car f est ﬁdèlement plat. De manière analogue, on a que Z → Z ′ est
un G-torseur.
Proposition 1.14. — Soit f : X → Y un G-torseur.
a) Si X est lisse, Y est lisse.
b) Si G est lisse, f est lisse.
c) Si G et Y sont lisses, X est lisse.
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Démonstration. — a) est clair puisque f est plat [EGA IV, prop. 17.7.7].
Il suﬃt de voir b) après changement de base par f , puisque f est ﬁdè-
lement plat (ibid., prop. 17.7.1). Ceci nous ramène au cas où f est de
la forme p2 : G × Y → Y , et alors c’est clair. Enﬁn, c) résulte de b)
puisqu’un composé de morphismes lisses est lisse.
2. Le classifiant d’un groupe algébrique linéaire, à la Totaro
Dans cette section, nous reformulons la théorie développée par To-
taro dans [Tot] pour donner un sens aux groupes de Chow d’un espace
classiﬁant, en la plaçant dans sa généralité naturelle. Ceci lui donne la
ﬂexibilité dont nous aurons besoin dans les sections suivantes. Mis à part
la fonctorialité de BG (proposition 2.21), il n’y a rien d’essentiellement
nouveau par rapport à l’article de Totaro.
2.1. Coniveaux. —
Définition 2.1. — Soit U un k-schéma intègre de type ﬁni, et soit j :
U ′ → U une immersion ouverte (avec U ′ 6= ∅). On déﬁnit
(2.1) δ(j) = δ(U, U ′) = codimU(U − j(U
′)) = dimU − dim(U − j(U ′))
(cf. [Har, Exercise 3.20,(d), p. 95]). C’est le coniveau de j (ou de U ′ dans
U).
Lemme 2.2. — Soit U un k-schéma lisse et soit r un entier positif.
1. Soient U ′′
j′
→֒ U ′
j
→֒ U des immersions ouvertes. On a
δ(j) ≥ r et δ(j′) ≥ r ⇔ δ(jj′) ≥ r.
2. Soit X un autre schéma lisse, on a U ′×X
j×1X
→֒ U ×X et δ(j× 1X)
= δ(j).
3. Si U est un G-torseur et que G laisse stable U ′ →֒ U , on a
δ(U/G,U ′/G) = δ(U, U ′).
Démonstration. — Seul le point (3) mérite une démonstration. D’après
le lemme 1.13, U ′/G existe et U ′ → U ′/G est un G-torseur. Grâce au
lemme 1.9, on se ramène au cas où U −U ′ est G-irréductible, et l’énoncé
résulte alors facilement de la proposition 1.11 (2).
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2.2. Catégories de fractions en géométrie algébrique. — Pour les
catégories de fractions, nous renvoyons au chapitre 1 du livre de Gabriel
et Zisman [GZ]. Rappelons que, si C est une catégorie et S est une classe
de morphismes de C, on déﬁnit (modulo des problèmes ensemblistes) une
catégorie S−1C (notée C[S−1] dans [GZ]), ayant les mêmes objets que C,
et un foncteur C → S−1C, qui est l’identité sur les objets et universel
parmi les foncteurs de source C rendant les éléments de S inversibles. On
dit que S−1C est la catégorie de fractions ou la localisée de C relativement
à S.
Soit Sm(k) la catégorie des k-variétés lisses. Dans [KS], on a étudié
la catégorie de fractions S−1 Sm(k), où S désigne l’ensemble des mor-
phismes birationnels, ou celui des morphismes birationnels stables. Dans
cet article, nous en utiliserons des versions de coniveau supérieur ; par
ailleurs, nous nous restreindrons pour une large part à la sous-catégorie
non pleine de Sm(k) qui suit.
Définition 2.3. — a) On note Smfl la catégorie dont les objets sont les
k-variétés lisses et les morphismes sont les morphismes plats.
b) On introduit des classes de morphismes de Smfl :
– Sh : projections E → X, où E est un ﬁbré vectoriel sur X.
– Pour r ≥ 1, Sor : immersions ouvertes de coniveau ≥ r ; Sr = S
o
r ∪S
h.
D’après le lemme 2.2, Sor est stable par composition. On voit facilement
que cette classe admet un calcul des fractions à droite au sens de [GZ] ;
ce n’est pas le cas de Sr. On a des inclusions
· · · ⊂ Sr+1 ⊂ Sr ⊂ . . .
d’où des projections
· · · → S−1r+1 Smfl
Πr−→ S−1r Smfl → . . .
Définition 2.4. — On note Grp la catégorie des k-groupes algébriques
linéaires, les morphismes étant les k-homomorphismes.
Le but des numéros suivants est de construire un système compatible
de foncteurs
Br : Grp→ S
−1
r Smfl
conceptualisant la construction de Totaro [Tot]. Ce but est atteint dans
la proposition 2.21.
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2.3. Un théorème de Totaro. —
Théorème 2.5 (Totaro). — Soient G ∈ Grp et r un entier > 0. Il
existe une représentation linéaire E de G et un ouvert U de E, stable par
G, tels que le quotient géométrique U/G existe, que U → U/G soit un
G-torseur et que δ(E,U) ≥ r (définition 2.1).
Démonstration. — Voir [Tot, rem. 1.4, p. 4] ou [CTS, lemme 9.2]. Ces
démonstrations montrent que U/G est de la forme GLN/Γ, donc en par-
ticulier quasi-projectif.
Définition 2.6. — Dans la situation du théorème 2.5, on dit que E est
une représentation très fidèle de G de coniveau ≥ r et que U est un
G-torseur linéaire de coniveau ≥ r.
Remarque 2.7. — Si G est ﬁni, il est facile d’obtenir des représenta-
tions très ﬁdèles de G de coniveau aussi grand qu’on veut en partant
d’une représentation ﬁdèle W : d’après le théorème 1.6, l’ouvert G-stable
U = W −
⋃
g 6=1W
g est l’espace total d’un G-torseur. On a
ν(W ) := δ(W,U) = inf
g 6=1
{codimW W
g}
d’où facilement :
∀n ≥ 1, ν(W n) = nν(W ).
2.4. Le lemme sans nom, version catégorique. — Soit G ∈ Grp.
Notons G−Smfl la catégorie des k-variétés lisses X munies d’une action
de G, telles que le quotient géométrique X/G existe et soit séparé. Les
morphismes de G − Smfl sont les morphismes plats G-équivariants. On
note Sh, Sor et Sr les mêmes classes de morphismes que dans la déﬁnition
2.3.
La déﬁnition suivante est un peu désagréable, mais très pratique pour
la suite :
Définition 2.8. — Soit X ∈ G − Smfl. On dit que X est (l’espace
total d’)un G-torseur potentiel s’il existe un sous-groupe fermé normal
N ⊳ G tel que l’action de G sur X se factorise par G/N , et que X soit
l’espace total d’unG/N -torseur. On parlera aussi deG-torseurs potentiels
linéaires de coniveau ≥ r, cf. déf. 2.6.
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SoitG−Tors la sous-catégorie pleine deG−Smfl formée desG-torseurs
potentiels. On dispose de deux foncteurs G−Tors→ Smfl :
X 7→ X (oubli)(2.2)
X 7→ X/G (quotient)(2.3)
et d’une transformation naturelle X → X/G. En eﬀet, si X ∈ G−Tors,
X/G est lisse grâce à la proposition 1.14 ; si f : X → Y est un morphisme
de G−Tors, alors f/G est plat grâce à [EGA IV, cor. 2.2.11 (iv)].
Lemme 2.9. — Le foncteur (2.3) envoie Sh, Sor et Sr respectivement
dans Sh, Sor et Sr.
Démonstration. — Pour Sh, cela résulte de la proposition 1.11 3. Pour
Sor , cela résulte du lemme 2.2 3. Le cas de Sr en découle.
Définition 2.10. — Soit r > 0. Soient U, U ′ ∈ G − Tors. On dit que
le couple (U, U ′) est admissible de coniveau ≥ r si U est un G-torseur et
U ′ est un G-torseur potentiel, linéaire de coniveau ≥ r (déﬁnition 2.8).
Remarque 2.11. — (U, U) est admissible de coniveau ≥ r si et seule-
ment si U est un G-torseur linéaire de coniveau ≥ r. Si (U, U ′) et (U ′, U ′′)
sont admissibles, alors (U, U ′′) est admissible.
Construction 2.12. — À tout couple admissible de coniveau≥ r (U, U ′),
on associe un morphisme ΨU,U ′ : U → U ′ dans S−1r (G−Tors), ces mor-
phismes ayant les propriétés suivantes :
Réflexivité : si (U,U) est admissible, alors ΨU,U = 1U .
Symétrie : si (U, U ′) et (U ′, U) sont admissibles, alors
ΨU,U ′ΨU ′,U = 1U
et ΨU,U ′ est un isomorphisme.
Transitivité : si (U, U ′), (U ′, U ′′) et (U, U ′′) sont admissibles, alors
ΨU ′,U ′′ΨU,U ′ = ΨU,U ′′.
On note ψU,U ′ (resp. ϕU,U ′) l’image de ΨU,U ′ par le foncteur (2.2) (resp.
(2.3)).
Démonstration. — C’est la construction de la double ﬁbration qui re-
monte à Bogomolov, Katsylo. . . (“lemme sans nom”, cf. [CTS, §3.2]).
Déﬁnissons le morphisme ΨU,U ′. Soit E ′ une représentation linéaire
associée à U ′ : U ′ est un ouvert G-stable de E ′, de coniveau ≥ r. Comme
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U est l’espace total d’un G-torseur et que U × E ′ → U est un ﬁbré
vectoriel G-équivariant, la proposition 1.11 3 montre que U × E ′ est
aussi l’espace total d’un G-torseur et que (U × E ′)/G → U/G est un
ﬁbré vectoriel. D’après le lemme 1.13, comme U × U ′ →֒ U × E ′ est une
immersion ouverte, U ×U ′ est encore (l’espace total d’un) G-torseur. On
a ainsi un diagramme
U × E ′
j
⊃ U × U ′
pU,U
′
U′−−−→ U ′
p
y pU,U′U y
U U.
Dans ce diagramme, p ∈ Sh et j ∈ Sor (lemme 2.2). On déﬁnit ΨU,U ′
comme la composition pU,U
′
U ′ j
−1p−1.
Notons que pU,U
′
U est donc inversible dans S
−1
r (G − Tors) et qu’on a
aussi
(2.4) ΨU,U ′ = p
U,U ′
U ′ (p
U,U ′
U )
−1,
ce qui montre que ΨU,U ′ ne dépend que de U ′ et pas de l’immersion
U ′ →֒ E ′.
Il reste à vériﬁer les trois propriétés de l’énoncé : elles découlent im-
médiatement de (2.4).
Définition 2.13. — Soit r > 0. On note
ErG = lim−→U ∈ S
−1
r (G−Tors)
ErG = lim−→
U ∈ S−1r Smfl
BrG = lim−→U/G ∈ S
−1
r Smfl
où les limites sont prises sur le système transitif d’isomorphismes ΨU,U ′,
pour U, U ′ parcourant les G-torseurs linéaires de coniveau ≥ r.
Remarque 2.14. — La notion de limite inductive sur un groupoïde tri-
vial n’est pas très sérieuse : tout terme du système inductif en vériﬁe la
propriété universelle. Cette notion est donc soit utile quand on a un fonc-
teur “limite inductive" explicite (par exemple dans la catégorie des en-
sembles), soit rassurante sur le plan psychologique. On peut la considérer
comme l’ensemble des termes du système inductif, sans choix privilégié.
Lemme 2.15. — L’objet ErG ∈ S−1r Smfl est “contractile" : le mor-
phisme naturel ErG→ Spec k est un isomorphisme.
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Démonstration. — Cet objet est représenté par l’espace total d’un G-
torseur linéaire de coniveau ≥ r : l’énoncé est donc évident.
L’objet ErG a les propriétés “universelles" suivantes, qui sont de simples
reformulations de la construction 2.12 :
Lemme 2.16. — Dans la catégorie S−1r (G−Tors),
(a) Si U est l’espace total d’un G-torseur, on a un “morphisme classi-
fiant" ΨU : U → ErG, d’où un carré commutatif
U
ψU−−−→ ErGy y
U/G
ϕU−−−→ BrG
dans S−1r Smfl.
(b) Si f : U ′ → U est un morphisme de G-torseurs, on a ΨU ′ = ΨU ◦f .
(c) Si U est un G-torseur potentiel, linéaire de coniveau ≥ r, on a un
morphisme canonique ΘU : ErG→ U .
(d) Si f : U ′ → U est un morphisme avec U, U ′ comme en (c), alors
ΘU = f ◦ΘU ′.
(e) Si U est un G-torseur linéaire de coniveau ≥ c, ΨU et ΘU sont des
isomorphismes inverses l’un de l’autre.
Exemple 2.17. — Si H ⊂ G est un sous-groupe fermé de G, alors G→
G/H est un H-torseur. Donc on a un morphisme canonique
(2.5) G→ ErH
dans S−1r (H −Tors), induisant un carré commutatif
(2.6)
G −−−→ ErHy y
G/H −−−→ BrH
dans S−1r Smfl.
Le lemme suivant est évident par construction :
Lemme 2.18. — Les foncteurs canoniques S−1r+1Tors → S
−1
r Tors et
S−1r+1 Smfl → S
−1
r Smfl envoient respectivement Er+1G sur ErG, Er+1G
sur ErG et Br+1G sur BrG.
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Remarque 2.19. — L’image de G dans S−1r Smfl est toujours un objet
en groupes ; on peut donc parler de G-objet dans cette catégorie, et le
foncteur (2.2) s’enrichit en un foncteur S−1r (G−Tors)→ G−(S
−1
r Smfl).
Ceci permet de considérer ErG comme un G-objet, mais malheureuse-
ment pas ErG→ BrG comme un G-ﬁbré principal. . .
2.5. Fonctorialité en G. —
Définition 2.20. — Soient f : G → H un homomorphisme de k-grou-
pes algébriques linéaires et X un schéma sur lequel H opère. On note
f ∗(X) le schéma X muni de l’action de G via f : c’est l’image réciproque
de X par f .
Proposition 2.21. — La loi G 7→ BrG définit un foncteur Br : Grp→
S−1r Smfl. Les diagrammes
S−1r+1 Smfl
Πr

Grp
Br+1
99ttttttttt
Br %%K
KK
KK
KK
KK
S−1r Smfl
sont naturellement commutatifs.
Démonstration. — Soit f : G→ H un homomorphisme. Soient U un G-
torseur linéaire de coniveau ≥ r et U ′ un H-torseur linéaire de coniveau
≥ r, ce dernier de représentation sous-jacente E ′. Alors G opère aussi sur
E ′ via f , en laissant stable U ′. Décomposons f comme suit :
G→ G/N →֒ H,
où N = Ker(f). D’après le corollaire 1.3, U ′ est l’espace total d’un
f(G/N)-torseur et U ′/(f(G/N)) → U ′/H est ﬁdèlement plat. On note
f ∗(U ′) l’image réciproque de U ′ relative à f (déf. 2.20). Donc
f ∗(U ′)/(G/N)
∼
−→ U ′/(f(G/N))→ U ′/H
est ﬁdèlement plat et f ∗(U ′) est aussi l’espace total d’unG/N -torseur (i.e.
f ∗(U ′) est l’espace total d’un G-torseur potentiel). D’après la proposition
1.2, le quotient géométrique f ∗(U ′)/G existe et est égal à f ∗(U ′)/(G/N).
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Notons πU
′
f : f
∗(U ′)/G→ U ′/H . On obtient donc un morphisme de BrG
vers BrH comme suit :
BrG
∼
←− U/G
ϕG
U,f∗(U′)
−−−−−→ f ∗(U ′)/G
πU
′
f
−−−→ U ′/H
∼
−→ BrH.
Voir construction 2.12 pour ϕGU,f∗(U ′) : on a ajouté G en exposant pour
en garder trace dans la suite. Par la transitivité de cette construction, ce
morphisme ne dépend pas du choix de U et U ′.
Si g : H → K est un autre morphisme, on a
B(gf) = Bg ◦Bf.
En eﬀet, soit U ′′ un K-torseur linéaire de coniveau ≥ r. Il nous faut
montrer que
πU
′′
gf ϕ
G
U,(gf)∗(U ′′) = π
U ′′
g ϕ
H
U ′,g∗(U ′′)π
U ′
f ϕ
G
U,f∗(U ′).
Considérons le diagramme suivant
(2.7)
U/G
ϕG
U,f∗(U′)
−−−−−→ f ∗(U ′/G)
ϕG
f∗(U′),(gf)∗(U′′)
−−−−−−−−−−→ (gf)∗(U ′′/G)
πU
′
f
y πU′′f y
U ′/H
ϕH
U′,g∗(U′′)
−−−−−−→ g∗(U ′′/H)
πU
′′
g
y
U ′′/K.
On a
ϕGU,(gf)∗(U ′′) = ϕ
G
f∗(U ′),(gf)∗(U ′′)ϕ
G
U,f∗(U ′)
(propriété de transitivité de ϕ dans la construction 2.12) et
πU
′′
gf = π
U ′′
g ◦ π
U ′0
f .
Considérons maintenant le diagramme suivant
U ′/G ←−−− (U ′ × U ′′)/G −−−→ U ′′/Gy y y
U ′/H ←−−− (U ′ × U ′′)/H −−−→ U ′′/H.
Il est commutatif. Ceci implique que le rectangle dans le diagramme
(2.7) l’est aussi. Enﬁn, l’assertion “naturellement commutatifs" résulte
du lemme 2.18.
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Exemple 2.22. — a) En prenant H = 1, on obtient un morphisme
canonique
Spec k ≃ Br1→ BrG
bien que la catégorie S−1r Smfl soit construite en termes de morphismes
plats. On note eG ce “point rationnel" de BrG. Une ﬂèche vers BrG qui
se factorise à travers eG sera dite nulle.
b) En prenantH ⊂ G et en tenant compte de l’exemple 2.17, on obtient
une suite dans S−1r Smfl
G→ G/H → BrH → BrG
dans laquelle les compositions de deux ﬂèches successives sont nulles.
Nous ignorons sous quelles conditions, pour X ∈ S−1r Smfl, la suite cor-
respondante d’ensembles
S−1r Smfl(X,G)→ S
−1
r Smfl(X,G/H)
→ S−1r Smfl(X,BrH)→ S
−1
r Smfl(X,BrG)
est exacte (voir note 2 ci-dessous).
2.6. Le classifiant d’un produit. — Le lemme suivant résulte de la
déﬁnition 2.13 et du lemme 1.10 :
Lemme 2.23. — Soient G,H deux k-groupes algébriques linéaires, et
r > 0. On a un isomorphisme canonique et bifonctoriel :
(2.8) Br(G×H)
∼
−→ BrG× BrH.
Mise en garde 2.24. — Il faut donner un sens au membre de droite de
(2.8) comme objet de S−1r Smfl. On vériﬁe tout de suite que le produit car-
tésien × : Smfl×Smfl → Smfl induit un bifoncteur S−1r Smfl×S
−1
r Smfl
→ S−1r Smfl, encore noté ×. C’est celui qui intervient dans (2.8). On
prendra garde toutefois que ce bifoncteur n’a pas la propriété universelle
d’un produit.
2.7. Application : le théorème de Fischer sur un corps quel-
conque. — Rappelons d’abord la notion d’équivalence stable et de ra-
tionalité stable :
Définition 2.25. — Soit X une k-schéma intègre de type ﬁni. On dit
que
– X est k-rationnel si il est k-birationnel à un espace aﬃne.
– X est stablement k-rationnel si X ×k An est k-rationnel.
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Plus généralement, si X, Y sont intègres et de type ﬁni, on dit qu’ils sont
stablement équivalents si X×Am est birationnel à Y ×An pour des entiers
convenables m,n (notation : X ∼st Y ).
L’équivalence stable est une relation d’équivalence sur l’ensemble des
classes d’isomorphisme de k-schéma intègres de type ﬁni. Si X, Y ∈ Smfl,
alors X ∼st Y ⇒ X ≃ Y dans S
−1
1 Smfl, mais la réciproque est loin d’être
claire. (2) Pour cette raison, la relation B1G ∼st B1H n’a a priori pas de
sens. Mais le lemme sans nom lui en donne un :
Définition 2.26. — Soient G,H deux k-groupes algébriques linéaires,
et soit U (resp. V ) un G- (resp. un H-) torseur linéaire de coniveau > 0.
Alors le fait que U/G soit stablement birationnel à V/H ne dépend que
de G et H . On note cette relation G ∼st H .
On a alors le théorème bien connu [Fi] :
Théorème 2.27 (Fischer). — Ssupposons que k contienne le groupe
µm des racines m-ièmes de l’unité où m est inversible dans k et soit A
un groupe abélien fini d’exposant m. Alors A ∼st 1.
Retrouvons ce théorème dans son contexte naturel :
Théorème 2.28 (cf. [KS2, prop. 7.6.2]). — Le corps k étant quelcon-
que, soit M un k-groupe de type multiplicatif déployé : M est de type
multiplicatif et son groupe des caractères est un module galoisien trivial
(de manière équivalente : M est un sous-groupe fermé d’un tore déployé).
Alors G×M ∼st G pour tout k-groupe linéaire G. En particulier, B1(G×
M)
∼
−→ B1G.
Démonstration. — SoitX(M) le groupe des caractères deM . La relation
∼st sur les k-groupes linéaires étant clairement transitive et stable par
produit, on se ramène d’abord à G = 1, puis (par récurrence sur le
nombre de facteurs cycliques) au cas où X(M) est cyclique, c’est-à-dire
au cas où M = Gm ou µm pour un entier m > 1.
Dans les deux cas, M admet une représentation linéaire très ﬁdèle de
rang 1, à savoir E = k muni de l’action par homothéties. Le M-torseur
linéaire correspondant est U = E−{0}. SiM = Gm, on a U/M = Spec k.
2. La question est de savoir si tout isomorphisme dans S−11 Smfl s’écrit comme
zig-zag de morphismes de S1.
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Si M = µm, il s’agit du torseur de Kummer ; donc U/M ≃ Gm ∼st
Spec k.
2.8. Comparaison avec le classifiant étale de Morel-Voevodsky.
— Dans ce numéro, on indique de quelle façon les objets BrG se com-
parent à l’objet Be´tG ∈ H(k) = H déﬁni dans [MV, §4].
Rappelons qu’on a un foncteur canonique Sm→ H, qui rend les mor-
phismes de Sh inversibles. On en déduit un diagramme commutatif de
catégories et foncteurs :
(2.9)
(Sh)−1 Smfl −−−→ S
−1
r Smfly Ery
H
Dr−−−→ S−1r H
pour tout r > 0. Étant donné la description de Be´tG dans [MV, §4, prop.
2.6 et rem. 2.7], on voit que
Proposition 2.29. — Pour tout groupe algébrique linéaire G, les objets
Er(BrG) et Dr(Be´tG) de S−1r H sont canoniquement et fonctoriellement
isomorphes.
3. Reformulation en termes de foncteurs homotopiques
3.1. Foncteurs homotopiques. — Le foncteur Smfl → S−1r Smfl est
le cas universel de la déﬁnition suivante :
Définition 3.1. — Soit F un foncteur de Smfl vers une catégorie C et
soit r un entier > 0. On dit que F est homotopique et pur en coniveau
≥ r s’il vériﬁe les deux axiomes suivants :
1. Homotopie : Si f : V → X est un ﬁbré vectoriel, alors F (f) :
F (V )→ F (X) est un isomorphisme.
2. Pureté : F (U)
∼
−→ F (X) si U est un ouvert deX tel que δ(X,U) ≥
r.
Autrement dit, tout foncteur F vériﬁant les conditions de la déﬁnition
3.1 se factorise à travers S−1r Smfl. De la déﬁnition 2.13, du lemme 2.18
et de la proposition 2.21, on déduit alors un objet F (BG), bien déﬁni et
fonctoriel en G.
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Exemple 3.2. — Si F est homotopique et pur en coniveau ≥ r, alors
Y 7→ F (X × Y )
l’est aussi.
Définition 3.3. — Soit F : Smopfl → C un foncteur homotopique et pur
en coniveau ≫ 0. On note
ν(F ) = inf{ν ≥ 0 | F est pur en coniveau > ν.}
C’est le coniveau de F .
Remarque 3.4. — Dans la déﬁnition 3.1, le foncteur F est covariant.
Dans la suite, on utilisera le plus souvent des foncteurs contravariants.
Mais on passe des uns aux autres en remplaçant C par Cop (catégorie
opposée). C’est ce que nous faisons dans le théorème suivant, formulation
générale d’un théorème de Totaro [Tot, th. 1.3] :
Théorème 3.5. — Supposons F contravariant, à valeurs dans la catégo-
rie des ensembles. Alors F (BG) s’identifie à l’ensemble M des symboles
α associant à chaque variété lisse X et à chaque G-torseur E → X un
élément α(E) ∈ F (X) tel que pour tout morphisme f : Y → X, on ait
α(f ∗E) = f ∗(α(E)).
Démonstration. — Soit E → X un G-torseur comme dans l’énoncé.
D’après le lemme 2.16 (a), on a un morphisme
F (ϕE) : F (BG)→ F (X)
qui déﬁnit une application F (BG) → M grâce au point (b) du même
lemme. Inversement, à α ∈ M on associe α(EG) ∈ F (BG) (ce qui est
bien déﬁni : prendre un représentant quelconque de ErG dans S−1r (G−
Tors)). Il est immédiat que ces ﬂèches sont inverses l’une de l’autre.
En utilisant les points (c) et (d) du lemme 2.16, on obtient une version
covariante de cet énoncé :
Théorème 3.6. — Supposons F covariant, à valeurs dans la catégorie
des ensembles. Alors F (BG) s’identifie à l’ensemble des symboles α as-
sociant à chaque G-torseur potentiel U , linéaire de coniveau ≥ r, un
élément α(U) ∈ F (U/G) tel que pour tout G-morphisme f : U → V , on
ait
α(V ) = f∗(α(U)).
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Remarque 3.7. — Soit (Fn) un système inductif de foncteurs homoto-
piques et purs en coniveau ≥ rn (avec rn → +∞) vers une catégorie C
admettant des limites inductives ﬁltrantes dénombrables. PourX ∈ Smfl,
posons F (X) = lim
−→
Fn(X). Ceci déﬁnit un nouveau foncteur F = lim−→Fn.
Alors le lemme 2.18 donne un sens à F (BG) := lim−→Fn(BG), qui est alors
fonctoriel en G, même si F n’est pur en aucun coniveau.
On peut procéder de même en remplaçant “limites inductives" par
“limites projectives".
En termes des BrG, cela reviendrait à introduire la catégorie
2− lim
←−
S−1r Smfl
ce qui paraît trop pédant dans le présent contexte. . .
Définition 3.8. — Soit F un foncteur de Smfl à valeurs dans une ca-
tégorie karoubienne (dont tout endomorphisme idempotent a un noyau).
Pour tout k-groupe algébrique linéaire G, on pose
F˜ (BG) = Ker(F (Bε))
où ε est l’idempotent G→ Spec(k)→ G (cf. ex. 2.22 a)).
3.2. Exemples de foncteurs homotopiques. — Le corps k est main-
tenant supposé parfait. On note Gk son groupe de Galois absolu.
Soit j : U →֒ V une immersion ouverte de coniveau δ(j) = r (cf.
déf. 2.1). On va donner ici des conditions sur r pour que F (j) soit un
isomorphisme, pour un certain nombre de foncteurs F . D’après le lemme
1.9 (appliqué avec G = 1 !), on peut se limiter aux immersions ouvertes j :
U →֒ V telles que le fermé complémentaire Z
i
→֒ V soit lisse, irréductible
et de codimension r.
3.2.1. Cohomologie étale. —
Proposition 3.9. — Soient m un entier inversible dans k, q ≥ 0 et M
un Gk-module de torsion première à car k. Alors le foncteur F : X 7→
Hqe´t(X,M) est homotopique et pur en coniveau >
q+1
2
.
Démonstration. — On se ramène au cas où M est d’exposant ﬁni m.
L’axiome d’homotopie résulte de l’acyclicité de la cohomologie étale [Mil,
p. 240, cor. 4.20] plus un argument de type Mayer-Vietoris. La pureté
résulte de la longue suite exacte dans la preuve de [Mil, p. 244, cor.
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5.3] :
· · · → Hq−2c(Z,M ⊗ TZ/V )→ H
q(V,M)
→ Hq(U,M)→ Hq−2c+1(Z,M ⊗ TZ/V )→ . . .
où le faisceau TZ/V est localement isomorphe à Z/m.
3.2.2. Cohomologie motivique. — Dans ce numéro et les suivants, on
va utiliser la catégorie triangulée des motifs eﬀectifs géométriques de
Voevodsky DM := DMeff ,−Nis (k), pour laquelle nous renvoyons à [MVW,
Lect. 14]. Rappelons que cette catégorie possède une structure monoïdale,
qu’on a un foncteur
M : Sm(k)→ DM,
et des “objets de Tate" Z(n) := Z(1)⊗n ∈ DM pour tout n ≥ 0, dont nous
utiliserons les trois propriétés suivantes (on note M(n) :=M ⊗ Z(n)) :
Homotopie :
(3.1) M(E)
∼
−→M(X)
pour tout ﬁbré vectoriel E → X [MVW, 14.5].
Triangle exact de Gysin :
(3.2) M(U)→M(U − Z)→M(Z)(r)[2r]→M(U)[1]
pour tout couple lisse (U,Z) de codimension r [MVW, 15.15].
Simplification : Le foncteurM 7→M(1) est pleinement ﬁdèle [MVW,
16.25, 16.26].
Pour X ∈ Smfl, notons Hp(X,Z(q)) les groupes de cohomologie moti-
vique de X déﬁnis par Suslin-Voevodsky [MVW, déf. 3.4] : on a aussi
Hp(X,Z(q)) = HomDM(M(X),Z(q)[p])
[MVW, prop. 14.16]. De tout ceci on tire la suite exacte de Gysin
(3.3) · · · → Hq−2c(Z,Z(n− c))→ Hq(U,Z(n))
→ Hq(U − Z,Z(n))→ Hq+1−2c(Z,Z(n− c))→ . . .
pour (U,Z) comme en (3.2) [MVW, thm. 15.15].
Proposition 3.10. — Pour tout q ∈ Z et tout n ≥ 0, le foncteur X 7→
Hq(X,Z(n)) est homotopique et pur en coniveau > n.
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Démonstration. — La propriété d’homotopie résulte de l’isomorphisme
La preuve de la pureté est la même que pour la proposition 3.9 étant
donné (3.3), avec deux diﬀérences : on a Z(q) = 0 si q < 0, et on ignore si
Hp(X,Z(q)) = 0 pour p < 0 en général (c’est la conjecture de Beilinson-
Soulé).
Exemple 3.11. — Les groupes de cohomologie motivique sont canoni-
quement isomorphes aux groupes de Chow supérieurs de Bloch [MVW,
Lect. 17]. En particulier, pour q = 2n on a H2n(X,Z(n)) = CHn(X) :
on retrouve le fait que CHn(BrG) est bien déﬁni pour r > n [Tot, déf.
1.2].
3.2.3. Cohomologie motivique étale. —
Définition 3.12. — Soit X une k-variété lisse. Pour (q, n) ∈ Z × Z et
pour un groupe abélien A, on pose
Hqe´t(X,A(n)) = HomDMe´t(α
∗M(X), A⊗ Z(n)e´t[q])
où DMe´t := DM
eff ,−
e´t (k) est la catégorie triangulée analogue à DM, mais
construite en termes de la topologie étale [MVW, déf. 9.2], et
Z(n)e´t =
{
α∗Z(n) si n ≥ 0
(Q/Z)′(n)[−1] si n < 0
où (Q/Z)′ :=
⊕
l 6=car k Ql/Zl, cf. [HK, déf. 3.1].
Rappelons que pour A = Z/m ou A = Ql/Zl (m, l inversibles dans k),
on retrouve la cohomologie étale ordinaire à coeﬃcients dans des racines
de l’unité tordues [MVW, 10.6].
On a un foncteur évident α∗ : DM → DMe´t (changement de topolo-
gie).
Proposition 3.13. — Soit (q, n) ∈ Z. Alors le foncteur
X 7→ Hqe´t(X,Z(n))
est homotopique et pur en coniveau ≥ inf(n, q+1
2
), au sens de la définition
3.1.
Démonstration. — C’est la même que pour la proposition 3.10 : l’axiome
d’homotopie est clair d’après (3.1). Pour l’axiome de pureté, soit U une
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variété lisse et soit Z un fermé lisse purement de codimension r. En
utilisant le théorème de simpliﬁcation de [HK, prop. A.4], on trouve :
Hom
DM
eff
e´t (k)
(α∗M(Z)(r)[2r], A⊗ Z(n)e´t[q]) ≃ H
q−2r
e´t (Z,Z(n− r)).
Si r > n, ce groupe est la cohomologie étale d’un complexe de faisceaux
concentré en degré 1 : il est donc nul dès que q−2r−1 < 0, soit q−2r ≤ 0.
On conclut à l’aide du triangle exact de Gysin (3.2).
3.2.4. Homologie motivique. —
Définition 3.14. — L’homologie motivique est déﬁnie par
Hi(X,Z(n)) = HomDM(Z(n)[i],M(X)).
Contrairement aux précédents, ce foncteur est covariant en X.
Proposition 3.15. — Hi(−,Z(n)) est homotopique et pur en coniveau
> i− n + 1.
Démonstration. — C’est la même que ci-dessus. L’axiome d’homotopie
résulte de (3.1). D’après le triangle exact de Gysin (3.2) et le théorème
de simpliﬁcation, on a une longue suite exacte
. . .Hi+1−2r(Z,Z(n− r))→ Hi(U,Z(n))
→ Hi(V,Z(n))→ Hi−2r(Z,Z(n− r))→ . . .
De plus, pour X lisse, on a Hi(X,Z(n)) = 0 si i < n [K11, prop. 6.1].
Donc Hi(U,Z(n))
∼
−→ Hi(V,Z(n)) si r > i− n+ 1.
3.2.5. Le faisceau hNis0 . — NotonsHI la catégorie des faisceaux Nisnevich
avec transferts invariants par homotopie [MVW, ch. 13]. Soit X ∈ Smfl.
Le foncteur
HI ∋ F 7→ F(X)
est représentable par un objet hNis0 (X) ∈ HI (cf. [Voe00b, lemma 3.2.1]).
Proposition 3.16. — Le foncteur (covariant) X 7→ hNis0 (X) est homo-
topique et pur en coniveau ≥ 2.
Démonstration. — La propriété d’homotopie se réduit à la A1-invariance
homotopique par un argument de Mayer-Vietoris. Pour la pureté, on ob-
serve que si Z ⊂ X est un fermé de codimension ≥ 2, on a un isomor-
phisme F(X)
∼
−→ F(X −Z) pour tout F ∈ HI en vertu de la résolution
de Gersten de [MVW, 24.11].
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3.2.6. K-théorie algébrique. — Soit i ≥ 0. Le foncteur de Quillen
Ki : Sm
op
fl → Ab
est homotopique, mais pur en aucun coniveau. Pour donner un sens
à Ki(BG), on peut utiliser la remarque 3.7 : notons, pour r ≥ 0 et
X ∈ Smfl, Ki(X)(r) le r-ième cran de la ﬁltration par la codimension du
support. La suite spectrale de Quillen
Ep,q1 =
⊕
x∈X(p)
K−p−q(k(x))⇒ K−p−q(X),
aboutissant à cette ﬁltration, montre que le foncteur Ki/K
(r)
i est homo-
topique et pur en coniveau > (r− 1)2 (voir le raisonnement de la preuve
de la proposition 6.1 ci-dessous). De plus, Ki(X)(r) = 0 pour r > dimX :
on a donc un isomorphisme
Ki
∼
−→ lim
←−
r
Ki/K
(r)
i
sur Smfl, et on est en mesure d’appliquer la remarque indiquée. On notera
Kˆi(BG) le groupe obtenu ainsi : pour i = 0, on retrouve la déﬁnition de
K0(BG) donnée dans [Tot, §3].
Si l’on utilise par contre la formule
Ki(BG) := HomH•(Σ
i
s(Be´tG+), (BGL∞, ∗))
de [MV, p. 140, th. 3.13], la proposition 2.29 fournit des homomor-
phismes
Ki(BG)→ Kˆi(BG)
qui ne sont pas a priori bijectifs, mais le deviennent après complétion
du membre de gauche par rapport à la ﬁltration par la codimension du
support (le membre de droite étant complet par construction). Ceci est
à comparer à Jacowski-Oliver [JO].
3.2.7. Autres exemples. — Nous laissons aux lecteurs le plaisir de les
explorer (cobordisme algébrique, etc.) Dans la section 5, on calculera le
coniveau des groupes de Chow à coeﬃcients de Rost (cor. 5.11).
3.3. Le transfert. — Soit G ∈ Grp, et soit H ⊂ G un sous-groupe
fermé d’indice ﬁni. Donnons-nous un foncteur F : Smopfl → Ab, homoto-
pique et pur en coniveau > r, qui soit muni d’une fonctorialité covariante
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pour les morphismes ﬁnis et plats. On peut alors déﬁnir un homomor-
phisme
(3.4) CorGH : F (BH)→ F (BG)
de la manière suivante. Soit U un G-torseur linéaire de coniveau > r.
Alors U/H → U/G est ﬁni et plat, d’où le morphisme cherché : on vériﬁe
comme d’habitude qu’il ne dépend pas du choix de U .
Lemme 3.17. — Supposons que les transferts de F vérifient l’identité
f∗ ◦ f
∗ = deg(f)
pour f fini et plat. Alors, pour tout G fini, on a |G|F˜ (BG) = 0.
La condition du lemme 3.17 est vériﬁée dans tous les exemples du §3.2,
sauf dans le cas de la K-théorie algébrique. (3) Pour F = CHr, cf. [Tot,
§4] où l’utilisation de ces transferts est implicite mais leur construction
n’est pas explicitée.
4. Cohomologie motivique étale de BG
Soit G ∈ Grp, et soit (q, n) ∈ Z × Z. D’après la proposition 3.13, les
groupes Hqe´t(BG,Z(n)) sont déﬁnis et fonctoriels en G. On va les calculer
quand G est un groupe ﬁni (constant). Le résultat principal est :
Théorème 4.1. — Supposons k séparablement clos. Pour tout (n, q) ∈
Z× Z, on a un isomorphisme canonique
H˜qe´t(BG,Z(n)) ≃ H
q(G,Z)′(n)
où ′ désigne la partie de torsion première à l’exposant caractéristique de
k. (Voir définition 3.8 pour la notation H˜.)
Ceci précise un résultat de Peyre [Pe99, prop. 4.2.1] : ici, la conjecture
de Bloch-Kato n’intervient pas.
Voir §4.3 pour la démonstration ; elle donne aussi un isomorphisme à
coeﬃcients ﬁnis
Hqe´t(BG,Z/m(n)) ≃ H
q(G,Z/m)(n)
pour m premier à car k.
3. Dans le cas de l’homologie motivique, il faut renverser le sens des flèches. . .
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Le raisonnement approximatif est le suivant. Soit EG l’espace total
du G-torseur universel de base BG. Alors EG → BG est un revête-
ment étale ; la suite spectrale de Hochschild-Serre associée (à coeﬃcients
Z(n)e´t) peut se décrire comme la suite spectrale d’hypercohomologie as-
sociée au complexe de G-modules
RΓe´t(EG,Z(n)).
Comme EG est contractile, la projection EG→ Spec k induit un quasi-
isomorphisme G-équivariant
RΓe´t(Spec k,Z(n))
∼
−→ RΓe´t(EG,Z(n))
qui montre que H∗e´t(BG,Z(n)) s’identiﬁe à l’hypercohomologie (à coeffi-
cients G-triviaux )
H∗(G,RΓe´t(Spec k,Z(n))).
Il est bien connu que, dans la catégorie dérivée des groupes abéliens,
tout complexe est isomorphe à la somme directe de ses groupes de coho-
mologie décalés. La suite spectrale correspondante
(4.1) Ep,q2 = H
p(G,Hqe´t(k,Z(n)))⇒ H
p+q
e´t (BG,Z(n))
dégénère donc en E2 (quoique pas canoniquement).
4.1. BG et suite spectrale de descente. — Pour rendre le raisonne-
ment ci-dessus rigoureux, il faut le faire à des niveaux “ﬁnis", c’est-à-dire
en remplaçant EG → BG par U → U/G où U est l’espace total d’un
G-torseur linéaire de coniveau tendant vers l’inﬁni. En eﬀet, on vériﬁe
facilement que la proposition 3.13 est optimale, c’est-à-dire que pour n
ﬁxé, le coniveau de Hqe´t(−,Z(n)) tend vers l’inﬁni avec q. Ceci force à ap-
pliquer une version de la remarque 3.7. Cela peut se faire de la manière
suivante :
Soit n ∈ Z. pour tout q ∈ Z, considérons le foncteur
(4.2) Smfl ∋ X 7→ τ≤qRΓe´t(X,Z(n))
à valeurs dans la catégorie dérivée des groupes abéliens. La proposition
3.13 implique qu’il est homotopique et pur en coniveau ≥ inf(n, q+1
2
).
À tout G-torseur p : U → U/G, associons maintenant la suite spectrale
(q)E
p,q
2 (p) = H
p(G,Hq(τ≤qRΓe´t(U,Z(n)))⇒ H
p+q(G, τ≤qRΓe´t(U,Z(n)).
Ceci déﬁnit un foncteur contravariant de la catégorie des G-torseurs
vers celle des suites spectrales, qui est homotopique et pur en coniveau
≥ inf(n, q+1
2
), au sens qui généralise celui de la déﬁnition 3.1 (axiomes
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relatifs à la base du G-torseur). De plus, les (q)E forment un système
inductif, de limite la suite spectrale de Hochschild-Serre habituelle.
La construction 2.12, restreinte aux G-torseurs, fournit alors que (q)E
prend un sens sur le “G-torseur universel" ErG de la déﬁnition 2.13 pour
r ≥ inf(n, q+1
2
), est indépendante d’un tel r, et que ces suites spectrales
convergent quand q → ∞ vers une suite spectrale de Hochschild-Serre
pour le torseur universel EG (4). Enﬁn, la propriété d’homotopie pour les
(4.2) justiﬁe la forme (4.1) de cette suite spectrale, et donc sa dégénéres-
cence.
On peut résumer la discussion ci-dessus par le théorème suivant :
Théorème 4.2. — Soit G un groupe fini, et soit n ∈ Z. Alors la co-
homologie H∗e´t(BG,Z(n)) est l’aboutissement d’une suite spectrale de la
forme (4.1) (action triviale sur les coefficients), qui dégénère en E2.
4.2. Rappels sur la cohomologie motivique étale d’un corps.
— Si p est un nombre premier, un groupe abélien A est dit p′-divisible
(resp. uniquement p′-divisible) si, pour tout entier m premier à p, la
multiplication par m sur A est surjective (resp. bijective).
Rappelons que la conjecture de Bloch-Kato en degré n
KMn (F )/m
∼
−→ Hme´t (F, µ
⊗n
m )
est triviale pour n ≤ 0, se réduit au théorème 90 de Hilbert pour n = 1,
est un théorème classique de Merkurjev et Suslin pour n = 2 [MS] et
que sa démonstration complète résulte de travaux récents de Voevodsky,
Rost et al.
Lemme 4.3. — Soit p l’exposant caractéristique de k.
1) Supposons k séparablement clos. Pour n ∈ Z − {0}, Hqe´t(k,Z(n)) est
nul pour q > n et uniquement p′-divisible pour q ≤ n, sauf pour q = 1. Le
groupe H1e´t(k,Z(n)) est p
′-divisible, de torsion isomorphe à (Q/Z)′(n).
2) Supposons k quelconque, et n 6= 0.
a) Hqe´t(k,Z(n)) est uniquement divisible pour q ≤ 0.
b) Pour q ≥ n + 2, l’homomorphisme
Hq−1e´t (k, (Q/Z)
′(n))→ Hqe´t(k,Z(n))
4. qui existe dans une catégorie 2− lim
←−
S−1r (G−Tors), cf. remarque 3.7
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est bijectif.
c) Sous la conjecture de Bloch-Kato en degré n, on a
Hq(k,Z(n))
∼
−→ Hqe´t(k,Z(n)) pour q ≤ n
Hne´t(k,Z(n)) ≃ K
M
n (k)
Hn+1e´t (k,Z(n)) = 0.
Démonstration. — Il suﬃt de démontrer 2) : 1) en est un cas particulier.
On a un triangle exact
Z(n)e´t → Q(n)e´t → (Q/Z)
′(n)
+1
−→ .
Comme (Q/Z)′(n) est un faisceau concentré en degré 0, cela démontre
a) sauf pour q = 0, où on n’a a priori qu’une suite exacte
H0e´t(k,Q(n))→ H
0
e´t(k, (Q/Z)
′(n))→ H1e´t(k,Z(n)).
Pour prouver la nullité de la première ﬂèche, on peut raisonner comme
suit (cf. preuve de [K97, th. 3.1]). Il suﬃt de montrer que, pour tout
corps k0 ⊂ k, de type ﬁni sur le corps premier, l’homomorphisme
H0e´t(k0,Q(n))→ H
0
e´t(k0, (Q/Z)
′(n))
est nul. Mais c’est évident, puisque le terme de gauche est divisible et le
terme de droite est ﬁni. (Ici on utilise que la cohomologie motivique étale
à coeﬃcients rationnels et de torsion commute aux limites inductives de
corps : pour la seconde c’est standard, et pour la première cela résulte du
théorème de comparaison avec la cohomologie Nisnevich [MVW, 14.24].)
b) provient du fait que le complexe (de faisceaux Nisnevich) Z(n) n’a
pas de cohomologie en degré > n. Quant à c), le premier isomorphisme est
l’énoncé “Bloch-Kato⇒ Beilinson-Lichtenbaum" [Su-Vo, GL], le second
résulte du premier et de l’isomorphisme canonique KMn (k) ≃ H
n(k,Z(n))
[MVW, 5.1] et le dernier est “Hilbert 90 en poids n".
Remarque 4.4. — Pour référence ultérieure, donnons une reformula-
tion triangulée de la conjecture de Beilinson-Lichtenbaum (qui est main-
tenant un théorème) utilisée dans le lemme ci-dessus : pour n ≥ 0, la
conjecture de Beilinson-Lichtenbaum est vraie en poids n si et seulement
si le triangle
Z(n)→ Rα∗Z(n)e´t → τ≥n+2Rα∗Z(n)e´t
+1
−→
est exact dans DM.
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4.3. Démonstration du théorème 4.1. — L’énoncé est évident pour
n = 0, on peut donc supposer n 6= 0. Appliquons le lemme 4.3 : dans la
suite spectrale (4.1), les seuls termes Ep,q2 non nuls sont pour p = 0 ou
q = 1. On obtient donc
H˜qe´t(BG,Z(n)) ≃
{
Hq−1(G,H1(k,Z(n))) si q 6= 1
0 si q = 1.
En réappliquant le lemme 4.3, on obtient un homomorphisme
Hq−1(G, (Q/Z)′(n))→ Hq−1(G,H1(k,Z(n)))
qui est bijectif pour q 6= 1. Toujours pour q 6= 1, on peut écrire
Hq−1(G, (Q/Z)′(n)) ≃ Hq−1(G,Q/Z)′(n)
∼
−→ Hq(G,Z)′(n).
On conclut en observant que H1(G,Z) = 0 et que H0(G,Z) = Z est
sans torsion.
4.4. Cas d’un corps k parfait quelconque. — Dans les numéros
suivants, on décrit le groupeHn+2e´t (BG,Z(n)) pour n ≤ 2. On aura besoin
de ces résultats au §12.1.
4.4.1. n < 0. — Par déﬁnition, Z(n)e´t = (Q/Z)′(n)[−1]. On en déduit :
(4.3) H˜n+2e´t (BG,Z(n)) = 0.
4.4.2. n = 0. — On a Z(0)e´t = Z, d’où
(4.4) H˜2e´t(BG,Z(0)) = H
2(G,Z).
(Rappelons que H1e´t(k,Z) = 0.)
4.4.3. n = 1. — On a Z(1)e´t = Gm[−1], d’où
(4.5) H˜3e´t(BG,Z(1)) = B˜r(BG) = H
2(G, k∗).
(Rappelons que H1e´t(k,Gm) = 0 : théorème 90 de Hilbert.)
4.4.4. n = 2. — Dans ce cas, grâce au lemme 4.3 a) on obtient une suite
exacte (scindée)
0→ H2(G,H2e´t(k,Z(2)))→ H˜
4
e´t(BG,Z(2))→ H
3(G,H1e´t(k,Z(2)))→ 0.
D’après le lemme 4.3 c), on a H2e´t(k,Z(2)) ≃ K
M
2 (k) = K2(k). Il reste
un groupe à décrire :
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Lemme 4.5. — On a un isomorphisme
H1e´t(k,Z(2)) ≃ K3(k)ind
où K3(k)ind := Coker(KM3 (k)→ K3(k)).
Démonstration. — Cela résulte de [BL, th. (7.2)], du lemme 4.3 2) c) et
du théorème de Voevodsky comparant cohomologie motivique et groupes
de Chow supérieurs [MVW, Lect. 19]. Une autre manière de conclure
est d’utiliser la suite spectrale de Bloch-Lichtenbaum
Ep,q2 = H
p−q(k,Z(−q))⇒ K−p−q(k)
[BL, Le]. Comme Ep,q2 = 0 pour p < 0 et q = 0,−1, cette suite spectrale
donne une suite exacte
H3(k,Z(3))→ K3(k)→ H
1(k,Z(2))→ 0
c’est-à-dire un isomorphisme K3(k)ind
∼
−→ H1(k,Z(2)). On utilise alors
l’isomorphisme H1(k,Z(2))
∼
−→ H1e´t(k,Z(2)) du lemme 4.3.
Soit k0 le sous-corps des constantes de k, c’est-à-dire la fermeture al-
gébrique du sous-corps premier. Alors K3(k0)ind → K3(k)ind est injectif,
de conoyau uniquement divisible (cf. [K93, (1.4)]). Comme dans [K93,
th. 2.1], on en déduit :
Proposition 4.6. — On a une suite exacte scindée :
(4.6) 0→ H2(G,K2(k))→ H˜
4
e´t(BG,Z(2))→ H
3(G,K3(k0)ind)→ 0
où k0 est le sous-corps des constantes de k.
4.4.5. n > 2. — La situation est plus compliquée. Pour n = 3, le
groupe H˜5e´t(BG,Z(3)) admet une ﬁltration à trois crans, commençant
par H3(G,KM3 (k)).
5. Modules de cycles de Rost et cohomologie de cycles
5.1. Modules de cycles. — Pour tout ce qui concerne les modules
de cycles et leur cohomologie, on renvoie à l’article de Rost [Rost]. Nous
nous contentons de résumer les points essentiels de sa théorie :
Soit F(k) la catégorie des corps de type ﬁni sur k. Pour F ∈ F(k), on
note P(F/k) l’ensemble des valuations discrètes divisorielles sur F , cen-
trées en k (l’anneau Ov de v est une localisation d’une k-algèbre intègre
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de type ﬁni en un point régulier de codimension 1). Si v ∈ P(F/k), on
note κ(v) son corps résiduel. Notons que l’hypothèse sur v entraîne
tr.deg.(F |k) = tr.deg.(κv|k) + 1.
5.1.1. Prémodules de cycles. — Un prémodule de cycles (sur k) est un
foncteur covariant M de F(k) vers la catégorie des groupes abéliens gra-
dués, muni des structures supplémentaires suivantes :
1. Fonctorialité contravariante pour les extensions ﬁnies.
2. Pour chaque F ∈ F(k), une structure de KM∗ F -module gradué sur
M(F ), où KM∗ F est l’anneau de Milnor de F . On la note x · ρ où
x ∈ KM∗ F et ρ ∈M(F ).
3. Pour F ∈ F(k) et v ∈ P(F/k), un “morphisme résidu" ∂v : M(F )→
M(κ(v)), de degré −1.
Ces données sont assujetties à une liste d’axiomes donnée dans [Rost,
déf. 1.1, p. 328].
5.1.2. Modules de cycles. — Soit X un k-schéma : on écrit M(x) =
M(k(x)) pour x ∈ X. Si X est normal intègre, alors l’anneau local de
X en x ∈ X(1) est un anneau de valuation discrète de rang un ; soit
∂x : Mn(ξX) → Mn−1(x) l’homomorphisme résidu associé, où ξX est le
point générique de X. Pour X quelconque et x, y ∈ X, on en déduit un
morphisme ∂xy : M(x)→M(y) [Rost, p. 337].
Définition 5.1 ([Rost, déf. 2.1, p. 337]). — Un module de cycles M
sur k est un prémodule de cycles satisfaisant aux conditions (FD) et
(C) suivantes :
(FD) : “SUPPORT FINI”. Soient X un k-schéma normal intègre et
ρ ∈ M(ξX), alors ∂x(ρ) = 0 pour tout x ∈ X(1) en dehors d’un
ensemble ﬁni.
(C) : “FERMETURE”. Soit X intègre et local de dimension 2, alors
0 =
∑
x∈X(1)
∂xx0 ◦ ∂
ξ
x : M(ξX)→M(x0)
où ξX est le point générique et x0 est le point fermé de X.
Proposition 5.2 ([Rost, prop. 2.2]). — Soit M un module de cycles
sur k. Alors les propriétés suivantes sont satisfaites pour tout corps F de
type fini sur k.
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(H) : HOMOTOPIE POUR A1. La suite suivante est exacte :
0→M∗(F )→ M∗(F (t))
∂x−→
⊕
x∈(A1
F
)(0)
M∗−1(F (x))→ 0
où F (t) est le corps des fonctions de A1F .
(RC) : RÉCIPROCITÉ POUR LES COURBES. Soit X une courbe
propre et lisse sur F . Alors la suite
M∗(F (X))
∂x−→
⊕
x∈X(0)
M∗−1(F (x))→M∗−1(F )
où les flèches M∗−1(F (x))→M∗−1(F ) proviennent de la fonctoria-
lité contravariante, est un complexe.
De la propriété (H), on tire :
Lemme 5.3. — SoitK/F une extension unirationnelle dans F(k). Alors,
pour tout module de cycles M sur k, l’application M∗(F ) → M∗(K) est
injective.
Nous aurons besoin de la déﬁnition suivante :
Définition 5.4. — Un module de cycles M est dit connectif s’il existe
n0 ∈ Z tel que Mn = 0 pour tout n < n0. On pose alors
δ(M) = inf{n | Mn 6= 0} (connectivité de M).
Si M n’est pas connectif, on pose δ(M) = −∞.
En utilisant [K11, thm. 1.3 et prop. 6.7], on peut montrer que tout
module de cycles Z[1/p]-linéaire, où p est l’exposant caractéristique de k,
est limite inductive ﬁltrante de modules de cycles connectifs (cf. preuve
du corollaire 11.11).
5.2. Exemples de modules de cycles. —
5.2.1. La K-théorie de Milnor la cohomologie galoisienne déﬁnissent des
modules de cycles de connectivité 0 [Rost, rem. 2.4 et 2.5].
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5.2.2. D’après [Deg08, 6.2.1], tout foncteur additif contravariant de
DM vers la catégorie des groupes abéliens fournit des modules de cycles
(un pour chaque n ∈ Z).
Un exemple de tel foncteur est donné par
C ′ 7→ HomDM(C
′, C).
où C est un objet de DM. En regardant la formule de [Deg08, 6.2.1],
on voit que les modules de cycles associés sont donnés par la formule
M (n)q (F ) = H
q(F,C(n+ q))
où on pose, pour une k-variété lisse X
Hq(X,C(n+ q)) = HomDM(M(X), C(n+ q)[q])
puis
Hq(F,C(n+ q)) = lim−→H
q(U,C(n+ q))
où U parcourt les modèles lisses de F/k. En prenant C = Z, on voit
que la cohomologie motivique déﬁnit des modules de cycles M (n)q (F ) =
Hq(F,Z(n + q)), de connectivité ≥ −n. (5)
5.2.3. Si C est un objet de DMe´t, il déﬁnit un foncteur comme ci-dessus
C ′ 7→ HomDMe´t(α
∗C ′, C).
En prenant C = α∗Z, on voit que la cohomologie motivique étale déﬁnit
des modules de cycles M (n)q (F ) = H
q
e´t(F,Z(n + q)), de connectivité
≥ inf(−n, 1) (même raisonnement que dans la preuve de la proposition
3.13). (6)
5.3. Complexes de cycles et groupes de Chow. —
Définition 5.5 ([Rost, 3.2, p. 346]). — SoientM un module de cycles
sur k, soit X un k-schéma de type ﬁni et soit p un entier. Posons
Cp(X,Mn) =
⊕
x∈X(p)
Mn+p(x).
On déﬁnit une diﬀérentielle
d = dX : Cp(X,Mn)→ Cp−1(X,Mn)
5. Sous la conjecture de Beilinson-Soulé, cette minoration s’améliore en : ≥
sup(−n, 0).
6. Sous la conjecture de Beilinson-Soulé, cette minoration s’améliore en : ≥
sup(inf(−n, 1), 0).
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dont la composante dxy (x ∈ X(p), y ∈ X(p−1)) est décrite dans [Rost,
2.1.0]. Cette déﬁnition est bien déterminée par l’axiome (FD). On a dX ◦
dX = 0 ([Rost, lem. 3.3]).
Le complexe C∗(X,Mn) = (Cp(X,Mn), dX)p≥0 est appelé le complexe
de cycles homologique sur X à coeﬃcients dans Mn.
Si X est équidimensionnel, on pose aussi
Cp(X,Mn) =
⊕
x∈X(p)
Mn−p(x)
et on déﬁnit :
d = dX : C
p(X,Mn)→ C
p+1(X,Mn)
de la même manière. Le complexe C∗(X,Mn) = (Cp(X,Mn), dX)p≥0 est
appelé le complexe de cycles cohomologique sur X à coeﬃcients dans M .
On note Ap(X,Mn) (resp. Ap(X,Mn)) (7) le p-ième groupe d’homologie
(resp. de cohomologie) du complexe C∗(X,Mn) (resp. C∗(X,Mn)). Avec
Rost, on l’appelle le groupe de Chow des cycles de dimension p (resp. de
codimension p) à coeﬃcients dans M .
Exemple 5.6. — Si X est intègre de point générique ξX , on a
A0(X,Mn) = Ker d =
⋂
x∈X(1)
Ker ∂ξx ⊂ Mn(ξX).
On peut voir A0(X,M) comme le groupe des éléments non ramiﬁés sur
X.
Remarque 5.7 (Groupes de Chow classiques)
On a [Rost, rem. 5.1] :
Ap(X ;K
M
−p) = CHp(X) et A
p(X ;KMp ) = CH
p(X).
Par exemple, on a CH0(X) = A0(X,KM0 ).
Remarque 5.8. — Si X est équidimensionnel et de dimension d, alors
X(p) = X(d−p) et Cp(X,Mn) = Cd−p(X,Mn−d), donc
Ap(X,Mn) = Ad−p(X,Mn−d).
7. Rost note Ap(X,M, n) et A
p(X,M, n).
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Lemme 5.9 ([Rost, (3.10), p. 350]). — Soient U →֒ X une immersion
ouverte et Z le fermé complémentaire. Soit p un entier positif. On a une
suite exacte de complexes :
0→ C∗(Z,Mn)→ C∗(X,Mn)→ C∗(U,Mn)→ 0.
D’où une suite exacte de localisation [Rost, §5, p. 356] :
· · · → Ap(Z,Mn)→ Ap(X,Mn)→ Ap(U,Mn)→ Ap−1(Z,Mn)→ . . .
Corollaire 5.10. —
1. Sous l’hypothèse du lemme 5.9, on a
Ap(X,Mn)
∼
−→ Ap(U,Mn) si dimZ < p− 1.
2. De plus, si X est équidimensionnel, alors
Ap(X,Mn)
∼
−→ Ap(U,Mn) si codimX Z > inf{n− δ(M), p+ 1}.
(voir définition 5.4 pour δ(M)).
Démonstration. — 1) résulte de la trivialité
Ap(Z,Mn) = 0 si Z(p) = ∅ i .e. dimZ < p.
2) Du lemme 5.9 et de 1), en supposant que Z soit irréductible lisse de
codimension c, on déduit que
Ap(X,Mn)
∼
−→ Ap(U,Mn) si c > p+ 1.
Supposons M connectif. Si x ∈ X(p)∩Z, alors x ∈ Z(p−c) donc la suite
exacte de localisation prend la forme :
· · · → Ap−c(Z,Mn−c)→ A
p(X,Mn)
→ Ap(U,Mn)→ A
p−c+1(Z,Mn−c)→ . . .
Si n − c < δ(M) i.e. c > n − δ(M), alors Mn−c = 0, donc on a aussi
Ap(X,Mn)
∼
−→ Ap(U,Mn). On en déduit (2).
Corollaire 5.11. — Ap(−,Mn) est un foncteur contravariant sur Smfl,
homotopique et pur en coniveau > inf{n− δ(M), p + 1}.
Démonstration. — D’après [Rost, §12, p. 382], Ap(−,Mn) est un fonc-
teur contravariant et l’invariance par homotopie est démontrée dans [Rost,
prop. 8.6, p. 370]. L’axiome de pureté résulte du corollaire 5.10.
Nous aurons enﬁn besoin du lemme suivant, qui résulte de la descrip-
tion du morphisme bord d’une longue suite exacte de cohomologie :
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Lemme 5.12. — Soit M un module de cycles, et soit F ∈ F(k). Notons
∂0 le résidu relatif à la valuation discrète sur F (t) = F (A1) correspon-
dant à l’origine de A1F . Notons d’autre part δ le bord de la suite exacte
de localisation relative à l’immersion ouverte Gm,F →֒ A1F . Alors le dia-
gramme
A0(Gm,F ,Mn)
δ //
 _

A0(F,Mn−1)
=

Mn(F (t))
∂0 // Mn−1(F )
est commutatif.
5.4. Le transfert. — Soit G ∈ Grp, et supposons M connectif. Le
corollaire 5.11 donne un sens à Ap(BG,Mn), qui est contravariant en G.
En appliquant la covariance des groupes de Chow à coeﬃcients pour les
morphismes propres [Rost, prop. (4.6) (1)], on obtient aussi des trans-
ferts (3.4). Ils vériﬁent la condition du lemme 3.17 d’après [Rost, lemma
(4.2) (2)]. On en conclut :
Proposition 5.13. — Si G est fini, on a |G|A˜p(BG,Mn) = 0 pour tout
p ≥ 0 et tout n ∈ Z.
5.5. Cohomologie de cycles et invariants cohomologiques de
torseurs. — Gardons les hypothèses ci-dessus. L’argument de Totaro
[GMS, appendix C] démontre (raﬃnement du théorème 3.5) :
Théorème 5.14. — Pour tout groupe G algébrique linéaire sur un corps
k, on a
A0(BG,Mn)
∼
−→ Invk(G,Mn)
où Invk(G,Mn) est le groupe des invariants de G à valeur dans Mn défini
par Serre [GMS, déf. 1.1], c’est-à-dire l’ensemble des morphismes de
foncteurs A→ Mn où
A : F(k)→ Ens, A(F ) = H1(F,G).
Cet isomorphisme envoie A˜0(BG,Mn) sur le sous-groupe I˜nvk(G,Mn)
des invariants normalisés : ceux qui sont triviaux sur le G-torseur neutre.
On peut se convaincre que les transferts du numéro précédent coïn-
cident avec ceux déﬁnis par Serre dans [GMS, §14].
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Mise en garde 5.15. — Ceci ne couvre pas les invariants à valeurs
dans les groupes de Witt de [GMS, ch. VIII]. Pour y parvenir, il faut
généraliser la théorie des modules de cycles [Schmidt].
6. Suites spectrales de coniveau pour BG
Notons Spct la catégorie des suites spectrales convergentes. Supposons
donné un foncteur
(6.1) Ep,q2 ⇒ H
p+q : Smopfl → Spct .
Supposons que les foncteurs Ep,q2 et H
n, pris individuellement, soient
homotopiques et purs en coniveau ≫ 0. Quand peut-on en déduire une
suite spectrale convergente
Ep,q2 (BG)⇒ H
p+q(BG)
pour G ∈ Grp ?
Cette question rappelle celle étudiée par Atiyah dans [At, §5], mais
elle est plus élémentaire. Nous allons donner des conditions suﬃsantes
pour une réponse positive.
6.1. Cohérence de foncteurs spectraux. — Un premier cas facile
est celui où les ν(Ep,q2 ) (voir déﬁnition 3.3) sont uniformément bornés par
un entier n. Le lemme des 5 montre alors immédiatement que n borne le
coniveau des Ep,qr pour tout r ∈ [2,∞], puis celui de H
i pour tout i ∈ Z.
Le foncteur spectral (6.1) est alors globalement pur en coniveau > n, et
est donc déﬁni sur Bn+1G.
Voici un second cas un peu plus compliqué :
Proposition 6.1. — Supposons que les foncteurs Ep,q2 soient homoto-
piques et purs en coniveau ≫ 0 (non nécessairement borné) et que, pour
tout n ∈ Z, l’ensemble des couples (p, q) avec p+ q ≤ n tels que Ep,q2 6= 0
soit fini. Alors (Ep,qr , H
n) induit un foncteur
G 7→ (Ep,qr (BG), H
n(BG))
de Grp vers la catégorie des suites spectrales convergentes.
Démonstration. — Elle est dans l’esprit de la remarque 3.7, à laquelle
on n’arrive pas tout à fait à se ramener.
Montrons qu’il existe deux fonctions f, g : Z → N telles que, pour
p + q ≤ n et r ≥ 2, on ait Ep,qr = E
p,q
∞ pour r ≥ f(n) et ν(E
p,q
r ) ≤ g(n)
pour tout r. La première aﬃrmation est évidente, puisque l’hypothèse
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implique que Ep−r,q+r−12 = E
p+r,q−r+1
2 = 0 pour r assez grand et que
Ep,q2 = 0 pour p + q assez petit. La seconde aﬃrmation est vraie pour
r = 2 pour la même raison, avec une fonction g2(n) ; elle en découle par
récurrence pour tout r ≥ 2, avec une fonction gr(n), en utilisant le lemme
des 5. La première aﬃrmation entraîne alors que g(n) := supr gr(n) <∞.
En réutilisant le lemme des 5, on voit aussi que ν(Hn) ≤ g(n).
Étant donné G ∈ Grp, posons alors
Ep,qr (BG) = E
p,q
r (Bg(n)+1G), H
n(G) = Hn(Bg(n)+1G).
On voit immédiatement que ceci déﬁnit une suite spectrale conver-
gente, contravariante en G.
6.2. Suites spectrales de coniveau et DM. — Un article récent de
Déglise [Deg12] permet d’ampliﬁer la construction de modules de cycles
expliquée dans 5.2.2 en une construction de suites spectrales.
Soit C ∈ DM. En appliquant [Deg12, (2.3.b)] au foncteur de 5.2.2, il
donne naissance à des suites spectrales de coniveau (n ∈ Z)
Ep,q1 (X) =
⊕
x∈X(p)
Hq−p(k(x), C(n− p))⇒ Hp+q(X,C(n))
pour tout X ∈ Smfl, où on note
H i(X,C(n)) = HomDM(M(X), C(n)[i])
H i(F,C(n)) = lim−→
A⊂F
H i(SpecA,C(n)).
Le fait que ces suites spectrales soient contravariantes pour les mor-
phismes plats n’est pas explicitement écrit dans [Deg12], mais résulte
immédiatement de la déﬁnition de la ﬁltration par le coniveau.
Même conclusion pour C ∈ DMe´t et le foncteur de 5.2.3, avec
Ep,q1 (X) =
⊕
x∈X(p)
Hq−pe´t (k(x), C(n− p))⇒ H
p+q
e´t (X,C(n))
En particulier, on obtient des suites spectrales convergentes, pour X
lisse :
Ep,q1 (X, n) =
⊕
x∈X(p)
Hq−p(k(x),Z(n− p))⇒ Hp+q(X,Z(n))(6.2)
Ep,q1 (X, n)e´t =
⊕
x∈X(p)
Hq−pe´t (k(x),Z(n− p))⇒ H
p+q
e´t (X,Z(n))(6.3)
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qui sont contravariantes pour les morphismes plats. D’après [Deg12,
prop. 2.7], leurs termes E1 sont les complexes de cycles associés aux
modules de cycles attachés à la cohomologie motivique (resp. à la coho-
mologie motivique étale), d’où
Ep,q2 (X, n) = A
p(X,Hq(Z(n)))(6.4)
Ep,q2 (X, n)e´t = A
p(X,Hqe´t(Z(n))).(6.5)
En remplaçant Z par Z/m, on obtient des versions à coeﬃcients ﬁnis ;
avec ces coeﬃcients, (6.3) devient la suite spectrale de coniveau classique
pour la cohomologie étale [BO].
6.3. Localisation de la cohomologie motivique étale. — Soit X
une k-variété lisse. On va étudier l’homomorphisme “edge" de (6.3)
(6.6) Hn+2e´t (X,Z(n))→ A
0(X,Hn+2e´t (Z(n)))
pour de petites valeurs de n. Notons que, d’après le lemme 4.3 2) b), le
second membre peut aussi s’écrire A0(X,Hn+1e´t ((Q/Z)
′(n))).
Nous aurons besoin des propriétés suivantes des termes Ep,q1 (X, n)e´t,
que nous recopions de [K10, prop. 2.7 b)] (en y ajoutant un cas trivial).
Lemme 6.2. — On a Ep,q1 (X, n)e´t = 0 pour
(i) p < 0.
(ii) p ≥ q et p ≥ n− 1, sauf p = q = n.
(iii) q = n+ 1 sous la conjecture de Bloch-Kato en degré n− p.
De plus, Ep,q1 (X, n)e´t est uniquement divisible pour p ≥ q et p < n− 1.
Enfin, pour q = n, la flèche naturelle Ap(X,KMn )[1/p] → E
p,n
2 (X, n)e´t
est surjective sous la conjecture de Bloch-Kato en degré ≤ n − p, et
bijective sous cette conjecture en degré ≤ n− p+ 1. En particulier, on a
un isomorphisme canonique
En,n2 (X, n)e´t ≃ CH
n(X)
cf. remarque 5.7.
Étant donné le lemme 6.2, la démonstration du théorème suivant est
un exercice facile. Il repose sur la conjecture de Bloch-Kato en degré 2
pour b), en degré 3 pour c).
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Théorème 6.3. — a) Pour n ≤ 1, (6.6) est un isomorphisme.
b) (cf. [K96, th. 1.1, (9)] et [K13, prop. 2.9]). On a une suite exacte
courte
0→ CH2(X)→ H4e´t(X,Z(2))→ A
0(X,H4e´t(Z(2)))→ 0.
c) (cf. [K03, rem. 4.10]). On a une suite exacte
0→ A2(X,KM3 )→ H
5
e´t(X,Z(3))→ A
0(X,H5e´t(Z(3)))
→ CH3(X)→ H6e´t(X,Z(3)).
Remarque 6.4. — La suite spectrale (6.2) donne un isomorphisme
A2(X,KM3 )
∼
−→ H5(X,Z(3)).
6.4. Suites spectrales de coniveau pour BG. —
Théorème 6.5. — Le foncteur spectral (6.3), pris à partir de son terme
E2, est homotopique et pur en coniveau > n.
Démonstration. — Pour le terme E2 (et donc Er pour 2 ≤ r ≤ ∞),
cela résulte de l’exemple 5.2.2 et du corollaire 5.11. Plus précisément, ces
références donnent l’estimation
ν(Ep,q2 (−, n)) ≤ inf(n, p+ 1) ≤ n.
Pour l’aboutissement, cela résulte de la proposition 3.10.
Le théorème 6.5 donne un sens aux suites spectrales convergentes
Ap(BG,Hq(Z(n)))⇒ Hp+q(BG,Z(n))
pour G ∈ Grp. Nous allons voir que la situation est plus délicate pour
la cohomologie motivique étale.
Théorème 6.6. — Les foncteurs spectraux (6.3), pris à partir de leur
terme E2, vérifient les hypothèses de la proposition 6.1.
Démonstration. — En utilisant l’exemple 5.2.3 et le corollaire 5.11, on
trouve
ν(Ep,q2 (−, n)e´t) ≤ inf(sup(n, q − 1), p+ 1) <∞.
D’autre part, la condition de ﬁnitude de la proposition 6.1 résulte du
lemme 6.2.
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Le théorème 6.6 donne un sens aux suites spectrales convergentes
Ap(BG,Hqe´t(Z(n)))⇒ H
p+q
e´t (BG,Z(n))
pour G ∈ Grp. Par fonctorialité, on en déduit des suites spectrales
convergentes “réduites" :
(6.7) A˜p(BG,Hqe´t(Z(n)))⇒ H˜
p+q
e´t (BG,Z(n))
cf. déﬁnition 3.8.
6.5. Cas d’un schéma en groupes fini. — Supposons G ﬁni. On a
alors un raﬃnement utile du lemme 6.2 :
Lemme 6.7. — Si G est fini, on a E˜p,q2 (BG, n)e´t = 0 pour
(i) p < 0.
(ii) p ≥ q, sauf p = q = n.
Démonstration. — D’après le lemme 6.2, il suﬃt de traiter le cas p ≥ q
et p < n− 1. Alors E˜p,q2 (BG, n)e´t est uniquement divisible et annulé par
l’ordre de G (proposition 5.13), donc nul.
6.6. Cas d’un groupe fini. — Supposons k algébriquement clos de
caractéristique 0 et G ﬁni. Pour simpliﬁer, négligeons les twists à la Tate.
Alors (6.7) et le théorème 4.1 fournissent une famille de suites spectrales
(6.8) E˜p,q2 (BG, n)e´t = A˜
p(BG,Hqe´t(Z(n)))⇒
{
Hp+q(G,Z) p+ q 6= 0
0 p+ q = 0.
aboutissant à la cohomologie entière de G.
On peut alors s’amuser à faire varier n et étudier quelle information
on obtient sur H∗(G,Z). Commençons par examiner le cas où n ≤ 0.
6.6.1. Le cas n ≤ 0. — En tenant compte des isomorphismes
H i−1(G,Q/Z)
∼
−→ H i(G,Z) (i 6= 0, 1)
on peut considérer une suite spectrale concurrente
(6.9) Ep,q2 (BG,Q/Z)e´t = A
p(BG,Hqe´t(Q/Z)))⇒ H
p+q(G,Q/Z)
dont l’existence et la convergence se démontrent comme pour le théorème
6.6. Pour n < 0, la déﬁnition de Z(n)e´t (déﬁnition 3.12) montre que (6.8)n
est essentiellement équivalente à (6.9) ; un petit calcul montre que c’est
encore le cas pour n = 0.
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On établit facilement un isomorphisme
Ap(X,Hpe´t(Q/Z(p))) ≃ CH
p(X)⊗Q/Z
pour tout X ∈ Smfl. En utilisant le lemme 3.17, on en déduit que
Ep,p2 (BG,Q/Z)e´t = 0 pour tout p > 0. Ceci justiﬁe qu’en petits degrés,
(6.9) fournisse les isomorphismes et suites exactes suivantes :
H1(G,Q/Z)
∼
−→ A0(BG,H1e´t(Q/Z))
H2(G,Q/Z)
∼
−→ A0(BG,H2e´t(Q/Z))
∼
←− Br(BG) (Bogomolov ?)
0→ A1(BG,H2e´t(Q/Z))→ H
3(G,Q/Z)→ A0(BG,H3e´t(Q/Z))→ 0
et
0→ A1(BG,H3e´t(Q/Z))→ H
4(G,Q/Z)→ A0(BG,H4e´t(Q/Z))
→ A2(BG,H3e´t(Q/Z))→ H
5(G,Q/Z).
Supposons maintenant n > 0. Le lemme 4.3 2) b) fournit alors des
isomorphismes
Ep,q−12 (BG,Q/Z)e´t
∼
−→ Ep,q2 (BG, n)e´t
pour q ≥ n+ 2, ce qui montre que les suites spectrales donnent la même
information dans cette zone. Par contre, on obtient en bas degré d’autres
suites exactes et isomorphismes, certains connus, d’autres non (cf. théo-
rème 6.3) :
6.6.2. H2(G,Z). —
CH1(BG)
∼
−→ H2(G,Z) (n = 1; [Pe99, ex. 3.1.1])
H2(G,Z)
∼
−→ A˜0(BG,KM2 ) (n = 2)
6.6.3. H3(G,Z). —
A1(BG,KM2 )
∼
−→ H3(G,Z) (n = 2)
0→ A1(BG,H2e´t(Z(3)))→ H
3(G,Z)→ A˜0(BG,KM3 )→ 0 (n = 3)
6.6.4. H4(G,Z). —
0→ CH2(BG)→ H4(G,Z)→ A0(BG,H3e´t(Q/Z(2)))→ 0
(n = 2; [Pe08, prop. 1])
A1(BG,KM3 )
∼
−→ H4(G,Z) (n = 3)
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6.6.5. H5(G,Z), H6(G,Z), H7(G,Z). —
0→ A2(BG,KM3 )→ H
5(G,Z)→ A0(BG,H4e´t(Q/Z(3)))
→ CH3(BG)→ H6(G,Z) (n = 3)
0→ A2(BG,H3(Z(4)))→ H5(G,Z)→ A1(BG,KM4 )→ 0 (n = 4)
0→ A2(BG,KM4 )→ H
6(G,Z)→ A0(BG,H5e´t(Q/Z(4)))
→ A3(BG,KM4 )→ H
7(G,Z) (n = 4)
Enﬁn, parmi les termes E˜0,qr (BG, n) on retrouve des invariants connus :
– D’après le théorème 5.14, E˜0,q2 (BG, n)e´t est la partie réduite du
groupe Invk(G,M
(n−q)
q ) (invariants cohomologiques de Serre), où
M
(r)
q est le module de cycles F 7→ H
q
e´t(F,Z(r + q)).
– E˜0,q∞ (BG, n)e´t est l’image de H
q(G,Z) dans le groupe précédent :
pour n ≤ q − 2, c’est la cohomologie stable Hqst(G,Z) de G au sens
de Bogomolov.
On voit donc qu’entre Hqst(G,Z) et Invk(G,M
(2)
q ) il existe une suite
ﬁnie d’invariants plus ﬁns, à savoir les E˜0,qr (BG, q−2)e´t pour 2 ≤ r ≤ ∞.
Le premier cas où on a un invariant nouveau est pour q = 6.
Enﬁn on obtient des ﬁltrations sur la cohomologie entière de G, dont
le premier cran est formé des classes géométriquement négligeables.
7. Classes non ramifiées
Le but de cette section est de donner un sens aux groupes A0nr(BG,Mn)
pour un module de cycles M et un groupe algébrique linéaire G ∈ Grp.
Nous commençons par un retour systématique sur la déﬁnition des classes
non ramiﬁées sur un module de cycles, dans le style de Colliot-Thélène–
Ojanguren [CTO].
7.1. Définitions. —
Définition 7.1. —
1. Pour tout corps de fonctions K sur un corps k, on déﬁnit :
A0nr(K/k,Mn) =
⋂
A∈P(K/k)
Ker(Mn(K)
∂A−→ Mn−1(κA)),
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où P(K/k) est l’ensemble des anneaux de valuation discrète A de
rang un de type géométrique de K sur k tels que K = Frac(A).
2. Si X/k est un schéma lisse de corps des fonctions K, on note :
A0nr(X/k,Mn) = A
0
nr(K/k,Mn).
Remarque 7.2. —
1. S’il n’y a pas d’ambiguïté, on note simplement
A0nr(K,Mn) = A
0
nr(K/k,Mn).
2. De plus, on a
A0nr(K,Mn) = A
0
nr(X,Mn) ⊂ A
0(X,Mn).
3. Si Mn(K) = Hn(K,Q/Z(n+ i)), A0nr(K,Mn) est le groupe de coho-
mologie non ramiﬁée de K déﬁni par Colliot-Thélène et Ojanguren
[CTO, déf. 1.1.1, p. 143].
Lemme 7.3. — Soit f : K →֒ L une extension de corps. Alors f∗ :
Mn(K)→Mn(L) envoie A0nr(K,Mn) dans A
0
nr(L,Mn).
Démonstration. — Nous allons utiliser les axiomes (R3a) et (R3c) des
(pré)modules de cycles, pour lesquels nous renvoyons à [Rost, déf. 1.1,
p. 328] (ils sont explicités ci-dessous).
Soit B ∈ P(L/k). Si B est trivial sur K, alors d’après (R3c), on a
∂B ◦ f∗ = 0. Si B est au dessus A ∈ P(K/k) avec l’indice de ramiﬁcation
e, alors d’après (R3a), le diagramme suivant est commutatif :
Mn(L)
∂B−−−→ Mn−1(κB)
f∗
x e·f¯∗x
Mn(K)
∂A−−−→ Mn−1(κA).
Soit x ∈ A0nr(K,Mn). Alors ∂A(x) = 0 pour tout A ∈ P(K/k) et donc
∂B(f∗(x)) = 0 pour tout B ∈ P(L/k) i.e. f∗(x) ∈ A0nr(L,Mn). Donc
A0nr(K,Mn) est bien envoyé dans A
0
nr(L,Mn).
Le lemme 7.3 fait de A0nr(−,Mn) un sous-foncteur de A
0(−,Mn) sur
Smfl.
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7.2. Pureté. —
Proposition 7.4. — Le foncteur X 7→ A0nr(X,Mn) est homotopique et
pur en coniveau ≥ 1 sur Smfl.
Démonstration. — Il nous faut vériﬁer deux propriétés :
Pureté : Soit U →֒ X une immersion ouverte. D’après la déﬁnition
de A0nr(−,Mn) on a tout de suite :
A0nr(X,Mn)
∼
−→ A0nr(U,Mn)
car k(X) = k(U). C’est vrai pour tout ouvert dense de X, donc
A0nr(−,Mn) est pur en coniveau ≥ 1.
Homotopie : on utilise la même méthode que Colliot-Thélène et Ojan-
guren [CTO, prop. 1.2].
Soit p : V → X un ﬁbré vectoriel. Soit U un ouvert de X. En
appliquant la pureté, on a :
A0nr(V,Mn)
∼
−−−→ A0nr(f
−1(U),Mn)
p∗
x x
A0nr(X,Mn)
∼
−−−→ A0nr(U,Mn).
Quand U est assez petit, on a f−1(U) ∼= U×Am. Donc pour montrer
que p∗ est un isomorphisme, on peut se limiter au cas V = X ×A1.
D’après le lemme 7.3, on a :
A0nr(X/k,Mn)→ A
0
nr(V/k,Mn).
D’après la propriété (H) (cf. prop. 5.2), on a :
A0nr(k(V )/k(X),Mn)
∼
←−Mn(k(X)).
Et donc grâce au diagramme commutatif suivant :
A0nr(V/k,Mn)
  //
))R
RR
RR
RR
A0nr(V/k(X),Mn)
A0nr(X/k,Mn)
  //
OO
Mn(k(X))
∼=
OO
on a une injection
A0nr(X/k,Mn) →֒ A
0
nr(V/k,Mn).
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Réciproquement, soit ζ ∈ A0nr(V/k,Mn). Si B ∈ P(k(V )/k) est
trivial sur k(X), alors d’après l’axiome (R3c) des prémodules de
cycles, le morphisme composé suivant est trivial :
Mn(k(X))→Mn(k(V ))
∂B−→Mn−1(κB).
Donc, en utilisant (H), on obtient que ζ vient d’un élément bien
déterminé, que nous noterons encore ζ , de Mn(k(X)). Soit A ∈
P(k(X)/k). Il existe B ∈ P(k(V )/k) au dessus de A tel que κB =
κA(t) [Bour1, prop. 2, p. 157]. On a le diagramme commutatif
suivant :
ζ ∈Mn(k(X))
∂A−−−→ Mn−1(κA)
p∗
y p¯∗y
Mn(k(V ))
∂B−−−→ Mn−1(κB)
parce que dans ce cas, l’indice de ramiﬁcation de B sur A est égal
à 1 (axiome (R3a) de [Rost]).
De plus, toujours d’après la propriété (H), p¯∗ est injectif. D’où
on a ∂A(ζ) = 0 pour tout A ∈ P(k(X)/k) et donc ζ ∈ A0nr(X,Mn).
Ainsi,
A0nr(X,Mn)
∼
−→ A0nr(V,Mn).
Corollaire 7.5. — Si X ∼st Y , on a un isomorphisme canonique et
fonctoriel en M :
A0nr(X,Mn) ≃ A
0
nr(Y,Mn)
(voir définition 2.25 pour ∼st).
7.3. Cas d’une variété propre et lisse. — Si X/k est propre et lisse,
Rost a montré que A0(X,Mn) est un invariant birationnel (cf. [Rost, cor.
12.10]). On a un résultat plus précis :
Proposition 7.6. — Si X/k est lisse et propre, alors
A0nr(X,Mn) = A
0(X,Mn).
Démonstration. — On utilise [CT, prop. 2.1.8 e)] que nous rappelons :
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Soient F un foncteur de la catégorie des k-algèbres vers une
catégorie abélienne et X/k une variété intègre, propre et lisse,
de corps des fonctions k(X). Posons :
F1(X) = {α ∈ F (k(X)) | ∀P ∈ X
(1), α ∈ ImF (OX,P )}
Fnr(k(X)/k) = {α ∈ F (k(X)) | ∀A ∈ P(k(X)/k), α ∈ ImF (A)}.
Si F satisfait la condition de la pureté en codimension un pour
les anneaux locaux réguliers A de corps des fractions K i.e.
(7.1) Im(F (A)→ F (K)) =
⋂
p, ht(p)=1
Im(F (Ap)→ F (K))
où p est de hauteur 1 dans A, alors
F1(X) = Fnr(k(X)/k).
Considérons F = A0(−,Mn), on a :
F1(X) =
⋂
x∈X(1)
Im(A0(SpecOX,x,Mn)→ A
0(k(X),Mn))
= A0(X,Mn)
Fnr(k(X)/k) =
⋂
A∈P(k(X)/k)
Im(A0(SpecA,Mn)→ A
0(k(X),Mn))
= A0nr(k(X),Mn)
grâce à la déﬁnition 5.6 et A0(k(X),Mn) = Mn(k(X)).
Donc il nous faut vériﬁer (7.1) pour F = A0(−,Mn) i.e.
(7.2) Im(A0(SpecA,Mn)→ A
0(K,Mn))
=
⋂
p, ht(p)=1
Im(A0(SpecAp,Mn)→ A
0(K,Mn))
D’après la déﬁnition de A0(−,Mn) (cf. déf. 5.6), on a A0(K,Mn) =
Mn(K) et
A0(SpecA,Mn) =
⋂
p, ht(p)=1
Ker(Mn(K)→Mn−1(κp)),
A0(SpecAp,Mn) = Ker(Mn(K)→Mn−1(κp)).
D’où on déduit (7.2).
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7.4. Invariants non ramifiés. — La proposition 7.4 fournit un sous-
foncteur Grp ∋ G 7→ A0nr(BG,Mn) de G 7→ A
0(BG,Mn). L’isomor-
phisme du théorème 5.14 induit alors un isomorphisme
A0nr(BG,Mn)
∼
−→ Invnrk (G,Mn)
où le second membre est le groupe déﬁni par Serre dans [GMS, 33.9].
7.5. Représentabilité. — Dans [Me, §2.2], Merkurjev a aussi intro-
duit le groupe A0nr(K,Mn), qu’il noteMn(K)nr . En particulier, il montre
[Me, th. 2.10] que pour X lisse et propre, le foncteur
M 7→ A0nr(k(X),M) = A
0(X,M)
de la catégorie des modules de cycles vers une catégorie abélienne est
coreprésentable par KX où
KXn (F ) = A0(XF , K
M
n )
pour tout corps de fonctions F/k et KX0 (F ) = CH0(XF ).
On a un résultat un peu plus général [K11, th. 1.3] : pour X lisse,
M 7→ A0(X,M)
est coreprésentable par HX où
HXn (F ) = H−n(XF ,Z(−n))
pour tout corps de fonctions F/k et HX0 (k) = H0(X,Z(0)) = H
S
0 (X)
(homologie de Suslin). Si X est projectif, on a HX = KX .
Lemme 7.7. — Le foncteur X 7→ HX est homotopique et pur en coni-
veau ≥ 2. Donc HBG est bien défini pour G ∈ Grp. De plus, HBG⊗Z[1
p
]
est connectif (cf. déf. 5.4) où p est l’exposant caractéristique de k.
Démonstration. — La première assertion résulte de la proposition 3.15.
D’où HBG en utilisant la déﬁnition 2.13. De plus, on a
HBGn = H
UG/G
n
où UG est un G-torseur linéaire de coniveau ≥ 2 (cf. déf. 2.6). Comme
UG/G est une variété lisse, HUG/G⊗Z[1p ] et donc H
BG⊗Z[1
p
] est connectif
d’après [K11, prop. 6.7].
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Remarque 7.8. — Supposons k d’exposant caractéristique p et G ﬁni
d’ordre premier à p. On a Hi(k,Z(n)) = 0 si n > 0, donc
H˜i(BG,Z(n)) = Hi(BG,Z(n)).
Ce groupe est annulé par l’ordre de G qui est premier à p. Donc on peut
enlever ⊗Z[1
p
] dans le lemme 7.7.
Théorème 7.9. — Pour tout groupe algébrique linéaire G et tout mo-
dule de cycles M , on a
A0(BG,M0)
∼
−→ HomHI(h
Nis
0 (BG),M0)
où HI est la catégorie des faisceaux Nisnevich avec transferts invariants
par homotopie et M0(U) = A0(U,M0).
(D’après la proposition 3.16, hNis0 (BG) est bien défini.)
Cela résulte de [K11, th. 1.3, th. 1.4] et du lemme 7.7 en remarquant
que le foncteur
HI→ PST
est pleinement ﬁdèle, où PST est la catégorie des préfaisceaux Nisnevich
avec transferts.
8. Résidus géométriques
Nous introduisons ici des “résidus géométriques”, inspirés par les tra-
vaux de Peyre et de Voevodsky.
Jusqu’ici on n’a utilisé que la fonctorialité plate sur les k-schémas
lisses : cela a permis par exemple de déﬁnir économiquement le fonc-
teur G 7→ CHn(BG), en n’utilisant que la contravariance “facile" des
groupes de Chow. À partir d’ici, on va aussi avoir besoin de fonctorialité
pour certaines immersions fermées.
8.1. La construction F−1 de Voevodsky. —
Définition 8.1. — Soit F un foncteur contravariant de Smfl vers la ca-
tégorie Ab des groupes abéliens. On déﬁnit pour X ∈ Smfl (cf. [MVW,
Lect. 23]) :
(8.1) F−1(X) = Coker(F (X × A
1)→ F (X × (A1 − {0})))
et on note
∂ : F (X ×Gm)→ F−1(X).
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Si F est contravariant pour les immersions fermées régulières, on note
(8.2) s : F (X ×Gm)→ F (X)
le morphisme déﬁni par la section unité de Gm.
Le lemme suivant se démontre sans diﬃculté :
Lemme 8.2. — Si F est homotopique et pur en coniveau ≥ r, F−1 l’est
aussi.
Lemme 8.3. — Si F est invariant par homotopie et contravariant pour
les immersions fermées régulières, alors
(s, ∂) : F (X ×Gm)→ F (X)⊕ F−1(X)
est un isomorphisme pour tout X.
Démonstration. — Comme F est invariant par homotopie, F (X)
∼
−→
F (X × A1). De plus, on a le diagramme commutatif suivant
F (X × A1) // F (X ×Gm)
s
wwnnn
nn
nn
nnn
nn
∂ // F−1(X) // 0
F (X)
≀
OO
p∗
::
où p : X ×Gm → X est la projection sur X. Comme s ◦ p∗ = id, on a
F (X ×Gm)
∼
−→ F (X)⊕ F−1(X).
Exemples 8.4 (F−1(X) pour certains foncteurs F )
1. Pour F (X) = H i(X,Z(n)), on a
F−1(X) = H
i−1(X,Z(n− 1))
[MVW, 23.1]. On a le même résultat pour la cohomologie étale et
la cohomologie motivique étale i.e.
– Si F (X) = H ie´t(X,M), alors F−1(X) = H
i−1
e´t (X,M(−1)) ;
– Si F (X) = H ie´t(X,Z(n)), alors F−1(X) = H
i−1
e´t (X,Z(n− 1)).
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2. Soit F (X) = A0(X,Mn). On a une suite exacte de localisation (cf.
la preuve du cor. 5.10)
A0(X × A1,Mn)→ A
0(X ×Gm,Mn)
(4)
−→ A0(X,Mn−1)
(5)
−→ A1(X × A1,Mn)
(6)
−→ A1(X ×Gm,Mn)
D’après le corollaire 5.11 et le lemme 8.3, (6) est injectif scindé donc
(5) est nul et donc (4) est surjectif, soit
F−1(X) = A
0(X,Mn−1).
Ce calcul a implicitement utilisé la contravariance de la cohomologie
de cycles pour les immersions fermées [Rost, §12].
8.2. Résidus géométriques “universels". —
Construction 8.5. — Soient k un corps et m un entier inversible dans
k. Soit X un schéma lisse sur k. Soit F un foncteur homotopique et pur
en coniveau ≥ r. Le morphisme résidu universel
(8.3) ∂m : F (X ×Bµm)→ F−1(X)
est défini de la manière suivante :
En utilisant (2.6) avec G = Gm et H = µm et en remarquant que
Gm/µm
∼
−→ Gm, on obtient une flèche canonique Gm → Brµm dans
S−1r Smfl, d’où une composition :
∂m : F (X ×Bµm)→ F (X ×Gm)
∂
−→ F−1(X).
De manière équivalente, soit U un Gm-torseur linéaire de coniveau ≥ r.
Considérons le diagramme :
(8.4) Gm

U ×Gm
π1oo π2 //

U

Gm Gm/µm∼
×moo (U ×Gm)/µm
π¯1oo π¯2 // U/µm.
La ligne du bas induit un diagramme
F (X × (U/µm))→ F (X × (U ×Gm)/µm)
∼
←− F (X × (Gm/µm))
∼
←− F (X ×Gm)→ F−1(X).
D’où on déduit (8.3).
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Lemme 8.6. — Soit M un module de cycles sur k, et soit n ∈ Z. Alors
le morphisme résidu (8.3) pour A0(−,Mn) est compatible avec celui consi-
déré par Peyre dans [Pe08, (13) p. 207].
Plus précisément, soit χ : µm →֒ k∗ le caractère canonique de µm, vu
comme représentation fidèle de dimension 1, soit Bχ la valuation dis-
crète de rang 1 sur k(X × χ) = k(X)(T ) définie par le diviseur T = 0 et
soit Aχ sa trace sur k(X × χ)µm. Alors on a un diagramme commutatif
A0(X × Bµm,Mn)
∂m //
 _

A0(X,Mn−1) _

Mn(k(X × χ)
µm)
∂Aχ // Mn−1(k(X)).
Démonstration. — Par fonctorialité, on peut remplacer X par son corps
des fonctions, donc (quitte à changer de corps de base) supposer que
X = Spec k.
Soit U = Ar − {0} ; faisons opérer Gm sur Ar et donc sur U par
homothéties. Choisissons un point rationnel x ∈ U(k) : ce point déﬁnit
un morphisme Gm-équivariant ϕ : Gm → U , d’où un morphisme :
ϕ¯ : Gm
∼
←− Gm/µm → U/µm.
Soit γ : Gm → U×Gm le transposé du graphe de ϕ : avec les notations
de (8.4), c’est une section µm-équivariante de π1 telle que π2 ◦ γ = ϕ.
En prenant les quotients par µm, γ induit une section γ¯ de π¯1 telle que
π¯2 ◦ γ¯ = ϕ¯, ce qui implique que la composition :
A0((U/µm),Mn)
ϕ¯∗
−→ A0(Gm,Mn)
δ
−→ Mn−1(k)
est égale à ∂m, où δ est le morphisme bord pour la suite exacte de loca-
lisation relative à l’immersion ouverrte Gm →֒ A1.
Finalement, on a ϕ(Gm) = L − {0} où L est la droite kx. L’assertion
résulte maintenant du lemme 5.12.
8.3. Résidus géométriques “à la Peyre". —
Définition 8.7. — Soit F comme dans la construction 8.5. Soient G ∈
Grp, D ⊂ G un sous-groupe fermé et g : µm → ZG(D) un homo-
morphisme, où ZG(D) désigne le centralisateur de D dans G. On note
ϕ : D × µm → G le morphisme déﬁni par ϕ(d, i) = d.g(i). On déﬁnit un
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morphisme :
∂D,g : F (BG)
ϕ∗
−→ F (B(D × µm))
∼
−→ F (BD × Bµm)
∂m−→ F−1(BD)
où ∂m est comme dans (8.3), l’isomorphisme provient de (2.8) et F−1(BD)
est déﬁni par le lemme 8.2.
Proposition 8.8. — ∂D,g est canonique et fonctoriel en F .
Exemples 8.9. — D’après les exemples 8.4, on a des résidus suivants :
∂D,g : H
n
e´t(BG, µ
⊗j
m )→ H
n−1
e´t (BD, µ
⊗(j−1)
m ),
∂D,g : H
n
e´t(BG,Z(q))→ H
n−1
e´t (BD,Z(q − 1)),
∂D,g : H
n(BG,Z(q))→ Hn−1(BD,Z(q − 1)),
∂D,g : A
0(BG,Mn)→ A
0(BD,Mn−1).
Remarque 8.10. — Supposons G ﬁni constant, d’exposant e premier à
la caractéristique de k. Alors tout homomorphisme g comme ci-dessus
a pour image un sous-groupe cyclique d’ordre m′ divisant e, donc se
factorise par µm′ via la surjection µm → µm′ ; de plus, µm′ est constant.
Si g′ : µm′ → ZG(D) est l’homomorphisme induit, on voit tout de suite
que ∂D,g = ∂D,g′ en comparant deux suites exactes de Kummer. On peut
donc se limiter aux valeurs de m divisant e et telles que µm ⊂ k.
8.4. Le résidu d’un cup-produit. — Le résultat principal de ce nu-
méro (théorème 8.13) ne sera pas utilisé dans la suite ; il est néanmoins
très utile pour des calculs concrets.
8.4.1. Décomposition de la diagonale. — Soient X ∈ Sm(k) et f : X →
Gm (f ∈ Γ(X,O∗X)). Soit Γf : X → X × Gm le graphe de f . Soit
F : Sm(k)op → Ab un foncteur homotopique et pur en coniveau ≥ c.
On a le diagramme suivant :
F (X × A1) // F (X ×Gm) //
Γ∗
f

F−1(X) // 0
F (X)
∼
ggPPPPPPPPPPPP
Si f = 1, alors Γ∗f = s
F (la section de (8.2)) et donc on a
(8.5) F (X ×Gm)
∼
−→ F (X)⊕ F−1(X)
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d’après le lemme 8.3. Alors Γ∗f − Γ
∗
1 = 0 sur F (X × A
1), donc induit un
morphisme
(8.6) {f}∗ : F−1(X)→ F (X).
Considérons maintenant la diagonale Gm
∆
−→ Gm ×Gm. On a le mor-
phisme
(1X ×∆)
∗ : F (X ×Gm ×Gm)→ F (X ×Gm).
Par transport de structure, il déﬁnit un morphisme ∆˜ :
F (X ×Gm ×Gm)
(1X×∆)
∗
//
≀

F (X ×Gm)
≀

F (X)⊕ 2F−1(X)⊕ F−2(X)
∆˜ // F (X)⊕ F−1(X)
où F−2 = (F−1)−1 et l’isomorphisme de gauche est obtenu en appliquant
deux fois le lemme 8.3.
On va calculer ∆˜ dans le cas particulier où F provient d’un foncteur
sur DM. Le lemme suivant justiﬁe la notation (8.6) :
Lemme 8.11. — Si F provient d’un foncteur sur DM et X = Spec k,
alors {f}∗ est induit par le cup-produit par {f} ∈ KM1 (k) = H
1(k,Z(1))
pour f ∈ k∗.
Démonstration. — Dans ce cas, Γ∗f − Γ
∗
1 provient de
M(X)
Γf−Γ1
−→ M(X ×Gm) =M(X)⊕M(X)(1)[1]
pr
−→M(X)(1)[1]
Si X = Spec k, d’où f ∈ k∗, alors
Γf − Γ1 ∈ Hom(Z,Z(1)[1]) ∼= K
M
1 (k) [MVW, 4.2].
On vériﬁe que cet isomorphisme identiﬁe Γf −Γ1 à {f} ∈ KM1 (k) ∼= k
∗
(voir [MVW, preuve de 4.4]).
Proposition 8.12. — Supposons que F se factorise en
Sm(k)op
Mop
−→ DMop
F
−→ Ab .
Alors ∆˜ est égale à (
1 0 0
0
∑
{−1}
)
.
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Démonstration. — On choisit la décomposition M(Gm) = Z ⊕ Z(1)[1]
donnée par le point 1 ∈ Gm. Cela donne exactement (8.5) sur F (X ×
Gm) et F−1(M(X)) = F (M(X)(1)[1]). On a le diagramme commutatif
suivant :
F (M(X)⊗M(Gm ×Gm))
(1X×∆)
∗
//
≀

F (M(X)⊗M(Gm))
≀

F (M(X)⊗ (Z⊕ Z(1)[1])⊗2) //
≀

F (M(X)⊗ (Z⊕ Z(1)[1]))
≀

F (M(X))⊕ 2F−1(M(X))⊕ F−2(M(X))
∆˜ // F (M(X))⊕ F−1(M(X))
Dans ce cas, ∆˜ est induit par
M(∆) : Z⊕ Z(1)[1]→ Z⊕ 2Z(1)[1]⊕ Z(2)[2]
et on a
Hom(Z(j)[j],Z(i)[i]) =
{
Hom(Z,Z(i− j)[i− j]) = KMi−j(k) si i ≥ j,
0 si i < j.
D’après [HK, lem. 7.4 et cor. 7.9 (b)], on trouve que ∆˜ est de la forme(
1 0 0
0
∑
{−1}
)
où
∑
: 2F−1(M(X)) → F−1(M(X)) est induit par Z(1)[1] → 2Z(1)[1]
et {−1} : F−2(M(X)) → F−1(M(X)) est induit par {−1} : Z(1)[1] →
Z(2)[2] (cf. lemme 8.11), ce qui correspond à la formule de [HK, cor.
7.9(b)].
8.4.2. Résidus géométriques et cup-produits. — Soient F,G,H dans la
catégorie des foncteurs contravariants de Sm(k) vers les groupes abéliens
et supposons que pour tous schémas X, Y ∈ Sm(k), on ait un produit
externe :
(8.7) F (X)⊗G(Y )→ H(X × Y )
bifonctoriel en (X, Y ). D’où un produit interne :
F (X)⊗G(X)→ H(X ×X)→ H(X)
où la dernière ﬂèche est donnée par la diagonale X → X ×X.
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Considérons le diagramme commutatif de suites exactes :
F (X × A1)⊗G(Y ) //

F (X ×Gm)⊗G(Y ) //

F−1(X)⊗G(Y ) //
∃



0
H(X × Y × A1) // H(X × Y ×Gm) // H−1(X × Y ) // 0
On en déduit un morphisme
(8.8) F−1(X)⊗G(Y )→ H−1(X × Y ),
et de manière analogue
(8.9) F (X)⊗G−1(Y )→ H−1(X × Y ).
Pour Y = X, on a
F (X)⊗G−1(X)⊕ F−1(X)⊗G(X)→ H−1(X ×X)→ H−1(X).
Considérons encore le diagramme commutatif de suites exactes suivant :
F (X × A1)⊗G−1(Y ) //

F (X ×Gm)⊗G−1(Y ) //

F−1(X)⊗G−1(Y ) //
∃



0
H−1(X × Y × A
1) // H−1(X × Y ×Gm) // H−2(X × Y ) // 0
On en déduit un morphisme
(8.10) F−1(X)⊗G−1(Y )→ H−2(X × Y ).
Théorème 8.13. — Supposons que F,G,H se factorisent parDM. Soient
x ∈ F (X × Gm) et y ∈ G(X × Gm) ; notons xy leur cup-produit dans
H(X ×Gm). Alors on a
(8.11) ∂H(xy) = ∂F (x)sG(y) + sF (x)∂G(y) + {−1}∂F (x)∂G(y)
où on note ∂F . . . pour garder la trace de F,G,H.
Démonstration. — Appliquant ce qui précède, on a des diagrammes com-
mutatifs :
F−1(X)⊗G(Y ×Gm) //
1×∂G

H−1(X × Y ×Gm)
∂H−1

F−1(X)⊗G−1(Y ) // H−2(X × Y )
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et
F−1(X)⊗G(Y ×Gm) //
1×sG

H−1(X × Y ×Gm)
sH−1

F−1(X)⊗G(Y ) // H−1(X × Y )
où sG, sH−1 sont des spécialisations comme dans le lemme 8.3.
Maintenant considérons le diagramme commutatif :
F (X ×Gm)⊗G(Y ×Gm)
∼ //

(F (X)⊕ F−1(X))⊗ (G(Y )⊕G−1(Y ))

H(X ×Gm × Y ×Gm)
≀

H(X × Y ×Gm ×Gm)
(1X×Y ×∆)
∗

∼ // H(X × Y )⊕ 2H−1(X × Y )⊕H−2(X × Y )
∆˜

H(X × Y ×Gm)
∼ // H(X × Y )⊕H−1(X × Y )
où la longue ﬂèche de droite est construite à partir de (8.7), (8.8), (8.9),
(8.10). D’où le diagramme commutatif
F (X ×Gm)⊗G(Y ×Gm)

∂F×sG+sF×∂G
+∂F×∂G
// F−1(X)⊗G(Y ) ⊕F (X)⊗G−1(Y )
⊕F−1(X)⊗G−1(Y )

H(X × Y ×Gm ×Gm)
(1X×Y ×∆)
∗

// 2H−1(X × Y )⊕H−2(X × Y )
∆˜

H(X × Y ×Gm)
∂H // H−1(X × Y )
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Si Y = X, on a
F (X ×Gm)⊗G(X ×Gm)

∂F×sG+sF×∂G
+∂F×∂G
// F−1(X)⊗G(X) ⊕F (X)⊗G−1(Y )
⊕F−1(X)⊗G−1(X)

H(X ×X ×Gm ×Gm)
(1X×X×∆)
∗

// 2H−1(X ×X)⊕H−2(X ×X)
∆˜

H(X ×X ×Gm)
∂H //
(∆X×1)
∗

H−1(X ×X)
(∆X)
∗

H(X ×Gm)
∂H // H−1(X)
où ∆X est la diagonale X
∆X−→ X ×X. Du diagramme ci-dessus et de la
proposition 8.12, on déduit :
∂H(xy) = ∂F (x)sG(y) + sF (x)∂G(y) + {−1}∂F (x)∂G(y).
Corollaire 8.14. — La formule (8.11) s’applique aussi aux résidus ∂m
de (8.3) et ∂D,g de la définition 8.7.
Démonstration. — Cela résulte immédiatement de la déﬁnition de ces
résidus.
Remarque 8.15. — La formule (8.11) est analogue à celle de Rost [Rost,
P3, p. 331] (Un signe apparaît en plus chez Rost parce que les modules
de cycles sont gradués).
9. Classes non ramifiées sur un espace classifiant
9.1. Le foncteur A0NR(−,Mn). —
Définition 9.1. — Soit G ∈ Grp. On déﬁnit :
A0NR(BG,Mn) =
⋂
(D⊂G, g:µm→ZG(D))
Ker(A0(BG,Mn)
∂D,g
−→ A0(BD,Mn−1)),
où ∂D,g est comme dans la déﬁnition 8.7 et m parcourt les entiers ≥ 1.
Proposition 9.2. — La loi G 7→ A0NR(BG,Mn) définit un sous-foncteur
de G 7→ A0(BG,Mn) sur Grp.
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Démonstration. — Soit f : G → H un homomorphisme de groupes : il
s’agit de voir que f ∗A0NR(BH,Mn) ⊂ A
0
NR(BG,Mn).
Si D ⊂ G est un sous-groupe de G, posons DH = f(D) : on a
f(ZG(D)) ⊂ ZH(DH). Soit g : µm → ZG(D). La composition
gH : µm
g
−→ ZG(D)
f
−→ ZH(DH)
donne un diagramme commutatif
A0(BG,Mn) // A
0(BD ×Bµm,Mn) // A
0(BD ×Gm) // A
0(BD,Mn−1)
A0(BH,Mn) //
OO
A0(BDH × Bµm,Mn) //
OO
A0(BDH ×Gm) //
OO
A0(BDH ,Mn−1)
OO
soit
A0(BG,Mn)
∂GD,g
−−−→ A0(BD,Mn−1)x x
A0(BH,Mn)
∂HDH,gH−−−−→ A0(BDH ,Mn−1)
où l’on a écrit ∂G, ∂H pour garder la trace de G,H . D’où l’inclusion
cherchée.
9.2. Une formule simplifiée pour A0NR(BG,Mn). —
Lemme 9.3. — Soient D′ ⊂ D ⊂ G et g : µm → ZG(D), on note
g′ : µm → ZG(D) →֒ ZG(D
′). Alors Ker ∂D,g ⊂ Ker ∂D′,g′.
Démonstration. — Cela résulte du diagramme commutatif suivant
F (BG) //
=

F (BD × BI) //

F (BD ×Gm) //

F−1(BD)

F (BG) // F (BD′ × BI) // F (BD′ ×Gm) // F−1(BD
′).
Du lemme 9.3, on déduit :
Proposition 9.4. — On a
A0NR(BG,Mn) =
⋂
g: µm→G
Ker(∂ZG(g),g)
où ZG(g) est le centralisateur de g(µm) ⊂ G.
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9.3. Une majoration de la cohomologie non ramifiée. —
Proposition 9.5. — On a l’inclusion
A0nr(BG,Mn) ⊂ A
0
NR(BG,Mn).
Démonstration. — Choisissons une représentation très ﬁdèle W de G.
Soit x un élément de A0nr(k(W )
G,Mn) ⊂ A
0(BG,Mn) i.e. ∂A(x) = 0
pour tout A ∈ P(k(W )G/k). Remplaçons la notation ∂D,g (déf. 8.7) par
∂GD,g, pour garder la trace du groupe G. On veut montrer que pour tout
le couple (D, g), on a ∂GD,g(x) = 0.
Pour simpliﬁer, posons I = µm. Soit ϕ : D × I → G le morphisme
déﬁni par ϕ(d, i) = d.g(i). D’après la déﬁnition des résidus géométriques
(déf. 8.7), ∂GD,g se factorise par ∂
D×I
D,g ; autrement dit, on a un diagramme
commutatif :
A0(BG,Mn)
ϕ∗

∂GD,g
))SSS
SSS
SSS
SSS
SS
A0(BD × BI,Mn)
∂D×I
D,g // A0(BD,Mn−1).
Mais ϕ∗A0nr(BG,Mn) ⊂ A
0
nr(BD×BI,Mn) (§7.4). On peut donc sup-
poser que G = D × I.
On raisonne comme Peyre dans [Pe08, p. 207] : choisissons W de la
forme W ′ × χ, où W ′ est une représentation très ﬁdèle de D et χ est
la représentation ﬁdèle canonique de dimension 1 de I. Le diagramme
commutatif du lemme 8.6 :
A0(BD ×BI,Mn)
∂D×I
D,g //
 _

A0(BD,Mn−1) _

Mn(k(W
′ ⊕ χ)D×I)
∂Aχ // Mn−1(k(W
′)D) =Mn−1(κAχ)
où Aχ ∈ P(k(W ′+χ)D×I/k), montre immédiatement que ∂
D×I
D,g A
0
nr(BD×
BI,Mn) = 0.
Remarque 9.6. — Pour G quelconque, il est très improbable qu’on ait
égalité dans la proposition 9.5 : les résidus géométriques ∂D,g ne semblent
pas suﬃsants. Le résultat principal de cet article est qu’on a égalité quand
G est ﬁni constant et que k contient assez de racines de l’unité. C’est
l’objet de la section suivante.
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10. Le théorème principal
À partir de maintenant, on suppose que G est un groupe ﬁni constant
d’exposant m, où m est un entier inversible dans k, et que µm ⊂ k. Le
but de cette section est de démontrer le théorème suivant :
Théorème 10.1. — Sous les hypothèsess ci-dessus, on a :
A0NR(BG,Mn) = A
0
nr(BG,Mn)
(égalité dans A0(BG,Mn)).
10.1. Un sous-groupe intermédiaire. — D’après la proposition 9.5,
il suﬃt de démontrer que A0NR(BG,Mn) ⊂ A
0
nr(BG,Mn). Pour cela, on
va déﬁnir un autre sous-groupe de A0(BG,Mn) contenant A0NR(BG,Mn)
de la manière suivante.
SoitW une représentation linéaire ﬁdèle deG. Soient A ∈ P(k(W )G/k)
et B ∈ P(k(W )/k) au dessus de A. Soient D le groupe de décomposition
de B dans G et I son groupe d’inertie.
Remarque 10.2. — Comme l’exposant de G divise m, l’ordre de G di-
vise une puissance de m et donc |G| est inversible dans k. D’après [Se68,
IV, §2, cor. 2, cor. 3], I est cyclique, canoniquement isomorphe à µq avec
q|m, et central dans D.
Définition 10.3. — On déﬁnit :
A0NR,sp(k(W )
G,Mn) =
⋂
(D⊂G, g:I→ZG(D))
Ker(A0(BG,Mn)
∂D,g
−→ A0(BD,Mn−1)),
où l’intersection porte sur l’ensemble des sous groupes D, I relatifs à
A ∈ P(k(W )G/k) comme ci-dessus et ∂D,g est comme dans la déﬁnition
8.7.
Il est clair que
A0NR(BG,Mn) ⊂ A
0
NR,sp(k(W )
G,Mn).
On va montrer dans les numéros suivants :
Théorème 10.4. — Soient B,A comme ci-dessus, et soient D et I les
sous-groupes de décomposition et d’inertie de B. Considérons les résidus :
A0(BG,Mn)
∂D,g
−→ A0(BD,Mn−1) (cf. déf. 8.7)
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et
Mn(k(W )
G)
∂A−→Mn−1(κA)
où κA est le corps résiduel de A. Si x ∈ A0(BG,Mn) est tel que ∂D,g(x) =
0, alors ∂A(x) = 0. Par conséquent,
A0NR,sp(k(W )
G,Mn) ⊂ A
0
nr(BG,Mn) (cf. déf. 10.3 et déf. 7.1).
D’où on déduit le théorème principal 10.1 et un peu plus précisément :
Corollaire 10.5. —
A0NR(BG,Mn) = A
0
NR,sp(k(W )
G,Mn) = A
0
nr(BG,Mn).
De plus, comme A0nr(BG,Mn) et A
0
NR(BG,Mn) sont des foncteurs
contravariants en G (cf. §5.5 et prop. 9.2), on obtient :
Corollaire 10.6. — On a aussi un résultat équivalent au théorème 10.1
pour la partie réduite (cf. déf. 3.8) :
A˜0NR(BG,Mn) = A˜
0
nr(BG,Mn).
10.2. Lemmes. — Dans cette partie, on garde les hypothèses de la
déﬁnition 9.1 et les notations précédentes.
Pour montrer le théorème 10.4, on a besoin des lemmes suivants. Les
deux premiers reformulent certains résultats de Saltman [Sa84] :
Lemme 10.7. — Soit k un corps contenant le groupe µq des racines
de l’unité où q est inversible dans k. Soient G un groupe fini et N un
groupe cyclique d’ordre q. Soit G′ une extension centrale de G par N .
Donnons-nous un 2-cocycle normalisé c de G à valeurs dans N définis-
sant l’extension G′, associé à une section ensembliste s de la projection
π : G′ → G (vérifiant s(1) = 1).
Soit k′/k une extension de groupe de Galois G. Soit χ : N
∼
−→ µq un
caractère fidèle de N sur k. Notons Wχ la k-représentation de dimension
un correspondante. Soit W la représentation de G′ induite de Wχ. Alors
W est fidèle et on a un isomorphisme
k′(W )/k′(W )G
′ ∼
−→ Frac(S ′(k′/k))/Frac(R(k′/k))
où G′ opère sur k′(W ) par son action sur k′ (via G) et sur W , et
S ′(k′/k), R(k′/k) sont associées à c comme dans Saltman [Sa84, p. 74,
75].
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Rappelons d’abord la déﬁnition de l’extension S ′(k′/k)/R(k′/k) de
[Sa84, p. 74, 75]. Dans la situation de l’énoncé :
1 // N // G′ π
// G //
stt
1
le 2-cocycle c est déﬁni par la relation :
s(g)s(h) = s(gh)c(g, h).
Soit g′ ∈ G′ : on écrit g′ = n(g′)sπ(g′) avec n(g′) ∈ N ⊂ Z(G′).
– S ′′(k′/k) := k′[y(g) | g ∈ G](1/s) où s =
∏
g∈G y(g). Et G opère sur
S ′′(k′/k) par son action sur k′ et par
gy(h) = y(gh) ∀g ∈ G.
– S(k′/k) := S ′′(k′/k)[x(g) | 1 6= g ∈ G]/(x(g)q = y(g)/y(1)). Notons
x(1) = 1. Alors l’action de G sur S(k′/k) s’étend celle sur S ′′(k′/k)
via
gx(h) = [x(gh)/x(h)]χ(c(g, h)).
– S ′(k′/k) := S(k′/k)[γ]/(γq = y(1)). Donc N opère sur S ′(k′/k) par
son action triviale sur S(k′/k) et par
nγ = χ(n)γ.
Alors G′ opère sur S ′(k′/k) via N et G.
– R(k′/k) := S(k′/k)G.
Le diagramme suivant résume ce qui précède :
S ′(k′/k)
k′ // S ′′(k′/k) // S(k′/k)
N
OO
k
G
OO
// R(k′/k).
G
OO
Démonstration du lemme 10.7. — D’après la déﬁnition des représenta-
tions induites, on a
W = k[G′]⊗k[N ] Wχ
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de base {s(g)⊗ w|g ∈ G} où w est une base de Wχ. L’action de G′ sur
W est :
g′ ∈ G′, g′(s(g)⊗ w) = g′s(g)⊗ w
= n(g′)sπ(g′)s(g)⊗ w
= n(g′)s(π(g′)g)c(π(g′), g)⊗ w
= s(π(g′)g)⊗ n(g′)c(π(g′), g).w
= s(π(g′)g)⊗ χ(n(g′)c(π(g′), g))w
= χ(n(g′)c(π(g′), g))s(π(g′)g)⊗ w.
En particulier :
- Si n ∈ N , on a :
n(s(g)⊗ w) = χ(n)s(g)⊗ w.
- Si h ∈ G, on a :
s(h)(s(g)⊗ w) = χ(c(h, g))s(hg)⊗ w.
Montrons que IndG
′
N χ est une représentation ﬁdèle de G
′. Pour g′ ∈ G′
et x =
∑
g∈G λgs(g)⊗ w ∈ W, λg ∈ k, on a :
g′x = x ⇐⇒ g′
∑
g∈G
λgs(g)⊗ w =
∑
g∈G
λgs(g)⊗ w
⇐⇒
∑
g∈G
λgg
′s(g)⊗ w =
∑
g∈G
λgs(g)⊗ w
⇐⇒
∑
g∈G
λgχ(n(g
′)c(π(g′), g))s(π(g′)g)⊗ w =
∑
g∈G
λgs(g)⊗ w
⇐⇒
∑
g∈G
λgχ(n(g
′)c(π(g′), g))s(π(g′)g)⊗ w =
∑
g∈G
λπ(g′)gs(π(g
′)g)⊗ w
⇐⇒ λgχ(n(g
′)c(π(g′), g)) = λπ(g′)g ∀g ∈ G.
Si g′ = n(g′) ∈ N − {1}, alors χ(n(g′)) 6= 1 et donc
g′x = x⇔ λgχ(n(g
′)) = λg ∀g ∈ G⇔ λg = 0 ∀g ∈ G⇔ x = 0.
Si g′ = n(g′)sπ(g′) ∈ G′ −N i.e. π(g′) 6= 1, soit m le nombre d’éléments
de G, on a :
g′x = x⇔ λgχ(n(g
′)c(π(g′), g)) = λπ(g′)g ∀g ∈ G.
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Ici on a m variables λg mais il y a au maximum m − 1 équations indé-
pendantes. Donc on peut trouver des λg hors des solutions i.e. des λg tels
que g′x 6= x.
Posons
γ = 1⊗ w et x(g) =
s(g)⊗ w
1⊗ w
∈ k(W ) ∀g 6= 1.
Si h ∈ G, on a
s(h)x(g) =
s(h)s(g)⊗ w
s(h)⊗ w
=
χ(c(h, g))s(hg)⊗ w
s(h)⊗ w
= χ(c(h, g))x(hg)/x(h).
Si n ∈ N , on a
nx(g) =
χ(nc(1, g))s(g)⊗ w
χ(nc(1, 1))1⊗ w
= x(g) car c(1, 1) = c(1, g) = c(g, 1) = 1.
Ainsi, N opère trivialement sur {x(g)|g ∈ G}.
Pour n ∈ N , nγ = χ(n)γ.
Pour h ∈ G,
s(h)γ = s(h)⊗ w
= (1⊗ w)
s(h)⊗ w
1⊗ w
= γx(h).
Ainsi, on a les mêmes générateurs et relations que chez Saltman, et
donc
k′(W )/k′(W )G
′ ∼
−→ Frac(S ′(k′/k))/Frac(R(k′/k)).
Remarque 10.8. — Dans la démonstration ci-dessus, si on note W g
′
=
{x ∈ W |g′x = x} (pour g′ ∈ G′−N), alors dimW g
′
= [G : 〈π(g′)〉]. Donc
ν(W ) = 1⇔ ∃g′ : |G| − [G : 〈π(g′)〉] = 1⇔ |G| = | 〈π(g′)〉 | = 2
(cf. rem. 2.7).
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Lemme 10.9. — Avec les notations du lemme précédent, on a un k-
isomorphisme
k′(W )G
′
≃ k(A)(x)
où x est une indéterminée, A est la k-algèbre centrale simple définie par
le 2-cocycle c et k(A) est son corps de déploiement générique (corps des
fonctions de la variété de Severi-Brauer de A).
Démonstration. — Cela résulte du lemme 10.7 et de [Sa84, thm. 1.5].
Lemme 10.10. — Soit K un corps complet pour une valuation discrète
v de rang un. Soit A l’anneau de valuation de v. On suppose qu’on est
dans la situation suivante :
K
G
−→ Knr
N
−→ K ′
où K ′/K est galoisienne de groupe G′, d’inertie N . Soit B ⊂ Knr au-
dessus de A. Soient κA, κB des corps résiduels de A,B. Supposons que q
soit inversible dans κA. Alors
a) L’image de [G′] ∈ H2(G,N) = H2(κB/κA, N) est triviale dans le
groupe de Brauer Br(κA).
b) L’extension κB(W )G
′
/κA est rationnelle, où W est la représentation
du lemme 10.7.
Démonstration. — a) Considérons le diagramme suivant :
[G′] ∈ H2(G,N) //

H2(G, κ∗B)
  //
ϕvvm m
m
m
m
m
Br(κA)
H2(G,K∗nr) _

Br(K).
Il existe un morphisme ϕ : H2(G, κ∗B)→ H
2(G,K∗nr) faisant commuter le
triangle et il est injectif (cf. [Se68, pp. 192–194]). En eﬀet, on a la suite
exacte :
1→ UKnr → K
∗
nr
v
−→ Z→ 0
scindée par le choix d’une uniformisante de K. On en déduit une suite
exacte scindée :
0→ H2(G,UKnr)→ H
2(G,K∗nr)→ H
2(G,Z)→ 0.
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De plus, on a une autre suite exacte :
1→ U1Knr → UKnr → κ
∗
B → 1
où U1Knr est le sous-groupe de UKnr formé des a ∈ UKnr tels que v(1−a) ≥
1. On a Hq(G,U1Knr) = 0 pour tout q ≥ 1 [Se68, lemme 2, p. 193]. Donc
H2(G, κ∗B)
∼
← H2(G,UKnr) →֒ H
2(G,K∗nr).
Comme K ′/K est une extension de groupe de Galois G′ induite par
Knr/K de groupe G (“the embedding problem"), d’après [Sa84, prop.
1.1], l’image de [G′] dans H2(G,K∗nr) est triviale. Elle est donc triviale
dans H2(G, κ∗B) →֒ Br(κA).
b) Cela résulte de a) et du lemme 10.9, puisqu’avec les notations de ce
lemme on a [A] = [G′] ∈ Br(κA).
Lemme 10.11 (“Lemme sans nom tordu”). — Soient G,N,G′ com-
me dans le lemme 10.9. Soit k′/k une extension de groupe de Galois G.
Soient W,W ′ deux représentations fidèles de G′ sur k. Alors k′(W )G
′
et
k′(W ′)G
′
sont stablement équivalents sur k. Si l’un est pur, l’autre est
stablement pur.
Démonstration. — Soit U un ouvert de W tel que U soit un G′-torseur
(cf. rem. 2.7). Alors Uk′ = U×kSpec(k′) est encore un G′-torseur (puisque
Spec(k′) est un k-schéma aﬃne ! [SGA 1, VIII, cor. 7.9] ou [Mil, chap.
1, th. 2.23]). Donc Uk′×kW ′/G′ est un ﬁbré vectoriel sur Uk′/G′. Et donc
k′(W ⊕W ′)G
′
= k′(Uk′ ×W
′)G
′
est transcendant pur sur k′(W )G
′
. On
raisonne de même avec W ′.
10.3. Démonstration du théorème 10.4. — D’après la remarque
10.2, I est cyclique (I
∼
−→ µq où q|m) et central dans D. Rappelons aussi
que
I = Ker(D → Gal(κB/κA)).
Soit W ′ une k-représentation ﬁdèle de D, qui est somme directe d’au
moins deux représentations régulières de D (cf. lemme 2.7 et §5.5). Soit
χ : I
∼
−→ µq →֒ k
∗
un caractère ﬁdèle de I (cf. [Pe08, dém. prop. 3, p. 207]). Soit π une
uniformisante de B telle que πq ∈ k(W )I (un tel π existe d’après [Lang,
chap. II, prop. 12]). Alors, k(W ) = k(W )I [π] et
(10.1) σπ = χ(σ)π
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pour σ ∈ I, parce que µq ⊂ k(W )I donc l’extension est kummerienne.
On note ϕ : D × I → G le morphisme déﬁni par (d, i) 7→ di. Alors
D × I opère sur W via ϕ.
Considérons le diagramme suivant :
k(W ) // k(W ⊕W ′ ⊕ χ) k(W ′ ⊕ χ)oo
k(W ) //
OO
k(W ⊕W ′ ⊕ χ)
OO
k(W ′ ⊕ χ)oo
OO
k(W )G //
G
OO
k(W ⊕W ′ ⊕ χ)D×I
D×I
OO
k(W ′ ⊕ χ)D×Ioo
D×I
OO
où D× I opère sur W ⊕W ′⊕χ par l’action de D× I sur W , l’action de
D sur W ′ et l’action de I sur χ.
Soit (X1, . . . , Xs) une base deW ′. D’après [Bour1, lemme 1, p. 156], il
existe une unique valuation discrète de rang un w1 prolongeant vB dans
k(W )(X1), telle que
w1(P ) = w1(
∑
j
ajX
j
1) = inf
j
{vB(aj) + jξ}
où aj ∈ k(W ) et ξ ∈ Z. On choisit ξ = 0 et donc w1(X1) = 0. De
plus, d’après [Bour1, prop. 2, p. 157], le corps résiduel κw1 de w1 est
transcendant pur sur κB = κvB et plus précisément κw1 = κB(t1) où t1
est l’image de X1 dans κw1 . Par récurrence, il existe une unique valuation
discrète w prolongeant vB dans k(W ⊕W ′) telle que
w(
∑
J
aJX
J) = inf
J
{vB(aJ)}
où
J = (j1, . . . , js), X
J = Xj11 . . .X
js
s , aJ ∈ k(W ).
Donc w(Xi) = 0, i = 1, . . . , s pour Xi ∈ W ′ et κw = κB(t1, . . . , ts) où
ti est l’image de Xi dans κw pour tout i. Notons la formule :
(10.2) w(λ1X1 + · · ·+ λsXs) = 0 si k
s ∋ (λ1, . . . , λs) 6= (0, . . . , 0).
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Enﬁn, il existe une unique valuation discrète de rang un vB′ prolongeant
w donc prolongeant vB dans k(W ⊕W ′ ⊕ χ) = k(W ⊕W ′)(T ) telle que
vB′(
∑
J,l
aJ,lX
JT l) = inf
l
{w(
∑
J
aJ,lX
J)+l} = inf
J,l
{vB(aJ,l)+l}, aJ,l ∈ k(W ).
Donc vB′(T ) = 1 (on choisit ξ = 1). Et donc vB′(T/π) = 0 où π
engendre l’idéal maximal mB de B. D’où κB′ = κvB′ = κB(t1, . . . , ts, t)
où t est l’image de T/π dans κB′ . Ainsi l’anneau B′ de vB′ prolonge B
dans k(W ⊕W ′ ⊕ χ). Posons A′ = B′ ∩ k(W ⊕W ′ ⊕ χ)D×I .
Comme W ′ est une somme de représentations régulières de D, on peut
choisir les Xi ci-dessus de telle sorte qu’ils soient permutés par D, soit
gXi = Xg(i) pour tout i. C’est ce que nous faisons dans le lemme qui suit.
Lemme 10.12. — Le groupe de décomposition de B′ dans D × I est
D × I et son groupe d’inertie est 1× I.
Démonstration. — D’abord on va montrer que (D × 1)B′ = B′. Soit
g ∈ D. Comme D est le groupe de décomposition de B, on a gB = B.
Par le choix des Xi, on a gXJ = g(X
j1
1 . . . X
js
s ) = X
gJ . Alors
vgB′(
∑
J,l
aJ,lX
JT l) = vB′(g(
∑
J,l
aJ,lX
JT l)) = vB′(
∑
J,l
(gaJ,l)X
gJT l)
= inf
J,l
{vB(gaJ,l) + l} = inf
J,l
{vgB(aJ,l) + l}
= inf
J,l
{vB(aJ,l) + l} = vB′(
∑
J,l
aJ,lX
JT l).
Grâce à l’unicité de B′, on a gB′ = B′ pour tout g ∈ D, donc (D ×
1)B′ = B′. Et on a aussi que W ′ ⊂ B′. Grâce à l’équation (10.2), on a
vB′(
∑
λiXi) = 0 avec λi ∈ k et donc W ′ →֒ κB′ . Posons W ′ = Im(W ′),
c’est le sous-espace vectoriel de κB′ de base t1, . . . , ts etD opère librement
sur W ′. Notons que W ′ → W ′ est un ismorphisme D × I-équivariant de
k-espaces vectoriels.
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Comme I ⊂ D et I = 〈σ〉 opère sur T par σT = χ(σ)T où χ(σ) ∈ k∗.
De manière analogue, on a
vσB′(
∑
J,l
aJ,lX
JT l) = vB′(σ(
∑
J,l
aJ,lX
JT l)) = vB′(
∑
J,l
(χ(σ)(σaJ,l))X
JT l)
= inf
J,l
{vB(χ(σ)(σaJ,l)) + l} = inf
J,l
{vσB(aJ,l) + l}
= inf
J,l
{vB(aJ,l) + l} = vB′(
∑
J,l
aJ,lX
JT l).
Ainsi (1× I)B′ = B′. En conclusion, (D × I)B′ = B′.
D’autre part, I opère trivialement sur κB à cause de la déﬁnition de I
et D opère librement sur {t1, . . . , ts}. De plus,
σt = σ(T/π) = χ(σ)T/χ(σ)π = t
où π est choisi comme en (10.1). Ainsi 1 × I opère trivialement sur le
corps κB(t1, . . . , ts, t).
Soient Bχ la restriction de B′ à k(W ′ ⊕ χ) = k(W ′)(T ) et vBχ sa
valuation associée. Alors vBχ est nulle sur k(W
′) et vBχ(T ) = 1 (donc
c’est le même anneau que Peyre a considéré dans [Pe08, p. 207]). Posons
Aχ = Bχ ∩ k(W
′ +χ)D×I . On a aussi que le groupe de décomposition de
Bχ est D × I et son groupe d’inertie est 1× I. On a des diagrammes :
B // B′ Bχoo
A //
OO
A′
OO
Aχoo
OO
κB // κB′ κBχoo
κA //
D/I
OO
κA′
D
OO
κAχ.oo
D
OO
Lemme 10.13. — L’indice de ramification de A′|A est 1.
Démonstration. — D’abord, d’après notre construction, l’indice de rami-
ﬁcation de B|A est eB|A = |I| = q et celui de B′|B est eB′|B = vB′(πB) = 1
où πB est une uniformisante de B. D’après le lemme 10.12, eB′|A′ =
|1× I| = |I| = q. Enﬁn, grâce à la relation :
eB′|A = eB′|BeB|A = eB′|A′eA′|A,
on en déduit eA′|A = 1.
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On en déduit un diagramme commutatif :
A0(BG,Mn) // _

A0(BD ×BI,Mn)
∂D×I,g //
 _

 _

 w
**UUU
UUUU
UUU
UUU
UUU
U
A0(BD,Mn−1) _

Mn(k(W )
G) //
∂A

Mn(k(W ⊕W
′ ⊕ χ)D×I)
∂A′

Mn(k(W
′ ⊕ χ)D×I)
∂Aχ //
∂Aχ

oo Mn−1(k(W
′)D)
=
uukkkk
kkk
kkk
kkk
kk
Mn−1(κA)
α // Mn−1(κA′) Mn−1(κAχ).
eA′|Aχ ·oo
En eﬀet, le rectangle supérieur gauche et le triangle supérieur cen-
tral commutent par déﬁnition du foncteur A0(−,Mn) et des morphismes
Ap(X,Mn)→ A
p(Y,Mn) pour Y → X [Rost, §12]. Le trapèze supérieur
droit commute grâce au lemme 8.6. Enﬁn, la commutativité des rec-
tangles inférieurs résulte du lemme 10.13 et de l’axiome (R3a) de [Rost].
Pour conclure, il suﬃt de montrer que la ﬂèche α est injective, et pour
cela, il suﬃt de voir que l’extension κA′/κA est unirationnelle (lemme
5.3).
Soit W ′′ = IndDI χ (vue comme k-représentation). Comme χ est un
facteur direct de la représentation régulière de I,W ′′ est un facteur direct
de la représentation régulière de D, donc W ′′ ⊂ W ′. D’après le lemme
10.7, W ′′ est ﬁdèle. On note W ′′ l’image de W ′′ dans κB′ .
D’après le lemme 10.10 b), κB(W ′′, t)D = κB(W ′′)D(t) est transcendant
pur sur κA. D’après le lemme 10.11, κA′ = κB(W ′, t)D et κB(W ′′, t)D sont
stablement équivalents sur κA et ﬁnalement κA′ est stablement pur sur
κA.
Remarque 10.14. — La représentation W ′′ intervenant à la ﬁn de la
démonstration ci-dessus provient du lemme 10.9 ; elle joue un rôle clé dans
la démonstration. En principe, on aurait pu utiliser W ′′ ⊕W ′′ à la place
de W ′ ci-dessus mais cela rendrait la vériﬁcation du lemme 10.12 plus
délicate. Pour cette raison, nous avons préféré procéder indirectement en
passant par la représentation régulière de D.
10.4. Un raffinement du théorème principal. —
Définition 10.15. — Soit G k-groupe algébrique linéaire. On déﬁnit
A0nab(BG,Mn) =
⋂
A
Ker(A0(BG,Mn)→ A
0(BA,Mn))
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où A parcourt les sous-groupes abéliens fermés de G, de type multiplicatif
déployé.
Notons que A0nab(BG,Mn) ⊂ A˜
0(BG,Mn) (considérer A = 1 dans la
déﬁnition 10.15).
Lemme 10.16. — Avec les notations de la définition 10.15, on a
A˜0nr(BG,Mn) ⊂ A
0
nab(BG,Mn).
Démonstration. — C’est évident par fonctorialité, puisque A˜0nr(BA,Mn)
= 0 pour tout A de type multiplicatif déployé (théorème 2.28 et corollaire
7.5).
Lemme 10.17 (“Lemme de Bogomolov”). — Supposons G fini cons-
tant et d’exposant m, avec µm ⊂ k. Pour tout D ⊂ G et g : I = µm →
ZG(D), on a
∂D,g(A
0
nab(BG,Mn)) ⊂ A
0
nab(BD,Mn−1).
Démonstration. — Soit AD un sous-groupe abélien de D. Posant A =
〈AD, g(µm)〉 (qui est abélien !), on a le diagramme commutatif suivant
A0(BG,Mn) −−−→ A
0(BA,Mn)y y
A0(BD ×BI,Mn) −−−→ A
0(BAD ×BI,Mn)y y
A0(BD,Mn−1) −−−→ A
0(BAD,Mn−1).
D’où l’énoncé.
Corollaire 10.18. — On a la suite exacte suivante
(10.3) 0→ A˜0nr(BG,Mn)→ A
0
nab(BG,Mn)
∂D,g
−→
⊕
D,g
A0nab(BD,Mn−1).
Démonstration. — D’après le théorème 10.1, le lemme 10.17 et le lemme
10.16, on a le diagramme suivant
0 // A˜0nr(BG,Mn) u
((PP
PPP
PPP
PP
PPP
// A˜0(BG,Mn) //
⊕
D,g A
0(BD,Mn−1)
A0nab(BG,Mn)
//
?
OO
⊕
D,g A
0
nab(BD,Mn−1)
?
OO
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où la première ligne est une suite exacte. D’où (10.3).
Théorème 10.19. — Avec l’hypothèse de la définition 10.15, soient M
un module de cycles et n ∈ Z.
(i) Si A0nab(BG,Mn) = 0, alors A˜
0
nr(BG,Mn) = 0.
(ii) Si M est connectif (cf. déf. 5.4) et
∀H ⊂ G, ∀m ≤ n, A˜0nr(BH,Mm) = 0,
alors
∀H ⊂ G, ∀m ≤ n,A0nab(BH,Mm) = 0.
Démonstration. — On a tout de suite (i) grâce au lemme 10.16. On
montre (ii) par récurrence sur m. Comme M est connectif, c’est évident
pour m petit. Supposons que ce soit vrai pour m − 1. Utilions la suite
exacte (10.3) avec A0nab(BD,Mm−1) = 0 ∀D, on a
A0nab(BG,Mm)
∼
←− A˜0nr(BG,Mm) = 0.
Et c’est vrai aussi pour tout sous-groupe H de G.
11. Reformulation : 0-cycles sur le compactifié de BG
11.1. Le foncteur CH0. —
Définition 11.1. — Soient donnés X ∈ Sm(k) et une compactiﬁcation
j : X →֒ X¯ où X¯ est projectif et lisse. On déﬁnit
CH0(X) = CH0(X¯) = A0(X¯,K
M
0 ).
Proposition 11.2. — Si k est de caractéristique zéro, CH0(X) ne dé-
pend que de X et CH0 définit un foncteur homotopique et pur en coniveau
≥ 1.
La partie délicate de cette proposition est la fonctorialité.
Démonstration. — Notons Smproj la sous-catégorie pleine de Sm formée
des schémas projectifs, Sb la classe des morphismes birationnels de Sm.
D’après [KS, thm. 2.1], on a un diagramme commutatif de foncteurs
Smproj

  // Sm

S−1b Sm
proj ∼ // S−1b Sm
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où le foncteur du bas est une équivalence de catégories.
Considérons le foncteur F : Sm → Ab donné par F (X) = H0(X,Z)
(homologie de Suslin cf. déf. 3.14). Il vériﬁe les hypothèses de [KS, §3]
par rapport au digramme ci-dessus. En eﬀet, pour X projectif et lisse,
F (X) = H0(X,Z) = CH0(X) et d’après Fulton [Ful, ex. 16.1.11, p
.312], CH0(X) = CH0(Y ) pour tout X → Y dans Sb. Donc on a un
isomorphisme naturel de foncteurs :
(Smproj → Sm
F
−→ Ab) ≃ (Smproj → S−1b Sm
proj CH0−→ Ab).
En appliquant [KS, §3 et thm. 2.1], on obtient une transformation
naturelle de foncteurs
H0(X,Z)→ CH0(X)
où CH0(X) := CH0(X¯) pour X¯ une compactiﬁcation lisse de X : c’est
exactement le foncteur de la déﬁnition 11.1, qui est donc bien déﬁni.
De plus, CH0 est homotopique et pur en coniveau ≥ 1. En eﬀet, soit
U →֒ X une immersion ouverte, alors X¯ est aussi un compactiﬁé de U :
U →֒ X →֒ X¯.
Donc
CH0(U) = CH0(X¯) = CH0(X).
D’autre part, soit f : E → X un ﬁbré vectoriel. Soit U un ouvert de
X, on a le cartésien suivant
j∗E 

o //

E
f

U 
 j
o // X
où j∗E ∼= U × An quand U est assez petit. Alors
CH0(j
∗E)
∼ //

CH0(E)

CH0(U)
∼ // CH0(X).
Il nous amène à considérer le cas E = X × An.
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Soit j : X →֒ Y une compactiﬁcation de X, nous avons le diagramme
commutatif suivant :
E = X × An 
 //

Y × An 
 // Y × Pn

X 
 // Y
où Y × Pn est une compactiﬁcation lisse de E. D’après [Ful, III, thm.
3.3], on a CH0(Y × Pn)
∼
−→ CH0(Y ). Donc
CH0(E) = CH0(X).
Remarque 11.3. — Comme sous-produit de la démonstration de la
proposition 11.2, on obtient un morphisme de foncteurs
H0(−,Z)→ CH0.
Ce morphisme est surjectif d’après [K11, prop. 6.1].
Soit G ∈ Grp : d’après la proposition 11.2 et la déﬁnition 2.13,
CH0(BG) est bien déﬁni et on a une surjection
H0(BG,Z)→ CH0(BG).
Question 11.4. — Peut-on déﬁnir CH0(−) a priori comme quotient
de H0(−,Z), sans utiliser la résolution des singularités (sous-jacente à
la preuve de la proposition 11.2) ? Voir remarque 11.6 pour une réponse
dans le cas particulier de BG.
11.2. Un résultat dual du théorème 10.1. —
Proposition 11.5. — Si k est de caractéristique zéro, on a la suite
exacte suivante :
(11.1) ⊕
D⊂G,g:I→ZG(D)
H−1(BD,Z(−1))→ H0(BG,Z)→ CH0(BG)→ 0.
Démonstration. — D’après le théorème 10.1, on a :
0→ A0nr(BG,M0)→ A
0(BG,M0)→
⊕
D,g:I→ZG(D)
A0(BD,M−1).
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Soient UG un G-torseur linéaire de coniveau ≥ c et X¯ une compactiﬁ-
cation lisse de UG/G. D’après la déﬁnition 7.1 et la proposition 7.6, on
a
A0nr(BG,M0) = A
0
nr(UG/G,M0) = A
0(X¯,M0).
De plus, d’après [K11, thm. 1.3], pour X lisse, on a
A0(X,M0) ∼= HomCM(H
X ,M)
où CM est la catégorie des modules de cycles et pour tout corps F/k,
HXn (F ) = H−n(XF ,Z(−n)).
Donc on a la suite exacte :
0→ HomCM(H
X¯,M)→ HomCM(H
UG/G,M)
→
⊕
D,g:I→ZG(D)
HomCM(H
UD/D[1],M).
Comme CM est une catégorie abélienne, utilisons le lemme de Yoneda,
on a la suite exacte⊕
D,g:I→ZG(D)
HUD/D[1]→ HUG/G → HX¯ → 0.
D’où la suite exacte suivante sur le corps de base k :⊕
D,g:I→ZG(D)
H−1(BD,Z(−1))→ H0(BG,Z)→ H0(X¯,Z)→ 0
où H0(X¯,Z) = A0(X¯,KM0 ) = CH0(BG) (cf. déf. 11.1).
Le morphismeH−1(BD,Z(−1))→ H0(BG,Z) est donné explicitement
par
H−1(BD,Z(−1))= HomDM(Z,M(UD/D)(1)[1])y
HomDM(Z,M(UD/D)⊗M(Gm))
(∗)
y
HomDM(Z,M(UD/D)⊗M(Uµm/µm))y
H0(BG,Z) = HomDM(Z,M(UG/G))
où (∗) est donné par Gm → Bµm.
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Remarque 11.6. — Si k est de caractéristique p, la suite exacte (11.1)
donne une déﬁnition de “CH0(BG)”.
11.3. Conditions équivalentes pour avoir des groupes non rami-
fiés triviaux. —
Définition 11.7. — Soient k un corps et X un schéma lisse sur k. On
dit que X n’a pas d’invariants non ramifiés (8) si pour tout module de
cycles M ,
Mn(k)
∼
−→ A0nr(X,Mn).
Théorème 11.8. — Si k est de caractéristique zéro, alors les conditions
suivantes sont équivalentes :
a) X n’a pas d’invariants non ramifiés (déf. 11.7) ;
b) L’application deg : CH0(XF )→ Z est bijective pour toute extension
F/k.
Démonstration. — D’après la déﬁnition 11.1 et la résolution des singu-
larités, on a
CH0(XF ) = CH0(X¯F )
où X¯ est une compactiﬁcation propre et lisse de X. Donc ce théorème
est exactement [Me, thm. 2.11].
Corollaire 11.9. — Soit G ∈ Grp. Si k est de caractéristique zéro,
alors les conditions suivantes sont équivalentes :
a) “BG” n’a pas d’invariants non ramifiés (déf. 11.7) ;
b) C˜H0(BGF ) = 0 pour toute extension F/k (déf. 3.8).
Démonstration. — Remarquons que pour Spec k → G, on a
CH0(BGF ) // Z
CH0(B1)
OO
∼
::uuuuuuuuuu
D’où le résultat d’après le théorème 11.8.
8. de type motivique, à cause des invariants dans le groupe de Witt. . .
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Corollaire 11.10. — Soit G un groupe fini d’exposantm sur un corps k
contenant µm, où m est inversible dans k. Alors les conditions suivantes
sont équivalentes :
a) “BG” n’a pas d’invariants non ramifiés (déf. 11.7) ;
b) Pour tout module de cycles M et pour tout n,
A˜0(BG,Mn)
∂D,g
−→
⊕
D,g
A0(BD,Mn−1)
est injectif.
c) Pour toute extension F/k,⊕
D,g
H−1(BDF ,Z(−1))→ H˜0(BGF ,Z)
est surjectif.
Démonstration. — (a) ⇔ (b) grâce au théorème 10.1 et à la déﬁnition
11.7. Et (a)⇔ (c) à cause de la proposition 11.5 et du corollaire 11.9.
Corollaire 11.11. — Soit G un groupe fini d’exposant m sur un corps
k contenant µm, m est inversible dans k. Alors les conditions suivantes
sont équivalentes :
i) Pour tout H ⊂ G, “BH” n’a pas d’invariants non ramifiés (déf.
11.7) ;
ibis) Comme i) mais à valeurs dans un module de cycles connectif (déf.
5.4).
ii) Pour tout H ⊂ G et pour toute extension F/k,⊕
A⊂H
H0(BAF ,Z)→ H0(BHF ,Z)
où A parcourt les sous-groupes abéliens de H.
Démonstration. — On va montrer (i)⇒ (ibis)⇒ (ii)⇒ (i).
(i)⇒ (ibis) est évident.
(ibis) ⇒ (ii) : Pour tout H ⊂ G et pour tout M connectif, d’après le
théorème 10.19, on a
A0(BH,Mn) →֒
⊕
A
A0(BA,Mn).
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D’après le théorème 7.9, ceci implique
HomCM(H
BH ,M [n]) →֒
⊕
A
HomCM(H
BA,M [n])
pour tout M connectif. Comme HBH , HBA sont connectifs (cf. lemme
7.7), ceci implique par le lemme de Yoneda
∀H ⊂ G,
⊕
A
HBA → HBH .
En évaluant H0 sur un corps F , on a
∀H ⊂ G, ∀F/k,
⊕
A⊂H
H0(BAF ,Z)→ H0(BHF ,Z).
(ii)⇒ (i) : Pour tout module de cycles M , on a (cf. thm. 7.9)
A0(BH,M0)
∼
−→ HomCM(H
BH ,M)
∼
−→ HomHI(h
Nis
0 (BH),M0).
Donc (ii) implique⊕
A⊂H
hNis0 (BA)(SpecF )→ h
Nis
0 (BH)(SpecF )
pour tout F/k. Pour conclure, on a besoin du lemme suivant :
Lemme 11.12. — Soient F ,G ∈ HI deux faisceaux Nisnevich avec trans-
ferts invariants par homotopie et f : F → G. Alors,
f est un épimorphisme⇔ ∀F/k, fF est surjectif.
Démonstration. — C’est évident pour⇒. Pour⇐, posons H = Coker f ,
on a HSpecF = 0 ∀F/k. D’après [MVW, cor. 11.2], H = 0. Donc f est
un épimorphisme.
Appliquons le lemme 11.12 pour F = ⊕AhNis0 (BA), G = h
Nis
0 (BH),
on a
∀H ⊂ G,
⊕
A⊂H
hNis0 (BA)→ h
Nis
0 (BH).
Ceci implique
∀H ⊂ G,A0(BH,Mn) →֒
⊕
A
A0(BA,Mn)
pour tout module de cycles M . On en déduit (i) grâce au lemme 10.16.
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12. Application : théorèmes de Bogomolov et de Peyre
On retrouve ici les théorèmes de Bogomolov [CTS, thm. 7.1] et de
Peyre [Pe08, thm. 1].
12.1. Généralité du théorème de Bogomolov. —
Lemme 12.1. — Soit k un corps contenant µm, où m est inversible
dans k. Soit G un groupe fini d’exposant m. On a
A0nr(BG,H
2
e´t(Z)) = A
0
nab(BG,H
2
e´t(Z)) = 0.
Démonstration. — On a
A0nab(BG,H
2
e´t(Z))
= Ker(A0(BG,H2e´t(Z))→
⊕
A
A0(BA,H2e´t(Z))) (déf. 10.15)
= Ker(H2e´t(BG,Z)→
⊕
A
H2e´t(BA,Z)) (théorème 6.3 a), n = 0)
= Ker(H2(G,Z)⊕H2e´t(k,Z)→
⊕
A
H2(A,Z)⊕H2e´t(k,Z)) (cf . (4.4))
= Ker(Hom(G,Q/Z)⊕H2e´t(k,Z)→
⊕
A
Hom(A,Q/Z)⊕H2e´t(k,Z))
= 0
où A parcourt les sous-groupes abéliens de G. On conclut avec le lemme
10.16.
Théorème 12.2. — Soit k un corps contenant µm, où m est inversible
dans k. Soient G un groupe fini d’exposant m et W une k-représentation
fidèle de G. On a
B˜rnr(k(W )
G) =
⋂
A∈BG
Ker(H2(G, k∗)→ H2(A, k∗)).(12.1)
où BG est l’ensemble des sous-groupes bicycliques de G et B˜rnr(k(W )G)
est la partie réduite de Brnr(k(W )G) = Brnr(BG) (cf. déf. 3.8).
En particulier, si k = ks est séparablement clos, on a [Bog87]
(12.2) Brnr(ks(W )
G) =
⋂
A∈BG
Ker(H2(G,Q/Z)→ H2(A,Q/Z)).
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En général (µm ⊂ k),
B˜rnr(k(W )
G) →֒ B˜rnr(ks(W )
G) = Brnr(ks(W )
G).
Démonstration. — Rappelons que
Br(k(W )G) = H2e´t(k(W )
G,Q/Z(1)) = A0(BG,H3e´t(Z(1))).
Utilisons le corolaire 10.18 et le lemme 12.1 : on a
(12.3) Brnr(BG) = Brnab(BG)
⊂
⋂
A∈BG
Ker(A0(BG,H3e´t(Z(1)))→ A
0(BA,H3e´t(Z(1)))).
En fait, on a égalité. En eﬀet, soit γ appartenant à la partie droite
de (12.3), on raisonne comme Peyre [Pe08, rem. 4]. Soient D ⊂ G et
g : I = µm → ZG(D). Soit x ∈ D, alors A = 〈x, I〉 est un sous-groupe
bicyclique de G. On a le diagramme commutatif suivant
H3e´t(BG,Z(1)))
∂D,g //

H2e´t(BD,Z))

(4.4)
Hom(D,Q/Z)⊕H2e´t(k,Z)

H3e´t(BA,Z(1)))
∂〈x〉,g // H2e´t(B 〈x〉 ,Z))
(4.4)
Hom(〈x〉 ,Q/Z)⊕H2e´t(k,Z).
Comme l’image de γ dans H3e´t(BA,Z(1)) et donc dans H
2
e´t(B 〈x〉 ,Z)
est nulle pour tout x ∈ D, son image dans H2e´t(BD,Z) l’est aussi. Alors
γ ∈ Brnr(k(W )
G). Ainsi, on obtient
B˜rnr(k(W )
G) =
⋂
A∈BG
Ker(A˜0(BG,H3e´t(Z(1)))→ A˜
0(BA,H3e´t(Z(1))))
=
⋂
A∈BG
Ker(H˜3e´t(BG,Z(1))→ H˜
3
e´t(BA,Z(1))) (cf. (6.6)).
D’après (4.5), on a H˜3e´t(BG,Z(1)) = H
2(G, k∗). D’où on obtient (12.1).
Si k est séparablement clos, on a
H3e´t(ks,Z(1)) = H
2(ks,Gm) = Br(ks) = 0, H
2(G,Q/Z(1))
∼
−→ H2(G, k∗).
D’où (12.2).
En général, on a B˜rnr(ks(W )G) = Brnr(ks(W )G) car Br(ks) = 0. Consi-
dérons la longue suite exacte suivante :
H1(G, k∗)→ H1(G, k∗s)→ H
1(G, k∗s/k
∗)→ H2(G, k∗)→ H2(G,K∗s )
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Comme µm ⊂ k∗ ⊂ k∗s , on a
H1(G, k∗)
∼
←− H1(G, µm)
∼
−→ H1(G, k∗s).
Donc la suite
0→ H1(G, k∗s/k
∗)→ H2(G, k∗)→ H2(G,K∗s )
est exacte. D’où le diagramme commutatif de suites exactes :
0

0

B˜rnr(BG) //

Brnr(BGks)

0 // H1(G, k∗s/k
∗) //



H2(G, k∗) //

H2(G, k∗s)

0 //
⊕
A∈BG
H1(A, k∗s/k
∗) //
⊕
A∈BG
H2(A, k∗) //
⊕
A∈BG
H2(A, k∗s).
La ﬂèche fragmentée est injective parce que
H1(G, k∗s/k
∗) = Hom(G, k∗s/k
∗) →֒
⊕
A∈BG
Hom(A, k∗s/k
∗) =
⊕
A∈BG
H1(A, k∗s/k
∗).
On en déduit B˜rnr(BG) →֒ Brnr(BGks).
12.2. Une généralisation de A0NR(−,Mn) inspirée par Bogomolov.
—
Définition 12.3. — Soit F : Smopfl → Ab. On déﬁnit
Fneg(X) :=
⋃
U
Ker(F (X)→ F (U)) = Ker(F (X)→ F (Spec k(X)))
où U parcourt les ouverts de X et k(X) est le corps des fonctions de X,
et
Fst(X) := F (X)/Fneg(X) = Im(F (X)→ F (Spec k(X))).
Ce sont respectivement la partie négligeable et l’image stable de F (en
X). Ils déﬁnissent des foncteurs sur Smfl.
Lemme 12.4. — Supposons k infini. Si F est homotopique et pur en
coniveau ≥ c (cf. déf. 3.1), alors Fneg, Fst le sont aussi.
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Démonstration. — Soit E → X un ﬁbré vectoriel. Soit U un ouvert de
X. Considérons le diagramme cartésien suivant
E

⊃ EU

Eη?
_oo

k(E)? _oo
X ⊃ U ⊃ Spec k(X)
D’après l’hypothèse sur F , on a le diagramme commutatif
F (E) // F (EU) // F (Eη) // F (k(E))
F (X) //
≀
OO
F (U) //
≀
OO
F (k(X))
≀
OO
D’où Fneg(X)
∼
−→ Fneg(E)
′ où Fneg(E)′ = Ker(F (E) → F (Eη)). En fait
Fneg(E)
′ = Fneg(E). En eﬀet, on va montrer F (Eη) →֒ F (Spec k(E)). On
peut se ramener au casX = Spec k. Pour tout ouvert V de Eη = Ank , V (k)
est non vide. Donc F (k)→ F (V ) admet une section et F (k) →֒ F (k(E)).
Alors, on a Fneg(X)
∼
−→ Fneg(E).
Soit U ⊂ X un ouvert de X de coniveau δ(X,U) ≥ c (cf. déf. 2.1). On
a aussi le diagramme commutatif suivant :
0 // Fneg(U) // F (U) // F (Spec k(U))
0 // Fneg(X) //
OO


F (X) //
≀
OO
F (Spec k(X))
≀
OO
car k(U) = k(X). D’où Fneg(X)
∼
−→ Fneg(U). Ainsi, Fneg est homotopique
et pur en coniveau ≥ c.
Donc d’après la déﬁnition de Fst, on en déduit tout de suite qu’il est
homotopique et pur en coniveau ≥ c.
Remarque 12.5. — Si G est un groupe ﬁni sur un corps inﬁni k conte-
nant µm où m est inversible dans k, alors Fneg(BG), Fst(BG) sont bien
déﬁnis (cf. déf. 9.1).
Définition 12.6. — On déﬁnit
FNR(BG) := {x ∈ F (BG) | ∀(D, g), ∂D,g(x) ∈ (F−1)neg(BD)}.
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Exemple 12.7 ([Bog92]). — Soit F = H ie´t(−,Z(n)). Pour X lisse, on
retrouve des classes k-négligeables de H ie´t(X,Z(n)) :
H ineg(X,Z(n)) = Ker(H
i
e´t(X,Z(n))→ H
i
e´t(k(X),Z(n))),
et la cohomologie stable de H ie´t(X,Z(n)) :
H ist(X,Z(n)) = H
i
e´t(X,Z(n))/H
i
neg(X,Z(n)).
Donc d’après la proposition 3.9, l’exemple 8.4, 1) et la déﬁnition 12.6,
on a
(12.4) H iNR(BG,Z(n))
= {x ∈ H ie´t(BG,Z(n)) | ∀(D, g), ∂D,g(x) ∈ H
i−1
neg (BD,Z(n− 1)).}
12.3. Théorème de Peyre. —
Définition 12.8. — Soit G un groupe ﬁni sur un corps k contenant µm
où m est inversible dans k.
On déﬁnit le groupe H3p (G,Q/Z) des classes permutation-négligeables
comme le groupe [Pe08, déf. 4]∑
H⊂G
CorGH(Im(H
1(H,Q/Z)⊗2
∪
−→ H3(H,Q/Z))).
Notons H4Ch(BG,Z(2)) = 〈c2(ρ)〉 le sous-groupe de H
4
e´t(BG,Z(2)) en-
gendré par les classes de Chern des représentations ρ de G.
Utilisant [Pe08, prop. 1 et prop. 2] et le corollaire 4.1, on obtient
Lemme 12.9. — Si k est séparablement clos, alors
H3p (G,Q/Z)⊗ Z[
1
2
] = H4Ch(BG,Z(2))⊗ Z[
1
2
].
Théorème 12.10. — Soit k un corps contenant µm où m est inversible
dans k. Soient G un k-groupe fini d’exposant m et W une représentation
fidèle de G. On a un isomorphisme :
(12.5) H4NR(BG,Z(2))/H
4
Ch(BG,Z(2))
∼
−→ H4nr(k(W )
G,Z(2))
où H4NR(BG,Z(2)) est comme dans (12.4) et H
4
Ch(BG,Z(2)) comme dans
la définition 12.8.
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Démonstration. — D’après le théorème 10.1, on a :
H3nr(k(W )
G,Q/Z(2)) = A0NR(BG,H
3
e´t(Q/Z(2))).
La suite exacte du théorème 6.3 b) donne une suite exacte
0→ CH2(BG)→ H4e´t(BG,Z(2))→ A
0(BG,H4e´t(Z(2)))→ 0.
Alors, on a le diagramme commutatif suivant
0 // CH2(BG) // H4e´t(BG,Z(2))
//
∂D,g

A0(BG,H4e´t(Z(2)))
∂D,g

// 0
H3e´t(BD,Z(1))
∼ // A0(BD,H3e´t(Z(1)))
où l’isomorphisme provient du théorème 6.3 a). D’après [Tot, p. 257],
CH2(BG) est engendré par des classes de Chern des représentations de
G. D’où on déduit (12.5).
Remarque 12.11. — En particulier, si k est algébriquement clos de
caractéristique zéro, d’après le lemme 4.3, 1) et le corollaire 4.1, on a
H4e´t(BG,Z(2))
∼= H3(G,H1e´t(k,Z(2)) = H
3(G,Q/Z),
et H3e´t(BD,Z(1)) = H
3(D,Z) = H2(D,Q/Z).
Donc d’après le lemme 12.9 et (12.5), on a :
H3nr(G,Q/Z)/H
3
p (G,Q/Z)→ H
3
nr(k(W )
G,Q/Z(2)),
et son noyau est annulé par une puissance de 2, où
H3nr(G,Q/Z) =
⋂
D⊂G, g:I→ZG(D)
Ker(H3(G,Q/Z)
∂D,g
−→ H2(D,Q/Z)).
On peut montrer que les résidus ∂D,g sont égaux à ceux de Peyre [Pe08,
déf. 5]. On retrouve alors le théorème 1 de [Pe08].
Remarque 12.12. — Grâce à la suite exacte (10.3) et au théorème 12.2,
on obtient une généralisation en degré 3 de la suite exacte de Bogomolov :
(12.6) 0→ A0nr(BG,H
3
e´t(Q/Z(2)))
→ A0nab(BG,H
3
e´t(Q/Z(2)))
∂D,g
−→
⊕
D,g
Brnr(BD).
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