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1. Einfu¨hrung
Dieses Kapitel gibt eine kurze U¨bersicht u¨ber den Bereich der automatischen Sprach-
erkennung und die Problematik der Erkennungssicherheit, so daß hiernach die vor-
liegende Arbeit thematisch eingeordnet werden kann. Daran anschließend findet man
eine Beschreibung des Aufbaus und der Gliederung des Textes.
1.1. Die Struktur automatischer
Spracherkennungssysteme
Ein automatisches Spracherkennungssystem dient der Identifikation von Lauten oder
A¨ußerungen in gesprochener Sprache. Das Wissen um die Identita¨t eines Lautes kann
z. B. zur Steuerung irgendeiner Apparatur verwendet werden. Andere typische An-
wendungen sind Diktier- oder Dialogsysteme. Bei Informationssystemen, die ha¨u-
fig in einem eingeschra¨nkten Kontext verwendet werden, kann man sich gegebenen-
falls mit der Identifikation von Schlu¨sselwo¨rtern begnu¨gen, um unabha¨ngig von der
genauen Formulierung die gewu¨nschte Information bereitzustellen (Word Spotting).
Klassisches Beispiel hierfu¨r ist ein automatisches System zur Fahrplanauskunft. Ei-
ne verwandte denkbare (wenngleich auch wenig wu¨nschenswerte) Anwendung sind
U¨berwachungssysteme, die beispielsweise den Telefonverkehr nach Schlu¨sselwo¨rtern
durchsuchen und dadurch Gespra¨che identifizieren, die fu¨r den U¨berwacher von po-
tentiellem Interesse sind.
Spracherkennungssysteme bestehen aus einer Reihe von Konstituenten. In der
Anwendung beno¨tigen sie naturgema¨ß ein Aufnahmesystem (Telefon, Headset, freies
Mikrophon) inklusive der unvermeidlichen Vorversta¨rker und Filter. Daran kann sich
eine fu¨r die Spracherkennung geeignete analoge Aufbereitung der Signale anschlie-
ßen. Da derzeit alle Spracherkennungssysteme auf Digitalrechnern basieren, folgt ein
Analog-Digital-Wandler, und daran schließt sich eine Stufe zur weiteren Vorverar-
beitung des digitalisierten Sprachsignals an. Unter Umsta¨nden wird auf die analoge
Aufbereitung auch verzichtet. Deren Aufgaben werden dann vollsta¨ndig von der di-
gitalen Vorverarbeitung u¨bernommen. Diese besteht nicht nur aus einer einfachen
Filterung des Signals, sondern aus einer komplizierteren Transformation in einen vek-
torwertigen Datenstrom, der dem eigentlichen Erkenner zugefu¨hrt wird. Die Art der
Vorverarbeitung orientiert sich gewo¨hnlich an der Signalverarbeitung im menschli-
chen Geho¨r, da die Annahme, daß diese Art der Vorverarbeitung grundsa¨tzlich auch
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fu¨r die automatische Spracherkennung fo¨rderlich ist, durch zahlreiche Experimente
gestu¨tzt wird.1
Der anschließende Erkennungsschritt besteht im einfachsten Falle aus einer Klassi-
fizierung der lautlichen A¨ußerung als eine vonN bekannten A¨ußerungen. Das Ergebnis
steht hiernach zu einer weiteren Verarbeitung zur Verfu¨gung. Diese ho¨here Verar-
beitung kann z. B. aus einer Wahrscheinlichkeits- und Plausibilita¨tsbewertung des
klassifizierten Lautstromes anhand von Gegebenheiten wie etwa der Silbenbauregeln
der erwarteten Sprache, der Grammatik und des Kontextes bestehen.
1.2. Der Erkennungsfehler
Leider hat jedes Spracherkennungssystem (wie auch der Mensch) einen gewissen Er-
kennungsfehler, was bedeutet, daß manche Laute nicht richtig klassifiziert werden. Der
Erkennungsfehler eines Spracherkennungssystems ha¨ngt von vielen Faktoren ab, wie
z. B. der Architektur des Systems, der Art der Vorverarbeitung des Eingangssignals
und dem Training des Systems, also letztlich der Wahl der Klassifizierungsparame-
ter.
Die Wahl der Klassifizierungsparameter ist deswegen einer der wesentlichen Gru¨n-
de fu¨r den Erkennungsfehler, da gleiche Laute, womit phonetisch a¨quivalente
Sprachsignale gemeint sein sollen, in ihren Realisierungen eine große akustische Varia-
bilita¨t aufweisen ko¨nnen. Wegen der nach wie vor unvollkommenen Kenntnis u¨ber die
akustischen Invarianten dieser gleichen Laute fu¨hren die auftretenden Variabilita¨ten
zu einer deutlichen Streuung in den in der Literatur benannten Klassifizierungsra¨u-
men, so daß sich die Klassen im allgemeinen u¨berlappen. Dies fu¨hrt zwangsla¨ufig zu
fehlerhaften Klassifizierungen und damit einem gewissen Erkennungsfehler.
Bei Klassifizierungsaufgaben stellen sich grundsa¨tzlich zwei Probleme: Die Klas-
sifizierung wird umso schwieriger,
1. je mehr Klassen existieren (z. B. fu¨r Worterkennung: Je gro¨ßer der zu erkennende
Wortschatz ist) und
2. je gro¨ßer die Streuung innerhalb der Klassen ist, d. h. je gro¨ßer die Variabilita¨t
der zu erkennenden Sprachsignale ist.
Die Anzahl der Klassen ist gemeinhin durch das spezielle Erkennungsproblem, also
durch die projektierte Anwendung des Systems gegeben und kann nicht ohne weiteres
reduziert werden. Daher kann man sich zur Verbesserung der Erkennungsleistungen
nur auf den zweiten Aspekt konzentrieren, also
1. auf die Verminderung der Streuung innerhalb des Klassifizierungsraumes, was
a¨quivalent mit der Verbesserung der Vorverarbeitung ist, und
2. auf die Verbesserung der Klassifizierung selbst, was auf eine Anpassung der
Parameter des Klassifikators hinausla¨uft.
1Eine Diskussion hieru¨ber findet man beispielsweise in (Hermansky, 1998).
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1.3. Thema dieser Arbeit
Die vorliegende Arbeit bescha¨ftigt sich mit der Verbesserung der Vorverarbeitung mit
dem Ziel, die Variabilita¨t in der Darstellung gleicher Laute zu reduzieren. Dies wird
durch eine Sprechernormalisierung erreicht, also eine Transformation der aufbereite-
ten Sprachsignale eines Sprechers in die eines gegebenen Zielsprechers.
Der Versuch einer Sprechernormalisierung ist ein etwas heikler Ansatz, da letzt-
lich – wie bei der gesamten Aufbereitung des Sprachsignals – Information vernichtet
werden soll. Jene na¨mlich, die letztlich zu der sprecherspezifischen Streuung im Klassi-
fizierungsraum fu¨hrt. Dabei muß aber die lautspezifische Variation des Sprachsignals,
die letztlich die Klassifikation der Laute erlaubt, weitestmo¨glich erhalten bleiben.
Mo¨glicherweise ist dies ein Grund dafu¨r, daß u¨ber Sprechernormalisierung viel weni-
ger Literatur existiert als u¨ber Sprecheradaptation (siehe Abschnitt 3.2.1).
Ziel dieser Arbeit ist nicht die Optimierung bestehender Methoden. Vielmehr stel-
len im Bereich der Sprechernormalisierung die Konstruktion einer Abbildung ohne ein
bekanntes Labeling der A¨ußerungen und/oder ohne gro¨ßere verfu¨gbare Mengen von
Datenmaterial des aktuellen Testsprechers besondere Herausforderungen dar. Bei-
des wird in dieser Arbeit versucht. Dabei werden hauptsa¨chlich Sprechernormalisie-
rungsmethoden betrachtet, die auf der Abbildung durch simulierte neuronale Netze
(Perzeptrone) basieren. Besondere Beru¨cksichtigung erfa¨hrt hierbei die Frage nach
der Interpolierbarkeit zwischen diesen normalisierenden Abbildungen, um den Da-
tenaufwand zur Ermittlung einer neuen Abbildung fu¨r einen bis dahin unbekann-
ten Quellsprecher zu reduzieren. Dazu mu¨ssen A¨hnlichkeitsbeziehungen zwischen den
Sprechern gefunden werden. Auch hierfu¨r werden Perzeptrone eingesetzt. Die dabei
erhaltenen Einblicke in die Struktur des durch die Vorverarbeitung gebildeten Merk-
malsraumes werden diskutiert.
1.4. Aufbau dieser Arbeit
Im na¨chsten Kapitel wird ein großer Bogen u¨ber die automatische Spracherkennung
gezogen. Dabei wird kurz auf die Sprachproduktion und den Aufbau des Geho¨rs
eingegangen, um dann einen Blick auf die Sprachperzeption und die Signaleigenschaf-
ten bestimmter Lautklassen zu werfen. Dadurch wird die Art der Vorverarbeitung
des Sprachsignals motiviert, die anschließend besprochen wird. Hierauf werden zwei
wichtige Methoden (DTW und HMM) zur Klassifikation der solcherart aufbereiteten
Sprachsignale erkla¨rt. Dieses relativ umfangreiche Kapitel soll auch dem Leser, der
mit der Sprachsignalverarbeitung nicht so vertraut ist, einen Einblick in dieses Thema
gewa¨hren und, wie die Anha¨nge, spa¨teres Nachschlagen der Konzepte erlauben.
Kapitel 3 geht auf den engeren Bereich der Thematik dieser Arbeit ein, na¨mlich
die Sprechernormalisierung. Zuna¨chst werden die Ursachen der Inter- und Intraspre-
chervarianzen der Merkmalsvektoren gleicher A¨ußerungen kurz diskutiert, dann die
wesentlichen Ansa¨tze und zugeho¨rigen Methoden zur Verringerung der Intersprecher-
varianz besprochen und so der Kontext fu¨r die folgenden Experimente hergestellt.
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In Kapitel 4 wird das verwendete Datenmaterial und seine Verarbeitung vorge-
stellt. Anschließend wird eine Methode zur unu¨berwachten Findung sprechernorma-
lisierender Abbildungen entwickelt und die Ergebnisse dieser Methode dargestellt.
Darauf folgt die Beschreibung einer Sprechernormalisierungsmethode durch einfache
Perzeptrone, deren Eignung belegt wird. Hierauf folgt ein Versuch zur Interpolation
der auf diese Weise konstruierten Abbildungen fu¨r einen unbekannten Sprecher, des-
sen Position im Sprecherraum zuvor durch die Berechnung von mittleren DTW-
Absta¨nden und anschließende multidimensionale Skalierung ermittelt wurde. Nach-
dem sich dieses Vorgehen als erfolgreich erwiesen hat, wird nun eine Methode zur
automatischen Ermittlung der Sprecherposition durch ein mehrschichtiges Perzeptron
beschrieben. Als Steuerparameter werden hierfu¨r Barkspektrogramme und artikula-
torische Parameter verwendet.
Eine Zusammenfassung der Ergebnisse und einen Ausblick findet man in Kapitel 5.
Der Anhang schließlich informiert u¨ber die wichtigsten Algorithmen, die verwendete
Lautschrift und das Lautsystem.
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2. Aufbau eines
Spracherkennungssystems
In Abbildung 2.1 ist der allgemeine Aufbau eines Spracherkennungssystems skizziert.
Die Spracheingabe des Benutzers wird von einer Worterkennungseinheit klassifiziert
und in der Form eines Stromes von Hypothesen an die ho¨here Verarbeitung weiter-
gereicht.
Syntaktisches1, semantisches2 und pragmatisches3 Wissen wird zur Bewertung der
Hypothesen herangezogen und wirkt auf die Worterkennung und die ho¨here Verar-
beitung zuru¨ck, wodurch ggf. auch die Komplexita¨t der Erkennungsaufgabe reduziert
wird. Teil dieses Wissens ist die Aufgabenbeschreibung des Spracherkennungssystems
und der Kontext, der aus bereits analysierten Bestandteilen der A¨ußerung gebildet
wird.
Vorverarbeitung, Mustererkennung und ho¨here Verarbeitung werden im folgen-
1Syntax (Satzlehre): Beschreibung der formal zula¨ssigen Verbindungen von Wo¨rtern zu Wortgruppen
und Sa¨tzen (nach Digel und Kwiatkowski (1987)).
2Semantik (Bedeutungslehre): Bescheibung der mit den Wo¨rtern verbundenen Vorstellungen und
Konzepte (nach Digel und Kwiatkowski (1987)).
3Pragmatik (Lehre vom sprachlichen Handeln): Beschreibung der Beziehungen zwischen den Wo¨rtern
und den von den Benutzern der Wo¨rter intendierten und erzielten Wirkungen (nach Digel und
Kwiatkowski (1987)).
Sprecher Worterkennung HöhereVerarbeitung Output
Syntax,
Semantik,
Pragmatik
Dynamische
Wissens-
repräsentation
Aufgaben-
beschreibung
Abbildung 2.1.: Genereller Aufbau eines aufgabenorientierten Spracherkennungssy-
stems (Nach Rabiner und Juang (1993))
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den diskutiert. Dabei wird keine Allgemeingu¨ltigkeit beansprucht, jedoch sind die
beschriebenen Verfahren verbreitet.
Die Vorverarbeitung des Sprachsignals hat zum Ziel, das akustische Sprachsignal
in eine Form zu transformieren, auf der der eigentliche Klassifikationsprozeß mo¨glichst
effizient durchgefu¨hrt werden kann.
Um die Entscheidung daru¨ber treffen zu ko¨nnen, welche Art der Vorverarbeitung
denn wohl fu¨r die automatische Spracherkennung geeignet ist, ist es zweckma¨ßig, zu-
na¨chst die Art der menschlichen Sprachproduktion und die Signalverarbeitung im
menschlichen Geho¨r zu betrachten. Die Motivation hierfu¨r ist zuna¨chst die Tatsache,
daß Abscha¨tzungen fu¨r das akustische Sprachsignal (im Sinne der Informationstheo-
rie) einen Informationsfluß von etwa 30 kb/s ergeben, wohingegen das symbolische
A¨quivalent hierfu¨r nur eine Rate von etwa 50 b/s erfordert (Flanagan, 1965).4 Na-
tu¨rlich ist in dem Symbolstrom nicht alle durch das Sprachsignal u¨bermittelte Infor-
mation enthalten. Aspekte wie Prosodie werden vernachla¨ssigt.5 Andererseits ist die
im Symbolstrom enthaltene Information fu¨r die Belange der Spracherkennung norma-
lerweise ausreichend. In diesem Sinne ist das Sprachsignal offenbar hochredundant.
Daher stellt sich die Frage, welche Aspekte des Sprachsignals fu¨r die automatische
Spracherkennung ignoriert werden ko¨nnen. Aus diesem Grund muß man einen Blick
auf die Sprachproduktion und die Sprachperzeption werfen, denn nur diejenigen Ge-
ra¨usche, die produziert und auch wahrgenommen werden, beru¨hren die menschliche
Spracherkennung, welche letztlich den Maßstab fu¨r die maschinelle Spracherkennung
bildet.
2.1. Sprachproduktion
Bei der menschlichen Sprachproduktion wird Luft aus der Lunge durch die Glottis6 in
den Vokaltrakt gedru¨ckt7. Dieser besteht im wesentlichen aus dem Rachenraum, der
Mund- und der Nasenho¨hle und endet mit den Lippen bzw. mit den Nasenlo¨chern. In-
nerhalb des Vokaltraktes befinden sich die Artikulationsorgane, also das Gaumensegel
(Velum), die Zunge und die Lippen. Die Lautgebung erfolgt durch die Stimmlippen
(stimmhafte Laute), durch turbulentes Rauschen an Engstellen (Frikative), durch das
plo¨tzliche Aufgeben von Verschlu¨ssen im Vokaltrakt (Plosive) oder Kombinationen
davon (stimmhafte Frikative, aspirierte Plosive usw.).
4Flanagan betrachtet hierfu¨r einen U¨bertragungskanal mit 30 dB Signal-Rausch-Abstand (SNR) und
setzt fu¨r die Informationsrate des Symbolstroms die Phone des Englischen mit ihren relativen Ha¨u-
figkeiten an.
5Unter Prosodie versteht man silben-, wort- oder satzu¨bergreifende lautliche Merkmale wie Satzme-
lodie, Segmentdauer und -betonung. Unter Einbeziehung der Prosodie steigt der Informationsfluß
auf etwa 200 b/s, auf der Ebene der neuromuskula¨ren Umsetzung in Artikulatorbewegungen betra¨gt
der Informationsfluß etwa 2 kb/s (Rabiner und Juang, 1993).
6Glottis: Der Zwischenraum zwischen den Stimmlippen.
7Die Produktion von Sprachlauten wa¨hrend des Einatmens ist sehr selten.
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2.1.1. Eigenschaften des Sprachsignals
Relativ zu den Stimmlippen haben alle Artikulationsorgane eine große Masse, so
daß ihre Positionierung im Vergleich zu der Frequenz der Lautgebung recht langsam
vonstatten geht. Die Frequenz der gebildeten Laute ist also relativ gering. Bei voka-
lischer Anregung des Stimmkanals werden Fluktuationen in der Anregungsfrequenz
als nichtbedeutungstragend angenommen, weshalb das Sprachsignal innerhalb kurzer
Zeitfenster (in der Gro¨ßenordnung von 5–100 ms) als anna¨hernd stationa¨r gelten kann
(Flanagan, 1965). In der Praxis wird daher die Analyse des Sprachsignals auf Signal-
stu¨cken von kurzer Dauer durchgefu¨hrt. Der Frequenzbereich, innerhalb dessen das
Sprachsignal signifikante Energie aufweist, liegt etwa zwischen 100 und 8 000 Hz. Das
Signal hat eine stark schwankende Amplitude, welche sich unter normalen Umsta¨nden
zwischen 30 und 90 dB SPL8 (in 1 m Abstand von den Lippen) bewegt.
2.2. Sprachperzeption
2.2.1. Aufbau des Geho¨rs
Das menschliche Geho¨r ist ein bemerkenswertes Organ. Dennoch unterliegt es na-
turgema¨ß gewissen Beschra¨nkungen in seiner Fa¨higkeit, Sprachlaute (oder Gera¨usche
u¨berhaupt) zu analysieren. Und da das, was vom Geho¨r nicht wahrgenommen wird,
vermutlich auch fu¨r die automatische Spracherkennung nicht fo¨rderlich ist, sollen
hier zuna¨chst der Aufbau und die Funktionsweise des Geho¨rs dargestellt werden. Im
na¨chsten Abschnitt wird dann auf die sich daraus ergebenden Fa¨higkeiten und Be-
schra¨nkungen eingegangen.
Die Sprachperzeption basiert auf der Analyse des akustischen Sprachsignals durch
das Ohr. Das Ohr besteht aus dem Außenohr (Ohrmuschel und Geho¨rgang), dem
Mittelohr (Paukenho¨hle mit Geho¨rkno¨chelchen) und dem Innenohr (Schnecke oder
Cochlea und Bogenga¨nge des Gleichgewichtsorgans). Die Ohrmuschel dient der Schall-
ortung und erho¨ht die Empfindlichkeit des Geho¨rs gegenu¨ber frontalen Schallereignis-
sen (O’Shaughnessy, 1987). Der Geho¨rgang bildet einen Resonator und erho¨ht so die
Empfindlichkeit des Ohres im Bereich von 3–5 kHz um bis zu 12–15 dB. Der Geho¨r-
gang wird durch das Trommelfell abgeschlossen, an das sich das luftgefu¨llte Mittelohr
anschließt.
Im Mittelohr werden die Schwingungen des Trommelfells u¨ber die drei Geho¨r-
kno¨chelchen (Hammer, Amboß und Steigbu¨gel) auf das ovale Fenster u¨bertragen,
welches die Begrenzung zum mit Lymphe gefu¨llten Innenohr bildet. Die Funktion des
Mittelohres liegt in der Impedanzanpassung an das flu¨ssigkeitsgefu¨llte Innenohr. Die
Konzentration der Schallenergie von der relativ großen Fla¨che des Trommelfells (etwa
55 mm2) auf das kleinere ovale Fenster (etwa 3,2 mm2) tra¨gt wesentlich zur Erho¨hung
des Schalldruckes (pro Einheitsfla¨che) im Mittelohr um etwa 30 dB bei. Dabei verha¨lt
8SPL (Sound Pressure Level): Schalldruckpegel. 0 dB SPL entsprechen einem Schalldruck von 20µPa,
was in etwa der Ho¨rschwelle bei 1 kHz entspricht.
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Abbildung 2.2.: Querschnitt durch eine Windung der Cochlea und Ausschnittsvergro¨-
ßerung um das Corti-Organ (Nach (O’Shaughnessy, 1987))
sich das Mittelohr wie ein Tiefpaß-Filter mit einem Abfall von etwa 15 dB/Oktave
oberhalb von 1 kHz.
Im Innenohr schließlich werden die mechanischen Schwingungen am ovalen Fenster
in Reize des Ho¨rnerves umgesetzt. Dies geschieht in der Cochlea, einer gewundenen,
sich verju¨ngenden flu¨ssigkeitsgefu¨llten Ro¨hre, welche durch zwei Membranen la¨ngs in
drei Kana¨le aufgeteilt ist. Die mechanischen Schwingungen des ovalen Fensters werden
in einen der beiden a¨ußeren Kana¨le (die Scala vestibuli) eingekoppelt. Da die Bewan-
dung der Cochlea kno¨chern ist und die Flu¨ssigkeit inkompressibel, bewirkt die Schwin-
gung eine Bewegung der die Scala vestibuli begrenzenden Reissner9-Membran. Zwi-
schen der Scala vestibuli und dem anderen a¨ußeren Kanal, der Scala tympani , ist im
Apex (der Spitze) der Cochlea (dem Helicotrema) ein Flu¨ssigkeitsaustausch mo¨glich.
Am a¨ußeren Ende der Scala tympani ist ein Druckausgleich u¨ber das runde Fenster
mo¨glich. Der mittlere Kanal, die Scala media, ist gegen die Scala tympani durch die
Basilarmembran, gegen die Scala vestibuli durch die Reissner-Membran getrennt
(Abb. 2.2). Die Basilarmembran a¨ndert in ihrem Verlauf ihre Breite und Steifigkeit,
und zwar ist sie am basalen Ende der Cochlea schmaler und steifer, im Apex der
Cochlea dagegen breiter und weicher. Dadurch reagiert sie an verschiedenen Orten
mehr oder weniger stark auf die verschiedenen Anregungsfrequenzen und fu¨hrt so eine
Frequenz-Ortstransformation durch.
Innerhalb der Scala media liegt das Corti10-Organ auf der Basilarmembran, wel-
ches die Sinneszellen tra¨gt, auf denen der Ho¨rnerv endet. Diese Zellen werden von der
Tektorialmembran bedeckt. Jede dieser Sinneszellen tra¨gt feine Ha¨rchen (Stereozilien),
die gegen die Tektorialmembran gerichtet sind. Es existieren zwei Arten von Haarzel-
len, die a¨ußeren und die inneren Haarzellen. Auf den etwa 5 000 inneren Haarzellen
9Ernst Reissner, Anatom, Dorpat, 1824–1878.
10Alfonso de Corti, Pathologe, Wien, 1822–1876.
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enden 95 % der afferenten11 Nerven des Ho¨rnervs, wohingegen die restlichen 5 % auf
den viel zahlreicheren a¨ußeren Haarzellen enden. Bei den efferenten12 Nerven verha¨lt
es sich gerade umgekehrt.
Die Ha¨rchen der a¨ußeren Haarzellen sind in die Tektorialmembran eingebettet,
die der inneren Haarzellen beru¨hren sie nur. Man vermutet daher, daß die inneren
Haarzellen durch die Scherung der Ha¨rchen aus den Schwingungen zwischen der Ba-
silarmembran und der Tektorialmembran gereizt werden und im wesentlichen fu¨r den
Sinneseindruck verantwortlich sind, die a¨ußeren Haarzellen dagegen in Umkehrung
des Prinzips die Tektorialmembran positionieren und auf diese Weise zu einer positi-
ven Ru¨ckkopplung und dadurch zu einer weiteren Steigerung der Empfindlichkeit des
Geho¨rs beitragen (Spector, 2000; Spector et al., 1999).
2.2.2. Eigenschaften des Geho¨rs
Nachdem im letzten Abschnitt der Aufbau und die Funktion des Geho¨rs erla¨utert
wurden, sollen hier die wichtigsten Auswirkungen, Fa¨higkeiten und Einschra¨nkungen
dargestellt werden. Dabei muß beru¨cksichtigt werden, daß die im folgenden genannten
Zusammenha¨nge teilweise stark von der Art des Lautreizes abha¨ngen. Eine ausfu¨hr-
liche Darstellung findet sich beispielsweise bei Zwicker (1982).
Wahrnehmbarer Frequenz- und Amplitudenbereich
Die Bandbreite der wahrnehmbaren Frequenzen ist im wesentlichen durch die Beschaf-
fenheit der Basilarmembran auf etwa 16–18 000 Hz begrenzt. Die Empfindlichkeit des
menschlichen Geho¨rs ist durch die Filtereigenschaften des Außen- und des Mittelohres
sowie durch die geringere Anzahl der Sinneszellen fu¨r die Wahrnehmung sehr tiefer
und sehr hoher Frequenzen stark frequenzabha¨ngig mit einem Maximum bei etwa
4 kHz. Innerhalb einer Bandbreite von 700–7 000 Hz ist die Empfindlichkeit des Ge-
ho¨rs allerdings fast konstant. Die Ho¨rschwelle a¨ndert sich bei einem Schalldruckpegel
von 0 dB SPL in diesem Frequenzbereich nur um etwa 3 dB. Innerhalb dieses Bandes
ko¨nnen Gera¨usche u¨ber einen Dynamikbereich von mehr als 100 dB wahrgenommen
werden.
Der Zusammenhang zwischen der Empfindung Lautheit N ([N ]=Sone) und dem
physikalischen Schalldruck P ist sehr komplex. Er kann durch ein Potenzgesetz
N ∝ P k (2.1)
angena¨hert werden, wobei der Exponent je nach Art des Gera¨usches und der Ver-
suchsperson zwischen 0,2 und 0,5 liegt (Schroeder et al., 1979; Warren, 1970; Zwicker,
1982).
11afferent: zum Zentralnervensystem (ZNS) hinfu¨hrend.
12efferent: vom ZNS herausfu¨hrend.
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Phase
Die Haarzellen feuern gewo¨hnlich kurz vor der maximalen Auslenkung der Stereozili-
en nach außen (Warren, 1982). Wegen ihrer Refrakta¨rzeit von 1–3 ms ko¨nnen sie dies
bis zu Frequenzen von maximal 1 kHz leisten. Auf den Stimulus synchronisierte Histo-
gramme der Feuerzeitpunkte (Post-Stimulus Time Histograms) geben anna¨hernd das
Bild der gleichgerichteten Basilarmembranschwingung wieder (O’Shaughnessy, 1987).
Bei ho¨heren Frequenzen werden von einzelnen Neuronen einzelne Halbwellen ausge-
lassen, die Summe der Feuerzeitpunkte eines Ensembles von sich an einer bestimmten
Stelle der Basilarmembran befindlichen Haarzellen erha¨lt aber insgesamt dieses pha-
sensynchrone Muster. Ab etwa 4 kHz gera¨t allerdings der Jitter13 der Haarzellen in
die Gro¨ßenordnung der Anregungsfrequenz, so daß das Muster verschmiert wird und
keine Information u¨ber die Phasenlage mehr aufweist (Warren, 1982).
Das Geho¨r ist relativ unsensibel gegenu¨ber Phasenverzerrungen, solange die Grup-
penlaufzeitverzo¨gerungen einige Millisekunden nicht u¨berschreiten (Schroeder, 1975).
Bei zeitinvarianten Verzerrungen wa¨re eine bessere Empfindlichkeit gewo¨hnlich auch
nicht sinnvoll, da Phasenverschiebungen beispielsweise durch Wandreflexionen (Hall)
allenthalben auftreten. Nichtsdestoweniger ko¨nnen Phasenverzerrungen den Klang
von Sprachsignalen durchaus beeinflussen. Bei zeitvarianten Verzerrungen liegen die
Dinge etwas anders. So kann die A¨nderung der zeitlichen Struktur synthetischer vo-
kalartige Reize zur Wahrnehmung von Formantverschiebungen14 fu¨hren, ohne daß das
Amplitudenspektrum tatsa¨chlich gea¨ndert wurde (Schroeder und Strube, 1986).
Verdeckungseffekte
Weiterhin treten im Geho¨r Verdeckungseffekte auf: Ein kurz nach einem lauten Si-
gnal folgendes sehr leises Signal, welches fu¨r sich genommen wohl wahrgenommen
wu¨rde, wird von dem lauten Signal maskiert (zeitliche Nachverdeckung). Dies gilt
interessanterweise auch umgekehrt: Ein fru¨heres leises Signal kann durch ein spa¨teres
lautes Signal ebenfalls maskiert werden (Zwicker, 1982). Dies wirkt wie ein akausaler
Effekt, hat aber seine Ursache einfach in der nichtinstantanen Verarbeitung des Rei-
zes. Auch im Frequenzbereich werden leise Komponenten eines komplexen Gera¨usches
von benachbarten lauteren Komponenten maskiert (Frequenzverdeckung) (Zwicker,
1982).
Alle Arten von Verdeckungseffekten kann man sich beispielsweise fu¨r verlustbe-
haftete Audiokodierungstechniken zunutze machen, um zu erreichen, daß das rekon-
struierte Signal bei geringerem Informationsgehalt den gleichen perzeptiven Eindruck
hinterla¨ßt wie das Originalsignal (DCC, MiniDisc, MP3. Fu¨r eine U¨bersicht siehe
(Brandenburg und Bosi, 1997), fu¨r Vergleiche (Soulodre et al., 1998)).
Im Zusammenhang mit den beschriebenen Frequenzverdeckungseffekten findet
man ein anderes interessantes Pha¨nomen, na¨mlich das der Frequenzgruppen (critical
13Jitter: Statistische Abweichungen von der Synchronizita¨t.
14Formanten heißen die Resonanzen des Stimmkanals.
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Bands . Man stellt fest, daß die beschriebene gegenseitige Beeinflussung der Wahr-
nehmung benachbarter Frequenzanteile nur innerhalb gewisser Bandbreiten stattfin-
det. Sind die Signalkomponenten so weit voneinander entfernt, daß sie eine kritische
Bandbreite u¨berschreiten, endet die Beeinflussung relativ abrupt. Die Breite dieser
Frequenzgruppen ist frequenzabha¨ngig und definieret eine perzeptive Frequenzskala,
die Barkskala15, welche auf der fortlaufenden Numerierung der kritischen Ba¨nder ba-
siert. Es wurden verschiedene analytische Approximationen fu¨r diese Skala gegeben,
z. B. von Schroeder (1977)
z = 7 arcsinh
(
f
650 Hz
)
, (2.2)
von Zwicker und Terhardt (1980)
z = 13 arctan
(
7 600f
Hz
)
+ 3,5 arctan
(
f
7 500 Hz
)
(2.3)
und von Traunmu¨ller und Lacerda (1987)
z =
26,81f
1 960Hz + f
− 0,53. (2.4)
Dabei wird die Frequenz f in Hertz angegeben, z ist die resultierende Tonheit16 in
Bark. Vgl. zu den verschiedenen analytischen Ausdru¨cken auch (Traunmu¨ller, 1988).
Wahrnehmung von Sprachlauten
Nicht der ganze dem Ohr zuga¨ngliche Frequenzumfang wird fu¨r die Wahrnehmung von
Sprachlauten beno¨tigt. Experimente haben gezeigt, daß die wichtigsten zum Sprach-
versta¨ndnis no¨tigen Beitra¨ge im Bereich von 200–5 600 Hz liegen (Pavlovic und Stu-
debaker, 1984). Man kann dies ta¨glich bei der Benutzung eines Telefons neu erfahren.
Dieses Frequenzband entspricht ebenfalls etwa dem Bereich der ho¨chsten Empfind-
lichkeit des Geho¨rs (s. Seite 9) und dem Bereich der ho¨chsten Intensita¨ten des Sprach-
signals.
Innerhalb dieses Frequenzbereiches fu¨hren Sto¨rungen durch additives Rauschen
oder Filterungen zu typischen Erkennungsfehlern: Innerhalb des Systems der Laute
(Anhang B) werden benachbarte Laute verwechselt. Aus den spektralen Eigenschaften
dieser Laute la¨ßt sich schließen, daß die Stimmhaftigkeit eines Lautes anhand seiner
harmonischen Struktur erkannt wird, welche in tiefen Frequenzbereichen besonders
prominent ist (O’Shaughnessy, 1987). Auch die Hinweise auf die Artikulationsart17
liegen offenbar bei tiefen Frequenzen. Der Artikulationsort hingegen scheint im we-
sentlichen anhand von Merkmalen erkannt zu werden, die oberhalb von 1 kHz, insbe-
sondere in der Gegend des zweiten Formanten liegen (O’Shaughnessy, 1987).
15nach H. G. Barkhausen, dt. Physiker (1881–1956).
16Tonheit: Wahrnehmungsgro¨ße fu¨r die Frequenz, wird in Bark oder Mel (m = 2 595 lg
(
1 + f700 Hz
)
(O’Shaughnessy, 1987)) angegeben.
17Auf die Begriffe Artikulationsart und -ort wird auf Seite 12 noch na¨her eingegeangen.
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2.3. Lautspezifische Merkmale
Im letzten Abschnitt wurde bereits angesprochen, daß die Wahrnehmung bestimm-
ter phonemspezifischer Eigenschaften (Artikulationsart und -ort, etc.) an spezifische
Signaleigenschaften gebunden ist. Es liegt daher nahe, in der auditorischen Verarbei-
tung Detektoren fu¨r diese Eigenschaften zu vermuten bzw. solche fu¨r die automatische
Spracherkennung zu implementieren. Welche Eigenschaften das sind, soll im folgenden
kurz skizziert werden.
2.3.1. Vokale
Vokale zeichnen sich durch stimmhafte Anregung (anna¨hernd periodisches Signal),
starke und (bei nahezu stabiler Vokaltraktkonfiguration) relativ schmalbandige For-
manten sowie eine gewisse Dauer aus. Zur Diskriminierung stationa¨rer Vokale ist die
Kenntnis der Lage der ersten zwei oder drei Formanten ausreichend (Klein et al.,
1970). So zeichnen sich die vorderen Vokale durch relativ hohe Energie im zwei-
ten und dritten Formaten aus, wa¨hrend die Formantmuster der zentralen18 Vokale
gut getrennte Formanten ausgeglichener Energie aufweisen und die Energie der For-
manten oberhalb des zweiten bei den hinteren Vokalen stark abfa¨llt. Daru¨berhinaus
werden anhand der Anregungsfrequenz Annahmen u¨ber die Lage der Formanten ge-
troffen. Ho¨here Anregungsfrequenzen lassen auf einen weiblichen Sprecher oder ein
Kind schließen, so daß wegen der gegenu¨ber Ma¨nnern ku¨rzeren Vokaltrakte eine Ver-
schiebung der Formantfrequenzen nach oben erwartet wird. Um also beispielsweise
Verwechselungen von /i/ und /I/ zu vermeiden, muß auch die Anregungsfrequenz
bekannt sein (O’Shaughnessy, 1987).
Innerhalb eines natu¨rlichen Kontextes werden Vokale mit ihren Nachbarlauten
koartikuliert19 und selbst im Silbenkern nicht so pra¨gnant artikuliert wie im Falle iso-
lierter Vokale, d. h. die Formanten erreichen normalerweise nicht ihre Endpositionen
(O’Shaughnessy, 1987).
Den Vokalen zuordnen lassen sich auch die Diphthonge (Doppellaute), die sich
dadurch charakterisieren lassen, daß sie in der Na¨he der Artikulatorkonfiguration
eines Vokals starten und stetig in die Konfiguration eines anderen Vokals u¨bergehen.
2.3.2. Konsonanten
Konsonanten werden normalerweise nach Artikulationsart und -ort und als stimm-
haft/stimmlos klassifiziert (vgl. Anhang B).
Die Artikulationsart, welche es erlaubt, die Lautklassen Vokal (inklusive Liquid),
Nasal, Plosiv und Frikativ zu bestimmen, kann an spezifischen spektralen und Am-
plitudenmerkmalen unterschieden werden.
18Damit ist hier die Zungenposition bei der Artikulation des Vokals gemeint. Vgl. auch Abbildung B.1.
19Koartikulation: Gegenseitige Beeinflussung der Artikulation zeitlich benachbarter Laute.
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Nasale werden stimmhaft artikuliert. Die Mundho¨hle wird an einem Punkt voll-
sta¨ndig geschlossen und das Velum abgesenkt, um den Luftstrom durch den Nasal-
trakt und die Nasenlo¨cher entweichen zu lassen. Dadurch, daß die Mundho¨hle trotz
des Verschlusses akustisch an den Rachenraum gekoppelt bleibt, wirken ihre Reso-
nanzfrequenzen als Antiresonanzen in der Vokaltraktu¨bertragungsfunktion. Nasale
zeichnen sich gegenu¨ber Vokalen durch eine plo¨tzliche geringere Amplitude, breitere
(sta¨rker geda¨mpfte) Formanten und eine Energiekonzentration bei Frequenzen um
250 Hz aus (O’Shaughnessy, 1987).
Signale mit relativ langer Dauer und einer Energiekonzentration bei hohen Fre-
quenzen werden als Frikative erkannt. Stimmlose Frikative werden gebildet, indem der
Vokaltrakt an einer Stelle verengt wird, so daß dort der Luftstrom turbulent wird.
Auch hier wirken die Resonanzen der Ho¨hle vor der Einschnu¨rung als Antiresonanzen.
Stimmhafte Frikative gleichen den entsprechenden stimmlosen Frikativen bis auf die
zusa¨tzliche stimmhafte Anregung.
Plosive unterbrechen den Signalfluß kurzzeitig oder beginnen ein Signal mit einem
plo¨tzlichen Rauschimpuls. Sie werden durch einen vollsta¨ndigen Verschluß des Vo-
kaltraktes und anschließende plo¨tzliche Druckfreisetzung artikuliert. Plosive ko¨nnen
naturgema¨ß nur im Kontext mit anderen Lauten erkannt werden. Wichtig ist hierbei
die Verschlußdauer und (im vokalischen Kontext) der Verlauf der anschließenden For-
manten und die spektrale Lage des assoziierten Rauschimpulses. Stimmlose Plosive
unterscheiden sich von ihren stimmhaften Gegenstu¨cken im wesentlichen durch eine
kurze Pause (die behaucht sein kann) nach der Verschlußo¨ffnung, nach der erst die
Stimmlippenschwingung wieder einsetzt.
2.3.3. Relevanz von Vokalen und Konsonanten fu¨r die
Darstellung des u¨bermittelten Textes
Angesichts der großen Energie und Dauer, welche die vokalischen Anteile des akusti-
schen Signals enthalten, sind die Vokale fu¨r den u¨bermittelten Text von u¨berraschend
geringer Bedeutung. Betrachtet man beispielsweise den Titel dieses Abschnittes, so
kann dieser (in seiner Textform) anhand der enthaltenen Konsonanten leicht rekon-
struiert werden (1), wohingegen dies nur aus den enthaltenen Vokalen schwerlich
gelingt (2):
1. R_l_v_nz v_n V_k_l_n _nd K_ns_n_nt_n f_r d__ D_rst_ll_ng d_s _b_rm_tt_lt_n
T_xt_s
2. _e_e_a__ _o_ _o_a_e_ u__ _o__o_a__e_ _u¨_ _ie _a___e__u__ _e_ u¨_e__i__e__e_
_e__e_
Dies fu¨hrt so weit, daß beispielsweise in der hebra¨ischen Schrift Vokale nicht be-
zeichnet werden – der Leser muß die Vokale anhand ihm bekannter Vokalismusregeln
erga¨nzen (Miller, 1996).
In der Spracherkennung sind Vokale allerdings von großer Bedeutung (Cole et al.,
1996). Beispielsweise sind die Vokale in vielen Sprachen die silbenbildenden Laute und
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Tra¨ger der prosodischen Merkmale. Bei der Anwesenheit mehrerer Sprecher tragen die
Vokale wesentlich zur Trennbarkeit der A¨ußerungen der verschiedenen Sprecher bei.
A¨hnliches gilt fu¨r andere Sto¨rgera¨usche.
2.4. Merkmalsbildung
Die Ausfu¨hrungen der letzten Abschnitte legen bereits nahe, daß die direkte Klassifi-
zierung von Lauten auf dem Zeitsignal keine ada¨quate Methode fu¨r die automatische
Spracherkennung ist. Das Sprachsignal entha¨lt zuviel Redundanz und Information,
die auch dem menschlichen Ho¨rer nicht zuga¨nglich ist bzw. nicht von ihm genutzt
wird. Außerdem variiert das Signal auch fu¨r gleichlautende A¨ußerungen stark von
Fall zu Fall.
Der erste Schritt zur automatischen Spracherkennung besteht daher in einer Ana-
lyse und Aufbereitung des Sprachsignals zu Merkmals- oder Feature-Vektoren, die die
Redundanz und Variabilita¨t des Signals reduzieren, ohne dabei fu¨r die Lautklassifi-
kation wichtige Merkmale zu eliminieren.
Wie ebenfalls oben schon dargelegt, kann das Sprachsignal innerhalb kurzer Zeiten
als anna¨hernd stationa¨r betrachtet werden. Nach einer geeigneten Aussteuerung des
Signals, mo¨glicherweise unter Verwendung einer AGC (Automatic Gain Control) und
einer Ho¨henanhebung, um den mittleren spektralen Abfall des Sprachsignals von etwa
6 dB/Oktave20 auszugleichen, ist der na¨chste Schritt zur Analyse daher eine Zerlegung
des Sprachsignals in kurze Abschnitte.
2.4.1. Fensterung
An die Zerlegung eines Sprachsignals in einen Strom von gefensterten Signalstu¨cken
werden verschiedene Anforderungen gestellt. Zuna¨chst sollten die Fenster eine zeitlich
begrenzte La¨nge besitzen, d. h. fu¨r Fensterfunktionen w(t) : R → R soll gelten:
∃T1, T2 ∈ R, −∞ < T1 < T2 <∞ mit
w(t) = 0 fu¨r t < T1 und t > T2 (2.5)
Weiterhin sollen alle Anteile des Signals gleich gewichtet bleiben:
∞∑
n=−∞
wn(t)x(t) = x(t), (2.6)
d. h., das Signal wird durch Addition der gefensterten Signalstu¨cke wieder identisch
rekonstruiert. Daraus folgt insbesondere, daß die Fensterfunktionen beschra¨nkt sein
20Dieser spektrale Abfall tritt nur bei stimmhaften Signalteilen auf – stimmlose Signalteile haben eher
ein flaches Spektrum, so daß eine einheitliche Pra¨emphase nur ein Kompromiß ist.
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mu¨ssen und die Summe der Fenster nirgends verschwinden darf. Fu¨r alle t gilt also:
∃c ∈ R : wn(t) < c (2.7)
∞∑
n=−∞
wn(t) 6= 0 (2.8)
und mit 2.6:
∞∑
n=−∞
wn(t) = 1 (2.9)
In der Praxis wird zudem gewo¨hnlich gefordert, daß Fensterfunktionen nicht-negativ
und symmetrisch sein sollen. Außerdem wird normalerweise die gleiche Fensterfunk-
tion fu¨r alle Fenster verwendet, und das Signal wird a¨quidistant gefenstert, d. h. fu¨r
alle Zeiten t gilt:
w(t) ≥ 0 (2.10)
w(t) = w(−t) (2.11)
wn(t) = w(t− nT ), (2.12)
wobei T der Fenstervorschub ist.
Fensterla¨nge
Um die anna¨hernde Stationarita¨t des Sprachsignals auszunutzen, darf ein Zeitfenster
nicht zu lang sein. Andererseits sollte ein Fenster eine gewisse Mindestla¨nge aufweisen,
damit mindestens eine komplette (Quasi-)Periode des zu analysierenden Signals im
Fenster liegt. Ein typischer Kompromiß besteht darin, die Fenster eher etwas la¨nger
(etwa 20 ms) zu wa¨hlen, sich dafu¨r aber u¨berlappen zu lassen, indem man einen
geringeren Vorschub (etwa 5 ms) wa¨hlt. Um jetzt die Forderungen der Gleichungen 2.9
und 2.12 zu erfu¨llen, muß die Fensterla¨nge ein ganzzahliges Vielfaches des Vorschubs
betragen. Die Wahl einer bestimmten Fensterform kann die mo¨glichen Verha¨ltnisse
von Fenstervorschub und Fensterla¨nge weiter eingeschra¨nken, wenn die Bedingung
2.9 eingehalten werden soll.
Spektrale Eigenschaften
In den vorangegangenen Abschnitten war ha¨ufiger von spektralen Eigenschaften die
Rede, die bestimmte Laute von anderen unterscheidbar machen. Um solche Eigen-
schaften sichtbar zu machen, werden die gefensterten Signalstu¨cke in der weiteren
Verarbeitung oft fouriertransformiert. In diesem Zusammenhang sind die Eigenschaf-
ten des Spektrums der Fensterfunktionen interessant.21
21Nach den gemachten Annahmen ist jede Fensterfunktion ein Element des Raumes der quadratin-
tegrablen Funktionen (L2). Da der L2 sein eigener Dualraum ist, besitzt jede Fensterfunktion eine
Fouriertransformierte.
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Die Forderung nach zeitbeschra¨nkten Fenstern (Gleichung 2.5) erzwingt ein un-
endliches Spektrum des Fensters. Die Forderung eines nicht-negativen Fensters (Glei-
chung 2.10) bewirkt, daß das Fenster die Charakteristik eines Tiefpaßes besitzt. Die
Multiplikation des Originalsignals fu¨hrt nach dem Faltungssatz zu einer Faltung des
Signalspektrums mit dem Spektrum des Fensters, so daß jede Harmonische des Signals
mit dem Fensterspektrum verschmiert wird. Man wu¨nscht sich daher ein mo¨glichst
gut lokalisiertes Fensterspektrum mit steilem Abfall zu ho¨heren Frequenzen. Auskunft
u¨ber das asymptotische Verhalten des Fensterspektrums gibt das Riemannsche Lem-
ma:
Sei f(t) eine zeitbeschra¨nkte integrierbare Funktion. Sei F (ω) :=
∫ b
a
f(t)e−iωt dt
ihre Fouriertransformierte. Dann gilt
F (ω) = O
(
1
ω
)
fu¨r |ω| → ∞. (2.13)
Sei nun f(t) eine n-mal differenzierbare quadratintegrable Funktion. Dann ist das
Spektrum der ersten Ableitung iωF (ω) und wegen des Riemannschen Lemmas von
der Ordnung O ( 1
ω
)
. Also muß F (ω) wie 1
ω2
abfallen. Durch wiederholte Anwendung
ergibt sich
F (ω) = O
(
1
ωn+1
)
. (2.14)
Viele der gemachten Vorgaben stehen im Widerspruch zueinander, so daß jede
Fensterfunktion nur einen Kompromiß darstellen kann. Optimal im Sinne einer maxi-
malen Energiekonzentration innerhalb einer gegebenen Bandbreite sind die Prolaten
Spha¨roidfunktionen (Stearns und Hush, 1999). Das Zeit-Bandbreiten-Produkt wird
durch Gaußfunktionen minimiert (die allerdings nicht zeitbegrenzt sind). Einen guten
Kompromiß stellt das Hann-Fenster dar, welches durch eine Cosinusperiode realisiert
wird. Um die Leistung des ersten Seitenbandes zu reduzieren, hat R. W. Hamming
dieses Fenster mit einem kleinen Rechtecksockel modifiziert, wodurch sich allerdings
das asymptotische Verhalten des Fensters wieder verschlechtert. Dieses Hamming-
Fenster ist in der Sprachsignalanalyse besonders verbreitet:
h(t) =
{
0,54− 0,46 cos (pi t
T
)
fu¨r − T < t < T
0 sonst.
(2.15)
Alle diese Cosinus-Fenster summieren sich wieder zu 1 auf, wenn (bei geeigneter Nor-
mierung) der Fenstervorschub ganzzahlige Bruchteile der halben Fensterla¨nge (Fen-
sterla¨nge hier: 2T ) betra¨gt.
Details zu den genannten Fensterfunktionen findet man beispielsweise bei Stearns
und Hush (1999) oder bei Schroeder (1990).
2.4.2. Parametrisierung
Nachdem das Sprachsignal gefenstert worden ist, ist es fu¨r die meisten Anwendungen
sinnvoll und u¨blich, das Signal innerhalb der Fenster zu parametrisieren. Die dazu
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eingesetzten Transformationen haben ha¨ufig die Form
y(n) =
∫ ∞
−∞
Tx(t)w(t− nT ) dt (2.16)
Auf diese Weise gewonnene Parameter ko¨nnen Kurzzeit-Mittelwert der Energie oder
Amplitude sein (mit Tx = 1
T
x2 oder Tx = 1
T
|x|, T : Fensterla¨nge), mittlere Null-
durchgangsraten (etwas lax: Tx = 1
2T
| d
dt
sgnx|) oder Autokorrelationen (mit Tx(t) =
x(t)x(t− τ)).
Neben diesen zeitlichen Charakteristika sind insbesondere spektrale Parameter
von besonderem Interesse. Solche Parameter ko¨nnen durch Operatoren der Form
T = e−iωt gewonnen werden. Durch diese Transformation erha¨lt man fu¨r jedes gefen-
sterte Signalsegment ein Spektrum. Ein Spektrogramm als Funktion der Zeit ergibt
sich dann durch die zeitliche Aneinanderreihung der Spektren der einzelnen Signal-
segmente. Dabei wird die Phaseninformation gewo¨hnlich verworfen, da sie wenig zum
Sprachversta¨ndnis beitra¨gt.
Es hat sich in der Praxis außerdem durchgesetzt, die entstehenden Spektrogramme
in ihrer Dynamik zu komprimieren. Dies stellt sich allgemein als vorteilhaft heraus und
steht im Einklang mit der Funktionsweise des Geho¨rs. U¨blich ist eine Potenzierung
analog Gleichung 2.1 oder eine Logarithmierung. Besonders die Logarithmierung wird
auch zur Datenreduktion eingesetzt: Wenn man einerseits davon ausgeht, daß die Be-
wegung der Artikulatoren langsamer vonstatten geht als die Anregung des Vokaltrak-
tes durch die Glottisschwingungen (Abschnitt 2.1.1), und man andererseits annimmt,
daß das Signal der Glottisschwingungen durch den Vokaltrakt gefiltert wird, dann
kann das Gesamtsignal entfaltet werden, indem man das Produkt von Glottisspek-
trum und Vokaltraktspektrum durch Logarithmierung in eine Summe transformiert.
Wendet man auf diese Summe eine weitere Fouriertransformation an,22 so gibt deren
niederquefrenter Anteil die Vokaltraktfilterung wieder, wohingegen der hochquefrente
Anteil die Stimmlippenschwingungen repra¨sentiert. Durch eine Tiefpaßlifterung las-
sen sich dann die cepstralen Anteile der anregenden Schwingungen eliminieren.
Ein weiterer verbreiteter Vorverarbeitungsschritt besteht in der Anpassung der
Spektren an eine geho¨rorientierte Frequenzskala, wie sie etwa durch die Gleichungen
2.4 oder 2.3 gegeben ist. Dies geschieht durch Mittelung u¨ber die Kana¨le der FFT23,
etwa u¨ber die Bandbreite jeweils eines Barkkanals. Das resultierende Spektrogramm
besitzt dann – je nach Abtastfrequenz – beispielsweise 19–21 Barkkana¨le. Welche Fre-
quenzskala nun genau verwendet wird, oder ob man auf Fourier-, LPC-24, Filterbank-
oder Cepstrumskoeffizienten arbeitet, ist von Fall zu Fall verschieden.
22Diese Transformation wird nach J. W. Tukey als Cepstrum bezeichnet. Die Entsprechung der Fre-
quenz nannte er konsequenterweise Quefrenz und Filteroperationen auf dem Cepstrum Lifterungen.
23FFT: Fast Fourier Transform. FFT ist ein schneller Algorithmus zur Berechnung einer Diskreten
Fouriertransformation (DFT).
24LPC: Linear Predictive Coding. Die LPC-Methode versucht, durch eine Linearkombination von n
vergangenen Signalwerten auf den na¨chsten Signalwert zu schließen (Lineare Pra¨diktion). Die Anzahl
n der Koeffizienten ist die Ordnung der Analyse. Die Methode fußt auf der Annahme eines anna¨hernd
stationa¨ren Signals. Vgl. hierzu (Markel und Grey, Jr., 1976).
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Zusa¨tzlich zu den beschriebenen zeitlichen und spektralen Parametern ko¨nnen
auch Merkmale ho¨herer Ordnung generiert und erga¨nzend oder ausschließlich zur
Bildung von Merkmalsvektoren verwendet werden. Dazu geho¨ren Parameter wie die
Ausgabe eines Stimmhaft/Stimmlos-Klassifikators, eines Signal/Stille-Detektors oder
eines Formant-Trackers. Diese Parameter verlagern etwas von der Kompetenz des
nachfolgenden Laut-Klassifikators in die Vorverarbeitung. Solche Parameter sind al-
lerdings nicht immer sicher zu bestimmen, und fehlerhafte Parameter dieser Art fu¨h-
ren spa¨ter naturgema¨ß fast zwangsla¨ufig zu einer Fehlklassifikation der zugeho¨rigen
Laute.
2.5. Mustererkennung
Nachdem das Sprachsignal in der beschrieben Weise vorbereitet worden ist, stellt es
sich als ein Strom von n-dimensionalen Merkmalsvektoren dar, wobei n gewo¨hnlich
im Bereich von 10–30 anzusiedeln ist. Die Strom ist zeitlich zumeist a¨quidistant und
hat eine Frequenz von typischerweise 200 Vektoren pro Sekunde.
Man ko¨nnte nun erwarten, daß die Vorverarbeitung eine brauchbare Trennung der
Vektoren nach Lautklassen innerhalb des durch die Vektoren aufgespannten Raumes
ermo¨glichen wu¨rde. Leider ist dies im allgemeinen nicht der Fall, nicht zuletzt, weil
die Vektoren unter der Annahme der anna¨hernden Stationarita¨t des Sprachsignals
gebildet wurden, andererseits aber ein großer Teil der im Sprachsignal enthaltenen
Information in der Form dynamischer Eigenschaften codiert ist. Dies fu¨hrt beispiels-
weise fu¨r lange Vokale zu einer recht guten Clusterung, Plosive aber ko¨nnen nur im
Kontext mehrerer aufeinanderfolgender Vektoren erkannt werden. Um dies zu unter-
stu¨tzen, werden ha¨ufig sogenannte Delta-Merkmale (Differenzen zweier aufeinander-
folgender Merkmalsvektoren) gebildet. Auch Delta-Delta-Merkmale werden benutzt
(Differenzen der Differenzenvektoren) (Rabiner und Juang, 1993). Diese Parameter
werden zu einem neuen, ho¨herdimensionalen Vektor kombiniert, der dann als neuer
Merkmalsvektor dem Klassifikator zugefu¨hrt wird.
Eine andere Methode zur Beru¨cksichtigung der dynamischen Eigenschaften des
Sprachsignals ist die Arbeit auf mehreren aufeinanderfolgenden Merkmalsvektoren
(Lang et al., 1990). Dies schließt die gleichzeitige Verwendung der eben beschriebenen
Deltamerkmale nicht aus.
2.5.1. Segmentierung
Um den Kontext der einzelnen Merkmalsvektoren beru¨cksichtigen zu ko¨nnen, kann
der Strom der Vektoren in geeignete Einheiten segmentiert werden. Die Wahl der
Segmentierung ha¨ngt von der Aufgabenstellung des Erkennungssystems ab. So ist die
natu¨rliche Segmentierung von Einzelworterkennungssystemen durch die Wortgrenzen
gegeben, die sich durch Pausen zwischen Wo¨rtern relativ gut bestimmen lassen. Ein-
zelworterkenner werden ha¨ufig fu¨r Kontroll- und Steuersysteme eingesetzt, die einen
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relativ beschra¨nkten Wortschatz beno¨tigen. Dadurch ist die Anzahl der zu klassifizie-
renden A¨ußerungen relativ gering.
Systeme zur Erkennung fließender Sprache sind ha¨ufig fu¨r einen gro¨ßeren Wort-
schatz ausgelegt, was die Klassifikation erschwert. Außerdem treten in fließender Spra-
che keine deutlich erkennbaren Wortgrenzen auf. Deswegen arbeiten diese Systeme ge-
wo¨hnlich auf Subworteinheiten (SWE) wie Silben, Halbsilben, Triphonen, Diphonen
oder Phonen. Silben lassen sich recht gut im Silbenkern durch ein Energiekriterium
segmentieren. Hier sind auch die Koartikulationseffekte im allgemeinen geringer als
am Silbenrand. Allerdings existieren beispielsweise im Deutschen oder im Englischen
tausende verschiedener Silben. Auf der anderen Seite weist eine phonweise Segmentie-
rung die geringste Anzahl von Klassen auf (im Englischen etwa 40). Diese sind aber
schwieriger zu separieren und zeigen deutliche Koartikulationseffekte. Die u¨brigen ge-
nannten Segmentierungen stellen Kompromisse zwischen diesen beiden Extremen dar.
Daru¨berhinaus ist auch eine selbstorganisierte Segmentierung aufgrund von A¨hnlich-
keiten von – und der Dynamik zwischen – aufeinanderfolgenden Merkmalsvektoren
in SWE mo¨glich, die nicht notwendigerweise einer der genannten linguistischen Ka-
tegorien entsprechen mu¨ssen (Behme und Brandt, 1993).
Auch fu¨r das Training eines Spracherkennungssystems ist eine – wie auch immer
geartete – Segmentierung verbreitet. Diese basiert letztlich immer auf einem Labe-
ling25 der einzelnen Segmente der Trainings- oder Vergleichsmustermenge durch einen
Menschen. Weitere Trainingsdaten ko¨nnen automatisch oder halbautomatisch durch
ein existierendes Spracherkennungssystem gelabelt werden. In der Anwendung lo¨sen
viele Spracherkennungssysteme das Problem der Segmentierung, indem sie diese nicht
explizit vornehmen, sondern auf einem gro¨ßeren Zeitfenster fester La¨nge (Lang et al.,
1990) oder gleich auf ganzen Sa¨tzen arbeiten.
Ein Segmentlabeling kann auch vollsta¨ndig vermieden werden bzw. vollsta¨ndig
automatisch generiert werden: Angenommen, die Erkennung soll auf der Basis ge-
eigneter SWE stattfinden. Eine ausreichende Zahl im Wortlaut bekannter Trainings-
a¨ußerungen stehe zur Verfu¨gung, sowie ein Lexikon, mit dessen Hilfe der Wortlaut
der A¨ußerungen in die gegebenen SWE zerlegt werden kann. Dann kann eine An-
einanderreihung der richtigen, also den den SWE des Lexikons entsprechenden
HMMs,26 zur Modellierung der bekannten A¨ußerungen verwendet werden. Die A¨uße-
rungen werden in eine Anzahl Abschnitte gleicher La¨nge zerlegt, die der Anzahl der
SWE in der A¨ußerung entspricht. Jedem HMM werden die zugeho¨rigen Segmente zu-
gewiesen. Im Prinzip (auf Details soll hier nicht eingegangen werden) wird nun jedes
HMM mit den entsprechenden Segmenten trainiert. Daraufhin kann die HMM-Kette
zur Neusegmentierung der A¨ußerungen verwendet und das Verfahren bis zur Konver-
genz iteriert werden. Da die jeweiligen HMMs durch das Lexikon mit den zugeho¨rigen
SWE-Lautungen assoziiert sind, kann so im Bedarfsfall gleichzeitig ein Labeling der
25Labeling: Bezeichung eines Segmentes mit seinem Lautwert.
26HMM: Hidden-Markov-Modell. Sollte der geneigte Leser mit der Funktionsweise von HMMs noch
nicht vertraut sein, mo¨ge er diesen Absatz u¨berspringen oder sich zuna¨chst in Abschnitt 2.5.3 infor-
mieren.
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A¨ußerungen gewonnen werden. Details zu dem beschriebenen Verfahren findet man
in (Rabiner und Juang, 1993).
2.5.2. Einzelworterkennung durch DTW
DTW steht fu¨r Dynamic Time Warping (Sakoe und Chiba, 1978) und ist ein Pattern-
Matching-Algorithmus aus der Gruppe der Dynamischen Programmierung (Bronstein
und Semendjajew, 1982). Die Methode macht den Ansatz, daß gleichlautende A¨uße-
rungen sich voneinander im wesentlichen durch die Sprechgeschwindigkeit unterschei-
den und ihre Merkmalsvektorenstro¨me daher durch eine nichtlineare Verzerrung der
Zeitachsen einander angeglichen werden ko¨nnen. Der Algorithmus findet diejenige
Verzerrung, die bezu¨glich eines Abstandsmaßes27 optimal ist. Der Erkennungsprozeß
besteht darin, daß eine zu erkennende A¨ußerung an die Prototypen der A¨ußerungen
des Vergleichswortschatzes angeglichen wird. Im einfachsten Falle gilt diejenige A¨u-
ßerung als erkannt, zu der der verbleibende (akkumulierte) Abstand (DTW-Abstand)
am geringsten ist. Das genaue Verfahren ist in Anhang A.1 erkla¨rt.
Diese Methode kommt ohne Training aus, wird aber – obwohl der Algorithmus
auch auf die Erkennung fließender Sprache ausgedehnt werden kann – trotz guter
Erkennungsraten heute kaum noch zur Spracherkennung verwendet, da der Rechen-
aufwand bei der Erkennung weit gro¨ßer ist, als etwa bei dem im folgenden Abschnitt
beschriebenen Verfahren. In dieser Arbeit wird der Algorithmus zur Einzelworterken-
nung und zur Berechnung eines A¨hnlichkeitsmaßes zwischen Sprechern (Abschnitt
4.4.1) eingesetzt.
2.5.3. Erkennung fließender Sprache durch
Hidden-Markov-Modelle
Bei der im folgenden beschriebenen Methode macht man die Annahme, daß bei der
Gesamtheit mo¨glicher Folgen von Merkmalsvektoren die Wahrscheinlichkeit fu¨r das
Auftreten eines bestimmten Merkmalsvektors in einer dieser Folgen allein durch den
unmittelbar zuvor beobachteten Merkmalsvektor gegeben ist. Aufgrund dieser An-
nahme werden fu¨r die in Betracht kommenden A¨ußerungen statistische Modelle ge-
bildet. Einem Strom von Merkmalsvektoren werden auf der Basis dieser Modelle je-
weils Wahrscheinlichkeiten zugeordnet. Die wahrscheinlichste A¨ußerung wird als er-
kannt angenommen. Derzeit sind Spracherkennungssysteme auf der Basis von Hidden-
Markov-Modellen (HMM) die erfolgreichsten und verbreitetsten Systeme. Daher soll
im folgenden etwas na¨her auf das Prinzip eingegangen werden.
27Dieser Abstand ist gewo¨hnlich kein Abstand im mathematischen Sinne, sondern ein Fehlermaß wie
die mittlere quadratische Abweichung oder die Korrelation (das Skalarprodukt) der verglichenen
Merkmalsvektoren.
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Markov-Ketten
Unter einem (zeitdiskreten) Markov-Prozeß oder einer Markov-Kette (erster Ord-
nung) versteht man einen stochastischen Prozeß, dessen zuku¨nftige Erscheinung al-
lein von seinem gegenwa¨rtigen Zustand bestimmt wird. Eine solche (endliche) Mar-
kov-Kette besitzt eine Anzahl N von Zusta¨nden, Anfangswahrscheinlichkeiten pii =
P (q1 = i) zur Zeit 1 den Zustand i eingenommen zu haben und U¨bergangswahr-
scheinlichkeiten aij = P (qt+1 = j|qt = i) vom Zustand i in den Zustand j zu wech-
seln. Ein beliebtes Beispiel ist das folgende Wettersystem. Das Wetter mo¨ge die drei
Zusta¨nde 1=Regen, 2=Bewo¨lkt und 3=Sonnig annehmen ko¨nnen. Es gelten folgende
U¨bergangswahrscheinlichkeiten:
A = (aij) =
0,4 0,3 0,30,2 0,6 0,2
0,1 0,1 0,8
 (2.17)
Damit ist die Wahrscheinlichkeit, daß es morgen regnet (Zustand 1), wenn heute die
Sonne scheint (Zustand 3) a31 = 0,1.
Hidden-Markov-Prozesse
In obigem Beispiel ist der Zustand, in dem sich der Markov-Prozeß befindet, direkt
beobachtbar. Ist hingegen an den Zustand selbst ein stochastischer Prozeß geknu¨pft,
dessen Ergebnis die einzige Observable ist, spricht man von einem Hidden-Markov-
Prozeß. Ein Beispiel hierfu¨r sei der folgende Prozeß: Ein Mensch wu¨rfelt hinter einem
Vorhang mit einer Anzahl Wu¨rfel, die sich aus einem Markov-Prozeß bestimmt. Die
einzige Observable sei die Gesamtzahl der geworfenen Augen. Lautet das Ergebnis
beispielsweise 4, so ist unbekannt, ob er mit einem Wu¨rfel eine 4 oder beispielsweise
mit zwei Wu¨rfeln eine 1 und eine 3 geworfen hat. Um diesen Prozeß zu beschreiben,
beno¨tigt man zusa¨tzlich zu den Parametern des einfachen Markov-Prozesses die
Emissionswahrscheinlichkeiten bj(k) = P (ot = vk|qt = j), mit denen im Zustand j
das Symbol vk emittiert wird. (ot ist hier das beobachtete Symbol zur Zeit t).
Werden HMMs in der automatischen Spracherkennung eingesetzt, so besteht die
Beobachtungssequenz zuna¨chst aus einer Folge von Merkmalsvektoren. Jeder Zustand
j eines HMM kann – entsprechend den zugeho¨rigen Emissionswahrscheinlichkeiten
bj(k) – Merkmalsvektoren vk bzw. deren Index emittieren. Da die bj(k) zuna¨chst ei-
ne diskrete Verteilung darstellen, kann man den Raum der Merkmalsvektoren durch
eine Vektorquantisierung28 in eine Voronoi -Zerlegung mit beispielsweise 64–256 Ele-
menten diskretisieren.29 Dadurch entsteht ein Codebuch, also eine indizierte Menge
der typischen, jeweils einen diskreten Bereich des Merkmalsraumes repra¨sentierenden
Vektoren. Eine klassische Methode hierfu¨r ist der LBG-Algorithmus (benannt nach
seinen Erfindern Linde, Buzo und Grey (Buzo et al., 1980; Linde et al., 1980)). Die
28Zur Vektorquantisierung findet man bei Makhoul et al. (1985) eine scho¨ne Darstellung.
29Auf die heute zumeist verwendeten kontinuierlichen oder semikontinuierlichen Emissionswahrschein-
lichkeiten wird auf Seite 23 noch na¨her eingegangen.
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bj(k) stellen dann die Wahrscheinlichkeiten dar, im Zustand j einen durch den Code-
buchvektor k repra¨sentierten Merkmalsvektor zu beobachten. Die einzelnen Zusta¨nde
eines HMM bezeichnen dann lautliche Untereinheiten, die im Verlauf einer A¨uße-
rung auftreten. Da die Laute einer A¨ußerung eine zeitliche Ordnung besitzen, ist die
Struktur eines solchen HMM die eines Links-Rechts- oder Bakis-Modells (Jelinek,
1976), welche gleichfalls eine Ordnung besitzen: Man kann, von einem ausgezeich-
neten Anfangszustand startend, nur zu Zusta¨nden ho¨herer Ordnung gelangen, oder
anders gesagt: Die U¨bergangswahrscheinlichkeiten aij sind gleich Null fu¨r j < i. In
der automatischen Spracherkennung haben sich Modelle mit aij = 0 fu¨r j > i + 2
als geeignet und ausreichend flexibel erwiesen, d. h., es sind U¨berga¨nge von einem
Zustand auf sich selbst, den na¨chsten und den u¨berna¨chsten Zustand erlaubt, alle
anderen Wechsel finden nicht statt.
Die Anwendung dieses Konzeptes auf die automatische Spracherkennung geschieht
nun fu¨r den einfacheren Fall einer Einzelworterkennung mit begrenztem Wortschatz in
solcher Weise, daß fu¨r jede in Frage kommende A¨ußerung w ein eigenes HMM gebildet
wird, gegebenenfalls mit einer je nach Wortla¨nge verschiedenen Anzahl von Zusta¨nden
und mit Parametern piwi = 1 fu¨r i = 1 (den Startzustand) und pi
w
i = 0 fu¨r alle
anderen Zusta¨nde sowie fu¨r das jeweilige Wort geeigneten Aw und Bw (der Matrix der
bwj (k)), wobei der Index w das jeweilige Wort bezeichnet. Fu¨r jede hereinkommende
A¨ußerung wird fu¨r jedes Wortmodell die ho¨chste Wahrscheinlichkeit berechnet, mit
der es die jeweilige Beobachtungssequenz emittiert haben kann. Im einfachsten Fall
wird dasjenige Wort erkannt, welches durch das HMM mit dem ho¨chsten Ergebnis
modelliert wird.
Fu¨r das Training von HMM-Erkennern existieren zahlreiche Beschreibungen (z. B.
(Rabiner, 1989)). Die Problematik soll hier daher nur kurz angerissen werden. Bei
der Beschreibung eines stochastischen Prozesses durch HMMs steht man vor drei
Fragestellungen:
1. Gegeben sei die Beobachtungssequenz o = (o0, . . . , oT ) und ein HMM λ(A,B,pi)
mit pi = (pi1, . . . , piN). Wie berechnet man die Wahrscheinlichkeit P (o|λ) fu¨r das
Auftreten der Beobachtungssequenz bei gegebenem Modell?
2. Gegeben sei die Beobachtungssequenz o = (o0, . . . , oT ) und ein HMM λ(A,B,pi).
Welches ist dann diejenige Zustandssequenz q = (q1, . . . , qT ), welche die Beob-
achtung – fu¨r ein geeignetes Optimierungskriterium – in optimaler Weise be-
schreibt?
3. Wie mu¨ssen die Parameter des Modells λ(A,B,pi) gewa¨hlt werden, damit P (o|λ)
maximiert wird?
Fu¨r alle diese Probleme existieren effektive Algorithmen. Klassischerweise wird das
Problem 1 durch den sogenannten Forward-Backward -Algorithmus gelo¨ßt, Problem 2
durch den Viterbi -Algorithmus und Problem 3 durch den Baum-Welch-Algorith-
mus. Auch auf diese Algorithmen soll hier nicht weiter eingegangen werden. Fu¨r
Details vgl. z. B. wiederum (Rabiner, 1989).
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Die diskreten Emissionswahrscheinlichkeiten B erfordern eine Quantisierung des
Merkmalsraumes. Dabei geht notwendigerweise ein Teil der in den Merkmalsvekto-
ren enthaltenen Information verloren. Ein naheliegendes alternatives Verfahren wa¨re
die Zuordnung einer kontinuierlichen Verteilungsfunktion bj(x) zu jedem Zustand j,
welche direkt die Wahrscheinlichkeit beschreibt, den Merkmalsvektor x im Zustand
j zu beobachten. Da die Scha¨tzung dieser Wahrscheinlichkeiten wiederum unrealisti-
sche Datenmengen beno¨tigen wu¨rde, wird statt dessen gemeinhin eine parametrisierte
Verteilung wie die Gaußverteilung angenommen, fu¨r die nur der Mittelwert und die
Varianz zu scha¨tzen ist, oder Mischungen (Linearkombinationen) von Verteilungen
(Rabiner und Juang, 1993). Ein rechenzeitfreundlicher Kompromiß zwischen dem
eben beschriebenen kontinuierlichen und dem diskreten Fall ist die Abdeckung des
Merkmalsraumes mit fu¨r alle Zusta¨nde identischen (Gaußschen) Wahrscheinlich-
keitsverteilungen, die a¨hnlich wie bei der Zerlegung des Raumes durch die Vektor-
quantisierung gefunden werden (Rabiner und Juang, 1993). Die Zusta¨nde emittieren
dann wiederum die Parameter fu¨r Linearkombinationen der verschiedenen Gaußver-
teilungen. Dieser Ansatz wird ha¨ufig als semikontinuierlich bezeichnet.
Fu¨r den Fall eines Spracherkennungssystems fu¨r fließende Sprache und großen
Wortschatz ist die Verwendung von Wortmodellen aus den in Abschnitt 2.5.1 be-
schriebenen Gru¨nden ungeeignet. Statt dessen wa¨hlt man hier HMMs, die geeignetere
SWE modellieren, wie beispielsweise Di- und Triphone.
Um nun einen ganzen Satz erkennen zu ko¨nnen, kann man naheliegenderweise
nicht jede denkbare Aneinanderreihung der HMMs in Betracht ziehen. Statt dessen
wird z. B. folgendermaßen vorgegangen (Rabiner und Juang, 1993): Die in Frage ste-
hende A¨ußerung besitze die La¨nge T . Fu¨r jedes SWE-Modell und jeden Zeitpunkt
0 < t ≤ T wird die ho¨chste Wahrscheinlichkeit berechnet, mit der das gegebene Mo-
dell die zugeho¨rige Merkmalsvektorfolge emittiert haben kann. Im na¨chsten Schritt
wird, ausgehend vom fru¨hest mo¨glichen Startpunkt (welcher durch die Mindestla¨nge
der von allen Modellen generierbaren Beobachtungssequenzen gegeben ist) bis zum
Ende der A¨ußerung wiederum die na¨mliche Berechnung durchgefu¨hrt. Die sich er-
gebenden ho¨chsten Wahrscheinlichkeiten werden mit denen des vorherigen Schrittes
multipliziert (bzw. addiert, wenn man, wie in der Praxis u¨blich, mit logarithmierten
Wahrscheinlichkeiten arbeitet). Das Verfahren wird fortgesetzt, bis eine vorher festge-
legte Maximalzahl von Schritten (entsprechend einer maximalen SWE-Folgenla¨nge)
erreicht ist. In jedem Schritt merkt man sich fu¨r jeden Zeitpunkt dasjenige Modell,
welches mit der ho¨chsten Wahrscheinlichkeit dorthin gefu¨hrt hat. Zum Schluß wird
die SWE-Folge zuru¨ckverfolgt, welche den Endpunkt der A¨ußerung mit der ho¨chsten
akkumulierten Wahrscheinlichkeit erreicht. Auch dieses Verfahren ist eine Methode
der Dynamischen Programmierung und a¨hnelt deutlich dem DTW-Algorithmus.
2.6. Ho¨here Verarbeitung
Das in Abschnitt 2.5.3 beschriebene Verfahren kann durch die Beru¨cksichtigung mehr-
erer alternativer Kandidaten (SWE-Folgen) erweitert werden. Ha¨ufig werden auch
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noch mehr oder weniger einfache Grammatiken hinzugefu¨gt, die beschreiben, wie
wahrscheinlich es in der jeweiligen Sprache ist, daß die erkannte SWE-Folge auftritt.
Diese Sprachmodelle ko¨nnen ebenfalls als HMMs konzipiert werden. Besonders po-
pula¨r sind Digramm- oder Trigramm-Grammatiken, die sich darauf beschra¨nken, die
Wahrscheinlichkeit des Auftretens einer SWE in ihrem unmittelbaren Kontext zu
beschreiben, da sich hierfu¨r Statistiken noch mit vertretbarem Datenaufwand berech-
nen lassen. Anschließend ko¨nnen dann beispielsweise Lexika herangezogen werden,
um aus dem erkannten Symbolstrom zula¨ssige Wo¨rter abzuleiten. Auf dem resultie-
renden Wortstrom kann wiederum analog verfahren werden: Auch hier ko¨nnen durch
Bestimmung der jeweiligen Wortklasse und unter Einbeziehung grammatischen und
semantischen Wissens Modelle zur Bewertung der Wortfolge gebildet werden. Die je-
weiligen Bewertungen ko¨nnen ggf. als Gewichtungen in den Schritten des auf Seite 23
beschriebenen Suchprozeßes eingebracht werden.
Die hier beschriebenen Verfahren sind exemplarisch, aber realistisch und typisch.
Es gibt allerdings zahllose Variationen und alternative Konzepte, wie beispielsweise
die Merkmalsbildung auf der Basis akustisch-artikulatorischer Parameter anstelle von
spektralen Parametern oder die Phonemerkennung auf der Basis ku¨nstlicher neurona-
ler Netzwerke, sowie hybride Systeme, bei denen etwa die Parameter der HMMs durch
Neuronale Netze modifiziert werden. Letzten Endes illustriert die vorherrschende Ver-
wendung von spektralen Merkmalen in Verbindung mit wie auch immer gearteten
stochastischen Modellen eine trotz aller Anstrengungen nach wie vor unvollsta¨ndige
Kenntnis von der Struktur der akustischen Realisation sprachlicher A¨ußerungen.
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In der Einleitung wurde dargelegt, daß der Erkennungsfehler eines Spracherkennungs-
systems bei gegebenem Merkmalsraum sowohl mit der Anzahl der zu unterscheiden-
den Lautklassen (Wo¨rter, SWE) steigt als auch mit der Streuung, die diese Einheiten
innerhalb ihrer Klasse besitzen. Im letzten Kapitel wurde auf die Vorverarbeitung und
Aufbereitung des Sprachsignals eingegangen, welche zum Ziel hat, redundante und fu¨r
die Klassifikation nicht verwertbare Information aus dem Sprachsignal zu entfernen.
Im folgenden sollen Zusammenha¨nge dargestellt werden, die zu Streuungen innerhalb
der jeweiligen Klassen fu¨hren und von den beschriebenen Vorverarbeitungsmethoden
nicht bzw. nicht vollsta¨ndig erfaßt werden.
3.1. Variabilita¨t des Sprachsignales
Die Ursachen fu¨r die unterschiedlichen Signale, die ein Erkennungssystem auch bei
gleichen Lauten registriert, sind vielfa¨ltig und teilweise miteinander verquickt. Sie
lassen sich grob unterteilen in solche, die vom U¨bertragungskanal herru¨hren, und in
solche, die in den unterschiedlichen Realisationen der Laute durch die Sprecher selbst
begru¨ndet sind.
3.1.1. U¨bertragungskanalinduzierte Ursachen
Der U¨bertragungsweg zwischen dem von den Lippen (und der Nase) des Sprechers
abgestrahlten Schall und dem digitalisierten akustischen Signal, welches letztlich dem
Erkenner zugefu¨hrt wird, besteht aus dem Raum, in dem der Sprecher spricht, und
der Aufnahmeapparatur. Wichtige Ursachen fu¨r die durch den U¨bertragungsweg ein-
gefu¨hrten Variabilita¨ten liegen in der nicht vollsta¨ndig reproduzierbaren Position des
Sprechers, welche zu verschiedenen Raumu¨bertragungsfunktionen fu¨hrt; genausowe-
nig ist im allgemeinen die Entfernung zum Mikrofon und die Sprechrichtung kon-
stant. Modifikationen im Aufnahmesystem, wie z. B. der Wechsel des Mikrophons,
fu¨hren ebenfalls zu Variationen des Signals. In der praktischen Anwendung sind Sto¨r-
gera¨usche (Lu¨fterrauschen, Kaffeemaschine) so wenig zu vermeiden wie ein gewisses
Grundrauschen in der Aufnahmeapparatur.
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3.1.2. Sprecherinduzierte Ursachen
Die unterschiedliche Realisation gleicher Laute durch einen oder mehrere Sprecher ist
in der verschiedenartigen Anregung, Beschaffenheit und Konfiguration der Vokaltrak-
te der Sprecher begru¨ndet. Auch diese Ursachen ko¨nnen wieder in zwei Kategorien
zerlegt werden, und zwar in Ursachen fu¨r die Intra- und solche fu¨r die Intersprecherva-
riabilita¨ten. Diese Einteilung und die folgende Aufza¨hlung der Ursachen ist allerdings
recht unscharf und soll nur illustrieren, wie vielfa¨ltig die Gru¨nde fu¨r die Variabilita¨ten
des Sprachsignals sind.
3.1.3. Variabilita¨ten in den A¨ußerungen eines Sprechers
Ursachen, die bei einem gegebenen Sprecher zu verschiedenen Sprachsignalen fu¨r glei-
che Laute fu¨hren, sind z. B.
• die Verfassung des Sprechers (Gesundheit, emotionaler Zustand, Atemaufwand
etc.),
• die Sprechweise (flu¨stern, schreien, verwendete Lautung etc.) und
• die Umgebung. (Der Sprecher paßt seine Sprechweise der Umgebung an.1)
Dies sind im wesentlichen Unterschiede in der Artikulation und Phonation.
Dagegen wirken sich Erka¨ltungen beispielsweise zwar ebenfalls auf die Realisation
eines Lautes aus, haben aber wegen der mit ihnen verbundene A¨nderung der Vokal-
traktu¨bertragungsfunktion durch das Zuschwellen des Nasen- und Rachenraumes aus
der Sicht der Spracherkennung eher den Rang eines Sprecherwechsels.
3.1.4. Variabilita¨ten in den A¨ußerungen verschiedener Sprecher
Sprecherspezifische Variabilita¨ten, also solche, die individuelle Eigenschaften des Spre-
chers widerspiegeln, fu¨hren bei der Betrachtung der A¨ußerungen mehrerer Sprecher
zu zusa¨tzlichen Streuungen in den realisierten A¨ußerungen. Die Ursachen hierfu¨r um-
fassen beispielsweise
• das Geschlecht der Sprecher (La¨nge des Vokaltraktes, Anregungsfrequenz),
• die individuelle Anatomie des Vokaltraktes und
• das Alter (Mikrotremor).
Die beiden ersten Aspekte sind Auswirkungen anatomischer Unterschiede zwischen
den Sprechern. Genauso wie die unterschiedlichen Anregungsfrequenzen bei Kindern,
Frauen und Ma¨nnern wirkt sich auch ein eventueller Mikrotremor bei a¨lteren Men-
schen durch die Verbreiterung der Harmonischen grundlegend auf das Spektrum
1In einer gera¨uschvollen Umgebung tut er dies, um seine Stimme aus dem Gera¨usch hervorzuheben
(Lombard-Effekt, (van Summers et al., 1988)).
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stimmhafter Laute aus. Verschiedenartige Anatomie fu¨hrt auch zu verschiedenarti-
ger Sprachqualita¨t (Klang, Timbre), welche im wesentlichen durch das Spektrum der
Anregung sowie die U¨bertragungsfunktion des Vokaltraktes bestimmt wird. Parame-
ter, die durch die Anatomie des Sprechers beeinflußt werden, sind beispielsweise
• der zeitliche Verlauf des anregenden glottalen Flusses innerhalb einer Schwin-
gungsperiode.
• der zeitliche Verlauf der Anregungsfrequenz,
• die mittlere Anregungsfrequenz,
• die Absolutwerte der Formantfrequenzen,
• die Formantbreiten,
• die Formant-Trajektorien,
• die Gestalt der spektralen Einhu¨llenden und mit ihr der spektrale Abfall sowie
• das mittlere Spektrum.
Ebenfalls sprecherspezifisch sind Akzentfa¨rbungen, Dialektlautungen oder sonstige
Sprechgewohnheiten. Die sich daraus ergebenden Aussprachevarieta¨ten sind sehr viel-
fa¨ltig.
Bei verschiedenem Akzent oder Dialekt der Sprecher sind die Auswirkungen auf
die Sprecha¨ußerung ebenfalls lautspezifisch. Manche dieser Effekte resultieren in einer
sprecherabha¨ngigen Verschiebung der Lautklassen; beispielsweise ko¨nnen Vokale mehr
oder weniger offen gesprochen werden, ohne daß dadurch ein anderes Phon realisiert
wu¨rde (Disner, 1980).2 Anders liegt die Problematik etwa bei dem deutschen Phonem
/ö/, welches je nach Kontext und Lautung als [ö], [K], [r] oder [R] artikuliert wird,
oder gar bei Allophonen, also verschiedenen Lauten des gleichen Phonems, wie etwa [c¸]
und [x] Allophone eines Phonems /X/ sind (Drosdowski, 1974). Solcherlei Variationen
mu¨ssen auf einer ho¨heren Stufe des Erkennungssystems verarbeitet werden, und daher
soll darauf hier nicht weiter eingegangen werden.
Naturgema¨ß werden alle diese Ursachen fu¨r die Variabilita¨t des Sprachsignals
durch eine sprecherabha¨ngige Spracherkennung weitgehend vermieden. Daher ist der
Erkennungsfehler eines sprecherunabha¨ngigen Spracherkennungssystems notwendi-
gerweise gro¨ßer als bei sprecherabha¨ngiger Spracherkennung. Hazen (1998) beispiels-
weise berichtet u¨ber mehr als eine Halbierung des Fehlers beim sprecherabha¨ngigen
Betrieb eines Erkennungssystems im Unterschied zum sprecherunabha¨ngigen Betrieb.
2Damit ist gemeint, daß den Lauten beispielsweise nach der in diesem Text verwendeten IPA-Laut-
schrift (Anhang B.1, (IPA)) dennoch das gleiche Symbol zugeordnet werden muß.
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3.2. Sprecheradaptation und Sprechernormalisierung
Fu¨r manche Anwendungen, wie z. B. fu¨r automatische Auskunftssysteme, stellt ei-
ne sprecherabha¨ngige Spracherkennung keine Option dar. Insofern ist die Wahl eines
sprecherunabha¨ngigen Erkennungssystems eine Frage der Notwendigkeit, genauso, wie
die gewu¨nschte Anwendung die Zahl der zu erkennenden Kategorien festlegt. Da, wo
eine sprecherabha¨ngige Spracherkennung nicht mo¨glich ist, kann man den Versuch un-
ternehmen, die sich hieraus ergebende zusa¨tzliche Variabilita¨t zu vermindern. Dazu
stehen prinzipiell zwei Wege offen: die sprecherabha¨ngige Variation des Klassifikators
und die sprecherabha¨ngige Variation der Vorverarbeitung. Dies sind keine Alternati-
ven. Vielmehr kann man in der Anwendung beides unternehmen.
Die Begriffe Sprecheradaptation und Sprechernormalisierung werden in der Lite-
ratur uneinheitlich verwendet. Hier soll jedoch die Modifikation der Parameter des
Klassifikators Sprecheradaptation genannt werden, die Modifikation der Vorverarbei-
tung hingegen Sprechernormalisierung.
3.2.1. Sprecheradaptation
Da bei der Sprecheradaptation der Erkenner selbst modifiziert wird, sind die ge-
wa¨hlten Methoden vom speziellen Klassifikatortyp abha¨ngig. Man kann daher diese
Adaptationsmethoden nicht immer ohne weiteres fu¨r eine andere Erkennerstruktur
verwenden. In der Praxis ist das nicht unbedingt eine Einschra¨nkung, da der gro¨ß-
te Teil der derzeit eingesetzten Erkenner augenscheinlich durch irgendeine Form von
Hidden-Markov-Modellen realisiert ist. Insofern sind die fu¨r diesen Erkennertypus
gefundenen Adaptationsmethoden durchaus u¨bertragbar.
Verbreitet sind hier Methoden zur sprecherabha¨ngigen Neuscha¨tzung der Mittel-
werte der Gaußschen Emissionswahrscheinlichkeiten in sprecherunabha¨ngigen (se-
mi-) kontinuierlichen HMMs (Seite 23). Dies geschieht typischerweise durch Varian-
ten einer Maximum-Likelihood -Scha¨tzung, von denen wiederum MAP (Maximum-a-
posteriori) (Gauvain und Lee, 1994; Lee und Gauvain, 1993) und MLLR (Maximum-
Liklihood-Linear-Regression) (Legetter und Woodland, 1995) bzw. Hybride davon
derzeit am ha¨ufigsten verwendet werden (beispielsweise Chesta et al. (1999); Chou
(1999); Goronzy und Kompe (1999)).
Kuhn et al. (1999) verfolgen den Ansatz, die Mittelwerte aus bereits trainierten
prototypischen Einzelwort-HMMs als Vektoren zur Konstruktion eines Sprecherrau-
mes zu verwenden. Sie unterziehen diese Vektoren einer Hauptkomponentenanalyse,
um eine geringe Zahl von Eigenstimmen zu finden, welche den Sprecherraum defi-
nieren. Anschließend scha¨tzen sie die Position eines unbekannten Sprechers in diesem
Raum, um daraus neue Mittelwerte fu¨r entsprechende sprecherunabha¨ngig trainierte
HMMs zu ermitteln. Sie berichten u¨ber deutlich bessere Ergebnisse fu¨r kleine Trai-
ningsmengen als bei der Verwendung von MAP oder MLLR. Nguyen et al. (1999)
verbinden in diese Methode wiederum u. a. mit MLLR.
Einen a¨hnlichen Ansatz verfolgen Wang und Liu (1999), die fu¨r gegebene Referenz-
sprecher sowohl jeweils sprecherabha¨ngige als auch je ein gemeinsames sprecherun-
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abha¨ngiges HMM bilden. Hier wird ebenfalls ein neuer Mittelwert fu¨r die Emissions-
wahrscheinlichkeitsverteilung jedes Zustandes ermittelt, der sich als eine gewichtete
Summe der Mittelwerte der sprecherabha¨ngigen Modelle ergibt, wobei die Gewich-
tung durch eine Maximum-Likelihood -Scha¨tzung aus den Adaptionsdaten ermittelt
wird.
Davon unabha¨ngig und auch fu¨r die Sprechernormalisierung brauchbar sind Me-
thoden wie Speaker Clustering. Hazen (2000) beschreibt eine solche Methode, bei
der sprecherabha¨ngige Markov-Modelle entsprechend gewisser Gemeinsamkeiten der
zugeho¨rigen Sprecher (Geschlecht, Sprechgeschwindigkeit) gruppiert werden. Ein un-
bekannter Sprecher wird gegebenfalls in mehreren Durchga¨ngen einer der Gruppen
zugeordnet. Adaptions- und Normalisierungstechniken ko¨nnen dann begrenzt auf die
Modelle dieser Sprechergruppe angewandt werden.
3.2.2. Sprechernormalisierung
In gewisser Weise stellt sich die Situation bei der Sprechernormalisierung komple-
menta¨r zur Sprecheradaptation dar: Die Normalisierungsmethoden sind teilweise spe-
zifisch fu¨r eine gewisse Darstellung des Sprachsignals und ko¨nnen nicht immer auf
andere Darstellungen u¨bertragen werden. Da die Wahl des eigentlichen Erkenners
die Wahl der Darstellung festlegen oder zumindest einschra¨nken kann, ist nicht jede
Normalisierungsmethode fu¨r jeden Erkennertypus geeignet. Andererseits a¨hneln sich
die etablierten Darstellungen in ihrer Struktur und gestatten daher weitgehend eine
U¨bertragung der Methoden.
In der Sprechernormalisierung werden Abbildungen von Merkmalsvektoren durch
lineare Regressionsmethoden oder auch durch neuronale Netze (Fukuzawa et al., 1991)
versucht, es herrschen aber eindeutig Methoden vor, die derzeit im weitesten Sin-
ne als Vokaltraktnormalisierung (VTN) bezeichnet werden. Damit ist nicht etwa die
Normalisierung auf der Basis von Vokaltraktparametern gemeint (Freienstein, 2000;
Naito et al., 1999), sondern im wesentlichen eine zumeist nichtlineare Transformation
der Frequenzachsen der Spektrogramme, die den Merkmalsvektoren zugrundeliegen,
auf die eines Zielsprechers. Dazu wurden verschiedene Ansa¨tze untersucht, wie bei-
spielsweise die Verzerrung der Frequenzachse mittels Dynamischer Programmierung
(Blomberg und Elenius, 1986) oder Polynom-Anpassungen der Sprachspektren (Zaho-
rian und Jagharghi, 1991). In ju¨ngerer Zeit werden solche Verzerrungen auch mit Hilfe
vorhandener sprecherunabha¨ngig trainierter HMMs optimiert. So beschreiben Welling
et al. (1999) einen Ansatz, der dies fu¨r eine stu¨ckweise lineare Frequenzskalenverzer-
rung erreicht. Dabei wird von einem durchschnittlichen Sprechermodell ausgegangen,
woraufhin fu¨r eine Anzahl Trainingssprecher eine geeignete Verzerrung ermittelt wird.
Ein unbekannter Sprecher wird einem Erkennungsprozeß durch die durchschnittlichen
Modelle unterzogen. Anschließend wird bestimmt, welche der trainierten Verzerrun-
gen die Wahrscheinlichkeit fu¨r die erkannte A¨ußerung maximiert. Daraufhin wird mit
der gefundenen Verzerrung eine endgu¨ltige Erkennung durchgefu¨hrt.
VTN-Methoden ko¨nnen ebenfalls zur Berechnung einer Verschiebung der Mit-
telwerte der Emissionswahrscheinlichkeiten von HMMs verwendet werden, wie dies
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beispielsweise von McDonough und Byrne (1999) untersucht wird.
3.3. Bereitstellung sprecherspezifischer Information
Der Grundgedanke bei allen Versuchen der Sprecheradaptation oder -normalisierung
ist der, daß man ein eigentlich sprecherabha¨ngiges Erkennungssystem an den jeweils
aktuellen Sprecher anpaßt und so zu einem sprecherunabha¨ngigen System gelangt,
ohne die beschriebenen Nachteile (Seite 27) eines wirklich sprecherunabha¨ngigen Sy-
stems in Kauf nehmen zu mu¨ssen. Fu¨r diesen Ansatz ist es offensichtlich erforder-
lich, daß die dafu¨r zusta¨ndigen Verarbeitungsstufen Informationen u¨ber den aktuellen
Sprecher erhalten. Dieses Wissen kann auf verschiedene Weise bereitgestellt werden,
na¨mlich
• durch die Identifikation des Sprechers, wonach die gewu¨nschte Information aus
einem Lexikon ausgewa¨hlt werden kann, oder
• durch die Scha¨tzung grundlegender sprecherspezifischer Eigenschaften aus der
(la¨ngerfristigen) Analyse des Sprachsignals des aktuellen Sprechers.
Die Identifikation des Sprechers findet entweder direkt durch den Sprecher (z. B.
u¨ber die Tastatur des Computers) statt oder wird von einem Sprechererkenner vor-
genommen. Ist der Sprecher identifiziert, kann der Erkenner spezifisch und fu¨r den
Sprecher optimal arbeiten, und man hat eigentlich wieder einen sprecherabha¨ngigen
Spracherkenner. Die Nachteile der Sprecheridentifikation liegen fu¨r die Selbstidenti-
fikation des Sprechers in einer potentiellen Unzumutbarkeit. Außerdem la¨ßt die kon-
krete Anwendung eine solche direkte Steuerung des Systems unter Umsta¨nden nicht
zu. Im Falle der Identifikation des Sprechers durch einen Sprechererkenner verlagert
man den mo¨glichen Klassifizierungsfehler auf den Sprechererkenner, denn dieser kann
den aktuellen Sprecher verwechseln.3 Die Erho¨hung der Sprechererkennungssicherheit
durch die Einfu¨hrung einer obligatorischen Schlu¨ssela¨ußerung fu¨hrt wieder zu einer
Unbequemlichkeit fu¨r den Benutzer, die diesem mo¨glicherweise nicht zugemutet wer-
den kann oder soll. In jedem Fall ist man auf eine gewisse Zahl bekannter Sprecher
beschra¨nkt, was diese Methoden fu¨r eine Reihe von Anwendungen disqualifiziert.
Die Scha¨tzung spezifischer Eigenschaften des aktuellen Sprechers kann verwendet
werden, um den Erkenner beispielsweise zumindest an die durch das Geschlecht des
Sprechers gegebenen Charakteristika des Sprachsignals anzupassen. In dieser Arbeit
wird untersucht, ob bzw. inwieweit eine solche Analyse zu einer Auswahl oder Mi-
schung von prototypischen Parametersa¨tzen fu¨r die Vorverarbeitung des Sprachsignals
herangezogen werden kann. Sie bescha¨ftigt sich also im Sinne der obigen Definition
mit Sprechernormalisierung.
3Dieses Risiko ist beispielsweise bei Diktiersystemen relativ klein, da dem Sprechererkennungssy-
stem hier eine Menge Datenmaterial fu¨r seine Entscheidung zur Verfu¨gung steht. Andererseits sind
Diktiersysteme gerade Anwendungen, die nach einem sprecherabha¨ngigen Spracherkennungssystem
verlangen.
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3.4. Ansa¨tze zur Sprechernormalisierung
Wenn die Struktur und die Parameter des Klassifikators nicht vera¨ndert werden sol-
len, muß eine Sprechernormalisierungsstufe das Sprachsignal zwangsla¨ufig in einer
Weise manipulieren, daß das Ergebnis der Normalisierung die gleiche Form besitzt
wie das Eingangssignal der Erkennungsstufe. Genauer kann man formulieren: Ist X
der R-Vektorraum der Merkmalsvektoren, dann kann das vorverarbeitete Sprachsi-
gnal als eine vektorwertige Funktion s : N → X der (diskreten) Zeit t aufgefaßt
werden. Ohne eine Normalisierung sind ihre Werte s(t) (die Merkmalsvektoren) das
Eingangssignal des Klassifikators, und eine Normalisierung ist dann eine Abbildung
N : ×ni=1X → X , wobei ×ni=1X das kartesische Produkt von n Exemplaren von X
ist. Die Normalisierung kann also auch auf der Basis einiger aufeinanderfolgender
Merkmalsvektoren erfolgen.
Die Sprechernormalisierung wird ha¨ufig vorgenommen, indem man die Sprach-
signale s(t) des aktuellen Sprechers auf die gleichen Laute eines Referenzsprechers
abbildet, fu¨r den der Erkenner trainiert worden ist (Knohl und Rinscheid, 1993; Mu¨l-
ler und Strube, 1993).4
Nun stellt sich also die Frage, wie so eine normalisierende Abbildung N gefunden
werden kann. Die Antwort darauf steckt in den Unterschieden, die sich in den Merk-
malsvektoren finden, wenn verschiedene Sprecher die gleiche A¨ußerung realisieren.
Welcher Art die Unterschiede im Sprachsignal sind, wurde schon in Abschnitt 3.1.4
umrissen.
Von den dort erwa¨hnten Parametern sind idealerweise solche, die (bei vokalischer
Anregung) mit der Anregungsfrequenz des Vokaltraktes verbunden sind, in den Merk-
malsvektoren nicht mehr prominent, da es zu den Zielen der Vorverarbeitung geho¨rt,
diese Eigenschaften aus dem Signal zu entfernen. Langfristige Parameter wie mittle-
re spektrale Einhu¨llende ko¨nnen dagegen auch nach der Vorverarbeitung noch leicht
erfaßt werden. Sie sind zwar mitunter nur schwer von den u¨bertragungskanalindu-
zierten Variabilita¨ten zu trennen, aber dies ist fu¨r die Anwendung (anders mo¨gli-
cherweise als fu¨r die Forschung) ohne Belang, da diese Variabilita¨ten in der gleichen
Weise behandelt werden ko¨nnen. Mittelfristige Parameter wie Formanttrajektorien
und prosodische Parameter sind vergleichsweise schwer zu bestimmen. Wegen der no¨-
tigen Datenmenge ko¨nnen manche typische prosodische Eigenschaften des aktuellen
Sprechers selbst bei Systemen zur Erkennung fließender Sprache nur dann gewonnen
werden, wenn der Sprecher hinreichend lange mit diesen Systemen interagiert.
Da die spa¨tere Klassifikation der A¨ußerung nur durch solche sprecherspezifischen
Eigenschaften beeintra¨chtigt werden kann, die sich auch in den Merkmalsvektoren
wiederfinden lassen, ist es naheliegend, die Merkmalsvektoren selbst zur Bestimmung
der Abbildung N zu verwenden. Relativ einfach liegt der Fall, wenn man N zwischen
bekannten Sprechern auf der Basis bekannter A¨ußerungen finden will. In diesem Fall
4Eine Alternative ist die Transformation der Merkmalsvektoren aller Sprecher in eine sprecherun-
abha¨ngige Darstellung. Dies erfordert dann aber einen explizit fu¨r diese Darstellung trainierten
Klassifikator (Class et al., 1990).
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kann jede Methode, die eine Abbildung von gegebenen Eingangsvektoren auf bekannte
Ausgangsvektoren generiert, verwendet werden. In der Literatur werden verschiedene
lineare und nichtlineare Methoden verwendet, die auch je nach Anforderung (Art des
Spracherkennungssystems, Anwendung/Forschung) variieren. Verbreitet sind Algo-
rithmen, die eine stetige, zumeist nichtlineare Abbildung zwischen den Signalen eines
Testsprechers und denen des Referenzsprechers konstruieren. Ha¨ufig werden hierfu¨r
Perzeptrone5 in diversen Modifikationen eingesetzt (Fukuzawa et al., 1991; Huang
et al., 1991). Ebenfalls angewendet wird die Vektorquantisierung (VQ) der Sprach-
signale. Die Abbildung besteht dann darin, den Repra¨sentanten des Eingangssignals
die (phonetisch) zugeho¨rigen Codebuchvektoren des Referenzsprechers zuzuordnen
(Knohl und Rinscheid, 1993). Ein Nachteil dieser Methode liegt hier wieder darin,
daß durch die Quantisierung Information verlorengeht. Prinzipiell kann die Quan-
tisierung als eine weitere Klassifikation betrachtet werden, die die schon erwa¨hnten
Fehlermo¨glichkeiten in sich birgt. Arbeiten auf diesem Gebiet bescha¨ftigen sich damit,
Methoden zu finden, diesen Fehler so klein wie mo¨glich zu halten (z. B. Fuzzy-VQ,
(Nakamura und Shikano, 1990)).
5Perzeptrone sind ein spezieller Typ neuronaler Netzwerke, auf die ab Seite 38 und vor allem in
Anhang A.3 noch ausfu¨hrlich eingegangen wird.
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4. Experimente zur
Sprechernormalisierung
Im folgenden Abschnitt wird das in dieser Arbeit verwendete Datenmaterial und seine
Aufbereitung vorgestellt. Die anschließenden Abschnitte behandeln dann Experimen-
te zur Sprechernormalisierung auf den beschriebenen Datenbasen.
4.1. Datenmaterial
Die im folgenden angefu¨hrten Experimente fanden auf zwei verschiedenen Datenbasen
statt, deren Inhalte aber in a¨hnlicher Weise vorverarbeitet wurden. Eine der Datenba-
sen (Spina) wurde am Dritten Physikalischen Institut der Universita¨t Go¨ttingen und
an der Universita¨t Bochum (Lehrstuhl fu¨r allgemeine Elektrotechnik und Akustik)
im Zusammenhang mit dem BMFT1-Projekt Spina2 erstellt, die andere Datenbank
ist die kommerzielle PhonDat-1-Datenbasis, welche an den Universita¨ten Mu¨nchen,
Kiel, Bonn und Bochum aufgenommen wurde. Beide Datenbasen sind deutschspra-
chig.
4.1.1. Die SPINA-Datenbasis
Die Spina-Datenbasis umfaßt 62 Einzelwo¨rter3 und 10 Sa¨tze, die von u¨ber 20 Spre-
chern (jeweils zur Ha¨lfte Ma¨nner und Frauen) gesprochen wurden. Jede der A¨ußerung
liegt dabei in 5 Wiederholungen vor, die wa¨hrend mindestends zweier verschiedener
Sitzungen in einem reflexionsarmen Raum mithilfe eines DAT4-Rekorders aufgezeich-
net wurden. Die Signale wurden vom DAT analog ausgegeben, bei 8 kHz tiefpaßgefil-
tert und mit 16 Bit Wortbreite bei einer Abtastrate von 16 kHz redigitalisiert. Das di-
gitalisierte Zeitsignal wurde durch Hammingfenster mit einer Fensterla¨nge von 40 ms
bei einem Vorschub von 10 ms gefenstert. Die Signalstu¨cke wurden durch eine FFT in
256kanalige Amplitudenspektren transformiert. Durch die Zusammenfassung der ent-
sprechenden Kana¨le wurden die Spektren in 21kanalige Barkspektren umgewandelt.
1BMFT: Bundesministerium fu¨r Forschung und Technologie, inzwischen BMBF: Bundesministerium
fu¨r Bildung und Forschung.
2Spina: SPrachverstehen In Neuronaler Architektur, FKZ: 413-4001-01 IN 108 A/2.
3In dieser Arbeit fanden nur die in der Basis enthaltenen Einzelworta¨ußerungen Verwendung.
4DAT: Digital Audio Tape.
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Die Zusammenfassung wurde jeweils innerhalb von Fenstern vorgenommen, die auf
der Barkskala nach Gleichung 2.4 die Form von gleichschenkligen Trapezen hatten.
Die Basisbreite der Trapeze betrug 1,5 Bark, die der oberen Grundlinie 0,5 Bark. Der
U¨berlapp der Fenster war 0,5 Bark. Um dem durch Gleichung 2.1 gegebenen Zusam-
menhang zwischen Signalamplitude und Lautheit Rechnung zu tragen, wurden alle
Signale einer Dynamikkompression mit einem Exponenten 0,5 unterzogen, d. h. aus
jedem einzelnen Element der Merkmalsvektoren wurde die Quadratwurzel gezogen.
Abschließend wurden die Spektrogramme jeder A¨ußerung auf einen Maximalwert von
1,0 normiert.
4.1.2. Die PhonDat-Datenbasis
Die PhonDat-1-Datenbasis umfaßt 450 A¨ußerungen, und zwar im wesentlichen Sa¨t-
ze, aber auch Einzelwo¨rter und zwei kurze Textpassagen. 201 verschiedene Sprecher
haben jeweils Teilmengen des Korpus gelesen. Die Aufnahme erfolgte unter Studiobe-
dingungen an den genannten vier Universita¨ten mit verschiedenem Gera¨t. Die Abtast-
rate bei der Digitalisierung betrug 48 kHz, die Auflo¨sung 16 Bit. Die Signale wurden
bei 8 kHz digital tiefpaßgefiltert und auf 16 kHz heruntergetastet. Fu¨r die im Korpus
enthaltenen Sa¨tze existieren Phonemlabels. Das weitere Verfahren entspricht dem
oben fu¨r die Spina-Daten beschriebenen, allerdings wurden die Merkmalsvektoren
zuna¨chst nicht normiert.
4.2. Abbildung ohne gelabelte Quellsprecherdaten
Fu¨r die Bestimmung einer sprechernormalisierende Abbildung ohne die Kenntnis u¨ber
den Wortlaut der geta¨tigten A¨ußerungen stehen zwei Wege zur Verfu¨gung:
1. Man verwendet den gegebenen Spracherkenner zur Erzeugung eines Labelings,
oder
2. man verwendet langfristige Parameter wie das mittlere Spektrum.
Da man sich im ersten Fall bildlich an seinen eigenen Haaren aus dem Sumpf zieht
(Bootstrap), stellt sich das Problem der Zuverla¨ssigkeit des Klassifikators auf der
Grundlage nichtnormalisierter Daten. Dies mag das folgende (extreme) Szenario il-
lustrieren: Ein Klassifikator kategorisiere jede getane A¨ußerung fa¨lschlich in eine be-
stimmte, immer gleiche Lautklasse. Eine normalisierende Abbildung, die mo¨glicher-
weise als identische Abbildung initialisiert worden ist, wird dann durch einen itera-
tiven Prozeß zu einer Abbildung werden, die jede A¨ußerung auf genau den proto-
typischen Merkmalsvektor dieser Lautklasse transformiert. So wa¨re sie am Ende des
Prozesses schlechter, als sie in ihrer Startkonfiguration war. Um ein solches Bootstrap-
ping zu ermo¨glichen, muß daher der Klassifikator entweder auch ohne Normalisierung
schon hinreichend gut sein, oder man muß aus den Hypothesen des Klassifikators
solche zum Training der Normalisierung verwenden, die hinreichend sicher (im Sinne
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Abbildung 4.1.: Skizze des Verfahrens zur Sprechernormalisierung durch Hauptkom-
ponentenanalyse der Merkmalsvektoren. Die eingezeichnete Abbildung folgt den Glei-
chungen 4.1 und 4.6. Wird (ganz rechts) statt der Einheitsmatrix die Matrix A˜ (Seite
37) eingesetzt, erha¨lt man eine identische Abbildung.
einer Wahrscheinlichkeitsbewertung durch den Klassifikator) erkannt wurden und alle
Zweifelsfa¨lle verwerfen.
Die zweite Methode wird im allgemeinen weniger effektiv sein, da die zur Verfu¨-
gung stehende Information geringer ist, ist dafu¨r aber vo¨llig unabha¨ngig von dem an-
schließenden Klassifikator. Wie im vorherigen Kapitel erkla¨rt wurde, liegt das Haupt-
augenmerk dieser Arbeit nicht auf dieser Problematik. Es wird im folgenden aber ein
Experiment dargestellt, das diesen Ansatz verfolgt.
Das Verfahren basiert auf einer Hauptkomponentenanalyse. Diese wurde schon
mehrfach erfolgreich angewendet, um verschiedene Lautklassen zu normalisieren, z. B.
von Klein et al. (1970) und Zahorian und Jagharghi (1992). Hier geschieht das aber
gewissermaßen fu¨r alle Klassen gleichzeitig. Dem Verfahren liegt folgender Gedanke
zu Grunde: Faßt man die einzelnen Merkmalsvektoren einer ausreichenden (repra¨sen-
tativen) Auswahl von A¨ußerungen eines Sprechers als Vektoren im Rn auf, so bilden
sie eine Punktwolke, die das fu¨r diesen Sprecher im Merkmalsraum zuga¨ngliche Ge-
biet definieren. Geht man davon aus, daß die sich so fu¨r zwei Sprecher ergebenden
Verteilungen na¨herungsweise durch eine affine Abbildung5 ineinander u¨berfu¨hrt wer-
den ko¨nnen, kann die gewu¨nschte Abbildung unter gewissen Voraussetzungen (vgl.
5Eine affine Abbildung ist eine Kombination der geometrischen Operationen Translation, Spiegelung,
Rotation und Dilatation.
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die Diskussion weiter unten) durch zwei Hauptachsentransformationen approximiert
werden. Das Verfahren ist in Bild 4.1 skizziert.
Die Abbildung geschah in folgender Weise: Zuna¨chst wurden die Merkmalsvekto-
ren xi mittelwertbefreit und die Mittelwerte µ gespeichert:
µ =
1
N
N∑
j=1
xj, xk → xk − µ. (4.1)
Um die Daten nun in ihr Hauptkoordinatensystem zu u¨berfu¨hren, wurde jetzt die
Kovarianzmatrix C der Daten berechnet
C =
1
N
N∑
j=1
xjx
T
j (4.2)
und die Eigenwerte λk sowie die Eigenvektoren sk von C bestimmt. Die Eigenwerte
und die zugeho¨rigen Eigenvektoren wurden ihrer Gro¨ße nach sortiert und die Eigen-
vektoren normiert:
sk → sk‖sk‖ . (4.3)
Aus den neuen sk wurde die Basiswechsel-Matrix gebildet
S = (s1, s2, . . . , sn) (4.4)
und eine eine Streckungs-Matrix bestimmt, um die Varianzen der Merkmalsvektoren
einander anzugleichen:
D =

λ1 0
λ2
. . .
0 λn
 . (4.5)
In der gleichen Weise wurden auch die Merkmalsvektoren des zweiten Sprechers ver-
arbeitet. Die Abbildung der mittelwertbefreiten Daten des Quellsprechers geschah
nun durch Multiplikation mit der Matrix
M = STy DyAD
−1
x Sx (4.6)
und anschließende Additon der Mittelwerte µy:
x˜i = µy + M(xi − µx). (4.7)
Dabei stehen die Indizes x und y fu¨r den Quell- bzw. Zielsprecher. Wa¨hlt man hier
fu¨r die Matrix A die Einheitsmatrix, transformiert man die Daten von dem einen
Hauptkoordinatensystem auf das andere. Dies ist nicht so ohne weiteres mo¨glich,
weswegen A speziell konstruiert werden muß. Darauf wird gleich na¨her eingegangen
werden.
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Tabelle 4.1.: Erkennungsraten mit und ohne Sprechernormalisierung auf der Basis
einer Hauptachsentransformation der Merkmalsvektoren und Adaptionsgrad in Pro-
zent.
Sprecherpaare Erkennungsraten (%) Adaptionsgrad α
vor Abbildung nach Abbildung %
Gesamt 78,6 82,9 20,1
Ma¨nnlich → Ma¨nnlich 86,9 86,7 −1,5
Ma¨nnlich → Weiblich 78,3 82,3 18,4
Weiblich → Ma¨nnlich 70,9 80,6 33,3
Weiblich → Weiblich 79,9 82,4 12,4
Da hier als Merkmalsvektoren Barkspektren verwendet wurden, waren die Dimen-
sionen der Vektoren stark korreliert und die ho¨heren Eigenwerte sehr klein. Um nume-
rische Probleme zu vermeiden, wurden daher nur die unteren Dimensionen beru¨ck-
sichtigt, d. h. die Dimensionalita¨ten von S, D und A wurden beschra¨nkt: S ∈ M(n×p),
D ∈ M(p × p), A ∈ M(p × p), mit p < n. Weil auch die Zuordnung der Hauptkom-
ponenten fu¨r die ho¨heren Dimensionen zunehmend unsicher wurde, wurden nur die
gro¨ßten q (mit q < p) Komponenten abgebildet, d. h. A hat folgende Gestalt:
A =
1q 0
0 Ared
 . (4.8)
Dabei ist Ared die untere rechte (p − q) × (p − q)-Submatrix von A˜ = D−1y SySTxDx
und 1q die q × q-Einheitsmatrix. Durch diese Transformation wurden die ho¨heren
Komponenten quasi im Kreis, also identisch abgebildet, wie man sieht, wenn man
A˜ in 4.6 einsetzt.
Mit dem dargestellten Verfahren wurde folgendes Experiment durchgefu¨hrt: Als
Datenbasis wurden die Spina-Daten verwendet. Anders als oben beschrieben wurden
die Barkspektrogramme zusa¨tzlich logarithmiert, um die Verteilung der Barkspektren
zu entzerren. Jeweils ein Sprecher von sechs ma¨nnlichen und sechs weiblichen Spre-
chern wurde als Quell- bzw. Zielsprecher gewa¨hlt. Alle Sprecherpaarungen wurden
untersucht. Die Mittelwerte µ und Abbildungsmatrizen M wurden aus sa¨mtlichen
Einzelwo¨rtern aller fu¨nf vorhandenen Versionen berechnet. In die Abbildung gingen
die ersten zehn Hauptkomponenten ein, wovon zwei effektiv transformiert wurden.
Fu¨r die Erkennungsexperimente wurde nur die Version 0 sowohl der Quell- als auch
der Zielsprecher verwendet. Der Quellwortschatz bestand aus jedem zweiten Wort (in
alphabetischer Folge), also aus 31 Wo¨rtern, die durch eine DTW-Erkennung gegen
den kompletten Wortschatz des Zielsprechers getestet wurden. Dies fu¨hrte zu den in
37
4. Experimente zur Sprechernormalisierung
Tabelle 4.1 angegebenen Erkennungsraten.6,7
Das beschriebene Verfahren verbessert die Erkennungsraten nur wenig. Die Ur-
sache dafu¨r liegt vermutlich hauptsa¨chlich in den implizierten Annahmen u¨ber die
Verteilung der Merkmalsvektoren: Die Anwendung einer Hauptkomponentenanalyse
setzt eine Normalverteilung der Daten voraus, da hierdurch nur die ersten zwei Mo-
mente der Verteilungen beru¨cksichtigt werden. Diese ist aber fu¨r die Merkmalsvekto-
ren insbesondere wegen der Betragsbildung bei ihrer Berechnung nicht gegeben. Dies
ist auch der Grund, weswegen in dem beschriebenen Experiment die Merkmalsvekto-
ren durch Logarithmierung entzerrt wurden. Es steht zu erwarten, daß eine weitere
Untersuchung mit einer Betragsbildung nach der Normalisierung deutlich bessere Er-
gebnisse ergeben wu¨rde. Dann sollte auch auf die Logarithmierung verzichtet werden.
Desweiteren ko¨nnte sich eine Transformation von dreien oder aber nur einer Haupt-
komponente als wirkungsvoller erweisen.
4.3. Sprechernormalisierende Abbildung durch
Perzeptrone
Im folgenden werden Versuche zur sprechernormalisierenden Abbildung durch Perzep-
trone beschrieben. U¨ber deren Aufbau und Eigenschaften informiert Anhang A.3. Das
Training der Netze erfolgte ebenfalls wie dort angegeben, na¨mlich nach der Deltaregel
fu¨r die einfachen und nach dem Backpropagation-Algorithmus (BP) fu¨r mehrschich-
tige Netze. Anders als im Anhang angegeben, wurde allerdings noch ein sogenannter
Tra¨gheitsterm verwendet. Dabei wird Gleichung A.12
∆wij = − ∂E
∂wij
(4.10)
um einen Term erweitert, der den Gradienten des letzten Zyklus verko¨rpert:
∆wnij = −
∂E
∂wnij
+ α∆wn−1ij . (4.11)
6Der dort angegebene Adaptionsgrad α ist ein Maß fu¨r die Qualita¨t der Normalisierung und berechnet
sich wie folgt:
α =
RqzN −Rqz0
Rzz −Rqz0
. (4.9)
Dabei sind Rqz die Erkennungsraten fu¨r die A¨ußerungen des Quellsprechers q bei Targets des Ziel-
sprechers z. Die Indizes 0 und N bedeuten ohne bzw. mit Normalisierung. Fu¨r dieses Maß gilt:
α=0 Die Erkennungsraten vor und nach Normalisierung sind gleich.
α>0 Die Normalisierung steigert die Erkennungsraten.
α=1 Die A¨ußerungen des Quellsprechers werden nach der Normalisierung genauso gut erkannt wie
die A¨ußerungen des Zielsprechers selbst.
α<0 Die Normalisierung verschlechtert die Erkennungsraten.
7Wegen des gewa¨hlten Verfahrens betra¨gt die Erkennungsrate fu¨r den Zielsprecher hier 100%.
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Tabelle 4.2.: Fu¨r das Training der Perzeptrone verwendete Parameter. Die Parameter
erwiesen sich in weiten Grenzen als unproblematisch.
Netzwerktyp Initialisierung Initialisierungs- Lernparameter Tra¨gheitsparameter
intervall  α
einfach zufa¨llig ±0,001 0,01 0,9
mehrschichtig
linear zufa¨llig ±0,001 0,01 0,8
nichtlinear zufa¨llig ±0,001 0,01 0,8
Hier bedeuten die Indizes n den jeweiligen Zeitschritt. Analoge Vera¨nderungen ko¨n-
nen an den Gleichungen A.20 und A.21 vorgenommen werden. Durch diesen Term
erha¨lt der Gradientenabstieg der Delta- oder BP-Regeln eine gewisse Tra¨gheit, so daß
kleine Sto¨rungen in der Fehlerlandschaft der Netze gewissermaßen gemittelt werden.
Diese Maßnahme erlaubt die Verwendung gro¨ßerer Schrittweiten des Lernparameters
. Wie Phansalkar und Sastry (1994) zeigen konnten, beinflußt dieser Term das Er-
gebnis des Abstieges qualitativ nicht. Bei den im weiteren beschriebenen Versuchen
wurden Parameter entsprechend Tabelle 4.2 verwendet. Diese erwiesen sich in weiten
Bereichen als unkritisch und wurden, da es hier nicht auf eine optimale Konvergenz-
geschwindigkeit ankam, in keiner Weise optimiert. Das Gleiche gilt fu¨r die Lernregeln.
Insbesondere der BP-Algorithmus konvergiert zwar langsam, dafu¨r muß er als einfa-
ches Gradientenverfahren8 (fu¨r vernu¨nftige ) aber konvergieren. Wiederum aus dem
gleichen Grund wurde das Berechnen der neuen Gewichte nach jedem einzelnen Mu-
stervektor vorgenommen.9 Die Muster wurden in ihren natu¨rlichen Einheiten (je ein
Wort oder SWE) abgearbeitet und ihre Reihenfolge dann zufa¨llig neu festgelegt.
4.3.1. Einfache Netze – mehrschichtige Netze
In fru¨heren eigenen Arbeiten konnte gezeigt werden, daß eine sprechernormalisierende
Abbildung bereits durch eine einfache fensterweise lineare Abbildung von Barkspek-
tren erfolgreich etabliert werden kann (Mu¨ller und Strube, 1993). Daher ist die Annah-
me berechtigt, daß eine solche Abbildung durch Perzeptrone ebenfalls mo¨glich, und
wegen deren Fa¨higkeit, auch kompliziertere Abbildungen darzustellen, mindestens ge-
nauso erfolgreich sein wird. Diese Annahme kann jedoch zuna¨chst nur fu¨r einfache
Perzeptrone gemacht werden. Kompliziertere Netzwerke sind natu¨rlich in der Lage,
die gleichen Abbildungen zu leisten, ko¨nnen aber prinzipbedingt zu suboptimalen
Lo¨sungen fu¨hren.
8Details u¨ber Gradientenverfahren findet man beispielsweise in (Press et al., 1988).
9Man kann auch die A¨nderung der Gewichte ∆wij u¨ber einige Mustervektoren kumulieren, bevor
man endlich die Gewichte wij anpaßt. Dadurch erreicht man eine schnellere Simulation, la¨uft aber
Gefahr, die Annahmen des Gradientenverfahrens zu verletzen.
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Interessant ist aber insbesondere, welche Anzahl versteckter Zellen bei mehrschich-
tigen Perzeptronen beno¨tigt wird, um eine ada¨quate Abbildung zu ermo¨glichen. Hier-
zu wurde folgendes Experiment unternommen: Ein Perzeptron mit einer versteckten
Schicht wurde darauf trainiert, eine identische Abbildung zwischen den Barkspektren
der Einzelworta¨ußerungen des Zielsprechers weg zu lernen. Daß dies im Falle der 21ka-
naligen Spektren mit 21 versteckten Zellen mo¨glich sein muß, liegt auf der Hand, denn
dann ko¨nnen zu Einheitsmatrizen proportionale Gewichtsmatrizen die gewu¨nschte
Abbildung approximieren. Die Spektrogramme wurden wortweise auf das Intervall
[0,1 . . . 0,9] transformiert, um der Ausgangsdynamik des Netzes zuga¨nglich zu sein.
Alle Anzahlen von versteckten Zellen zwischen 1 und 22 wurden getestet. Um dem
schlechten Schnitt der PhonDat-Einzelworta¨ußerungen gerecht zu werden, wurden
die Spektrogramme anhand eines Energiekriteriums neu geschnitten. Dadurch wurde
das Grundrauschen zu Beginn und am Ende der A¨ußerungen eliminiert. Insgesamt
standen 13 Einzelworta¨ußerungen zur Verfu¨gung, also wurden fu¨r jede Zellenzahl 13
Netzwerke jeweils unter Auslassung eines Wortes trainiert, welches dann zum Testen
der Abbildung verwendet wurde. Der Trainingsprozeß wurde in jeweils 5 000 Schrit-
ten iteriert. Danach wurde das Spektrogramm des verbleibenden Wortes abgebildet
und der mittlere euklidische Fehler zwischen der abgebildeten und der urspru¨nglichen
A¨ußerung u¨ber alle Elemente aller Merkmalsvektoren berechnet. Bei der gegebenen
geringen Datenmenge ist ein Auswendiglernen der Muster nicht auszuschließen,
denn ein Netz mit je 21 Eingangs-, Zwischenschicht- und Ausgangszellen besitzt be-
reits 924 Parameter (22× 21 pro Schicht, 22 wegen des Schwellwertvektors), und die
Merkmalsvektoren sind hochkorreliert.
Erwartungsgema¨ß nimmt der Abbildungsfehler kontinuierlich mit der Zellenzahl
ab. Daß dies auch bei ho¨heren Zellenzahlen noch deutlich der Fall ist, ist etwas u¨ber-
raschend, da wenigstens zur Darstellung bzw. Diskriminierung von Vokalen eine zwei-
bis dreidimensionale Repra¨sentation ausreichen sollte, wie in Abschnitt 2.3.1 beschrie-
ben. Da die Vokale auch von ihrer Dauer und Energie das Sprachsignal dominieren,
ha¨tte man eine geringere Anzahl von Zwischenschichtneuronen fu¨r ausreichend hal-
ten ko¨nnen. Diese Annahme wird auch durch den erfolgreichen Einsatz von Koho-
nenschen Merkmalskarten (Kohonen, 1988) in der automatischen Spracherkennung
(z. B. Behme und Brandt (1993); Brandt (1991)) gestu¨tzt. So aber liegt die Vermutung
nahe, daß sich die Konsonanten einer niedrigdimensionalen Darstellung entziehen und
auf diese Weise das Erfordernis einer großen Zahl versteckter Zellen begru¨nden.
Um nun zu pru¨fen, ob ein mehrschichtiges Netz bei all seinen Nachteilen Vorteile
gegenu¨ber einfachen Netzen bietet, wurde das gleiche Experiment mit einem einfa-
chen Perzeptron unternommen. Seiner schnelleren Konvergenz wegen wurden hier nur
1 000 Iterationen durchgefu¨hrt. Das Ergebnis ist als (untere) waagerechte Linie in der
gleichen Abbildung aufgetragen. Man erkennt, daß der Fehler hier geringer ist, als bei
dem komplizierteren Netz selbst bei 21 versteckten Zellen. Um noch einen anderen
Vergleichswert zu ermitteln, wurde das Experiment noch ein weiteres Mal durchge-
fu¨hrt, wobei diesmal nur die mittleren Spektren der A¨ußerungen angepaßt wurden.
Dies geschah so, daß jeweils 12 A¨ußerungen u¨ber die Zeit gemittelt wurden. Dann
wurde die Vergleichsa¨ußerung mittelwertbefreit und das mittlere Spektrum der 12
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Abbildung 4.2.: Mittlerer Abbildungsfehler bei Abbildung des Einzelwortschatzes von
Sprecher weg auf sich selbst. Die Abbildung erfolgte durch ein Perzeptron mit einer
versteckten Schicht. Der Abbildungsfehler ist als Funktion der Zellenzahl der Zwi-
schenschicht aufgetragen. Die untere waagerechte Kurve stellt das Ergebnis fu¨r die
Abbildung durch ein einfaches Perzeptron dar, die obere das Ergebnis fu¨r eine einfa-
che Anpassung der Mittelwerte.
A¨ußerungen zur Vergleichsa¨ußerung addiert. Der mittlere Fehler bei dieser Art der
Abbildung ist durch die obere waagerechte Linie in Abbildung 4.2 gegeben. Wie man
sieht, wird selbst diese Linie von dem mehrschichtigen Netz erst bei 6 versteckten
Zellen unterschritten.
Wie sich die verschiedenen Netzwerktypen bei der Abbildung von Spektrogram-
men von ungleichen Quell- und Zielsprechern verhalten, sollte das na¨chste Experiment
zeigen. Dazu wurden aus der Menge derjenigen Sprecher, die die 13 Einzelwo¨rter auf-
genommen haben, zufa¨llig fu¨nf (w20, kpr, rot, m75, hud) ausgewa¨hlt. Diesmal wurden
sowohl einfache Perzeptrone als auch Perzeptrone mit einer versteckten Schicht von
11 Zellen darauf trainiert, die Spektrogramme der Einzelworta¨ußerungen von jeweils
einem dieser Sprecher auf die des Zielsprechers weg abzubilden. Da die A¨ußerungen
der verschiedenen Sprecher im allgemeinen verschiedene La¨ngen besitzen, wurde zwi-
schen den A¨ußerungen jeweils ein DTW-Alignment durchgefu¨hrt, wie es in Anhang
A.1 beschrieben ist. Fu¨r den DTW-Algorithmus wurde als Fehlermaß der mittlere qua-
dratische Fehler verwendet. Obwohl sich hierfu¨r eine Kompression von k = 0,2 . . . 0,3
(vgl. Gleichung 2.1) als optimal erwiesen hat (Mu¨ller, 1993), wurde darauf verzich-
tet, die urspru¨ngliche Kompression der Spektren (k = 0,5) zu a¨ndern, da nicht zu
erwarten war, daß die Ergebnisse davon qualitativ beeinflußt werden sollten.
Durch das Alignment werden die verschiedenen Merkmalsvektoren des einen Spek-
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Abbildung 4.3.: Mittlerer Abbildungsfehler u¨ber 13 Einzelworta¨ußerungen fu¨r 5 Spre-
cher, jeweils fu¨r ein einfaches Perzeptron (Linear), fu¨r ein Perzeptron mit 11 ver-
steckten Zellen (Hidden) und fu¨r ein Perzeptron mit 11 versteckten Zellen, welches fu¨r
eine Abbildung weg-weg trainiert und dann unter Festhalten der Gewichte zwischen
Zwischen- und Ausgabeschicht fu¨r die jeweiligen Zielsprecher nachtrainiert worden ist
(Fixed).
trogramms nicht immer auch verschiedenen Merkmalsvektoren des anderen Spektro-
gramms zugeordnet (vgl. Abbildung A.1). Daher muß man sich entscheiden, ob man
Mehrfachzuordnungen verwirft oder mittelt (das eine Spektrogramm also ku¨rzt), oder
ob man sie durch Wiederholung des einzelnen Zielvektors auflo¨st (und damit das an-
dere Spektrogramm verla¨ngert). Hier wurde das zweite Vorgehen gewa¨hlt, welches
ebenfalls insgesamt zu besseren Ergebnissen fu¨hrte. Wiederum wurden reihum 12
A¨ußerungen zum Training und eine zum Testen der Abbildung verwendet. Die resul-
tierenden Abbildungsfehler sind in Abbildung 4.3 aufgetragen. Hier sind die Ergebnis-
se – außer fu¨r den Sprecher hud – fu¨r das mehrschichtige Perzeptron besser (Hidden:
x¯ = 0,072± 0,007) als fu¨r das einfache (Linear: x¯ = 0,077± 0,009).
In der gleichen Abbildung sind auch die Ergebnisse eines weiteren Experimen-
tes (Fixed) aufgetragen. Hier wurde untersucht, ob sich bei einem Perzeptron mit
einer versteckten Schicht in der Zwischenschicht eine Darstellung etabliert, die an-
hand der Aktivita¨ten in der Eingabeschicht prototypische Spektrogramme an der
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Ausgabeschicht emittiert. Dazu wurde – wie oben beschriebene – ein Netz mit 11
versteckten Zellen auf die identische Abbildung des Zielsprechers weg trainiert. An-
schließend wurden die Gewichte zwischen der Zwischenschicht und der Ausgabeschicht
festgehalten und die Eingabeschicht fu¨r die jeweiligen Zielsprecher nachtrainiert. Die
Ergebnisse sind allerdings durchwegs so deutlich schlechter als bei den anderen Net-
zen (x¯ = 0,113 ± 0,010), daß man schließen muß, daß die Codierung der Spektren
nicht allein in der Gewichtsmatrix zwischen der Zwischen- und der Ausgabeschicht
geleistet wird.
Die besseren Ergebnisse bei der Verwendung mehrschichtiger Netze zeigen, daß
auch bei der relativ geringen verwendeten Datenmenge keine Probleme wegen man-
gelhafter Generalisierungsfa¨higkeit auftraten. Die stetige Abnahme des Abbildungs-
fehlers bis hinauf zu 21 versteckten Neuronen deutet darauf hin, daß durch das Trai-
ning keine lokalen Minima in der Fehlerlandschaft der mehrschichtigen Netze gefunden
wurden. Insgesamt scheint sich jedoch der Mehraufwand fu¨r das Training mehrschich-
tiger Netze kaum zu lohnen. Fu¨r die mehrschichtigen Netze muß die Hypothese einer
Codierung von prototypischen Spektren in den Gewichten zwischen Zwischen- und
Ausgabeschicht abgelehnt werden.
4.4. Abbildung durch Interpolation zwischen
Merkmalsvektoren verschiedener Sprecher
In Abschnitt 3.3 wurde bereits darauf eingegangen, daß es wu¨nschenswert wa¨re, ei-
ne Sprechernormalisierung ohne explizite Kenntnis des in Frage stehenden Sprechers
durchfu¨hren zu ko¨nnen. In diesem Fall kann die normalisierende Abbildung nicht auf
bereits gesammeltem Sprachmaterial des Quellsprechers gebildet werden, da dieser
ja nicht identifiziert werden kann. Statt dessen muß die sprecherspezifische Informa-
tion zuna¨chst allein aus dem hereinkommenden Sprachsignal gewonnen werden. Man
kann sich aber behelfen, indem man versucht, den Sprecher als einem bekannten Spre-
cher a¨hnlich zu bewerten und eine bereits existierende Abbildung dieses bekannten
Sprechers fu¨r den unbekannten Sprecher zu verwenden. Dies impliziert eine Nachbar-
schaftsbeziehung und ein Abstandsmaß zwischen den Sprechern. Ein Abstandsmaß,
welches sich sofort anbietet, wa¨re beispielsweise der euklidische Abstand der mittleren
Spektren. Da es hier aber um automatische Spracherkennung geht, scheint die Wahl
eines aus der Spracherkennung entlehnten Maßes angemessener. Daher wird hier der
in Abschnitt A.1 erkla¨rte DTW-Abstand verwendet.
4.4.1. Analyse der Nachbarschaftsbeziehungen zwischen
Sprechern durch multidimensionale Skalierung
Um einen Eindruck u¨ber die Struktur der Nachbarschaftsbeziehung zu erhalten, wurde
folgendermaßen verfahren: Von 137 Sprechern standen auf der PhonDat-Datenbasis
je 12 Einzelwort-Aufnahmen zur Verfu¨gung. Zwischen den jeweils 137 gleichlautenden
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Wo¨rtern wurde sprecherpaarweise der DTW-Abstand berechnet. Die so erhaltenen
Absta¨nde (hier Fehlerquadrate) wurden u¨ber die 12 Wo¨rter gemittelt, um auf diese
Weise eine Distanzmatrix10 der Sprecher zu gewinnen. Aus einer Distanzmatrix kann
man durch eine multidimensionale Skalierung (MDS) eine Darstellung der Lage der
Sprecher im durch die Absta¨nde definierten Raum erhalten.
Durch MDS behandelt man Probleme der folgenden Art: Gegeben seien n Objek-
te, die zueinander in irgendeiner A¨hnlichkeitsbeziehung stehen. Gesucht ist nun eine
mo¨glichst getreue q-dimensionale Darstellung (q ≤ n) der n Objekte. Die Methoden
der MDS ko¨nnen auf eine Vielzahl von Fragestellungen angewendet werden. Diese
ko¨nnen so einfache A¨hnlichkeitsbeziehungen beinhalten wie die Entfernungen zwi-
schen Sta¨dten, oder so schwer faßbare wie etwa die unterschiedlichen Blumigkeiten
von Weinen, die Tester auf einer subjektiven Skala vergeben ko¨nnten.
Die durch die MDS gefundenen Ra¨ume lassen sich ha¨ufig schwer interpretieren.
Im Beispiel mit der Entfernungstabelle ist die Interpretation klar: Das Ergebnis ei-
ner zweidimensionalen MDS wa¨re eine Art Landkarte, die allerdings nicht orientiert
sein wu¨rde, da sich aus den Absta¨nden nicht auf die Himmelsrichtungen schließen
la¨ßt. Bei den Weinen hingegen wu¨rde eine zweidimensionale MDS eine Projektion auf
eine Hyperebene durch einen Raum subjektiver Bewertungen (Blume, Frucht,
Ausdruck o. a¨.) erzeugen, deren Achsen irgendwelche Linearkombinationen dieser
vermutlich stark korrelierten Parameter wa¨re.
Die Algorithmen zur MDS ko¨nnen in metrische und nichtmetrische Methoden un-
terteilt werden. Metrische MDS erfordert eine Abstandsmatrix der Objekte, welche
einer Metrik11 genu¨gt. Gewo¨hnlich wird von euklidischen oder wenigstens von Min-
kowskiabsta¨nden12 ausgegangen. Die nichtmetrischen Algorithmen beno¨tigen keine
Absta¨nde, sondern arbeiten auch auf A¨hnlichkeitsmaßen, welche nicht die Eigenschaf-
ten einer Metrik erfu¨llen, wie z. B. Rangfolgen und/oder unvollsta¨ndigen Matrizen.
Da durch das oben beschriebene Verfahren eine Abstandsmatrix fu¨r die Beziehung
zwischen den Sprechern angegeben werden kann, ist hier eine metrische MDS-Me-
thode ausreichend. Verwendet wurde die denkbar einfachste Methode, na¨mlich der
Algorithmus von Torgerson, der im Anhang A.2 dargestellt wird.
10Die Elemente dij einer Distanzmatrix D geben jeweils den Abstand d(xi, xj) zwischen zwei Punkten
(hier: Sprechern) xi und xj an.
11Eine Metrik ist eine Abbildung d : X × X → R mit
1. d(x, y) = 0 ⇐⇒ x = y
2. d(x, y) = d(y, x) ∀x, y ∈ X
3. d(x, z) ≤ d(x, y) + d(y, z) ∀x, y, z ∈ X
12Minkowski- oder Lp-Metriken sind solche der Form
dp(x, y) = p
√∑
i
|xi − yi|p, p ∈ R, p > 0 (4.12)
Als Spezialfall ergibt sich fu¨r p = 1 die sog. City-Block-Metrik, fu¨r p = 2 die euklidische Metrik, und
fu¨r limp→∞ dp definiert man die Maximums- oder tschebyscheffsche Metrik.
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Abbildung 4.4.: Ergebnis einer zweidimensionalen MDS der DTW-Absta¨nde. Die
Symbole unterscheiden ma¨nnliche und weibliche Sprecher.
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Abbildung 4.5.: Ergebnis einer zweidimensionalen MDS der DTW-Absta¨nde. Die
Symbole unterscheiden ju¨ngere und a¨ltere Sprecher.
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Wie erwa¨hnt, sind multidimensionale Skalierungen generell schwierig zu interpre-
tieren. Die Phondat-1-Datenbasis informiert u¨ber zwei Eigenschaften der aufgenom-
menen Sprecher: Das Geschlecht und das Alter . Das Alter wird allerdings nur als jung
oder alt angegeben, wobei unbekannt ist, ab welchem Alter ein Sprecher als alt gilt.
Beide Kategorien wurden in den Abbildungen 4.4 und 4.5 eingetragen. Man erkennt,
daß die Projektion die Sprecher gut nach ihrem Geschlecht trennt, so daß dieses offen-
bar auch fu¨r einen großen Teil der Streuung in diesem Raum verantwortlich ist. Das
Alter der Sprecher scheint andererseits keinen wesentlichen Einfluß auf die A¨hnlichkeit
der Sprecher zueinander zu haben.
Ein anderer Gewinn, der aus der Analyse der Absta¨nde gezogen werden kann,
ist ein Kriterium fu¨r die Wahl eines (oder mehrerer) geeigneter Zielsprecher, denn
dieser sollte derjenige Sprecher sein, der im Mittel zu allen anderen Sprechern den
geringsten Abstand aufweist. Im beschriebenen Experiment war dies ein ma¨nnlicher
Sprecher mit dem Ku¨rzel weg.
4.4.2. Interpolation der Abbildungen
Um nun die Hypothese der Interpolierbarkeit von sprechernormalisierenden Abbil-
dungen zu erfu¨llen, muß zuna¨chst eine Nachbarschaftsbeziehung zwischen den ver-
schiedenen Sprechern bestehen. Diese wurde in der in Abschnitt 4.4.1 beschriebenen
Weise bestimmt. Anhand der durch die MDS ermittelten Koordinaten im Raum
der Sprecher wurden nun Sprecher gesucht, die sich innerhalb dieses Raumes – vom
Zielsprecher weg aus – anna¨hernd auf einer Linie befinden. Hierfu¨r wurden drei Spre-
cherpaare gefunden: Die Sprecher cha und erl, was und alz, und die Sprecher cha und
swt, wobei der zweite Sprecher immer der von Zielsprecher aus gesehen entferntere
Sprecher ist.
Fu¨r die entfernteren (a¨ußeren) Sprecher wurden auf der Basis der Einzelwort-
a¨ußerungen einfache Perzeptrone als Abbildung auf den Zielsprecher weg trainiert.
Da sich inzwischen herausgestellt hatte, daß der DTW-Algorithmus auf logarithmier-
ten Daten besser arbeitet, wurden die Merkmalsvektoren der Sprecher diesmal loga-
rithmiert. Um fu¨r die anschließende Mischung der Abbildungen Artefakte durch die
nichtlineare Ausgangskennlinie der Netzwerk-Neuronen zu vermeiden, wurde außer-
dem eine identische Abbildung des Zielsprechers weg auf sich selbst trainiert.
Anschließend wurden die Einzelworta¨ußerungen der dem Zielsprecher weg na¨her-
gelegenen (inneren) Sprecher durch die Netze sowohl des Zielsprechers als auch
des zugeho¨rigen a¨ußeren Sprechers abgebildet. Die so gewonnenen Datensa¨tze wur-
den linear interpoliert und das Ergebnis in einem DTW-Erkennungsexperiment mit
den Datensa¨tzen des Zielsprechers verglichen. Dabei hat sich gezeigt, daß die DTW-
Erkennung besser auf dem Skalarprodukt der Merkmalsvektoren als Fehlermaß als
auf dem quadratischen Fehler funktioniert (mutmaßlich wegen der Unempfindlichkeit
dieses Maßes gegen Skalierungen), so daß dieses Fehlermaß verwendet wurde.
Bei diesem Experiment stellte sich das Problem, daß die Erkennungsraten auch
ohne Abbildung auf dem gegebenen kleinen Wortschatz bereits 100 % betrugen. Daher
wurde ein anderes Qualita¨tskriterium fu¨r die Gu¨te der Abbildung verwendet, und zwar
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Abbildung 4.6.: Erkennungsraten und inverse Gu¨te der Abbildung fu¨r drei Quellspre-
cher. Die Abbildung bestand jeweils aus einer Mischung zweier sprechernormalisie-
render Abbildungen auf Sprecher, zwischen denen sich die Quellsprecher im Raum
der Sprecher jeweils befanden. Das Mischungsverha¨ltnis der Abbildungen wurde va-
riiert und ist an der Abszisse aufgetragen. Lineare Interpolation ha¨tte alle Extrema
na¨her bei Null erwarten lassen.
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das Verha¨ltnis des DTW-Abstandes zur richtigen A¨ußerung zu dem des na¨chstbesten
Kandidaten, was ein Maß fu¨r die Sicherheit der Erkennung darstellt.
Die Ergebnisse dieses Experimentes sind in Abbildung 4.6 aufgetragen. Insgesamt
ergab sich folgendes Bild:
1. Die Gu¨te der interpolierten Abbildung war immer gro¨ßer als die der beiden
Randabbildungen, d. h. der des Zielsprechers oder der des a¨ußeren Sprechers
fu¨r sich.
2. Die Maxima der Gu¨te der gemischten Abbildungen lagen nicht an der Stelle,
wo sie eine lineare Interpolation erwarten ließe.
Daraus ergibt sich, daß
1. eine Interpolation von Abbildungen zwischen Sprechern mo¨glich ist,
2. diese aber nur in schlechter Na¨herung linear angesetzt werden kann.
4.4.3. Bestimmung der Mischungen gegebener Abbildungen fu¨r
unbekannte Sprecher
Da nun gezeigt werden konnte, daß sich gegebene Abbildungen fu¨r unbekannte Spre-
cher mit Erfolg interpolieren lassen, stellt sich die Frage, ob bzw. wie sich diese Mi-
schungen automatisch ermitteln lassen. Der Gedanke liegt nahe, auch hierfu¨r Perzep-
trone zu verwenden. Die Eingangsdaten fu¨r das Perzeptron sind wieder Barkspektro-
gramme, die Ausgabemuster sollten Mischungskoeffizienten fu¨r die gegebenen Ziel-
sprecher sein. Das Problem hierbei liegt nun in der Beschaffung der zu trainierenden
Zielmuster, da die Mischungen unbekannt sind.
Der Lo¨sungsansatz besteht nun darin, das Perzeptron mit den Mustern gegebener
Zielsprecher zu trainieren, da fu¨r diese das Mischungsverha¨ltnis durch den Ansatz als
euklidischer Einheitsvektor gegeben ist, d. h. in diesen Fa¨llen muß das Ergebnis lau-
ten, daß die Abbildung des jeweiligen aktuellen Zielsprechers mit Gewichtung 1, die
anderen Abbildungen mit dem Gewicht Null verwendet werden sollen; das Netz wird
gewissermaßen als Sprechererkenner trainiert. Nach den Ergebnissen des vorherigen
Experimentes sollte dieser Ansatz dann auch fu¨r unbekannte Sprecher zu geeigneten
Mischungen fu¨hren, sofern die Zielsprecher den Raum der Sprecher genu¨gend gut ab-
decken und das Netz genu¨gend gut generalisiert, zumal die Maxima der Gu¨te der
Abbildung hinreichend breit sind (Abbildung 4.6).
Es wurden verschiedene Vorversuche durchgefu¨hrt, bei denen mit logarithmierten
und nichtlogarithmierten Daten, einfachen und mehrschichtigen, Time-Delay- (Lang
et al., 1990) und rekurrenten (Olurotimi, 1994) Perzeptronen sowie unterschiedli-
chen Auswahlen von Lautklassen (stimmhafte Laute, vokalische Laute) experimen-
tiert wurde. Die Ergebnisse waren insgesamt unbefriedigend. Brauchbare Resultate
ergaben sich erst bei der Beschra¨nkung auf einzelne Vokale. Um hierfu¨r geeignete
Mengen an Trainingsmaterial zu erhalten, mußte eine neue Sprecherauswahl getroffen
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Tabelle 4.3.: Klassifikationsfehler der Sprechererkennung bei verschiedenen Vokalen
in Prozent, jeweils auf der Trainingsmenge und einer unabha¨ngigen Testmenge.
Datenmenge Vokal
/a:/ /e:/ /i:/ /o:/ /u:/ /@:/
Trainingsmenge 1,2 1,8 1,5 0,7 1,9 12,8
Testmenge 3,8 5,7 7,9 6,9 10,5 19,8
werden, da die PhonDat-1-Datenbank nur sechs Sprecher entha¨lt, die einen großen
(und gleichen) Teil des Korpus gesprochen haben. Diese Sprecher sind gvn (weiblich),
hei (ma¨nnlich), kko (ma¨nnlich), m02 (ma¨nnlich), ror (ma¨nnlich) und rtd (weiblich).
Fu¨r alle diese Sprecher wurden anhand der Phonemlabels diejenigen Signalanteile
ausgesucht, die als einer der Randvokale /a:/, /e:/, /i:/, /o:/ oder /u:/, oder als der
neutrale Laut Schwa (/@/) bezeichnet sind.13 Diese Daten wurden in zwei willku¨rliche
Teilmengen aufgeteilt, und zwar in diejenigen, die aus den A¨ußerungen bis Nr. 200
stammen, und in diejenigen, die den A¨ußerungen ab Nr. 201 entstammen.
Die in Tabelle 4.3 zusammengestellten Ergebnisse zeigen den Klassifikationsfeh-
ler einfacher Perzeptrone, welche in der beschriebenen Weise auf die Zuordnung der
Vokalspektrogramme zu den sechs Zielsprechern trainiert wurden. Dabei wurde fu¨r
jeden Vokal ein eigenes Netz verwendet. Die Spektrogramme wurden logarithmiert
und zeitgemittelt. Trainiert wurde jeweils mit einer der Teilmengen. Getestet wurde
sowohl auf der Trainingsmenge als auch auf der zweiten Teilmenge. Die Ergebnisse
wurden u¨ber beide Trainings- bzw. Testmengen gemittelt. Wie man erkennt, sind die
Ergebnisse auf den unabha¨ngigen Testmengen deutlich schlechter. Die besten Resul-
tate auf der Trainingsmenge wurden fu¨r den hinteren halbgeschlossenen Vokal /o:/
erreicht. Allerdings sollten fu¨r die Verwendung zur Sprechererkennung die unabha¨ngi-
gen Testmengen maßgeblich sein. Die besten Ergebnisse wurden hier fu¨r den vorderen
offenen Eckvokal /a:/ erzielt. Am schlechtesten sind die Werte fu¨r den neutralen Laut
/@/. Dies ist einerseits u¨berraschend, da dieser Laut definitionsgema¨ß ohne Spannung
gesprochen wird und insofern fu¨r den Vokaltrakt des jeweiligen Sprechers charakte-
ristisch sein sollte. Andererseits hat dieser Laut immer nur eine kurze Dauer, so daß
sich hier Koartikulationseffekte versta¨rkt niederschlagen, und da der Laut entspannt
gesprochen wird, sollte er keine sprecherspezifische Dialekt- oder Akzentfa¨rbung auf-
weisen. Desweiteren kann nicht ausgeschlossen werden, daß dieser Kategorie beim
Labeling auch weniger ausgepra¨gte Vokale zugeschlagen wurden, die nicht eigentlich
ein Schwa sind. Insgesamt kann eine Sprechererkennung unter den verwendeten Lau-
ten also am sichersten auf den /a:/-Segmenten durchgefu¨hrt werden.
13Zu den Vokalen vgl. Abbildung B.1.
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Tabelle 4.4.: Klassifikationsfehler der Sprechererkennung bei Verwendung verschie-
dener Merkmalsvektoren fu¨r die Vokalen /a:/ und /e:/ in Prozent, jeweils auf der
Trainingsmenge und einer unabha¨ngigen Testmenge.
Datenmenge nur Spektrum Spektrum & AP nur AP
Vokal Vokal Vokal
/a:/ /e:/ /a:/ /e:/ /a:/ /e:/
Trainingsmenge 1,2 1,8 0,6 1,0 38,5 25,4
Testmenge 3,8 5,7 3,5 4,4 41,0 35,1
Einbeziehung artikulatorischer Parameter
Im na¨chsten Experiment sollten zusa¨tzlich zu den bisher allein verwendeten spektralen
Parametern artikulatorische Parameter (AP) in die Merkmalsvektoren aufgenommen
werden, wovon man sich eine Verbesserung der Klassifikationsleistung versprechen
konnte. Bei diesen Parametern handelt es sich um geometrische Merkmale, die die
Skalierung des Vokaltraktes im Vergleich zu einem Referenzsprecher beschreiben. Sie
wurden unter Verwendung eines Vokaltraktmodells anhand der Formatlagen inner-
halb der Spektren des Sprachsignals gescha¨tzt. Zwei der Parameter beschreiben eine
stu¨ckweise lineare La¨ngenskalierung, vier weitere Parameter Querschnittsskalierun-
gen. Das Verfahren wird ausfu¨hrlich in (Freienstein, 2000) beschrieben.
Diese sechs Parameter wurden fu¨r die Vokale /a:/ und /e:/ ermittelt und als zu-
sa¨tzliche Elemente an den bisherigen Merkmalsvektor angefu¨gt. Das sonstige Vorge-
hen blieb unvera¨ndert. Die Ergebnisse sind in Tabelle 4.4 dargestellt. Zum Vergleich
sind die Ergebnisse des Experimentes ohne AP noch einmal aufgefu¨hrt, sowie die
Resultate des gleichen Experimentes unter ausschließlicher Verwendung der AP. Die
durch die Hinzunahme der AP erzielte Verbesserung muß mit einer gewissen Vorsicht
betrachtet werden, da hier auf der Seite des Vokaltraktscha¨tzers eine gewisse Voraus-
wahl der Signalabschnitte stattgefunden hat, auf denen das Experiment durchgefu¨hrt
wurde. Außerdem ist die zugrundeliegende Datenmenge zu gering, um den Gewinn als
statistisch signifikant bewerten zu ko¨nnen. Andererseits zeigen die Ergebnisse bei der
ausschließlichen Verwendung der AP, daß diese durchaus sprecherspezifische Informa-
tionen tragen. (Die Ratewahrscheinlichkeit liegt hier bei 16,7 %.) Das die Ergebnisse
nicht besser ausfallen, kann darauf zuru¨ckgefu¨hrt werden, daß die verwendeten neu-
ronalen Netze selbst in der Lage sind, die in den AP kodierten Sprecherspezifika aus
den Barkspektrogrammen zu extrahieren.
4.4.4. Abbildung der Vokale
Im folgenden soll die automatische Bestimmung einer Abbildung fu¨r einen unbekann-
ten Sprecher untersucht werden. Reihum wurde einer der 6 Referenzsprecher (gvn, hei,
kko, m02, ror und rtd) als Zielsprecher der Abbildung verwendet. Wie im letzten Ab-
schnitt beschrieben wurden jeweils Sprechererkennungs-Netzwerke fu¨r die u¨brigen 5
50
4.4. Abbildung durch Interpolation zwischen verschiedenen Sprechern
Referenzsprecher trainiert. Abbildung 4.6 kann man entnehmen, daß auch Mischungs-
koeffizienten gro¨ßer 1 unter Umsta¨nden sinnvoll sind, so daß hier neben Fermifunk-
tionen auch lineare Aktivierungsfunktionen fu¨r die Neuronen der Ausgangsschicht ge-
wa¨hlt wurden. Fu¨r das Sprechererkennungs-Perzeptron wurde eine versteckte Schicht
mit 10 Zellen verwendet, die nach wie vor sigmoide Transferfunktionen besaßen.14
Als eigentliche normalisierende Abbildungen wurden ebenfalls Perzeptrone mit 10
versteckten Zellen gewa¨hlt, die jeweils darauf trainiert worden waren, die Spektren
aller benannten Vokale eines der Referenzsprecher auf die Spektren gleichlautender
Vokale eines anderen Referenzsprechers zu transformieren. Die Vokale aller 159 Spre-
cher der PhonDat-1-Datenbasis, fu¨r die die gewu¨nschten Vokale vorhanden waren
und die nicht zu den 6 Referenzsprechern geho¨rten, wurden wie oben beschrieben
extrahiert. Da hier nicht – wie oben – eine DTW-Erkennung durchgefu¨hrt werden
konnte, bestand die Erkennungsaufgabe nun darin, die Vokale der ersten Teilmenge
(bis A¨ußerung 200) aller 159 Sprecher durch eine lineare (Fishersche) Diskriminanz-
analyse (vgl. Anhang A.4) zu trennen.
Hierfu¨r mußte zuallererst die Trennbarkeit der Vokale ohne Abbildung untersucht
werden, denn dieses Maß sollte durch die Normalisierung nicht unterschritten werden.
Anschließend wurden die 5 Referenzsprecher selbst mit den fu¨r sie berechneten Abbil-
dungen reihum auf den sechsten Sprecher abgebildet. Dies sollte das Maß sein, welches
von der Abbildung der unbekannten Sprecher nicht u¨berschritten werden kann. Als
letzte Vergleichsgro¨ße wurden die Vokale der 6 Referenzsprecher jeweils einzeln direkt
einer Diskriminanzanalyse unterzogen. Durch den Vergleich der Diskriminierbarkeit
zwischen den abgebildeten Vokalen der Referenzsprecher und der direkten Analyse
kann die Qualita¨t der Abbildung beurteilt werden.
Nun wurden die Vokale der 159 Sprecher durch das Sprechererkennungsnetzwerk
bewertet. Dessen Ausgangssignal wurde fu¨r alle Vokale getrennt gemittelt. Dadurch
wurden Gewichtsvektoren gebildet, die jeweils die A¨hnlichkeit des aktuellen Testspre-
chers zu den 5 Referenzsprechern wiederspiegelt. Die Spektren der Vokale der 159
Sprecher wurden durch die 5 Abbildungen der Referenzsprecher auf den Zielsprecher
transformiert. Die resultierenden 5 transformierten Spektren wurden entsprechend der
Bewertung durch die ihrer Vokalklasse zugeho¨rigen Gewichtsvektoren aufaddiert. Die
so gewonnenen normalisierten Spektren wurden ebenfalls einer Diskriminanzanalyse
unterzogen.
Die Ergebnisse sind in Tabelle 4.5 zusammengestellt. Wie man erkennt, wird
durch die vom Sprechererkennungs-Netzwerk ermittelte Mischung der Abbildungen
der 5 Referenzsprecher die Diskriminierung der Vokale der 159 Testsprecher deutlich
verbessert, und zwar soweit, daß sogar die Werte fu¨r die Diskriminierung der Refe-
renzsprecher selbst u¨berschritten wird. Der Adaptionsgrad (Gleichung 4.9) fu¨r das
Kontrollnetz ohne lineare Ausgangskennlinie liegt noch deutlich vor dem des Netzes
14Man kann sich leicht u¨berlegen, daß dies immer so sein muß, denn wenn die Aktivierungsfunktionen
der versteckten Schicht(en) linear sind, erkennt man an den Gleichungen A.14 und A.15, daß man
anderenfalls effektiv ein einfaches Perzeptron konstruiert. Sind – wie hier – die Ausgabeaktivierungs-
funktionen ebenfalls linear, reduziert sich das Ganze auf eine affine Abbildung.
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Tabelle 4.5.: Ergebnisse der Fisherschen Diskriminanzanalyse der Vokalbarkspek-
trogramme. Die Sprechergruppe 159 bezeichnet alle untersuchten Sprecher ohne die 6
Referenzsprecher, Die Gruppe 6 die der Referenzsprecher unter sich. Die Behandlung
— bezeichnet eine direkte Diskriminanzanalyse der Merkmalsvektoren der ganzen
Sprechergruppe ohne Normalisierung, einzeln das Gleiche mit den Merkmalsvek-
toren nur jeweils eines einzigen Sprechers, (nicht)linear eine Normalisierung mit
Steuerung der Abbildung durch ein Netz mit (nicht)linearen Ausgangskennlinien.
Experiment Gu¨te der Diskrimination Adaptionsgrad α
Sprecherset Behandlung % %
159 — 70,72
159 linear 91,41 150,4
159 nichtlinear 97,66 195,8
6 einzeln 84,48
6 — 77,85
6 linear 92,52 221,3
6 nichtlinear 92,20 220,7
mit linearer Ausgangskennlinie. Dies deutet darauf hin, daß durch das Verfahren der
Mischung eine Interpolation der Abbildungen eher mo¨glich ist als eine Extrapolation.
Fu¨r die Referenzsprecher selbst ist der Adaptionsgrad noch gro¨ßer, allerdings zeigt
hier das nichtlineare Kontrollnetz keine besseren Ergebnisse. Betrachtet man sich die
Ergebnisse im einzelnen, dann sieht man, daß dies im wesentlichen auf die schlechteren
Ergebnisse fu¨r die Sprecherin rtd zuru¨ckzufu¨hren ist. Es kann vermutet werden, daß
diese Sprecherin nur durch eine Extrapolation erreicht werden kann, sie also relativ
weit vom Schwerpunkt der Verteilung entfernt ist. Dies erscheint auch daher plausibel,
als sich diese Sprecherin auch bei anderen Experimenten als Ausnahmefall erwiesen
hat (Freienstein, 2000).
4.5. Zusammenfassung und Diskussion der
Ergebnisse
In Abschnitt 4.2 wurde eine Methode zur unu¨berwachten Sprechernormalisierung auf
der Basis einer Hauptkomponentenanalyse der Merkmalsvektoren von Quell- und Ziel-
sprecher vorgestellt. Schwierigkeiten ergeben sich bei dieser Methode daraus, daß die
gefundenen Hauptkoordinaten der beiden Sprecher einander nicht entsprechen mu¨s-
sen. Daher wurden nur die beiden gro¨ßten Hauptkoordinaten beru¨cksichtigt. Deswei-
teren ist bei der gewa¨hlten Vorverarbeitung die Annahme einer Gaußverteilung der
Merkmalsvektoren nicht erfu¨llt. Dennoch konnte insgesamt ein Adaptionsgrad von
20 % erreicht werden.
Abschnitt 4.3 beschrieb die sprechernormalisierende Abbildung durch Perzeptro-
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ne. Es wurden Netze mit und ohne versteckte Schicht verwendet. Der Abbildungsfehler
konnte durch mehrschichtige Netze nicht nennenswert verringert werden. Die aufge-
stellte Hypothese, daß sich in der Zwischenschicht eines mehrschichtigen Perzeptrons
eine niedrigdimensionale Repra¨sentation des Sprecherraumes etablieren wu¨rde, wurde
untersucht und mußte verworfen werden.
In Abschnitt 4.4 ging es nun um die Ermittlung eines Sprecherraumes auf
der Basis einer multidimensionalen Skalierung von gemittelten DTW-Absta¨nden. So
konnten Nachbarschaftsbeziehungen zwischen Sprechern und – in der Mitte der Vertei-
lung – Normalsprecher gefunden werden. Dabei zeigte sich, daß der Sprecherraum
eine deutliche Separierung zwischen ma¨nnlichen und weiblichen Sprechern wiedergibt,
wohingegen das Alter der Sprecher offenbar keinen großen Einfluß auf die Anordnung
der Sprecher hat.
Im Unterabschnitt 4.4.2 wurde dann untersucht, ob sich die so gefundenen Nach-
barschaftsbeziehungen mit Gewinn fu¨r die Abbildung unbekannter Sprecher nutzen
lassen. Hierfu¨r wurden im Sprecherraum zwei Sprecher gesucht, zwischen denen
sich der unbekannte Sprecher befand, und die Merkmalsvektoren des unbekannten
Sprechers durch die gegebene Abbildungen dieser zwei Referenzsprecher abgebildet.
Die Ergebnisse wurden mit verschiedenen Gewichten addiert. Da die Erkennungsraten
in diesem Experiment bei 100 % lagen wurde ein Trennmaß definiert, daß die Quali-
ta¨t der Abbildung beschreibt. Dieses konnte durch das gewa¨hlte Vorgehen gesteigert
werden. Es zeigte sich aber auch, daß die Maxima des Trennmaßes gegenu¨ber der
durch lineare Interpolation gefundenen Gewichte verschoben war. Dies weist darauf
hin, daß der Sprecherraum nur lokal linear interpoliert werden kann.
Die automatische Positionsbestimmung eines unbekannten Sprecheres durch mehr-
schichtige Perzeptrone wurde in Unterabschnitt 4.4.3 vorgestellt. Hierzu wurden Per-
zeptrone als Sprechererkenner fu¨r eine Auswahl von sechs Referenzsprechern trainiert.
Fu¨r die sechs Sprecher ergab sich dabei eine Erkennungsrate von 96,2 % auf der Test-
menge bei Verwendung des Vokals /a:/. Da hierfu¨r zuna¨chst eine Erkennung des /a:/
erforderlich ist, handelt es sich um ein Bootstrap-Verfahren mit den in Abschnitt 4.2
geschilderten Gefahren. Auf der anderen Seite ist die sprecherunabha¨ngige Erken-
nung von Vokalen relativ unproblematisch. Abgesehen davon ko¨nnen fu¨r die Zwecke
der Sprechererkennung alle Zweifelsfa¨lle verworfen werden.
Im gleichen Abschnitt wurde auch die Einbeziehung von artikulatorischen Parame-
tern zur weiteren Steigerung der Erkennungsleistung untersucht. Die dabei erreichte
Verbesserung ist allerdings nicht signifikant. Hier liegt die Vermutung nahe, daß die
verwendeten Netzwerke die gleiche Information bereits aus den Merkmalsvektoren
extrahieren konnten.
Unterabschnitt 4.4.4 beschreibt nun die Verwendung der Sprechererkennungsnet-
ze zur Normalisierung unbekannter Sprecher. Dabei wird die Ausgabe der im Prinzip
1-aus-N -kodierten Sprechererkenner fu¨r unbekannte Sprecher als Gewichtung der Ab-
bildungen von fu¨nf der sechs Referenzsprecher auf den sechsten – als Zielsprecher –
betrachtet. Fu¨r das Sprechererkennungsnetzwerk wurden sowohl lineare wie sigmoide
Ausgangskennlinien betrachtet. Die Merkmalsvektoren der abgebildeten Vokale wur-
den schließlich einer linearen Diskriminanzanalyse unterworfen. Der Adaptionsgrad
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betrug fu¨r alle 159 verfu¨gbaren Sprecher 150 % bei linearen und 196 % bei sigmoiden
Ausgangskennlinien. Das bessere Abschneiden der Netze mit nichtlinearen Aktivie-
rungsfunktionen kann man darauf zuru¨ckfu¨hren, daß durch den gewa¨hlten Ansatz
negative Ausgangswerte oder solche gro¨ßer Eins nicht trainiert wurden und die Netze
in diesem Bereich ungeeignete Mischungen erzeugen. Da andererseits fu¨r die Refe-
renzsprecher unter sich die Ergebnisse kaum voneinander verschieden waren (der Ad-
aptionsgrad betrug hier jeweils 221 %), liegt die Vermutung nahe, daß einer der sechs
Sprecher (rtd) nur durch eine Extrapolation erreichbar gewesen wa¨re.
Insgesamt belegen diese Ergebnisse in beeindruckender Weise die Hypothese von
der Interpolierbarkeit der sprechernormalisierenden Abbildungen, selbst bei der Ab-
deckung des Sprecherraumes mit nur 6 Referenzsprechern.
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5.1. Zielsetzung
Diese Arbeit bescha¨ftigte sich mit der Verbesserung der Vorverarbeitung von Sprachsi-
gnalen zur Steigerung der Leistung sprecherunabha¨ngiger automatischer Spracherken-
nungssysteme. Dies geschah durch die Einfu¨hrung einer Sprechernormalisierungsstufe.
Deren Aufgabe ist es, die zusa¨tzliche Streuung, die durch die Beru¨cksichtigung unter-
schiedlicher Sprecher in die Merkmalsvektoren eingefu¨hrt wird, durch Transformation
der Merkmalsvektoren auf die eines speziellen Referenzsprechers zu reduzieren. Fu¨r
die Konstruktion einer solchen Transformation mu¨ssen gewisse Charakteristika aus
den Merkmalsvektoren des jeweiligen Quellsprechers bestimmt werden.
Da hierfu¨r eine gewisse Datenmenge erforderlich ist, lag das Hauptaugenmerk
dieser Arbeit auf der Frage, ob die gewu¨nschte Transformation nicht unter Verwen-
dung gegebener Transformationen bekannter Sprecher gewonnen werden kann. Auf
diese Weise wa¨re eine Datenmenge ausreichend, welche die Auswahl dieser bereits im
Vorfeld bestimmten Transformationen erlaubt.
5.2. Zusammenfassung
Nach einer Einfu¨hrung in die Problematik der automatischen Spracherkennung und
der Sprechernormalisierung wurde ein Verfahren zur unu¨berwachten Sprechernorma-
lisierung auf der Basis einer Hauptkomponentenanalyse vorgestellt, welches im Mittel
einen Adaptionsgrad von 20 % erreichte..
Daran anschließend wurden verschiedene Versuche zur Konstruktion einer spre-
chernormalisierenden Abbildung unternommen. Dabei konnte besta¨tigt werden, daß
die gewu¨nschte Abbildung mithilfe von gerichteten ku¨nstlichen neuronalen Netzen
(Perzeptronen) erzeugt werden kann. In diesem Zuge wurde auch die Anzahl der ver-
steckten Zellen eines mehrschichtigen Perzeptrons untersucht, die beno¨tigt werden,
um eine identische Abbildung zwischen den Spektren eines Sprechers zu konstruie-
ren. Der Abbildungsfehler fiel auch bei gro¨ßeren Zellenzahlen kontinuierlich mit der
Zunahme der Zellenzahl. Da es gleichzeitig nicht mo¨glich war, eine befriedigende Ab-
bildung allein durch Nachtrainieren der Eingabe-/Zwischenschichtgewichte zu erzeu-
gen, kann die urspru¨ngliche Annahme, daß sich in der Zwischenschicht des Perzep-
trons eine niederdimensionale Repra¨sentation der Merkmale etablieren wu¨rde, nicht
besta¨tigt werden. Vielmehr deuten die Ergebnisse darauf hin, daß die Codierung der
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Zielspektren im ganzen Netz verteilt erfolgt.
Hierauf wurden Untersuchungen u¨ber die Existenz und Struktur von Nachbar-
schaftsbeziehungen zwischen unterschiedlichen Sprechern angestellt. Die Anordnung
der Sprecher im Raum der Sprecher wurde aus den Merkmalsvektoren ihrer A¨u-
ßerungen bestimmt. Die Ergebnisse dieser Untersuchungen belegen die Mo¨glichkeit
einer linearen Interpolierbarkeit von sprechernormalisierenden Abbildungen anhand
der gefundenen Nachbarschaftsbeziehungen. Es zeigten sich hierbei allerdings Diskre-
panzen zwischen der tatsa¨chlichen Lage des Optimums der Interpolation gegenu¨ber
der Position, die sich aus der Annahme einer linearen Beziehung zwischen dieser Op-
timallage und der ra¨umlichen Distanz der Sprecher ergibt. Es muß daher gefolgert
werden, daß diese Beziehung nur lokal als linear approximiert werden kann.
Hierauf folgte die Untersuchung der Eignung von Perzeptronen zur Ermittlung
der Nachbarschaftsbeziehungen eines Sprechers. Dafu¨r wurde eine Menge von Re-
ferenzsprechern ausgewa¨hlt, fu¨r die ein mehrschichtiges Netz als Sprechererkenner
ausgebildet wurde. Dies geschah unter der Annahme, daß sich die Nachbarschafts-
beziehungen eines unbekannten Sprechers zu den trainierten Referenzsprechern auf
diese Weise nach Anbieten der zugeho¨rigen Merkmalsvektoren in der Ausgabe des
Sprechererkennungsnetzes wiederfinden la¨ßt. Wegen der Gegebenheiten der verfu¨g-
baren Datenbasis konnten diese Experimente nur auf einzelnen Lauten und nur fu¨r
sechs Referenzsprecher durchgefu¨hrt werden. Daher wurde eine Auswahl der Vokale
der verfu¨gbaren Sprecher extrahiert und sowohl zum Training als auch zum Testen so-
wohl der normalisierenden Abbildungen als auch des Sprechererkenners verwendet. So
konnte nebenbei gezeigt werden, daß ein solcherart konstruiertes Sprechererkennungs-
Netzwerk auf den verwendeten Randvokalen eine zuverla¨ssige Sprechererkennung lei-
sten kann.
Zuletzt wurde nun die Eignung der Mischung sprechernormalisierender Abbildun-
gen untersucht, welche durch die Sprechererkenner-Netzwerke gescha¨tzt wurde. Hier
konnte durch die gewa¨hlte Methode die Klassifizierung der Vokale durch die gefundene
Abbildung deutlich verbessert werden.
Insgesamt konnte in dieser Arbeit die Mo¨glichkeit einer Sprechernormalisierung
unbekannter Sprecher auf der Basis der Interpolation bekannter normalisierender Ab-
bildungen gezeigt und die Verbesserung der Erkennungsleistungen fu¨r unbekannte
Sprecher auf der Basis der so gewonnenen Abbildungen belegt werden.
5.3. Ausblick
Fu¨r die Ru¨ckfu¨hrung einer sprecherunabha¨ngigen Spracherkennung auf eine sprecher-
abha¨ngige Spracherkennung zur Verminderung des Klassifikationsfehlers existieren
grundsa¨tzlich zwei Methoden: Die Adaption des Klassifikators an den unbekannten
Sprecher oder die Transformation der Signale eines unbekannten Sprechers auf die
des Referenzsprechers, fu¨r den der Erkenner trainiert wurde.
Gegenu¨ber dem sprecherspezifischen Training eines Spracherkennungssystems loh-
nen sich beide Methoden nur dann, wenn insbesondere der Datenaufwand zur Bestim-
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mung der Parameter des Erkennungssystems deutlich ho¨her ist als fu¨r die Adaption
oder die Normalisierung.
Die vorgestellte Methode zur Interpolation gegebener Abbildungen reduziert den
Datenaufwand zur Bestimmung einer normalisierenden Abbildung dadurch, daß be-
reits berechnete Abbildungen verwendet werden ko¨nnen, betra¨chtlich. Wenige Worte
sind ausreichend, um die Position des unbekannten Sprechers in bezug auf diejenigen
Sprecher zu ermitteln, deren Abbildungen letztlich fu¨r die Normalisierung verwendet
werden.
Das Verfahren wird durch eine geeignete Auswahl der Referenzsprecher verbes-
sert werden ko¨nnen. Diese sollten so gewa¨hlt sein, daß sie den Raum der Sprecher
mo¨glichst vollsta¨ndig und gleichma¨ßig abdecken. Zwischen diesen Sprechern wird eine
Interpolation der Abbildungen um so leichter mo¨glich sein, je dichter sie liegen. Es
ist denkbar, eine Hierarchie von Steuernetzen aufzubauen, die die fu¨r die Mischung
der Abbildungen in Frage kommenden Sprecher stufenweise eingrenzen (Speaker-
Clustering).
Stehen mehr Sprecher zur Verfu¨gung als Referenzsprecher beno¨tigt werden, ko¨n-
nen im Vorfeld Mischungsverha¨ltnisse von Referenzsprecherabbildungen fu¨r diese
Sprecher ermittelt werden. Es sollte dann eine weitere Verbesserung des Verfahrens
zu erreichen sein, indem man diese Verha¨ltnisse zum Training des bisherigen Spre-
chererkennungs-Netzwerks hinzunimmt. Damit wu¨rde dem offenbar nichtlinearen Zu-
sammenhang zwischen den Absta¨nden der Sprecher voneinander und den optimalen
Mischungsverha¨ltnissen Rechnung getragen.
Eine weitere Option ist die Steuerung der eigentlichen Abbildung durch geeig-
nete – von der speziellen Normalisierungsmethode abha¨ngige – Parameter anstelle
der einfachen U¨berlagerung der Abbildungen. Desweiteren wird es sich vermutlich
lohnen, die Eignung verschiedener Merkmale als Eingabemuster des Steuernetzes zu
untersuchen. In dieser Arbeit wurden im wesentlichen Merkmale verwendet, die fu¨r
die Spracherkennung optimiert waren. Dies ist nicht notwendigerweise auch die beste
Wahl fu¨r die Steuerung einer Adaption oder normalisierenden Abbildung.
Aufgrund der schon in dieser Arbeit gezeigten guten Ergebnisse kann erwartet
werden, daß die vorgestellte Verfahrensweise mit den beschriebenen Ausarbeitungen
und Erweiterungen zu einer praktisch nutzbaren und leistungsfa¨higen Erweiterung
existierender Spracherkennungssysteme fu¨hren wird.
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A. Algorithmen
A.1. Dynamic Time Warping
Die Sprachsignale zweier gleichlautender A¨ußerungen unterscheiden sich normaler-
weise unter anderem dadurch, daß sie verschiedene Dauer besitzen. Die zeitliche Zu-
ordnung von Signalabschnitte der beiden A¨ußerungen erfordert im allgemeinen nicht-
lineare Zeitachsenskalierungen, also monotone Verzerrungen der beiden Zeitachsen.
Dynamic Time Warping (DTW) (Sakoe und Chiba, 1978) ist ein Algorithmus zur Be-
stimmung dieser Verzerrungen. Diese werden so gewa¨hlt, daß der kumulierte Abstand
(DTW-Abstand) der einander durch die Verzerrung zugeordneten Signalelemente
(Alignment) minimiert wird.
Der Algorithmus lautet folgendermaßen: Gegeben seien zwei Folgen von Merk-
malsvektoren (xi) mit 0 ≤ i ≤ I und (yj) mit 0 ≤ j ≤ J sowie ein Abstandsmaß
d(xi, yj). Gesucht wird dann eine Folge von Indexpaaren ((i, j)n) mit 0 ≤ n ≤ N ,
so daß SIJ := min
∑N
n=0 d(xin , yjn). Fu¨r die Spracherkennung ist dabei nur SIJ als
Resultat des Algorithmus von Bedeutung. Dabei gelten folgende Randbedingungen:
• i0 = j0 = 0, iN = I, jN = J , d. h. die Anfangs- und Endpunkte der Signale
mu¨ssen einander zugeordnet werden.
• in ≤ in+1, jn ≤ jn+1, d. h., die zeitliche Reihenfolge der Signalwerte muß erhalten
bleiben.
SIJ wird wie folgt bestimmt: (Der Einfachheit halber werden keine Fallunterschei-
dungen fu¨r negative Indizes vorgenommen. Sij-Terme, die negative Indizes enthalten,
werden im Algorithmus nicht beru¨cksichtigt.)
1. Setze S0,0 = 0. Beginne mit i = 0, j = 1.
2. Berechne Sij = min (Si−1,j, Si,j−1, Si−1,j−1) + d(xi, yj).
3. Inkrementiere j. Solange j ≤ J , fahre fort mit 2.
4. Setze j = 0 und inkrementiere i. Solange i ≤ I, fahre fort mit 2.
Im Laufe des Verfahrens werden zum aktuellen x-Index k nur die Werte Sij mit
i = {k−1, k} beno¨tigt. Fru¨here Sij (i < k−1) ko¨nnen wieder freigegeben werden.
Der Algorithmus wird heute kaum noch fu¨r Spracherkennung eingesetzt. Ha¨u-
fig wird aber fu¨r andere Zwecke ein Alignment zwischen verschiedenen Exemplaren
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Abbildung A.1.: Links ist der DTW-Algorithmus skizziert, rechts die Zuordnung (das
Alignment), das durch das Verfahren hergestellt wird.
gleichlautender A¨ußerungen gewu¨nscht. Hierfu¨r kann in Schritt 2 der Pfad, der zum
aktuellen Sij fu¨hrte, gespeichert werden. Der Weg, der letztlich zu SIJ gefu¨hrt hat,
kann dann nach dem Ablauf des Algorithmus zuru¨ckverfolgt werden.
A.2. Torgersons Algorithmus
(Hauptkoordinatenmethode)
Die Hauptkoordinatenmethode ist ein Algorithmus zur metrischen multidimensiona-
len Skalierung und wurde von Torgerson (1952, 1958) angegeben. Im Prinzip wird eine
Hauptkomponentenanalyse der Daten durchgefu¨hrt, die einer gegebenen Distanzma-
trix zugrundeliegen. Dafu¨r wird jedoch die Kovarianzmatrix C der Daten beno¨tigt,
die zuna¨chst nicht zur Verfu¨gung steht.
Bekannt seien also die euklidischen Absta¨nde dij zwischen den Daten xi und xj.
Die Kovarianzen cij sind definitionsgema¨ß durch
cij := (xi − µ)T (xj − µ) (A.1)
gegeben (Papoulis, 1991), wobei µ = 1
N
∑N
n=1 xn der Mittelwert der Datenvektoren
ist. Durch Einsetzen der Mittelwerte und Ausmultiplizieren erha¨lt man
cij = x
T
i xj −
1
N
N∑
n=1
xTi xn −
1
N
N∑
n=1
xTj xn +
1
N2
N∑
n=1
N∑
k=1
xTnxk. (A.2)
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Wegen
d2ij = (xi − xj)2 = x2i − 2xTi xj + x2j bzw. (A.3)
xTi xj =
1
2
(
x2i + x
2
j − d2ij
)
(A.4)
findet man nach Einsetzen und einigem Ku¨rzen:
cij = −1
2
(
d2ij −
1
N
N∑
n=1
d2ik −
1
N
N∑
n=1
d2kj +
1
N2
N∑
n=1
N∑
k=1
d2kl
)
. (A.5)
Man kann also die gewu¨nschte Kovarianzmatrix aus den Quadraten der Absta¨nde
bestimmen. Auf Grund dieser Kovarianzmatrix wird nun eine Hauptkomponenten-
analyse durchgefu¨hrt. Durch eine Eigenwertzerlegung (Kie lbasin´ski und Schwetlick,
1988) mit C = UVUT erha¨lt man die Eigenvektoren der Kovarianzmatrix in den Spal-
ten von U und die zugeho¨rigen Eigenwerte in der Diagonalen von V. Aus der r ≤ n
Eigenvektoren zu von Null verschiedenen Eigenwerten ergeben sich die rekonstruierten
r-dimensionalen Koordinaten (Hauptkoordinaten) als Zeilenvektoren Y = UV
1
2 .
A.3. Perzeptrone
Perzeptrone sind ein spezieller Typus ku¨nstlicher neuronaler Netze. Algorithmen aus
der Klasse der neuronalen Netze simulieren Mechanismen der Informationsverarbei-
tung, welche bei natu¨rlichen (biologischen) neuronalen Netzwerken gefunden wurden.
Auf diese Weise werden Probleme angegangen, die sich bei der Behandlung durch
klassische Algorithmen als hartna¨ckig erweisen, aber von natu¨rlichen neuronalen
Netzen sehr erfolgreich gelo¨st werden. Hierzu geho¨ren insbesondere zahlreiche Frage-
stellungen der Mustererkennung.
A.3.1. Das Neuronenmodell
Natu¨rliche Nervenzellen sind komplexe biologische Gebilde mit einer großen Zahl von
Eigenschaften. Fu¨r die Simulation der Funktion eines natu¨rlichen Neuronenverban-
des ist aber eine reduzierte funktionale Beschreibung von Nervenzellen erwu¨nscht –
es geht also bei der Beschreibung einer Nervenzelle um das Was und nicht das
Wie. In diesem Sinne ist eine Nervenzelle ein Schaltelement. Sie empfa¨ngt Rei-
ze aus dem Außenraum oder von anderen Neuronen, und wenn die Summe dieser
Reize ein gewisses Maß u¨bersteigt, entla¨dt sich das zwischen dem Außenraum und
dem Zellinneren bestehende Potential. Ein Neuron kann in diesem Sinne als ein In-
tegrator mit einer gewissen Zeitkonstante beschrieben werden. Die Entladung des
Membranpotentials setzt sich u¨ber das Axon der Nervenzelle fort und fu¨hrt an des-
sen Ende zu einer Ausschu¨ttung von Neurotransmittern, welche den Reiz zu einem
anderen Neuron oder einer Muskelzelle weitertragen. Nachdem die Nervenzelle ge-
feuert hat, muß das Potential wieder aufgebaut werden, was zu einer Refrakta¨rzeit
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von einigen Millisekunden fu¨hrt, innerhalb derer ein Neuron nicht wieder feuern kann.
Das resultierende Signal wird also durch einen Spike Train beschrieben. Darin ist die
Sta¨rke der Eingangsreize durch die Feuerrate kodiert. Außerdem entha¨lt das Si-
gnal durch die jeweiligen Feuerzeitpunkte Information u¨ber die zeitliche Feinstruktur
Reize, welche das Feuern ausgelo¨st haben. Obwohl diese Feinstruktur augenscheinlich
wichtig ist, wird sie in der Simulation ha¨ufig vernachla¨ssigt, genauso wie sich auch die
Existenz verschiedener Klassen von Nervenzellen gewo¨hnlich in der Simulation nicht
niederschla¨gt. Insgesamt wird eine Nervenzelle daher gewo¨hnlich als ein Summierer
beschrieben, dessen Ausgang eine monotone Funktion der Summe der Eingangssigna-
le ist und als eine mittlere Feuerrate betrachtet werden kann. Bezeichnet man die
an den Dendriten des simulierten Neurons anliegenden Reizsta¨rken mit ni, so po-
stuliert man die Sta¨rken der synaptischen Kopplungen als plastische Gewichte wi.
U¨berschreitet die Summe der entsprechend gewichteten Eingangsreize einen gewissen
Schwellwert ϑ, so fu¨hrt das zu einer Aktivierung f(
∑
iwi − ϑ) am Ausgang des Neu-
rons. f ist dabei die beschriebene monotone Transferfunktion des Neurons und wird
oft als Fermifunktion
fF (x) =
1
1 + e−2βx
(A.6)
angesetzt. In vielen Fa¨llen ist es einfacher, die Transferfunktion nicht auf Werte zwi-
schen 0 und 1 zu beschra¨nken, sondern statt dessen symmetrische Funktionen mit
Werten zwischen −1 und 1 zu verwenden. Dann entspricht der Fermifunktion der
Tangens hyperbolicus. Verschiedentlich wird auch ganz auf eine nichtlineare Trans-
ferfunktion verzichtet, so daß dann fL(x) = ax mit a ∈ R+ gilt.
A.3.2. Neuronale Netzwerke
Ku¨nstliche neuronale Netzwerke simulieren einen ganzen Neuronenverband. Meistens
werden die Transferfunktionen der einzelnen simulierten Nervenzellen einheitlich fest-
gelegt. Die Aktivita¨ten (sk) der Neuronen k werden initialisiert und anschließend
gegebenfalls in einem iterativen Prozeß neu festgelegt, bis der Verband in einem sta-
bilen Zustand angelangt ist. Dies geschieht beispielsweise durch folgende Iterations-
vorschrift:
sn+1 = f(Wsn − ϑ). (A.7)
(Hier und im folgenden wird f und nicht die Vektorschreibweise f verwendet, um zu
illustrieren, daß die Transferfunktion fu¨r alle Zellen die gleiche sein soll – Nichtsde-
stoweniger ist f natu¨rlich vektorwertig.) Die Endkonfiguration des Netzes, also die
gewu¨nschte Ausgabe, wird im wesentlichen durch die Gewichtsmatrix W festgelegt,
deren Elemente wij das synaptische Gewicht von Neuron i zu Neuron j bezeichnet.
Diese wird durch eine Lernregel bestimmt. Zusammengefaßt definiert sich also ein
ku¨nstliches neuronales Netz gewo¨hnlich durch ein verwendetes Neuronenmodell, sei-
ne Architektur (Anzahl der Zellen und Definition der mo¨glichen Verbindungen) und
durch seine Lernregel. Auf die verschiedenen Typen ku¨nstlicher neuronaler Netzwerke
soll hier nicht weiter eingegangen werden. Allgemeine Darstellungen bieten beispiels-
weise Lippmann (1987), Mu¨ller und Reinhardt (1990) oder Rumelhart et al. (1986b).
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A.3.3. Perzeptrone
Perzeptrone sind gerichtete (unidirektionale oder feed-forward), mehrschichtige Netz-
werke. Das heißt, wenn es einem Neuron i erlaubt ist, ein Neuron j zu beinflussen,
dann ist dies Neuron j umgekehrt nicht erlaubt. Im einfachsten Falle bestehen Per-
zeptrone aus einer Eingabeschicht, welche ein Eingangssignal aufnimmt, und einer
Ausgabeschicht, welche das gewu¨nschte, von der Eingabe abha¨ngige Ergebnis pra¨-
sentieren soll. Der Name Perzeptron wurde solchen Systemen von Rosenblatt (1959)
gegeben, der diese Systeme (fu¨r bina¨re Neuronen) zuerst detailliert untersuchte. Weil
diese Struktur gerichtet ist, ist es nicht no¨tig, die Ausgabezellen zu initialisieren oder
die Abbildung zu iterieren (Gleichung A.7). Das Ergebnis liegt statt dessen nach
einem Schritt vor.
Perzeptrone werden zur Approximation einer gesuchten Abbildung oder zur Klas-
sifikation von Daten eingesetzt. Beide Anwendungen werden in dieser Arbeit genutzt.
Einfache Perzeptrone
Die durch ein einfaches1 Perzeptron gegebene Abbildung lautet
s = f(Wσ − ϑ). (A.8)
Hier bezeichnet σ den Vektor der Aktivita¨ten in der Eingabeschicht, s den der Aus-
gabeschicht. Man sieht leicht, daß man bei der Berechnung der Abbildung durch die
formale Einfu¨hrung einer zusa¨tzlichen Eingabezelle mit der statischen Aktivita¨t −1
den Schwellwertvektor ϑ in die Gewichtsmatrix verlagern kann. Dies soll im folgenden
so gehandhabt werden, um die Rechnungen u¨bersichtlicher zu gestalten:
σ = (σi)→ (σi|−1)T
und W = (wi)→ (wi|ϑ).
(A.9)
Die Aufgabe des Perzeptrons ist die Approximation einer gewu¨nschten Abbildung
zwischen einer Anzahl von M Eingabemustern um auf gegebene zugeho¨rige Ausga-
bemuster vm.2 Hierzu beno¨tigt man eine Lernregel, welche die Gewichtsmatrix W in
geeigneter Weise festlegt. Erreicht werden kann dies durch einen Gradientenabstieg im
Raum der Gewichte. Um diese Regel zu finden, definiert man zuna¨chst ein geeignetes
Fehlermaß
E =
1
2
M∑
m=1
(sm − vm)2. (A.10)
1Die hier als einfache Perzeptrone bezeichneten Netze werden auch ha¨ufig als einschichtig be-
zeichnet, da die Eingabeschicht keine Operation durchfu¨hrt. Da andererseits bei mehrschichtigen
Perzeptronen die Eingabeschicht gewo¨hnlich mitgeza¨hlt wird, entsteht eine Inkonsistenz, die durch
die hier gewa¨hlte Nomenklatur vermieden werden soll.
2Fu¨r den Fall einer Klassifikation wa¨hlt man normalerweise eine 1-aus-N -Kodierung fu¨r die Ausga-
beschicht, so daß jede Ausgabezelle mit einer Klasse korrespondiert. Die Zielmuster v wa¨ren dann
euklidische Einheitsvektoren. Da die Werte 0 und 1 von der Fermifunktion nie erreicht werden, wa¨hlt
man fu¨r die Zielmuster allerdings besser Werte wie 0,1 und 0,9.
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Dieses Maß ist eine monotone Funktion der Abweichung der Antwort des Netzes
auf ein Eingabemuster vom gewu¨nschten Zielmuster. Der Faktor 1
2
dient hier nur der
Bequemlichkeit – er ku¨rzt sich gleich wieder heraus. Das Fehlermaß ist nach Gleichung
A.8 eine Funktion der Gewichte. Wie der Fehler minimiert werden kann, erkennt man
durch Substitution von Gleichung A.8 und Ableitung nach den Gewichten mit Hilfe
der Kettenregel:
∂E
∂wij
=
1
2
∂
∂wij
M∑
m=1
(
f(Wσm)− vm)2
=
M∑
m=1
(smi − vmi )f ′
(∑
k
wikσ
m
k
)
σmj .
(A.11)
Da der Gradient in Richtung des steilsten Anstieges der Funktion zeigt, kann der
Abbildungsfehler iterativ minimiert werden, indem man die Gewichte in genu¨gend
kleinen Schritten in die entgegengesetzte Richtung adaptiert:
∆wij = − ∂E
∂wij
= −
M∑
m=1
(smi − vmi )f ′
(∑
k
wikσ
m
k
)
σmj (A.12)
Die Ableitung der Fermifunktion A.6 ist u¨brigens
f ′F (x) = −2β
(
1− f 2F (x)
)
. (A.13)
Mehrschichtige Perzeptrone
Leider sind einfache Perzeptrone beschra¨nkt, was ihre Fa¨higkeit zur Approximation
einer Abbildung angeht (Minsky und Papert, 1969). So ko¨nnen prinzipiell nur solche
Klassifikationsaufgaben gelo¨st werden, deren Elemente im Raum der Muster linear
separabel sind, d. h. durch Hyperebenen voneinander getrennt werden ko¨nnen. Fu¨gt
man hingegen noch eine (oder mehrere) weitere gleichartige Schichten zwischen die
Eingabe- und die Ausgabeschicht eines einfachen Perzeptrons ein, so kann gezeigt
werden, daß bereits eine einzelne versteckte Schicht es (prinzipiell) ermo¨glicht, je-
de stetige Funktion zu repra¨sentieren (de Figueiredo, 1980; Hecht-Nielsen, 1987). Die
klassische Lernregel fu¨r mehrschichtige Perzeptrone ist der Backpropagation-Algorith-
mus (Rumelhart et al., 1986a), welcher eine Verallgemeinerung der eben beschriebenen
sogenannten Deltaregel ist. Das Verfahren soll hier an einem Netz mit einer versteck-
ten Schicht entwickelt werden. Die Erweiterung auf mehrere versteckte Schichten ist
dann leicht zu sehen. Wie oben (Gleichung A.8 mit A.9) sei fu¨r die versteckte Schicht
(deren Gro¨ßen hier mit einer Tilde bezeichnet werden):
s˜ = f(W˜σ) (A.14)
und fu¨r die Ausgabeschicht
s = f(Ws˜) (A.15)
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Wiederum sei die Forderung
E =
1
2
M∑
m=1
(sm − vm)2. (A.16)
Betrachtet man zuna¨chst nur den Gradientenabstieg im Raum der Gewichte der Aus-
gabeschicht, ergibt sich a¨hnlich wie Gleichung A.12
∆wij = − ∂E
∂wij
= −
M∑
m=1
(smi − vmi )f ′
(∑
k
wiks˜
m
k
)
s˜mj . (A.17)
Die Berechnung der A¨nderung der Gewichte von der Eingabe- zur Zwischenschicht
ist vollkommen analog, allerdings muß die Kettenregel noch einmal mehr angewandt
werden:
∆w˜ij = − ∂E
∂w˜ij
= − 
2
∂
∂w˜ij
M∑
m=1
(
f(Ws˜m)− vm)2
= −
M∑
m=1
∑
l
(sml − vml )f ′
(∑
k
wlks˜
m
k
)
∂
∑
k wlks˜
m
k
∂s˜mi
∂s˜mi
∂w˜ij
= −
M∑
m=1
∑
l
(sml − vml )f ′
(∑
k
wlks˜
m
k
)
wli f
′
(∑
k
w˜ikσ
m
k
)
∂
∂w˜ij
∑
k
w˜ikσ
m
k
= −
M∑
m=1
∑
l
(sml − vml )f ′
(∑
k
wlks˜
m
k
)
wli f
′
(∑
k
w˜ikσ
m
k
)
σmj .
(A.18)
Durch Vergleich mit Gleichung A.17 und mit der Abku¨rzung
Dmi := (s
m
i − vmi )f ′
(∑
k
wiks˜
m
k
)
(A.19)
wird aus Gleichung A.17
∆wij = −
M∑
m=1
Dims˜
m
j (A.20)
und aus Gleichung A.18
∆w˜ij = −
M∑
m=1
(∑
l
Dml wli
)
f ′
(∑
k
w˜ikσ
m
k
)
σmj . (A.21)
Im Gegensatz zur Fehlerlandschaft des einfachen Perzeptrons ist die eines mehr-
schichtigen Netzes multimodal, so daß man hier damit rechnen muß, daß der Gradi-
entenabstieg in einem lokalen Minimum endet – es empfiehlt sich daher, die Proze-
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dur gegebenfalls mit verschiedenen Startkonfigurationen zu wiederholen.3 Es ist keine
Methode bekannt, mit der sich generell bestimmen ließe, wieviele Zwischenschicht-
neuronen zur Bewa¨ltigung einer gegebenen Aufgabe no¨tig sind. Die Interpretation
der Abbildung in den versteckten Schichten ha¨ufig schwierig.
Ein anderes Problem bei mehrschichtigen Netzen ist die Anzahl der freien Parame-
ter des Netzes, welche durch die Zwischenschichtneuronen deutlich wa¨chst. Zum einen
ist dadurch der Rechenaufwand fu¨r das Training mehrschichtiger Netze bedeutend
ho¨her als bei einfachen Perzeptronen. Zum anderen beno¨tigt man eine entsprechend
große Menge von Trainingsmusterpaaren, um diese Parameter zu bestimmen. Stehen
diese nicht zur Verfu¨gung (oder sind sie zu stark korreliert), la¨uft man Gefahr, daß
das Netz die Trainingsmenge auswendig lernt: Wenn die Zahl der freien Parameter
des Netzes gegenu¨ber der unabha¨ngigen Variablen der Trainingsmenge groß genug
ist, neigen Perzeptrone dazu, die Trainingsmenge zu speichern. Fu¨r neue Muster
werden dann undefinierte Ergebnisse produziert. Erst wenn sich dieses Verha¨lt-
nis umkehrt, werden Netzwerkonfigurationen gefunden, die den dann unvermeitlichen
Abbildungsfehler minimieren und dann auch gutartige Ergebnisse fu¨r unbekannte
Daten ausgeben. Dieses verhalten nennt man die Generalisierungsfa¨higkeit des Net-
zes. U¨berlegungen und Experimente fu¨r den Fall bina¨rer Neuronen findet man bei
Anshelevich et al. (1989).
A.4. Diskriminanzanalyse
Besitzt man einen Datensatz, dessen Elemente verschiedenen Klassen angeho¨ren, so
ist ha¨ufig so, daß die Elemente einer Klasse gewisse zusammenha¨ngende Gebiete inner-
halb des Parameterraumes definieren. Durch eine Diskriminanzanalyse mo¨chte man
nun Funktionen finden, die diese Gebiete voneinander trennen. Anhand dieser Dis-
kriminanzfunktionen kann man beispielsweise entscheiden, welcher Klasse ein bisher
unbekanntes Element zugeordnet werden muß. Wenn es einen gewissen U¨berlapp in
den Klassen gibt, kann man von einer Diskriminanzfunktion nicht in allen Fa¨llen ei-
ne richtige Entscheidung erwarten, sondern allenfalls eine, welche in gewisser Weise
statistisch optimal ist.
Prinzipiell kann man die Methoden zur Diskriminanzanalyse in parametrische und
in nichtparametrische Methoden aufteilen. Nichtparametrische Methoden (Sortieren
nach Koordinaten, Methode der konvexen Hu¨lle (Wilf, 1977)) arbeiten direkt auf den
Daten und versuchen, im Parameterraum Oberfla¨chen zu finden, welche die Klassen so
gut wie mo¨glich voneinander trennen. Parametrische Methoden versuchen dagegen,
die Parameter der den Daten zugrundeliegenden Verteilungen zu scha¨tzen, so daß
zuku¨nftige Werte anhand dieser Verteilungen zugeordnet werden ko¨nnen.
Fu¨r parametrische Diskriminanzanalysemethoden verwendet man sinnvollerweise
die Verteilungsfunktionen der zu analysierenden Daten, sofern diese bekannt sind.
3Bei hochdimensionalen Problemen tritt dieses Problem allerdings eher selten auf, da dann – bildlich
gesprochen – die Chance, daß in irgendeiner Dimension noch ein Tu¨rchen offen steht, relativ groß
ist.
66
A.4. Diskriminanzanalyse
Anderenfalls ist es wegen des Zentralen Grenzwertsatzes (Papoulis, 1991) ein ver-
nu¨nftiger Ansatz, eine Normalverteilung anzusetzen, solange man annehmen kann,
daß die Streuung innerhalb der Klassen aus einer großen Zahl additiver Zufallseffekte
resultiert. Die n-dimensionale Normalverteilung einer Variablen x ist gegeben durch
f(x) =
1√
(2pi)n det C
e−
1
2
(x−µ)TC−1(x−µ). (A.22)
Dabei ist C die Kovarianzmatrix der Zufallsvariablen x und µ deren Mittelwert (Pa-
poulis, 1991).
A.4.1. Lineare Diskriminanzanalyse
Die lineare Diskriminanzanalyse geho¨rt zu den parametrischen Verfahren (Wilf, 1977).
Sie macht die Annahme einer Normalverteilung der zu analysierenden Daten. Deswei-
teren wird davon ausgegangen, daß die Kovarianzen der verschiedenen Verteilungen
identisch sind. Es ist dann leicht einzusehen, daß ein unbekanntes Element x nun
der Klasse i zugeordnet werden kann, dessen Verteilungsfunktion fi fu¨r x maximal
ist, denn dadurch werden offenbar die zu erwartenden Kosten einer Fehlklassifika-
tion minimiert, wenn die Ha¨ufigkeiten des Auftretens der Elemente der verschiedenen
Klassen sowie die Kosten fu¨r eine Fehlklassifikation fu¨r alle Klassen gleich sind.
Unter den getroffenen Annahmen wird aus der Frage
fi(x) > fj(x) (A.23)
zur Klassifizierung eines unbekannten Elementes x die Frage
−(x− µi)TC−1(x− µi) > −(x− µj)TC−1(x− µj), (A.24)
wobei die µk die Mittelwerte der jeweiligen Verteilungen sind. Durch Ausmultiplizie-
ren und Ku¨rzen ergibt sich daraus:
2xTi C
−1µi − µTi C−1µi > 2xTj C−1µj − µTj C−1µj. (A.25)
Mit den Abku¨rzungen
ak := 2C
−1µk (A.26)
und
bk := µ
T
k C
−1µk (A.27)
wird daraus
aTi xi − bi > aTj xj − bj. (A.28)
So kann also die Entscheidung, welcher Klasse ein Datenpunkt x angeho¨ren soll,
anhand linearer Diskriminanzfunktionen
hk(x) := a
T
k x − bk (A.29)
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getroffen werden, im Unterschied zu Gleichung A.24, in der x in quadratischen Termen
auftritt.
Nun kann man sich die Frage stellen, ob der Gewinn, den man durch eine lineare
Diskriminanzfunktion erha¨lt, nicht durch die getroffenen Annahmen zunichte gemacht
wird. Man gewinnt aber noch einen weiteren Vorteil: Da die Parameter der Verteilung
nur gescha¨tzt werden ko¨nnen, la¨ßt sich die Frage, ob die Kovarianzen zweier Vertei-
lungen tatsa¨chlich verschieden sind, gerade bei kleinen Datenmengen oft nicht mit
statistischer Signifikanz beantworten. Wenn aber die Kovarianzen statistisch nicht
unterscheidbar sind, erha¨lt man durch die Vereinigung der verfu¨gbaren Daten offen-
kundig eine bessere Scha¨tzung der gemeinsamen Kovarianzen.
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Die in dieser Arbeit verwendete Lautschrift ist das Internationale Phonetische Al-
phabet (IPA), welches im folgenden dargestellt wird, soweit es fu¨r diese Arbeit von
Belang ist. Dort werden auch einige weitere verwendete Konventionen erkla¨rt. Der
anschließende Abschnitt B.2 erla¨utert die verschiedenen Klassifikationen von Vokalen
und Konsonanten. Die Darstellung folgt im wesentlichen (Drosdowski, 1995).
B.1. Verwendete Lautschrift
Tabelle B.1.: Konsonanten und Vokale. (Wird auf der na¨chsten Seite fortgesetzt.)
IPA- Beispiel Anmerkung IPA- Beispiel
Symbol Symbol
Konsonanten Vokale
[b] Ball [a] kalt
[c¸] Becher [A] Kahn
[d] Dampf [5] Schieber
[f] Frosch [a˜] Gourmand
[g] Gans [æ] na¨hme
[h] Haus [e] Reh
[j] Jacke [E] Bett
[k] Kamm [E˜] Teint
[l] List [@] Rabe
[m] Milch [i] Brief
[n] Napf [I] Sinn
[­] Ring [o] Hof
[p] Pult [O] Topf
[r] Rand alveolar [O˜] Balkon
[ö] Rand uvular [ø] Fo¨hn
[s] Muse [œ] Ko¨rner
[S] Schal [œ˜] Parfum
[t] Teer [u] Mut
[v] Wald [U] Hund
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IPA- Beispiel Anmerkung IPA- Beispiel
Symbol Symbol
Konsonanten Vokale
[x] Kachel [y] su¨ß
[z] Sinn [Y] Su¨nde
[Z] Genie
[P] Uhr Glottaler Verschluß vor [u]
Tabelle B.3.: Andere Konventionen
Symbol Bedeutung
[·] phonetische Schreibweise
/·/ phonologische/phonemische Schreibweise
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Abbildung B.1: IPA-Vokalviereck. Die im Deutschen vor-
kommenden Vokale sind fett gesetzt. Die Zungenstellung ist
von links vorn, zentral, hinten, die Lippen sind von oben
geschlossen, halbgeschlossen, halboffen, offen. Bei Vokal-
paaren ist der rechte Vokal gerundet. æ 5
UI Y
Æ•3
@
8•9
0•1 u•W
o•7
O•2
6•A×•a
œ•E
ø•e
y•i
Tabelle B.4.: Konsonanten
Artikulationsart Artikulierendes Organ
labial koronal dorsal glottal
stl sth stl sth stl sth
obstruent plosiv p b t d k g P
frikativ f v s S z Z c¸ j h
sonorant nasal m n ­
oral l ö
In dieser Tabelle bedeutet sth stimmhaft, stl stimmlos. Orale Sonoranten heißen
zumeist Liquide.
Tabelle B.5.: Vokale
Mundo¨ffnung Zungenposition
vorn hinten
Lippenrundung
ungerundet gerundet
geschlossen i I y Y u U
halbgeschlossen e E ø œ o O
offen æ a A
Die innerhalb der Spalten jeweils links stehenden Vokale sind gespannte Vokale, rechts
stehen die ungespannten Vokale. Die gespannten Vokale liegen im Vokalviereck wei-
ter außen, d. h. je gespannter ein Vokal ist, desto weiter ist er von dem neutralen
(entspannten) Schwa-Laut /@/ entfernt.
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