Dynamic multi-objective optimization problems (DMOPs) remain a challenge to be settled, because of conflicting objective functions change over time. In recent years, transfer learning has been proven to be a kind of effective approach in solving DMOPs. In this paper, a novel transfer learning based dynamic multi-objective optimization algorithm (DMOA) is proposed called regression transfer learning prediction based DMOA (RTLP-DMOA). The algorithm aims to generate an excellent initial population to accelerate the evolutionary process and improve the evolutionary performance in solving DMOPs. When an environmental change is detected, a regression transfer learning prediction model is constructed by reusing the historical population, which can predict objective values. Then, with the assistance of this prediction model, some high-quality solutions with better predicted objective values are selected as the initial population, which can improve the performance of the evolutionary process. We compare the proposed algorithm with three state-of-the-art algorithms on benchmark functions. Experimental results indicate that the proposed algorithm can significantly enhance the performance of static multi-objective optimization algorithms and is competitive in convergence and diversity.
I. INTRODUCTION
Many optimization problems in the real world [1] [2] involve multiple optimization functions which conflict with each other and change over time. These dynamic optimization problems are called Dynamic Multi-objective Optimization Problems (DMOPs) [3] . For example, in the design of job scheduling systems [4] , a number of decision variables, such as procedures, components, and operation time, are involved, which determine objective functions of energy consumption, production, and stability. These conflicting objective functions always change with time. Hence, efficient DMOAs should rapidly arrange scheduling schemes according to the changing *Min JIANG and *Xing GAO are corresponding authors of this paper. environments, and this ability is critical to robust scheduling systems.
In recent years, in order to solving DMOPs, a variety of DMOAs have been proposed. These existing methods can be roughly grouped into the following three categories: The first category of DMOAs is based on maintaining diversity. Gong et al. [5] proposed a general framework to decompose decision variables into two subpopulations according to the interval similarity between each decision variable and interval parameters, and a strategy on the basis of change intensity is adopted to track the POF. In [6] , Jiang et al. developed a framework based on domain adaptive and non-parametric estimation to keep the exploration-exploitation of DMOPs in terms of temporal and spatial views. The second is a memorybased method. Chen et al. [7] implemented a dynamic twoarchive strategy to simultaneously maintain two co-evolving populations. One population is concerned on convergence while the other focuses on diversity. Branke et al. [8] proposed a memory scheme to enhance the evolutionary process. In this algorithm, some excellent solutions are saved which can be used for guiding towards to optimal solutions. The third category of DMOAs is based on prediction. Muruganantham et al. [9] presented a population prediction strategy based on the Kalman filter technique. The Kalman filter technique [10] can guide the search for new Pareto-optimal solutions to generate a large number of high-quality initial individuals. Then, the algorithm finds the optimal at this moment based on a decomposition-based differential evolution algorithm. Rong et al. [11] presented a prediction model to track the moving POS by clustering the whole population into several subpopulations. In addition, the number of clusters depends on the intensity of environmental change. Zhou et al. [12] proposed a population prediction method to predict a whole population instead of predicting some isolated points. The algorithm uses center points to predict the next center point, and the previous manifolds are used to estimate the next manifold. The optimal population at this moment is deter-2019 IEEE Symposium Series on Computational Intelligence (SSCI) December 6-9 2019, Xiamen, China mined based on a decomposition-based differential evolution algorithm. Hu et al. [13] designed a promising approach based on Incremental Support Vector Machine (ISVM) [14] classifier in solving DMOPs, the ISVM is trained from the past Pareto-optimal set, then high-quality initial individuals are filtered through the trained ISVM. Jiang et al. [15] presented a framework based on transfer learning [16] to predict an effective initial population for solving DMOPs. The transfer component analysis (TCA) [16] is used in this framework for the domain adaptation problem [17] .
Traditional machine learning approaches are usually based on the assumption that the samples follow the Independent Identically Distributed (IID). Nevertheless, this hypothesis will be broken when dealing with DMOPs, since the solution distribution fails to satisfy the IID hypothesis. Although there is a DMOA based on transfer learning. However, it leads to poor diversity when samples clustering in the high dimensional latent space created by TCA.
In this paper, a regression transfer learning prediction based DMOA (RTLP-DMOA) is proposed. The algorithm aims to generate an excellent initial population to enhance the ability of existing multi-objective optimization algorithms for DMOPs. When the environment has changed, a regression transfer learning prediction model is constructed by utilizing the historical population information which can predict objective values in the new environment. Then, with the assistance of this regression prediction model, some high-quality solutions with better predicted objective values can be identified and selected as an initial population, which can improve the individuals' performance of the evolutionary process significantly.
The contributions of this work are as follows: 1) The proposed algorithm can make full use of historical information and predict high-quality initial population to improve the evolutionary performance of the existing static multi-objective optimization algorithms (SMOAs) in solving DMOPs. 2) The proposed algorithm can overcome the difficulty that solution distributions fail to meet the IID hypothesis. Compared with other prediction methods, the RTLP-DMOA is promising.
The rest of the paper is organized as follows: In Section II, we describes the basic concepts of DMOPs and presents the related transfer learning method used in the RTLP-DMOA. Section III gives the designed RTLP-DMOA in detail. In Section IV, experimental results and analysis are shown. Conclusions are drawn in Section V.
II. PRELIMINARY STUDIES A. Dynamic Multi-Objective Optimization
The mathematical form of DMOPs is as follows:
where x ∈ Ω, and x =< x 1 , x 2 , ..., x n > is the ndimensional decision vector, and t is the environment variable. F =< f 1 , f 2 , ..., f m > is the m-dimensional objective vector. The goal of DMOAs is to find solutions at environment t so that all objectives are as small as possible. Nevertheless, one solution cannot satisfy the minimum of all conflicting objectives. Hence, a trade-off method called Pareto dominance is introduced to compare these solutions. The set of optimal trade-off solutions is called the Pareto-optimal solutions (POS) in the decision space and the Pareto-optimal front (POF) in the objective space [18] .
Definition 1: (Dynamic Decision Vector Domination) At environment t, a decision vector x 1 Pareto-dominates another vector x 2 denoted by x 1 t x 2 , if and only if
Definition 2: (Dynamic Pareto-Optimal Set, DPOS) If a decision vector x * at environment t satisfies
then all x * are called dynamic Pareto-optimal solutions, and the set of dynamic Pareto-optimal solutions is called the dynamic POS (DPOS). Definition 3: (Dynamic Pareto-Optimal Front, DPOF) DPOF is the Pareto-optimal front of the DPOS for the DMOPs at the environment t DP OF = {y * |y * = F (x * , t), x * ∈ DP OS}.
B. TrAdaboost.R2
TrAdaboost [19] is a classification algorithm based on the boosting method. The aim of TrAdaBoost is to filter out dissimilar samples in the past source domain to those in the target domain. In this way, TrAdaboost improves the classification accuracy. The source data set is combined with the target domain set to form a single data set. At each boosting step, TrAdaBoost increases the relative weights of target instances that are misclassified. When a source instance is misclassified, however, its weight is decreased. In this way, TrAdaBoost makes use of those source instances that are most similar to the target data while ignoring those that are dissimilar. In [20] , the authors introduce TrAdaboost-based algorithms for transfer regression task, called TrAdaboost.R2.
TrAdaboost.R2 is an ensemble method in which each weak regression hypothesis h i (i = 1, ..., K) can map the source domain data set X source and the target domain data X target to Y ∈ R. A strong regression hypothesis h is determined by combining these weak hypotheses. In each training round, TrAdaboost.R2 increases the relative weights of instances from the target domain. Meanwhile, TrAdaboost.R2 decreases the weights of the instances from the source domain. When the regression error of a instance caused by h i is large, h i has a substantial influence on the changing weight of the instance. In this way, TrAdaboost.R2 reuses source instances that are most similar to the target data and ignores those that are dissimilar. In the next round, these modified weights are inputed into the next regression hypothesis h i+1 , instances that are dissimilar to the target domain weaken their impacts of learning process, and instances with large weights help the learning algorithm in training better regressions.
III. PROPOSED ALGORITHM
The framework of RTLP-DMOA is illustrated in Algorithm 1. In brief, RTLP-DMOA initializes randomly a population initP op with size N , and then executes a SMOA to optimize the population at environment t = 0. If environmental changes are detected, the environment variable t is updated as t = t + 1. Then, the last population P t−1 is inputted into the procedure of regression transfer. In the procedure of regression transfer, a regression hypothesis h t is determined with historical information which can predict objective vectors of individuals at the new environment. Next, in the procedure called initial population prediction, the h t is employed to predict the objective vectors and some high-quality individuals are selected according to their predictive objective vectors. These individuals are regarded as an excellent initial population initP op and inputted into a SMOA to accelerate the evolutionary process. The details of RTLP-DMOA are presented in the following section.
Algorithm 1: RTLP-DMOA
Input: The dynamic multi-optimization problem F t (·), the population size N , a SM OA Output: the population P t of F t (cdot) 1 Initialize the environment variable t = 0; 2 Initialize randomly a population initP op with N ;
return P t 10 end
A. Regression Transfer
The regression transfer process returns a strong regression hypothesis h t for environment t. The strong regression hypothesis h t adapts to the solution distribution at current environment. When an individual x is given, h t (x) outputs a predicted objective vector of x. Therefore, in the subsequent process of RTLP-DMOA, an excellent individual x with better predicted objective vectors h t (x) can be selected as a member of the initial population.
The strong regression hypothesis h t is integrated with several weak regression hypotheses h t i (i = 1, ..., K, K is the maximum number of iterations for training). These weak regression hypotheses are trained with the past population information. The last population P t−1 combined with their objective values F t−1 (P t−1 ) are regarded as source domain set D source . The target domain set D target is comprised of P t which is sampled from U (a, b) in the current decision space and their objective values F t (P t ), where a and b are the lower bound and upper bound of the decision variable at environment t. D source and D target are combined into a set D as the training data.
The process for training weak regression hypotheses is as follows: First of all, the weight vector w 1 i (x) is initialized as 1 |D| , w t i (x) denotes the weight of x for training h t i at environment t. In the main training loop, for training h t i , a Support Vector Regression (SVR) [21] is implemented as a basic learner to obtain the weak regression hypothesis h t i from D and w t i . Then, the adjusted error e t i (x) of each individual x ∈ D for training h t i is calculated as
where E t i is the maximum error, it is described as
The e t i (x) is bigger when the difference between the predicted object vector h t i (x) and the true objective vector F (x) become bigger, and the adjusted error t i for h t i is calculated as
When e t i is small, t i becomes smaller. Next, the weight vector is updated according to e t i and t i : If a training individual from the D source has a bigger e t i , the individual may be more dissimilar to the distribution of the target domain. Therefore, its training weight must be reduced more. However, if a training individual from the target domain has a bigger e t i , then its training weight should be increased more for h t i to adapt the target domain. So, the weights can be updated as
where β i = t i /(1 − t i ), and β = 1/(1 + 2 ln|D source |/K). In this way, individuals adapted to the solution distribution of the target domain have large weights; otherwise, they have small weights. Then, modified weights w t i+1 are inputted into next SVR to learn h t i+1 . Thus, in the next round, individuals with low weights that are dissimilar to the target domain weaken their impacts of the learning process and those with large weights will help the learning algorithm train better regression hypotheses. These weak regression hypotheses (h t i , i = 1, ..., K) may gradually adapt to the target domain. After K iterations, we obtain the final K 2 weak regression hypotheses and combine them to acquire a strong regression h t .
The details of regression transfer are shown in Procedure REGRESSION TRANSFER.
B. Initial Population Prediction
In this section, the initial population prediction is utilized to identify some excellent solutions as the initial population with the assistance of h t .
Procedure(REGRESSION TRANSFER)
Input: Dynamic optimization functions F t and F t−1 , the population P t−1 Output: A regression hypothesis h t
Set the maximum number of iterations K; 7 for i = 1,. . . ,K do 8 Call a SVR with D and w t i , and get a regression hypothesis h t i : X → R m ; 9 Calculate the adjusted error according to (4) for each individuals; 10 Calculate the adjusted error of h t i according to (6) ; 11 Update the weight vector according to (7); 12 end 13 return h t = the weighted median of h t i (x) for the final ) are predicted, and the non-dominated front F can be determined by fast non-dominated sort [22] according to predicted objective values. Then, we select the first i nondominated fronts as initP op and limit the size of initP op does not exceed the population size N . Next, some Gaussian noises are added to initP op until the population size is N . The initial population initP op is to accelerate the evolutionary process and improve the evolutionary performance for the current environment.
The details of initial population prediction are presented in Procedure INITIAL POPULATION PREDICTION.
IV. EXPERIMENTS

A. Compared Algorithms
Three DMOAs used for comparison in the experiment are as follows: 1) dCOEA [23] : It is a DMOA with dynamic competitioncooperative co-evolution. 2) PPS [24] : It is a DMOA based on population prediction. 3) SGEA [25] : It is a DMOA based on steady state and maintaining population diversity.
B. Test Problems
All compared algorithms are evaluated on 8 benchmark DMOPs selected from FDA [26] and DMOP [23] . The F-DA benchmark comprises FDA1, FDA2, FDA3, FDA4, and FDA5. The DMOP benchmark contains dMOP1, dMOP2, and dMOP3.
DMOPs is divided into three categories: Type I problem indicates POS changes, but the POF does not change. Type II problem indicates changes in POS and POF. Type III problem implies the POF changes but the POS does not change.
FDA1, FDA4, and dMOP3 belong to Type I problem. FDA3, FDA5, and dMOP2 belong to Type II problem. Type III contains FDA2 and dMOP1.
The dynamics of a DMOP is controlled by
where τ , n t , and τ t refer to the generation counter, severity of change, and frequency of change, respectively.
C. Performance Indicators
1) The Inverted Generational Distance (IGD) metric [27] can measure the convergence of obtained solutions. A small IGD value represents the convergence of the solution is improved. IGD is defined as
where P OF * is the true POF of a multi-objective optimization problem, and P OF is an approximation set of POF obtained by a multi-objective optimization algorithm and N is the number of individuals in the P OF * . The MIGD [7] metric is a variant of IGD. The MIGD can be described as the average of the IGD values in all environments during a run.
where T is a set of discrete time points during a run and |T | is the cardinality of T .
2) The Maximum Spread (MS) [24] can quantify the extent of obtained solutions covers the true POF. A large MS value indicates additional coverage for the true POF by solutions obtained by the algorithm. MS is calculated as follows: 
D. Parameter Settings
Parameter settings in RTLP-DMOA are as follows: We set the size of the population N to 100 and set the number of iterations K for training h t to 10. The size ofP t and P test t are set to 50 and 500, respectively. We choose RM-MEDA [27] as the SMOA optimizer for RTLP-DMOA, and the number of cluster is 4 in RM-MEDA. The parameters in SVR are set by default [28] .
Consistent with the experimental configuration in this study [25] : We fix the n t to 10. The frequency of change τ t values are 5, and 10. The number of iterations of compared algorithms is 3 × n t × τ t + 50, of which 50 are the number of iterations at the initial time. Hence, in each population of configurations, the problem is changed by 3 × n t times.
E. Experimental Results
Experimental comparison results of RTLP-DMOA with other three state of the art DMOAs. MIGD values and MS values are presented in Tables I and Table II , respectively. The best metric values are highlighted in bold.
As the experimental results show, in Table I , the proposed RTLP-DMOA performs better than the other three algorithms in 9 out of 16 test instances for MIGD values. It clearly shows that the proposed RTLP-DMOA performs better than the compared algorithms on FDA1, FDA4, FDA5, and DMOP3 under all configurations for the MIGD values. We can find that RTLP-DMOA achieves a good performance of MIGD values for tri-objective problems. This is because the prediction method based on the transfer learning method have a strong ability to explore complicated different solution distributions. However, it performs worse than SGEA for FDA3, DMOP1, and DMOP2 under all dynamic test settings. Experimental results of MIGD values indicate that the proposed RTLP-DMOA maintains better convergence over the other three state of the art DMOAs under most test functions.
It can be clearly found from the Table II that the proposed RTLP-DMOA obtains the best results in 13 out of 16 instances for MS values. Apart from FDA3 and DMOP1, RTLP-DMOA performs better than the compared algorithms under all configurations. It is worth noting that RTLP-DMOA achieves the maximum value of MS on tri-objective problems: FDA4 and FDA5. Nevertheless, RTLP-DMOA is a little worse than SGEA on FDA3. Overall, the diversity of solutions obtained by RTLP-DMOA are extremely better than the other three algorithms in most case.
F. Discussion
In this subsection, we perform a comparative experiment to verify whether the combination with the regression transfer learning prediction can improve performance. We compare RTLP-RM-MEDA with RM-MEDA. RM-MEDA is originally used to solve the static multi-objective problem and not applicable for DMOPs. Table III indicates that RTLP-RM-MEDA performs better than RM-MEDA in all test functions at n t = 10 and τ t = 5 configuration for MIGD values. The RTLP-RM-MEDA improves the RM-MEDA for MIGD values by 22.66%C96.39%. Table IV indicates that RTLP-RM-MEDA performs better than RM-MEDA in all test instances for MS values. RTLP-RM-MEDA improves the RM-MEDA for MS values by 0.08%C39.88%. The ablation study reveals that the designed regression transfer learning prediction can significantly improve the performance of SMOAs.
V. CONCLUSION
This paper has proposed the RTLP-DMOA in solving DMOPs. When the environment has changed, a regression hypothesis which adapts to the solution distribution for predicting objective values is deduced. Then, excellent individuals are identified according to their predicted objective values and selected as an initial population, which can improve the performance of the evolutionary process.
From experimental comparison results, the proposed RTLP-DMOA is very competitive in most test functions. In our future work, we will integrate some advanced machine learning methods into evolutionary computing to enhance the evolutionary performance of existing static multi-objective optimization algorithms and solve the real world problems [29] [30] .
