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Abstract
The aim of this paper is to study the performance of residual-based tests for cointegra-
tion in the presence of multiple deterministic structural breaks via Monte Carlo simulations.
We consider the KPSS-type LM tests proposed in Carrion-i-Silvestre and Sanso` (2006) and
in Bartley, Lee, and Strazicich (2001), as well as the Schmidt and Phillips-type LM tests
proposed in Westerlund and Edgerton (2007). This exercise allow us to cover a wide set
of single-equation cointegration estimators. Monte Carlo experiments reveal a trade-off be-
tween size and power distortions across tests and models. KPSS-type tests display large
size distortions under multiple breaks scenarios, while Schmidt and Phillips-type tests ap-
pear well-sized across all simulations. However, when regressors are endogenous, the former
group of tests displays quite high power against the alternative hypothesis, while the latter
shows severe low power.
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1 Introduction
Cointegration has been at the heart of a vast macroeconomic and econometric research since the
seminal contribution of Engle and Granger (1987). This concept, i.e., the hypothesis that one
stationary linear combination of individually non-stationary variables exists, has been widely
used for empirical purposes in many areas of economics. Indeed, the development of cointe-
grating and error-correction models allowed applied economists to shed light on long-run and
short-run theoretical economic relationships, such as, for instances, money demand (e.g., Hendry
and Ericsson, 1991, and Stock and Watson, 1993), balanced growth (e.g., King et al., 1991) and
purchase power parity (e.g., Taylor and McMahon, 1988, and Cheung and Lai, 1993).
Many cointegration tests have been proposed in the econometric literature. Among them,
the class of residual-based tests is the most popular, thanks to the simple computation and the
straight interpretation in terms of economic theory. Following the unit-root testing approach,
the literature has proposed tests for the null hypothesis of non-cointegration (Engle and Granger,
1987; Phillips and Ouliaris, 1990), as well as tests for the null hypothesis of cointegration
(Hansen, 1992; Shin, 1994).
These tests show nevertheless serious size distortions when specific features of data are
neglected. Indeed, one potential feature of long-run economic relationships is structural breaks,
i.e., the significant change of one or more parameters affecting persistently the data generating
process (DGP) of the underlying economic model. This issue is addressed in Gregory and
Hansen (1996), who extend the general framework of Engle and Granger (1987) and Phillips
and Ouliaris (1990) to account for the presence of one structural break. However, as pointed out
in Carrion-i-Silvestre and Sanso` (2006), the statistical tests proposed in Gregory and Hansen
(1996) are not able to discern between the situation of unstable cointegrating relationship and
that of stability with regime-shifts, the null hypothesis of non-cointegration being tested against
the alternative of cointegration with break.
Residual-based tests recently proposed in the literature address this issue through the inclu-
sion of structural breaks under both the null and the alternative hypothesis. The generalization
of the break hypothesis makes the latter tests independent (stand alone tests for the hypothe-
sis of cointegration or non-cointegration), compared to the complementarity role of the former
(auxiliary tests for the hypothesis of spurious cointegration led by a neglected break). However,
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these recent contributions have only explored the “one structural break” hypothesis. This is
mainly due to the well-known econometric circular problem of, on the one hand, estimating
and testing for multiple (deterministic or stochastic) breaks in the presence of non-stationary
variables (unit-root) or cointegrated systems, and, on the other hand, assessing non-stationarity
or cointegration when breaks are neglected or their actual number is misspecified. This issue
has then attracted increasing attention in the econometric literature during the last decade.
To deal with the circular problem in the unit-root testing, various approaches have been re-
cently proposed to check for the presence of breaks (in trend and level) in univariate I(1) or
I(0) processes (Perron and Zhu, 2005; Harvey et al., 2009a,b; Perron and Yabu, 2009; Kejriwal
and Perron, 2009a), as well as to embed the hypothesis of multiple breaks in a large class of
standard unit-root tests (Carrion-i-Silvestre et al., 2009). Based on these theoretical develop-
ments, Kejriwal and Lopez (2010) propose a sequential testing strategy designed to help applied
economists to minimize the model specification error.
As to the circular problem in the cointegration testing, more emphasis has been put on
the selection of the actual number of breaks in long-run regressions. To tackle this issue in
a single-equation cointegration framework, approaches based on global minimizers algorithms
(Bai and Perron, 1998, 2003; Qu, 2007; Kejriwal and Perron, 2009b), as well as sequential
bootstrap procedures (De Peretti and Urga, 2004), have been so far proposed in the literature.
Indeed, as pointed out by Mogliani, Urga, and Winograd (2009), accounting for multiple breaks
in economic relationships can be a crucial issue when dealing, for instances, with emerging
economies and/or long span datasets. However, to our knowledge, too little has been said in
the literature about the behaviour of residual-based tests for cointegration when multiple breaks
affect the long-run relationship of non-stationary series.
The main aim of this paper is to compare the size and power distortions of residual-based
tests for cointegration in the case of multiple breaks. For this purpose, we run Monte Carlo
simulations involving several single-equation cointegration estimators (OLS, DOLS, DGLS, FM-
OLS and CCR) and breaks scenarios. For the latter issue, we follow Perron (1989, 1990) and
Hao (1996) and we only consider deterministic structural breaks (constant and trend). We also
account for endogenous regressors and potential misspecification of model residuals. The results
of the study should lead to specific recommendations for applied economists in terms of the best
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performing estimator/test pair to use for cointegrating regression models with multiple breaks.
We consider the residual-based tests for the null hypothesis of cointegration proposed in
Bartley, Lee, and Strazicich (2001) and Carrion-i-Silvestre and Sanso` (2006). These contribu-
tions deal with the generalization of the univariate LM test of Kwiatkowski, Phillips, Schmidt,
and Shin (1992) - henceforth KPSS -, as in Shin (1994), Hao (1996) and Lee (1999), to the case
of cointegration with one structural break, while efficient estimates of the cointegrating relation-
ship are carried out through the Canonical Cointegration Regression (Park, 1992), the dynamic
OLS (Saikkonen, 1991; Stock and Watson, 1993) and the Fully-Modified approach (Phillips
and Hansen, 1990). We also consider testing procedures proposed in Westerlund and Edgerton
(2007) and involving instead the null hypothesis of non-cointegration. This work extends the
univariate LM test of Schmidt and Phillips (1992) - henceforth SP - to the cointegration with a
single break framework. The proposed statistical tests are built upon the OLS estimate of the
cointegrating relationship (Engle and Granger, 1987; Phillips and Ouliaris, 1990), and they are
thus mainly designed for strictly exogenous regressors.
Our main findings show that KPSS-based tests display severe size distortions when more
deterministic breaks are included in the cointegration model, in particular when both level
and trend breaks are considered. The opposite is true for the tests proposed in Westerlund
and Edgerton (2007), which appear quite correctly sized across all our simulation exercises.
However, these results are reverted in the power analysis: KPSS-based tests show quite high
power against the alternative hypothesis in all simulations, while SP-based tests show very low
power which tends to be close to the nominal size. Simulations reveal that the latter result is
mainly driven by the presence of endogenous regressors. Overall, tests based on the DOLS and,
in particular, on the DGLS estimators display the best size-power performance.
The remainder of the paper is as follows. In Section 2, we introduce a general model of
cointegration with structural breaks and we briefly describe the estimators and the residual-
based tests of cointegration studied in this paper. In Section 3 we define the DGP used for
simulation purposes and we explain the Monte Carlo design. In Section 4 we discuss simulation
results. Section 5 concludes.
4
2 Estimators and Tests for Cointegration with Structural Breaks
In this Section we briefly describe the general single-equation cointegration model with struc-
tural breaks and six alternative residual-based tests for cointegration used in our Monte Carlo
experiments. Four of these test statistics (CSDOLS, CSDGLS, CSFM and BLSCCR) are based
on the null hypothesis of cointegration (Bartley, Lee, and Strazicich, 2001; Carrion-i-Silvestre
and Sanso`, 2006), while the remaining two (WEΦ and WEt-stat) are based on the null of non-
cointegration (Westerlund and Edgerton, 2007). For ease of exposition, statistical tests are
presented along with their related estimators of cointegrating relationships.
2.1 The Cointegrated Regression Model
Let’s assume that the data generating process (DGP) is of the form:
yt = α+ g(t) + x
′
tβ + et, (1)
with
et = ρet−1 + εt
xt = xt−1 + µt,
where t = 1, . . . , T is the time series index, xt is the K-dimensional vector of I(1) regressors and
εt and µt are i.i.d. processes with distribution N(0,Σ). We define g(t) as the function collecting
the deterministic components of the model, except for the constant. Following Perron (1989,
1990), Hao (1996), Bartley, Lee, and Strazicich (2001) and Carrion-i-Silvestre and Sanso` (2006),
we choose to study an empirically relevant set of deterministic functions:
g(t) =

θ1DUt Model A
τt+ θ1DUt Model B
τt+ θ1DUt + θ2DTt Model C
(2)
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whereDUt = (DU1,t, . . . , DUm,t)
′ andDTt = (DT1,t, . . . , DTm,t)′ are the vectors of deterministic
breaks and
DUj,t =
 1, for t > Tjb0, otherwise and DTj,t =
 (t− Tjb), for t > Tjb0, otherwise
is the structure of deterministic breaks at dates Tjb = λjT , with λj ∈ (0, 1), for j = 1, . . . ,m,
where m is the number of breaks. Model A allows for multiple level breaks without a linear
trend. Model B allows for a linear trend and multiple level breaks. Finally, Model C allows for
both multiple level and trend breaks, which are assumed for simplicity to pairwise occur at the
same date.
2.2 A Test Based on the OLS Estimator
A test based on the standard OLS estimator of the cointegrating relationship in (1) (Engle and
Granger, 1987; Phillips and Ouliaris, 1990) is proposed in Westerlund and Edgerton (2007) -
henceforth WE. Following Schmidt and Phillips (1992), WE propose an LM-type test for the
null hypothesis of non-cointegration against the alternative of cointegration, with a structural
break under both the null and the alternative.
According to the LM (score) principle, the cointegration test is obtained from the following
regression:
∆Sˆt = ϑ+ ΦSˆt−1 + t, (3)
where ϑ is a constant, t is the error term, Sˆt = yt − αˆ − gˆi(t) − x′tβˆ and αˆ is the restricted
maximum likelihood estimate of α˜ = α+ e0, given by αˆ = y1− gˆi(1)− x′1βˆ. Estimates of βˆ and
parameters in gˆi(t), for i = {A, B, C}, are obtained from the OLS regression of ∆yt over ∆gi(t)
and ∆x′t. It is worth noticing that the expression ∆gi(t) involves one-period jumps (∆DUt) and
changes in drift (∆DTt), rather than constant (DUt) and trend (DTt) breaks. From Equation
(3), the hypothesis of non-cointegration can be formulated as a test of Φ = 0 against Φ < 0,
which can be verified through the OLS estimate of Φ or its LM t-statistic. WE then propose
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the following two statistical tests:
WEΦ = T × Φˆ and WEt-stat =
Φˆ
σˆ
×
√√√√ T∑
t=2
(Sˆt−1)2p, (4)
where σˆ is the estimated standard error from regression (3) and (Sˆt−1)p is the error from
projecting Sˆt−1 onto its mean value. To account for autocorrelated and heteroskedastic errors,
WE follow the parametric correction proposed in Ahn (1993) and include augmented terms in
Equation (3) :
∆Sˆt = ϑ+ ΦSˆt−1 +
p∑
j=1
ψj∆Sˆt−j + t, (5)
where the optimal lag order p is chosen by following the “general to specific” procedure suggested
by Perron (1989), Campbell and Perron (1991) and Ng and Perron (1995). In our Monte Carlo
simulations we allow for a maximum number of 6 lags.1 WE show that only the statistic WEΦ
is affected by the presence of autocorrelated errors. This requires the following correction:
WEΦ = T × Φˆ×
√
ωˆ
σˆ2
, (6)
where σˆ2 is the residual variance from the augmented test regression (5) and ωˆ is the long-run
variance of ∆Sˆt evaluated at frequency zero:
ωˆ =
1
T
T∑
t=1
∆Sˆt∆Sˆ
′
t +
2
T
T∑
j=0
w
(
j
M
) T∑
t=j+1
∆Sˆt∆Sˆ
′
t−j ,
where w(·) and M are the kernel function and the bandwidth parameter, respectively. We follow
WE and we use a Bartlett kernel with bandwidth parameter M = p (the optimal lag order in
the auxiliary regression (5)).
For the case of Model B, it can be shown that both WEΦ and WEt-stat statistics follow
the asymptotic distributions derived in Schmidt and Phillips (1992). In addition, distributions
are unaffected by the presence of multiple mean breaks, the number of regressors (K) and the
breaks fraction (λj). For the case of Model A, our simulations show that the exclusion of the
1We sequentially test at 5% level the significance of the last term in the augmented test regression (5), until
either the optimal lag is found or p = 0.
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linear trend from the cointegrating equation does affect the asymptotic distribution of both
statistics. Nevertheless, distributions are unaltered by the presence of multiple mean breaks.
Differently, for the case of Model C, our simulations show that the statistics under consideration
follow asymptotic distributions which depend on the number of breaks and their location in the
sample (λj).
It is worth noticing that the testing procedure proposed in WE is valid until regressors xt
are strictly exogenous. Relaxing this assumption would imply a potential bias arising from the
OLS estimate of βˆ for the computation of Sˆt. To correct for endogeneity bias, WE propose
to estimate βˆ by IV. In practice, finding out consistent instruments for endogenous regressors
can be difficult in the context of cointegrated macroeconomic time series. For this reason,
in our simulations we prefer studying the performance of WEΦ and WEt-stat statistics under
endogeneity bias.
2.3 A Test Based on the Dynamic Leads-and-Lags Estimator
A test based on the leads-and-lags correction of the cointegrating regression (Saikkonen, 1991;
Stock and Watson, 1993) is developed in Carrion-i-Silvestre and Sanso` (2006) - henceforth
CS. Following Shin (1994), CS propose a LM-type test for the null hypothesis of cointegration
against the alternative of non-cointegration, with a structural break under both the null and the
alternative. Let’s define vt = ∆xt and ηt = (et, v
′
t) and assume that ηt satisfies the multivariate
invariance principle (Herrndorf, 1984; Phillips and Durlauf, 1986):
T−1/2Ω
[Tr]∑
t=1
ηt ⇒W (r), 0 ≤ r ≤ 1,
where ⇒ denotes weak convergence in probability and W (r) = (W1(r),W2K(r)′)′ is a (K+1)-
dimensional Wiener process. Ω is the long-run covariance matrix, which can be written (parti-
tioned in conformity with ηt) as:
Ω = lim
T→∞
1
T
T∑
t=1
T∑
j=1
E(ηjη
′
t) =
 ω11 ω12
ω12 Ω22
 = Σ + Λ + Λ′,
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where long-run variances ω11 and Ω22 of processes W1(r) and W2K(r) are positive definite to
rule out multicointegration (Granger and Lee, 1990) and
Σ = lim
T→∞
1
T
T∑
t=1
E(ηtη
′
t) =
 σ11 σ12
σ12 Σ22

Λ = lim
T→∞
1
T
T∑
t=1
t∑
j=1
E(ηjη
′
t) =
 λ11 λ12
λ12 Λ22
 .
Standard asymptotics cannot apply here because of the presence of correlation between
disturbance terms. This means that regressors xt are not strictly exogenous and the OLS
estimator of the cointegrating regression (1) is inefficient. To overcome this problem, CS propose
to estimate (1) through the following Dynamic OLS regression:
yt = α0 + gi(t) + x
′
tβ +
k∑
j=−k
∆x′t−jξj + e
∗
t , (7)
where k is the (finite truncated) number of leads and lags for first-differenced non-stationary
regressors.
Since errors e∗t can be serially correlated and uncorrelated with the regressors at all leads
and lags, we follow Stock and Watson (1993) and we introduce the Dynamic GLS estimator. A
feasible DGLS estimator is constructed by transforming regressors in (7) as x˜t = x
′
tϕˆ(L), where
ϕˆ(L) is an estimate of the lag polynomial of residuals ϕ(L).2
In our Monte Carlo experiments, we construct ϕ(L) as an AR(1) model of residuals. We
follow the Cochrane-Orcutt iterative procedure and we allow the AR(1) parameter to converge
across the sequential estimation. Finally, we allow the number of leads and lags to be selected
by the SBC criterion, starting with a maximum number of 4.3
The multivariate LM-type test proposed in CS is then given by:
CSDOLS =
T−2
ωˆ∗11·2
×
T∑
t=1
(S∗t )
2 and CSDGLS =
T−2
ωˆ∗11·2
×
T∑
t=1
(S∗t )
2 , (8)
2It is worth noticing that the DGLS estimator is not considered in the original work of CS, but it is expressly
introduced by the author of the present paper.
3The use of this information criterion is supported by simulation results reported in Kejriwal and Perron
(2008).
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where S∗t =
∑t
j=1 eˆ
∗
j , eˆ
∗
t are estimated residuals from DOLS/DGLS regression (7) and ωˆ
∗
11·2 is
any consistent estimate of ω11·2 = ω11 − ω12Ω−122 ω21, i.e., the endogeneity-corrected long-run
variance of residuals et. In practice, a consistent estimate of ω11·2 can be obtained as follows:
ωˆ∗11·2 =
1
T
T∑
t=1
eˆ∗t eˆ
∗′
t +
2
T
T∑
j=0
w
(
j
M
) T∑
t=j+1
eˆ∗t eˆ
∗′
t−j ,
with w(·) and M being the kernel function and the bandwidth parameter, respectively. To avoid
the inconsistency on the estimate of the long-run variance ωˆ∗11·2, we follow CS and we use the
kernel and the bandwidth parameter proposed in Kurozumi (2002). This issue will be discussed
in Section 3.3.
For the case of a single break, CS show that the asymptotic distribution of the test statistic
depends on the number of regressors (K), the break fraction (λ) and the deterministic model
considered (gi(t)). This result can be readily generalized to the case of multiple structural
breaks. In this case, the number of breaks (m) and their location in the sample (λj) also affect
the asymptotic distribution.
2.4 A Test Based on the Fully-Modified Estimator
Carrion-i-Silvestre and Sanso` (2006) also extend the test presented above to the Fully-Modified
estimator of cointegrating relationships (Phillips and Hansen, 1990), i.e., solving non-parametrically
the issue of the OLS inefficiency when regressors are non-strictly exogenous.
Consider the set of asymptotic assumptions illustrated in the first part of paragraph 2.3.
We exploit here the long-run correlation properties of the innovations vector ηt = (et, v
′
t) to
rule out the bias due to the endogeneity of regressors xt. Preliminary simulations suggest that
cointegration tests based on the pre-whitened Fully-Modified estimator lead to improved results
in terms of size and power. We then follow Andrews and Monahan (1992) and Hansen (1992)
and we build the Fully-Modified correction by firstly fitting a VAR(1) to ηt and then consistently
estimating the long-run covariance matrix from whitened residuals εˆt = ηˆt − ηˆ′t−1ζˆ:
Ωε =
1
T
T∑
t=1
εˆtεˆ
′
t +
2
T
T∑
j=0
w
(
j
M
) T∑
t=j+1
εˆtεˆ
′
t−j ,
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with partitions
Σε =
1
T
T∑
t=1
εˆtεˆ
′
t
Λε =
1
T
T∑
j=0
w
(
j
M
) T∑
t=j+1
εˆtεˆ
′
t−j ,
where the kernel function w(·) used for our simulations is the Quadratic Spectral and its
associated plug-in bandwidth estimator (Andrews, 1991).4 The long-run covariance matrix
used for the Fully-Modified estimation is then recolored: Ω = (I − ζˆ)−1Ωε(I − ζˆ ′)−1 and
Λ = (I − ζˆ)−1Λε(I − ζˆ ′)−1 − (I − ζˆ)−1ζˆΣ, where Σ = 1/T
∑T
t ηˆtηˆ
′
t.
Fully-Modified estimation is then computed by partitioning Ω and Λ, setting ω11·2 = ω11 −
ω12Ω
−1
22 ω21 and λ
+
21 = λ21 − Λ22Ω−122 ω21 and transforming the dependent variable y+t = yt −
ω12Ω
−1
22 v
′
t. The Fully-Modified estimator of cointegrating parameters is obtained through the
following OLS regression:
β+X = (X
′
tXt)
−1 (X ′ty+t − κλ+21) ,
where Xt is the vector of regressors (deterministic and stochastic) included in (1) and κ = [0, I]
is a matrix of dimension (d + K) × K, with first d × K zero elements followed by a K × K
identity matrix (d being the number of deterministic regressors in the model).
Fully-Modified residuals eˆ+t = y
+
t −X ′tβˆ+X are then used to compute the LM-type statistic:
CSFM =
T−2
ωˆ+11·2
×
T∑
t=1
(
S+t
)2
, (9)
where S+t =
∑t
j=1 eˆ
+
j and the consistent estimate of the long-run variance of residuals e
+
t is
obtained as follows:
ωˆ+11·2 =
1
T
T∑
t=1
eˆ+t eˆ
+′
t +
2
T
T∑
j=0
w
(
j
M
) T∑
t=j+1
eˆ+t eˆ
+′
t−j ,
4The Quadratic Spectral kernel is defined as w(x) = 25
12pi2x2
(
sin(6pix/5)
(6pix/5)
− cos(6pix/5)
)
and its optimal band-
width parameter is M = 1.3221(αˆ(2)T )1/5, where αˆ(2) =
∑p
a=1
4ρ2aσ
2
a
(1−ρa)8
/∑p
a=1
σ2a
(1−ρa)4 is obtained from an
AR(1) model of each element εa,t, for a = 1, . . . , p, of εt.
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with w(·) and M being, respectively, the kernel function and the bandwidth parameter proposed
in Kurozumi (2002) (see Section 3.3).
For the case of a single break, CS show that the asymptotic distribution of the test statistic
based on the Fully-Modified correction is the same as assuming xt strictly exogenous. Again,
the asymptotic distribution depends on the number of regressors (K), the break fraction (λ)
and the deterministic structure (gi(t)). In the multiple breaks framework considered here, the
asymptotic distribution also depends on the number of breaks (m) and their location in the
sample (λj).
2.5 A Test Based on the Canonical Cointegration Estimator
A test based on the feasible Canonical Cointegration Regression estimator (Park, 1992) is devel-
oped in Bartley, Lee, and Strazicich (2001) - henceforth BLS. The authors propose a LM-type
test for the null hypothesis of cointegration against the alternative of non-cointegration, with a
structural break under both the null and the alternative.
As for the Fully-Modified estimator, preliminary simulations suggest that tests based on the
pre-whitened CCR estimator lead to improved results in terms of size and power. We then fit
a VAR(1) to ηt and we compute consistent estimate of the long-run covariance matrix from
whitened residuals εˆt = ηˆt − ηˆ′t−1ζˆ:
Ωε =
1
T
T∑
t=1
εˆtεˆ
′
t +
2
T
T∑
j=0
w
(
j
M
) T∑
t=j+1
εˆtεˆ
′
t−j ,
with partitions
Σε =
1
T
T∑
t=1
εˆtεˆ
′
t
Λε =
1
T
T∑
j=0
w
(
j
M
) T∑
t=j+1
εˆtεˆ
′
t−j
Γε =
1
T
T∑
t=1
εˆtεˆ
′
t +
1
T
T∑
j=0
w
(
j
M
) T∑
t=j+1
εˆtεˆ
′
t−j ,
where the kernel function w(·) used for our simulations is the Quadratic Spectral and its asso-
ciated plug-in bandwidth estimator (Andrews, 1991) (see footnote 4). It is worth noticing that
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Ωε = Σε + Λε + Λ
′
ε = Γε + Λ
′
ε. The long-run covariance matrix used for the CCR estimation is
then recolored: Ω = (I − ζˆ)−1Ωε(I − ζˆ ′)−1 and Λ = (I − ζˆ)−1Λε(I − ζˆ ′)−1− (I − ζˆ)−1ζˆΣ, where
Σ = 1/T
∑T
t ηˆtηˆ
′
t.
CCR estimation is computed by first transforming the regressand and the stochastic regres-
sors and then estimating by OLS the following corrected cointegration model:
y?t = α0 + gi(t) + x
?′
t β
? + e?t , (10)
where y?t = yt − (Σ−1Γ2βˆ + (0, ω12Ω−122 )′)′ηˆt, x?t = xt − (Σ−1Γ2)′ηˆt, Γ2 = (γ12,Γ22) and βˆ is the
vector of estimated parameters obtained from the auxiliary regression of the uncorrected model
(1).
CCR residuals eˆ?t = y
?
t − αˆ0 − gi(t)− x?′t βˆ? are then used to compute the LM-type statistic:
BLSCCR =
T−2
ωˆ?11·2
×
T∑
t=1
(
S+t
)2
, (11)
where S+t =
∑t
j=1 eˆ
?
j and the consistent estimate of the long-run variance of residuals e
?
t is
obtained as follows:
ωˆ?11·2 =
1
T
T∑
t=1
eˆ?t eˆ
?′
t +
2
T
T∑
j=0
w
(
j
M
) T∑
t=j+1
eˆ?t eˆ
?′
t−j ,
with w(·) and M being, respectively, the kernel function and the bandwidth parameter proposed
in Kurozumi (2002) (see Section 3.3).
For the case of a single break, BLS follow Choi and Ahn (1995) to derive the asymptotic
distribution of the test statistic. It can be nevertheless shown that the statistic proposed in
BLS has the same distribution as the statistic proposed in CS. For the case of multiple breaks,
the asymptotic distribution depends on the number of regressors (K), the deterministic model
considered (gi(t)), the number of breaks (m) and their location in the sample (λj).
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3 The Design of Monte Carlo Experiments
3.1 Data Generating Process
In this Section we describe the design of Monte Carlo experiments used to study the finite
sample properties (size and power) of the statistical tests discussed in Section 2. For this
purpose, we simulate 20, 000 series of dimension T = {100, 200} using the following triangular
system representation of the DGP (Gregory and Hansen, 1996; Haug, 1996; McCabe et al.,
1997; Carrion-i-Silvestre and Sanso`, 2006):
yt = α0 + gi(t) + βxt + et (12)
et = ρet−1 + εt (13)
εt = φεt−1 + ut − γut−1 (14)
α1yt − α2xt = wt (15)
wt = wt−1 + µt (16)
where gi(t), for i = {A, B, C}, is the deterministic function as defined in (2). The error-
correction term (et) is assumed to be autocorrelated with coefficient |ρ| ≤ 1, depending on the
null hypothesis involved by the selected statistical test. We account for potential misspecification
of residuals by allowing the error term εt to follow an ARMA(1,1) process, with AR parameter
φ and MA parameter γ. Simple AR(1) and MA(1) processes can be simulated by setting either
γ = 0 or φ = 0, respectively. Finally, µt is the vector of innovations. The system also accounts
for endogenous (α1 = 1) or exogenous (α1 = 0) regressors xt.
In this general specification, ut and µt are i.i.d. with distribution: ut
µt
 ∼ i.i.d.N

 0
0
 ,
 1 δσµ
δσµ σ
2
µ

 ,
where δ controls for the correlation between ut and µt. To avoid data dependence on initial
conditions, the actual Monte Carlo sample dimension is TMC = T + T0, where T0 = 100 is the
number of initial observations to be discarded.
To compare the size and power performance of the tests discussed in Section 2, we consider
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a reasonable and computationally feasible number of breaks m. We then provide simulation
results for m = {1, 3, 5}.
3.2 Parameter Space
We consider two sets of parameter space, a first one common to all simulations and a second
one dependent on each specific Monte Carlo exercise.
In the first set, we consider the parameter space (α0, τ, β, α1, α2, ρ, σ
2
µ, δ, φ, γ), where α0 = 1,
τ = {0, 0.2}, β = 1, α1 = {0, 1}, α2 = −1, ρ = {0, 0.1, 0.9, 1}, σ2µ = {0.5, 1, 2}, δ = {0, 0.5},
φ = {0, 0.4} and γ = {0, 0.4}.
In the second set, we consider the parameter space (θ1, θ2,m, λ). For each Model i =
{A, B, C}, the value of these parameters is defined as follows:
• m = 1, λ = 50%, θ1 = 0.5, θ2 = {0, 0.2}.
• m = 3, λ = (30%, 50%, 70%), θ1 = (0.5,−0.8, 0.5), θ2 = {(0, 0, 0), (0.2,−0.5, 0.2)}.
• m = 5, λ = (20%, 30%, 50%, 70%, 80%), θ1 = (0.5,−0.8, 0.5,−0.2, 0.5),
θ2 = {(0, 0, 0, 0, 0), (0.2,−0.5, 0.2,−0.3, 0.4)}.
3.3 Long-run Variance Estimator
Some of the statistical tests reported in this paper require a consistent estimate of the long-run
variance (ω11) of cointegration residuals. For this purpose, Andrews (1991) and Andrews and
Monahan (1992) recommend the use of the HAC estimator involving a Pre-Whitened Quadratic-
Spectral kernel and an automatic data-dependent rule for the selection of the bandwidth pa-
rameter. Nevertheless, recent literature points out that a potential size distortion affecting
statistical tests may arise from the small sample bias of pre-whitening coefficients (Kurozumi,
2002; Phillips and Sul, 2003; Sul et al., 2005).
To avoid finite sample inconsistency problems, we report experimental results involving the
modified bandwidth selection rules recently proposed in Kurozumi (2002). This is mainly the
standard Bartlett kernel function:
w(x) =
 1−
j
M if
j
M ≤ 1,
0 otherwise.
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with the bandwidth parameter M chosen following a modified automatic rule:
M˜ = min
(
1.1447
{
4ρˆ2T
(1 + ρˆ)2(1− ρˆ)2
}1/3
, 1.1447
{
4k2T
(1 + k)2(1− k)2
}1/3)
,
where ρˆ is the estimated AR(1) coefficient of eˆt, the estimated cointegration residual. The rule
proposed in Kurozumi (2002) sets a boundary condition to the bandwidth parameter which
depends on the predetermined value of k. Simulations show that k = {0.7, 0.8, 0.9} is the best
range of values for the power-size trade-off of the test. In this paper we follow CS and we fix
k = 0.8.
4 Simulation Results
4.1 Asymptotic Densities
Figures 1 to 3 report asymptotic densities for CA, BLS and WE statistics under the breaks
scenarios described in Section 3.2. CA and BLS densities are plotted together because, as
expected by the theory, these test statistics show the same asymptotic distribution.
Many interesting features arise. First, all figures highlight the symmetry of distributions
around the median break (λ = 50%). This leads to distributions with fatter right tails for CA
and BLS test statistics when breaks (in level and trend) take place asymmetrically around the
middle-point of the sample. This feature is mainly displayed for Model A and C in Figure
1, while for Model B (multiple level breaks with trend) asymptotic densities appear mostly
unaffected by the number and location of breaks in the sample. Second, looking at Figures 2
and 3, we do observe two key features of the WE test statistics. The first one, is the invariance
of their asymptotic distribution, independently on the number and location of level breaks
(Model A and B). This is consistent with the theoretical results presented by WE. However,
this condition does not hold for Model C. In fact, when the DGP presents both level and trend
breaks, asymptotic densities differ across simulations by the number and location of breaks. In
addition, the symmetry of distributions around the median break arise again (as for the CS and
BLS cases), but with a shift in the positive direction of the distribution as far as the breaks
are distributed asymmetrically in the sample. This feature then leads to different asymptotic
critical values for Model C, depending on the number and location of breaks.
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4.2 Empirical Size
We report in Tables 1 to 6 rejection frequencies at 5% nominal confidence level. The null
hypothesis is cointegration for CS and BLS tests and non-cointegration for WE tests. Results
are based on a single endogenous regressor xt (i.e., K = 1 and α1 = 1 in Equation (15)).
In Figures 4 to 6 we also report p-value plots of the empirical size of tests (Davidson and
MacKinnon, 1998) for the case that xt is endogenous (i.e., α1 = 1 and δ = 0.5) and strictly
exogenous (i.e., α1 = 0 and δ = 0). For reasons of space. we only report graphical results for
T = 100, φ = γ = 0 and σ2µ = 2.
Asymptotic critical values are computed by simulating 40, 000 series of dimension T∞ =
5, 000 and picking up the 95th percentile of the asymptotic distribution for CS and BLS tests
and the 5th percentile for WE tests.
4.2.1 One break (m = 1)
Results from the single break case are reported in Tables 1 (T = 100) and 2 (T = 200).
For φ = γ = 0, we do not observe strong size distortions for all tests and Models, except for
some persistent under-rejection for the CSFM and BLSCCR tests when δ = 0.5. As expected,
tests display larger bias for lower signal-to-noise ratios. For large σ2µ, CSDOLS and CSDGLS tests
show the strongest improvement in terms of rejection rates. When residuals are specified as an
AR(1) process (φ 6= 0), CS and BLS tests show the highest rates of rejection in all models. In
particular, the CSDGLS test shows the strongest over-size (between 15% and 40%) in Model A
and C when σ2µ is low. However, the displayed high rejection rate (or the discrepancy between
results for the CSDGLS and the other tests) is reduced in larger samples (Table 2). On the other
hand, the WEΦ test is affected by a persistent under-rejection bias, which seems to exacerbate
in larger samples. For the case of MA(1) residuals (γ 6= 0), actual size generally improves
with respect to the AR(1) specification. However, CSDOLS and CSDGLS tests are affected by
some under-rejection with large signal/noise ratios, while both WEt-stat and WEΦ tests tend
to over-reject instead.
P -value plots in Figure 4 show that actual rejection frequencies are very close to the nom-
inal size when the regressor is exogenous. In Model C, however, CS and BLS tests tend to
substantially over-reject the null hypothesis (Figure 4e). Strong differences with the case that
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xt is endogenous can be found in Model C, where the over-rejection bias exacerbates for CSFM
and BLSCCR tests.
4.2.2 Three breaks (m = 3)
Results from the three breaks case are reported in Tables 3 (T = 100) and 4 (T = 200).
Simulations suggest that the inclusion of more breaks can significantly alter the size performance
of tests. In particular, tests based on non-parametric endogeneity-bias corrections (CSFM and
BLSCCR) display very large over-size when testing for cointegration in Model C.
As for the single break case, for φ = γ = 0 we do not observe strong size distortions for
all tests and Models. However, strong bias is displayed by CSDOLS, CSFM and BLSCCR tests
for Model C. In this case, the use of CSDGLS and WE tests is recommended. When residuals
are AR(1) (φ 6= 0), best results are obtained by CSFM and BLSCCR tests in Model A and
B, while the use of CSDOLS and CSDGLS tests is somewhat more recommended for Model C.
Nevertheless, results for larger samples (Table 4) display similar rejection rates across all CS
and BLS tests, in particular for higher signal-to-noise ratios. On the other hand, the WEt-stat
test is high performant across Models and specifications. When residuals are MA(1) (γ 6= 0),
CSDOLS and CSDGLS tests are generally well-sized in all Models, along with the WE tests.
P -value plots in Figure 5 highlight again the poor size performance of CSFM and BLSCCR
when the regressor is endogenous and the DGP presents a broken trend (Figure 4f). However,
a large oversize can be detected in Model C even when the regressor is exogenous (Figure 4e).
In this case, CSDOLS, CSFM and BLSCCR tests show the worst size distortion. When compared
to the endogenous case, we nevertheless observe an improvement in terms of p-values for the
CSDOLS test, while the performance of CSFM and BLSCCR tests strongly deteriorates.
4.2.3 Five breaks (m = 5)
Results from the five breaks case are reported in Tables 5 (T = 100) and 6 (T = 200). Sim-
ulations remove any doubt about the evidence already reported above: the larger the number
of breaks assumed in the DGP of the cointegrating process, the stronger the size bias affecting
the tests under analysis. An exception arise again for the WE tests, for which the inclusion of
multiple breaks does not seem to affect their finite sample performance overall. For φ = γ = 0,
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the smallest over-rejection rates can be found for high signal-to-noise ratios in Model A and B.
This is not the case in Model C, where CS and BLS tests perform very badly, in particular
the CSFM and BLSCCR tests. However, strong size improvements can be obtained for larger
samples (see Table 6). In addition, it is worth noticing that the empirical size of WEt-stat and
WEΦ lies between 5% and 10% in all Models. When residuals are AR(1) (φ 6= 0), the smallest
size distortions are instead reported for CSDOLS, CSFM and BLSCCR statistics in Model A and
B, mainly when δ > 0. However, for small samples, these tests show very high over-rejection
rates, which are exacerbated in Model C. When residuals are MA(1) (γ 6= 0), the use of CSDOLS
and CSDGLS, along with the WE tests, is strongly recommended in all Models when T is low,
although the reported evidence of some under-rejection. However, as highlighted in Table 6,
CSFM and BLSCCR tests display strong size improvements in Model A and B when a larger
sample is considered, while they show huge over-rejection in Model C for all considered sample
sizes.
The p-value analysis (Figure 6) confirms the results discussed above. It is interesting to
note that, as already observed in the 3 breaks case, the discrepancy arising from specifications
involving either exogenous or endogenous regressors tends to widen with the number of breaks.
However, over-rejection is high overall, whether the regressor is exogenous or not. In particular,
Model C shows the strongest bias in terms of p-value rejection probabilities. An interesting
feature is the diverging behaviour of CSDOLS, CSFM and BLSCCR tests observed in the en-
dogenous regressor specification: when compared to the case with exogenous regressors, for the
first one the actual size improves, while for the last two tests it strongly deteriorates.
4.3 Empirical Power
We report in Tables 7 to 12 size-adjusted rejection frequencies at 5% actual confidence level.
The alternative hypothesis is non-cointegration for CS and BLS tests and cointegration for
WE tests. Critical values are computed by picking up the 95th percentile from the actual
distribution of CS and BLS tests and the 5th percentile from the actual distribution of WE
tests. For reasons of space, we only report power analysis for the case of correct specification of
residuals (γ = φ = 0). In Figures 7 to 9 we report power-size curves (Davidson and MacKinnon,
1998) for the case that xt is endogenous (i.e., α1 = 1 and δ = 0.5) and strictly exogenous (i.e.,
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α1 = 0 and δ = 0).
5 For this exercise, we use again the following parameter space: T = 100,
φ = γ = 0 and σ2µ = 2.
4.3.1 One break (m = 1)
Results from the single break case are reported in Tables 7 (T = 100) and 8 (T = 200). Under
the alternative hypothesis, CS and BLS tests show a quite high power in Model A and C. In
particular, highest rejection rates are displayed by the CSDGLS test, lying between 40% and
65% and growing with higher signal-to-noise ratios. Largest rejection rates in Model B are
instead displayed by CSDOLS and CSFM tests. In addition, the former shows rejection rates
decreasing faster than in other tests when we move away from the alternative hypothesis of
non-cointegration. For larger samples, all tests display similar rejection power, although the
CSDGLS test still shows a slight better performance in Model A and C. A very important result
is the serious low power across models and simulations for the WE tests. Rejection rates are
overall close to the nominal size (and even their empirical size), which makes these tests unable
to reject the alternative hypothesis of cointegration. A larger sample size does not seem to
improve these results.
Size-power curves in Figure 7 show that the latter result is mainly driven by the endogeneity
of regressors. When the regressor is strictly exogenous (Figure 7a, 7c and 7e), the WEΦ test
displays the highest power against the alternative hypothesis, while the WEt-stat is quite less
performant above the 10% nominal size. However, the endogeneity of regressors dramatically
alter their power (Figure 7b, 7d and 7f), while CS and BLS tests appear mostly unaffected.
4.3.2 Three breaks (m = 3)
Results from the three breaks case are reported in Tables 9 (T = 100) and 10 (T = 200).
Results are somewhat different with respect to the single break case. The highest rejection
rates in Model A and B are displayed by the CSDGLS test, while in Model C the CSDOLS test
shows a slightly better power performance. However, rejection frequencies reported in Table
10 tend to be similar across tests and Models, except for the CSDOLS test in Model A and B.
Improved rejection power can be overall observed for higher signal-to-noise ratios and non-zero
5It is worth noticing that results reported in Tables 7 to 12 are size-adjusted rejection frequencies, while
p-value curves in Figures 7 to 9 plot power against nominal size.
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correlation between innovations (δ 6= 0). It is worth noticing that the more the number of
breaks in the cointegrating model, the larger the size-adjusted power of tests. This is at odds
with the evidence reported for the actual size of tests. However, this finding doesn’t hold for
WE tests, which still display rejection rates close to the nominal size.
Size-power curves in Figure 8 reveal that, with strictly exogenous regressors (Figure 8a, 8c
and 8e), the CSDGLS test displays the highest power against the alternative hypothesis in Model
A, while all tests show similar power in Model B and C, except for the WEt-stat test. When
the regressor is endogenous (Figure 8b, 8d and 8f), WE tests, however, lack power. Size-power
plots confirm results reported in Table 9, i.e., multiple breaks appear to improve the overall
power of CS and BLS tests when compared to the single break case.
4.3.3 Five breaks (m = 5)
Finally, results from the five breaks case are reported in Tables 11 (T = 100) and 12 (T = 200).
As for the three breaks case, highest rejection rates in Model A and B are displayed by the
CSDGLS test, while in Model C the CSDOLS is somewhat more performant. It is worth noticing
that the CSFM displays very low rejection rates in Model C when δ 6= 0. However, as shown in
Table 12, this high power distortion is partially absorbed in larger samples. Finally, WE tests
show serious lack of power.
Size-power curves in Figure 9 reveal that, with strictly exogenous regressors (Figure 9a,
9c and 9e), all tests, except for the WEt-stat test, display high power against the alternative
hypothesis in Model A, B and C. However, when the regressor is endogenous (Figure 9b, 9d
and 9f), CS and BLS tests still display very high power, while WE tests show severe power
distortions.
5 Concluding Remarks
In this paper we compare the size-power performance of residual-based tests for cointegration
with structural breaks. In particular, we focus on statistical tests recently proposed in the litera-
ture by Bartley, Lee, and Strazicich (2001), Carrion-i-Silvestre and Sanso` (2006) and Westerlund
and Edgerton (2007). Through an extensive Monte Carlo study, we evaluate their performance
in small samples when up to five (exogenous) deterministic breaks are included in the coin-
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tegrating equation. We consider several efficient estimators of single-equation cointegrating
relationships (OLS, DOLS, DGLS, FM-OLS, CCR) and we design simulations to take into ac-
count for three deterministic breaks scenarios (breaks in constant, with and without trend, and
breaks in both constant and trend), endogenous regressors and residuals misspecifications.
Results on the empirical size reveal many interesting features. First, the WEt-stat and WEΦ
tests show quite low size distortions across Models and break scenarios. Findings reported in this
study strongly recommend the use of these tests when estimates of cointegrating relationships
are conducted through the Engle-Granger OLS regression, i.e., when potential endogeneity bias
is ex ante ruled out by the researcher. Second, multiple breaks tend to severely deteriorate the
size performance of the other tests under analysis. This finding appears even stronger in Model
C (level and trend breaks). Nevertheless, results for CS and BLS tests appear overall mixed
and can be briefly resumed in what follows.
For the single break case, when residuals are well-specified, CSDOLS and CSDGLS perform
best in all Models. However, the CSFM and BLSCCR tests show a slight lower size distortion in
Model C when residuals are misspecified. For the three breaks case, under white noise residuals,
we recommend the use of the CSDGLS test in Model C. When residuals are misspecified, CSFM
and BLSCCR tests perform best in Model A and B, while we recommend the use CSDOLS and
CSDGLS for Model C. For the five breaks case, we report large size distortions overall. Similar
performances are found out across CSDOLS, CSFM and BLSCCR tests in Model A and B, while
the CSDGLS test shows smaller (but still high) size distortions in Model C. With a sample size
of T = 100 used in simulations, CSFM and BLSCCR tests display impressive size distortions in
Model C. We then strongly advice against the use of these estimator/test pairs in a framework
involving more then three level and trend breaks and less then 200 observations.
Despite the presence of strong size distortions, simulation results on the empirical (size-
adjusted) power reveal that (under white noise residuals) CS and BLS tests have quite high
power against the alternative hypothesis across all simulations and Models. In particular, the
CSDGLS displays overall best power performance in Model A and B, while the CSDOLS test
shows highest rejection rates in Model C. The severe lack of power of WE tests when regressors
are endogenous (confirmed by size-power curves) should motivate their application for weak
exogenous regression models only.
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All in all, our results provide an important guideline for applied works involving cointe-
grating models and multiple deterministic structural breaks. Unless the researcher deals with
weakly exogenous regressors, in which case the SP-type LM tests proposed in Westerlund and
Edgerton (2007) show impressive size and power performances, the KPSS-type LM tests pro-
posed by Carrion-i-Silvestre and Sanso` (2006) based on DGLS and DOLS estimators should be
used instead. This implies that the researcher should carefully select ex ante the estimator of
cointegrating relationships leading, ex post, the most reliable test results.
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Figure 1: Asymptotic Densities of CS and BLS Statistics.
(a) Model A (b) Model B (c) Model C
(d) Model A (e) Model B (f) Model C
(g) Model A (h) Model B (i) Model C
Notes: Kernel densities are obtained by simulating 40, 000 series of dimension T∞ = 5, 000
Panels (a), (b) and (c) are the 1 break model. Solid line: λ = 10%. Dashed line: λ = 20%. Short dashed line: λ = 40%. Dotted
and dashed line: λ = 50%.
Panels (d), (e) and (f) are the 3 breaks model. Solid line: λ = {30%, 50%, 70%}. Dashed line: λ = {20%, 50%, 80%}. Short
dashed line: λ = {10%, 20%, 30%}. Dotted and dashed line: λ = {70%, 80%, 90%}.
Panels (g), (h) and (i) are the 5 breaks model. Solid line: λ = {20%, 30%, 50%, 70%, 80%}. Dashed line: λ =
{30%, 40%, 50%, 60%, 70%}. Short dashed line: λ = {10%, 20%, 30%, 40%, 50%}. Dotted and dashed line: λ =
{50%, 60%, 70%, 80%, 90%}.
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Figure 2: Asymptotic Densities of WEΦ Statistic.
(a) Model A (b) Model B (c) Model C
(d) Model A (e) Model B (f) Model C
(g) Model A (h) Model B (i) Model C
Notes: Kernel densities are obtained by simulating 40, 000 series of dimension T∞ = 2, 000
Panels (a), (b) and (c) are the 1 break model. Solid line: λ = 10%. Dashed line: λ = 20%. Short dashed line: λ = 40%. Dotted
and dashed line: λ = 50%.
Panels (d), (e) and (f) are the 3 breaks model. Solid line: λ = {30%, 50%, 70%}. Dashed line: λ = {20%, 50%, 80%}. Short
dashed line: λ = {10%, 20%, 30%}. Dotted and dashed line: λ = {70%, 80%, 90%}.
Panels (g), (h) and (i) are the 5 breaks model. Solid line: λ = {20%, 30%, 50%, 70%, 80%}. Dashed line: λ =
{30%, 40%, 50%, 60%, 70%}. Short dashed line: λ = {10%, 20%, 30%, 40%, 50%}. Dotted and dashed line: λ =
{50%, 60%, 70%, 80%, 90%}.
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Figure 3: Asymptotic Densities of WEt-stat Statistic.
(a) Model A (b) Model B (c) Model C
(d) Model A (e) Model B (f) Model C
(g) Model A (h) Model B (i) Model C
Notes: Kernel densities are obtained by simulating 40, 000 series of dimension T∞ = 2, 000
Panels (a), (b) and (c) are the 1 break model. Solid line: λ = 10%. Dashed line: λ = 20%. Short dashed line: λ = 40%. Dotted
and dashed line: λ = 50%.
Panels (d), (e) and (f) are the 3 breaks model. Solid line: λ = {30%, 50%, 70%}. Dashed line: λ = {20%, 50%, 80%}. Short
dashed line: λ = {10%, 20%, 30%}. Dotted and dashed line: λ = {70%, 80%, 90%}.
Panels (g), (h) and (i) are the 5 breaks model. Solid line: λ = {20%, 30%, 50%, 70%, 80%}. Dashed line: λ =
{30%, 40%, 50%, 60%, 70%}. Short dashed line: λ = {10%, 20%, 30%, 40%, 50%}. Dotted and dashed line: λ =
{50%, 60%, 70%, 80%, 90%}.
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Figure 4: P-value Plots: 1 break
MODEL A
(a) α1 = 0, δ = 0 (b) α1 = 1, δ = 0.5
MODEL B
(c) α1 = 0, δ = 0 (d) α1 = 1, δ = 0.5
MODEL C
(e) α1 = 0, δ = 0 (f) α1 = 1, δ = 0.5
Notes: Asymptotic distributions are obtained by simulating 20, 000 series of dimension T∞ = 2, 000.
Montecarlo simulations are obtained by simulating 20, 000 series of dimension T = 100. λ = 50%,
φ = γ = 0, σ2µ = 2.
30
Figure 5: P-value Plots: 3 breaks
MODEL A
(a) α1 = 0, δ = 0 (b) α1 = 1, δ = 0.5
MODEL B
(c) α1 = 0, δ = 0 (d) α1 = 1, δ = 0.5
MODEL C
(e) α1 = 0, δ = 0 (f) α1 = 1, δ = 0.5
Notes: Asymptotic distributions are obtained by simulating 20, 000 series of dimension T∞ = 2, 000.
Montecarlo simulations are obtained by simulating 20, 000 series of dimension T = 100. λ =
{30%, 50%, 70%}, φ = γ = 0, σ2µ = 2.
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Figure 6: P-value Plots: 5 breaks
MODEL A
(a) α1 = 0, δ = 0 (b) α1 = 1, δ = 0.5
MODEL B
(c) α1 = 0, δ = 0 (d) α1 = 1, δ = 0.5
MODEL C
(e) α1 = 0, δ = 0 (f) α1 = 1, δ = 0.5
Notes: Asymptotic distributions are obtained by simulating 20, 000 series of dimension T∞ = 2, 000.
Montecarlo simulations are obtained by simulating 20, 000 series of dimension T = 100. λ =
{20%, 30%, 50%, 70%, 80%}, φ = γ = 0, σ2µ = 2.
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Figure 7: Size-Power Curves: 1 break
MODEL A
(a) α1 = 0, δ = 0 (b) α1 = 1, δ = 0.5
MODEL B
(c) α1 = 0, δ = 0 (d) α1 = 1, δ = 0.5
MODEL C
(e) α1 = 0, δ = 0 (f) α1 = 1, δ = 0.5
Notes: Asymptotic distributions are obtained by simulating 20, 000 series of dimension T∞ = 2, 000.
Montecarlo simulations are obtained by simulating 20, 000 series of dimension T = 100. λ = 50%,
φ = γ = 0, σ2µ = 2.
33
Figure 8: Size-Power Curves: 3 breaks
MODEL A
(a) α1 = 0, δ = 0 (b) α1 = 1, δ = 0.5
MODEL B
(c) α1 = 0, δ = 0 (d) α1 = 1, δ = 0.5
MODEL C
(e) α1 = 0, δ = 0 (f) α1 = 1, δ = 0.5
Notes: Asymptotic distributions are obtained by simulating 20, 000 series of dimension T∞ = 2, 000.
Montecarlo simulations are obtained by simulating 20, 000 series of dimension T = 100. λ =
{30%, 50%, 70%}, φ = γ = 0, σ2µ = 2.
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Figure 9: Size-Power Curves: 5 breaks
MODEL A
(a) α1 = 0, δ = 0 (b) α1 = 1, δ = 0.5
MODEL B
(c) α1 = 0, δ = 0 (d) α1 = 1, δ = 0.5
MODEL C
(e) α1 = 0, δ = 0 (f) α1 = 1, δ = 0.5
Notes: Asymptotic distributions are obtained by simulating 20, 000 series of dimension T∞ = 2, 000.
Montecarlo simulations are obtained by simulating 20, 000 series of dimension T = 100. λ =
{20%, 30%, 50%, 70%, 80%}, φ = γ = 0, σ2µ = 2.
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