We study, from a classical point of view, how the truth of a statement about higher type functionals depends on the underlying model. The models considered are the classical set-theoretic finite type hierarchy and the constructively more meaningful models of Continuous Functionals, Hereditarily Effective Operations, as well as the closed term model of Gödel's system T . The main results are characterisations of prenex classes for which the truth in the full set-theoretic model transfers to truth in other models. As a corollary we obtain that classical logic plus the axiom of choice is not conservative over Gödel's system T for (closed) sentences of the form ∃F 2 .r = 0. We hope that this study will contribute to a clearer delineation and perception of constructive mathematics from a classical perspective.
Introduction
In recent years a new branch of proof theory, dubbed "proof mining", has gained considerable popularity ([PM89] , [Mur90] , [Par92] , [BB93] , [Fer94] , [Luc96] , [Koh96] , [BSS01] , [Let03] , [Bec03] , [Koh03] and many more). In proof mining one extracts computational content from proofs in order to obtain formally verified, more efficient, or new algorithms. Very often the proofs are formulated in systems based on higher types and, most curiously, "false" axioms. That the extracted programs are nevertheless correct hinges on the fact that there are models of higher types where these "false" axioms are actually true (for continuity reasons, for example). An example of such an axiom is the principle of uniform Σ 0 1 -boundedness stating that a type two functional restricted to a bounded (but nonetheless uncountable) set of arguments is bounded, uniformly in the bound of the argument set.
In this note we investigate in general how the truth of a statement involving higher type functionals depends on the underlying model. More precisely, given models X and Y of Gödel's system T of primitive recursive functionals in higher types [Göd58] , it is our aim to characterise those higher-type quantifier prefixes Q such that for all prenex formulas A with quantifier prefix Q the truth of A in X implies the truth of A in Y, in symbols: X Q =⇒ Y. We will concentrate on the following four models of system T : The full set-theoretic model S, the model C of continuous functionals of Kleene and Kreisel [Kle59, Kre59] (see also [Tro73] ), the model HEO of hereditarily effective operations and the closed term model T [Tro73] . These models are of particular interest for proof mining, but they are also significant from a foundational point of view, since they correspond (roughly) to the classical, intuitionistic, constructivistic and formalistic perception of higher types. Our main result is that S Q =⇒ C holds if and only if Q contains no existential quantifier of a level higher than 1 (Theorem 4.8). The quantifier prefixes Q with S Q =⇒ HEO and S Q =⇒ T are characterised in a similar way (Theorem 4.9). Technically, the core of this result is the construction of a Gödel primitive recursive functional of type 3 that has a zero, but no continuous zero (Lemma 4.2). As a corollary we obtain that classical logic plus the axiom of choice is not conservative over Gödel's system T for (closed) sentences of the form ∃F 2 .r = 0 (Corollary 4.4). This note studies truth in classically and constructively meaningful models from a classical point of view. We hope that this contributes to a better delineation and perception of constructive mathematics from the perspective of classical mathematics. A similar goal has, for example, undoubtedly been achieved through the (classical) characterisation of intuitionistic logic by Kripke models.
2 Gödel's system T Types are the base type of natural numbers ι and function types ρ → σ. Typ denotes the set of all types. As usual ρ 1 → ρ 2 → . . . → ρ n → σ stands for ρ 1 → (ρ 2 → . . . → (ρ n → σ) . . .). The level of of a type is defined as lev(ι) = 0, lev(ρ → σ) = max(lev(ρ) + 1, lev(σ)). We use the numbers 0, 1, 2, 3, . . . as abbreviations for the types ι, ι → ι, (ι → ι) → ι, ((ι → ι) → ι) → ι, . . .. These types are often called pure types. The level of the pure type n is n.
Terms are built from typed variables x ρ , y ρ , . . . and the constant 0 ι by the successor operation S(
ρ→σ and application (r ρ→σ s ρ ) σ . Formulas are built from equations between terms of type ι by the usual propositional connectives and the quantifiers ∀x ρ and ∃x ρ where ρ is an arbitrary type.
The axioms of system T are the usual β-equality C[(λx
(x not free in r) as well as the equations for primitive recursion at all types:
where C[.] is a term context of type ι (with a hole "." of suitable type). We write T A if the formula A follows from the axioms of system T by the usual rules of classical many-sorted predicate calculus (viewing types as sorts) and equality at type ι.
Models
We consider extensional models that interpret the base type ι in the standard way, but may vary in their interpretation of function types. More precisely, a pre-model is a family X = (X ρ ) ρ∈Typ where X ι is the set of natural numbers N = {0, 1, 2, . . .} and X ρ→σ ⊆ X Xρ σ . A model of system T is a pre-model X such that the value [[t ρ ]]η ∈ X ρ of a term t ρ with respect to an environment η, given by the equations below, is well-defined:
Note that the only possibility for the definition to fail is that the function f above is not in X ι→ρ , or g is not in X ρ→σ . An element of a model is called Gödel primitive recursive if it can be defined by a closed term of system T . We write X , A |= η if the formula A holds in the model X w.r.t. the environment η.
If A is closed we omit the environment and write X |= A. It is easy to see that a model satisfies the axioms of system T . Therefore, T A implies X |= A for every closed formula A. We consider the following four models: 1. The (standard) set-theoretic model S, with S ρ→σ := S Sρ σ . 2. The closed term model T = (T ρ ) ρ∈Typ . T ρ is defined by induction on ρ, simultaneously with relations ∼ ρ ⊆ Ter ρ × T ρ where Ter ρ is the set of closed terms of type ρ. t ι ∼ ι n :⇔ T t = n where on the right hand side n means the n-th numeral. For a closed term r ρ→σ and a function f : T ρ → T σ we define
and set T ρ→σ := {f | ∃r(r ∼ ρ→σ f )}. The statement "r ∼ ρ a" can be read as "r represents (or realises) a". 3. The model HEO of hereditarily effective operations. This model is defined similarly to 2., but with natural numbers and partial recursive function application instead of terms and term application [Tro73] . 4. The model C of continuous functionals, which we define following the same pattern as in 2. and 3. However the representing elements are now partial continuous functionals (following Ershov [Ers77] ), which are defined as follows: For every type ρ we define a topological spaceĈ ρ , the partial continuous functionals of type ρ.Ĉ ι := N ∪ {⊥} with the topology generated by the sets {n} for n ∈ N. The element ⊥ represents the value "undefined". Note that the singleton set {⊥} is not open. The only open set containing ⊥ is the whole space. C ρ→σ := {f :Ĉ ρ →Ĉ σ | f is continuous} endowed with the pointwise topology. Alternatively, the modelĈ can be constructed order-theoretically by defining an order onĈ ι := N ∪ {⊥} by a b :⇔ a ∈ {⊥, b} and settingĈ ρ→σ := {f :Ĉ ρ →Ĉ σ | f is monotone and preserves directed suprema} endowed with the pointwise order. Each spaceĈ ρ is then a countable bounded complete algebraic domain in the sense of Scott's domain theory [Sco70, GHK
+ 03]. The two ways of definingĈ are equivalent since the topology of the first definition is the Scott-topology of the domain ordering while the domain ordering can be defined from the topology as the specialisation order, i.e. a b holds iff a is in the (topological) closure of {b}. The model C = (C ρ ) ρ∈Typ together with representation relations ∼ ρ ⊆Ĉ ρ × C ρ is now defined in the expected way: a ∼ ι n :⇔ a = n and for f ∈Ĉ ρ→σ and g: C ρ → C σ and
Theorem 3.1 The structures S, C, HEO and T are models of system T .
The next theorem provides some information on the these models. Items (b), (c) and (d) make use of the continuity predicate
where g = k h means ∀i < k(g(i) = h(i)). Clearly, the ternary predicate g = k h can be encoded by an equation.
where (ε 0 -)R is the set of (ε 0 -)recursive functions (see below).
Remarks. Theorem 3.1 is folklore. Except for S all results are non-trivial. In Theorem 3.2, the first equation of part (a) follows from Gentzen's and Gödel's celebrated results that a computable function is definable in system T iff its totality can be proven in Peano-Arithmetic [Göd58] , and this in turn is equivalent to the fact that it can be defined by a recursion along a wellordering less than ε 0 [Gen43] . Part (b) is immediate from the definition of C 2 . Part (c) is a consequence of the Kreisel-Lacombe-Shoenfield-Theorem [KLS59] . Part (d) follows fairly easily from the fact that C is a model of system T . Note that in (b) the variables g and h in the predicate Cont(F 2 ) range over all numbertheoretic functions while in (c) they range over computable and in (d) over Gödel primitive recursive functions. See [Tro73] for more information on these models.
Comparing truth in higher types
The goal of this paper is to compare the classical truth of formulas in different models. Because, classically, every formula is provably equivalent to a prenex formula it is natural to base the comparison on the latter. Let Q = Q ρ1 1 . . . Q ρn n where Q i ∈ {∃, ∀} be a quantifier prefix. A Q-formula is a formula A that is provably equivalent to a prenex formula of the form Q 1 x ρ1 1 . . . Q n x ρn 1 .A 0 where A 0 is a quantifier-free formula. Since the boolean connectives can be represented by terms we may even assume that A 0 is an equation.
Let Q be a quantifier prefix and X , Y models of system T . We write X Example 4.1 Consider the type 2 functional E 2 : N N → N defined by E(f ) = 1 if f (k) > 0 for some k ∈ N, and E(f ) = 0 if f is constant 0. Clearly, E is noncontinuous. Hence the formula ∃F 2 ¬Cont(F ) is true in S while, according to Theorem 3.2 (b), it is false in C. Since
Using standard coding techniques we can contract the first two quantifiers and obtain that even S
But we can do better. The functional E satisfies E(λx.0) = 0 and E(λn.k < n) = 1 for all k, and these facts alone imply that E is non-continuous. Hence the ∃ 2 ∀ 0 -formula
holds in S, but not in C. This shows that S
The example above raises the question whether S ∃ 2 =⇒ C fails as well? At first glance this seems unlikely since any satisfiable property of type 2 functionals forcing non-continuity seems to require a universal quantification over infinitely many natural numbers, because, roughly, continuity is about what happens at limits. However, we have the following: Lemma 4.2 There exists a Gödel primitive recursive functional in S 3 that has a zero, but no continuous zero.
where .
− is the usual "cut-off" subtraction, z > y is 1 if z is greater than y and 0 otherwise, and Π y≤x f (y) = f (0) * f (1) . . . * f (x) with * denoting multiplication. Clearly, Φ is Gödel primitive recursive.
We first show that Φ(E) = 0, where E is the functional defined in Example 4.1. Since E(λx.1) = 1 we have 1
. − E(λx.1) = 0. Furthermore, E(λz.z > y) = 1 for every y ∈ N. Hence Π y≤x E(λz.z > y) = 1 for every x ∈ N and consequently λx.1 . − Π y≤x E(λz.z > y) is the constant 0 function which is mapped to 0 by E. This shows that Φ(E) = 0. Now let F ∈ S 2 be such that Φ(F ) = 0, i.e.
(1) F (λx.1) > 0,
We need to show that F is not continuous. Clearly, it suffices to show
(**) F (λx.0) = 0.
We prove (*) by induction on n. Base. Since λz.z ≥ 0 = λz.1 we have F (λz.z ≥ 0) > 0, by (1).
Step. Assume, for contradiction, F (λz.z ≥ n + 1) = 0, i.e. F (λz.z > n) = 0. It follows that λx.1
Since we have shown λx.1 . − Π y≤x F (λz.z > y) = λx.x ≥ n it follows by (2) that F (λx.x ≥ n) = 0, contradicting the induction hypothesis. This ends the inductive proof of (*).
Proof of (**): From (*) it follows that λx.1
. − Π y≤x F (λz.z > y) = λx.0, hence F (λx.0) = 0, by (2). This completes the proof of (**) and of the lemma. 1 .r = 0 is provable in system T . We now draw our attention to the problem of proving that a statement of the form X Q =⇒ Y holds. The key idea is to relate the models X and Y via a logical relation similar to the relations used to define the models T, HEO and C.
Let X and Y be models of system T . Define a for every type ρ a relation
Lemma 4.5 Let Y be a pre-model. Then for every type ρ we have:
(a) For every b ∈ Y ρ there exists at least one a ∈ S ρ such that a ∼ ρ b.
(b) For every a ∈ S ρ there exists at most one b ∈ Y ρ such that a ∼ ρ b.
Proof. We prove (a) and (b) simultaneously by induction on ρ. The base case is trivial.
Step, ρ → σ. If X , Y are models of system T and η, ξ environments for X , Y, then we write η ∼ ξ to mean that η(x σ ) ∼ σ ξ(x σ ) for every variable x σ .
Lemma 4.6 (Fundamental lemma for logical relations) Let X , Y be models of system T and η, ξ environments for
Y ξ for every term r ρ of system T .
Proof. Easy induction on r, using a side induction on natural numbers in the case where r is of the form R ρ (r, s).
Lemma 4.7 Let η, ξ be environments for S and C such that η ∼ ξ. Let Q be a quantifier prefix such that every existential quantifier in Q has type level ≤ 1. Then S, η |= A implies C, ξ |= A for every Q-formula A.
Proof. We may assume that A is of the form Q 1 x Theorem 4.9 Let X be a model of system T such that X |= ∀F 2 Cont(F ) and such that all functions in X 1 are computable (for example, X = HEO or X = T). Then S Q =⇒ X iff every existential quantifier in Q has type level ≤ 1 and no existential quantifier of level 1 in Q has a universal quantifier further to the right.
Proof. The "only if" direction follows from Lemma 4.2 and the fact that if R is a binary primitive recursive relation on natural numbers such that {n | ∃k R(n, k} is undecidable, then there is no computable f with ∀n∀k(R(n, k) → R(n, f (n)). The "if" direction can be proved similarly to Lemma 4.7 using in the case ∃f 1 A, where A is quantifier free, an argument similar to the remark following Corollary 4.4.
