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ABSTRACT
Uninorms are aggregation operators that, due to its definition, can be considered as
conjunctions or disjunctions, and they have been applied to many different fields. In this
work, some functional equations are studied, involving uninorms, or operators defined
from them as unknowns. One of them is the distributivity equation, that is solved for all
the known classes of uninorms, finding solution, in particular, to one open problem in the
non-standard analysis theory. Residual implications, as well as strong ones defined from
uninorms are studied, obtaining solution to the distributivity equation of this implications
over uninorms. As an application of all these studies, the fuzzy mathematical morphology
based on uninorms is revised and deeply studied, getting a new framework in image
processing, that will have to be studied in more detail in the future.
RESUM
Les uninormes són uns operadors d’agregació que, per la seva definició, es poden considerar
com a conjuncions o disjuncions, i han estat aplicades a camps molt diversos. En aquest
treball s’estudien algunes equacions funcionals que tenen com a incògnites les uninormes,
o operadors definits a partir d’elles. Una d’elles és la distributivitat, que és resolta per les
classes d’uninormes conegudes, solucionant, en particular, un problema obert en la teoria
de l’anàlisi no-estàndard. També s’estudien les implicacions residuals i fortes definides
a partir d’uninormes, trobant solució a la distributivitat d’aquestes implicacions sobre
uninormes. Com a aplicació d’aquests estudis, es revisa i s’amplia la morfologia matemàtica
borrosa basada en uninormes, que proporciona un marc inicial favorable per a un nou
enfocament en l’anàlisi d’imatges, que haurà de ser estudiat en més profunditat.
RESUMEN
Las uninormas son unos operadores de agregación que, por su definición, se pueden
considerar como conjunciones o disyunciones, y han sido aplicadas a campos muy diversos.
En este trabajo se estudian algunas ecuaciones funcionales que tienen como incógnitas las
uninormas, o operadores definidos a partir de ellas. Una de ellas es la distributividad, que se
resuelve para las clases de uninormas conocidas, solucionando, en particular, un problema
abierto en la teoría del análisis no estándar. También se estudian las implicaciones residuales
y fuertes definidas a partir de uninormas, encontrando solución a la distributividad de
estas implicaciones sobre uninormas. Como aplicación de estos estudios, se revisa y amplía
la morfología matemática borrosa basada en uninormas, que proporciona un marco inicial
favorable para un nuevo enfoque en el análisis de imágenes, que deberá ser estudiado en
más profundidad.
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1
INTRODUCCIÓ
El problema de l’agregació de la informació ha conegut un gran desenvolupament en els
darrers anys degut principalment a que, en molts camps de l’estudi científic, arriba un
moment en què resulta necessari transformar o fusionar una certa quantitat de dades en un
resultat concret. Això significa ser capaç d’obtenir, a partir d’unes entrades, una sortida que
estigui relacionada amb les mateixes segons el problema tractat. En particular, qualsevol
procés d’inferència duu associat en algun moment un pas d’agregació de la informació
obtinguda. D’aquesta manera, l’agregació està fortament relacionada amb tot tipus de
sistemes basats en regles, els sistemes experts, la lògica borrosa, el raonament aproximat i
d’altres.
Des del punt de vista matemàtic, aquest procés de fusió de dades en un resultat concret es
modelitza mitjançant les anomenades funcions d’agregació. És a dir, funcions F : Ln → L, on
L és el conjunt al que pertanyen les dades que s’han d’agregar, que verifiquen determinades
condicions que varien segons els diversos objectius i/o necessitats i els camps on han de
ser aplicades. Així, un dels problemes principals en aquests casos és el de trobar quins
tipus de funcions d’agregació són els més adequats en cada context, quines propietats
haurien de tenir i quines no haurien de tenir, etc.
Els primers antecedents sobre la utilització de funcions “adequades” per agregar in-
formació apareixen l’any 1974 quan J.J. Dujmovic ([47]) aplica mitjanes ponderades en
la teoria de l’avaluació de sistemes, mentre que l’any 1981 Dombi ([45]) proposa una
generalització de les mateixes on ja apareix el nom de “operador d’agregació”. L’any 1980
Zimmermann i Zysno ([107]) estudien, per primera vegada, l’agregació en el marc dels
conjunts borrosos amb aplicacions a la presa de decisions. Poc després, en 1982, trobem el
treball d’Aczél-Alsina ([2]) sobre funcions quasi-lineals i les seves aplicacions a la “síntesi
de judicis” i en 1983 el d’Aczél-Saaty ([3]) on s’analitzen quines propietats (associativa,
consens, bisimetria,...) s’haurien de requerir a una funció que es vulgui utilitzar per a
sintetitzar judicis. Ja bastant més endavant, s’introdueixen operadors d’agregació que
resulten útils en camps tan diversos com les xarxes neuronals ([101, 14]), els sistemes de
bases de dades ([103]), la presa de decisions amb múltiples criteris ([102]), l’economia ([55]),
etc. Tots aquests treballs i els diferents camps d’aplicació que mostren, fan que nombrosos
autors hagin dedicat els seus esforços a l’estudi d’operadors d’agregació des d’un punt
de vista purament teòric i és precisament en aquest camp on cal emmarcar la investigació
duta a terme en aquesta memòria.
Aquest estudi teòric es desenvolupa fortament en la dècada dels 80 coincidint amb
l’expansió de les t-normes i t-conormes, que són exemples de funcions d’agregació binàries
sobre [0,1]. Des d’aleshores han aparegut nombroses famílies de funcions d’agregació; unes
basades en les pròpies t-normes i t-conormes, com són les combinacions lineals convexes
de t-normes i t-conormes, les funcions d’agregació representables, les uninormes, els t-
operadors, i generalitzacions d’aquests darrers; d’altres, basades en la mitjana aritmètica,
com són les mitjanes aritmètiques ponderades, els operadors OWA, les mitjanes quasi-
aritmètiques, els operadors basats en integrals de Choquet i de Sugeno, etc. Una excel.lent
recopilació d’aquestes funcions es pot trobar al llibre [26]. Actualment, l’estudi de la fusió
de la informació, en general, i de les funcions d’agregació, en particular, està en el seu punt
màxim. Nombrosos investigadors, tant nacionals com internacionals, dediquen els seus
esforços a aquest camp, augmentant de cada dia el seu interès i les seves possibilitats.
1
2 introducció
Matemàticament, el conjunt de dades a agregar és interpretat en la seva versió més
àmplia com un reticle L amb màxim i mínim. En l’àmbit dels conjunts borrosos, s’agafa
com a reticle L l’interval unitat [0, 1], però també hi ha estudis en altres dominis, com
ara reticles en general, àlgebres, i, molt especialment, cadenes finites utilitzades en la
modelització de l’agregació qualitativa. Centrant-nos en el interval [0, 1], la definició més
general de funció d’agregació inclou només la condició de creixement en cada variable i
una mínima condició de frontera (habitualment F(0, ..., 0) = 0 i F(1, ..., 1) = 1). Segons els
objectius i les necessitats en cada cas, es requereix que les funcions d’agregació a utilitzar
verifiquin propietats addicionals. Així per exemple, la propietat de simetria (commutativitat)
es requereix, o no, segons que el conjunt de dades o opinions a agregar tinguin o no la
mateixa fiabilitat, la idempotència es requereix si es pretén una propietat de consens, etc.
L’estudi de propietats específiques en funcions d’agregació ha donat lloc a la resolució
de certes equacions funcionals (el llibre clau sobre equacions funcionals és [1]) que, a la
vegada, han permès la caracterització de diverses famílies de funcions d’agregació (veure,
per exemple, [2, 4, 7, 23, 24, 51, 54, 68, 69, 74]). D’aquesta manera, les tècniques utilitzades
en equacions funcionals han demostrat ser una eina adequada i potent en l’estudi de
les funcions d’agregació. Com es veurà més endavant, en aquesta memòria seguirem en
aquesta línia, estudiant noves equacions funcionals involucrant diversos tipus de funcions
d’agregació.
Una altra propietat important en agregació és la propietat associativa. Encara que les funci-
ons d’agregació són inicialment funcions n-dimensionals, en moltes ocasions es defineixen
com a operadors binaris i s’extenen a un caràcter n-dimensional de forma iterativa. En
aquest procés la propietat associativa d’aquests operadors resulta molt útil perquè assegura
una única via per a aquesta extensió. Dos tipus de funcions d’agregació associatives, espe-
cialment importants, són els t-operadors, introduïts a [66] i també anomenats nulnormes a
[24], i les uninormes, introduïdes a [106]. Les relacions entre ambdós tipus d’operadors
són nombroses, alguns exemples els podem trobar a [67, 68, 69, 75]. Dels dos però, són les
uninormes les que, des de la seva aparició, han estat més extensament estudiades, tant des
del punt de vista teòric com de l’aplicat, on s’han mostrat útils no només en agregació de
la informació, sinó en molts altres camps com ara, els sistemes experts ([36]), les xarxes
neuronals ([14, 101]), la modelització de sistemes ([104]), la teoria de la mesura ([62, 78]),
la morfologia matemàtica ([42, 56]), etc. Pel que fa a l’aspecte teòric, cal destacar [53], on es
realitza un estudi exhaustiu de les uninormes i la seva estructura, que ve sempre donada
per una combinació especial d’una t-norma i una t-conorma. També volem citar [33], on
es relacionen les diferents classes d’uninormes, [34] on es caracteritzen les uninormes
idempotents amb alguna continuïtat lateral, [65] on es generalitza la classificació anterior
a uninormes idempotents en general, [58] on es caracteritzen les uninormes contínues a
]0, 1[2 i, més recentment, [46] on es caracteritza una nova classe d’uninormes: aquelles que
verifiquen U(x,y) ∈ {x,y} en la regió A(e) (veure la secció 2.2).
Tot i que les uninormes varen ser introduïdes en el marc de les funcions d’agregació,
la seva relació amb les t-normes i t-conormes, així com la seva subdivisió en uninormes
conjuntives i disjuntives, han fet que siguin també utilitzades en funcions en un principi
pròpies de les t-normes, especialment com a connectius en lògica borrosa. En aquesta línia,
s’han definit cert tipus d’implicacions, en especial les residuals i les fortes o derivades de
la lògica clàssica, a partir d’uninormes (principalment representables i de Umin i de Umax),
obtenint noves implicacions amb noves propietats (veure [39]). Recentment, s’ha introduït
també una nova lògica borrosa basada en uninormes ([100]) com una més dèbil que la
basada en t-normes i que generalitza la lògica sub-estructural intuïcionista. Des dels dos
punts de vista (com a funcions d’agregació i com a connectius lògics) resulta interessant que
es puguin mantenir el màxim de les propietats que habitualment es donen en el raonament
3clàssic, com ja van apuntar Zimmermann i Zysno a [107]. Així, moltes d’aquestes propietats
han estat estudiades per diversos tipus d’uninormes (i també t-operadors), com per exemple
a [23] i a [24]. Volem destacar, en particular, les propietats de distributivitat (veure [68] i
[70]) i de modularitat (veure [69]) per ser en les que apareixen solucions diferents de les ja
conegudes per t-normes i t-conormes. Així, a més de les aplicacions ja esmentades, l’estudi
teòric de les uninormes i de les seves propietats dóna lloc a noves aplicacions o, si més
no, a nous aspectes on les uninormes poden ser utilitzades amb més (o amb diferents)
expectatives que les t-normes.
En aquest context és on es pot emmarcar aquest treball: l’estudi de les uninormes en el
marc de les equacions funcionals. Un estudi principalment teòric però que a la vegada està
dirigit a resoldre problemes derivats d’aplicacions concretes i que intenta aprofundir en una
d’aquestes aplicacions: la morfologia matemàtica borrosa. De fet, aquesta memòria pretén
solucionar (i soluciona) principalment tres problemes concrets referents a uninormes, que
sorgeixen d’aspectes aplicats de les mateixes, utilitzant tècniques d’equacions funcionals.
Concretament, aquests problemes són:
• Problema 1.- Distributivitat condicional. La propietat distributiva ja ha estat estudia-
da per a molts altres tipus d’operadors, a part de les uninormes, com ara, t-normes i
t-conormes a [62], [6] i [16], altres tipus de funcions d’agregació a [22], operacions
pseudo-aritmètiques a [15], t-operadors i uninormes de Umin i de Umax a [68], etc. El
motiu de ser tan estudiada és que aquesta propietat resulta essencial en diverses
aplicacions com ara, el pseudo-anàlisi ([78]) i teoria de la mesura i integració ([61]).
En aquests camps s’introdueix l’anomenada (S,U)-integral, on U és una uninorma i
S una t-conorma contínua. Aquest tipus d’integrals, introduïdes a [61], són una gene-
ralització de la integral de Sugeno i s’han utilitzat amb èxit en la solució d’equacions
diferencials, equacions amb derivades parcials i en la teoria de la informació ([79]).
El punt bàsic perquè aquestes integrals tinguin les propietats necessàries radica en
el fet que la uninorma U sigui distributiva (o almenys condicionalment distributiva)
sobre la t-conorma S. És per això que a [94] es presentava com a problema obert
el de caracteritzar les uninormes que són distributives (o almenys condicionalment
distributives) sobre una t-conorma contínua. És a dir, tals que
U(x,S(y, z)) = S(U(x, z),U(y, z))
per a tots els x,y, z ∈ [0, 1] amb S(y, z) < 1. Aquest problema obert és el primer
problema que es resol en aquesta memòria i es fa en el capítol 3, per a totes les classes
d’uninormes conegudes.
Just després estudiem també en aquest mateix capítol la distributivitat entre uni-
normes en general, obtenint un conjunt de solucions ampli que inclouen uninormes
de diversos tipus. Dediquem un apartat especial al cas d’uninormes idempotents
per la seva peculiaritat, ja que en aquest cas estan incloses totes les uninormes auto-
distributives i també tots els parells distributius que a més coincideixen amb els
parells d’uninormes que verifiquen la propietat modular. Aquest darrer estudi de la
distributivitat d’uninormes en general es fa, no només per completesa de l’estudi
teòric, sinó també per les possibles aplicacions que es puguin derivar, com es fa palès
en el desenvolupament del capítol 4.
• Problema 2.- Funcions d’implicació. Un dels problemes més importants en lògi-
ca borrosa és el tractament de condicionals borrosos del tipus “Si p, aleshores q”
amb p i q proposicions borroses. Habitualment això es fa a través de funcions
I : [0, 1]× [0, 1]→ [0, 1] de manera que el valor de veritat del condicional s’estableix
funcionalment a partir del valors de veritat de p i q. Aquestes funcions són les funcions
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d’implicació (borroses) o simplement implicacions (borroses). Entre d’altres, dues de les
maneres més utilitzades per definir aquestes implicacions són les
– Implicacions residuals o R-implicacions, definides per
IT (x,y) = sup{z ∈ [0, 1] | T(x, z) 6 y}, per a tots x,y ∈ [0, 1],
on T és una t-norma (habitualment contínua per l’esquerra1). El seu nom és
degut a que provenen dels reticles residuats basats en la propietat de residuació
que, en el cas de t-normes, es pot escriure com
T(x,y) 6 z si i només si I(x, z) > y per a tots x,y, z ∈ [0, 1], (1.1)
– Implicacions fortes o S-implicacions, definides per
IS,N(x,y) = S(N(x),y), per a tots x,y ∈ [0, 1],
on S és una t-conorma i N una negació forta. Aquestes apareixen com a una
generalització de la implicació booleana clàssica p→ q ≡ ¬p∨ q.
Aquests tipus d’implicacions han estat extensament estudiats per molts autors, podem
destacar per exemple [10, 11, 19, 21, 31, 49, 50, 80, 93, 96, 97, 98]. Una de les causes
d’aquest extensiu estudi és que les implicacions no només s’utilitzen per representar
els condicionals, sinó també per a realitzar inferències principalment a través del
modus ponens i del modus tollens. Això fa que dites implicacions siguin essencials
tant en la lògica borrosa i el raonament aproximat, com en el control borrós i en la
computació amb paraules (veure [73] i les seves referències). Dins aquest context, i
amb la intenció d’evitar l’explosió exponencial en diversos sistemes basats en regles
borroses, s’ha proposat l’equivalència (veure [28]):
(p∧ q)→ r ≡ (p→ r)∨ (q→ r). (1.2)
Aquesta equació considerada en la lògica borrosa, es transforma en
I(T(x,y), z) = S(I(x, z), I(y, z)) per a tots x,y, z ∈ [0, 1] (1.3)
on I és una funció d’implicació, T és una t-norma i S una t-conorma. Aquesta
equació, i d’altres distributivitats relacionades, han estat resoltes a [95] i a [13] per
diversos tipus d’implicacions que inclouen les R-implicacions (derivades de t-normes
contínues) i les S-implicacions. Però en aquests casos es veu que les úniques solucions
apareixen quan T és la t-norma mínim i S la t-conorma màxim.
El segon problema que resolem en aquesta memòria és trobar noves implicacions (en
aquest cas derivades d’uninormes) que satisfan l’equació anterior per altres t-normes
i t-conormes diferents del mínim i el màxim. De fet, en el capítol 4, fem l’estudi
més general i resolem l’equació (1.2) modelitzant la conjunció i la disjunció per
una uninorma conjuntiva i una disjuntiva respectivament. Per fer això, completem
primer l’estudi de les R i S-implicacions derivades d’uninormes que es va iniciar a
[39]. Tractem especialment el cas d’uninormes idempotents principalment per dos
motius: per una banda la fàcil implementació d’aquest tipus d’uninormes i de les
seves implicacions derivades (són sempre combinacions del mínim i el màxim) a
l’hora d’aplicar-los a casos concrets, i per l’altra, la intenció d’aplicar les uninormes
idempotents al camp de la morfologia matemàtica on les implicacions i les seves
propietats resulten fonamentals.
1 La propietat de residuació 1.1 es verifica per una t-norma T si i només si T és contínua per l’esquerra.
5• Problema 3.- Morfologia matemàtica borrosa. La morfologia matemàtica (clàssica) és
una eina útil en l’extracció de components d’una imatge i, per tant, en la identificació
d’objectes i en la detecció d’anomalies en qualsevol procés industrial automatitzat.
Per una altra part, l’interès creixent d’aquestes àrees per la teoria dels conjunts
borrosos i les seves tècniques, prové de la seva capacitat per representar la imprecisió
i l’ambigüitat existent en les imatges.
Les eines bàsiques de la morfologia matemàtica són els operadors morfològics. Un
operador morfològic P transforma l’estructura que volem analitzar (una imatge A),
mitjançant un petit objecte B anomenat element estructurant, en un nou objecte P(A,B)
(una nova imatge). La mida i la forma de B poden ser elegides pel morfologista per
analitzar l’estructura de la imatge A. Els operadors morfològics bàsics són la dilatació
i l’erosió (a partir dels quals s’en poden definir molts altres com ara l’obertura, la
clausura, els filtres,...), operadors que estan basats en teoria de conjunts. D’aquesta
manera, s’ha utilitzat la teoria dels conjunts borrosos per estendre la morfologia
matemàtica clàssica ([92]) a la morfologia matemàtica borrosa ([40], [41]). S’han
fet diverses aproximacions, unes basades en la inclusió de conjunts, en la addició
de Minkowski i d’altres (veure [17] i el llibre [59], especialment els capítols 1 i 2,
respectivament [77] i [35]). Una de les més esteses és la construïda per De Baets (a
[32] i [35]) on utilitza t-normes contínues i les seves implicacions residuals per definir
l’erosió i la dilatació borroses.
Aquesta aproximació ha demostrat ser molt efectiva, per exemple, en la detecció de
contorns. En el cas de la t-norma mínim, els resultats milloren considerablement
els de la morfologia matemàtica clàssica. Però té un petit problema: la morfologia
que presenta aquestes millores està basada en t-normes, per les quals els operadors
morfològics no verifiquen propietats morfològiques importants, com la de dualitat
(cas de la t-norma mínim). Per contra, les morfologies basades en t-normes per les
quals aquestes propietats sí es verifiquen (cas de la família de les t-normes conjugades
de Łukasiewicz), no aporten les mateixes millores en els resultats.
Aquest és el tercer problema que es resol en aquesta memòria una altra vegada
utilitzant uninormes. Presentem, en el capítol 5, l’estudi d’una nova morfologia
borrosa basada en uninormes conjuntives, contínues per l’esquerra, que millora la
basada en t-normes. En concret, presentem dues famílies d’uninormes conjuntives
per les quals:
– Per una banda, milloren els resultats de la detecció de contorns, no només de
la morfologia matemàtica clàssica, sinó també de la basada en t-normes abans
esmentada, incloent el cas d’agafar la t-norma mínim.
– Per una altra banda, verifiquen totes les propietats algebraiques necessàries
perquè els operadors morfològics corresponents tinguin totes les propietats
morfològiques desitjables que tenen els operadors basats en les t-normes de la
família de Łukasiewicz.
Aquestes dues famílies estan incloses una, en la classe de les representables i l’altra en
la classe de les idempotents, ambdues amb la característica de ser fàcils d’implementar.
A més, es mostren especialment adequades en el problema de la detecció de contorns.
Per acabar, volem fer notar que hem destacat aquí els tres problemes fonamentals que
han motivat aquesta memòria. Però és evident que aquest treball no es redueix simplement
a la resolució d’aquests tres problemes, sinó que resol també altres qüestions relacionades
que han anat apareixent en el procés i que tenen interès per elles mateixes.
Finalment, la memòria acaba amb un capítol dedicat a conclusions i treball futur.

2PREL IMINARS
En aquests preliminars s’introdueixen les definicions i notacions bàsiques que s’empraran
al llarg d’aquest treball. La primera secció està dedicada a dues operacions ben conegu-
des i àmpliament estudiades, les t-normes i les t-conormes. Es presenta a un apartat la
caracterització de les t-normes i t-conormes contínues, que es farà servir més endavant.
A la segona secció es mencionen els conceptes bàsics de les uninormes, operador al
que estan dedicats la pràctica totalitat dels resultats d’aquesta memòria, i que es poden
veure com una generalització de les t-normes i t-conormes. Primer s’enumeren les classes
d’uninormes conegudes, donant la caracterització de cada classe, i es dóna una visió
global de totes elles. Més endavant s’estudien les propietats de dualitat en uninormes, que
resultaran molt importants per al desenvolupament dels resultats posteriors.
2.1 t-normes i t-conormes
Donarem per coneguts a aquesta memòria tota una sèrie de resultats sobre t-normes i
t-conormes que es poden trobar, per exemple, a [62] i a [6]. Recordem aquí només les
definicions i un mínim de propietats amb l’objectiu d’establir la notació que utilitzarem al
llarg de tot el treball. Comencem amb les definicions de t-norma i t-conorma.
Definició 2.1.1 Una t-norma (també anomenada norma triangular) és una operació binària T
sobre [0, 1], és a dir, una funció T : [0, 1]2 → [0, 1], tal que per a tots x, y, z ∈ [0, 1] se satisfà:
(T1) Commutativitat: T(x,y) = T(y, x).
(T2) Associativitat: T(x, T(y, z)) = T(T(x,y), z).
(T3) Monotonia creixent: T(x,y) 6 T(x, z) si y 6 z.
(T4) Condició de frontera: T(x, 1) = x.
Definició 2.1.2 Una t-conorma (també anomenada conorma triangular) és una operació binària
S sobre [0, 1], tal que per a tots x, y, z ∈ [0, 1] se satisfà:
(S1) Commutativitat: S(x,y) = S(y, x).
(S2) Associativitat: S(x,S(y, z)) = S(S(x,y), z).
(S3) Monotonia creixent: S(x,y) 6 S(x, z) si y 6 z.
(S4) Condició de frontera: S(x, 0) = x.
Exemple 2.1.3 El mínim, TM(x,y) = min(x,y), el producte TP(x,y) = x · y i la funció donada
per TL(x,y) = max(0, x+ y− 1) (t-norma de Łukasiewicz) són t-normes.
El màxim SM(x,y) = max(x,y), la suma probabilística SP(x,y) = x + y − xy i la funció
SL(x,y) = min(x+ y, 1) (t-conorma de Łukasiewicz) són t-conormes.
Les proposicions següents donen dues propietats bàsiques que satisfan les t-normes i les
t-conormes en general.
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Proposició 2.1.4 Per tota t-norma T , tota t-conorma S i tot (x,y) ∈ [0, 1]2, se satisfà:
T(x,y) 6 TM(x,y) 6 SM(x,y) 6 S(x,y).
Proposició 2.1.5 L’única t-norma que és idempotent, és a dir, que compleix que T(x, x) = x per a
tot x ∈ [0, 1] és TM, i l’única t-conorma que és idempotent és SM.
Una altra operació bàsica en el marc de la teoria de conjunts borrosos són les negacions
fortes, definició que recordem a continuació.
Definició 2.1.6 Una negació forta és una funció N : [0, 1] → [0, 1] involutiva, és a dir, que
compleix N(N(x)) = x per a tot x ∈ [0, 1], i decreixent.
Una manera per poder construir t-normes (o t-conormes) és a partir d’una família de
t-normes (o t-conormes), com es veu en la següent definició.
Proposició 2.1.7 ([6], definició 2.4.1, teorema 2.4.2) Siguin A un conjunt d’índexs finit o nu-
merable, (Tα)α∈A una família de t-normes i (]aα,bα[)α∈A una família de subintervals de [0, 1]
disjunts entre sí. L’operació binària definida per
T(x,y) =
aα + (bα − aα) · Tα
(
x−aα
bα−aα
, y−aαbα−aα
)
si existeix α ∈ A amb (x,y) ∈ [aα,bα]2
min(x,y) altrament,
és una t-norma, i s’anomena la suma ordinal de sumands 〈aα,bα, Tα〉, α ∈ A. S’escriu
T = (〈aα,bα, Tα〉)α∈A.
De manera similar es pot definir la suma ordinal de t-conormes, canviant els valors
mínims per màxims en la proposició anterior.
Ara inclourem els resultats coneguts sobre la caracterització de t-normes contínues.
Resultats equivalents es poden donar per a t-conormes contínues, adaptant-los de manera
convenient.
Definició 2.1.8 Sigui T una t-norma. Un element a ∈ [0, 1] es diu un element idempotent de
T si T(a,a) = a. Els elements 0 i 1 s’anomenen elements idempotents trivials de T , ja que són
sempre idempotents, per a qualsevol t-norma T , i els elements idempotents de ]0, 1[ s’anomenen
elements idempotents no trivials.
Com que tota t-norma T és associativa, per (T2), podem definir la “potència” n-èsima
d’un element a ∈ [0, 1] per T com:
a
(n)
T = T(a,a, . . . ,a).
Amb aquesta notació, introduïm a continuació la definició d’element nilpotent.
Definició 2.1.9 Sigui T una t-norma. Un element a ∈ [0, 1] es diu element nilpotent de T si
existeix n ∈N tal que a(n)T = 0.
Ara donem les definicions de tres tipus de t-normes, que seran les peces fonamentals de
la caracterització de les t-normes contínues.
Definició 2.1.10 Sigui T una t-norma. Direm que és arquimediana si per a tot (x,y) ∈ [0, 1]2,
existeix n ∈N tal que x(n)T < y.
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Quan hi ha continuïtat, que una t-norma sigui arquimediana és equivalent a que no
tingui elements idempotents no trivials, com es veu a continuació.
Teorema 2.1.11 ([62], teorema 2.11) Sigui T una t-norma contínua. T és arquimediana si i només
si els seus únics elements idempotents són els trivials.
Definició 2.1.12 Sigui T una t-norma.
• Direm que T és nilpotent si és contínua i tot a ∈ ]0, 1[ és element nilpotent.
• Direm que T és estricta si és estrictament creixent a ]0, 1]2, és a dir, si x > 0 i y < z, llavors
T(x,y) < T(x, z).
Nota 2.1.13 Totes les t-normes estrictes són contínues i arquimedianes.
Les t-normes arquimedianes contínues es poden dividir en dues famílies: les t-normes
estrictes i les t-normes nilpotents.
Teorema 2.1.14 ([62], teorema 2.18) Sigui T una t-norma arquimediana contínua. Llavors, o bé
és nilpotent, o bé és estricta.
A continuació donem els teoremes de representació de les t-normes arquimedianes
contínues, que donen una manera de representar un operador binari, com són les t-normes,
en termes d’una funció unària. Pels resultats següents necessitem definir la pseudo-inversa
d’una funció.
Definició 2.1.15 ([6], definició 2.1.5) Sigui t : [0, 1]→ [0,+∞] una funció estrictament decrei-
xent, amb t(1) = 0, llavors la seva pseudo-inversa t(−1) per la qual Dom t(−1) = [0,+∞] i
Ran t(−1) = [0, 1] ve donada per
t(−1)(x) =
t−1(x) si 0 6 x 6 t(0)
0 si t(0) 6 x 6 +∞.
Una vegada introduïda la definició de pseudo-inversa, podem citar el resultat de repre-
sentació de les t-normes arquimedianes contínues. Aquesta representació fou demostrada
per Ling [64], com una extensió de la representació de t-normes estrictes, feta anteriorment
per Aczél [1], que a la seva vegada es basa en resultats d’Abel. Per això el teorema següent
de representació se sol dir habitualment “teorema d’Aczel-Ling”.
Teorema 2.1.16 ([62], teorema 5.1; [6], teorema 2.1.6) Sigui T una t-norma. T és arquimediana
contínua si i només si existeix una funció estrictament decreixent t : [0, 1]→ [0,+∞], anomenada
generador additiu continu, amb t(1) = 0 (únic llevat d’una constant multiplicativa positiva) de
manera que per a tot (x,y) ∈ [0, 1]2,
T(x,y) = t(−1)(t(x) + t(y)).
A més a més,
• La t-norma T és estricta si i només si t(0) = +∞ i llavors
T(x,y) = t(−1)(t(x) + t(y)).
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• La t-norma T és nilpotent si i només si t(0) < +∞. En aquest cas existeix un únic gene-
rador additiu t tal que t(0) = 1 (anomenat generador normalitzat). Si t és el generador
normalitzat, aleshores T ve donada per
T(x,y) = t(−1)(t(x) + t(y)).
i la funció NT (x) = t−1(1− t(x)) és una negació forta que delimita la regió zero de T , és a
dir,
T(x,y) = 0 si i només si y 6 NT (x).
Per acabar, donem la caracterització general de les t-normes contínues.
Teorema 2.1.17 ([62], teorema 5.11; [6], teorema 2.4.3) Sigui T una t-norma contínua. Llavors
T és suma ordinal de t-normes arquimedianes contínues.
De manera equivalent, es pot donar el resultat anterior per a t-conormes contínues.
Teorema 2.1.18 ([62], corol.lari 5.12) Sigui S una t-conorma contínua. Llavors S és suma ordinal
de t-conormes contínues arquimedianes.
2.2 uninormes
En aquesta secció presentem les uninormes, operacions que surten com a generalització de
les t-normes i les t-conormes. En aquestes operacions, existeix un element neutre que està
entre zero i u. En un primer moment ([106]), s’introduïren com a operadors d’agregació,
però posteriorment la seva utilització ha estat més general.
Definició 2.2.1 ([106]) Una uninorma és una operació binària U sobre [0, 1], tal que per a tots x,
y, z ∈ [0, 1] se satisfà:
(U1) Commutativitat: U(x,y) = U(y, x).
(U2) Associativitat: U(x,U(y, z)) = U(U(x,y), z).
(U3) Monotonia creixent: U(x,y) 6 U(x, z) si y 6 z.
(U4) Element neutre: Existeix e ∈ [0, 1] anomenat element neutre tal que U(x, e) = x.
Resulta obvi que l’operació U és una t-norma en el cas en què e = 1 i és una t-conorma
quan e = 0. Ara donem una sèrie de resultats i definicions bàsiques sobre les uninormes.
Proposició 2.2.2 Per a qualsevol uninorma U, es verifica que U(0, 1) ∈ {0, 1}.
Definició 2.2.3 Donada una uninorma U, es diu que és conjuntiva quan U(1, 0) = 0 i disjuntiva
quan U(1, 0) = 1.
Definició 2.2.4 En general, direm que un operador binari (i en particular una uninorma) U és
continu per l’esquerra (dreta) si ho són les seves seccions U(x,−) i U(−,y).
L’estructura general d’una uninorma es presenta als resultats següents.
Proposició 2.2.5 Sigui U una uninorma amb element neutre e ∈ ]0, 1[ . Definim dues operacions
TU i SU : [0, 1]2 → [0, 1] per
TU(x,y) =
1
e
·U(e · x, e · y),
SU(x,y) =
1
1− e
· (U(e+ (e− 1) · x, e+ (e− 1) · y) − e) .
Llavors TU és una t-norma i SU és una t-conorma, que s’anomenen t-norma i t-conorma associades
a U, respectivament.
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Per tant, l’estructura d’una uninorma en els quadrats [0, e]2 i [e, 1]2, està molt relacionada
amb les t-normes i les t-conormes. És a dir, tenim
U(x,y) = e · TU(x
e
,
y
e
), si 0 6 x,y 6 e
U(x,y) = e+ (1− e) · SU(x− e
1− e
,
y− e
1− e
), si e 6 x,y 6 1
per a una t-norma TU i una t-conorma SU.
Notació 2.2.6 Al conjunt de totes les uninormes el notarem per U. A una uninorma U que té
element neutre e, t-norma associada T i t-conorma associada S, la notarem per U ≡ 〈T, e,S〉. En
general, per dir que considerem una uninorma U amb element neutre e, escriurem U ∈ U(e).
Proposició 2.2.7 Sigui U una uninorma amb element neutre e ∈ ]0, 1[ . Aleshores, per tots (x,y) ∈
[0, e]× [e, 1] ∪ [e, 1]× [0, e] es compleix
min(x,y) 6 U(x,y) 6 max(x,y).
És a dir, una uninorma en [0, e[× ]e, 1]∪ ]e, 1] × [0, e[ = [0, 1]2 \ ([0, e]2 ∪ [e, 1]2) és un
operador de compensació, ja que el resultat de l’agregació està entre el mínim i el màxim.
A aquesta regió l’anomenarem regió de compensació, i la notarem per A(e).
L’estructura general d’una uninorma es pot observar en la figura 1.
t-norma T min6U6max
min6U6max t-conorma S
0
e
1
e 1
Figura 1. Estructura general d’una uninorma U ≡ 〈T, e,S〉.
Nota 2.2.8 Com en el cas de la figura 1, els gràfics d’estructura d’uninormes, i altres operadors,
que es presenten en aquest treball, si inclouen quadres (o rectangles) amb un operador de [0, 1]2, se
sobreentén que estaran escalats en els intervals corresponents.
A continuació es presenten les caracteritzacions de les famílies conegudes d’uninormes.
En cada una d’elles s’imposa una certa condició que ha de complir la uninorma, i que
caracteritza la família.
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2.2.1 Classes d’uninormes
Uninormes de Umin o de Umax
Una forma senzilla de definir una uninorma és utilitzant l’operador mínim (màxim) en la
regió de compensació, A(e). Són les anomenades uninormes de Umin (Umax), que es varen
caracteritzar a [53], mitjançant el teorema següent.
Teorema 2.2.9 ([53], teorema 1) Sigui U una uninorma amb element neutre e ∈ ]0, 1[ i suposem
que les funcions x 7→ U(x, 1) i x 7→ U(x, 0), amb x ∈ [0, 1], són contínues excepte (potser) en x = e.
Aleshores
(a) Si U és conjuntiva (U(0, 1) = 0), U ve donada per
U(x,y) =

eTU
(
x
e ,
y
e
)
si (x,y) ∈ [0, e]2
e+ (1− e)SU
(
x−e
1−e ,
y−e
1−e
)
si (x,y) ∈ [e, 1]2
min(x,y) altrament.
(2.1)
(b) Si U és disjuntiva (U(0, 1) = 1), U ve donada per
U(x,y) =

eTU
(
x
e ,
y
e
)
si (x,y) ∈ [0, e]2
e+ (1− e)SU
(
x−e
1−e ,
y−e
1−e
)
si (x,y) ∈ [e, 1]2
max(x,y) altrament.
(2.2)
En ambdues fórmules TU és una t-norma i SU és una t-conorma.
Nota 2.2.10 En funció de les expressions (2.1) i (2.2), es poden considerar les uninormes de Umin i
de Umax com una suma ordinal d’una t-norma (TU) i una t-conorma (SU).
Notació 2.2.11 El conjunt de les uninormes amb l’expressió (2.1) el notarem per Umin i el conjunt
de les que tenen expressió (2.2) per Umax. Notarem una uninorma de Umin amb t-norma TU, t-
conorma SU i element neutre e per U ≡ 〈TU, e,SU〉min i de manera semblant, una uninorma de
Umax com U ≡ 〈TU, e,SU〉max. L’estructura d’aquestes uninormes es pot observar a la figura 2.
Uninormes idempotents
La idempotència és una propietat fonamental a l’hora de definir operadors d’agregació.
Com hem vist anteriorment, per a t-normes només se satisfà per a la t-norma mínim i per
t-conormes, només per a la t-conorma màxim. Per a uninormes, aquesta propietat dóna
tota una família d’operadors.
Definició 2.2.12 Donada una uninorma U, es diu que és idempotent quan U(x, x) = x per a tot
x ∈ [0, 1].
En aquest apartat es dóna la caracterització de les uninormes idempotents, que es basa en
resultats de [29], on Czogala i Drewniak donen la forma general d’operadors idempotents,
associatius, creixents amb element neutre, com es pot veure en el teorema següent.
Teorema 2.2.13 ([29]) Sigui F un operador binari sobre [0, 1], idempotent, associatiu i creixent
amb element neutre e ∈ [0, 1]. Aleshores, existeix un operador decreixent g : [0, 1] → [0, 1] amb
punt fix e tal que
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TU min
min SU
0
e
1
e 1
TU max
max SU
0
e
1
e 1
Figura 2. Estructura d’una uninorma de Umin (esquerra) i de Umax (dreta).
(i) F(x,y) = min(x,y) si y < g(x),
(ii) F(x,y) = max(x,y) si y > g(x),
(iii) F(x,y) ∈ {min(x,y),max(x,y)} si y = g(x).
El recíproc d’aquest resultat no ha estat demostrat fins fa poc a [65]. Concretament, es té
la caracterització següent.
Teorema 2.2.14 ([65]) Sigui F un operador binari sobre [0, 1]. F es associatiu, creixent respecte
de cada variable, idempotent i té un element neutre e ∈ [0, 1] si i només si existeix una funció
decreixent g : [0, 1]→ [0, 1] amb g(e) = e, verificant
inf{y | g(y) = g(x)} 6 g2(x) 6 sup{y | g(y) = g(x)}
per a tot x ∈ [0, 1] de manera que
F(x,y) =

min(x,y) si y < g(x) ò (y = g(x) i x < g2(x))
max(x,y) si y > g(x) ò (y = g(x) i x > g2(x))
min(x,y) o max(x,y) si y = g(x) i x = g2(x).
Més encara, en aquest cas F és necessàriament commutatiu excepte potser en el conjunt de punts
(x,y) tals que y = g(x) amb x = g2(x).
Nota 2.2.15 Donada una funció g : [0, 1]→ [0, 1] decreixent amb g(e) = e, notem que la condició
sobre g del teorema anterior es converteix en g2(x) = x per a tots els x ∈ [0, 1] en els que g és
estrictament decreixent. En canvi, quan g és constant a un interval (a,b) aleshores g2(x) ha de ser
tal que a 6 g2(x) 6 b.
Notem a més que el teorema anterior dóna una caracterització de totes les uninormes idempotents,
requerint senzillament commutativitat en els punts (x,y) tals que y = g(x) i x = g2(x).
Una caracterització més detallada per als casos d’uninormes idempotents contínues per
l’esquerra i per la dreta es va donar als teoremes següents.
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Teorema 2.2.16 ([34]) Un operador binari U, sobre [0, 1], és una uninorma idempotent contínua
per l’esquerra amb element neutre e ∈ [0, 1] si i només si existeix una funció decreixent g : [0, 1]→
[0, 1] amb punt fix e que satisfà g2(x) > x per a tot x 6 g(0) i g(x) = 0 per a tot x > g(0) i tal
que, per a qualssevol x,y ∈ [0, 1], U ve donada per
U(x,y) =
min(x,y) si y 6 g(x) i x 6 g(0)max(x,y) en qualsevol altre cas.
Teorema 2.2.17 ([34]) Un operador binari U, sobre [0, 1], és una uninorma idempotent contí-
nua per la dreta amb element neutre e ∈ [0, 1] si i només si existeix una funció decreixent
g : [0, 1] → [0, 1] amb punt fix e que satisfà g2(x) 6 x per a tot x > g(1) i g(x) = 1 per a tot
x < g(1) i tal que, per a qualssevol x,y ∈ [0, 1], U ve donada per
U(x,y) =
max(x,y) si y > g(x) i x > g(1)min(x,y) en qualsevol altre cas.
En vista dels teoremes anteriors, qualsevol uninorma idempotent U (amb algun tipus de
continuïtat o no) està determinada (encara que no únicament) per una funció decreixent g.
En el que segueix, ens referirem a aquesta funció g com la funció associada a U.
Notació 2.2.18 El conjunt de totes les uninormes idempotents el notarem per Uide, i qualsevol
uninorma idempotent U amb element neutre e i funció associada g la notarem per U ≡ 〈g, e〉ide.
A la figura 3 es pot observar l’estructura d’un exemple d’uninorma idempotent U amb
funció associada g i element neutre e. En virtut de la nota 2.2.15, per als punts (x,y) que
estan sobre la gràfica de la funció g, a la part estrictament decreixent, U pot valer o el
mínim o el màxim, de manera que se satisfaci la commutativitat.
Ara donarem unes propietats de les uninormes idempotents amb algun tipus de conti-
nuïtat, que emprarem en aquest treball.
Proposició 2.2.19 ([34], Proposició 2) Es compleix:
(i) Sigui una uninorma U idempotent contínua per la dreta amb funció associada g. Per a tot
(x,y) ∈ [g(1), 1]2 és cert que
g(y) 6 x si i només si g(x) 6 y.
(ii) Sigui una uninorma U idempotent contínua per l’esquerra amb funció associada g. Per a tot
(x,y) ∈ [0,g(0)]2 és cert que
x 6 g(y) si i només si y 6 g(x).
Uninormes representables i quasi-contínues
A diferència del que passa amb t-normes i t-conormes, és sabut que no hi ha uninormes
contínues a [0, 1]2 amb element neutre e ∈ ]0, 1[. En aquest apartat i el següent mencionem
classes d’uninormes que tenen continuïtat a conjunts grans. A continuació introduïm
dues classes ben relacionades: la de les uninormes representables i la de les uninormes
quasi-contínues.
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e
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min
g
Figura 3. Estructura d’una uninorma idempotent amb funció associada g i element neutre e.
Definició 2.2.20 Una uninorma U és quasi-contínua si és contínua a [0, 1]2 \ {(0, 1), (1, 0)}.
La classe de les uninormes representables està caracteritzada per uninormes que tenen
una representació semblant a la de les t-normes estrictes, en les que, com hem vist, existeix
un generador additiu. Ara presentem la primera caracterització que es va fer d’aquestes
uninormes.
Definició 2.2.21 ([53]) Una uninorma U, amb element neutre e ∈ ]0, 1[ , es diu representable si
existeix una funció estrictament creixent h : [0, 1] → [−∞,+∞] (que s’anomena un generador
additiu de U, i és únic llevat d’una constant multiplicativa k > 0), amb h(0) = −∞, h(e) = 0 i
h(1) = +∞, tal que U ve donada per
U(x,y) = h−1(h(x) + h(y))
per a tot (x,y) ∈ [0, 1]2 \ {(0, 1), (1, 0)}. Tenim o bé que U(0, 1) = U(1, 0) = 0 ò bé que U(0, 1) =
U(1, 0) = 1.
Nota 2.2.22 Les uninormes representables varen ser introduïdes inicialment amb un altre nom a
[45]. Una uninorma representable és clarament contínua a [0, 1]2 \ {(0, 1), (1, 0)}, és a dir, quasi-
contínua, i estrictament creixent a ]0, 1[2. A més a més, existeix una negació forta NU amb punt fix
e tal que per a tots (x,y) ∈ [0, 1]2 \ {(0, 1), (1, 0)}
U(x,y) = NU(U(NU(x),NU(y))).
Aquesta negació forta NU ve donada per NU(x) = h−1(−h(x)), on h és un generador additiu de
U.
De manera similar, tenim la caracterització de les uninormes representables, per a
generadors multiplicatius.
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Proposició 2.2.23 ([53]) Siguin e ∈ ]0, 1[ , h : [0, 1]→ [0,+∞] una funció estrictament creixent
amb h(0) = 0, h(e) = 1 i h(1) = +∞ (que s’anomena un generador multiplicatiu de U, que és
únic llevat d’una constant exponencial k > 0). L’operació U definida per
U(x,y) = h−1(h(x) · h(y))
per tot (x,y) ∈ [0, 1]2 \ {(0, 1), (1, 0)} i, o bé U(0, 1) = U(1, 0) = 0 ò bé U(0, 1) = U(1, 0) = 1,
és una uninorma representable amb element neutre e. En aquest cas, la negació associada és
NU(x) = h
−1
(
1
h(x)
)
.
També, a [53], es dóna la caracterització de les uninormes representables següent, on es
relacionava per primera vegada les uninormes quasi-contínues i les representables.
Teorema 2.2.24 ([53]) Sigui U una uninorma quasi-contínua amb element neutre e ∈ ]0, 1[ .
Llavors, U és representable si i només si les dues condicions següents se satisfan:
(a) U és estrictament creixent a ]0, 1[2.
(b) Existeix una negació forta N amb punt fix e tal que per a tots (x,y) ∈ [0, 1]2 \ {(0, 1), (1, 0)},
U(x,y) = N(U(N(x),N(y))). (2.3)
Nota 2.2.25 A [60], treball independent a [53], el teorema anterior va quedar millorat, demostrant-
se que tota uninorma quasi-contínua és estrictament creixent a ]0, 1[2 (per tant la condició (a) del
teorema anterior és supèrflua). Del treball de caracterització de les uninormes contínues a ]0, 1[2,
[58], es pot deduir que la classe de les uninormes representables i les quasi-contínues coincideix,
(veure apartat següent). És a dir, les dues condicions del teorema anterior són, doncs, supèrflues.
En aquest treball, però, donarem a la secció 3.2.1 una demostració alternativa a partir del teorema
2.2.24, construint la negació N respecte de la qual U verifica (2.3).
Tenim, per tant, la següent relació entre les uninormes representables i les quasi-
contínues.
Teorema 2.2.26 Sigui U una uninorma amb element neutre e ∈ ]0, 1[ . Llavors U és quasi-contínua
(contínua a [0, 1] \ {(0, 1), (1, 0)}) si i només si és representable.
Notació 2.2.27 El conjunt de les uninormes representables el notarem per Urep, i a una uninorma
representable amb generador additiu h i element neutre e la notarem per U ≡ 〈h, e〉rep.
Uninormes contínues a ]0, 1[2
Després d’haver mencionat les uninormes contínues a [0, 1]2 \ {(0, 1), (1, 0)}, ara citarem les
uninormes contínues a ]0, 1[2, que varen ser caracteritzades a [58] com segueix.
Teorema 2.2.28 ([58]) Suposem que U és una uninorma contínua a ]0, 1[2 amb element neutre
e ∈ ]0, 1[ . Llavors s’ha de satisfer algun d’aquests casos:
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(a) Existeixen β ∈ [0, e[ , α ∈ [0,β], dues t-normes contínues T ′ i T ′′ i una uninorma representa-
ble R tal que U ve donada per la fórmula
U(x,y) =

αT
′ ( x
α ,
y
α
)
si x,y ∈ [0,α]
α+ (β−α)T
′′
(
x−α
β−α ,
y−α
β−α
)
si x,y ∈ [α,β]
β+ (1−β)R
(
x−β
1−β ,
y−β
1−β
)
si x,y ∈ ]β, 1[
1 si min(x,y) ∈ ]α, 1] i max(x,y) = 1
min(x,y) ò 1 si (x,y) ∈ {(α, 1), (1,α)}
min(x,y) altrament.
(2.4)
(b) Existeixen γ ∈ ]e, 1], δ ∈ [γ, 1], dues t-conormes contínues S ′ i S ′′ i una uninorma represen-
table R tal que U ve donada per la fórmula
U(x,y) =

γR
(
x
γ ,
y
γ
)
x,y ∈ ]0,γ[
γ+ (δ− γ)S
′
(
x−γ
δ−γ ,
y−γ
δ−γ
)
si x,y ∈ [γ, δ]
δ+ (1− δ)S
′′
(
x−δ
1−δ ,
y−δ
1−δ
)
si x,y ∈ [δ, 1]
0 si max(x,y) ∈ [0, δ[ i min(x,y) = 0
max(x,y) ò 0 si (x,y) ∈ {(0, δ), (δ, 0)}
max(x,y) altrament.
(2.5)
Notació 2.2.29 Denotarem per Ucos la classe de totes les uninormes contínues a ]0, 1[2 (en referència
a Uninorms Continuous in the Open Square), per Ucos,min a les que són de la forma (2.4), i per
Ucos,max a les que són de la forma (2.5). Una uninorma U de Ucos,min la denotarem per
U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min,
i si és de Ucos,max per
U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max,
per representar els seus paràmetres.
Nota 2.2.30 Les uninormes de Ucos,min amb β = 0 i les uninormes de Ucos,max amb γ = 1 són les
uninormes representables.
L’estructura de les uninormes de Ucos,min es pot observar a la figura 4 i la de les uninormes
de Ucos,max a la figura 5.
Uninormes de Umnx
Una classe d’uninormes que s’ha estudiat i caracteritzat molt recentment a [46] és la
formada per uninormes que en la regió de compensació, A(e), són localment internes, és a
dir, que U(x,y) ∈ {x,y}. En aquest treball notarem aquesta classe per Umnx, en referència a
que en la regió A(e) s’utilitzen els operadors min i/o max.
A aquesta classe pertanyen les uninormes de Umin, Umax i Uide.
Degut a la seva publicació tan recent, no hem inclòs aquesta classe en l’estudi de forma
sistemàtica, i només apareix en ocasions concretes.
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Figura 4. Estructura d’una uninorma de Ucos,min
Uninormes de Ucts
La darrera classe que presentem en aquestes notes preliminars són les uninormes amb
paràmetres U ≡ 〈T, e,S〉 que tenen T i S contínues. Aquesta classe ha estat presentada a
[25], encara que no es coneix la caracterització definitiva. Per la seva utilitat, emprarem
uninormes d’aquesta classe a diversos raonaments al llarg d’aquest estudi, i notarem
aquesta classe per Ucts (Uninormes amb Continuïtat a T i S).
Uninormes que pertanyen a Ucts són les uninormes representables, les idempotents
(tenen T = TM i S = SM) i les uninormes de Umin o de Umax que tinguin les corresponents
T i S contínues. Evidentment, Ucts conté la classe de les uninormes contínues a ]0, 1[2, Ucos.
Classes d’uninormes: visió global
Totes les relacions entre les diverses classes que donem en la proposició següent són
resultats coneguts però que no han estat publicats, i conseqüentment no són del tot
presents en la comunitat científica, i són necessàries per tenir clares les diferents connexions
entre aquestes classes.
Proposició 2.2.31 En el conjunt de totes les uninormes, U, se satisfà:
(i) Umin, Umax, Uide ⊆ Umnx,
(ii) Urep ⊆ Ucos ⊆ Ucts,
(iii) Ucos ∩Umnx = ∅,
(iv) Uide ⊆ Ucts.
Al llarg d’aquest treball s’han tingut en compte aquestes consideracions, que es resumei-
xen a la figura 6.
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Figura 5. Estructura d’una uninorma de Ucos,max
2.2.2 Uninormes i dualitat
En aquesta secció estudiem la dualitat per a uninormes, és a dir, com construir un operador
dual a partir d’una uninorma U i una negació forta N, i les propietats que es poden deduir.
Primer donem la definició.
Definició 2.2.32 Siguin U ∈ U(e) i N una negació forta. Definim l’operador dual de U respecte
de N com:
U˜N(x,y) = N(U(N(x),N(y))),
per a tots (x,y) ∈ [0, 1]2.
Notació 2.2.33 Si prenem la negació forta N(x) = 1− x, l’operador dual de U respecte aquesta
negació el notarem directament per U˜.
És sabut que si T és una t-norma, T˜ és una t-conorma, i viceversa. De fet, T˜M = SM,
T˜L = SL i T˜P = SP. Relacionat amb aquest fet, podem estudiar a quina classe pertany U˜N,
sabent a quina pertany U. Vegem a continuació les diferents propietats de U˜N.
Teorema 2.2.34 Siguin N una negació forta, U ∈ U(e) i considerem l’operador dual U˜N. Llavors
és cert:
(i) U˜N ∈ U(N(e)).
(ii) ˜˜UNN = U.
(iii) Si U és disjuntiva, llavors U˜N és conjuntiva. Si U és conjuntiva, llavors U˜N és disjuntiva.
(iv) Si U ∈ Umin llavors U˜N ∈ Umax, i si U ∈ Umax llavors U˜N ∈ Umin.
(v) Si U ≡ 〈g, e〉ide, llavors U˜ ≡ 〈N ◦ g ◦N,N(e)〉ide.
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Figura 6. Esquema de les classes d’uninormes conegudes.
(vi) Si U ∈ Ucos,min llavors U˜ ∈ Ucos,max, mentre que si U ∈ Ucos,max llavors U˜ ∈ Ucos,min.
(vii) U ∈ Ucts, si i només si U˜N ∈ Ucts.
Demostració: Els tres primers apartats són prou coneguts (veure [53]) i de demostració
senzilla. Tot i ser igualment senzilles, incloem les demostracions a partir del punt (iv) per
completesa.
(iv) Per al primer cas, siU és una uninorma de Umin, tindrem que a la regióA(e),U(x,y) =
min(x,y). Si considerem U˜N, podem calcular què val la uninorma a la regió A(N(e)).
Sigui (x,y) ∈ [0,N(e)[× ]N(e), 1]∪ ]N(e), 1]× [0,N(e)[ , llavors (N(x),N(y)) ∈ ]e, 1]×
[0, e[∪ [0, e[× ]e, 1] = A(e), i per tant
U˜N(x,y) = N(U(N(x),N(y))) = N(min(N(x),N(y))) = max(x,y),
i per tant U˜N és una uninorma de Umax amb element neutre N(e).
De manera semblant es pot demostrar que si U ∈ Umax, llavors U˜N ∈ Umin.
(v) Primer de tot, com que U és idempotent, es verifica que U˜N també ho és:
U˜N(x, x) = N(U(N(x),N(x))) = N(N(x)) = x.
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Ara, vegem quina és la funció associada a U˜N. Si posem l’expressió de U˜N:
U˜N(x,y) =N(U(N(x),N(y))) =

N(min(N(x),N(y)) si N(x) < g(N(y))
N(max(N(x),N(y)) si N(x) > g(N(y))
N(N(x)) ò N(N(y)) altrament
=

max(x,y) si x > N(g(N(y)))
min(x,y) si x < N(g(N(y)))
x ò y altrament,
,
podem veure que la funció g˜ associada a U˜N és precisament g˜ = N ◦ g ◦N.
(vi) Està clar que si U ∈ Ucos, llavors U˜N ∈ Ucos, ja que també serà contínua a ]0, 1[× ]0, 1[ ,
per ser N una funció contínua. Vegem que si U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min, aleshores
se satisfà que U˜N ∈ Ucos,max.
Per això, basta veure que si (x,y) ∈ ]0,N(β)[× ]N(β), 1[∪ ]N(β), 1[× ]0,N(β)[ , llavors:
U˜N(x,y) = N(U(N(x),N(y))) = N(min(N(x),N(y))) = max(x,y),
i per tant U˜N és una uninorma de Ucos,max.
De manera semblant es pot demostrar que si U ∈ Ucos,max, llavors U˜ ∈ Ucos,min.
(vii) Si la t-norma associada TU i la t-conorma associada SU són contínues, llavors també
ho seran T
U˜N
i S
U˜N
, i per tant U ∈ Ucts si i només si U˜N ∈ Ucts.
Nota 2.2.35 A partir d’ara, després d’haver vist la propietat (i) del teorema anterior, anomenarem
U˜N la uninorma dual de U respecte de N.
Vegem ara el cas especial en què la negació forta N amb la qual es calcula la uninorma
dual és N(x) = 1− x. Es tindran condicions millors per poder trobar els paràmetres de les
uninormes duals.
Teorema 2.2.36 Siguin U ∈ U(e),N(x) = 1− x i U˜ la uninorma dual de U respecte deN. Llavors
és cert:
(i) T˜U = SU˜ i S˜U = TU˜ , és a dir, si U ≡ 〈T, e,S〉, llavors U˜ ≡ 〈S˜, 1− e, T˜〉.
(ii) U ≡ 〈T, e,S〉min llavors U˜ ≡ 〈S˜, 1− e, T˜〉max.
(iii) U ≡ 〈T, e,S〉max llavors U˜ ≡ 〈S˜, 1− e, T˜〉min.
(iv) U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min llavors U˜ ≡ 〈(R˜, 1− e), 1−β, T˜ ′′ , 1−α, T˜ ′〉cos,max.
(v) U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max llavors U˜ ≡ 〈S˜ ′′ , 1− δ, S˜ ′ , 1− γ, (R˜, 1− e)〉cos,min.
Demostració: (i) Sigui T˜U la t-conorma dual a la t-norma TU associada a U, llavors,
per una banda, com que el neutre de U és e:
T˜U(x,y) = 1− (TU(1− x, 1− y)) = 1−
U(e(1− x), e(1− y))
e
=
e−U(e(1− x), e(1− y))
e
,
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i per l’altra S
U˜
és la t-conorma associada a la uninorma U˜, que per definició, sabent
que el neutre de U˜ serà 1− e,
S
U˜
(x,y) =
U˜(1− e+ xe, 1− e+ ye) − (1− e)
1− (1− e)
=
U˜(1− e+ xe, 1− e+ ye) + e− 1
e
=
e−U(e(1− x), e(1− y))
e
,
amb el que queda vist que T˜U = SU˜ . Similarment podríem veure que S˜U = TU˜ .
(ii)-(iii) És conseqüència del demostrat al punt (i) i del teorema anterior, punt (iv).
(iv) Sigui U ∈ Ucos,min, vegem per una banda, l’expressió de U˜, emprant (2.4)
U˜(x,y) =1−U(1− x, 1− y)
=

1−αT
′
(
1−x
α ,
1−y
α
)
si 1− x, 1− y ∈ [0,α]
1−α− (β−α)T
′′
(
1−x−α
β−α ,
1−y−α
β−α
)
si 1− x, 1− y ∈ [α,β]
1−β− (1−β)R
(
1−x−β
1−β ,
1−y−β
1−β
)
si 1− x, 1− y ∈ ]β, 1[
0 si min(1− x, 1− y) ∈ ]α, 1]
i max(1− x, 1− y) = 1
1−min(1− x, 1− y) ò 0 si (1− x, 1− y) ∈ {(α, 1), (1,α)}
1−min(1− x, 1− y) altrament.
I finalment, tenim
U˜(x,y) =

1−αT
′
(
1−x
α ,
1−y
α
)
si x,y ∈ [1−α, 1]
1−α− (β−α)T
′′
(
1−x−α
β−α ,
1−y−α
β−α
)
si x,y ∈ [1−β, 1−α]
1−β− (1−β)R
(
1−x−β
1−β ,
1−y−β
1−β
)
si x,y ∈ ]0, 1−β[
0 si max(x,y) ∈ [0, 1−α[
i min(x,y) = 0
max(x,y) ò 0 si (x,y) ∈ {(1−α, 0), (0, 1−α)}
max(x,y) altrament.
(2.6)
Ara, desenvolupem la uninorma definida per 〈(R˜, 1− e), 1− β, T˜ ′′ , 1− α, T˜ ′〉cos,max,
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emprant l’equació (2.5),
1−β+ (β−α)T˜
′′
(
x−(1−β)
(1−α)−(1−β) ,
y−(1−β)
(1−α)−(1−β)
)
si x,y ∈ [1−β, 1−α]
1−α+ (1− (1−α))T˜
′
(
x−(1−α)
1−(1−α) ,
y−(1−α)
1−(1−α)
)
si x,y ∈ [1−α, 1]
(1−β)R˜
(
x
1−β ,
y
1−β
)
x,y ∈ ]0, 1−β[
0 si max(x,y) ∈ [0, 1−α[
i min(x,y) = 0
max(x,y) ò 0 si (x,y) ∈ {(0, 1−α), (1−α, 0)}
max(x,y) altrament.
que és el mateix que
1−β+ (β−α)T˜
′′
(
x−1+β
β−α ,
y−1+β
β−α
)
si x,y ∈ [1−β, 1−α]
1−α+αT˜
′
(
x−1+α
α ,
y−1+α
α
)
si x,y ∈ [1−α, 1]
(1−β)R˜
(
x
1−β ,
y
1−β
)
x,y ∈ ]0, 1−β[
0 si max(x,y) ∈ [0, 1−α[ i min(x,y) = 0
max(x,y) ò 0 si (x,y) ∈ {(0, 1−α), (1−α, 0)}
max(x,y) altrament.
Ara, tenint en compte les definicions d’operadors duals, tindrem:
1−β+ (β−α)
(
1− T
′′
(
1− x−1+ββ−α , 1−
y−1+β
β−α
))
si x,y ∈ [1−β, 1−α]
1−α+α
(
1− T
′
(
1− x−1+αα , 1−
y−1+α
α
))
si x,y ∈ [1−α, 1]
(1−β)
(
1− R
(
1− x1−β , 1−
y
1−β
))
x,y ∈ ]0, 1−β[
0 si max(x,y) ∈ [0, 1−α[
i min(x,y) = 0
max(x,y) ò 0 si (x,y) ∈ {(0, 1−α), (1−α, 0)}
max(x,y) altrament.
I per tant, la uninorma amb paràmetres 〈(R˜, 1− e), 1−β, T˜ ′′ , 1−α, T˜ ′〉cos,max és
1−α− (β−α)T
′′
(
1−α−x
β−α ,
1−α−y
β−α
)
si x,y ∈ [1−β, 1−α]
1−αT
′
(
1−x
α ,
1−y
α
)
si x,y ∈ [1−α, 1]
1−β− (1−β)R
(
1−β−x
1−β ,
1−β−y
1−β
)
x,y ∈ ]0, 1−β[
0 si max(x,y) ∈ [0, 1−α[ i min(x,y) = 0
max(x,y) ò 0 si (x,y) ∈ {(0, 1−α), (1−α, 0)}
max(x,y) altrament,
(2.7)
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i com que les expressions (2.6) i (2.7) coincideixen, podem afirmar que
U˜ ≡ 〈(R˜, 1− e), 1−β, T˜ ′′ , 1−α, T˜ ′〉cos,max
(v) Similar al punt anterior.
3DISTR IBUT IV ITAT
3.1 introducció
La distributivitat és una propietat que ha estat extensament estudiada, tant pel que fa a
connectius lògics, com pel que fa a funcions d’agregació: per a ternes de Łuckasiewicz
[9], ternes de De Morgan [8, 20], mitjanes aritmètiques [6, 22], uninormes i t-operadors
[16, 48, 68, 70], etcètera. En tots els casos, aquest interès és degut a les aplicacions d’aquesta
propietat, no només en la lògica borrosa, sinó també en altres àmbits com ara el pseudo-
anàlisi, la teoria de la mesura i la integració, o les equacions diferencials i les equacions
amb derivades parcials.
Aquest capítol està dedicat a l’estudi de la distributivitat i propietats relacionades,
considerant diferents tipus d’uninormes com a operadors involucrats.
Anem a introduir la definició de distributivitat en general i de parell distributiu, per a
dos operadors qualssevol.
Definició 3.1.1 Siguin F i G dos operadors binaris sobre [0, 1]. Direm que F és distributiu sobre
G si
F(x,G(y, z)) = G(F(x,y), F(x, z)) per a tots x,y, z ∈ [0, 1]. (D)
Definició 3.1.2 Siguin F i G dos operadors binaris sobre [0, 1]. Direm que (F,G) és un parell
distributiu si F és distributiu sobre G i G és distributiu sobre F.
La distributivitat ha estat estudiada àmpliament depenent dels operadors implicats, com
hem esmentat anteriorment, i en certes ocasions s’ha considerat la distributivitat no en tot
el domini de definició dels operadors.
Definició 3.1.3 Siguin F i G dos operadors binaris sobre [0, 1]. Direm que F és condicionalment
distributiu sobre G si
F(x,G(y, z)) = G(F(x,y), F(x, z)) per a tots x,y, z ∈ [0, 1] quan G(y, z) < 1. (CD)
Nota 3.1.4 Està clar que si un operador binari F és distributiu sobre un altre G, també és condicio-
nalment distributiu sobre G.
La definició de distributivitat condicional prové de l’estudi de les anomenades (S,U)-
integrals, definides a partir d’una t-conorma contínua S i una uninorma U, introduïdes a
[60, 61, 62].
Aquest tipus d’integrals, generalització de la integral de Sugeno, són estudiades a [78]
i utilitzades amb èxit a la solució d’equacions diferencials i amb derivades parcials, dins
el marc de la teoria de la informació i a l’optimització [79]. El punt bàsic perquè aquestes
integrals tinguin les propietats necessàries radica en el fet de que la uninorma U sigui
condicionalment distributiva sobre la t-conorma S, d’aquí l’interès per aquesta propietat.
De fet, a [94], es presentava com a problema obert, el caracteritzar les uninormes
(condicionalment) distributives sobre una t-conorma contínua S:
“15. (Viceník, citat per Klement) Una uninorma U : [0, 1]2 → [0, 1] és commutativa, associativa,
creixent i té un element neutre a ]0, 1[.
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(a) Caracteritzeu totes les uninormes distributives sobre una t-conorma donada (contínua)
S. És a dir, U(x,S(y, z)) = S(U(x,y),U(x, z)) per a tots x,y, z de [0, 1].
(b) El mateix per la distributivitat condicional, on la distributivitat és requerida sempre que
S(y, z) < 1.”
Són aquests dos problemes els que resolem precisament a aquest capítol, considerant les
diferents classes d’uninormes presentades als preliminars. Començarem donant un resultat
general, per a la distributivitat d’operadors binaris qualssevol.
Proposició 3.1.5 Sigui F un operador binari sobre [0, 1] creixent. Llavors F és distributiu (i
condicionalment distributiu) sobre l’operador màxim i també sobre l’operador mínim.
Nota 3.1.6 Per tant, en l’equació (D), si l’operador F és creixent, sempre tindrem la solució (F,min)
i (F,max).
A continuació demostrem un lema essencial per resoldre la distributivitat per a algunes
classes d’uninormes, i que relaciona la distributivitat i la dualitat.
Lema 3.1.7 Siguin F i G dos operadors binaris sobre [0, 1], N una negació forta, i F˜N i G˜N els
operadors duals de F i G respecte de N, respectivament. F és distributiu sobre G si i només si F˜N és
distributiu sobre G˜N.
Demostració: Primer demostrarem d’esquerra a dreta. Tenim que F és distributiu sobre
G, vegem que F˜N ho és sobre G˜N. Si considerem la definició d’operadors duals per N,
tenim que, per a tots x, y i z:
F˜N(x, G˜N(y, z)) = N(F(N(x),N(N(G(N(y),N(z)))))) = N(F(N(x),G(N(y),N(z))))
= N(G(F(N(x),N(y)), F(N(x),N(z)))) =
= N(G(N(N(F(N(x),N(y)))),N(N(F(N(x),N(z)))))) =
= G˜N(F˜N(x,y), F˜N(x, z)),
és a dir, F˜N és distributiu sobre G˜N.
De manera similar es pot veure que si F˜N és distributiu sobre G˜N, llavors F ho és sobre
G.
Ara enumerarem els diferents resultats coneguts referents a la distributivitat, distributi-
vitat condicional i a parells distributius, per als casos de t-normes, t-conormes i uninormes
de Umin o de Umax.
3.1.1 Distributivitat per t-normes i t-conormes
La distributivitat amb t-normes i/o t-conormes es resol fàcilment, i als resultats següents
donem les solucions. A partir de la proposició 3.1.5, sabem que una condició suficient
perquè una t-norma o t-conorma siguin distributives sobre una t-norma o una t-conorma
és que el segon operador sigui el mínim o el màxim. En aquests resultats veurem que és
una condició necessària.
Teorema 3.1.8 Siguin T una t-norma i S una t-conorma. T és distributiva sobre S si i només si
S = SM.
Teorema 3.1.9 Siguin S una t-conorma i T una t-norma. S és distributiva sobre T si i només si
T = TM.
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En cas en què tinguem dos operadors de la mateixa classe, dues t-normes (o dues
t-conormes), també les úniques solucions són aquelles on el segon operador és el mínim (o
el màxim).
Teorema 3.1.10 Siguin T1 i T2 dues t-normes. T1 és distributiva sobre T2 si i només si T2 = TM.
Teorema 3.1.11 Siguin S1 i S2 dues t-conormes. S1 és distributiva sobre S2 si i només si S2 = SM.
A partir dels resultats anteriors, podem estudiar els parells distributius de t-normes i
t-conormes, obtenint aquest resultat.
Corol.lari 3.1.12 Els únics parells distributius amb t-normes i t-conormes són (TM,SM), (TM, TM)
i (SM,SM).
El cas de la distributivitat condicional d’una t-norma contínua sobre una t-conorma
contínua, es resol a [62, teorema 5.21], resultat que citem a continuació.
Teorema 3.1.13 Una t-norma contínua T és condicionalment distributiva sobre una t-conorma
contínua S si i només si tenim un dels casos següents:
(i) S = SM.
(ii) Existeix una t-norma estricta T∗ i una t-conorma nilpotent tal que el generador additiu s de
S∗ satisfent s(1) = 1, és també un generador multiplicatiu de T∗, i existeix a ∈ [0, 1[ tal que
per a alguna t-norma T∗∗, tenim que T = (〈0,a, T∗∗〉, 〈a, 1, T∗〉) i S = (〈a, 1,S∗〉).
Nota 3.1.14 Per tant, com es pot observar, en el cas de t-normes i t-conormes, la distributivitat
condicional té tota una família de solucions noves, que no satisfan la distributivitat. De fet, introduint
la condició S(y, z) < 1, les solucions que s’obtenen són amb S una suma ordinal del mínim i una
t-conorma nilpotent.
3.1.2 Distributivitat per uninormes en Umin o Umax
Les solucions de l’equació de distributivitat en aquesta classe d’uninormes es va estudiar a
[68] (corregit a [70]), i enumerarem a continuació els resultats obtinguts, que emprarem
més endavant.
Primer, es té aquest resultat sobre on han de pertànyer dues uninormes que compleixin
la distributivitat.
Teorema 3.1.15 Siguin U1 i U2 dues uninormes de Umin ∪ Umax. Si U1 és distributiva sobre U2
llavors U1 i U2 ∈ Umin, o bé, U1 i U2 ∈ Umax.
Vegem ara els resultats en funció dels elements neutres.
Teorema 3.1.16 Siguin U1 ≡ 〈T1, e1,S1〉max i U2 ≡ 〈T2, e2,S2〉max. Si e2 6 e1, llavors U1 és
distributiva sobre U2 si i només si
• e2 = 0 i U2 és la t-conorma màxim, o bé
• 0 6= e2 = e1 i U2 és idempotent.
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Teorema 3.1.17 Siguin U1 ≡ 〈T1, e1,S1〉max i U2 ≡ 〈T2, e2,S2〉max. Si e1 < e2 i U1 és distri-
butiva sobre U2, llavors U2(x, x) = x per tot x > e1, i U1 ve donada per
U1(x,y) =

e1T
(
x
e1
, ye1
)
si (x,y) ∈ [0, e1]2
e1 + (e2 − e1)S
′
(
x−e1
e2−e1
, y−e1e2−e1
)
si (x,y) ∈ [e1, e2]2
e2 + (1− e2)S
′′
(
x−e2
1−e2
, y−e21−e2
)
si (x,y) ∈ [e2, 1]2
max(x,y) altrament,
on S
′
i S
′′
són t-conormes qualssevol i T és una t-norma qualsevol. Si a més a més U2(e1, e1) = e1,
llavors U2 ha de ser idempotent.
En el cas en que la t-norma associada a U2 sigui contínua, obtenim totes les solucions de
(D) en el teorema següent.
Teorema 3.1.18 Siguin U1 ≡ 〈T1, e1,S1〉max i U2 ≡ 〈T2, e2,S2〉max, amb T2 contínua i e1 < e2.
U1 és distributiva sobre U2, si i només si U2 és idempotent i U1 ve donada per
U1(x,y) =

e1T
(
x
e1
, ye1
)
si (x,y) ∈ [0, e1]2
e1 + (e2 − e1)S
′
(
x−e1
e2−e1
, y−e1e2−e1
)
si (x,y) ∈ [e1, e2]2
e2 + (1− e2)S
′′
(
x−e2
1−e2
, y−e21−e2
)
si (x,y) ∈ [e2, 1]2
max(x,y) altrament,
on S
′
i S
′′
són t-conormes qualssevol i T és una t-norma qualsevol.
De manera similar, amb dues uninormes de Umin s’obtenen els resultats següents.
Teorema 3.1.19 Siguin U1 ≡ 〈T1, e1,S1〉min i U2 ≡ 〈T2, e2,S2〉min. Si e1 6 e2, llavors U1 és
distributiva sobre U2 si i només si
• e2 = 1 i U2 és la t-conorma mínim, o bé
• 1 6= e2 = e1 i U2 és idempotent.
Teorema 3.1.20 Siguin U1 ≡ 〈T1, e1,S1〉min i U2 ≡ 〈T2, e2,S2〉min. Si e2 < e1 i U1 és distribu-
tiva sobre U2, llavors U2(x, x) = x per tot x < e1, i U1 ve donada per
U1(x,y) =

e2T
′
(
x
e2
, ye2
)
si (x,y) ∈ [0, e2]2
e2 + (e1 − e2)T
′′
(
x−e2
e1−e2
, y−e2e1−e2
)
si (x,y) ∈ [e2, e1]2
e2 + (1− e1)S
(
x−e1
1−e1
, y−e11−e1
)
si (x,y) ∈ [e2, 1]2
max(x,y) altrament,
on T
′
i T
′′
són t-normes qualssevol i S és una t-conorma qualsevol. Si, a més a més, U2(e1, e1) = e1,
llavors U2 ha de ser idempotent.
De forma semblant, tenim totes les solucions de (D) en el teorema següent, en el cas en
que la t-conorma associada a U2 sigui contínua.
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Teorema 3.1.21 Siguin U1 ≡ 〈T1, e1,S1〉min i U2 ≡ 〈T2, e2,S2〉min, amb S2 contínua i e2 < e1.
U1 és distributiva sobre U2 si i només si U2 és idempotent i U1 ve donada per
U1(x,y) =

e2T
′
(
x
e2
, ye2
)
si (x,y) ∈ [0, e2]2
e2 + (e1 − e2)T
′′
(
x−e2
e1−e2
, y−e2e1−e2
)
si (x,y) ∈ [e2, e1]2
e2 + (1− e1)S
(
x−e1
1−e1
, y−e11−e1
)
si (x,y) ∈ [e2, 1]2
max(x,y) altrament,
on T
′
i T
′′
són t-normes qualssevol i S és una t-conorma qualsevol.
Nota 3.1.22 Per tant, en el cas d’uninormes de Umin i de Umax, el nombre de solucions de (D) és
molt més ampli, i no es redueix tan sols al cas de TM o de SM per al segon operador.
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En tota aquesta secció estudiarem la distributivitat i la distributivitat condicional d’una
uninorma U que no sigui t-norma ni t-conorma, (és a dir, amb element neutre e ∈ ]0, 1[ )
sobre una t-conorma contínua, donant resposta així al problema obert abans esmentat.
Per completar l’estudi de la distributivitat, estudiarem també el cas dual de distributivitat
(condicional) sobre una t-norma contínua i els recíprocs. Dividirem l’estudi depenent de
quin tipus són els operadors involucrats.
3.2.1 Uninorma sobre t-conorma contínua
Començarem estudiant la distributivitat condicional d’una uninorma sobre una t-conorma
contínua (definició 3.1.3). Com ja hem vist anteriorment a la proposició 3.1.5, tota uninorma
és (condicionalment) distributiva sobre SM.
A continuació donem aquest lema general, que emprarem en els resultats posteriors.
Lema 3.2.1 Siguin U ∈ U(e), i S una t-conorma. Si U és condicionalment distributiva sobre S i
S(e, e) = e, llavors S = SM.
Demostració: Posem y = z = e a (CD), com que S(e, e) = e < 1, tenim
U(x,S(e, e)) = S(U(x, e),U(x, e)) per tot x ∈ [0, 1].
Emprant ara que S(e, e) = e i que e és l’element neutre de U,
U(x, e) = x = S(x, x) per tot x ∈ [0, 1],
i llavors S és la t-conorma màxim, ja que és l’única t-conorma idempotent (proposició
2.1.5).
Dividim el nostre estudi en alguns casos, depenent del tipus d’uninorma U que és
distributiva sobre la t-conorma S.
-U uninorma de Umin o de Umax
Proposició 3.2.2 Una uninorma U de Umax és condicionalment distributiva sobre una t-conorma
S si i només si S = SM.
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Demostració: Ja sabem per la proposició 3.1.5 que qualsevol uninorma U és condicional-
ment distributiva sobre SM.
Recíprocament, si posem y = z = 0 a (CD), llavors tenim per tot x > e,
x = U(x,S(0, 0)) = S(U(x, 0),U(x, 0)) = S(x, x).
Ara, pel creixement de S també tenim S(e, e) = e. Llavors, pel lema 3.2.1, S = SM.
Nota 3.2.3 Notem que a la proposició anterior, no és necessari que S sigui contínua, és a dir, per
qualsevol uninorma U de Umax, l’única t-conorma S per la qual U és distributiva sobre S és SM.
Proposició 3.2.4 Una uninorma U de Umin és condicionalment distributiva sobre una t-conorma
contínua S si i només si S = SM.
Demostració: Només necessitem demostrar d’esquerra a dreta. Per això, si S(e, e) > e,
com que S és contínua, existeix z < e tal que S(z, z) = e < 1.
Aplicant y = z a (CD), tindrem
x = U(x,S(z, z)) = S(U(x, z),U(x, z)) per tot x ∈ [0, 1].
Agafant x que verifiqui z < e < x tindrem, com que U ∈ Umin,
x = S(min(x, z),min(x, z)) = S(z, z) = e,
que és una contradicció. Conseqüentment, S(e, e) = e, i pel lema 3.2.1, S = SM.
-U uninorma idempotent
Proposició 3.2.5 Una uninorma U amb TU = TM és condicionalment distributiva sobre una
t-conorma contínua S si i només si S = SM.
Demostració: Una altra vegada, sabem que U és distributiva sobre S = SM per la propo-
sició 3.1.5.
Recíprocament, com que S és contínua, existeix z 6 e tal que S(z, z) = e i com que
TU = TM, tenim:
z = U(z,S(z, z)) = S(U(z, z),U(z, z)) = S(z, z) = e
això és, z = e i S(e, e) = e. Pel lema 3.2.1, ja hem acabat la demostració.
Corol.lari 3.2.6 Una uninorma idempotent U és condicionalment distributiva sobre una t-conorma
contínua S si i només si S = SM.
Demostració: Qualsevol uninorma idempotent U satisfà TU = TM i llavors el resultat
s’obté de la proposició anterior.
-U uninorma representable
Com ja hem mencionat als preliminars (secció 2.2.1), abans d’estudiar la distributivitat
condicional d’una uninorma representable sobre una t-conorma contínua, demostrarem
que les classes de les uninormes quasi-contínues i les uninormes representables són la
mateixa, i per tant no caldrà fer més distincions d’ara en endavant. Primer demostrem uns
lemes previs.
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Lema 3.2.7 Si U és una uninorma quasi-contínua llavors U(x, 0) = 0 per tot x < 1 i U(x, 1) = 1
per tot x > 0.
Demostració: Suposem que per algun 0 < a < 1, tenim U(0,a) = b > 0. Per continuïtat,
per tot y 6 b existeix x 6 a tal que U(0, x) = y, però llavors
U(0,y) = U(0,U(0, x)) = U(0, x) = y
contradient que U(0,y) = 0 per tot y 6 e. L’altra part segueix de manera similar.
Lema 3.2.8 Si U és una uninorma quasi-contínua, llavors:
• U(x,y) < 1 quan x < 1 i y < 1,
• U(x,y) > 0 quan x > 0 i y > 0.
Demostració: Suposem que existeix (x,y) amb x < 1 i y < 1 tal que U(x,y) = 1. Aleshores
tenim pel creixement de U,
U(max(x,y),max(x,y)) = 1,
és a dir, existeix t tal que e < t < 1 i U(t, t) = 1.
Ara definim a de la manera següent:
a = inf{x ∈ ]0, 1[ |U(x, x) = 1}.
Per continuïtat de U, U(a,a) = 1, i per tant e < a < 1. Llavors, emprant que U(x,a) < 1
per tot x < a, tenim
U(U(x,a),a) = U(x,U(a,a)) = U(x, 1) = 1
per tot x > 0, i llavors U(x,a) > a.
Però U(x,a) 6 a per tot x < e, perquè a > e, i llavors U(x,a) = a per tot x ∈ ]0, e] que,
utilitzant el lema 3.2.7, dóna una contradicció amb la continuïtat. L’altra part segueix de
forma similar.
La proposició següent es pot deduir de resultats de [60], però presentem aquí una
demostració directa, emprant els lemes anteriors.
Proposició 3.2.9 Suposem que U és una uninorma quasi-contínua amb element neutre e ∈ ]0, 1[ .
Llavors U és representable si i només si U és estrictament creixent a ]0, 1[2.
Demostració: En vista del teorema 2.2.24, si U és representable, llavors, és estrictament
creixent a ]0, 1[2.
Recíprocament, si U és quasi-contínua i estrictament creixent a ]0, 1[2, llavors és veritat
que per tot x ∈ ]0, 1[ existeix un únic y ∈ ]0, 1[ tal que U(x,y) = e.
Ara definim la funció N : [0, 1]→ [0, 1]
N(x) =

0 si x = 1
1 si x = 0
y si x ∈ ]0, 1[ i U(x,y) = e
i ara demostrarem que N és una negació forta.
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• N és involutiva. Per a x = 0, 1 està clar. Si x ∈ ]0, 1[ , diguem y = N(x) llavors
U(x,y) = e i per commutativitat tenim U(y, x) = e. Però això vol dir que N(y) = x,
és a dir, N(N(x)) = x.
• N és estrictament decreixent. Suposem x, x ′ ∈ ]0, 1[ amb x < x ′ i N(x) 6 N(x ′). Tenim
llavors N(x) = y amb U(x,y) = e i N(x ′) = y ′ amb U(x ′,y ′) = e. Llavors y 6 y ′,
però U és estrictament creixent i
e = U(x,y) < U(x ′,y) 6 U(x ′,y ′) = e,
que és una contradicció.
A més a més, U i N satisfan:
U(x,y) = N (U(N(x),N(y)))
per tot (x,y) ∈ [0, 1]2 \ {(0, 1), (1, 0)}. Efectivament, només necessitem demostrar
U (U(N(x),N(y)),U(x,y)) = e
a conseqüència de la definició de N.
Si 0 < x,y < 1, emprant que U és commutativa i associativa, fàcilment tenim
U(U(N(x),N(y)),U(x,y)) = U(U(N(x), x),U(N(y),y)) = U(e, e) = e,
perquè U(N(x), x) = e per tot x ∈ ]0, 1[ , per definició de N.
Els casos x = 0 i 0 6 y < 1, i quan x = 1 i 0 < y 6 1 segueixen fàcilment utilitzant el
lema 3.2.7. Ara, utilitzant el teorema 2.2.24, obtenim que U és representable.
Notem que la negació N definida a la demostració de la proposició anterior és única, i
pel teorema 2.2.24, ve donada per N(x) = h−1
(
1
h(x)
)
, on h és un generador multiplicatiu
de U.
La proposició següent demostra que les classes de les uninormes quasi-contínues i la
classe de les uninormes representables coincideixen. Igualment, aquest resultat també es
podria derivar de resultats a [58] (veure també el teorema 2.2.28), però la demostració
que es presenta aquí segueix directament del teorema de representació de les uninormes
representables (teorema 2.2.24).
Teorema 3.2.10 Sigui U una uninorma amb element neutre e ∈ ]0, 1[ . Llavors U és quasi-contínua
(contínua a [0, 1] \ {(0, 1), (1, 0)}) si i només si és representable.
Demostració: Degut a la proposició anterior, només necessitem veure que qualsevol
uninorma quasi contínua U és estrictament creixent a ]0, 1[2.
Vegem ara que per tot x,y, t ∈ ]0, 1[ , si U(x, t) = U(y, t), llavors x = y. Pel lema 3.2.7,
U(t, 0) = 0 i U(t, 1) = 1, i llavors, com que U és contínua a [0, 1]2 \ {(0, 1), (1, 0)}, existeix
α ∈ ]0, 1[ tal que U(t,α) = e. Ara tenim
x = U(x, e) = U(x,U(t,α)) = U(U(x, t),α) = U(U(y, t),α) = U(y,U(t,α))
= U(y, e) = y
Llavors U és estrictament creixent a ]0, 1[2 i per tant és representable.
És a dir, la continuïtat a [0, 1] \ {(0, 1), (1, 0)} implica la existència d’un generador additiu, i
aleshores les classes d’uninormes representables i uninormes quasi-contínues coincideixen.
A partir d’ara, per tant, parlarem d’uninormes representables en lloc d’uninormes quasi-
contínues.
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Proposició 3.2.11 Si una uninorma representable U és condicionalment distributiva sobre una
t-conorma contínua S llavors S = SM o S és arquimediana.
Demostració: Suposem que S té un element idempotent no trivial 0 < z < 1. Llavors
U(x, z) = U(x,S(z, z)) = S(U(x, z),U(x, z))
per tot x ∈ [0, 1] i aleshores U(x, z) és un element idempotent de S per tot x ∈ [0, 1].
Com que U és contínua a [0, 1]2 \ {(0, 1), (1, 0)}, emprant el lema 3.2.7 tenim que, variant
x ∈ [0, 1], U(x, z) pren tots els valors de [0, 1] i conseqüentment S(t, t) = t per tot t ∈ [0, 1],
és a dir, S = SM.
Llavors, S és arquimediana o S = SM.
Teorema 3.2.12 Una uninorma representable U és condicionalment distributiva sobre una t-
conorma contínua S si i només si tenim un dels casos següents:
(i) S = SM.
(ii) S és estricta i el generador additiu s de S satisfent s(e) = 1, és també un generador multipli-
catiu de U.
Demostració: Primer demostrarem la suficiència. Si, per a una uninorma representable
U i una t-conorma contínua S, tenim el cas (i), llavors U és condicionalment distributiva
sobre S per la proposició 3.1.5. Si tenim el cas (ii), llavors dividim la nostra demostració en
quatre casos:
• Si x,y, z ∈ [0, 1] satisfan que (x,y), (x, z) i (x,S(y, z)) no estan a {(0, 1), (1, 0)}, llavors
hi ha representació per a la uninorma en aquests punts. Si s és el generador additiu
de S satisfent s(e) = 1, llavors també és un generador multiplicatiu de U. Llavors es
compleix:
U(x,S(y, z)) = s−1(s(x) · s(s−1(s(y) + s(z)))) = s−1(s(x) · s(y) + s(x) · s(z))
= s−1
(
s(s−1(s(x) · s(y))) + s(s−1(s(x) · s(z))))
= S(U(x,y),U(x, z)).
• Si x = 1 i S(y, z) = 0 llavors y = 0 i z = 0, i aleshores
U(1, 0) = U(1,S(0, 0)) = S(U(1, 0),U(1, 0)).
Emprant que U(1, 0) ∈ {0, 1}, (CD) se satisfà.
• Si x = 1 i S(y, z) > 0, els casos quan y = 0 ò z = 0 són trivials, mentre que quan
y, z 6= 0, emprant el lema 3.2.7 tenim
1 = U(1,S(y, z)) = S(U(1,y),U(1, z)) = S(1, 1) = 1
i (CD) se satisfà.
• Si x = 0 aleshores U(0, t) = 0 per tot t < 1, i llavors (CD) se satisfà de manera similar.
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Recíprocament, si U és representable, llavors S = SM o S és arquimediana, degut a la
proposició 3.2.11. Per al segon cas, sigui s : [0, 1] → [0,+∞] un generador additiu de S.
Llavors, s és contínua, estrictament creixent que verifica s(0) = 0, s(1) ∈ [0,+∞] i tal que
S(y, z) = s−1(s(y) + s(z)) si S(y, z) < 1.
Ara agafem un generador multiplicatiu θ : [0, 1]→ [0,+∞], de U, θ és contínua, estrictament
creixent verificant θ(0) = 0, θ(e) = 1 i θ(1) = +∞ tal que
U(x,y) = θ−1(θ(x) · θ(y)) per tot (x,y) 6∈ {(0, 1), (1, 0)}.
Definim la funció contínua, estrictament creixent
f : [0, s(1)] → [0,+∞]
x 7→ θ(s−1(x)),
llavors f(0) = 0, f(s(1)) = +∞ i f(s(e)) = 1. Posant u = s(x), v = s(y) i w = s(z), tenim per
una banda
U(x,S(y, z)) = θ−1(θ(x)θ(s−1(s(y) + s(z))))
= θ−1(θ(s−1(u)) · θ(s−1(v+w))) = θ−1(f(u)f(v+w))
i per l’altra
S(U(x,y),U(x, z)) =s−1(s(θ−1(θ(x)θ(y))) + s(θ−1(θ(x)θ(z))))
=s−1(f−1(f(u)f(v)) + f−1(f(u)f(w))),
de manera que l’equació de distributivitat condicional de U sobre S es pot escriure com
segueix
f−1(f(u) · f(v+w)) = f−1(f(u) · f(v)) + f−1(f(u) · f(w)) (3.3)
per tots u, v,w ∈ [0, s(1)] i v+w < s(1). Fixant u ∈ ]0, s(1)], definim la funció contínua,
estrictament creixent
gu : [0, s(1)] → [0, s(1)]
x 7→ f−1(f(u) · f(x)).
Ara (3.3) es pot escriure com
gu(v+w) = gu(v) + gu(w) per tots u, v,w ∈ [0, s(1)], v+w < s(1),
amb gu(0) = 0, gu(s(1)) = s(1) i gu(s(e)) = u. Aquesta és l’equació funcional de Cauchy, i
la seva solució és
gu(x) = k · x
per qualque k. Emprant que gu(s(1)) = s(1), tenim que k = 1 ò s(1) = +∞. Però, si k = 1,
llavors gu(s(e)) = s(e) 6= u. Aleshores, s(1) = +∞ i S és estricta. En aquest cas,
k =
u
s(e)
, i també, gu(x) =
u
s(e)
· x.
Com que S és estricta, podem elegir s el generador additiu de S tal que s(e) = 1, i llavors
gu(x) = u · x.
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Emprant la definició de gu, tenim
f(ux) = f(u) · f(x)
per tot u, x ∈ [0,+∞], que és l’equació funcional multiplicativa de Cauchy. Això vol dir que
f(x) = xp
per qualque p ∈ ]0,+∞[ i llavors
θ(x) = s(x)p.
Llavors s és també un generador multiplicatiu de U i això conclou la demostració.
-U uninorma de Ucos
Ara estudiarem la distributivitat d’una uninorma a la classe Ucos sobre una t-conorma
contínua.
Proposició 3.2.13 Siguin U una uninorma amb TU contínua i S una t-conorma contínua. Si U és
condicionalment distributiva sobre S i U té un element idempotent a ∈ ]0, e[ , llavors S(y,y) = y
per tot y ∈ [0,a].
Demostració: Si S(e, e) = e, llavors S = SM i llavors el resultat és cert. Altrament, S(e, e) >
e i com que S és contínua existeix z < e tal que S(z, z) = e. Suposem a ∈ ]0, e[ tal que
U(a,a) = a.
Primer, si S(a,a) > e llavors z 6 a < e i tenim
a = U(a, e) = U(a,S(z, z)) = S(U(a, z),U(a, z)) = S(min(a, z),min(a, z)) = S(z, z) = e,
que és una contradicció.
Si S(a,a) < e, llavors a 6 z < e i tenim
a = U(a, e) = U(a,S(z, z)) = S(U(a, z),U(a, z)) = S(min(a, z),min(a, z)) = S(a,a)
i llavors a és un element idempotent de S. Ara, per tot t ∈ [0, 1]
U(t,a) = U(t,S(a,a)) = S(U(t,a),U(t,a))
i com que U és contínua a [0, e]2, U(t,a) pren tots els valors de [0,a] i llavors S(y,y) = y
per tot y ∈ [0,a].
Teorema 3.2.14 Siguin U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min i S una t-conorma contínua. U és condici-
onalment distributiva sobre S si i només si tenim un dels casos següents:
(i) S = SM.
(ii) Existeix una t-conorma estricta S∗ tal que el seu generador additiu s amb s
(
e−β
1−β
)
= 1 és
també un generador multiplicatiu de R, i S = (〈β, 1,S∗〉).
Demostració: Si U és condicionalment distributiva sobre S, com que β és un element
idempotent de U, tenim S(x, x) = x per tot x 6 β, per la proposició anterior i conseqüent-
ment S = (〈β, 1,S∗〉) per qualque t-conorma contínua S∗. A més a més, com que U és
condicionalment distributiva sobre S, R és també condicionalment distributiva sobre S∗ i
llavors S = SM o S∗ és estricta i el seu generador additiu s amb s(e−β1−β) = 1 és també un
generador multiplicatiu de R, pel teorema 3.2.12.
Recíprocament, agafem U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min i S = (〈β, 1,S∗〉). Veurem que U és
condicionalment distributiva sobre S. Dividim la nostra demostració en diferents casos,
depenent dels valors de x,y, z a (CD):
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• Si y 6 β llavors S(y, z) = max(y, z) i U(x,y) 6 min(x,y) 6 β ò U(x,y) = 1. Aleshores,
emprant que U és creixent tenim
S(U(x,y),U(x, z)) = max(U(x,y),U(x, z)) = U(x,max(y, z)) = U(x,S(y, z)).
• Si z 6 β és similar al cas anterior.
• Si β < y, z < 1 i x 6 β llavors U(x,y) = min(x,y) = x = min(x, z) = U(x, z) i
β < y 6 S(y, z). Tenim
S(U(x,y),U(x, z)) = S(x, x) = x = min(x,S(y, z)) = U(x,S(y, z)).
• Si y = 1 ò z = 1 llavors S(y, z) = 1 i no hi ha res que demostrar.
• Si β < x,y, z llavors U ve donada per R, S ve donada per S∗ i llavors (CD) se satisfà
una altra vegada pel teorema 3.2.12.
Llavors U és condicionalment distributiva sobre S.
L’estructura d’una uninorma de Ucos,min condicionalment distributiva sobre una t-
conorma es pot observar a la figura 7.
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Figura 7. Uninorma U de Ucos,min (esquerra) condicionalment distributiva sobre una t-conorma
contínua S (dreta).
Ara ens dedicarem a uninormes de Ucos,max.
Proposició 3.2.15 Siguin U una uninorma amb SU contínua i S una t-conorma contínua. Si U és
condicionalment distributiva sobre S i U té un element idempotent γ ∈ ]e, 1[ , llavors S(z, z) = z
per tot z ∈ [γ, 1].
Demostració: Sigui γ ∈ ]e, 1[ tal que U(γ,γ) = γ. Llavors, per ser S contínua, existeix
b 6 γ tal que S(b,b) = γ. Aleshores tenim
γ = U(γ,γ) = U(γ,S(b,b)) = S(U(γ,b),U(γ,b)) = S(max(γ,b),max(γ,b)) = S(γ,γ).
Ara γ és un element idempotent de S i per tot t ∈ [0, 1]
U(t,γ) = U(t,S(γ,γ)) = S(U(t,γ),U(t,γ)).
Agafant t ∈ [e, 1], com que SU és contínua tenim que S(z, z) = z per tot z ∈ [γ, 1].
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De forma similar al teorema 3.2.14 tenim el resultat següent per a uninormes a Ucos,max.
Teorema 3.2.16 Sigui U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max una uninorma de Ucos,max i S una t-
conorma contínua. U és condicionalment distributiva sobre S si i només si tenim un dels casos
següents:
(i) S = SM.
(ii) Existeix una t-conorma estricta S∗ tal que el seu generador additiu s amb s( eγ) = 1 és també
un generador multiplicatiu de R i S = (〈0,γ,S∗〉).
Demostració: És el resultat dual del teorema 3.2.14.
L’estructura d’una uninorma de Ucos,max condicionalment distributiva sobre una t-
conorma és pot observar a la figura 8.
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Figura 8. Uninorma U de Ucos,max (esquerra) condicionalment distributiva sobre una t-conorma
contínua S (dreta).
Nota 3.2.17 Com a conseqüència dels teoremes anteriors, qualsevol uninorma de Ucos només és
condicionalment distributiva sobre dos tipus de t-conormes contínues: SM i una suma ordinal.
A continuació, tots els resultats d’aquest apartat s’enumeren al teorema següent.
Teorema 3.2.18 Siguin U una uninorma que és, idempotent, o de Umax, o de Umin, o és representa-
ble, o de Ucos, i S una t-conorma contínua. Les afirmacions següents són equivalents:
(i) U és condicionalment distributiva sobre S.
(ii) Tenim un dels casos següents:
(a) S = SM.
(b) S és estricta i U és representable, i si s és el generador additiu de S satisfent s(e) = 1,
llavors s és també un generador multiplicatiu de U.
(c) U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min i existeix una t-conorma estricta S∗ tal que el seu
generador additiu amb s
(
e−β
1−β
)
= 1 és també un generador multiplicatiu de R i
S = (〈β, 1,S∗〉).
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(d) U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max i existeix una t-conorma estricta S∗ tal que el seu
generador additiu amb s
(
e
γ
)
= 1 és també un generador multiplicatiu de R i S =
(〈0,γ,S∗〉).
Després d’haver resolt la distributivitat condicional d’una uninorma U sobre una t-
conorma S, estudiarem la distributivitat d’una uninorma U sobre una t-conorma S. Sor-
prenentment, en tots els casos estudiats en la secció anterior, si U és condicionalment
distributiva sobre S, llavors U és distributiva sobre S, com es demostra en el teorema
següent.
Teorema 3.2.19 Una uninorma U que és idempotent, o és de Umax o és de Umin, o és representable,
és distributiva sobre una t-conorma contínua S si i només si U és condicionalment distributiva sobre
S.
Demostració: Si una uninorma U és distributiva sobre S llavors és de manera òbvia
condicionalment distributiva sobre S.
Recíprocament, sabem que qualsevol uninorma és distributiva sobre SM. Llavors, només
necessitem demostrar
U(x,S(y, z)) = S(U(x,y),U(x, z))
per tot x,y, z ∈ [0, 1] tal que S(y, z) = 1, on S i U són com als casos (a), (b), (c) o (d) del
teorema 3.2.18. De totes maneres, si S(y, z) = 1, en tots aquests casos tenim que y = 1 ò
z = 1, i llavors tots els possibles casos es poden verificar fàcilment.
Ara donarem uns quants exemples d’uninormes que són distributives i condicionalment
distributives sobre una t-conorma:
Exemple 3.2.20 Agafem la funció:
s(x) = − logc(1− x) amb c > 1,
és un generador additiu de la t-conorma estricta
SP(x,y) = x+ y− xy
i un generador multiplicatiu de la uninorma representable disjuntiva
U(x,y) =
1− clogc(1−x) logc(1−y) si x 6= 1 i y 6= 1
1 altrament
amb element neutre de U, e = 1− c−1. Com que s(e) = 1, U és distributiva i condicionalment
distributiva sobre S.
Exemple 3.2.21 Considerem la funció
sγ(x) =
γx
1− x
, γ ∈ ]0,+∞[
és un generador additiu de la t-conorma estricta
SH0 (x,y) =

x(1− y) + y(1− x)
1− xy
si (x,y) 6= (1, 1)
1 si x = y = 1
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(que és la t-conorma de Hamacher amb paràmetre 0, veure [62]) i un generador multiplicatiu de la
uninorma representable conjuntiva
U[γ](x,y) =

0 si {x,y} = {0, 1}
γxy
(1− x)(1− y) + γxy
altrament.
L’element neutre de U és e = γ1+γ . Una altra vegada, com que s(
γ
1+γ) = 1, U és condicionalment
distributiva i distributiva sobre S.
Exemple 3.2.22 Siguin e,β ∈ [0, 1] tal que 0 < β < e, U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min amb T ′ i
T
′
t-normes contínues qualssevol, R = U[γ], amb
γ =
1− e
e−β
∈ ]0,+∞[,
i S la t-conorma definida per S = 〈(β, 1,S∗)〉, on S∗ = SH0 definida a l’exemple anterior. Llavors,
com que
sγ
(
e−β
1−β
)
= 1,
U és distributiva i condicionalment distributiva només sobre les t-conormes contínues SM i S.
3.2.2 Uninorma sobre t-norma contínua
Estudiarem aquí el cas dual de distributivitat condicional de U sobre una t-norma contínua
T . Donem primer la definició.
Definició 3.2.23 Siguin U ∈ U(e) i T una t-norma. Direm que U és condicionalment distribu-
tiva sobre T si
U(x, T(y, z)) = T(U(x,y),U(x, z)) per a tots x,y, z ∈ [0, 1] quan T(y, z) > 0. (3.4)
Lema 3.2.24 SiguinU una uninorma i T una t-norma. Llavors siU és condicionalment distributiva
sobre T i T(e, e) = e, llavors T = TM.
Demostració: Basta agafar y = z = e a (3.4).
Proposició 3.2.25 Siguin U una uninorma i T una t-norma contínua. Si U és de Umax o de Umin
o és idempotent, llavors les afirmacions següents són equivalents:
(i) U és distributiva sobre T .
(ii) U és condicionalment distributiva sobre T .
(iii) T = TM.
Demostració: Les demostracions es poden fer fàcilment fent els duals de les anteriors per
a la secció de t-conormes.
Teorema 3.2.26 Siguin U una uninorma representable i T una t-norma contínua. Les afirmacions
següents són equivalents:
40 distributivitat
(i) U és distributiva sobre T .
(ii) U és condicionalment distributiva sobre T .
(iii) Tenim un dels casos següents:
(a) T = TM.
(b) T és estricta i si t és el generador additiu de T satisfent t(e) = 1, llavors 1t és també un
generador multiplicatiu de U.
Demostració: La implicació (i)⇒ (ii) és trivial. Respecte a (ii)⇒ (iii), es pot demostrar
fàcilment, com al cas de t-conormes, que si U és condicionalment distributiva sobre T
llavors T ha de ser necessàriament el mínim o arquimediana. Per al segon cas, agafem
t : [0, 1]→ [0,+∞] el generador additiu de T tal que t(e) = 1. Agafem també un generador
multiplicatiu θ : [0, 1]→ [0,+∞], de U. Definim la funció contínua, estrictament decreixent
f : [0, t(0)] → [0,+∞]
x 7→ θ(t−1(x)),
llavors f(0) = θ(1) = +∞, f(t(0)) = θ(0) = 0 i f(1) = θ(e) = 1. Posant u = t(x), v = t(y) i
w = t(z), l’equació de distributivitat condicional U sobre T es pot escriure com segueix
f−1(f(u) · f(v+w)) = f−1(f(u) · f(v)) + f−1(f(u) · f(w)) (3.5)
per tot u, v,w ∈ [0, t(0)] i v+w < t(0). Fixant u ∈ ]0, t(0)], definim la funció contínua,
estrictament creixent
gu : [0, t(0)] → [0, t(0)]
x 7→ f−1(f(u) · f(x)),
gu satisfà gu(0) = 0, gu(t(0)) = t(0) i gu(1) = u. Ara (3.5) es pot escriure com
gu(v+w) = gu(v) + gu(w)
per tot u, v,w ∈ [0, t(0)] i v+w < t(0). Això és l’equació funcional de Cauchy, i la seva
solució és
gu(x) = k · x
per qualque k. Emprant que gu(t(0)) = t(0), tenim que k = 1 ò t(0) = +∞. Però, si k = 1,
llavors gu(1) = 1 6= u. Aleshores, t(0) = +∞ i T és estricta. En aquest cas, k = u i
gu(x) = u · x.
Emprant la definició de gu, tenim
f(ux) = f(u) · f(x)
per tot u, x ∈ [0,+∞], que és l’equació funcional multiplicativa de Cauchy. Això vol dir que
f(x) = 1xp per qualque p ∈ ]0,+∞[ i llavors θ(x) = 1t(x)p . Llavors 1t és també un generador
multiplicatiu de U i això conclou la demostració.
Finalment, demostrem que (iii) ⇒ (i). Per fer-ho, només discutirem el cas quan la
uninorma admet la seva representació, ja que els altres casos es fan fàcilment. En aquest
cas doncs, tenim:
U(x, T(y, z)) = t−1
(
1
1
t(x) · 1t(t−1(t(y)+t(z)))
)
= t−1(t(x) · t(y) + t(x) · t(z)).
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mentre que
S(U(x,y),U(x, z)) = t−1 (t(U(x,y)) + t(U(x, z)))) = t−1
(
1
1
t(x)t(y)
+
1
1
t(x)t(z)
)
= t−1(t(x) · t(y) + t(x) · t(z)).
Ara ens centrarem en el cas que U ∈ Ucos. Primer donarem el resultat per U ∈ Ucos,min.
Teorema 3.2.27 Siguin U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min i T una t-norma contínua. U és condicio-
nalment distributiva sobre T si i només si tenim un dels casos següents:
(i) T = TM.
(ii) Existeix una t-norma estricta T∗ tal que el seu generador additiu t satisfent t
(
e−β
1−β
)
= 1, és
tal que 1t també és un generador multiplicatiu de R, i T = (〈β, 1, T∗〉).
De forma anàloga al cas de t-conormes, tenim els teoremes següents.
Teorema 3.2.28 Siguin U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max i T una t-norma contínua. U és condicio-
nalment distributiva sobre T si i només si tenim un dels casos següents:
(i) T = TM.
(ii) Existeix una t-norma estricta T∗ amb el seu generador additiu t satisfent t
(
e
γ
)
= 1 és tal
que 1t també és un generador multiplicatiu de R, i T = (〈0,γ, T∗〉).
A les figures 9 i 10 es poden observar les solucions de la distributivitat d’una uninorma de
Ucos,max i Ucos,min sobre una t-norma contínua, respectivament.
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Figura 9. Uninorma U de Ucos,max (esquerra) condicionalment distributiva sobre una t-norma
contínua T (dreta).
A continuació, englobem tots els resultats d’aquest apartat al teorema següent.
Teorema 3.2.29 Siguin U una uninorma que és, idempotent, o de Umax, o de Umin, o és representa-
ble, o de Ucos, i T una t-norma contínua. Les afirmacions següents són equivalents:
(i) U és condicionalment distributiva sobre T .
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Figura 10. Uninorma U de Ucos,min (esquerra) condicionalment distributiva sobre una t-norma
contínua T (dreta).
(ii) U és distributiva sobre T .
(iii) Tenim un dels casos següents:
(a) T = TM.
(b) T és estricta i U és representable, i si t és el generador additiu de T satisfent t(e) = 1,
llavors 1t és també un generador multiplicatiu de U.
(c) U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min i existeix una t-norma estricta T∗ tal que el seu
generador additiu amb t
(
e−β
1−β
)
= 1 és també un generador multiplicatiu de R i
T = (〈β, 1, T∗〉).
(d) U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max i existeix una t-norma estricta T∗ tal que el seu genera-
dor additiu amb t
(
e
γ
)
= 1 és també un generador multiplicatiu de R i T = (〈0,γ, T∗〉).
3.2.3 t-conorma sobre uninorma
A continuació estudiem la distributivitat d’una t-conorma sobre una uninorma. Comencem
amb uns lemes.
Lema 3.2.30 Siguin S una t-conorma i U una uninorma. Si S és distributiva sobre U llavors U és
idempotent i de Umax.
Demostració: Primer vegem que U és idempotent aplicant y = z = 0 a (D):
x = S(x,U(0, 0)) = U(S(x, 0),S(x, 0)) = U(x, x).
Ara, suposem que U(0, z) = 0 per qualque 1 > z > e. Llavors obtenim
e = S(e,U(0, z)) = U(S(e, 0),S(e, z)) = S(e, z)
Però com que S és una t-conorma, tenim S(e, z) > z > e, que és una contradicció. Aleshores
U(0, z) = z per tot z > e i llavors U és de Umax.
El lema següent es pot deduir de l’anterior i resultats a [68]. De tota manera, degut a la
seva simplicitat i per completesa, inclourem aquí la demostració.
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Lema 3.2.31 Siguin S una t-conorma i U una uninorma. Si S és distributiva sobre U llavors
S(x,y) = max(x,y) si min(x,y) 6 e 6 max(x,y).
Demostració: Agafem x i y satisfent
min(x,y) 6 e 6 max(x,y) 6 S(x,y)
i llavors tenim
max(x,y) = S(max(x,y), 0) = S(max(x,y),U(min(x,y), 0))
= U(S(max(x,y),min(x,y)),S(max(x,y), 0)) = U(S(x,y),max(x,y)) = S(x,y),
donat que U és idempotent. Llavors, S(x,y) = max(x,y) per tot (x,y) satisfent min(x,y) 6
e 6 max(x,y).
Ara tenim el resultat següent.
Teorema 3.2.32 Sigui S una t-conorma i U una uninorma. S és distributiva sobre U si i només si
S(x,y) = max(x,y) si min(x,y) 6 e 6 max(x,y) i U és de Umax i idempotent.
Demostració: La necessitat queda demostrada pels lemes 3.2.30 i 3.2.31. La suficiència es
demostra a la proposició 4.2 de [68].
Nota 3.2.33 Notem que als lemes anteriors S és de fet una suma ordinal S = (〈0, e,S ′〉, 〈e, 1,S ′′〉)
essent S
′
i S
′′
t-conormes qualssevol (contínues o no). A la figura 11 es pot veure l’estructura general
de les solucions.
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Figura 11. t-conorma S (esquerra) distributiva sobre una uninorma U (dreta).
3.2.4 t-norma sobre uninorma
Per acabar aquesta secció, estudiarem la distributivitat d’una t-norma sobre una uninorma.
En aquest cas les demostracions són una altra vegada duals de les donades per t-conormes
i obtenim el resultat general següent sense l’assumpció de continuïtat.
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Figura 12. t-norma T (esquerra) distributiva sobre una uninorma U (dreta).
Teorema 3.2.34 Sigui T una t-norma i U una uninorma amb element neutre e. Llavors T és
distributiva sobre U si i només si U és idempotent, U és de Umin i T és una suma ordinal de la
forma T = (〈0, e, T ′′〉, 〈e, 1, T ′′〉).
A la figura 12, es pot observar l’estructura general de les solucions.
A la taula 1 es resumeixen tots els resultats obtinguts en aquesta secció.
HHHHHHU1
U2 t-conorma contínua t-norma contínua uninorma
uninorma
teorema 3.2.18
(D)⇔ (CD)
teorema 3.2.29
(D)⇔ (CD)
resolt més endavant
a la secció 3.4
t-conorma (D) U2 = SM (D) U2 = TM teorema 3.2.32
t-norma (D) U2 = SM (D) U2 = TM teorema 3.2.34
Taula 1. Resultats de l’equació de distributivitat de t-normes i t-conormes amb uninormes.
3.3 uninormes idempotents
Ja hem comentat que l’equació de distributivitat ha estat resolta per uninormes de Umin i de
Umax. El que volem fer en aquest apartat és resoldre-la per uninormes idempotents, i deixar
el cas general (uninormes en qualsevol de les classes conegudes), pel pròxim apartat. A la
primera part estudiem l’equació de distributivitat per a uninormes idempotents en general,
3.3 uninormes idempotents 45
després per als casos de continuïtat lateral, i a la darrera part ens centrem en estudiar la
propietat de modularitat, que en el cas d’uninormes idempotents està molt relacionada
amb la distributivitat.
3.3.1 Cas general
Dividirem aquest estudi en tres casos, depenent dels elements neutres de les uninormes
U1 i U2. És a dir, els casos e1 = e2 = e, e1 < e2 i e2 < e1.
El primer cas es resol en el següent teorema on es demostra, en particular, que qualsevol
uninorma idempotent és auto-distributiva.
Teorema 3.3.1 Siguin U1 i U2 dues uninormes idempotents amb element neutre e. Aleshores U1
és distributiva sobre U2 si i només si U1 = U2.
Demostració: Primer demostrem l’auto-distributivitat. Sigui ara U = U1 = U2 una
uninorma idempotent, sabem pel teorema 2.2.13 que per a tots x, y ∈ [0, 1]
U(x,y) ∈ {x,y},
i aleshores:
• Si U(x,y) = x, tenim U(U(x,y), x) = U(x, x) = x = U(x,y).
• Si U(x,y) = y, aleshores U(U(x,y), x) = U(y, x).
Conseqüentment se segueix que
U(U(x,y), x) = U(x,y).
Aleshores, emprant associativitat, tenim que per a tots x, y i z ∈ [0, 1]:
U(U(x,y),U(x, z)) = U(U(U(x,y), x), z) = U(U(x,y), z) = U(x,U(y, z)),
per tota uninorma idempotent U.
Recíprocament, vegem que si tenim dues uninormes U1 i U2 satisfent que U1 és distri-
butiva sobre U2, aleshores U1 = U2. Per veure-ho, donats a i b ∈ [0, 1], considerem dos
casos:
• Si U1(a,b) = b, prenent x = a, y = b i z = e a (D) tenim:
U1(a,b) = U1(a,U2(b, e)) = U2(U1(a,b),U1(a, e)) = U2(b,a) = U2(a,b),
i aleshores U1(a,b) = U2(a,b).
• Si U1(a,b) = a, prenent x = b, y = a i z = e a (D) tenim, de manera similar al cas
anterior,
U1(a,b) = U1(b,a) = U1(b,U2(a, e)) = U2(U1(b,a),U1(b, e)) = U2(a,b).
Aleshores si e1 = e2 = e, es té que U1 = U2.
De fet, les uninormes idempotents són les úniques uninormes auto-distributives, com es
demostra en el resultat següent.
Teorema 3.3.2 Una uninorma U ∈ U(e) és auto-distributiva si i només si és idempotent.
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Demostració: Pel resultat anterior, basta veure que si una uninorma és auto-distributiva
aleshores és idempotent. Per això basta aplicar y = z = e en (D)
x = U(x,U(e, e)) = U(U(x, e),U(x, e)) = U(x, x)
i per tant U(x, x) = x per tot x ∈ [0, 1] és a dir, U és idempotent.
Ara anem al cas que e1 < e2. Comencem amb uns resultats parcials.
Lema 3.3.3 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e1 < e2. Si U1 és distributiva sobre
U2, g2 és constant a l’interval [e1, e2].
Demostració: Suposem que g2 no és constant a [e1, e2] i que U1 és distributiva sobre U2.
Llavors existeixen x i y tals que e1 6 y < x 6 e2 i g2(x) < g2(y) pel decreixement de g2.
Aleshores considerem z ∈ [0, 1] tal que g2(x) < z < g2(y). Com que g1 i g2 són decreixents
i g1(e1) = e1 i g2(e2) = e2, tenim el següent
g1(x) 6 g1(y) 6 e1 6 y < x 6 e2 6 g2(x) < z < g2(y),
i aleshores pel teorema 2.2.14 tenim
U1(x,y) = max(x,y) = x, U1(x, z) = max(x, z) = z,
que implica:
U2(U1(x,y),U1(x, z)) = U2(x, z) = max(x, z) = z.
Per una altra part
U2(y, z) = min(y, z) = y
i
U1(x,U2(y, z)) = U1(x,y) = max(x,y) = x.
Això ens duu a una contradicció amb l’equació (D), i conseqüentment, si U1 és distributiva
sobre U2, g2 ha de ser constant a [e1, e2].
Nota 3.3.4 Que g2 sigui constant a l’interval [e1, e2] vol dir que g2(x) = e2 per a tot x ∈ [e1, e2].
Proposició 3.3.5 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e1 < e2. Si U1 és distributiva
sobre U2, g1 i g2 satisfan les propietats següents:
(i) g1(x) 6 g2(x) per tot x ∈ [0, 1].
(ii) Si g1(x) < g2(x) aleshores x 6 e2 i g2(x) = e2.
Demostració: Dividim la demostració de (i) en tres casos:
• Quan e1 6 x 6 e2. En aquest cas el resultat és trivial perquè, pel lema anterior,
g1(x) 6 e1 < e2 = g2(x).
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• Quan x < e1. Suposem que existeix x < e1 amb g2(x) < g1(x). Aleshores podem
agafar a i b satisfent g2(x) < a < g1(x) i e1 < b < e2. Com que g1 i g2 són
decreixents tenim
g1(a) 6 e1 < b < e2 6 g2(x) < a < g1(x)
i aleshores
U1(a,b) = max(a,b) = a, U1(a, x) = min(a, x) = x
i
U2(U1(a,b),U1(a, x)) = U2(a, x) = max(a, x) = a.
Però també
U2(b, x) = min(b, x) = x,
que implica que U1(a,U2(b, x)) = U1(a, x) = x, obtenint una contradicció amb que
U1 i U2 satisfacin (D).
• Finalment quan x > e2. En aquest cas suposem que existeix x > e2 tal que g2(x) <
g1(x) i prenem y i z satisfent g2(x) < y < g1(x) i e1 < z < e2. Com al cas anterior,
obtenim
U2(U1(x,y),U1(x, z)) = U2(y, x) = x,
mentre que
U1(x,U2(y, z)) = U1(x,y) = y,
obtenint de nou una contradicció.
Llavors (i) queda demostrat.
Per demostrar (ii), suposem x ∈ [0, 1] tal que g1(x) < g2(x) i dividim la demostració en
dos passos:
• Primer demostrem que x 6 e2. Suposem contràriament que x > e2, pel lema anterior
sabem que g2(e1) = e2 < x i aleshores
U2(e1, x) = max(e1, x) = x
d’on deduïm que e1 > g2(x). Però ara agafant a ∈ [0, 1] tal que g1(x) < a < g2(x)
tenim la situació següent:
g1(x) < a < g2(x) 6 e1 < e2 = g2(e1) < x
que implica:
U2(U1(a, e1),U1(a, x)) = U2(a, x) = a
i també
U1(a,U2(e1, x)) = U1(a, x) = x.
Però això és una contradicció i podem concloure que no existeix cap x > e2 amb
g1(x) 6= g2(x).
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• Finalment, demostrem que g2(x) = e2. Pel pas anterior tenim que x 6 e2 i podem
distingir dos casos:
– quan x ∈ [e1, e2], pel lema anterior, ja sabem que g2(x) = e2 i aleshores no hi ha
res per demostrar.
– quan x < e1. Suposem que g2(x) > e2. Podem agafar y satisfent g2(x) > y >
max(g1(x), e2) i aleshores tenim
U2(U1(x,y),U1(x, e1)) = U2(y, x) = x
i també
U1(x,U2(y, e1)) = U1(x,y) = y
obtenint contradicció.
Aleshores necessàriament g2(x) = e2 per tot x tal que g1(x) < g2(x).
Llavors (ii) queda demostrat.
Proposició 3.3.6 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e1 < e2. Si U1 és distributiva
sobre U2, g1 i g2 satisfan la propietat següent:
Si existeixen x i z satisfent g1(z) = g2(z) = x i g1(x) = g2(x) = z, llavorsU1(x, z) = U2(x, z).
Demostració: Considerem x i z ∈ [0, 1] amb:
z = g1(x) = g2(x) i x = g1(z) = g2(z)
i suposem que U1(x, z) 6= U2(x, z). Clarament, x 6= z perquè U1 i U2 són idempotents i
podem suposar x < z, ja que el cas z < x segueix per commutativitat.
Aleshores, suposem x < z i dividim el nostre raonament en tres casos:
• Si z 6 e2. Aleshores tenim també que x 6 e2 i aleshores g2(x) = z > e2 perquè g2 és
decreixent. Això vol dir que z = e2 i llavors x = g2(e2) = e2, que és una contradicció,
perquè x < z.
• Si x > e1. Aleshores de manera similar obtenim la contradicció x = z = e1.
• Si x < e1 < e2 < z. En aquest cas tenim la situació següent:
x < e1 = g1(e1) < e2 = g2(e1) < z = g1(x)
i distingim entre dos casos:
1. Si U1(x, z) = z i U2(x, z) = x obtenim contradicció perquè
U2(U1(x, e1),U1(x, z)) = U2(x, z) = x
mentre que
U1(x,U2(e1, z)) = U1(x, z) = z.
2. Si U1(x, z) = x i U2(x, z) = z. En aquest cas obtenim també una contradicció
perquè
U1(z,U2(x, e1)) = U1(z, x) = x
però
U2(U1(z, x),U1(z, e1)) = U2(x, z) = z.
Per tant U1(x, z) = U2(x, z).
Les dues proposicions anteriors ens donen condicions necessàries perquè U1 sigui
distributiva sobre U2, amb U1 i U2 uninormes idempotents. Demostrem ara que són
suficients.
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Teorema 3.3.7 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide. Si e1 < e2, aleshores U1 és distribu-
tiva sobre U2 si i només si se satisfan les propietats següents:
(i) g1(x) 6 g2(x) per a tot x ∈ [0, 1].
(ii) Si g1(x) < g2(x) aleshores g2(x) = e2 i x 6 e2.
(iii) Si existeixen x i z satisfent g1(z) = g2(z) = x i g1(x) = g2(x) = z, aleshores U1(x, z) =
U2(x, z).
En particular, en aquests casos, g2 és constantment igual a e2 a l’interval [e1, e2].
Demostració: Com ja hem dit, si U1 i U2 satisfan l’equació (D), aleshores g1 i g2 satisfan
les propietats (i), (ii), (iii), per les proposicions anteriors, de les quals es deriva també que
g2(x) = e2 per a tot x ∈ [e1, e2].
Recíprocament, considerem U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide satisfent (i), (ii), (iii).
Demostrarem que U1 és distributiva sobre U2 distingint quatre casos:
1) Si U1(x,y) = U1(x, z) = x, aleshores:
U2(U1(x,y),U1(x, z)) = U2(x, x) = x i U1(x,U2(y, z)) = x
i llavors U1 i U2 satisfan (D).
2) Si U1(x,y) = y i U1(x, z) = z aleshores tenim:
U2(U1(x,y),U1(x, z)) = U2(y, z) i U1(x,U2(y, z)) = U2(y, z),
i en aquest cas també se satisfà (D).
3) Si U1(x,y) = x i U1(x, z) = z, vegem que (D) se satisfà si algun dels valors de x, y, z
coincideixen.
– Si x = y, aleshores
U1(x,U2(x, z)) = U2(x, z)
U2(U1(x, x),U1(x, z)) = U2(x, z),
ja que U2(x, z) ∈ {x, z}.
– Si x = z, aleshores
U1(x,U2(y, x)) = x
U2(U1(x,y),U1(x, x)) = U2(x, x) = x
ja que U2(y, x) ∈ {x,y}.
– Si y = z, aleshores tenim U1(x, z) = U1(x,y) = x = z i se segueix que x = y = z
i es compleix (D) trivialment.
Aleshores, pels casos en què x,y, z són tots diferents, tindrem les sis possibilitats
següents, depenent de l’ordre de x, y, z:
(a) x < y < z (b) x < z < y
(c) y < x < z (d) y < z < x
(e) z < x < y (f) z < y < x
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(a) Quan x < y < z. Com que U1(x,y) = min(x,y) = x i U1(x, z) = max(x, z) = z,
tenim
g1(z) 6 x < y 6 g1(x) 6 z. (3.6)
A més a més, per la propietat (i), g1(z) 6 g2(z) i tenim les següents dues
possibilitats:
– g1(z) < g2(z). En aquest cas, per la propietat (ii), tenim z 6 e2 i g2(z) = e2
i llavors, com que y < z,
U1(x,U2(y, z)) = U1(x,y) = x
mentre que
U2(U1(x,y),U1(x, z)) = U2(x, z) = x
i l’equació (D) és satisfeta.
– g1(z) = g2(z). En aquest cas, tenim a partir de (3.6) que
U1(x,U2(y, z)) = U1(x, z) = z
i per una altra part
U2(U1(x,y),U1(x, z) = U2(x, z).
* Si g2(z) < x o g2(x) < z, aleshores U2(x, z) = z.
* Si g1(z) = g2(z) = x i g2(x) > z, com que g1(x) 6 z < g2(x), la propietat
(ii) ens assegura que x 6 e2 = g2(x) però això és una contradicció perquè
z < e2 i g2(z) = x < z < e2.
* Si g1(z) = g2(z) = x i g2(x) = z > g1(x), obtenim una contradicció
similar.
* Si g1(z) = g2(z) = x i g2(x) = z = g1(x), aleshores la propietat (iii) ens
diu que U2(x, z) = U1(x, z) = z.
Conseqüentment la equació (D) també se satisfà.
(b) Quan x < z < y, aquest cas no es pot donar, ja que
U1(x,y) = x vol dir que y 6 g1(x)
U1(x, z) = z vol dir que z > g1(x)
i per tant, que y 6 z, que dóna una contradicció.
(c) En el cas en què y < x < z, llavors
U1(x,y) = x vol dir que x > g1(y) i y > g1(x)
U1(x, z) = z vol dir que z > g1(x) i x > g1(z).
– Si g1(z) < g2(z), aleshores g2(z) = e2 i z 6 e2 i per tant tenim
y < x < z 6 e2 = g2(z)
i llavors obtenim
U2(U1(x,y),U1(x, z)) = U2(x, z) = x
i també
U1(x,U2(y, z)) = U1(x,y) = x
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– Si g1(z) = g2(z) 6 g1(x) 6 y, distingim dos casos:
* Si g2(z) < y < x, llavors U2(x, z) = z i U1(x,U2(y, z)) = U1(x, z) = z.
* Si g2(z) = y < x, tindrem que U2(x, z) = z. Ara distingim dos casos
més:
· Si g1(y) = g2(y) aleshores tenim g1(y) = g2(y) 6 x < z i
U1(x,U2(y, z)) = U1(x, z) = z
i queda vist aquest cas.
· Si g1(y) < g2(y), aleshores g2(y) = e2 i y 6 e2. Si suposem z 6
e2 = g2(y), tenim y = g2(z) > e2, que és una contradicció. Així,
necessàriament tenim z > e2 i aleshores
U1(x,U2(y, z)) = U1(x, z) = z.
(d) El cas en què y < z < x, tampoc es pot donar, ja que
U1(x,y) = x vol dir que g1(x) 6 y
U1(x, z) = z vol dir que z > g1(x)
i per tant, que z 6 y, que dóna una contradicció.
(e) Si z < x < y, aleshores
U1(x,y) = x vol dir que x 6 g1(y) i y 6 g1(x)
per tant, tenim les desigualtats següents, emprant la propietat (i):
z < x 6 g1(y) 6 g2(y)
que implica
U1(x,U2(y, z)) = U1(x, z) = z
i també
z < x < y 6 g1(x) 6 g2(x)
que vol dir
U2(U1(x,y),U1(x, z)) = U2(x, z) = z.
(f) Si z < y < x, aleshores
U1(x, z) = z vol dir que z 6 g1(x) i x 6 g1(z),
emprant la condició (i), tenim
y < x 6 g1(z) 6 g2(z)
i per tant
U1(x,U2(y, z)) = U1(x, z) = z
i ara haurem de calcular
U2(U1(x,y),U1(x, z)) = U2(x, z).
– Si g1(z) < g2(z), aleshores x < g2(z) i per tant U2(x, z) = min(x, z) = z.
– Si g1(x) < g2(x), llavors z < g2(x) i U2(x, z) = min(x, z) = z.
– Si x < g1(z) = g2(z), aleshores U2(x, z) = min(x, z) = z.
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– Si z < g1(x) = g2(x), aleshores U2(x, z) = min(x, z) = z.
– Si z = g1(x) = g2(x) i x = g1(z) = g2(z), aleshores emprant la condició (iii),
U2(x, z) = U1(x, z) = z.
Aleshores U2(x, z) = z en tots els casos, i (D) se satisfà.
4) Si U1(x,y) = y i U1(x, z) = x, és el mateix cas que l’anterior, canviant z per y i y per
z.
Per tant podem concloure que U1 és distributiva sobre U2 si se satisfan les propietats
(i)-(ii)-(iii).
Exemple 3.3.8 Considerem les funcions g1 i g2 definides per:
g1(x) =
1− x si x < 0.25 ò x > 0.75
0.25 si x ∈ [0.25, 0.75]
g2(x) =

1− x si x < 0.25 ò x > 0.75
0.5 si x ∈ [0.25, 0.5]
0.25 si x ∈ ]0.5, 0.75]
i siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, generades a partir de g1 i g2 com segueix:
U1(x,y) =
min(x,y) si y < g1(x) o (g1(x) = y i x < 0.25 o x > 0.75)max(x,y) altrament
U2(x,y) =
min(x,y) si y < g2(x) o (g2(x) = y i x > 0.5 o x < 0.75)max(x,y) altrament
Tenim que e1 = 0.25 i e2 = 0.5 i és fàcil veure que U1 i U2 satisfan les propietats (i) i (ii) del
teorema. Emperò, no satisfan la condició (iii), ja que, per x = 0.125 i z = 0.875 tenim:
g1(z) = g2(z) = x = 0.125, z = g1(x) = g2(x) = 0.875,
mentre que
U1(0.125, 0.875) = min(x, z) = 0.125, U2(0.125, 0.875) = max(x, z) = 0.875.
Conseqüentment, U1 i U2 ens donen un exemple d’uninormes en què U1 no és distributiva sobre de
U2, de fet tenim
U1(0.875,U2(0.125, 0.25)) = U1(0.875, 0.125) = 0.125
i per l’altra banda
U2(U1(0.875, 0.125),U1(0.875, 0.125)) = U2(0.125, 0.875) = 0.875.
Les funcions g1 i g2 d’aquest exemple es poden observar a la figura 13.
Notem que només canviant U2(x,y) de manera que U2(x,y) = min(x,y) quan y = g2(x) i
x < 0.25 o x > 0.75, llavors U1 seria distributiva sobre U2, (o canviant U1(x,y) de manera que
U1(x,y) = max(x,y) en tots aquests punts).
3.3 uninormes idempotents 53
@
@
@
@
@
@@
0.5
0.5
0.25
0.25
d
t
@
@
@ d
@
@
@@
0.5
0.5
0.25
0.25
t t
d
Figura 13. Funcions g1 (esquerra) i g2 (dreta) associades a U1 i U2 de l’exemple 3.3.8.
Per acabar, queda el cas en què e2 < e1. Aquest cas es pot derivar de l’anterior per
dualitat, com veurem a continuació.
Teorema 3.3.9 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide. Si e1 > e2, aleshores U1 és distribu-
tiva sobre U2 si i només si se satisfan les propietats següents:
(i) g2(x) 6 g1(x) per a tot x ∈ [0, 1].
(ii) Si g2(x) < g1(x) llavors g2(x) = e2 i x > e2.
(iii) Si existeixen x i z satisfent g1(z) = g2(z) = x i g1(x) = g2(x) = z, aleshores U1(x, z) =
U2(x, z).
En particular, en aquests casos, g2 és constantment igual a e2 a l’interval [e2, e1].
Demostració: Considerem les uninormes duals respecte de N: U˜1,N i U˜2,N (definició
2.2.32). Sabem pel teorema 2.2.34 que són uninormes idempotents amb elements neutres
e˜1 = N(e1) i e˜2 = N(e2). Siguin g˜1 i g˜2 les corresponents funcions associades a U˜1,N i
U˜2,N. Sabem que g˜i(x) = N(gi(N(x))) per a i = 1, 2. Ara, com que U1 és distributiva sobre
U2, pel lema 3.1.7, U˜1,N és distributiva sobre U˜2,N.
Aleshores, com que e˜1 < e˜2, podem aplicar el teorema anterior i obtenim que U1 i U2
satisfan (D) si i només ho fan U˜1,N i U˜2,N, és a dir, si i només si es verifica:
(i) g˜1(t) 6 g˜2(t) per a tot t ∈ [0, 1].
(ii) Si g˜1(t) < g˜2(t) llavors g˜2(t) = e˜2 i t 6 e˜2.
(iii) Si existeixen t i v satisfent g˜1(v) = g˜2(v) = t i g˜1(t) = g˜2(t) = v, llavors U˜1,N(t, v) =
U˜2,N(t, v).
I emprant les igualtats g˜i(t) = N(gi(N(t))) i e˜i = N(ei), obtenim que U1 és distributiva
sobre U2 si i només si
(i) N(g1(N(t))) 6 N(g2(N(t))) per a tot t ∈ [0, 1].
(ii) Si N(g1(N(t))) < N(g2(N(t))) llavors N(g2(N(t))) = N(e2) i t 6 N(e2).
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(iii) Si existeixen t i v que satisfan N(g1(N(v))) = N(g2(N(v))) = t i a la vegada també
N(g1(N(t))) = N(g2(N(t))) = v, llavors és compleix la igualtat N(U1(N(t),N(v))) =
N(U2(N(t),N(v))).
Tot això és equivalent a
(i) g1(N(t)) > g2(N(t)) per a tot t ∈ [0, 1],
(ii) Si g1(N(t)) > g2(N(t)) llavors g2(N(t)) = e2 i N(t) > e2
(iii) Si existeixen t i v satisfent g1(N(v)) = g2(N(v)) = N(t) i g1(N(t)) = g2(N(t)) = N(v),
aleshores es compleix la igualtat U1(N(t),N(v)) = U2(N(t),N(v)).
Ara, com que el rang de t i de v és [0, 1], fent el canvi x = N(t) i z = N(v), s’obté el
resultat.
Finalment, acabem aquesta part amb el problema dels parells distributius. Emprant els
teoremes anteriors, tenim el resultat següent.
Teorema 3.3.10 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e2 < e1. Aleshores (U1,U2)
és un parell distributiu si i només si se satisfan les propietats següents:
(i) g2 és constant a [e2, e1], és a dir, g2(x) = e2 per tot x ∈ [e2, e1].
(ii) g1 és constant a [e2, e1], és a dir, g1(x) = e1 per tot x ∈ [e2, e1].
(iii) g1(x) = g2(x) per tot x ∈ [0, 1]\[e2, e1].
(iv) Si existeixen x i z satisfent g1(z) = g2(z) = x i g1(x) = g2(x) = z, llavors U1(x, z) =
U2(x, z).
Demostració: Una aplicació successiva dels teoremes 3.3.7 i 3.3.9 demostra el resultat. En
efecte, si U1 és distributiva sobre U2, aleshores
• g2(x) 6 g1(x) per a tot x ∈ [0, 1].
• Si g2(x) < g1(x) aleshores g2(x) = e2 i x > e2
• Si existeixen x i z satisfent g1(z) = g2(z) = x i g1(x) = g2(x) = z, aleshores U1(x, z) =
U2(x, z).
Igualment, si U2 és distributiva sobre U1, en aquest cas e2 < e1, i per tant haurem d’aplicar
el teorema 3.3.7, és a dir
• g2(x) 6 g1(x) per a tot x ∈ [0, 1].
• Si g2(x) < g1(x) llavors g1(x) = e1 i x 6 e1.
• Si existeixen x i z satisfent g1(z) = g2(z) = x i g1(x) = g2(x) = z, aleshores U1(x, z) =
U2(x, z).
d’aquestes propietats anteriors, tenim trivialment els dos primers punts, ja que g2(e2) =
e2 < e1 = g1(e1) 6 g1(e2) i aleshores g1(e2) = e1 i podem escriure que
g2(e1) 6 g2(e2) = e2 < e1 = g1(e1)
i per tant g2(e1) = e2. Ara, si x ∈ [0, 1] \ [e2, e1] i g2(x) < g1(x) tindríem contradicció,
perquè voldria dir que x 6 e1 i x > e2. Llavors g1(x) = g2(x) per tot x ∈ [0, 1] \ [e2, e1]. La
darrera propietat es desprén directament.
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Vegem ara un exemple de família de parells distributius d’uninormes idempotents.
Exemple 3.3.11 Considerem 0 < e2 < e1 < 1, llavors construïm el següent parell distributiu
d’uninormes idempotents com segueix. Primer donem les funcions associades
g1(x) =

(
e1 − 1
e2
)
x+ 1 si x < e2
e1 si x ∈ [e2, e1]
e2
e1 − 1
(x− 1) si x > e1
g2(x) =

(
e1 − 1
e2
)
x+ 1 si x < e2
e2 si x ∈ [e2, e1]
e2
e1 − 1
(x− 1) si x > e1
i les uninormes definides per:
U1(x,y) =
min(x,y) si y 6 g1(x)max(x,y) altrament.
U2(x,y) =

min(x,y) si y < g2(x)
min(x,y) si g2(x) = y i (x < e2 o x > e1)
max(x,y) altrament.
Aleshores (U1,U2) és un parell distributiu perquè satisfà les propietats del teorema. Les funcions
g1 i g2 d’aquest exemple es poden veure en la figura 14.
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Figura 14. Funcions g1 (esquerra) i g2 (dreta) associades a les uninormes de l’exemple 3.3.11 que
formen un parell distributiu.
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U1 ≡ 〈g1, e1〉ide
U2 ≡ 〈g2, e2〉ide U1 distributiva sobre U2 (U1,U2) parell distributiu
e1 = e2
U1 = U2
(teorema 3.3.1)
U1 = U2
(teorema 3.3.1)
e1 < e2 teorema 3.3.7 -
e2 < e1 teorema 3.3.9 teorema 3.3.10
Taula 2. Resultats de la distributivitat i parells distributius per a uninormes idempotents.
En la taula 2 es pot observar un resum de les solucions de (D) i dels parells distributius
per a uninormes idempotents.
3.3.2 Casos de continuïtat lateral
A continuació estudiem els casos especials d’uninormes idempotents contínues per l’es-
querra i contínues per la dreta, que tenen uns resultats més simples.
Corol.lari 3.3.12 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e1 < e2. Si U2 és contínua
per la dreta, aleshores U1 és distributiva sobre U2 si i només si U2 = TM.
Demostració: Sabem, per la proposició 3.1.5 que qualsevol uninorma idempotent és
distributiva sobre la uninorma mínim.
Recíprocament, com que U2 és contínua per la dreta, sabem que (vegeu 2.2.19)
g2(y) 6 x⇔ g2(x) 6 y per tots x, y ∈ [g2(1), 1].
El lema 3.3.3 ens diu que g2 és constant a [e1, e2], i que g2(e1) = e2. Aleshores, si
g1(1) = g2(1) tenim:
g2(1) = g1(1) 6 g1(e1) = e1 i g2(1) 6 g2(e2) = e2,
i emprant la condició anterior, com que e1, e2 ∈ [g2(1), 1], tenim
g2(e1) 6 e2 ⇔ g2(e2) = e2 6 e1
que és una contradicció. Conseqüentment g1(1) < g2(1), però aleshores tenim g2(1) = e2 i
1 6 e2 per la proposició 3.3.5. Llavors e2 = 1 i això implica que U2 = TM.
Corol.lari 3.3.13 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e1 < e2. Si U2 és contínua
per l’esquerra i U1 és contínua per la dreta, llavors U1 és distributiva sobre U2 si i només si
• g1(x) 6 g2(x) per tot x ∈ [0, 1], i
• g2(x) =
e2 si x 6 e2
0 si x > e2
(és a dir, U2 ∈ Umax).
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Demostració: Si U1 i U2 satisfan (D) ja sabem que g1(x) 6 g2(x). Per demostrar l’altra
condició, distingim quatre casos:
• Si g1(0) < g2(0), aleshores per la proposició 3.3.5 tenim que g2(0) = e2 i com que U2
és contínua per l’esquerra, el teorema 2.2.16 directament demostra que:
g2(x) =
e2 si x 6 e2
0 si x > e2
• Si g1(0) = g2(0) = e2, el teorema 2.2.16 una altra vegada demostra el resultat.
• Si e2 < g1(0) = g2(0) < 1, sabem que per tot x ∈ (g2(0), 1], g2(x) = 0 perquè g2
és contínua per l’esquerra. Com que g1(x) 6 g2(x), també tenim g1(x) = 0 per tot
x ∈ (g1(0), 1]. Però, si g1 és contínua per la dreta, g1(g1(0)) = 0 i com que g1(0) > e2,
tenim g2(g1(0)) = g1(g1(0)) = 0 per la condició (ii) de la proposició 3.3.5. Aleshores,
agafant x = 0 i z = g1(0) tenim la situació següent:
U1(x, z) = U1(0,g1(0)) = max(0,g1(0)) = g1(0)
U2(x, z) = U2(0,g1(0)) = min(0,g1(0)) = 0.
És a dir, U1(0,g1(0)) = g1(0) > e2 > 0 = U2(0,g1(0)), i això és una contradicció amb
la condició (iii) del teorema 3.3.7 i llavors aquesta possibilitat no pot passar.
• Si e2 < g1(0) = g2(0) = 1 tenim que g2(1) = g1(1) aplicant la condició (ii) en el
teorema 3.3.7.
Suposem que g2(1) = g1(1) > 0, llavors tenim, emprant que U1 és contínua per la
dreta, g1(x) = 1 per tot x ∈ [0,g1(1)[ , i com que g1(x) 6 g2(x), g2(x) = g1(x) = 1
per tot x ∈ [0,g1(1)[ . Com que U2 és contínua per l’esquerra, g2(g2(1)) > 1 i per tant
g2(g1(1)) = g2(g2(1)) = 1. Si g1(g1(1)) < g2(g1(1)), tenim per la condició (ii) que
g2(g1(1)) = e2 < 1, llavors g1(g1(1)) = g2(g1(1)) = 1.
Ara agafem x = g1(1) i z = 1 i tenim que g1(x) = g2(x) = z i g1(z) = g2(z) = g1(1),
però la condició (iii) del teorema 3.3.7 no se satisfà perquè:
U2(1,g1(1)) = min(1,g1(1)) = g1(1) 6 e2 < 1
mentre que
U1(1,g1(1)) = max(1,g1(1)) = 1.
Per una altra banda, si g1(1) = g2(1) = 0 com que g1(0) = g2(0) = 1, obtenim també
una contradicció amb la condició (iii) del teorema 3.3.7 perquè:
U1(1, 0) = max(1, 0) = 1 6= U2(1, 0) = min(1, 0) = 0
Aleshores aquest cas no és possible.
Llavors l’única possibilitat és que
g2(x) =
e2 si x 6 e2
0 si x > e2
o equivalentment, que U2 ∈ Umax.
Recíprocament, vegem que les condicions (i), (ii), (iii) del teorema se satisfan:
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(i) g1(x) 6 g2(x) per tot x ∈ [0, 1] és una condició.
(ii) Si g1(x) < g2(x), com que g2(x) 6= 0 tenim que x 6 e2 i que g2(x) = e2 per la
definició de g2.
(iii) Vegem que en aquest cas no existeixen x i z tals que g1(x) = g2(x) = z i g1(z) =
g2(z) = x. Com que g2(x) ∈ {0, e2}, l’única possibilitat aquí seria x = 0 i z = e2. Però
llavors hauria de ser g1(0) = g2(0) = e2 i g1(e2) = g2(e2) = 0 que no és cert, perquè
g2(e2) = e2 > e1 > 0.
Corol.lari 3.3.14 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e1 < e2. Si ambdues U1 i U2
són contínues per l’esquerra, aleshores U1 és distributiva sobre U2 si i només si
• g1(x) 6 g2(x) per tot x ∈ [0, 1],
• si g1(x) < g2(x) llavors g2(x) = e2 i x 6 e2
Demostració: Només necessitem provar que quan U1 i U2 són contínues per l’esquerra,
aleshores la condició (iii) del teorema 3.3.7 se satisfà sempre. Suposem que existeixen x i z
satisfent:
x = g1(z) = g2(z) 6 g1(0), g2(0)
z = g1(x) = g2(x) 6 g1(0), g2(0)
Llavors, per definició d’uninormes contínues per l’esquerra, tenim que:
U1(x, z) = U2(x, z) = min(x, z),
i per tant la condició (iii) del teorema 3.3.7 se satisfà per uninormes idempotents U1 i U2
contínues per l’esquerra.
Exemple 3.3.15 Considerem les funcions següents:
g1(x) =

0.75− x si x ∈ [0, 0.25]∪ ]0.5, 0.75]
0.65− x si x ∈ ]0.25, 0.4]
0.25 si x ∈ ]0.4, 0.5]
0 si x ∈ ]0.75, 1]
g2(x) =

0.75− x si x ∈ [0, 0.25]∪ ]0.5, 0.75]
0.4 si x ∈ ]0.25, 0.4]
0.25 si x ∈ ]0.4, 0.5]
0 si x ∈ ]0.75, 1]
Tenim que els punts fixos són e1 = 0.325 i e2 = 0.4. Llavors, pel corol.lari anterior, agafant U1 i
U2 les uninormes contínues per l’esquerra amb g1 i g2 les funcions associades respectives, tenim
que satisfan (D). Les funcions g1 i g2 es poden observar a la figura 15.
Siguin ara U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e2 < e1. La dualitat canvia continuïtat
per l’esquerra en continuïtat per la dreta i recíprocament, els corol.laris següents segueixen
trivialment.
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Figura 15. Funcions g1 i g2 corresponents a uninormes contínues per l’esquerra que satisfan
l’equació (D).
Corol.lari 3.3.16 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e2 < e1. Si U2 és contínua
per l’esquerra, aleshores U1 és distributiva sobre U2 si i només si U2 = SM.
Corol.lari 3.3.17 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e2 < e1. Si U2 és contínua
per la dreta, i U1 és contínua per l’esquerra, aleshores U1 és distributiva sobre U2 si i només si
• g2(x) =
1 si x < e2
e2 si x > e2
(és a dir, U2 ∈ Umin).
• g2(x) 6 g1(x) per tot x ∈ [0, 1].
Corol.lari 3.3.18 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e2 < e1. Si ambdues U1 i U2
són contínues per la dreta, aleshores U1 és distributiva sobre U2 si i només si
• g2(x) 6 g1(x) per tot x ∈ [0, 1]
• Si g2(x) < g1(x) llavors g2(x) = e2 i x > e2.
Exemple 3.3.19 Considerem les funcions següents:
g1(x) =

1 si 0 6 x < 0.25
1.25− x si 0.25 6 x 6 0.5 ò 0.75 6 x 6 1
0.75 si 0.5 < x 6 0.6
1.35− x si 0.6 < x < 0.75
g2(x) =

1 si 0 6 x < 0.25
1.25− x si 0.25 6 x 6 0.5 ò 0.75 6 x 6 1
0.75 si 0.5 < x 6 0.6
0.6 si 0.6 < x < 0.75
Tenim que els punts fixos són e1 = 0.675 i e2 = 0.6. Llavors, pel corol.lari anterior, agafant U1 i
U2 les uninormes contínues per la dreta amb g1 i g2 les funcions associades respectives, tenim que
satisfan (D). Les funcions g1 i g2 es poden observar a la figura 15. Les uninormes U1 i U2 són les
N-duals de les de l’exemple 3.3.15 per a N(x) = 1− x.
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Figura 16. Funcions g1 i g2 corresponents a uninormes contínues per la dreta que satisfan l’equació
(D).
Per acabar, estudiem els casos de parells distributius (U1,U2) quan U1 i U2 tenen algun
tipus de continuïtat lateral.
Corol.lari 3.3.20 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, contínues per l’esquerra amb
e1 < e2. Aleshores (U1,U2) és un parell distributiu si i només si U1 = SM i U2 ∈ Umax.
Corol.lari 3.3.21 Siguin U1 ≡ 〈g1, e1〉ide contínua per l’esquerra, i U2 ≡ 〈g2, e2〉ide contínua
per la dreta amb e1 < e2. Aleshores (U1,U2) és un parell distributiu si i només si U1 = SM i
U2 = TM.
Corol.lari 3.3.22 Siguin U1 ≡ 〈g1, e1〉ide contínua per la dreta, i U2 ≡ 〈g2, e2〉ide contínua
per l’esquerra e1 < e2. Aleshores (U1,U2) és un parell distributiu si i només si U1 ∈ Umin i
U2 = min o bé U1 = SM i U2 ∈ Umax.
Corol.lari 3.3.23 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, contínues per la dreta amb e1 < e2.
Aleshores (U1,U2) és un parell distributiu si i només si U1 ∈ Umin i U2 = TM.
Nota 3.3.24 Com es pot desprendre dels corol.laris anteriors, un parell distributiu d’uninormes
idempotents amb algun tipus de continuïtat implica directament que una d’elles sigui la t-norma
mínim o la t-conorma màxim.
A continuació incloem les taules de resum dels resultats de l’equació (D), per a uninormes
idempotents amb algun tipus de continuïtat. La taula 3 resumeix les solucions de les
uninormes U1 i U2, quan U1 ≡ 〈g1, e1〉ide és distributiva sobre U2 ≡ 〈g2, e2〉ide, amb e1 <
e2. La taula 4 és per al cas en què U1 ≡ 〈g1, e1〉ide sigui distributiva sobre U2 ≡ 〈g2, e2〉ide
quan e2 < e1. En la taula 5 posem de les solucions per a parells distributius d’uninormes
idempotents (U1,U2), on es compleix e1 < e2.
3.3.3 Parells distributius i modularitat
Ara estudiem la modularitat per a uninormes idempotents, està molt relacionada amb la
distributivitat.
Definició 3.3.25 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide. Direm que U1 és modular respecte
de U2 si
U1(x,U2(y, z)) = U2(U1(x,y), z) per a tots z 6 x. (M)
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hhhhhhhhhhhhhhhhhhU1 ≡ 〈g1, e1〉ide
U2 ≡ 〈g2, e2〉ide contínua per l’esquerra contínua per la dreta
contínua per l’esquerra corol.lari 3.3.14
contínua per la dreta corol.lari 3.3.13
U2 = TM
(corol.lari 3.3.12)
Taula 3. Resultats de la distributivitat, quan les uninormes tenen algun tipus de continuïtat lateral, i
e1 < e2.
hhhhhhhhhhhhhhhhhhU1 ≡ 〈g1, e1〉ide
U2 ≡ 〈g2, e2〉ide contínua per la dreta contínua per l’esquerra
contínua per la dreta corol.lari 3.3.18
contínua per l’esquerra corol.lari 3.3.17
U2 = SM
(corol.lari 3.3.16)
Taula 4. Resultats de la distributivitat, quan les uninormes tenen algun tipus de continuïtat lateral, i
e2 < e1.
hhhhhhhhhhhhhhhhhhU1 ≡ 〈g1, e1〉ide
U2 ≡ 〈g2, e2〉ide contínua per la dreta contínua per l’esquerra
contínua per la dreta U1 ∈ Umin i U2 = TM U1 ∈ Umin i U2 = TMU1 = SM i U2 ∈ Umax
contínua per l’esquerra U1 = SM i U2 = TM U1 = SM i U2 ∈ Umax
Taula 5. Resultats dels parells distributius, quan les uninormes tenen algun tipus de continuïtat
lateral.
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Ara resoldrem l’equació funcional (M). Primer vegem la relació que ha d’existir necessà-
riament entre els elements neutres.
Proposició 3.3.26 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide tals que U1 és modular respecte de
U2. Llavors e1 > e2 i en el cas en què e1 = e2, es té que U1 = U2.
Demostració: Suposem que e1 < e2, aleshores posant e1 = y = z 6 x = e2 a (M),
tindrem:
U1(e2,U2(e1, e1)) = U2(U1(e2, e1), e1)
és a dir, U1(e2, e1) = U2(e2, e1) = e1, per ser U2 idempotent. Però també tenim que
U1(e2, e1) = e2, arribant a e2 = e1, que és una contradicció amb el que havíem suposat,
e1 < e2.
Vegem ara el cas en què e1 = e2 = e. Posant y = e a (M) tenim:
U1(x,U2(e, z)) = U2(U1(x, e), z)
per a tot z 6 x, és a dir, U1(x, z) = U2(x, z) per a tot x 6 z. Per commutativitat tenim que
U1 = U2.
Aquest darrer resultat es pot generalitzar per a qualsevol tipus d’uninormes.
Teorema 3.3.27 Siguin U1 i U2 dues uninormes amb elements neutres e1 i e2. Si e1 = e2 = e,
U1 és modular respecte de U2 si i només si U1 = U2.
Demostració: Basta reproduir la demostració anterior, per a uninormes qualssevol.
Ara estudiem el cas en què e2 < e1. Tenim els següents resultats de necessitat en funció
de g1 i g2.
Proposició 3.3.28 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e2 < e1. Si U1 és modular
respecte de U2, llavors
g2(x) 6 g1(x) per a tot x ∈ [0, 1].
Demostració: Suposem que existeix x tal que e1 6 x i que g1(x) < g2(x). Llavors existeix
z que compleix la condició següent:
g1(x) < z < g2(x) 6 e2 < e1 6 x
ja que g2(x) 6 e2 per ser g2 decreixent.
També podem dir que z < g2(x) 6 g2(e1) de nou pel decreixement de g2. Emprant la
caracterització d’uninormes idempotents, podem afirmar que:
U1(x,U2(e1, z)) = U1(x,min(e1, z)) = U1(x, z) = max(x, z) = x,
però per altra part
U2(U1(x, e1), z) = U2(x, z) = min(x, z) = z,
amb el que arribem a que no es compliria l’equació (M).
Si suposem ara que existeix x 6 e1 tal que g1(x) < g2(x), s’arriba a contradicció de
forma similar.
Proposició 3.3.29 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e2 < e1. Si U1 és modular
respecte de U2, aleshores
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(i) g2(x) = e2 per a tot x ∈ [e2, e1].
(ii) g1(x) = e1 per a tot x ∈ [e2, e1].
Demostració: Demostrarem només (i) ja que (ii) es fa de forma similar. Suposem, pel
contrari, que existeix y ∈ [e2, e1] tal que g2(y) < e2. Llavors existeixen x, z complint que:
g2(y) < z < x < e2, i tenim:
U1(x,U2(y, z)) = U1(x,y) = min(x,y) = x,
ja que x < y 6 e1.
I per altra part tenim que:
U2(U1(x,y), z) = U2(x, z) = min(x, z) = z
perquè z < x < e2.
Però això vol dir que no es compleix l’equació (M), arribant a contradicció.
Proposició 3.3.30 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide amb e2 < e1. Si U1 és modular
respecte de U2 aleshores
(i) g2(x) = g1(x) per a tot x > e1,
(ii) g2(x) = g1(x) per a tot x < e2.
Demostració: Vegem primer (i). Suposem que existeix x tal que e1 < x i g1(x) > g2(x)
(sabem per la proposició 3.3.28 que g2(x) 6 g1(x)). Vegem que arribem a contradicció
distingint els casos següents:
• Si g1(x) 6 e2, llavors existeix z amb g2(x) < z < g1(x) 6 e2 < e1 < x, i tenim:
U1(x,U2(e2, z)) = U1(x, z) = min(x, z) = z,
i per altra part:
U2(U1(x, e2), z)) = U2(x, z) = max(x, z) = x,
ja que per la proposició anterior g1(e2) = e1, que és menor que x. Això significa que
(U1,U2) no compleixen l’equació (M).
• Si g1(x) > e2, llavors existeix z tal que e1 < z < x, i tenim:
U1(x,U2(e2, z)) = U1(x, z) = max(x, z) = x,
ja que g1(x) 6 e1 < z. En canvi,
U2(U1(x, e2), z)) = U2(e2, z) = z,
perquè e2 < g1(x). És a dir, (U1,U2) no compleixen l’equació (M).
Respecte l’apartat (ii) dividim la demostració en alguns passos:
• Vegem primer que g2(x) > e1 per a tot x < e2. Suposem que existeix x < e2 tal
que g2(x) < e1, aleshores podem prendre z tal que e2 6 g2(x) < z < e1. Tenim
que g2(z) = e2 per la proposició anterior, per tant, per per un costat x < g2(z),
és a dir U2(x, z) = min(x, z) = x, però per l’altre z > g2(x), el que vol dir que
U2(x, z) = max(x, z) = z, amb el que arribem a contradicció. És a dir, g2(x) > e1 per
a tot x < e2.
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• Vegem ara que g2(x) = g1(x) per a tot x < e2. Suposem que existeix x < e2 tal que
g2(x) < g1(x). Pel pas anterior, e1 6 g2(x) i per tant, existeix z tal que:
x < e2 < e1 6 g2(x) < z < g1(x),
amb el que tenim:
U1(z,U2(e2, x)) = U1(z, x) = x
i per altra part:
U2(U1(z, e2), x)) = U2(z, x) = z
perquè g1(e2) = e1 < z. Amb això arribem de nou a contradicció, ja que U1 no seria
modular respecte de U2.
Proposició 3.3.31 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide amb e2 < e1, amb U1 modular
respecte de U2. Aleshores, si existeixen x, z tals que g1(z) = g2(z) = x i g1(x) = g2(x) = z és
necessari que U1(x, z) = U2(x, z).
Demostració: Suposem que existeixen x i z tals que satisfan: g1(z) = g2(z) = x i g1(x) =
g2(x) = z. Podem suposar a més, sense pèrdua de generalitat, que z < x, ja que si z = x,
tindríem que g1(x) = g2(x) = x i això voldria dir que e1 = e2 i això és una contradicció.
Tenim que z < e2, ja que si z > e2 tindríem que g2(z) = x 6 e2 6 z, que contradiu el
que hem suposat.
També tenim que x > e1, ja que si x 6 e1 aleshores g1(x) = z > e1 > x, que contradiu
que z < x.
Tenim aleshores que z < e2 < e1 < x i llavors existeix y tal que:
z < e2 = g2(y) < y < e1 = g1(y) < x
i per un costat tenim:
U1(x,U2(y, z)) = U1(x, z)
i per l’altre:
U2(U1(x,y), z)) = U2(x, z)
i si se satisfà l’equació (M) aleshores necessàriament U1(x, z) = U2(x, z).
Amb els resultats anteriors podem establir ja la caracterització dels parells (U1,U2)
verificant que U1 és modular respecte de U2.
Teorema 3.3.32 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide dues uninormes idempotents amb
e2 < e1. Llavors U1 és modular respecte de U2 si i només si:
(i) g1(x) = e1 per a tot x ∈ [e2, e1].
(ii) g2(x) = e2 per a tot x ∈ [e2, e1].
(iii) g2(x) = g1(x) per a tot x ∈ [0, 1]\[e2, e1].
(iv) Si existeixen x, z tals que g1(x) = g2(x) = z i g1(z) = g2(z) = x aleshores U1(x, z) =
U2(x, z).
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Demostració: La necessitat queda demostrada a partir dels resultats anteriors.
La suficiència la demostrarem fent casos. Suposem x,y, z de manera que z 6 x, demos-
trarem que si U1 i U2 són uninormes idempotents que satisfan les propietats anteriors,
aleshores
U1(x,U2(y, z)) = U2(U1(x,y), z).
Primer farem els casos en què x, y, z siguin tots diferents.
• Si U2(y, z) = y i U1(x,y) = y, aleshores
U1(x,U2(y, z)) = U1(x,y) = y = U2(y, z) = U2(U1(x,y), z).
• Si U2(y, z) = y i U1(x,y) = x, llavors
U1(x,U2(y, z)) = U1(x,y) = x
i per l’altra banda tenim
U2(U1(x,y), z) = U2(x, z)
per tant, hem de calcular U2(x, z). Distingirem casos:
1. Si y < z < x. Com que U1(x,y) = x = max(x,y), això vol dir que g1(x) 6 y < z,
i com que g2(x) 6 g1(x) per a tot x, tindrem que g2(x) < z i per tant U2(x, z) = x,
com volíem veure.
2. Si z < y < x. A partir de U2(y, z) = y, es pot deduir que g2(z) 6 y < x, i per
tant U2(x, z) = x.
3. Si z < x < y. A partir de que U2(y, z) = y, podem deduir que g2(y) 6 z < x < y,
i per tant y > e2. Ara distingim dos casos
– Si y 6 e1, aleshores e2 < y 6 e1, i per tant g2(y) = e2, és a dir e2 6 z <
x < y 6 e1, i llavors g2(z) = e2 < x. Això implicarà U2(x, z) = x.
– Si y > e1 > e2, tenim que g1(y) = g2(y). Però tenim per una banda, com
que U1(x,y) = x, x 6 g1(y) i
z < x 6 g1(y) = g2(y),
per l’altra
z > g2(y)
que dóna una contradicció, per tant aquest cas no se pot donar.
• Si U2(y, z) = z i U1(x,y) = y, aleshores
U1(x,U2(y, z)) = U1(x, z)
i per una altra banda
U2(U1(x,y), z) = U2(y, z) = z,
per tant, hem de calcular U1(x, z). Tornem a considerar els casos següents:
1. Si y < z < x. De U2(y, z) = z, podem deduir que z > y > g2(z) i, per tant,
e2 < z. De U1(x,y) = y, es pot deduir igualment que y < x 6 g1(y) i aleshores
y < e1. A continuació distingim casos:
– Si z 6 e1, aleshores e2 < z 6 e1 i per tant, per la propietat que compleix g2,
g2(z) = e2 i aleshores y > e2, i també g1(y) = e1, i tenim la següent sèrie
de desigualtats:
e2 6 y < z < x 6 e1 = g1(y) = g1(x)
i per tant U1(x, z) = z.
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– Si z > e1, tindrem que g1(z) = g2(z), i també g1(x) = g2(x), ja que x > z >
e1 i aleshores
y 6 g1(x) = g2(x) 6 e2
i per tant y 6 e2. Si ara y = e2, tindríem que x 6 g1(e2) = e1, però
això donaria una contradicció, aleshores y < e2, i per tant g1(y) = g2(y).
Arribem també a contradicció, perquè z > g2(y) i per l’altra banda z < x 6
g1(y) = g2(y), i aleshores aquest cas no es pot donar.
2. Si z < y < x. A partir de que U1(x,y) = y = min(x,y), es pot deduir que
z < y 6 g1(x) i per tant U1(x, z) = z.
3. Si z < x < y. Com que U2(y, z) = z = min(y, z), tindrem x < y 6 g2(z) 6 g1(z),
i això voldrà dir que U1(x, z) = z.
• Si U2(y, z) = z i U1(x,y) = x, tindrem U1(x,U2(y, z)) = U1(x, z), mentre que
U2(U1(x,y), z) = U2(x, z) i per tant, haurem de veure si U1(x, z) = U2(x, z). Dis-
tingim de nou els casos següents:
– Si y < z < x. Com que U2(y, z) = z, es pot concloure que x > y > g2(z) i
U2(x, z) = x. De manera similar, de U1(x,y) = x, podem dir que g1(x) 6 y < z i
U1(x, z) = x, arribant a veure que U2(x, z) = U1(x, z).
– Si z < y < x. Per una part, de U2(y, z) = z podem extreure que z < y 6 g2(z)
i aleshores z < e2, i per les propietats que compleixen U1 i U2, g2(z) = g1(z).
Per una altra part, U1(x,y) = x vol dir que x > y > g1(x) i per tant x > e1,
i aleshores g1(x) = g2(x). Ara, si g1(z) = g2(z) 6= x o bé g1(x) = g2(x) 6= z,
tindrem que U1(x, z) = U2(x, z), ja que seran en tots dos casos o el mínim o el
màxim. I si per cas contrari g1(z) = g2(z) = x i g1(x) = g2(x) = z, la igualtat
U1(x, z) = U2(x, z) ens l’assegura una de les propietats que satisfan U1 i U2.
– Si z < x < y. Aleshores, de U2(y, z) = z podem deduir que x < y 6 g2(z) i per
tant
U2(x, z) = z.
De U1(x,y) = x, podem treure que z < y 6 g1(x), i també que
U1(x, z) = z
amb el que veiem que U1(x, z) = U2(x, z).
Vegem ara els casos en què x, y o z coincideixen.
• Si x = y, aleshores hem de veure que
U1(x,U2(x, z)) = U2(U1(x, x), z) = U2(x, z)
per tot z 6 x. Distingim dos casos
– Si U2(x, z) = x, aleshores queda clar que la igualtat és certa.
– Si U2(x, z) = z, hem de veure que U1(x, z) = z. Com que U2(x, z) = min(x, z) =
z, vol dir, emprant les propietats (i), (ii), (iii), que z 6 g2(x) 6 g1(x) i que
x 6 g2(z) 6 g1(z). Ara distingim dos casos:
* Si z < g2(x), o x < g2(z), o g2(z) < g1(z), o g2(x) < g1(x), vol dir que
U2(x, z) = min(x, z) = z,
com volíem veure.
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* Si z = g2(x) = g1(x) i x = g1(z) = g2(z), per la propietat (iv), tindrem que
U1(x, z) = U2(x, z).
• Si x = z, volem veure
U1(x,U2(y, x)) = U2(U1(x,y), x).
– Si U2(y, x) = x, tindrem, com que U1(x,y) ∈ {x,y}
U1(x,U2(y, x)) = U1(x, x) = x
i també
U2(U1(x,y), x) = x.
– Si U2(y, x) = y, tindrem per una banda
U1(x,U2(y, x)) = U1(x,y)
i per l’altra
U2(U1(x,y), x) = U1(x,y).
• Si y = z, aleshores hem de veure que
U1(x,U2(y,y)) = U2(U1(x,y),y)
amb y 6 x, és a dir,
U1(x,y) = U2(U1(x,y),y).
– Si U1(x,y) = y, aleshores
U1(x,y) = U2(U1(x,y),y) = U2(y,y) = y = U1(x,y).
– Si U1(x,y) = x, tenim
U2(U1(x,y),y) = U2(x,y)
i per tant hem de veure què val U2(x,y). Com que y 6 x, tenim que x > g1(y) >
g1(x), és a dir x > e1. Si x = e1 es pot veure que en aquest cas U1(x,y) = y, i
tornaríem al cas anterior. Per tant x > e1 i g1(x) = g2(x) 6 e2. També es dedueix
que y > g1(x). Distingim dos casos
* Si g1(x) < y, aleshores U2(x,y) = x.
* Si g1(x) = g2(x) = y 6 e2, tenim per tant g1(y) = g2(y) i ara, si g1(y) =
g2(y) > x, tindrem U2(x,y) = x i si g1(y) = g2(y) = x, tindrem per la
darrera propietat que U1(x,y) = U2(x,y) i haurem acabat.
Per tant, en tots els casos es pot comprovar que dues uninormes idempotents U1 i U2
satisfent les propietats, fan que U1 sigui modular respecte de U2.
En vista del teorema anterior i la caracterització dels parells distributius (teorema 3.3.10),
tenim el corol.lari següent.
Corol.lari 3.3.33 Siguin U1 ≡ 〈g1, e1〉ide i U2 ≡ 〈g2, e2〉ide, amb e2 < e1. U1 és modular
respecte de U2 si i només si (U1,U2) formen un parell distributiu.
Exemple 3.3.34 Considerem les uninormes de l’exemple 3.3.11. Aquestes uninormes compleixen
les condicions imposades pel teorema i, per tant, U1 és modular respecte de U2 i (U1,U2) formen
un parell distributiu. En la figura 14 es poden observar les funcions g1 i g2.
Com es pot veure, en aquesta família U1 és sempre contínua per l’esquerra però U2 no té cap
continuïtat lateral.
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Exemple 3.3.35 A continuació veurem una altra família de parells d’uninormes (U1,U2) en les
que és U1 qui no presenta cap continuïtat lateral.
Siguin ara e1 i e2 dos nombres reals en [0, 1] amb 0 < e2 < e1 < 1. Considerem les funcions
següents g1,g2 : [0, 1]→ [0, 1]:
g1(x) =

1 si x < e2
e1 si x ∈ [e2, e1]
e2 si x > e1
g2(x) =
1 si x < e2
e2 si x ∈ [e1, 1]
i les uninormes definides per:
U1(x,y) =
min(x,y) si y < g1(x) o (g1(x) = y i x 6 e1)max(x,y) altrament,
U2(x,y) =
max(x,y) si y > e2 i x > e2min(x,y) altrament.
Aquestes uninormes compleixen les condicions imposades pel teorema i, per tant, U1 és modular
respecte de U2, i a la vegada (U1,U2) formen un parell distributiu. En la figura 17 es poden
observar les funcions g1 i g2. En aquest cas U2 ∈ Umin i U1 no presenta cap continuïtat lateral.
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Figura 17. Funcions g1(x) i g2(x) de l’exemple 3.3.35.
3.4 uninormes : cas general
A continuació estudiarem la distributivitat d’una uninorma U1 amb element neutre e1 ∈
]0, 1[ sobre una uninorma U2 amb element neutre e2 ∈ ]0, 1[ , és a dir, U1 i U2 no són ni
t-normes ni t-conormes, i a més pertanyen a alguna de les classes Uide, Urep, Umin, Umax o
Ucos.
Començarem amb alguns lemes inicials. El primer es refereix al cas en què e1 = e2 = e.
Lema 3.4.1 Siguin U1 i U2 ∈ U(e). Si U1 és distributiva sobre U2, llavors U2 és idempotent i
U1(x,y) = U2(x,y) per a tot (x,y) ∈ [0, e]× [e, 1] ∪ [e, 1]× [0, e].
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Demostració: Agafem y = z = e a (D), i obtenim directament U2(x, x) = x i per tant U2
és idempotent. A més a més, agafant z = e tenim:
U1(x,y) = U1(x,U2(y, e)) = U2(U1(x,y),U1(x, e)) = U2(U1(x,y), x) (3.8)
per a tot x,y ∈ [0, 1].
Ara, demostrarem que U1(x,y) ∈ {x,y} a [0, e]× [e, 1] ∪ [e, 1]× [0, e]. És trivial quan
x = e o y = e. Per una altra banda, si x < e < y demostrarem primer que U1(x,y) 6= e.
Si, pel contrari suposem que U1(x,y) = e obtenim de l’equació (3.8) que e = U1(x,y) =
U2(U(x,y), x) = U2(e, x) = x, que és una contradicció. Ara tenim les dues possibilitats
següents:
• Si x 6 U1(x,y) < e < y. Com que U2 és idempotent, l’equació (3.8) assegura que
U1(x,y) = min(U1(x,y), x) = x.
• Si x < e < U1(x,y) 6 y. Per commutativitat, també tenim de (3.8) que
U1(x,y) = U1(y, x) = U2(U1(y, x),y) (3.9)
i per tant U1(x,y) = max(U1(y, x),y) = y.
Llavors, hem provat que U1(x,y) ∈ {x,y} a [0, e]× [e, 1] ∪ [e, 1]× [0, e]. Finalment, tenim
una altra vegada dues possibilitats a [0, e]× [e, 1] ∪ [e, 1]× [0, e]:
• Si U1(x,y) = x. Per l’equació (3.9) tenim U1(x,y) = U2(U1(y, x),y) = U2(x,y).
• Si U1(x,y) = y. Per l’equació (3.8) tenim U1(x,y) = U2(U1(x,y), x) = U2(y, x).
Nota 3.4.2 El resultat anterior assegura que U1 ha de ser una uninorma de la classe Umnx amb la
mateixa g associada a U2.
El lema següent demostra que l’element neutre de U2 és un element idempotent de U1.
Lema 3.4.3 Siguin U1 i U2 dues uninormes. Si U1 és distributiva sobre U2, llavors U1(e2, e2) =
e2.
Demostració: Basta posar x = e2, y = e1 i z = e2 a l’equació (D)
U1(e2,U2(e1, e2)) = U2(U1(e2, e1),U1(e2, e2)), que és, e2 = U1(e2, e2)
Ara podem considerar que e1 6= e2 i per resoldre l’equació (D) suposarem que U1
pertany a alguna de les classes presentades als preliminars.
- U1 representable
El lema següent demostra que no hi ha solucions de l’equació (D) quan U1 és representable.
Lema 3.4.4 Siguin U1 i U2 dues uninormes. Si U1 és distributiva sobre U2, llavors U1 no pot ser
representable.
Demostració: Ara distingim dos casos:
• Si e1 = e2, U2 és idempotent i U1 coincideix amb U2 a [0, e]× [e, 1] ∪ [e, 1]× [0, e] pel
lema 3.4.1, i conseqüentment U1 no pot ser representable.
• Si e1 6= e2, una altra vegada U1 no pot ser representable, aquesta vegada perquè e2
és un element idempotent de U1, i sabem que els únics elements idempotents d’una
uninorma representable són: 0, 1 i el seu element neutre.
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- U1 idempotent, de Umax o de Umin
Ara estudiarem el cas en que U1 sigui o bé una uninorma idempotent, o bé de Umax, o bé de
Umin. En els tres casos obtindrem que U2 ha de ser una uninorma idempotent. Comencem
pel cas en què U1 sigui una uninorma idempotent.
Lema 3.4.5 Siguin U1 ≡ 〈g1, e1〉ide i U2 ∈ Ucts. Si U1 és distributiva sobre U2, llavors U2 és
idempotent.
Demostració: Primer, agafant y = z = e1 a (D) obtenim
U2(x, x) = U1(x,U2(e1, e1)) per a tot x ∈ [0, 1]. (3.10)
Aleshores, tenim tres possibilitats:
• Si U2(e1, e1) = e1, llavors U2 és idempotent per l’equació anterior.
• Si U2(e1, e1) > e1. Ara demostrarem que en aquest cas arribem a contradicció.
Realment, si U2(e1, e1) > e1 necessàriament tenim g1(U2(e1, e1)) 6 e1.
– Per una banda, per a tot x ∈ [0, 1] tal que g1(U2(e1, e1)) < x < U2(e1, e1) tenim
per la proposició 2.2.14
U1(x,U2(e1, e1)) = max(x,U2(e1, e1)) = U2(e1, e1)
que es redueix a U2(x, x) = U2(e1, e1) per l’equació (3.10). Això implica en parti-
cular que x > e2 per a tots aquests valors, i conseqüentment, e2 6 g1(U2(e1, e1)).
– Per una altra banda, per a tot x < g1(U2(e1, e1)) tenim també per la proposició
2.2.14 que
U1(x,U2(e1, e1)) = min(x,U2(e1, e1)) = x
que implica U2(x, x) = x per a tot x < g1(U2(e1, e1)).
Ara, la continuïtat de U2 a [e2, 1]2 dóna una contradicció.
• Si U2(e1, e1) < e1. Llavors, de manera semblant arribem a contradicció amb el fet de
que U2 és contínua a [0, e2]2.
Aleshores, tenim demostrat que U2 ha de ser idempotent.
Hem vist així que, si U1 és idempotent, també ho ha de ser U2, i en aquest cas les
solucions de la distributivitat els hem donat a la secció anterior.
Ara estudiem el cas en què U1 és una uninorma de Umax.
Lema 3.4.6 Siguin U1 ∈ Umax i U2 ∈ Ucts. Si U1 és distributiva sobre U2, llavors U2 és
idempotent.
Demostració: Com que U1 ∈ Umax, per a tot x > e1 tenim
U1(x,U2(e1, 0)) = U2(U1(x, e1),U1(x, 0)) = U2(x, x).
Ara distingim dos casos:
• Si e1 < e2, llavors tenim U2(x, x) = U1(x,U2(e, 0)) = U1(x, 0) = x.
• Si e1 > e2 llavors U2(e1, 0) ∈ [0, e1]. Com que U1(x,y) = x per a tot (x,y) tal que
y 6 e1 < x està clar que U1(x,U2(e1, 0)) = x i conseqüentment U2(x, x) = x.
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Llavors U2(x, x) = x per a tot x > e1 i per la continuïtat de U2 a [e2, 1]2 i a [0, e2]2, tenim
que U2(e1, e1) = e1. Però ara, agafant y = z = e1 a l’equació de distributivitat, obtenim
U2(x, x) = x per a tot x ∈ [0, 1], és a dir, U2 és idempotent.
Lema 3.4.7 Siguin U1 ∈ Umax i U2 ∈ Ucts. Si U1 és distributiva sobre U2 i e1 6 e2, llavors
U2 ∈ Umax, i per tant ve donada per l’expressió
U2(x,y) =
min(x,y) si x,y ∈ [0, e2]2max(x,y) altrament.
Demostració: Primer de tot, sabem que U2 ha de ser idempotent pel lema anterior.
Aleshores, sigui g2 la funció associada a U2. El cas e1 = e2 se segueix del lema 3.4.1. Per
una altra banda, si e1 < e2 llavors g2(e1) > e2 i dividim la demostració en cinc passos:
(i) Primer demostrem que g2(e1) = e2. Suposem al contrari que g2(e) > e2, llavors
existeixen x i z tals que
e1 < e2 < x < z < g2(e1)
i per a aquests valors tenim
U1(x,U2(e1, z)) = U1(x,min(e1, z)) = U1(x, e1) = x
però, com que e2 < x < z 6 U1(x, z),
U2(U1(x, e1),U1(x, z)) = U2(x,U1(x, z)) = max(x,U1(x, z)) = U1(x, z) > x,
que dóna una contradicció amb l’equació (D). Llavors g2(e1) = e2.
(ii) Vegem ara que g2(x) 6 e1 per a tot x > e2. Pel decreixement de g2 i el pas anterior,
g2(x) = e2 per a tot x ∈ [e1, e2]. Aleshores, per a tot x > e2 = g2(e1), tenim
U2(e1, x) = max(x, e1) = x. Per tant, efectivament, g2(x) 6 e1 per a tot x > e2.
(iii) Ara, demostrarem que g2(x) = 0 per a tot x > e2. Suposem que 0 < g2(x) per algun
x > e2. Existeix z tal que
0 < z < g2(x) 6 e1 < e2 = g2(e1) < x
i llavors, per una banda
U1(z,U2(e1, x)) = U1(z, x) = x
i per l’altra
U2(U1(z, e1),U1(z, x)) = U2(z, x) = z
que és una contradicció. Llavors, g2(x) = 0 per a tot x > e2.
(iv) A continuació demostrem que g2(x) = e2 per a tot x ∈ ]0, e2]. El pas anterior demostra
que
U2(x,y) = max(x,y) per a tots x > e2 i y > 0.
Aleshores, quan y > 0, tenim per commutativitat que U2(y, x) = max(y, x), demos-
trant que g2(y) 6 x, per a tot x > e2. Conseqüentment, g2(y) 6 e2 per a tot y > 0
i també g2(y) = e2 per a tot 0 < y 6 e2 emprant el decreixement de g2 i el pas (ii)
anterior.
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(v) Finalment, demostrem que g2(0) = e2. Si suposem que g2(0) > e2 podem agafar un
element x tal que 0 < e1 < e2 < x < g2(0) i per a aquest valor, tenim
U1(0,U2(e1, x)) = U1(0, x) = x
mentre que
U2(U1(0, e1),U1(0, x)) = U2(0, x) = 0,
obtenint una contradicció.
Agafant tots els passos anteriors, tenim
g2(x) =
e2 si x 6 e2
0 altrament
que vol dir que U2 ∈ Umax. Finalment, com que U2 també és idempotent, tenim que
U2(x,y) =
min(x,y) si (x,y) ∈ [0, e2]2max(x,y) altrament. ,
amb el que acabem la demostració.
Lema 3.4.8 Siguin U1 ∈ Umax i U2 ∈ Ucts. Si U1 és distributiva sobre U2 i e2 < e1, llavors U2
és l’única uninorma idempotent possible amb funció associada g2 donada per
g2(x) =

e1 si x < e2
e2 si e2 6 x 6 e1
0 si x > e1
(3.11)
És a dir, U2 ve donada per
U2(x,y) =
min(x,y) si min(x,y) < e2 i max(x,y) 6 e1max(x,y) altrament. (3.12)
A més a més, la uninorma U1 verifica U1(x,y) = min(x,y) si min(x,y) 6 e2 6 max(x,y) 6 e1.
Demostració: Ja sabem que U2 ha de ser idempotent, diguem U2 ≡ 〈g2, e2〉ide, i demos-
trem que g2 ha de venir donada per l’equació (3.11) en diversos passos.
(i) Demostrem primer que g2(x) = e2 per a tot x ∈ [e2, e1]. Com que e2 < e1 tenim
g2(e1) 6 e2. Suposem que g2(e1) < e2 i agafem x, z tal que g2(e1) < z < x < e2 < e1.
Per una banda,
U1(x,U2(e1, z)) = U1(x,max(e1, z)) = U1(x, e1) = x
i per una altra, com que U1(x, z) 6 min(x, z) = z < x < e2,
U2(U1(x, e1),U1(x, z)) = U2(x,U1(x, z)) = min(x,U1(x, z)) = U1(x, z) < x
obtenint una contradicció. Aleshores, g2(e1) = e2 i per decreixement tenim g2(x) = e2
per a tot x ∈ [e2, e1].
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(ii) Demostrem ara que g2(x) = e1 per a tot x < e2. Pel pas anterior, i emprant la
commutativitat, deu ser g2(x) > e1 per a tots aquests valors. Suposem llavors que
existeix x < e2 tal que g2(x) > e1 i agafem z tal que x < e2 = g2(e1) < e1 < z < g2(x).
Obtenim una altra vegada una contradicció, degut a que U ∈ Umax, tenim
U1(x,U2(e1, z)) = U1(x, z) = z
i també
U2(U1(x, e1),U1(x, z)) = U2(x, z) = x.
(iii) El pas anterior també prova, per commutativitat de U2, que g2(x) = 0 per a tot
x > e1.
Aleshores, g2 ha de venir donada per l’equació (3.11) i ara és trivial veure que l’única
uninorma idempotent que té associada la funció g2 és la donada a l’enunciat del lema.
Finalment, només queda demostrar que U1(x,y) = min(x,y) quan min(x,y) 6 e2 6
max(x,y) 6 e1. Per veure això, agafem x 6 e2 6 y 6 e1. Tenim U1(x,U2(y, e1)) =
U1(x, e1) = x mentre que, com que U1(x,y) 6 x,
U2(U1(x,y),U1(x, e1)) = U2(U1(x,y), x) = min(U1(x,y), x) = U1(x,y)
que és U1(x,y) = x el que volíem demostrar.
Ara ens centrem en el cas de que U1 sigui una uninorma de Umin. En aquest cas els
resultats seran duals del cas anterior, i es poden deduir fàcilment emprant el lema 3.1.7 i el
teorema 2.2.36, com veurem.
Lema 3.4.9 Siguin U1 ∈ Umin i U2 ∈ Ucts. Si U1 és distributiva sobre U2, llavors U2 és
idempotent.
Demostració: Com que U1 és distributiva sobre U2, emprant el lema 3.1.7, sabem que
U˜1 també és distributiva sobre U˜2, representant per U˜1 i U˜2 les respectives uninormes
duals de U1 i U2 respecte de la negació forta N(x) = 1− x. Com que U1 és de Umin, llavors
U1 és de Umax pel teorema 2.2.34, i si U2 és de Ucts, també U˜2 ho serà, pel teorema 2.2.34.
Aleshores podem aplicar el lema 3.4.6, que ens assegura que U˜2 serà idempotent. I aplicant
de nou el teorema de dualitat, U2 ha de ser idempotent.
Lema 3.4.10 Siguin U1 ∈ Umin i U2 ∈ Ucts. Si U1 és distributiva sobre U2 i e2 6 e1, llavors
U2 ∈ Umin.
Demostració: Raonant de la mateixa manera que a la demostració del lema anterior, U˜1 és
distributiva sobre U˜2, on U˜1 ∈ Umax, U˜2 ∈ Ucts i e˜1 6 e˜2. Aleshores podem aplicar el lema
3.4.7, i tindrem que que U˜2 ∈ Umax. I aplicant de nou el teorema de dualitat, U2 ∈ Umin,
com volíem veure.
Lema 3.4.11 Siguin U1 ∈ Umin i U2 ∈ Ucts. Si U1 és distributiva sobre U2 i e1 < e2, llavors U2
és l’única uninorma idempotent possible amb funció associada g2 donada per
g2(x) =

e1 si x > e2
e2 si e1 6 x 6 e2
1 si x < e1
(3.13)
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És a dir, U2 ve donada per
U2(x,y) =
max(x,y) si e2 < max(x,y) i e1 6 min(x,y)min(x,y) altrament. (3.14)
A més a més, la uninorma U1(x,y) = max(x,y) si e1 6 min(x,y) 6 e2 6 max(x,y) 6 e1.
Demostració: Igual que als lemes anteriors, tenim que si U1 és distributiva sobre U2, U˜1
és distributiva sobre U˜2, on U˜1 ∈ Umax, U˜2 ∈ Ucts i e˜2 < e˜1. Aleshores podem aplicar el
lema 3.4.8, i com que U˜2 és idempotent, tindrem que U2 també ho és, i U2 ≡ 〈g2, e2〉ide, on
g2(x) = N(g˜2(N(x))) =

N(e˜1) si N(x) < e˜2
N(e˜2) si e˜2 6 N(x) 6 e˜1
N(1) si N(x) > e˜1
 =

e1 si x > e2
e2 si e1 6 x 6 e2
1 si x < e1.
També tindrem que U˜1 ha de ser tal que U˜1(x,y) = min(x,y) si min(x,y) 6 e˜2 6
max(x,y) 6 e˜1, que es tradueix a que U1(x,y) = max(x,y) si e1 6 min(x,y) 6 e2 6
max(x,y), com volíem veure.
En vista dels lemes anteriors, i tenint en compte els teoremes 3.1.16 i 3.1.17 sobre
distributivitat a Umax, els teoremes 3.1.19 i 3.1.20 sobre distributivitat a Umin i els teoremes
3.3.7 i 3.3.9 sobre distributivitat a uninormes idempotents, podem donar totes les solucions
de l’equació (D) per a aquestes classes.
Teorema 3.4.12 SiguinU1 ∈ Uide ∪ Umin ∪ Umax ∪ Urep iU2 ∈ Ucts. LlavorsU1 és distributiva
sobre U2 si i només si U2 ∈ Uide, diguem U2 ≡ 〈g2, e2〉ide, i se satisfà un dels casos següents:
(i) U1 ∈ Uide, diguem U1 ≡ 〈g1, e1〉ide, i
(a) Si e1 < e2, llavors
1. g1(x) 6 g2(x) per a tot x ∈ [0, 1].
2. Si g1(x) < g2(x) llavors g2(x) = e2 i x 6 e2.
3. Si existeixen x i z satisfent g1(z) = g2(z) = x i g1(x) = g2(x) = z, llavors
U1(x, z) = U2(x, z).
(b) Si e1 = e2, llavors U1 = U2.
(c) Si e1 > e2, llavors
1. g2(x) 6 g1(x) per a tot x ∈ [0, 1].
2. Si g2(x) < g1(x) llavors g2(x) = e2 i x > e2.
3. Si existeixen x i z satisfent g1(z) = g2(z) = x i g1(x) = g2(x) = z, llavors
U1(x, z) = U2(x, z).
(ii) U1 ∈ Umax i
(a) Si e1 6 e2, llavors U2 ∈ Umax i U1 ve donada per
U1(x,y) =

e1T
(
x
e1
, ye1
)
si (x,y) ∈ [0, e1]2
e1 + (e2 − e)S
′
(
x−e1
e2−e1
, y−e1e2−e1
)
si (x,y) ∈ [e1, e2]2
e2 + (1− e2)S
′′
(
x−e2
1−e2
, y−e21−e2
)
si (x,y) ∈ [e2, 1]2
max(x,y) altrament.
(3.15)
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(b) Si e1 > e2, llavors U1 ve donada per
U1(x,y) =

e2T
′
(
x
e2
, ye2
)
si (x,y) ∈ [0, e2]2
e2 + (e1 − e2)T
′′
(
x−e2
e1−e2
, y−e2e1−e2
)
si (x,y) ∈ [e2, e1]2
e1 + (1− e1)S
(
x−e1
1−e1
, y−e11−e1
)
si (x,y) ∈ [e1, 1]2
min(x,y) si min(x,y) 6 e2 6 max(x,y) 6 e1
max(x,y) altrament,
(3.16)
i U2 i g2 són com al lema 3.4.8.
(iii) U1 ∈ Umin i
(a) Si e1 > e2, llavors U2 ∈ Umin i U1 ve donada per
U1(x,y) =

e2T
′
(
x
e1
, ye1
)
si (x,y) ∈ [0, e2]2
e2 + (e1 − e2)T
′′
(
x−e2
e1−e2
, y−e2e1−e2
)
si (x,y) ∈ [e2, e1]2
e1 + (1− e1)S
(
x−e2
1−e1
, y−e11−e1
)
si (x,y) ∈ [e1, 1]2
min(x,y) altrament.
(3.17)
(b) Si e1 < e2, llavors U1 ve donada per
U1(x,y) =

e1T
(
x
e1
, ye1
)
si (x,y) ∈ [0, e1]2
e1 + (e2 − e1)S
′
(
x−e1
e2−e1
, y−e1e2−e1
)
si (x,y) ∈ [e1, e2]2
e2 + (1− e2)S
(
x−e2
1−e2
, y−e21−e2
)
si (x,y) ∈ [e2, 1]2
max(x,y) si e1 6 min(x,y) 6 e2 6 max(x,y)
min(x,y) altrament,
(3.18)
i U2 i g2 són com al lema 3.4.11.
Demostració: D’esquerra a dreta és una conseqüència directa dels lemes anteriors, els
teoremes 3.1.16, 3.1.17, 3.1.19, 3.1.20, 3.3.7 i 3.3.9. Recíprocament, els casos (i)-(a), (i)-(b),
(i)-(c) estan demostrats als teoremes 3.3.7 i 3.3.9, mentre que els casos (ii)-(a), (iii)-(a) estan
demostrats a [68] i [70]. Aleshores, només queda demostrar la distributivitat dels casos
(ii)-(b), (iii)-(b).
Si tenim U1 i U2 uninormes com al cas (ii)-(b), és un simple càlcul veure que compleixen
l’equació (D).
El cas (iii)-(b) surt per dualitat del cas anterior.
Nota 3.4.13 Les solucions de (ii)-(a), (ii)-(b), (iii)-(a), (iii)-(b) del teorema anterior es poden observar
a les figures 18, 19, 20, 21, respectivament. A la taula 6 es resumeixen els resultats obtinguts a
aquesta part.
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U1 e1 < e2 e1 = e2 e2 < e1
U1 ≡ 〈h1, e1〉rep No hi ha solucions
U1 ≡ 〈g1, e1〉ide teorema 3.3.7 U1 = U2 teorema 3.3.9
U1 ≡ 〈T1, e1,S1〉max U1 com a (3.15)
U2 ∈ Umax ∩Uide U2 ∈ Umax ∩Uide
U1 com a (3.16)
U2 com a (3.12)
U1 ≡ 〈T1, e1,S1〉min U1 com a (3.18)
U2 ∈ Umin ∩Uide U2 ∈ Umax ∩Uide
U1 com a (3.17)
U2 com a (3.14)
Taula 6. Resultats de la distributivitat entre uninormes, per als casos en que U1 sigui de Urep, Uide,
Umax ò Umin.
max
max
max
max
T
S
′
S
′′
e1
e1
e2
e2
max
maxmin
max
e2
e2
e1
e1
Figura 18. Estructura general d’una uninorma U1 de Umax (esquerra), que és distributiva sobre una
uninorma U2 (dreta), amb elements neutres e1 6 e2.
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max
max
T
′
min
min
S
T
′′
e1
e1
e2
e2
max
min
d
t t
d
e1
e1
e2
e2
Figura 19. Estructura general d’una uninorma U1 de Umax (esquerra), que és distributiva sobre una
uninorma U2 (dreta), amb elements neutres e2 < e1.
min
min
T
′
min
min
S
T
′′
e1
e1
e2
e2
min
minmin
max
e1
e1
e2
e2
Figura 20. Estructura general d’una uninorma U1 de Umin (esquerra), distributiva sobre una
uninorma U2 (dreta), amb elements neutres e2 6 e1.
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min
min
max
max
T
S
′
S
′′
e1
e1
e2
e2
max
min
d
t t
d
e2
e2
e1
e1
Figura 21. Estructura general d’una uninorma U1 de Umin (esquerra), que és distributiva sobre una
uninorma U2 (dreta), amb elements neutres e1 < e2.
- U1 de Ucos,max
Ara considerarem el cas en què U1 ∈ Ucos. En aquest cas no es tindrà que necessàriament
U2 sigui idempotent. Primer resoldrem la distributivitat per al cas en què U1 ∈ Ucos,max, i
el en què U1 ∈ Ucos,min es resoldrà de manera directa per dualitat. Suposarem que e2 > 0,
ja que el cas e2 = 0 està resolt a la secció 3.2.1.
Lema 3.4.14 Siguin U1 ≡ 〈(R, e1),γ,S ′1, δ,S
′′
1〉cos,max, U2 ∈ U(e2), tals que U1 és distributiva
sobre U2. Llavors γ 6 e2.
Demostració: Suposem que e2 < γ, com que U1 és de Ucos,max, els seus elements idem-
potents menors que γ, són e1 i 0. Pel lema 3.4.3, e2 és un element idempotent de U1.
Com que e2 > 0, haurà de ser e1 = e2, però llavors pel lema 3.4.1 U2 ha de ser idempo-
tent i U2(x,y) = U1(x,y) per a tot (x,y) ∈ [0, e1]× [e1, 1] ∪ [e1, 1]× [0, e1], que dóna una
contradicció amb la definició de U1. D’aquesta manera, γ 6 e2.
Lema 3.4.15 Siguin U1 ≡ 〈(R, e1),γ,S ′1, δ,S
′′
1〉cos,max, U2 ∈ Ucts, tals que U1 és distributiva
sobre U2. Llavors U2(e1, e1) > 0.
Demostració: Sabem pel lema anterior que e1 < γ 6 e2 i, si U2(e1, e1) = 0, llavors tenim
U1(x,U2(e1, e1)) = U1(x, 0) per a tot x ∈ [0, 1]
però per una altra banda, com que U1 és distributiva sobre U2,
U1(x,U2(e1, e1)) = U2(U1(x, e1),U1(x, e1)) = U2(x, x)
i llavors, U2(x, x) = U1(x, 0) que contradiu la continuïtat de TU2 i SU2 . Llavors, podem
concloure que U2(e1, e1) > 0.
Lema 3.4.16 Siguin U1 ≡ 〈(R, e1),γ,S ′1, δ,S
′′
1〉cos,max, i U2 ∈ Ucts, tals que U1 és distributiva
sobre U2. Llavors U2(x, x) = x per a tot x ∈ [γ, 1].
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Demostració: Sabem pel lema anterior, que 0 < U2(e1, e1) 6 e1 < γ 6 e2. Llavors per a
tot x > γ, tenim, per definició de U1 ∈ Ucos,max:
U1(x,U2(e1, e1)) = max(x,U2(e1, e1)) = x,
però també, perquè U1 és distributiva sobre U2,
U1(x,U2(e1, e1)) = U2(x, x),
i llavors U2(x, x) = x per a tot x ∈ [γ, 1].
Corol.lari 3.4.17 Siguin U1 ≡ 〈(R, e1),γ,S ′1, δ,S
′′
1〉cos,max, i U2 ∈ Ucts, tals que U1 és distributi-
va sobre U2. Llavors U2 no és representable, ni de Ucos.
Lema 3.4.18 Siguin U1 ≡ 〈(R, e1),γ,S ′1, δ,S
′′
1〉cos,max, i U2 ∈ U(e2), tals que U1 és distributiva
sobre U2. Llavors, per a tots 0 < y < e2 < z, tenim que U2(y, z) 6= y.
Demostració: Suposem que existeix z > e2 tal que per qualque 0 < y < e2 < z tenim
U2(y, z) = y. Podem agafar x tal que 0 < y < e2 < x < z, i llavors, emprant el lema 3.4.3, i
l’estructura de U1, tenim, per un costat:
U1(x,U2(y, z)) = U1(x,y) = max(x,y) = x,
però per l’altre, tenim
U2(U1(x,y),U1(x, z)) = U2(x,U1(x, z)) > U2(x, z) > z > x
que dóna una contradicció, i llavors el resultat queda demostrat.
Lema 3.4.19 Siguin U1 ≡ 〈(R, e1),γ,S ′1, δ,S
′′
1〉cos,max, i U2 ∈ Umnx, tals que U1 és distributiva
sobre U2, i γ 6 e2 < δ. Llavors, si U2(x, 0) = U1(x, 0) per a tot x ∈ [0, 1].
Demostració: Dividim la demostració en alguns casos:
• Si x 6 e2, per definició de U1, tenim U2(x, 0) = U1(x, 0) = 0.
• Si e2 < x < δ. Agafem z tal que 0 < z < γ 6 e2 < x < δ. Llavors tenim,
U1(x, 0) = U1(x,U2(z, 0)) = U2(U1(x, z),U1(x, 0)) = U2(max(x, z), 0) = U2(x, 0).
on a la tercera igualtat hem emprat que U1 ∈ Ucos,max.
• Si δ < x, agafem algun y satisfent e2 < y < δ < x, i llavors tenim
U2(x, 0) = U2(U1(x, 0),U1(y, 0)) = U1(U2(x,y), 0) = U1(max(x,y), 0) = U1(x, 0).
• Queda el cas en què δ = x, en el que distingirem dos casos:
– Considerem que U1(0, δ) = δ. Agafem y satisfent 0 < y < e2 < δ. Pel lema
anterior, U2(δ,y) 6= y, i com que U2 ∈ Umnx, U2(δ,y) = δ. Ara podem escriure:
δ = U1(0, δ) = U1(0,U2(δ,y)) = U2(U1(0, δ),U1(0,y)) = U2(δ, 0),
és a dir, U1(0, δ) = U2(0, δ).
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– Considerem, pel contrari que U1(0, δ) = 0. Ara, prenent 0 < z 6 γ 6 e2 < δ:
U1(δ, 0) = U1(δ,U2(z, 0)) = U2(U1(δ, z),U1(δ, 0))
= U2(max(δ, z), 0) = U2(δ, 0).
Per tant, U1(x, 0) = U2(x, 0), per a tot x ∈ [0, 1].
Corol.lari 3.4.20 Siguin U1 ≡ 〈(R, e1),γ,S ′1, δ,S
′′
1〉cos,max, i U2 ∈ Umnx, tals que U1 és distribu-
tiva sobre U2, i γ 6 e2 < δ. Llavors U2 ha de venir donada per
U2(x,y) =

γT(xγ ,
y
γ) si (x,y) ∈ [0,γ]2
max(x,y) si max(x,y) > e2 i min(x,y) > 0
U1(x,y) si x = 0 ò y = 0
min(x,y) altrament.
(3.19)
Demostració: El resultat se segueix dels lemes anteriors.
Lema 3.4.21 Siguin U1 ≡ 〈(R, e1),γ,S ′1, δ,S
′′
1〉cos,max, i U2 ∈ U(e2), tals que U1 és distributiva
sobre U2, i δ 6 e2. Llavors U2(x, 0) = x per a tot x > e2, que és, U2 ha de ser de Umax.
Demostració: Suposem que existeix x > e2 tal que U2(0, x) = 0, llavors podem agafar
δ 6 e2 < z < x, i podem escriure, per una banda:
U1(z,U2(0, x)) = U1(z, 0) = z
i per l’altra:
U2(U1(z, 0),U1(z, x)) = U2(z,U1(z, x)) > U2(z, x) = x > z
que dóna una contradicció. Llavors, U2(0, x) = x per a tot x > e2.
Corol.lari 3.4.22 Siguin U1 ≡ 〈(R, e1),γ,S ′1, δ,S
′′
1〉cos,max, i siguin U2 ∈ U(e2), tals que U1 és
distributiva sobre U2, i δ 6 e2. Si U2 és de Ucts, llavors U2 ∈ Umax i existeix una t-norma T tal
que U2 ha de venir donada per
U2(x,y) =

γT(xγ ,
y
γ) si (x,y) ∈ [0,γ]2
max(x,y) si max(x,y) > e2
min(x,y) altrament.
(3.20)
Demostració: Pel lema anterior, està clar que U2 ha de ser de Umax i el resultat segueix
del lema 3.4.16.
Teorema 3.4.23 Siguin U1 ≡ 〈(R, e1),γ,S ′1, δ,S
′′
1〉cos,max, i U2 ∈ Umnx ∪ Ucts. Llavors, U1 és
distributiva sobre U2 si i només si
• e2 > γ,
• U1(e2, e2) = e2,
• existeix una t-norma T tal que R és distributiva sobre T (que vol dir, T = min o T és estricta
i, si t és el generador additiu de T satisfent t(e1γ ) = 1 llavors
1
t és també un generador
multiplicatiu de R),
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• Se satisfà un dels casos següents:
(i) e2 < δ i llavors U2 ve donada per l’equació (3.19), o
(ii) δ 6 e2 i llavors U2 ve donada per l’equació (3.20).
Demostració: La implicació directa és conseqüència dels resultats anteriors, i tenint en
compte les solucions de la distributivitat per uninormes representables del teorema 3.2.26.
Recíprocament, és un càlcul comprovar que quan U1 i U2 són com a l’enunciat, U1 és
distributiva sobre U2.
L’estructura general de U1 i U2 tal que U1 és distributiva sobre U2 es pot observar a la
figura 22 per al cas (i), i la figura 23 per al cas (ii).
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Figura 22. U1 ∈ Ucos,max (esquerra) distributiva sobre U2 ∈ Umnx (dreta), amb γ 6 e2 < δ.
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Figura 23. U1 ∈ Ucos,max (esquerra) distributiva sobre U2 ∈ Umax (dreta), amb δ 6 e2.
- U1 de Ucos,min
Tot seguit considerem el cas que U1 ∈ Ucos,min. Per dualitat, emprant el teorema 2.2.34
obtindrem els resultats duals als fets per U1 ∈ Ucos,max.
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Lema 3.4.24 Siguin U1 ≡ 〈T ′1,α, T
′′
1 ,β, (R, e1)〉cos,min, i U2 ∈ U(e2), tals que U1 és distributiva
sobre U2. Llavors e2 6 β.
Demostració: Emprant el lema 3.1.7, sabem que si U1 és distributiva sobre U2, llavors
U˜1 ho serà sobre U˜2.
A més, pel teorema 2.2.36, U˜1 ∈ Ucos,max, amb paràmetres U˜1 ≡ 〈(R˜, 1− e1),N(β), T˜ ′′1 , 1−
α, T˜
′
1〉cos,max i llavors podrem emprar el lema 3.4.14 i tindrem que 1−β 6 1− e2, és a dir,
e2 6 β, com volíem veure.
Lema 3.4.25 Siguin U1 ≡ 〈T ′1,α, T
′′
1 ,β, (R, e1)〉cos,min, i U2 ∈ Ucts, tals que U1 és distributiva
sobre U2. Llavors U2(e1, e1) < 1.
Demostració: Raonant igual que a la demostració del lema anterior, U˜1 és distributiva
sobre U˜2, U˜1 és de Ucos,max, i U˜2 és de Ucts. Llavors podem emprar el lema 3.4.15, i tindrem
que U˜2(1− e1, 1− e1) > 0, i emprant la definició de U˜2, es té que U2(e1, e1) < 1− 0 = 1,
com volíem demostrar.
Lema 3.4.26 Siguin U1 ≡ 〈T ′1,α, T
′′
1 ,β, (R, e1)〉cos,min, i U2 ∈ Ucts, tals que U1 és distributiva
sobre U2. Llavors U2(x, x) = x per a tot x ∈ [0,β].
Demostració: Seguint el mateix procediment que a les demostracions dels lemes anteriors,
podem aplicar el lema 3.4.16 per a U˜1 i U˜2, i llavors tindrem que U˜2(x, x) = x per a tot
x ∈ [1−β, 1], i fent el canvi de variable y = 1−x, tenim que U2(y,y) = y per a tot y ∈ [0,β],
i el lema queda demostrat.
Corol.lari 3.4.27 Siguin U1 ≡ 〈T ′1,α, T
′′
1 ,β, (R, e1)〉cos,min, i U2 ∈ Ucts, tals que U1 és distributi-
va sobre U2. Llavors U2 no és ni representable, ni de Ucos.
Lema 3.4.28 Siguin U1 ≡ 〈T ′1,α, T
′′
1 ,β, (R, e1)〉cos,min, i U2 ∈ U(e2), tals que U1 és distributiva
sobre U2. Per a tots y < e2 < z < 1 tenim que U2(y, z) 6= z.
Demostració: Tenim que U˜1 és distributiva sobre U˜2, i llavors, pel lema 3.4.18, tindrem
que per a tots 0 < y < 1− e2 < z és cert que U˜2(y, z) 6= y. Llavors això vol dir que per a
tots 1− z < e2 < 1− y < 1 se compleix que U2(1− y, 1− z) 6= 1− y, que és equivalent al
que volíem demostrar.
Lema 3.4.29 Siguin U1 ≡ 〈T ′1,α, T
′′
1 ,β, (R, e1)〉cos,min, i U2 ∈ Umnx, tals que U1 és distributiva
sobre U2 amb α < e2 6 β. Llavors U2(x, 1) = U1(x, 1) per a tot x ∈ [0, 1].
Demostració: Sabem que U˜1 és distributiva sobre U˜2, i també tindrem 1−β 6 e2 < 1−α,
i podem aplicar el lema 3.4.19.
Corol.lari 3.4.30 Siguin U1 ≡ 〈T ′1,α, T
′′
1 ,β, (R, e1)〉cos,min, i U2 ∈ Umnx, tals que U1 és distribu-
tiva sobre U2, i α < e2 6 β. Llavors U2 ha de venir donada per
U2(x,y) =

β+ (1−β)S
(
x−β
1−β ,
y−β
1−β
)
si (x,y) ∈ [β, 1]2
min(x,y) si min(x,y) < e2 i max(x,y) < 1
U1(x,y) si x = 1 ò y = 1
max(x,y) altrament.
(3.21)
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Demostració: Es tracta de fer el procediment seguit a les demostracions anteriors, fent el
dual del corol.lari 3.4.20
Lema 3.4.31 Siguin U1 ≡ 〈T ′1,α, T
′′
1 ,β, (R, e1)〉cos,min, i U2 ∈ U(e2), tals que U1 és distributiva
sobre U2, i e2 6 α. Llavors U2(x, 1) = x per a tot x < e2, que és, U2 ha de ser de Umin.
Demostració: Resultat dual de 3.4.21.
Corol.lari 3.4.32 Siguin U1 ≡ 〈T ′1,α, T
′′
1 ,β, (R, e1)〉cos,min, i siguin U2 ∈ U(e2), tals que U1 és
distributiva sobre U2, i e2 6 α. Si U2 és de Ucts, llavors U2 ∈ Umin i existeix una t-conorma S tal
que U2 ha de venir donada per
U2(x,y) =

β+ (1−β)S
(
x−β
1−β ,
y−β
1−β
)
si (x,y) ∈ [β, 1]2
min(x,y) si min(x,y) 6 e2
max(x,y) altrament.
(3.22)
Demostració: Resultat dual de 3.4.22.
Teorema 3.4.33 Siguin U1 ≡ 〈T ′1,α, T
′′
1 ,β, (R, e1)〉cos,min, i U2 ∈ Umnx ∪ Ucos. Llavors, U1 és
distributiva sobre U2 si i només si
• e2 6 β,
• U1(e2, e2) = e2,
• existeix una t-conorma S tal que R és distributiva sobre S (que vol dir, S = max ò S és estricta
i, si s és el generador additiu de S satisfent s(e1−β1−β ) = 1, és també un generador multiplicatiu
de R),
• Se satisfà un dels casos següents:
(i) e2 > α i llavors U2 ve donada per l’equació (3.21), ò
(ii) e2 6 α i llavors U2 ve donada per l’equació (3.22).
Demostració: Dual del teorema 3.4.23.
L’estructura general de U1 i U2 tal que U1 és distributiva sobre U2 es pot observar a la
figura 24 per al cas (i), i la figura 25 per al cas (ii).
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Figura 24. U1 ∈ Ucos,min (esquerra) distributiva sobre U2 ∈ Umnx (dreta), amb α < e2 6 β.
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Figura 25. U1 ∈ Ucos,min (esquerra) distributiva sobre U2 ∈ Umin (dreta), amb e2 6 α.
3.5 conclusions
Des del treball de Zimmermann i Zysno ([107]), és ben reconeguda la conveniència de
que els operadors utilitzats en lògica borrosa i d’altres relacionats (com ara les funcions
d’agregació) verifiquin el màxim de propietats habituals en la lògica clàssica. Una d’aquestes
propietats especialment important és la distributivitat llargament estudiada per molts
autors ([9, 8, 16, 20, 22, 48, 68, 70])
En aquest capítol hem resolt l’equació funcional de la distributivitat (D) quan F i G són
uninormes de diverses classes, o bé t-normes o t-conormes. S’han obtingut en alguns casos
solucions desconegudes fins al moment. El cas més important, és el cas de la distributivitat
i la distributivitat condicional d’una uninorma sobre una t-conorma (contínua). Per al cas
d’una uninorma representable, obtenim que hi ha solucions quan la t-conorma és estricta.
A més a més, obtenim solucions de la distributivitat amb una t-conorma que és suma
ordinal d’una t-conorma estricta amb altres t-conormes qualssevol, quan la uninorma és
contínua a ]0, 1[2.
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També són de destacar les solucions obtingudes quan els operadors F i G són uninormes
idempotents, ja que les solucions dels parells distributius coincideixen amb les de la
modularitat, i per tant s’obté tota una família de parelles d’uninormes que satisfan ambdues
propietats: la modularitat d’una sobre l’altra, i la de formar un parell distributiu.
Un altre punt important és el de les solucions obtingudes quan es consideren dues
uninormes en sentit estricte, és a dir, que no siguin ni t-normes ni t-conormes. En una gran
part dels casos, de forma semblant al resultat que s’obté per a t-normes i t-conormes, el
segon operador involucrat ha de ser idempotent, encara que depenent de a quina classe
pertanyi la primera uninorma, s’obtenen condicions més restrictives. L’únic cas on no
s’obtenen solucions (llevat quan considerem el cas del màxim) és quan el primer operador
és una uninorma representable que, com hem vist, és distributiu sobre una t-conorma
estricta.
L’estudi de totes les possibles solucions de l’equació de distributivitat, que s’ha fet en
aquest capítol es pot aplicar als camps següents, com hem esmentat anteriorment:
• Semianells condicionalment distributius (veure [78]). En la teoria del pseudo-anàlisi
i les mesures pseudo-additives, una possibilitat consisteix en definir un semianell
condicionalment distributiu, de la manera següent.
Definició 3.5.1 Sigui U una uninorma i S una t-conorma. Si satisfan (CD), llavors direm
que (S,U, [0, 1]) és un semianell condicionalment distributiu.
A 3.2.18 s’han trobat les solucions de (CD) de semianells condicionalment distributius
(els casos de Ucos,min i Ucos,max), i que es poden emprar com a tals.
• (S,U)-integral. En el context de la definició anterior, es va proposar a [61] la definició
de (S,U)-integral, que es basa en semianells condicionalment distributius. Per tant,
amb aquestes noves solucions es podrien construir noves (S,U)-integrals, i estudiar
les seves propietats. Notem que aquestes integrals s’han utilitzat ja amb èxit en la
resolució de determinades equacions amb derivades parcials, i també en camps com
ara la mesura de la informació.
• Distributivitat amb implicacions (capítol següent). Un dels camps on s’ha proposat una
equació de distributivitat ha estat en el de les implicacions borroses. Aquest és un
problema que s’ha resolt per al cas de t-normes i t-conormes, i les implicacions que
es poden construir a partir d’elles, però l’estudi de la distributivitat fet en aquest
capítol, dóna solució al cas de que se considerin uninormes i implicacions definides a
partir d’elles. És a aquest problema al que es dedica el capítol següent.

4
FUNCIONS D ’ IMPL ICACIÓ
4.1 introducció
Uns dels connectius més utilitzats i estudiats en la lògica borrosa són les funcions d’implica-
ció que modelen els condicionals de la lògica clàssica. Com hem comentat a la introducció,
la seva importància es veu reforçada perquè s’utilitzen també per realitzar inferències a
través del modus ponens i el modus tollens. La majoria d’aquestes funcions d’implicació es
construeixen a partir de t-normes i t-conormes. Principalment, es distingeixen dos tipus
d’implicacions: les implicacions residuals (o R-implicacions) a partir de t-normes, i les
implicacions fortes (o S-implicacions) a partir de t-conormes (veure subsecció 4.1.1).
Recentment, també s’han estudiat les R i S implicacions derivades d’uninormes, especial-
ment de les de les classes Umin, Umax o representables (veure subsecció 4.1.2).
En aquest capítol ampliarem aquest estudi a les uninormes idempotents i les contínues a
]0, 1[2, estudiant les propietats de distributivitat esmentades a la introducció.
Donem primer la definició general de funció d’implicació.
Definició 4.1.1 Un operador binari I : [0, 1] × [0, 1] → [0, 1] és una funció d’implicació, o
simplement una implicació, si satisfà:
• I és decreixent en la primera secció i creixent en la segona.
• I satisfà:
I(0, 0) = I(1, 1) = 1 i I(1, 0) = 0.
Nota 4.1.2 De la definició es dedueix immediatament que I(x, 1) = 1, i que I(0, x) = 1, per a tot
x ∈ [0, 1], en particular es té que I(0, 1) = 1, i llavors I |{0,1}2 coincideix amb la implicació booleana
clàssica.
Hi haurà dues propietats molt importants que voldrem estudiar d’una funció d’implica-
ció, i ara citem les definicions.
Definició 4.1.3 Siguin I una funció d’implicació i N una negació forta. Direm que I satisfà la
propietat de contraposició respecte de N si
I(N(y),N(x)) = I(x,y) per a tots x,y ∈ [0, 1]. (4.1)
Definició 4.1.4 Sigui I una funció d’implicació. Direm que I satisfà el principi d’intercanvi si
I(x, I(y, z)) = I(y, I(x, z)) per a tots x,y, z ∈ [0, 1]. (4.2)
4.1.1 Implicacions a partir de t-normes i t-conormes
Una manera de generar funcions d’implicació a partir de t-conormes és generalitzant la
identitat x→ y ≡ ¬x∨ y, de la lògica clàssica.
Definició 4.1.5 Siguin S una t-conorma i N una negació forta. La implicació forta, també
anomenada S-implicació, associada a S i N és l’operador donat per
IS,N(x,y) = S(N(x),y).
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Una altra manera de generar funcions d’implicació, en aquest cas a partir de t-normes,
és la residuació, que definim a continuació.
Definició 4.1.6 Sigui T una t-norma. La implicació residual, o R-implicació, associada a T és
l’operador donat per
IT (x,y) = sup{z ∈ [0, 1] | T(x, z) 6 y}.
Nota 4.1.7 Aquesta implicació prové dels reticles residuats, i habitualment es defineix per a t-normes
contínues per l’esquerra, ja que llavors es verifica la propietat de residuació:
T(x,y) 6 z si i només si IT (x, z) > y per a tots x,y, z ∈ [0, 1].
També es pot definir, de manera equivalent, l’operador de residuació a partir de t-
conormes.
Definició 4.1.8 Sigui S una t-conorma. Denotarem per RS l’operador residual associat a la
t-conorma S, és a dir
RS(x,y) = sup{z ∈ [0, 1] | S(x, z) 6 y}.
Sobre si els operadors definits anteriorment són funcions d’implicació, tenim la proposi-
ció següent.
Proposició 4.1.9 Donades una t-norma T , una t-conorma S i una negació forta N, la R-implicació
IT i la S-implicació IS,N són funcions d’implicació.
Exemple 4.1.10 A continuació donem les implicacions generades a partir de les t-normes i t-
conormes introduïdes a l’exemple 2.1.3, i la negació forta N(x) = 1− x.
1. A partir de la t-norma mínim, TM, i de la t-conorma màxim, SM, tenim:
ISM,N(x,y) = max(1− x,y), ITM(x,y) =
1 si x 6 y
y altrament,
anomenades respectivament implicació de Kleene-Dienes i implicació de Gödel.
2. Si prenem la t-norma producte, TP, i la seva t-conorma dual per N, la suma probabilística SP,
obtenim:
ISP,N(x,y) = 1− x+ xy, ITP(x,y) =
1 si x 6 yy
x
altrament,
anomenades respectivament implicació de Reichenbach i implicació de Goguen.
3. Si prenem la t-norma i la t-conorma de Łukasiewicz, TL i SL es tenen:
ISL,N(x,y) = min(1− x+ y, 1), ITL(x,y) = min(1− x+ y, 1).
En aquest cas ISL,N i ITL coincideixen i s’anomena implicació de Łukasiewicz.
Entre les propietats més importants que verifiquen IT i IS,N podem destacar que IS,N
satisfà la propietat de contraposició i el principi d’intercanvi. Si T és contínua per l’esquerra,
IT (x,y) satisfà també el principi d’intercanvi
Per una altra part, en general, agafant S la t-conorma N-dual de T , IS,N i IT no coincidei-
xen. Tenim el resultat següent per al cas de t-normes contínues.
4.1 introducció 89
Teorema 4.1.11 ([50], teorema 1) Siguin T una t-norma contínua, N una negació forta, i S la
t-conorma N-dual de T . Llavors, IS,N = IT si i només si existeix un automorfisme φ : [0, 1]→ [0, 1]
tal que
T(x,y) = φ−1(max(φ(x) +φ(y) − 1, 0)),
(és a dir, una φ-transformació de la t-norma de Łukasiewicz, que són les t-normes contínues
arquimedianes nilpotents). En aquest cas la negació forta N ve donada per:
N(x) = φ−1(1−φ(x))
i la implicació resultant és:
IT (x,y) = φ−1(min(1−φ(x) +φ(y), 1)).
A continuació citem un resultat important sobre implicacions residuals a partir de
t-normes, que ens servirà més endavant.
Proposició 4.1.12 Siguin T una t-norma contínua i IT la seva implicació residual.
(i) ([52], teorema 1.14) IT (x,y) = 1 si i només si x 6 y (només és necessària la continuïtat per
l’esquerra).
(ii) ([43], teorema 7) Si T és arquimediana amb generador additiu h, IT ve donada per
IT (x,y) =
1 si x 6 y,
h−1(h(y) − h(x)) altrament.
(iii) ([43], teorema 8) Si T conté un sumand ordinal arquimedià Tab a l’interval [a,b] ⊂ [0, 1],
amb generador additiu hab : [a,b]→ [0,+∞] llavors, en aquest interval, IT ve donada per
IT (x,y) =
1 si a 6 x 6 y 6 b,
h−1ab(hab(y) − hab(x)) altrament.
Nota 4.1.13 Notem que, per les expressions anteriors, és fàcil veure que quan T és arquimediana no
estricta (és a dir, h(0) <∞, IT és contínua, mentre que per t-normes estrictes, amb h(0) =∞, IT
no és contínua al punt (0, 0). En qualsevol cas, quan T té un sumand ordinal arquimedià Tab, fixat
c ∈ ]a,b[⊂]0, 1[ , com que hab(c) <∞, la secció IT (−, c) és estrictament decreixent a l’interval
[c,b], prenent tots els valors de
lim
x→c+
IT (x, c) = lim
x→c+
h−1ab(hab(c) − hab(x)) = b fins a IT (b, c) = c,
però IT no és contínua quan b < 1 perquè IT (c, c) = 1.
4.1.2 Implicacions a partir d’uninormes de Umin, Umax i representables
De manera similar a l’apartat anterior, a partir d’uninormes es poden definir dos tipus
d’operadors d’implicació. El primer tipus serà a partir d’uninormes disjuntives, i obtindrem
les implicacions fortes.
Definició 4.1.14 Siguin U una uninorma disjuntiva i N una negació forta , l’operador donat per
IU,N(x,y) = U(N(x),y) per a tots x,y ∈ [0, 1] (4.3)
és una funció d’implicació, anomenada la implicació forta de U i N.
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Per la definició de IU,N, i com que U és commutativa, podem assegurar que IU,N satisfà
el principi d’intercanvi i la contraposició respecte de N, com podem veure a la proposició
següent.
Proposició 4.1.15 Siguin U una uninorma disjuntiva, N una negació forta i IU,N la implicació
forta de U i N. Llavors IU,N satisfà la contraposició respecte de N i satisfà el principi d’intercanvi.
De manera semblant a l’apartat anterior, es pot definir un operador emprant la propietat
de residuació a partir d’uninormes.
Definició 4.1.16 Sigui U una uninorma. L’operador residual de U és l’operador donat per
RU(x,y) = sup{z ∈ [0, 1] | U(x, z) 6 y} per a tots x,y ∈ [0, 1]. (4.4)
Mentre que l’operador definit a (4.3) és sempre una implicació, l’operador residual
d’una uninorma no ho és sempre. En aquest sentit, tenim la següent condició necessària i
suficient.
Proposició 4.1.17 ([37], proposició 7) Sigui U ∈ U(e). L’operador binari definit a (4.4) és una
implicació si i només si, per a tot z ∈ [0, 1[ , U(0, z) = 0 (o equivalentment, per a tot z ∈ ]e, 1[ ,
U(0, z) = 0).
Nota 4.1.18 A la condició de la proposició anterior, no queda determinat el valor de U(0, 1). És
evident que totes les uninormes conjuntives verifiquen aquesta condició, però també la verifiquen
algunes uninormes disjuntives. Per exemple, les uninormes representables, però també, com veurem
més endavant, algunes uninormes idempotents i algunes uninormes de Ucos.
Ara podem definir la implicació residual d’una uninorma de la manera següent.
Definició 4.1.19 Sigui U una uninorma tal que satisfà U(0, x) = 0 per a tot x < 1. La implicació
residual (o la R-implicació) de U és l’operador donat per
IU(x,y) = sup{z ∈ [0, 1] | U(x, z) 6 y} per a tots x,y ∈ [0, 1]. (4.5)
Tenim les propietats següents de les implicacions residuals sobre una uninorma U.
Proposició 4.1.20 ([39]) Sigui U una uninorma conjuntiva i IU la seva implicació residual. Per a
tots x,y, z ∈ [0, 1] tenim
(i) La segona secció de IU és contínua per la dreta,
(ii) y 6 IU(x,U(x,y)),
(iii) Si U és contínua per l’esquerra se satisfà:
– La propietat de residuació: U(x,y) 6 z si i només si y 6 IU(x, z).
– La primera secció de IU és contínua per l’esquerra
– IU satisfà el principi d’intercanvi IU(x, IU(y, z)) = IU(y, IU(x, z)),
– U(x, IU(x,y)) 6 y,
– IU(U(x,y), z) = IU(x, IU(y, z)).
En aquesta part ens dedicarem a esmentar els resultats coneguts sobre implicacions
residuals d’uninormes de les classes de Umin, Umax i representables (excloent les que siguin
t-normes o t-conormes, ja que les hem tractat a la secció anterior), resultats publicats a
[37, 38] i [39].
Per a les uninormes de Umin tenim el resultat següent.
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Teorema 4.1.21 ([37], teorema 4) Sigui U ≡ 〈T, e,S〉min. Aleshores la seva implicació residual
IU ve donada per
IU(x,y) =

1 si 0 6 x < e i x 6 y
eIT
(
x
e ,
y
e
)
si 0 6 x < e i x > y
y si y 6 e 6 x
e si e 6 y < x
e+ (1− e)RS
(
x−e
1−e ,
y−e
1−e
)
si e 6 x 6 y.
(4.6)
L’estructura d’aquestes IU es pot veure a la figura 26.
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Figura 26. Estructura de la implicació residual IU d’una uninorma U de Umin amb element neutre
0 < e < 1.
Per a uninormes representables, es va caracteritzar la seva implicació residual en el
resultat següent.
Teorema 4.1.22 ([37], teorema 5) Sigui U ≡ 〈h, e〉rep. Aleshores la seva implicació residual IU
ve donada per
IU(x,y) =
h−1(h(y) − h(x)) si (x,y) ∈ [0, 1]2 \ {(0, 0), (1, 1)}
1 altrament.
La relació entre les implicacions residuals i les implicacions fortes, es va estudiar per al
cas d’uninormes representables, obtenint aquest resultat.
Proposició 4.1.23 ([37], proposició 9) Siguin U ≡ 〈h, e〉rep disjuntiva, i U∗ ≡ 〈h, e〉rep con-
juntiva. Llavors la igualtat següent se satisfà
IU∗ = IU = IU,NU ,
on NU és la negació associada a U, és a dir NU(x) = h−1(−h(x)), per a tot x ∈ [0, 1].
Quant a la contraposició i el principi d’intercanvi, gràcies a la proposició anterior i la
proposició 4.1.15 tenim el corol.lari següent per a uninormes representables.
Corol.lari 4.1.24 Sigui U ≡ 〈h, e〉rep, i IU la seva implicació residual. Llavors IU satisfà la
contraposició respecte de NU i el principi d’intercanvi.
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4.2 implicacions fortes
En aquesta secció estudiarem propietats relatives a les implicacions fortes definides a partir
d’uninormes disjuntives. Primer començarem donant l’estructura de les implicacions fortes
derivades d’uninormes de la classe de Ucos, i a continuació estudiarem la distributivitat
d’aquestes implicacions sobre uninormes disjuntives i conjuntives.
4.2.1 A partir d’uninormes de Ucos
Com hem vist a l’apartat anterior, per poder tenir una implicació forta a partir d’una
uninorma U i una negació forta N, necessitem que la uninorma sigui disjuntiva. Notem
que, per a una uninorma U ∈ Ucos, U és disjuntiva si i només si tenim un dels casos
següents:
a) U ≡ 〈0, T,β, (R, e)〉cos,min, amb α = 0 (conseqüentment només una t-norma T és
necessària a la seva expressió), i U(1, 0) = 1.
b) U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max, amb U(1, 0) = 1.
En ambdós casos, l’estructura general de la implicació forta derivada a partir d’aques-
tes uninormes es pot calcular fàcilment i les donem en les dues proposicions següents,
respectivament. Les demostracions en ambdues proposicions són càlculs.
Proposició 4.2.1 Si U ≡ 〈0, T,β, (R, e)〉cos,min és una uninorma disjuntiva de Ucos,min, llavors
IU,N ve donada per
IU,N(x,y) =

βT
(
N(x)
β ,
y
β
)
si x ∈ [N(β), 1] i y ∈ [0,β]
β+ (1−β)R
(
N(x)−β
1−β ,
y−β
1−β
)
si x ∈ ]0,N(β)[ i y ∈ ]β, 1[
1 si x = 0 ò y = 1
min(N(x),y) altrament.
Proposició 4.2.2 Si U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max és una uninorma disjuntiva, llavors IU,N ve
donada per
IU,N(x,y) =

γ+ (δ− γ)S
′
(
N(x)−γ
δ−γ ,
y−γ
δ−γ
)
si x ∈ [N(δ),N(γ)] i y ∈ [γ, δ]
δ+ (1− δ)S
′′
(
N(x)−δ
1−δ ,
y−δ
1−δ
)
si x ∈ [0,N(δ)] i y ∈ [δ, 1]
γR
(
N(x)
γ ,
y
γ
)
si x ∈ ]N(γ), 1[ i y ∈ ]0,γ[
0 si x = 1,y ∈ [0,γ[, o y = 0, x ∈ ]N(δ), 1]
0 ò max(N(x),y) si (x,y) = (1, δ) o (x,y) = (N(δ), 0)
max(N(x),y) altrament.
Es pot observar l’estructura general de IU,N on U ∈ Ucos,min i U ∈ Ucos,max a les figures
27 i 28, respectivament.
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y
N(x)
T
R
0
β
1
N(β) 1
Figura 27. IU,N amb U ∈ Ucos,min, on els operadors R i T de la figura són aplicats al parell (N(x),y).
N(x)
y
S ′
S ′′
R
0
δ
γ
1
N(δ) N(γ) 1
t
t
Figura 28. IU,N amb U ∈ Ucos,max, on els operadors R, S i S ′′ són aplicats al parell (N(x),y).
4.2.2 Distributivitat d’implicacions fortes sobre uninormes
La propietat que volem estudiar, com hem comentat al problema 2 de la introducció, és la
distributivitat de funcions d’implicació sobre uninormes conjuntives i disjuntives, és a dir,
per al cas d’implicacions fortes:
IU,N(Uc(x,y), z) = Ud(IU,N(x, z), IU,N(y, z)) (4.7)
per a tots x,y, z ∈ [0, 1], on Uc i Ud són uninormes, tals que Uc és conjuntiva i Ud és
disjuntiva. Aquesta mateixa equació ha estat resolta per t-normes i t-conormes a [95], tant
per a implicacions fortes com per a residuals. Però en ambdós casos les úniques solucions
apareixen quan la t-norma és el mínim i la t-conorma és el màxim.
En aquest apartat resoldrem aquesta equació, considerant la uninorma U d’una de les
classes descrites als preliminars, i les t-normes i t-conormes associades a Uc i Ud són
contínues, i veurem com apareixen noves solucions no trivials fins i tot per a t-normes.
Primer, tenim el resultat següent, que farà essencials els resultats de la secció de distribu-
tivitat.
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Teorema 4.2.3 Siguin U, Uc i Ud uninormes, amb U i Uc disjuntives, Uc conjuntiva, N una
negació forta i IU,N la implicació forta de U i N. Tenim que IU,N, Uc i Ud satisfan l’equació (4.7)
si i només si Uc i Ud són N-duals i U és distributiva sobre Ud.
Demostració: Suposem primer que IU,N, Uc i Ud satisfan l’equació (4.7). Basta posar
z = e en aquesta equació i obtenim
IU,N(Uc(x,y), e) = Ud(IU,N(x, e), IU,N(y, e)).
És a dir, com que IU,N(x, e) = U(N(x), e) = N(x), tenim
N(Uc(x,y)) = Ud(N(x),N(y)),
Això implica que Uc i Ud són N-duals. A més a més, d’aquesta dualitat tenim, per una
banda
IU,N(Uc(x,y), z) = U(N(Uc(x,y)), z) = U(Ud(N(x),N(y)), z)
i, per una altra
Ud(IU,N(x, z), IU,N(y, z)) = Ud(U(N(x), z),U(N(y), z)).
Com que l’equació (4.7) és certa, obtenim la distributivitat de U sobre Ud.
Recíprocament, si Uc i Ud són N-duals, tornant enrere els raonaments anteriors, podem
veure que la distributivitat de U sobre Ud implica l’equació (4.7).
Llavors, per tenir les solucions de (4.7), hem de resoldre l’equació de distributivitat (D),
d’una uninorma disjuntiva U sobre una uninorma disjuntiva Ud:
U(x,Ud(y, z)) = Ud(U(x,y),U(x, z)) (4.8)
per a tots x,y, z ∈ [0, 1]. A continuació adaptarem els resultats del capítol de distributivitat
per a una uninorma U distributiva sobre Ud, ambdues disjuntives. Per fer-ho, distingirem
els casos següents:
• U és una t-conorma, S.
• Ud és una t-conorma (i conseqüentment Uc és una t-norma).
• U i Ud són uninormes amb elements neutres e i ed respectivament, de manera que
e, ed ∈ ]0, 1[ .
Cas U t-conorma
En aquest cas, considerem S una t-conorma, N una negació forta, IS,N la implicació forta
generada per S i N, Uc una uninorma conjuntiva i Ud una disjuntiva. Per resoldre l’equació
IS,N(Uc(x,y), z) = Ud(IS,N(x, z), IS,N(y, z)) (4.9)
per a tots x,y, z ∈ [0, 1], només necessitem trobar quines t-conormes S són distributives
sobre la uninorma disjuntiva Ud. Aquest problema l’hem resolt al capítol anterior, a la
subsecció 3.2.3, obtenint com a resultat final el teorema 3.2.32, i de les solucions d’aquest
teorema podem deduir el resultat següent.
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Teorema 4.2.4 Siguin S una t-conorma, N una negació forta i IS,N la implicació forta de S
i N. Siguin Uc una uninorma conjuntiva i Ud una disjuntiva amb elements neutres ec i ed
respectivament. Llavors, IS,N, Uc i Ud satisfan l’equació (4.9) si i només si Ud és una uninorma
idempotent de Umax,Uc iUd sónN-duals i S = (〈0, ed,S1〉, 〈ed, 1,S2〉), on S1 i S2 són t-conormes
qualssevol.
Nota 4.2.5 A la figura 29 podem observar l’estructura de S, Uc i Ud, de manera que IS,N, Uc i
Ud satisfan l’equació (4.9).
max
maxS1
S2
ed
ed
max
maxmin
max
ed
ed
min
minmin
max
N(ed)
N(ed)
Figura 29. Estructura general d’una t-conorma S (dalt, esquerra), una uninorma disjuntiva Ud
(dalt, dreta) i una uninorma conjuntiva Uc (baix), de manera que IS,N, Uc i Ud satisfan
l’equació (4.9), essent ec = N(ed).
Cas Ud t-conorma
Ara considerarem el cas en que U sigui una uninorma disjuntiva amb element neutre
e ∈ ]0, 1[ , N una negació forta, IU,N la implicació forta generada per U i N, T una t-norma,
i S una t-conorma. De nou, per resoldre l’equació
IU,N(T(x,y), z) = S(IU,N(x, z), IU,N(y, z)) (4.10)
per a tots x,y, z ∈ [0, 1], només haurem de cercar quines uninormes disjuntives U són
distributives sobre una t-conorma S. En el nostre estudi, hem resolt aquest problema a la
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subsecció 3.2.1. De les solucions del teorema 3.2.19 i 3.2.18 podem deduir totes les solucions
de l’equació (4.10).
Teorema 4.2.6 Sigui U una uninorma disjuntiva amb element neutre e ∈ ]0, 1[ que és idempotent,
de Umax, representable, o de Ucos. Siguin N una negació forta, IU,N la implicació forta generada per
U i N, T una t-norma, i S una t-conorma contínua. Llavors, IU,N, T i S satisfan l’equació (4.10) si
i només si T i S són N-duals i tenim algun dels casos següents:
(a) S = max, T = min,
(b) S és estricta, U és representable, i si s és el generador additiu de S satisfent s(e) = 1, llavors
s és també un generador multiplicatiu de U,
(c) U ≡ 〈0, T,β, (R, e)〉cos,min i existeix una t-conorma estricta S∗ tal que el seu generador
additiu amb s
(
e−β
1−β
)
= 1 és també un generador multiplicatiu de R i S = (〈β, 1,S∗〉).
(d) U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max i existeix una t-conorma estricta S∗ tal que el seu generador
additiu amb s
(
e
γ
)
= 1 és també un generador multiplicatiu de R i S = (〈0,γ,S∗〉).
Nota 4.2.7 Notem que només les solucions quan considerem implicacions derivades de t-conormes
requereixen que T i S siguin el mínim i el màxim. Pel contrari, aquí tenim implicacions fortes que
satisfan (4.10) amb T i S estrictes, i, T i S sumes ordinals.
Cas U i Ud uninormes
Ara, U denotarà una uninorma disjuntiva amb element neutre e ∈ ]0, 1[ , N una negació
forta, i IU,N la implicació forta generada per U i N. També, Uc denotarà una uninorma
conjuntiva i Ud una disjuntiva amb elements neutres ec i ed, respectivament, tals que
0 < ec, ed < 1. Ara, per resoldre l’equació
IU,N(Uc(x,y), z) = Ud(IU,N(x, z), IU,N(y, z)) (4.11)
per a tots x,y, z ∈ [0, 1] necessitem trobar quines uninormes disjuntives U són distributives
sobre uninormes disjuntives Ud. És a dir, voldrem estudiar l’equació de distributivitat
U(x,Ud(y, z)) = Ud(U(x,y),U(x, z)) (4.12)
per a uninormes disjuntives. Aquesta equació (sense la restricció de que U i Ud siguin
disjuntives) s’ha resolt a la subsecció 3.3.1. A continuació adaptarem els resultats obtinguts
als teoremes 3.4.12, 3.4.23 i 3.4.33 per a uninormes disjuntives.
Teorema 4.2.8 Siguin U ≡ 〈T, e,S〉 ∈ Uide ∪ Umax ∪ Urep ∪ Ucos disjuntiva, N una negació
forta i IU,N la implicació forta generada per U i N. Siguin Uc ≡ 〈Tc, ec,Sc〉 conjuntiva i Ud ≡
〈Td, ed,Sd〉 disjuntiva de Ucts. Llavors IU,N, Uc i Ud satisfan l’equació (4.7) si i només si Uc i
Ud són N-duals, i tenim algun dels casos següents:
(i) U i Ud ∈ Uide, diguem U ≡ 〈g, e〉ide i Ud ≡ 〈gd, ed〉ide, respectivament, i
(a) Si e < ed, llavors
1. g(x) 6 gd(x) per a tot x ∈ [0, 1].
2. Si g(x) < gd(x) llavors gd(x) = ed i x 6 ed.
3. Si existeixen x i z satisfent g(z) = gd(z) = x i g(x) = gd(x) = z, llavors
U(x, z) = Ud(x, z).
(b) Si e = ed, llavors U = Ud.
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(c) Si e > ed, llavors
1. gd(x) 6 g(x) per a tot x ∈ [0, 1].
2. Si gd(x) < g(x) llavors gd(x) = ed i x > ed.
3. Si existeixen x i z satisfent g(z) = gd(z) = x i g(x) = gd(x) = z, llavors
U(x, z) = Ud(x, z).
(ii) U ∈ Umax, Ud ∈ Uide i
(a) Si e 6 ed, llavors Ud ∈ Umax i U ve donada per
U(x,y) =

eT
(
x
e ,
y
e
)
si (x,y) ∈ [0, e]2
e+ (ed − e)S
′
(
x−e
ed−e
, y−eed−e
)
si (x,y) ∈ [e, ed]2
ed + (1− ed)S
′′
(
x−ed
1−ed
, y−ed1−ed
)
si (x,y) ∈ [ed, 1]2
max(x,y) altrament.
(b) Si e > ed, llavors U ve donada per
U(x,y) =

edT
′
(
x
ed
, yed
)
si (x,y) ∈ [0, ed]2
ed + (e− ed)T
′′
(
x−ed
e−ed
, y−ede−ed
)
si (x,y) ∈ [ed, e]2
e+ (1− e)S
(
x−e
1−e ,
y−e
1−e
)
si (x,y) ∈ [e, 1]2
min(x,y) si min(x,y) 6 ed 6 max(x,y) 6 e
max(x,y) altrament,
i Ud i gd són com al lema 3.4.8.
(iii) U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max, i Ud ∈ Ucts i se satisfà:
– ed > γ,
– U(ed, ed) = ed,
– existeix una t-norma T tal que R és distributiva sobre T (que vol dir, T = min o T és
estricta i, si t és el generador additiu de T satisfent t( eγ) = 1 llavors
1
t és també un
generador multiplicatiu de R),
– Se satisfà un dels casos següents:
(i) ed < δ i llavors Ud ve donada per l’equació (3.19), o
(ii) δ 6 ed i llavors Ud ve donada per l’equació (3.20).
(iv) U ≡ 〈0, T,β, (R, e)〉cos,min, Ud ∈ Ucts, i se satisfà
– ed 6 β,
– U(ed, ed) = ed,
– existeix una t-conorma S tal que R és distributiva sobre S (que vol dir, S = max ò S és
estricta i, si s és el generador additiu de S satisfent s(e−β1−β) = 1, és també un generador
multiplicatiu de R),
– Ud ve donada per
Ud(x,y) =

β+ (1−β)S
(
x−β
1−β ,
y−β
1−β
)
si (x,y) ∈ [β, 1]2
min(x,y) si min(x,y) < ed i max(x,y) < 1
max(x,y) altrament.
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HHHHHHU
Ud t-conorma uninorma
t-conorma
Ud = max
Veure [95]
teorema 4.2.4
uninorma teorema 4.2.6 teorema 4.2.8
Taula 7. Resultats de la distributivitat d’implicacions fortes sobre uninormes.
Tots els resultats de l’equació de distributivitat d’implicacions fortes sobre uninormes
(4.7) es resumeixen a la taula 7.
4.2.3 Altres distributivitats
Per acabar amb aquesta secció, estudiarem diverses equacions de distributivitat, relaciona-
des amb l’estudiada a l’apartat anterior. Aquestes equacions també es varen estudiar a [13]
per al cas de t-normes i t-conormes. Aquestes equacions són les derivades de les següents
equivalències de la lògica clàssica:
(p∨ q)→ r ≡ (p→ r)∧ (q→ r),
p→ (q∧ r) ≡ (p→ q)∧ (p→ r),
p→ (q∨ r) ≡ (p→ q)∨ (p→ r).
En el nostre context, esdevenen, respectivament,
IU,N(Ud(x,y), z) = Uc(IU,N(x, z), IU,N(y, z)), (4.13)
IU,N(x,Uc(y, z)) = U ′c(IU,N(x,y), IU,N(x, z)), (4.14)
IU,N(x,Ud(y, z)) = U ′d(IU,N(x,y), IU,N(x, z)). (4.15)
per a tots x,y, z ∈ [0, 1]. Notem que l’equació (4.15) és dual de l’equació resolta a l’apartat
anterior i pot ser fàcilment resolta a través de dualitat. Efectivament, siguin IU,N una
implicació forta i Ud,U ′d uninormes disjuntives. Llavors I,Ud i U
′
d satisfan l’equació (4.15)
si i només si
IU,N(N(x),Ud(N(y),N(z))) = U ′d(IU,N(N(x),N(y)), IU,N(N(x),N(z)))
per a tots x,y, z ∈ [0, 1]. Això és equivalent a
IU,N(N(x),N(Uc(y, z))) = U ′d(IU,N(N(x),N(y)), IU,N(N(x),N(z)))
on Uc és la uninorma N-dual de Ud. Com que IU,N és una implicació forta, satisfà
la contraposició respecte de N (veure proposició 4.1.15) i llavors l’equació anterior és
equivalent a
I(Uc(y, z), x) = U ′d(I(y, x), I(z, x))
que és exactament (4.7). Llavors, les solucions de l’equació (4.15) deriven directament del
teorema 4.2.8, com segueix.
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Teorema 4.2.9 Siguin U ≡ 〈T, e,S〉 ∈ Uide ∪ Umax ∪ Urep ∪ Ucos disjuntiva, N una negació
forta i IU,N la implicació forta generada per U i N. Siguin Ud ≡ 〈Td, ed,Sd〉 i U ′d ≡ 〈T
′
d, e
′
d,S
′
d〉
disjuntives de Ucts. Llavors IU,N, Ud i U
′
d satisfan l’equació (4.15) si i només si Ud = U
′
d i es
verifica un dels quatre casos del teorema 4.2.8.
Respecte a les equacions (4.13) i (4.14), són duals l’una de l’altra, i per tant només
necessitem resoldre una d’elles, ja que l’altra restarà solucionada per dualitat. Ens centrarem
en l’equació (4.13). De manera similar al cas estudiat a la secció anterior, obtenim la
caracterització següent.
Teorema 4.2.10 Siguin U ≡ 〈T, e,S〉 disjuntiva, N una negació forta, IU,N la implicació forta
de U i N, Ud ≡ 〈Td, ed,Sd〉 disjuntiva i Uc ≡ 〈Tc, ec,Sc〉 conjuntiva. Llavors, IU,N, Ud i Uc
satisfan l’equació (4.13) si i només si Uc i Ud són N-duals i U és distributiva sobre Uc.
Demostració: Similar a la demostració del teorema 4.2.3.
Ara, per tant, el problema és resoldre la distributivitat d’una uninorma disjuntiva sobre
una conjuntiva, és a dir,
U(x,Uc(y, z)) = Uc(U(x,y),U(x, z)) per a tots x,y, z ∈ [0, 1]. (4.16)
on U és una uninorma disjuntiva i Uc és conjuntiva.
Distingirem els casos en què U o Uc siguin t-normes o t-conormes.
Cas U t-conorma
En aquest cas, no tindrem solucions, ja que segons el teorema 3.2.32, no hi ha cap t-conorma
distributiva sobre uninormes conjuntives.
Cas Uc t-norma
En aquest cas, pels resultats de la secció 3.2.2, tenim les solucions següents.
Teorema 4.2.11 Siguin U ≡ 〈T, e,S〉 ∈ Uide ∪ Umax ∪ Urep ∪ Ucos disjuntiva, N una negació
forta i IU,N la implicació forta generada per U i N. Siguin S una t-conorma i T una t-conorma.
Llavors IU,N, T i Ud satisfan l’equació (4.13) si i només si S i T són N-duals, i tenim algun dels
casos següents:
(i) T = TM.
(ii) U ∈ Urep, T és estricta, i si T és el generador additiu de T satisfent t(e) = 1, llavors 1t és
també un generador multiplicatiu de U.
(iii) U ≡ 〈0, T,β, (R, e)〉cos,min, i existeix una t-norma estricta T∗ tal que el seu generador
additiu t satisfent t
(
e−β
1−β
)
= 1, és tal que 1t també és un generador multiplicatiu de R, i
T = (〈β, 1, T∗〉).
(iv) U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max, i existeix una t-norma estricta T∗ amb el seu generador
additiu t satisfent t
(
e
γ
)
= 1 és tal que 1t també és un generador multiplicatiu de R, i
T = (〈0,γ, T∗〉).
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Cas U i Uc uninormes
En aquest cas, els elements neutres e i ec són ambdós a ]0, 1[ . Restringint els resultats de
la secció 3.4 per al cas en què U1 sigui disjuntiva i U2 conjuntiva, no s’obté cap solució.
Distingim els diferents casos a continuació.
(i) Quan les uninormes U i Uc són com al cas (i) del teorema 3.4.12. És evident que el
cas (b) no és solució, ja que implicaria que U = Uc, que no pot ser ja que una és una
uninorma conjuntiva i l’altra disjuntiva.
Per al cas e < ec, com que Uc és conjuntiva, tindríem que gc(0) = 1, i com que
U és disjuntiva, g(1) = 0. Ara, com que gc(1) > g(1), pel punt 2., si gc(1) > g(1),
tindríem que 1 6 e2, que no pot ser, i llavors tenim gc(1) = 0. Raonant també amb
aquest punt, obtenim que si g(0) < 1, llavors gc(0) = ec = 1, que és contradicció
amb el que suposem des d’un començament. Llavors tindríem que gc(0) = g(0) = 1
i gc(1) = g(1) = 0, amb la qual cosa obtindríem, pel punt 3. que U(0, 1) = Uc(0, 1),
arribant una contradicció amb el fet de que una uninorma sigui conjuntiva i l’altra
disjuntiva. Per tant el cas (i)-(a) no dóna cap solució.
Per al cas ec < e, raonant de manera semblant al cas (a), com que Uc és conjuntiva,
tindríem que gc(0) = 1, i com que U és disjuntiva, g(1) = 0. Com que g(0) > gc(0) =
1, pel punt 1., tenim que g(0) = 1. També, pel mateix punt g(1) = 0 > gc(1), obtenint
també g(1) = gc(1) = 0. Ara, pel punt 3. arribem a U(0, 1) = Uc(0, 1), una altra
vegada contradient el fet de que una uninorma sigui conjuntiva i l’altra disjuntiva.
Per tant el cas (i)-(c) tampoc dóna cap solució.
(ii) Si les uninormes U i Uc són com al cas (ii), tampoc arribem a tenir solucions, ja que
al cas (ii)-(a) la uninorma Uc necessita ser de Umax, i per tant no és conjuntiva, i al cas
(ii)-(b) també es tendria que Uc(0, 1) = 1, que no pot ser a una uninorma conjuntiva.
(iii) Al cas (iii), U ha de ser de Umin, i en aquesta classe no hi ha uninormes disjuntives.
(iv) Si la uninorma disjuntiva U és disjuntiva a Ucos,max, podríem utilitzar el teorema
3.4.23, però en aquest cas U mai pot ser conjuntiva, pels corol.laris 3.4.20 i 3.4.22. Per
tant aquí tampoc apareixen solucions.
(v) Si la uninorma disjuntiva U és disjuntiva a Ucos,min, és a dir U ≡ 〈0, T,β, (R, e)〉cos,min,
tampoc obtenim solucions. Primer de tot, notem que perquè U sigui disjuntiva de
Ucos,min és necessari que α = 0. Ara, si tenim el cas del corol.lari 3.4.30, arribem a
que Uc hauria de ser disjuntiva, cosa que dóna una contradicció. Si tenim el cas del
corol.lari 3.4.32, tindríem que Uc és una t-conorma, que ens dóna una contradicció, ja
que Uc l’hem considerat conjuntiva.
Per tant, no hi ha cap uninorma U disjuntiva distributiva sobre Uc conjuntiva, per als
casos que considerem, sempre que els elements neutres de U i Uc siguin e, ec ∈ ]0, 1[ .
4.3 implicacions residuals
4.3.1 A partir d’uninormes idempotents
A continuació farem l’estudi de les implicacions residuals a partir d’uninormes idempotents.
A [38] es donen resultats parcials per a implicacions residuals definides a partir d’uninormes
idempotents contínues per l’esquerra o per la dreta. En aquesta secció donarem els resultats
generals, sense tenir en compte cap tipus de continuïtat lateral.
Comencem restringint el resultat de la proposició 4.1.17 per a uninormes idempotents.
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Proposició 4.3.1 Sigui U ≡ 〈g, e〉ide. IU és una funció d’implicació si i només si g(0) = 1.
Demostració: És clar que U(0, z) = 0 per a tot z ∈ [0, 1[ si i només si g(0) = 1, i basta
aplicar la proposició 4.1.17.
Nota 4.3.2 Notem que les uninormes idempotents verificant la condició anterior poden ser tan
conjuntives com disjuntives.
Ara donem l’estructura general d’una implicació residual definida a partir d’una uninor-
ma idempotent. El resultat inclou el teorema 8 de [38] com un cas particular, ja que en dit
resultat s’estudia per a uninormes idempotents contínues per l’esquerra o per la dreta.
Teorema 4.3.3 Sigui U ≡ 〈g, e〉ide amb g(0) = 1. La implicació residual IU ve donada per:
IU(x,y) =
min(g(x),y) si y < xmax(g(x),y) si y > x. (4.17)
Demostració: Dividim la demostració en quatre casos.
• Quan y < x i y < g(x). En aquest cas, tenim U(x,y) = min(x,y) = y. Si agafem z
satisfent y < z, tindrem U(x, z) ∈ {x, z} > y, i llavors
IU(x,y) = sup{z ∈ [0, 1] | U(x, z) 6 y} = y.
• Si y < x i y > g(x). Si agafem z tal que z < g(x) 6 y < x, tindrem U(x, z) =
min(x, z) = z < y; però si z satisfà g(x) < z, llavors U(x, z) = max(x, z) > x > y, i
podem concloure que
IU(x,y) = sup{z ∈ [0, 1] | U(x, z) 6 y} = g(x).
• Si y > x i y > g(x). Ara, U(x,y) = max(x,y) = y. Però si agafem z satisfent
g(x) < y < z, llavors U(x, z) = max(x, z) = z > y, i aleshores
IU(x,y) = sup{z ∈ [0, 1] | U(x, z) 6 y} = y.
• Quan y > x i y 6 g(x). En aquest cas, si agafem z satisfent z < g(x) llavors U(x, z) =
min(x, z) = x 6 y, però si z satisfà y < g(x) < z, llavors U(x, z) = max(x, z) = z > y,
i podem dir
IU(x,y) = sup{z ∈ [0, 1] | U(x, z) 6 y} = g(x).
Ara, dels passos anteriors, l’expressió (4.17) segueix fàcilment.
Com a conseqüència del teorema anterior obtenim el corol.lari següent.
Corol.lari 4.3.4 Totes les uninormes idempotents amb el mateix element neutre e i la mateixa funció
associada g, amb g(0) = 1, tenen la mateixa implicació residual, donada per l’expressió (4.17).
Nota 4.3.5 Notem que el corol.lari anterior no dóna contradicció amb el teorema 8 de [38], ja que
allà l’expressió del cas (ii) és realment la mateixa que els casos (i) i (iii), que també coincideix amb
l’expressió (4.17).
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Exemple 4.3.6 Ara podem donar l’expressió de IU quan U és una uninorma idempotent i membre
de Umin. En aquest cas, la funció associada a U és
g(x) =
1 si x < e
e si x > e
i IU és:
IU(x,y) =

y si y < x i y 6 e
e si y < x i y > e
y si y > x i x > e
1 si y > x i x < e
que es pot observar a la figura 30.
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Figura 30. IU quan U és una uninorma idempotent de Umin.
La proposició següent es pot derivar per resultats de [38] i també es pot deduir trivialment
del teorema 4.3.3.
Proposició 4.3.7 Siguin U ≡ 〈g, e〉ide amb g(0) = 1, i IU la seva implicació residual. Llavors
(i) IU(e,y) = y per tot y ∈ [0, 1].
(ii) IU(x,y) > e si x 6 y.
(iii) (Modus Ponens) U(x, IU(x,y)) 6 y per tot (x,y) ∈ [0, 1]2 si i només si U és contínua per
l’esquerra, i en aquest cas, U és conjuntiva.
Proposició 4.3.8 Siguin U ≡ 〈g, e〉ide amb g(0) = 1, i IU la seva implicació residual. Llavors
(i) IU(x, .) és contínua per la dreta, mentre que IU(.,y) és contínua per l’esquerra si i només si
ho és g.
(ii) IU(x, x) = max(x,g(x)).
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(iii) IU(x,y) > y si i només si y > x o (y < x i y 6 g(x))
(iv) IU(x,g(x)) = g(x).
(v) IU(x, e) = g(x).
Demostració: Tots els resultats es desprenen del teorema 4.3.3
Un cas especial, que caracteritzem d’algunes maneres en les proposicions següents, és
quan la funció associada g és una negació forta N. És especialment interessant, ja que en
aquest cas tenim un munt de bones propietats.
Proposició 4.3.9 Siguin U ≡ 〈g, e〉ide amb g(0) = 1, IU la seva implicació residual i N : [0, 1]→
[0, 1] una negació forta. Llavors
IU(x, e) = N(x) per tot x ∈ [0, 1]
si i només si g = N. A més a més, en aquest cas tenim
IU(x,N(x)) = N(x) per tot x ∈ [0, 1]. (4.18)
Demostració: Se segueix dels punts (iv) i (v) de la proposició anterior.
Nota 4.3.10 La propietat descrita a l’expressió (4.18) ha estat estudiada recentment a [19] per
implicacions residuals de t-normes, degut a la seva aplicabilitat al camp d’estudi d’indicadors de
grau d’inclusió construïts a partir d’implicacions.
Una altra propietat també satisfeta quan g = N és una negació forta, és la contraposició
respecte de N.
Aquesta propietat ha estat estudiada a [38] pels casos d’uninormes idempotents contínues
per l’esquerra i per la dreta. Pel cas general tenim la proposició següent.
Proposició 4.3.11 Siguin U ≡ 〈g, e〉ide amb g(0) = 1, IU la seva implicació residual i N una
negació forta. Llavors IU té contraposició respecte de N si i només si g = N.
Demostració: Quan g = N, per una banda tenim:
IU(x,y) =
min(N(x),y) si y < xmax(N(x),y) si y > x
i per l’altra
IU(N(y),N(x)) =
min(N(N(y)),N(x)) si N(x) < N(y)max(N(N(y)),N(x)) si N(x) > N(y)
=
min(y,N(x)) si y < xmax(y,N(x)) si y > x
i això demostra que IU té contraposició respecte de N.
Recíprocament, demostrem primer queN(e) = e. Tenim, emprant que IU té contraposició
respecte de N,
e = IU(e, e) = IU(N(e),N(e)) = max{g(N(e)),N(e)}.
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Ara, si N(e) > g(N(e)), la igualtat anterior ens diu que e = N(e). Si N(e) < g(N(e)), llavors
g(N(e)) = e i N(e) < e. Conseqüentment, per tot x ∈ (N(e), e) tenim g(x) = e i també
N(x) ∈ (N(e), e) i podem escriure que
x = IU(e, x) = IU(N(x),N(e)) = min(g(N(x)),N(e)) = N(e)
que dóna una contradicció.
Llavors, emprant que N(e) = e, tenim per tot x ∈ [0, 1]
g(x) = IU(x, e) = IU(N(e),N(x)) = IU(e,N(x)) = N(x).
Exemple 4.3.12 Considerem la negació forta N(x) = 1− x i la uninorma contínua per la dreta
U ≡ 〈N, 12〉ide. En aquest cas tenim
U(x,y) =
min(x,y) si y < 1− xmax(x,y) si y > 1− x
i la seva implicació residual
IU(x,y) =
min(1− x,y) si y < xmax(1− x,y) si y > x
satisfà la contraposició respecte de N per la proposició anterior. Aquesta implicació residual es pot
observar a la figura 31.
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Figura 31. IU amb U ≡
〈
N, 12
〉
ide i N(x) = 1− x.
En la proposició següent es relaciona la implicació residual de certes uninormes contínues
per la dreta o per l’esquerra amb una implicació forta concreta.
Proposició 4.3.13 [38] Siguin N una negació forta i Ur (Ul) la uninorma contínua per la dreta
(esquerra) amb N com a funció associada. Llavors les igualtats següents són certes:
IUr,N = IUr = IUl .
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Pel corol.lari 4.3.4 queda clar que el resultat anterior es pot generalitzar per qualsevol
uninorma idempotent U ≡ 〈g, e〉ide com segueix.
Proposició 4.3.14 Siguin N una negació forta, i U ≡ 〈N, e〉ide. Llavors la igualtat següent se
satisfà:
IUr,N = IU.
A més a més, es pot demostrar una versió més general d’aquest resultat.
Proposició 4.3.15 Siguin N una negació forta i U ≡ 〈g, e〉ide. Llavors IU,N = IU si i només si
g = N i U és contínua per la dreta.
Demostració: Si g = N i U és contínua per la dreta, tenim U = Ur i la proposició anterior
demostra que IU,N = IU. Recíprocament, si IU,N = IU tenim per un costat
IU,N(x, e) = U(N(x), e) = N(x)
i per l’altre, emprant la propietat (v) de la proposició 4.3.8,
IU(x, e) = g(x).
Llavors g(x) = N(x) per tot x ∈ [0, 1]. A més a més aplicant IU,N(x, x) = IU(x, x) per tot x
obtenim, emprant ara la proposició 4.3.8 (ii),
U(N(x), x) = max(N(x), x)
seguint d’aquí la continuïtat per la dreta de U.
Per acabar aquesta secció, estudiarem el principi d’intercanvi (definició 4.1.4).
Proposició 4.3.16 Sigui U ≡ 〈N, e〉ide amb N una negació forta. Llavors IU verifica el principi
d’intercanvi.
Demostració: Com es diu al corol.lari 4.3.4, si agafem dues uninormes amb la mateixa
funció associada, tenen la mateixa implicació residual. Llavors, si agafem Ur = (e,N):
Ur(x,y) =
min(x,y) si y < N(x)max(x,y) si y > N(x).
Ara sabem que IU = IUr i, per la proposició anterior, que IUr,N = IUr . Llavors
IU(x,y) = IUr,N(x,y) = Ur(N(x),y).
Ara, emprant que Ur és associativa i commutativa, tenim
IU(x, IU(y, z)) = Ur(N(x),Ur(N(y), z)) = Ur(Ur(N(x),N(y)), z))
= Ur(Ur(N(y),N(x)), z)) = Ur(N(y),Ur(N(x), z))
= IU(y, IU(x, z)),
per tot x,y, z de [0, 1].
Totes les uninormes idempotents tals que les seves implicacions residuals satisfan aquesta
important propietat, incloent conseqüentment aquelles donades en la proposició anterior,
són caracteritzades en el teorema següent.
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Teorema 4.3.17 Sigui U ≡ 〈g, e〉ide amb g(0) = 1. Llavors IU satisfà el principi d’intercanvi si i
només si la següent propietat se satisfà:
si g(g(x)) < x per algun x ∈ [0, 1], llavors x > e i g(x) = e. (4.19)
Demostració: Primer, suposem que IU satisfà el principi d’intercanvi, i a ∈ [0, 1] tal que
g(g(a)) < a. Ara dividim la demostració en alguns casos.
• Primer notem que a 6= e perquè g(g(e)) = e.
• Si a < g(a), llavors tenim g(g(a)) < a < g(a) i per un costat
IU(a, IU(g(a),a)) = IU(a,min(g(g(a)),a)) = IU(a,g(g(a)))
= min(g(g(a)),g(a)) = g(g(a)),
i per una altra banda
IU(g(a), IU(a,a)) = IU(g(a),max(g(a),a)) = IU(g(a),g(a))
= max(g(g(a)),g(a)) = g(a).
I llavors g(a) = g(g(a)), però això ens duu a una contradicció.
• Si a > g(a), llavors g(a) 6 g(g(a)) < a, i tenim per un costat
IU(a, IU(g(a),g(g(a)))) = IU(a,g(g(a))) = min(g(g(a)),g(a)) = g(a),
i per un altre,
IU(g(a), IU(a,g(g(a)))) = IU(g(a),min(g(a),g(g(a)))) = IU(g(a),g(a))
= max(g(g(a)),g(a)) = g(g(a)).
I llavors g(a) = g(g(a)), que vol dir que g(a) = e i a > e, perquè e és l’únic punt fix
de g.
En qualsevol cas, si IU satisfà el principi d’intercanvi, satisfà (4.19).
Recíprocament, suposem que g satisfà (4.19). Com que IU(x,y) ∈ {g(x),y}, dividim la
demostració en alguns casos depenent dels valors de IU(x, z) i IU(y, z).
1) Si IU(y, z) = z i IU(y, z) = z. Tenim:
IU(x, IU(y, z)) = IU(x, z) = z = IU(y, z) = IU(y, IU(x, z))
i llavors el principi d’intercanvi se satisfà.
2) IU(y, z) = z i IU(x, z) = g(x). Llavors, per una banda tenim
IU(x, IU(y, z)) = IU(x, z) = g(x)
i per una altra
IU(y, IU(x, z)) = IU(y,g(x)).
Ara estudiem el valor de IU(y,g(x)).
– Si z < y llavors IU(y, z) = min(g(y), z) = z i conseqüentment z 6 g(y).
* Si z < x llavors IU(x, z) = min(g(x), z) = g(x) i aleshores z > g(x). Emprant
que g(x) 6 z < y i g(x) 6 z 6 g(y) podem calcular el valor de IU(y,g(x)):
IU(y,g(x)) = min(g(y),g(x)) = g(x).
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* Si z > x llavors tenim que x 6 z 6 g(y) i x 6 z < y que vol dir que
g(y) 6 g(x).
· Si x 6= g(y) llavors x < g(y). Per definició d’uninorma idempotent, això
vol dir que y 6 g(x) i llavors
IU(y,g(x)) = max(g(y),g(x)) = g(x).
· Si x = g(y) llavors g(y) 6 g(x) = g(g(y)) i tenim
IU(y,g(x)) = IU(y,g(g(y))) =
min(g(y),g(g(y))) si g(g(y)) < ymax(g(y),g(g(y))) si g(g(y)) > y
=
g(y) si g(g(y)) < y
g(g(y)) si g(g(y)) > y.
Ara, emprant que g satisfà (4.19), si g(g(y)) < y, tindrem y > e i
g(y) = e, d’on
g(g(y)) = g(e) = e = g(y) = IU(y,g(x)).
Conseqüentment,
IU(y,g(x)) = g(g(y)) = g(x).
– Si z > y la demostració és similar al cas anterior.
I en qualsevol cas IU(y,g(x)) = g(x) i el principi d’intercanvi se satisfà.
3) Si IU(y, z) = g(y) i IU(x, z) = z. Aquest cas és similar a l’anterior perquè x i y juguen
un paper simètric a l’equació (4.2).
4) Si IU(y, z) = g(y) i IU(x, z) = g(x). Tenim per una banda
IU(x, IU(y, z)) = IU(x,g(y)),
i per una altra
IU(y, IU(x, z)) = IU(y,g(x)).
– Si x 6= g(y) i y 6= g(x), per definició, si x > g(y) llavors y > g(x) però y 6= g(x), i
aleshores si x > g(y) llavors y > g(x). De manera similar, tenim que si y > g(x),
llavors x < g(y). És a dir, y > g(x) si i només si x > g(y). Llavors,
IU(x,g(y)) =
min(g(x),g(y)) si x > g(y)max(g(x),g(y)) si x < g(y)
i
IU(y,g(x)) =
min(g(x),g(y)) si y > g(x)max(g(x),g(y)) si y < g(x)
són iguals, i el principi d’intercanvi se satisfà.
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– Si y = g(x) tenim que:
IU(y,g(x)) = IU(g(x),g(x)) = max(g(g(x)),g(x))
i
IU(x,g(y)) = IU(x,g(g(x))) =
max(g(x),g(g(x))) si g(g(x)) > xmin(g(x),g(g(x))) si g(g(x)) < x
= max(g(x),g(g(x)))
perquè el cas g(g(x)) < x implicaria que x > e i g(x) = e = g(g(x)), ja que g
satisfà (4.19). Aleshores IU(x,g(y)) = IU(y,g(x)).
– Si x = g(y), el cas és similar a l’anterior.
Conseqüentment si g satisfà (4.19) llavors IU satisfà el principi d’intercanvi.
Nota 4.3.18 Com ja hem comentat anteriorment (proposició 4.1.20), per a tota uninorma contínua
per l’esquerra U, la seva implicació residual IU verifica el principi d’intercanvi ([39]). En el nostre
cas, les uninormes idempotents contínues per l’esquerra satisfan g(g(x)) > x per a tot x, i per tant,
també satisfan la condició (4.19) del teorema. Notem que al teorema anterior hem trobat uninormes
no contínues per l’esquerra tals que la seva implicació residual IU satisfà el principi d’intercanvi. En
particular, les uninormes idempotents de Umin (que són contínues per la dreta) satisfan la condició
del teorema anterior i per tant, les seves implicacions residuals satisfan el principi d’intercanvi.
Funcions de co-implicació i dualitat
En aquesta part estudiarem els operadors anomenats co-implicacions residuals definits a
partir d’uninormes idempotents, i les seves propietats. Com veurem, la dualitat jugarà un
paper molt important en aquest cas.
Definició 4.3.19 Un operador binari J : [0, 1] × [0, 1] → [0, 1] s’anomena una funció de co-
implicació o simplement una co-implicació si satisfà:
• J és decreixent en la primera secció i creixent en la segona.
• J(0, 0) = J(1, 1) = 0 i J(0, 1) = 1.
Mentre que les implicacions residuals es poden veure com a generalitzacions borroses
de les implicacions clàssiques (p → q), les co-implicacions residuals generalitzen la co-
implicació clàssica (p 6→ q).
Definició 4.3.20 Sigui U una uninorma. Denotarem per JU l’operació binària donada per:
JU(x,y) = inf{z ∈ [0, 1] | U(x, z) > y}.
Direm que JU és la co-implicació residual de U si JU és una funció de co-implicació.
De manera similar al cas de funcions d’implicació, es poden demostrar els resultats
següents.
Proposició 4.3.21 Sigui U ≡ 〈g, e〉ide. JU és una funció de co-implicació si i només si g(1) = 0.
Teorema 4.3.22 Sigui U ≡ 〈g, e〉ide amb g(1) = 0. La co-implicació residual JU ve donada per:
JU(x,y) =
min(g(x),y) si y 6 xmax(g(x),y) si y > x (4.20)
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Nota 4.3.23 Comparant (4.17) i (4.20) podem observar que, donada una uninorma amb g com a
funció associada satisfent g(0) = 1 i g(1) = 0, ambdues IU i JU coincideixen llevat al conjunt de
punts (x, x).
Ara, sigui J una co-implicació, aleshores l’operador dual
J˜(x,y) = N(J(N(x),N(y)))
és una implicació. A més a més, donada una uninorma idempotent U ≡ 〈g, e〉ide amb
g(1) = 0, tenim que les següent igualtats es mantenen, per a qualsevol negació forta N:
J˜U = IU˜ i I˜U = JU˜.
És a dir, per a qualsevol uninorma U ≡ 〈g, e〉ide amb g(1) = 0, l’operador dual d’una
co-implicació residual JU de U, és la implicació residual de U˜ (notem que si g(1) = 0
aleshores g˜(0) = 1).
Nota 4.3.24 Notem que el cas especial de g = N, U i U˜ tenen la mateixa funció associada, N, i
conseqüentment J˜U = IU.
D’aquesta dualitat es pot veure que cada resultat per implicacions demostrat en la secció
anterior té el seu resultat corresponent per co-implicacions. Aquí demostrem el resultat
corresponent al principi d’intercanvi.
Teorema 4.3.25 Sigui U ≡ 〈g, e〉ide una uninorma idempotent amb g(1) = 0. Els següents punts
són equivalents:
i) JU satisfà el principi d’intercanvi.
ii) I
U˜
satisfà el principi d’intercanvi.
iii) Si x < g(g(x)) per algun x ∈ [0, 1], aleshores x < e i g(x) = e.
Demostració: Per a tots x, y, z ∈ [0, 1] tenim que si JU satisfà el principi d’intercanvi
I
U˜
(x, I
U˜
(y, z))= J˜U(x, J˜U(y, z)) = N(JU(N(x),N(J˜U(y, z))))
= N(JU(N(x),N(N(JU(N(y),N(z)))))) =
= N(JU(N(x), JU(N(y),N(z)))) =
= N(JU(N(y), JU(N(x),N(z)))) =
= N(JU(N(y),N(N(JU(N(x),N(z)))))) =
= J˜U(y, J˜U(x, z)) = IU˜(y, IU˜(x, z)),
llavors I
U˜
satisfà el principi d’intercanvi. Recíprocament, una demostració similar demostra
que si I
U˜
satisfà el principi d’intercanvi, JU també, i tenim equivalència entre i) i ii).
Ara, aplicant el teorema 4.3.17, sabem que I
U˜
satisfà el principi d’intercanvi si i només si
les afirmacions següents són certes:
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Si x > g˜(g˜(x)) per algun x ∈ [0, 1], llavors x > e˜ i g˜(x) = e˜
m
Si x > N(g(N(N(g(N(x)))))) per algun x ∈ [0, 1], llavors x > N(e) i N(g(N(x))) = N(e),
m
Si x > N(g(g(N(x)))) per algun x ∈ [0, 1], llavors x > N(e) i g(N(x)) = e,
m
Si N(x) < g(g(N(x))) per algun x ∈ [0, 1], llavors N(x) < e i g(N(x)) = e,
m
Si N(x) < g(g(N(x))) per algun N(x) ∈ [0, 1], llavors N(x) < e i g(N(x)) = e,
m
Si x < g(g(x)) per algun x ∈ [0, 1], llavors x < e i g(x) = e,
i conseqüentment, ii) és equivalent a iii).
Nota 4.3.26 Ara tenim que donada una uninorma idempotent de Umax (uninorma contínua per
l’esquerra i disjuntiva), la seva co-implicació residual JU satisfà el principi d’intercanvi.
Exemple 4.3.27 Considerem la negació forta N(x) =
√
1− x2, i U la uninorma contínua per la
dreta U ≡
〈
N,
√
2
2
〉
ide
, donada per l’expressió:
U(x,y) =
min(x,y) si y <
√
1− x2
max(x,y) si y >
√
1− x2
la seva implicació residual
IU(x,y) =
min(
√
1− x2,y) si y < x
max(
√
1− x2,y) si y > x
i la seva co-implicació residual
JU(x,y) =
min(
√
1− x2,y) si y 6 x
max(
√
1− x2,y) si y < x
que es pot observar a la figura 32. Notem que l’única diferència entre IU i JU és al conjunt de punts
{(x, x)/x ∈ [0, 1]}. En aquest cas, IU i JU satisfan el principi d’intercanvi i totes dues satisfan la
propietat de contraposició respecte de N.
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y
Figura 32. JU amb U ≡
〈
N,
√
2
2
〉
ide
i N(x) =
√
1− x2.
4.3.2 A partir d’uninormes de Ucos
Ara estudiarem les implicacions residuals definides a partir d’uninormes en Ucos. Com
hem fet amb el cas d’uninormes idempotents, restringirem els resultats de la proposició
4.1.17 per a uninormes de Ucos.
Proposició 4.3.28 Sigui U ∈ Ucos. IU és una funció d’implicació si i només si:
(i) U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min, o bé,
(ii) U ≡ 〈(R, e),γ,S, 1〉cos,max, és a dir, quan δ = 1.
Ara donarem la forma explícita d’aquestes implicacions residuals, per a cada un dels
casos de la proposició anterior.
Teorema 4.3.29 Si U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min, llavors IU ve donada per
IU(x,y) =

βITU
(
x
β ,
y
β
)
si x ∈ [0,β] i y < x
1 si x ∈ [0,β] i y > x
y si (x,y) ∈ ]β, 1[×[0,β]
β+ (1−β)IR
(
x−β
1−β ,
y−β
1−β
)
si (x,y) ∈ ]β, 1[2
1 si y = 1
y si x = 1 i y 6 α
α si x = 1 i y > α.
(4.21)
L’estructura d’aquestes implicacions es pot observar a la figura 33. Ara estudiem el segon
cas, en que U ∈ Ucos,max.
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Figura 33. Estructura de IU, amb U ∈ Ucos,min.
Teorema 4.3.30 Si U ≡ 〈(R, e),γ,S, 1〉cos,max, llavors IU ve donada per
IU(x,y) =

γIR
(
x
γ ,
y
γ
)
si (x,y) ∈ ]0,γ]2
γ+ (1− γ)RS
(
x−γ
1−γ ,
y−γ
1−γ
)
si (x,y) ∈ ]γ, 1[2 i y > x
0 si x ∈ ]γ, 1[ i y < x
y si (x,y) ∈ ]0,γ]× [γ, 1[
1 si y = 1 ò x = 0
0 si y = 0 i x 6= 0
(4.22)
L’estructura d’aquestes implicacions es pot observar a la figura 34.
IR
y
0
RS
0
γ
1
0 γ 1
 
 
 
 
 
 
 
1
Figura 34. Estructura de IU, amb U ∈ Ucos,max.
Podem estudiar ara les dues propietats d’implicacions que hem esmentat anteriorment:
el principi d’intercanvi i la contraposició, per aquestes implicacions que hem presentat
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en els dos teoremes anteriors. Quant al principi d’intercanvi, sabem que les uninormes
contínues per l’esquerra seran tals que la seva implicació residual satisfarà el principi
d’intercanvi, i en el cas de les uninormes de Ucos es transforma en el resultat següent.
Teorema 4.3.31 Sigui U una uninorma de Ucos tal que U(0, x) = 0 per a tot x < 1. Si tenim un
dels casos següents,
(i) U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min, amb α = β i U(α, 1) = U(1,α) = α.
(ii) U ≡ 〈(R, e),γ,S, 1〉cos,max, conjuntiva, és a dir U(0, 1) = U(1, 0) = 0.
llavors U és contínua per l’esquerra i llavors IU satisfà el principi d’intercanvi.
Sobre la propietat de contraposició, obtenim el teorema següent.
Teorema 4.3.32 Sigui U una uninorma de Ucos tal que U(0, x) = 0 per a tot x < 1. Llavors IU
satisfà la contraposició respecte d’una negació N si i només si U és representable i N = NU.
Demostració: Primer de tot, sabem pel corol.lari 4.1.24, que si U és representable, llavors
satisfà la contraposició respecte de NU. Per demostrar el recíproc, distingirem dos casos.
(i) Si U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min, suposem que existeix una negació forta N per la
qual IU satisfà la contraposició. Llavors, aplicant x = y a l’equació de contraposició
(4.1) tindrem
IU(x, x) = IU(N(x),N(x)). (4.23)
Ara calculem, emprant l’equació (4.21), el valor de IU(x, x), sabent que la uninorma
R té element neutre e−β1−β
IU(x, x) =

1 si x 6 β
e si β < x < 1
1 si x = 1.
Com que N és una negació forta, existeix un punt fix de N, que anomenem z, és a
dir N(z) = z. Ara vegem que si β 6= 0, existeix sempre x tal que x < β < N(x) tot
distingint tres casos:
– Si z = β, llavors podem agafar 0 < x < 1 tal que x < β = N(β) < N(x).
– Si z < β, llavors podem agafar 0 < x < 1 tal que x < N(β) < z < β < N(x).
– Si β < z, llavors podem agafar 0 < x < 1 tal que x < β < z < N(β) < N(x).
Llavors en qualsevol cas, existeix x de manera que x < β < N(x), i si es compleix
la contraposició respecte de N, per l’equació (4.23) s’hauria de tenir que 1 = e, però
això ens duria a contradicció, perquè llavors U seria una t-norma, i no de Ucos,min.
D’aquesta manera β = 0 i llavors U és representable.
(ii) Si U ≡ 〈(R, e),γ,S ′ , δ,S ′′〉cos,max, seguint un raonament semblant al cas anterior,
sabem, ara per l’equació (4.22) i tenint en compte que l’element neutre de R és eγ ,
IU(x, x) =

e si x < γ
γ si x = γ
γ+ (1− γ)RS(
x−γ
1−γ ,
x−γ
1−γ ) si γ < x < 1
1 si x = 1.
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I de forma semblant al cas anterior, si γ 6= 1 existeix x0 de manera que x0 < γ < N(x0),
i si es compleix (4.23), tindríem que e = γ+ (1− γ)RS(
x0−γ
1−γ ,
x0−γ
1−γ ), però això dóna
contradicció, ja que e < γ.
Per tant, γ = 1 i llavors U és representable, com volíem veure.
4.3.3 Distributivitat d’implicacions residuals sobre uninormes
Com hem comentat, a [95] aquesta equació es va resoldre quan la conjunció és una t-
norma contínua, la disjunció una t-conorma contínua i la implicació és una implicació
forta derivada a partir d’una altra t-conorma contínua o una implicació residual derivada a
partir d’una t-norma contínua.
Ara, de manera semblant al que hem fet a l’apartat 4.2.2, resoldrem l’equació
IU(Uc(x,y), z) = Ud(IU(x, z), IU(y, z)), (4.24)
per a tots x,y, z ∈ [0, 1], on U és una uninorma que satisfaci la proposició 4.1.17, Uc és
una uninorma conjuntiva, i Ud és una disjuntiva. Totes les uninormes estaran a una de les
classes que s’han citat als preliminars.
Per resoldre l’equació distingirem diferents casos
(i) Quan U és representable (conjuntiva o disjuntiva),
(ii) quan U és una t-norma,
(iii) quan U és de Umin,
(iv) quan U ≡ 〈g, e〉ide és idempotent amb g(0) = 1,
(v) quan U és de Ucos,min i
(vi) quan U és de Ucos,max, amb δ = 1.
Per tant dividirem el nostres raonaments en sis parts, dedicades a cada un d’aquests casos.
(i) Quan U és representable
Aquest cas es pot reduir al mateix problema d’implicacions fortes. Efectivament, suposem
que U és una uninorma representable amb element neutre e ∈ ]0, 1[ i generador additiu h.
Si denotem per U∗ la uninorma representable disjuntiva amb el mateix generador additiu
h, sabem, pel teorema 4.1.23 que
IU(x,y) = IU∗,NU(x,y) = U
∗(NU(x),y) per a tots x,y ∈ [0, 1]
on NU és la negació forta donada per NU(x) = h−1(−h(x)). És a dir, IU és de fet una
implicació forta, i per a aquest tipus d’implicacions la distributivitat ha estat resolta als
teoremes 4.2.6 i 4.2.8, i per tant obtenim el resultat següent.
Teorema 4.3.33 Sigui U ∈ Urep amb element neutre e ∈ ]0, 1[ , i IU la seva implicació residual.
Siguin Uc una uninorma conjuntiva i Ud una disjuntiva. Llavors, IU, Uc i Ud satisfan l’equació
(4.24) si i només si Uc i Ud són una t-norma i una t-conorma, diguem T i S, respectivament, són
NU-duals i tenim un dels dos casos següents
(a) S = max, T = min,
(b) S és estricta tal que, si s és el generador additiu de S amb s(e) = 1, llavors s és també un
generador multiplicatiu de U.
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(ii) Quan U és una t-norma
Per als casos (ii), (iii), (iv), el procés seguit és molt similar, primer comencem amb uns
lemes per establir condicions necessàries per obtenir solucions. Encara que els primers
passos consisteixen en demostrar que Uc i Ud han de ser idempotents, la demostració a
cada cas és diferent, i per això fem les demostracions separadament.
Per tant, en aquest cas considerarem que U és una t-norma T . El primer lema es pot
demostrar fàcilment en general, assumint només continuïtat per l’esquerra.
Lema 4.3.34 Siguin T una t-norma contínua per l’esquerra, Uc una uninorma conjuntiva i Ud
una disjuntiva. Si IT , Uc i Ud satisfan (4.24), llavors Ud és idempotent i Uc = min.
Demostració: Si posem x = y = 1 a l’equació (4.24) obtenim
z = IT (Uc(1, 1), z) = Ud(IT (1, z), IT (1, z)) = Ud(z, z)
per a tot z ∈ [0, 1], és a dir, Ud és idempotent.
Demostrem ara que Uc ha de ser una t-norma. Suposem pel contrari que ec < 1, llavors
existeixen x i z tals que ec < x < z < 1 i per aquests valors tenim:
z = IT (1, z) = IT (Uc(x, 1), z) = Ud(IT (x, z), IT (1, z)) = Ud(1, z) = 1,
que és una contradicció.
Per acabar la demostració, és suficient veure que Uc és idempotent. Suposem que
existeix t ∈ ]0, 1[ tal que Uc(t, t) < t i agafem a tal que Uc(t, t) < a < t. Llavors tenim
IT (Uc(t, t),a) = 1 mentre que IT (t,a) < 1 (per proposició 4.1.12, (i) i sabent que T és
contínua per l’esquerra) però, per una altra banda, com que Ud és idempotent
1 = IT (Uc(t, t),a) = Ud(IT (t,a), IT (t,a)) = IT (t,a)
que ens duu a una contradicció. Llavors Uc és idempotent i Uc = min.
Lema 4.3.35 Siguin T una t-norma contínua, Uc una uninorma conjuntiva i Ud una disjuntiva.
Si IT , Uc i Ud satisfan (4.24), llavors T(x, x) = x per a tots x 6 ed.
Demostració: Si IT , Uc i Ud satisfan (4.24), sabem pel lema anterior que Uc = min i Ud
és idempotent. Llavors, suposem ara que existeix algun α 6 ed amb T(α,α) < α. Això
implica que T té un sumand ordinal arquimedià continu Ta,b al subinterval [a,b] contenint
α amb a < ed. Llavors, agafant z0 tal que a < z0 < min(ed,b), sabem per la nota 4.1.13
que IT (x, z0) és estrictament decreixent en la primera secció a l’interval ]z0,b], agafant tots
els valors de b a z0. Llavors podem elegir x0 tal que z0 < IT (x0, z0) < min(ed,b) i per
aquest valor tenim
IT (x0, z0) = IT (Uc(x0, 1), z0) = Ud(IT (x0, z0), IT (1, z0)) = Ud(IT (x0, z0), z0)
= min(IT (x0, z0), z0) = z0,
obtenint contradicció. Llavors, T(x, x) = x per a tots x 6 ed i el lema queda demostrat.
Ara, el resultat per a t-normes és com segueix.
Teorema 4.3.36 Siguin T una t-norma contínua, IT la seva implicació residual, Uc una uninorma
conjuntiva i Ud una disjuntiva. Llavors, IT , Uc i Ud satisfan (4.24) si i només si Uc = min, Ud
és idempotent i T(x, x) = x per a tots x 6 ed.
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Demostració: Si IT , Uc i Ud satisfan (4.24) el resultat queda clar pels lemes anteriors.
Recíprocament, suposem que Uc = min, Ud és idempotent i T(x, x) = x per a tots x 6 ed.
En aquest cas, l’equació (4.24), emprant el decreixement de IT a la primera secció, es
redueix a
Ud(IT (x, z), IT (y, z)) = IT (min(x,y), z) = max(IT (x, z), IT (y, z)).
Tanmateix, si z 6 ed, llavors ambdues IT (x, z) i IT (y, z) estan a {1, z}, mentre que, quan
z > ed, ambdós valors, IT (x, z) i IT (y, z), són més grans o iguals a ed. En tots dos casos Ud
ve donada pel màxim i el teorema queda demostrat.
Exemple 4.3.37 La condició de continuïtat sobre T és essencial al lema 4.3.35 i el teorema 4.3.36.
Sense aquesta assumpció, hi ha altres solucions de l’equació (4.24). Per exemple, és suficient agafar
T la t-norma dràstica, Uc qualsevol t-norma i Ud qualsevol uninorma idempotent. Llavors IT ve
donada per
IT (x,y) =
1 si x < 1
y altrament,
i és fàcil veure que IT , Uc i Ud satisfan l’equació (4.24).
Notem que la condició sobre T en el teorema anterior és equivalent a dir que T ha de
ser una suma ordinal de la forma (〈ed, 1, T1〉), on T1 és una t-norma contínua qualsevol.
Aquesta família de t-normes, juntament a les seves implicacions residuals es pot observar a
la figura 35. Notem també que el cas extrem ed = 0 dóna Uc = min, Ud = max i llavors
qualsevol uninorma funciona, obtenint les solucions de [95].
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Figura 35. Una t-norma T (esquerra) i la seva implicació residual IT (dreta) tals que IT , min i Ud
satisfan (4.24), on Ud és una uninorma idempotent qualsevol amb element neutre ed.
(iii) Quan U és de Umin
En tota aquesta secció, U ≡ 〈T, e,S〉min és una uninorma de Umin, IU és la seva implicació
residual (amb expressió donada a l’equació (4.6)). Igual que a l’apartat anterior, arribarem
a que Uc i Ud seran uninormes idempotents.
Lema 4.3.38 Siguin Uc una uninorma conjuntiva i Ud una disjuntiva. Si IU, Uc i Ud satisfan
(4.24) llavors Ud és idempotent, Uc(e, e) = e i e 6 ec.
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Demostració: Primer de tot, posem x = y = e a (4.24), i obtenim, per a tot z ∈ [0, 1],
IU(Uc(e, e), z) = Ud(IU(e, z), IU(e, z)) = Ud(z, z). (4.25)
Ara, fent x = y = 1 a (4.24), tenim
IU(1, z) = Ud(IU(1, z), IU(1, z)),
mentre que per la fórmula (4.6),
IU(1, z) =

z si z 6 e
e si 1 > z > e
1 si z = 1.
Llavors és cert que Ud(z, z) = z per a tots z 6 e. Tindrem per tant, que per a tots z 6 e,
l’equació (4.25) es pot escriure com IU(Uc(e, e), z) = z i, en particular, per z = e obtenim
IU(Uc(e, e), e) = e. (4.26)
De tota manera, una altra vegada per la fórmula (4.6) tenim
IU(x, e) =
1 si x < e
e si x > e.
(4.27)
i l’equació (4.26) assegura que Uc(e, e) > e.
Per una altra banda, agafant x = ec i y = z = e a (4.24) se dedueix que
e = IU(Uc(ec, e), e) = Ud(IU(ec, e), IU(e, e)) = Ud(IU(ec, e), e)
i llavors IU(ec, e) = e (altrament, tindríem IU(ec, e) = 1 per (4.27) i per tant que Ud(1, e) =
e, obtenint contradicció). Una altra vegada l’equació (4.27) implica ara que ec > e, i
Uc(e, e) 6 e.
Per les dues desigualtats podem escriure que Uc(e, e) = e. Ara, aplicant això a (4.25),
podem dir que Ud(z, z) = z per a tot z, i llavors Ud és idempotent.
Lema 4.3.39 Suposem que SU és contínua i siguiUc una uninorma conjuntiva iUd una disjuntiva.
Si IU, Uc i Ud satisfan (4.24), llavors Uc és idempotent.
Demostració: Primer, emprant que Ud és idempotent i (4.24), obtenim
IU(x, z) = Ud(IU(x, z), IU(x, z)) = IU(Uc(x, x), z) (4.28)
per a tots x, z ∈ [0, 1].
Ara, suposem que existeix x ∈ [0, 1] tal que Uc(x, x) 6= x. Per el lema anterior, tenim
x 6= e. Ara dividim la demostració en alguns casos:
(i) Si Uc(x, x) < x < e 6 ec, llavors hi ha algun z que satisfà Uc(x, x) < z < x < e i
aleshores tenim
IU(x, z) = sup{y|U(x,y) 6 z} 6 e
però IU(Uc(x, x), z) = 1, contradient (4.28).
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(ii) Si e 6 Uc(x, x) < x < ec, existeix z amb e 6 Uc(x, x) < z < x. Per continuïtat de SU
deu existir una y0 > e tal que U(Uc(x, x),y0) = z i llavors,
IU(Uc(x, x), z) = sup{y|U(Uc(x, x),y) 6 z} > y0 > e,
però IU(x, z) = e per (4.6), i obtenim de nou una contradicció amb (4.28).
(iii) Si Uc(x, x) < e < x < ec, llavors agafant z = e obtenim IU(Uc(x, x), e) = 1 mentre
que IU(x, e) = e, i això contradiu (4.28).
(iv) Si e 6 ec < x < Uc(x, x), llavors hi ha un z tal que x < z < Uc(x, x). Per continuïtat
de SU tenim, similarment al pas (ii),
IU(x, z) = sup{y|U(x,y) 6 z} > e
i IU(Uc(x, x), z) = e, que és una contradicció.
Llavors, per a tot x ∈ [0, 1] tenim Uc(x, x) = x i Uc és idempotent.
Ara distingim dos casos: quan Uc és una t-norma, que equival a ec = 1, i quan ec < 1.
Primer resolem el cas en què Uc és una t-norma.
Lema 4.3.40 Suposem que TU és contínua i sigui Uc = min i Ud una uninorma idempotent
disjuntiva. Si IU, Uc i Ud satisfan (4.24) llavors ed 6 e i U(x, x) = x per a tots x 6 ed.
Demostració: Suposem que e < ed i agafem x, z tals que e < z < x < ed. Llavors, com
que Uc = min, tenim emprant (4.6), que
IU(Uc(x, e), z) = IU(min(x, e), z) = IU(e, z) = z
mentre que
Ud(IU(x, z), IU(e, z)) = Ud(e, z) = min(e, z) = e
obtenint contradicció. Llavors tenim demostrat que ed 6 e. Per una altra banda notem
que per a tots x 6 ed, U(x, x) ve donada per la seva t-norma associada TU i llavors, un
raonament similar al del lema 4.3.35 demostra que U(x, x) = x per a tots aquests valors.
Notem de nou que la condició sobre U donada al lema anterior és equivalent a dir que
U(x,y) = min(x,y) per a tots x,y tals que min(x,y) 6 ed i max(x,y) 6 e. Això és, U ha de
venir donada per
U(x,y) =

e+ (1− e)SU
(
x−e
1−e ,
y−e
1−e
)
si x,y ∈ [e, 1]
ed + (e− ed)T1
(
x−ed
e−ed
, y−ede−ed
)
si x,y ∈ [ed, e]
min(x,y) altrament.
(4.29)
per una t-norma contínua T1. S’entén que en el cas especial que ed = e, la segona expressió
a l’equació (4.29) desapareix i llavors la uninorma U es converteix en una uninorma de
Umin amb t-norma associada TU = min.
Teorema 4.3.41 Siguin U ≡ 〈T, e,S〉min amb e < 1, TU i SU contínues, i IU la seva implicació
residual. Siguin Uc una t-norma i Ud ≡ 〈Td, ed,Sd〉 una uninorma disjuntiva. Llavors, IU, Uc
i Ud satisfan (4.24) si i només si Uc = min, Ud és idempotent amb ed 6 e i U ve donada per
l’equació (4.29).
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Demostració: Els lemes anteriors demostren la implicació de esquerra a dreta. Per de-
mostrar el recíproc notem que
• Quan z 6 ed, ambdós IT (x, z), IT (y, z) són z ò 1 i conseqüentment (4.24) és satisfà
trivialment perquè Ud és disjuntiva.
• Quan z > ed, llavors IT (x, z), IT (y, z) > z > ed i conseqüentment
Ud(IT (x, z), IT (y, z)) = max(IT (x, z), IT (y, z)) = IT (min(x,y), z)
i (4.24) també se satisfà en aquest cas.
La família d’uninormes U del teorema anterior, juntament amb les seves implicacions
residuals es poden observar a la figura 36.
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Figura 36. Una uninorma U (esquerra) de Umin i la seva implicació residual IU (dreta) tals que IU,
min i Ud satisfan (4.24), on Ud és una uninorma idempotent amb element neutre ed.
Ara, estudiem el cas quan Uc no és una t-norma, que vol dir, quan 0 < ec < 1.
Lema 4.3.42 Suposem que SU és contínua i siguin Uc ≡ 〈Tc, ec,Sc〉min una uninorma conjuntiva
amb 0 < ec < 1 i Ud ≡ 〈Td, ed,Sd〉 una disjuntiva. Si IU, Uc i Ud satisfan (4.24), llavors
e = ec < ed.
Demostració: Pels lemes 4.3.38 i 4.3.39, sabem que Ud i Uc són idempotents, i que e 6 ec.
Suposem que ed 6 e. Podem agafar x,y, z satisfent
ed 6 e 6 ec < y < z < x < 1.
Llavors Uc(x,y) = x perquè Uc és idempotent, IU(x, z) = e de (4.6), i per continuïtat de
SU, deu existir un y0 > e tal que U(y,y0) = z i llavors,
IU(y, z) = sup{x|U(y, x) 6 z} > y0 > e.
Llavors, com que Ud és idempotent, tenim
IU(Uc(x,y), z) = IU(x, z) = e mentre que Ud(IU(x, z), IU(y, z)) = IU(y, z) > e
i això és una contradicció. Llavors e < ed.
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Ara, suposem que ed < ec, llavors e < ed < ec, i posant x = ec, y = e i z = ed a (4.24),
obtenim una contradicció emprant (4.6) com que
IU(Uc(ec, e), ed) = IU(e, ed) = ed
i
Ud(IU(ec, ed), IU(e, ed)) = Ud(e, ed) = e,
i conseqüentment, ec 6 ed.
Ajuntant tot això, tenim
e 6 ec 6 ed,
i si e < ec, podem agafar x, z tals que e < z < x < ec 6 ed i llavors
z = IU(e, z) = IU(Uc(x, e), z) = Ud(IU(x, z), IU(e, z)) = Ud(e, z) = e
que és de nou una contradicció, i podem concloure que e = ec.
Lema 4.3.43 Suposem que SU és contínua i sigui Uc ≡ 〈Tc, ec,Sc〉 una uninorma conjuntiva amb
0 < ec < 1 i Ud ≡ 〈Td, ed,Sd〉 una disjuntiva. Si IU, Uc i Ud satisfan (4.24), llavors TU = min
i U(x, x) = x per a tot x > ed.
Demostració: Per demostrar que TU és el mínim, agafem z < x < e = ec < ed, i emprant
y = e a (4.24) tenim
IU(x, z) = IU(Uc(x, e), z) = Ud(IU(x, z), IU(e, z)) = Ud(IU(x, z), z).
Ara, com z 6 IU(x, z) 6 e < ed, tenim que Ud(IU(x, z), z) = z, i llavors IU(x, z) = z, que
vol dir que TU = min.
Per una altra banda, si hi ha algun x > ed tal que U(x, x) > x llavors, per continuïtat de
SU, deu existir un interval [a,b] amb b > ed en el qual SU és arquimediana. Però llavors,
agafant max(ed,a) < z < b, tenim que IU(x, z) és estrictament decreixent en la primera
secció, agafant tots els valors de IU(a, z) = z fins a IU(z, z) = a, aplicant el resultat dual per
a t-conormes de la proposició 4.1.12 (iii). Llavors, podem elegir x tal que ed < IU(x, z) < z
i llavors, per (4.24), obtenim per aquests valors
IU(x, z) = IU(Uc(x, e), z) = Ud(IU(x, z), IU(e, z)) = max(IU(x, z), z) = z
que és una contradicció, demostrant que U(x, x) = x per a tot x > ed.
Una altra vegada, les condicions del lema anterior asseguren que U ha de venir donada
per
U(x,y) =

min(x,y) si min(x,y) 6 e
e+ (ed − e)S1
(
x−e
ed−e
, y−eed−e
)
si x,y ∈ [e, ed]
max(x,y) altrament.
(4.30)
per a una t-conorma contínua S1.
Lema 4.3.44 Suposem que SU és contínua i sigui Uc ≡ 〈Tc, ec,Sc〉 una uninorma conjuntiva
amb 0 < ec < 1 i Ud ≡ 〈Td, ed,Sd〉 una disjuntiva. Si IU, Uc i Ud satisfan (4.24), llavors Uc ha
de ser de Umin i Ud ≡ 〈gd, ed〉ide és tal que gd(e) = 1.
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Demostració: Sabem que Uc i Ud són idempotents, diguem Uc ≡ 〈gc, ec〉ide i Ud ≡
〈gd, ed〉ide, amb e = ec < ed < 1. Ara, agafant y, z tals que ed < z < y, tenim
IU(Uc(e,y), z) = IU(y, z) = e mentre que Ud(IU(e, z), IU(y, z)) = Ud(z, e).
Això és, Ud(e, z) = e per a tot z > ed que necessàriament implica gd(e) = 1.
Finalment, suposem que per algun x < e = ec < y se satisfà Uc(x,y) = y. Llavors, tenim
IU(Uc(x,y), e) = IU(y, e) = e i Ud(IU(x, e), IU(y, e)) = Ud(1, e) = 1
obtenint contradicció. Llavors, Uc és de Umin.
Teorema 4.3.45 Siguin U ≡ 〈T, e,S〉min amb e < 1 i S contínua, i IU la seva implicació residual.
Siguin Uc ≡ 〈Tc, ec,Sc〉 una uninorma conjuntiva amb 0 < ec < 1 i Ud ≡ 〈Td, ed,Sd〉
disjuntiva. Llavors, IU, Uc i Ud satisfan (4.24), si i només si Uc és idempotent de Umin, Ud és
idempotent amb funció associada gd tal que gd(e) = 1, e = ec < ed, i U ve donada per l’equació
(4.30).
Demostració: La implicació directa es desprén dels lemes anteriors. El recíproc és fàcil
de veure distingint alguns casos.
La família d’uninormes U del teorema anterior, juntament amb les seves implicacions
residuals es poden observar a la figura 37.
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Figura 37. Una uninorma U (esquerra) de Umin i la seva implicació residual IU (dreta) tals que IU,
Uc i Ud satisfan (4.24), on Uc és idempotent de Umin amb ec = e i Ud ≡ 〈gd, ed〉ide amb
ed > e i gd(e) = 1.
(iv) Quan U és idempotent
En aquest apartat, considerarem U ≡ 〈g, e〉ide amb 0 < e < 1 i IU la seva implicació residual.
Recordem que, per a una uninorma U ≡ 〈g, e〉ide, IU ve donada per (veure teorema 4.3.3):
IU(x,y) =
max(g(x),y) si x 6 ymin(g(x),y) si x > y.
Primer de tot obtenim el lema següent.
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Lema 4.3.46 Siguin Uc una uninorma conjuntiva i Ud una disjuntiva amb Td i Sd contínues. Si
IU, Uc i Ud satisfan (4.24) llavors Uc i Ud són idempotents i són g-duals, és a dir,
g(Uc(x,y)) = Ud(g(x),g(y)),
per a tots x,y ∈ [0, 1].
Demostració: Agafant x = y = e a (4.24) obtenim
IU(Uc(e, e), z) = Ud(z, z) per a tots z ∈ [0, 1]. (4.31)
Demostrarem de l’equació anterior que Uc(e, e) = e. Suposem al contrari que Uc(e, e) 6= e,
tenim dues possibilitats:
• Uc(e, e) < e 6 g(Uc(e, e)). Notem que de les equacions (4.17) i (4.31) podem deduir
fàcilment:
– Ud(z, z) = z per a tot z < Uc(e, e),
– Ud(z, z) = z per a tot z > g(Uc(e, e)), i
– Ud(z, z) = g(Uc(e, e)) per a tot z tals que Uc(e, e) 6 z 6 g(Uc(e, e))
que és una contradicció perquè Td i Sd són contínues.
• g(Uc(e, e)) 6 e < Uc(e, e). Aquest cas es pot demostrar similarment.
Llavors, Uc(e, e) = e i llavors es dedueix de l’equació (4.31) que Ud ha de ser idempotent.
Per una altra banda, agafant x = y a (4.24) i com que Ud és idempotent, tenim
IU(Uc(x, x), z) = IU(x, z) per a tots x, z ∈ [0, 1]. (4.32)
Suposem que hi ha x < ec tal queUc(x, x) < x. Per a tot z tal queUc(x, x) < z < x < ec obte-
nim de (4.17) que IU(x, z) = min(g(x), z) mentre que IU(Uc(x, x), z) = max(g(Uc(x, x)), z).
Com que g(x) 6 g(Uc(x, x)), això dóna una contradicció amb l’equació (4.32). Una contra-
dicció similar s’obté si suposem que hi ha x > ec tal que Uc(x, x) > x i conseqüentment,
Uc ha de ser també idempotent.
Finalment, agafant z = e a (4.24) tenim IU(Uc(x,y), e) = Ud(IU(x, e), IU(y, e)), d’on
podem deduir g(Uc(x,y)) = Ud(g(x),g(y)) per a tots x,y ∈ [0, 1], utilitzant la proposició
4.3.8 (v).
En els següents dos lemes distingim els casos quan ec 6 ed i quan ed 6 ec separadament.
Lema 4.3.47 Sigui Uc ≡ 〈gc, ec〉ide i Ud ≡ 〈gd, ed〉ide amb Uc conjuntiva i Ud disjuntiva.
Suposem que ec 6 ed. Si IU, Uc i Ud satisfan (4.24) llavors se satisfà:
(i) ec 6 g(ed) 6 e 6 g(ec) 6 ed, i o bé g(ec) = ed o bé g(ed) = ec.
(ii) Per a tot x < ec se satisfà g(x) > ed i Ud(x,g(x)) = g(x).
(iii) Per a tot ed < x < y se satisfà Ud(x,g(y)) = g(y).
Demostració: Dividim la demostració en alguns passos.
• Agafem x = ec, y = e i z = ed a (4.24), se segueix que IU(ec, ed) = ed. Com que
ec 6 ed deduïm de l’equació (4.17) que g(ec) 6 ed. Suposem ara que e < ec. Llavors
podem agafar x,y, z tals que g(ec) 6 e < x < z < y < ec 6 ed i per a aquests valors:
z = IU(x, z) = IU(Uc(x,y), z) = Ud(IU(x, z), IU(y, z)) = Ud(z,g(y)) = g(y)
que és una contradicció, i conseqüentment queda demostrat que ec 6 e 6 g(ec) 6 ed.
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• Suposem ara que hi ha x < ec tals que g(x) 6 ed. Podem elegir y, z tals que
x < z < y < ec 6 e 6 g(ec) 6 g(y) 6 g(x) 6 ed
d’on obtenim
g(x) = IU(x, z) = IU(Uc(x,y), z) = Ud(IU(x, z), IU(y, z)) = Ud(g(x), z)
que és de nou una contradicció. Llavors, g(x) > ed per a tots x < ec, que és,
U(x, ed) = min(x, ed) = x per a tots x < ec
i, per commutativitat això implica g(ed) > x per a tots x < ec, o equivalentment
g(ed) > ec.
• Per acabar la demostració de (i), si suposem g(ec) < ed llavors
U(ec, ed) = max(ec, ed) = ed
i, per commutativitat, tenim també ec > g(ed) que juntament amb el pas previ
demostra que g(ed) = ec. Llavors tenim o bé g(ec) = ed o bé g(ed) = ec.
• Ara, per a tot x < ec, tenim per una banda que
IU(Uc(x, ec), x) = IU(x, x) = max(g(x), x) = g(x)
i per una altra banda, emprant que ec 6 e 6 g(ec),
Ud(IU(x, x), IU(ec, x)) = Ud(g(x),min(g(ec), x)) = Ud(g(x), x).
Llavors, per l’equació (4.24) obtenim Ud(g(x), x) = g(x) per a tots x < ec i (ii) és
demostrat.
• Per demostrar (iii), notem que agafant ed < x < y tenim
IU(Uc(e,y), x) = IU(y, x) = min(g(y), x) = g(y)
i
Ud(IU(e, x), IU(y, x)) = Ud(x,g(y))
obtenint Ud(x,g(y)) = g(y).
Lema 4.3.48 Siguin Uc ≡ 〈gc, ec〉ide i Ud ≡ 〈gd, ed〉ide amb Uc conjuntiva i Ud disjuntiva.
Suposem que ed 6 ec. Si IU, Uc i Ud satisfan (4.24) llavors
(i) ed 6 g(ec) 6 e 6 g(ed) 6 ec, i o bé g(ec) = ed o g(ed) = ec.
(ii) Per a tot y < x < ed se satisfà Ud(x,g(y)) = g(y).
(iii) Per a tot ec < x se satisfà g(x) < ed i Ud(x,g(x)) = g(x).
Demostració: Similar al lema anterior.
Fins ara només hem donat condicions necessàries per tal que IU, Uc i Ud satisfacin
l’equació (4.24), quan U és idempotent. Ara discutirem les condicions suficients. Primer de
tot, notem que ja sabem algunes solucions quan U és idempotent, que poden ser derivades
a partir dels casos anteriors. Efectivament,
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• Quan g és una negació forta N, sabem que la implicació residual IU coincideix amb
la implicació forta derivada a partir de la uninorma idempotent contínua per la dreta
Ur ≡ 〈N, e〉ide (veure proposició 4.3.15) i, del teorema 4.2.8, obtenim que IU,Uc i Ud
satisfan l’equació (4.24) quan Ud = Ur i Uc és la N-dual de Ur (que necessàriament
és la uninorma idempotent contínua per l’esquerra Ul ≡ 〈N, e〉ide).
• Quan U és idempotent de Umin i Uc = min tenim del teorema 4.3.41 que IU,min i
Ud satisfan l’equació (4.24) quan Ud és idempotent amb ed 6 e.
• Quan U és idempotent de Umin i Uc és idempotent de Umin amb ec < 1, tenim,
del teorema 4.3.45, que IU,Uc i Ud satisfan l’equació (4.24) quan Ud = (ed,gd) és
idempotent amb e = ec < ed i gd(e) = 1.
A més a més, en el cas en que U és idempotent, hi ha moltes més solucions de l’equació
(4.24) que les que hem posat anteriorment, com demostra la proposició següent (notem que
les solucions presentades en aquesta proposició satisfan les condicions necessàries donades
en els lemes 4.3.46 i 4.3.47).
Proposició 4.3.49 Siguin U ≡ 〈g, e〉ide, Uc ≡ 〈gc, ec〉ide i Ud ≡ 〈gd, ed〉ide amb ec 6 e 6 ed
tals que
• g(x) = 1 per a tot x < ec i g(x) = ec per a tot x > ed,
• Uc és de Umin,
• gd ve donada per
gd(x) =

1 si x < ed
ed si ed 6 x < 1
0 si x = 1.
Llavors IU, Uc i Ud satisfan (4.24).
Demostració: És una simple comprovació, considerant tots els casos possibles.
Nota 4.3.50 De la proposició anterior,Uc iUd queden determinades completament perquè satisfacin
l’equació (4.24), però en el cas de U, no és així. Notem que, a l’interval [ec, ed[ , g pot ser qualsevol
funció decreixent sense cap condició addicional apart de les donades al teorema 2.2.14. Un exemple
senzill es pot donar considerant, per exemple, g(x) = ed + ec − x per a tot x ∈ [ec, ed]. Aquest
exemple es pot veure a la figura 38.
Notem que una caracterització completa de l’equació (4.24) quan U és idempotent queda
encara oberta, encara que moltes solucions, així com algunes condicions necessàries han
estat donades en aquesta secció.
(v) Quan U és de Ucos,min
Ara estudiarem el cas en que la uninorma U de l’equació (4.24) sigui de Ucos,min.
Lema 4.3.51 Siguin Uc ∈ U(ec), Ud una uninorma disjuntiva, U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min i
IU la seva implicació residual. Si satisfan (4.24), llavors Uc és una t-norma.
Demostració: Dividim la demostració en dues passes:
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Figura 38. Una uninorma idempotent U (dalt-esquerra), la seva implicació residual IU (dalt-dreta) i
la uninorma idempotent Ud (baix) de l’exemple donades a la nota 4.3.50, tals que IU, Uc
i Ud satisfan (4.24), on Uc és idempotent de Umin. Aquí ∗ equival a ed + ec − x.
• Primer de tot, suposem que ec 6 β, llavors tindríem, agafant x = ec i y = z = e a
(4.24),
Ud(IU(ec, e), IU(e, e)) = IU(Uc(ec, e), e),
que vol dir
Ud(1, e) = IU(e, e),
perquè ec 6 β < e. Aquesta darrera igualtat implica e = 1, que és una contradicció.
Llavors β < ec.
• Ara, suposem que ec < 1. Llavors podem agafar y0 tal que ec < y0 < 1 amb
IU(ec, z) > IU(y0, z) per a tot z > β, perquè β < ec < y0, pel raonament anterior.
Com que IU és contínua a [β, 1]2, existeix z0 tal que IU(ec, z0) > IU(y0, z0) > ed, i
aleshores tenim, posant x = ec, y = y0, i z = z0 a (4.24):
Ud(IU(ec, z0), IU(y0, z0)) = IU(Uc(ec,y0), z0) = IU(y0, z0)
però també tenim:
Ud(IU(ec, z0), IU(y0, z0)) > max(IU(ec, z0), IU(y0, z0)) > IU(y0, z0),
que és una contradicció. Llavors podem dir que ec = 1, que és, Uc és una t-norma.
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A partir d’ara considerarem que Uc és una t-norma contínua.
Lema 4.3.52 Siguin Uc una t-norma, Ud una uninorma disjuntiva amb element neutre ed.
Considerem a més U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min i IU la seva implicació residual. Si satisfan
(4.24), llavors ed 6 α i Ud(z, z) = z per a tots z 6 α.
Demostració: Agafant x = 1, y = e a (4.24) tenim:
z = IU(e, z) = IU(T(1, e), z) = Ud(IU(1, z), IU(e, z)) =
Ud(α, z) si z > α
Ud(z, z) si z 6 α
Ara, si α < ed tindríem Ud(α, ed) = ed = α, que és una contradicció. Llavors, Ud(z, z) = z
per a tots z 6 α, i ed 6 α.
Lema 4.3.53 Siguin Uc una t-norma, Ud ∈ U(ed) disjuntiva, U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min i
IU la seva implicació residual. Si satisfan l’equació (4.24), llavors U(x, x) = x per a tots x 6 ed.
Demostració: Suposem que hi ha x 6 ed tal que U(x, x) < x, que és, T(xe ,
x
e ) <
x
e i per
continuïtat existirà un interval [a,b] tal que a < x < b i la restricció de T a l’interval
interval [ae ,
b
e ] és arquimediana. Ara, fixat z0 tal que a < z0 < x i tenint en compte la
nota 4.1.13, IU(−, z0) pren tots els valors des de z0 fins a b. Llavors, sigui x0 tal que
a < z0 < IU(x0, z0) < min(ed,b), tenim per una banda
IU(Uc(x0, 1), z0) = IU(x0, z0)
mentre que, per una altra banda,
Ud(IU(x0, z0), IU(1, z0)) = Ud(IU(x0, z0), z0) = min(IU(x0, z0), z0) = z0
obtenint contradicció.
Lema 4.3.54 Siguin Uc una t-norma, Ud ≡ 〈Td, ed,Sd〉 disjuntiva. A més a més, siguin U ≡
〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min i IU la seva implicació residual. Si satisfan (4.24), llavors Uc(e, e) > β
i Ud(x, x) = Uc(x, x) = x per a tots x 6 β. És a dir, Uc ha de ser una suma ordinal Uc =
〈(β, 1, T0)〉 per alguna t-norma contínua T0, Td = min i Sd ha de ser també una suma ordinal
Sd = 〈(β−ed1−ed , 1,S0)〉.
Demostració: Donarem la demostració en alguns passos.
• Primer demostrem que Uc(e, e) > β. Suposem pel contrari que Uc(e, e) 6 β, llavors
1 = IU(Uc(e, e),β) = Ud(IU(e,β), IU(e,β)) = Ud(β,β).
Llavors, com que e > β tenim Ud(e, e) = 1. Com que Uc és contínua, podem agafar x
tal que 1 > x > β amb 1 > Uc(x, x) > β, però llavors:
IU(Uc(x, x), x) = Ud(IU(x, x), IU(x, x)) = Ud(e, e) = 1
obtenint una contradicció perquè IU és estrictament creixen a [β, 1]2 (en aquesta regió,
U ve donada per la uninorma representable R i llavors podem aplicar la proposició
4.1.22).
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• Tot seguit demostrarem que Ud(x, x) = x per a tot x 6 β. Agafant x = y = e a (4.24)
obtenim
IU(Uc(e, e), z) = Ud(IU(e, z), IU(e, z)) = Ud(z, z).
Ara, per a tots z 6 β, IU(Uc(e, e), z) = z pel pas anterior i conseqüentment Ud(z, z) =
z per a tot z 6 β. Això implica directament que Td = min i que Sd és una suma
ordinal de la forma Sd = 〈(β−ed1−ed , 1,S0)〉.
• Finalment, demostrem que Uc(x, x) = x per a tots x 6 β. Suposem pel contrari que
hi ha algun x 6 β tal que Uc(x, x) < x i agafem z tal que Uc(x, x) < z < x < β. Per a
aquests valors tenim IU(x, z) 6 β i llavors, emprant el pas anterior,
1 = IU(Uc(x, x), z) = Ud(IU(x, z), IU(x, z)) = IU(x, z)
obtenint de nou una contradicció. Llavors, Uc(x, x) = x per a tot x 6 β i conseqüent-
ment Uc és una suma ordinal de la forma Uc = 〈(β, 1, T0)〉.
Teorema 4.3.55 Siguin Uc ≡ 〈Tc, ec,Sc〉 i Ud ≡ 〈Td, ed,Sd〉 conjuntiva i disjuntiva respectiva-
ment. Siguin U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min i IU la seva implicació residual. Llavors, Uc, Ud i IU
satisfan (4.24) si i només existeix una t-norma contínua T0 i una t-conorma contínua S0 tals que:
(i) Uc és la t-norma donada per la suma ordinal Uc = 〈(β, 1, T0)〉,
(ii) ed 6 α, Td = min i Sd = 〈(β−ed1−ed , 1,S0)〉,
(iii) U(x, x) = x per a tot x 6 ed i
(iv) T0, S0 i IR satisfan l’equació (4.24), és a dir, T0 i S= són NR-duals i:
– T0 = min i S0 = max ò,
– S0 és estricta i si s és el seu generador additiu amb s(e−β1−β) = 1 llavors s és també un
generador multiplicatiu de R.
Demostració: Suposem primer que Uc,Ud i IU satisfan (4.24). Llavors, (i) − (iii) seguei-
xen directament dels lemes anteriors. Per una altra banda, com que Uc,Ud i IU satisfan
l’equació (4.24) en particular per a tots x,y, z > β, derivem que T0, S0 i R han de satisfer
també l’equació (4.24) i els punts següents segueixen dels resultats d’aquesta equació per
uninormes representables donats al teorema 4.3.33.
Recíprocament, degut a la seva simetria, només necessitem demostrar l’equació (4.24)
per valors x 6 y i podem fer-ho distingint alguns casos:
• Si x 6 β, llavors Uc(x,y) = min(x,y) = x. Per una altra banda,
– Quan z > x llavors IU(x, z) = 1 i l’equació (4.24) segueix trivialment perquè Ud
és disjuntiva.
– Quan z < x, ed tenim IU(x, z) = IU(y, z) = z i (4.24) segueix perquè Ud(z, z) = z.
– Quan ed 6 z < x tenim IU(x, z), IU(y, z) ∈ ]ed,β]. Però Ud ve donada pel màxim
per aquests valors i de nou (4.24) se satisfà.
• Si β 6 x, l’equació (4.24) se satisfà perquè T0 S0 i IR també la satisfan.
L’estructura de les solucions del teorema anterior es pot observar a la figura 39.
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Figura 39. Estructura de Uc (dalt-esquerra), Ud (dalt-dreta) i IU (baix), amb U ∈ Ucos,min, que
satisfan l’equació (4.24).
(vi) Quan U és de Ucos,max
Recordem que en aquest cas, hem de tenir una uninorma U amb δ = 1, és a dir, els
paràmetres de la uninorma seran U ≡ 〈(R, e),γ,S, 1〉cos,max. Obtenim noves solucions amb
raonaments similars a la secció anterior.
Lema 4.3.56 Siguin Uc ∈ U(ec) i Ud ∈ U(ed) uninormes conjuntiva i disjuntiva respectivament.
Siguin U ≡ 〈(R, e),γ,S, 1〉cos,max i IU la seva implicació residual. Si satisfan (4.24), llavors ed = 0,
que vol dir que Ud ha de ser una t-conorma, i Ud(x, x) = x per a tot x > γ.
Demostració: Demostrem primer que ed = 0. Suposem pel contrari que ed > 0, llavors:
• Si ec > γ tenim IU(Uc(ec, e), z) = IU(e, z) = z mentre que per a tots z < ec,
Ud(IU(ec, z), IU(e, z)) = Ud(0, z).
Per tant, obtenim Ud(0, z) = z per a tot z < ec, que és una contradicció.
• Si ec < γ podem agafar un y0 tal que 0 < y0 < ec < γ. Però llavors existirà z0 < γ
tal que IU(ec, z0) < IU(y0, z0) < ed i llavors
IU(Uc(ec,y0), z0) = IU(y0, z0)
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mentre que
Ud(IU(ec, z0), IU(y0, z0)) 6 min(IU(ec, z0), IU(y0, z0)) = IU(ec, z0) < IU(y0, z0),
obtenint de nou contradicció.
Llavors, ed = 0 i finalment, per a tots z > γ tenim
z = IU(0, z) = IU(Uc(0, 0), z) = Ud(IU(0, z), IU(0, z)) = Ud(z, z).
Lema 4.3.57 Siguin Uc ∈ U(ec) conjuntiva, Ud una t-conorma, U ≡ 〈(R, e),γ,S, 1〉cos,max
conjuntiva i IU la seva implicació residual. Si satisfan (4.24), llavors ec > γ i Uc és de Umin amb
Uc(x, x) = x per a tot x > γ.
Demostració: Donem la demostració en alguns passos
• Primer demostrem que ec > γ. Suposem que ec 6 γ i agafem z tal que γ <
z < 1. Llavors per una banda IU(Uc(ec, 1), z) = IU(1, z) = 0, i per una altra
Ud(IU(ec, z), IU(1, z)) = Ud(z, 0) = z, que dóna una contradicció.
• Ara demostrem que Uc(1, x) = x per a tots x > γ. Suposem que existeix x > γ tal que
Uc(1, x) > x > γ, podem agafar z tal que x < z < Uc(1, x) i per a aquest z tenim
0 = IU(Uc(1, x), z) = Ud(IU(1, z), IU(x, z)) = Ud(0, IU(x, z)) = IU(x, z) > 0
obtenint contradicció.
• Pel pas anterior tenim pel creixement que Uc és de Umin.
• Finalment demostrem que Uc(x, x) = x per a tot x > γ. Ho demostrem distingint dos
casos:
– Suposem existeix x > γ tals que Uc(x, x) < x i agafem z0 tals que Uc(x, x) <
z0 < x. Llavors
IU(Uc(x, x), z0) = Ud(IU(x, z0), IU(x, z0)) = Ud(0, 0) = 0
que és una contradicció amb que Uc(x, x) < z0.
– Suposem ara que existeix x > γ tal que Uc(x, x) > x. Similarment, agafant z0 tal
que x < z0 < Uc(x, x) tenim
0 = IU(Uc(x, x), z0) = Ud(IU(x, z0), IU(x, z0)) = IU(x, z0)
que de nou és una contradicció perquè x < z0 i conseqüentment IU(x, z0) > γ.
Lema 4.3.58 Siguin Uc ∈ U(ec) conjuntiva, Ud una t-conorma, U ≡ 〈(R, e),γ,S, 1〉cos,max i IU
la seva implicació residual. Si satisfan (4.24), llavors U(x, x) = x per a tots x > ec.
Demostració: Suposem U(x, x) > x per algun x > ec. Existeix un interval [a,b] contenint
x i U(x, x) en el què IU és estrictament monòtona. Però llavors, agafant z tals que ec < x <
z < U(x, x), tenim
IU(Uc(x,U(x, x)), z) = IU(U(x, x), z) = 0
i també
Ud(IU(x, z), IU(U(x, x), z)) = Ud(IU(x, z), 0) = IU(x, z)
obtenint una contradicció.
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Teorema 4.3.59 Sigui Uc ≡ 〈Tc, ec,Sc〉 i Ud conjuntiva i disjuntiva respectivament. Sigui
U ≡ 〈(R, e),γ,S, 1〉cos,max i IU la seva implicació residual. Llavors, Uc, Ud i IU satisfan (4.24) si
i només existeix una t-norma contínua T0 i una t-conorma contínua S0 tals que:
(i) Ud és la t-conorma donada per la suma ordinal Ud = 〈(0,γ,S0)〉,
(ii) Uc és de Umin amb ec > γ, Sc = max i Tc = 〈(0, γec , T0)〉,
(iii) U(x, x) = x per a tot x > ec i
(iv) T0, S0 i IR satisfan l’equació (4.24), és a dir, T0 i S0 són NR-duals i:
– T0 = min i S0 = max ò,
– S0 és estricta i si s és el seu generador additiu amb s(ecγ ) = 1 llavors s és també un
generador multiplicatiu de R.
Demostració: És similar a la demostració del teorema 4.3.55
L’estructura de les solucions del teorema anterior es pot observar a la figura 40.
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Figura 40. Estructura de Uc (dalt-esquerra), Ud (dalt-dreta) i IU (baix), amb U ∈ Ucos,max, que
satisfan l’equació (4.24).
Tots els resultats de l’equació de distributivitat d’implicacions sobre uninormes (4.24) es
resumeixen en el quadre 8.
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U Solució de (4.24)
U ≡ 〈h, e〉rep teorema 4.3.33
U = T teorema 4.3.36
U ≡ 〈T, e,S〉min
Uc = T
teorema 4.3.41
U ≡ 〈T, e,S〉min
ec < 1
teorema 4.3.45
U ≡ 〈g, e〉ide No resolt totalmentsolucions parcials, proposició 4.3.49
U ≡ 〈T ′ ,α, T ′′ ,β, (R, e)〉cos,min teorema 4.3.55
U ≡ 〈(R, e),γ,S, 1〉cos,max teorema 4.3.59
Taula 8. Resultats de les solucions de la distributivitat d’implicacions residuals sobre uninormes.
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4.4 conclusions
Les funcions d’implicació són una eina fonamental en la lògica borrosa i el raonament apro-
ximat, bàsicament per dues raons principals. Per una banda, aquestes funcions s’utilitzen
per representar els condicionals. Concretament, cada regla de la forma “Si . . . aleshores . . . ”
en sistemes borrosos és interpretada a través d’una funció d’implicació. Així, depenent del
context i de la pròpia regla, diferents implicacions poden ser adequades en cada cas. Per
una altra banda, les implicacions s’utilitzen també per realitzar inferències en el raonament
aproximat, normalment a través de les regles d’inferència del modus ponens i del modus
tollens. és evident doncs que l’elecció de la implicació no es pot fer independentment de la
regla d’inferència que s’ha d’utilitzar.
Tot això fa que siguin necessaris diferents models o tipus d’implicacions (un estudi
recent sobre el tema és [73]). No només els ja esmentats R, S, QL i D-implicacions (veure
[63, 73, 5, 71],...) sinó també d’altres com les de Mamdani-Larsen ([73]), les de Yager ([105]),
etc. Una argumentació contundent sobre la necessitat de tots aquests models, i fins i tot de
nous models d’implicacions, es pot trobar a [99] on es veu com diverses lleis, vàlides en
àlgebres de Boole i en alguns reticles ortomodulars, quan les estudiem en lògica borrosa
no tenen solucions per cap d’aquests tipus d’implicacions.
Una altra via per introduir noves funcions d’implicació ve donada per les implicacions de-
finides a partir de funcions d’agregació en general i uninormes en particular, principalment
del tipus residual (R) i fortes (S).1 Seguint aquesta via, en aquest capítol, hem introduït les
R i S-implicacions derivades d’uninormes idempotents i d’uninormes contínues en ]0, 1[2 i
hem estudiat les seves propietats.
Entre aquestes propietats cal destacar l’equació de distributivitat (1.3) que ha estat
proposada a [28] com una eina eficaç per evitar l’explosió combinatòria en diversos
sistemes basats en regles borroses. Amb les implicacions usuals s’ha vist a [95] que les
úniques solucions requereixen T = TM i S = SM. En canvi, s’ha vist també en aquest capítol
que amb R i S-implicacions derivades d’uninormes es poden trobar moltes més solucions
utilitzant, com a conjuncions i disjuncions, tot tipus de t-normes i t-conormes i també
uninormes.
Cal recordar a més a més, que les implicacions són molt útils, no només en els camps
de la lògica borrosa i el raonament aproximat, sinó també en molts altres com ara, les
equacions relacionals borroses, el control borrós, la computació amb paraules, la morfologia
matemàtica borrosa i el tractament d’imatges, etc. és precisament en aquest darrer camp en
el que veurem, en el pròxim capítol, com les uninormes i les seves implicacions derivades
(residuals i fortes) són una eina potent per aplicar especialment en la detecció de contorns.
Les propietats d’aquestes implicacions estudiades en aquest capítol seran fonamentals en
els resultats del següent.
1 Tot i que també es pot trobar un primer treball dedicat a QL i D-implicacions derivades d’uninormes a [72].
5
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5.1 introducció
La identificació d’objectes, l’extracció de trets en objectes i detecció d’anomalies en processos
industrials automàtics estan molt connectats amb el reconeixement de formes i llavors
amb els sistemes de reconeixement o de visió. En aquest context la morfologia matemàtica
és una eina útil per a l’extracció de les components d’una imatge que són útils en la
representació i descripció de les regions de les formes, com ara límits, esquelets, o tancats
convexos.
Les eines bàsiques de la morfologia són les operacions morfològiques. Una operació
morfològica P transforma l’estructura que volem analitzar, A (una imatge) a través d’un
objecte petit B, anomenat “element estructurant”, amb el que volem trobar l’estructura
de A, en un nou objecte P(A,B) (una nova imatge). La mida i la forma de B es pot elegir
pel morfologista per analitzar l’estructura de A. Les operacions morfològiques bàsiques
són la dilatació i l’erosió. Aquestes operacions es basen en la teoria de conjunts i varen ser
desenvolupades originalment per imatges binàries (blanc i negre) i després esteses amb
èxit a imatges en escala de grisos ([92]).
De tota manera, les formes en una imatge mai són definides d’una manera nítida, i la
incertesa pot aparèixer en cada nivell de l’anàlisi de la imatge i el reconeixement de patrons.
Pot passar en un nivell molt baix en la sortida del sensor, i es pot estendre en tot el procés
en els nivells mitjans i superiors. Un sistema de reconeixement o de visió per computador
ha de tenir la suficient flexibilitat per poder processar la incertesa en cada un d’aquests
nivells, d’aquesta manera el sistema pot retenir tanta informació de les dades com li sigui
possible, a cada nivell. Com que el primer pas essencial del sistema de reconeixement o del
sistema de visió és la extracció de trets, el mètode emprat hauria de tenir una previsió per
representar i manipular les incerteses. La teoria dels conjunts borrosos dóna un mecanisme
per representar i manipular la incertesa i l’ambigüitat. Les operacions borroses i les seves
propietats, així com les regles d’inferència borroses han trobat considerables aplicacions en
anàlisi d’imatges i reconeixement de patrons (per exemple, es pot veure a [59], [27] i [76]).
Per poder fer això, la morfologia matemàtica borrosa és una extensió alternativa de la
morfologia binària i la morfologia en escala de grisos ([92]) emprant conceptes i tècniques de
la teoria de conjunts borrosos. Alguns investigadors han introduït operacions morfològiques
alternatives (veure per exemple [17], [32], [40] i [41]). Bloch i Maître ([17]) segueixen
un enfocament emprant t-normes i les implicacions fortes associades, amb una negació
involutiva. La inclusió de conjunts borrosos va ser emprada per Zadeh, Sinha i Dougherty,
Kitainik i Bandler i Kohout per poder definir les operacions morfològiques borroses .
“L’addició de Minkowsky” va ser emprada inicialment per De Baets i altres a [40], [41]. Es
poden trobar més detalls a [59], [27] i les referències mencionades allà.
En aquest capítol ens fixem en el marc general de la morfologia matemàtica borrosa
construïda per De Baets a [32] on s’utilitzen “conjuncions” i “implicacions” per poder
definir la “erosió borrosa” i la “dilatació borrosa”, sense forçar relacions de dualitat entre
aquestes operacions, i obtenint bones propietats pels corresponents operadors de clausura
borrosa i obertura borrosa.
El nostre principal objectiu és estudiar aquest marc general quan emprem uninormes
conjuntives. Un primer intent va aparèixer a [42] on De Baets i altres empren uninormes
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conjuntives i les seves implicacions residuals per construir les operacions morfològiques
borroses. Tenint en compte que la dualitat i la idempotència són indispensables pel
desenvolupament posterior de la morfologia matemàtica, es demostra a [42] que les
uninormes representables conjuntives, que són contínues per l’esquerra, són convenients per
ser emprades en aquest marc. Però hi ha una altra classe coneguda d’uninormes conjuntives
que també són adequades en aquest sentit, com provem aquí: les uninormes idempotents.
Llavors, l’objectiu principal d’aquest capítol serà la de construir una morfologia basada en
uninormes conjuntives (incloent per tant les representables com les idempotents), tenint en
compte les propietats morfològiques i algebraiques dels operadors morfològics borrosos i
anant més enllà de l’estudiat per De Baets a [42].
El capítol s’organitza com segueix. Primer, a la secció 5.2, presentem el marc general
iniciat per De Baets a [32]. Més endavant, a la secció 5.3, s’estudien les propietats morfològi-
ques i algebraiques satisfetes pels operadors morfològics basats en uninormes conjuntives
per l’esquerra, seguint una estructura similar a l’emprada a [77]. Investiguem en aquesta
secció (veure [56]) quines “uninormes conjuntives” (com a cas particular de conjuncions)
es necessiten elegir per poder preservar les propietats algebraiques i morfològiques neces-
sàries per obtenir una morfologia matemàtica “bona”. A la secció següent, 5.4, l’objectiu
és estudiar, seguint el marc presentat a la secció anterior, la caracterització i les propietats
algebraiques de la “clausura borrosa” i la “obertura borrosa”, objectes borrosos tancats i
oberts, quan emprem uninormes conjuntives. S’obtenen propietats similars a les descrites
per De Baets a [30] per conjuncions particulars i, en un context més general per Bodenhofer
a [18]. A la secció 5.5, demostrem que quan prenem una uninorma representable conjuntiva
obtenim l’anomenada “llei d’idempotència generalitzada” per a la clausura i l’obertura
borroses (veure [35] i [57]). En un context més general, demostrem després que quan
agafem una uninorma contínua per l’esquerra també obtenim aquesta “llei d’idempotència
generalitzada”. D’aquesta manera, generalitzem tant els resultats de la secció anterior
com els obtinguts per De Baets a [35], emprant t-normes contínues. Tot això es demostra
inicialment en el cas en que els rangs de les imatges siguin conjunts finits, però veurem
que pel cas de t-normes contínues el resultat també és cert sense aquesta restricció.
La part més important d’aquest capítol està a la secció 5.6, on incloem els resultats
experimentals. Hem implementat els operadors morfològics derivats de certes uninormes
conjuntives (representables i idempotents) que verifiquen totes les propietats esmentades
en les seccions anteriors. En aquesta secció es fa un estudi comparatiu, i es veu que els
resultats obtinguts a la detecció de contorns en els nostres casos són millors que en els
casos clàssics derivats de t-normes de la família de Łukasiewicz (que són les úniques que
també satisfan les propietats).
5.2 operadors morfològics basats en uninormes
De les definicions d’erosió i dilatació clàssiques ([59]), està clar que la intersecció i la inclusió
juguen un paper molt important. La idea de De Baets ([32]) va ser la de fer borrosos els
operadors lògics que hi prenien part, és a dir, la conjunció booleana i la implicació booleana,
obtenint un procés de borrositat correcte.
Per això, una imatge en escala de grisos n-dimensional es pot modelar com una funció
de Rn → [0, 1]. Es requereix que els valors grisos de la imatge pertanyin a l’interval unitat,
per poder considerar la imatge com un objecte borrós. Agafant, per tant dues imatges
n-dimensionals A i B, una conjunció C, que en aquest capítol serà un operador binari sobre
[0, 1], creixent, que generalitza la conjunció booleana clàssica, i una implicació I, (definició
4.1.1), tenim les definicions següents.
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Definició 5.2.1 La dilatació borrosa DC(A,B) i l’erosió borrosa EI(A,B) de A per B són les
imatges en escala de grisos definides per
DC(A,B)(y) = sup{C(B(x− y),A(x))|x ∈ Rn} = sup
x
C(B(x− y),A(x))
EI(A,B)(y) = inf{I(B(x− y),A(x))|x ∈ Rn} = inf
x
I(B(x− y),A(x)).
Definició 5.2.2 La clausura borrosa CC,I(A,B) i l’obertura borrosa OC,I(A,B) de A per B
són les imatges en escala de grisos definides per
CC,I(A,B)(y) = EI(DC(A,B),−B)(y)
OC,I(A,B)(y) = DC(EI(A,B),−B)(y).
De la mateixa manera que a la definició anterior, les definicions anteriors es poden escriure en termes
de suprems i ínfims:
CC,I(A,B)(y) = inf
x
I(B(y− x), sup
z
C(B(z− x),A(z)))
OC,I(A,B)(y) = sup
x
C(B(y− x), inf
z
I(B(z− x),A(z))).
Notem que la reflexió −B d’un conjunt borrós n-dimensional B està definit com −B(x) =
B(−x), per a tot x ∈ Rn.
Nota 5.2.3 A partir d’una conjunció C i una negació N, s’obté una implicació mitjançant
IC,N(x,y) = N(C(x,N(y))), per a tots x,y ∈ [0, 1],
i viceversa, a partir d’una implicació I i una negació N, obtenim un conjunció C mitjançant
l’expressió
CI,N(x,y) = N(I(x,N(y))), per a tots x,y ∈ [0, 1].
Òbviament, com que tota uninorma conjuntiva és una conjunció, podem emprar uni-
normes conjuntives i les seves implicacions associades per definir operadors morfològics
borrosos seguint les definicions anteriors.
Nota 5.2.4 Notem que si U és una uninorma conjuntiva, llavors la implicació IU,N és la implicació
forta obtinguda a partir de N, i de la uninorma (disjuntiva) U∗, N-dual de U, que també denotem
per IU∗,N (veure definició 4.1.14).
A continuació, investiguem (veure [56]) quines uninormes conjuntives han de ser ele-
gides per poder preservar les propietats algebraiques i morfològiques, tals com dualitat,
monotonia, interacció amb la unió i la intersecció, invariància sobre translacions i escalatges,
extensió i idempotència, propietats d’inclusió, commutativitat i associativitat de la dilatació
borrosa, combinacions de dilatació i erosió, propietat del coneixement local i la propietat
d’adjunció. A més a més, anant més enllà del que va fer De Baets a [42], a la secció següent
es donen condicions suficients i/o necessàries sobre les uninormes conjuntives per poder
garantir totes aquestes propietats.
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En aquesta secció donarem condicions suficients i/o necessàries sobre les uninormes
conjuntives per poder garantir propietats similars a les que es tenen a la morfologia
matemàtica binària i en escala de grisos.
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Donada una negació forta N, definim (coNA)(x) = N(A(x)) el N-complement coNA
d’un conjunt borrós A. Dues operacions morfològiques P i Q es diuen N-duals si per
qualssevol dos objectes en escala de grisos A i B se satisfà que P(A,B) = coNQ(coNA,B).
Tots els resultats d’aquesta part són vàlids per uninormes conjuntives contínues per
l’esquerra i les seves implicacions residuals IU. De tota manera, és conegut que la dilatació
borrosa i l’erosió borrosa són N-duals si i només si I = IC,N (o equivalentment C = CI,N),
a més a més, si la dilatació borrosa i l’erosió borrosa són N-duals, llavors també ho seran la
clausura borrosa i l’obertura borrosa ([32]). Per tant, per tenir dualitat entre els operadors
morfològics borrosos, necessitem emprar uninormes satisfent
IU = IU,N.
Sabem que aquesta propietat és satisfeta per a dos tipus d’uninormes (veure el teorema
4.1.23 i la proposició 4.3.14), que recordem a la proposició següent (veure [39] ò [83]).
Proposició 5.3.1 La identitat
IU = IU,N (5.1)
se satisfà en cada un dels casos següents
(i) Si U ≡ 〈h, e〉rep és conjuntiva i N és la negació obtinguda del generador additiu h de U per
N(x) = h−1(−h(x)).
(ii) Si N és una negació forta i U és la uninorma idempotent contínua per l’esquerra U ≡
〈N, e〉ide.
Nota 5.3.2 Cal tenir en compte que en el cas (ii), IU,N coincideix amb la implicació forta IU∗,N,
segons la nota 5.2.4. En aquest cas, clarament U∗ és la uninorma idempotent contínua per la dreta
U∗ ≡ 〈N, e〉ide.
Nota 5.3.3 Dins la família de les uninormes contínues a ]0, 1[2, n’hi ha de contínues per l’esquerra
que també poden ser utilitzades en aquest context, obtenint una “bona” morfologia matemàtica. Però
dissortadament, no n’hi ha cap (llevat de les representables) que verifiquin la condició (5.1) (veure
teorema 4.3.32), perdent així la propietat de dualitat (com en el cas de les t-normes no nilpotents).
Per tant, aquests els dos tipus d’uninormes conjuntives constatats en la proposició
anterior són les que compleixen les condicions imposades, i seran les més adequades per
al nostre estudi. En aquest sentit, volem notar que es verifica la proposició següent, que
utilitzarem al llarg d’aquesta secció.
Proposició 5.3.4 Sigui U ∈ U(e). Les afirmacions següents són equivalents
(i) U és contínua per l’esquerra;
(ii) per tot (a,b) ∈ [0, 1]2, U(a, IU(a,b)) 6 b;
(iii) per tot (a,b, c) ∈ [0, 1]3, U(IU(a,b), IU(b, c)) 6 IU(a, c).
Demostració: • L’equivalència (i)⇔ (ii) és similar a un resultat conegut per a t-normes,
veure per exemple [44].
• Per demostrar (iii)⇒ (ii), basta posar (e,a,b) en (iii).
5.3 propietats algebraiques dels operadors morfològics 137
• Per demostrar (ii)⇒ (iii), per definició de IU, només necessitem demostrar que per
tot a,b, c ∈ [0, 1]
U(a,U(IU(a,b), IU(b, c))) 6 c.
Ara, emprant l’associativitat i la monotonia de U amb (ii), tenim:
U(a,U(IU(a,b), IU(b, c))) = U(U(a, IU(a,b)), IU(b, c))) 6 U(b, IU(b, c)) 6 c.
Notem que les proposicions següents (de 5.3.5 a 5.3.11) són realment casos particulars
dels inclosos, per exemple, a [77]. Per tant, no inclourem la demostració aquí, o només
notarem que les uninormes emprades satisfan les propietats requerides sobre la conjunció.
Proposició 5.3.5 Sigui U una uninorma conjuntiva i IU la seva implicació residual. Les afirmaci-
ons següents són certes:
(i) La dilatació borrosa DU és creixent en totes dues variables.
(ii) L’erosió borrosa EI és creixent en la primera variable i decreixent en la segona.
(iii) La clausura borrosa CU,IU i l’obertura borrosa OU,IU són ambdues creixents en la primera
variable.
Les dues proposicions següents són relatives a les propietats d’interacció amb la unió i
la intersecció de Zadeh. Per una família arbitrària (Ai)i∈I de conjunts borrosos, la unió i la
intersecció de Zadeh es defineixen per:⋃
i∈I
Ai(x) = sup
i∈I
Ai(x) i
⋂
i∈I
Ai(x) = inf
i∈I
Ai(x).
Proposició 5.3.6 Sigui U una uninorma conjuntiva, contínua per l’esquerra i IU la seva implicació
residual. Sigui A una imatge en escala de grisos i sigui B un element estructurant en escala de
grisos. A més, sigui (Ai)i∈I un conjunt arbitrari d’imatges en escala de grisos i sigui (Bi)i∈I una
família arbitrària d’elements estructurants en escala de grisos. Llavors se satisfà
DU(
⋃
i∈I
Ai,B) =
⋃
i∈I
DU(Ai,B), EIU(
⋃
i∈I
Ai,B) ⊇
⋃
i∈I
EIU(Ai,B),
DU(A,
⋃
i∈I
Bi) =
⋃
i∈I
DU(A,Bi), EIU(A,
⋃
i∈I
Bi) =
⋂
i∈I
EIU(A,Bi),
DU(
⋂
i∈I
Ai,B) ⊆
⋂
i∈I
DU(Ai,B) EIU(
⋂
i∈I
Ai,B) =
⋂
i∈I
EIU(Ai,B).
Demostració: Com que U és contínua per l’esquerra, la segona secció de IU és contínua
per la dreta i la primera és contínua per l’esquerra per la proposició 4.1.20. Llavors, els
resultats es demostren fàcilment a partir de les definicions.
Proposició 5.3.7 Sigui U una uninorma conjuntiva i IU la seva implicació residual. Sigui A una
imatge en escala de grisos i sigui B un element estructurant en escala de grisos. A més a més, sigui
(Ai)
k
i=1 una família finita d’imatges en escala de grisos. Llavors és cert
CU,IU(
k⋃
i=1
Ai,B) ⊇
k⋃
i=1
CU,IU(Ai,B), OU,IU(
k⋃
i=1
Ai,B) ⊇
k⋃
i=1
OU,IU(Ai,B),
CU,IU(
k⋂
i=1
Ai,B) ⊆
k⋂
i=1
CU,IU(Ai,B), OU,IU(
k⋂
i=1
Ai,B) ⊆
k⋂
i=1
OU,IU(Ai,B).
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La translació Tv(A) de un conjunt borrós A per v ∈ Rn es defineix per Tv(A)(x) = A(x−
v), l’escalatge Hλ(A) de un conjunt borrós A per λ > 0 es defineix per Hλ(A)(x) = A(1λ(x)).
És cert, per [77] (veure també [32]) que les quatre operacions morfològiques bàsiques són
invariants sobre translacions i escalatges, com es pot veure en la proposició següent.
Proposició 5.3.8 Sigui U una uninorma conjuntiva i IU la seva implicació residual. Siguin A
una imatge en escala de grisos, B un element estructurant en escala de grisos i v ∈ Rn. Llavors se
satisfà:
DU(Tv(A),B) = Tv(DU(A,B)), DU(A, Tv(B)) = T−v(DU(A,B)),
DU(Tv(A), Tv(B)) = DU(A,B).
L’erosió borrosa EIU(A,B) satisfà les mateixes relacions. La clausura borrosa CU,IU satisfà
CU,IU(Tv(A),B) = Tv(CU,IU(A,B)), CU,IU(A, Tv(B)) = CU,IU(A,B),
CU,IU(Tv(A), Tv(B)) = Tv(CU,IU(A,B)),
l’obertura borrosa OU,IU satisfà les mateixes relacions que les anteriors operacions.
Proposició 5.3.9 Sigui U una uninorma conjuntiva i IU la seva implicació residual. Siguin A una
imatge en escala de grisos, B un element estructurant en escala de grisos i λ > 0. Llavors es satisfà:
DU(Hλ(A),Hλ(B)) = Hλ(DU(A,B)), CU,IU(Hλ(A),Hλ(B)) = Hλ(CU,IU(A,B)),
EI(Hλ(A),Hλ(B)) = Hλ(EI(A,B)), OU,IU(Hλ(A),Hλ(B)) = Hλ(OU,IU(A,B)).
Com en cas binari i en el cas d’escala de grisos, aquesta propietat també es manté per
λ < 0. Per λ = −1, obtenim el cas especial següent.
Proposició 5.3.10 Sigui U una uninorma conjuntiva i IU la seva implicació residual. Sigui A una
imatge en escala de grisos i B un element estructurant en escala de grisos, llavors es manté
−DU(A,B) = DU(−A,−B), − EI(A,B) = EI(−A,−B),
−CU,IU(A,B) = CU,IU(−A,−B), −OU,IU(A,B) = OU,IU(−A,−B).
Ara estudiem la propietat de coneixement local. Molt sovint, no coneixem tota la in-
formació d’una imatge donada A (és a dir, no veiem tota la imatge) sinó que tan sols
veiem una part d’ella, un petit quadrat Z (square frame). Ens interessa veure si es poden
aplicar els operadors morfològics a aquesta part concreta. Aquest principi per a la dilatació
i l’erosió borroses s’expressa a la proposició següent i està adaptada de [32], rebent el nom
de principi de coneixement local. Notem dB = supB = {x ∈ Rn | B(x) > 0}.
Proposició 5.3.11 Siguin U una uninorma conjuntiva i IU la seva implicació residual. Siguin
A una imatge en escala de grisos, B un element estructurant en escala de grisos i Z una màscara
binària. Llavors se satisfà que
DC(A∩Z,B)∩ EIU(Z,dB) = DC(A,B)∩ EIU(Z,dB),
EIU(A∩Z,B)∩ EIU(Z,dB) = EIU(A,B)∩ EIU(Z,dB).
Aquesta propietat és important des d’un punt de vista computacional, ja que ens
permet implementar els algorismes per computar la dilatació i l’erosió borroses definides
anteriorment.
Els resultats següents són una altra vegada similars als que apareixen a [77], però en
aquest cas es requereix una demostració adaptada i conseqüentment està inclosa. L’extensi-
vitat de la dilatació borrosa i l’anti-extensivitat de l’erosió borrosa queden assegurades en
la proposició següent.
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Proposició 5.3.12 Siguin U una uninorma conjuntiva amb element neutre e ∈ ]0, 1[ , IU la seva
implicació residual i B un element estructurant en escala de grisos tal que B(0) = e. Llavors les
inclusions següents es satisfan:
EIU(A,B) ⊆ A ⊆ DU(A,B).
Demostració: Com que IU és la implicació residual de U, satisfà que IU(e, x) = x per a
tot x. Llavors
EIU(A,B)(y) = infx IU(B(x− y),A(x)) 6 IU(B(0),A(y)) = IU(e,A(y))
= A(y) = U(e,A(y)) = U(B(0),A(y)) 6 sup
x
U(B(x− y),A(x))
= DU(A,B)(y).
Proposició 5.3.13 Siguin U una uninorma conjuntiva contínua per l’esquerra, IU la seva impli-
cació residual, A una imatge en escala de grisos i B un element estructurant en escala de grisos,
llavors es satisfà
(i) La clausura borrosa CU,IU és extensiva: A ⊆ CU,IU(A,B).
(ii) L’obertura borrosa OU,IU és anti-extensiva: OU,IU(A,B) ⊆ A.
(iii) La clausura borrosa i l’obertura borrosa són idempotents, és a dir:
CU,IU(CU,IU(A,B),B) = CU,IU(A,B), OU,IU(OU,IU(A,B),B) = OU,IU(A,B).
Demostració: La primera propietat se segueix de la definició i tenint en compte que, per
la proposició 4.1.20, IU satisfà
y 6 IU(x,U(x,y)) per tot (x,y) ∈ [0, 1]2.
Similarment, (ii) es pot derivar pel fet que, per continuïtat per l’esquerra, emprant una
altra vegada la proposició 4.1.20 U satisfà
U(x, IU(x,y)) 6 y.
Per poder demostrar (iii), tenim una inclusió immediatament emprant (i):
CU,IU(CU,IU(A,B),B) ⊇ CU,IU(A,B).
L’altra inclusió és conseqüència de l’anti-extensivitat de l’obertura borrosa, les definicions
dels operadors borrosos i la monotonia de l’erosió borrosa, que és
CU,IU(CU,IU(A,B),B) = EIU(DU(CU,IU(A,B),B),−B)
= EIU(DU(EIU(DU(A,B),−B),B),−B)
= EIU(OU,IU(DU(A,B),−B),−B)
⊆ EIU(DU(A,B),−B) = CU,IU(A,B).
De manera similar es pot demostrar la idempotència de l’obertura borrosa.
Proposició 5.3.14 Siguin U una uninorma conjuntiva, amb element neutre e ∈ ]0, 1[ i IU la seva
implicació residual. Sigui A una imatge en escala de grisos i B un element estructurant en escala de
grisos tal que existeix z ∈ Rn tal que B(z) = e, llavors és cert
EIU(A,B) ⊆ DU(A,B).
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Demostració: Semblant a la demostració de la proposició 5.3.12.
Proposició 5.3.15 Siguin U una uninorma conjuntiva, amb element neutre e ∈ ]0, 1[ i IU la seva
implicació residual. Siguin A una imatge en escala de grisos i B un element estructurant en escala
de grisos tal que B(0) = e, llavors se satisfà
DU(A,B) ⊇ CU,IU(A,B), DU(A,B) ⊇ OU,IU(A,B), DU(A,B) ⊇ OU,IU(A,−B),
EIU(A,B) ⊆ OU,IU(A,B), EIU(A,B) ⊆ CU,IU(A,B), EIU(A,B) ⊆ CU,IU(A,−B).
Demostració: Només demostrem la primera inclusió, ja que les altres es demostren de
manera similar. Per a tot y ∈ Rn tenim:
CU,IU(A,B)(y) = infx IU(B(y− x), supz
U(B(z− x),A(z)))
6 IU(B(0), sup
z
U(B(z− y),A(z))) = sup
z
U(B(z− y),A(z)) = DU(A,B)(y).
Proposició 5.3.16 Siguin U una uninorma conjuntiva, amb element neutre e ∈ ]0, 1[ i sigui IU la
seva implicació residual. Siguin A una imatge en escala de grisos i B un element estructurant en
escala de grisos tal que B(0) = e, llavors se satisfà que
EIU(A,B) ⊆ OU,IU(A,B) ⊆ A ⊆ CU,IU(A,B) ⊆ DU(A,B).
Demostració: S’obté d’ajuntar alguns dels resultats de les proposicions anteriors.
Proposició 5.3.17 Sigui U una uninorma conjuntiva contínua per l’esquerra, i siguin A, B i C
imatges en escala de grisos. Llavors se satisfà que
DU(A,DU(B,C)) = DU(DU(A,B),−C)
i
DU(A,B) = −DU(B,A).
Demostració: Emprant la continuïtat per l’esquerra, se segueix fàcilment de l’associativitat
i la commutativitat de la uninorma U.
Les combinacions de dilatacions i erosions s’estudien en les proposicions següents.
Proposició 5.3.18 Siguin U una uninorma conjuntiva contínua per l’esquerra, IU la seva implica-
ció residual i A, B i C imatges en escala de grisos. Llavors es satisfà:
DU(DU(A,B),C) = DU(DU(A,C),B), EIU(EIU(A,B),C) = EIU(EIU(A,C),B).
Demostració: Emprant la proposició 5.3.10 i l’anterior, obtenim la primera igualtat:
DU(DU(A,B),C) = DU(A,DU(B,−C)) = DU(A,−DU(−C,B))
= DU(A,DU(C,−B)) = DU(DU(A,C),B).
Per demostrar la segona part, notem que com que U és contínua per l’esquerra, la implicació
residual IU satisfà el principi d’intercanvi (proposició 4.1.20) i també, la segona secció és
contínua per la dreta. Llavors, aplicant les definicions i emprant aquests fets el resultat es
dedueix fàcilment.
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Proposició 5.3.19 Siguin U una uninorma conjuntiva contínua per l’esquerra i IU la seva impli-
cació residual. Llavors es satisfà:
EIU(A,DU(B,−C)) = EIU(EIU(A,B),C).
Demostració: Emprant la proposició 4.1.20 i les propietats de la implicació IU tenim:
EIU(A,DU(B,−C))(y) = infx IU(DU(B,−C)(x− y),A(x))
= inf
x
IU(sup
z
U(C(−z+ x− y),B(z)),A(x))
= inf
x
inf
z
IU(C(−z+ x− y), IU(B(z),A(x)))
= inf
z ′
inf
x
IU(C(z
′ − y), IU(B(x− z ′),A(x)))
= inf
z ′
IU(C(z
′ − y), inf
x
IU(B(x− z
′),A(x)))
= inf
z ′
IU(C(z
′ − y),EIU(A,B)(z
′))
= EIU(EIU(A,B),C)(y).
Encara que la dilatació i erosió borroses, per una elecció convenient de la conjunció i
la implicació, són duals, això no significa que es pugui utilitzar lliurement la cancel.lació
en les igualtats morfològiques borroses. En particular, la igualtat A = EI(B,C) no implica
necessàriament DC(A,−C) = B. De tota manera, la proposició següent indica que una
relació d’inclusió es manté.
Proposició 5.3.20 Siguin U una uninorma conjuntiva contínua per l’esquerra i IU la seva impli-
cació residual. Llavors és cert que
A ⊆ EIU(B,C) si i només si DU(A,−C) ⊆ B.
Demostració: Com que U és contínua per l’esquerra, sabem, per la proposició 4.1.20, que
per a tots x, y, z ∈ [0, 1],
U(x, z) 6 y si i només si z 6 IU(x,y)
i, d’aquesta equivalència, el resultat segueix de manera trivial.
5.4 objectes borrosos oberts i tancats
La idempotència de l’obertura i la clausura borroses quan agafem U una uninorma con-
juntiva contínua per l’esquerra i IU la seva implicació residual motiva, com en el cas de la
morfologia matemàtica clàssica, les definicions següents.
Definició 5.4.1 Siguin A i B dues imatges en escala de grisos. Direm que A és B-tancat (respecti-
vament B-obert) si CU,IU(A,B) = A (respectivament OU,IU(A,B) = A).
Observem que, com a conseqüència de la proposició 5.3.13, CU,IU(A,B) és B-tancat i
OU,IU(A,B) és B-obert. A més a més, tenim la proposició següent que va ser avançada per
De Baets a [35] sense demostració. La incloem aquí per completesa.
Proposició 5.4.2 Sigui U una uninorma conjuntiva contínua per l’esquerra i IU la seva implicació
residual. Llavors se satisfà:
(i) A és B-obert si i només si existeix un objecte borrós F tal que A = DU(F,−B).
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(ii) A és B-tancat si i només si existeix un objecte borrós F tal que A = EIU(F,−B).
Demostració: Suposem que A és B-obert. Per definició de la obertura borrosa, elegint
F = EIU(A,B) tenim un objecte borrós satisfent que DU(F,−B) = A. Suposem ara que A es
pot representar per A = DU(F,−B) per qualque objecte borrós F. De la proposició 5.3.13
sabem que OU,IU(A,B) ⊆ A. Per poder demostrar l’altra inclusió, emprant la proposició
4.1.20 i que IU és creixent en la segona variable, tenim:
EIU(A,B)(y) = infx IU(B(x− y),A(x)) = infx IU(B(x− y),DU(F,−B)(x))
= inf
x
IU(B(x− y), sup
z
U(B(x− z), F(z)))
> inf
x
IU(B(x− y),U(B(x− y), F(y)))
> F(y).
Per tant, hem demostrat que F ⊆ EIU(A,B). Llavors, per la proposició 5.3.5 tenim que
A = DU(F,−B) ⊆ DU(EIU(A,B),−B) = OU,IU(A,B).
Emprant les dues desigualtats, obtenim que A = OU,IU(A,B), i per tant A és B-obert. Un
argument similar demostra (ii).
Com ja va remarcar Bodenhofer a [18] els operadors d’obertura i clausura només tenen
sentit si l’obertura sempre dóna un resultat obert, i l’operador de clausura dóna un resultat
tancat. A més a més, és desitjable tenir “propietats d’extrems”. Vegem ara que aquest
darrer requeriment també se satisfà pels nostres operadors d’obertura i de clausura.
Proposició 5.4.3 Sigui U una uninorma conjuntiva contínua per l’esquerra i IU la seva implicació
residual. Llavors se satisfà:
(i) OU,IU(A,B) és el major subconjunt borrós B-obert de A.
(ii) CU,IU(A,B) és el menor superconjunt borrós B-tancat de A.
Demostració: (i) Sabem que OU,IU(A,B) és B-obert, i, per la proposició 5.3.13 que
OU,IU(A,B) ⊆ A.
Considerem ara que E ⊆ A i E és B-obert. Llavors, com que E és B-obert tenim
E = OU,IU(E,B). Per la proposició 5.3.5 OU,IU és creixent en la primera secció, llavors
E = OU,IU(E,B) ⊆ OU,IU(A,B).
(ii) Sabem que CU,IU(A,B) és B-tancat i A ⊆ CU,IU(A,B). Sigui E un superconjunt B-
tancat de A, A ⊆ E. També, per la proposició, 5.3.5 sabem que CU,IU és creixent en la
primera variable, llavors
CU,IU(A,B) ⊆ CU,IU(E,B) = E,
perquè E és B-tancat. Aleshores CU,IU(A,B) ha de ser el menor superconjunt B-tancat
de A.
Considerem ara breument la preservació de la B-obertura i de la B-clausura per intersec-
cions i unions, respectivament.
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Proposició 5.4.4 SiguinU una uninorma conjuntiva contínua per l’esquerra i IU la seva implicació
residual. Siguin A1 i A2 dues imatges en escala de grisos i B un element estructurant en escala de
grisos. Llavors, se satisfà:
(i) Si A1 i A2 són ambdós B-oberts llavors, A1 ∪ A2 és B-obert.
(ii) Si A1 i A2 són ambdós B-tancats llavors, A1 ∩A2 és B-tancat.
Demostració: (i) Si A1 i A2 són B-oberts llavors, OU,IU(A1,B) = A1 i OU,IU(A2,B) =
A2. Per la proposició 5.3.6 tindrem que
A1 ∪ A2 = OU,IU(A1,B) ∪ OU,IU(A2,B)
= DU(EIU(A1,B),−B) ∪ DU(EIU(A2,B),−B)
= DU(EIU(A1,B) ∪ EIU(A2,B),−B)
⊆ DU(EIU(A1 ∪ A2,B),−B) = OU,IU(A1 ∪ A2,B),
llavors A1 ∪ A2 ⊆ OU,IU(A1 ∪ A2,B). L’altra inclusió és una conseqüència de la
proposició 5.3.13. Llavors, A1 ∪ A2 = OU,IU(A1 ∪ A2,B) i A1 ∪ A2 és un conjunt
borrós B-obert.
(ii) Ara assumirem que A1 i A2 són conjunts borrosos B-tancats. Aleshores, A1 =
CU,IU(A1,B) i A2 = CU,IU(A2,B). Llavors, emprant la proposició 5.3.6 obtenim el
següent:
A1 ∩A2 = CU,IU(A1,B)∩CU,IU(A2,B)
= EIU(DU(A1,B),−B)∩ EIU(DU(A2,B),−B)
= EIU(DU(A1,B)∩DU(A2,B),−B)
⊇ EIU(DU(A1 ∩A2,B),−B) = CU,IU(A1 ∩A2,B).
Llavors, A1 ∩A2 ⊇ CU,IU(A1 ∩A2,B) i per tant, emprant la proposició 5.3.13, A1 ∩
A2 = CU,IU(A1 ∩A2,B) i per tant A1 ∩A2 és un conjunt borrós B-tancat.
Les proposicions anteriors són vàlides per qualsevol uninorma conjuntiva contínua
per l’esquerra. De tota manera, si volem tenir dualitat entre els objectes tancats i oberts,
necessitem de nou les dues classes d’uninormes de la proposició 5.3.1.
Proposició 5.4.5 Sigui U una uninorma conjuntiva satisfent la condició (i) o (ii) de la proposició
5.3.1 llavors, A és B-obert si i només si el seu N-complement, coNA, és B-tancat.
Demostració: Demostrarem la implicació de dreta a esquerra. Assumirem que coNA és
B-tancat, CU,IU(coNA,B) = coNA. Fent el complementari als dos membres, com que N és
un operador involutiu, i la clausura i l’obertura borroses són N-duals, llavors obtenim
OU,IU(A,B) = coNCU,IU(coNA,B) = coN(coN(A))
és a dir, A és B-obert. El recíproc es pot demostrar similarment.
5.5 llei d’idempotència generalitzada
Continuant amb l’estudi de les propietats que satisfan aquests operadors morfològics,
una de les propietats importants és la llei idempotència generalitzada, que es satisfà per
a l’obertura i la clausura en el cas clàssic. En aquesta secció demostrarem que, emprant
uninormes contínues per l’esquerra, que inclouen les representables conjuntives, així
com les de la proposició 5.3.1, l’obertura i clausura borroses satisfan aquesta llei. Primer
necessitem uns resultats previs.
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Proposició 5.5.1 Sigui U una uninorma contínua per l’esquerra. Llavors U i IU satisfan
IU(x,U(y, z)) > U(IU(x,y), z)
per tot x,y, z ∈ [0, 1].
Demostració: Si demostrem
U(x,U(IU(x,y), z)) 6 U(y, z)
per tot x,y, z ∈ [0, 1], llavors la proposició queda demostrada. Emprant (ii) de la proposició
5.3.4, tenim que per tot x,y, z ∈ [0, 1]
U(x,U(IU(x,y), z)) = U(U(x, IU(x,y)), z) 6 U(y, z).
Proposició 5.5.2 Sigui U una uninorma contínua per l’esquerra. Per tots a,b, c,d, e, f ∈ [0, 1], si
U(a, IU(b, c)) > d, i U(e, IU(f,b)) > a llavors
U(e, IU(f, c)) > d.
Demostració: Emprant la proposició 5.3.4, tenim per tots a,b, c,d, e, f ∈ [0, 1]:
d 6 U(a, IU(b, c)) 6 U(U(e, IU(f,b)), IU(b, c)) = U(e,U(IU(f,b), IU(b, c)))
6 U(e, IU(f, c)).
Proposició 5.5.3 Sigui U una uninorma contínua per l’esquerra. Per a tots a,b, c,d, e, f,g,h ∈
[0, 1], si U(a, IU(b, c)) > d, U(c, IU(e, f)) 6 g, i U(d, IU(e, f)) > h, aleshores U(a, IU(b,g)) >
h.
Demostració: Emprant les proposicions 5.3.4 i 5.5.1, tenim per tots a,b, c,d, e, f,g,h ∈
[0, 1]:
h 6 U(d, IU(e, f)) 6 U(U(a, IU(b, c)), IU(e, f)) = U(a,U(IU(b, c), IU(e, f)))
6 U(a, IU(b,U(c, IU(e, f)))) 6 U(a, IU(b,g)).
La demostració dels resultats relatius a les inclusions d’obertures borroses de les dues
proposicions següents són molt similars a les donades per De Baets a [35] per t-normes
contínues, emprant en el nostre cas les proposicions 5.3.4 i 5.5.1. Respecte a les inclusions
relatives a la clausura borrosa, les seves demostracions se segueixen de la dualitat, garantida
per la proposició 5.3.1.
Proposició 5.5.4 Sigui U una uninorma conjuntiva satisfent la condició (i) o (ii) de la proposició
5.3.1 i IU la seva implicació residual. Si A és B-obert i Ran(A) i Ran(B) són conjunts finits, llavors
per qualsevol objecte borrós F se satisfà:
OU,IU(F,A) ⊆ OU,IU(F,B) ⊆ F
i de manera dual
F ⊆ CU,IU(F,B) ⊆ CU,IU(F,A).
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Proposició 5.5.5 Sigui U una uninorma conjuntiva satisfent la condició (i) o (ii) de la proposició
5.3.1 i IU la seva implicació residual. Si A és B-obert i Ran(A) i Ran(B) són conjunts finits,llavors
per qualsevol objecte borrós F és cert:
OU,IU(OU,IU(F,B),A) = OU,IU(OU,IU(F,A),B) = OU,IU(F,A)
i de manera dual
CU,IU(CU,IU(F,B),A) = CU,IU(CU,IU(F,A),B) = CU,IU(F,A).
Nota 5.5.6 Les proposicions anteriors són també vàlides per qualsevol t-norma contínua per l’es-
querra (millorant els resultats de De Baets a [59]) també com per qualsevol uninorma representable
conjuntiva i qualsevol uninorma idempotent contínua per l’esquerra, ja que totes elles són uninormes
contínues per l’esquerra.
En aquesta part tractarem d’eliminar la condició de que Ran(A) i Ran(B) siguin conjunts
finits en la proposició 5.5.4 en el cas de que treballem amb una conjunció contínua. Seguint
un procediment similar a l’emprat per De Baets a [35] per a t-normes contínues, però
diferent en el fons, podem generalitzar el resultat eliminant aquesta condició.
Proposició 5.5.7 Sigui T una t-norma contínua i sigui IT la seva implicació residual. Si A és
B-obert llavors per qualsevol objecte borrós F és cert:
OT ,IT (F,A) ⊆ OT ,IT (F,B) ⊆ F,
i de manera dual
F ⊆ CT ,IT (F,B) ⊆ CT ,IT (F,A).
Demostració: Per ser A un conjunt B-obert, es verifica que
A(y) = OT ,IT (A,B)(y) = sup
x
T
(
B(y− x), inf
z
IT (B(z− x),A(z))
)
= sup
x
inf
z
T (B(y− x), IT (B(z− x),A(z))) .
Donat ε > 0, existeix xε tal que
inf
z
T (B(y− xε), IT (B(z− xε),A(z))) > A(y) − ε.
Per tant existeix xε tal que per
T (B(y− xε), IT (B(z− xε),A(z))) > A(y) − ε, per tot z. (5.2)
Volem veure que OT ,IT (F,A) ⊆ OT ,IT (F,B) per això és suficient veure que
si per a tot α ∈ ]0, 1], OT ,IT (F,A)(y) = α llavors OT ,IT (F,B)(y) > α
Sigui α ∈ ]0, 1] arbitrari però fix i sigui y tal que
OT ,IT (F,A)(y) = α.
De forma similar a com hem obtingut (5.2), existeix x
′
ε tal que
T
(
A(y− x
′
ε), IT (A(z− x
′
ε), F(z))
)
> α− ε, per tot z. (5.3)
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Considerem x
′
ε i apliquem (5.2) a y− x
′
ε, de forma que obtenim que existeix x1ε tal que
T
(
B(y− x
′
ε − x
1
ε), IT (B(z− x
1
ε),A(z))
)
> A(y− x
′
ε) − ε, per tot z. (5.4)
Considerem ara x1ε. Volem veure que
OT ,IT (F,B)(y) = sup
x
T
(
B(y− x), inf
z
IT (B(z− x), F(z))
)
> α− ε
pel que és suficient veure que
T
(
B(y− x
′
ε − x
1
ε), infz IT (B(z− x
1
ε), F(z))
)
> α− ε
és a dir,
T
(
B(y− x
′
ε − x
1
ε), IT (B(z− x
1
ε), F(z))
)
> α− ε, per tot z.
Per (5.3) i com que T és contínua per l’esquerra, donat ε > 0, existeix δ > 0 tal que
T
(
A(y− x
′
ε) − δ, IT (A(z− x
′
ε), F(z))
)
> α− ε, per tot z. (5.5)
Considerant y− x
′
ε i δ > 0 aplicant (5.5), existeix x1δ pel qual
T
(
B(y− x
′
ε − x
1
δ), IT (B(z− x
1
δ),A(z))
)
> A(y− x
′
ε) − δ, per tot z. (5.6)
Aplicant (5.6) a z− x
′
ε:
T
(
B(y− x
′
ε − x
1
δ), IT (B(z− x
′
ε − x
1
δ),A(z− x
′
ε))
)
> A(y− x
′
ε) − δ (5.7)
Si considerem (5.5) i (5.7) i apliquem la proposició 5.5.2, obtenim
T
(
B(y− x
′
ε − x
1
δ), IT (B(z− x
′
ε − x
1
δ), F(z))
)
> α− ε, per tot z. (5.8)
Es pot observar que (5.8) es verifica per a tot z ja que, (5.7) es verifica per a tot z, z− x
′
ε i
(5.5) també és per a tot z; a més (5.8) ens garanteix l’existència d’un x tal que
T (B(y− x), IT (B(z− x), F(z))) > α− ε, per tot z
d’on
T
(
B(y− x), inf
z
IT (B(z− x), F(z))
)
> α− ε
així
sup
x
T
(
B(y− x), inf
z
IT (B(z− x), F(z))
)
> α− ε
o, el que és el mateix,
OT ,IT (F,B)(y) > α− ε (per tot ε > 0)
i per tant
OT ,IT (F,B)(y) > α,
el que acaba la demostració.
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Gràcies a la proposició anterior podem enunciar ara l’anomenada Idempotència Generalit-
zada per a t-normes contínues eliminant la condició, restrictiva i que no apareix al cas crisp,
de que els rangs siguin finits.
Teorema 5.5.8 Sigui T una t-norma contínua i sigui IT la seva implicació residual. Si A és B-obert,
llavors per qualsevol objecte borrós F se satisfà:
OT ,IT (OT ,IT (F,B),A) = OT ,IT (OT ,IT (F,A),B) = OT ,IT (F,A)
i de manera dual
CT ,IT (CT ,IT (F,B),A) = CT ,IT (CT ,IT (F,A),B) = CT ,IT (F,A)
Demostració: La demostració d’aquest teorema és idèntica a la feta en el cas crisp, però la
incloem per claredat. Considerem un objecte borrós F, la proposició 5.3.13 ens garanteix
que OT ,IT (F,B) ⊆ F. Com que l’obertura és una funció creixen en el seu primer argument
(veure la proposició 5.3.5), tenim garantit que
OT ,IT (OT ,IT (F,B),A) ⊆ OT ,IT (F,A).
Per una banda, com que A és un conjunt B-obert, la proposició 5.5.7 implica que
OT ,IT (F,A) ⊆ OT ,IT (F,B).
Per una altra banda, la idempotència de l’obertura borrosa, que ve donada per la proposició
5.3.13, ens permet assegurar que
OT ,IT (F,A) = OT ,IT (OT ,IT (F,A),A) ⊆ OT ,IT (OT ,IT (F,B),A).
D’ambdues inclusions obtenim la igualtat, el que acaba la demostració.
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En aquesta secció presentarem alguns experiments mostrant les diferències entre els
operadors morfològics bàsics emprant uninormes diferents. Els exemples presentats il-
lustren la influència de l’elecció de la parella (U, IU) emprant uninormes conjuntives
idempotents i representables.
Una de les aplicacions que implementem és el gradient morfològic
DU(A,B) \ EIU(A,B),
que serveix com a eina per a la detecció de contorns. En efecte, gràcies a la proposició 5.3.16,
si B(0) = e, se satisfà EIU(A,B) ⊆ A ⊆ DU(A,B), amb el que aquesta operació morfològica
serveix com a una imatge de contorns adequada.
Presentarem els resultats seguint el plantejament de Nachtegael i Kerre a [77], i a tots els
resultats utilitzarem l’element estructurant B, representat per la matriu següent
B = e ·
0.86 0.86 0.860.86 1.00 0.86
0.86 0.86 0.86
 (5.9)
on e és l’element neutre de la uninorma. Es pot observar que B(0) = e i, com hem comentat,
podrem emprar el gradient morfològic DU(A,B) \ EIU(A,B) quan utilitzem la morfologia
borrosa basada en uninormes.
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Els resultats són comparats amb els que s’obtenen amb la morfologia construïda amb
parella (TL, ITL), que és la representant de l’única classe de t-normes, les nilpotents, que
garanteix la satisfacció de totes les propietats per tenir una bona morfologia matemàtica
borrosa, en particular la dualitat entre operadors morfològics.
Els resultats són comparats també amb un dels enfocaments clàssics en morfologia
matemàtica en escala de grisos, l’anomenat enfocament umbra (umbra approach), i que
breument introduïm a continuació. En primer lloc, necessitem introduir la dilatació i
l’erosió binàries, des d’un punt de vista clàssic. En tota aquesta part, Ty és la translació de
l’objecte B de Rn pel vector y ∈ R.
Definició 5.6.1 Sigui A una imatge binària i B un element estructurant binari. La dilatació binària
D(A,B) i l’erosió binària E(A,B) venen donades per:
D(A,B) = {y ∈ Rn | Ty(B)∩A 6= ∅}
E(A,B) = {y ∈ Rn | Ty(B) ⊆ A}
A continuació posem la definició de dilatació i erosió de l’enfocament umbra. Donada
una imatge A, denotem per dA al domini de A.
Definició 5.6.2 ([77], definició 7) Sigui A una imatge en escala de grisos, i B un element estruc-
turant en escala de grisos. La u-dilatació Du(A,B) i la u-erosió Eu(A,B) són les imatges en escala
de grisos definides per:
Du(A,B)(y) = sup{A(x) +B(x− y) | x ∈ Ty(dB)∩ dA}, per a y ∈ D(dA,dB)
Eu(A,B)(y) = inf{A(x) −B(x− y) | x ∈ Ty(dB)}, per a y ∈ E(dA,dB).
on D i E són la dilatació i l’erosió binàries.
Al primer conjunt d’experiments, mostrem els resultats obtinguts d’aplicar l’erosió,
dilatació i el gradient morfològic a la imatge mostrada a la figura 41, fent ús de diferents
uninormes i les seves implicacions residuals, de la parella (TL, ITL), i de l’enfocament umbra.
Figura 41. Imatge d’entrada emprada en els experiments.
Per tant, seguint el que hem comentat anteriorment, a la figura 42 mostrem, d’esquerra
a dreta, la dilatació borrosa, l’erosió borrosa, i l’operador gradient borrós, DU(A,B) \
EIU(A,B), emprant diferents uninormes idempotents. Des de dalt a baix hem emprat
U ≡ 〈N, e〉ide i IU, on N(x) =
√
1− x2 i N(x) = 1− x, respectivament, (els elements neutres
corresponents són e =
√
2
2 i e = 0.5). Baix d’aquestes imatges, trobem els resultats d’utilitzar
la parella (TL, ITL) i l’enfocament umbra, on l’element estructurant és el mateix que al cas
de les uninormes, emprant e = 1.
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A la figura 43 tenim la mateixa estructura que al cas anterior. Emprem tres uninormes
representables conjuntives diferents amb el mateix element neutre e = 0.5, la t-norma
de Łukasiewicz TL, i l’enfocament umbra respectivament. Des de dalt fins baix, emprem
les uninormes representables definides a partir dels generadors additius h(x) = ln
(
x
1−x
)
,
hc(x) = ln(−1c ln(1− x)) amb c = ln 2 i he(x) =
x−e
x(1−x) amb e = 0.5 a més de la parella
(TL, ITL) i l’enfocament umbra amb l’element estructurant (5.9), amb e = 1.
En la comparació de les imatges de gradient es pot observar que, si bé en totes les imatges
es detecten els contorns més forts, a les de les uninormes representables i idempotents es
poden observar els contorns més suaus, que no són detectats pels altres dos enfocaments (el
de la t-norma de Łuckasiewicz i l’enfocament umbra), que pot ser una avantatge, depenent
de les aplicacions.
Figura 42. Des de dalt fins baix, la dilatació, erosió i gradient borrosos obtinguts emprant uninormes
idempotents amb negacions fortes N(x) =
√
1− x2 i N(x) = 1− x, la parella (TL,ITL) i
l’enfocament umbra.
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Figura 43. Dilatació borrosa, erosió borrosa i gradient borrós obtinguts emprant uninormes represen-
tables conjuntives amb generadors additius h(x) = ln
(
x
1−x
)
, hc(x) = ln(−1ln2 ln(1− x)) i
h(x) = x−0.5x(1−x) , la parella (TL,ITL ) i l’enfocament umbra.
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A una segona part d’experiments, mostrem els diferents gradients borrosos obtinguts a
partir de cinc imatges, les figures 45, 46, 47, 48, 49, i que més endavant comentarem per
separat. A la figura 44 representem l’esquema seguit a totes figures. Posem a la primera
fila la imatge original i els gradients morfològics obtinguts amb la parella (TL, ITL), i amb
l’enfocament umbra. A la segona fila posem els obtinguts amb les uninormes representables
U ≡ 〈ln ( x1−x) , 0.5〉rep, U ≡ 〈ln (− 1ln2 · ln(1− x)) , 0.5〉rep i U ≡ 〈 x−0.5x(1−x) , 0.5〉rep. A la darrera
fila posem el gradient morfològic obtingut amb les uninormes idempotents U ≡ 〈1 −
x, 0.5〉ide i U ≡ 〈
√
1− x2,
√
2
2 〉ide.
Imatge original (TL, ITL) Enfocament umbra
〈ln ( x1−x) , 0.5〉rep 〈ln( ln(1−x)− ln2 ), 0.5〉rep 〈 x−0.5x(1−x) , 0.5〉rep
〈1− x, 0.5〉ide 〈
√
1− x2,
√
2
2 〉ide
Figura 44. Esquema seguit en els experiments sobre gradients morfològics.
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A la figura 45, es presenten els gradients morfològics obtinguts, seguint l’esquema de
la figura 44, a una imatge de cromosomes, que es veu al cantó superior esquerre. Es pot
observar com el resultat de la morfologia basada en t-normes dóna un imatge de gradient
on no es detecta cap cromosoma i, amb el gradient associat a la morfologia clàssica es
detecten totes les estructures cromosomàtiques. Amb les uninormes, en tots els casos
s’obtenen resultats on es detecten les mateixes formes que al cas clàssic. Es pot observar,
per al cas d’uninormes, que per a les idempotents aquestes formes es detecten molt millor
que per a les representables.
Figura 45. Imatges de contorn per a una imatge de cromosomes (superior esquerra) per diverses
morfologies matemàtiques, seguint l’esquema de la figura 44.
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La següent figura (46) ens mostra els resultats obtinguts amb una imatge esborronada
artificialment, emprant un sistema semblant a l’anterior imatge. Es pot observar com, una
altra vegada, els resultats de la morfologia basada en uninormes millora els resultats de
la t-norma, que en aquest cas dóna uns contorns molt suaus, mentre que per els resultats
comparats amb els de l’enfocament umbra també són semblants, encara que per a aquest
enfocament queden més marcats els contorns.
Figura 46. Imatges de contorn per a una imatge esborronada artificialment (superior esquerra) per
diverses morfologies matemàtiques, seguint l’esquema de la figura 44.
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Una imatge molt diferent a les vistes fins ara es mostra al cantó superior esquerre de
la figura 47, que correspon a les cèl.lules d’un múscul. Ara podem dir que a les imatges
de contorn obtingudes amb les uninormes idempotents i representables es milloren els
resultats, tant per a t-normes com per a l’enfocament umbra, ja que els contorns d’algunes
cèl.lules es difonen en els dos primers enfocaments, mentre que amb els d’uninormes
gairebé es poden observar els contorns de totes les cel.lules. A més a més, hi ha una pèrdua
d’estructures en l’enfocament clàssic que amb les imatges de contorn per a les uninormes
es mantenen.
Figura 47. Imatges de contorn d’una imatge de cèl.lules d’un múscul (superior esquerre) per diverses
morfologies matemàtiques, seguint l’esquema de la figura 44
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La figura 48, correspon a una radiografia d’un maluc, en el qual hi ha hagut fractures,
que es poden entreveure a la dreta. En aquest cas, els resultats són molt favorables als
gradients de les uninormes. Tant al cas de les t-normes com al cas de l’enfocament umbra,
no es poden distingir cap de les estructures que componen la imatge, i per tant no són útils
per a un posterior anàlisi. En canvi, amb les uninormes es poden veure els contorns de les
estructures òssies, fins i tot, observant-se la petita fractura superior.
Figura 48. Imatges de contorn d’una imatge d’un maluc (superior esquerre), per diverses morfologies
matemàtiques, seguint l’esquema de la figura 44
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Per acabar, la figura 49 és d’un conjunt d’eritròcits. Aquí els resultats obtinguts amb
les t-normes fan desaparèixer algunes estructures, i fins i tot no es detecten les formes
completes de qualque eritròcit. En canvi, en al cas de l’enfocament umbra, podem observar
tots els contorns dels eritròcits de la imatge, resultat semblant al gradient obtinguts amb
les uninormes, que són considerablement millors que el de la t-norma.
Figura 49. Gradients morfològics d’una imatge d’eritròcits (superior esquerre), per diverses morfo-
logies matemàtiques, seguint l’esquema de la figura 44.
Una vegada visualitzats i estudiat aquests resultats experimentals, podem concloure
que la morfologia matemàtica borrosa basada en uninormes idempotents i representables,
es mostra inicialment com una bona eina per a la detecció de contorns, tot millorant
l’enfocament presentat per a t-normes, i també millorant i en tot cas igualant les imatges
de contorn obtingudes amb el cas clàssic. Aquests resultats ens permeten pensar que
aquesta morfologia matemàtica borrosa pot ser una eina útil per a l’anàlisi i processament
d’imatges.
5.7 conclusions
Hem demostrat que és possible emprar uninormes conjuntives contínues per l’esquerra
per poder construir una morfologia matemàtica borrosa que satisfà les mateixes propietats
bàsiques que la morfologia matemàtica clàssica binària i en escala de grisos. Hem demostrat
que les propietats necessàries per obtenir una “bona” morfologia se satisfan en qualsevol
dels casos següents:
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• Quan emprem una uninorma representable U ≡ 〈h, e〉rep i la seva negació associada
NU(x) = h
−1(−h(x)).
• Quan emprem la uninorma idempotent contínua per l’esquerra U ≡ 〈N, e〉ide amb
una negació forta qualsevol N.
En particular, emprant aquest tipus d’uninormes tenim dualitat i idempotència dels
operadors morfològics borrosos, també tenim anti-extensivitat de l’obertura borrosa i
extensivitat de la clausura borrosa. Les propietats algebraiques es corresponen amb el que
la intuïció ens diu que han de tenir els efectes d’expansió, contracció i escalatge sobre una
imatge. De fet, l’extensivitat expressa que una transformació expandeix un conjunt, mentre
que l’anti-extensivitat formalitza la contracció. A més a més, totes aquestes propietats,
juntament amb el creixement són les propietats matemàtiques necessàries per representar
els filtres. Llavors, aquests resultats ens condueixen a la possibilitat de derivar filtres
morfològics borrosos que tinguin les mateixes propietats que en la morfologia clàssica. Per
una altra banda, per la proposició 5.3.14 se segueix que DU(A,B) \ EIU(A,B) ens servirà
com una detecció de contorns de la imatge A (com un gradient morfològic borrós). Aquest
gradient és el que hem implementat per diverses uninormes dels dos tipus esmentats,
obtenint millores considerables respecte dels resultats emprant morfologia matemàtica
clàssica (enfocament umbra) i la borrosa basada en t-normes.
També, per la proposició 5.3.8 i la proposició 5.3.9 es demostra que els operadors
morfològics borrosos són invariants sobre translacions i escalatges. La invariància sobre
translacions implica que les operacions morfològiques borroses són independents de
l’elecció de l’origen, mentre que la invariància sobre escalatges significa que aquestes
operacions són independents de l’escala emprada. Llavors, l’element estructurant només
depèn de la seva forma i això es pot emprar per realitzar transformacions direccionals, que
són útils en granulometria.

6CONCLUS IONS I TREBALL FUTUR
En aquesta memòria s’ha fet un estudi en profunditat d’una sèrie de qüestions relacionades
amb les uninormes, des d’una vessant més teòrica, i des d’una altra més aplicada.
En una primera part, dedicada a l’estudi de l’equació de distributivitat, s’ha resolt
aquesta equació i d’altres relacionades, per a les classes d’uninormes conegudes. És el cas
de la distributivitat condicional d’una uninorma sobre una t-conorma, problema obert
proposat a l’any 2002, i d’importància en el camp de l’anàlisi no-estàndard i la teoria de la
mesura. En la resolució d’aquesta equació s’han trobat una sèrie de solucions desconegudes
fins al moment. Per completar aquest estudi s’han resolt la resta de possibilitats de
distributivitat d’una t-norma o una t-conorma amb una uninorma. A continuació s’ha
estudiat la distributivitat per al cas d’uninormes idempotents, tot obtenint una família de
solucions, i s’ha resolt el problema de trobar parells distributius d’uninormes idempotents.
Sorprenentment, aquests parells distributius satisfan a la vegada la propietat de modularitat.
Seguint amb l’estudi de la distributivitat, s’ha resolt per a les diferents eleccions del primer
operador, considerant-lo en les diferents classes conegudes d’uninormes. És de destacar
que en la gran majoria de casos s’obtenen solucions no trivials (en les que el segon operador
ha de ser el màxim o el mínim), fent que aquestes solucions siguin d’especial interès per a
les seves aplicacions posteriors.
En una segona part, orientada a les funcions d’implicació definides a partir d’uninormes,
s’han estudiat les implicacions fortes i les residuals. En la part d’implicacions fortes, es
donen les expressions d’aquestes implicacions per a uninormes de Ucos i, gràcies a l’estudi
de la distributivitat fet a la primera part, s’ha pogut resoldre l’equació de distributivitat
d’aquestes implicacions sobre uninormes conjuntives i disjuntives, equació important en el
camp dels sistemes basats en regles borroses. S’han obtingut resultats importants, sobretot
en el cas que s’involucri una implicació a partir d’una uninorma, sobre una t-norma i
una t-conorma. En relació a aquesta equació funcional de distributivitat, també s’han
resolt tres equacions de distributivitat semblants. Sobre les implicacions residuals, s’ha
aconseguit estudiar les propietats bàsiques que satisfan les definides a partir d’uninormes
idempotents, tot resolent quines d’aquestes implicacions satisfan el principi d’intercanvi
i la contraposició. S’ha completat un estudi similar per a les uninormes de Ucos, i s’ha
resolt l’equació de distributivitat, abans esmentada, per a aquestes implicacions. A l’igual
que en les implicacions fortes, s’obtenen solucions d’implicacions residuals que satisfan la
distributivitat sobre t-normes i t-conormes.
En la darrera part d’aquesta memòria, s’ha presentat una morfologia matemàtica borrosa
basada en uninormes conjuntives contínues per l’esquerra, que es basa en estudis anteriors,
fets per a t-normes i conjuncions. S’han descrit amb èxit les propietats que se satisfan amb
aquesta morfologia, tot obtenint resultats favorables, pel que es pot considerar una bona
morfologia, ja que se satisfan les propietats bàsiques que són certes per al cas clàssic, i que
per a t-normes només són satisfetes per a t-normes nilpotents. Una d’aquestes propietats
importants que es verifica és la llei d’idempotència generalitzada. Continuant amb aquest
estudi, s’han fet una sèrie de primers estudis experimentals, dedicats a la implementació
de l’obertura, clausura i gradients borrosos. L’estudi comparatiu dels resultats obtinguts
amb la morfologia matemàtica borrosa basada en uninormes amb els enfocaments clàssics
i a l’enfocament de t-normes, són tan favorables per a l’enfocament d’uninormes aquí
presentat, que ens fan pensar que pot ser aplicada a l’anàlisi i processament d’imatges, i
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que es mereix un estudi en profunditat de totes les propietats que se satisfan.
Volem destacar que s’ha començat un estudi, juntament amb els professors B. De Baets i
J. C. Fodor, per tal de compilar tots els resultats coneguts sobre uninormes, i donar així
una imatge global d’aquests operadors. Fruit d’aquest treball ha estat introduir una nova
notació, que esperem sigui estàndard, i que ha estat utilitzada en aquesta memòria, per
primera vegada.
Per una altra banda, a partir dels resultats presentats en aquesta memòria, hi ha tota una
sèrie de qüestions que poden ser interessants per avançar en l’estudi de les uninormes.
Sobre l’estudi teòric de la distributivitat i les implicacions, presentades als capítols 3 i 4,
respectivament, podem distingir una sèrie de problemes per aprofundir en el coneixement
de les implicacions:
• Estudiar l’equació de la distributivitat per a la classe d’uninormes recentment descri-
tes, la classe de Umnx, i per a la classe de Ucts, quan es publiqui la seva caracterització
final.
• Estudiar les QL i D-implicacions a partir d’uninormes. Recentment s’ha començat
aquest estudi a [72]. En aquest estudi, un punt a tractar seria resoldre la distributivitat
presentada aquí 4.11 per aquest tipus d’implicacions.
• Sobre l’equació de distributivitat d’implicacions sobre uninormes, 4.11, resoldre-la
totalment el cas en què la uninorma U amb la que es fa la implicació residual sigui
idempotent.
• Estudiar les altres distributivitats (en el sentit del presentat a la secció 4.2.3) per a
implicacions residuals.
• Caracteritzar les R i S-implicacions a partir d’uninormes. Molt recentment, a [12],
encara sense publicar, s’ha presentat el treball on s’estudia aquest problema, pel cas
de les S-implicacions.
Sobre el darrer capítol, de morfologia matemàtica borrosa, per continuar amb aquest
estudi, es podrien destacar els punts següents:
• Interpretar l’equació de distributivitat per a la morfologia matemàtica aquí presentada,
per poder obtenir millors resultats i propietats addicionals als ja coneguts per la
morfologia matemàtica clàssica.
• Experimentació amb més imatges, tot explorant amb nous elements estructurants i
diferents uninormes, amb elements neutres distints. Extreure d’aquest estudi algun
tipus de regla que interpreti correctament l’efecte que té l’elecció d’aquests elements.
Aquesta regla serviria per poder determinar per a quins casos és més convenient
cada un d’ells.
• Comparació dels resultats experimentals amb els obtinguts per altres mètodes, ja
siguin els de morfologia borrosa basada en t-normes, o bé en els basats en mètodes
de morfologia clàssica; en línia amb el que s’ha presentat a la part d’experimentació
del darrer capítol.
• Continuar amb l’estudi d’altres gradients i filtres morfològics bàsics, com per exemple
el top-hat, filtres d’eliminació de renou, de suavitat, entre d’altres, i emprar-los en les
diferents aplicacions que puguin sorgir dins de l’anàlisi d’imatges.
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• En relació a aquests filtres, un aspecte interessant seria aïllar diferents parts d’una
imatge, tot veient quines conclusions es poden treure de l’ús d’aquests operadors
morfològics basats en uninormes.
• Obtenció de distàncies basades en els operadors morfològics, per aplicacions a la
granulometria i a la segmentació d’imatges.
• Aplicar tot aquest estudi per poder construir operadors morfològics vàlids amb
imatges en color, tot cercant quines propietats s’han de satisfer per obtenir una bona
eina en l’anàlisi d’imatges en color.
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