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Abstract 
The Perron-Frobenius theory of non-negative mat r ices  has  been 
found t o  be of g r e a t  value i n  the study of i t e r a t i v e  processes.  I n  
t h i s  paper,  w e  extend much of t h i s  theory t o  inc lude  those  mat r ices  
which leave i n v a r i a n t  a c losed convex cone w i t h  non-empty i n t e r i o r .  
Such mat r ices  a r e  completely charac te r ized  i n  t e r m s  of c e r t a i n  
s p e c t r a l  p rope r t i e s .  The notion of i r r e d u c i b i l i t y  i s  general ized 
t o  these mat r ices ,  and seve ra l  theorems a r e  proved t o  show t h a t  
t h i s  i s  a s u i t a b l e  extension of t h e  c l a s s i c a l  concept.  The basic 
r e s u l t s  of t h e  Perron-Frobenius theory a r e  then extended, and sev- 
e r a l  u s e f u l  comparison theorems for  i t e r a t i v e  processes a r e  derived. 
Spectral Properties of Matrices 
Which Have Invariant Cones 1) 
James S. Vandergraft 2) 
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1. Introduction. 
The basic results of the Perron-Frobenius theory of non- 
negative matrices [ 2 ]  are: 
I. If A is an nxn matrix with non-negative elements (A > 0 ) ,  - 
then a) P(A) is an eigenvalue, b) there is a corresponding 
eigenvector which is non-negative, and c) if B > A, i.e. 
B-A - > 0, then p (B) - > p (A) where p (a) is the spectral radius 
of A. 
- 
11. 'If A - > 0 and irreducible3) then a) p (A) is a simple eigen- 
value, b) there is a corresponding eigenvector which is 
positive, and c) if B > A and B $. A then p (B) > p (A). -
III.If A has all positive elements (A > 0 )  , then a) p (A) is a 
simple eigenvalue, greater than the magnitude of any other 
eigenvalue, b) properties IIb and IIc hold. 
The existence statments in these theorems (Ia, Ib, IIa, IIb, 
IIIa) have been generalized to operators on a Banach space which 
leave a cone invariant. (See [5], [63,  [81). The other state- 
ments, i.e., those which compare the spectral radii of two matrices, 
1) This work was supported in part by grant NsG 398 of the National 
Aeronautics and Space Administration to the University of 
Maryland. 
2) Computer Science Center, University of Maryland. 
3)  The matrix A is irreducible if no permutation matrix P exists 
such that P AP = [: E] where B and D are square, and 0 is a 
block of zeros. 
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have not been adequately generalized in spite of their usefulness 
in the study of iterative processes. Irreducibility, which is 
important to this part of the theory, is usually replaced by a 
stronger condition. Recently, for example, Marek c 7 1  proved some 
comparison-type theorems for Krasnoselskii's u -positive op- 
erators. It can be shown (see section 4) that, in the finite 
dimensional case, all non-negative u -positive operators are 
irreducible, but not conversely. Shaeffer [SI has defined a 
class of operators on a Banach space, which, in E becomes the 
class of irreducible matrices; however, his results are only of 
the existence type. 
0 
0 
n 
The generalizations referred to above, involve two exten- 
sions of the classical theory. The spaces are usually assumed 
to be infinite dimensional, and positivity is replaced by the 
assumption that the operator leaves a cone invariant. In this 
paper, we will retain the latter extension but, in order to ob- 
tain stronger results, will consider only finite dimensional 
spaces. Our first theorem gives necessary and sufficient con- 
ditions for a matrix to leave a cone invariant. We then extend 
the notion of irreducibility and prove the corresponding Perron- 
Frobenius type theorems. In the final section, these results are 
used to generalize the comparison theorems of Stein-Rosenberq and 
Fiedler-Ptak. 
I would like to thank Professor Werner Rheinboldt, of the 
University of Maryland, who suggested several of the ideas devel- 
oped here, and aided in their development by frequent discussions. 
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2. Cones i n  E . 
W e  begin w i t h  a brief discussion of convex cones i n  f i n i t e  
dimensional spaces.  I n  this  paper, we w i l l  def ine  a cone t o  be 
a closed subse t  K of E which s a t i s f i e s  K ni (-K) = {O), K + K = K, 
and cuK C K for any cy > 0. A cone K i s  s o l i d  i f  i t s  i n t e r i o r  
0 n K i s  non-empty, and K i s  reproducinq i f  En = K - K. ( I n  E , 
every s o l i d  cone i s  reproducing, and conversely.)  I f  x E K w e  
sometimes w r i t e  x > 0, and x > 0 w i l l  mean t h a t  x i s  i n  t h e  
cone c o n s i s t i n g  of a l l  vec to r s  i n  E w i t h  non-negative coordinates .  
I f  A i s  an n x n matrix,  then we w r i t e  A ?  
ever  x E K. 
s i m i l a r l y ,  A > > 0 .  
An important f a c t  about elements i n  K i s  t h a t ,  i f  x > > 0, and 
K y E En, then f o r  some h > 0, y 5 
x E K i s  c a l l e d  extremal i f  x = y+z w i t h  y E K and z E K implies  
t h a t  both y a n d - z  a r e  non-negative mul t ip l e s  of x. A cone K i s  
qenerated by a set of vec to r s  i f  any element i n  K can be w r i t t e n  
a s  a . f i n i t e  l i n e a r  combination of these vec tors ,  using only non- 
n 
K - - 
n 
K 
0 i f  A x E K when- 
0 If K i s  s o l i d  then x > > KO means x E K , and 
K 
0 implies  A x > > KO whenever x E K and x 
0 K 
h x. (see [ 91.) A vec tor  
nega t ive  c o e f f i c i e n t s .  Our f i r s t  r e s u l t  shows t h e  connection be- 
tween these l a s t  two concepts.  
n 
Theorem 2.1 Any cone i n  E i s  generated by i t s  extremal 
vec tors .  
Proof. By induct ion on n: For n = 2, the r e s u l t  i s  obvious. 
Suppose t h e  theorem i s  t r u e  for  spaces of dimension less than n. 
n 
If x i s  an i n t e r i o r  p o i n t  of K C E , t hen  l e t  u E K be l i n e a r l y  
independent of x, and l e t  H be the p lane  spanned by x and u. 
Then 2 = H n K i s  a cone, w i t h  x E E, so X = x1 + x 2  w h e r e  
xl, x 2  are on t h e  boundary of E# and hence on t h e  boundary of K. 
Thus, t o  prove t h e  theorem, we need only consider  p o i n t s  on the 
boundary 6K of K. L e t  x E 6K be a r b i t r a r y .  W e  can assume x i s  
n o t  extremal ,  i n  which case x = ufv, w h e r e  u and v a r e  l i n e a r l y  
I 
1 
II 
independent of x. I f  u o r  
u, v E 6K. The set { cyu 
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i s  x I  hence 
cone which con- 
t a i n s  x and is  contained i n  6 K. (we use here  t h e  f a c t  t h a t ,  i f  
such t h a t  x E S C 6 K. If H is t h e  sma l l e s t  l i n e a r  subspace 
conta in ing  S,  then c l e a r l y  t h e  dimension of H i s  less than n. 
W e  can now apply t h e  induct ion hypothesis ,  and t h e  proof i s  c o m -  
p l e t e ,  provided t h a t  a l l  extremal vec to r s  of S a r e  a l s o  extremal 
vec to r s  of K. But, suppose y S i s  n o t  an extremal vec tor  of K. 
Then y = u + v, where u, v E K. Suppose u E S and cons ider  t h e  
cone 
S 
S 
S '  = { w t  (xu I W E  s, a > o 3 .  - 
Since 
K w + CYU = W  + ~ ( Y - v )  < w + ay E S c 6K - 
i f  fo l lows  t h a t  S' C 6K. Since x E S '  and S' i s  l a r g e r  than S,  
w e  have a con t r ad ic t ion  t o  the  d e f i n i t i o n  of S. Hence, u E S ,  
and s i m i l a r l y ,  v E S, so y i s  n o t  extremal i n  S. 
A subcone of K i s  any cone contained i n  K,  and an extremal 
subcone i s  a subcone which i s  generated by some subse t  of t h e  
extremal  vec to r s  of K. I f  an extremal subcone i s  contained i n  
t h e  boundary, 6K ,of K then it  i s  c a l l e d  a face  of K. I f  F i s  
any f ace ,  then i t  w i l l  be contained i n  a l i n e a r  subspace of 
dimension less than n. The smallest  such subspace w i l l  be de- 
noted by H 
f a c e  which h a s  seve ra l  u s e f u l  p rope r t i e s .  These are descr ibed 
by t h e  next  lemma. 
To every x € 6K t h e r e  corresponds a p a r t i c u l a r  F* 
Lema 2 .1  Given any x E 6K, t h e r e  e x i s t s  a face  F such X 
t h a t  
i) x E F x o I  r e l a t i v e  t o  the  space H 
FX 
ii) F~ = 6K n 5 ., 
- 5 -  
proof,  By theorem 2 . 1 ,  any x E 6K can be w r i t t e n  a s  
n 
r- 
x = k  Y i  x i  
i=l 
wnere y ' 0, xi  i s  extremal,  i - 1, 2 ,..., n. The cone generated 
L e t  FX be t h e  i s  a f ace  which s a t i s f i e s  p a r t  i) .  'n by xl ,  * - - ,  
l a r g e s t  such face.  Then ii) i s  a l s o  t r u e  s i n c e  obviously 
r"x c 6K n H F ~ ,  and t h e  cone 6 K  n HF i s  a face  which s a t i s f i e s  X 
i) so, i n  f a c t ,  we  must have F = 6R.. n % , F i n a l l y ,  if 
0 4 K y - CK x then y E 6#. Suppose y { . Then, l e t  H'  be t h e  x X 
h 
subspace spanned by and y ,  I f  F '  = 6~ n H I  then F 1  i s  a 
face ,  and x-y E F'  so x is i n t e r i o r  t o  F ' ,  r e l a t i v e  t o  H ' .  This 
c o n t r a d i c t s  the d e f i n i t i o n  of F so  y € %  and, by ii) it fol- 
X '  v 
6 
lows t h a t  y E FX. 
I f  xo i s  an extremal vector of K,  then c l e a r l y  X x i s  also 
extremal,  f o r  any X - > 0. Hence, when r e f e r r i n g  t o  t h e  number of 
extremal vec tors ,  we  w i l l  consider only d i s t i n c t  vec to r s  which 
a r e  normalized i n  some sense.  (For example, we  might assume 
t h e i r  eucl idean norms are equal t o  some constant . )  A cone with 
a f i n i t e  number. of extremal vec tors  ( i n  t h e  above sense)  i s  c a l -  
0 
l ed  polyhedra l ,  I f  a cone contains  n l i n e a r l y  independent vec to r s  
then t h e  vec tor  x + x2 +..,+ x i s  i n t e r i o r  t o  t h e  xl";" 'nr n 
cone. Hence, a cone i s  s o l i d  i f  and only i f  it has  n l i n e a r l y  
independent extremal vec tors ,  A s o l i d  polyhedral  cone which has  
exac t ly  n extremal vec to r s  i s  ca l l ed  s impl i c i a l .  
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3 .  Matrices and Inva r i an t  Cones. 
It fol lows from t h e  theory of i n v a r i a n t  cones i n  a Banach 
space ([SI, [ 6 ] )  t h a t  i f  a matrix A l eaves  i n v a r i a n t  a s o l i d  
cone, then p ( A )  is  an eigenvalue,  and a corresponding eigenvector  
l i e s  i n  t h e  cone. T h i s  r e s u l t  can a l s o  be proved d i r e c t l y ,  us ing  
the Brouwer f ixed  p o i n t  theorem. However, Birkhoff [l] has  given 
an elementary proof of t h i s  r e s u l t  which uses  in s t ead  the Jordan 
Canonical form. The advantage of B i rkhof f ' s  proof i s  t h a t  it can 
be extended t o  prove a f u r t h e r  proper ty  of p (A) , w h i c h  t u r n s  ou t  
t o  be a s u f f i c i e n t  condi t ion  for  A t o  leave  a cone inva r i an t .  I n  
order  t o  s t a t e  t h i s  condi t ion ,  w e  need t h e  following d e f i n i t i o n .  
Def in i t i on  3.1, I f  X i s  an eigenvalue of a matr ix  A,  then 
t h e  deqree of X i s  the s i z e  of the l a r g e s t  diagonal  block, i n  the 
Jordan canonical  form of A, which con ta ins  1. 
Theorem 3.1. I f  K i s  a so l id  cone, and A - >K 0, then 
i) p ( A )  i s  an eigenvalue,  
ii) the degree of p ( A )  i s  no smaller  t han  the degree of 
any o the r  eigenvalue having the same modulus, 
iii) K conta ins  an eigenvector corresponding t o  p (A). 
. Furthermore, condi t ions  i) and ii) a r e  s u f f i c i e n t  t o  i n s u r e  
t h a t  A l eaves .  i n v a r i a n t  a s o l i d  cone. 
Proof,  B i rkhof f ' s  proof g ives  t h e  necess i ty  of condi t ions  
i) and iii). W e  w i l l  sketch h i s  proof i n  order t o  show how it  
can 'be extended t o  prove ii). 
den t  set of vec to r s  which s a t i s f y  
( 3 . 1 )  A x i j  = Xi x i j  + Xi j - l  i = l,-,.,k, j = l , . . . , m  
L e t  ( x . . ]  be a l i n e a r l y  indepen- 
17 
i 
m = n,  = 0, e i 'io i=l 
- - A .  xi l ,  the vec to r s  
A X i 1  1 w h e r e  X a r e  eigenvalues of A .  Since i 
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{xi,] a r e  e igenvec tors ,  
they  occur i n  conjugate  
and hence may be complex, i n  which case  
p a i r s .  The same i s  t r u e  of the p r i n c i p l e  
n v e c t o r s  x j > 1. These vec tors  form a b a s i s  f o r  E i n  t h e  
sense  t ha t  any element Y f E can be w r i t t e n  as 
i j '  n 
W e  assume the eigenvalues  s a t i s f y  
B y  i nduc t ion ,  it can be proven tha t  
p = o  
r where (p) is t h e  binomial c o e f f i c i e n t ,  and hence i s  a polynomial 
i n  r of degree p. 
n Thus, i f  Y = is any element i n  E , 
r-p r k m. j-1 
ArY = 1 1' c y i j  1 hi (P) Xi j -p  
( 3 . 3 )  
The sequence {?} i s  bounded, so  t h e r e  i s  a convergent sub- 
A YII 
sequence. From ( 3 . 3 )  it follows tha t  t h e  l i m i t  of t h i s  subsequence 
must have t h e  form 
(3.4) Y* = 1 B i  X i l  
i Ed 
where 
- 8  - 
S i n c e  K i s  s o l i d ,  t h e r e  i s  an element i n  K of t he  form 
and s i n c e  A maps K i n t o  i t s e l f ,  Ar xo E K,  and t h e  above argument 
shows t h a t  K conta ins  an element of t he  form 
(3.5) 
Now, suppose f o r  some loEd, h i o  i s  n o t  p o s i t i v e .  
lemma says t h a t  t h e r e  i s  a f i n i t e  set of p o s i t i v e  numbers 
wo, .<.., w such t h a t  9 '  
An elementary 
L e t  
Then 
and hence, 
PI io  = 0. 
Thus, given any e lement  of the form (3.5) i n  K, i f  B # 0 then e i t h e r  
Aio > 0,  o r  we can f ind  another non-zero element i n  K, with B 
Repeating t h i s  process ,  w e  f i n a l l y  get an e lement  i n  K of t he  form 
(3 .5 ) ,  with p i  # 0 only i f  h i  = p ( A ) .  
with eigenvalue p ( A ) ,  which completes B i rkhof f ' s  proof .  To prove 
ii) w e  no te  t h a t ,  i f  t h i s  statement were f a l s e ,  then h i  would be 
non-posi t ive,  for every iEd.  Thus, by the  above cons t ruc t ion ,  we  
would be a b l e  t o  produce a non-zero element  i n  K ,  of t h e  form (3.51, 
i0 
= 0 .  
i 0  
This element i s  an eigenvector ,  
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i n  which a l l  t h e  c o e f f i c i e n t s  B i  a r e  zero.  This con t r ad ic t ion  
proves ii). 
X1 = p ( A ) ,  and norinalize the  x i j  so t h a t  (3.1) becomes 
To prove t h e  f i n a l  s ta tement  of the theorem, l e t  
I 
1 
mi A X i j  = "Xij + e xi j - l  , i = l,.. ., k, j = 1,. .., I ( 3 . 6 )  
w h e r e  e = 1 i f  v = IC, otherwise 
e = A1 - I &)+ll 
We assume 
m,. Z m i ,  i = 1, 2, *.., v 
I 
I 
I 
I 
D 
and w i l l  s h o w  t h a t  the  set  
( 3 . 3 )  
l c t i j l  I a l j r  j s m, 
IQijI  a i m l *  j Z ml 
if x i j  - - w i j  = Q Pq 
i s  a s o l i d  i n v a r i a n t  cone. Clear ly  K i s  a cone. To show s o l i d -  
ness; l e t  Y = 
(3.8) 
k $i y i j  x i j  be an a r b i t r a r y  element i n  En. Then i=l j=1 
w h e r e  
This choice of B i j  and 6 
K,  hence K i s  reproducing. Since any reproducing cone i n  En i s  also 
insures  t h a t  bo th  terms i n  ( 3 . 8 )  a r e  i n  
j I 
I 
8 
so l id ,  our a s s e r t i o n  i s  t r u e ,  To show t h a t  K i s  i n v a r i a n t ,  l e t  
and, 
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By ( 3 . 6 )  w e  have 
B i j  - u i j  X i  + e ai, j+1 j < m i  
a i j  h i  j = m i  
- - 
if X i j  = xpq, so w e  need only prove 
- I  
Obviously B i j  = B,, 
l e i j l  2 e i j  
1 B i j l  s B 
j S ml 
j S ml 
l l m l  
Consider t h e  va r ious  cases: 
An i n t e r e s t i n g  c o r o l l a r y  of t h i s  theorem i s  that, i f  A i s  a 
symmetric matr ix ,  then e i t h e r  A o r  -A l eaves  some cone i n v a r i a n t .  
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4. I r r e d u c i b i l i t y .  
Before gene ra l i z ing  the  notion of i r r e d u c i b i l i t y ,  w e  w i l l  g ive 
an a l t e r n a t i v e  d e f i n i t i o n ,  which emphasizes t h e  geometric na ture  
of t h i s  concept.  I f  e l ,  ..., e a r e  the u n i t  coordinate  vec to r s  n 
i n  En, then a coordinate  subspace i s  a subspace spanned by any sub-  
set  of { e,, . . . ,en]. An i r r educ ib l e  matr ix  i s  a matr ix  which has  
no i n v a r i a n t  coordinate  subspace of dimension less than n. S i n c e  
t h e  p o s i t i v e  hyperoctant i s  generated by t h e  vec to r s  e, ,  ..., en, a 
non-negative i r r e d u c i b l e  matrix maps the p o s i t i v e  hyperoctant  i n t o  
i t s e l f  and leaves  no face invar ian t .  I t  i s  c l e a r  t h a t  t h i s  d e f i n i -  
t i o n  i s  equiva len t  t o  t h a t  given i n  s e c t i o n  1. (Gantmacher [ 4 ]  and 
o t h e r s  u s e  th is  a s  a b a s i c  de f in i t i on . )  
I f  w e  rep lace  the  p o s i t i v e  hyper-octant by an a r b i t r a r y  s o l i d  
conei t h e  above d e f i n i t i o n  leads t o  the  following gene ra l i za t ion .  
K 
Def in i t i on  4.1: The matrix A 2 0 i s  K-irreducible i f  A l eaves  
no f a c e  of K i nva r i an t .  A matrix which i s  no t  K-irreducible i s  
c a l l e d  K -reducible.  
T o  f u r t h e r  j u s t i f y  t h i s  d e f i n i t i o n ,  w e  w i l l  prove seve ra l  pro- 
p e r t i e s  of K-irreducible matrices which a r e  known t o  be  t r u e  f o r  
non-negative i r r e d u c i b l e  matrices.  W e  assume always t h a t  K i s  a 
s o l i d  cone. 
K 
Theorem 4.1: A Z 0 i s  K-irreducible i f  and only i f  no eigen- 
vec to r  of A l i e s  on the  boundary of K .  
Proof:  Suppose A S 0 i s  K-reducible, and l e t  F be an i n v a r i a n t  
f ace  of K. A, r e s t r i c t e d  t o  the subspace HF, leaves t h e  s o l i d  cone 
F i n v a r i a n t ;  hence t h i s  r e s t r i c t e d  opera tor  has  an eigenvector  x, E F. 
B u t  x1 i s  a l s o  an eigenvector  for A, opera t ing  on t h e  e n t i r e  space 
and x1 i s  on t h e  boundary of K e  Conversely, suppose x i s  an eigen- 
vec to r  on t h e  boundary of K ,  and l e t  F be  t h e  f a c e  def ined  i n  
X 
I 
I 
I 
I 
1 
I 
I 
I 
1 
I 
I 
I 
I 
1 
I 
I 
1 
I 
I 
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lemma 2 .1 .  Then, f o r  any Y E F t h e r e  e x i s t s  an cy > 0 ,  such t h a t  
Y SFx 
so by lemma 2.1,  Ay E FX. 
K - reducible .  
K ax.  Thus, AY S A ( a x )  = cyhx E F 
X '  K 
X a x  and hence Y S 
Thus FX is  an i n v a r i a n t  f ace  and A i s  
The next  lemma g ives  an i n t e r e s t i n g  proper ty  of matrices w i t h  
i n v a r i a n t  cones, and allows u s  t o  prove another  s p e c t r a l  character- 
i z a t i o n  of K-irreducible  matrices.  
K 
Lemma 4.1: If A 2 0 has  t w o  e igenvec tors  i n  K O ,  then A a l so  
h a s  an eigenvector  on the boundary of K . Furthermore, t h e  correspon- 
d ing  eigenvalues  are a l l  equal .  
0 
Proof: L e t  x1,x2 E K be l i n e a r l y  independent e igenvec tors ,  
with eigenvalues  X1 , A 2  and l e t  
to = min C t  > 0 1  tx2-x1 E K I  
where w e  assume 0 S )c2 S X1. I f  x3 = tox2-x1 then x3 i s  on t h e  
boundary of K ,  and i f  A, # 0 ,  then 
Ax3 = to 12x2 -11x1 = X l { t 0  12 X 2  -x1} E 
The d e f i n i t i o n  of t, impl ies  Xz 1 X 1 ,  hence, i n  f a c t ,  A, = h a .  I f  
hl = 0 ,  then X2 = 0,  and Ax3 = 0. I n  e i t h e r  case, x3 i s  an eigen-  
v e c t o r  on the boundary of K with e igenvalue hl = h 2 .  
The proof of t h e  next  theorem follows e a s i l y  from t h e  t w o  
p rev ious  r e s u l t s .  
K 
Theorem 4.2 :  A S 0 is  K-irreducible i f  and only i f  A has  
0 
e x a c t l y  one e igenvec tor  i n  K ,  and t h i s  eigenvector  i s  i n  K . 
N o t e  t h a t  our  concept of K- i r r educ ib i l i t y  depends on both  the 
ma t r ix  and t h e  cone. I t  i s  poss ib l e  for  a matr ix  t o  leave  t w o  
cones i n v a r i a n t ,  b u t  be K-irreducible with respect t o  only one. 
An example of t h i s  i s  t h e  matrix 
. = E : ]  
- 13 - 
I 
1 
1 
If 
and 
then A Z K i  0 and A i s  K,-irreducible,  b u t  n o t  K1-irreducible.  
Frobenius introduced the  c l a s s  of non-negative i r reducible  ma- 
t r i c e s  because it i s  l a r g e r  than t h e  class of p o s i t i v e  mat r ices ,  
b u t  r e t a i n s  many of t h e  important s p e c t r a l  p r o p e r t i e s .  Clear ly ,  
if A maps K i n t o  i t s  i n t e r i o r ,  it can leave no f ace  i n v a r i a n t ,  
hence it i s  K-irreducible.  That i s ,  the  c l a s s  of K-irreducible 
mat r ices  i s  l a r g e r  than t h e  c l a s s  of mat r ices  which s a t i s f y  A > > 0. 
S i m i l a r i t i e s  i n  c e r t a i n  s p e c t r a l  p r o p e r t i e s  of t hese  t w o  types of 
mat r ices  a r e  pointed o u t  by the  next  t w o  theorems, which genera l ize  
I I a , b  and I I Ia ,b  of s ec t ion  1. 
K 
IC 
Theorem 4 . 3 :  I f  A S 0 i s  K-irreducible then 
i) p ( A )  i s  a simple eigenvalue,  and any o the r  eigenvalue 
with t h e  same modulus i s  a l s o  simple. 
0 
ii) There i s  an eigenvector corresponding t o  p ( A )  i n  K 
and no o the r  eigenvector l i e s  i n  K .  
Furthermore,  i) i s  s u f f i c i e n t  for  A t o  be K-irreducible with r e spec t  
t o  some i n v a r i a n t  so l id  cone. 
Proof: P a r t  i) follows from theorem 3.1, provided p ( A )  i s  
s i m p l e ,  and ii) i s  a restatement of theorem 4.2.  Suppose p ( A )  i s  
n o t  simple.  Then, t h e r e  e x i s t  vec to r s  xl, x 2 ,  l i n e a r l y  independent, 
with x1 E K O ,  Ax1 = p (A)X1 and e i t h e r  
I 
I 
I - 14 - 
I f  (4.1) w e r e  t r u e  then, f o r  la rge  enough t > 0,  xs = t x l + t x 2  E K 
and x3 i s  another e igenvector ,  con t r ad ic t ing  theorem 4.2.  I f  equa- 
t i o n  (4.2)  ho lds ,  then -xa $? K and w e  can de f ine  
to = min { t  > 0 1  txl-xa E IC]. 
Then, p (A) = 0 implies  A ( t o X 1  -x2) = -xl K ,  and p (A) # 0 implies  
A ( t O X 1  -x2 1 =. t o  P (A) X I  - P W X 2  -x1 
which c o n t r a d i c t s  t he  d e f i n i t i o n  of to. Hence, p ( A )  must be simple. 
To prove t h e  l a s t  statement of  t he  theorem, w e  u s e  t h e  proof of 
theorem 3.1. The cone defined i n  t h a t  proof conta ins  only elements 
of t h e  form axl + y,  where x1 i s  the eigenvector  corresponding t o  
p (A) and CY = 0 only i f  y = 0. Hence, no o the r  e igenvector  can l i e  
i n  U and by theorem 4.2,  A i s  K-irreducible.  
By r ep lac ing  the assumption t h a t  A i s  K-irreducible by t h e  con- 
K 
d i t i o n  t h a t  A > > 0,  i t  i s  poss ib l e  t o  make a s t ronge r  s ta tement  
about p ( A ) .  
U 
Theorem 4.4: I f  A > > 0 then 
i) p ( A )  i s  a simple eigenvalue,  g r e a t e r  than t h e  magnitude 
a t  any o ther  eigenvalue 
ii) An eigenvector corresponding t o  p (A) l i e s  i n  K. 
Furthermore,  condi t ion i) i s  s u f f i c i e n t  f o r  A t o  map some cone i n t o  
i t s  i n t e r i o r .  
Proof:  Most of t h e  theorem fol lows a s  a c o r o l l a r y  t o  t h e  pre- 
v ious  r e s u l t .  I n  f a c t ,  w e  need only prove the  l a s t  p a r t  o f ' i )  and 
t h e  f i n a l  statement.  Let h2 be any eigenvalue d i f f e r e n t  from p ( A ) ,  
wi th  e igenvector  x 2 ,  and suppose I X2 I = p ( A ) .  For s i m p l i c i t y ,  w e  
assume p (A) = 1, i n  which case X2 = eie f o r  some 0 .  W e  w i l l  show 
t h a t  f o r  some tp, Re(eivX2) E K and from t h i s ,  w e  w i l l  ob t a in  a con- 
t r a d i c t i o n .  For any y, e i t h e r  Re(e1vx2) € K ,  o r  e lse  we can de f ine  
a p o s i t i v e  number t(p by 
= min {t > 01 tX1+Re(e iqX2)  E IC tv 
I - 15 - 
0 where x1 E K i s  the  eigenvector  corresponding t o  p ( A ) .  
P 
E 
I f  yrP = t 'pX1+Re(eiqx2), then y 
Aycp = t X1+Re(e i ( ' P + 0 I X 2 )  E K O  . 
and thus  i n f  Et+,] = 0. 
'p 
i s  on t h e  boundary of K ,  and 
Hence tcP > t V + e  
cp 
cp 
From t h i s ,  i t  follows t h a t  f o r  some c p o o  
yo = Re(e1 'Pox2)  E K ,  
k NOW, i f  {Sk] i s  any f i n i t e  set of p o s i t i v e  numbers, then CSkA yo = o 
impl ies  yo = 0. B u t ,  by a b a s i c  lemma, which was a l s o  used i n  the  
proof Df theorem 3.1,  i f  8 0 (mod 21-r) then t h e r e  e x i s t s  a f i n i t e  
set of p o s i t i v e  nurribers {sk]  such t h a t  
csk eike = 0 .  
Hence, 
k g Sk A yo = c sk Re(eike e iv0x2)  
= Re(C 5, e ik9 e ivox , )  = 0 
so,  yo = 0,  i . e . ,  e i (vo+n)xa = y2 where y, i s  r e a l .  
where 11, I = 1, c l e a r l y  A, = f 1. W e  can assume y2 $! K ,  and i f  we 
l e t  
then 
Since Ay, = X2y2, 
to = min  { t  > 0 1  tx1+y2 E K )  
A2 ( t 0 X 1 + Y 2 )  = t 0 X 1 + Y 2  E K O  
which c o n t r a d i c t s  the  d e f i n i t i o n  of to. 
prove the  l a s t  s ta tement  of the  theorem, we again use t h e  n o t a t i o n  
i n  t he  proof of theorem 3.1. The cone (3.7) becomes 
Hence I 1, I < p (A). To 
where 8 1  = 11 a1 
s o  c l e a r l y ,  Ax i s  i n  the  i n t e r i o r  of K .  
1 
P 
I 
1 
1 
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,It follows e a s i l y  from t h e  d e f i n i t i o n  of i r r e d u c i b i l i t y  given 
i n  s ec t ion  1- t h a t  i f  0 S A S B and A i s  i r r e d u c i b l e ,  then B must 
also be irreducible. The next theorem generalizes th is  result to 
K-ir reducib le  matr ices .  
K K 
Theorem 4.5: I f  0 S A S B and A i s  K-irreducible,  then B 
i s  a l s o  K-irreducible.  
Proof:  Suppose B w e r e  K -reducible.  
envector x E 6 K .  Using lemma 2 . 1 ,  i f  y E 
and Ay S WBX E FX hence Ay E F 
v a r i a n t ,  and i s  t h e r e f o r e  K-reducible. 
K IC 
WAX S X '  
Then B must have an e ig-  
K 
F then y S ax8 some cy, 
That i s , A  l eaves  FX i n -  
X 
This  r e s u l t  a l lows u s  t o  fu r the r  extend our gene ra l i za t ion  of 
t h e  Perron-Frobenius theory.  
K K Theorem 4.6: I f  0 S A S B where A i s  K-irreducible,  and 
A # B, then p ( A )  p ( B )  . 
Proof:  By theorem 4.5, B is  a l s o  K-irreducible ,  so t h e r e  e x i s t s  
y1 E K o  with 
BY1 = P ( W Y l  
Ax 1 = p ( N X 1  
L e t  x1 E K O  s a t i s f y  
Then, by hypothesis ,  
(4.3) BX1 AX1 = P ( A ) X 1  
L e t  
(4  4) 
then, i f  p ( A )  # 0, 
to = i n f , { t  > 0 1  tyl-X1 E K] 
0 S B(toyl-X1) = toByl-BX1 
B y  (4.4) t h i s  impl ies  
(4  - 5) p (B) 2 p (A). 
t - 17 - 
Suppose p ( B )  = p ( A )  = h ,  and l e t  to = min { t  > 0 tyl-y,l f K ] .  
I f  
(4-6) y1 = O'XI , ' 0 ,  
then  
A ( u x ~ )  = ~ x x 1  = Xyl = By1 = B(ctX1) 
hence (B-A)xl  = 0. B u t  x1 E K O  so i f  z E IC i s  a r b i t r a r y ,  then t h e r e  
e x i s t s  B > 0 so t h a t  0 SK z S K f ix l .  But 0 SK (B-A)z S K B(B-A)xl  = 0,  
and z was a r b i t r a r y  i n  IC, hence A = B. This  con t r ad ic t ion  impl ies  
t h a t  (4.6) cannot hold,  i .e. ,  x1 and y1 a r e  l i n e a r l y  independent,  and 
hence i f  
then z # 0 ,  z i s  on t h e  boundary of K ,  and 
K 
AZ = toAyl-AX1 d t oBy l -AX1 = X t o Y 1 - X X l  = xz. 
Let F, be the face  given by lemma 2.1.  Then F, i s  invariai;: ;:i;Cer A 
because f o r  any x E Fz ,  x SK z,  some y > 0, and Ax S 
hence Ax E Fz. This c o n t r a d i c t s  t h e  K- i r r educ ib i l i t y  of A, and 
hence we must conclude t h a t  p (A) # p (B) . 
K yAz SK Y x z  f Fz'  
If A i s  no t  K-irreducible,  then t h e  above theorem i s  weakened 
s l i g h t l y  . 
Corol lary:  I f  0 sK A SK B then p ( A )  I p ( B ) .  
Proof:  L e t  C > >K 0,  and d e f i n e  A t  = A + t C ,  B t  = B + t C ,  t > 0 .  
Then c l e a r l y  A t  > > 0 ,  hence A t  i s  K-irreducible .  By the  previous 
theorem 
and l e t t i n g  t -, 0 g ives  
I n  t h e  c l a s s i c a l  s e t t i n g ,  it fol lows d i r e c t l y  from the d e f i n i -  
t i o n s  t h a t  i f  a matr ix  A i s  p o s i t i v e ,  non-negative, or i r r e d u c i b l e ,  
t hen  the same i s  t r u e  of At. Because of t h e  s p e c t r a l  cha rac t e r i za -  
t i o n s  given i n  theorems 3.1, 4.3 and 4.4, the  same type of s ta tement  
- 18 - 
K K K 
can be made about A E 0, A > > 0 ,  o r  A Z 0 and K-irreducible.  
The cone which i s  l e f t  i n v a r i a n t  by A, however, may n o t  be t h e  same 
cone which i s  i n v a r i a n t  under At. For example, i f  
K r 
Then A Z 0 where K = I ( x j y )  I XEO,  2lyl x}*  
But, K is  n o t  i n v a r i a n t  with respec t  t o  A t .  The r e s u l t  t h a t  can 
be proven is:  
K 
Theorem 4.7: I f  A Z 0 then t h e r e  e x i s t s  a s o l i d  cone such 
Y 
t h a t  At ZK 0. 
K-irreducible,  o r  A > > 0. 
The same type of s ta tement  holds  f o r  A gK 0 and 
K 
Proof:  Using t h e  f a c t  t h a t  A and At have the  same eigenvalues ,  
t h i s  theorem follows from 3.1, 4.3, 4.4. 
W e  conclude t h i s  s ec t ion  by showing t h e  connection between 
K- i r r educ ib i l i t y  and two r e l a t e d  concepts.  
Krasnoselski  [ 5 ]  has  proved a r e s u l t  s i m i l a r  t o  theorem 4.3 
using U, - p o s i t i v i t y  i n  p lace  of K- i r r educ ib i l i t y ,  where a matr ix  
A 2 
t h e r e  a r e  cons tan ts  cr(x)> 0,  ( x )>  0,  and an i n t e g e r  k (x ) '  0 such 
t h a t  
K 
0 i s  c a l l e d  5 - p o s i t i v e  i f  f o r  some Uo E ICo and any x E K 
k 
(4.7) cr(x)uo A x B (x)u,. 
Krasnoselski  proves t h a t  a U,-positive matrix has  a unique eigenvec- 
t o r  x1 i n  K. Since A x1 = h l x l ,  and U, E K O ,  (4.7) impl ies  x1 E KO. 
Hence, by theorem 4.2, every U,-positive matr ix  i s  K-irreducible.  
The converse i s  f a l s e ,  a s  shown by t h e  example 
k k 
0 1  
A = (1 0) 
which i s  non-negative and i r r educ ib l e ,  b u t  i s  no t  U,-positive.. 
Schaefer [8]  has  proven a r e s u l t ,  which i s  s i m i l a r  t o  theorem 
4.3, f o r  q u a s i - i n t e r i o r  opera tors  on a Banach space. For matrices 
- 
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which leave a s o l i d  cone inva r i an t ,  t h i s  proper ty  can be def ined a s  
follows: 
K 
A 2 0 i s  quas i - in t e r io r  i f ,  f o r  some 
K x > P ( A ) ,  A ( x I - A ) - ~  > > 0 .  
Before proving t h a t  t h i s  i s  equivalent  t o  K- i r reducib i l i ty ,  w e  need 
another b a s i c  f a c t  about K-irreducible matr ices .  
K > > 0 .  K n -1 Lemma 4.2:  I f  A Z 0 i s  K-irreducible,  then ( I+A)  
(n i s  t h e  dimension of t he  space.) 
Proof: L e t  y be  an a r b i t r a r y  non-zero element on t h e  boundary 
of K ,  and l e t  F be t h e  face  given by lemma 2.1.  Then by K-irreduci- 
b i l i t y ,  Ay $! Fy and hence (I+A)y $! HF 
n o t  i n  K O ,  then it m u s t  be i n  a f ace  F1, and t h e  dimension of 
must be g r e a t e r  than t h e  dimension of i?$. 
shows t h a t  ( I + A )  y E KO f o r  some K S n-1, hence ( I + A )  
Y 
I n  f a c t ,  i f  y1 = (I+A)y i s  
Y -  
HF, 
Repeating t h i s  argument 
n-1 K 
> > 0 .  k 
K 
Theorem 4.8: A 2 0 is  K-irreducible i f  and only i f  A i s  quasi-  
i n t e r i o r .  
- -1 K 
Proof:  If = A(X1-A) > > 0 f o r  some A ,  then A i s  K-irredu-  
c ible .  B u t ,  A and 5 have the same eigenvectors  so, by theorem 4 . 2 ,  
A i s  a l s o  K-irreducible. .  Conversely, i f  A i s  IC-irreducible, then 
f o r  X > p ( A ) ,  
An -1 
+ .  . . + -  1 - (I  + - + -  hn-l k = l  ik = 1 Ak K A  A A2 A A" A(xI-A)- '  = c - =- 
tc n-1 Z @A ( I + A )  
where CY i s  some p o s i t i v e  constant.  By lemma 4 . 2 ,  ( I + A ) n - l  > >  0 
K K 
so  t h e  proof i s  complete provided Ax > > 0 whenever x > > 0. B u t ,  
i f  f o r  some xo > > 0 ,  Ax, were on the  boundary of IC, then x1 5 t x , ,  
where x1 E K O  i s  t h e  eigenvector corresponding t o  p (A) , t > 0 ,  and 
K 
2 tAx P ( N X 1  = Ax1 
0 
which impl ies  x1 i s  on the  boundary of K .  This con t r ad ic t ion  proves 
t h e  theorem. 
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5. Applicat ions 
-\. 
I n  t h i s  s ec t ion ,  w e  w i l l  show how t h e  preceding r e s u l t s  can 
be used t o  genera l ize  some w e l l  known theorems w h i c h  can be used 
t o  compare t h e  r a t e s  of convergence of i t e r a t i v e  processes .  
give a d e t a i l e d  proof of the  important Stein-Rosenberg theorem, i n  
order  t o  v e r i f y  t h a t  our generalized Perron-Frobenius theory i s  a s  
complete a s  t h e  c l a s s i c a l  theory. The proof we use  follows t h a t  
given i n  [2 ] .  
t h e  theorems of t h i s  s ec t ion  contain the  r e su l t s  of Marek C7] f o r  
Uo - p o s i t i v e  mat r ices ,  
W e  
Because of t h e  comments a t  t h e  end of section 4,  
Theorem 5.1: 
i 
L e t  B = B, + B 2 ,  be nxn mat r ices ,  with B, 
K 
# 0 ,  
p (B,)  < 1, and B 1 0 where K i s  a s o l i d  cone, and assume B i s  
K-irreducible.  
one of t h e  following holds:  
Then, t he  matrix H = ( I - B , )  -1 B2 e x i s t s ,  and exac t ly  
P (HI < P (B) < 1 
P (HI = P (B) = 1 
P (HI ’ P (B) ’ 1 
w k  Proof: S i n c e  p (B,) < 1, t h e  series C B, converges. This k=O U 
shows t h a t  H e x i s t s ,  and H I 0. L e t  $ =  p ( H )  and assume, f o r  now, 
t h a t  ‘$# 0. By 3.1, t h e r e  e x i s t s  an x, E K, such t h a t  Hx, = fx ,  
By theorem 4.5, y B , + B 2  and B , + f B 2  a r e  i r r e d u c i b l e  and if 
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then  by theorem 4.3, there i s  a unique vector yo E K O ,  w i t h  
( Y B l  + B z ) Y o  = c P l ( ' G ) Y o  
r p l ( ' l f 1  = r 
c P a ( 8 )  = 1  
Hence, by (5.1) and the uniqueness, 
S imi la r ly ,  
1
Now suppose '$ = 1, then 
I f  > 1, then 
p ( B )  = p ( f B 1  + B,) = c p l ( $ )  = b A =  P ( H )  
8 B, + B2 # B l  + B2 K K 8 B l  + Bz I Bl + B, 2 0,  
K 1 K 1 0 S B, + T B ,  S B1 + B2 / B, + 7% # B l  + B2 
so, by theorem 4.6, 
p ( Y B ,  + B2)  > P ( B )  
Now suppose = 0. W e  must show t h a t  p ( B )  < 1. But, i f  B, = 0,  
then p ( B )  = p ( B , )  < 1 by assumption. I f  B, # 0, then  
'Pa (0) = P (B,) < 1. 
1 = 9 2  ( to) = p ( B ,  + to B z )  
If p (B) 2 1 then 3 t E [0,1] w i t h  cp2 (t ) = 1, b u t  then  
0 0 
so 3 x > >"O, w i t h  (B, + to B a ) x  = x 
- 22. - 
which c o n t r a d i c t s  = 0. Hence, we m u s t  conclude p (B) < 1. 
I f  B i s  n o t  K-irreducible,  w e  can no longer prove t h e  s t r ic t  
i n e q u a l i t i e s .  In  f a c t ,  t h e  theorem becomes: 
K Theorem 5.2 :  I f  B = Bl + B 2 ,  where B Z 0,  p ( B , )  < 1, B, # 0. 
i 
-1 
Then H = ( I -B1)  B2 e x i s t s ,  ,and e i t h e r  p (H)  5 p (B) S 1 or  
p (H) Z p (B) Z 1. 
A s  a c o r o l l a r y  t o  theorem 5.1 ,  we have t h e  following genera l iza-  
t i o n  of a theorem due t o  F ied ler  and Ptak [ 3 ] .  
K Theorem 5 . 3 :  L e t  B = B, t B2, where B 2 0,  B i s  K-irreducible,  
i 
p ( B )  e 1, and B, # 0. Suppose P i s  another matr ix  which s a t i s f i e s  
0 SK P SK B 2 ,  P # 0,  P # B 2 .  
and 
Then H = ( I - ( B l  + P))-’ (B2 - P) e x i s t s ,  P 
0 < P (Hp) < P (H,) 
The proof follows exac t ly  as  i n  the  case where K i s  the  p o s i t i v e  
hyper-octant.  
A s  an i n d i c a t i o n  t h a t  these r e s u l t s  a r e  indeed more use fu l  than 
t h e  c l a s s i c a l  theorems, consider a mat r ix  B with elements [b .  - 1  
which s a t i s f y  
1.3 
(-1) i+J b i j  Z 0. 
I f  B, and B2 a r e  upper and lower t r i a n g u l a r ,  r e spec t ive ly ,  then w e  
‘ K  have Bi Z 0 where 
Hence, t he  above theorems may be app l i cab le  although B i s  not  non- 
nega t ive  a s  requi red  by t h e  standard theorems. 
F i n a l l y ,  w e  p o i n t  o u t  t h a t ,  i n  a s i m i l a r  manner, Varga’s theory 
of r egu la r  s p l i t t i n g s  [ 2 ]  can also be extended t o  mat r ices  with i n -  
v a r i a n t  cones. 
n 
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