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Abstract
We introduce adaptive-simulation schemes for estimating performance measures for stochastic
systems based on the method of control variates. We consider several possible methods for adap-
tively tuning the control-variate estimators, and describe their asymptotic properties. Under
certain assumptions, including the existence of a \perfect control variate", all of the estimators
considered converge faster than the canonical rate of n¡1=2, where n is the simulation runlength.
Perfect control variates for a variety of stochastic processes can be constructed from \approxi-
mating martingales." We prove a central limit theorem for an adaptive estimator that converges
at rate n¡1p
lnn. A similar estimator converges at rate n¡1. An exponential rate of convergence
is also possible under suitable conditions.
Keywords: Adaptive Monte Carlo, variance reduction, e±ciency improvement, approx-
imating martingales, control variates.
1 Introduction
Importance sampling is a stochastic simulation method used to reduce the variance of
point estimators. If the importance sampling distribution is chosen appropriately, then
one can often obtain large variance reductions. The primary di±culty in applying im-
portance sampling is choosing the importance sampling distribution. Under certain con-
ditions, there is a sampling distribution that yields a zero-variance estimator, and this
ideal distribution can often be estimated as the simulation proceeds. Adaptive schemes
for choosing the importance sampling distribution have been developed in a variety of
application areas, e.g., [4, 5, 14, 1, 22, 21, 20, 16, 18, 9]. A survey of applications in
rare-event simulation is given in [12]. It is possible to prove that certain adaptive schemes
converge at an exponential rate [14, 2, 8, 7].
Another variance reduction method, known as control variates (see, e.g., [15]), can be
viewed as an adaptive method. Suppose one wishes to estimate EX, where X is a real-
valued random variable. If Y is a random variable with mean 0, then one can estimate EX
by a sample mean of n i.i.d. replications of X + uY , where u is a real-valued parameter.
The optimal (in the sense of minimizing variance) choice of u is u¤ = ¡cov(X;Y )=varY
which, in general, must be replaced by an estimator un based on sample covariances
and variances. We can view this method as a parameterized variance reduction method,
where u indexes the control variates Y (u) = uY . Under appropriate moment conditions,
the estimator un converges almost surely to u¤. In general, the (minimal) variance of
X + Y (u¤) obtained from this method is strictly positive. Hence, while this method can
reduce the simulation runlength required to reach a certain accuracy in the point estimate,
it cannot reduce the rate of convergence, which remains at the canonical rate of n¡1=2.
However, if X +Y (u¤) has zero variance for some u¤ (a \perfect control variate") then, as
with importance sampling, there may be ways to design adaptive schemes that converge
faster than the canonical rate.
1We de¯ne rates of convergence as follows. Throughout this paper \)" will denote weak
convergence and \
p
!" will denote convergence in probability.
De¯nition 1 Let fZn : n ¸ 1g be a sequence of real-valued random variables and (h(n) :
n ¸ 1) be a sequence of deterministic, strictly-positive constants. We say that fZng =
Op(h(n)) if, for all ² > 0, there exists a deterministic constant K > 0 such that
P
Ã
jZnj
h(n)
> K
!
< ²
for all n ¸ 1.
This concept is also known as \tightness" or \boundedness in probability" [3, p. 37].
Observe that if Zn=h(n) ) Z1 as n ! 1, where Z1 is a real-valued random variable,
then Zn = Op(h(n)).
De¯nition 2 Suppose that Zn
p
!z as n ! 1, where z is a deterministic constant. We
say that Zn converges to z at rate h(n) if fZn ¡ zg = Op(h(n)).
Note that rate of convergence is not uniquely de¯ned. If Zn converges at rate h(n) and
g(n)=h(n) is bounded away from 0 as n ! 1, then Zn also converges at rate g(n). In
general, we will be interested in small values of h(n). Also, note that if h(n)¡1(Zn ¡
z) ) Z1, where Z1 is a real-valued random variable, then Zn converges to z at rate
h(n).
Perfect control variates can only occur in the parameterization Y (u) = uY discussed
above if X and Y are related through a direct linear relationship (i.e., Cor(X;Y ) = §1).
This opportunity will rarely present itself in practice. However, it has recently been shown
[11] that for a wide range of performance measures of Markov models, one can obtain a
set of parameterized control variables Y (u), based on approximating martingales, with
E(Y (u)) = 0 for all u, and var(X + Y (u¤)) = 0 for some u¤. This suggests that one may
be able to develop a class of adaptive control variate schemes that converge at rates faster
than the canonical n¡1=2 rate. An adaptive simulation procedure is necessary to fully
exploit a perfect control variate, since u¤ is typically unknown. Adaptive in this context
means using better and better estimates of u¤ as the simulation proceeds. A nonadaptive
scheme can do no better than the canonical convergence rate, even when a perfect control
variate Y (u¤) is available, if u¤ is not known exactly. But adaptive schemes can provably
obtain exponential rates of convergence under certain conditions; see Section 4.
An improvement in the convergence rate of a Monte Carlo scheme is very attractive, but
a cautionary note is perhaps appropriate. A scheme may improve the convergence rate
of the simulation method, but may require a large amount of work in each iteration.
This additional work may mean that the scheme only outperforms standard Monte Carlo
methods when seeking a high level of accuracy. With this in mind, we analyze several
adaptive estimators with convergence rates of n¡1p
lnn, n¡1 and e¡°n with ° > 0. The
best estimator in practice may depend on factors in addition to the convergence rate.
A related issue is discussed in [6], where exponential convergence in the number of replica-
tions is empirically demonstrated, but the work per iteration is increasing. Nevertheless,
a linear rate of convergence in terms of computational e®ort is empirically demonstrated.
2Our focus in this paper is on the case where a perfect control variate exists, but one
might also adopt adaptive methods with nonlinearly parameterized control variables when
a perfect control variate does not exist. In this setting, one searches for the best of the
parameterized control variates. Some results in this direction in the setting of steady-state
simulation are stated in [10].
This paper is organized as follows. In Section 2 we describe a nontrivial example where
perfect control variates exist. In Section 3 we provide a mathematical structure for the
general estimation problem, and establish some useful properties of perfect control vari-
ate schemes. Then, in Section 4, we show how to exploit the structure that arises in the
example in Section 2 to develop two adaptive estimators that, under certain conditions,
converge at an exponential rate. This same structure is typical when one uses approxi-
mating martingales to develop perfect control variates, and so these estimators are quite
generally applicable.
Some user intervention may be required to ensure that the estimators derived in Section 4
do, indeed, converge. Furthermore, the exponential rate of convergence relies on the
presence of certain structure. In Section 5 we explore the performance of an adaptive
procedure that requires no user intervention and considerably less structure. We prove a
central limit theorem, thereby showing that a particular natural adaptive estimator, An,
converges at rate n¡1p
lnn. We also give an improved estimator, ~ An, that converges at
rate n¡1. This is the best rate possible in the very general setting described in Section 5.
Some conclusions and directions for future research are o®ered in Section 6.
Unless otherwise stated, all vectors are column vectors. The transpose of a vector v is
denoted v0.
2 An Example
Let Z = fZn : n ¸ 0g be a discrete-time Markov chain on the ¯nite state space S =
f0;1;:::;dg and suppose that Z reaches state 0 (the \absorbing state") almost surely
(and therefore in ¯nite expected time) starting from any Z0 > 0. Let g : f1;2;:::;dg ! IR
be a given cost function, and de¯ne
¹(x) = E
ÃT¡1 X
k=0
g(Zk) j Z0 = x
!
; 1 · x · d; (1)
where T = inffk ¸ 0 : Zk = 0g is the time till absorption. Then ¹ satis¯es
¹ = g + P¹; (2)
where P is the sub-transition matrix of Z corresponding to the transient states f1;:::;dg.
We assume that ¹ is unknown. Our goal is to estimate ¹. Let X 2 IR
d be a column
vector where the xth component, Xx, is a realization of
PT¡1
k=0 g(Zk) with Z0 = x, so that
E(X) = ¹. (The joint distribution of the components of X does not matter at this stage.)
One way to generate such an X is to simulate Z until absorption in 0 starting from each
initial state x = 1;2;:::;d, but there are other possibilities as well.
We now describe our parameterized control variates, Y (u). For any u 2 IR
d let ~ u =
(0;u(1);:::;u(d))0 be the vector u augmented with an additional 0. Let (Gn : n ¸ 0) be the
3natural ¯ltration de¯ned by Gn = ¾(Z0;:::;Zn) for n ¸ 0. Then M(u) = (Mn(u) : n ¸ 0)
is a martingale with respect to (Gn : n ¸ 0), for any distribution on Z0, where
Mn(u) = ~ u(Zn) ¡ ~ u(Z0) ¡
n¡1 X
k=0
[( ~ P ¡ I)~ u](Zk); n ¸ 0;
~ P is the transition matrix of Z, and I is the identity matrix. This is just the Dynkin
martingale; see e.g., [13, p. 310]. The optional-sampling theorem allows us to conclude
that E(MT(u)jZ0 = x) = 0 for any initial state x ¸ 1. If
Y (u) = [¡M
1
T1(u);¡M
2
T2(u);:::;¡M
d
Td(u)]
0
where Mx
Tx(u) is a realization of MT(u) with Z0 = x, then
^ X(u) ´ X + Y (u) = [X
1 ¡ M
1
T1(u);:::;X
d ¡ M
d
Td(u)]
0
satis¯es
E( ^ X(u)) = E(X) = ¹:
Thus, Y (u) is a parameterized control variate for X. Furthermore, from (2) we see that
if we choose u(x) = ¹(x) for x ¸ 1 then
Y (¹) = ¹ ¡ X;
so
^ X(¹) = ¹
is not random. In other words, if we take u = ¹, the resulting estimator has zero variance,
and so Y (¹) is a perfect control variate.
Notice that in this example, the parameter u¤ = ¹ that gives zero variance is also the
parameter that we wish to compute. This observation proves key in Section 4 where
we establish an exponential rate of convergence for certain adaptive schemes that take
advantage of this structure. First we generalize the setting and structure the general
problem.
3 Structuring the Problem
Let (­;F;P) be an underlying probability space for our simulation, and let (Fn : n ¸ 0)
be a ¯ltration on (­;F), i.e., an increasing sequence of sigma ¯elds. Intuitively, Fn
represents the information we have available after the nth simulation replication. Let
X 2 <d0 be a random vector with E(X) = ¹ (the quantity of interest). We assume
E(kX ¡ ¹k2
d0) < 1, where k ¢ kd0 is a metric on <d0. Let fXn : n ¸ 1g be i.i.d. replicates
of X, where Xn is measurable with respect to Fn (Xn 2 mFn) for all n ¸ 1. Let u 2 U
index our control variates, where U is a subset of IR
d equipped with the metric k¢kd. We
will simply use k ¢ k to denote our metrics since the context is always clear. (In many
cases we can let d0 = 1 without loss of generality since the components ¹i; i = 1;:::;d0
of ¹ can be estimated separately. However, in Section 4 it is crucial that d0 = d since the
elements of X cannot be estimated separately.) For u 2 U, let Y (u) 2 <d0 be a random
4vector with E(Y (u)) = 0 and E(kY (u)k2) < 1. For each ¯xed u 2 U, fYn(u) : n ¸ 1g is
a sequence of i.i.d. replicates of Y (u), and furthermore, Yi(u) is independent of Yj(v) for
i 6= j and any u;v 2 U. Also, Yn(u) 2 mFn for all n ¸ 0 and all u 2 U.
We assume that there is an optimal choice u¤ of u such that E(kX +Y (u¤)k2) = 0, which
implies that Xn+Yn(u¤) = ¹ almost surely for all n ¸ 1. For n ¸ 0, let un 2 mFn denote
our approximation of u¤ at stage n.
For n ¸ 1, let
^ Xn = Xn + Yn(un¡1)
denote an estimator of ¹ using the approximation un¡1 of u¤, and let
º(u) = E(kX + Y (u) ¡ ¹k
2); u 2 U:
The ^ Xn's are typically dependent since ^ Xn is a function of un¡1. However, they are
uncorrelated, as the following result shows.
Proposition 1 The sequence f ^ Xn : n ¸ 1g consists of uncorrelated random vectors, and
for n ¸ 1,
E(k ^ Xn ¡ ¹k
2) = E(º(un¡1)):
Proof: Observe that for all n ¸ 1, E( ^ Xn jFn¡1) = ¹ almost surely. Now, let i;j 2
f1;2;:::;d0g. For n ¸ 2 and 1 · k · n ¡ 1,
cov( ^ Xn(i); ^ Xn¡k(j)) = E( ^ Xn(i) ^ Xn¡k(j)) ¡ ¹i¹j
= E(E( ^ Xn(i) ^ Xn¡k(j)jFn¡1)) ¡ ¹i¹j
= E(E( ^ Xn(i)jFn¡1) ^ Xn¡k(j)) ¡ ¹i¹j
= E(¹i ^ Xn¡k(j)) ¡ ¹i¹j = 0:
To compute the expected squared error, observe that
E(k ^ Xn ¡ ¹k
2) = E(E[k ^ Xn ¡ ¹k
2 j Fn¡1])
= E(E[kXn + Yn(un¡1) ¡ ¹k
2 jFn¡1])
= Eº(un¡1):
An adaptive estimator is speci¯ed by the method used to construct the sequence fung,
and the method of combining ^ X1;:::; ^ Xn to obtain the nth estimate of ¹.
4 Exponential Convergence
For certain problems it is possible to develop an adaptive estimator that converges at
an exponential rate. In this section we describe the conditions that must prevail and
establish that two estimators converge at an exponential rate. One of these conditions is
that EX and u¤ coincide, so in this section we have d0 = d.
Let X 2 <d be a random vector with E(X) = ¹. Suppose that we wish to compute ® =
f(¹) for some known real-valued function f. Since f is known, this problem essentially
5reduces to estimating ¹. Let fY (u) : u 2 Ug be a parameterized family of control variates
with U = IR
d containing a perfect control variate, Y (u¤). The key requirement is that
¹ = u¤, i.e., the parameter u¤ 2 U that gives a perfect control variate corresponds with the
vector ¹ that we wish to compute. The example presented in Section 2 is one such case.
This condition also holds for all of the examples presented in [11] where approximating
martingales were developed for a range of performance measures, so that we have strong
motivation for considering this special case.
Let ^ X(u) = X + Y (u). Under these conditions,
E( ^ X(u)) = u
¤; 8u 2 U;
and º(u¤) = 0, where
º(u) = E(k ^ X(u) ¡ u
¤k
2):
For u 2 U, let f ^ Xni(u); n;i = 1;2;:::g be i.i.d. replicates of ^ X(u). (Here we have
extended our general framework to allow multiple replicates within each iteration, so that
^ Xni(u) 2 mFn for all n ¸ 1, i ¸ 1 and u 2 U.) Choose u0 2 U and m < 1, and de¯ne,
for n ¸ 1,
un =
1
m
m X
i=1
^ Xni(un¡1):
Let
En = f(un)
be our estimator for ® at stage n ¸ 1.
Theorem 2 Suppose that E(ku0 ¡ u¤k2) < 1, and for some ¾2 < 1,
E(k
1
k
k X
i=1
^ Xni(u) ¡ u
¤k
2) ·
¾2
k
ku ¡ u
¤k
2; (3)
for every k ¸ 1. Then
E(kun ¡ u
¤k
2) ·
Ã
¾2
m
!n
E(ku0 ¡ u
¤k
2): (4)
If, in addition, f : U ! IR is a Lipschitz function with Lipschitz constant c satisfying
f(u¤) = ®, then
E((En ¡ ®)
2) ·
Ã
¾2
m
!n
c
2E(ku0 ¡ u
¤k
2): (5)
Proof: From (3) we have for all n ¸ 1 that
E(kun ¡ u
¤k
2) = E(k
1
m
m X
i=1
^ Xni(un¡1) ¡ u
¤k
2)
·
¾2
m
E(kun¡1 ¡ u
¤k
2);
and so (4) follows immediately. Since f has Lipschitz constant c we have
jEn ¡ ®j ´ jf(un) ¡ f(u
¤)j · ckun ¡ u
¤k:
6Thus,
E((En ¡ ®)
2) · c
2E(kun ¡ u
¤k
2)
and (5) follows from (4).
It immediately follows that as long as m > ¾2 we get an exponential rate of convergence.
We might ask how best to choose m. The following heuristic argument shows how one
might make a choice and also describes the kind of convergence rate one can expect from
En.
Suppose that the expected computational time required to simulate ^ X(u) is ¯nite and
doesn't depend on u 2 U. By suitably choosing the time scale, we can assume that this
time is 1. The expected time needed to simulate En is therefore t = nm, so that n = t=m.
If we de¯ne E0
t to be our estimate of ® after t units of computer time then Theorem 2
suggests that
E((E
0
t ¡ ®)
2) = O
0
@
Ã
¾2
m
!t=m1
A:
Di®erentiating the right-hand side with respect to m yields an optimal value, m¤ = ¾2e.
If we use m = m¤ we ¯nd that
E((E
0
t ¡ ®)
2) = O
µ
exp
µ ¡t
¾2e
¶¶
:
Theorem 2 above shows that as long as m is large enough, i.e., enough averaging is
performed at each step of the algorithm, one can expect an exponential rate of convergence
in n. It is reasonable to ask whether one can also obtain exponential convergence when a
single replication is obtained at each step, i.e., m = 1. De¯ne
^ un = w^ un¡1 + (1 ¡ w) ^ Xn(^ un¡1)
and
^ En = f(^ un);
where w 2 (0;1). Theorem 3 shows that as long as w is chosen su±ciently close to 1, an
exponential rate of convergence is again assured. Notice that while this estimator takes
m = 1, averaging is again playing an important role, since the exponential smoothing
operation that de¯nes ^ un is also a form of averaging.
Theorem 3 Let (U;k ¢ k) be IR
d (d < 1) with Euclidean distance. Under the conditions
of Theorem 2, if we select w 2 (0;1) then, for all n ¸ 1,
E(k^ un ¡ u
¤k
2) · Ã(w)
nE(k^ u0 ¡ u
¤k
2) (6)
and
E((^ En ¡ ®)
2) · Ã(w)
nc
2E(k^ u0 ¡ u
¤k
2); (7)
where Ã(w) = w2+(1¡w)2¾2. Hence the convergence ^ un ! u¤ and ^ En ! ® is exponential
for any w > (¾2 ¡ 1)=(¾2 + 1) with w 2 (0;1). The function Ã(w) is minimized at
w¤ = ¾2=(¾2 + 1) where Ã(w¤) = w¤.
7Proof: Since ^ un¡1 and ^ Xn(^ un¡1) are uncorrelated,
E(k^ un ¡ u
¤k
2) = E(kw(^ un¡1 ¡ u
¤) + (1 ¡ w)( ^ Xn(^ un¡1) ¡ u
¤)k
2)
= w
2E(k^ un¡1 ¡ u
¤k
2) + (1 ¡ w)
2E(k ^ Xn(^ un¡1) ¡ u
¤k
2)
· (w
2 + (1 ¡ w)
2¾
2)E(k^ un¡1 ¡ u
¤k
2): (8)
The ¯nal inequality in (8) follows from (3) with k = 1. Thus,
E(k^ un ¡ u
¤k
2) · Ã(w)
nE(k^ u0 ¡ u
¤k
2):
The remainder of the proof is straightforward and omitted.
Remark 1 If we allow d = 1 and/or we use a nonEuclidean norm, then we can make
use of the inequality kx + yk2 · 2kxk2 + 2ky2k to obtain a similar result to that given
above. In this case one may need m > 1 (multiple replications) at each iteration to ensure
that 2w2 + 2(1 ¡ w)2¾2=m < 1.
We now verify that an exponential rate of convergence is possible for the example pre-
sented in Section 2 by verifying the conditions of Theorem 2. For ` 2 f1;:::;dg, the `th
component of ^ X(u), denoted ^ X`(u), is given by
^ X
`(u) =
T¡1 X
k=0
g(Zk) + u(`) +
T¡1 X
k=0
[(P ¡ I)u](Zk)
= u(`) +
T¡1 X
k=0
[(P ¡ I)(u ¡ ¹)](Zk)
= u(`) +
d X
j=1
V`(j)[(P ¡ I)(u ¡ ¹)](j)
= u(`) + V
0
`(P ¡ I)(u ¡ ¹); (9)
where
V`(j) =
T¡1 X
k=0
1(Zk = j)
is the number of visits to state j before absorption, starting from state `, and V` is the
corresponding column vector.
Using Theorem 2 or Theorem 3, we can construct an estimator with an exponential rate
of convergence if we can verify condition (3). Take k ¢ k to be the Euclidean norm and
write,
E(k
1
k
k X
i=1
^ Xni(u) ¡ u
¤k
2) = E
d X
`=1
Ã
1
k
k X
i=1
( ^ X
`
ni(u) ¡ u
¤(`))
!2
=
d X
`=1
var( ^ X`(u))
k
:
From (9) we write
var( ^ X
`(u)) = var(V
0
`(P ¡ I)(u ¡ u
¤))
= (u ¡ u
¤)
0(P ¡ I)
0´`(P ¡ I)(u ¡ u
¤);
8where ´` is the covariance matrix of V`,
´` = cov(V`):
If we de¯ne ´ =
Pd
`=1 ´`, then
E(k
1
k
k X
i=1
^ Xni(u) ¡ u
¤k
2) =
1
k
(u ¡ u
¤)
0(P ¡ I)
0´(P ¡ I)(u ¡ u
¤)
·
k(P ¡ I)0´(P ¡ I)k
k
ku ¡ u
¤k
2;
and so the conclusions of Theorems 2 and 3 apply with
¾
2 = k(I ¡ P)
0´(I ¡ P)k:
Hence, for the example presented in Section 2, it is possible to construct estimators based
on perfect control variate methods that converge at an exponential rate. For either of
the estimators described above, one must ensure that su±cient averaging occurs, either
by choosing m large enough for the ¯rst estimator, or by choosing w su±ciently close to
1 for the second method. If this requirement is not met, then the estimators may fail to
converge. A similar \su±cient averaging" requirement was also needed for the adaptive-
importance-sampling scheme described in [14], where the authors recommended guessing
a reasonable value for the averaging parameter and observing the ¯rst few iterations. If
it does not appear that convergence is taking place, then the process is interrupted, and
the averaging per iteration is increased. In our case, this would correspond to increasing
m or w, depending on which estimator is used. An alternative to this procedure is to
either bound, or estimate, ¾2, perhaps from some \pilot runs", and then select m or w
accordingly.
While these approaches are not unreasonable, one might ask if there is a way to avoid this
experimentation. In other words, is there an adaptive estimator that converges rapidly,
yet does not require any user intervention to ensure convergence?
5 Adaptive Estimators using Sample Means
In this section we develop an adaptive estimation procedure that requires no user inter-
vention. It has the added advantage that it does not require the condition, imposed in the
previous section, that the optimal choice of control variate parameter u¤ coincide with the
target quantity EX. It has the disadvantage that it no longer gives exponential conver-
gence rates, but nevertheless, the procedure does give faster-than-canonical convergence
rates. Since the restriction u¤ = EX has been eased, we can take d0 = 1 without loss of
generality, i.e., we can assume that X is real valued.
One can expect faster-than-canonical convergence rates under very general circumstances.
Consider again the setup of Section 3. A reasonable estimator of ¹ = EX based on Fn is
the sample mean
An = n
¡1
n X
i=1
^ Xi: (10)
9This estimator is unbiased. Our next result shows that if the sequence of estimates un
converges in probability to u¤ as n ! 1, then the variance of An converges to 0 faster
than at rate n¡1. Chebyshev's inequality then implies that An converges to ¹ at a faster
rate than n¡1=2.
Theorem 4 If
(a1) un
p
!u¤ as n ! 1,
(b1) º(u) is continuous at u = u¤, and
(c1) (º(un) : n ¸ 0) is uniformly integrable,
then
nvar(An) ! 0
as n ! 1.
Proof: From (a1) and (b1) we conclude that º(un)
p
!0 as n ! 1. Assumption (c1)
then yields Eº(un) ! 0 as n ! 1. Thus,
1
n
n X
i=1
Eº(ui¡1) ! 0
as n ! 1. From Proposition 1 we conclude that
var(An) = n
¡2
n X
i=1
Eº(ui¡1); (11)
and the result follows.
From (11) it follows that var(An) ¸ n¡2Eº(u0), so in general the variance cannot converge
faster than at rate n¡2.
We now attempt to more precisely identify the convergence rate of An through a central
limit theorem. The form of the central limit theorem depends on the method used to
compute the sequence un of estimators of u¤. In this section we make the assumption that
u¤ = E»1 and un is computed by averaging i.i.d. random elements, f»ng, where »n 2 Fn
for all n ¸ 1. For example, in the \expected cost accumulated until absorption" problem
described in Section 2, u¤ = EX, and so one could apply this estimation procedure in
that setting.
Consider the following adaptive simulation design.
1. Initialize n = 0, A0 = 0, and choose u0 2 U.
2. Increment n, and simulate ^ Xn, and »n.
3. Set
An = n
¡1
n X
i=1
^ Xi; and un = n
¡1
n X
i=1
»i:
104. Go to step 2, or terminate.
The following theorem describes the convergence of An in the special case when U = IR.
We will brie°y discuss the more general case where U = IR
d for d ¸ 1 after proving
this result. Let N(a;b) denote a normally-distributed random variable with mean a and
variance b.
Theorem 5 Let U = IR, and un = 1
n
Pn
i=1 »i, where
E(»1) = u
¤; var(»1) = ¾
2; and E((»1 ¡ u
¤)
4) < 1:
If º00 is bounded and continuous, and for some ±;° > 0 and c < 1,
E(jX + Y (u) ¡ ¹j
2+±) · cju ¡ u
¤j
2+° (12)
then
1
p
lnn
n X
i=1
( ^ Xi ¡ ¹) ) N(0;
º00(u¤)¾2
2
) (13)
as n ! 1. In addition, if u0 is chosen deterministically, then
n2
lnn
var(An) !
º00(u¤)¾2
2
: (14)
Remark 2 The requirement that u0 be chosen deterministically can be relaxed. This
condition is imposed to avoid situations where A1 has in¯nite variance.
The proof of the theorem relies on a series of results, stated as lemmas.
Lemma 6 Under the conditions of Theorem 5,
1
lnn
n X
i=1
1
i2
i X
j=1
(»j ¡ u
¤)
2 ! ¾
2
as n ! 1 almost surely.
Proof: First, note that
n X
i=j
1
i2 =
1
j
¡
1
n
+ "(j)
where
j"(j)j ·
K
j2
for some K < 1. Therefore,
1
lnn
n X
i=1
1
i2
i X
j=1
(»j ¡ u
¤)
2
=
1
lnn
n X
j=1
(»j ¡ u
¤)
2
n X
i=j
1
i2
=
1
lnn
n X
j=1
(»j ¡ u
¤)
2
Ã
1
j
¡
1
n
+ "(j)
!
=
1
lnn
n X
j=1
(»j ¡ u¤)2
j
+
1
lnn
n X
j=1
(»j ¡ u
¤)
2"(j) ¡
1
nlnn
n X
j=1
(»j ¡ u
¤)
2
= [A1] + [A2] + [A3]:
11The strong law of large numbers yields
1
n
n X
j=1
(»j ¡ u
¤)
2 ! ¾
2
as n ! 1 almost surely, and so [A3] ! 0 as n ! 1 a.s. To show [A2] ! 0 as n ! 1
a.s., write
®j = (»j ¡ u
¤)
2"(j);
and
Sn =
n X
j=1
®j:
We have
E(®j) = ¾
2"(j); and var(®j) · E((» ¡ u
¤)
4)"(j)
2:
Hence,
jE(Sn)j
lnn
·
K¾2
lnn
n X
j=1
1
j2 ! 0;
as n ! 1, and
1 X
j=1
var(®j) · K
2E((» ¡ u
¤)
4)
1 X
j=1
1
j4 < 1:
By Kolmogorov's convergence criterion (e.g., [19, p. 212]),
Sn
lnn
! 0
as n ! 1 almost surely. To show that [A1] ! ¾2 as n ! 1 almost surely, we rede¯ne
®j =
1
j
(»j ¡ u
¤)
2:
This time
E(Sn)
lnn
=
¾2
lnn
n X
j=1
1
j
! ¾
2
as n ! 1 and
1 X
j=1
var(®j) · E((» ¡ u
¤)
4)
1 X
j=1
1
j2 < 1:
Kolmogorov's convergence criterion then implies that
Sn
lnn
! ¾
2
as n ! 1 a.s.
Lemma 7 Under the conditions of Theorem 5
1
lnn
n X
i=1
(ui ¡ u
¤)
2 p
!¾
2
as n ! 1.
12Proof:
1
lnn
n X
i=1
(ui ¡ u
¤)
2 =
1
lnn
n X
i=1
0
@1
i
i X
j=1
(»j ¡ u
¤)
1
A
2
=
1
lnn
n X
i=1
1
i2
i X
j=1
(»j ¡ u
¤)
2 +
1
lnn
n X
i=1
1
i2
i X
j1;j2 = 1
j1 6= j2
(»j1 ¡ u
¤)(»j2 ¡ u
¤):
The ¯rst term converges to ¾2 as n ! 1 a.s. by Lemma 6, so we must show
Ân =
1
lnn
n X
i=1
1
i2
i X
j1;j2 = 1
j1 6= j2
(»j1 ¡ u
¤)(»j2 ¡ u
¤)
p
!0
as n ! 1. It su±ces to show that E(Â2
n) ! 0. Let a ^ b = minfa;bg. Since f(»i ¡ u¤)g
is a zero-mean i.i.d. sequence,
E(Â
2
n) =
1
ln
2 n
n X
i1=1
n X
i2=1
1
i2
1i2
2
E
0
B B
B B
@
i1 X
j1;j2 = 1
j1 6= j2
(»j1 ¡ u
¤)(»j2 ¡ u
¤)
i2 X
j0
1;j0
2 = 1
j0
1 6= j0
2
(»j0
1 ¡ u
¤)(»j0
2 ¡ u
¤)
1
C C
C C
A
=
2
ln
2 n
n X
i1=1
n X
i2=1
1
i2
1i2
2
i1^i2 X
j1;j2 = 1
j1 6= j2
E
³
(»j1 ¡ u
¤)
2(»j2 ¡ u
¤)
2
´
·
2¾4
ln
2 n
n X
i1=1
n X
i2=1
1
i2
1i2
2
(ii ^ i2)
2
·
2¾4
ln
2 n
(
n X
i1=1
i1 X
i2=1
1
i2
1
+
n X
i1=1
n X
i2=i1
1
i2
2
)
=
4¾4
ln
2 n
n X
i=1
µ1
i
¡
1
n
+ "(i)
¶
! 0
as n ! 1.
Lemma 8 In addition to the conditions of Theorem 5, suppose that ri lies between ui and
u¤ for each i ¸ 0. Then
1
lnn
n X
i=1
(º
00(ri) ¡ º
00(u
¤))(ui ¡ u
¤)
2 p
!0
Proof: The Cauchy-Schwarz inequality yields, for i ¸ 1,
E
³
jº
00(ri) ¡ º
00(u
¤)j(ui ¡ u
¤)
2
´
·
q
E ((º00(ri) ¡ º00(u¤))2)
q
E ((ui ¡ u¤)4):
13Now, ui ! u¤ as i ! 1 a.s. and so the same is true of ri. Since º00 is bounded and
continuous, the bounded convergence theorem ensures that
ai =
q
E[(º00(ri) ¡ º00(u¤))2] ! 0
as i ! 1. Now, E(»i ¡ u¤) = 0, and so
E
³
(ui ¡ u
¤)
4
´
=
1
i4
i X
j1;j2;j3;j4=1
E ((»j1 ¡ u
¤)(»j2 ¡ u
¤)(»j3 ¡ u
¤)(»j4 ¡ u
¤))
=
1
i4
h
iE
³
(»1 ¡ u
¤)
4
´
+ 6i(i ¡ 1)E
³
(»1 ¡ u
¤)
2(»2 ¡ u
¤)
2
´i
· K
2i
¡2
for some K < 1. Thus,
E
Ã¯ ¯
¯ ¯ ¯
1
lnn
n X
i=1
(º
00(ri) ¡ º
00(u
¤))(ui ¡ u
¤)
2
¯ ¯
¯ ¯ ¯
!
·
K
lnn
n X
i=1
i
¡1ai ! 0 (15)
as n ! 1, since ai ! 0 as i ! 1. Since convergence in mean implies convergence in
probability, the lemma is proved.
Proof of Theorem 5: The fact that the ^ Xi's are uncorrelated ensures that f
Pn
i=1( ^ Xi ¡
¹) : n ¸ 0g is a martingale with respect to the ¯ltration (Fn : n ¸ 0). We apply the
martingale central limit theorem as given, for example, in [17, p. 442]. It su±ces to show
that
n X
i=1
E(W
2
ni j Fi¡1)
p
!
º00(u¤)¾2
2
(16)
as n ! 1 and for any ² > 0,
n X
i=1
E(W
2
ni1jWnij>² j Fi¡1)
p
!0 (17)
as n ! 1, where
Wni =
1
p
lnn
( ^ Xi ¡ ¹):
To verify (16) we ¯rst recall, from Proposition 1 that
E
³
( ^ Xi ¡ ¹)
2 j Fi¡1
´
= º(ui¡1):
Now, º is twice continuously di®erentiable. Since º(¢) is also nonnegative, it follows that
º0(u¤) = 0. Hence, for i ¸ 1,
º(ui¡1) =
º00(ri¡1)
2
(ui¡1 ¡ u
¤)
2
for some ri¡1 between ui¡1 and u¤. Thus,
n X
i=1
E(W
2
ni j Fi¡1) =
1
lnn
n X
i=1
º00(ri¡1)
2
(ui¡1 ¡ u
¤)
2
=
1
2lnn
n X
i=1
(º
00(ri¡1) ¡ º
00(u
¤))(ui¡1 ¡ u
¤)
2 +
º00(u¤)
2lnn
n X
i=1
(ui¡1 ¡ u
¤)
2:
14Condition (16) now follows from Lemmas 7 and 8.
To verify (17) we write
n X
i=1
E(W
2
ni1jWnij>² j Fi¡1) =
1
lnn
n X
i=1
E([ ^ Xi ¡ ¹]
21j ^ Xi¡¹j>²
p
lnn j Fi¡1)
·
1
lnn
n X
i=1
E([ ^ Xi ¡ ¹]
2 j ^ Xi ¡ ¹j±
²±(lnn)±=2 j Fi¡1)
·
1
²±(lnn)±=2
1
lnn
n X
i=1
E(j ^ Xi ¡ ¹j
2+± j Fi¡1)
·
c
²±(lnn)±=2
1
lnn
n X
i=1
jui¡1 ¡ u
¤j
2+°: (18)
The law of the iterated logarithm ensures that for i su±ciently large
jui ¡ u
¤j ·
Ã
3¾2 loglogi
i
!1=2
almost surely, and so
jui ¡ u
¤j
2+° ·
c0
i
for some constant c0 > 0 and i su±ciently large, almost surely. Hence, (18) converges to
0 as n ! 1 almost surely, and the central limit theorem (13) is proved.
To complete the proof of the theorem note, from Proposition 1, that
n2
lnn
var(An) =
1
lnn
n X
i=1
E(º(ui¡1))
=
1
lnn
n X
i=1
E
Ã
º00(ri¡1)
2
(ui¡1 ¡ u
¤)
2
!
: (19)
The arguments of Lemma 8 can then be applied to show that (19) converges to º00(u¤)¾2=2
as n ! 1.
Remark 3 It is straightforward to extend Theorem 5 to the case where U = IR
d with
d < 1. In that case
1
p
lnn
n X
i=1
( ^ Xi ¡ ¹) ) N(0;´
2)
as n ! 1, where the variance constant
´
2 =
1
2
d X
i=1
d X
j=1
r
2ºi;j(u
¤)¤ij
and ¤ is the covariance matrix of the vector »1.
15Remark 4 The conditions of Theorem 5 can be veri¯ed for the cost to absorption prob-
lem given in Section 2. The vector »1 is given by X. The `th component X` of X is
bounded in absolute value by kgkT`, and the stopping time T` has a ¯nite moment gener-
ating function in a neighborhood of 0. Hence the moment conditions on »1 are satis¯ed.
The result (9) ensures that (12) holds with ± = ° for any ± > 0. Hence, the estimator An
satis¯es the CLT.
Note that An weights all of the values ^ Xn equally, but we expect that ^ Xn is more accurate
for larger n. Consider the slightly-modi¯ed unbiased estimator
~ An =
n X
i=1
2i
n(n + 1)
^ Xi;
where un is as in Theorem 5. The weighting terms are chosen to minimize the asymptotic
variance.
Theorem 9 Under the conditions of Theorem 5, (and assuming that u0 is chosen deter-
ministically),
n
2var( ~ An) ! ¾
2º
00(u
¤)
as n ! 1.
Proof:
var( ~ An) =
n X
i=1
4i2
n2(n + 1)2E(
º00(ri¡1)
2
(ui¡1 ¡ u
¤)
2)
=
n X
i=1
4i2
n2(n + 1)2E(
º00(u¤)
2
(ui¡1 ¡ u
¤)
2)
+
n X
i=1
4i2
n2(n + 1)2E(
º00(ri¡1) ¡ º00(u¤)
2
(ui¡1 ¡ u
¤)
2)
= A + B:
We have
n
2A =
2º00(u¤)
(n + 1)2E((u0 ¡ u
¤)
2) +
2º00(u¤)
(n + 1)2
n X
i=2
i
2 ¾2
i ¡ 1
! º
00(u
¤)¾
2
as n ! 1. As in the proof of Lemma 8 we can show that n2B ! 0 as n ! 1 and the
result follows.
Thus ~ An converges slightly faster (at rate n¡1) than An. Since the weighting factors are
asymptotically optimal for ~ An, no estimator that averages the ^ Xn's can converge faster.
6 Conclusions
We have discussed rates of convergence of several adaptive control variate estimators in
the presence of a perfect control variate. In the general case discussed in Section 5, it is
possible to obtain a rate of convergence of n¡1, which is clearly attractive when compared
16with the canonical rate n¡1=2. In the special case discussed in Section 4, an exponential
rate of convergence is possible.
The question arises whether exponential convergence, or Op(n¡1p
lnn) for that matter,
is feasible in practice if d is large or in¯nite. Even if d is ¯nite, the bound on ¾2 may be
so large that from a practical point of view, the estimators En and ~ En are not feasible.
It may be possible to decrease the bound on ¾2 by using a nonEuclidean metric on
IR
d. For example, in the expected cost to absorption problem, it seems that if a state
j is very rarely visited, then the estimate un(j) of u¤(j) need not be as accurate as the
corresponding estimate for states that are more frequently visited. A metric re°ecting
this asymmetry may reduce the bound on ¾2 considerably. In any case, we expect that
when perfect control variates are available, one or more of our adaptive estimators are
superior to the standard Monte Carlo estimator.
Another question that we are actively pursuing is that of how to proceed when one has
a nonlinearly parameterized control variate, but a perfect control variate does not exist
within the parameterization. This case is quite likely to arise in applications when one
uses a limited class of approximating martingale processes. For example, this problem was
considered in the context of steady-state simulation of a class of Markov chains related to
multiclass networks in [10], where a scheme involving stochastic approximation to tune
the parameter u was described.
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