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Abstract-Linear unbiased full-order state estimation problem for discrete-time models with sto- 
chastic parameters and additive finite energy type disturbance signals is reformulated in terms of lin- 
ear matrix inequalities. Two estimation problems that are considered are the design for mean-square 
bounded estimation error and the design for the mean-square stochastic version of the suboptimal 
H, estimator. These two designs are shown to apply to both the estimation with random sensor 
delay and estimation under observation uncertainty. 
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INTRODUCTION 
A state estimator design problem is reformulated using linear matrix inequalities (LMIs) for linear 
discrete-time state space models with white stochastic parameters. This is done as an alternative 
to the conventional minimum variance linear filtering approach used in this field [I]. The purpose 
behind this is to utilize the efficient numerical schemes proposed for the solution of LMIs. In 
the model used, the process and the measurements are assumed to be affected by additive white 
noises with finite energy. Linear, constant gain, unbiased, and full-order (identity) estimators are 
sought. Two main estimation problems are tackled: the design aiming at mean-square bounded 
estimation error and the mean-square stochastic version of the suboptimal H, estimator design. 
The general result obtained is applied to two problems: 
(i) estimation with random sensor-delay, and 
(ii) estimation under observation uncertainty where the measurement either contains the signal 
or is composed of noise only. 
The following notation is used. For an n-dimensional vector of real elements z E R”, j(z)] 
denotes the 2-norm, (X T z) 1/2. For an n x n symmetric matrix A with real elements A E RnX”, 
A > 0 (A < 0), X,,,(A) (Ami,(A respectively, mean positive definite (negative definite) A and 
its maximum (minimum) eigenvalue. E(z) and E{o/y}, respectively, denote the expected value 
of x and its expected value conditional on y. Also, E{xk} is written as E(z) and E{xkxkT} is 
written as E{xxT} for a weakly stationary sequence Xk. 
This work was partially supported by Centenary College Faculty Summer Research Grant and NSF under Grant 
ECS-9322798. 
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SOME BASIC RESULTS 
The following is an auxiliary result that will allow us to prove a general theorem for state 
estimator designs for different models. 
LEMMA 1. Consider the linear stochastic-parameter discrete-time system 
xk+l =A/& +Bwk, (1) 
yk = ckxk + Dwk, (2) 
where xk E w” is the state, yk E IWP is the output, and wk E Rrn is a stochastic &type signal 
with 
EE { llwkt12} 5 1, (3) 
k=O 
which is white or E(WkWjT} = 0 for all k # j 2 0. The elements of the parameter matrices Ak 
and ck are second-order, weakly stationary, white noise sequences and B and D are constant 
matrices. The sequences {Ak,Ck}, {wk} for ali k 2 0, and x0 are assumed to be mutually 
uncorrelated. Then the following are true. 
(i) If there exists a matrix P > 0 and a scalar y > 0, such that 
E {A~PA} 
(E y”I) - ( BTPE(A) 
E {A~} PB 
B~PB ) >Oy (4) 
then the weighted second moment of the state satisfies 
E {xjvTPxrv} < E {xoTPxo} + y, (5) 
for every N > 0. 
(ii) If there exists a matrix P > 0 and a scalar y > 0, such that 
then the output energy satisfies 
5 E (,,Yk,,j2 < E {XoTPXo} + 2’7 
k=O 
for every N > 0. 
Note that the above matrix inequalities (4) and (6) are both linear in P and 7. 
PROOF. It is done by defining vk = xkTPxk. First, it is shown that (4) implies 
(7) 
E($,w*) - v, - -Y @k1i2 < 0, 
which yields 
y(E(%+l)-E{h}) <$h{,bd2}. 
k=O k-0 
This is obtained by taking expectation of both sides and using the interlacing property of ex- 
pectations. Simplifying the left-hand summation and using (3) on the right-hand side gives (5). 
Second, it is shown that (6) implies 
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or proceeding in the same way as before 
k=O k=O ’ k=O 
Simplification yields 
> < E {VI) - E {V,v+l) + Y < E WI) + Y, 
that gives (7). 
Now let us consider system (1) and measurement model (2) again. Suppose a linear unbiased 
full-order state estimator (one-step-ahead predictor) is used: 
&+I = E(A)& + K (yk - E(c)&), xc, =E{zo}. (8) 
This leads to the following estimation error ck := zk - ?k time evolution: 
ek+ 1 = (E(A) - KE{C})ek + (Ak - K&) 5k f (B - KD)Wk, (9) 
where & = Ak - E(A) and similarly for ck. The main estimation result can be summed up as 
follows. 
THEOREM 1. Let the following LMI hold for some matrix X > 0 and scalar 6 > 0: 
( 
X-I-E{ATXA} -E{AT}XB 
-BTXE{A} > 
>. 
SI-BTXB . 
If there exist matrices P > 0, Y, and a scalar y > 0, such that 
(10) 
( 
P 0 E{A}P - E {CT} YT 
0 YI BTP - DTYT > 0, (11) 
PE {AT} - YE(C) PB - YD P 
then K is found by K = P-‘Y and we obtain 
E {ehrTPeN} < 03, w 
for all IV > 0. If instead of (ll), the following is true: 
p--tiT+ 0 E{A}P - E {CT} YT 
0 -YI BTP - DTYT > 0, (13) 
PE{A} - YE(C) PB - YD P 
then the performance output defined as 
Zk = tick (14) 
satisfies the energy bound 
~E{,,~k,,2} <OI 
k=O 
with K given by K = P-‘Y. 
The exact bounds in (12) and (15) will be developed in the proof. 
(15) 
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PROOF. Let the LMI (10) hold for X > 0 and 6 > 0. This guarantees by Lemma 1, Part (ii) 
(with C = I and D = 0) that 
for any N > 0. Now, for 
which upon substitution 
(ekT WkT ) 
$E { ,,~k,,~} < E {xoTXxo} + 6, (16) 
k=O 
vk = ekTPek > 0, consider 
E{+4k}-V*-7bk1t2, 
from (9) yields 
(17) 
x (E(A) - KE{C})TP(E{A} - KE{C}) -P (E(A) - KE{C})TP(B - KD) 
(B - KD)TP(E{A} - KE{C}) -yI + (B - KD)TP(B - KD) (18) 
X (;) +f?{Xi’E{ (,-K,,T+i-,,)}x~} 
Note that if (11) holds, then for Y = PK, due to the Schur complement result, which is the 
equivalence of 
A B 
BT C>O > 
and A - BCelBT > 0 with C > 0, the first term in (18) is negative definite. Let us denote (18) 
as 
-(ekT WkT)i%(P, Y, 7) (;) +E{xkT~(P,K)xk}. (19) 
Due to the second-order nature of the stochastic parameters and using Rayleigh’s inequality, we 
obtain 
E{%, Wt) -Vk-y(Iwk1[2<-(ekT WkT)Ml(P, q 7) 
+ Anax (a (P, W) E { 11~d12} . 
Taking the expected value of both sides, using the property of nested expectations, and 
over Ic, (20) yields 
N-l N-l N-l 
c E{Vk+l - h) < Y c E { bkii2} + hw (fi(P, W) c E { bkii2} 
k=O k=O k=O 
or 
EWN} <EW}f~fh~, (fiU=, W) [E {xoTXxo} + 6] , 
which directly implies (12). The fact that (13) implies (15) can similarly be shown 
addition of lli&1j2, where zk is given in (14). This is used in (17) and going through 
procedure, yields 
~E{,M12} < E{Vo)+~+hnax (UP, W) [E{xoTXxo} +6]. 
k=O 
This completes the proof. 
(20) 
summing 
(21) 
(22) 
with the 
the same 
(23) 
Let us now interpret the LMI (10) which puts a structural constraint on the system. 
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LEMMA 2. The unforced system Xk+l = Akxk is mean-square exponentially stable if and only if 
there exist X > 0 and 6 > 0, such that (10) holds. 
PROOF. NECESSITY. Note that LMI (10) implies, via the Schur complement result, that 
which means that the unforced system is necessarily mean-square exponentially stable [l]. 
SUFFICIENCY. Suppose that the unforced system is mean-square exponentially stable, i.e., there 
exists an X > 0, such that 
x> E{A~XA}+I. 
Then writing this as 
X> E{ATXA}+I+E{AT}XE{A}, 
with A = A - E{A:}, one can see that due to the strict nature of the inequality, there will always 
exist a “sufficiently large” S > 0, such that 
X > E A XA +l+E{AT}(X-1-6-1BBT)-1BTXE{A} I-' -1 
= E{A~xA}+I+E{A~}xB(~~-B~xB)-~B~xE{A~, 
which is possible by the matrix inversion lemma. The above inequality is equivalent to (10) by 
the Schur complement result, concluding the proof. 
The mean-square exponential stability of the system was shown to be sufficient and “almost” 
necessary for the existence of the steady-state Kalman filter in [2], which is in agreement with 
the above result. 
In the next two sections, the application of these basic results to two important estimation 
problems will be discussed. 
RANDOM DELAY IN THE SENSOR 
The first application that will be considered is the problem of state estimation with a random 
sensor-delay. A slightly modified form which is taken to fit the description in Theorem 1 of the 
system dynamics and delayed sensor outputs that are modeled in [3,4] is as follows: 
Xk+l’ = @Xk’ + FWk, 
yk' = C'X,$', 
Yk = c1 - ‘tk) Yk’ + tkyk-l’, 
(24) 
(25) 
(26) 
wk is a zero mean white noise satisfying (3). The binary white noise sequence [k, which is 
independent of x0’ and Wk for k > 0, takes only values “0” and “1” corresponding to no delay 
and one-step delay case, respectively. It has the statistics E{&} = (Y = E{<k2}, with a: E [0, 11. 
The above description can be more compactly written by defining 
xk := 
as 
xk+l= (; ;)Xk+(f)Wk:=AXk+BWk, (27) 
(28) yk = [(l - &) c’, (kc’) xk := ckxk. 
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Since we are interested in linear unbiased full-order state estimator (one-step-ahead predictor) 
%+I = AG + K (y/c - E(c)&), fo = E{zo}, (2% 
the state estimation error evolution becomes 
ek+l = (A - KE{C})ek 4 Bwk - Kf?kxk, (36) 
where tik = ck - E(C). S’ mce only the estimation error for the current state is of interest, we 
take 
zk = (I;, 0) xk := ‘$‘zk. (31) 
With the identification of the design parameters in (30), Theorem 1 can be used to design state 
estimators. 
COROLLARY 1. Let E(A) = A, E{ATXA} = ATXA, $J = (I, 0), and D = 0 in (IO)--(13). 
Then, the results of Theorem 1 hold for the estimator (29) applied to the model (24)-(26). 
UNCERTAIN OBSERVATIONS 
The second application problem that will be considered is the uncertain measurement problem, 
where there is a probability of measuring signal in noise or just noise only. Consider the linear 
discrete-time system 
xkfl = Axk + BWk, (32) 
with the measurement sequence [5,6] 
Yk = <kcxk + Dwk, (33) 
where wk is white and satisfies (3), and & has again the same statistical description as in the 
previous section with 
o:=prOb{&=l} and (l-o):=prOb{&=O}, (34) 
where the realization & = 1 means that the signal is present in the noise corrupted measurement 
and & = 0 means that what is being measured is just noise. The linear unbiased full-order state 
estimator is given in [5,6] by 
*k+l = A2k + K (yk - d%k), do=E{xo}, (35) 
which yields the state estimation error 
ek+l = (A - aKC)ek + BWk - K $kkcXk + DWk 
> 
, 
where & = &-CL Since, any linear combination of state variables may be of interest in estimation, 
we choose zk as 
zk = ti’2k, (37) 
where $ is an arbitrary matrix. 
One can easily use Theorem 1 to obtain state estimators as follows. 
COROLLARY 2. Let E(A) = A, E(C) = cd’, E{ATXA} = ATXA in (IO)-(13). Then, the 
results of Theorem 1 hold for the estimator (35) applied to the model (32)-(34). 
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Linear unbiased state estimation has been considered for discrete-time stochastic parameter 
models corrupted by finite energy type disturbances. LMIs have been used to pose relevant 
estimation problems and possible applications to a couple of practical situations are indicated. 
Since it follows by Rayleigh’s quotient inequality that 
it is possible to further sharpen these results. For example, it follows from (22) that the bound on 
the second moment of the estimation error can be reduced by maximizing Amin( while at the 
same time minimizing X,,,(P) and y subject to the LMIs P > 0, y > 0, and (11). Similarly, it 
follows from (23) that the bound on the output energy can be improved by minimizing X,,,(P) 
and y subject to P > 0, y > 0, and (13). These are classified as eigenvalue problems in [7]. 
Another numerical improvement can be affected via the use of Finsler’s lemma [7] to reduce one 
of the solution matrices Y in (11) or (13) to a scalar (T. These improvements together with the 
results of our simulation studies will be reported soon in the literature. 
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