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Abstract
We investigate oscillatory properties of the half-linear second order differential equation(
r(t)Φ(x′)
)′ + c(t)Φ(x) = 0, Φ(x) = |x|p−2x, p > 1,
viewed as a perturbation of another half-linear differential equation of the same form(
r(t)Φ(x′)
)′ + c˜(t)Φ(x) = 0. (∗)
The obtained oscillation and nonoscillation criteria are formulated in terms of the integral
∫ [c(t) − c˜(t)]×
hp(t) dt , where h is a function which is close to the principal solution of (∗), in a certain sense. A typical
model of (∗) in applications is the half-linear Euler–Weber differential equation with the critical coefficients
(
Φ(x′)
)′ + [γp
tp
+ μp
tp log2 t
]
Φ(x) = 0, γp :=
(
p − 1
p
)p
, μp := 12
(
p − 1
p
)p−1
,
we establish oscillation and nonoscillation criteria for perturbations of this equation. Some open problems
and perspectives of the further research along this line are also formulated.
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The aim of this paper is to investigate oscillatory properties of the half-linear second order
differential equation(
r(t)Φ(x′)
)′ + c(t)Φ(x) = 0, (1)
where Φ(x) := |x|p−1 sgnx, p > 1, and r, c are continuous functions, r(t) > 0. It is known that
oscillatory properties of (1) are almost the same as in the linear case (p = 2 in (1)), even if
the additivity of the solution space of (1) is lost and only homogeneity remains. This is also
the justification for the terminology half-linear equation introduced and systematically used by
Bihari and Elbert [2,3,14]—the solution space of (1) has just one half of the properties which
characterize linearity. For the basic properties of solutions of half-linear differential equations
we refer to books [1, Chapter 3], [7, Chapter 3] or [11].
The classical results of the oscillation theory of (1) (the so-called Leighton–Wintner type
criteria) state that if
∞∫
r1−q(t) dt = ∞ and
∞∫
c(t) dt = ∞ (2)
then (1) is oscillatory, here q = p/(p− 1) is the conjugate number of p. If the first integral in (2)
is convergent, the second condition in this formula is to be replaced by
∞∫
c(t)hp(t) dt = ∞, h(t) :=
∞∫
t
r1−q(s) ds. (3)
In both these criteria, Eq. (1) is viewed as a perturbation of the one-term differential equation(
r(t)Φ(x′)
)′ = 0 (4)
and it is claimed, roughly speaking, that (1) is oscillatory if the function c is sufficiently positive.
In this paper we follow the idea introduced in [10], where (1) is viewed as a perturbation of
(nonoscillatory) two-term equation(
r(t)Φ(x′)
)′ + c˜(t)Φ(x) = 0, (5)
and (non)oscillation criteria are formulated in terms of the behavior of the integral∫
(c(t) − c˜(t))hp(t) dt, where h is the so-called principal solution of (5). In particular, it was
shown in [10] that (1) is oscillatory provided
∞∫ (
c(t) − c˜(t))hp(t) dt = ∞. (6)
If c˜(t) ≡ 0, then (6) reduces to (2) or (3) depending on the divergence/convergence of the inte-
gral
∫∞
r1−q(t) dt (see the next section, where we also recall definition and basic properties of
principal solutions of half-linear equations).
The above given oscillation criterion has disadvantage that we do not know the principal
solution of (5) explicitly in many applications, and only asymptotics of this solution is known.
A typical example is the so-called half-linear Euler–Weber equation (another terminology is
Riemann–Weber equation, see [21]) with the critical coefficients
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Φ(x′)
)′ + [γp
tp
+ μp
tp log2 t
]
Φ(x) = 0, γp :=
(
p − 1
p
)p
,
μp := 12
(
p − 1
p
)p−1
. (7)
This equation is nonoscillatory and possesses the principal solution given by the asymptotic
formula (see [16])
x˜(t) = t p−1p log 1p t(1 + o(1)) as t → ∞.
This fact is a motivation for our research in this paper. We show that (6) is still sufficient for
oscillation of (1) even if h is not the principal solution of (5), but it is close to this solution, in
a certain sense. The paper is organized as follows. In the next section we recall some results of
the half-linear oscillation theory with particular attention devoted to the concept of the principal
solution of (1). Section 3 contain the main results of our paper—a Leighton–Wintner type oscil-
lation criterion where the function h is not supposed to be a solution of (5), and a nonoscillatory
counterpart of this statement. In the last section we apply these results to the perturbed half-linear
Euler–Weber equation. We also formulate some open problems and perspectives of the further
investigation related to the results of our paper.
2. Preliminaries
Oscillation theory of half-linear differential equations attracted considerable attention in the
recent years and it is now developed almost as deeply as the linear oscillation theory for the
Sturm–Liouville linear equation(
r(t)x′
)′ + c(t)x = 0 (8)
which is the special case p = 2, we refer to the books [1,7,11] and the references given therein.
A general background for the half-linear oscillation theory forms the following statement
(referred to usually as Roundabout theorem) which relates oscillatory properties of (1) to the
positivity of the functional
F(y;a, b) :=
b∫
a
[
r(t)|y′|p − c(t)|y|p]dt (9)
and to the solvability of the Riccati type differential equation (related to (1) by the substitution
w = rΦ(x′/x))
w′ + c(t) + (p − 1)r1−q(t)|w|q = 0, q = p
p − 1 . (10)
Proposition 1. The following statements are equivalent:
(i) Equation (1) is disconjugate in an interval [a, b], i.e., the solution x of (1) given by the
initial condition x(a) = 0, r(a)Φ(x′(a)) = 1 satisfies x(t) > 0 for t ∈ (a, b].
(ii) There exists a solution of (1) which has no zero point in [a, b].
(iii) We have F(y;a, b) > 0 for every 0 ≡ y ∈ W 1,p0 (a, b).
(iv) There exists a solution of Riccati type equation (10) defined on the whole interval [a, b].
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tim to (1). In particular, Eq. (1) can be classified as oscillatory or nonoscillatory (at ∞) according
to whether every nontrivial solution of (1) has/does not have a sequence of zeros tending to ∞.
The specification of the equivalence (i) and (iii) in Proposition 1 is usually referred to as the
variational principle in the oscillation theory and reads as follows.
Lemma 1. Equation (1) is oscillatory if and only if for every T ∈ R there exists a nontrivial
function y ∈ W 1,p(T ,∞), with a compact support in [T ,∞), such that
F(y;T ,∞) =
∞∫
T
[
r(t)|y′|p − c(t)|y|p]dt  0.
We will also need the following refinement of the equivalence of (i) and (iv) in Proposition 1,
the proof of this statement can be found, e.g., in [7, Theorem 5.3].
Lemma 2. Equation (1) is nonoscillatory if and only if there exists a continuously differentiable
function w such that
R[w](t) := w′(t) + c(t) + (p − 1)r1−q(t)∣∣w(t)∣∣q  0 (11)
for large t .
An important role in our investigation is played by the concept of the principal solution of
nonoscillatory equation (1). This concept was introduced by Mirzov [19] via the eventually min-
imal solution of the associated Riccati equation as follows. Suppose that (1) is nonoscillatory
and denote by xb its solution given by the initial condition xb(b) = 0, r(b)Φ(x′(b)) = −1 and
let wb = rΦ(x′b/xb) be the associated solution of Riccati equation (10), i.e., wb(b−) = −∞. If
T is sufficiently large, it can be shown that there exists a function w˜ such that
lim
b→∞wb(t) = w˜(t) (12)
on every compact subinterval of [T ,∞). Moreover, the function w˜ is also a solution of (10) with
the property that every other solution w of (10) satisfies w(t) > w˜(t) for large t . The solution
w˜ is called the eventually minimal solution of (10) (another terminology is the distinguished
solution). The principal solution x˜ of (1) is then defined as the corresponding solution of (1)
which is associated with w˜ via the Riccati substitution w˜ = rΦ(x˜′/x˜), i.e.,
x˜(t) := C exp
{ t∫
r−1(s)Φ−1
(
w˜(s)
)
ds
}
,
where Φ−1 is the inverse function of Φ and C is a real constant. Recall also that it was shown in
[4,5] that under the assumption that c(t) = 0 for large t the principal solution is the least solution
of (1) near ∞ in the sense (similarly as in the linear case, see [18, Chapter XI])
lim
t→∞
x˜(t)
x(t)
= 0
for any other solution x of (1) linearly independent of x˜. Note also that the principal solution of
(1) was introduced independently of [19] in the paper of Elbert and Kusano [15] via the half-
linear Prüfer transformation in [15]. Some other properties of the principal solution of (1) can be
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its principal solution is
x˜(t) =
{
1 if
∫∞
r1−q(t) dt = ∞,∫∞
t
r1−q(s) ds if
∫∞
r1−q(t) dt < ∞.
We finish this section with a brief overview of some results of the paper [16], where, among
others, the asymptotic properties of solutions of the special half-linear equation
(
Φ(x′)
)′ + 1
tp
[
γp + μp
n∑
j=1
(
j∏
i=1
1
log2i t
)]
Φ(x) = 0 (13)
are investigated, here
log1 t := log t, logj t = logj−1(log t).
In the linear case p = 2, it is known that principal and nonprincipal solutions of (13) are given
by the formulas
x˜(t) = √t√lg t · · ·√logn−1 t√logn t,
x(t) = x˜(t) logn+1 t.
In the general case p = 2, solutions of (13) are not known explicitly, but in [16] it is proved that
the principal solution is given by the asymptotic formula
x˜(t) = t p−1t (log t) 1p · · · (logn t)
1
p
(
1 + O(1/ log t)). (14)
Moreover, if n = 1, i.e., (13) reduces to (7), we have also the asymptotic formula for the loga-
rithmic derivative of the principal solution
x˜′(t)
x˜(t)
=
(
p − 1
p
)
1
t
[
1 + 1
(p − 1) log t + o
(
log−1 t
)]
. (15)
Any solution of (13) linearly independent of the principal solution x˜ has the asymptotics
x(t) = t p−1t (log t) 1p · · · (logn t)
1
p (logn+1 t)
2
p
(
1 + o(log−1 t)).
3. Oscillation and nonoscillation criteria
In this section we regard Eq. (1) as a perturbation of (5). As we have mentioned before, in
contrast to [10], we do not suppose that the function h is a solution of (5). In this case some
“extra terms” appear which we need to be “small” (see assumptions (16), (17), and (29) below
which are trivially satisfied if h is the principal solution of (5)). Moreover, one has to overcome
various technical difficulties which did not appear in [10].
Theorem 1. Suppose that (5) is nonoscillatory and x˜ is its principal solution. Further, let
h(t) > 0 for large t be a C1 function such that there exist positive constants K1,K2 satisfying
lim inf
t→∞
t∫
h(s)
[(
r(s)Φ
(
h′(s)
))′ + c˜(s)Φ(h(s))]ds > −K1, (16)
lim suphp(t)
[
wh(t) − w˜(t)
]
< K2, (17)t→∞
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c(t) c˜(t) for large t (18)
and
∞∫ [
c(t) − c˜(t)]hp(t) dt = ∞ (19)
then Eq. (1) is oscillatory. Moreover, if one of the assumptions
wh(t) w˜(t) for large t (20)
or
w′h(t) + (p − 1)r1−q(t)
∣∣wh(t)∣∣q + c˜(t) 0 for large t, (21)
holds, then the statement remains true without assumption (18).
Proof. We follow a similar idea as in the proof of [10, Theorem 1], but the fact that h need not be
a solution of (5) requires some (nontrivial) modifications. According to Lemma 1, it is sufficient
to show that for every T ∈R there exists a nontrivial function y ∈ W 1,p0 [T ,∞) such that
F(y;T ,∞) :=
∞∫
T
[
r(t)|y′|p − c(t)|y|p]dt  0. (22)
Define the function y as follows:
y(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 T  t  t0,
f (t) t0  t  t1,
h(t) t1  t  t2,
g(t) t2  t  t3,
0 t3  t < ∞
(the values t0, . . . , t3 will be specified later), where f is any C1 function satisfying f (t0) = 0,
f (t1) = h(t1) and g is the solution of (5) given by the boundary conditions g(t2) = h(t2),
g(t3) = 0. Recall that such solution exists if t2 is sufficiently large. Indeed, disconjugacy of (5) for
large t implies that its solution x given for any t3 > t2 by x(t3) = 0, x′(t3) < 0 satisfies x(t) > 0
for t ∈ [t2, t3) and by the homogeneity property of the solution space of (5) g(t) = x(t)h(t2)x(t2) .
Denote
wh := rΦ(h
′)
Φ(h)
, wg := rΦ(g
′)
Φ(g)
,
i.e., wg is the solutions of the Riccati equation associated with (5)
w′ + c˜(t) + (p − 1)r1−q(t)|w|q = 0 (23)
generated by g. Note that nonoscillation of (5) implies that g(t) > 0 on [t2, t3), if t2 is sufficiently
large. Using integration by parts we have
F(h; t1, t2) =
t2∫ [
r(t)
∣∣h′(t)∣∣p − c˜(t)hp(t)]dt −
t2∫ (
c(t) − c˜(t))hp(t) dtt1 t1
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t1
−
t2∫
t1
h(t)
[(
r(t)Φ
(
h′(t)
))′ + c˜(t)Φ(h(t))]dt
−
t2∫
t1
(
c(t) − c˜(t))hp(t) dt
= hp(t)wh(t)
∣∣t2
t1
−
t2∫
t1
h(t)
[(
r(t)Φ
(
h′(t)
))′ + c˜(t)Φ(h(t))]dt
−
t2∫
t1
(
c(t) − c˜(t))hp(t) dt.
Similarly, according to (18) we have (for t2 sufficiently large)
F(g; t2, t3) = −gp(t2)wg(t2) −
t3∫
t2
(
c(t) − c˜(t))gp(t) dt −gp(t2)wg(t2).
Now, let T < t0 < t1 be fixed (and sufficiently large), and denote
K0 :=F(f ; t0, t1) − hp(t1)wh(t1).
Then, using the fact that h(t2) = g(t2), we have
F(y;T ,∞)K0 −
t2∫
t1
h(t)
[(
r(t)Φ
(
h′(t)
))− c˜(t)Φ(h(t))]dt
−
t2∫
t1
(
c(t) − c˜(t))hp(t) dt + hp(t2)[wh(t2) − wg(t2)]. (24)
By (16), we have
−
t2∫
t1
h(t)
[(
r(t)Φ
(
h′(t)
))′ + c˜(t)Φ(h(t))]dt K1
for large t2. Concerning the last term in (24), we have
hp(t2)
[
wh(t2) − wg(t2)
]= hp(t2)[wh(t2) − w˜(t2)]+ hp(t2)[w˜(t2) − wg(t2)], (25)
where w˜ denotes the eventually minimal solution of (23). In view of (17), we have
hp(t2)
[
wh(t2) − w˜(t2)
]
K2
if t2 is sufficiently large. Finally, t2 being fixed for a moment, the second term on the right-hand
side of (25) tends to zero as t3 → ∞ by (12), i.e., for every ε > 0
hp(t2)
[
w˜(t2) − wg(t2)
]
< ε
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t2∫
t1
[
c(t) − c˜(t)]hp(t) dt > K0 + K1 + K2 + ε.
Summarizing all previous estimates, if t2, t3 are chosen in such a way that all previous estimates
hold, we obtain
F(y;T ,∞)K0 + K1 + K2 − (K0 + K1 + K2 + ε) + ε  0
and hence (1) is oscillatory by Lemma 1.
Next we show that assumption (18) can be removed if one of conditions (20), (21) is satis-
fied. Consider the integral
∫ t3
t2
(c − c˜)gp dt . If we prove that the function g/h is monotonically
decreasing on (t2, t3) (since (g/h)(t2) = 1, (g/h)(t3) = 0), by the second mean value of integral
calculus, there exists a ξ ∈ (t2, t3) such that
t3∫
t2
(
c(t) − c˜(t))gp(t) dt =
t3∫
t2
(
c(t) − c˜(t))hp(t)(g(t)
h(t)
)p
dt
=
ξ∫
t2
(
c(t) − c˜(t))hp(t) dt. (26)
Suppose that (20) holds. Since w˜(t) > wg(t), by the definition of the eventually minimal solution
of (23), we have wh(t) > wg(t) for large t . This means that h′(t)/h(t) > g′(t)/g(t) and hence
(g/h)′(t) < 0 for t ∈ (t2, t3) if t2 is sufficiently large, which implies monotonicity of (g/h)
in this interval. Similarly we proceed if (21) holds. Suppose that there exists t˜ ∈ (t2, t3) such
that (g/h)′(t˜) = 0. This means that wh(t˜) = wg(t˜). The inequality (21), together with the stan-
dard statement for solutions of differential inequalities (see, e.g., [18, Chapter 2]), implies that
wh(t)  wg(t) for t ∈ (t˜ , t3), but this contradicts the fact that wg(t3−) = −∞ while wh exists
on (t0,∞) (for t0 sufficiently large). Having proved equality (26), the proof is the same as under
assumption (18). 
Remark 1. Now, having proved Theorem 1, we can describe in more details differences (and
similarities) of its proof to that of [10, Theorem 1]. The general method—the application of
the variational principle—is the same. The definition of the test function y is also standard for
variational principle, however, as mentioned already before, the function h is not supposed to be a
solution of unperturbed equation (5). This requires modifications in computation of the functional
F(y;T ,∞). Following this computation, its is clear what simplifies if h were a solution of (5).
The main difference is in estimating the “contribution” of the interval [t2, t3] to the functional
F(y;T ,∞), in particular, in proving that the function g/h is monotonic for t ∈ (t2, t3). If h is
a solution of (5), this monotonicity simply follows from the unique solvability of the Riccati
equation (23), while we need to use a more sophisticated argument in our setting. Finally note
that Theorem 1 is perhaps more important from the application point of view (see Corollary 1
below) than as a “mere new oscillation criterion.”
We continue with the following general nonoscillation criterion whose proof follows a similar
idea as that of [10, Theorem 3]. Again, we do not suppose that h is a solution of (5), but com-
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substantial, hence we skip some technical details in the proof.
Theorem 2. Let h ∈ C1 be a positive function such that h′(t) > 0 for large t , say t > T , and
denote
G(t) :=
t∫
T
ds
r(s)h2(s)(h′(s))p−2
ds. (27)
Suppose that
lim
t→∞G(t)r(t)h(t)Φ
(
h′(t)
)= ∞ (28)
and
lim
t→∞G
2(t)r(t)h3(t)
(
h′(t)
)p−2[(
r(t)Φ
(
h′(t)
))′ + c˜(t)Φ(h(t))]= 0. (29)
If the integral ∫∞[c(t) − c˜(t)]hp(t) dt is convergent,
lim sup
t→∞
G(t)
∞∫
t
[
c(s) − c˜(s)]hp(s) ds < 1
2q
, (30)
and
lim inf
t→∞ G(t)
∞∫
t
[
c(s) − c˜(s)]hp(s) ds > − 3
2q
, (31)
then (1) is nonoscillatory.
Proof. Let
v(t) := r(t)h(t)Φ(h′(t))+ 1
2qG(t)
, C(t) :=
∞∫
t
(
c(s) − c˜(s))hp(s) ds,
and w = h−p(v + C). Then we have the identity (suppressing the argument t)
w′ + c + (p − 1)r1−q |w|q = h−p[v′ − rh′p + c˜hp + pr1−qP (r1−qh′, h−1(v + C))],
where
P(u, v) := |u|
p
p
− uv + |v|
q
q
.
By a direct computation, substituting for v,
v′ − rh′p + c˜hp + pr1−qP (rq−1h′,wΦ(h))
= h[(rΦ(h′))′ + c˜Φ(h)]− 1
2qrh2(h′)p−2G2
+ prh′pQ((v + C)/rhΦ(h′)),
where
Q(s) = |s|
q
− s + 1 .
q p
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and (28) together with the last inequality implies that (v + C)/rhΦ(h′) → 1 as t → ∞. Hence,
by second degree Taylor’s formula
Q
(
v + C
rhΦ(h′)
)
 q − 1
2
(
1 + ε
2
)(
v + C
rhΦ(h′)
− 1
)2
,
for large t , i.e., substituting for v
prh′pQ
(
v + C
rhΦ(h′)
)

(
1 + ε
2
)
(1 + 2qGC)2
8qrh2(h′)p−2G2
<
(
1 + ε
2
)
(2 − ε)2
4
1
2qrh2(h′)p−2G2
.
Using all previous estimates and (29), by a direct computation we have
v′ − rh′p + c˜hp + pr1−qP (rq−1h′, h−1(v + C))
<
1
2qG2rh2(h′)p−2
{
2qG2rh3(h′)p−2
[(
rΦ(h′)
)′ + c˜Φ(h)]− 1 +(1 + ε
2
)
(2 − ε)2
4
}
< 0, for large t,
if ε > 0 is sufficiently small, and hence (11) holds for large t and (1) is nonoscillatory by
Lemma 2. 
Remark 2. Similarly to Remark 1, we now compare the proof of our Theorem 2 with the proof
of [10, Theorem 3]. The general idea of the proof is the same, but the arguments are rearranged,
our proof here seems to be more straightforward. The function v and then the function w for
which the Riccati inequality (11) holds are defined in the same way as in [10], but, again, h need
not be a solution of (5). Following the computation in the proof of Theorem 2 step by step,
one can see the technical difficulties what must be overcome when h is not supposed to be a
solution of (5). In particular, it is clear that assumption (29) is satisfied when h is a solution
of (5). Note again that Theorems 1, 2 are important from the application point of view, they
enable to study oscillatory properties of perturbations of equations whose solution is not known
explicitly and additional restrictions on the function h in case when this function is not supposed
to be a solution of (5) are natural in the sense that they are satisfied in applications, compare the
below given Corollaries 1, 2. Missing application is also the reason why we have not extended
[10, Theorem 2] to the situation when h is not a solution of (5). The crucial assumption in the
proof of [10, Theorem 2] is
lim
t→∞ r(t)h(t)Φ
(
h′(t)
) := L > 0
exists finite, but this assumption is not satisfied for (7) in the role of (5) and h(t) = t p−1p log 1p t .
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In our applications of Theorems 1, 2 we take Euler–Weber equation (7) as the “unperturbed”
equation (5) and we will regard the equation
(
Φ(x′)
)′ + [γp
tp
+ μp
tp log2 t
+ c(t)
]
Φ(x) = 0 (32)
as a perturbation of this equation.
The next statement shows that technical assumptions (16), (17) are natural in the sense that
they are satisfied for Eq. (7).
Corollary 1. If
∞∫
c(t)tp−1 log t dt = ∞, (33)
then Eq. (32) is oscillatory.
Proof. We prove the statement using Theorem 1 with r(t) ≡ 1, c˜(t) = 1
tp
[γp + μplog2 t ], and h(t) =
t
p−1
p log
1
p t . If x˜ is the principal solution of (7), according to the formulas given at the and of
Section 2, we have
hp(t)
[
wh(t) − w˜(t)
]= o(log−1 t) as t → ∞,
so (17) is satisfied. Concerning (16), using the formula (1 + x)α = 1 + (α1)x + (α2)x2 + (α3)x3 +
o(x3) as x → 0 we obtain
(
Φ
(
h′(t)
))′ = (p − 1
p
)p−1[
t
− p−1
p log
p−1
p t
(
1 + 1
(p − 1) log t
)p−1]′
=
(
p − 1
p
)p−1
t
−2+ 1
p log
p−1
p t
(
1 + 1
(p − 1) log t
)p−2
×
[
−p − 1
p
(
1 + 1
(p − 1) log t
)
+ p − 1
p log t
(
1 + 1
(p − 1) log t
)
− 2
log2 t
]
=
(
p − 1
p
)p−1
t
−2+ 1
p log
p−1
p t
[
1 + p − 2
(p − 1) log t +
(p − 2)(p − 3)
2(p − 1)2 log2 t
+ (p − 2)(p − 3)(p − 4)
6(p − 1)3 log3 t + o
(
log−3 t
)]
×
[
−
(
p − 1
p
)
+
(
p − 1
p
− 1
p
)
1
log t
− p − 1
p log2 t
]
=
(
p − 1
p
)p−1
t
−2+ 1
p log
p−1
p t
×
{
−p − 1
p
− −2(p − 1)
2 + 2(p − 2)2 − (p − 2)(p − 3)
2p(p − 1) log2 t
+ p − 23
[
(p − 2)(p − 3)
2(p − 1)2 − 1 −
(p − 3)(p − 4)
6(p − 1)2
]
+ o(log−3 t)}
log t
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(
p − 1
p
)p−1
t
−2+ 1
p log
p−1
p t
×
[
−p − 1
p
− 1
2 log2 t
− (p − 2)
2
3(p − 1)2 log3 t + o
(
log−3 t
)]
.
Consequently, in our particular case h = t p−1p log 1p t ,
(
Φ(h′)
)′ + 1
tp
[
γp + μplog2 t
]
Φ(h)
=
(
p − 1
p
)p−1
t
−2+ 1
p log
p−1
p t
[
−p − 1
p
− 1
2 log2 t
− (p − 2)
2
3(p − 1)2 log3 t + o
(
log−3 t
)]
+ t−2+ 1p log p−1p t
[(
p − 1
p
)p
+ 1
2
(
p − 1
p
)p−1 1
log2 t
]
= −
(
p − 1
p
)p−1
t
−2+ 1
p log−2−
1
p t
(p − 2)2
3(p − 1)2
(
1 + o(log−1 t)) 0
for large t , and hence
t∫
T
h
{(
Φ(h′)
)′ + 1
tp
[
γp + μplog2 t
]
Φ(h)
}
ds ∼ K
t∫
T
ds
s log2 s
→ 0
as t → ∞, K being a real constant, hence also (16) is satisfied. Finally, since we have the identity
hp
[
w′h + c˜ + (p − 1)r1−q |wh|q
]= h[(rΦ(h′))′ + c˜Φ(h)],
this means that assumption (21) of Theorem 1 is satisfied as well and the proof is complete. 
The proof of the next nonoscillation criterion for (32) is based on Theorem 2.
Corollary 2. If
lim sup
t→∞
log(log t)
∞∫
t
c(s)sp−1 log s ds < 1
2
(
p − 1
p
)p−1
and
lim inf
t→∞ log(log t)
∞∫
t
c(s)sp−1 log s ds > −3
2
(
p − 1
p
)p−1
then (32) is nonoscillatory.
Proof. We take again r(t) ≡ 1, c˜(t) = 1
tp
[γp + μplog2 t ], and h(t) = t
p−1
p log
1
p t and we apply
Theorem 2. By a direct computation we have
G(t) =
t∫
ds
2 ′ p−2 ∼
(
p
)p−2
log(log t),
h (s)(h (s)) p − 1
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(
h′(t)
)= (p − 1
p
)p−1
log t
(
1 + 1
(p − 1) log t
)p−1
∼
(
p − 1
p
)p−1
log t,
G(t)h(t)Φ
(
h′(t)
)∼ ( p
p − 1
)p−2(
p − 1
p
)p−1
log t log(log t) → ∞ as t → ∞,
and
G2(t)h3(t)
(
h′(t)
)p−2{(
Φ
(
h′(t)
))′ + 1
tp
[
γp + μplog2 t
]
Φ
(
h(t)
)}
∼ const log
2(log t)
log t
→ 0 as t → ∞.
Consequently, all assumptions of Theorem 2 are satisfied and hence (32) is nonoscillatory. 
We finish the paper with some remarks concerning perspectives of the further investigation.
(i) In [6] we have formulated a conjugacy criterion for (1) (i.e., a criterion which guarantees
that there exists a solution of (1) having at least two zeros in a given interval), where (1) is viewed
as a perturbation of (5). This criterion contains the condition on the function [c − c˜]hp , where
h is the principal solution of (5) at both endpoints of the interval under consideration. A natural
idea is to look for the extension of this criterion to the case when h is not a solution of (5).
(ii) In the linear case p = 2, it is known that the perturbed Euler–Weber equation
x′′ +
[
1
4t2
+ 1
4t2 log2 t
+ c(t)
]
x = 0
is oscillatory provided the integral
∫∞
c(t)t log t dt is convergent and
lim inf
t→∞ log(log t)
∞∫
t
c(s)s log s ds >
1
4
.
This fact coupled with Corollary 2 suggests the conjecture that (32) is oscillatory provided the
integral in (33) is convergent and
lim inf
t→∞ log(log t)
∞∫
t
c(s)sp−1 log s ds > 1
2
(
p − 1
p
)p−1
.
(iii) In our application of general Theorems 1, 2 Eq. (7) playes the role of unperturbed
equation (5) since technical computations needed to verify assumptions of Theorems 1, 2 are
relatively simple. On the other hand, we know also asymptotic estimates of principal and non-
principal solutions of general equation (13), this equation is a natural candidate to play the role
of (5) in other applications. However, the technical computations to verify assumptions of Theo-
rems 1 and 2 are rather complicated and to overcame these technical difficulties is the subject of
the present investigation.
(iv) Throughout the paper, the (non)oscillation criteria are formulated in terms of the behav-
ior of the integral
∫ [c(t) − c˜(t)]hp(t) dt , where h is a function close to the principal solution
of (5). Based on the results of the papers [13,20] we conjecture that statements similar to Corol-
lary 2 and to the conjecture mentioned in the part (ii) hold (properly modified) when the function
h(t) = t p−1p log 1p t is replaced by the function h(t) = t p−1p log 1p t log 2p t , which is close to the
nonprincipal solution of (7).
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tory properties of perturbations of the nonoscillatory equation(
r(t)x′
)′ + c(t)x = 0 (34)
are investigated. It is shown that under the assumption
∫∞
r−1(t) dt = ∞ the differential equa-
tion (
r(t)x′
)′ + c(t)x + λ
r(t)x˜4(t)(
∫ t
r−1(s)x˜−2(s) ds)
x = 0
is oscillatory if and only if λ > 14 , here x˜ is the principal solution of (34). This fact is then used
in [17] to formulate Kneser type (non)oscillation criteria for Sturm–Liouville equations of the
form (34). This suggests the following “half-linear” problem. Given a nonoscillatory half-linear
equation (1), what perturbation term can be added to this equation that the resulting equation is a
conditionally oscillatory equation? In other words, what is the function d(t) > 0 that there exists
a constant λ0 > 0 such that the equation(
r(t)Φ(x′)
)′ + c(t)Φ(x) + λd(t)Φ(x) = 0 (35)
is oscillatory if λ > λ0 and nonoscillatory for λ  λ0. Theorems 2 and 3 of [10] suggest that
under the assumption
∫∞
r1−q(t) dt = ∞ and some additional restrictions on Eq. (1) this term
is
d(t) = 1
r(t)x˜2+p(t)(x˜′(t))p−2(
∫ t
r−1(s)x˜−2(s)(x˜′(s))2−p ds)
, (36)
where x˜ is the principal solution of (1), with the corresponding oscillation constant λ0 = 12q ,
q being the conjugate number of p. However, the above mentioned additional restrictions on (1)
are rather sharp (and are not satisfied in some applications). We conjecture that these additional
restrictions can be omitted and that Eq. (35) with d given by (36) is conditionally oscillatory
under the mere assumptions
∞∫
r1−q(t) dt = ∞ and
∞∫
t
c(s) ds  0 for large t.
An interesting problem is also asymptotics of the principal solution of (35) for λ = 12q and d
given by (36). In the linear case p = 2, under the assumption ∫∞ r−1(t) dt = ∞, this principal
solution is x˜(t) = x(t)
√∫ t
r−1(s)x−2(s) ds, where x is the principal solution of (34). Based on
the Euler–Weber equation (7) viewed as a perturbation of the Euler equation(
Φ(x′)
)′ + γp
tp
Φ(x) = 0 (37)
(i.e., (37) plays the role of (1) while (7) plays the role of its perturbation (35), see also formulas
for solutions of Eq. (13) in Section 2), we conjecture that the principal solution of (35) with
d given by (36) is asymptotically close to the function x(t)(∫ t r−1(s)x−2(s)|x′(s)|2−p ds)1/p ,
where x is the principal solution of (1).
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