Abstract. We consider the problem of solving a linear system of equations which involves complex variables and their conjugates. We characterize when it reduces to a complex linear system, that is, a system involving only complex variables (and not their conjugates). In that case, we show how to construct the complex linear system. Interestingly, this provides a new insight on the relationship between real and complex linear systems. In particular, any real symmetric linear system of equations can be solved via a complex linear system of equations. Numerical illustrations are provided. The mathematics in this manuscript constitute an exciting interplay between Schur's complement, Cholesky's factorization, and Cauchy's interlace theorem.
1. Introduction. Let N, R and C respectively denote the set of natural, real and complex numbers, and let i denote the imaginary number satisfying i 2 = −1. Let ℜz, ℑz, andz respectively denote the real part, the imaginary part, and the complex conjugate of z ∈ C. Let M n (R) and M n (C) respectively denote the set of real-valued and complex-valued square matrices of size n ∈ N. Consider M, N ∈ M n (C) and p ∈ C n and the system (1.1) M z + Nz = p , z ∈ C n .
The set of solutions to (1.1) is a real affine space, but not a complex affine space in general. For instance, if n = 1, M = N = 1, and p = 0, then the system reads z +z = 0, z ∈ C. We raise the question of when system (1.1) can be reduced to a complex linear system (1.2) Az = b, z ∈ C n where A ∈ M n (C) and b ∈ C n , and if so, how A and b can be constructed. Naturally, the set of solutions to (1.2) is a complex affine space. Thus the system reduction can take place if and only if the set of solutions of system (1.1) is a complex affine space.
The paper is organized as follows. Section 2 contains the main results which are applied to real linear systems in Section 3. Section 4 concludes our work.
2. Reduction to complex linear system. When system (1.1) has no solution, it can be reduced to a complex linear system (1.2) with A = 0 and b = p. When it has one solution or more, Proposition 2.1 provides a constructive reduction. We thus introduce the notation R(M, N ) to denote the range of system (1.1), that is to say
Let's equip C 2n with Hermitian inner product ·, · defined by u, v = ingredient to obtain the reduction is the direct sum
and, in particular, the orthogonal projection P ⊥ onto the latter set in the direct sum. Proposition 2.1. Let n ∈ N and M, N ∈ M n (C). The following are equivalent: 1. {z ∈ C n | M z + Nz = 0} is a complex vector space.
The application defined from
Proof. The implication (3 =⇒ 1) follows from taking p = 0. As for (1 =⇒ 2), consider z ∈ C n such that
As a consequence, there exists w ∈ C n such that
The first line minus the conjugate of the second line yields
Multiplying by the imaginary number, we get M (iw) + N (iw) = 0. Thus iw belongs to {z ∈ C n | M z + Nz = 0}, which is a complex vector space thanks to Point 1. Thus i(iw) = w also belongs to it, so that M w + N w = 0. Together with (2.7), this implies that N w = M w = 0. Going back to (2.6), it holds that z = 0.
We now prove (2 =⇒ 3). Let p ∈ R(M, N ) and consider z ∈ C n . Point 2 implies that the following four equations are equivalent:
since, by definition of P ⊥ , we have (2.12)
Let ÛV denote the matrix representation of P ⊥ in the canonical basis of C 2n . The complex matricesÛ andV have 2n rows and n columns. Equation (2.11) is thus equivalent to
The matrixÛ M +V N has 2n rows and n columns so the above system has 2n equations and n unknowns. We would like to obtain a system with n equations. First, note that it has at least one solution because p ∈ R(M, N ). Second, a linear system of equations with more equations than unknowns either has no solutions, or any equation that is a linear combination of other equations can be removed without changing the set of solutions. Thus, consider a set I ⊂ {1, . . . , 2n} of n rows that generate the row space ofÛ M +V N . Define U, V ∈ M n (C) such that (2.14) ∀i ∈ I, ∀j ∈ {1, . . . , n}, U ij :=Û ij , V ij :=V ij .
We stress that U and V do not depend on the vector p, but only on the matrices M and N . We now decude that (2.13) is equivalent to (U M + V N )z = U p + V p, which terminates the proof. Point 2 in Proposition 2.1 provides a necessary and sufficient condition on M and N to determine whether system (1.1) can be reduced to a system of the form (1.2). Let's write the condition more explicitly. The projection P ⊥ is an endormorphism of C 2n , so let's consider its block decomposition (2.15)
where P 11 , P 12 , P 11 , P 11 are endormorphisms of C n . For all z ∈ C n , we then have
x y where x := ℜz and y := ℑz. 
where the domain of the application in (2.17) is C 4n and its co-domain is C 2n .
We illustrate Proposition 2.1 with the following example:
Using a reduced column echelon form and a Grahm-Schmidt orthogonalization, we compute the matrix associated to P ⊥ in the canonical basis of C 2n . We then check whether the system can be reduced using (2.17). In this example, reduction is possible. We then compute a set of 5 rows I = {3, 4, 5, 6, 7} that generate the row space of (2.21)
We then deduce 
We then arbitrarily chose one solution to the reduced system, and then check whether it satisfies the original system. If so, then the set of solutions to the original system and to the reduced system coincide. If not, then the original system has no solutions. In this example, the original system and the reduced system coincide.
We now turn our attention to the special case when the system (1.1) has a unique solution. When in addition M or N is invertible, there exists an analytic expression for the matrices U and V in Proposition 2.1 that define the reduction to a complex linear system. Below, the matrix I denotes the identity of M n (C).
Proposition 2.2. Let n ∈ N and M, N ∈ M n (C).
(2.23)
Assume that either equivalent property holds in (2.23). Then, for all p ∈ C n , (2.24) Since the above block matrix is invertible, it follows that z = w.
To find suitable choices for the matrices U and V , it suffices for them to satisfy that U N + V M = 0 and that the application from C n to itself defined by (2.31) z −→ U z + Vz is injective. Indeed, in that case, we have the following equivalences for z ∈ C n :
Let's assume that M is invertible. The relationship U N + V M = 0 is easy to prove. As for the injectivity, consider z ∈ C n such that z − N M −1z = 0. Then w := M −1 z satisfies M w − N w = 0, so that M (iw) + N (iw) = 0. By assumption, the unique solution is iw = 0, hence z = 0. To treat the case where M and N are invertible, it suffices to multiply U and V by N −1 .
3. Application to real linear system. Consider m ∈ N, a matrix A ∈ M m (R) that is positive definite, a vector b ∈ R m , and the linear system
Thanks to a Gauss pivot, we may assume that m = 2n and view the system over the set of complex numbers. The first half of the variables can be viewed as real parts of complex variables, and the second half as their imaginary parts. To this end, define B, C, D ∈ M n (R) and z, p ∈ C n such that
where (·) T stands for transpose. System (3.1) is equivalent to
where M := (B + D − i(C − C T ))/2 ≻ 0 (positive definiteness will become clear in the following) and N := (B − D + i(C + C T ))/2. Indeed, system (3.1) can be written as either of the three following equivalent systems:
.
As a result, the real linear system (3.1) is equivalent to the complex linear system (3.3). To the best of our knowledge, this relationship between real and complex linear systems has not been presented in past literature. With regards to numerical aspects, an efficient method for solving the linear system (3.1) is the Cholesky factorization [2] which requires roughly m 3 /3 = 8n 2 /3 flops. It searches for a lower triangular matrix L ∈ R m×m such that A = LL T . Next, it successively solves for Ly = b, y ∈ R m and L T x = y, x ∈ R m . Unfortunately, the matrix multiplication in the complex linear system (3.3) makes it more expensive to solve. However, the spectra of the positive definite matrices M ∈ M n (C) and M − N M −1 N ∈ M n (C) are contractions of the spectrum of A ∈ M 2n (R). They hence have a better conditioning number (ratio of maximum to minimum eigenvalue) than A. This is relevant since a Cholesky factorization of both these matrices is required to solve the complex linear system (3.3). For work on the complex Cholesky factorization, see [7, 8] .
We now clarify our statement regarding spectrum contraction. Given a Hermitian matrix U ∈ M n (C), let λ 1 (U ), . . . , λ n (U ) denote its eigenvalues in increasing order. Given λ ∈ R and z, w ∈ C m , it holds that
thereby equating the spectra of the two square matrices in the equation. Since M is an extraction of the left-hand matrix, Cauchy's interlace theorem [1, [3] [4] [5] implies that
In addition, the interlacing property of the eigenvalues of the Schur complement of a Hermitian matrix [6, Theorem 5] implies that
See [9] for a nice reference on the Schur complement. We now provide a numerical experiment. Consider the real linear system (3.1) with m := 6, 
The data has been randomly generated with MATLAB R2015b. The eigenvalues of A in increasing order are We remind the reader that the closer to 1, the better the conditioning of a matrix.
Conclusion.
We classify linear systems involving complex variables and their conjugates with respect to systems involving only complex variables. Our main tool is the orthogonal projection. As a result, we obtain a new link between linear systems with real variables and linear systems with complex variables. Our findings are illustrated on several numerical examples. A natural question follows: when can algebraic varieties defined by non-holomorphic polynomials be reduced to varieties defined by holomorphic polynomials? This manuscript gives the answer when the polynomials are of degree one.
