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Abstract
Kendall rank correlation coefficient is used to measure the ordinal association
between two measurements. In this paper, we introduce the Concordance coef-
ficient as a generalization of the Kendall rank correlation, and illustrate its use
to measure the ordinal association between quantity and quality measures when
two or more samples are considered. In this sense, the Concordance coefficient
can be seen as a generalization of the Kendall rank correlation coefficient and
an alternative to the non-parametric mean rank-based methods to compare two
or more samples. A comparison of the proposed Concordance coefficient and
the classical Kruskal-Wallis statistic is presented through a comparison of exact
distributions of both statistics.
Keywords: Kruskal- Wallis test - Kendall-τ correlation - Kendall-τ distance -
Linear Ordering Problem
1. Introduction
A parametric inference can be sometimes inappropriate. Assuming that
the observations (samples) come from a certain distribution may not be very
appropriate, since we may not have any type of information about the variable
under study or evidence that implies a certain distribution in the observations.
Parametric statistics may also not be appropriate if the observations do not
meet any of the basic assumptions for their use, for example; normality of data
or having just a small number of observations.
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Violation of the necessary assumptions in parametric statistics necessitates
the use of non-parametric statistics. Non-parametric tests do not depend on
the definition of a distribution function or statistical parameters such as mean,
variance, etc. The use of non-parametric tests is also adequate when there are
not enough observations available or when we are analyzing ordinal or nominal
data.
Although the first steps in non-parametric statistics began earlier, it was
in the 1930s when a systematic study in this field appeared. Fisher (1935)
introduced the permutation test or randomization test as a simple way to com-
pute the sampling distribution for any test statistic under the null hypothesis
that does not establish any effect on all possible outcomes. Over the next
two decades some of the main non-parametric tests emerged, Friedman (1940);
Kendall (1938b,a); Kruskal (1958); Kruskal and Wallis (1952); Mann and Whit-
ney (1947); Pitman (1937); Wilcoxon (1945), among others.
The main advantages of the nonparametric test are: the data can be nonnu-
merical observations while they can be classified according to some criterion, it
is usually easy to calculate and does not make a hypothesis about the distribu-
tion of the population from which the samples are taken. We can also cite two
drawbacks, the non-parametric test is less precise than other statistical models
and it is based on the order of the elements in the sample and this order will
likely stay the same even if the numerical data change.
There are many non-parametric tests in the literature, which can basically be
classified into four categories depending on whether: it is a test to compare two,
three o more related samples or a test for comparing related or unrelated sam-
ples. Examples of the most used non-parametric tests in the literature for each of
these four situations are the following: the Wilcoxon signed-rank test (Wilcoxon
(1945)) for comparing two related samples, the Mann-Whitney (Wilcoxon) test
(Mann and Whitney (1947)) for comparing two unrelated samples, the Fried-
man test (Friedman (1940)) for comparing three or more related samples, the
Kruskal-Wallis test (Kruskal and Wallis (1952)) for comparing three or more
unrelated samples.
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It is also possible to measure the degree of association of two variables
through a non-parametric approach, in that sense we can mention the Kendall
rank correlation coefficient (Kendall (1938a)) and the Spearman rank correla-
tion coefficient (Spearman (1904)).
In (Aparicio et al. (2020)), the authors introduce the Kendall-τ partition
ranking ; given a ranking of elements of a set and given a disjoint partition of
the same set, the Kendall-τ partition ranking is the induced linear order of the
subsets of the partition which follows from the given ranking of elements of a set.
In this work we propose to use the distance Kendall-τ as a concordance measure
between the different samples in an ordered set of observations. In this sense, the
measure we propose can be considered as an extension to the Kendall correlation
coefficient when more than two samples are considered. The main difference
between the proposed measure and the previous ones is the consideration of the
Kendall distance instead of ranks, which use classical methods. We also propose
a significance test in order to determine when more than two samples come from
the same distribution, and a comparison to the classical Kruskal-Wallis methods
is presented.
The remainder of this paper is organized as follows. Section 2 presents the
main features of the Kendall correlation coefficient and the Kruskal-Wallis test.
In Section 3, we introduce the Concordance coefficient while in Section 4 the
related statistical test is presented. Section 5 presents some details of how the
p-values have been calculated. Conclusions follow in Section 6. Appendix A
presents an example of the probability distribution of the Concordance coeffi-
cient, and Appendix B deals with a comparison between the distributions of the
Concordance coefficient and the Kruskal-Wallis statistic. Finally, critical values
and exact p-values for the Concordance coefficient are presented in Appendix
C.
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2. Non-parametrical test
This section presents the Kendall Rank Correlation Coefficient, a coefficient
to measure the relationship between two samples ordinally, and the Kruskal-
Wallis statistical test, which is a rank- based statistical test to measure whether
different samples come from the same distribution, without assuming a given
distribution for the population.
Only these two tests are presented in detail, since the test proposed in this
paper uses the Kendall distance, and it can be seen as an extension of the
Kendall Rank Correlation Coefficient when more than two samples are con-
sidered and it is presented as an alternative to the Kruskal-Wallis statistical
test.
2.1. Kendall Rank Correlation Coefficient
The Kendall rank correlation coefficient is a non-parametric measure of cor-
relation. This measure is based on the Kendall-τ distance between two permuta-
tions of n elements. The Kendall-τ distance (dK−τ ) is defined as the number or
pairwise disagreements between the two permutations pi1 and pi2. For instance,
if we have three elements, the distance form permutation 123 to permutations
132, 231 and 321 is 1,2 and 3 respectively. The maximum number of disagree-
ments that may occur between two permutations of n elements is n(n − 1)/2,
and in this case all the values of permutation pi1 are in the reverse order of pi2.
The Kendall-τ rank correlation coefficient between permutations pi1 and pi2,
denoted by τ , is defined by
τ = 1− 2dK−τ(pi1,pi2)
n(n− 1)/2 .
The Kendall rank correlation coefficient is used as a statistical test to de-
termine whether there is a relationship or dependence between two random
variables, and as a non-parametric measure, it can be used with nominal or
ordinal data.
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The main advantages of the Kendall Rank Correlation coefficient are: the
data can be non-numerical observations if they can be ordered, it is easy to cal-
culate, and, the associated statistical test does not assume a known distribution
of the population from which the samples are taken.
2.2. Kruskal Wallis Statistic
The Kruskal Wallis test is a non-parametric statistical method to study
whether different samples come from the same population. The test is the ex-
tension of the Mann-Whitney Test when we have more than two samples or
groups. The following example illustrates the Kruskal Wallis test when compar-
ing three samples.
Example 1. . Let us assume that the effectiveness of three different treatments
(A, B, C) has been measured for 6 individuals, two individuals assigned to
each of the treatments, with the effectiveness of each treatment being measured
ordinally. We could obtain the result shown in the following table, where, for
example, the effectiveness of treatment A has been rated in first and third place.
A B A C C B
Rank 1 2 3 4 5 6
Table 1: Result for an experiment with 6 people and 3 treatments.
The Kruskal-Wallis statistic is determined by the difference between the
ranks of the individuals in each category with the average range, so for example
the average range of the test in this example is R = 3.5, while the average range
of each of the three treatments are RA = 2, RB = 4 and RC = 4.5. The Kruskal
Wallis statistic (KW) s based on the calculation of the distance of each range
to the average range, which can be expressed as follows:
KW = −3(n+ 1) + 12
n(n+ 1)
k∑
i=1
R2i
ni
,
5
KW Prob
4.57 0.06667
3.71 0.13333
3.43 0.13333
2.57 0.06667
2.00 0.13333
1.14 0.13333
0.86 0.13333
0.29 0.13333
0.00 0.06667
Table 2: Probability distribution for the Kruskal-Wallis KW statistics. Sample size (2,2,2)
where n is the number of observations in the k samples, ni the number of
observations in the ith sample and Ri the sum of the ranks in the ith sample.
In our example we can see the value of the statistic:
KW = −3(n+1)+ 12
n(n+ 1)
k∑
i=1
R2i
ni
= −3(6+1)+ 12
6(6 + 1)
(
42
2
+
82
2
+
4.52
2
)
= 2.
Table 2 shows the probability distribution of the Kruskal-Wallis statistic for
3 treatments, each with 2 patients. Appendix A presents the Kruskal-Wallis
statistic for all possible results in the experiment with 3 treatments and 2 people
in each treatment.
3. The Concordance coefficient τ
In (Aparicio et al. (2020)) the authors introduce the Kendall-τ partition
ranking ; given a ranking of elements of a set and given a disjoint partition of
the same set, the Kendall-τ partition ranking is the induced linear order of
the subsets of the partition which follows from the given ranking of elements
of a set. The Kendall-τ partition ranking presents an ordinal alternative to
the mean-based ranking that uses a pseudo-cardinal scale. For example, if we
have a permutation pi = (c|c|c|b|b|a|a|c|c) the elements in V = A ∪B ∪ C, with
A = {a, a}, B = {b, b} and C = {c, c, c, c, c, }. The elements of subsets A, B
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and C rank 6.5, 4.5 and 4.6 respectively. The Kendall-τ partition ranking is
the problem to find the closest permutation to pi which verifies that all the
elements belonging to the same subset of the partition are consecutively listed,
where the distances are measured with the Kendall-τ distance formula. In this
example, the Kendall-τ distance is 8 (dK-τ = 8), the less number of pairwise
disagreements form pi that allows all the elements belonging to the same subset
of the partition to be consecutively listed, ρ = (c|c|c|c|c|b|b|a|a). The Kendall-τ
distance from a permutation pi is given
dK-τ = min{dK-τ (ρ, pi) : elements in Vr are consecutively listed in ρ, ∀r}.
This distance is also called the disorder of permutation pi. For the calcu-
lation of the disorder of a permutation of elements, in Aparicio et al. (2020)
the authors establish that the distance or disorder of a permutation of elements
pi = (a|a|b|b|a|c|a|b|c| · · · |c|a|b) is given by the solution of the Linear Ordering
Problem (LOP) with the preference matrix M , where the element mab of ma-
trix M indicates the number of times that an element a of sample A precedes
an element b of sample B in the order pi. The solution of the linear ordering
problem gives us a new order in the elements of pi, the closest to pi, in which all
the elements belonging to the same sample are listed consecutively. The book
Marti and Reinelt (2011) provides a exhaustive study of the Linear Ordering
Problem.
The authors (Aparicio et al. (2020)) present the properties of the Kendall-
τ partition ranking and compare it with a classical mean and median- based
rank approaches. Those properties are extracted form social choice theory and
adapted to a partition ranking, see (Arrow (1951); Kemeny (1959); Zahid and
Swart (2015)) . Two of these properties are only true for the Kendall-τ partition
ranking : the Condorcet and Deletion Independence properties. The Condorcet
property establishes that the most preferred subset must be listed before any
other in any ranking; and the Deletion Independence property establishes that
if any subset is removed, then the induced order of subsets does not change.
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In permutation pi = (c|c|c|b|b|a|a|c|c) the set C is a condorcet winner, the most
preferred set, but B has a lesser mean rank value than set C if set A is not
considered in the comparison, therefore, the permutation pi = (c|c|c|b|b|a|a|c|c)
gives an example where ranking subsets from ranks is no very reliable.
From Aparicio et al. (2020), the maximum number of disagreements that
may occur into a permutation of n elements (where the elements are classified in
k subsets V1, V2, . . . Vk of sizes n1, n2, · · · , nk respectively) is
∑
r<s nr ns−(GPb+∑
r<sb
nrns
2
c), where GPb is the Generalized Pentagonal Number of b, and b the
number of subsets Vk with odd cardinality. The Generalized Pentagonal number
GPb is
GPb =

`(3`− 1)
2
b = 2`
`(3`+ 1)
2
b = 2`+ 1
.
This maximum number of disagreements (the maximum disorder) in a per-
mutation pi of elements allows us to define a relative disorder coefficient of
permutation pi as
disorder(pi) =
dK-τ (pi)∑
r<s
nr ns − (GPb +
∑
r<s
bnrns
2
c)
.
Definition 1. We define the Concordance coefficient (τ) of permutation pi as
τ = 1− disorder(pi) = 1− dK-τ (pi)∑
r<s
nr ns − (GPb +
∑
r<s
bnrns
2
c)
.
The Concordance coefficient (τ) provides a measure of independence in the
k samples, where τ is a value between 0 and 1, taking the value of 1 when there
is a total order between the samples and 0 when the disorder is maximum. In
this sense, the Concordance coefficient τ can be seen as a generalization of the
Kendall Rank Correlation Coefficient when we have more than two samples.
Example 1 (Cont.). Continuing with the data in Example 1, the results of
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the experiment provide the following order or permutation of the treatments
pi = (a|b|a|c|c|b|).
Given the order of individuals pi = (a|b|a|c|c|b|), the ordering between indi-
viduals that leaves individuals with the same treatment together is ordination
(a a b b c c ) or the ordination (a a c c b b ). Both ordinations only need 3 pair-
wise disagreements from the permutation pi. In order to find the permutation
of elements (equal elements listed consecutively) closer to a given permutation,
it is sufficient to solve the Linear Ordering Problem (LOP) with the preference
matrix defined above, in this example said matrix is:
A B C
A
 –1
0
3
–
2
4
2
–
B
C
,
where each element of the matrix mij represents the number of times an in-
dividual of a treatment i precedes an individual of the treatment j. The solution
of the LOP is the permutation of treatments, which maximizes the preferences of
order in the experiment, that is, in this example, the permutations of treatments
(A B C) or (A C B) retain 9 preferences expressed in the order of individuals
represented by the permutation pi. Therefore, the permutation distance pi to
a total order between treatments is
∑
i<j ninj − 9 = 3. At this distance, the
number of pairwise disagreements needed in a permutation of elements to reach
a permutation that establishes a total order between treatments, the authors of
the work (Aparicio et al., 2020) denominate disorder of permutation.1
Then, the relative disorder of permutation pi can be evaluated as
disorder(pi) =
dK-τ (pi)∑
r<s
nr ns − (GPb +
∑
r<s
bnrns
2
c)
=
3
12− (0 + 6) =
3
6
=
1
2
,
1If the number of samples is small, we can evaluate all the possibilities in order to obtain
the solution of the Linear Ordering Problem, for example, if we have 3 samples the number
of feasible solutions for the LOP is 3! = 6.
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dis τ Prob
0 1.0000 0.06667
1 0.8333 0.13333
2 0.6667 0.20000
3 0.5000 0.20000
4 0.3333 0.20000
5 0.1667 0.13333
6 0.0000 0.06667
Table 3: Probability distribution for the disorder (dis) and the Concordance coefficient τ
1−relative disorder
Pr
ob
0 1
0
0.
02
5
0.
05
0.
07
5
0.
1
0.
12
5
0.
15
0.
17
5
0.
2
K−T
Pr
ob
0 0.29 0.86 1.14 2 2.57 3.43 3.71 4.57
0
0.
02
5
0.
05
0.
07
5
0.
1
0.
12
5
0.
15
Figure 1: Probability distribution for the Kruskal-Wallis statistic (KW) and the -τ Concor-
dance coefficient (τ=1- relative dissorder)
and the Concordance coefficient2
τ = 1− disorder(pi) = 1− 1
2
=
1
2
.
Notice that no set of this example has odd cardinality, therefore the pentagonal
number GP0 = 0.
Table 3 shows the probability distribution of the disorder and the Concor-
dance coefficient for 3 treatments with 2 patients each, and Figure 1 compares
the probability distribution of the Kruskal-Wallis statistic and the Concordance
coefficient, for 3 treatments with 2 patients each.
2Appendix A presents the disorder and the Concordance coefficient for all possible results
in the experiment with 3 treatments and 2 people in each treatment.
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4. Kendall Concordance Test
In this section, we present the Concordance Test in order to evaluate when
different samples come from the same population distribution. The randomiza-
tion test introduced by Fisher (1935) establishes a framework for the statistical
test based on permutations, see also (Box, 1980; Stern, 1990; Welch, 1990).
If all the samples provide from the same distribution then all possible ways
to rank n observations divided into k samples have the same probability of
occurring. If a result of the experiment provides an order of the observations
with a high disorder, it will support the idea that all observations come from the
same population, on the contrary, a result with a small disorder will go against
the claim that the observations come from the same population. In this way,
we propose to consider samples that come from the same distribution as null
hypothesis, while the alternative hypothesis is that some of the samples come
from another distribution.
H0: There is no difference among the k populations.
Ha: At least one of the populations differs from the other populations.
The decision rule is to reject the null hypothesis if the disorder in the per-
mutation of observations is small, equivalently if the concordance coefficient τ
is close to one. We reject the null hypothesis H0 at the significance level α if τ
is greater than the percentile (1− α)% of probability distribution of τ .
The following example illustrates the use of the Concordance test proposed
in this work and compares it with the classical Kruskal-Wallis non-parametric
test .
Example 2. Suppose you have applied three treatments to 18 patients, measur-
ing the the number of hours it takes these patients to recover.
11
Hours
Treatment A 12 13 15 20 23 28 30 32 40 48
Treatment B 29 31 49 52 54
Treatment C 24 26 44
Concordance Test
The experiment ranks the patients in the following ranking
(a a a a a c c a b a b a a c a b b b).
If we perform the contrast using the disorder statistic or the correlation coef-
ficient τ , we must calculate the permutation of treatments that maximizes the
order between patients obtained in the experiment. The matrix of preferences
between treatments observed is as follows:
A B C
A

–
7
11
43
–
13
19
2
–
B
C
The order between treatments that maximizes the order between patients
corresponds to the order (A C B), satisfying 75 of the 95 preferences contained
in the matrix, where the value 75 is the solution of the Linear Ordering Problem
(LOP)3. Therefore exactly 20 = 95-75 is the number of pairwise disagreements
necessary to order the samples and obtain the order (ACB), that is the disorder
is 20. The greatest disorder that an order of elements can have with samples of
10, 5 and 3 elements is given by:
∑
r<sbnr nS2 c+GPb = 47+1 = 48, therefore the
concordance coefficient is τ = 1−20/48 = 0.5744. The p-value of the disorder 20
or equivalently of the concordance coefficient τ = 0.5744 is 0.04927254, therefore,
3The solution of LOP for this example is the permutation of sets that maximizes the
preferences in the preference matrix. It is sufficient to compare the 6 possibilities, (A B C) =
64, (A C B) = 75, (B A C) = 28, (B C A) = 20,(C A B) = 67 and (C B A) = 31.
4Tables of p-values for the Concordance coefficient τ are in Appendix C
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at a level of significance less than 5% we can reject the null hypothesis of equality
in treatments.
Kruskal-Wallis Test
The treatments A, B, and C have average ranks of 7.3, 14.2 and 9 respec-
tively, and the sum of ranks RA = 73, RB = 71 and RC = 27 respectively.
The Kruskal-Wallis statistic is given by:
K = −3(n+1)+ 12
n(n+ 1)
∑ R2i
ni
= −3(18+1)+ 12
19(19 + 1)
(
732
10
+
712
5
+
272
3
)
= 5.6
In (Meyer and Seaman, 2015) the exact values for the Kruskall Wallis con-
trast and different levels of significance are found. We can conclude by looking
at the tables that the p-value of the K statistic is greater than 0.05, therefore,
we cannot reject the null hypothesis that the treatments are equally effective.
The comparison of both methods, Concordance and the Kruskal-Wallis test
providew similar results about the statistic but the conclusion differs. Figure 2
shows the exact probability function for both distributions, and the first conclu-
sion is that the Concordance statistic τ presents a more symmetric distribution
than the Kruskal-Wallis statistic. Appendix B presents the density probability
functions for several experiments, where sample sizes varying form N = (4, 4)
to N = (5, 5, 4, 4, 4, 4, 4).
Concordance Test with ties
Example 3 (continuation). Suppose you have the same experiment but with
ties. Ties are in bold.
Hours
Treatment A 12 13 15 20 24 29 30 32 40 49
Treatment B 29 31 49 52 54
Treatment C 24 26 44
13
Kendall Tau 
1−relative disorder
Pr
ob
0 1
0
0.
05
5
Kruskal Wallis
KW statistic
Pr
ob
0 13.2
0
0.
04
17
Figure 2: Probability Distribution functions for the Concordance coefficient (τ=1- disorder)
and Kruskal-Wallis (KW ) statistics, with sample size N = (10, 5, 3)
The results of the experiment order the individuals according to the se-
quence:
(a a a a (a c) c (a b) a b a a c (a b) b b)
where the elements grouped in the order indicates that they tie. There are
8 different possibilities in order to undo ties in the ranking of elements, if the
same probability is assumed for all of them, the expected preference matrix
between treatments is given distributing with the same weight the preference in
the comparison of repeated observations, that is, assigning the value 0.5 to each
of the treatments when two tied units are compared. The preference matrix for
this example would be as follows:
A B C
A

–
8
11.5
42
–
13
18.5
2
–
B
C
Note that the previous matrix represents the matrix of expected preferences
if all permutations of items with ties in which they are undone are considered,
with the same probability of tie between elements.
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The order between treatments that maximizes the order between patients
corresponds to the order (A C B), satisfying 73.5 of the 95 preferences contained
in the matrix, where 73.5 is the solution of the linear ordering problem. There-
fore, 21.5 = 95-73.5 is the expected number of pairwise disagreements necessary
to order the samples and obtain the order (A C B), that is the disorder is 21.5
or equivalent and the concordance coefficient is τ = 1 − 21.5/48 = 0.5521, a
value with a significance greater than 0.05, p − value > 0.05. In this case the
observed data do not show significant evidence in favor of a difference in the
effectiveness of treatments.
Kruskal-Wallis Test with ties
The treatments A, B, and C have average ranks of 7.45, 14 and 8.83 respec-
tively, and the sum of ranks RA = 74.5, RB = 70 and RC = 26.5 respectively.
The Kruskal-Wallis statistic is given by:
K = −3(n+1)+ 12
n(n+ 1)
∑ R2i
ni
= −3(18+1)+ 12
19(19 + 1)
(
74.52
10
+
702
5
+
26.52
3
)
= 5.074
If we make the adjustment in the statistic for ties, we get:
K˜ =
K
1−
∑3
i=1(t
2
i − ti)
N3 −N
=
5.074
1− (2
2 − 2) + (22 − 2) + (22 − 2)
183 − 18
= 5.391
In this case, the Kruskal-Wallis provides the same conclusion as the Concor-
dance test; uncertainty being greater when we have ties.
5. Computing p-values
In order to compute the probability distribution for the Concordance coeffi-
cient statistic, the enumeration of all the permutations of elements from a order
is required. Note for example that if we have 4 samples with 6 elements each
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N = (6, 6, 6, 6), the number of possible results in the experiment is 24!/6!6!6!6!
= 2.15433 · 1020. The total computational time to compute the Concordance
coefficient for all 2.15433 · 1020 possibilities was more than 60 days in n In-
tel Intel(R) Xeon (R) processor CPU E5-2650 v3 @ 2.30 GHz, 20 cores and
RAM 64 GiB. Algorithm 1 presents the recursive function used to evaluate the
concordance coefficient probability distribution.
Appendix C presents the critical values and exact p-values for three different
significance levels, 0.10, 0.05 and 0.01 and different sample sizes.
Algorithm 1: Program to compute exact p-values of the Concordance
coefficient statistic τ .
Data:
p : ordered array of integers with ties,
n : length of p,
s = 0 : start to the the permutation.
1 Main (p)
2 Permutation(p,0,n);
3 return
4 Permutation (p,s,n):
5 Dissorder(p);
6 int tmp = 0;
7 if s < n then
8 for i = n− 2 : i ≥ s; i−− do
9 for j = i+ 1; j < n; j + + do
10 if p[i] 6= p[j] then
11 tmp = p[i]; p[i] = p[j]; p[j] = tmp Permutation(p,i+ 1,n);
12 tmp=ps[i];
13 for j = i+ 1; j < n; j + + do
14 p[k] = p[k + +];
15 p[n− 1] = tmp;
16 return
17 Dissorder (p)
/* Evaluate the disorder and the Concordance coefficient of
permutation p */
18 return
16
6. Conclusions and future research plans
A new measure to estimate the Concordance coefficient of different samples
is presented in this work, and a statistical test to determine when different
observations come from the same distribution. A comparison with a classical
Kruskal-Wallis test was introduced to show that both tests differ.
This work aims to be an introduction of the new concordance measure be-
tween samples, but there still remains much to be done. There is a a new prob-
lem and further challenges for researchers , for example: study the asymptotic
distribution of the Concordance coefficient, exploring the possibility of finding
the exact distribution with the help of modern computing, analyzing the power
of the Concordance test presented in this work, and finally, implementing the
concordance coefficient in a statistical software such as R.
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Appendix A. Concordance coefficient and Kruskal-Wallis statistic
for all possible results in an experiment with three
treatments and two people in each treatment
dis τ KW diss τ KW dis τ KW
a a b b c c 0 1.0000 4.57 b a a b c c 2 0.6667 3.43 c a a b b c 4 0.3333 1.14
a a b c b c 1 0.8333 3.71 b a a c b c 3 0.5000 2.00 c a a b c b 3 0.5000 2.00
a a b c c b 2 0.6667 3.43 b a a c c b 4 0.3333 1.14 c a a c b b 2 0.6667 3.43
a a c b b c 2 0.6667 3.43 b a b a c c 1 0.8333 3.71 c a b a b c 5 0.1667 0.29
a a c b c b 1 0.8333 3.71 b a b c a c 2 0.6667 2.57 c a b a c b 4 0.3333 0.86
a a c c b b 0 1.0000 4.57 b a b c c a 3 0.5000 2.00 c a b b a c 6 0.0000 0.00
a b a b c c 1 0.8333 3.71 b a c a b c 4 0.3333 0.86 c a b b c a 5 0.1667 0.29
a b a c b c 2 0.6667 2.57 b a c a c b 5 0.1667 0.29 c a b c a b 3 0.5000 1.14
a b a c c b 3 0.5000 2.00 b a c b a c 3 0.5000 1.14 c a b c b a 4 0.3333 0.86
a b b a c c 2 0.6667 3.43 b a c b c a 4 0.3333 0.86 c a c a b b 1 0.8333 3.71
a b b c a c 3 0.5000 2.00 b a c c a b 6 0.0000 0.00 c a c b a b 2 0.6667 2.57
a b b c c a 4 0.3333 1.14 b a c c b a 5 0.1667 0.29 c a c b b a 3 0.5000 2.00
a b c a b c 3 0.5000 1.14 b b a a c c 0 1.0000 4.57 c b a a b c 6 0.0000 0.00
a b c a c b 4 0.3333 0.86 b b a c a c 1 0.8333 3.71 c b a a c b 5 0.1667 0.29
a b c b a c 4 0.3333 0.86 b b a c c a 2 0.6667 3.43 c b a b a c 5 0.1667 0.29
a b c b c a 5 0.1667 0.29 b b c a a c 2 0.6667 3.43 c b a b c a 4 0.3333 0.86
a b c c a b 5 0.1667 0.29 b b c a c a 1 0.8333 3.71 c b a c a b 4 0.3333 0.86
a b c c b a 6 0.0000 0.00 b b c c a a 0 1.0000 4.57 c b a c b a 3 0.5000 1.14
a c a b b c 3 0.5000 2.00 b c a a b c 5 0.1667 0.29 c b b a a c 4 0.3333 1.14
a c a b c b 2 0.6667 2.57 b c a a c b 6 0.0000 0.00 c b b a c a 3 0.5000 2.00
a c a c b b 1 0.8333 3.71 b c a b a c 4 0.3333 0.86 c b b c a a 2 0.6667 3.43
a c b a b c 4 0.3333 0.86 b c a b c a 3 0.5000 1.14 c b c a a b 3 0.5000 2.00
a c b a c b 3 0.5000 1.14 b c a c a b 5 0.1667 0.29 c b c a b a 2 0.6667 2.57
a c b b a c 5 0.1667 0.29 b c a c b a 4 0.3333 0.86 c b c b a a 1 0.8333 3.71
a c b b c a 6 0.0000 0.00 b c b a a c 3 0.5000 2.00 c c a a b b 0 1.0000 4.57
a c b c a b 4 0.3333 0.86 b c b a c a 2 0.6667 2.57 c c a b a b 1 0.8333 3.71
a c b c b a 5 0.1667 0.29 b c b c a a 1 0.8333 3.71 c c a b b a 2 0.6667 3.43
a c c a b b 2 0.6667 3.43 b c c a a b 4 0.3333 1.14 c c b a a b 2 0.6667 3.43
a c c b a b 3 0.5000 2.00 b c c a b a 3 0.5000 2.00 c c b a b a 1 0.8333 3.71
a c c b b a 4 0.3333 1.14 b c c b a a 2 0.6667 3.43 c c b b a a 0 1.0000 4.57
Table A.4: All possible results in the experiment with samples sizes N=(2,2,2)
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Appendix B. Comparasion of Distributions
Table B.5: Probability density function of the Kruskal-Wallis (dashed lines) and
the Concordance coefficient (continuous lines) statistics generated by simulation.
Number of simulations 100,000. Note that the KW statistic has been normalized
between 0 and 1.
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Sample Size=(4,4) Sample Size=(3,3,2) Sample Size=(2,2,2,2)
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Sample Size=(5,4) Sample Size=(3,3,3) Sample Size=(3,2,2,2)
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Sample Size=(5,5) Sample Size=(4,3,3) Sample Size=(3,3,2,2)
Continued on next page
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0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8
Sample Size=(7,6) Sample Size=(5,5,5) Sample Size=(4,4,4,3)
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6
Sample Size=10.10) Sample Size=(7,7,6) Sample Size=(5,5,5,5)
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0 0.2 0.4 0.6
Sample Size(15,15) Sample Size=(10.10.10) Sample Size=(8,8,7,7)
0 0.2 0.4 0.6 0 0.2 0.4 0.6 0.2 0.4 0.6
Sample Size=(6,6,6,6,6,6) Sample Size=(5,5,5,5,5,5) Sample Size=(5,5,4,4,4,4,4)
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Appendix C. Kendall Tau Tables
Table C.6: Critical values and Exact p-values at Desired Significance Levels of 0.10.
0.05 and 0.01 for k=2 samples. Concordance coefficient statistic τ
.10 .05 .01
Sample Sizes dis. τ p-value dis. τ p-value dis. τ p-value
4 1
4 2
4 3 0 1.000000 0.057143
4 4 1 0.875000 0.057143 0 1.000000 0.028571
5 1
5 2 0 1.000000 0.095238
5 3 1 0.857143 0.071429 0 1.000000 0.035714
5 4 2 0.800000 0.063492 1 0.900000 0.031746
5 5 4 0.666667 0.095238 2 0.833333 0.031746 0 1.000000 0.007937
6 1
6 2 0 1.000000 0.071429
6 3 2 0.777778 0.095238 1 0.888889 0.047619
6 4 3 0.750000 0.066667 2 0.833333 0.038095 0 1.000000 0.009524
6 5 5 0.666667 0.082251 3 0.800000 0.030303 1 0.933333 0.008658
6 6 7 0.611111 0.093074 5 0.722222 0.041126 2 0.888889 0.008658
7 1
7 2 0 1.000000 0.055556
7 3 2 0.800000 0.066667 1 0.900000 0.033333
7 4 4 0.714286 0.072727 3 0.785714 0.042424 0 1.000000 0.006061
7 5 6 0.647059 0.073232 5 0.705882 0.047980 1 0.941176 0.005051
7 6 8 0.619048 0.073427 6 0.714286 0.034965 3 0.857143 0.008159
7 7 11 0.541667 0.097319 8 0.666667 0.037879 4 0.833333 0.006993
8 1
8 2 1 0.875000 0.088889 0 1.000000 0.044444
8 3 3 0.750000 0.084848 2 0.833333 0.048485
8 4 5 0.687500 0.072727 4 0.750000 0.048485 1 0.937500 0.008081
8 5 8 0.600000 0.093240 6 0.700000 0.045066 2 0.900000 0.006216
8 6 10 0.583333 0.081252 8 0.666667 0.042624 4 0.833333 0.007992
8 7 13 0.535714 0.093862 10 0.642857 0.040093 6 0.785714 0.009324
8 8 15 0.531250 0.082984 13 0.593750 0.049883 7 0.781250 0.006993
9 1
9 2 1 0.888889 0.072727 0 1.000000 0.036364
9 3 3 0.769231 0.063636 2 0.846154 0.036364 0 1.000000 0.009091
9 4 6 0.666667 0.075524 4 0.777778 0.033566 1 0.944444 0.005594
9 5 9 0.590909 0.082917 7 0.681818 0.041958 3 0.863636 0.006993
9 6 12 0.555556 0.087912 10 0.629630 0.049550 5 0.814815 0.007592
9 7 15 0.516129 0.090734 12 0.612903 0.041783 7 0.774194 0.007867
9 8 18 0.500000 0.092719 15 0.583333 0.046401 9 0.750000 0.007898
9 9 21 0.475000 0.093912 17 0.575000 0.039984 11 0.725000 0.007775
10 1
10 2 1 0.900000 0.060606 0 1.000000 0.030303
10 3 4 0.733333 0.076923 3 0.800000 0.048951 0 1.000000 0.006993
10 4 7 0.650000 0.075924 5 0.750000 0.035964 2 0.900000 0.007992
10 5 11 0.560000 0.099234 8 0.680000 0.039960 4 0.840000 0.007992
10 6 14 0.533333 0.093407 11 0.633333 0.041958 6 0.800000 0.007493
Continued on next page
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Samples Sizes dis. τ p-value dis. τ p-value dis. τ p-value
10 7 17 0.514286 0.087824 14 0.600000 0.043089 9 0.742857 0.009667
10 8 20 0.500000 0.083139 17 0.575000 0.043421 11 0.725000 0.008547
10 9 24 0.466667 0.094720 20 0.555556 0.043474 13 0.711111 0.007621
10 10 27 0.460000 0.089210 23 0.540000 0.043257 16 0.680000 0.008931
11 1
11 2 1 0.909091 0.051282 0 1.000000 0.025641
11 3 5 0.687500 0.087912 3 0.812500 0.038462 0 1.000000 0.005495
11 4 8 0.636364 0.077656 6 0.727273 0.039560 2 0.909091 0.005861
11 5 12 0.555556 0.089744 9 0.666667 0.038004 5 0.814815 0.008700
11 6 16 0.515152 0.098255 13 0.606061 0.047673 7 0.787879 0.007111
11 7 19 0.500000 0.085344 16 0.578947 0.044118 10 0.736842 0.008296
11 8 23 0.477273 0.090842 19 0.568182 0.040883 13 0.704545 0.009103
11 9 27 0.448980 0.095177 23 0.530612 0.046452 16 0.673469 0.009693
11 10 31 0.436364 0.098618 26 0.527273 0.042964 18 0.672727 0.007950
11 11 34 0.433333 0.087946 30 0.500000 0.047307 21 0.650000 0.008330
12 1
12 2 2 0.833333 0.087912 1 0.916667 0.043956
12 3 5 0.722222 0.070330 4 0.777778 0.048352 1 0.944444 0.008791
12 4 9 0.625000 0.078022 7 0.708333 0.041758 3 0.875000 0.007692
12 5 13 0.566667 0.081771 11 0.633333 0.048481 6 0.800000 0.009373
12 6 17 0.527778 0.083064 14 0.611111 0.041478 9 0.750000 0.009696
12 7 21 0.500000 0.083115 18 0.571429 0.044931 12 0.714286 0.009764
12 8 26 0.458333 0.097880 22 0.541667 0.047345 15 0.687500 0.009558
12 9 30 0.444444 0.095451 26 0.518519 0.049073 18 0.666667 0.009288
12 10 34 0.433333 0.093090 29 0.516667 0.042570 21 0.650000 0.008957
12 11 38 0.424242 0.090842 33 0.500000 0.043879 24 0.636364 0.008625
12 12 42 0.416667 0.088734 37 0.486111 0.044902 27 0.625000 0.008293
13 1
13 2 2 0.846154 0.076190 1 0.923077 0.038095
13 3 6 0.684211 0.082143 4 0.789474 0.039286 1 0.947368 0.007143
13 4 10 0.615385 0.078992 8 0.692308 0.044538 3 0.884615 0.005882
13 5 15 0.531250 0.094538 12 0.625000 0.045985 7 0.781250 0.009804
13 6 19 0.512820 0.087424 16 0.589744 0.046218 10 0.743590 0.009214
13 7 24 0.466667 0.096801 20 0.555556 0.045562 13 0.711111 0.008462
13 8 28 0.461538 0.089046 24 0.538462 0.044553 17 0.673077 0.009937
13 9 33 0.431035 0.095557 28 0.517241 0.043376 20 0.655172 0.008910
13 10 37 0.430769 0.088294 33 0.492308 0.049329 24 0.630769 0.009888
13 11 42 0.408451 0.093307 37 0.478873 0.047448 27 0.619718 0.008848
13 12 47 0.397436 0.097642 41 0.474359 0.045711 31 0.602564 0.009556
13 13 51 0.392857 0.090847 45 0.464286 0.044117 34 0.595238 0.008601
14 1
14 2 2 0.857143 0.066667 1 0.928571 0.033333
14 3 7 0.666667 0.091176 5 0.761905 0.047059 1 0.952381 0.005882
14 4 11 0.607143 0.079085 9 0.678571 0.046405 4 0.857143 0.007843
14 5 16 0.542857 0.087031 13 0.628571 0.043688 7 0.800000 0.007224
14 6 21 0.500000 0.091331 17 0.595238 0.040764 11 0.738095 0.008720
14 7 26 0.469388 0.093774 22 0.551020 0.046096 15 0.693878 0.009684
14 8 31 0.446429 0.095018 26 0.535714 0.042149 18 0.678571 0.008125
14 9 36 0.428571 0.095574 31 0.507936 0.045585 22 0.650794 0.008568
14 10 41 0.414286 0.095643 36 0.485714 0.048404 26 0.628571 0.008851
14 11 46 0.402597 0.095427 40 0.480519 0.044228 30 0.610390 0.009022
Continued on next page
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Samples Sizes dis. τ p-value dis. τ p-value dis. τ p-value
14 12 51 0.392857 0.095012 45 0.464286 0.046354 34 0.595238 0.009114
14 13 56 0.384615 0.094479 50 0.450549 0.048173 38 0.582418 0.009150
14 14 61 0.377551 0.093868 55 0.438776 0.049736 42 0.571429 0.009146
15 1
15 2 3 0.800000 0.088235 1 0.933333 0.029412
15 3 7 0.681818 0.075980 5 0.772727 0.039216 2 0.909091 0.009804
15 4 12 0.600000 0.079979 10 0.666667 0.048504 5 0.833333 0.009288
15 5 18 0.513514 0.098297 14 0.621622 0.041796 8 0.783784 0.007740
15 6 23 0.488889 0.094833 19 0.577778 0.044855 12 0.733333 0.008367
15 7 28 0.461538 0.091085 24 0.538462 0.046522 16 0.692308 0.008526
15 8 33 0.450000 0.087332 29 0.516667 0.047304 20 0.666667 0.008456
15 9 39 0.417910 0.095507 34 0.492537 0.047584 24 0.641791 0.008255
15 10 44 0.413333 0.090971 39 0.480000 0.047524 29 0.613333 0.009616
15 11 50 0.390244 0.097262 44 0.463415 0.047262 33 0.597561 0.009154
15 12 55 0.388889 0.092610 49 0.455556 0.046866 37 0.588889 0.008710
15 13 61 0.371134 0.097721 54 0.443299 0.046394 42 0.567010 0.009635
15 14 66 0.371429 0.093216 59 0.438095 0.045875 46 0.561905 0.009115
15 15 72 0.357143 0.097526 64 0.428571 0.045334 51 0.544643 0.009875
16 1
16 2 3 0.812500 0.078431 1 0.937500 0.026144
16 3 8 0.666667 0.084623 6 0.750000 0.047472 2 0.916667 0.008256
16 4 14 0.562500 0.099484 11 0.656250 0.049948 5 0.843750 0.007430
16 5 19 0.525000 0.091012 15 0.625000 0.040100 9 0.775000 0.008158
16 6 25 0.479167 0.098026 21 0.562500 0.048731 13 0.729167 0.007988
16 7 30 0.464286 0.088694 26 0.535714 0.046876 18 0.678571 0.009578
16 8 36 0.437500 0.092602 31 0.515625 0.044823 22 0.656250 0.008748
16 9 42 0.416667 0.095397 37 0.486111 0.049384 27 0.625000 0.009643
16 10 48 0.400000 0.097414 42 0.475000 0.046707 31 0.612500 0.008685
16 11 54 0.386364 0.098866 47 0.465909 0.044271 36 0.590909 0.009256
16 12 60 0.375000 0.099904 53 0.447917 0.047276 41 0.572917 0.009707
16 13 65 0.375000 0.091611 59 0.432692 0.049924 45 0.567308 0.008738
16 14 71 0.366071 0.092540 64 0.428571 0.047205 50 0.553571 0.009064
16 15 77 0.358333 0.093259 70 0.416667 0.049381 55 0.541667 0.009331
16 16 83 0.351562 0.093812 75 0.414062 0.046815 60 0.531250 0.009551
17 1
17 2 3 0.823529 0.070175 2 0.882353 0.046784
17 3 9 0.640000 0.092982 6 0.760000 0.040351 2 0.920000 0.007018
17 4 15 0.558824 0.098580 11 0.676471 0.040434 6 0.823529 0.009023
17 5 20 0.523810 0.084909 17 0.595238 0.047695 10 0.761905 0.008582
17 6 26 0.490196 0.086501 22 0.568627 0.043766 15 0.705882 0.009867
17 7 33 0.440678 0.099490 28 0.525424 0.047171 19 0.677966 0.008518
17 8 39 0.426471 0.097491 34 0.500000 0.049474 24 0.647059 0.009005
17 9 45 0.407895 0.095246 39 0.486842 0.044566 29 0.618421 0.009248
17 10 51 0.400000 0.092922 45 0.470588 0.045937 34 0.600000 0.009341
17 11 57 0.387097 0.090623 51 0.451613 0.046916 39 0.580645 0.009331
17 12 64 0.372549 0.097270 57 0.441176 0.047604 44 0.568627 0.009257
17 13 70 0.363636 0.094466 63 0.427273 0.048075 49 0.554545 0.009141
17 14 77 0.352941 0.099995 69 0.420168 0.048385 54 0.546219 0.008999
17 15 83 0.346457 0.096996 75 0.409449 0.048571 60 0.527559 0.009973
17 16 89 0.345588 0.094235 81 0.404412 0.048664 65 0.522059 0.009731
17 17 96 0.333333 0.098687 87 0.395833 0.048686 70 0.513889 0.009494
Continued on next page
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18 1
18 2 4 0.777778 0.094737 2 0.888889 0.042105
18 3 9 0.666667 0.079699 7 0.740741 0.046617 2 0.925926 0.006015
18 4 16 0.555556 0.098154 12 0.666667 0.042379 6 0.833333 0.007382
18 5 22 0.511111 0.094327 18 0.600000 0.045707 11 0.755556 0.008916
18 6 28 0.481481 0.089527 24 0.555556 0.047193 16 0.703704 0.009421
18 7 35 0.444444 0.096701 30 0.523810 0.047418 21 0.666667 0.009445
18 8 41 0.430556 0.090496 36 0.500000 0.046988 26 0.638889 0.009233
18 9 48 0.407407 0.095074 42 0.481481 0.046198 31 0.617284 0.008893
18 10 55 0.388889 0.098664 48 0.466667 0.045221 37 0.588889 0.009955
18 11 61 0.383838 0.092197 55 0.444444 0.049392 42 0.575758 0.009388
18 12 68 0.370370 0.094866 61 0.435185 0.047865 47 0.564815 0.008851
18 13 75 0.358974 0.097070 67 0.427350 0.046401 53 0.547009 0.009505
18 14 82 0.349206 0.098905 74 0.412698 0.049436 58 0.539683 0.008925
18 15 88 0.348148 0.092994 80 0.407407 0.047795 64 0.525926 0.009432
18 16 95 0.340278 0.094552 86 0.402778 0.046272 70 0.513889 0.009880
18 17 102 0.333333 0.095895 93 0.392157 0.048652 75 0.509804 0.009265
18 18 109 0.327160 0.097059 99 0.388889 0.047085 81 0.500000 0.009631
19 1
19 2 4 0.789474 0.085714 2 0.894737 0.038095 0 1.000000 0.009524
19 3 10 0.642857 0.087013 7 0.750000 0.040260 3 0.892857 0.009091
19 4 17 0.552632 0.097346 13 0.657895 0.043817 7 0.815789 0.008583
19 5 23 0.510638 0.088368 19 0.595745 0.043902 12 0.744681 0.009270
19 6 30 0.473684 0.092321 25 0.561404 0.042778 17 0.701754 0.009001
19 7 37 0.439394 0.094199 32 0.515152 0.047622 22 0.666667 0.008489
19 8 44 0.421053 0.094915 38 0.500000 0.044792 28 0.631579 0.009436
19 9 51 0.400000 0.094882 45 0.470588 0.047700 33 0.611765 0.008572
19 10 58 0.389474 0.094392 52 0.452632 0.049957 39 0.589474 0.009074
19 11 65 0.375000 0.093614 58 0.442308 0.046502 45 0.567308 0.009429
19 12 72 0.368421 0.092664 65 0.429825 0.048074 51 0.552632 0.009674
19 13 80 0.349594 0.099454 72 0.414634 0.049346 57 0.536585 0.009835
19 14 87 0.345865 0.097861 78 0.413534 0.046065 63 0.526316 0.009935
19 15 94 0.338028 0.096301 85 0.401408 0.047054 69 0.514085 0.009986
19 16 101 0.335526 0.094785 92 0.394737 0.047883 74 0.513158 0.009009
19 17 109 0.322981 0.099827 99 0.385093 0.048578 81 0.496894 0.009991
19 18 116 0.321637 0.098072 106 0.380117 0.049163 87 0.491228 0.009960
19 19 123 0.316667 0.096409 113 0.372222 0.049656 93 0.483333 0.009914
20 1 0 1.000000 0.095238
20 2 4 0.800000 0.077922 2 0.900000 0.034632 0 1.000000 0.008658
20 3 11 0.633333 0.093732 8 0.733333 0.046302 3 0.900000 0.007905
20 4 18 0.550000 0.096932 14 0.650000 0.045360 8 0.800000 0.009976
20 5 25 0.500000 0.096970 20 0.600000 0.042349 13 0.740000 0.009561
20 6 32 0.466667 0.094905 27 0.550000 0.045858 18 0.700000 0.008652
20 7 39 0.442857 0.091932 34 0.514286 0.047798 24 0.657143 0.009315
20 8 47 0.412500 0.099062 41 0.487500 0.048749 30 0.625000 0.009617
20 9 54 0.400000 0.094682 48 0.466667 0.049091 36 0.600000 0.009687
20 10 62 0.380000 0.099577 55 0.450000 0.049031 42 0.580000 0.009616
20 11 69 0.372727 0.094896 62 0.436364 0.048718 48 0.563636 0.009458
20 12 77 0.358333 0.098543 69 0.425000 0.048240 54 0.550000 0.009249
20 13 84 0.353846 0.093978 76 0.415385 0.047661 60 0.538462 0.009012
20 14 92 0.342857 0.096865 83 0.407143 0.047021 67 0.521429 0.009796
Continued on next page
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Table C.6 – continued from previous page
Samples Sizes dis. τ p-value dis. τ p-value dis. τ p-value
20 15 100 0.333333 0.099377 90 0.400000 0.046348 73 0.513333 0.009462
20 16 107 0.331250 0.094950 98 0.387500 0.049370 79 0.506250 0.009140
20 17 115 0.323529 0.097069 105 0.382353 0.048471 86 0.494118 0.009721
20 18 123 0.316667 0.098957 112 0.377778 0.047600 92 0.488889 0.009363
20 19 130 0.315789 0.094835 119 0.373684 0.046761 99 0.478947 0.009856
20 20 138 0.310000 0.096500 127 0.365000 0.049090 105 0.475000 0.009484
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Table C.7: Critical values and Exact p-values at Desired Significance Levels of 0.10.
0.05 and 0.01 for k=3 samples. Concordance coefficient statistic τ
.10 .05 .01
Sample Sizes dis. τ p-value dis. τ p-value dis. τ p-value
2 1 1
2 2 1
2 2 2 0 1.000000 0.066667
3 1 1
3 2 1
3 2 2 1 0.875000 0.085714 0 1.000000 0.028571
3 3 1 0 1.000000 0.042857 0 1.000000 0.042857
3 3 2 2 0.800000 0.085714 1 0.900000 0.032143
3 3 3 3 0.769231 0.064286 2 0.846154 0.028571 0 1.000000 0.003571
4 1 1
4 2 1 0 1.000000 0.057143
4 2 2 1 0.900000 0.042857 1 0.900000 0.042857
4 3 1 1 0.888889 0.064286 0 1.000000 0.021429
4 3 2 3 0.769231 0.077778 2 0.846154 0.038095 0 1.000000 0.004762
4 3 3 5 0.687500 0.090000 3 0.812500 0.025714 1 0.937500 0.004286
4 4 1 2 0.833333 0.060317 1 0.916667 0.028571 0 1.000000 0.009524
4 4 2 4 0.750000 0.060952 3 0.812500 0.032381 1 0.937500 0.005714
4 4 3 7 0.650000 0.095065 5 0.750000 0.035325 3 0.850000 0.009351
4 4 4 9 0.625000 0.086580 7 0.708333 0.036883 4 0.833333 0.006580
5 1 1
5 2 1 1 0.875000 0.095238 0 1.000000 0.035714
5 2 2 2 0.833333 0.058201 1 0.916667 0.023810 0 1.000000 0.007937
5 3 1 2 0.818182 0.075397 1 0.909091 0.035714
5 3 2 4 0.733333 0.072222 3 0.800000 0.038889 1 0.933333 0.007143
5 3 3 6 0.684211 0.070130 5 0.736842 0.041558 2 0.894737 0.005195
5 4 1 4 0.714286 0.098413 2 0.857143 0.031746 0 1.000000 0.004762
5 4 2 6 0.684211 0.079654 5 0.736842 0.049062 2 0.894737 0.006926
5 4 3 9 0.608696 0.098341 7 0.695652 0.042641 4 0.826087 0.008009
5 4 4 11 0.607143 0.079343 9 0.678571 0.037163 6 0.785714 0.008658
5 5 1 5 0.705882 0.077201 4 0.764706 0.047619 1 0.941176 0.006494
5 5 2 8 0.636364 0.084416 6 0.727273 0.035714 3 0.863636 0.006133
5 5 3 11 0.592593 0.089022 9 0.666667 0.042374 5 0.814815 0.005828
5 5 4 14 0.562500 0.089498 12 0.625000 0.047072 8 0.750000 0.009039
5 5 5 17 0.540541 0.088887 14 0.621622 0.036630 10 0.729730 0.008016
6 1 1
6 2 1 1 0.900000 0.063492 0 1.000000 0.023810
6 2 2 3 0.785714 0.066667 2 0.857143 0.034921 0 1.000000 0.004762
6 3 1 3 0.769231 0.083333 2 0.846154 0.045238 0 1.000000 0.007143
6 3 2 5 0.722222 0.067532 4 0.777778 0.039394 1 0.944444 0.003896
6 3 3 8 0.636364 0.087554 6 0.727273 0.035390 3 0.863636 0.005844
6 4 1 5 0.705882 0.089177 3 0.823529 0.032035 1 0.941176 0.007792
6 4 2 8 0.636364 0.096537 6 0.727273 0.041414 3 0.863636 0.007359
6 4 3 11 0.592593 0.099933 9 0.666667 0.048119 5 0.814815 0.006893
6 4 4 14 0.562500 0.099310 11 0.656250 0.036934 7 0.781250 0.006394
6 5 1 7 0.650000 0.094156 5 0.750000 0.040043 2 0.900000 0.007576
6 5 2 10 0.615385 0.087468 8 0.692308 0.041570 4 0.846154 0.005661
6 5 3 13 0.580645 0.081205 11 0.645161 0.041625 7 0.774194 0.007635
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Table C.7 – continued from previous page
Samples Sizes dis. τ p-value dis. τ p-value dis. τ p-value
6 5 4 17 0.540541 0.097296 14 0.621622 0.040721 10 0.729730 0.009238
6 5 5 20 0.523810 0.087370 17 0.595238 0.039446 12 0.714286 0.007222
6 6 1 9 0.625000 0.095571 7 0.708333 0.046287 3 0.875000 0.006660
6 6 2 12 0.600000 0.080039 10 0.666667 0.041173 6 0.800000 0.007588
6 6 3 16 0.555556 0.089258 13 0.638889 0.036473 9 0.750000 0.008044
6 6 4 20 0.523810 0.094960 17 0.595238 0.043424 12 0.714286 0.008249
6 6 5 24 0.500000 0.098268 21 0.562500 0.049106 15 0.687500 0.008321
6 6 6 27 0.500000 0.082204 24 0.555556 0.042636 18 0.666667 0.008323
7 1 1 0 1.000000 0.083333
7 2 1 2 0.818182 0.094444 1 0.909091 0.044444
7 2 2 4 0.750000 0.076768 3 0.812500 0.042424 1 0.937500 0.009091
7 3 1 4 0.733333 0.092424 2 0.866667 0.028788 0 1.000000 0.004545
7 3 2 7 0.650000 0.098737 5 0.750000 0.039394 2 0.900000 0.006061
7 3 3 9 0.640000 0.071270 8 0.680000 0.047669 4 0.840000 0.006294
7 4 1 6 0.684211 0.083333 4 0.789474 0.033333 1 0.947368 0.004545
7 4 2 9 0.640000 0.078788 7 0.720000 0.035664 4 0.840000 0.007692
7 4 3 12 0.600000 0.074026 10 0.666667 0.036680 6 0.800000 0.006061
7 4 4 16 0.555556 0.090541 13 0.638889 0.036572 9 0.750000 0.007779
7 5 1 8 0.652174 0.077506 6 0.739130 0.035354 3 0.869565 0.007770
7 5 2 12 0.586207 0.089494 10 0.655172 0.046481 6 0.793103 0.008658
7 5 3 16 0.542857 0.098957 13 0.628571 0.040904 9 0.742857 0.009108
7 5 4 19 0.536585 0.081531 17 0.585366 0.048012 12 0.707317 0.009257
7 5 5 23 0.510638 0.085929 20 0.574468 0.041698 15 0.680851 0.009291
7 6 1 11 0.592593 0.096820 8 0.703704 0.035881 5 0.814815 0.009907
7 6 2 15 0.558824 0.097303 12 0.647059 0.040593 8 0.764706 0.009135
7 6 3 19 0.525000 0.096083 16 0.600000 0.043746 11 0.725000 0.008244
7 6 4 23 0.510638 0.092608 20 0.574468 0.045458 14 0.702128 0.007419
7 6 5 27 0.490566 0.088632 24 0.547170 0.046362 18 0.660377 0.009231
7 6 6 31 0.483333 0.084562 28 0.533333 0.046592 21 0.650000 0.008248
7 7 1 13 0.580645 0.088462 11 0.645161 0.049728 6 0.806452 0.007653
7 7 2 17 0.552632 0.081371 15 0.605263 0.048067 10 0.736842 0.009368
7 7 3 22 0.511111 0.093660 19 0.577778 0.045940 13 0.711111 0.007505
7 7 4 26 0.500000 0.083679 23 0.557692 0.043172 17 0.673077 0.008389
7 7 5 31 0.474576 0.090678 27 0.542373 0.040628 21 0.644068 0.009101
7 7 6 36 0.454545 0.095828 32 0.515152 0.046525 25 0.621212 0.009656
7 7 7 40 0.452055 0.085655 36 0.506849 0.043267 28 0.616438 0.007945
8 1 1 0 1.000000 0.066667
8 2 1 2 0.846154 0.068687 1 0.923077 0.032323
8 2 2 5 0.722222 0.083502 3 0.833333 0.028283 1 0.944444 0.006061
8 3 1 5 0.705882 0.097980 3 0.823529 0.036364 1 0.941176 0.009091
8 3 2 8 0.652174 0.091064 6 0.739130 0.039627 3 0.869565 0.007615
8 3 3 11 0.607143 0.084582 9 0.678571 0.041026 5 0.821429 0.006394
8 4 1 7 0.681818 0.077389 5 0.772727 0.033877 2 0.909091 0.006216
8 4 2 11 0.607143 0.091553 9 0.678571 0.046309 5 0.821429 0.007681
8 4 3 14 0.588235 0.076546 12 0.647059 0.040884 8 0.764706 0.008560
8 4 4 18 0.550000 0.083417 16 0.600000 0.048629 11 0.725000 0.008991
8 5 1 10 0.615385 0.089355 8 0.692308 0.045732 4 0.846154 0.007881
8 5 2 14 0.575758 0.090768 11 0.666667 0.036408 7 0.787879 0.007489
8 5 3 18 0.538462 0.090415 15 0.615385 0.040041 10 0.743590 0.006990
8 5 4 22 0.521739 0.087620 19 0.586957 0.042130 14 0.695652 0.009212
8 5 5 26 0.500000 0.084260 23 0.557692 0.043404 17 0.673077 0.008280
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Table C.7 – continued from previous page
Samples Sizes dis. τ p-value dis. τ p-value dis. τ p-value
8 6 1 13 0.580645 0.096881 10 0.677419 0.040004 6 0.806452 0.008614
8 6 2 17 0.552632 0.089066 14 0.631579 0.039832 9 0.763158 0.007065
8 6 3 21 0.533333 0.081197 18 0.600000 0.038672 13 0.711111 0.008335
8 6 4 26 0.500000 0.090348 23 0.557692 0.046990 17 0.673077 0.009265
8 6 5 31 0.474576 0.097034 27 0.542373 0.043907 21 0.644068 0.009983
8 6 6 35 0.469697 0.086285 32 0.515152 0.049960 24 0.636364 0.008137
8 7 1 15 0.571429 0.081138 13 0.628571 0.047786 8 0.771429 0.009091
8 7 2 20 0.534884 0.087307 17 0.604651 0.042356 12 0.720930 0.009450
8 7 3 25 0.500000 0.091071 22 0.560000 0.047473 16 0.680000 0.009437
8 7 4 30 0.482759 0.092169 26 0.551724 0.041134 20 0.655172 0.009202
8 7 5 35 0.461538 0.091936 31 0.523077 0.044101 24 0.630769 0.008929
8 7 6 40 0.452055 0.090824 36 0.506849 0.046234 28 0.616438 0.008639
8 7 7 45 0.437500 0.089477 41 0.487500 0.047863 32 0.600000 0.008348
8 8 1 18 0.550000 0.086668 15 0.625000 0.042022 10 0.750000 0.009297
8 8 2 23 0.520833 0.085381 20 0.583333 0.044213 14 0.708333 0.008570
8 8 3 29 0.482143 0.099335 25 0.553571 0.044954 18 0.678571 0.007749
8 8 4 34 0.468750 0.093356 30 0.531250 0.044695 23 0.640625 0.009074
8 8 5 39 0.458333 0.087277 35 0.513889 0.044004 27 0.625000 0.008054
8 8 6 45 0.437500 0.094509 40 0.500000 0.043013 32 0.600000 0.009033
8 8 7 50 0.431818 0.087903 46 0.477273 0.049055 37 0.579545 0.009894
8 8 8 56 0.416667 0.093322 51 0.468750 0.047287 41 0.572917 0.008809
9 1 1 0 1.000000 0.054545
9 2 1 3 0.785714 0.093939 1 0.928571 0.024242 0 1.000000 0.009091
9 2 2 6 0.700000 0.090443 4 0.800000 0.035431 1 0.950000 0.004196
9 3 1 5 0.736842 0.069231 4 0.789474 0.044056 1 0.947368 0.006294
9 3 2 9 0.640000 0.084815 7 0.720000 0.039461 4 0.840000 0.009091
9 3 3 13 0.580645 0.096883 10 0.677419 0.036064 6 0.806452 0.006533
9 4 1 8 0.666667 0.073327 6 0.750000 0.034565 3 0.875000 0.007592
9 4 2 12 0.612903 0.077416 10 0.677419 0.040573 6 0.806452 0.007752
9 4 3 16 0.567568 0.078701 14 0.621622 0.044560 9 0.756757 0.007438
9 4 4 21 0.522727 0.097718 18 0.590909 0.046871 12 0.727273 0.007022
9 5 1 11 0.620690 0.075658 9 0.689655 0.040160 5 0.827586 0.007925
9 5 2 16 0.555556 0.091767 13 0.638889 0.040152 8 0.777778 0.006618
9 5 3 20 0.534884 0.083722 17 0.604651 0.039249 12 0.720930 0.008063
9 5 4 25 0.500000 0.092920 22 0.560000 0.047915 16 0.680000 0.009130
9 5 5 30 0.473684 0.099791 26 0.543860 0.044813 20 0.649123 0.009980
9 6 1 15 0.558824 0.097278 12 0.647059 0.043681 7 0.794118 0.007617
9 6 2 19 0.547619 0.082476 16 0.619048 0.039079 11 0.738095 0.008189
9 6 3 24 0.510204 0.086697 21 0.571429 0.044388 15 0.693878 0.008372
9 6 4 29 0.491228 0.088247 26 0.543860 0.048185 19 0.666667 0.008313
9 6 5 34 0.468750 0.088358 30 0.531250 0.041791 23 0.640625 0.008178
9 6 6 39 0.458333 0.087572 35 0.513889 0.044093 27 0.625000 0.008005
9 7 1 18 0.538462 0.094755 15 0.615385 0.046318 9 0.769231 0.007240
9 7 2 23 0.510638 0.092339 20 0.574468 0.048129 14 0.702128 0.009452
9 7 3 28 0.490909 0.088931 25 0.545455 0.048734 18 0.672727 0.008511
9 7 4 34 0.460317 0.099728 30 0.523810 0.048091 23 0.634921 0.009883
9 7 5 39 0.450704 0.092938 35 0.507042 0.047167 27 0.619718 0.008744
9 7 6 45 0.430380 0.099994 40 0.493671 0.045852 32 0.594937 0.009751
9 7 7 50 0.425287 0.092778 45 0.482759 0.044526 36 0.586207 0.008675
9 8 1 21 0.522727 0.091613 18 0.590909 0.047877 12 0.727273 0.009402
9 8 2 26 0.509434 0.083606 23 0.566038 0.045645 16 0.698113 0.007832
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Table C.7 – continued from previous page
Samples Sizes dis. τ p-value dis. τ p-value dis. τ p-value
9 8 3 32 0.475410 0.090200 28 0.540984 0.042843 21 0.655738 0.008515
9 8 4 38 0.457143 0.094142 34 0.514286 0.047762 26 0.628571 0.008914
9 8 5 44 0.435897 0.096461 39 0.500000 0.043813 31 0.602564 0.009177
9 8 6 50 0.425287 0.097552 45 0.482759 0.047178 36 0.586207 0.009342
9 8 7 56 0.410526 0.098037 51 0.463158 0.049980 41 0.568421 0.009437
9 8 8 62 0.403846 0.098020 56 0.461538 0.045624 46 0.557692 0.009473
9 9 1 24 0.510204 0.089203 21 0.571429 0.049174 14 0.714286 0.008606
9 9 2 30 0.482759 0.091114 26 0.551724 0.043471 19 0.672414 0.008661
9 9 3 36 0.462687 0.091244 32 0.522388 0.046073 24 0.641791 0.008468
9 9 4 42 0.447368 0.089294 38 0.500000 0.047313 29 0.618421 0.008104
9 9 5 49 0.423529 0.099468 44 0.482353 0.048059 35 0.588235 0.009520
9 9 6 55 0.414894 0.095225 50 0.468085 0.048205 40 0.574468 0.008960
9 9 7 61 0.407767 0.091262 56 0.456311 0.048100 45 0.563107 0.008460
9 9 8 68 0.392857 0.097772 62 0.446429 0.047751 51 0.544643 0.009469
9 9 9 74 0.388430 0.093398 68 0.438017 0.047321 56 0.537190 0.008904
10 1 1 0 1.000000 0.045455 0 1.000000 0.045455
10 2 1 3 0.812500 0.072261 2 0.875000 0.039627 0 1.000000 0.006993
10 2 2 7 0.681818 0.095238 5 0.772727 0.041292 2 0.909091 0.007326
10 3 1 6 0.714286 0.074925 5 0.761905 0.049950 2 0.904762 0.009491
10 3 2 10 0.642857 0.079853 8 0.714286 0.039361 4 0.857143 0.006061
10 3 3 14 0.588235 0.082105 12 0.647059 0.044843 7 0.794118 0.006581
10 4 1 10 0.629630 0.094439 8 0.703704 0.049817 4 0.851852 0.009058
10 4 2 14 0.588235 0.087796 12 0.647059 0.049534 7 0.794118 0.007709
10 4 3 18 0.560976 0.080364 16 0.609756 0.047764 11 0.731707 0.009629
10 4 4 23 0.520833 0.090451 20 0.583333 0.045339 14 0.708333 0.007948
10 5 1 13 0.593750 0.085331 11 0.656250 0.048701 6 0.812500 0.007992
10 5 2 18 0.550000 0.092437 15 0.625000 0.043398 10 0.750000 0.008731
10 5 3 23 0.510638 0.096662 20 0.574468 0.049272 14 0.702128 0.009033
10 5 4 28 0.490909 0.097473 24 0.563636 0.042664 18 0.672727 0.009027
10 5 5 33 0.467742 0.096851 29 0.532258 0.045909 22 0.645161 0.008935
10 6 1 17 0.552632 0.096918 14 0.631579 0.046615 9 0.763158 0.009887
10 6 2 22 0.521739 0.095008 19 0.586957 0.048928 13 0.717391 0.009192
10 6 3 27 0.500000 0.091298 24 0.555556 0.049602 17 0.685185 0.008356
10 6 4 32 0.483871 0.086315 29 0.532258 0.049122 22 0.645161 0.009852
10 6 5 38 0.457143 0.095262 34 0.514286 0.048127 26 0.628571 0.008761
10 6 6 43 0.448718 0.088541 39 0.500000 0.046806 31 0.602564 0.009842
10 7 1 20 0.534884 0.087281 17 0.604651 0.044752 11 0.744186 0.008261
10 7 2 26 0.500000 0.096557 22 0.576923 0.042974 16 0.692308 0.009396
10 7 3 31 0.483333 0.086789 28 0.533333 0.049625 20 0.666667 0.007738
10 7 4 37 0.463768 0.090962 33 0.521739 0.045577 25 0.637681 0.008213
10 7 5 43 0.441558 0.093529 39 0.493506 0.049803 30 0.610390 0.008552
10 7 6 49 0.430233 0.094802 44 0.488372 0.045397 35 0.593023 0.008781
10 7 7 55 0.414894 0.095476 50 0.468085 0.048288 40 0.574468 0.008936
10 8 1 24 0.510204 0.095314 20 0.591837 0.042629 14 0.714286 0.009362
10 8 2 30 0.482759 0.097293 26 0.551724 0.046727 19 0.672414 0.009415
10 8 3 36 0.462687 0.096898 32 0.522388 0.049214 24 0.641791 0.009154
10 8 4 42 0.447368 0.094647 37 0.513158 0.042505 29 0.618421 0.008738
10 8 5 48 0.435294 0.091545 43 0.494118 0.043502 34 0.600000 0.008310
10 8 6 54 0.425532 0.088149 49 0.478723 0.043991 40 0.574468 0.009585
10 8 7 61 0.407767 0.095600 55 0.466019 0.044145 45 0.563107 0.009021
10 8 8 67 0.401786 0.091405 61 0.455357 0.044080 50 0.553571 0.008511
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Samples Sizes dis. τ p-value dis. τ p-value dis. τ p-value
10 9 1 27 0.500000 0.086557 24 0.555556 0.049882 16 0.703704 0.007882
10 9 2 34 0.468750 0.097666 30 0.531250 0.049878 22 0.656250 0.009353
10 9 3 40 0.452055 0.091779 36 0.506849 0.048772 27 0.630137 0.008369
10 9 4 47 0.433735 0.097637 42 0.493976 0.046800 33 0.602410 0.009150
10 9 5 53 0.423913 0.089682 48 0.478261 0.044758 39 0.576087 0.009781
10 9 6 60 0.411765 0.092986 55 0.460784 0.048988 44 0.568627 0.008606
10 9 7 67 0.396396 0.095498 61 0.450450 0.046335 50 0.549550 0.009061
10 9 8 74 0.388430 0.097309 68 0.438017 0.049566 56 0.537190 0.009435
10 9 9 81 0.376923 0.098701 74 0.430769 0.046792 62 0.523077 0.009745
10 10 1 31 0.483333 0.092777 27 0.550000 0.047070 19 0.683333 0.008615
10 10 2 38 0.457143 0.097689 33 0.528571 0.044350 25 0.642857 0.009229
10 10 3 45 0.437500 0.099986 40 0.500000 0.048153 31 0.612500 0.009472
10 10 4 51 0.433333 0.088023 46 0.488889 0.043698 37 0.588889 0.009472
10 10 5 59 0.410000 0.098994 53 0.470000 0.045715 43 0.570000 0.009375
10 10 6 66 0.400000 0.097217 60 0.454545 0.047170 49 0.554545 0.009231
10 10 7 73 0.391667 0.095144 67 0.441667 0.048198 55 0.541667 0.009064
10 10 8 80 0.384615 0.092953 74 0.430769 0.048911 61 0.530769 0.008881
10 10 9 88 0.371429 0.099700 81 0.421429 0.049390 68 0.514286 0.009996
10 10 10 95 0.366667 0.096934 88 0.413333 0.049695 74 0.506667 0.009709
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Table C.8: Critical values and Exact p-values at Desired Significance Levels of 0.10.
0.05 and 0.01 for k=4 samples. Concordance coefficient statistic τ
.10 .05 .01
Sample Sizes dis. τ p-value dis. τ p-value dis. τ p-value
2 2 1 1
2 2 2 1 0 1.000000 0.038095 0 1.000000 0.038095
2 2 2 2 2 0.833333 0.095238 1 0.916667 0.038095 0 1.000000 0.009524
3 1 1 1
3 2 1 1 0 1.000000 0.057143
3 2 2 1 1 0.909091 0.050000 0 1.000000 0.014286
3 2 2 2 3 0.800000 0.077778 2 0.866667 0.036508 0 1.000000 0.003175
3 3 1 1 1 0.888889 0.075000 0 1.000000 0.021429
3 3 2 1 3 0.785714 0.097619 2 0.857143 0.046429 0 1.000000 0.004762
3 3 2 2 5 0.722222 0.097143 3 0.833333 0.027619 1 0.944444 0.003810
3 3 3 1 4 0.750000 0.069286 3 0.812500 0.034286 1 0.937500 0.005714
3 3 3 2 7 0.681818 0.096883 5 0.772727 0.034805 3 0.863636 0.008442
3 3 3 3 9 0.640000 0.084091 7 0.720000 0.034221 4 0.840000 0.005325
4 1 1 1
4 2 1 1 1 0.900000 0.085714 0 1.000000 0.028571
4 2 2 1 2 0.857143 0.055556 1 0.928571 0.022222 0 1.000000 0.006349
4 2 2 2 4 0.777778 0.064444 3 0.833333 0.033016 1 0.944444 0.005079
4 3 1 1 2 0.833333 0.076190 1 0.916667 0.033333 0 1.000000 0.009524
4 3 2 1 4 0.764706 0.077619 3 0.823529 0.041429 1 0.941176 0.007143
4 3 2 2 6 0.727273 0.068312 5 0.772727 0.040173 2 0.909091 0.004329
4 3 3 1 6 0.714286 0.081299 5 0.761905 0.048571 2 0.904762 0.005584
4 3 3 2 9 0.653846 0.092309 7 0.730769 0.038615 4 0.846154 0.006342
4 3 3 3 11 0.645161 0.071618 10 0.677419 0.048871 6 0.806452 0.006678
4 4 1 1 3 0.812500 0.060952 2 0.875000 0.032381 0 1.000000 0.003810
4 4 2 1 6 0.714286 0.089004 4 0.809524 0.031169 2 0.904762 0.007100
4 4 2 2 8 0.692308 0.068283 7 0.730769 0.043579 4 0.846154 0.007734
4 4 3 1 8 0.680000 0.078672 6 0.760000 0.030996 4 0.840000 0.009264
4 4 3 2 11 0.645161 0.078326 9 0.709677 0.035791 6 0.806452 0.007792
4 4 3 3 14 0.611111 0.077325 12 0.666667 0.038965 8 0.777778 0.006591
4 4 4 1 11 0.633333 0.095984 9 0.700000 0.045594 5 0.833333 0.005808
4 4 4 2 14 0.611111 0.084038 12 0.666667 0.043035 8 0.777778 0.007570
4 4 4 3 18 0.571429 0.097366 15 0.642857 0.040186 11 0.738095 0.008775
4 4 4 4 21 0.562500 0.083959 19 0.604167 0.049523 14 0.708333 0.009514
5 1 1 1 0 1.000000 0.071429
5 2 1 1 1 0.909091 0.047619 1 0.909091 0.047619
5 2 2 1 3 0.812500 0.058730 2 0.875000 0.028571 0 1.000000 0.003175
5 2 2 2 6 0.714286 0.091631 4 0.809524 0.030592 2 0.904762 0.006638
5 3 1 1 3 0.785714 0.076190 2 0.857143 0.040476 0 1.000000 0.004762
5 3 2 1 5 0.750000 0.065584 4 0.800000 0.037662 2 0.900000 0.008874
5 3 2 2 8 0.680000 0.079221 6 0.760000 0.031025 4 0.840000 0.009235
5 3 3 1 8 0.652174 0.092388 6 0.739130 0.036905 3 0.869565 0.005519
5 3 3 2 11 0.633333 0.089419 9 0.700000 0.041492 6 0.800000 0.009232
5 3 3 3 14 0.588235 0.087484 12 0.647059 0.044634 8 0.764706 0.007746
5 4 1 1 5 0.722222 0.087446 3 0.833333 0.030303 1 0.944444 0.006061
5 4 2 1 8 0.666667 0.099279 6 0.750000 0.041631 3 0.875000 0.006854
5 4 2 2 11 0.633333 0.096947 9 0.700000 0.045865 5 0.833333 0.005972
5 4 3 1 10 0.655172 0.077312 8 0.724138 0.034466 5 0.827586 0.007126
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Table C.8 – continued from previous page
Samples Sizes dis. τ p-value dis. τ p-value dis. τ p-value
5 4 3 2 14 0.600000 0.093723 12 0.657143 0.048620 8 0.771429 0.008841
5 4 3 3 17 0.585366 0.082249 15 0.634146 0.045133 10 0.756098 0.006435
5 4 4 1 13 0.617647 0.082489 11 0.676471 0.041660 7 0.794118 0.006974
5 4 4 2 17 0.585366 0.088025 15 0.634146 0.048942 10 0.756098 0.007269
5 4 4 3 21 0.553191 0.091439 18 0.617021 0.040930 13 0.723404 0.007254
5 4 4 4 25 0.537037 0.091748 22 0.592593 0.044712 17 0.685185 0.009977
5 5 1 1 7 0.666667 0.098966 5 0.761905 0.041126 2 0.904762 0.006854
5 5 2 1 10 0.642857 0.094933 8 0.714286 0.044483 4 0.857143 0.005606
5 5 2 2 13 0.617647 0.083004 11 0.676471 0.041903 7 0.794118 0.007191
5 5 3 1 13 0.593750 0.093169 11 0.656250 0.047627 7 0.781250 0.008432
5 5 3 2 17 0.575000 0.097342 14 0.650000 0.039675 10 0.750000 0.008422
5 5 3 3 20 0.555556 0.078592 18 0.600000 0.045644 13 0.711111 0.008304
5 5 4 1 16 0.589744 0.086815 14 0.641026 0.047844 9 0.769231 0.006849
5 5 4 2 20 0.565217 0.083163 18 0.608696 0.048813 13 0.717391 0.009174
5 5 4 3 25 0.528302 0.099365 22 0.584906 0.048982 16 0.698113 0.007882
5 5 4 4 29 0.516667 0.091307 26 0.566667 0.047580 20 0.666667 0.009275
5 5 5 1 19 0.558140 0.082239 17 0.604651 0.047987 12 0.720930 0.008799
5 5 5 2 24 0.538462 0.091195 21 0.596154 0.044209 16 0.692308 0.009718
5 5 5 3 29 0.500000 0.098583 25 0.568966 0.040931 19 0.672414 0.007511
5 5 5 4 33 0.507463 0.084597 30 0.552239 0.046171 23 0.656716 0.007853
5 5 5 5 38 0.479452 0.088106 34 0.534247 0.041674 27 0.630137 0.008096
6 1 1 1 0 1.000000 0.047619 0 1.000000 0.047619
6 2 1 1 2 0.857143 0.066667 1 0.928571 0.028571 0 1.000000 0.009524
6 2 2 1 4 0.789474 0.060462 3 0.842105 0.032468 1 0.947368 0.006061
6 2 2 2 7 0.708333 0.077201 6 0.750000 0.048485 3 0.875000 0.007504
6 3 1 1 4 0.764706 0.075325 3 0.823529 0.042857 1 0.941176 0.009091
6 3 2 1 7 0.695652 0.088095 5 0.782609 0.033983 3 0.869565 0.009848
6 3 2 2 10 0.655172 0.087568 8 0.724138 0.039494 5 0.827586 0.008225
6 3 3 1 10 0.642857 0.099459 8 0.714286 0.045538 4 0.857143 0.005370
6 3 3 2 13 0.617647 0.085707 11 0.676471 0.043064 7 0.794118 0.007064
6 3 3 3 16 0.600000 0.075737 14 0.650000 0.040621 10 0.750000 0.008509
6 4 1 1 6 0.727273 0.073737 5 0.772727 0.046609 2 0.909091 0.007792
6 4 2 1 9 0.678571 0.074026 7 0.750000 0.032534 4 0.857143 0.006460
6 4 2 2 13 0.617647 0.092254 11 0.676471 0.047099 7 0.794118 0.008249
6 4 3 1 12 0.636364 0.074599 10 0.696970 0.036371 7 0.787879 0.009576
6 4 3 2 16 0.600000 0.080891 14 0.650000 0.043967 10 0.750000 0.009549
6 4 3 3 20 0.565217 0.085039 18 0.608696 0.049821 13 0.717391 0.009305
6 4 4 1 16 0.589744 0.094578 13 0.666667 0.037925 9 0.769231 0.007777
6 4 4 2 20 0.565217 0.090522 17 0.630435 0.040149 12 0.739130 0.006927
6 4 4 3 24 0.547170 0.085709 21 0.603774 0.040995 16 0.698113 0.008781
6 4 4 4 29 0.516667 0.097941 25 0.583333 0.040644 19 0.683333 0.007460
6 5 1 1 8 0.680000 0.073704 7 0.720000 0.049728 3 0.880000 0.006494
6 5 2 1 12 0.625000 0.089767 10 0.687500 0.045692 6 0.812500 0.007992
6 5 2 2 16 0.589744 0.095524 13 0.666667 0.038420 9 0.769231 0.008052
6 5 3 1 15 0.605263 0.079615 13 0.657895 0.042893 9 0.763158 0.009229
6 5 3 2 20 0.555556 0.098821 17 0.622222 0.044475 12 0.733333 0.007945
6 5 3 3 24 0.538462 0.093325 21 0.596154 0.045191 16 0.692308 0.009911
6 5 4 1 19 0.568182 0.088703 16 0.636364 0.038969 12 0.727273 0.009856
6 5 4 2 24 0.538462 0.098090 21 0.596154 0.048090 15 0.711538 0.007604
6 5 4 3 28 0.525424 0.085898 25 0.576271 0.044131 19 0.677966 0.008293
6 5 4 4 33 0.507463 0.090101 30 0.552239 0.049583 23 0.656716 0.008625
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Samples Sizes dis. τ p-value dis. τ p-value dis. τ p-value
6 5 5 1 23 0.540000 0.096573 20 0.600000 0.047042 14 0.720000 0.007284
6 5 5 2 28 0.517241 0.097004 24 0.586207 0.040080 18 0.689655 0.007270
6 5 5 3 33 0.500000 0.096429 29 0.560606 0.043157 23 0.651515 0.009514
6 5 5 4 38 0.486486 0.093108 34 0.540541 0.044474 27 0.635135 0.008812
6 5 5 5 43 0.475610 0.090015 39 0.524390 0.045390 31 0.621951 0.008195
6 6 1 1 11 0.633333 0.097617 8 0.733333 0.034775 5 0.833333 0.009134
6 6 2 1 14 0.621622 0.076902 12 0.675676 0.041463 8 0.783784 0.008910
6 6 2 2 19 0.568182 0.097046 16 0.636364 0.043344 11 0.750000 0.007713
6 6 3 1 18 0.581395 0.081966 16 0.627907 0.047471 11 0.744186 0.008665
6 6 3 2 23 0.549020 0.091718 20 0.607843 0.044161 15 0.705882 0.009600
6 6 3 3 28 0.517241 0.099031 24 0.586207 0.040890 18 0.689655 0.007417
6 6 4 1 22 0.560000 0.082630 19 0.620000 0.038997 14 0.720000 0.008129
6 6 4 2 27 0.534483 0.084812 24 0.586207 0.043401 18 0.689655 0.008070
6 6 4 3 32 0.515152 0.085020 29 0.560606 0.046268 22 0.666667 0.007791
6 6 4 4 38 0.486486 0.098717 34 0.540541 0.047595 27 0.635135 0.009613
6 6 5 1 26 0.535714 0.082947 23 0.589286 0.042216 17 0.696429 0.007727
6 6 5 2 32 0.507692 0.095002 28 0.569231 0.042368 22 0.661538 0.009272
6 6 5 3 37 0.493151 0.088417 33 0.547945 0.041732 26 0.643836 0.008054
6 6 5 4 43 0.475610 0.094851 39 0.524390 0.048227 31 0.621951 0.008874
6 6 5 5 48 0.466667 0.086446 44 0.511111 0.045656 36 0.600000 0.009533
6 6 6 1 31 0.507936 0.098636 27 0.571429 0.044191 21 0.666667 0.009750
6 6 6 2 36 0.500000 0.087213 32 0.555556 0.041053 25 0.652778 0.007871
6 6 6 3 42 0.481481 0.090321 38 0.530864 0.045479 30 0.629630 0.008168
6 6 6 4 48 0.466667 0.090941 44 0.511111 0.048376 35 0.611111 0.008207
6 6 6 5 54 0.454545 0.090669 49 0.505051 0.043100 40 0.595960 0.008145
6 6 6 6 60 0.444444 0.089781 55 0.490741 0.044896 46 0.574074 0.009741
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