We analyze the problem of strong coordination over a multi-hop line network in which the node initiating the coordination is a terminal network node. We assume that each node has access to a certain amount of randomness that is local to the node, and that the nodes share some common randomness, which are used together with explicit hop-by-hop communication to achieve strong coordination. We derive the trade-offs among the required rates of communication on the network links, the rates of local randomness available to network nodes, and the rate of common randomness to realize strong coordination. We present an achievable coding scheme built using multiple layers of channel resolvability codes, and establish several settings in which this scheme is proven to offer the best possible trade-offs.
of the network nodes, a statistician cannot determine (with significant confidence) as to whether the actions were generated by a jointly correlated source or from a coordination scheme. A compendious introduction to the fundamental limits and optimal coding strategies for empirical and strong coordination in many canonical networks (e.g., one-hop, broadcast, relay networks) can be found in [3] . However, the majority of the networks considered therein comprised of two or and three terminals. The limits and means of the empirical coordination of a discrete memoryless source with a receiver connected by a point-to-point noisy channel was explored in [17] [18] [19] . The effects of causality of encoding and channel feedback were investigated in [19] , and the benefits of channel state information available acausally at the encoder was explored in [17] , [18] .
Coordination over the more general three-terminal setting in the presence of a relay was considered in [20] [21] [22] . Inner and outer bounds of the required rates of communication for coordination were derived in [20] , [21] . Note that [20] focuses on strong coordination and only one-way communication, whereas [21] focuses on strong coordination and two-way communication with actions required only at the end terminals (and not at the relay). Inner and outer bounds for the required rates of communication for coordination over a noiseless triangular network with relay was studied in [22] . The fundamental limits and optimal schemes for empirical coordination with implicit communication over multiple-access channels with state were explored in [23] , [24] .
In this work, we quantify the network resources required for achieving strong correlation in multi-hop line networks. By network resources, we mean three quantities required for establishing strong coordination: (a) the rates of hop-by-hop communication between network nodes; (b) the rate of randomness locally available to each node; and (c) the required rate of common randomness shared by all network nodes. This problem is closely related to those considered in [20] , [25] , [26] . In [26] , the strong coordination rate region for two-and multi-hop line networks is characterized under the secrecy constraint that an eavesdropper does not additionally learn anything about the joint statistics of the actions even when they observe the communication on the network links. This work does not consider this additional secrecy requirement. It presents a general achievability scheme that is proven to be optimal in the following cases:
• when there is sufficient common randomness shared by all the nodes in the network;
• when the intermediate nodes operate in a functional regime in which intermediate-node processing is a deterministic function of the incoming messages and the common randomness alone; and • when common randomness is absent, and the actions form a Markov chain that is aligned with the network topology. The remainder of this work is organized as follows. Section II presents the notation used in this work. Section III presents the formal definition of the strong coordination problem, and Section IV presents the main results of this work. Finally, this work is concluded in Section V followed by appendices containing proofs of relevant results in Section IV and some ancillary results.
II. NOTATION
For m, n ∈ N with m < n, m, n {m, m + 1, . . . , n}. Uppercase letters (e.g., X, Y ) denote random variables (RVs), and the respective script versions (e.g., X , Y) denote their alphabets. In this work, all alphabets are assumed to be finite. Lowercase letters denote the realizations of random variables (e.g., x, y). Superscripts indicate the length of vectors. Single subscripts always indicate the node indices. In case of double subscripts, the first indicates the node index, and the next indicates the component (i.e., time) index. Given a finite set S, unif(S) denotes the uniform probability mass function (pmf) on the set. Given a pmf p X , supp(p X ) indicates the support of p X , and T n ε [p X ] denotes the set of all ε-letter typical sequences of length n [27] . Given two pmfs p and q on the same alphabet X , with supp(q) ⊆ supp(p), D KL (p||q) = x p(x) log p(x) q(x) . Given an event E, P(E) denotes the probability of occurrence of the event E. The expectation operator is denoted by E[·]. Lastly, p ⊗n X1···Xk denotes the pmf of n i.i.d. random k-tuples, with each k-tuple correlated according to pmf p X1···Xk .
III. PROBLEM DEFINITION
The line coordination problem is a multi-hop extension of the one studied in [25] , and is depicted in Fig. 1 . For the sake of completeness, the problem is formally defined here.
A line network consisting of h nodes (Nodes 1, . . . , h) and h−1 links (modeled as noiseless bit pipes) that connect Node i with Node i + 1, 1 ≤ i < h is given. Node 1 is specified an action sequence {X 1,i } i∈N , an i.i.d process with each X 1,i distributed over a finite set X 1 according to pmf Q X1 . Nodes are assumed to possess local randomness, as well as common randomness shared by all h nodes to enable strong coordination using block codes. A block code of length n uses n symbols of the specified action (i.e., X n 1 ), and common and local randomness to generate actionsX n i at Nodes i, i > 2 satisfying the following condition: the joint statistics of actions (X n 1 ,X n 2 , . . . ,X n h ) and those of n symbols output by a given discrete memoryless source Q ⊗n X1···Xh are nearly indistinguishable under the variational distance metric. The overall aim is to characterize the required rates of communication messages and randomness (both common and local) to achieve such strong coordination. The following definitions are now in order.
Definition 1: Given joint pmf Q X1···Xh and ε > 0, a strong coordination ε-code of length n at a rate tuple (R c , R 1 , . . . , R h−1 , ρ 1 , . . . , ρ h ) ∈ R + 2h is a collection of h + 1 independent and uniform random variables (M c , M L1 , . . . , M Lh ), h − 1 message-generating functions ψ 1 , . . . , ψ h−1 , and h − 1 action-generating functions φ 2 , . . . , φ h such that:
• Randomness constraints:
[Local] M Li ∼ unif( 1, 2 nρi ), i = 1, . . . , h.
• Message-generation and action-generation constraints:
• Strong coordination constraint:
where
is the conditional pmf of the actions generated at Nodes 2, . . . , h that is induced by the code. Definition 2: A tuple R (R c , R 1 , ..., R h−1 , ρ 1 , ..., ρ h ) ∈ R + 2h is said to be achievable for strong coordination of actions according to Q X1···Xh if for any ε > 0, there exists a strong coordination ε-code of some length n ∈ N at R. Further, the 2h-dimensional strong coordination capacity region is defined as the closure of the set of all achievable rate vectors. One straightforward observation is that if H(X 2 , . . . X h |X 1 ) = 0, i.e., X 2 , . . . , X h are (deterministic) functions of X 1 , then there is no need for local or common randomness, and the strong coordination problem becomes purely a communication problem with the following rate region.
Remark 1: If H(X 2 , . . . , X h |X 1 ) = 0, then (R c , R 1 , . . . , R h−1 , ρ 1 , . . . , ρ h ) ∈ R + 2h is achievable iff R ≥ H(X +1 , . . . , X h ), = 1, . . . , h − 1
So without loss of generality, we may assume for the rest of this work that the above remark does not apply to the given pmf Q X1,X2,...,Xh . Before we proceed to the results, we introduce three possible modes of operation for intermediate nodes. These three modes highlighted in Fig. 2 vary depending on the message generation at each intermediate node, and are as follows.
• In the functional mode given in Fig. 2 (a) , the outgoing message at each intermediate node is generated from the incoming message and common randomness, i.e., the local randomness at an intermediate node is used only to generate the action corresponding to the node. • In the action-dependent mode given in Fig. 2 (b) , the intermediate node uses the incoming message, and local and common randomness to generate the node's action. The outgoing message is then generated using the incoming message, common randomness, and the generated action. Hence, in this mode, local randomness at a node can affect the next-hop message only through the generated action; and finally, • In the unrestricted mode given in Fig. 2 (c) , both the action and the next-hop message generated at an intermediate node depend on the incoming message, and local and common randomness. In theory, the set of rate vectors achievable using the unrestricted mode is a superset of those achievable using the action-dependent mode, which is in turn a superset of those achievable by the functional mode. Further, these inclusions are, in general, strict (see the discussion at the end of Section IV). Before we present the achievable coding scheme for strong coordination, we present the following lemmas, which characterize the rate-transfer arguments to the problem at hand.
Lemma 1: If strong coordination is achievable under the unrestricted mode of operation using a common randomness rate R c , local randomness rates (ρ 1 , . . . , ρ h ) and communication rates (R 1 , . . . , R h−1 ), then: A. For any 1 ≤ ≤ h and δ ≤ ρ , strong coordination is also achievable under the unrestrictive mode of operation using a common randomness rate R c + δ, local randomness rates (ρ 1 , . . . , ρ −1 , ρ − δ, ρ +1 , . . . , ρ h ) and communication rates (R 1 , . . . , R h−1 ); and B. For any 1 < ≤ h and δ ≤ ρ , strong coordination is also achievable under the unrestrictive mode of operation using a common randomness rate R c , local randomness rates (ρ 1 , . . . , ρ −1 + δ, ρ − δ, ρ +1 , . . . , ρ h ) and communication rates (R 1 , . . . , R −2 , R −1 + δ, R , . . . , R h−1 ). Proof: The first rate-transfer argument follows from the fact that local randomness rate at any node can be transferred onto common randomness rate, because a part of common randomness can always be used by precisely one node in the network to boost its local randomness. The second rate transfer follows from that fact that unused/excess local randomness at a node can be transmitted to the next-hop node to boost its local randomness when intermediate nodes operate in the unrestricted mode.
Lemma 2: If strong coordination is achievable in the action-dependent (or functional) mode of operation using a common randomness rate R c , local randomness rates (ρ 1 , . . . , ρ h ) and communication rates (R 1 , . . . , R h−1 ), then: A. For any 1 ≤ ≤ h and δ ≤ ρ , strong coordination is also achievable under the action-dependent (or functional) mode of operation using a common randomness rate R c + δ, local randomness rates (ρ 1 , . . . , ρ −1 , ρ − δ, ρ +1 , . . . , ρ h ) and communication rates (R 1 , . . . , R h−1 ); and B. For any 1 < ≤ h and δ ≤ ρ , strong coordination is also achievable under the action-dependent (or functional) mode of operation using a common randomness rate R c , local randomness rates (ρ 1 + δ, . . . , ρ −1 , ρ − δ, ρ +1 , . . . , ρ h ) and communication rates (R 1 + δ, R 1 + δ, . . . , R −1 + δ, R , . . . , R h−1 ). Proof: The first rate-transfer argument follows from the same argument as that for the first rate-transfer argument in Lemma 1. The second rate transfer follows from that fact that unused/excess local randomness at the first node can be transmitted to any other node to boost its local randomness. Note that intermediate nodes cannot forward unused/excess local randomness to nodes down the line when operating in the functional or action-dependent mode.
IV. RESULTS
We first begin with the inner bound and then present specific settings for which we derive matching outer bounds. Throughout this work, we do not explicitly determine the cardinalities of the auxiliary RV alphabets. The cardinalities can bounded using Carathéodory's theorem [28] .
A. Inner Bound: An Achievable Scheme
The approach for the design of strong coordination codes combines ideas from channel resolvability codes [3] , [10] , [16] and channel synthesis [13] . In order to design a strong coordination code, we look at an allied problem of generating h actionsX n 1 , . . . ,X n h from uniform and independent random variables (a.k.a. indices) such that the joint pmf of the generated actions QX n 1 ···X n h satisfies:
The approach in this work is the design of the strong coordination code using channel resolvability codes, and has three major tasks as described below.
• Task 1: The first task is to devise a scheme to generate the h sources, which is termed as the allied actiongeneration problem. To do so, first, a suitable structure of auxiliary RVs is chosen, and a codebook structure based on the chosen auxiliary RV structure is constructed. Independent and uniformly distributed indices are used to select the codewords from the codebook, and appropriate test channels are used to generate the h actions satisfying the above strong coordination requirement. Note that the auxiliary RV and codebook structure, and the corresponding test channels must be such that actions are generated in a distributed fashion.
• Task 2: The next task is to assign subsets of indices as common randomness, local randomness at each node, and messages to be communicated between nodes.
• Task 3: The last task is to then invert the operation at Node 1, which transforms the operation of generating the action at Node 1 to generating the messages intended of communication from the specified action. An illustration of the three steps for the three-node setting is given in Fig. 3 . Note that much of the detail presented therein such as the exact structure and form of the auxiliary RVs, test channels and the assignments to the network resources (communication, local randomness and common randomness rates) will be presented in due course. Note that in the figure X → Y indicates that the RV X is associated as a part of the RV Y , and hence a part of Y is used to realize X. As of now, the figure is only intended to indicate the overall procedure. However, we will repeatedly refer back to this figure (and the tasks) as we develop various technical aspects of the strong coordination scheme. Let us now proceed with the details of this scheme.
1) Choice of Auxiliary Random Variables (Task 1): We use n 2 + 2h − 2 auxiliary RVs in a specific way to generate the h actions in the allied problem. For an illustration of the auxiliary RV structure for h = 3 for the allied action-generation problem, the reader is directed to Fig. 4 .The details of this auxiliary RV structure is as follows:
• There are three different groups of Auxiliary RVs collectively indicated by the letters A, B, and C. There are h 2 random variables {A i,j : 1 ≤ i < j ≤ h}, h − 1 random variables {B i,i+1 : 1 ≤ i < h}, and h − 1 random variables {C i : 1 ≤ i ≤ h}.
• For 1 ≤ i < j ≤ h, auxiliary RV A i,j represents message generated at Node i intended for Node j and hence can be used by Nodes i, i + 1, . . . , j. • For each 1 ≤ i < j ≤ h, we impose the following Markov chain.
where we let
Note that A Φ(i,j) represent messages that are generated by nodes prior to Node i and are intended for nodes situated after Node j. Hence, each Node k, i ≤ k ≤ j, plays a role in communicating A Φ(i,j) to their intended nodes, Nodes i, . . . , j will have access to the codewords corresponding to A Φ(i,j) . Hence, we can allow arbitrary correlation between A i,j and A Φ(i,j) . For each (i , j ) / ∈ Φ(i, j) Φ(i, j) ∪ {(i, j)}, there is at least one k such that i ≤ k ≤ j and Node k does not have access to A i ,j . Hence, only those joint pmfs that satisfy these Markov chains are amenable for constructing codebooks. Fig. 4 presents an illustration of A Φ(1,2) and A Φ(2,3) when h = 3 and h = 4, respectively. In the figure, the subset of auxiliary RVs that are connected C3  C2   A1,2   A1,3   A2,3   B2,3  B1,2 Codewords-to-source Test Channels Codewords Independent, Uniform Indices
Task 2: Associate indices with resource parameters
Task 3: Invert operation at Node 1
Task 1: Scheme for allied action-generation problem A1,4
A¯ (2, 3) A (2) h = 3 auxiliary RV structure to each auxiliary RV A i,j collectively form A Φ(i,j) . Further, (8) also implies that for any 1 ≤ i < j ≤ h and
Pictorially, what this condition translates to is that two auxiliary RVs A i,j and A i ,j are conditionally independent given the subset of all auxiliary RVs that are connected to both of them.
• For each i = 1, . . . , h − 1, auxiliary RV B i,i+1 is generated by Node i using all its available messages and is intended for Node i + 1 one hop away. At a first glance, it may seem that A i,i+1 and B i,i+1 play the same role, and hence only one of them need to be present. However, this is not true and Example 1 below sheds light on why these auxiliary RVs play distinct roles. As will become clear at the end of this section, in the allied action-generation problem, random variables {A i,j : 1 ≤ i < j ≤ h} are determined prior to the generation of any action sequence, i.e.,X n 2 , . . . ,X n h .
However, for each 1 ≤ i < h, B i,i+1 will be identified after the actionX n i is generated. This will become evident as we describe the joint pmf of the actions and the auxiliary RVs, and the order of codebook generation.
• Lastly, the h − 1 auxiliary RVs {C 2 , . . . , C h } are introduced to quantify the use of local randomness required at each node in the network. The messages corresponding to the codewords of these auxiliary RVs are not communicated between nodes. Now that we have loosely defined the roles of the auxiliary RVs, we define the joint pmf of the actions and auxiliary RVs Q A1,2,...,Ah−1,h,B1,2,...,Bh−1,h,C2,...,Ch,X1,...Xh that we aim to emulate to be
where Q A1,2,...,Ah−1,h satisfies the conditions described by (8) . In the above equation,
Note that A Φ(i,j) is exactly the set of all A-auxiliary RVs that Nodes i, . . . , j have access to, and A Ψ(i) represents all the auxiliary RVs that are generated in Nodes 1, . . . , i that are intended for Nodes i, . . . , h. An illustration of Φ(1, 2), Φ(1, 2), Ψ(2) for h = 3 and Φ(2, 3), Φ(2, 3), Ψ(3) for h = 4 can be found in Fig. 4 . Note that the choice of the auxiliary RVs in (12) must be such that
We would like to remark that ideally, it is preferable that there be only one RV per hop that encapsulates the role of the message that is conveyed on a hop. However, we do not have the necessary tools to establish that, and the joint pmf in (12) is the most general structure of RVs for which we are able to develop an achievable scheme.
Here's an example to illustrate the difference between A i,i+1 and B i,i+1 in this joint pmf. Example 1: Let h = 3. Suppose that we build a scheme with auxiliary RVs A 1,2 , A 1,3 , A 2,3 , i..e, we set B 1,2 and B 2,3 as constant RVs. Then the joint pmf that we can emulate is given by
Since we have A 1,2 ↔ A 1,3 ↔ A 2,3 we see that the joint pmf can be rearranged as
In other words, we have I(X 1 ; X 3 |A 1,3 ) = 0. Therefore, when B 1,2 and B 2,3 are set as constant RVs, X 1 and X 3 must be conditionally independent given A 1,3 , which is a restriction on the choice of A 1,3 . Now, consider the case that A 1,2 and A 2,3 are constant RVs. Then the joint pmf that we can emulate is given by
It can be seen that when A 1,2 and A 2,3 are constant RVs,
) allows for different choices for A 1,3 , which in turn could potentially translate into different resource requirements. While the above example illustrates the difference, a discussion on the need for the B auxiliary RVs is presented at the end of this work in Section IV-D. Note that we eventually require that the actions be generated in a distributed fashion at various network nodes. This requirement is incorporated into the structure of the joint pmf of (12) via the following conditional independence property.
Remark 2: For any joint pmf of (12), we have for i = 1, . . . , h:
Further, for j = 1, . . . , h − 1,
Thus, if we provide each Node i with an instance of auxiliary RVs (A Ψ(i) , B i−1,i , B i,i+1 ) that are jointly correlated according to the marginal derived from (12), then we can generate actions (X 1 , . . . , X h ) in a distributed fashion. We now present the precise codebook structure and construction that we use to emulate (12) .
2) Codebook Construction (Task 1): Since we have to develop codebooks that incorporate the specific structure of auxiliary RVs, we use the following ordering of pairs of indices to construct the codebooks. We define for i < j, i < j and (i, j) = (i , j ), the following relation to define the codebooks in Fig. 4 .
This relation induces the following total ordering on the pairs of node indices.
(
The codebooks are constructed using the above order starting from the leftmost index pair. To define the codebooks, we define the rates for each codewords as in Table I . Notice that we assign two rates for each of the codebooks for A-and B-auxiliary RVs and only one for the C-codebook. For each of the A-and B-auxiliary RV codebooks, one of the rates (with the superscript +) will correspond to communicated messages, and the other (with the superscript −), will not. The rates corresponding to the superscript − will eventually be interpreted as common randomness. 
Let us introduce this last set of notation to make our description easier to follow.
We now proceed to discuss the exact steps in the codebook construction.
) randomly using Q A1,h . A2 For each 1 ≤ i < j ≤ h and 1 ≤ i < j ≤ h such that (i, j) (i , j ), the codebook for A i,j is constructed before the codebook for A i ,j . By design, the codebook for A i ,j is constructed after the codebooks for A i ,j ,
) randomly using Q Ai,j|AΦ(i,j) , and previously chosen A
). 
). An illustration of the structure of the codebooks for h = 3 is given in Fig. 5 , where an incoming arrow indicates that a codebook is constructed conditionally on all the codewords of the codebooks from which there are incoming arrows. For example, the codebook for For the sake of simplicity, we introduce the following notation.
The following example (as well as Fig. 5 ) presents an illustration of the above notation. Example 2: For h = 3, the above notation translates to the following.
Note that we have so far neither specified the rates µ
, and λ i in the above description, nor have we described how the codewords are going to be selected for generating the actions. In the following, we will identify the required rates so that appropriate channel resolvability code design techniques can be employed to generate the actions.
3) Identifying Codebook Rates (Task 1): In order to identify the rates for the various codebooks, let us divide the allied action-generation problem into h subproblems whose solutions will be pieced together to form a solution for the allied action-generation problem. Consider h subproblems illustrated in Fig. 6 , and formally defined below. Definition 3: Problem 1 pertains to characterization of the rates required for codebooks corresponding to auxiliary RVs A 1,2 , . . . , A h−1,h . Let for a given realization of the codebooks for {A i,j : 1 ≤ i < j ≤ h},
denote the pmf of the output (X n 1 , . . . ,X n h ) from the channel Q X1···Xh|A1,2···Ah−1,h when the codewords are selected uniformly randomly. Note that the expectation in (38) is only over the uniform selection of the codewords for a given realization of the codebook. Problem 1 aims to derive conditions on (µ
is the conditional pmf ofX n 1 given M − =m − , and equals
Note that Problem 1 relates to only A-codebooks, and poses two constraints:
• the constraint in (40) requires that the outputs be statistically indistinguishable from the outputs of DMS Q X1···Xh , which is a natural constraint to impose for we would like to eventually translate a solution for the allied action-generation problem to one for the strong coordination problem; and • the constraint in (41), though may seem unintuitive at the moment, is essential in translating the solution of the allied action-generation problem to one for the strong coordination problem. This constraint ensures that
Later in this section, the scheme for strong coordination will equate M − with the randomness common to all nodes, and since common randomness and the specified action are independent of one another, we must impose this constraint explicitly while designing the codebooks.
The following result provides a sufficient condition on the rates of the A-codebooks to meet the two constraints of Problem 1 given in (40) and (41).
Theorem 1: Suppose that the auxiliary RV codebooks are constructed using Steps A1-A5.
and (41) is met provided for each S ⊆ F such that
Proof: See Appendix A. While at first glance, it seems that 2 h 2 rate conditions need to be met for Problem 1, as illustrated below, many equations can be redundant.
Remark 3: Consider the three hop-setting, i.e., h = 4. In this setting, the rate constraints imposed by (43) for
Note that the last is the only non-trivial constraint, since the first three constraints are implied by it. A simple application of Pinsker's and Jensen inequalities to (40) yields the following result. Remark 4: When the rate constraints given by (43) are met, we also have
where the expectation operator is over only the codebooks for A i,j 's. Thus, by choosing the rates of the codebooks for A i,j 's satisfying the constraints of Theorem 1, we are guaranteed the existence of codebooks with which we can generate the h actions. At this point, it might seem that we are done with the generation of the h actions, and can proceed with identifying the indices used for codeword selection with the appropriate resources, and inverting the operation at Node 1. However, this is not the case since we have to devise a scheme that generates the actions in a distributed fashion (cf. Task 1 of Section IV, and Fig. 3 ). We do not yet have distributed generation of actions, i.e., the channel in Problem 1 of Fig. 6 does not decompose into h parallel channels, since
In order to decompose the channel Q X1,...,Xh|A into parallel channels, we need to use the B and C codebooks, and we do that via the following h − 1 subproblems.
Definition 4: For i = 2, . . . h, Problem i pertains to the characterization of the rates corresponding to the codebooks for auxiliary RVs B 1,2 , . . . , B h−1,h and C 2 , . . . , C h . Let for a given realization of all the codebooks, i ∈ {2, . . . , h}, and
denote the pmf of outputs (X n i−1 ,X n i ) conditioned on A n = A n (m ± ) (i.e., when averaged over B i−1,i and C i codewords corresponding to M ± = m ± alone). Here, Q ⊗n Xi−1Xi|A (·|A n (m)) is computed using the design p.m.f chosen in (12) , and the realized codeword A n (m ± ). Similarly, for i ∈ {2, . . . , h}, m
and k
denote the conditional pmf
e., when averaged over B i−1,i and C i codewords corresponding to M ± = m ± and K
Note that from (12), for i = 2, . . . , h, X i−1 is conditionally independent of C i given A, B i−1 . Hence, we also have the following:
For i = 2, . . . , h, Problem i aims to derive conditions on κ
Just like Problem 1, Problem i, i = 2, . . . , h, also poses two constraints, each of which is similar to the corresponding constraint in Problem 1.
• The first constraint enables us to approximate the conditional pmfs that appear within the product in (39) by conditional pmfs in (52) derived from outputs of suitable channel resolvability codes.
• The second constraint ensures for each m ± the actionX n i−1 generated by averaging over the B i−1,i and C i codebooks is nearly independent of K − i−1 . Again, the need for this constraint will be manifest when we transform the scheme for the allied action-generation problem into a scheme for strong coordination, at which time, we will view K − i−1 as a part of randomness common to all the nodes. The following result characterizes sufficient conditions on the codebook rates for (55) and (56) to hold.
Theorem 2: Fix i ∈ {2, . . . , h}. Suppose that the auxiliary RV codebooks are constructed using A1-A5. Then, (55) is met provided the rates are chosen such that:
and (56) is met provided:
Proof: See Appendix B. Analogous to Remark 4, an application of Pinsker's and Jensen inequalities to (55) yields the following.
Remark 5: When the rate constraints (57)-(58) are met for each i = 2, . . . , h, we are guaranteed that
is defined in (52), and the outer E operator operates only over the codebooks for the auxiliary RVs A 1,2 , . . . , A h−1,h . We are now ready to combine together the solutions for the h problems to obtain a code for generating the h sources from the auxiliary RVs via their codebooks.
4) A Solution for the Allied Action-generation Problem (Task 1): Before we present the exact coding strategy, we first make use of the following result that enables replacing ideal conditional pmfs in the product term of (50) with those obtained from channel resolvability codes using the solutions to Problem i, i = 2, . . . , h.
Lemma 3: For the random codebook construction given in A1-A5, if the rate constraints given in Theorems 1 and 2 are met, then, in addition to (41), (50), (56), and (60), the following also holds.
Proof: See Appendix C. Let us take a closer look at the subtracted term with the summation in (61). Suppose that the codebooks for the auxiliary RVs are constructed according to A1-A5.
be used to select codewords for A 1,2 , . . . , A h−1,h from the codebooks. Then, the following observations hold.
•
Hence, even though we use the channel Q X1|A , it is effectively Q X1|A1,2,...,A1,h , and hence it is only the codewords
denote this joint pmf. Note that by the setup of Problem j (also see Fig. 6 ), we have
is exactly the joint pmf of actions at Nodes 1 and 2 obtained by:
(a) setting the action for Node 1 as the channel output when A n (m ± ) is fed into the channel Q X1|A ; (b) by generating an instance of K − 1 ∼ unif(K − 1 ) independently and using Node 1's action, the realized M ± , and the generated K
; and finally (c) by generating an instance of L 2 ∼ unif(L 2 ) independently, and then generating Node 2's action using the indices, and the conditional pmf Q
induced by Problem 2. Thus,
Since Problem j, j > 2 is similar in setup to Problem 2, we can also see that for j = 3, . . . , h,
• Piecing together the h − 1 conditional pmfs, we see that
is the joint pmf of the h actions that are generated when the first node's action is generated as described above, and all subsequent nodes use a procedure similar to above description for the second node but with the conditional pmfs derived from the corresponding problems. Lastly, Lemma 3 presents the conditions for the joint pmf of the actions generated by the above scheme to be close to the target pmf, leading us to the following scheme for the allied action-generation problem. B1 Pick an auxiliary RV pmf meeting (12) with the additional choice that
, and {λ i : 1 < i ≤ h} satisfy (43), (44), and (57)-(59). B2 Generate codebooks for {A i,j : 1 ≤ i < j ≤ h}, {B i,i+1 : 1 ≤ i < h} and {C i : 1 < i ≤ h} using Steps A1-A5.
be the joint pmf induced by codebooks and actions induced by
1 be the output of the channel Q X1|A when the input to the channel is A n (m ± ). Letx n 1 be the realization
we repeat the following three steps in the given order.
) independently and let k − i be its realization. Generate an instance k
). The following observations concerning the above scheme are now in order.
• Codewords for {A i,j : 1 ≤ i < j ≤ h} are selected prior to the generation of any action, and in specific, the codewords for {A i,i+1 : 1 ≤ i < h} are selected prior to the generation of the h sources. However, the index and thereby the codeword for B i,i+1 are selected after X n i is generated. This allows auxiliary RVs B i,i+1 and A i,i+1 to play distinct roles. The discussion at the end of Section IV-C sheds more light on the need for B i,i+1 .
• Selecting K − i independent of the realization ofX n i at Step B7 is possible only because of the fact that we have ensured that (56) holds by choosing rates that meet (59).
• RVs M ± , {K
together can possibly be dependent. This joint pmf is defined implicitly by the selection at Step B7. We are now ready to state the achievable scheme for strong coordination using the scheme in B1-B9 for the allied action-generation problem.
5) A Scheme for Strong Coordination and the Resources Required (Task 2 and Task 3): Now that we have essentially completed the design of a scheme that generates the h actions, we are done with Task 1 described in Fig. 3 . Before we present the details of Task 2 of Fig. 3 that relates to identifying the resources used for corresponding codebook rates, we detail Task 3 that relates to inverting the operation at Node 1 to generate the messages from the specified action. The strong coordination scheme derived from the above action-generation scheme is as follows. C1 Pick a pmf meeting (12) with the additional constraint that
, and {λ i : 1 < i ≤ h} satisfy (43), (44), and (57)-(59). C2 Generate codebooks for {A i,j : 1 ≤ i < j ≤ h}, {B i,i+1 : 1 ≤ i < h} and {C i : 1 < i ≤ h} using Steps A1-A5. C3 Let Q 
be the joint pmf induced by codebooks and actions in Problem i.
C4
Generate an instance ({m 15 These RVs are assumed to be extracted from the common randomness available to all nodes.
C5 Generate an instance {m
Let m ± be the instance of the realized and generated indices in Steps C4-C6. C7 For i ≥ 1 we repeat the following three steps in the given order. C8 Generate a realization k
What remains now is the task of associating the rates of the various indices to that of the resources (i.e., communication rates, and (local and common) randomness rates), which is the Task 2 described in Fig. 3 . Note that this association is dependent on the mode of intermediate note operation illustrated in Fig. 2 . We first present the association for the functional and unrestricted cases, and then for the action-dependent mode. They are as follows.
(a) Functional Mode: In this mode, local randomness at each node (other than Node 1) is only used to generate the corresponding actions. This imposes two constraints:
1. since the generation of intermediate node actions uses local randomness, and since B i,i+1 , i > 1 generally depends on the action (see (12) and Step C8), B i,i+1 has to be set as a constant RV. Since B 1,2 can be subsumed in A 1,2 , without loss of generality, we may assume that B 1,2 is also a constant. Thus, κ i = 0, i = 1, . . . , h − 1; and 2. the randomness involved in determining the indices {M + i,j : 1 < i < j ≤ h} in Step C5 must come from either the incoming message or the common randomness. Consider M + i,j for 1 < i < j. If a part of randomness comes from communication from Node i − 1 and a part from common randomness, it must be that Node i − 1 is also aware of M + i,j . Thus, Node i − 1 is also aware of the exact codeword chosen for A i,j . Proceeding inductively, we can argue that Node 1 must be aware of the codeword selected for A i,j . Thus, for each j = 3, . . . , h, we can embed auxiliary RVs A 2,j , . . . , A j−1,j into auxiliary RV A 1,j without affecting the communication, local randomness or common randomness requirements. Thus, for 2 ≤ i < j, we can set A i,j as constant RVs, and µ
Thus, the only auxiliary RVs that remain in the system are A 1,2 , . . . , A 1,h and C i = X i for i = 2, . . . , h, and therefore we need to only assign resources for indices M 
Now to identify the rate of local randomness required at each node, notice that Nodes 2, . . . , h generate their actions using Step C11, which in turn requires L 2 , . . . , L h to be generated in Step C10. Since these indices are not communicated, without loss of generality, we can assume that they are generated using local randomness in
Step C10, and hence,
Lastly, to identify the rate of local randomness required at Node 1, observe that the local randomness at Node 1, unlike other nodes, is not used to generate the action. Instead, it is used to select the codewords for (A 1,2 , . . . , A 1,h )
Step C5. The amount of local randomness required to make this selection is exactly quantified by Theorem 6 of Appendix D, and is given by:
A summary of the common and local randomness required to implement the various steps in the functional mode is presented in Table II.   TABLE II  ALLOCATION OF RESOURCES TO INDICES IN THE FUNCTIONAL MODE Step
Select indices for A1,2, . . . ,
Since there are no restrictions in this mode, we need to assign resources for indices
Step C4, the common randomness is used to select {M − i,j : 1 ≤ i < j ≤ h}, {K − i : 1 ≤ i < h}, and therefore,
The 
Now, to determine the amount of local randomness at each node, we see that at Node 1 we need to use local randomness to generate indices M + 1,2 , . . . , M + 1,h and K + 1 corresponding to auxiliary RVs A 1,2 , . . . , A 1,h and B 1,2 , respectively, using the given realization of X n 1 , and the common realization. The amount of local randomness required to generate these indices is quantified by Theorem 6 of Appendix D.
For 2 ≤ i < h, the local randomness required at Node i has three purposes: (1) to select messages {M + i,j : j > i}, which requires a rate of µ + i,j (see C5); (2) to generate K + i at Step C8, which requires a rate of κ + i − I(X i ; B i,i+1 |A) quantified by Theorem 7 of Appendix E; and lastly, (3) to generate L i for use in generating the Node i's action, which requires a rate λ i . At Node h, local randomness is only needed to generate L h to output actionX n h , which requires a rate λ h specified in Step C2. Combining these arguments, we see that the rates of local randomness at nodes are given by:
A summary of the common and local randomness required to implement steps in the unrestricted mode is presented in Table III. (c) Action-dependent Mode: In this mode, as in the case of the functional mode, an intermediate node's local randomness must be used only to generate the corresponding actions, but not to generate the next-hop messages (see Fig. 2 ). Therefore, the randomness required to implement Steps C5 and C8 must be extracted from either the incoming message and the common randomness. Since the incoming message itself cannot use the local randomness of the node that generated it, the randomness usable from the incoming message must indeed originate from Node 1. Thus, in this mode: 
Select indices for {Ai,j : 1 ≤ i < j ≤ h} and {Bi,i+1 : 1 ≤ i < h}
• we can, just as in the functional mode, embed auxiliary RVs A 2,3 , . . . , A h−1,h into auxiliary RVs A 1,2 , . . . , A 1,h . Thus, without loss of generality, we may assume that for 1 < i < j ≤ h, A i,j is a constant RVs, and µ
• for 1 ≤ < h, the randomness required for generating the index K + at Node (during Step C8) is quantified by Theorem 7 of Appendix E to be κ + − I(X ; B , +1 |A). This randomness can be, without loss of generality, assumed to be obtained from Node 1's local randomness via hop-by-hop communication. However, the amount of local and common randomness needed for the following three steps are identical to those needed in the unrestricted setting:
• in
Step C4 for selecting {M 
The indices to be communicated between Node i and Node i + 1 include {M 1, : i + 1 ≤ h} and the part of Node 1's randomness used to implement Step C8 at Node for i + 1 ≤ h. Hence,
Lastly, since the local randomness of Nodes 2, . . . , h are used only to generate their respective actions,
However, the local randomness in Node 1 must be used to determine the indices M 
A summary of the common and local randomness required to implement various steps in the action-dependent mode is presented in Table IV . 6) Inner Bound: Now that we have completed the three steps, we can implicitly state the general inner bound to the capacity region that is achievable by the above scheme as follows.
• The portion of the capacity region achievable by the functional mode version of the above scheme is given by the conditions in (67)-(70) along with the rate-transfer arguments allowed by Lemma 2.
• The portion of the capacity region achievable by the action-dependent mode version of the above scheme is given by the conditions in (74)-(77) along with the rate-transfer arguments allowed by Lemma 2.
• In the unrestricted mode, an inner bound to the capacity region is given by the conditions in (71)-(73) along with the rate-transfer arguments allowed by Lemma 1.
TABLE IV ALLOCATION OF RESOURCES TO INDICES IN THE ACTION-DEPENDENT MODE
Step Operation Codebook indices Required randomness Resource used for the operation
C4
Select indices for {A1,j : 1 < j ≤ h} and {Bi,i+1 : 1 ≤ i < h}
C6
Generate indices for A1,2, . . . ,
B. Functional-mode Capacity Region
We begin this section with the capacity result characterizing the tradeoffs among common randomness, local randomness and communication rates to establish strong coordination using exclusively the functional mode of intermediate node operation. . for all i = 1, . . . , h − 1,
Proof: We begin with the achievability part. Given Q X1···XhZ2Z3···Zh , consider the achievable scheme of Section IV-A with the following choices:
For this choice, the decomposition of (12) aligns with the decomposition in condition 2 of Theorem 3. Using the assignments (67)-(70) for the functional setting, we see that the following rate region is achievable.
where the code parameters µ 
Now, applying the rate-transfer arguments Lemma 2 to the above region, we see that the achievable region includes the following region.
where in addition to the non-negativity constraints of the code parameters, we also impose
In the above, δ i denotes the portion of common randomness that is used only by Node i as its local randomness (see the first rate-transfer condition of Lemma 2), and ε i denotes the portion of local randomness of Node 1 that is communicated to Node i to be used as its local randomness (see the second rate-transfer condition of Lemma 2). Finally, an application of Fourier-Motzkin elimination to dispose of the code and rate-transfer parameters yields the required result. Now, for the converse part, let R (R c , R 1 , . . . , R h−1 , ρ 1 , ρ 2 , . . . , ρ h ) be achievable. Fix ε > 0 and an ε-code of length n operating at R that outputsX n i at Node i, i > 1.
For notational ease, denoteX n 1 X n 1 . Since (98) holds, we infer from [16, Sec. V. A] that for any S ⊆ {1, . . . , h} and i ∈ {1, . . . , h},
for some δ n,ε → 0 as ε → 0. Then, for any i ∈ 1, h − 1 ,
where (a) follows due to the functional mode of message generation; (b) becauseX n 1 = X n 1 , and M c are independent; (c) becauseX
) for 2 ≤ j ≤ h and 1 ≤ k ≤ n; (e) by defining time-sharing RV U ∼ unif( 1, n ); and (f ) by setting Z * j (U, Z j,U ) for 2 ≤ j ≤ h, and sinceX 1,U and U are independent. Lastly, note that by choice, the following Markov chains hold
Next, pick i ∈ {1, . . . , h − 1} and subset S ⊆ i + 1, h . Now, consider the following argument.
where (a) follows due to functional mode of message generation, and because H(X n j |M c , I j−1 , M Lj ) = 0 for j > 1; (b) follows by dropping {M Ls } s∈S from the mutual information term; (c) uses the chain rule, and then (99) to get rid of the conditioning; (d) follows by introducing the uniform time-sharing RV U ; and lastly, (e) follows by defining δ n,ε δ n,ε + I({X ,U } h =1 ; U ), and by noting that (98) ensures that (X n 1 , . . . ,X n h ) are nearly i.i.d., which then implies that
Next, consider the following argument for S ⊆ {2, . . . , h}.
(a)
(c)
where (a) follows because common and local randomness are independent of the action specified at Node 1; (b) holds since I 1 is a function of (M c , M L1 ,X n 1 ), and due to the functional mode of operation at other nodes; (c) follows because H(X n j |M c , M Lj , I j−1 ) = 0 for j = 2, . . . , h; (d) uses the chain rule, then drops {M Ls } s∈S , and lastly employs (100) to get rid of the conditioning; (e) follows by introducing the auxiliary RVs defined earlier; (f ) follows by introducing the uniform time-sharing RV U ; and lastly, (g) follows by definingδ n,ε δ n,ε + I({X ,U } h =1 ; U |X 1,U ), and from (120), we see that
Lastly, note that since we have the correct structure for the auxiliary RVs, we can restrict their cardinalities using Carathéodory's theorem. The proof is then complete by limiting ε → 0, and by invoking the continuity of the information functional, the compactness of the space of joint pmfs of the actions and the auxiliary RVs, and the facts that δ n,ε → 0 andδ n,ε → 0. Remark 6: Unlike usual source-coding outer-bound proofs, the joint pmf of (X 1,U , . . . ,X h,U ) depends on ε. However, QX 1,U ,...,Xh,U − Q X1···Xh 1 → 0 as ε → 0. The above result automatically yields the tradeoffs between between common randomness rate and communication rates when local randomness is absent at Nodes 2, . . . , h, since in this setting, the only mode intermediate nodes can operate in is the functional mode. Both the achievability and the converse arguments of Theorem 3 can be modified appropriately to show the following.
Remark 7: When ρ 2 = · · · = ρ h = 0, the tradeoffs between common randomness rate and the rates of communication are given by:
We conclude this section with the following result that argues that when the common randomness shared by all the nodes is sufficiently large, it is sufficient to focus on strong coordination schemes where intermediate nodes operate in the functional mode. Hence, the tradeoffs defined by Theorem 3 approximate the strong coordination capacity region at large rates of common randomness.
Theorem 4: Suppose that the rate of common randomness available to all nodes is sufficiently large, i.e., R c > H(X 2 , . . . , X h |X 1 ). Then, the requirements for local randomness rates and communication rates are decoupled, and are given by:
Further, in this setting, it suffices to focus on functional schemes alone.
Proof: For the achievability, consider the functional scheme of Theorem 3 with the following choices:
For this achievable scheme, we see from (67) and (68) that the rate of common randomness required is
. . , X h |X 1 ), and the communication rate between Node i and Node i+1 is I(X 1 ; X i+1 , . . . , X h ). Further, for this choice, we do not require that Nodes 1, . . . , h possess any local randomness, thus establishing the achievability of the region claimed.
The optimality of this scheme is evident from the cut-set argument that for 1 ≤ i < h, the rate between Node i and Node i + 1 can be no smaller than the smallest rate in a one-hop network where the first node is specified the action X n 1 and the second node requires the action (X n i+1 , . . . , X n h ). For the one-hop network, the smallest rate of communication is given by [3, Theorem 10] , and equals I(X 1 ; X i+1 , . . . , X h ).
C. Markov Actions
In this section, we study the specific setting where the set of h actions for a Markov chain that is aligned with the network topology, i.e., we have
For this specific class of actions, while we do not have a complete characterization of the optimal tradeoffs among the common and local randomness required at the node nodes and the communication rates on the links, we derive two partial characterizations that correspond to the two extreme cases of common randomness rates. More specifically, we quantify the required rates of local randomness and the communication rates on each link of the network when: (a) common randomness is sufficiently large, i.e., R c > H(X 2 , . . . , X h |X 1 ); and (b) common randomness is absent; The first setting when the common randomness is sufficiently large is a direct consequence of Theorem 4, and the corresponding result for Markov actions is as follows. Remark 8: The requirements on local randomness rates and communication rates when the rate of common randomness available to all nodes is R c > H(X 2 , . . . , X h |X 1 ) are given by:
Further, it suffices to use functional schemes to achieve the above lower bounds. The main result in this section is the following result characterizing the trade-offs when there is no common randomness. Theorem 5: Strong coordination is achievable at local randomness rates (ρ 1 , . . . , ρ h ) and communication rates (R 1 , . . . , R h−1 ) and zero common randomness rate (i.e., in the absence of common randomness) provided there exist auxiliary RVs Z 1 , . . . , Z h−1 such that
and for each 1 ≤ i ≤ j ≤ h,
Proof: For the achievable part of the proof, pick Q X1,...,Xh,Z1,...,Zh−1 such that the above Markov chain holds, and Q X1,...,Xh = Q X1,...,Xh . To build a code using this joint pmf, we adapt the code design of Section IV-A with the following assignments:
such that the joint pmf of actions and the auxiliary RVs are:
with Q X1,...,Xh = Q X1,...,Xh . Note that this assignment meets the decomposition specified in (12) . Now, from the analysis in Section IV-A, and specifically from Theorem 2 we see that we can build a strong coordination code with the following codebook parameters.
(µ
(κ
Now, using the assignments (for the unrestricted mode of intermediate-node operation) in Section IV-A5, we infer that a code can be built with the following common, local and communication rates.
Since the rate-transfer from ρ j to ρ j−1 is allowable by communicating local randomness from Node j − 1 to Node j (Lemma 1), we see that the following randomness and communication rates also suffice to achieve strong coordination.
where the rate-transfer variables δ i 's are subject to non-negativity constraints. A routine Fourier-Motzkin elimination to dispose of the rate-transfer variables yields the requisite rate region. Now, to prove the converse, suppose that there exists a scheme requiring a local randomness rate of ρ i + ε at Node i and a communication rate of R i + ε from Node i to Node i + 1 such that the joint pmf of the actions given the first node's action satisfies
where we letX n 1 = X n 1 to be the action specified at Node 1. Then, for any 1 ≤ j < h,
where (a) follows because in the absence of common randomness, I 1 is a function of X n 1 and M L1 , and for i = 2, . . . , j, 
which due to (131), is guaranteed to vanish as we let ε → 0; and finally, (g) follows by defining for j = 1, . . . , h − 1,
which, due to the Markovity of the actions (140) and Remark 6, is also guaranteed to vanish as ε → 0. While this establishes (145) for j < h, the argument for when j = h follows from the above by setting I h and Y h as constant RVs. Now, to prove (144), we proceed as follows. Let 1 ≤ i ≤ j < h. Then,
where: (a) follows from a time-sharing argument with auxiliary RVs {Ȳ j : 1 ≤ j < h} defined previously; and (b) follows by the use ofδ j,n,ε defined in (175). Also, as before, the proof of (144) for j = h follows by setting I h and Y h as constants.
We are left to establish one last fact, which is the Markov condition to be met by the actions and the auxiliary RVs. Note that as per the definitions of the auxiliary RVs, we do not have the chain
This follows from the fact that our choice of the auxiliary RVȲ j = I j ensures that we have conditional independence of actions at adjacent nodes given the message communicated over the hop connecting the two nodes (i.e., X j,U ↔Ȳ j ↔ X j+1,U for all j = 1, . . . , h − 1); however, we do not have conditional independence of messages conveyed on adjacent hops conditioned on the action of the node in-between (i.e., we do not havē Y j ↔ X j+1,U ↔Ȳ j+1 ). Note however that the information functionals in (144) and (145) only contain one auxiliary RV. Hence, it is possible to define a new set of auxiliary RVs that would both satisfy the long chain in the claim and preserve the information functionals. To do so, define RVsX k , k = 1, . . . , h, and Z j , j = 1, . . . , h − 1, such that their joint pmf is given by
Note that we haveX 1 ↔ Z 1 ↔X 2 ↔ · · · ↔ Z h−1 ↔X h , and further for 1 ≤ i < j ≤ h,
The proof is completed by limiting the size of the auxiliary RVs {Z j } h−1 j=1 , and then by limiting ε → 0, which ensures that QX 1 ,...,Xh → Q X1,...,Xh , and each of infinitesimals in {δ j,n,ε : 1 ≤ j < h} vanishes. We conclude this section with a short discussion on the indispensability of auxiliary RVs {B i,i+1 : i = 1, . . . h−1} using the above result.
D. The essentiality of {B
The auxiliary RVs {A i,j : 1 ≤ i < j ≤ h} have a natural purpose -Node i uses A i,j to coordinate its actions with that of Node j. However, the need for {B i,i+1 : 1 ≤ i < h} is technical, and arises from the fact that not all joint pmfs for {A i,j : 1 ≤ i < j ≤ h} can be realized as a coding scheme. For example, their joint pmf must satisfy the chains in (8) . For simpilicity, let's focus on the following setting. Let random variables V 1 and V 2 be jointly correlated according to Q V1,V2 that has full support and suppose that I(V 1 ; V 2 ) > 0. Let us focus on strong coordination on a line network with h = 3 nodes, where actions V 2 ) , and X 3 = V 2 . Let us focus on the setting where there is no common information, and each node has sufficient local randomness, say ρ i > H(V 1 , V 2 ) for each i = 1, 2, 3. Since, we have X 1 ↔ X 2 ↔ X 3 , we can see that the rates for communication required for strong coordination specified by Theorem 5 are as follows.
An achievable code for the corner point of the above region can be constructed by setting A 1,2 = A 1,3 = A 2,3 = constant, and by choosing B 1,2 = X 1 = V 1 and B 2,3 = V 2 = X 3 . We will now show that it is impossible to attain the corner point (R 1 , R 2 ) = H(V 1 , V 2 ) by use of only A 1,2 , A 1,3 , A 2,3 . Using the rate expressions for the unrestricted mode of operation at Node 2 given in Section IV-A5, we see that we can build a code with common randomness rate R c = 0, local randomness rates ρ 1 = ρ 2 = ρ 3 = H(V 1 , V 2 ), and communication rates R 1 = H(V 1 ) and R 2 = H(V 2 ) with only auxiliary RVs A 1,2 , A 1,3 , A 2,3 if there exists a joint pmf Q X1X2X3A1,2,A1,3,A2,3 such that
provided the codebook rates satisfy the following conditions imposed by the unrestricted mode of operation and by Theorems 1 and 2.
R c
Then, it must be true that
since
(201)
Similarly, I(V 1 ; A 1,3 |V 2 ) = 0, since
(202)
Thus, we have
. Since Q V1,V2 has full support, it follows that for any
Hence, for any (a 1, 3 (a 1,3 ).
Hence, A 1,3 is independent of V 1 . Combining this fact with (204), we see that
Since (195) and (196) imply that V 1 is a function of (A 1,2 , A 1,3 ), and V 2 is a function of (A 1,3 , A 2,3 ), it then follows that
which is a contradiction since (211) violates (194). Hence, we cannot achieve this corner point with the use of A 1,2 , A 1,3 , A 2,3 alone. This above argument also establishes that the corner point is not achievable using the functional mode of operation at intermediate nodes, thereby highlighting the following observation. Remark 9: The portion of the strong coordination capacity region achievable by schemes with functional intermediatenode operation is, in general, a strict subset of the strong coordination capacity region.
V. CONCLUSION
In this work, we have analyzed the communication and randomness resources required to establish strong coordination over a multi-hop line network. To derive an achievable scheme, we first build an intricate multilayer structure of channel resolvability codes to generate the actions at all the nodes, which is then appropriately inverted to obtain a strong coordination code. While the resultant strong coordination code is not universally optimal, i.e., it is not known to achieve the optimal tradeoffs among common randomness rate, local randomness rates, and hop-by-hop communication rates, it is shown to achieve the best tradeoffs in several settings, including when all intermediate nodes operate under a functional regime, and when common randomness is plentiful.
The need for an intricate multi-layer scheme stems from a basic limitation in our understanding of the design of strong coordination codes for general multi-terminal problems: unlike in typicality-based schemes for a multi-user setups, where we can use joint typicality as the criterion to use a received signal (at some intermediate network node) to select a codeword for transmission, we do not have a similar criterion here to translate messages from one hop to the next. Consequently, a general way to design strong coordination codes where communicated messages are non-trivially correlated is open. However, through this work, we have made partial progress in this regard, since the achievable scheme allows messages in different hops to be correlated. However, there is limited control over the joint correlation, since it is determined implicitly by the codebooks at the time of construction.
APPENDIX

A. Proof of Theorem 1
Before we proceed, we first use the following notation to simplify the analysis.
.
Let for any
. Now, to find the conditions on the rates, we proceed in a fashion similar to [20] and [25] .
The notation and arguments for the manipulations in (212)-(216) are as follows:
• (213) follows by the use of the law of iterated expectations, where the inner conditional expectation denotes the expectation over over all random codeword constructions {A(m ± ) :m ± = m ± } conditioned on the codeword vector A(m ± ); • (214) follows from Jensen's inequality; and • (215) follows by splitting the inner sum in (214) according to the indices where
For any pair of indices (m ± ,m ± ), the following hold:
, and both A i,j (m ± ) and A i,j (m ± ) correspond to the codeword for A i,j corresponding to m
}, which by the earlier remark, is exactly the same as {A i,j (m ± ) :
Combining both, we see that
Note that if (1, h) ∈ S, then J S = F and hence A n (m ± ) and A n (m ± ) are independent, and hence
Further, when (1, h) / ∈ S, then J S F. Using the chain in (217), we see that when
Combining the above arguments, we see that
where in (a) we use a counting argument that yields
Finally, the required rate conditions can be derived from (216) by splitting the outer sum depending on whether (y n , a n ) ∈ T n ε [Q Y A ] or not. The sum for atypical realizations in (216) is no more than
where η Y = min y ∈ support(X1,...,Xh)
Q Y (y). This term goes to zero as n → ∞. The contribution from typical realizations can be made to vanish asymptotically, if for each S ⊆ F, {(µ
That completes the proof of sufficient conditions for meeting (40). Now, to ensure that (41) is met, we note that by the random construction of the codebooks,
where 1 denotes the all-one vector of length |F| = h 2 . Note that the analysis in (212)- (216) ensures that the second term in the equation above vanishes as we let n diverge (provided (41) is met). So, we proceed almost exactly as we did in the first part of this proof.
The notation and arguments for the manipulations in (230)-(231) are as follows:
• (231) follows from steps identical to those between (212) and (216). The sole difference is that (X n 1 , . . . , X n h ) is replaced by X n 1 , and the sums correspond to only all possible values taken by M + , since we are restricted to M − = 1. As before, the sum of terms in (231) corresponding to atypical sequences yields a quantity no more than
where η X1 = min
. Note that the above quantity vanishes as n → ∞. On the other hand, the contribution from typical sequences can be made arbitrarily small if µ + 1,2 , . . . , µ + 1,h satisfy:
B. Proof of Theorem 2
We proceed in a way similar to the proof of Theorem 1. We use the following notation in this proof.
Now, consider the following arguments.
Now, to find the conditions on the rates, we proceed in a fashion similar to [20] and [25] . The notation and arguments for the manipulations in (239)-(242) are as follows:
• In (a), we let 1 to be the all-one vector of length |F| = h 2 . Note that (a) follows because the codebooks for A, B i−1,i , and C i are generated in an i.i.d. fashion.
• In (b), the expectation is over the codebooks for B i−1,i , and C i and the realization of A n (1).
• (c) follows by the use of the law of iterated expectations, where the inner conditional expectation denotes the expectation over all random codeword constructions
follows from Jensen's inequality and by dropping the subscripts for the pmfs for the sake of simplicity; and • Similar to (215), (e) follows by splitting the inner summation according to the components where i (k
Unity is an upper bound when the expectation is evaluated for terms corresponding to k ± i−1 = k ± i−1 , the second term is the result when the expectation is evaluated for i = i , and lastly, the third is the result from terms for which k
Finally, the rate conditions can be extracted from (242) by splitting the outer sum depending on whether (y n , a n , b n , c n ) ∈ T n ε [Q Y iADi ] or not. The sum for non-typical realizations in (242) is no more than
. This term in (243) goes to zero as n → ∞. The contribution from typical realizations can be observed to vanish asymptotically, provided (57)-(58) hold. Now, consider (56). Let N i 2 n(κ
The notation and arguments for the manipulations in the above equations are as follows:
• In (a), we let 1 to be the all-one vector of length |F| = h 2 . As before, (a) follows because the codebooks for A, B i−1,i , and C i are generated in an i.i.d. fashion.
• In (b), the expectation is over the section of codebooks for B i−1,i , and C i corresponding to k − i−1 = 1 and realization of A n (1).
• (c) follows from arguments similar to those in (239)-(242). Lastly, as before, by separating the contributions of typical and non-typical sequences, we see that the expression in (245) can be made to vanish if:
Note that the former constraint is redundant, thereby completing this proof.
C. Proof of Lemma 3
Fix ε > 0. Let us denote N 2
Recall from Remarks 4 and 5 that
Let for j = 1, . . . , h − 1,
where we denoteQ
First, consider δ h−1 .
Now, for j > 1, the following applies.
Note that in (a), we have used the fact that (12) implies
. . , X h ), which then allows us to eliminate X h−j within the third variational distance term. By induction, we then conclude that δ 1 = 0. Finally, by transferring the summation inside the norm, we see that that the following holds.
The proof is then complete by invoking the triangle inequality to combine the above result with (49).
D. Message Selection at Node 1
Let pmf Q D1,D2Y be given. Consider the a nested channel resolvability code for generating Y ∼ Q Y via the channel Q Y |D1,...D2 . Let the codebook structure be as given in Fig. 7 , where the codebook for D i is constructed randomly using Q Di|Di−1···D1 . Suppose that the rates of the codebooks satisfy
For this choice of rates, it can be shown that for any ε > 0, one can find n 0 ∈ N such that for n > n 0 ,
Now suppose that we aim to realize a random selection of indices (L 1 , . . . ,L k ) using a function Λ C that depends on the codebooks C and takes as inputs, an independent and uniform random seed S and the output of the channel Y n . We require that the conditional pmf of the selected indices given the channel output match the a posteriori probability of the indices (L 1 , . . . , L k ) givenŶ n , i.e.,
The following result characterizes the rate of random seed required to realize such a random selection. Theorem 6: Fix n ∈ N. Consider the random codebook structure given in Fig. 7 with rates ν 1 , . . . , ν k that satisfy (257). LetŶ n denote the output of the channel when the input is a codeword tuple that is uniformly selected from channel resolvability codebook. Let S ∼ unif( 1, 2 nRS ), where
. . . Fig. 7 . A nested codebook structure for channel resolvability and the codeword selection problem.
Then, there exists a function Λ C : Y n × 1, 2 nRS → 1, 2 nν1 × · · · × 1, 2 nνk (that depends on the instance of the realized codebooks) such that (L 1 , . . . ,L k ) Λ C (Ŷ n , S) satisfies:
where the expectation is over all random codebooks. Proof: Let δ, ε > 0 be chosen such that 
where η min
, and
Now, for a codebook
nν k , and channel output y n ∈ Y n , let
Then, by Lemma 4 below, the following holds for sufficiently large n.
E |N C (Ŷ n )| ≤ (k + 1)2 n(ν1+···+νk−I(D1...,Dk;Y )+2δ log 2 K) .
Let G be the set of codebooks C • {(d n 1 (l 1 ), . . . , d n l (l k )) : l k ∈ 1, 2 nν1 × · · · × 1, 2 nνk } such that:
(k + 1) −1 E |N C (Ŷ n )| C = C • ≤ 2 n(ν1+···+νk−I(D1···Dk;Y )+3δ log 2 K) .
By Markov's inequality, we then have
Now, pick C * (d * 1 n (l 1 ), . . . , d * l n (l k )) l k ∈ 1,2 nν 1 ×···× 1,2 nν k ∈ G and define G C * by
|N C * (y n )| ≤ (k + 1)2 n(ν1+···+νk−I(D1...,Dk;Y )+4δ log 2 K) . Again, by an application of Markov's inequality, it follows that
Further, it also follows that for each y n ∈ G C * ,
where Q L1···LkŶ n is the joint pmf between indices and the output induced by C * . Then, from Lemma 5 below, for each y n ∈ G C * , we can select a function f y n : 1, 2 nRS → 1, 2 nν1 × · · · × 1, 2 nνk such that 
where S ∼ unif( 1, 2 nRS ). Pick l * k ∈ 1, 2 nν1 × · · · × 1, 2 nνk . Now, we can piece together these functions to define Λ C * (y n , S) f y n (S), y n ∈ G C * l * k , y n / ∈ G C * .
By construction, we now have
Combining the above bound with (271) and the fact that the variation distance between two pms is bounded above by 2, we obtain y n QŶ n |C=C * (y n ) Q Λ C * (y n ,S) − Q L k |Ŷ n =y n 1 ≤ (k + 1)2 −nε + 3 4 √ 2Ke −nδ 2 η + 2 · 2 −nδ log 2 K .
Since the RHS does not depend on the choice of C * in G, it follows that E Q ΛC(y n ,S) − Q L k |Ŷ n =y n 1 C ∈ G ≤ (k + 1)2 −nε + 3 4 √ 2Ke −nδ 2 η + 2 · 2 nδ log 2 K .
Next, using the fact that the variational distance between two pmfs is no more than 2, we also have
Finally, combining the above two equations with (269) completes the claim. Lemma 4: Consider the codebook construction of Fig. 7 with codebook sizes satisfying (257). Let N C (·) be as defined in (265). Then, for n sufficiently large, E |N C (Ŷ n )| ≤ (k + 1)2 n(ν1+···+νk−I(D1...,Dk;Y )−2δ log 2 (|D1||D2|···|Dk||Y|)) .
Proof: Due to the random construction of the codebooks, we see that
To evaluate the conditional expectation, we partition the space 1, 2 nν1 × · · · × 1, 2 nνk as follows.
Note that k j=1 S i = 1, 2 nν1 × · · · × 1, 2 nνk . By the random nature of codebook construction, we have
for any pair of tuples (l 1 , . . . , l k ), (l 1 , . . . , l k ) ∈ S j , j = 0, . . . , k. Let for j = 0, 1, . . . , k, k (j) be chosen such that k (j) ∈ S j , and thus, due to (284), we have
where we let η j P k (j) ∈ N C (Ŷ n ) L k = (1, . . . , 1) , j = 0, . . . , k. Clearly, η k ≤ 1, and η 0 is exactly the probability that realizations (D 
where K is defined in (264). Now, when 0 < j < k, we observe that η j is the probability that (D n 1 , D n 2 , . . . , D n k ) ∼ Q 
≤ 2 −n(I(Dj+1,...,Dk;Y |D1,...,Dj)−2δ log 2 K) .
Finally, combining the bounds for η 0 , . . . , η k and (285), we see that
2 n(νj+1+···+νk−I(Dj+1...,Dk;Y |D1...,Dj)+2δ log 2 K) .
Finally, the claim follows since (257) ensures that 
. . . Consequently, we also have for any i = 1, . . . , M ,
Hence, we see that
≤ M + ε.
E. Message Selection at Nodes 2, . . . , h − 1
Let pmf p D1,D2,Y and n ∈ N be given. Suppose that 2 nν1 codewords {D n 1 (l 1 ) : l 1 = 1, . . . , 2 nν1 } be selected such that D n 1 (l 1 ) ∼ Q ⊗n D1 for each l 1 = 1, . . . , 2 nν1 . Note that the selection of the codewords may not be independent of one another. Now, for each l 1 ∈ 1, 2 nν1 , generate a codebook for D 2 such that codewords {D n 2 (i 1 , i 2 , i 2 ) : i 2 ∈ 1, 2 nν2 , i 2 ∈ 1, 2 nν 2 } are selected independently with each codeword selected using n k=1 Q D2|D1,k(i1) . Suppose that
Remark 10: Since the codewords D n 1 (·) are identically distributed (but not necessarily independent), Fig. 9 . A nested codebook structure for channel resolvability and the codeword selection problem.
Now suppose that as in Appendix D, one would like to characterize the amount of randomness required to generate randomlyL 2 using a function Λ C (that depends on the codebooks C) that takes as inputs a uniform random seed S, the output of the channelŶ n , and the actual (L 1 , L 2 ) that was used to generate the channel output. As given in Fig. 8 , we wantL 2 to mimic L 2 and that the joint correlation of the RVL 2 with L 1 , L 2 and the realizedŶ n is arbitrarily close to Q L1,L2,L 2 ,Ŷ n , i.e., E Q L1,L2,L 2 ,Ŷ n − Q L1,L2,L 2 ,Ŷ n 1 ≤ ε.
The following result characterizes the rate of randomness required to realize this random index selection. Theorem 7: Consider the codebook structure described above with ν 1 satisfying (294). LetŶ n denote the channel output when the input is a codeword pair selected uniformly from the codebooks. Let
Then, there exists a function Λ C : Y n × 1, 2 nν1 × 1, 2 nν 2 × 1, 2 nRS → 1, 2 nν2 (that depends on the instance of the realized codebooks) such thatL 2 Λ C (Ŷ n , L 1 , L 2 , S) satisfies:
where the expectation is over all random codebook realizations. Proof: The proof mirrors exactly those of Theorem 6 and its associated lemmas, and is omitted.
