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Seznam uporabljenih simbolov 
Oznaka Opis 
   
   
   
   
  
   
  
 -ti časovni vzorec 
 -ta funkcijska vrednost 
 -ti vozel 
zgornja frekvenčna meja 
pospešek 
perioda enakomernega vzorčenja 
red zlepka 
Tabela 0.1:  Seznam uporabljenih simbolov 
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Povzetek 
Magistrska naloga opisuje razvoj algoritma za aproksimacijo signala iz neenakomerno 
vzorčenih podatkov. Predlagana rešitev deluje na principu prevzorčenja merilnih podatkov in 
uporabe B-zlepkov za rekonstrukcijo signala. 
Pred realizacijo samega algoritma smo pregledali teorijo enakomernega in 
neenakomernega vzorčenja, postopke rekonstrukcije signala, razliko med aproksimacijo in 
interpolacijo, kriterije za kvaliteto aproksimacije, zgornjo frekvenčno mejo in odpravljanje šuma. 
Algoritmi so bili razviti v programskem jeziku Python, v katerega smo preko baze 
podatkov MongoDB uvozili vse potrebne merilne rezultate. Ti so bili pridobljeni med 
eksperimentom, v katerem so se kandidati učili slepega desetprstnega tipkanja. Med učenjem 
smo merili pospeške njihovih rok in velikost zenic. Na podlagi rekonstruiranega signala smo 
potem določali osredotočenost kandidatov na tipkanje. 
V začetni fazi smo skušali signal iz danih podatkov rekonstruirati s pomočjo polinomske 
interpolacije. Postopek se je zdel privlačen, saj deluje tako na enakomerno kot neenakomerno 
vzorčenih podatkih. Po izdelavi algoritma in pregledu rezultatov smo ugotovili, da za naš primer 
ta postopek ni dober. Problem se je pojavil zaradi velikega števila vzorčenih podatkov, ki so 
botrovali nastanku Rungevega fenomena. Gre za pojav, pri katerem se med dvema vzorčnima 
točkama pojavijo velike oscilacije, ki jih v našem primeru zagotovo ne bi mogli fizikalno 
upravičiti. 
Sledil je poskus implementacije teorema o neenakomernem vzorčenju, kjer pa se nam je 
zataknilo že pri izdelavi algoritma. Rezultati, ki smo jih dobivali, niso bili smiselni, kar je bilo po 
našem mnenju posledica nepravilnega obnašanja jedra funkcije, s katero smo signal skušali 
rekonstruirati. Preden smo napako odpravili, smo ugotovili, da nam tudi uspešna implementacija 
tega algoritma ne bi dala rezultatov, ki smo jih v našem primeru potrebovali. Razlog je v tem, da 
bi rezultat tega algoritma predstavljal interpolacijo vzorčnih točk, za naše podatke pa smo 
ugotovili, da vsebujejo šum, kar pomeni, da bi jih morali aproksimirati. To spoznanje nas je 
vodilo k preusmeritvi naše pozornosti na aproksimacijske postopke. 
10 Povzetek 
 
Problem preprileganja (angl. overfitting), ki nastane pri interpolaciji merilnih točk, ki 
vsebujejo šum, smo se odločili reševati z uporabo B-zlepkov. V prvi iteraciji smo merilne točke 
skušali aproksimirati s pomočjo dinamičnega postavljanja vozlov. S tem postopkom smo 
odpravili problem previsokih frekvenc v rekonstruiranem signalu, vendar pa nam po drugi strani 
ni uspelo odpraviti težav z oscilacijami signala, ki se je pojavila na intervalih, kjer so bile 
vzorčne točke redke. 
Končni izdelani algoritem prav tako temelji na uporabi B-zlepkov. Njegova posebnost je 
ta, da smo na izmerjenih merilnih točkah najprej uporabili nizkopasovni filter in nato na 
prevzorčenih točkah izvedli interpolacijo. Tudi tukaj nam je uspelo odpraviti problematiko 
previsokih frekvenc, težave z oscilacijami signala na področjih z redkimi originalnimi vzorčnimi 
točkami pa smo nekoliko omilili, ni pa nam jih uspelo popolno odpraviti. 
  
 
 
Ključne besede: neenakomerno vzorčenje, aproksimacija, interpolacija, prevzorčenje, 
zgornja frekvenčna meja, šum v podatkih, B-zlepek. 
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Abstract 
This master's thesis describes the development of an approximation signal algorithm from 
non-uniformed data sampling. Our proposed solution for signal reconstruction is based on 
resampling of data and usage of B-splines. 
We performed a quick review of uniformed and non-uniformed sampling, the difference 
between approximation and interpolation, signal reconstruction procedures, approximation 
quality criterias, upper frequency limit and noise elimination before implementing the algorithm. 
All of the algorithms proposed in the paper were developed in Python. Data points were 
obtained by experiment in which the candidates were learning how to touch type. During their 
learning we measured the acceleration of their hands and the size of their pupils. Based on 
reconstructed signal we then determined the candidates' focus on their typing. 
At the beginning phase we attempted to reconstruct the signal from given data by using 
polynomial interpolation. The method was appealing since it works for uniform and non-uniform 
sampling, however, after the implementation we discovered that this method cannot be used in 
our case because of the large amount of acquired data points that lead to Runge's phenomenon in 
which a great oscilation may occur between two neighbouring data points. 
In the next step we attempted to implement the theorem of non-uniform sampling (Paley-
Wiener-Levinson theorem), but failed to get any results most likely because of incorrect 
behaviour of the function kernel. Before solving the problem with the kernel we realised, that 
this method would not give us the required results. The reason for that is noisy data, which 
should be approximated rather than interpolated to get meaningful results. This lead us to 
approximation based algorithms. 
We decided to use B-splines to deal with the problem of overfitting, which occurs when 
noisy data is interpolated. In the first iteration we attempted to approximate the data points using 
manually determined knots. With this method we eliminated the problem of high frequencies in 
reconstructed signal, but failed to remove the oscilations that appeared in the intervals with 
sparse data points. 
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The final implemented  algorithm also uses B-splines, however, here we decided to use 
low pass frequency filter on data points first and then interpolate the resampled data. This 
method eliminates the problem of high frequencies and reduces the oscilations, but does not 
eliminate them entirely. 
 
 
 
Key words: non-uniform sampling, approximation, intepolation, resampling, upper 
frequency limit, noisy data, B-spline. 
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1  Uvod 
Namen tega dela je razvoj in implementacija algoritma, ki neenakomerno vzorčene meritve 
aproksimira po kriteriju odstopanja najmanjših kvadratov. Motivacija zanj v našem primeru 
izhaja iz eksperimenta, pri katerem enakomerno vzorčenje zaradi tehničnih omejitev ni bilo 
možno. Prava teža te navidez zanemarljive podrobnosti se je pokazala šele kasneje pri poskusu 
implementacije algoritma za rekonstrukcijo signala in ob ugotovitvi, da je v literaturi o 
enakomernem vzorčenju in njegovi implementaciji povedano tako rekoč že vse, o 
neenakomernem vzorčenju pa najdemo zgolj nekaj člankov, katerih vsebina ni bila direktno 
prenosljiva na naš primer. Poleg problema neenakomernega vzorčenja smo morali v našem 
primeru razrešiti še problem šuma v podatkih in njegovega izločanja.  
Algoritem, ki smo ga razvili, sprejme za vhod izmerjene podatke in časovni interval, na 
katerem so bile meritve dobljene, razdeli na podintervale v skladu z zgornjo frekvenčno mejo. 
Potem na vsakem izmed podintervalov merilne točke prevzorči tako, da nova točka predstavlja 
njihovo aritmetično sredino. Skozi novo dobljene točke s pomočjo B-zlepkov izriše 
interpolacijsko krivuljo, ki predstavlja aproksimacijo originalnih merilnih točk.  
1.1  Pregled magistrske naloge 
Magistrska naloga je razdeljena na pet glavnih poglavij, uvodu sledijo še predstavitev 
problema in predlagana rešitev, neenakomerno vzorčenje, eksperimentalni rezultati ter zaključek. 
V drugem poglavju je predstavljen eksperiment, s katerim smo prišli do testnih podatkov, 
ki so nam služili kot osnova za razvijanje algoritma. Definiran je tudi problem in naša predlagana 
rešitev. 
Prvi del tretjega poglavja je namenjen obrazložitvi glavnih pojmov, ki se pojavljajo v 
magistrski nalogi. Ta del služi lažjemu razumevanju preostanka magistrske naloge. Sledi mu 
teorija neenakomernega vzorčenja in opis postopkov, ki smo jih preizkusili med razvijanjem 
končnega  algoritma. 
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Četrto poglavje je namenjeno predstavitvi delovanja končnega algoritma na konkretnih 
rezultatih eksperimenta ter njeni analizi. 
V zadnjem poglavju je naše delo na kratko povzeto in komentirano. 
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2  Predstavitev problema in rešitev 
To poglavje je namenjeno predstavitvi problema ter naši predlagani rešitvi. Na kratko je 
opisan tudi eksperiment, s katerim smo prišli do testne množice meritev, ki so bile potrebne za 
razvoj algoritma. 
2.1  Izvor testnih podatkov 
Pri eksperimentu so se kandidati učili slepega desetprstnega tipkanja. Med učenjem smo s 
pomočjo pospeškometra na njihovem zapestju merili pospeške roke, s pomočjo kamere pa še 
velikost zenic. Psihologi so dokazali, da se da na podlagi teh socialnih signalov določiti 
osredotočenost kandidata na učenje, naša naloga pa je bila iz meritev rekonstruirati zvezni signal, 
s pomočjo katerega bi to lahko tudi storili. Končni cilj je bil razviti algoritem, ki bo uporabniku 
recimo svetoval, kdaj naj napravi premor, ker njegovo učenje ni več efektivno.  
2.2  Matematična formulacija problema 
Glavna problema, ki sta se med izvajanjem meritev pri našem eksperimentu pojavila, sta 
bila dva. Prvi je bil, da smo vedeli, da izmerjeni podatki vsebujejo šum. Težava, ki se zaradi tega 
pri rekonstrukciji signala lahko pojavi, je, da so v rekonstruiranem signalu prisotne previsoke 
frekvence. To težavo je kritično odpraviti, saj lahko drugače dobimo rezultate, ki so fizikalno 
nesmiselni. Če se navežemo kar na naš konkretni eksperiment, kjer smo merili velikost zenice in 
pospeške roke, bi nas takšna nepravilna aproksimacija vzorčnih meritev vodila v sklep, da se 
velikost zenice spreminja hitreje, kot je to dejansko možno, enako pa seveda velja tudi za hitrost 
premikanja roke.  Drugi problem je bil, da naše naprave meritev niso izvajale v enakomernih 
časovnih presledkih, kar pomeni, da smo za rekonstrukcijo signala imeli na voljo zgolj 
neenakomerno vzorčene podatke. Zaradi tega naletimo na določene ovire, saj je proces 
rekonstrukcije signala iz neenakomerno vzorčenih podatkov, matematično gledano, bolj 
kompleksen, kot če imamo na voljo enakomerno vzorčene merilne točke.   
16 2  Predstavitev problema in rešitev 
 
 Naš cilj je bil torej izdelati algoritem, ki bo iz množice podatkov najprej izločil šum, nato 
pa izrisal gladko, časovno zvezno krivuljo, ki se bo po kriteriju odstopanja najmanjših kvadratov 
najbolje prilegala vzorčnim točkam.  
2.3  Predlagana rešitev  
Glede na ravnokar opisane težave vzorčnih točk smo se odločili problem reševati z  
aproksimacijo prevzorčenih merilnih točk s pomočjo B-zlepkov. B-zlepki nam zagotovijo, da je 
dobljena krivulja signala do želene stopnje gladka, vendar pa sami po sebi predstavljajo 
interpolacijo in ne aproksimacije. V našem primeru, kjer originalni podatki vsebujejo šum, pa 
uporaba interpolacije ni primerna. Zato smo najprej izvedli postopek prevzorčenja merilnih točk 
oziroma filtriranje. S tem smo B-zlepke nekako prisilili, da so nam podatke aproksimirali, hkrati 
pa smo nekoliko zmanjšali šum v podatkih. Z upoštevanjem zgornje frekvenčne meje smo 
naslovili še problematiko previsokih frekvenc, ki se lahko pojavijo v rekonstruiranem signalu. 
Predvsem pri filtriranju je glavna težava ta, da so standardne operacije za filtriranje, kot so: hitra 
Fouriereva transformacija (angl. fast Fourier transform oz. FFT), konvolucija (angl. convolution) 
in rekurzivno filtriranje (angl. recursive filters), v večini primerov formulirane za enakomerno 
vzorčenje in so za naš primer z neenakomernim vzorčenjem neuporabne. Pri iskanju zadovoljive 
teorije, ki bi zadostila neenakomerno vzorčenim podatkom, smo ugotovili, da potrebna 
matematika za implementiranje takšnega filtriranja presega okvire magistrskega dela. Filtriranje 
smo zato izvedli tako, da smo na merilnih točkah posameznih časovnih podintervalov izvedli 
izračun aritmetične srednje vrednosti. Na novih, »prevzorčenih« merilnih točkah smo nato s 
pomočjo B-zlepkov izvedli aproksimacijo.  
Za lažjo predstavo si oglejmo primer na grafih. Recimo, da imamo podane naslednje merilne 
točke. 
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Slika 2.1: Vzorčne točke 
Na teh točkah bi v primeru, ko ne bi opravili prevzorčenja z uporabo B-zlepkov, dobili 
interpolacijo vzorčnih točk, kar lahko vidimo na spodnji sliki. 
 
Slika 2.1:  Interpolacija vzorčnih točk 
 
Ugotovili smo, da interpolacija v našem primeru ne bo ustrezen postopek rekonstrukcije, zato 
smo merilne točke najprej prevzorčili, kot kaže naslednja slika. 
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Slika 2.2:  Merilne in prevzorčene merilne točke 
Modre točke predstavljajo originalne merilne točke, rdeče točke pa predstavljajo nove, 
prevzorčene merilne točke, ki smo jih dobili z izračunom aritmetične srednje vrednosti. Če B-
zlepke sedaj uporabimo na novih točkah, dobimo aproksimacijo originalnih merilnih točk, kar je 
bil tudi končni cilj. 
 
Slika 2.3:  Aproksimacija merilnih točk 
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3  Neenakomerno vzorčenje  
V prejšnjem poglavju smo predstavili problem in nakazali, kako ga bomo reševali. Preden 
pa se posvetimo reševanju problema, je treba razčistiti nekaj pojmov, ki se bodo v tem delu 
pogosto uporabljali. Namen je, da se bralca, ki na tem področju ni najbolj domač, uvede v 
terminologijo, ostalim pa lahko služi kot kratka ponovitev že znanih dejstev. 
3.1  Osnovni pojmi 
3.1.1  Enakomerno in neenakomerno vzorčenje 
Signal je fizikalna količina (tok, napetost, hitrost, pospešek ...), ki je odvisna od ene ali več 
spremenljivk. Pogosto se omejimo na signale, ki so odvisni le od ene spremenljivke, ki je čas. 
Govorimo torej o časovno zveznih signalih, ki so definirani v poljubnem časovnem trenutku, 
njihova vrednost pa se spreminja. Kadar te signale vzorčimo, dobimo časovno diskretne signale. 
Ti so definirani le v določenih časovnih trenutkih, od časovnih razmikov med zaporednimi 
vzorci pa je odvisno, ali gre za enakomerno ali neenakomerno vzorčenje.  
O enakomernem oziroma periodičnem vzorčenju govorimo, kadar so podatki na časovni 
osi med sabo enakomerno razporejeni. Tak način vzorčenja se danes uporablja v večini 
primerov, saj so postopki za enakomerno vzorčenje dobro znani in domala nespremenjeni že od 
predstavitve Whittaker-Kotelnikov-Shannonovega teorema in v večini primerov zadoščajo 
zahtevam obdelave signalov. Denimo torej, da imamo množico časov         (čase vzorcev 
bomo označevali z    namesto   , ker bomo oznako    kasneje uporabljali za vozle pri 
neenakomernem vzorčenju) ter njihovih funkcijskih vrednosti       oz.   .  Pri enakomernem 
vzorčenju je čas, ki preteče med dvema zaporednima vzorcema, konstanten in zapišemo lahko 
          za          , oziroma povedano drugače           . 
Enakomerno vzorčenje v večini primerov zadošča zahtevam obdelave signalov. Obstajajo 
pa razmere, ko se neenakomernemu vzorčenju ne moremo izogniti. Take razmere nastopijo 
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zaradi tehničnih težav, kot so: slab signal med oddajnikom in sprejemnikom oziroma neidealnost 
prenosne poti, ki povzroči, da se del podatkov izgubi, senzorji neenakomerno oddajajo meritve 
itd. Neenakomerno vzorčenje je načeloma manj zaželeno od enakomernega, saj moramo poleg 
vzorčne frekvence poznati tudi ustrezne vzorčne čase, če želimo enolično določiti signal.  
 
3.1.2  Interpolacija in aproksimacija 
Interpolacija in aproksimacija sta postopka rekonstrukcije signala, katerih namen je  
obraten procesu vzorčenja. Podan imamo časovno diskretni signal, iz njega pa bi radi dobili 
časovno zvezni signal, se pravi signal, ki je definiran v vsakem časovnem trenutku. Med 
razvijanjem algoritma za rekonstrukcijo signala smo spoznali, da bo v našem primeru bolj 
smotrna uporaba aproksimacije, ker pa smo se v začetni fazi problema lotili z interpolacijo, 
bomo na kratko razložili tudi to. Vsak izmed postopkov ima svoje prednosti in slabosti, katerega 
bomo uporabili, pa je odvisno predvsem od uporabe in smiselnosti. Glavna lastnost interpolacije 
je, da se interpolacijska krivulja popolnoma prilega merilnim točkam, tj. poteka skozi vse 
merilne točke. Aproksimacijska krivulja pa ne poteka nujno skozi vse merilne točke, se jim pa 
skuša najlepše prilegati po vnaprej določenem kriteriju. To je ponavadi kriterij odstopanja 
najmanjših kvadratov, ni pa seveda nujno. Aproksimacijo lahko uporabimo tudi, kadar želimo iz 
časovno zveznega dobiti nov časovno zvezni signal, vzroki za to pa so lahko: 
- numerična zahtevnost določanja amplitud originalnega signala, 
- originalni signal nima zahtevanih analitičnih lastnosti (npr. zveznost, odvedljivost), 
- z uvedbo približka želimo poudariti oziroma modelirati nekatere specifične fizikalne 
lastnosti signala, ki so za nadaljnji postopek obdelave najpomembnejše. 
 
Grobo rečeno bi torej interpolacijo uporabili, kadar meritvam popolnoma zaupamo, 
aproksimacijo pa, kadar vemo, da naše merilne točke od prave vrednosti nekoliko odstopajo. Do 
odstopanj pride zaradi merilnih napak instrumentov ali pa kakšnih drugih vzrokov. Bistveno je,  
da se zavedamo, da izmerjene vrednosti niso nujno prave vrednosti, ampak od njih odstopajo za 
neko vrednost, ki ji pravimo šum. Z analizo narave šuma se da v nekaterih primerih ugotoviti, ali 
je namesto interpolacije treba uporabiti aproksimacijo. Več o tem bomo povedali v poglavju o 
zgornji frekvenčni meji signala, na tem mestu pa nadaljujemo z interpolacijo. 
 Vemo že, da je interpolacija postopek, s katerim na podlagi diskretne množice znanih 
vrednosti skonstruiramo časovno zvezni signal.  Kakšen bo potek postopka, pa je odvisno od 
vrste interpolacije, ki jo uporabimo. Naredimo torej pregled najbolj uporabljenih interpolacij. 
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- Odsekoma konstantna interpolacija 
Gre za najpreprostejšo obliko interpolacije, kjer točkam blizu merilnih točk pripišemo enako 
funkcijsko vrednost, kot jo imajo le-te. Očitno je, da je metoda za implementacijo res preprosta, 
je pa vprašljiva njena uporabna vrednost v dejanskih aplikacijah. 
Poglejmo si, kako bi bila videti slika te interpolacije za dani nabor vrednosti merilnega signala. 
 
                
                             
 
Slika 3.1:  Primer odsekoma konstantne interpolacije 
Zaradi lažje grafične primerjave bomo tudi pri naslednjih interpolacijah uporabili iste podatke, 
seveda pa bomo na njih pri različnih interpolacijah izvedli algoritem, ki je lasten vsaki izmed 
njih. 
 
- Linearna interpolacija 
Linearna interpolacija je postopek konstruiranja novih točk znotraj danega intervala s pomočjo 
linearnih funkcij. Denimo, da imamo podani dve točki s koordinatama         in        . Vsaki 
točki   na intervalu         lahko potem določimo njeno funkcijsko vrednost po enačbi: 
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oziroma če izpostavimo funkcijsko vrednost: 
 
 1
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2 1
( )
x x
y y y y
x x

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
. (3.2) 
 
To enačbo potem uporabimo med vsakima zaporednima merilnima točkama, da dobimo linearno 
interpolacijo celotnega območja. Za naše podatke  
 
                
                               
 
bi dobili sledečo sliko. 
 
Slika 3.2:  Linearna interpolacija 
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- Polinomska interpolacija 
Polinomska interpolacija, včasih imenovana tudi Lagrangeeva polinomska interpolacija, je 
posplošitev linearne interpolacije. Iščemo polinom, ki poteka skozi vse dane merilne točke. 
Pokazati se da, da za   merilnih vzorcev obstaja natanko en polinom stopnje največ    , ki 
ustreza temu kriteriju. Prednost polinomske interpolacije je, da je dobljena krivulja gladka, se 
pravi odvedljiva v vsaki točki, njena slabost pa, da računska zahtevnost postopka izračuna z 
večanjem števila merilnih vzorcev izjemno hitro narašča. Zakaj je temu tako, bo razvidno iz 
interpolacijskih enačb. Poglejmo si torej, kako je ta interpolacija matematično definirana. 
Lagrangeev interpolacijski polinom      je polinom največ      -ve stopnje, ki poteka skozi 
  točk                           in je določen kot  
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Enačbo lahko zapišemo tudi v eksplicitni obliki 
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saj se da iz nje najlepše razbrati, zakaj z večanjem števila vzorcev oziroma višanjem indeksa    
narašča težavnost enačbe, posledično pa tudi čas izračuna. Če bi recimo namesto   imeli    
vzorecev, bi to poleg dodatnega člena v vsoti pomenilo tudi, da se pri vseh ostalih členih vsote 
pojavi še kvocient oblike
 1
1( )
m
j m
x x
x x




 . Z večanjem števila vzorcev torej raste tako število kot tudi 
kompleksnost sumandov. Omeniti velja še dejstvo, da se pri velikem številu vzorcev, se pravi, ko 
moramo najti polinom visoke stopnje, občasno pojavi tudi Rungejev fenomen. Gre za pojav, pri 
katerem se med posameznimi merilnimi točkami pojavijo velike oscilacije, kar v večini primerov 
v praksi omeji uporabnost te interpolacije. 
Oglejmo si še primer, ko v enačbo vstavimo naše podatke: 
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Slika 3.3:  Polinomska interpolacija 
 
Polinom, ki ga vidimo na zgornji sliki, je pete stopnje, gre pa za polinom 
                                                  .  
Opomba: koeficienti so zaradi preglednosti zaokroženi na četrto decimalko. 
 
- Interpolacija z zlepki 
Pri prejšnji interpolaciji smo že omenili njeni največji slabosti, ki sta omejena uporabnost in 
zahtevnost izračuna pri velikem številu merilnih točk. Slednji se je moč izogniti, to pa storimo 
tako, da polinomsko interpolacijo kombiniramo z linearno. Linearna interpolacija je na vsakem 
intervalu           za izračun funkcijskih vrednosti vmesnih točk uporabila premico, ki poteka 
od funkcijske vrednosti ene merilne točke do funkcijske vrednosti naslednje. Vse, kar moramo 
pri interpolaciji z zlepki spremeniti, je, da premico na posameznem intervalu zamenjamo s 
polinomsko funkcijo. Če smo torej pri polinomski interpolaciji imeli en polinom, ki je moral 
ustrezati vsem točkam, imamo sedaj med vsakima dvema merilnima točkama definiran drug 
polinom. Ti morajo biti izbrani tako, da so prehodi med njimi do zahtevane stopnje gladki.  
Poglejmo še graf, ki nastane, če B-zlepke tretje stopnje uporabimo na naših podatkih.  
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Slika 3.4:  Interpolacija z zlepki 
Funkcija, ki smo jo dobili, je: 
 
        
                                         
                                                         
                                                       
                                                     
    
 
Vidimo, da je krivulja, ki smo jo dobili, sestavljena iz štirih polinomov tretje stopnje. To, da 
nobena izmed stopenj polinomov ni višja od tretje, ni naključje, ampak smo to določili kot 
parameter pri izračunu. Lahko bi se odločili tudi kako drugače, ampak ker je ta možnost v praksi 
največkrat uporabljena, smo izbrali kar to. 
Tudi tukaj so koeficienti zaokroženi na četrto decimalko.  
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3.1.3  Napovedovanje, filtriranje in glajenje 
Izraze napovedovanje, filtriranje in glajenje bomo pojasnili kar na primeru. Denimo, da 
imamo podan vektor časov merilnih točk           in vektor njim pripadajočih funkcijskih 
vrednosti                          . Definirajmo vektor      kot funkcijo teh meritev, 
tako da           predstavlja oceno      glede na                          , torej 
                            . Odvisno od relativnega položaja med časovnima indeksoma 
  in  ločimo tri možnosti: 
- napovedovanje, kadar      
- filtriranje, kadar    , 
- glajenje, kadar    . 
 
Napovedovanje je postopek, s katerim ocenimo vrednosti signala v prihodnosti s pomočjo 
trenutnih in preteklih merilnih podatkov. V praksi obstaja širok spekter problemov, ki pri 
reševanju zahtevajo ravno ta postopek. Če navedemo zgolj dva: 
- za znano hitrost, pospešek in pozicijo telesa želimo napovedati, kje se bo telo nahajalo in 
kako se bo  gibalo v določenem trenutku v prihodnosti; 
- znani so podatki nekega naključnega procesa, recimo vrednost delnic, mi pa skušamo 
napovedati njihovo vrednost v prihodnosti. 
 
Filtriranje je eden izmed najbolj osnovnih postopkov v obdelavi signalov. Njegov namen je 
iz vektorja podatkov                  , ki vsebujejo šum, proizvesti najboljšo oceno vektorja 
    . Najboljša ocena pa je mišljena v smislu kriterija odstopanja najmanjših kvadratov oziroma 
kakšnega drugega kriterija. 
 
Glajenje podaja oceno stanja sistema v nekem časovnem trenutku z indeksom  , pri čemer 
se opira na merilne podatke od začetnega časa   do časovnega trenutka z indeksom  ,   pa 
mora biti strogo večji od  . Pri izračunu ocene v določenem časovnem trenutku torej upošteva 
tako pretekle kot tudi prihodnje merilne podatke. 
 
3.1.4  Zgornja frekvenčna meja signala 
V prejšnjih podpoglavjih smo že omenili problem šuma in napovedali vpeljavo zgornje 
frekvenčne meje signala. Razlog zanjo bo najlažje razložiti na primeru. Vzemimo, da imamo 
podane diskretne meritve odvisnosti hitrosti motorja od časa. Za motor iz prakse poznamo 
največji možni pospešek med pospeševanjem in pojemek med ustavljanjem. Ta dva podatka 
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bosta predstavljala naši zgornji frekvenčni meji. Iz dobljenih meritev lahko po že opisanih 
postopkih interpolacije skonstruiramo časovno zvezni signal spreminjanja hitrosti motorja, iz 
tega pa se da po Fourierevi analizi določiti frekvenčni spekter, ki nam pove amplitudo 
posamezne frekvenčne komponente. Če v tem spektru opazimo, da je katera izmed frekvenc 
signala višja kot zgornja frekvenčna meja, lahko sklepamo, da podatki niso bili točni oziroma so 
vsebovali določen šum. V nasprotnem primeru bi sledilo, da je motor nekje pospeševal oziroma 
se ustavljal z večjim pospeškom, kot je fizikalno mogoče. Zgornja frekvenčna meja nam tako 
lahko v določenih primerih že v začetku pove, da postopek interpolacije ni smiseln, pri 
aproksimaciji signala pa nam prav tako pomaga, saj tudi tam najvišja frekvenca rekonstruiranega 
signala ne sme preseči zgornje frekvenčne meje. Poglejmo si še, kako določimo zgornjo 
frekvenčno mejo, če imamo podan potek signala. 
Čisto harmoničen signal je signal oblike 
 
                   , (3.6) 
 
kjer    predstavlja amplitudo signala,   krožno frekvenco signala,  pa fazni premik. Hitrost 
njegovega spreminjanja nam opisuje njegov odvod, se pravi 
 
                         (3.7) 
 
Maksimalna absolutna vrednost tega nam pove, kakšen je največji smerni količnik   tangente na 
harmoničen signal oziroma povedano matematično 
 
                  . (3.8) 
 
Iz te enačbe je treba najprej izračunati krožno frekvenco    
 
  
  z njeno pomočjo pa po enačbi 
        z lahkoto dobimo še frekvenco   , ki predstavlja zgornjo frekvenčno mejo za prvotni 
signal. V večini primerov signal ni čisto periodične oblike, kar je veljalo tudi za naš eksperiment. 
Izkaže pa se, da za vsak signal z omejeno frekvenčno mejo lahko uporabimo razmislek    
 
  
 
in preko njega izračunamo zgornjo frekvenčno mejo signala. 
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3.1.5  Modus, mediana, aritmetična sredina 
Te izraze uporabljamo pri izračunu srednje vrednosti niza podatkov. Omeniti velja, da to 
nikakor niso edine možnosti pri izračunu srednje vrednosti, saj poznamo še celo kopico drugih 
(geometrična sredina, harmonična sredina, aritmetično-geometrična sredina, obtežena sredina, 
kvadratična sredina, uravnotežena sredina ...), bomo pa predstavili zgolj te tri, ker smo jih pri 
svojih izračunih tudi uporabili. Vse tri kot vhodne podatke sprejmejo seznam vrednosti in nam 
kot rezultat vrnejo številsko vrednost. 
 Najbolj poznana aritmetična sredina se izračuna tako, da vse vrednosti seznama najprej 
seštejemo, potem pa vsoto delimo s številom sumandov.  
Modus dobimo tako, da pogledamo, katera vrednost v seznamu se največkrat ponovi. V 
primeru, da se nobena vrednost ne pojavi večkrat kot ostale, seznam nima modusa. 
Za uporabo mediane moramo seznam najprej urediti po naraščajočih vrednostih, potem pa 
samo še prebrati vrednost, ki je na sredini seznama. V primeru, da ima seznam sodo število 
elementov, vzamemo aritmetično sredino sredinskih dveh vrednosti. 
 
Primer: Študent je na kolokvijih od     možnih zbral sledeče število točk: 
                       .  
Seznam najprej uredimo po naraščajočih vrednostih za potrebe mediane: 
                       . Seznam ima očitno sodo število vrednoti, zato pri izračunu 
mediane naredimo aritmetično sredino sredinskih dveh elementov. 
 
          
     
 
    
 
Iz urejenega seznama se da hitro razbrati tudi modus, v našem primeru se vrednost    ponovi 
dvakrat, vse ostale pa zgolj enkrat. 
 
           
  
Na koncu izračunajmo še aritmetično sredino. 
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3.2  Kriteriji za kvaliteto aproksimacije 
Pri aproksimaciji iščemo funkcijo, ki minimizira izbrano normo pogreška na danem 
vektorskem prostoru funkcij. Povedali smo že, da se v praksi najpogosteje uporablja kriterij 
odstopanja najmanjših kvadratov v smislu evklidske norme, v tem poglavju pa bomo poleg 
definicije in lastnosti norm spoznali še dve normi, ki sta razširjeni v praksi.  
Norma v matematiki predstavlja funkcijo, ki vsakemu neničelnemu vektorju v izbranem 
vektorskem prostoru priredi neničelno pozitivno dolžino in ničelnemu vektorju dolžino nič. 
Seminorma, po drugi strani, sme poleg ničelnem vektorju pripisati dolžino nič tudi ostalim 
vektorjem. Poglejmo si še strogo matematično definicijo. 
Za dani vektorski prostor   nad obsegom kompleksnih števil   je norma funkcija     
 ,  ki zadošča naslednjim pogojem: 
1.              , 
2.               , 
3.                                        , 
4.                           . 
Če ima vektorski prostor normo, se imenuje normirani vektorski prostor, normo elementa    pa 
označimo kot    . 
Lastnosti norme so sledeče: 
1.                              , 
2.                                   , 
3. 
                      
          
       , 
4.                            , 
5.                                  . 
V našem primeru je   vektorski prostor signalov, elementi    torej predstavljajo časovne funkcije 
na nekem intervalu, za katere velja naslednje: če sta funkciji   in   definirani na istem 
definicijskem območju  , torej       in      , potem: 
1.                   , 
2.                    , 
3. 
 
 
    
    
    
, pri čemer je        za vsak    . 
3.2.1   -norme 
Za     je  -norma vektorja    definirana kot: 
 
             
      
 
  . (3.9) 
30 3  Neenakomerno vzorčenje 
 
 
V praksi se večinoma uporabljajo trije posebni primeri  -norm. Pri Manhattan oziroma taksi 
normi (     je            
 
   . Razdalja se meri tako, da seštejemo vse komponente danega 
vektorja. Enako razdaljo dobimo tudi, če moramo neko pot prepotovati samo z uporabo 
medsebojno pravokotnih cest, kot so recimo v mestu Manhattan, po katerem je ta norma tudi 
dobila ime. Evklidska norma (     oziroma               
 
    predstavlja najkrajšo razdaljo 
od izhodišča do konca vektorja   . Gre torej za pitagorsko razdaljo med dvema točkama, ki je 
večini ljudi tudi najbolj intuitivna. Zadnja norma, ki jo bomo omenili, pa je maksimalna oziroma 
neskončna norma, pri kateri      , se pravi                   
      
 
           . 
3.3  Nizkopasovno filtriranje neenakomerno vzorčenih signalov 
Splošno gledano poznamo več vrst nizkopasovnih filtrov. Filtri v električnih krogih, 
digitalni filtri za glajenje nabora podatkov, akustični filtri in pa fotografski filtri, če naštejemo le 
nekaj najbolj znanih. Vsem nizkopasovnim filtrom je skupno, da prepuščajo komponente, ki so 
nižjih, in onemogočajo komponente, ki so višjih frekvenc od neke kritične frekvence. Povedano 
enostavno, nizkopasovni filtri gladijo potek signala s tem, da odstranjujejo kratkoročna nihanja 
in poudarjajo trend, ki se v signalu pojavlja čez daljši časovni rok, kar jih naredi za neprecenljiv 
pripomoček pri odpravljanju šuma. Osredotočimo se sedaj na digitalne filtre, izmed katerih je bil 
eden uporabljen tudi v tem magistrskem delu. 
3.3.1  Trenutno stanje filtriranja neenakomerno vzorčenih signalov 
Za začetek povejmo, da poznamo dve vrsti filtrov, in sicer FIR-filtre (angl. finite impulse 
response), ki imajo končno trajanje odziva na enotin impulz, in IIR-filtre (angl. infinite impulse 
response), ki imajo neskončno trajanje odziva na enotin impulz. V literaturi smo zasledili, da se 
pri filtriranju neenakomerno vzorčenih signalov uporabljata obe vrsti. O matematični formulaciji 
prenosa uporabe rekurzivnih digitalnih filtrov IIR na neenakomerno vzorčene signale govori [3]. 
Naslednji primer, ki govori o direktni uporabi IIR-filtra na neenakomerno vzorčenih signalih 
brez prevzorčenja, je [4]. O uporabi FIR-filtra na neenakomerno vzorčenih podatkih pa govori 
recimo [5]. 
Za konec omenimo še, da smo v sklopu te magistrske naloge uporabili enostaven filter 
povprečja, ki spada v sklop FIR-filtrov.  
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3.4  Teorem o neenakomernem vzorčenju 
Problematiko neenakomernega vzorčenja smo sprva nameravali reševati s Paley-Wiener-
Levinsonovim (P-W-L) teoremom. Ta pravi, da lahko signal popolnoma rekonstruiramo iz 
vzorcev (angl. samples), če povprečna vzorčna frekvenca (angl. average sampling rate) zadosti 
Nyquistovemu kriteriju. Enakomerno vzorčenje torej ni nujni pogoj za rekonstrukcijo signala, 
zagotovo pa vodi do lažjega postopka rekonstrukcije. 
Paley-Wiener-Levinsonov teorem pravi, da za množico vzorcev         , ki zadostijo 
pogoju  
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kjer ( )if x  predstavlja vrednost ix -tega vzorca, funkcija G  pa je definirana kot 
 
   0
1
( ) 1 1
i i i
x x
G x x x
x x

 
  
     
  
 . (3.12) 
 
2B  je Bernsteinov prostor, ( )f x  pa enakomerno konvergentna funkcija na kompaktnih 
množicah. Na tem mestu podajmo še definicijo Bernsteinovega prostora. Naj bo   podmnožica 
  . Bernsteinov prostor    je sestavljen iz vseh zveznih funkcij    
     , za katere velja, da 
njihovi Fourierevi transformi    zadostijo pogoju               
Za konec si poglejmo še povezavo med enakomernim in neenakomernim vzorčenjem. Konec 
koncev je enakomerno vzorčenje zgolj poseben primer neenakomernega vzorčenja. Poglejmo 
torej, pod katerim pogojem enačba (3.11) velja za enakomerno vzorčenje. Vzorci pri 
enakomernem vzorčenju so med sabo enakomerno oddaljeni, zaradi česar smemo zapisati 
         .    je neka konstanta,    pa korak med vzorci. Enačbo (3.11) smemo uporabiti za 
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enakomerno vzorčenje, če za funkcijo      vzamemo           
       
  
 . Pri enakomernem 
vzorčenju bi torej celotno funkcijo iz vzorcev aproksimirali s pomočjo naslednje enačbe: 
 
                
                    
              
 
    . (3.13) 
 
3.4.1  Implementacija Paley-Wiener-Levinsonovega teorema 
Funkcijo ( )f x  smo implementirali v Pythonu po enačbi (3.11), za kar pa je treba poznati 
še  'G x . Funkcijo      iz enačbe (3.12) torej odvajamo po  . 
 
   ' 0
11 1
1 1 1
 1 1 1 1 1 1
li ii i l l i i i i
l i
x x x x x
G x x x
x x x x x x x x
  
    

  
            
                       
            
  
    (3.14)  
 
Iz enačbe (3.11) vidimo, da v funkcijo '( )G x  vstavljamo samo vrednosti vzorcev   . Prvi člen v 
enačbi (3.14) lahko torej izpustimo, saj je njegova vrednost v teh primerih enaka 0 . Enačba se 
nam tako poenostavi v 
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V enačbo sedaj vstavimo s -ti vzorec, torej .sx x  
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Opazimo, da je       
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ki je primerna za uporabo v enačbi (3.11). Po implementaciji v Pythonu smo ugotovili, da se 
jedro 
    
            
 funkcije      ne obnaša po pričakovanjih, pa tudi če bi nam uspelo to metodo 
uspešno implementirati, bi šlo za interpolacijo merilnih točk. Tega v našem primeru ne želimo, 
saj vemo, da merilni podatki vsebujejo tudi šum, ki ga moramo pri rekonstrukciji signala 
upoštevati. Iščemo krivuljo, ki se bo danim merilnim točkam najlepše prilegala, ne pa nujno 
potekala skozi vse, namesto interpolacije je torej treba izvesti aproksimacijo. V nasprotnem 
primeru bi lahko prišlo do problema preprileganja (angl. overfitting), se pravi, da bi 
rekonstruirani signal vseboval frekvence, za katere vemo, da so glede na naš problem fizikalno 
nesmiselne (npr. da bi rekonstruirali krivuljo, iz katere bi sledilo, da se velikost zenice spreminja 
hitreje, kot je to dejansko mogoče). To spoznanje je vodilo, da smo pozornost preusmerili na 
aproksimativne metode in njihovo implementacijo. 
3.5  B-zlepki  
Po neuspešnem poskusu implementacije P-W-L-teorema smo se problema lotili z uporabo 
B-zlepkov (angl. B-splines). Več o samem postopku implementacije bomo podali v kasnejših 
podpoglavjih, za začetek pa povejmo nekaj splošnega o B-zlepkih. 
Pojem B-spline je uvedel Isaac Jacob Schoenberg in je okrajšava za angleški izraz basis 
spline. Že ime samo nam pove, da gre za zlepljeno funkcijo, ki je sestavljena iz odsekoma 
polinomskih funkcij. Stopnja posameznega polinoma pa mora biti vedno strogo manjša od reda 
B-zlepka, ki ga bomo označili s  . Točke, kjer se posamezni zlepki združijo, imenujemo vozli 
(angl. knots),  -ti vozel pa bomo tekom tega dela označevali s   .  
Matematično je B-zlepek  -tega reda  
 
                     (3.18) 
 
kjer je  
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Rekurzivna formula za izračun         pa je 
 
          
    
         
          
      
         
           . (3.20) 
 
Na tem mestu, za lažjo predstavo o tem, kako je videti B-zlepek, ponovimo sliko, ki smo jo 
podali že v poglavju o osnovnih pojmih. 
 
Slika 3.5:  Primer B-zlepka 
 
3.5.1  Uporaba programskega jezika Python za delo z B-zlepki 
Tako pri Lagrangeevi polinomski interpolaciji kot pri uporabi P-W-L-teorema smo 
ugotovili, da problem nastane pri previsokem redu funkcije, ki je direktno povezan s številom 
vzorcev. Ta problem bi lahko odpravili tako, da bi funkcijsko območje razdelili na več intervalov 
in potem izvedli en ali drug postopek na vsakem izmed podintervalov. Na nek način bi tako 
sprogramirali B-zlepke, česar nam ni bilo treba narediti, saj Python že vsebuje funkcijo, ki 
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izračuna B-zlepke iz podanih merilnih vzorcev. Vseeno pa se nam zdi pomembno, da razložimo, 
kako ta funkcija deluje.  
Iz podane množice vzorčnih podatkov ( , )i ix y , 1, 2, , i m   na intervalu  [ , ]a b  in množice 
pozitivnih števil 1, 2, , iw m  , zlepljeno funkcijo ( )s x  reda k  z vozli jt , 
1, 2, , j k k n k      določimo tako, da je vsota  
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minimalna za vse ( )s x , ki izpolnjujejo  
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rd  predstavlja nezvezni skok 
 
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       0 0 ,   k kr r rd s t s t     (3.23) 
 
S  pa je znana konstanta. 
Število in pozicijo vozlov algoritem izbere avtomatsko. Kadar algoritmu ne določimo drugače, 
vozli postanejo kar merilne točke. 
Pri podani strogo naraščajoči množici realnih števil 1 2, , , k k n kt t t    je zlepljena funkcija 
( )s x  reda k  z vozli jt , 1, 2, , j k k n k      funkcija, definirana na intervalu  1,k n kt t   z 
naslednjima lastnostma: 
- na vsakem podintervalu 
1,j jt t    , 1, , 1j k n k     , je ( )s x  podana kot polinom reda 
k  ali manj, 
-  s x  in njeni 1, 2, , 1k   odvodi so zvezni na celotnem območju 1,j jt t    . 
 
3.5.2  Nadzor glajenja z vstavljanjem vozlov 
Vgrajena Pythonova koda za B-zlepke deluje tako, da ji podamo vzorčne podatke ter želen 
red zlepkov. Red zlepkov pove, kakšna bo najvišja stopnja polinomov, ki bodo sestavljali 
zlepljeno funkcijo. V našem primeru smo se odločili za tretji red. A priori funkcija postavi vozle 
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tako, da skozi vzorčne točke izriše interpolacijsko krivuljo, se pravi krivuljo, ki gre skozi vse 
točke, kar pa ni optimalno za našo uporabo. Hibo odpravimo tako, da funkciji podamo svoj 
vektor vozlov. Problem, ki se pri tem pojavi, je, da vnaprej ne vemo, kako izbrati vozle, da se bo 
funkcija vzorčnim točkam najlepše prilegala, hkrati pa izločila previsoke frekvence signala, ki bi 
se lahko pojavile zaradi šuma v izmerjenih podatkih. V literaturi najdemo veliko pristopov za 
optimizacijo postavljanja vozlov, v grobem pa jih lahko razdelimo na tri glavne skupine. Pri prvi 
skupini najprej izberemo začetni vektor vozlov in izračunamo odstopanje dobljene krivulje od 
merilnih podatkov ([6], [7], [8], [9]). Kadar je odstopanje preveliko, se generira nov vektor 
vozlov, glede na določen kriterij, in ta postopek se ponavlja, dokler pogoj za odstopanje ni 
izpolnjen. Kljub dobrim rezultatom, ki jih metode te vrste ponujajo, je njihova slabost 
dolgotrajnost izračuna. Poleg tega ta pristop za izračun odstopanja interpolacije od same funkcije 
zahteva poznavanje vrednosti te funkcije. Ta pa pri našem problemu ni na voljo, saj poznamo le 
posamezne vzorce interpolirane funkcije, ne pa tudi vmesnih potekov. Pri drugi skupini metod 
začnemo z zelo gostim vektorjem vozlov, potem pa odstranjujemo vozle, ki na dobljeno obliko 
krivulje nimajo velikega vpliva ([10], [11]). Tretja skupina metod dela ravno obratno [12]. 
Začnemo z vektorjem vozlov, ki vsebuje zelo malo vozlov, potem pa vstavljamo nove vozle, kjer 
to vodi do izboljšave prileganja krivulje merilnim rezultatom. 
V tem delu smo se reševanja problema aproksimacije lotili s postopkom iz tretje skupine, 
in sicer z izračunom vektorja vozlov kubičnega zlepka s pomočjo drugega odvoda [2]. V 
začetnem koraku smo uporabili metodo razpolavljanja intervalov glede na določeno mejo 
odstopanja drugega odvoda merilnih rezultatov. Omenili smo že, da smo uporabili tretji red 
zlepkov, kar pomeni, da so polinomi, ki sestavljajo zlepljeno funkcijo, največ tretje stopnje, 
posledično pa njihovi drugi odvodi največ prve stopnje, se pravi premice. Postopek pravi, da je 
treba množico podatkovnih točk na posameznem podintervalu aproksimirati s premico po 
kriteriju metode najmanjših kvadratov (vsota kvadriranih odklonov merilnih točk od 
aproksimacijske premice mora biti najmanjša). Kadar katerakoli merilna točka na danem 
intervalu odstopa od aproksimacijske premice na tem intervalu za več kot določen kriterij, 
recimo mu  , moramo interval razpoloviti in ponoviti aproksimacijo merilnih točk na vsakem 
izmed podintervalov. Postopek ponavljamo tako dolgo, dokler ne dosežemo kriterija za ustavitev 
postopka, ta pa je lahko:  
- dolžina intervala je krajša od  , 
- vse merilne točke na danem podintervalu so znotraj   okolice aproksimacijske krivulje. 
Na koncu imamo prvotni interval razdeljen na podintervale, njihove meje pa so vozli, ki jih 
vstavimo v funkcijo zlepkov. 
Postopek si oglejmo na primeru, kjer opazimo razliko med grafoma funkcij, ki ju Python 
izriše, če dopustimo, da sam določi vozle, in če te vozle določimo po pravkar opisanem 
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postopku. Merilni podatki so seveda v obeh primerih enaki. Na začetku, ko nas je zanimala 
kakovost algoritma, pa nismo upoštevali vseh podatkov, ampak zgolj tiste na intervalu od 0 do 5 
sekund. 
 
Slika 3.6:  Interpolacija merilnih podatkov z B-zlepki (vozli so kar merilne točke) 
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Slika 3.7:  Aproksimacija merilnih podatkov z B-zlepki (uporabimo ročno generirane vozle) 
S slik se sedaj tudi grafično vidi razlika med interpolacijo in aproksimacijo, hkrati pa s slike z 
interpolacijsko krivuljo razberemo tudi dva razloga, zaradi katerih postopek interpolacije ni 
primeren za naš primer. Prvi je ta, da se na področjih, kjer so merilni podatki redki, signal močno 
odkloni in doseže vrednosti, ki zagotovo niso fizikalno upravičene. Drugi razlog pa je, da mora 
interpolacijska krivulja, tudi kadar so merilne točke goste, njihove funkcijske vrednosti pa se 
precej spreminjajo, potekati skozi vse, kar  privede do visokih frekvenc rekonstruiranega signala, 
ki so popolnoma nerealne. V primeru pospeškometra bi to pomenilo, da smo roko premikali z 
večjimi pospeški, kot je to fizično mogoče.  
Po drugi strani vidimo, da nam postopek aproksimacije sicer odpravi visoke frekvence, ki 
so posledica šuma, vendar pa ne izloči vseh nesmiselnih skokov signala na področjih, kjer so 
merilni podatki redki. Upali smo, da bomo ta problem odpravili z nadaljno implementacijo 
članka [2], kjer avtor govori o vpeljavi dvojnih, trojnih in četvernih vozlov. Po nekaj dnevih 
programiranja smo spoznali, da bo vsakršen poskus izboljšave algoritma brez podrobne razlage 
avtorjev članka, popolnoma brezploden, saj je članek napisan premalo natančno, da bi bilo 
postopek mogoče ponoviti, pa tudi uporabljene slike so precej zavajajoče, ko jih poskusimo 
združiti z vsebino članka. Avtorjem članka smo zato poslali prošnjo za obrazložitev, vendar 
odgovora nismo prejeli. Med čakanjem smo ugotovili, da tudi če bi dobili podrobno obrazložitev 
članka, njihovega postopka ne bi bilo smiselno implementirati za naš problem zaradi 
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predpostavke o znani krivulji, ki v našem primeru seveda ni izpolnjena. Tako smo s tem 
postopkom na tem mestu zaključili in se posvetili implementaciji zadnjega postopka. 
 
3.5.3  Interpolacija prevzorčenih merilnih podatkov 
Osnovna ideja pri razvoju tega postopka je bila, da bi glajenje funkcije izvedli drugače kot 
v prejšnjem primeru, kjer smo to skušali storiti z dinamičnim postavljanjem vozlov. Zamisel, ki 
se je porodila, je bila, da bi opazovani časovni interval meritev najprej razdelili na podintervale, 
potem pa na vsakem podintervalu izvedli povprečenje merilnih točk. Dolžina podintervalov bi 
bila določena z zgornjo frekvenčno mejo signala, kar bi odpravilo težave previsokih frekvenc, ki 
so posledica šuma. Na vsakem izmed podintervalov bi potem vse merilne točke zamenjali z eno 
samo, ki bi predstavljala bodisi njihovo mediano, modus, aritmetično srednjo vrednost ali 
rezultat kakšnega drugega postopka. Kratke razlage teh izrazov so bile podane že v osnovnih 
pojmih na začetku poglavja, tu pa povejmo, da ima vsak izmed postopkov povprečenja svoje 
prednosti in slabosti, zato smo se odločili implementirati kar vse tri in potem z rezultati 
primerjati, katera možnost se v našem primeru najbolje obnese. V vsakem primeru je treba 
merilne točke najprej prevzorčiti, nato pa skozi novo dobljene točke skonstruirati interpolacijsko 
krivuljo z B-zlepki. Zavedati se je treba, da sedaj interpolacijo lahko uporabimo, saj gre za 
interpolacijo prevzorčenih merilnih točk, kar na nek način pomeni aproksimacijo originalnih 
merilnih točk. S povprečenjem več točk smo zmanjšali šum, hkrati pa nam redkejše nove točke 
zmanjšajo problem previsokih frekvenc signala. Nove, prevzorčene točke so že kar vhodni 
podatki, ki jih Pythonova funkcija za B-zlepke potrebuje za izris grafa. Treba je omeniti še, kako 
smo določili zgornjo frekvenčno mejo oziroma s tem povezan čas   . Glede na to, da smo pri 
eksperimentu merili pospešek roke med učenjem slepega desetprstnega tipkanja, smo 
predpostavili, da največji pospešek roka zagotovo doseže takrat, ko jo s tipkovnice prestavimo na 
miško. V časovnem intervalu 30 sekund smo tako roko s tipkovnice prestavljali na miško in 
nazaj ter šteli, koliko ponovitev smo izvedli. Frekvenco smo izračunali po enačbi    
 
 
, kjer je 
  število premikov roke s tipkovnice na miško in nazaj,   pa čas. Seveda gre za grobo oceno, saj 
se hitrost premikanja razlikuje od posameznika do posameznika. V našem primeru smo našteli 
120 ponovitev v 30 sekundah. Iz tega sledi    
   
   
     oziroma po enačbi    
 
   
 še 
   
 
 
        . V enačbah algoritma smo za vrednost    uporabljali navdol zaokroženo 
vrednost          . 
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4  Eksperimentalni rezultati 
V tem poglavju bomo predstavili rezultate postopka interpolacije prevzorčenih merilnih 
podatkov. Z namenom razumevanja okvirja uporabe predlaganega postopka aproksimacije bomo 
na tem mestu na kratko opisali merilno okolje. Meritve so bile dobljene med eksperimentom, pri 
katerem so se kandidati učili slepega desetprstnega tipkanja. Proces učenja je bil posnet s 
kamero, hkrati pa so kandidati na roki imeli napravo, ki je merila pospeške njenega gibanja in jih 
posredovala računalniku. Videoposnetke je pregledalo pet ocenjevalcev, ki so vsako sekundo 
ocenjevali, kako se jim zdijo kandidati osredotočeni na tipkanje. Po uporabi interpolacije na 
prevzorčenih podatkih smo dobili krivuljo pospeška roke, ki smo jo primerjali z ocenami. 
Poenostavljeno gledano lahko z gotovostjo rečemo, da kadar so pospeški veliki (premikanje 
miške, zamah z roko, kandidat vstane in se sprehaja itd. ...), kandidat ni osredotočen na učenje 
tipkanja. Pokazalo pa se je, da se iz poteka pospeška roke da sklepati o osredotočenosti kandidata 
na tipkanje tudi v manj trivialnih primerih. Končni cilj je bil izdelati algoritem, ki bi podatke 
zbiral in obdeloval v realnem času ter uporabniku recimo predlagal, kdaj bi bilo dobro narediti 
premor, da bi bilo učenje časovno najbolj efektivno. 
Preden se posvetimo analizi podatkov in rezultatov, je treba omeniti, da zaradi slabe 
kvalitete ure pospeškometra in izgubljanja podatkov pri prenosu v podatkovno bazo sami podatki 
niso bili vzorčeni enakomerno, kar je bil tudi razlog za obdelavo z neenakomernim vzorčenjem, 
ki je bil obširneje predstavljen že v prejšnjem poglavju. Zaradi neenakomernega vzorčenja je bilo 
treba določiti dvoje in sicer: 
- kaj narediti z manjkajočimi podatki, 
- filtriranje in zgornjo frekvenčno mejo merjenega signala. 
 
Kot je bilo v prejšnjem poglavju že povedano, pri prehodu s postopka z nadzorovanim 
glajenjem z vstavljanjem vozlov na interpolacijo prevzorčenih podatkov nismo rešili problema, 
ki se pojavi pri manjkajočih podatkih. Seveda je treba najprej definirati, kaj manjkajoči podatki 
pri neenakomernem vzorčenju sploh so. Pri enakomernem vzorčenju je namreč trivialno določiti, 
kdaj določena meritev manjka in kdaj ne. Merilni rezultati so tam med sabo enakomerno 
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razporejeni po časovni osi in kjer je med dvema zaporednima merilnima točkama preteklo več 
časa kot med ostalimi, lahko sklepamo, da manjka merilna točka. Pri neenakomernem vzorčenju 
seveda ni tako, saj je čas, ki preteče med dvema zaporednima merilnima točkama, nekonstanten 
in težko je reči, kdaj sta dve merilni točki toliko oddaljeni, da med njima zagotovo manjka vsaj 
še ena. Mi smo določili časovni interval, ki je bil sorazmeren z zgornjo frekvenčno mejo, in 
zahtevali, da se na njem nahaja vsaj ena merilna točka. Kadar ta pogoj ni bil izpolnjen, smo 
predpostavili, da gre za manjkajočo meritev. Manjkajoče meritve bi lahko ročno zapolnili s 
točkami, ki bi bile recimo aritmetična sredina dveh sosednjih merilnih točk, potem pa skozi te tri 
točke potegnili dve premici. Odločili smo se, da tega ne bomo implementirali, saj je takšno 
umetno ustvarjanje točk popoln nesmisel. Po drugi strani tako z grafa takoj vidimo, kje so 
intervali z manjkajočimi podatki (kjer interpolacijska krivulja močno odstopa od merilnih točk), 
in se lahko odločimo, da tistega dela krivulje ne upoštevamo pri celostni analizi. 
 Pri iskanju zadovoljive teorije za uporabo zgornje frekvenčne meje in filtriranja pri 
neenakomernem vzorčenju smo ugotovili, da bi bilo za implementacijo takšnega postopka treba 
poseči po matematiki, ki presega okvire magistrske naloge. Filtriranje in zgornjo frekvenčno 
mejo smo tako upoštevali kar s prevzorčenjem merilnih točk, kot je bilo opisano v prejšnjem 
poglavju.  
4.1  Testni podatki 
Omenili smo že, da bomo za podatke uporabili merilne točke, ki smo jih dobili s 
pospeškometrom med učenjem desetprstnega tipkanja. Pospešek je vektorska količina, ki ima tri 
komponente (v smeri     in  -osi), za prikaz delovanja našega algoritma pa bomo, brez škode za 
splošnost, izbrali zgolj eno. Označimo torej z    pospešek v smeri  -osi, za čas pa bomo zopet 
uporabili oznako  . Za prikaz delovanja algoritma smo časovni interval skrajšali na   
         . Razlog za to je večja preglednost, ki je, ko se ugotavlja ustreznost algoritma, bistveno 
pomembnejša od prikaza celotnega časa pridobivanja meritev. V magistrski nalogi bomo podali 
zgolj nekaj začetnih in končnih vrednosti podatkov, saj ni smiselno, da bi se naslednja tabela 
raztezala čez nekaj strani. 
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17,004 
17,019 
17,039 
          
18,954 
18,964 
18,983 
0,09 
0,05 
0,11 
          
0,00 
0,01 
-0,03 
Tabela 4.1:  Merilni podatki 
4.2  Postopek izvedbe aproksimacije v programskem paketu Python 
Namen tega podpoglavja je omogočiti bralcu z zadostnim znanjem in ustrezno programsko 
opremo ponovitev naših rezultatov oziroma implementacijo algoritma za kakšen drug problem iz 
neenakomernega vzorčenja. Omenili smo že, da smo za implementacijo algoritmov uporabljali 
prosto dostopen programski jezik Python, enake rezultate pa bi bilo možno dobiti tudi s katerim 
izmed bolj uporabljanih, a plačljivih programov, kot sta Matlab ali Mathematica.  
Pred pričetkom programa smo morali v Python uvoziti določene knjižnice, ki smo jih 
uporabljali med razvijanjem. To smo naredili s naslednjimi ukazi:  
import pandas as pd 
from pandas import DataFrame, Series 
from pymongo import MongoClient 
import time 
from datetime import datetime, date 
import scipy 
import matplotlib.pyplot as plt 
from scipy.interpolate import splev, splrep,PPoly 
import numpy as np 
import math 
Merilne podatke iz prejšnjega podpoglavja smo nato shranili v dva vektorja, tako da je prvi 
vektor   vseboval vse čase meritev, drugi vektor    pa vse pospeške v smeri  -osi.    smo 
določili po že opisanem postopku v prejšnjem poglavju, v našem primeru smo dobili vrednost 
         . Z       zanko smo nato prvotni interval             razdelili na podintervale z 
dolžino   , hkrati pa s     zanko in funkcijo            iz prvotnih merilnih točk dobili 
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prevzorčene, ki so v tem primeru predstavljale aritmetično sredino merilnih točk na posameznem 
podintervalu tako po času kot tudi po vrednosti pospeška. Te točke smo vstavili v vgrajeno 
Pythonovo funkcijo za B-zlepke                           , ki je podrobneje razložena v 
poglavju Uporaba programskega jezika Python za delo z B-zlepki. Potek B-zlepkov je bil s tem 
znan, na koncu je bilo treba uporabiti le še funkcijo           , ki je potek krivulje izrisala na 
grafu.   
4.3  Eksperimentalni rezultati 
V tem poglavju bomo predstavili rezultate našega algoritma na realnih podatkih, 
pridobljenih z eksperimentom učenja slepega desetprstnega tipkanja. Za začetek prikažimo 
meritve iz tabele 4.1 na grafu. 
 
Slika 4.1:  Prikaz merilnik točk, prevzorčenih merilnih točk in intervalov 
Na grafu so poleg merilnih točk, ki so označene z modro, vidne tudi točke, ki smo jih dobili s 
postopkom prevzorčenja. Vsaka rdeča točka torej predstavlja aritmetično sredino (tako po 
funkcijski vrednosti kot tudi po času) vseh modrih točk med posameznima zelenima točkama. 
Razdalje med dvema zaporednima zelenima točkama pa predstavljajo čas   . 
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Najprej si bomo pogledali vpliv vzorčne frekvence na obliko aproksimacijske krivulje. 
Pričakovati je, da bo v primeru, ko bomo določili zelo visoko frekvenco, se pravi zelo nizek     
aproksimacijska krivulja postala kar intepolacijska. Razlog za to je preprost. Z manjšanjem    se 
manjša tudi število točk, ki se na tem intervalu nahaja. V nekem trenutku dosežemo tako nizek 
  , da je na vsakem izmed intervalov največ ena točka.  Ker na vsakem izmed intervalov potem 
izračunamo aritmetično sredino, bi v tem primeru za prevzorčene točke dobili kar prvotne 
merilne točke. Algoritem v naslednjem koraku na prevzorčenih točkah izvede interpolacijo z B-
zlepki, tako da v tem primeru izvedemo kar interpolacijo merilnih točk, kar pa, kot smo že 
povedali, v našem primeru ni ustrezno. Po drugi strani je pričakovati, da se bo ob nižanju 
vzorčne frekvence aproksimacijska krivulja čedalje počasneje spreminjala s časom in tudi vedno 
slabše aproksimirala merilne točke.  
 
Slika 4.2:  Graf aproksimacije za različne vrednosti Ts 
Na grafu vidimo krivulje za tri različne čase   . Poleg izračunane vrednosti           smo za 
lažjo predstavo vpliva    na obliko krivulje prikazali še         in         . Opazimo lahko, 
da aproksimacijska krivulja postane pri           že skorajda interpolacijska, po drugi strani 
pa je          tako dolg, da je prileganje aproksimacijske krivulje merilnim točkam za našo 
specifično aplikacijo bilo že preslabo. Pri sledečih grafih bo tako vedno uporabljen          . 
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Naslednja stvar, ki jo bomo grafično prikazali in komentirali, je vpliv reda   B-zlepka na 
obliko aproksimacijske krivulje. Pri teoretični razlagi B-zlepkov smo že povedali, da red    pove 
najvišjo dovoljeno stopnjo polinomskih funkcij, s katerimi na posameznih podintervalih 
aproksimiramo merilne točke. Red     torej pomeni, da je aproksimacijska krivulja 
sestavljena iz premic,     pomeni, da je aproksimacijska krivulja sestavljena iz polinomov 
največ druge stopnje itn. ... Pythonova vgrajena funkcija za B-zlepke sicer dovoljuje vrednosti za 
   od 1 do 5, mi pa si bomo pogledali zgolj primere od 1 do 3. Posamezne krivulje za testne 
podatke si lahko ogledamo na naslednji sliki. 
 
Slika 4.3:  Graf aproksimacije za različne vrednosti reda k 
Po eni strani vidimo, da je aproksimacija z redom     popolnoma nesprejemljiva z vidika 
prileganja, pa tudi predpostavka, da bi se pospešek roke spreminjal zgolj linearno, se zdi 
nerealna. Po drugi strani pa lahko zaključimo, da bistvene razlike v obliki in poteku 
aproksimacijske krivulje pri redih     in     ni opaziti. Za potrebe naše aplikacije smo 
ugotovili, da bi bili obe možnosti dovolj dobri, smo se pa v končni fazi vseeno odločili uporabiti 
    in ta vrednost bo uporabljena tudi pri naslednjih grafih.   
 
Naslednji vidik, ki zasluži grafični prikaz, je dejstvo, da bo aproksimacijska krivulja zunaj 
intervala, na katerem se merilne točke nahajajo, zelo hitro začela dosegati popolnoma nerealne 
vrednosti, ne glede na to, kako dobra je aproksimacija znotraj tega intervala. Slednje je posledica 
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lastnosti polinomov, da pri visokih vrednostih spremenljivke postanejo tudi funkcijske vrednosti 
zelo velike. Ker B-zlepki niso nič drugega kot zlepljene polinomske funkcije, imajo tudi sami to 
lastnost. Pomembno za naš primer je torej, da ko vzorčne podatke aproksimiramo, pazimo na to, 
da je časovni interval omejen z najnižjim in najvišjim časom, saj bi izven tega intervala dobili 
zelo zavajajočo sliko. Poglejmo si to še na grafu. 
 
 
Slika 4.4:  Graf aproksimacije zunaj danega intervala 
Na zgornji sliki lahko vidimo, kako hitro funkcijske vrednosti naraščajo zunaj intervala 
           , če čas prikaza razširimo na                .  
 
Na koncu si poglejmo še vpliv enega ali dveh manjkajočih podatkov na obliko krivulje. V 
našem primeru aproksimiramo merilne točke z B-zlepki, zato bi bilo pričakovati, da se bo potek 
krivulje spremenil zgolj na časovnem intervalu, kjer se manjkajoči podatek nahaja. Na preostalih 
intervalih pa ne bi smeli opaziti nikakršnega odstopanja od prvotne krivulje. 
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Slika 4.5:  Graf aproksimacije pri manjkajočih merilnih podatkih 
Vidimo, da se potek v neposredni okolici manjkajočega podatka nekoliko spremeni, vendar 
pa na ostali potek rekonstruiranega signala manjkajoči podatek oziroma podatka nimata 
nikakršnega vpliva.  
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5  Zaključek 
 Cilj magistrskega dela je bil izdelava in implementacija algoritma, ki iz neenakomerno 
vzorčenih podatkov aproksimira časovno zvezni signal. S kombinacijo nizkopasovnega 
frekvenčnega filtra in B-zlepkov nam je to kljub določenim vmesnim težavam tudi uspelo. 
Zaradi fleksibilnosti v algoritmu (nastavljamo lahko zgornjo frekvenčno mejo, red B-zlepkov in 
postopek, s katerim izvedemo povprečje merilnih točk na danem intervalu oziroma prevzorčenje) 
menimo, da bi bil algoritem uporaben tudi v drugih situacijah, kjer se pojavi neenakomerno 
vzorčenje. Algoritem bi se z nekaj več vloženega časa gotovo dalo še izboljšati v smislu boljšega 
prileganja rekonstruiranega signala vzorčnim točkam, kjer trenutna rekonstrukcija ni dovolj 
natančna. Izboljšati bi torej bilo potrebno delovanje filtra pred izvedbo aproksimacije. Naslednja 
možna izboljšava, bi bila odprava skokov rekonstruiranih signalov, ki se pojavijo na časovnih 
intervalih z manjkajočimi podatki. Nam to na žalost ni v celoti uspelo, zato smo dele signalov, 
kjer se je to zgodilo, pri celostni analizi enostavno ignorirali. Kljub temu pa lahko rečemo, da 
smo zastavljeni cilj magistrske naloge dosegli, saj smo pridobljene aproksimirane signale 
preverili na rezultatih našega eksperimenta, učenja slepega desetprstnega tipkanja, in ugotovili, 
da algoritem za potrebe ugotavljanja osredotočenosti kandidatov na učenje deluje dovolj dobro. 
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