A t-test is considered a standard procedure for inference on population means and is widely used in scientific discovery. However, as a special case of a likelihood-ratio test, t-test often shows drastic performance degradation due to the deviations from its hard-to-verify distributional assumptions. Alternatively, in this article, we propose a new two-sample Lq-likelihood-ratio-type test (LqRT) along with an easy-to-use Python package for implementation. LqRT preserves high power when the distributional assumption is violated, and maintains the satisfactory performance when the assumption is valid. As numerical studies suggest, LqRT dominates many other robust tests in power, such as Wilcoxon test and sign test, while maintaining a valid size. To the extent that the robustness of the Wilcoxon test (minimum asymptotic relative efficiency (ARE) of the Wilcoxon test vs the t-test is 0.864) suggests that the Wilcoxon test should be the default test of choice (rather than "use Wilcoxon if there is evidence of non-normality," the default position should be "use Wilcoxon unless there is good reason to believe the normality assumption"), the results in this article suggest that the LqRT is potentially the new default go-to test for practitioners.
Introduction
Classical testing procedures, such as t-test, claim its optimal performance and its highest power while relying heavily on the assumptions that are neither verifiable nor actually hold in many real data settings. For example, datasets often include outliers, observations that deviate significantly from other elements of the sample, and are unlikely under the assumed underlying distribution (Grubbs 1969) . Outliers' presence may be due to human error, instrument malfunction or the complexity of the true data-generating process compared to the model (Qin and Priebe 2017) . In the presense of outliers, the validity of the classical test is undermined and its power is severely degraded. Therefore, it is important to develop statistical hypothesis testing procedures that are not significantly affected by their presence.
An ideal robust method should show nearly optimal performance when outliers are present, or more generally, under the deviations from distributional assumptions (Hampel, Ronchetti, Rousseeuw, and Stahel 2011) , and maintains satisfactory performance when assumptions are valid. For estimation, such examples include median or trimmed mean as measures of central tendency. For hypothesis testing, there has been relatively less investigation.
Historically, robust testing procedures are predominantly non-parametric. The first significance test used was a robust test, when in 1710 John Arbuthnot used a sign test to conclude that the probability of male and female births are not exactly equal (Conover 1999, pp. 157-176) Other robust non-parametric testing procedures include Wilcoxon signed-rank test (Wilcoxon 1945 ) and Wilcoxon rank-sum test, also known as Mann-Whitney U test (Mann and Whitney 1947) . Parametric robust tests are less common because they naturally depend on the parametric distribution assumptions. The most notable example of such is the Huber Ratio Test (Huber 1965) .
Recently, Qin and Priebe (2017) have proposed a robustified likelihood ratio test by leveraging the idea of Lq-likelihood (Ferrari and Yang 2010) , which they call Lq-likelihood-ratio-type test (LqRT). By assigning observations different weights according to their likelihoods under the assumed model, LqRT is able to attain powers similar to parametric tests when model assumptions are valid, and maintain satisfactory powers similar to or higher than nonparametric tests when assumptions are violated, leading to a uniform domination over Wilcoxon test and sign test.
In the literature, it has been shown that the minimum asymptotic relative efficiency (ARE) of the Wilcoxon test vs the t-test is 0.864 (Hodges and Lehmann 1956) , which advocates that the Wilcoxon test should be the default test of choice as opposed to t-test, and that the practitioners should "use Wilcoxon unless there is good reason to believe the normality assumption," as opposed to "use Wilcoxon if there is evidence of non-normality." The desirable results of LqRT suggest that LqRT is potentially the new default go-to test for practitioners. However, the original LqRT paper focuses mostly on the theoretical properties and is lack of easy implementation of the test for practitioners. In addition, it also misses many important cases such as two-sample paired/unpaired tests for the equivalence of locations, which are frequently encountered in scientific discovery. To unleash the power of LqRT, in this work, we present the extension of LqRT to the two-sample case, propose a new approach to select the tuning parameter q, more importantly, provide LqRT, a Python package which implements the one-sample, the two-sample paired and the two-sample unpaired LqRT, so that practitioners can easily adopt the proposed test in their analysis.
Python (Python Software Foundation 2001-) is an interpreted, high-level, general-purpose programming language. There are a variety of statistical significance tests implemented in Python. The scientific computing package SciPy (Jones, Oliphant, Peterson et al. 2001-) implements one-sample t-test as scipy.stas.ttest_1samp(), two-sample paired t-test as scipy.stas.ttest_rel(), and two-sample unpaired t-test as scipy.stas.ttest_ind(). It also contains non-parametric Wilcoxon Rank-sum and Wilcoxon Signed-Rank tests, implemented as scipy.stats.ranksums() and scipy.stats.wilcoxon(), respectively. LqRT uses a syntax that is similar to that of SciPy. There is no sign test in SciPy, but it is implemented as statsmodels.stats.descriptivestats.sign_test() in statsmodels (Seabold and Perktold 2010) . The proposed LqRT is a natural complement to the existing toolbox. As shown in our simulation studies, LqRT offers much improved numerical performance while requires little modification of analysts' existing code.
The rest of the paper is organized as follows. In Section 2 we present the LqRT procedure. Specifically, we first review the foundations of the Lq-likelihood, and then present the general form of LqRT. We further extend it to one-sample, paired two-sample and unpaired two-sample tests. Finally, we discuss the method to estimate the p-value and the tuning parameter q. We present the Python package, LqRT, and its core functions and their instructions in Section 3. In Section 4 we demonstrate the performance of LqRT compared to other tests implemented in Python. We conclude and discuss our results in Section 5. Additional information such as the pseudo-codes are included in the Appendix A.
Lq-likelihood-ratio-type test

Preliminaries
Let x = [x 1 , . . . , x n ] T denote a sample of independent observations from a hypothesized distribution f (·|θ) parameterized by θ. The log-likelihood of this sample is n i=1 log(f (x i |θ)), while the Lq-likelihood (Ferrari and Yang 2010) of the sample is defined as
where L q (·) is a q-deformed logarithm first introduced in Tsallis (1994) . Specifically, for any positive u,
This function is equivalent to the Box-Cox transformation under a λ = 1 − q reparameterization (Box and Cox 1964) . Note that L q (u) → log(u) as q → 1. Therefore Lq-likelihood includes log-likelihood as speical case q = 1. The maximum Lq-likelihood estimation (MLqE) of θ, θ, can be naturally defined as the maximizer of Lq-likelihood (Ferrari and Yang 2010) ,
By solving for the root of the gradient of the Lq-likelihood, MLqE satifies
Thus, it is a weighted version of the gradient of the log-likelihood where the weights are likelihoods taken to the power of 1−q. Clearly, for q = 1, the weights are all 1, so the MLqE coincides with the MLE. For q < 1, this reweighting allows to reduce the effect of potential outliers whose likelihood tend to be small. From hereafter, we formalize the notion of an outlier to such points with small likelihood. With the preliminaries introduced above, we are ready to introduce our proposed hypothesis testing procedure.
Lq-likelihood-ratio-type test
Suppose we have a sample x with a hypothesized density f (x i |θ) and we are interested in testing the parameter θ of this density for H 0 : θ ∈ Θ 0 against H 1 : θ ∈ Θ 1 . Assume that this parameter θ is a location parameter of a symmetric density f . Then we define the Lq-likelihood-ratio-type (LqRT) as follows: The test statistic is
and we reject the null hypothesis for the large values of D q . This test falls in the category of the likelihood-ratio-type test, defined in Heritier and Ronchetti (1994) . Under some regularity conditions, the asymptotic distribution of the test statistic is a χ 2 for q ∈ [0, 1]. For q = 1, LqRT coincides with likelihood ratio test (LRT). For q < 1, LqRT has been shown to be more robust to the contamination than LRT, both theoretically and experimentally.
The robustness of LqRT comes from the fact the Lq-likelihood function is less sensitive to outliers than the log-likelihood function, but remains approximately as sensitive to the rest of the data points as the log-likelihood function. When the model assumptions is valid and data is clean, the LqRT behaves similarly to LRT. The test statistic follows a χ 2 distribution under the null and a non-central χ 2 distribution under the alternative. When the data is contaminated with the gross error model, the test statistic of LRT becomes an inflated χ 2 distribution (or inflated non-central χ 2 ) where the inflation magnitude depends the level of contamination, leading to a much large overlap between the null and alternative distributions and power degradation. On the other hand, the test statistic D q of LqRT is much less affected by the contamination with very little inflation, maintaining a small overlap between the null and alternative distributions and a relatively high power (see Figure 2 in Qin and Priebe (2017) ).
The inflation of LRT in this case is mainly due to the extreme values of the log-likelihood of the outliers. For example, an outlier x outlier under the assumed model f (·|θ) usually takes a small likelihood, i.e., f (x outlier |θ) ≈ 0. Taking the logarithm of a small likelihood, log f (x outlier |θ), leads to a large negative value, which inflates the test statistic. Alternatively, for LqRT, Lq function is bounded from below (i.e., L q (u) > −1/(1 − q)) which offers the robustness and maintains a similar shape to log which offers the high power. Because of this property, as shown later in the simulation, the LqRT is able to main high power similar to the parametric tests such as t-test when the model assumption is valid and maintain high power similar to the nonparametric tests such as Wilcoxon test and sign test. Please refer to Qin and Priebe (2017) for a more detailed discussion of asymptotic properties of LqRT.
Note that the test statistic D q is the difference of the maximums of the Lq-likelihoods under the null hypothesis and under the union of null and alternative hypothesis. Therefore, to compute D q , it is equivalently to obtain the MLqE under the null and alternative hypothesis However, there is no closed form solution to the maximization of for the Lq-likelihood function. Ferrari (2008) suggests using an iterative mixture model EM-like re-weighting algorithm. Similarly to a regular EM, this algorithm arises naturally from the fact that the estimator would be easy to compute if the weights were known, whilst the weights themselves are easy to compute as a function of the data and parameters (Murphy 2013) . The general iterative reweighting algorithm for obtaining MLqE and the maximum of Lq-likelihood is summarized in Algorithm 1.
Note that MLqE is generally neither consistent nor asymptotically unbiased. There have been various methods proposed to modify the procedure in the way to make it consistent for all problems. This includes using sequences q n with a property q n → 1 (Ferrari and Yang 2010)
Algorithm 1 Iterative re-weighting algorithm for compute maximum of Lq-likelihood
end for # Estimate the parameters using updated weights
end for 10:
) as the maximum of Lq-likelihood. 11: end function and correcting the inherent bias the estimator with an additive term (Qin and Priebe 2017). However, the estimation of the location parameter of a symmetric distribution, such as normal distribution, is one of the few special cases for which the MLqE is consistent by itself. We proceed with using not-bias corrected MLqE, since there is no bias to correct for our parameter of interest, but we draw the readers' attention to the fact that an asymptotically unbiased estimator for σ 2 can be obtained by modifying the MLqE by a factor of q,σ 2 corrected = qσ 2 In our work we are mostly concerned with the normal distribution, most frequently used case in practice. Below we discuss in more details the three cases of LqRT with the normal distribution assumption.
One-sample test
Suppose we are interested in testing for the mean of a normal distribution, i.e.,
Note that LqRT becomes one-sample t-test when q = 1, so LqRT can be considered as a robustified version of t-test. To obtain the MLqE of the mean of a normal distribution and compute D q , we use a special case of iterative reweighting algorithm outlined in Algorithm 2 to optimize the parameters for the first term and a known-mean version (Algorithm 5) for the second term. More specifically, Algorithm 2 determines an MLqE for both the mean and the variance of a sample that comes from a normal distribution. Such a algorithm is only Algorithm 2 Iterative re-weighting algorithm for an MLqE of a one sample from a onedimensional normal with no additional constraints The clipping of the variance in step 11 of Algorithm 2 is required in the implementation to avoid the division by 0 in the cases when the variance shrinks down unceasingly. The is usually chosen to be some very small number, for example, a numerical precision of the 64-bit floating point numbers in Python.
The shrinkage of the variance to 0 in the MLqE is a similar issue to the non-existence of the global MLE in the mixtures of Gaussians. In both of these situations, the estimating distribution becomes centered exactly at one of the data points, and the variance is allowed to decrease, which explodes the objective function, the likelihood in the mixtures of guassians or the Lq-likelihood in the Gaussian MLqE. The difference comes from the fact that in the mixtures case, this effect does not simultaneously affect the likelihood of all other points because the other components become responsible for them, whereas in MLqE, the weights of all points that are not centered exactly at the mean shrink as variance shrinks.
When performing the numerical experiments, we have observed this phenomenon predominantly in the bootstrapped samples used to estimated the p-value. Specifically, this effect tends to occur in samples where one observation is repeated a significant number of times. To give a sense of a scale, only about 0.2% of the bootstrapped samples converged to a degenerate distribution when the dataset size was 100. We have observed the shrinkage of the variance to 0 on the actual samples, as opposed to the ones bootstrapped by the testing procedure, but the occurrences of this were extremely sparse.
Two-sample paired test
Suppose that we have two samples x = [x 1 , . . . , x n ] T and y = [y 1 , . . . , y n ] T , and the samples (x i , y i ) are paired. For example, they correspond to the observations of the same patient in the beginning and in the end of some longitudinal study. The hypothesis to be tested is
Similarly to the one sample test above, we can define a set of new variables z = [z 1 , . . . , z n ], such that z i = y i −x i , and then perform a one-sampled test for H 0 : µ z = 0 against H 1 : µ z = 0, using the single sample procedure described above.
Two-sample unpaired test
Lastly, suppose we have two samples x = [x 1 , . . . , x n ] T and y = [y 1 , . . . , y m ] T , not necessarily with the same size. The first sample comes from a normal distribution with density f (x i |µ x , σ 2 x ) and the second from a normal distribution with a density f (y i |µ y , σ 2 y ). We, once again, want to test for H 0 :
It is possible to do so with and without the shared variance assumption. In the former case we assume that σ 2 x = σ 2 y = σ 2 , and can use the test statistic given by
For the first term, we can combine the two samples together and use the regular reweighting algorithm (Algorithm 2) to determine the optimal parameters. For the second term, we have to use the re-weighting algorithm that estimates one shared variance, but two different means for two samples (Algorithm 6). This test procedure corresponds to a more robust version of the classical Student's t-test.
We can also make no assumption of the shared variances and obtain the test that is instead more similar in spirit to the Welch's t-test, but is more robust. Specifically, we use the test statistic given by
Algorithm 3 Bootsrap procedure to estimate the p-value for the one-sample LqRT. 1: function p-Value-1Sample(x, u, q, B) 2:û,σ 2 ←MLqE-Normal(x, q)
3:
4:
for b = 1, . . . , B do 5:
p ← quantile of D b q s that are greater than D q 10:
return p 11: end function In order to optimize the first term, we use a constrained version of the re-weighting algorithm that estimates one shared mean for two samples, but two differnt variances (Algorithm 7). For the second term, there are no shared parameters, so it is sufficient to simply use the regular one-sampled re-weighting algorithm (Algorithm 2) on each of the two samples individually.
Modified versions of this algorithm that handle the case of two samples with a shared mean or variance, or the case when the mean is known a priori, are presented in the Appendix A.
Estimating p-values
We have discussed how to compute the test statistic D q , but so far made no statement on how to determine whether it falls inside the rejection region. In fact, the test statistic follows a scaled chi-square distribution. In practice, instead of obtaining the null distribution, we estimate the p-values.
In our implementation of the one-sample test, we estimate the p-value using the bootstrap procedure for the location parameter test provided in Qin and Priebe (2017) . This procedure relies on transforming the original sample to be centered around the null hypothesis mean and then bootstrapping the distribution of D q under the null. The exact algorithm for doing so is outlined in Algorithm 3.
For the two-sample unpaired test we propose a procedure that is very similar to the Algorithm 3, except both samples are centered around 0. This is accomplished by subtracting a robustly estimated means from the respective samples. The procedure is outlined in the Algorithm 4. This allows to bootstrap data from the null hypothesis under which both samples have the same means.
Selecting q
The tuning parameter q is important in our testing procedure because it controls the trade of between power and robustness, and it is generally not known a priori. In our approach, we select q by minimizing the trace of the asymptotic covariance matrix of θ q . In a one-Algorithm 4 Bootsrap procedure to estimate the p-value for the two-sample unpaired LqRT. 
Theμ q andσ 2 q are MLqE estimates over the whole hypothesis space. For a two-sample unpaired case, we select q in a similar fashion
and the respective empirical variances are computed in a similar way to the one-dimensional case.
In our implementation, we use a grid search over the values of q ∈ [0.5, 1.0] with an interval of 0.01 in order to solve this minimization problem. The smallest q is limited to 0.5, which corresponds to the minimum Hellinger distance estimation (Beran 1977) . The case of q < 0.5 is not yet well-studied (Qin and Priebe 2017).
Software
LqRT, the package that implements all of the proposed tests above, is available at https: //github.com/alyakin314/lqrt. In this section we present the three core functions of LqRT, which correspond to the three versions of LqRT for testing the means of the normal distribution: one-sample, two-sample paired and two-sample unpaired.
One-sample test implementation
The one-sample Lq-likelihood-ratio-type test has the following function signature in the LqRT lqrt.lqrtest_1samp(x, u, q = None, bootstrap=100, random_state=None)
The first two positional arguments, x and u, represent the sample observation and the expected value in null hypothesis in that order, similarly to scipy.stats.ttest_1samp(). However, unlike scipy.stats.ttest_1samp() and other t-tests of SciPy, lqrt.lqrtest_1samp() does not support testing multiple samples or multiple hypotheses at once. Thus, the sample x must be one-dimensional array-like, and u must be a float. The returned object is a named tuple of the test statistic D q and the p-value, likewise for all of other testes in the LqRT. This follows the convention of all the significance tests of SciPy.
The usage of the function is demonstrated in the example below. In this example, we first test whether the mean of a sample from a normal distribution is equal to its true value and then to a different value. We do not reject the null hypothesis in the first case and do reject in the second case.
>>> import lqrt >>> import numpy as np >>> from scipy import stats >>> >>> np.random.seed(314) >>> rvs1 = stats.multivariate_normal.rvs(0, 1, 50) >>> >>> lqrt.lqrtest_1samp(rvs1, 0) Lqrtest_1sampResult(statistic=0.02388120731922072, pvalue=0.85) >>> lqrt.lqrtest_1samp(rvs1, 1)
The optional argument q specifies the parameter q of the Lq-likelihood. The q typically should be within the interval [0.5, 1.0] and a lower value is associated with a more robust test. It can be specified manually or adaptively selected. The latter happens if it is set to None or is left unspecified. The adaptive selection procedures uses the trace of the empirical covariance procedure, outlined in Section 2.7. An example below demonstrates the usage of two different manually provided values for q, 0.9 and 0.6, as well as an adaptively selected one on the same data, generated from a gross-error model. The p-value is obtained via a bootstrap procedure, described in Section 2.6. The number of samples in a bootstrap can be varied using the boostrap argument to lqrt.lqrtest_1samp(). Increasing the number of samples increases the precision of the p-value, but adds on computational work. As a rough example, the three lqrt.lqrtest_1samp() calls below took 0.3s, 1.5s and 15s, respectively. It should also be noted that the boostrapped resampling is random. The argument random_state allows to seed the random number generator, which allows reproducible results.
Two-sample paired test implementation
The two-sample LqRT Lq-likelihood-ratio-type test has the function signature lqrt.lqrtest_rel(x_1, x_2, q=None, bootstrap=100, random_state=None)
where x_1 and x_2 are two samples, which must be array-like, one-dimensional and of equal size. This function is a wrapper for the lqrt.lqrtest_1samp. It extends the test from onesample to a paired by subtracting one sample from the other within the pairs and setting the null hypothesis mean, u, to 0.
We provide an example of the lqrt.lqrtest_rel() usage. First, we use the test on two samples from a normal distribution which actually have identical population means:
>>> import lqrt >>> from scipy import stats >>> import numpy as np >>> np.random.seed(314) >>> >>> rvs1 = stats.multivariate_normal.rvs(0, 1, 50) >>> rvs2 = stats.multivariate_normal.rvs(0, 1, 50) >>> >>> lqrt.lqrtest_rel(rvs1, rvs2)
Lqrtest_relResult(statistic=0.22769245832813567, pvalue=0.66) Now, we use the test on two samples drawn from the normal distributions with different means:
>>> rvs3 = stats.multivariate_normal.rvs(1, 1, 50) >>> lqrt.lqrtest_rel(rvs1, rvs3)
Lqrtest_relResult(statistic=27.827284933987784, pvalue=0.0)
The parameters q, bootstrap and random_state work identically to the one-sample case, described in the previous section.
Two-sample unpaired test implementation
Lastly, we present a function that implements a two-sample unpaired LqRT lqrtest_ind(x_1, x_2, equal_var=True, q=None, bootstrap=100, random_state=None)
The first two positional arguments, x_1 and x_2, again, correspond to the two test samples. They must be array-like and one-dimensional, but need not be of the same size. The test can be run with or without the equal population variance assumption. This is done by varying the equal_var flag, similarly to the scipy.stats.ttest_ind(). When set to True, the test corresponds to a more robust version of the standard Student's t-test. When set to False, the test corresponds to a more robust version of the Welch's t-test. The default value of equal_var is True. We present the examples of using the unpaired test, both with and without the shared variance assumption.
>>> import lqrt >>> from scipy import stats >>> import numpy as np >>> np.random.seed(314)
First, we generate two samples from a normal distribution that have different sizes but are both centered around 0. We test whether their means are the same with and without the equal variance assumption. >>> rvs1 = stats.multivariate_normal.rvs(0, 1, 50) >>> rvs2 = stats.multivariate_normal.rvs(0, 1, 70) >>> lqrt.lqrtest_ind(rvs1, rvs2)
LqRtest_indResult(statistic=0.00046542438241203854, pvalue=0.99) >>> lqrt.lqrtest_ind(rvs1, rvs2, equal_var=False)
LqRtest_indResult(statistic=0.00047040017227573117, pvalue=0.97) Now, we generate a new sample from a normal distribution which has a different mean from the first two. We then use the LqRT to test for the equivalence of means of the first sample and the recently generated one. We do so both with and without the equal variance assumption. The parameters q, bootstrap and random_state, once again, work identically to the onesample case.
Real data example
We also demonstrate a usage of the LqRT on the real data. We use Breast Cancer Wisconsin (Diagnostic) Data Set as an example. This data set can be easily import in Python using the scikit-learn package (Pedregosa, Varoquaux, Gramfort, Michel, Thirion, Grisel, Blondel, Prettenhofer, Weiss, Dubourg, Vanderplas, Passos, Cournapeau, Brucher, Perrot, and Duchesnay 2011) . It is a copy of dataset located at the UC Irvine Machine Learning Repository ML (Dua and Graff 2017) .
The features are computed from a digitized image of a fine needle aspirate (FNA) of a breast mass, and summarized as the mean, standard error, and worst (largest) for each image, resulting in 30 total features per sample. We only use the features' means, which corresponds to the first ten dimensions. The dataset also includes binary labels corresponding to the tumor being malignant or benign. We present an example below in which we stratify the data on the true label and use a two-sample unpaired test on each of the ten features.
>>> import numpy as np >>> from sklearn.datasets import load_breast_cancer >>> np.random.seed(314) >>> >>> X, y = load_breast_cancer(return_X_y=True)
Experiments
We compare the performance of the LqRT with other popular tests implemented in Python, using the synthetically generated data. In order to model the contamination in the data, we use a version of the gross error model (Huber 1964) in which both the underlying true distribution and the anomalous values have a normal distribution. The two distributions are centered at the same location, but the one corresponding to the outliers is much wider. Take to represent the probability of observing a gross error, or an outlier. This corresponds to the density of the form The is typically not known a priori. So, even though in all of the examples provided in this section the data is generated according to the density in Equation 4, the tests used assume a regular one-dimensional two-parameter normal distribution.
We generate the samples from this model. For all tests, the samples used had a size of 50. Other parameters used in the simulations to estimate the power against an alternative are summarized in the Table 1. In the paired case we constrained the samples in the pair to either both have gross errors, or both not be such.
The performance of the LqRT was compared to that of other tests implemented in Python.
The other tests used are listed in the Table 2 . The results are presented in the Figure 1 . Across all of the set-ups, the tests implemnted in the LqRT are valid, in the sense that the size is successfully controlled. Furthermore, in all of the four cases, the power of the Lq-likelihood-ratio-type tests dominates all other tests for large enough contamination.
Conclusion
In this work we have summarized the existing methodology of the Lq-likelihood-ratio-type test and introduced a way to generalize it to the two-sample unpaired Gaussian case.
We have also presented Python package, LqRT, offers an interface to use all of the cases onedimensional Lq-likelihood-ratio-type tests. The package uses a syntax that closely resembles that of the statistical tests in the commonly used Python packages, such as SciPy. It has also been demonstrated on through simple examples that the tests implemented in the LqRT, including the two-sample unpaired case, are valid and perform as good or better than the competitors in terms of power when the data is contaminated.
The possible directions for the future work, both on the theoretical results of the Lq-likelihoodratio-type tests and the implementations, include extending the Gaussian case to multiple dimensions, as well as implementing the tests for the distribution other than Gaussian. It is also possible to extend the package to the applications that commonly include the assumption of normality, such as significance test of the coefficients of the linear regression.
A. Other algorithms used
There are three other iterative re-weighting algorithms that are employed in the LqRT in addition to the Algorithm 2. The pseudocode for all of them is provided below.
The Algorithm 5 only optimizes the variance of a sample. It is used in the one-sample version of the test under the null hypothesis assumption. It is also implicitly used by the two-sample unpaired test, since it wraps around the one-sample. The Algorithms 6 and 7 are both used when some parameter is optimized jointly. The former estimates two different means but one shared variance and is used in the two-sample unpaired test with the shared variance assumption. The latter optimizes the mean jointly, but the variances separately and is used in the two-sample unpaired test without the shared variance assumption.
Algorithm 5 
