Abstract: Lexical paraphrasing is the task of extracting word-level paraphrases. Lexical paraphrases should be context dependent since a word may have different paraphrases in distinct contexts. This paper investigates a framework for acquiring context-dependent lexical paraphrases, in which a web mining method is developed for extracting candidate paraphrases and a classification method is introduced in paraphrase validation. Evaluations are carried out on the People's Daily corpus and the results show that: (1) the web mining method performs well in candidate paraphrase extraction, which extracts 2.3 correct paraphrases on average for each test word in each given context sentence; (2) the classifier for paraphrase validation is effective, which achieves an f-measure of 0.6023; (3) 75.11% and 98.31% of the paraphrases extracted by our method cannot be recognized by the two widely used context-independent methods, i.e., the thesaurus-based and clustering-based methods respectively. This indicates that the presented context-dependent method is a considerable supplement to the context-independent ones.
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Introduction
Paraphrases are alternative ways of expressing the same meaning. The research on paraphrasing can be classified as lexical (word-level), phrase-level and sentence-level. Examples of each level are shown in Table 1 . Lexical paraphrasing, which is also known as lexical substitution, is different from synonyms. Synonyms may not be regarded as paraphrases in certain contexts. Meanwhile, paraphrases in some contexts may not be synonyms.
Lexical paraphrasing is important in many Natural Language Processing (NLP) applications. For example, in Natural Language Generation (NLG), lexical paraphrasing can help to generate more varied and fluent sentences [1] .
In Machine Translation, lexical paraphrases can be used to solve the data sparseness problem [2] and improve the automatic evaluation of the translation results [3] . In Question Answering (QA), lexical paraphrasing can be used to reformulate the terms of a question so as to make it easier to find answers [4] .
The most commonly used methods in the acquisition of lexical paraphrases can be categorized as thesaurus-based and clustering-based. In thesaurus-based methods, thesauri such as WordNet [5] in English and TongyiciCilin [6] in Chinese are used for extracting paraphrases [7, 8] . Specifically, some researchers extract synonyms as paraphrases while some others use looser definitions, such as hypernyms and hyponyms in WordNet.
In clustering-based methods, the similarity of words is measured. If two words are similar enough, they are clustered and identified as paraphrases. Specifically, various types of similarity measures have been exploited. For instance, in Lin's method [9] , sentences were first parsed with a dependency parser. If two words had dependency relations with similar words, they were clustered as paraphrases. Similarly, Wu and Zhou measured the translation similarity, where if two words had similar translations in another language, they were recognized as paraphrases [10] .
There are other methods in lexical and phrase-level paraphrasing. Barzilay and McKeown extracted paraphrases from multiple translations of the same source text using a co-training algorithm [11] . Bannard and
Callison-Burch acquired paraphrases from a bilingual corpus, in which a phrase was "translated" to its paraphrases using a foreign language phrase as a pivot [12] .
The methods above are effective in constructing paraphrase resources. However, they can only recognize paraphrases that have similar meanings in general. If two words are paraphrases only in specific contexts, these methods may fail. For example, words " (train)" and " (provide)" have quite different meanings, which cannot be recognized as paraphrases with the above methods. However, they can be regarded as paraphrases in the sentence " (she has trained many qualified personnel for the country)". In the above methods, context information is generally used in the filtering stage when conducting lexical paraphrasing.
To paraphrase a word w in sentence S, these methods generally first extract w's candidate paraphrases from a pre-constructed paraphrase resource. They then filter the candidates that are not admissible in S. Contextual features that are typically used in word sense disambiguation (WSD) are used here [13] . These methods cannot generate new paraphrases according to the given contexts. Therefore, they can be viewed as context-independent methods.
This paper addresses the problem of context-dependent lexical paraphrasing, which aims at extracting different paraphrases of a word according to each given context (in this paper, a context of word w is a certain sentence that w occurs in). We propose a novel two-stage framework. In the first stage, candidate paraphrases of a word in a given sentence are extracted based on a web mining approach. In the second stage, candidate paraphrases are validated by context-dependent paraphrases that cannot be acquired by the context-independent methods. Although our method is evaluated in Chinese, it is easy to extend it to other languages.
The rest of the paper is organized as follows: the details of our method, including web mining for candidate paraphrase extraction and binary classification for paraphrase validation, are introduced in Sections 2 and 3.
Experiments and results are presented in Section 4. Section 5 draws the conclusions and discusses future work.
Mining Candidate Paraphrases from the Web
Firstly, we use an example to explain the feasibility of web mining in paraphrase extraction. Suppose we want to extract paraphrases of the word " (great)" in the sentence " 57 ". We can query " * " in Google (http://www.google.com/). Since Google supports fuzzy search, the retrieved snippets contain the following fragments: " ", " ", " ", etc. The words " (prosperous and strong)", " (powerful)", and " (dear)" are candidate paraphrases of " (great)" in the given sentence. From the candidates, we can further choose the correct paraphrases.
The web mining approach has been used in answer pattern paraphrasing in QA [14] , in which patterns expressing the same relation are mined on the web. The difference between our method and theirs is that we extract lexical paraphrases while they extract paraphrasing patterns. To extract candidate paraphrases of w in S, the web mining approach can be divided into two steps: the first is constructing query Q w_S using w and S. The second is querying Q w_S in Google and retrieving candidate paraphrases.
Query construction
The paraphrases of w in S are determined by the context words in S. However, not all context words are useful in determining w's paraphrases. The key problem is how to choose useful context words and construct queries for web mining. In this work, given a word/sentence pair (w,S), we construct queries based on two hypotheses:
H1:
Context words that are close to w in S are more useful than that far from w.
H2:
Among the contextual words, content words (such as none, verb, and adjective) are more useful than function words (such as preposition and conjunction).
Accordingly, we use a rule-based approach in constructing queries. The constructing rules include:
: 1749 R1: A query Q w_S must be a continuous word sequence in S that contains w.
R2:
Q w_S must contain at least N1 content words besides w.
R3: Q w_S must contain at most N2 words besides w, in which at most N3 are content words.
R4:
If w is not the first (or last) word in S, w should have at least one word in front of (or behind) it in Q w_S .
R5:
Replace w with wildcard "*" in Q w_S .
R6:
Put Q w_S in quotes.
Here we explain the rules briefly. R1 is based on H1, which specifies that a query is a window containing w.
The contextual words outside the window are not considered. R2 is based on H2, which requires that enough content words should be contained in a query. R3 constrains the length of a query since a too-long query can retrieve too few results. R4 is based on an observation that a query having w in the middle generally retrieves more accurate results than that having w at both ends. R5 is introduced because Google supports fuzzy search and candidate paraphrases can be extracted from the fragments matched with "*". R6 is used to enhance accuracy by restricting the retrieved snippets to those containing all words in the query. In our experiments, we tuned the parameters N1, N2, and N3 using a development set that will be described in Section 4.3. We finally set N1=2, N2=5, and N3=3, since the method can extract most correct candidate paraphrases under this parameter setting.
For a word/sentence pair (w,S), there may be more than one query constructed using the rules above. In this work, we keep all the constructed queries and treat them equally. For the example above, i.e., the word is " " and the sentence is " 57 ", six queries are constructed, including " * ", " * ", " * 57", " * ", " * 57", and " * ".
Candidate paraphrase extraction
For each word/sentence pair (w,S), we query Google using the queries formulated as described above. If N queries are constructed, we need to query Google N times, using one query each time. For each query, candidate paraphrases are extracted from the top 100 retrieved snippets (if the total of retrieved snippets is smaller than 100, then all snippets are retained).
Words in the snippets that match "*" are extracted as candidate paraphrases. In detail: (1) if "*" occurs at the beginning of the query, the nearest word on the left is extracted; (2) if "*" occurs at the end of the query, the nearest word on the right is extracted; (3) if "*" occurs in the middle of the query, all words taking the place of "*" are extracted. After that, all candidate paraphrases retrieved using different queries are combined. The frequency (The frequency of a candidate w′ means the number of w′ in the retrieved snippets) of each is counted and recorded.
Here, we filter the candidates using some simple constraints, including: (1) filter the candidates whose parts-of-speech (POS) are different from that of the original word w; (2) filter the candidates that are single-character words. This is based on our observation that most of the words that contain only one character are due to errors of word segmentation; (3) filter the candidates that occur only once in the snippets.
Binary Classification for Paraphrase Validation
The web mining approach guarantees that an extracted candidate w′ and the original word w occur in some similar contexts specified by the sentence S. Thus many context-specific paraphrases can be acquired. However, there are also plenty of non-paraphrases in the candidates. For instance, in the example of Section 2, " (dear)" is an incorrect candidate paraphrase of " (great)" within the given sentence.
Although the candidates are filtered as described in the last section, the precision is still fairly low. The manually labeling result shows that only about 15% of the candidates are correct paraphrases. Therefore, a validation stage is necessary. In this work, paraphrase validation is viewed as a binary classification problem, in which an input triple (w,w′,S) is classified as "true" if w′ is a correct paraphrase of w in S. Otherwise it is classified as "false". Please note that we do not train a classifier for each word as proposed by Dagan et al. [13] . Instead, we train a uniform classifier that can classify any input triple.
Feature selection
In the paraphrase validation based on binary classification, we aim at classifying a pair of words as "paraphrase" or "non-paraphrase". Therefore, we need to exploit features that can reflect the relation or similarity between two words rather than the simple features such as bag-of-words or part-of-speech. In our experiments, we have exploited multiple features and found that the following four features are the most effective in classification.
• (ECilin for short) is a Chinese thesaurus that organizes synonyms as synsets. Each synset is assigned a sense code. All the synsets are organized as a hierarchy of five levels. Given two synsets, the lower their common ancestor node is, the more similar their senses are. In this work, we compute the semantic similarity between w and w′ based on ECilin and select it as a feature. The value of F SS feature is computed as follows [16] :
where C and C′ are the synsets containing w and w′. C 0 is the lowest ancestor node that subsumes both C and C′. P(C) is the probability that a randomly selected word belongs to synset C. Here, P(C) can be computed as ( ) ( )
, where P(w) is the probability of word w that is estimated over the People's Daily corpus (Section 4.1) based on Maximum Likelihood Estimation. Since a word may have more than one sense, the maximum semantic similarity over all the senses is computed as the F SS feature value.
• F DS (distributional similarity feature): There have been researchers that tried to compute words' similarity based on Distributional Hypothesis. The idea is that words that tend to occur in the same contexts tend to have similar meanings. Lin improved this idea by utilizing syntactic contexts, in which the corpus is first parsed using a dependency parser and the context of a given word only contains words having dependency relations with the target word [9] . In our work, the distributional similarity between w and w′ is calculated by Lin's definition:
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where t denotes any word. T(w) denotes the set of words which have dependency relation rel with word w. I(w,rel,t) is the weighted mutual information defined by ( , , ) ( , , ) ( , , )log ( | ) ( | ) ( ) P w rel t I w rel t P w rel t P w rel P t rel P rel =
: 1751 where P(w,rel,t), P(w|rel), P(t|rel), and P(rel) are also estimated over the People's Daily corpus. The parser used in our experiment is the dependency parser developed by Liu, et al. [17] .
• F TS (translation similarity feature): Wu and Zhou's work has demonstrated that translation information is useful for detecting paraphrases [10] . Roughly speaking, if two words have similar translations in another language, they are likely to be paraphrases. Here we use a Chinese-English translation dictionary to compute the translation similarity of two words. Because the dictionary contains no translation probability information, we use a simplified calculation method. Precisely, let tran(w) and tran(w′) be the sets of possible translations of w and w′, respectively. If they have at least one translation in common, the translation similarity is 1, otherwise 0. This gives the following:
TS tran w tran w F w w tran w tran w
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PAUM classifier
As mentioned above, only about 15% of the candidates are correct paraphrases. This makes the input data for the classifier quite unbalanced. The methods dealing with classification with unbalanced data mainly include the one-class SVMs [18] , and Perceptron Algorithm with Uneven Margins (PAUM) [19] . We use PAUM as classifier since it outperforms one-class SVM in our experiments. PAUM is an extension of the perceptron algorithm, which is specifically designed to cope with two class problems where positive examples are rare compared with negative ones, as is the case in paraphrase validation.
Evaluation
Three experiments were carried out in the evaluation. The first is to evaluate the web mining approach in candidate extraction. The second evaluates the classifier for paraphrase validation. The third compares our method with the context-independent ones, including both thesaurus-based and clustering-based methods.
Experimental setting
Evaluation of paraphrasing is highly problematic, because no technique or data set is generally recognized. In our previous work [15] , we have evaluated a similar method using a test set of news titles. However, news titles are different from normal sentences. Therefore, in this paper, the evaluation is conducted on the People's Daily corpus (PDC), which consists of People's Daily news articles from January to June of 1998. Words in PDC have been segmented manually and POS tags have been annotated by human annotators. The PDC corpus contains a total of 6 527 085 tokens and 799 240 sentences (here, the comma is also regarded as a punctuation of sentence end). To evaluate our context-dependent paraphrasing method, we have constructed a test set of word/sentence pairs as (w,S), in which paraphrases of each word w are extracted and evaluated according to the context sentence S. The construction involves two steps:
• Step 1. Select test words. We randomly select 300 content words from PDC whose frequencies are higher than 50, comprising 175 verbs, 71 nouns, and 54 adjectives; •
Step 2. Select context sentences. For each test word w, we randomly select 4 sentences containing w from PDC. We then filter the sentences in which w's meaning is ambiguous or unclear. Furthermore, the sentences too similar to others were also filtered. After filtering, 502 sentences were left, with each test word of 1~4 context sentences. Accordingly, we construct 502 word/sentence pairs.
Evaluation of candidate extraction
In this section, we first evaluate the query construction approach. The result shows that, for 501 of the 502 We have examined some queries that retrieved no correct paraphrases and found two reasons. The first is that the context information provided by the sentence is inadequate, which is not able to constrain the words occurring in the place of "*". The other is just the opposite. The context is too specific, few candidates can be retrieved.
Evaluation of paraphrase validation
The inputs to the classifier in paraphrase validation are triples of the form (w,w′,S). If w′ is a correct paraphrase of w in S, the triple is a positive example. Otherwise, it is negative. Using the test word/sentence pairs and annotated candidates, 7 568 triples were formed, in which 1 141 were positive and 6 427 were negative. The data was divided into three parts, namely, the training, development, and test data. Some statistics of the data are shown in Table 2 . The metrics used in the evaluation are precision, recall, and f-measure, which are defined by
where S rp is the set of correct paraphrases recognized by the classifier and S ap is the set of paraphrases manually recognized by the annotators.
The development data is used to optimize parameters of the classifier. In the PAUM classifier, four parameters need to be optimized i.e. the iteration times IT, learning rate LR, positive margin PM, and negative margin NM. In this experiment, we selected the parameters that achieved the highest f-measure on the development data.
Specifically, we set IT=100, LR=0.001, PM=5, NM=−0.14. The result on the test data using these parameters is shown in Table 3 . 
Feature contributions
To investigate the contributions of the four features, we trained and tested the classifier four times, omitting one feature each time (the parameters are the same as above). The results are shown in Table 4 . Comparing the results in Tables 3 and 4 , we can find that all the four features are effective for classification. In detail, eliminating F CF , F SS , or F DS resulted in a notable decrease in recall, while eliminating F TS has a large impact on precision. This result is expected since the four features validate the candidate paraphrases from different aspects, which are all crucial for paraphrase validation.
Error analysis
By analyzing the results, especially the errors, we find the following issues. The first is, although our method can recognize context-dependent paraphrases that have different meanings in general, those paraphrases too dependent on contexts are still difficult to be recognized. For instance, " (force)" and " (staff)" are paraphrases in sentence "… …". However, the meanings of these two words are too far away.
It greatly influences the recall of the classifier. To solve this problem, we can improve the calculation method of the distributional similarity. For the example above, the distributional similarity between " " and " " is small.
However, we can compute the distributional similarity between " " and " ", which can be larger.
The second issue is that some non-paraphrases have quite similar meanings, which makes it difficult to distinguish them using given contexts. For example, " (arrest)" and " (charge)" are not paraphrases in sentence "… …". However, their semantic similarity and distributional similarity are large. This problem decreases the effectiveness of the F SS and F DS features and influences the precision of classification. This problem can be solved by computing the substitution probability of two words and using it as a feature. In this example, " " and " " are similar words, but they can seldom be substituted by each other. The substitution probabilities can be calculated using a monolingual parallel corpus, such as the one used by Barzilay and
McKeown [11] . We can compute the probability that the given two words are aligned with each other in the corpus.
Another issue is that although the translation similarity feature F TS proves effective in classification, the feature value computation should be improved. Right now, the F TS feature has Boolean values, which means that the translation similarity of two words are "1" if they share one common translation word. This is problematic. For example, words " (process)" and " (go ahead)" have 47 and 39 translations respectively. Their translation similarity is "1" just because they have only two common translations "go" and "make". In the future work, we will compute the F TS feature values based on vector space model (VSM), in which translations of a word are represented using a vector and the cosine similarity is computed as the F TS value.
Comparison with context-independent methods
In this section, we compare our method with two context-independent paraphrasing methods. The purpose is to find out how many paraphrases acquired by our method are context-dependent, which cannot be obtained by the context-independent methods. The methods to be compared include:
Method 1 (thesaurus-based method). Method 1 extracted paraphrases from ECilin. In detail, for a test word w, we extracted its synonyms in ECilin as its paraphrases. Here, WSD can be conducted to enhance precision if a word has more than one sense. Nonetheless, since we only care about the coverage of the methods in this comparison, WSD was not conducted. If w has several senses, all its possible synonyms were got as its paraphrases.
Method 2 (clustering-based method). Method 2 followed the method presented by Lin [9] . The PDC corpus was first parsed using a dependency parser. From the parsed corpus, we extracted nouns, verbs, and adjectives that occurred at least 50 times. Then we computed the pairwise similarity between all nouns, all verbs, and all adjectives using the similarity measure in Eq.(3). Two words are defined as a pair of respective nearest neighbors (RNNs) if each is the other's most similar word. Here a pair of RNNs can be regarded as a pair of paraphrases.
From the 395 manually annotated correct paraphrases in the test data, 237 were identified by the binary We guess that there must be paraphrases that can be extracted by the context-independent methods but cannot by ours, since in some cases the given contexts are insufficient or ambiguous. However, the experimental results demonstrate that our method is a considerable supplement to the context-independent ones. In the future work, we shall conduct lexical paraphrasing by combining the context-independent and context-dependent methods.
Conclusions and Future Work
This paper proposes a method for acquiring context-dependent lexical paraphrases. Our contribution is that, given a word w and its context sentence S, we can extract w's paraphrases according to S by using a web mining approach. In addition, we recast paraphrase validation as a binary classification problem, in which multiple features are combined. The experiment results show that: (1) The web mining approach is effective for extracting candidate paraphrases. Especially the rule-based query construction approach is effectual; (2) The classifier for paraphrase validation can achieve an f-measure of 0.6023 and all the four features are useful; (3) Most paraphrases obtained by our method are context dependent, which cannot be obtained by context-independent methods.
In future work, we will improve the query construction of web mining so as to enhance the accuracy of the extracted candidate paraphrases. We will try to use the words having syntactic relations with the target word to construct queries. Additionally, more features will be investigated in the classification for paraphrase validation. For example, we will compute the language model based score of the sentence that is generated by substituting the paraphrase word and use the score as a feature in paraphrase validation.
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