Abstract-We describe a property-based test generation procedure for synchronous sequential circuits. Several techniques are used to generate test sequences that achieve high fault coverages at low computational complexity. These include the use of static test compaction, input vector holding with optimal numbers of hold cycles, input vector perturbation, and identification of subsequences that are useful in extending the test sequence. Experimental results presented demonstrate that the proposed procedure achieves fault coverages which are in all cases the same or higher than those achieved by existing procedures.
description. The existence of asynchronous elements in circuits can also be accommodated. Recent efforts in developing fault simulation-based test generators have mostly used genetic optimization techniques to engineer test sequences for target faults [9] - [12] . One such procedure [12] has recently achieved high fault coverage, but requires large computational effort. The property-based test generator reported in [14] uses only logic simulation in deriving a test sequence whose coverage is determined by fault simulation. The run time of this method is small but as of now it has not achieved as high a fault coverage as the genetic optimization based test generation procedures.
The test generation method we present in this paper is a combination of fault simulation-based and property-based test generation approaches. In Section II, we discuss the relationship of the proposed procedure to these approaches and discuss the observations that led to the development of the proposed procedure. We demonstrate that the procedure achieves high fault coverage with relatively low computational effort by taking advantage of several techniques. Since the procedure does not use deterministic test generation steps such as implication or branch and bound, it does not identify undetectable faults. This drawback exists for all of the simulation-based and property-based test generators that do not use any deterministic test generation.
The paper is organized as follows. In Section II, we describe the motivation for the proposed procedure. In Section III, we study several different methods to generate test sequences that employ the observations made in Section II. The results of this study are used in designing the procedure described in the later sections. In Section IV, we give an overview of the implemented procedure. A detailed description of this procedure is given in Section V. In Section VI, we provide experimental results for the proposed test generator. Section VII summarizes this paper.
II. MOTIVATION
The proposed test generation procedure is inspired by the following observations and recent results related to test sequence generation for synchronous sequential circuits.
(i) The lengths of the test sequences generated by a variety of test generators can be reduced quite significantly (over 50%) by static compaction procedures that omit test vectors from the test sequences [19] . This reduction in test length is achieved without loss of fault coverage. Since static test compaction reduces the test length without reducing the fault coverage, one may argue that static test compaction retains useful vectors while omitting other vectors in order to reduce the test length. Thus, the compacted test sequence can be regarded as being of "higher 0278-0070/03$17.00 © 2003 IEEE quality" than the sequence before compaction. If the fault coverage of a given test sequence is not maximum, then static compaction often results in a shorter test sequence with fault coverage higher than that of the given sequence [19] - [21] . This again implies that static compaction enriches the quality of the test sequence. Thus, one may argue that static compaction implicitly captures circuit properties desirable to generate effective test sequences. It should also be observed that test sequence compaction is probably a necessary step for generating short test sequences for sequential circuits if deterministic test generation is not extensively employed. (ii) Genetic optimization has been used successfully to obtain test sequences with high fault coverage [11] , [12] . The basic steps in genetic optimization are mutation and crossover. Mutation is the process of complementing bits in a given sequence. The earliest sequential circuit test generator of [7] also used complementation of bits of a given sequence (e.g., a functional test sequence) to derive new sequences that detect other faults and/or to improve the fault coverage of a given sequence. Recent work reported in [17] showed that tests for combinational circuits can be derived by perturbing a small number of tests called "centers." The studies discussed above indicate that perturbation is a useful technique to derive new tests from already derived tests. (iii) In [16] , it was observed that holding the inputs of a sequential circuit at fixed values for several clock cycles improves the fault coverage obtained by a pseudorandom sequence generated, for example, by a linear feedback shift register. In this approach, an input vector generated by a pseudorandom pattern generator is held for a predetermined number of cycles. In terms of state traversal, holding the inputs constant makes the circuit traverse potentially different states appearing in the state table under the column corresponding to the held input vector. In several other works [12] , [14] , it was observed that test sequences that traverse large numbers of states were effective in detecting faults. In [16] , the number of clock cycles during which inputs are held are determined by running a deterministic sequential circuit test generator over a sample of faults. Thus, an effective deterministic sequential circuit test generator is necessary to supplement the method of holding of pseudorandom input vectors reported in [16] . In our use of input holding, we determine the number of cycles to hold an input vector without using a deterministic sequential test generator. Instead, we use a procedure based on state information to determine the number of hold cycles. (iv) Weighted random test pattern generation has been demonstrated to be effective in achieving high fault coverages for combinational logic circuits [22] , [23] .
A hill-climbing method where the input probabilities for new weighted random vectors are determined from the set of test vectors which detected the most recent faults was demonstrated to achieve high fault coverages [24] . This work suggests that the input probabilities of randomly generated vectors to detect additional faults can be set according to the tests generated for the detected faults. A similar idea was used in [25] to derive weighted random test patterns from the input probabilities computed over a deterministic test set. For sequential circuits, the input probabilities of weighted random sequences to detect additional faults can be derived from the test sequence of the already detected faults. From observation (i) made above, that compacted test sequences may capture desired properties of test sequences, it can be argued that input probabilities computed over compacted test sequences may be more effective.
Summarizing, the experimental results presented in several recent works indicate that static test compaction based on omitting vectors from a test sequence to capture circuit properties, perturbation, and holding of inputs constant in a test sequence may lead to a more effective test sequence. It should, however, be noted that an automatic test pattern generation (ATPG) employing perturbation and/or input holding that achieves high fault coverages has not been demonstrated earlier. Similarly, static test sequence compaction has been used to reduce the length of a given test sequence, but not to improve the computational efficiency of a test generator or to achieve high fault coverage.
In this work, we use static test compaction, perturbation, and input holding together to produce an ATPG tool that is highly efficient and effective in achieving a high fault coverage. In addition, we also extract test subsequences with useful properties and repeat them with certain modifications in order to detect additional faults.
III. DIFFERENT METHODS TO GENERATE TEST SEQUENCES
In order to choose an efficient way to generate test sequences based on the observations made in the previous section, we conducted experiments to study the relative effectiveness of several test sequence generation procedures.
The first experiment was conducted to determine whether holding a random input vector a randomly selected number of times improves the fault coverage of a random sequence of a given length. We also wanted to determine if test sequence compaction further improves the fault coverage of such a random sequence. The results of this experiment are reported in Table I . For all of the benchmark circuits reported in Table I , we set the length of the test sequence used to 300 000. Under the column "Total," we list the total number of collapsed faults for each circuit. We report in Table I the number of faults detected using various methods. The test sequence generation methods used are described below.
A. Method R
A random sequence of the given length is generated with the probability of one on every primary input set to 1/2.
B. Method RH
A sequence of random vectors as in Method R is generated, except that every vector is held for a number of time units. The number of time units a vector is held is randomly selected as follows. An input vector is held for time units with probability , for , and it is held for time units with probability .
C. Method RHC(N)
A sequence, say , of length is generated using method RH. It is then compacted using the linear reverse order restoration based static compaction procedure linear reverse order restoration (LROR) described in [21] into a sequence . Next, the sequence is extended into a sequence of length again by concatenating a sufficient number of vectors to using the sequence generation Method RH. These steps are repeated until the total number of vectors generated reaches 300 000. We used two values of , 3000 and 5000. These are reported as RHC(3000) and RHC(5000) in Table I .
The total number of faults detected in all of the circuits by each method is reported in the last row of Table I . The following observations can be made by noting the total number of detected faults reported in Table I. (i) By comparing Methods R and RH, it can be observed that, for most circuits, holding a random vector a random number of times improves the fault coverage over that obtained by a random sequence of the same length. (ii) By comparing Methods RH and RHC(N), it can be observed that compacting a sequence after every test vectors helps increase the fault coverage. Furthermore, comparing the results for RHC(3000) and RHC(5000) it can be noted that increasing the value of while keeping the total test sequence length constant leads to the detection of additional faults. One can argue that the reason for compaction improving the fault coverage is that the compacted prefix of a test sequence of length drives the sequential circuit into the states that are more effective for fault detection. The reason for the increase in fault coverage with increased value of is, we believe, due to the fact that longer subsequences are more likely to detect harder to detect faults. In all of the methods reported in Table I , additional test vectors were randomly generated. In the next experiment, we wanted to determine the relative effectiveness of different methods that use the properties of the compacted test sequences in generating additional vectors. We evaluated eight methods to generate test vectors, and we report the number of faults detected by these methods in Table II . The different methods used are described next.
The basic steps used in all of the methods reported in Table II are the same as those used for RHC(N) with and these are:
Step 1: Generate a random sequence of length 5000. Set iteration count . (We will perform 60 iterations to guarantee that no more than 300 000 vectors are generated as before).
Step 2: Compact the test sequence into a sequence by using the test sequence compaction procedure LROR described in [21] . Simulate the compacted test sequence and drop the faults detected from the fault list.
Step 3: If the iteration count is less than 60, extend into a sequence of length 5000, using one of the different extension techniques(described below) and go to Step 2.
Step 4: Return the number of faults detected by the final test sequence.
The various test sequence generation methods employed differ in the manner the compacted test sequence is extended into in Step 3 given above.
D. Method E
Compute the proportions of 1s and 0s on each primary input among the vectors in the compacted sequence . Use these proportions as probabilities of 1s and 0s on the primary inputs to generate new vectors to extend in Step 3 above.
E. Method EH
This method of generating new vectors to extend is the same as Method E, with the exception that a vector generated to extend is held a random number of times as discussed for Method RH described earlier. 
F. Method EPH

This method of generating new vectors to extend
is the same as Method EH, except that a new vector generated is first perturbed before holding it a random number of times. The method used to perturb a vector is the same in all of the methods reported in Table II and is described in Section V.
G. Methods En, EnH, and EnPH
These methods are analogous to Methods E, EH, and EPH, respectively, except that the probabilities of 1s and 0s on the primary inputs are computed by considering only the subsequence of over which the most recently detected faults are detected. We set a limit of 100 on the length of the subsequence used to compute input probabilities in these methods.
H. Method VPH
The new vectors to extend in Step 3 above are generated by randomly selecting a vector from , followed by randomly perturbing it and then holding it a random number of times.
I. Method SPH
The new vectors to extend are generated similar to the Method VPH, except that we either select a single vector with probability 5/6 or a subsequence of length 5 with probability 1/6, before perturbing and holding. If a subsequence of length 5 is selected then we do not hold it.
The number of faults in benchmark circuits detected by the eight methods described above and the total number of faults detected in all of the circuits are given in Table II . We also listed the total number collapsed faults for all of the circuits under column "Total" in Table II . Comparing the results reported we can make the following observations:
(i) All of the methods use some property of the compacted test sequence. In the first six methods, the probabilities of 1s and 0s in new test vectors are set equal to the proportions of 1s and 0s on each primary input in the compacted sequence or in a subsequence of . In the last two methods, the actual vectors in are used. All of these methods detect larger numbers of faults than the methods where primary input vectors are generated randomly (the methods reported in Table I ). Thus, one can conclude that test sequence compaction identifies properties, or test vectors, effective in fault detection. Furthermore, repeated use of test sequence compaction appears to help update properties of the compacted sequence that are effective in detecting additional faults.
(ii) Comparing the number of faults detected by methods that use vector perturbation and holding with those that do not, one can conclude that vector perturbation and vector holding increase the number of faults detected. (iii) Comparing methods E, EH, and EPH to En, EnH, and EnPH, respectively, it appears that deriving input properties based on the subsequences that detected the most recently detected faults is more effective than deriving input probabilities based on the entire compacted test sequence. (iv) Comparing the results for Method SPH with those for Method VPH, it appears that subsequences of already generated test sequences help detect additional faults as was also observed in [15] . (v) All of the methods studied in Table II achieve similar fault coverages and, hence, may have the potential to achieve the highest achievable fault coverages if a test generator is built using appropriate values for the various parameters used in each method. We report in the next two sections a test generator we built using Method SPH.
IV. OVERVIEW OF THE PROPOSED PROCEDURE Fig. 1 shows the six basic steps of the proposed ATPG system. The ATPG steps are explained below.
Step 1: Generate a random input sequence of length . Set .
Step 2: Fault Simulate on the circuit under test. Let be the set of faults detected by input sequence .
Step 3: Use static test sequence compaction on to obtain a compacted test sequence whose fault coverage is the same as that of or higher, i.e., detects all of the faults in and possibly additional faults.
Step 4: Check the termination condition.
If satisfied, stop.
Step 5: Extend by appending a suffix to obtain an input sequence . The suffix is obtained by repeatedly using one of the following two procedures. In one procedure, a vector in is randomly chosen. It is randomly perturbed to obtain a vector , and copies of are included in consecutive positions of (inclusion of copies of corresponds to holding the inputs constant at for cycles). The value of is determined as explained below. In the other procedure, a subsequence of length is chosen from as explained below. The subsequence is placed in . The first procedure is used with probability and the second procedure is used with probability (
). The extension of into by adding vectors to the suffix continues until the length of reaches a predetermined value.
Step 6: Set and go to Step 2
The example given next illustrates the steps in the proposed procedure.
A. Example
Consider a sequential circuit with two primary inputs. Assume that the length of the sequence in Step 1 above is chosen to be four and the lengths of the extended sequences in Step 5 is chosen to be 11. Let the random input sequence generated in Step 1 be . Let the sequence obtained after applying static compaction to be . Static compaction dropped one vector from (the third vector) to obtain . Next, we extend into by concatenating eight more vectors to to obtain a sequence of the desired length (eleven) by executing Step 5. Suppose that in the first procedure for extending into , input vector (11) is picked randomly from . Next, we randomly perturb it by complementing the second bit to obtain (10) . We then pick a random number of repetitions for (10), say two repetitions. This will extend into the sequence (00, 01, 11, 10, 10). Next, suppose that we randomly pick the subsequence (01, 11) from . We concatenate this subsequence to (00, 01, 11, 10, 10) and obtain a length seven sequence (00, 01, 11, 10, 10, 01, 11). Next, let us again pick randomly a subsequence (00, 01) from . We concatenate this subsequence to (00, 01, 11, 10, 10, 01, 11) to obtain the length nine sequence (00, 01, 11, 10, 10, 01, 11, 00, 01). Suppose that we next pick randomly the vector (00) from and randomly perturb both bits to obtain (11) . We randomly decide to hold this vector three times. However, since the extended sequence length is set to eleven, we concatenate only two copies of (11) to (00, 01, 11, 10, 10, 10, 01, 00, 10) to obtain a length eleven sequence . Next, we fault simulate and then apply static compaction to it. Suppose that after application of static compaction, we obtain a test sequence by dropping six vectors from . We extend into and iterate compaction and extension until the procedure termination condition is met.
V. DETAILED DESCRIPTION OF THE TEST GENERATION PROCEDURE
In this section, we give the details of the proposed test generation procedure.
As noted in the overview, we use test compaction and test sequence extension (Steps 3 and 5 in the procedure overview given in Section IV) repeatedly to generate test sequences. Let be an extended sequence and be the corresponding compacted sequence obtained by the application of the static test compaction procedure. Next, we give the parameters used in each step of the procedure together with a detailed explanation of each step. We refer to the various steps in the overview when discussing these details.
A. Steps of the Procedure
Step 1: In this step, we generate a sequence of length 2000. The initial part of this sequence is a synchronizing sequence for the fault-free circuit if one exists, and the rest of the sequence is randomly generated. The generation of a synchronizing sequence is described in Section V-D
Step 2: Assuming that the power-up state of the circuit is unknown, the sequence is fault simulated using the fault simulator HOPE [26], [27] . The fault simulator HOPE is used in our work whenever we need to fault simulate a sequence.
Step 3: The sequence is compacted to obtain the sequence using the LROR static compaction procedure described in [21] .
Step 4 (Procedure termination): The test generation procedure is terminated when three consecutive extended sequences do not detect any as-yet undetected faults. A limit of three extended sequences provides a good tradeoff between fault coverage and test generation time. However, a user may choose a different number.
Step 5: In this step, a compacted sequence is extended to obtain a longer sequence .
In order to ensure the ability to generate vectors with few 1s and also vectors with large numbers of 1s in them, we append five all-0 and five all-1 vectors to before it is expanded into . When an all-0 (all-1) vector is picked during sequence extension, perturbation creates a vector with few 1s (large number of 1s). We found that, overall the use of the all-0 and all-1 vectors helps reduce the run times and improve the fault coverages achieved.
We extend by randomly selecting either single vectors or subsequences of length five from . We tried different numbers of probabilities, e.g., 1/2, 1/3, 1/4, 1/5, and 1/10, to select a subsequence and found that 1/6 performs the best overall on the available benchmark circuits. The probability of selecting a subsequence of length five is set at 1/6 in our implementation.
We use lengths of 2000, 5000, 10 000, 20 000, and 40 000 for the extended sequences. Initially, the extended sequence length is set at 2000. Whenever two consecutive extended sequences do not detect any yet undetected faults we increase the length to the next higher value (if one exists). We start with small test sequences, which quickly detect the easily detectable faults, and later, we use longer test sequences to tackle the hard-to-detect faults. For the random pattern testable circuits, this can reduce test generation time if all of the detectable faults are detected before we reach the 40 000 lengths. For the random pattern resistant circuits, more iterations of the compaction/extraction process in the beginning can quickly extract the circuit properties, and the extracted properties will be used by the longer test sequence lengths to detect more faults.
If a single vector is selected (and not a subsequence), we perturb the vector in zero or one or two or three bits with equal probability. We used different perturbation rates in our experiments, and found that perturbing no more than three bits works better for most circuits. Thus, the probability that a vector is actively perturbed by complementing some bits is 0.75 in our procedure. This is much higher than the probability of mutation used in genetic optimization procedures. However, we do not perturb more than three bits in each vector. The bit positions perturbed are determined randomly.
After obtaining the perturbed vector, we decide on the number of times this vector is copied into consecutive positions of the extended sequence. This step is used to achieve holding of inputs constant at a specific vector. We describe the selection of the number of hold cycles in Section V-B.
If a subsequence is selected from , then it is included in the extended sequence without holding it. The selection of subsequences is described in Section V-C.
Additional Details: Initial iterations of the procedure use a sample of 128 randomly selected faults as targets for test generation. The compaction process is slower if more faults are targeted at the very beginning. The gradual fault injection process reduces the overall test generation time. Each time when an extended sequence does not detect any yet undetected fault in the fault sample, the sample size is doubled and new faults are added to the fault sample. As faults are detected, the fault sample is replenished by selecting additional undetected faults. This process continues until all of the yet undetected faults are targeted in the later iterations of the procedure.
B. Determining the Number of Hold Cycles
In this section, we first give the results of an experiment to guide the selection of the number of hold cycles to be used for a circuit under test. Based on the observations from the results of this experiment, we propose a method to calculate optimal hold cycle lengths for the circuit under test. 
1) Experiment to Determine the Number of Hold Cycles:
The two reasons given below were suggested for the success of the hold method initially suggested in [16] .
Reason 1: Holding a vector for multiple clock cycles can help to propagate the fault effects latched in the flip-flops to the primary outputs.
Reason 2: Once a hard-to-activate fault is accidently activated by a random vector, by holding this vector for multiple cycles, the fault can be activated during multiple cycles and, hence, the possibility of observing the fault at primary outputs and propagating the fault effect to flip-flops is increased. Based on the reasons given above, in [16] , the numbers of hold cycles were determined by analyzing deterministic test sequences generated for a set of sampled faults in the circuit under test. In this work, we chose the number of hold cycles based on the results of logic simulation of a short random sequence applied to the fault-free circuit. The reasons for the method used in this work are based on the results of the following experiment.
This experiment is conducted to study the effect of the holding sequences and to compare them to the pseudorandom sequences. We used several ISCAS'89 benchmark circuits and ITC'99 benchmark circuits and several circuits synthesized from high-level descriptions.
In this experiment, for each circuit under test, four sequences are generated, they are denoted as , , , . The length of each sequence is 40 000. Sequence is a pseudorandom sequence, which contains 40 000 unique vectors. Sequence is a sequence by holding each randomly generated test vector 8 clock cycles before we change to the next randomly generated test vector. In this sequence, the number of unique test vectors is 5000 (40 000/8). Similarly, and are sequences by holding a randomly generated test vector 64 and 512 clock cycles, respectively, and the total number of unique vectors in and are 625 and 79, respectively. In the following, the sequence is referred to as pseudorandom sequence, while sequences , , are referred to as "holding sequences". The vectors included in may be different. Fault simulation is conducted for each test sequence and the fault simulation results are collected in Table III . For each test sequence, we list the number of unique states traversed by the good machine(#S), the number of detected faults(#F), the number of flip-flops which have been set to 1(#1) or 0(#0) in the good circuit. From the data in Table III , we have the following observations.
(1) Generally, the holding sequences can set more flip-flops to 1 or 0 than pseudorandom sequences, even though the holding sequences have fewer unique vectors and the number of unique states traversed by the holding sequences are not necessarily higher than the pseudorandom sequences. (2) For most circuits, the holding sequences detect more faults than pseudorandom sequences. However, there are also circuits where the holding sequences do not show any advantage over the pseudorandom sequences. (3) For circuits where holding sequences have an advantage over pseudorandom sequences, different numbers of hold cycles show different effectiveness. The maximum number of faults are detected for hold cycle values that also lead to higher numbers of flip-flops set to 0 and 1. From the above observations, we can conclude that by setting more flip-flops to 1 and 0, holding sequences also detect more faults. This may be related to the fact that the holding sequences drive the good machine to traverse more hard-to-reach states. These hard-to-reach states are necessary to activate the hard-to-detect stuck-at faults. We also observed that not all of the circuits need holding of input vectors. These circuits are generally random pattern testable circuits and pseudorandom sequences perform the best in terms of fault detection and good machine state traversal in these circuits.
This explanation for the success of holding sequences can also be supported by the work in [30] , where the authors observed that a deterministic sequential circuit ATPG spends most of its time justifying states which are necessary to activate target faults while only a small fraction (about 10%) of its CPU time propagating fault effects to the primary outputs. It can be concluded that the complexity of the detection of a (hard-to-detect) fault comes from its activation, which needs specific values on some flip-flops.
2) Optimal Hold Cycle Lengths and Truncation of Hold Cycles:
Based on the above analysis, we propose a method to determine the numbers of hold cycles for a given circuit. In the work reported here, two numbers of hold cycles will be used for every circuit under test. In order to obtain these numbers, logic simulation of the fault-free circuit is utilized to obtain the sequence of states that the circuit traverses under sequences constructed using different numbers of hold cycles. The best two numbers of hold cycles, that result in sequences which set more flip-flops to 1 and 0, are selected as the optimal numbers of hold cycles. In case of a tie, the number which causes the circuit to traverse more states is selected. In the case where there is still a tie, we select the smallest value among the tied values. While deciding how many cycles to hold a selected vector, the two selected numbers of hold cycles are given different probabilities.
In our experiments, we tried several different probabilities, and selected the one which gives the best results for most benchmark circuits. In our implementation, the one which leads to the most flip-flops being set to 1 and 0 (or the one that leads to the largest number of states in case of a tie) is given a probability of 75%, while the other is given a probability of 25%.
We use eight prespecified numbers as candidate numbers of hold cycles. These are , 2, 4, 8, 16, 64, 128, 512. Parallel pattern logic simulation is implemented and four bits out of each 32-bit computer word are allocated to each value of . For example, bits 0, 8, 16, and 24 are allocated to sequences with , bits 1, 9, 17, 25 are allocated to sequences with , and so on. For each value of , the total number of simulated test vectors is 10 000, which results in 2500 runs of parallel pattern logic simulation. For example, after logic simulation of 10 000 vectors, if the sequence with set the most flip-flops to 1 and 0, while the sequence with set the second highest number of flip-flops to 1 and 0, during test generation, we use hold cycle numbers 1 and 64. In this example, we give the hold cycle number 1 a probability 75% and give the hold cycle number 64 a probability of 25%.
Even though for some circuits we use a large number of hold cycles , it is not necessary to hold every vector for clock cycles. For example, in the following holding sequence, through are generated by holding a vector .
Suppose that logic simulation yields the good machine states through . If state is the same as state , then state will also be the same as , where and . In this case, the states traversed by the good machine after vector repeat the states traversed by vectors through , and no new states are introduced after time unit . As observed in [14] , the more states the good machine traverses, the more likely it is that new faults will be detected. We used a technique called hold truncation to avoid holding an input vector when this will lead to repeated good machine states. During simulation of the extended sequence, once we find that a state reappears while holding a vector, we stop holding the same vector and select a new one. In this way, the number of traversed states is increased. The increased number of traversed states leads to the detection of more faults.
C. Subsequence Template
In this section, we discuss the method to select a subsequence used to extend the compacted sequence. Two procedures are involved in finding the subsequences to be concatenated at the end of a compacted sequence in order to extend it in Step 5. The first procedure finds the hard-to-reach values of flip-flops through logic simulation. Once a flip-flop is found to have a hard-to-reach value, a subsequence which can preserve the value of the flip-flop is identified by the second procedure. The subsequence is relaxed by unspecifying some input values and the relaxed subsequence is saved for use during the extension of .
1) Hard-to-Reach Values of Flip-Flops:
During logic simulation to determine the optimal number of hold cycles, we keep the number of times each flip-flop is set to "1" and "0." For each flip-flop, the hard-to-reach value is defined as follows.
Let the total number of simulated vectors be and let the number of vectors which set flip-flop to 1(0) be ( ). We say that 1 is a hard-to-reach value of flip-flop if . Similarly, we say that 0 is a hard-to-reach value 2) Subsequence Identification and Relaxation: During the generation of the extended sequence, after each vector is added to the sequence, the vector is simulated. After simulating each vector, the items in the monitored list are checked. If a hard-toreach value is found for any flip-flop, we identify and relax the subsequence which leads to the hard-to-reach value starting from the unknown initial state.
We use a method based on the concept of "supporting region" to find a relaxed subsequence that sets the hard-to-reach value on the flip-flop. The technique of finding the supporting region of a gate was presented in [28] and [29] , and was called the star algorithm. Given a gate and its simulated value , to find the supporting input of , we first put a star on the output of gate . If there are inputs with the controlling values of gate , we mark one of them with a star (0 is the controlling value of an AND/NAND gate and 1 is the controlling value of an OR/NOR gate). If none of the inputs has the controlling value of gate , all of the inputs are marked with a star. For each input of gate marked with a star, the star algorithm continues to mark its supporting inputs. At any time frame, if the output of a flip-flop is marked with a star, the star algorithm will continue to the previous time frame by backtracing from the corresponding flip-flop inputs. All of the gates with stars on their inputs compose the supporting region of gate . If a primary input is marked with a star, its value should be kept. If a primary input is not marked, its value does not affect the value of gate and it can be relaxed to a don't care "X." The relaxed subsequence obtained in this way is stored for use during the process of extending into . We refer to a relaxed subsequence as a subsequence template.
The following is the procedure to generate the subsequence template. The procedure limits the length of the extracted subsequence to be at most a constant MAXLENGTH. Step (4) and return SUCCESS.
During the sequence extension process in
Step 5 of the test generation procedure, if a subsequence is selected to extend the sequence, a relaxed subsequence is randomly selected from the stored subsequence templates, the don't care values (Xs) in the relaxed subsequence are randomly filled with binary values, 1 or 0, and the resulting subsequence is copied into the extended sequence.
D. State-Driven Circuit Initialization
Synchronizing sequences that drive the good machine from the all of unknown state to a specific known state are useful for fault detection. Some of the most recently developed test generators [12] , [31] use synchronizing sequences as prefixes of test sequences. Generally, a method which selects one vector from a group of candidate vectors that can set more flip-flops to a binary value is used. However, in some cases, this procedure may not synchronize a circuit.
For example, consider a circuit with an 8-bit counter and some other memory elements. Suppose that only when the 8-bit counter is in the all-1 state, the other flip-flops will be set to binary values. If there is a primary input to reset the counter to zero, then we have to avoid the activation of the reset signal during the process of driving the counter to the all-1 state. One way to achieve this goal is to identify the counter, the condition for synchronizing the other flip-flops, and the necessary condition for driving the counter from the reset state to the all-1 state. This may need an analysis over a large sequential depth which may be beyond the normal capabilities of a deterministic sequential circuit test generator.
We propose a method called state-driven circuit initialization that initializes efficiently a broader class of circuits than the random vector selection method described above. In this method, from a group of candidate vectors, we try to select the one which can set more flip-flops to binary values. In case of a tie, we select the first one which drives the good machine to a nontraversed state. We found that the criterion of choosing an input vector that drives the circuit to new states helps to initialize several circuits that the random vector selection method alone cannot initialize. It avoids complex deterministic analysis and is very effective in synchronizing circuits where it is necessary to drive some flip-flops to a specific state in order to initialize all of the flip-flops in the circuit. For example, the circuit write_e [33] cannot be synchronized by HITEC [4] and STRATEGATE [12] and, hence, these procedures achieve low fault coverage (around 13%). However, if we use the proposed initialization method, this circuit can be initialized quickly and the fault coverage will be 83.7%, which is an improvement of 70% in fault coverage.
VI. EXPERIMENTAL RESULTS
The test pattern generator described in the previous sections, referred to as PROPTEST, was implemented in the C language. The run times reported for the proposed test generator are measured on a machine with a 400-MHZ Pentium II processor and using the LINUX operating system. Run times are given in seconds. The circuits used in this study are the larger ISCAS'89 benchmark circuits, the ISCAS'93 addendum circuits, and the synthesized circuits available from the University of Illinois. The results are reported in Tables IV-VI. After the circuit name, we report the fault coverages and the test sequence lengths in Tables IV-VI. In Table IV , the first column under "Fault Coverages" shows the fault coverages achieved by PROPTEST and the second column shows the test efficiency of PROPTEST when the procedure of [32] is used to identify the untestable faults. In Tables V and VI, we give the total number of collapsed faults in the circuits in column two followed by the fault coverage and test efficiency achieved by PROPTEST.
In Tables IV-VI , we also list the fault coverages achieved by other test generators when the results are available. For all of the 45 benchmark circuits in Tables IV-VI, PROPTEST achieves the same or higher fault coverages compared to all of the other test generators. For some circuits, it is the first time these highest known fault coverages are reported, e.g., for div16, s3384, b12, b22, and write_e. It should be noted that for ISCAS'89 circuits, most of the ADDENDUM'93 circuits and the synthesized circuits am2910, mult16, pcont2, piir8, and piir8o, the fault coverages achieved are the maximum possible using three valued simulation used in this work. The same fault coverages were also achieved by other test generators such as [12] and [35] . For most of the remaining benchmark circuits PROPTEST achieves the highest fault coverages. Test sequence lengths are also reported in Tables IV-VI. When comparing with other test generators, for most circuits PROPTEST achieves higher fault coverages with shorter test sequences when the fault coverages are comparable. One reason for the short sequences generated by PROPTEST is For several circuits, e.g., div16, b15, b20, b21, and b22, PROPTEST achieves higher fault coverages than other test generation methods at the cost of much longer test sequences. This leads to the following observations. Some faults in these circuits are hard-to-detect faults and their detection requires some hard-to-reach circuit states. PROPTEST performs much TABLE VII  TEST GENERATION TIMES IN SECONDS FOR BENCHMARK CIRCUITS   TABLE VIII  TEST GENERATION TIMES IN SECONDS FOR ITC'99 CIRCUITS better than other test generation, e.g., STRATEGATE [12] and Artist [34] , and drives the circuit to states that other test generation methods may not be able to reach. The shorter test sequences generated by Artist [34] , which uses high-level information, shows that for some circuits, test generation using high-level information may lead to shorter test sequences than using only gate-level information.
We also report the CPU times to run the proposed ATPG program on the benchmark circuits in Tables VII-IX. The CPU times for other ATPG programs are also listed in the table if they are available. All of the CPU times are reported in seconds and the machines used for different procedures are given below the tables. As different ATPG programs were run on different types of machines, we cannot directly compare the CPU times. However, one can see that generally PROPTEST uses very short time to achieve the highest reported fault coverages.
VII. SUMMARY
An ATPG procedure for sequential circuits PROPTEST was described. The proposed procedure uses a combination of static test sequence compaction and sequence extension techniques. Sequence extension is achieved by repeating perturbed input vectors or subsequences included in the compacted sequence. We experimentally analyzed the reason why holding a random vector will increase the fault coverage. By holding a vector for several clock cycles, the test sequence can set more flip-flops to one or zero than a pseudorandom sequence of the same length. This improved the likelihood of activating the hard-to-activate faults in the circuit under test. Based on the above observation, we proposed a method to determine optimal numbers of hold cycles for a given circuit based on logic simulation. A "hold truncation" technique was also proposed to improve the effectiveness of the hold method. Subsequence template to reach the rare flip-flop values was also proposed to improve the effectiveness of the test generation process. A new method to search for a synchronizing sequence was implemented in the ATPG program. Experimental results presented show that the proposed procedure achieves the highest overall fault coverages for the benchmark circuits studied, while requiring relatively short run times.
