Motivation: DNA replication is the key of the genetic information transmission, and it is initiated from the replication origins. Identifying the replication origins is crucial for understanding the mechanism of DNA replication. Although several discriminative computational predictors were proposed to identify DNA replication origins of yeast species, they could only be used to identify very tiny parts (250 or 300 bp) of the replication origins. Besides, none of the existing predictors could successfully capture the 'GC asymmetry bias' of yeast species reported by experimental observations. Hence it would not be surprising why their power is so limited. To grasp the CG asymmetry feature and make the prediction able to cover the entire replication regions of yeast species, we develop a new predictor called 'iRO-3wPseKNC'. Results: Rigorous cross validations on the benchmark datasets from four yeast species (Saccharomyces cerevisiae, Schizosaccharomyces pombe, Kluyveromyces lactis and Pichia pastoris) have indicated that the proposed predictor is really very powerful for predicting the entire DNA duplication origins. Availability and implementation: The web-server for the iRO-3wPseKNC predictor is available at http://bioinformatics.hitsz.edu.cn/iRO-3wPseKNC/, by which users can easily get their desired results without the need to go through the mathematical details.
Introduction
Since the discovery of the principle of DNA replication (Watson and Crick, 1953) , bioscience has been undergoing profound changes. The specialized regions where the DNA replication is initiated are called replication origins. Revealing the process of cell replication is of great significance for understanding the genetic information transmission of organisms. To realize this, however, it is prerequisite to identify the replication origins.
Chromatin immunoprecipitation (Chip) can be used to determine the DNA replication origins, but it is expensive and time consuming (Lubelsky et al., 2012) . In order for timely acquiring their information, several computational predictors were proposed. Previous studies have shown that G (guanine) and C (cytosine) had different preference in DNA replication origins (Lobry, 1996) . Based on this fact, some predictors were developed, such as cumulative skew diagram (Grigoriev, 1998) , CG-software (Roten et al., 2002) , GraphDNA (Thomas et al., 2007) , Z-curve (Zhang and Zhang, 1991, 1994) , and Ori-Finder (Gao and Zhang, 2008; Luo et al., 2014) . Since these predictors were constructed only based on the information of positive samples (replication origins) without negative samples (non-replication sites), their performance is limited.
By using both the positive and negative samples, as well as the DNA structural properties (bendability and cleavage intensity), the discriminative methods were proposed, for example Chen et al. (2012) proposed a method to discriminate DNA replication regions from non-replication ones. In order to reflect the DNA sequence order or pattern information, using the PseKNC (Chen et al., 2014b (Chen et al., , 2015 approach, an extension of PseAAC (Chou, 2001a (Chou, , 2005 (Chou, , 2009 ) from protein/peptide to DNA/RNA, Li et al. (2015) developed a predictor called iORI-PseKNC to identify the DNA replication origins. One year later, by incorporating dinucleotide physicochemical properties into pseudo nucleotide composition, Zhang et al. (2016) built up a predictor called iOri-Human for identifying human origin of replication. Meanwhile, Xiao et al. (2016) developed a predictor called iROS-gPseKNC to predict the replication origin sites in DNA by incorporating dinucleotide position-specific propensity into the general pseudo nucleotide composition, an extension of general pseudo amino acid composition (Chou, 2011) from protein/peptide to DNA/RNA.
All the aforementioned predictors each have their own advantages and did play considerable roles in stimulating the developments of such important field, but they all share a common problem or limit; i.e. the discriminative predictors were all trained by a highly simplistic dataset where all the replication origins had a uniform length of 300 bp. Actually, in the real world: (i) the length of DNA replication origins can be up to a 3000 bp and even longer; (ii) their lengths are extremely uneven, nearly none of any two DNA replication origins are identical in length. This study was initiated in an attempt to address the two problems by developing a new predictor in this area.
As demonstrated by a series of recent publications (Chen et al., 2016 (Chen et al., , 2017 Cheng et al., 2017a Cheng et al., ,b,c,d, 2018a Ehsan et al., 2018; Feng et al., 2017 Feng et al., , 2018 Liu et al., 2017a Liu et al., ,b,c, 2018 Qiu et al., 2017a,d; Song et al., 2018a,b; Xiao et al., 2017; Xu et al., 2017; Zuo et al. 2017) , a new bioinformatics predictor presented according to the five-step rules (Chou, 2011) would have the following advantages: (i) clearer in logic deduction; (ii) better illumination in stimulating other relevant tools; (iii) more useful in practical application.
Below, we are also to follow the five-step procedures to present our new prediction method; i.e. (i) benchmark dataset, (ii) sample formulation, (iii) operative machine, (iv) cross validation and (v) web-server.
Materials and methods

Benchmark datasets
A reliable and stringent benchmark dataset is pivotal to the development of an accurate prediction method. In this study, four benchmark datasets were constructed based on the DeOri6.0 database (Gao et al., 2012) for four yeast species, including Saccharomyces cerevisiae, Schizosaccharomyces pombe, Kluyveromyces lactis and Pichia pastoris. Their replication origins' genomic location and chromosome information were obtained from the DeOri6.0 database (Gao et al., 2012) , and their genome data was downloaded from GenBank (Benson et al., 2013) . The replication origins (positive samples) were extracted according to their genomic location from DeOri6.0 database (Gao et al., 2012) . The non-replication origins (negative samples) were randomly extracted from the nonreplication regions, whose length distribution is the same as that of the positive samples. The DNA fragments with length <50 bp were removed. The CD-HIT software (Li and Godzik, 2006) was used to remove the redundancy and reduce homologous bias with the cutoff threshold set as 80% (note that the most stringent cut-off threshold for DNA sequences by CD-HIT is 80%).
Thus, the four benchmark datasets can be formulated as The detailed sequences in the four benchmark datasets S 1 ; S 2 ; S 3 ; and S 4 are given in Supplementary Material S1-S4, respectively.
Sample formulation
According to previous studies (Frank and Lobry, 1999; Grigoriev, 1998; Lobry, 1996; Tillier and Collins, 2000) , the leading strands of the replication origins have the preference of G-rich nucleotides while the lagging strands have the preference of C-rich nucleotides in almost all bacteria, which is called GC asymmetry. This pattern was also observed in yeast genomes as well (Li et al., 2014) .
In this study, we are to introduce a different mode of PseKNC (Chen et al., 2014b (Chen et al., , 2015 , the so-called 'three-window-based Pseudo k-tuple nucleotide' or 'three-window-based PseKNC', which is an extension of PseKNC (Chen et al., 2014b (Chen et al., , 2015 to incorporate the GC asymmetry information into the sample formulation. The concrete procedures are as follows.
Suppose D denotes the a DNA sample; i.e.
where L represents the length of a DNA sequence or the number of its constituent nucleobases, and
denotes the nucleobase at the ith sequence position, and 2 is a symbol in the set theory meaning 'member of'. Now, let us divide D into three non-overlapping segments called front window, middle window, and rear window by two parameters e and d, where e represents the percentage of total nucleobases of D in the front window, while 1-d represents the percentage of total nucleobases of D in the rear window. Therefore, the front window, middle window and rear window can be represented as (Chou, 2001b) , where g and n are defined as
where the symbol Int C means taking the ceiling integer for the number in the brackets right after it. For a real number, its ceiling integer is its integer part plus 1; if it is an integer, its ceiling integer is none but itself.
iRO-3wPseKNC
If the subsequence of the DNA sequence sample in each window is represented by the k-tuple nucleotide (or k-mers) (Liu et al., 2016) composition, the corresponding feature vector of the DNA sequence sample will contain 3 Â 4 k components, as given by 
where symbol 'T' means the transformation symbol in vector operations, and f T
where
where w denotes the weight factor, whose value is between 0 and 1, k is an integer that represents the highest tier (Chou, 2001a) of correlation between two binary nucleotides in a local window of D, and h
is the correlation factor of the jth tier in the front window, middle window, rear window respectively, which represents the correlation of the two binary nucleotides separated by j nucleotides in the three local windows (Fig. 1) . h can be calculated by
is the coupling factor of the ith binary nucleotide N i N iþ1 with the ði þ jÞth binary nucleotide N iþj N iþjþ1 , and it's mathematical formulation is given by (Chen et al., 2013a) 
where l denotes the number of nucleotide physicochemical properties. In this article, 6 physicochemical properties (Rise, Slide, Shift, Twist, Roll and Tilt) (Chen et al., 2013a) of the two binary nucleotides were considered. P g N i N iþ1 ð Þrepresents the numerical value of the g À th g ¼ 1; 2; . . . ; l ð Þ physicochemical property for the binary nucleotides N i N iþ1 at position i. The value of P g N i N iþ1 ð Þshould be standardized by using the methods introduced in (Chen et al., 2013a) .
Random forest
Random forest (RF) (Ho, 1998 ) is one of the most popular learning methods for classification tasks in machine learning algorithms, and it has been widely used in various areas of computational biology (see, e.g. Jia et al., 2015 Jia et al., , 2016a Kandaswamy et al., 2011; Lin et al., 2011; Liu et al., 2016; Pugalenthi et al., 2012; Qiu et al., 2016 Qiu et al., , 2017c . RF is constructed by multiple independent decision trees, and its final outputting the class that is the mode of the classes of all the individual trees. The details of how RF works have been clearly elaborated in (Breiman, 2001) .
In this study, the 'Scikit-learn' (Pedregosa et al., 2011) , a python package that integrates various advanced machine learning algorithms, was used as to implement the RF algorithm with command line 'RandomForestClassifier (criterion¼ "gini", min_samples_split ¼ 2, min_samples_leaf ¼ 1, max_features ¼ "sqrt", F ¼optimized value)', where the optimized values for F (the number of trees in the forest) were 700, 500, 600 and 800 for S.cerevisiae benchmark dataset, S.pombe benchmark dataset, K.lactis benchmark dataset and P.pastoris benchmark dataset, respectively.
Evaluation method of performance
There are five metrics widely used to evaluate the prediction quality of the replication origins: (i) Sn, the sensitivity, (ii) Sp, the specificity, (iii) Acc, the overall accuracy of the predictor's results, (iv) MCC, the Mathew's correlation coefficient, (v) AUC, the area under the ROC curve (Hanley and McNeil, 1982) . The conventional mathematical formulations copied from math books for the metrics (i) to (iv) are not intuitive and hard to understand for most biologists. Fortunately, based on the Chou's symbols introduced for studying protein signal peptides (Chou, 2001b) , a set of four intuitive metrics were derived (Chen et al., 2013b; Xu et al., 2013) , as given below: 
, which means that the half of the positive samples are predicted exactly and half are predicted incorrectly as well as the negative samples, the overall accuracy Acc ¼ 0.5 and the Mathew's correlation coefficient MCC ¼ 0, in other words, this kind of performance just like a random guess.
Cross validation
With a set of proper metrics well defined to measure a predictor's quality, the next is what test method should be used to calculate these metrics. There are three cross-validation methods widely used (Chou and Zhang, 1995; : (i) independent dataset test, (ii) K-fold cross validation, (iii) jackknife test. However, of these three, the jackknife test is deemed the least arbitrary that can always yield a unique result for a given benchmark dataset as elaborated in (Chou, 2011) and demonstrated by Equations (28-30) therein. Accordingly, the jackknife test has been widely recognized and increasingly used by investigators to examine the quality of various predictors (see, e.g. Chen et al., 2014a; Dehzangi et al., 2015; Ding et al., 2014; Khan et al., 2015; Lin et al., 2014; Mandal et al., 2015; Xu et al., 2013) . However, to reduce the computational time, the 5-fold cross validation was used in this study to optimize the parameters, and jackknife approach used to calculate the final success rates.
3 Results and discussion
Optimize parameters
According to the Equations (4-8), there are five parameters in the feature extraction process: e, d, k, k; w and that the RF algorithm used to run the prediction contains a parameter F . In this study, their search ranges are given below: 
As mentioned earlier, for reducing the computational cost, the 5-fold cross validation was employed to find the optimal parameter combination.
Success rates and feature analysis
The final results obtained by jackknife tests with iRO-3wPseKNC on the four benchmark datasets (cf. Equation 1) are given in Table 1 . To our best knowledge, it is the first computational predictor ever established that can predict the entire DNA replication origins with extreme difference in length, and there are no any predictors whatsoever that can do the same. Therefore, it is not possible to further show its power by a comparison with its counterparts. Nevertheless, the high success prediction rates achieved by iRO-3wPseKNC as listed in Table 1 have clearly indicated that the proposed predictor is indeed quite powerful and may become a very useful bioinformatics tool for genome analysis.
It has not escaped our notice that the proposed predictor can also be extended to predict the DNA replication origins for any other species if the corresponding statistically significant benchmark dataset can be constructed with more experiment data available in future.
Why could the new predictor be so successful? To address this problem, let us consider the average GC skew (Grigoriev, 1998; Li et al., 2014) profiles of 20 windows (each window has 5% of total residues of the DNA samples) along the DNA samples in the four benchmark datasets of Equation (1), as shown in Figure 2 . The discriminant power of different features was measured by Gini importance (Qi, 2012) based on the trained models of RF, and the results were shown in the corresponding heat maps. From this figure, we can see the following. (i) For the negative samples (non-replication origins), the average GC Skew scores are evenly distributed along the DNA samples without particularly patterns. (ii) For the positive samples (replication origins) from the three species (S.cervisiae, S.pombe and P.pastoris), as we can see from Figure 2a , b and d that the front windows tend to have positive average GC skew scores while the rear windows tend to have negative scores, indicating that 'G' ('guanine') and 'C' ('cytosine') are abundant in the front windows and the rear windows, respectively. These patterns are fully consistent with previous studies (Frank and Lobry, 1999; Grigoriev, 1998; Lobry, 1996; Tillier and Collins, 2000) . In contrast to that, however, the pattern for K.lactis is completely different, for which The proposed predictor with parameters:
The proposed predictor with parameters:
The proposed predictor with parameters: (Grigoriev, 1998; Li et al., 2014) , and the Gini importance (Qi, 2012) heat maps of the features in front, middle, and rear windows for (a) S. cerevisiae benchmark dataset (cf. Supplementary Material S1), (b) S. pombe benchmark dataset (cf. Supplementary Material S2), (c) K. lactis benchmark dataset (cf. Supplementary Material S3) and (d) P pastoris benchmark dataset (cf. Supplementary Material S4) where it is the middle window where 'G' ('guanine') is abundant (Fig. 2c) . That is why we need the three windows in this study. Only doing so, we can completely incorporate all these important features into the sample formulation via the PseKNC (Chen et al., 2014b (Chen et al., , 2015 approach.
Finally, we would like to point out that this novel sequence representation scheme holds a great promise in the future to be used in combination with other informative features to improve the prediction accuracy of sequence labelling and classification in a number of related but different research topics in the field of bioinformatics and computational biology, e.g. signal peptide prediction (Fan et al., 2011; Savojardo et al., 2018; Zhang and Shen, 2017) protein subcellular location prediction (Wu et al., 2011) , as well as bacterial protein secretion prediction (Wang et al., 2017a (Wang et al., ,b, 2018 .
Web-server and user guide
The last step of the Chou's five-step rules (Chou, 2011 ) is about the web-server. It is very important indeed since user-friendly and publicly accessible web-servers represent the future direction for developing practically more useful predictors (Chou and Shen, 2009 ). In fact, it has been manifested by a series recent publications (see, e.g. Chen et al., 2018; Cheng et al., 2017d Cheng et al., ,e,f, 2018b Feng et al., 2017; Jia et al., 2015 Lin et al., 2014; Liu et al., 2017b Qiu et al., 2014 Qiu et al., , 2017b Yang et al., 2018 , a new prediction method with its web-server available would significantly enhance its impacts (Chou, 2015 (Chou, , 2017 . In view of this, the web-server for iOR3wPseKNC has been established. Furthermore, to maximize the convenience of broad experimental scientists, a step-by-step guide is given below.
Step 1. Open the iOR-3wPseKNC web-server by clicking the link at http://bioinformatics.hitsz.edu.cn/iRO-3wPseKNC/ and you will see its top page as shown in Figure 3 . Click on the Read Me button to see a brief introduction about the server.
Step 2. Select the species concerned from S.cerevisiae, S.pombe, K.lactis and P.pastoris.
Step 3. Type or copy/paste the query sequences into the input box, or you can also directly upload your input data via the Browse button. The input sequences should be in the FASTA format. For the examples of sequences in the FASTA format, click the Example button right above the input box.
Step 4. Click on the Submit button to see the predicted results. For example, if you choose the species of 'S. cerevisiae', and use the four query DNA sequences in the Example window as the input, you will see on your computer screen: the first and second query sequences are of replication origins but the third and fourth are of non-replication regions. All these results are fully consistent with the experimental observations. Fig. 3 . A semi-screen shot to show the top-page of the web-server iOR3wPseKNC at http://bioinformatics.hitsz.edu.cn/iRO-3wPseKNC/ iRO-3wPseKNC
