Abstract-Convex parameterization of fixed-order robust stabilizing controllers for systems with polytopic uncertainty is represented as a linear matrix inequality (LMI) using the Kalman-Yakubovich-Popov (KYP) lemma. This parameterization is a convex inner approximation of the whole nonconvex set of stabilizing controllers, and depends on the choice of a central polynomial. It is shown that, with an appropriate choice of the central polynomial, the set of all stabilizing fixed-order controllers that place the closed-loop poles of a polytopic system in a disk centered on the real axis can be outbounded with some LMIs. These LMIs can be used for robust pole placement of polytopic systems.
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I. INTRODUCTION
Nowadays, many control design problems are formulated as convex optimization problems, and are solved efficiently using recently developed numerical algorithms. Yet, a challenging problem is the design of restricted order controllers by convex optimization methods. The main problem stems from the fundamental algebraic property that the stability domain in the space of a polynomial's parameters is nonconvex for polynomials with order higher than 2 [1] . To overcome the nonconvexity, there are different strategies, which are explained in [2] . One possibility is to consider an approximation of the nonconvex domain with an outer-or-inner convex set. Although an inner approximation introduces some conservatism in the design method, it is preferred because the stability is ensured. Several convex inner approximations of the stability domain around a central polynomial have been proposed in the literature. However, the linear matrix inequality (LMI) approximations are more flexible since they can represent the other convex sets like polytopes, spheres, and ellipsoids.
The problem becomes more complicated when a fixed-order controller should stabilize a model with structured polytopic uncertainty. This problem is usually studied in the state space representation of the system for the full-order controllers using Lyapunov equation. A conservative solution is to find one Lyapunov function to stabilize all models. The other solution that is less conservative is to design a parameter-dependent Lyapunov function. However, it is not easy to find this Lyapunov function for polytopic systems. The stabilization problem can be converted to regional pole placement by using the concept of D-stability. It is to define a subregion of the stability domain and to modify accordingly the structure of the Lyapunov equation, and then, design a stabilizing controller [3] . The desired regions are restricted to strips, circles, sectors, and hyperbolas. In [4] , a unified robust pole placement design method for both continuous and discretetime systems is introduced. The controller meets the H 2 and/or H ∞ specifications for a nominal plant model, and assigns the closed-loop poles in an LMI region that is introduced in [5] , and covers many desired regions, using LMI constraints. This problem is extended to the case of systems with a specific type of unstructured uncertainty in [6] . Recently, the design of a state feedback controller for a polytopic uncertain system that assigns the closed-loop poles in the same LMI regions is proposed using a nonconvex optimization method [7] . However, the final controller does not even guarantee the stability of the system and a robust stability analysis should be carried out after the design is completed. In [8] , a sufficient condition via a nonconvex optimization is given to design a state-feedback controller, which assigns the closed-loop poles of all the vertices of the system polytope in a sector. In [9] , a state-feedback controller that brings the closed-loop poles to the desired multiconstraints region via a nonconvex optimization is designed. The only convex parameterization of fixed-order stabilizing controllers for polytopic systems is given in [10] . Using the polynomial positivity, an LMI inner approximation of the stability domain in the polynomial parameter space is proposed. The design method relies on a central polynomial whose choice has not been really investigated.
In this paper, a similar approach is adopted based on the strict positive realness of transfer functions using the Kalman-Yakubovich-Popov (KYP) lemma. The derivation of the LMIs from the KYP lemma is very straightforward and similar to those of [10] and [11] . On the other hand, it has been recently shown that the LMIs originated from the KYP lemma can be solved very efficiently even with a large number of parameters [12] , [13] . Furthermore, it will be shown that a particular choice of the central polynomial makes the LMI an outer approximation of all controllers that bring the closed-loop poles of a polytopic system to a desired disk centered on the real axis. As a result, the proposed LMI gives a sufficient constraint for the stability of the polytopic system and a necessary constraint for the robust regional pole placement.
It should be mentioned that a circle centered on the real axis has already been considered as the desired region for pole clustering [14] - [16] . However, state-or output-feedback controllers have been studied only for systems with unstructured uncertainty.
The paper is organized as follows. The preliminaries and problem formulation can be found in Section II. In Section III, a convex parameterization of fixed-order stabilizing controllers for a polytopic system is given via LMIs. Section IV proposes a choice of central polynomial to parameterize all controllers that cluster the closed-loop poles of the polytope into a desired circular region together with some simulation examples. The concluding remarks are given in Section V.
II. PRELIMINARIES AND PROBLEM FORMULATION

A. Polytopic Systems
In order to build up the background of the proposed method, some basics on the polytopes are recalled.
A polytope in an n-dimensional space is the convex hull of a set of points called generators in this space. The minimal set of generators is unique and constitutes the vertex set of polytope. An exposed edge of a polytope is the line between two vertices of the polytope, such that the whole polytope lies on just one side of it [17] . If the generators are the coefficients of a polynomial, a polytope of polynomials is obtained. A discrete-time nth-order polytopic system can be defined by a set of transfer functions as
with
where R is the set of real numbers and q is the number of (2n + 2)-dimensional polytope vertices
This polytopic system covers a wide variety of structured uncertainties, like multiple models and interval uncertainty.
It should be mentioned that, in this paper, only the discrete-time polytopic systems are considered. However, the continuous-time systems can also be treated in a very similar way.
B. Strictly Positive Real Systems
A real rational transfer function H(z) is strictly positive real (SPR) if and only if [18] 1)
Hence, for SPRness of a Schur stable real transfer function, it is enough to check the positivity of its real part on |z| = 1. With a simple application of Nyquist criterion, it can be easily shown that, if
is Schur stable. This means that, to test the Schur stability of a polynomial c(z), it is sufficient to check that its ratio to another Schur polynomial d(z) is SPR.
The SPR condition for a stable transfer function is closely related to the phase of its numerator and denominator as formulated in the following lemma.
Lemma 1:
where φ(·) denotes the phase.
As a result, polynomial c(z) is Schur stable if and only if there exists a Schur stable polynomial d(z) such that inequality (2) is satisfied (see also [10, Lemma 1] ).
The SPR condition can be given in the state space by the KYP Lemma.
Lemma 2: (KYP Lemma for discrete-time systems) A transfer function H(z) = C(zI − A)
−1 B + D is SPR if and only if there exists a matrix P = P T > 0 such that [18] , [19] 
Therefore, all SPR transfer functions with a fixed denominator (which leads to a fixed A and B using controllable canonical form realization) can be parameterized by an LMI. Since the numerator of an SPR transfer function is stable, this LMI also represents a convex set of Schur stable polynomials. (See [10] for a similar set of LMIs for SPRness using positivity in polynomials.)
C. Problem Formulation
Consider the discrete-time single-input single-output (SISO) LTI polytopic system in (1). The goal is to design a fixed-order controller
which stabilizes and places the closed-loop poles of the whole polytope in a disk centered on the real axis inside the unit circle. The method proposed in this paper gives a convex set of fixed-order stabilizing controllers that contains (if there exists any) all the fixedorder controllers that place the closed-loop poles in the desired circular region.
III. CONVEX PARAMETERIZATION OF FIXED-ORDER STABILIZING CONTROLLERS
Consider the vertices of the system polytope given in (1) and the fixed-order controller in (4). Then,
are the n c l th-order (n c l = n + m) characteristic polynomials of the vertices of the system polytope. Since the characteristic polynomial is affine with respect to the system parameters, the whole characteristic polynomials of the system polytope develop a new polytope of closed-loop characteristic polynomials whose vertices are contained in (5) [17] .
To proceed, a convex set of stabilizing controllers is obtained by using the KYP lemma (see [10] and [11] for similar results). Consider that a Schur stable polynomial d(z) (central polynomial) is given. Then, by parameterizing all c i (z), which make c i (z)/d(z) SPR, a convex set of stable characteristic polynomials in terms of controller parameters can be given by a set of LMIs. This result is stated in the following proposition.
Proposition 1: Consider the polytopic system in (1), the fixedorder controller in (4), the characteristic polynomials in (5), and a given Schur stable polynomial z), and S i is a Sylvester matrix of dimension (2m + 1) × n c l , which is composed of the system parameters a i and b i . Then, the set of all controller parameters that make c i (z)/d(z) SPR for i = 1, . . . , q, and hence, stabilizes the whole system polytope is given by the following LMIs:
1) A feasible point of the LMIs in (6) gives the parameters of a controller that stabilizes not only the q vertices (1), but also all the models in their convex hull (the polytope made by them). The reason is that this set of LMIs is affine with respect to the parameters of the plant model. (Notice that Edge theorem [17] is not used to prove the stability of the whole polytope.) 2) Note that the set of all fixed-order stabilizing controllers is a nonconvex set. However, for each fixed d(z), the feasible set of inequality (6) gives an LMI inner approximation of this nonconvex set. Thus, the choice of d(z) (central polynomial) is crucial to have a logical approximation, to minimize the conservatism of the method, and more importantly, to bring the closed-loop poles of the whole system polytope to a desired region. Before discussing the choice of the central polynomial, it is interesting to state that if there is a controller that stabilizes a polytopic system, there always exists a d(z) that makes the LMIs in (6) feasible. The reason is that, for any stable polytope (here, polytope of characteristic polynomials), there always exists a polynomial d(z) (an SPR-maker) that produces SPR transfer functions when divided by any member of the polytope (see [20, Th. 2.1] ). The existence of an SPR-maker gives enough motivation to investigate for finding a suitable central polynomial.
The following lemma is needed in the sequel. Lemma 3 [17] , [21] : Let p 1 (z) and p 2 (z) be two monic Schur stable polynomials of the same degree. The whole line between the 
It means that the phase difference between any two members of a polytope of polynomials does not exceed π.
Now, a specific polytope of polynomials is considered. It can be proved that, for a polynomial of order n c l , the polytope made from the n c l + 1 vertices
is the smallest polytope outbounding the stability domain of polynomials of order n c l in the parameter space [22] . It can be easily verified that the phase difference between the vertices v i (z) and v j (z) becomes greater than π for |i − j| > 2, which happens when n c l > 2. Therefore, the line between them is not even the boundary of stability domain that confirms the fact that the stability domain of the parameters of the polynomials with order greater than 2 is not convex. However, for the second-order polynomials, the mentioned phase difference reaches at most to π, and hence, the lines between these vertices are the boundary of the stability domain in parameter space. Next, consider the polytope in (8), with α and β (|α|, |β| < 1) instead of ±1
This polytope has some interesting specifications. 1) Its stability analysis is very easy, using the following lemma. Lemma 4 [21] , [22] : The polytope made by vertices (9) is Schur stable if and only if the line between v 0 (z) and v n c l (z) is stable. When α = −β, then Lemma 4 leads to the following simple condition.
Corollary 1 ( [21], Corollary 1): The polytope made by vertices (9) with α = −β is Schur stable if and only if α < tan(π/2n c l ). 2) For n c l even, it is easy to find a d(z), whose phase lies exactly
in the midmost of the phase plot of the whole polytope. Lemma 5 [22] : For n c l even, phase plot of
lies exactly in the midmost of the phase plot of the whole polytope made by vertices (9) . As a result, if the whole polytope defined by (9) is stable, the phase difference between each member of the polytope and (10) is less than π/2 (Lemma 3). Therefore, taking into account Lemma 1, d(z) in (10) is an SPR-maker for this polytope.
3) It contains all the polynomials whose roots are located in the disk centered on the real axis on the midmost of α and β. The following lemma explains this important specification. Lemma 6 ( [22], Corollary 1): Consider a closed bounded region of complex plane that is symmetric with respect to the real axis, and intersects the real axis at α and β. Then, if this region is outbounded by a circle, which is centered on the real axis and passes through the real points α and β, all monic polynomials of degree n c l whose roots lie inside this region are inside the polytope defined by the vertices (9). Now, suppose that there exists a controller, which leads to a characteristic polynomial polytope inside the polytope defined by (9) . Such a controller is certainly a feasible point of LMIs (6), with (10) as its central polynomial. Therefore, for n c l even, and with α and β chosen such that the polytope defined by (9) becomes as large as possible, i.e., it touches the stability boundary, then (10) is an SPR-maker of the same order, which can be chosen as the central polynomial.
The following example emphasizes the importance of the choice of the central polynomial.
Example: The objective is to find the set of all second-order stable polynomials using LMIs (6) . The stability domain of the second-order polynomials in the parameter space is the interior of the polytope (a triangle) with three vertices (z − 1)
2 , (z − 1)(z + 1), and (z + 1) 2 , which is a convex set [1] . To exploit LMIs (6), we should first fix a Schur stable d(z) to have fixed A and B. Let d(z) = z 2 be chosen as proposed in [10] for the same example. For this choice of central polynomial, the feasible set of LMIs (6) does not cover the whole stability domain (see Fig. 1 ). However, for this convex stability domain, one can expect to find an LMI, whose feasibility domain covers the whole triangle. Indeed, choosing d(z) = (z − 1)(z + 1) as the central polynomial, the feasible set of nonstrict LMIs in (3) becomes exactly the stability triangle. After the first submission of this paper, we were informed that the same result about using d(z) as an SPR-maker has already been observed in [23] . However, the uniqueness of this choice is proved in this paper.
IV. CONTROLLER PARAMETERIZATION FOR ROBUST POLE PLACEMENT
The main objective of this paper is to parameterize all controllers that place the closed-loop poles of a polytopic system in a specified region of the complex plane. Since the set of these controllers is not convex in the space of the controller parameters, an outer convex approximation of this set, which is an inner approximation of all stabilizing controllers, is given by a set of LMIs. This set will contain all controllers that place the closed-loop poles in the desired region and does not contain any destabilizing controller.
Consider the nth-order polytopic system given in (1) and the mthorder controller in (4) such that n c l = n + m is even. The main results are presented in the following theorems. Theorem 1: Suppose that there exists an mth-order controller that clusters the closed-loop poles of the system polytope in a disk centered at the origin with radius r = tan(π/2n c l ). Then this controller is in the feasible set of LMIs (6) by choosing the central polynomial as
Proof: Taking into account Lemma 6 and Corollary 1, all polynomials of degree n c l , whose roots lie in the disk centered at the origin with radius r = tan(π/2n c l ), are contained in the stable polytope defined by (9) , with α = −β = r. Then, according to Lemma 5, d(z) in (11) is an SPR-maker of this polytope. Thus, taking into account Proposition 1, all controllers that place the closed-loop poles in the mentioned region are contained in the feasible set of (6) .
This result can be extended to the case that the desired region is a disk centered on the real axis at z = p and is formulated in the next theorem.
Theorem 2: Consider a disk centered at z = p with radius r defined as a solution to the following set of equations
where z = p + ρ(r, θ)e ±j θ , 0 ≤ θ ≤ π, is the boundary of the root locus of the polytope defined by the following vertices
, and z − p, where z is a point on the boundary of the root locus of the edge between vertices v 0 (z) and v n c l (z), p is the center of desired disk, and r is its radius. Fig. 3 . r versus n c l for different p.
TABLE I PARAMETERS OF TWO VERTICES OF EXAMPLE IV-A
Suppose that there exists an mth-order controller that places the closedloop poles of the system polytope in the disk defined earlier. Then, this controller is in the feasible set of LMIs (6) by choosing the central polynomial as
Proof: Based on Lemmas 4 and 5, it is necessary to find r such that the whole polytope defined by (15) becomes stable. In this case, according to Lemma 3, the phase difference between each pair of its members becomes less than π, and thus, taking into account Lemmas 5 and 1, (16) is an SPR-maker of this polytope. Taking into account Lemma 4, to have a stable polytope, the root locus of the edge between v 0 (z) and v n c l (z), which outbounds all the roots of the polytope, should be inside the unit circle. Now, according to Lemma 3,  to compute the root locus of the mentioned edge, it is necesary to put max |φ(v 0 (z)) − φ(v n c l (z))| = π ∀z, such that |z| = 1. Noting 
where 0 ≤ arctan(·) < π. With some straightforward calculations over (17) , it can be shown that the root locus of the mentioned edge is
with ρ(r, θ) defined in (14) . Now, in order to force (18) to lie inside the unit circle, the distance from the origin to its farthest point should be equal to 1. The distance of the root locus (18) to the origin can be easily computed as 2 = (p + ρ(r, θ) cos(θ)) 2 + (ρ(r, θ) sin(θ)) 2 , where 0 ≤ θ < π, and θ = θ m ax corresponding to the farthest point, can be computed by maximizing the distance with respect to θ. After straightforward but tedious calculations, we have
where γ m ax is the phase of the farthest point of the root locus. Thus, to find the maximum stabilizing r, it is sufficient to solve the following equations:
The rest of the proof is similar to the proof of Theorem 1.
Remarks:
1) It should be mentioned that r depends only on n c l and p, and can be easily computed by standard equation solvers from (12)- (14) . It can be observed that r is a decreasing function of n c l and p (Fig. 3) .
2) In the case that n c l is not even, we can augment m by 1, or we can just accept more conservatism and solve the set of LMIs (6) 3) The root locus of feasible set of LMIs (6) depends on the place of the roots of the central polynomial. Simulation results show that, by moving p, for example, to the right, the roots of feasible characteristic polynomials also move to the right. The reason is that the feasibility set of LMIs (6) moves according to the movement of the root locus of the moved polytope in (15) . In the next example, this importance of (16) is shown for a polytopic system with 16 vertices.
A. Example
Consider the problem of a robust controller design for a third-order system, which is affected by polytopic uncertainty. The vertices of the polytope are given in Table I , where
Consider a controller of order 3, which is supposed to place the closed-loop poles of these vertices inside the desired circle around z = 0.5. The radius of such a disk can be easily computed as r = 0.1972. Therefore, the proposed central polynomial is d 1 (z) = (z − 0.3028) 3 (z − 0.6972) 3 .The stabilizing controller
clusters the poles of these two vertices at z = 0.3028 and z = 0.6972, respectively. Taking d 2 (z) = (z − 0.5) 6 or d 3 (z) = z 6 as the central polynomial, this controller is not a feasible point of LMIs (6), whereas with d 1 (z), this controller is a feasible point of LMIs (6) (see Fig. 4 ).
V. CONCLUSION
An LMI parameterization of all controllers that put the closed-loop poles of a polytopic system in a disk centered on the real axis is given. The proposed LMI gives a sufficient stability condition for the polytopic system and a necessary condition for the robust regional pole placement. It is shown that the radius of this disk decreases when the closed-loop order increases or the distance between the origin and the disk center is augmented. The capability of the proposed method is illustrated via some simulation examples. 
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I. INTRODUCTION
Recently, in [2] , and in more detail in [3] and [4] , we have introduced a general framework that is particularly suitable for the analysis and control of systems with noise and uncertainty. In this framework, a system Σ is considered with its own states, inputs and measurements, and some constraints relating each other. Here, we will adopt a less general framework since the measurements have no significant role in our investigation. The inputs can be distinguished as endogenous (i.e., controls) and exogenous (i.e., from outside the system). In a context in which a system has exogenous inputs and some of these exogenous inputs may be the states of some other interconnected system, it is quite natural to introduce Lyapunov functions that may depend on parameters (exogenous input or measurements) possibly satisfying differential equations or inequalities: filtered Lyapunov function. The flexibility of this new type of Lyapunov functions can be seen in the design of composite Lyapunov functions. According to the procedure introduced in [3] and used several times in [4] and [5] for the control of interconnected systems, we split an n-dimensional system Σ into 1-D systems Σ j , j = 1, . . . , n, each one with a state, inputs (of which only one control), and measurements (of which only one endogenous measurement). A filtered Lyapunov function W for Σ is obtained from the Lyapunov functions W j of Σ j , j = 1, . . . , n, under the quite general assumptions that the state trajectories are bounded, enter a neighborhood of the origin, and remain thereinafter, where a "local" small gain condition is met. With respect to the small gain theorem of [8] that assesss only the existence of a Lyapunov function W for the interconnection, in the
