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Abstract
Let Xt =
∫ t
0 us dWs be the indefinite Skorohod integral on Wiener space (Ω,H,P), and let Lt (x) be
its the generalized local time introduced by Tudor in [C.A. Tudor, Martingale-type stochastic calculus for
anticipating integral processes, Bernoulli 10 (2004) 313–325]. We prove that the generalized local time, as a
nonlinear functional of ω, is in the fractional Sobolev spaces Dα,p (α < 12 and p > 2) under some conditions
imposed on the anticipating integrand u via the technique of Malliavin calculus and the K-method in the
real interpolation theory. The result is optimal for the fractional Brownian motion with the Hurst parameter
h ∈ (0, 12 ).
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Keywords: Fractional Sobolev spaces; Generalized local times; Malliavin calculus; Skorohod integral; Itô–Skorohod
integral
Contents
1. Introduction and main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248
2. Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
3. Fractional smoothness of the generalized local time Lt (x) . . . . . . . . . . . . . . . . . . . . . . . . . . 253
4. The optimal result for the fractional Brownian motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
✩ This work is supported by NSFC and SRF for ROCS, SEM.
E-mail address: zliang@math.tsinghua.edu.cn.0022-1236/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2006.01.009
248 Z. Liang / Journal of Functional Analysis 239 (2006) 247–2671. Introduction and main results
Let (Ω,H,P) be the Wiener space where Ω is the set of continuous -valued functions ω
defined on [0,1] satisfying ω(0) = 0, H is the Cameron space and P is the Wiener measure. Let
{Wt, t ∈ [0,1]} be one -valued Brownian motion on Wiener space. And ‖ ·‖p denotes the norm
on the space Lp(Ω,P). For α ∈  and p > 1 we define Sobolev spaces Dα,p as the completion of
polynomial random variables on (Ω,H,P) with respect to the norms ‖F‖′α,p = ‖(I −L)α/2F‖p ,
where L denotes the Ornstein–Uhlenbeck operator on the Wiener space (cf. [10]). If α = 1, then
by Meyer’s inequality the norm ‖ · ‖′α,p is equivalent to the norm ‖F‖1,p = ‖F‖p + ‖DF‖p ,
where D is Malliavin derivative. Using the standard interpolation theory for 0 < α < 1 the frac-
tional Sobolev spaces Dα,p can be regarded as intermediate spaces between D0,p (i.e., Lp(Ω,P))
and D1,p . If we define the spaces Eα,p by
E
α,p =
{
f ∈ Lp(Ω,P): ‖f ‖′′α,p ≡
( 1∫
0
[
εαK(ε,f )
]p dε
ε
)1/p
< +∞
}
, (1.1)
where K(ε,f ) = inff1+f2=f {‖f1‖p + ε‖f2‖1,p}, then Watanabe in [14] used the trace method
in the real interpolation theory on Wiener space to prove the following comparison of these two
types of spaces
E
α+ε,p ⊂Dα,p ⊂ Eα−ε,p. (1.2)
Let Xt =
∫ t
0 us dWs be the indefinite Skorohod integral. To give a more probabilistic approach for
studying the anticipating stochastic integral Xt , Tudor recently introduced in [13] Itô–Skorohod
integral which has more properties (somewhat martingale-like property) than the Skorohod inte-
gral, then he used Itô–Skorohod integral to define the generalized local time Lt(x) of Xt by
(Xt − x)+ = (−x)+ +
t∫
0
I[x,+∞)
(
Xst
)
E[vs |F[s,t]c ]dWs + 12Lt(x), (1.3)
where vs = us +
∫ s
0 Dsut dWt , s ∈ [0,1], Xst =
∫ s
0 E[vr |F[r,t]c ]dWr (s  t) is Itô–Skorohod inte-
gral of v and Lt(x) = limλ↑t limε→0 12ε
∫ λ
0 I(x−ε,x+ε)(X
s
t )(E[us |F[s,t]c ])2 ds. Since the indefinite
Itô–Skorohod integral {Xst , s  t} is a martingale with respect to the σ -algebra F[s,t]c (s  t)
generated by the increments of the Wiener process W on [0,1] \ [s, t], the infinite stochastic in-
tegral
∫ t
0 I[x,+∞)(X
s
t )E[vs |F[s,t]c ]dWs is also a martingale with respect to F[s,t]c (s  t), we can
avoid the unpleasant fact: the function I[a,+∞)(Xs) is not Malliavin differentiable (see Imkeller
et al. [8,10,11]) when we do estimates of the generalized local time Lt(x). Therefore there ex-
ists a possibility to study fractional smoothness (with respect to w) of the generalized local time
Lt(x), that is, the Lt(x) is in the fractional Sobolev spaces Eα,p (or Dα,p) for 0 < α < 1 and
p > 1. If the integrand u is adapted, then the Lt(x) is the usual local time of the indefinite Itô
stochastic integral, and different fractional smoothness’ of the local time Lt(x) of the Brownian
motion and semimartingales have been studied. Recently, Boufoussi and Roynette [5,6], stud-
ied the fractional smoothness (with respect to x) and proved that the local time Lt(x) has the
same fractional smoothness as Brownian motion as function of t . As for the study the fractional
smoothness of ω → Lt(x)(ω) in Sobolev spaces on Wiener space, Nualart and Vives in [12] used
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p  2 and α ∈ (0,1), and then Airault et al. [2] applied the comparison result (1.2) to extend the
result to the local time Lt(x) of the semimartingale Xt and they proved that the local time Lt(x)
belongs to Dα,p for p > 1 and α < 12 .
Naturally, one ask whether the results above would hold in the framework of anticipating
stochastic calculus. The purpose of this paper is to solve the question and prove that the local
time ω → Lt(x)(ω) defined in (1.3) belongs to fractional Sobolev spaces Dα,p for α < 12 and
p > 2 via the comparison result (1.2), Meyer’s inequality (see Lemma 2.4) for Skorohod in-
tegral, Airault–Malliavin–Ren’s inequality for Wiener functional in Eα,p (see Lemma 2.5 or [1,
Theorem 4.2]), local time inequalities for semimartingales (see Lemma 2.6 or (IIIγ ) of [4, Corol-
lary 5.2.2]) and some basic results about the indefinite Itô stochastic integral if the integrand u
satisfies the following conditions:
(C) u ∈ Lk,p (see Section 2) and
|||u||| ≡
1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds +
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
+
1∫
0
1∫
0
1∫
0
1∫
0
E|DβDαDsur |p dr ds dα dβ < +∞ (1.4)
for every k  3 and every p > 2. As for the fractional smoothness of x → Lt(x), see our recent
work [9].
The paper is organized as follows. Section 2 contains some preliminaries on Malliavin cal-
culus and the generalized local time Lt(x), and in Section 3 we study the fractional smoothness
of the generalized local time Lt(x). Finally we prove that our result is optimal for the fractional
Brownian motion with the Hurst parameter h ∈ (0, 12 ) in Section 4.
2. Preliminaries
In this section we will recall basic facts of the Malliavin calculus, Meyer’s inequalities,
Airault–Malliavin–Ren’s inequalities for Wiener functional, the generalized local time Lt(x),
local time inequalities for semimartingales, which mainly come from [1,4,10,11,13] and will
be useful for this work. Let Wt (t ∈ [0,1]) be the standard Wiener process on Wiener space
(Ω,H,P), and let Ft (t ∈ [0,1]) be the natural filtration generated by W and F[s,t]c denote the
σ -algebra generated by the increments of Wiener process W on [0,1] \ [s, t]. By S we denote
the set of polynomial random variables, that is, every F ∈ S has the form
F = f (Wt1 , . . . ,Wtn) (2.1)
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such that f and all of its derivatives have polynomial growth). Malliavin derivative D is defined
on S by
DtF =
n∑
i=1
∂f
∂xi
(Wt1, . . . ,Wtn)I[0,ti ](t), t ∈ [0,1],
if F has the form (2.1). The operator D from L2(Ω) to L2([0,1]×Ω) is closable and its domain
(denoted by D1,2) is the closure of S with respect to the norm
‖F‖21,2 = E|F |2 + E‖DF‖2L2([0,1]).
More generally, we can introduce, for k integer and p real, the space Dk,p of Malliavin differen-
tiable random variables as the closure of S with respect to the seminorm
‖F‖pk,p = E|F |p +
k∑
j=1
E
∥∥D(j)F∥∥p
L2([0,1]j ),
where D(j) denotes the j th iterated derivative. Note that if F is FA-measurable (A being a Borel
subset of ), then DF = 0 on Ac ×Ω . The adjoint of D, denoted by δ, is defined on the domain
by
Dom(δ) =
{
u ∈ L2([0,1] ×Ω):
∣∣∣∣∣E
1∫
0
usDsF ds
∣∣∣∣∣C‖F‖L2(Ω)
}
and is given by the duality relationship
E
(
Fδ(u)
)= E
1∫
0
usDsF ds, u ∈ Dom(δ), F ∈ S.
We will use the notation δ(u) = ∫ 10 us dWs and we call δ(u) Skorohod integral of u. If H is a
real separable Hilbert space, Dk,p(H) will denote the corresponding Banach space of H-valued
random variables. In particular, we will denote by H the Hilbert space L2([0,1];) and use
L
k,p to denote Banach space Dk,p(H). If the process u ∈ L1,2, then uI[0,t] belongs to Dom(δ)
for every t and we can consider the indefinite Skorohod integral Xt = δ(uI[0,t]) =
∫ t
0 us dWs .
Therefore, similar to that of [13], we define, for k  1 and p  2, the sets of processes
Mk,p =
{
X = (Xt )t∈[0,1],Xt =
t∫
us dWs,u ∈ Lk,p
}
0
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N k,p =
{
Y = (Yt )t∈[0,1], Yt =
t∫
0
E[vs |F[s,t]c ]dWs, v ∈ Lk,p
}
.
We will call the elements of the N k,p as Itô–Skorohod integral processes. Now we list some
results here, which can be found in [13], and they will be used in Section 4.
Lemma 2.1. (See [13, Proposition 1].) Let Xt =
∫ t
0 us dWs and u belong to L
k,p with k  3,
p > 2. Then there exists a unique process v ∈ Lk−2,p such that Xt =
∫ t
0 E[vs |F[s,t]c ]dWs for
every t ∈ [0,1]. Moreover, v· = u· +
∫ ·
0 D·us dWs .
Lemma 2.2. (See [13, Lemma 1].) For every λ t and u ∈ L2([0,1] ×Ω) we define Yλt by
Yλt =
λ∫
0
E[us |F[s,t]c ]dWs. (2.2)
Then for any fixed t ∈ [0,1], the process (Y λt )λ∈[0,t] is an F(λ,t]c -martingale and we have
lim
λ↑t Y
λ
t = Yt almost surely and in L2, (2.3)
where Yt =
∫ t
0 E[us |F[s,t]c ]dWs .
Lemma 2.3. (See [13, Propositions 5 and 6].) Let Yλt =
∫ λ
0 E[us |F[s,t]c ]dWs and Yt =
∫ t
0 E[us |
F[s,t]c ]dWs with u ∈ L2([0,1] ×Ω) and let Φ be a Borel function. Then there exists a nonneg-
ative process Lt(x) (t ∈ [0,1], x ∈ ) such that (Tanaka formula):
(Yt − x)+ = (−x)+ +
t∫
0
I[x,+∞)
(
Y st
)
E[us |F[s,t]c ]dWs + 12Lt(x), (2.4)
(occupation time formula):
t∫
0
Φ
(
Y st
)(
E[us |F[s,t]c ]
)2
ds =
∞∫
−∞
Φ(x)Lt (x) dx (2.5)
and
limLλt (x) = Lt(x) almost surely and in L2, (2.6)
λ↑t
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(
Yλt − x
)+ = (−x)+ +
λ∫
0
I[x,+∞)
(
Y st
)
E[us |F[s,t]c ]dWs + 12L
λ
t (x), (2.7)
(occupation time formula):
λ∫
0
Φ
(
Y st
)(
E[us |F[s,t]c ]
)2
ds =
∞∫
−∞
Φ(x)Lλt (x) dx (2.8)
and
Lλt (x) = lim
ε→0
1
2ε
λ∫
0
I(x−ε,x+ε)
(
Y st
)(
E[us |F[s,t]c ]
)2
ds. (2.9)
If u ∈ Lk,p (k  3, p > 2) and Xt =
∫ t
0 us dWs , then Xt =
∫ t
0 E[vs |F[s,t]c ]dWs by Lemma 2.1.
By using Lemma 2.3 we can determine a nonnegative process LXt (x) such that (2.4) holds with
v· = u· +
∫ ·
0 D·us dWs instead of u. We call the process L
X
t as the generalized local time of the
indefinite Skorohod integral Xt . We still denote it by Lt(x) for simplicity in what follows. We
will study its fractional smoothness in Section 3.
If we let L denote Ornstein–Uhlenbeck operator on Wiener space (cf. [10]), then we can define
Sobolev space Dα,p for α ∈  and p > 1 as the completion of S with respect to the following
norms on the space S :
‖F‖′α,p =
∥∥(I −L)α/2F∥∥
p
.
Using Meyer’s inequality (see [11, Theorem 1.5.1]) the norms ‖ · ‖k,p and ‖ · ‖′α,p are equivalent
if α is an integer. And we have the following.
Lemma 2.4. (See [11, Theorem 1.5.1].) Let u ∈ L1,p with p > 1. Then
E
∣∣δ(u)∣∣p  c‖u‖p1,p. (2.10)
Moreover, we will use the following in Section 4.
Lemma 2.5. (See [1, Theorem 4.2].) If φ ∈ Eα,p (see (1.1)), then for every g with g(t) =∫ t
0 g˙(s) ds and
∫ 1
0 |g˙(s)|2 ds < +∞ and 1 < q < p, there exists a constant c(p, q) such that
1∫
0
[
E
(∣∣φ(ω + sg)− φ(w)∣∣q)]p/q ds
s1+pα
 c(p, q)‖φ‖′′α,p. (2.11)
The following is the local times inequalities for semimartingales proved by Barlow and Yor
in [4].
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continuous semimartingale X, and (Lt (x), t ∈ [0, T ], x ∈ ) be its family of local times, chosen
to be jointly right continuous in x and continuous in t . Then for any p  1 and T > 0 there exists
a constant c(p) such that
∥∥∥ sup
t∈[0,T ], x∈
{
Lt(x)
}∥∥∥
p
 c(p)
∥∥∥∥∥ supt∈[0,T ]
{|Mt |}+
T∫
0
|dVs |
∥∥∥∥∥
p
. (2.12)
3. Fractional smoothness of the generalized local time Lt(x)
In this section we will study the fractional smoothness of the generalized local time Lt(x) of
the indefinite Skorohod integral Xt =
∫ t
0 us dWs defined in Section 2. From now on the c will
denote a universal constant depending only on p, q and |||u||| (see (1.4)), it may change from one
line to another. The following is one of the main results for this paper.
Theorem 3.1. Assume that the anticipating integrand u satisfies condition (C) given in Section 2
(see (1.4)). Then for every (t, x) ∈ [0,1] ×  the generalized local time ω → Lt(x)(ω) belongs
to fractional Sobolev spaces Dα,p for α < 12 and p > 2.
By Lemma 2.1 Skorohod integral Xt =
∫ t
0 us dWs can be represented as Itô–Skorohod integral
Xt =
t∫
0
E[vs |F[s,t]c ]dWs
with v· = u· +
∫ ·
0 D·us dWs , and v ∈ Lk−2,p is unique. For ε ∈ (0,1) we let
Mε(t, x) =
t∫
0
Fε
(
Xst
)
E[vs |F[s,t]c ]dWs,
M(t, x) =
t∫
0
I[x,+∞)
(
Xst
)
E[vs |F[s,t]c ]dWs and
Nε(t, x) = M(t, x)−Mε(t, x),
where
Fε(y) =
⎧⎨
⎩
0 for y  x − ε,
1
2ε (y − x + ε) for x − ε < y  x + ε,
1 for y > x + ε
and
Xst =
s∫
E[vα|F[α,t]c ]dWα for s  t.
0
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Nε(t, x) = − 12ε
t∫
0
(
Xst − x + ε
)
I[x−ε,x]
(
Xst
)
E[vs |F[s,t]c ]dWs
− 1
2ε
t∫
0
(
Xst − x − ε
)
I[x,x+ε]
(
Xst
)
E[vs |F[s,t]c ]dWs
≡ N1(t, x, ε)+N2(t, x, ε).
For proving Theorem 3.1 we need to establish a series of lemmas.
Lemma 3.1. Assume that the anticipating integrand u satisfies condition (C) given in Section 2.
Then there exists a constant c > 0 such that
1∫
0
E|vs |p ds  c
[ 1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds
+
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
]
< +∞, (3.1)
where vs = us +
∫ s
0 Dsuα dWα .
Proof. Using Meyer’s inequality (2.10) and Hölder’s inequality we have
E|vs |p  c
[
E|us |p + E
∣∣∣∣∣
s∫
0
Dsuα dWα
∣∣∣∣∣
p]
 c
[
E|us |p + E
∣∣δ(I[0,s](·)Dsu·)∣∣p]
 c
[
E|us |p + E
( 1∫
0
(
I[0,s](α)Dsuα
)2
dα
)p/2
+ E
( 1∫
0
1∫
0
(
I[0,s](α)DβDsuα
)2
dα dβ
)p/2]
 c
[
E|us |p +
1∫
0
E|Dsur |p dr +
1∫
0
1∫
0
E|DβDsuα|p dα dβ
]
.
Therefore
Z. Liang / Journal of Functional Analysis 239 (2006) 247–267 2551∫
0
E|vs |p ds  c
[ 1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds
+
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
]
< +∞.
Thus we complete the proof. 
Let Lλt (x) be the local time of Xλt (0 λ t) defined by (2.7) with replacing Yλt by Xλt . Then
L∗t ≡ sup
x∈
Ltt (x) lim
λ↑t L
λ
t (x) = Lt(x) (3.2)
by (2.6) and Lλt (x) is increasing in λ.
Lemma 3.2. Assume that the anticipating integrand u satisfies condition (C) given in Section 2.
Then there exists a constant c > 0 such that for any t ∈ [0,1] and p > 2
E
(
L∗t
)p  c
[ 1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds
+
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
]
< +∞. (3.3)
Proof. Since {Xλt , λ  t} is a martingale and Lλt (x) is its local time, by Lemma 2.6 and
Burkholder–Davis–Gundy inequality we have
E
(
L∗t
)p  cE{sup
λt
∣∣Xλt ∣∣}p  cE
{ t∫
0
(
E[vs |F[s,t]c ]
)2
ds
}p/2
 c
t∫
0
E|vs |p ds (by Hölder’s inequality)
 c
[ 1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds
+
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
]
< +∞ (3.4)
by Lemma 3.1. 
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Then there exists a constant c > 0 such that for p > 2
1∫
0
1∫
0
E|Drvs |p ds dr  c
[ 1∫
0
1∫
0
E|Drus |p ds dr +
1∫
0
1∫
0
1∫
0
E|DβDsur |p dr ds dβ
+
1∫
0
1∫
0
1∫
0
1∫
0
E|DαDβDsur |p dr ds dβ dα
]
< +∞. (3.5)
Proof. Noting that for r ∈ [0,1]
Drvs = Drus +DsurI[0,s](r)+
1∫
0
I[0,s](α)DrDsuα dWα
= Drus +DsurI[0,s](r)+ δ
(
I[0,s](·)DrDsu·
) (3.6)
by property (1.46) of Skorohod integral in [11], we have
1∫
0
1∫
0
E|Drvs |p ds dr  c
[ 1∫
0
1∫
0
E|Drus |p ds dr +
1∫
0
1∫
0
E
∣∣δ(I[0,s](·)DrDsu·)∣∣p ds dr
]
 c
[ 1∫
0
1∫
0
E|Drus |pds dr +
1∫
0
1∫
0
E
( 1∫
0
(
I[0,s](α)DrDsuα
)2
dα
)p/2
ds dr
+
1∫
0
1∫
0
E
( 1∫
0
1∫
0
(
I[0,s](α)DβDrDsuα
)2
dα dβ
)p/2
ds dr
]
 c
[ 1∫
0
1∫
0
E|Drus |p ds dr +
1∫
0
1∫
0
1∫
0
E|DβDsur |p dr ds dβ
+
1∫
0
1∫
0
1∫
0
1∫
0
E|DαDβDsur |p dr ds dβ dα
]
< +∞ (3.7)
by Meyer’s inequality (2.10), Hölder’s inequality and condition (C). 
Lemma 3.4. Assume that the anticipating integrand u satisfies condition (C) given in Section 2.
Then for p > 2 and ε > 0 there exists a constant c > 0 depending only on p and |||u||| such that
E
∣∣Ni(t, x, ε)∣∣p  cεp/2 for i = 1,2. (3.8)
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way:
E
∣∣N1(t, x, ε)∣∣p  cε−pE
( t∫
0
(
Xst − x + ε
)2
I[x−ε,x]
(
Xst
)[
E(vs |F[s,t]c )
]2
ds
)p/2
 cE
( t∫
0
I[x−ε,x]
(
Xst
)[
E(vs |F[s,t]c )
]2
ds
)p/2
= cE
( x∫
x−ε
Lt (y) dy
)p/2
 cεp/2E
(
L∗t
)p/2
 c
[ 1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds
+
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
]1/2
εp/2
= cεp/2
by Burkholder–Davis–Gundy inequality, local time formula (2.5), (3.2) and Lemma 3.2. 
Similar to that of Lemma 3.2, we have the following.
Lemma 3.5. Assume that the anticipating integrand u satisfies condition (C) given in Section 2.
Then there exists a constant c > 0 such that for any p > 2
E
∣∣Mε(t, x)∣∣p  c
[ 1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds
+
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
]
< +∞. (3.9)
Now we want to estimate the E‖DMε(t, x)‖pH. Because for any r ∈ [0,1]
DrMε(t, x) = Fε
(
Xrt
)
E[vr |F[r,t]c ]I[0,t](r)+
t∫
0
F ′ε
(
Xst
)
DrX
s
t E[vs |F[s,t]c ]dWs
+
t∫
Fε
(
Xst
)
E[Drvs |F[s,t]c ]I[s,t]c (r) dWs ≡ I1 + I2 + I3, (3.10)0
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Lemma 3.6. Assume that the anticipating integrand u satisfies condition (C) given in Section 2.
Then there exists a constant c > 0 such that for any p > 2
t∫
0
E
∥∥DXst ∥∥pH ds  c
[ 1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds +
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
+
1∫
0
1∫
0
1∫
0
1∫
0
E|DβDαDsur |p dr ds dα dβ
]
< +∞. (3.11)
Proof. Since for r ∈ [0,1]
DrX
s
t = E[vr |F[r,t]c ]I[0,t](r)+
t∫
0
E[Drvs |F[s,t]c ]I[s,t]c (r) dWs
by [11, Proposition 1.2.4 and (1.46)], we have
E
∥∥DXst ∥∥pH  cE∥∥E[v·|F[·,t]c ]I[0,t](·)∥∥pH + cE
∥∥∥∥∥
t∫
0
E[D·vs |F[s,t]c ][s,t]c (·) dWs
∥∥∥∥∥
p
H
≡ L1 +L2. (3.12)
By Lemma 3.1
L1 = E
( 1∫
0
I[0,t](s)
(
E[vs |F[s,t]c ]
)2
ds
)p/2
 E
1∫
0
∣∣E[vs |F[s,t]c ]∣∣p ds 
1∫
0
E|vs |p ds
 c
[ 1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds +
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
]
< +∞.
(3.13)
By Burkholder–Davis–Gundy inequality for H-valued martingales, (3.6) and Meyer’s inequality
(2.10), we have
L2  cE
( t∫
0
∥∥E[D·vs |F[s,t]c ]I[s,t](·)∥∥2H ds
)p/2
 cE
1∫
0
∥∥E[D·vs |F[s,t]c ]I[s,t](·)∥∥pH ds
 c
1∫
E
∥∥D·vsI[s,t](·)∥∥pH ds  c
1∫
E
( 1∫ (
DrvsI[s,t]c (r)
)2
dr
)p/2
ds0 0 0
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1∫
0
1∫
0
E|Drvs |p ds dr
 c
[ 1∫
0
1∫
0
E|Drus |p ds dr +
1∫
0
1∫
0
E
∣∣δ(I[0,s](·)DrDsu·)∣∣p ds dr
]
 c
[ 1∫
0
1∫
0
E|Drus |p ds dr +
1∫
0
1∫
0
E
( 1∫
0
(
I[0,s](α)DrDsuα
)2
dα
)p/2
ds dr
+
1∫
0
1∫
0
E
( 1∫
0
1∫
0
(
I[0,s](α)DβDrDsuα
)2
dα dβ
)p/2
ds dr
]
 c
[ 1∫
0
1∫
0
E|Drus |p ds dr +
1∫
0
1∫
0
1∫
0
E|DβDrus |p ds dr dβ
+
1∫
0
1∫
0
1∫
0
1∫
0
E|DαDβDrus |p ds dr dβ dα
]
. (3.14)
Thus a combination of (3.12), (3.13) and (3.14) yields (3.11). 
By Lemma 3.1 the following is obvious.
Lemma 3.7. Assume that the anticipating integrand u satisfies condition (C) given in Section 2.
Then there exists a constant c > 0 such that for any p > 2
E‖I1‖pH  c
[ 1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds
+
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
]
< +∞. (3.15)
Lemma 3.8. Assume that the anticipating integrand u satisfies condition (C) given in Section 2.
Then for any p > 2 and any q > 1 there exists a constant c > 0 depending only on p, q and |||u|||
such that
E‖I2‖pH  cεp(1/(2q)−1). (3.16)
Proof. By Burkholder–Davis–Gundy inequalities for H-valued martingales, Hölder’s inequality,
local time formula (2.5) and inequality (3.2) we have for any q > 1 with 1 + 1′ = 1q q
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∥∥∥∥∥
t∫
0
F ′ε
(
Xst
)
D·Xst E[vs |F[s,t]c ]dWs
∥∥∥∥∥
p
H
 cε−pE
( t∫
0
I[x−ε,x+ε]
(
Xst
)∥∥D·Xst ∥∥2H[E(vs |F[s,t]c )]2 ds
)p/2
 cε−pE
[( t∫
0
I[x−ε,x+ε]
(
Xst
)[
E(vs |F[s,t]c )
]2
ds
)1/q
×
( t∫
0
∥∥D·Xst ∥∥2q ′H [E(vs |F[s,t]c )]2 ds
)1/q ′]p/2
= cε−pE
[( x+ε∫
x−ε
Lt (y) dy
)p/(2q)( t∫
0
∥∥D·Xst ∥∥2q ′H [E(vs |F[s,t]c )]2 ds
)p/(2q ′)]
 cεp(1/(2q)−1)
[
E
(
L∗t
)p/2]1/q[E
( t∫
0
∥∥D·Xst ∥∥2q ′H [E(vs |F[s,t]c )]2 ds
)p/2]1/q ′
.(3.17)
By Lemma 3.2
E
(
L∗t
)p/2  [E(L∗t )p]1/2  C1 < +∞. (3.18)
By Jensen’s inequality and Hölder’s inequality
E
( t∫
0
∥∥D·Xst ∥∥2q ′H [E(vs |F[s,t]c )]2 ds
)p/2

1∫
0
E
{∥∥D·Xst ∥∥q ′pH E[|vs |p|F[s,t]c]}ds

1∫
0
{
E
∥∥D·Xst ∥∥2q ′pH }1/2{E|vs |2p}1/2 ds 
{ 1∫
0
E
∥∥D·Xst ∥∥2q ′pH ds
}1/2{ 1∫
0
E|vs |2p ds
}1/2
.
(3.19)
Using Lemmas 3.1 and 3.6 there exists a constant C2 such that
1∫
0
E
∥∥D·Xst ∥∥2q ′pH ds  C2 and
1∫
0
E|vs |2p ds  C2.
These together with inequalities (3.17)–(3.19) imply inequality (3.16). Thus we complete the
proof. 
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Then for p > 2 there exists a constant c > 0 depending only on p > 2 and |||u||| such that
E‖I3‖pH  c. (3.20)
Proof. By the same way as in estimating I2
E‖I3‖pH  c
1∫
0
1∫
0
E|Drvs |p ds dr  c < +∞ (3.21)
by Lemma 3.3. 
Proposition 3.1. Assume that the anticipating integrand u satisfies condition (C) given in Sec-
tion 2. Then M(t, x) ∈Dα,p for α < 12 and p > 2.
Proof. We deduce from Lemma 3.5, (3.10) and Lemmas 3.7–3.9 that for any ε ∈ (0,1), p > 2
and any q > 1 there exists a constant c depending only on p, q and |||u||| such that
∥∥Mε(t, x)∥∥1,p  cε(1/(2q)−1).
By using Nε(t, x) = N1(t, x, ε)+N2(t, x, ε) and Lemma 3.4 for p > 2 we have
∥∥Nε(t, x)∥∥p  cε1/2.
Therefore, since M(t, x) = Nε(t, x)+Mε(t, x), we have
K
(
ε,M(t, x)
)

∥∥Nε(t, x)∥∥p + ε∥∥Mε(t, x)∥∥1,p  cε1/(2q) (3.22)
for any ε ∈ (0,1) and q > 1.
Thus we deduce from inequality (3.22) that
{∥∥M(t, x)∥∥′′
α,p
}p ≡
1∫
0
[
ε−αK
(
ε,M(t, x)
)]p dε
ε
 c
1∫
0
εp(1/(2q)−α)−1dε < +∞ (3.23)
provided that α < 12q 
1
2 because q > 1 is arbitrary. Hence M(t, x) ∈ Eα,p for α < 12 and p > 2.
By using the comparison result (1.2) we complete the proof. 
Proposition 3.2. Assume that the anticipating integrand u satisfies condition (C) given in Sec-
tion 2. Then (Xt − x)+ ∈Dα,p for α < 1 and p > 2.
Proof. By Lemma 3.1 and Burkholder–Davis–Gundy inequality we can prove in the same way
as in Lemma 3.2 that for any p > 2:
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∣∣(Xt − x)+∣∣p  c + c
1∫
0
E|vs |p ds
 c
[
1 +
1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds
+
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
]
< +∞. (3.24)
Since for r ∈ [0,1]
Dr(Xt − x)+ = I[x,+∞)(Xt )
{
E[vr |F[r,t]c ]I[0,t](r)+
t∫
0
E[Drvs |F[s,t]c ]I[s,t]c (r) dWs
}
,
similar to that of Lemma 3.6, we have
E
∥∥D(Xt − x)+∥∥pH  c
[ 1∫
0
E|us |p ds +
1∫
0
1∫
0
E|Dsur |p dr ds
+
1∫
0
1∫
0
1∫
0
E|DαDsur |p dr ds dα
+
1∫
0
1∫
0
1∫
0
1∫
0
E|DβDαDsur |p dr ds dα dβ
]
< +∞. (3.25)
Therefore by condition (C), (3.24) and (3.25) there exists a constant c such that for p > 2
E
∥∥(Xt − x)+∥∥p1,p  c.
Thus, similar to that of Proposition 3.1,
{∥∥(Xt − x)+∥∥′′α,p}p  c
1∫
0
εp(1−α)−1dε < +∞
for α < 1 and p > 2. That is, (Xt − x)+ ∈ Eα,p . Thus (Xt − x)+ ∈Dα,p for α < 1 and p > 2 by
using the comparison result (1.2). The proof is then complete. 
Now we give the proof of Theorem 3.1.
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Lt(x) = 2(Xt − x)+ − 2(−x)+ − 2M(t, x),
we deduce from Propositions 3.1 and 3.2 that Lt(x) ∈ Dα,p for α < 12 and p > 2. Thus we
complete the proof of Theorem 3.1. 
4. The optimal result for the fractional Brownian motion
Let Bht (t ∈ [0,1]) be fractional Brownian motion with Hurst parameter h ∈ (0,1). That is,
Bh is a centered Gaussian process with covariance
R(t, s) = E(Bht Bhs )= 12
(
t2h + s2h − |t − s|2h) (4.1)
and it admits an integral representation of the form (cf. [3,7] and references therein)
Bht =
t∫
0
K(t, s) dWs, (4.2)
where Wt (t ∈ [0,1]) is a Wiener process, and K(t, s) is the kernel
K(t, s) = ch(t − s)h−1/2 + ch
(
1
2
− h
) t∫
s
(u− s)h−3/2
[
1 −
(
s
u
)1/2−h]
du (4.3)
for t  s, ch being a constant.
In this section we will show that Theorem 3.1 is optimal for the fractional Brownian Bht when
h ∈ (0, 12 ). That is, we will use Lemma 2.5 to prove the following.
Theorem 4.1. Let Lt(x) be the generalized local time of Bht defined in Section 2 with replacing
vs by K(t, s) and Xt by Bht . Then the Lt(x) does not belong to E1/2,p for p > 2 and h ∈ (0, 12 ).
Proof. In what follows we take t = 1 for convenience. Let M(x,ω) = ∫ 10 I[x,+∞)(Bhs (ω))×
K(1, s) dWs and g(s) = s ∧ ε0, ε0 being a small constant which will be specified later. We want
to show that the M(x) and h do not satisfy inequality (2.11). To this end, for p > 2 and ε ∈ (0,1),
we take q with 1 < q < 2 <p and estimate
M(x,ω + εg)−M(x,ω)
=
1∫
0
{
I[x,+∞)
(
Bhs + ε
s∫
0
K(s,α)dg(α)
)
− I[x,+∞)
(
Bhs
)}
K(1, s) dWs
+ ε
1∫
0
{
I[x,+∞)
(
Bhs + ε
s∫
0
K(s,α)dg(α)
)}
K(1, s) dg(s)
≡ M1 +M2. (4.4)
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E|M1|q  cE
∣∣∣∣∣
1∫
0
{
I[x,+∞)
(
Bhs + ε
s∫
0
K(s,α)dg(α)
)
− I[x,+∞)
(
Bhs
)}2
K(1, s)2 ds
∣∣∣∣∣
q/2
= cE
∣∣∣∣∣
1∫
0
I[x−ε ∫ s0 K(s,α)dg(α),x]
(
Bhs
)
K(1, s)2 ds
∣∣∣∣∣
q/2
. (4.5)
Since for s ∈ [0,1]
s∫
0
K(s,α)dg(α)
s∧ε∫
0
K(s,α)dα  ch
s∧ε∫
0
(s − α)h−1/2dα = c(s ∧ ε)h+1/2 (4.6)
by (4.3), we know from inequalities (4.5) and (4.6), the occupation time formula (2.5) with
replacing (E[us |F[s,t]c ])2 by K(1, s)2 that
E|M1|q  cE
∣∣∣∣∣
1∫
0
I[x−c(s∧ε)h+1/2,x]
(
Bhs
)
K(1, s)2 ds
∣∣∣∣∣
q/2
 cE
∣∣∣∣∣
1∫
ε0
I[x−c(s∧ε)h+1/2,x]
(
Bhs
)
K(1, s)2 ds
∣∣∣∣∣
q/2
 cE
∣∣∣∣∣
1∫
ε0
I[x−cεh+1/20 ε,x]
(
Bhs
)
K(1, s)2 ds
∣∣∣∣∣
q/2
= cE
∣∣∣∣∣
x∫
x−Cεh+1/20 ε
(
L1(y)−Lε0(y)
)
dy
∣∣∣∣∣
q/2
 c
x∫
x−cεh+
1
2
0 ε
E
∣∣L1(y)−Lε0(y)∣∣q/2 dy
( x∫
x−cεh+1/20 ε
dy
)q/2−1
= cε(h+1/2)(q/2−1)0 · εq/2−1 ·
x∫
x−cεh+1/20 ε
E
∣∣L1(y)−Lε0(y)∣∣q/2dy (4.7)
because 0 < q2 < 1 and ε ∧ ε0  ε · ε0 for ε, ε0 ∈ (0,1).
We claim that there exists a constant c > 0 such that for p > 1 and y ∈ [x − cεH+1/20 ε, x]
E
∣∣L1(y)−Lε0(y)∣∣p/2  c. (4.8)
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E
∣∣Lt(y)−Lt(x)∣∣4p  c
[
|y − x|4p + E
∣∣∣∣∣
t∫
0
I[y,x]
(
Bhs
)
K(t, s) dWs
∣∣∣∣∣
4p]
 c
[
|y − x|4p + E
∣∣∣∣∣
t∫
0
I[y,x]
(
Bhs
)
K(t, s)2 ds
∣∣∣∣∣
2p]
= c
[
|y − x|4p + E
∣∣∣∣∣
x∫
y
Lt (z) dz
∣∣∣∣∣
2p]
 c
[
|y − x|4p + |y − x|2p−1
x∫
y
EL2pt (z) dz
]
. (4.9)
By the results on local times inequalities proved by Barlow and Yor in [4] (see (IIIγ ) or Corol-
lary 5.2.2) and [3, Proposition 5.1] we have
EL2pt (z) cE
∣∣Bht ∣∣2p  ct4ph  c (4.10)
for h ∈ (0, 12 ). Hence we know from the last two inequalities that
E
∣∣Lt(y)−Lt(x)∣∣4p  c|y − x|2p  cε2p · ε2p(h+1/2)0 (4.11)
and for p > 1
E
∣∣Lt(y)−Lt(x)∣∣p/2  [E∣∣Lt(y)−Lt(x)∣∣4p]1/8  cεp/4 · εp/4(h+1/2)0 . (4.12)
By inequality (4.10)
ELp/2ε0 (x) cε
ph
0 . (4.13)
Since EL1(x) c
√
2/π > 0, there exists a constant c1 > 0 such that for any p > 0
ELp/21 (x) c1 > 0. (4.14)
Using an elementary inequality: |a + b + c|q/2  c[|a|q/2 + |b|q/2 + |c|q/2] for a, b, c ∈  and
q ∈ (1,2), we obtain that
E
∣∣L1(y)−Lε0(y)∣∣q/2  cE[∣∣L1(x)∣∣q/2 − ∣∣Lε0(x)∣∣q/2 − ∣∣L1(y)−L1(x)∣∣q/2
− ∣∣Lε0(y)−Lε0(x)∣∣q/2]
 c
[
1 − εqh − 2εq/4(h+1/2)]. (4.15)0 0
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Taking ε0 small such that εqh0 + 2εq/4(h+1/2)0  12 in the last inequality we have
E
∣∣L1(y)−Lε0(y)∣∣q/2  c2 > 0. (4.16)
That is, (4.8) is true. Therefore we deduce from inequalities (4.7) and (4.8) that
E|M1|q  cε(h+1/2)·q/20 · εq/2. (4.17)
Next we estimate E|M2|q . By Hölder’s inequality
E|M2|q = E
∣∣∣∣∣εq
1∫
0
{
I[x,+∞)
(
Bhs + ε
s∫
0
K(s,α)dg(α)
)
K(1, s) dg(s)
∣∣∣∣∣
q
 cεq
∣∣∣∣∣
ε0∫
0
K(1, s) ds
∣∣∣∣∣
q
 cεqεq/20
∣∣∣∣∣
1∫
0
K(1, s)2 ds
∣∣∣∣∣
q/2
 cεqεq/20 . (4.18)
Therefore by taking ε0 > 0 such that
ε
q/2(1/2−h)
0 + εqh0 + 2εq/4(h+1/2)0 < min
{
2
3
,
c
2
}
we deduce from (4.4), (4.17) and (4.18) that
E
∣∣M(x,ω + εg)−M(x,ω)∣∣q  c
2
ε
q/2
0 ε
q/2 = c1εq/2.
Thus
1∫
0
(
E
∣∣M(x,ω + εg)−M(x,ω)∣∣q)p/q dε
ε1+p/2
 c1
1∫
0
dε
ε
= +∞,
which implies that M(x) does not belong to E1/2,p by Lemma 2.5. The proof is then com-
plete. 
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