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Abstract. This paper proposes an inexpensive way to learn an effective dissimi-
larity function to be used for k-nearest neighbor (k-NN) classification. Unlike Ma-
halanobis metric learning methods that map both query (unlabeled) objects and
labeled objects to new coordinates by a single transformation, our method learns
a transformation of labeled objects to new points in the feature space whereas
query objects are kept in their original coordinates. This method has several ad-
vantages over existing distance metric learning methods: (i) In experiments with
large document and image datasets, it achieves k-NN classification accuracy bet-
ter than or at least comparable to the state-of-the-art metric learning methods. (ii)
The transformation can be learned efficiently by solving a standard ridge regres-
sion problem. For document and image datasets, training is often more than two
orders of magnitude faster than the fastest metric learning methods tested. This
speed-up is also due to the fact that the proposed method eliminates the optimiza-
tion over “negative” object pairs, i.e., objects whose class labels are different.
(iii) The formulation has a theoretical justification in terms of reducing hubness
in data.
1 Introduction
Let X be a feature space and Y be a set of class labels. The k-nearest neighbor (k-NN)
classifier predicts the class label of an unknown query object x ∈ X by its nearest
neighbors. Given x and a set of labeled objects D = {(xi, yi)}ni=1 where xi ∈ X is the
feature vector of the ith object and yi ∈ Y its class label, the classifier first computes
the distance between x and each labeled object xi. It then predicts the class label yˆ of
x by the majority among its k nearest labeled objects. When k = 1, the decision rule of
the k-NN (1-NN) classifier is simply:
yˆ = argmin
yi:(xi,yi)∈D
f(x,xi), (1)
where function f : X × X → R is some distance/dissimilarity function.
Obviously, the choice of function f affects the accuracy of classification. There-
fore, many researchers [11,2,15,13] have tackled metric learning, which is the task of
learning a suitable distance function from data.
For Euclidean object space X = Rd, metric learning is usually formulated as the
task of finding a Mahalanobis distance. In this formulation, the distance between two
objects x, z ∈ Rd is defined by
f(x, z) =
√
(x− z)TM(x− z), (2)
with some positive (semi)definite matrix M. By defining matrix L by M = LTL, we
can write the distance in Eq. (2) as
f(x, z) = ‖Lx− Lz‖. (3)
This equation shows that learning Mahalanobis distance is equivalent to learning a suit-
able linear transformation L.
In the context of k-NN classification, distance needs to be measured only between
query (unlabeled) objects and labeled objects, as can be seen from Eq. (1); when dis-
tance f(x, z) is computed, the first object x is always a query object, and the second
object z is always a labeled object xi. Moreover, function f need not be metric and can
be any measure of dissimilarity; for instance, f being asymmetric is perfectly accept-
able.
In this paper, we learn one such dissimilarity function. The idea is to compute a
transformation of labeled objects to new points while unlabeled objects are kept at their
original points. Thus, our objective is to find a suitable matrixW that defines a dissim-
ilarity function
f(x, z) = ‖x−Wz‖, (4)
where x is a query object, and z is a labeled object.
Because the coordinates of query objects are fixed, our formulation might appear
less flexible thanMahalanobis distance learning (Eq. (3)). However, as shown in a subse-
quent section, it gives a better k-NN classification accuracy than Mahalanobis distance
learning methods on many datasets that feature high-dimensional space. Moreover, op-
timizing W in Eq. (4) is much easier and substantially (often more than two orders of
magnitude) faster.
The effectiveness of the proposed approach has a theoretical foundation in terms of
reducing hubness in data [7,9]. Recent studies have shown that the presence of hubs,
which are a few objects that appear in the k-NNs of many objects, is an obstacle that
can harm the performance of many vector space methods [7,8,10]. We show that metric
learning is no exception, and the transformation of labeled objects restrains hubs from
emerging. This approach is justified by a recent result of Shigeto et al. [9], who used
regression to reduce hubness in zero-shot problems. In their work, the problem was
cast as a task of cross-domain matching, whereas in this paper, we are concerned with
improving the accuracy of k-NN classification in a single space.
Another notable feature of the proposed method is that it eliminates optimization
over “negative” object pairs, i.e., objects belonging to difference classes. In other words,
our method only attempts to make objects of the same class (“positive” object pairs) to
be closer. Its objective function does not have any constraints or terms that promote
negative object pairs to be apart from each other. Such constraints are indispensable in
Mahalanobis metric learning to prevent trivial solutions M = O in Eq. (2) or L = O
in Eq. (3), and metric learning typically optimizes over a large number of negative
object pairs. Moreover, incorporating negative pairs results in a non-convex optimiza-
tion problem with respect to matrix L. Existing metric learning methods [11,15,2,5,13]
hence resorts to optimizing M = LTL using computationally intensive methods such
as semi-definite programming. By contrast, since we only transforms labeled objects,
we need not worry aboutW = O being the solution (see Eq. (4)), thus eliminating the
need of negative pairs. This makes the solution easily obtained with ridge regression,
which contributes to reduced computation time.
2 Related work
We briefly review some of the metric learning methods, mostly those used in the exper-
iments in Section 5. For comprehensive survey of the field, see [1,6].
A majority of the metric learning methods adopt Mahalanobis distance (Eq. (3))
as the distance function, and minimize the training loss under various constraints. As
mentioned earlier, these methods do not make distinction between unlabeled (query)
objects and labeled objects, in the sense that their coordinates are transformed by the
same matrix, L in Equation (3). Our approach differs from these methods in that it
projects only the labeled objects to new coordinates.
There are various strategies for learning Mahalanobis distance. Xing et al. [13] for-
mulated metric learning as a convex optimization problem, and demonstrated its effec-
tiveness in clustering tasks. The large-margin nearest neighbor (LMNN) method [11]
is probably the most popular of all metric learning methods. Its objective is to minimize
distances between objects with the same label, and to penalize objects with different
labels when they are closer than a certain distance. Hence objects from different classes
are separated by a large margin. To make the problem convex, in Xing et al.’s method
and LMNN, optimization is done over notL butM = LTL, with semidefinite program-
ming. Ying and Li [15] presented an eigenvalue optimization framework for learning
Mahalanobis distance. Davis et al. [2] proposed information-theoretic metric learning
(ITML). ITML minimizes the LogDet divergence subject to linear constraints. It thus
requires no eigenvalue computation or semi-definite programming.
Although it has been shown that these methods work well in many applications,
learning Mahalanobis distance typically incurs high computational cost. Indeed, as we
show in an experiment (Section 5), these methods spend substantial time in optimizing
M, when applied to large datasets.
3 Proposed method
In this section, we present our approach for improving the k-NN classification accuracy.
In nearly all metric learning methods, the objective function to be optimized in-
volves a term that encourages objects of the same class to be placed closer. In the same
vein, our method also optimizes the transformation matrixW in Eq. (4) by minimizing
the distance between objects of the same class. However, in our formulation, the learned
transformationW is only applied to labeled objects.
Our training procedure consists of two steps. We first make training object pairs
for which the distance should be minimized. To this end, we follow Weinberger and
Saul [11]: for each labeled object xi ∈ Rd in the training set, we define its “target”
objects Ti to be the k objects in the training set that belong to the same class as xi and
are closest to xi as measured by the original Euclidean distance (i.e., the one before
training). We then find a matrix W ∈ Rd×d that moves objects in Ti towards xi, by
solving the following optimization problem:
min
W
n∑
i=1
∑
z∈Ti
‖xi −Wz‖2 + λ‖W‖2F, (5)
where λ ≥ 0 is a hyperparameter for regularization and ‖ · ‖F represents the Frobenius
norm. Equation (5) is a familiar objective function of ridge regression, and we have the
closed-form solution:
W = XJXT(XXT + λI)−1, (6)
where X = [x1, . . . ,xn] ∈ Rd×n, and J ∈ {0, 1}n×n is an indicator matrix such that
[J]i,j = 1 if xj ∈ Ti and 0 otherwise.
In the test phase, we first compute the image x′i = Wxi of every labeled object
xi by the learned matrixW. We then carry out k-NN classification by regarding D′ =
{(x′i, yi)} as the labeled objects in place of the original ones,D = {(xi, yi)}. In the case
of 1-NN classification, for example, this amounts to using the dissimilarity function f
given by Eq. (4) in the decision rule of Eq. (1), i.e.,
yˆ = argmin
yi:(x′i,yi)∈D
′
‖x− x′i‖2 = argmin
yi:(xi,yi)∈D
‖x−Wxi‖2. (7)
4 Proposed method reduces hubness
In this section, we argue that the proposed method is by design less susceptible to
producing hubs [7] in the transformed labeled objects. This property is desirable, as
hubs have been recognized as one of the major factors that harm the effectiveness of
nearest neighbor methods.
4.1 Hubness phenomenon
The hubness phenomenon [7] states that a small number of objects in the dataset, called
hubs, may occur as the nearest neighbor of many objects. The presence of hubs will
diminish the utility of nearest-neighbor methods, because the lists of nearest neighbors
frequently contain the same hub objects regardless of the query.
Hubs occur in data because of an inherent bias present in Euclidean space, called
spatial centrality [7]; i.e., objects closest to the mean of the data tend to be the nearest
neighbors of many objects. This bias is known to grow stronger with the dimensionality
of the space.
The following proposition by Shigeto et al. [9] quantifies the degree of spatial cen-
trality as a function of the dimension of the space and the variance of data distribution,
when the feature values of query and data follow zero-mean Gaussian distributions with
different variances. Let EX [·] and VarX [·] respectively denote the expectation and vari-
ance under a distribution X .
Proposition 1 [9, Proposition 1] Let z be a d-dimensional random vector sampled
i.i.d. from a normal distribution with zero means and diagonal covariance matrix s2I;
i.e., z ∼ Z , where Z = N (0, s2I). Further let σ = √VarZ [‖z‖2] be the standard
deviation of the squared norm ‖z‖2.
Consider two fixed samples z1 and z2 of random vector z, such that the squared
norms of z1 and z2 are γσ apart. In other words,
‖z2‖2 − ‖z1‖2 = γσ.
Let x be a point sampled from a distribution X with zero mean.
Then, the expected difference between the squared distances from x to z1 and z2 is
given by
∆ = EX
[‖x− z2‖2
]− EX
[‖x− z1‖2
]
= γs2
√
2d. (8)
The quantity in Eq. (8) can be interpreted as the degree of the spatial centrality bias
present in the data, which causes hub formation. If z1 is closer to the origin (data mean)
than z2 is, ∆ > 0 because in this case γ > 0.
This implies that a query object x sampled from X is more likely to be closer to
object z1 than to z2; i.e., given query object x, z1 is more likely to become its nearest
neighbor. Because this reasoning applies to any pair of objects z1 and z2 in the dataset,
it can be concluded that the objects closest to the data mean is most likely to be a hub.
Further, the factor s2 in Eq. (8) suggests that, for a fixed query distribution X , the
data distribution Y with smaller variance s is preferable to reduce spatial centrality, and
hence hubness as well.
4.2 Hubness and the proposed method
Ridge regression reduces the variance of mapped feature values (observables) relative
to that of target (response) variables; see, for example, Shigeto et al. [9, Proposition 2].
Thus, in our model of Eq. (5), the variance of the components of the mapped objects
Wz tends to be smaller than that of x. From the discussion on hubness in Section 4.1,
reducing the variance of data objects (which correspond to the imageWz of the labeled
objects z in the proposed method) relative to the query (unlabeled object x) can reduce
the spatial centrality. By combining these arguments, we expect that the proposed ap-
proach should alleviate the emergence of hubs, and, consequently, improve the accuracy
of k-NN classification.
Note that we could think of a different regression problem in which query object x,
not labeled object z, is mapped to new coordinates:
min
W
n∑
i=1
∑
z∈Ti
‖Wxi − z‖2 + λ‖W‖2F. (9)
Table 1: Dataset statistics. In document and image datasets, “original dim.” indicates
the number of raw dimensions before applying PCA.
(a) UCI datasets.
dataset ionosphere balance-scale iris wine glass
#objects 351 625 150 178 214
#classes 2 3 3 3 6
dimension 34 4 4 13 9
(b) Document datasets.
dataset RCV News Reuters TDT
#objects 9625 18846 8213 10021
#classes 4 20 41 56
dimension 300 300 300 300
original dim. 29992 26214 18933 36771
(c) Image datasets.
dataset AwA CUB SUN aPY
#objects 30475 11788 14340 15339
#classes 50 200 717 32
dimension 300 300 300 300
original dim. 4096 4096 4096 4096
This would result in function f as follows:
f(x, z) = ‖Wx− z‖2. (10)
However, this dissimilarity function is useless as it actually promotes hubness. The
variance of the transformed query objects shrinks as a result of regression. Thus, in this
model, the variance of the labeled objects is made larger than the transformed query
objects, but this is not a desirable situation according to Proposition 1. We also verify
this in one of the experiments in Section 5.
5 Experiments
We evaluate the proposed approach on various classification tasks. The objective of
these experiments is to investigate whether the proposed approach can reduce the emer-
gence of hubs, and improve the performance of k-NN classification. The performance
is measured against several popular metric learning methods.
5.1 Experimental setups
Dataset description Three types of datasets were used for our evaluation: UCI, docu-
ment, and image datasets.
From the UCI machine learning datasets,3 we chose balance-scale, glass, iono-
sphere, iris, and wine, as they are frequently used for evaluation in metric learning
literature [15,11,2,5]. However, they are mostly toy problems, and their small feature
3 http://archive.ics.uci.edu/ml/
dimensions, the numbers of labels and objects do not necessarily reflect real-world prob-
lems. We therefore used document and image datasets also for our evaluation.
For document and image classification, support vector machines are known to pro-
vide state-of-the-art accuracy. Notice, however, that our goal is not to design a state-of-
the-art classifier. Rather, the main objective of this experiments is to evaluate the per-
formances of the proposed method in comparison with metric learning methods, and to
show its usefulness for k-NN classification.
For document classification tasks, we used four publicly available document datasets:
RCV1-v2 (RCV), 20 newsgroups (News), Reuters21578 (Reuters), and TDT2 (TDT).4
In Reuters21578 and TDT2, we removed minority classes that hold less than 10 ob-
jects in the dataset. After this removal, Reuters21578 and TDT2 had 56 and 41 classes,
respectively.
For image classification, we used the following image datasets: aPascal & aYahoo
(aPY), Animals with Attributes (AwA), Caltech-UCSD Birds-200-2011 (CUB), and
SUN Attribute.5
The computational cost of metric learning methods is heavily dependent on the
dimension of the feature space. In our preliminary experiment, training of the metric
learning methods (LMNN, ITML, and DML-eig; see below) did not complete in a
reasonable time on document and image datasets. We therefore had to use principal
component analysis to reduce the dimensionality of features to 300 for these datasets.6
The dataset statistics are summarized in Table 1.
All data (set of feature vectors) were centered before training. For the wine dataset,
we further converted the features to z-scores, following the remark on the UCI website
that a k-NN classifier achieved a high accuracy with this standardization.
Each dataset was randomly split into training (70%) and test (30%) sets. Experi-
ments were repeated on four different random splits, for which we report the average
performance.
Compared methods We trained distance/dissimilarity functions using the following
methods, and carried out k-NN classification on the datasets above.
– original metric: Euclidean distance in the original feature space, without any train-
ing. This is the baseline.
– LMNN: Large margin nearest neighbor classification [11]. This method has often
been used in distance metric learning experiments as a baseline.
– ITML: Information theoretic metric learning [2].
– DML-eig: Distance metric learning with eigenvalue optimization [15].
– Move-labeled (proposed method): Learning to move labeled objects toward query
objects. This is our proposed approach that optimizes the ridge regression objective
of Eq. (5), and predicts the labels using Eq. (7).
4 Datasets were downloaded from http://www.cad.zju.edu.cn/home/dengcai/Data/TextData.html
5 We used the publicly available features from https://zimingzhang.files.wordpress.com/2014/10/cnn-features1.key
6 We also conducted experiments where the dimensionality of features was set to 100. The
results are not presented here due to lack of space, but the same trend was observed.
– Move-query: Learning to move query (unlabeled) objects toward fixed labeled ob-
jects. This is the method discussed in Section 4.2 and optimizes Eq. (9). Like Move-
labeled it is also based on ridge regression, but the roles of the input and response
variables are exchanged. The resulting dissimilarity function of Eq. (10) is then
used for k-NN classification.
Notice that Move-query was tested only to verify the claim made in Section 4.2;
i.e., although bothMove-labeled andMove-query are based on ridge regression, the pro-
posedmethod,Move-labeled, is expected to performwell by reducing hubness, whereas
Move-query is expected to do the contrary, by promoting hubness. It was therefore not
meant as a competitive method.
LMNN, ITML, and DML-eig learn a Mahalanobis distance. For these methods, we
used the publicly available MATLAB implementations provided by the respective au-
thors7. We implemented the proposed method also in MATLAB8, for fair evaluation of
running time.
For LMNN, Move-labeled, and Move-query, the number of target objects for each
training object was set to 1; i.e., for each object xi in the training set, we made a train-
ing pair (xi, z) whose distance should be minimized, where z is the object nearest to xi
among those with the same class label as xi in the training set, with the distance mea-
sured by the original Euclidean metric. For the parameters of ITML on UCI datasets,
the default values in the authors’ implementation were used, and for document and im-
age datasets, we followed Jain et al. [5]. For DML-eig, the default setting in the authors’
code was used for obtaining pairwise constraints. We calibrated the parameter k of k-
NN classification to be used at the test time and all other parameters (γ in ITML, µ in
DML-eig, and λ in Move-labeled and Move-query) by cross validation on the training
set.
Evaluation Criteria The methods were evaluated in three respects: (i) the accuracy of
k-NN classification using the distance/dissimilarity measure learned by each method,
(ii) training time, and (iii) the degree of hubness in the data with respect to the learned
distance/dissimilarity.
Following the literature [7,8,10,4,9], we used the skewness of N10 distribution as
the measure of hubness in the data. TheN10 distribution is the empirical distribution of
the number N10(i) of times each labeled object i is found in the 10-nearest neighbors
of query (unlabeled) objects, and its skewness is defined as follows:
(N10 skewness) =
∑n
i=1 (N10(i)− E [N10])3 /n
Var [N10]
3
2
where n is the total number of labeled objects, andE[N10] andVar[N10] are respectively
the empiricalmean and variance ofN10(i) overn labeled objects. A largeN10 skewness
7 LMNN: https://bitbucket.org/mlcircus/lmnn/downloads,
ITML: http://www.cs.utexas.edu/∼pjain/itml/,
DML-eig: http://www.albany.edu/∼yy298919/software.html
8 This code will be made available at our homepage.
Table 2: Skewness of N10 distribution: A high skewness indicates the emergence of
hubs (smaller is better). The bold figure indicates the best performer.
(a) UCI datasets.
method ionosphere balance-scale iris wine glass
original metric 1.65 0.93 0.40 0.71 0.77
LMNN 1.05 0.63 0.39 0.61 0.74
ITML 0.96 0.79 0.10 0.43 0.70
DML-eig 0.78 0.66 0.41 0.38 0.59
Move-labeled (proposed) 1.04 0.56 0.32 0.55 0.59
Move-query 1.67 1.13 0.32 0.89 1.18
(b) Document datasets.
method RCV News Reuters TDT
original metric 13.35 21.93 7.61 4.89
LMNN 3.86 14.74 7.63 4.01
ITML 4.27 19.65 7.30 2.39
DML-eig 1.71 1.45 3.05 1.34
Move-labeled (proposed) 1.14 2.88 4.53 1.44
Move-query 21.57 33.36 17.49 6.71
(c) Image datasets.
method AwA CUB SUN aPY
original metric 2.49 2.38 2.52 2.80
LMNN 3.10 2.96 2.80 3.94
ITML 2.42 2.27 2.37 2.69
DML-eig 1.90 1.77 2.39 2.17
Move-labeled (proposed) 1.24 0.97 1.02 1.23
Move-query 7.81 7.83 7.48 11.65
value indicates the existence of labeled objects that frequently appear in the 10-nearest
neighbor lists of query objects, i.e., hubs.
5.2 Experimental results and discussion
Skewness Table 2 shows the skewness of N10 distribution. For all datasets, we ob-
serve that the proposed approach (Move-labeled) reduced N10 skewness considerably
compared with the original Euclidean distance, meaning that it effectively suppressed
the emergence of hub objects. N10 skewness was reduced by metric learning methods
(LMNN, ITML, and DML-eig) on many datasets, most notably by DML-eig. Also, as
expected from the discussion of Section 4.2, Move-query increased N10 skewness ex-
cept for the iris dataset.
Table 3: Classification accuracy [%]: Bold figures indicate the best performers for each
dataset.
(a) UCI datasets.
method ionosphere balance-scale iris wine glass
original metric 86.8 89.5 97.2 98.1 68.1
LMNN 90.3 90.0 96.7 98.1 67.7
ITML 87.7 89.5 97.8 99.1 65.0
DML-eig 87.7 91.2 96.7 98.6 66.5
Move-labeled (proposed) 89.6 89.5 97.2 98.6 70.8
Move-query 79.7 89.4 97.2 96.3 62.3
(b) Document datasets.
method RCV News Reuters TDT
original metric 92.1 76.9 89.5 96.1
LMNN 94.7 79.9 91.5 96.6
ITML 93.2 77.0 90.8 96.5
DML-eig 94.5 73.3 85.9 95.7
Move-labeled (proposed) 94.4 81.6 91.6 96.7
Move-query 89.1 70.0 85.9 95.4
(c) Image datasets.
method AwA CUB SUN aPY
original metric 83.2 51.6 26.2 82.2
LMNN 83.0 54.7 24.4 81.8
ITML 83.1 51.3 26.0 82.4
DML-eig 82.0 53.5 22.4 81.6
Move-labeled (proposed) 84.1 52.4 28.3 83.4
Move-query 79.2 43.3 14.6 78.7
Accuracy Tables 3 shows the classification accuracy. In most datasets, both the metric
learning methods and the proposed method outperformed the original distance metric.
The proposed method is comparable with, or slightly better than, the metric learning
methods. Although Move-query optimized the minimizing distance between objects
in same class (our proposed method also optimized such distance), the method ob-
tained poor results even compared with the original Euclidean metric except for the
iris datasets.
Note that, in UCI datasets, we observed that the proposedmethod did not work well,
and even Move-query were competitive with others. This is an expected result, because
the UCI datasets did not have much hubness even with the original metric (see Table 2a).
Hubs tend to be emerge in high dimensional space [7,8,4], but all the UCI datasets have
Table 4: Training time [sec]: Bold figures indicate the best performer for each dataset.
(a) Document datasets.
method RCV News Reuters TDT
LMNN 1713.0 1164.7 676.2 886.1
ITML 35.5 1512.5 124.1 169.0
DML-eig 762.2 6145.9 2710.4 2350.6
proposed 6.0 7.0 4.6 16.1
(b) Image datasets.
method AwA CUB SUN aPY
LMNN 1525.5 1098.2 15704.3 317.3
ITML 1536.3 577.6 1126.4 9211.2
DML-eig 2048.0 2084.7 2006.1 1787.1
proposed 9.5 1.5 4.1 6.4
a small dimensionality (see Table 1a). Consequently, hub reduction/promotionmethods
did not affect the result significantly.
Training time To investigate the computational cost, we measured the elapsed real
time needed to train the proposed method and the metric learning methods.
Table 4 shows the average training time in document and image datasets. We ob-
serve that the proposed approach has a clear advantage in terms of training cost. It was
faster than any metric learning methods compared. Indeed, on all datasets except RCV,
it was more than two orders of magnitude faster than the fastest metric learning meth-
ods. This can be explained by the fact that the metric learning methods take burden
of optimizing over Mahalanobis metric. To enforce the constraint that the matrix M
in Eq. (2) should remain positive semi-definite, these methods pay high computational
cost, e.g., to check the non-negativity of eigenvalues, at every training iteration. In con-
trast, the proposed approach has a closed-form solution; although this solution depends
on matrix inverse, it needs to be calculated only once.
6 Conclusion
In this paper, we have proposed a simple regression-based technique to improve k-NN
classification accuracy. The results of our work can be summarized as follows:
– To improve k-NN classification accuracy, we proposed learning a transformation
of labeled objects, without altering the coordinates of query (unlabeled) objects.
This approach is justified from the perspective of reducing hubness in the labeled
objects. Because our method is inherently designed to suppress hubness, it need
not consider pairs of objects from different classes during training. The number
of such pairs can be enormous and their use also renders the optimization problem
non-convex,which is therefore a major obstacle to the scalability of metric learning
methods.
– Our method deviates from the metric learning framework as the learned transforma-
tion W does not provide a proper metric. In k-NN classification, however, labeled
objects can be interpreted not as mere points but rather a representation of the (non-
linear) decision boundaries between classes. Our approach follows this interpreta-
tion and changes the decision boundaries, through W, to improve classification
accuracy.
– In the experiments of Section 5, our approach indeed improved the classification
accuracy when the data was high-dimensional and hubs emerged. It outperformed
metric learning methods on most document and image datasets, and comparable on
the rest. However, its effect was not evident on the UCI datasets, in which hubness
was not noticeable because of the low dimensionality of the data.
– The experiments showed that our approach was substantially faster than the com-
pared metric learning methods. For large document and image datasets, the speed-
up was more than two orders of magnitude over the fastest metric learning methods,
although the classification accuracy was better or comparable.
We have focused on multi-class classification problems in this paper, but hubness
is known to be harmful in other situations, such as clustering and semi-supervised clas-
sification in high-dimensional space [7]. We plan to extend our approach to deal with
these situations. We will also extend our method to learn nonlinear metrics.
Another direction of future work is to investigate the effect of our approach on
kernel machines. Metric learning has been shown to be an effective preprocessing for
kernel machines [14,12,3], and we will pursue a similar line using our approach.
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