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Abstract
The energy shaping method, Controlled Lagrangian, is a well-known approach to
stabilize the under-actuated Euler Lagrange (EL) systems. In this approach, to con-
struct a control rule, some nonlinear, nonhomogeneous partial differential equations
(PDEs), which are calledmatching conditions,must be solved. In this paper, amethod
is proposed to obtain an approximate solution of these matching conditions for a
class of under-actuated EL systems. To develop the method, the potential energy
matching condition is transformed to a set of linear PDEs using an approximation of
inertia matrices. So the assignable potential energy function and the controlled iner-
tia matrix, both are constructed as a common solution of these PDEs. Afterwards,
the gyroscopic and dissipative forces are found as the solution of the kinetic energy
matching condition. Finally, the control rule is constructed by adding energy shaping
rule and additional dissipation injection to provide asymptotic stability. The stabil-
ity analysis of the closed loop system which used the control rule derived with the
proposed method is also given. To demonstrate the success of the proposed method,
the stability problem of the inverted pendulum on a cart is considered.
KEYWORDS:
Controlled Lagrangian, energy shaping, stabilization, approximate solution of the matching conditions
1 INTRODUCTION
The stabilization problem of nonlinear systems at a desired equilibrium point is an attractive subject for control researchers ever
since the tools are developed to analyze nonlinear systems. When the energy shaping and dissipation injection control policy is
used, the mathematical structure of the system is preserved, but these approaches are versatile just for a special class of nonlinear
systems where Euler Lagrange and port-controlled Hamiltonian systems (PCH). The energy shaping control methodology is to
render the open-loop system to a closed loop system, which has a stable desired equilibrium point, via feedback. As long as the
number of control input is equal to the number of degrees of freedom (DoF) of the open-loop system, the system is called full-
actuated system and shaping potential energy is adequate to stabilize the closed-loop system at desired equilibrium. However
under-actuated systems can be stabilize not only by modifying the potential energy of the system but also kinetic energy of the
system. This idea is introduced first in Ailon and Ortega1 and it is called total energy shaping. In literature, there are two main
approaches to shape the total energy functions of systems which are developed separately for Euler Lagrange and Hamiltonian
systems, entitled Controlled Lagrangians2 and Interconnection and damping assignment passivity-based control (IDA-PBC)3,
respectively.
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In these methods, the existence conditions of a feedback law, which stabilizes the system at a desired equilibrium point, are
given as a set of nonlinear partial differential equations (PDEs) known as matching conditions. Several studies have been dedi-
cated to derive the solution of thesematching equations, as in Gomez et al4, Acosta et al5 also Viola et al6 and references therein.
Additionally, some methods are also proposed in Hamberg7, Bloch et al2,8, Ortega et al9, Chang10, Auckly and Kapitansky11.
As recognized from these works, there are lots of difficulties about solving related PDEs, so the stabilization problem is still
known as a hard problem, for the underactuated case. To solve this problem, in Goren-Sumer and YalÃğin12, it is shown that
the discrete time formulation of the problem is possible and then a relatively easy technique to solve these matching equations
that are in the form of PDEs is given. Some other approaches to the same problem are proposed, i.e., in Sarras at al13, where
a method is based on the immersion and invariance methodology and in Donaire et al14, it is shown that the solution of partial
differential equations cannot be needed whenever the system satisfies some assumptions.
To obtain an approximate solution of these matching equations, a method based on the constructing the approximate model
of the open-loop and closed-loop systems is proposed in Goren-Sumer and Sengor15. This approach makes it possible to derive
a new matching conditions in the form of a set of linear partial differential equations and a set of linear equations to solve the
stabilization problem of underactuated systems. In this study, this approach is modified and expanded to a class of underactuated
EL systems. To the best of our knowledge, no similar approach is available in the literature.
2 PRELIMINARIES
Consider an EL system in n-dimensional configuration space Q3:
푑
푑푡
휕푑
휕푞̇
퐿(푞, 푞̇) −
휕푑
휕푞
퐿(푞, 푞̇) = 퐺(푞)푢(푞, 푞̇) (1)
In (1) if 퐺(푞) ∈ ℝ푛×푚 and rank퐺(푞) < 푛, the system is called underactuated.
Let us define a desired closed loop EL system as:
푑
푑푡
휕푑
휕푞̇
퐿푐(푞, 푞̇) −
휕푑
휕푞
퐿푐(푞, 푞̇) + 퐹푐(푞, 푞̇) = 0 (2)
in which 퐹푐(푞, 푞̇) is defined as gyroscopic and/or dissipation forces
16.
In order to solve the stabilization problem for EL systems, the controlled Lagrangian design method was developed in Bloch
et al2,8. The main idea in this method was to design a stabilizing controller is based on assigning a desired Lagrangian Function
for control,
퐿푐(푞, 푞̇) =
1
2
푞̇푇푀푐(푞)푞̇ − 푉푐(푞) (3)
such that 푉푐(푞) has an isolated minimum point which coincides with the desired equilibrium point (푞
∗, ퟎ) of the closed loop
system. This problem can be solved only by assigning desired potential energy function for full actuated EL systems. To solve
this problem, first it is required to determine the desired closed-loop Lagrangian function 퐿푐(푞, 푞̇), namely 푀푐(푞) and 푉푐(푞),
after than, a gyroscopic force and/or dissipation force , 퐹푐(푞, 푞̇) must be found
16.
For a simplemechanical system, amotion equation for open loop EL and desired closed loop EL system is defined respectively
as follows:
푀푞̈ +
휕푀푞̇
휕푞
푞̇ −
1
2
휕푞̇푇푀푞̇
휕푞
+
휕푉
휕푞
= 퐺푢 (4)
푀푐 푞̈ +
휕푀푐 푞̇
휕푞
푞̇ −
1
2
휕푞̇푇푀푐 푞̇
휕푞
+
휕푉푐
휕푞
+ 퐹푐 = 0 (5)
and 퐶(푞, 푞̇) which is "Coriolis and centrifugal forces" matrix3 is defined as,
퐶(푞, 푞̇) =
휕푀푞̇
휕푞
−
1
2
(
휕푀푞̇
휕푞
)푇
(6)
The existence condition of feedback law 푢(푞, 푞̇) which transforms the system (4) to the closed loop system (5) is given by the
matching conditions and the procedure to obtain these are summarized as follows17:
푞̈ =푀−1퐺푢 −푀−1
휕푀푞̇
휕푞
푞̇ +
1
2
푀−1
휕푞̇푇푀푞̇
휕푞
−푀−1
휕푉
휕푞
(7)
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푞̈ = −푀−1푐
휕푀푐 푞̇
휕푞
푞̇ +
1
2
푀−1푐
휕푞̇푇푀푐 푞̇
휕푞
−푀−1푐
휕푉푐
휕푞
−푀−1푐 퐹푐 (8)
where 퐹푐 = (퐽 + 푅)푞̇ and
퐽 = −퐽 푇 , 푅 ≥ 0
(see after the second paragraph of Definition 2.1 in Chang16).
Then the matching conditions, as in form of nonlinear PDEs, can be written as follows,
퐺⟂
(
휕푉
휕푞
−푀푀−1푐
휕푉푐
휕푞
)
= 0 (9)
퐺⟂
[((
휕푀푞̇
휕푞
−
1
2
(
휕푀푞̇
휕푞
)푇)
−푀푀−1푐
(
휕푀푐 푞̇
휕푞
−
1
2
(
휕푀푐 푞̇
휕푞
)푇)
−푀푀−1푐 (퐽 +푅)
)
푞̇
]
= 0 (10)
where 퐺⟂ ∶ (ℝ푛−푚)푇 → (ℝ푛)푇 is left annihilator of 퐺. The equation (9) and (10) are called as the potential energy matching
condition and the kinetic energy matching condition, respectively. To construct the controller, first the matrices푀푐(푞) > 0, 퐽 =
−퐽 푇 and 푅 ≥ 0, which hold the matching conditions (10) must be found. After that the desired potential energy function 푉푐(푞)
which has an isolated minimum at (푞∗, 0) should be found as a solution of (9). Energy shaping feedback rule can be obtained as,
푢푐 =
(
퐺푇퐺
)−1
퐺푇
{[(
휕푀푞̇
휕푞
−
1
2
(
휕푀푞
휕푞
)푇)
−푀푀−1푐
(
휕푀푐 푞̇
휕푞
−
1
2
(
휕푀푐 푞̇
휕푞
)푇)
−푀푀−1푐 (퐽 +푅)
]
푞̇
}
+
(
퐺푇퐺
)−1
퐺푇
{[
휕푉
휕푞
−푀푀−1푐
휕푉푐
휕푞
]} (11)
using 푀푐(푞) > 0, 푉푐(푞), 퐽 = −퐽
푇 and 푅 ≥ 018. Finally, dissipation must be injected to the closed loop system to guarantee
asymptotic stability of closed loop system which is given as Blankenstein et al18 and Ortega and Garcia-Canseco19,
푢푑 = −퐾푣퐺
푇푀−1푀푐 푞̇ (12)
where 퐾푣 > 0.
3 MAIN RESULTS
Since the matching conditions given in (9), (10) are nonlinear and nonhomogeneous PDEs, they are too difficult to solve. Also,
as mention in Blankenstein et al18 and Viola et al6 there is no general solution for them. The main idea of this study is to propose
a method that finds an approximate solution of PDEs given in (9) namely potential energy matching condition. To fulfill this,
it is found that a potential energy function 푉푐(푞) has an isolated minimum point, which coincides with the desired equilibrium
point (푞∗, 0) of the closed loop system, and a controlled generalized inertia matrix 푀̂푐(푞) such that approximately satisfies the
potential energy matching condition given in (9).
The method proposed in this paper might be summarized as follows:
Step 1. Let us define 푟 sub-regions in the configuration space of the EL system, some scalar functions ℎ푖(푞)s,
푆푖 ≜ {푞|ℎ푖(푞) ≥ ℎ푙(푞), 푙 = 1, 2,… , 푟, 푖 ≠ 푙} (13)
where ℎ푖(푞)s are defined as 0 < ℎ푖(푞) ≤ 1, also define 푟 number of points, 푞푖s, for each sub-regions such that ℎ푖(푞)||푞=푞푖 = 1.
Remark 1. For instance, they may be chosen as radial basis functions. In this paper, the functions ℎ푖(푞)s are chosen as
ℎ푖(푞) = 푒
−(휖푖‖푞−푞푖‖)2 , in which the 푞푖s are the centers of the subregions.
Step 2. Let us write the potential energy matching condition at 푞 = 푞푖s, thus 푟 number of equations are obtained as follows,
퐺⟂
[
휕푉
휕푞
−푀푖푀
−1
푐푖
휕푉푐
휕푞
]
= 0, ∀푖 (14)
in which푀푖 =푀
(
푞푖
)
. Then find a controlled potential energy function 푉푐(푞) as a common solution of (14), such that 푉푐(푞) has
the properties of 휕푉푐(푞)∕휕푞|푞=푞∗ = 0 and 휕2푉푐(푞)∕휕푞2 > 0, and also this common solution makes it possible to find 푟 numbers
of matrices푀푐푖 > 0 satisfying equation (14). For the existence of such solutions a lemma will be given later.
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Remark 2. The existence of the common solution of PDEs given in (14), namely the existence of 푉푐(푞) and 푀푐푖 > 0, ∀푖, for
given 푀푖s, determine the class of Euler Lagrange systems which are stabilized via the method proposed here. The 푀푐푖 > 0
which satisfied (14) do not need to be unique, in this case푀푐푖s are expressed in parametric from.
Step 3. Let us define an generalized inertia matrix of closed loop system in terms of ℎ푖(푞)s defined in Step 1 and푀푐푖s found in
Step 2,
푀̂푐(푞) =
푟∑
푖=1
(
ℎ푖(푞)푀̃푐푖 +푀푐푏푖
)
(15)
where 푀̃푐푖 +푀푐푏푖 = 푀푐푖. Find the parameters of ℎ푖 (푞)s, and constant matrices 푀̃푐푖 and푀푐푏푖 for 푖 = 1, 2,… , 푟, such that the
following expression holds,
min
‖‖‖‖‖퐺⟂
[
휕푉
휕푞
−푀푀̂−1푐
(
휕푉푐
휕푞
)]‖‖‖‖‖ (16)
Remark 3. If the ℎ푖(푞)s are chosen as ℎ푖(푞) = 푒
−(휖푖‖푞−푞푖‖)2 , the parameter 휖푖s and the bias terms are found. If the푀푐푖s have been
expressed in parametric form mentioned in Remark 2, then the proper values of these parameters can also be determined in this
step.
Step 4. Construct an approximate generalized inertia matrix of closed loop system, 푀̂푐(푞) given in (15), using the scalar ℎ푖 (푞)s,
and constant matrices 푀̃푐푖s and푀푐푏푖s found in Step 3.
Step 5. Find some 퐽 (푞, 푞̇) = −퐽 푇 (푞, 푞̇) and 푅(푞, 푞̇) = 푅푇 (푞, 푞̇) ≥ 0 matrices such that they hold the kinetic energy matching
condition as follows,
퐺⟂
⎡⎢⎢⎣
⎛⎜⎜⎝
(
휕푀푞̇
휕푞
−
1
2
(
휕푀푞̇
휕푞
)푇)
−푀푀̂−1푐
⎛⎜⎜⎝
휕푀̂푐 푞̇
휕푞
−
1
2
(
휕푀̂푐 푞̇
휕푞
)푇 ⎞⎟⎟⎠ −푀푀̂−1푐 (퐽 +푅)
⎞⎟⎟⎠ 푞̇
⎤⎥⎥⎦ = 0 (17)
For this aim let us consider 퐶(푞, 푞̇) and 퐶̂푐(푞, 푞̇) defined as,
퐶(푞, 푞̇) =
휕푀(푞)푞̇
휕푞
−
1
2
(
휕푀(푞)푞̇
휕푞
)푇
퐶̂푐(푞, 푞̇) =
휕푀̂푐(푞)푞̇
휕푞
−
1
2
(
휕푀̂푐(푞)푞̇
휕푞
)푇 (18)
then kinetic energy matching condition given in (17) is rewritten as follows:
퐺⟂푀푀̂−1푐
[
푀̂푐푀
−1퐶 − 퐶̂푐 − (퐽 + 푅)
]
푞̇ = 0 (19)
To obtain the solution of kinetic energy matching condition 퐽 (푞, 푞̇) can be taken as,
퐽 (푞, 푞̇) =
1
2
[(
푀̂푐푀
−1퐶 − 퐶̂푐
)
−
(
푀̂푐푀
−1퐶 − 퐶̂푐
)푇 ]
(20)
and also any 푅(푞, 푞̇) ≥ 0 need to be calculated which satisfies the condition below:
퐺⟂
[
1
2
((
퐶 −푀푀̂−1푐 퐶̂푐
)
+
(
퐶 −푀푀̂−1푐 퐶̂푐
)푇)
− 푅
]
= 0 (21)
Step 6. Construct energy shaping control rule using the following relation,
푢푐 =
(
퐺푇퐺
)−1
퐺푇
⎧⎪⎨⎪⎩
⎡⎢⎢⎣
(
휕푀푞̇
휕푞
−
1
2
(
휕푀푞̇
휕푞
)푇)
−푀푀̂−1푐
⎛⎜⎜⎝
휕푀̂푐 푞̇
휕푞
−
1
2
(
휕푀̂푐 푞̇
휕푞
)푇
+ (퐽 + 푅)
⎞⎟⎟⎠
⎤⎥⎥⎦ 푞̇
⎫⎪⎬⎪⎭
+
(
퐺푇퐺
)−1
퐺푇
{[
휕푉
휕푞
−푀푀̂−1푐
휕푉푐
휕푞
]} (22)
Step 7. Inject dissipation to satisfy system asymptotic stability where 퐾푣 > 0,
푢푑 = −퐾푣퐺
푇푀−1푀̂푐 푞̇ (23)
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therefore the control rule is constructed as follows,
푢 = 푢푐 + 푢푑 (24)
The following lemma gives a sufficient condition for the existence of the common solution of (14) in Step 2.
Lemma 1. If there is푀푐1 > 0 and 푉푐(푞) with the properties of ∇푞푉푐 (푞
∗) = 0 and 푉 푞chess (푞
∗) > 0 which hold
퐺⟂
(
휕푉
휕푞
−푀1푀
−1
푐1
휕푉푐
휕푞
)
= 0 (25)
and there is 푟 number of matrices which the following equation hold:
퐺⟂
(
푀푖푀
−1
푐푖 −푀푗푀
−1
푐푗
)
= 0, ∀푖, 푗 (26)
than 푉푐(푞) is the common solution of the given PDE in (14), namely,
퐺⟂
[
휕푉
휕푞
−푀푖푀
−1
푐푖
휕푉푐
휕푞
]
= 0, ∀푖
Proof. Suppose satisfy the function 푉푐(푞) and푀푐푖 > 0 for 푖 = 1, the following relation,
퐺⟂
(
휕푉
휕푞
−푀1푀
−1
푐1
휕푉푐
휕푞
)
= 0
Then, it can be written,
퐺⟂푀푖푀
−1
푐푖 = 퐺
⟂푀푗푀
−1
푐푗 , ∀푖, 푗
so that one concludes that
퐺⟂
휕푉
휕푞
−퐺⟂푀1푀
−1
푐1
⏟⏞⏞⏞⏟⏞⏞⏞⏟
퐺⟂푀푗푀
−1
푐푗
휕푉푐
휕푞
= 0, ∀푖, 푗
They are nothing but only the PDEs given in (14), this proves the claim.
4 STABILITY ANALYSIS
The standard controlled Lagrangian method guarantees the stability of the desired equilibrium over the assigned total energy
function and dissipation injection. However, the method proposed here does not guarantee the stability of the system at the
desired equilibrium for all choices of the number of 푟, namely the amount of sub-regions. This is due to the fact that, the energy
function of the closed loop system assigned via the control rule (24) cannot be known exactly, but only known approximately.
Therefore, the existence condition of a number of the sub-regions which is guaranteed the stability must be determined. In this
section, this issue will be handled by using the results given in Butz20, Heinen21 and Ahmadi22,23.
To obtain the motion equation of the closed loop system let substitute 푢(푞, 푞̇) (24) to the system equation (4),
푀푞̈ + 퐶푞̇ +
휕푉
휕푞
=
퐺
(
퐺푇퐺
)−1
퐺푇
{[
퐶 −푀푀̂−1푐 퐶̂푐 −푀푀̂
−1
푐 (퐽 +푅)
]
푞̇ +
[
휕푉
휕푞
−푀푀̂−1푐
휕푉푐
휕푞
]}
+퐺푢푑
(27)
and let consider the following relation,
퐺
(
퐺푇퐺
)−1
퐺푇 +
(
퐺⟂
)푇 (
퐺⟂
(
퐺⟂
)푇)−1
퐺⟂ = 퐼 (28)
where,
퐺푛×푚 =
[
0
푔푚×푚
]
, 퐺⟂푚×푛 =
[
푔̃푝×푝 0
]
, 푝 = (푛 − 푚)
thus the term
[
퐼 −
(
퐺⟂
)푇 (
퐺⟂
(
퐺⟂
)푇)−1
퐺⟂
]
can be used instead of 퐺
(
퐺푇퐺
)−1
퐺푇 . To ease of the algebraic manipu-
lations, assume that 푔 = 퐼 , without loss of generality. Therefore, the terms of
[
퐼 −
(
퐺⟂
)푇
퐺⟂
]
and 퐺퐺푇 can be used
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instead of
[
퐼 −
(
퐺⟂
)푇 (
퐺⟂
(
퐺⟂
)푇)−1
퐺⟂
]
and 퐺
(
퐺푇퐺
)−1
퐺푇 , respectively, through to paper, since
(
퐺⟂
(
퐺⟂
)푇)−1
= 퐼 and(
퐺푇퐺
)−1
= 퐼 .
After some algebraic operations on (27), it is obtained as follows,
푀푞̈ +푀푀̂−1푐 퐶̂푐 푞̇ +푀푀̂
−1
푐 (퐽 + 푅)푞̇ +푀푀̂
−1
푐
휕푉푐
휕푞
= −
(
퐺⟂
)푇
퐺⟂
[
퐶 −푀푀̂−1푐 퐶̂푐 −푀푀̂
−1
푐 (퐽 +푅)
]
푞̇ −
(
퐺⟂
)푇
퐺⟂
[
휕푉
휕푞
−푀푀̂−1푐
휕푉푐
휕푞
]
+ 퐺푢푑
(29)
and when the kinetic energy matching condition is hold, the motion equation of the closed loop system becomes as,
푀̂푐 푞̈ + 퐶̂푐 푞̇ + (퐽 +푅)푞̇ +
휕푉푐
휕푞
+ 푀̂푐푀
−1
(
퐺⟂
)푇
퐺⟂
[
휕푉
휕푞
−푀푀̂−1푐
휕푉푐
휕푞
]
− 푀̂푐푀
−1퐺푢푑 = 0 (30)
To examine the stability of system given with (30), let us define a candidate Lyapunov function,
퐻푐(푞, 푞̇) =
1
2
푞̇푇 푀̂푐(푞)푞̇ + 푉푐(푞) (31)
The first derivative of this function along the trajectory is obtained from (30) and (31) as,
퐻̇푐(푞, 푞̇) = −푞̇
푇푅푞̇ − 푞̇푇 푀̂푐푀
−1
(
퐺⟂
)푇
퐺⟂
[
휕푉
휕푞
−푀푀̂−1푐
휕푉푐
휕푞
]
− 푞̇푇 푀̂푐푀
−1퐺퐾푣퐺
푇푀−1푀̂푐 푞̇ (32)
Let us define 휖(푞) corresponded as the error of potential energy matching condition given in (9), and let define 휖̂(푞), 휖(푞, 푞̇), as
follows,
휖(푞) = 퐺⟂
[
휕푉
휕푞
−푀푀̂−1푐
휕푉푐
휕푞
]
, 휖̂(푞) = 푀̂푐푀
−1
(
퐺⟂
)푇
휖(푞), 휖(푞, 푞̇) = −푞̇푇 휖̂(푞) (33)
and rewrite (32) as follows,
퐻̇푐(푞, 푞̇) = −푞̇
푇푅푞̇ − 푞̇푇 푀̂푐푀
−1퐺퐾푣퐺
푇푀−1푀̂푐 푞̇ + 휖(푞, 푞̇) (34)
Let us define a function 푃 (푞, 푞̇) such that the first derivative is determined as follows,
푃̇ (푞, 푞̇) = −푞̇푇푅푞̇ − 푞̇푇 푀̂푐푀
−1퐺퐾푣퐺
푇푀−1푀̂푐 푞̇ (35)
and the relation (32) can be written as follows,
퐻̇푐(푞, 푞̇) = 푃̇ (푞, 푞̇) + 휖(푞, 푞̇) (36)
It is easily recognized that if potential energy matching condition could be exactly satisfied for 푀̂푐(푞) and 푉푐(푞), the first deriva-
tive of Lyapunov function given in (31) would be 푃̇ (푞, 푞̇) ≤ 0, therefore the stability of the system is guaranteed. Since the
푃̇ (푞, 푞̇) ≤ 0, from (36) one can state that if 휖(푞, 푞̇) ≤ 0 along the trajectory, then the closed loop system is stable according to La
Salle Theorem, whereas, if 휖(푞, 푞̇) > 0 for some (푞, 푞̇), then the closed loop system stability cannot be determined forthrightly.
So we will use the theorem given in Butz20, Heinen21 namely Lagrange stability, and some results on non-monotonic Lyapunov
functions presented in Ahmadi22,23.
Theorem 1. 20,21 Suppose 푓 (푥) is twice continuously differentiable, 푉 (푥) is a real-valued three times continuously differentiable
function defined on 푅푛 and 푉 (푥)→ +∞ as ‖푥‖ → +∞. Further suppose Ω is a bounded set in 푅푛 and Ω̃ its complement. Then
system 푥̇ = 푓 (푥) is Lagrange stable if, for some constants 훼1 ≥ 0 and 훼2 ≥ 0,
훼2푉̈ (푥) + 훼1푉̈ (푥) + 푉̇ (푥) < 0 (37)
for all 푥 ∈ Ω̃. □
As a consequence of above theorem, it is possible to determine the boundary of ‖휖(푞, 푞̇)‖ which guarantied the Lagrange
stability condition given in (37). To achieve this manner it is enough to show that there is 훼1 > 0 and 훼2 > 0 exists which holds,
훼2푃̈ (푞, 푞̇) + 훼1푃̈ (푞, 푞̇) + 푃̇ (푞, 푞̇) + 훼2푒̈(푞, 푞̇) + 훼1휖̇(푞, 푞̇) + 휖(푞, 푞̇) < 0 (38)
Theremust be the amount of sub-regions 푟 that makes it possible for 훼1 ≥ 0 and 훼2 ≥ 0, such that satisfies (38), namely Lagrange
stability of the system has been guaranteed. Existence such sub-regionswill be clarified through examples. Furthermore, it might
be useful to give the following version of above theorem.
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Theorem 2. 22 Consider the continuous time system 푥̇ = 푓 (푥). If there exists scalars 훼1 ≥ 0 and 훼2 ≥ 0, and three times
differentiable Lyapunov function 푉 (푥), such that
훼2푉̈ (푥) + 훼1푉̈ (푥) + 푉̇ (푥) < 0 (39)
for all 푥 ≠ 0, then for any 푥(0) 푉 (푥(푡))→ 0 as 푡→∞ and the origin of the system 푥̇ = 푓 (푥) is globally asymptotic stable. □
Moreover, Ahmadi22 shows that existence of a monotonically decreasing Lyapunov function along the trajectories of dynam-
ical system is not required for stability, instead converging to zero in limit is sufficient to guarantee stability.As a consequence
of these results, the following corollary might be given under the condition of ‖‖휖(푞)‖‖ < ∞ and so ‖휖̂(푞)‖ < ∞.
Corollary 1. Let define,
퐸(푞) ≜ ∫ 휖̂푇 (푞)푑푞
then the below relation is obtained for the term 푞̇푇 휖̂(푞) in (36), as follows,
휖̂푇 (푞) =
(
휕퐸(푞)
휕푞
)푇
푞̇푇 휖̂(푞) =
푑퐸(푞)
푑푡
= 푞̇푇
휕퐸(푞)
휕푞
it is clear that퐻푐(푞, 푞̇) can be written from (36) using (33) as follows,
퐻푐(푞, 푞̇) = 푃 (푞, 푞̇) − ∫ 푞̇푇 휖̂(푞)푑푡
after the following algebraic manipulations,
∫ 푞̇푇 휖̂(푞)푑푡 = ∫
푑퐸(푞)
푑푡
푑푡 = ∫ 푑(퐸(푞)) = 퐸(푞)
푡
∫
0
푞̇푇 휖̂(푞)푑푡 =
푞푡
∫
푞0
휖̂푇 (푞)푑푞 = 퐸
(
푞푡
)
− 퐸
(
푞0
) ≤ 2‖퐸‖ ∀푡
퐻푐(푞, 푞̇) can be obtained as follows
퐻푐(푞, 푞̇) = 푃 (푞, 푞̇) − 퐸(푞)
finally we stated that,
퐻푐(푞, 푞̇) ≤ 푃 (푞, 푞̇) − 2‖퐸‖
Since lim푡→∞ 푃 (푞, 푞̇) → 0, it is easily seen that lim푡→∞퐻푐(푞, 푞̇) → 0, as long as the term ‖퐸‖ < ∞. As consequent of the
interpretation of Theorem 2, we can say that there exists a choice of the number of 푟 which allows the term ‖퐸‖ to be finite,
hence the control rule in (22) and (24) is stabilized the system given in (1) or equivalently (4), at the desired equilibrium point
with dissipation gain 퐾푣. □
5 CART AND PENDULUM
In this section, we apply the preceding design methodology to the problem of stabilizing cart and pendulum shown in Fig. 1.
We show that the method introduced in this paper offers a new method to solve matching conditions which provides closed loop
stability. The dynamic equation of the cart and pendulum is given in van der Schaft24:
푞 =
[
푞1
푞2
]
, 푀(푞) =
[
1 푏 cos 푞1
푏 cos 푞1 푐
]
, 푉 = 푎 cos 푞1
푎 =
푔
푙
, 푏 =
1
푙
, 푐 =
푚 +푀
푙2푚
(40)
푚 is the mass of the pendulum,푀 is mass of cart, 푙 is the length of the pendulum and 푔 is the gravity. The position of the cart
is the equilibrium point of the system which stabilized for 푞∗
1
= 0 and an arbitrary 푞∗
2
. The solution procedure will be given as
follows step by step.
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FIGURE 1 Cart and Pendulum System.
Step 1. Let us define 푟 = 13 sub-regions in the configuration space of the EL system;
핊푖 ≜
{
푞|ℎ푖(푞) ≥ ℎ푙(푞), 푙 = 1, 2,… , 13, 푖 ≠ 푙, −휋2 < 푞 < 휋2} (41)
where ℎ푖(푞)
′s are chosen as ℎ푖(푞) = 푒
−(휖푖푙‖푞−푞푖‖)2 . Note that the 푞′푖 s are the value of generalized coordinates which correspond
ℎ푖 (푞)|푞=푞푖 = 1
Step 2. Write the potential energy matching condition at the centers of these sub-regions,
Let us define a matrix to solve condition given in (14)
푆푖 =푀푖푀
−1
푐푖 (42)
Potential energy matching condition of the cart and pendulum system, where parameters is given as follows (40),
퐺⟂
[[
푚푔푙 sin 푞1
0 0
]
− 푆푖
[
휕푉푐∕휕푞1
휕푉푐∕휕푞2
]]
= 0
푚푔푙 sin 푞1 = 푆푖(1, 1)
휕푉푐
휕푞1
+ 푆푖(1, 2)
휕푉푐
휕푞2
(43)
General solution of this PDE as,
푉푐(푞) =
푎
푆푖(1, 1)
cos
(
푞1
)
+Φ(푧(푞))
푧(푞) =
(
푞2 − 푞
∗
2
)
−
푆푖(1, 2)
푆푖(1, 1)
푞1
(44)
where Φ(푧(푞)) is an arbitrary differentiable function which satisfies the condition ∇푞Φ(푧(0)) = 0. According to Remark 2 to
establish 푉 hess (푞
∗) > 0, it is taken as Φ(푧) =
(
퐾푝∕2
)
푧2 where 퐾푝 > 0
푉푐(푞) = 퐾푝
(
푞2
2
2
− 푞2푞푐2 +
푞2
푐2
2
+
푞1
(
−푞2 + 푞푐2
)
푠12
푠11
+
푞2
1
푠2
12
2푠2
11
)
+
푎 cos 푞1
푠11
(45)
The gradient and Hessian of the 푉푐(푞) is obtained as follows:
∇푞푉푐(푞) =
⎡⎢⎢⎢⎣
퐾푝푠12
(
−푞2+푞
∗
2
+
푞1푠12
푠11
)
−푎 sin 푞1
푠11
−퐾푝
(
−푞2 + 푞
∗
2
+
푞1푠12
푠11
) ⎤⎥⎥⎥⎦ (46)
푉 푞푐ℎ푒푠푠
(푞) =
⎡⎢⎢⎣
(퐾푝푠212−푎푠11 cos 푞1)
푠2
11
−
퐾푝푠푖(1,2)
푆푖(1,1)
−
퐾푝푆푖(1,2)
푆푖(1,1)
퐾푝
⎤⎥⎥⎦ (47)
To establish 푉 푞푐ℎ푒푠푠 (푞) > 0, next conditions are found as:
푆푖(1, 1) < 0 푎푛푑 퐾푝 > 0 (48)
Step 3. Let us define an generalized inertia matrix of closed loop system in terms of ℎ푖(푞)s
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First we need to find additional conditions which holds푀푐푖 > 0.푀푐푖 matrices are solved ∀푖 which are described respect to
푆푖 matrix elements. The matrices푀푖s are given as:
푀푖 =
[
1 푚푖
푚푖 푐
]
, 푖 = 1, 2,… , 11 (49)
where 푚푖 = 푏 cos 푞
푖
1
and 푞푖
1
=
휋
2
− 푖 휋
12
, thus values of 푞1 = ±
휋
2
have not been evaulated because they cause singularity, then the
general form of푀푐푖s are obtained as follows,
푀푐푖 =
[ −푚푖푆푖(1,2)+푆푖(2,2)
−푆푖(1,2)푆푖(2,1)+푆푖(1,1)푆푖(2,2)
−6푆푖(1,2)+푚푖푆푖(2,2)
−푆푖(1,2)푆푖(2,1)+푆푖(1,1)푆푖(2,2)
푚푖푆푖(1,1)−푆푖(2,1)
−푆푖(1,2)푆푖(2,1)+푆푖(1,1)푆푖(2,2)
6푆푖(1,1)−푚푖푆푖(2,1)
−푆푖(1,2)푆푖(2,1)+푆푖(1,1)푆푖(2,2)
]
, 푖 = 1, 2,… , 11 (50)
To ensure that푀푐푖 > 0 ∀푖, the following conditions, which are derived by using Mathematica, must be satisfied,
푆푖(1, 2) > 0, −
푆푖(1, 1)
푆푖(1, 2)
< min
{
푚푖
}
,
푆푖(2, 1) <
푚1푆
2
푖 (1, 1) + 6푆1(1, 1)푆푖(1, 2)
푆푖(1, 1) + 푚푖푆푖(1, 2)
, 푆푖(2, 2) =
푚푖푆푖(1, 1) + 6푆푖(1, 2) − 푆푖(2, 1)
푚푖
(51)
in which 푆푖(1, 1) < 0. Let us define some constant scalars as 훼1 = −
푆푖(1,1)
푆푖(1,2)
, 훼2 = 푆푖(1, 2). From the second condition of (51), it
is easily realized that 0 < 훼1 < min
{
푚푖
}
and 훼2 > 0 and for the third condition of (51) let us define the scalar 훽 > 0. Finally
the conditions which are guaranteed푀푐푖 > 0 ∀푖 can be given as follows,
푆푖(1, 1) = −훼1훼2, 푆푖(1, 2) = 훼2,
푆푖(2, 1) =
훼1훼2
(
6 − 훼1푚푖
)
훼1 − 푚푖
− 훽, 푆푖(2, 2) =
(
6훼2 + 훽
)
푚푖 − 훼1
(
훽 + 훼2푚
2
푖
)
푚푖
(
−훼1 + 푚푖
) (52)
The matrices푀푐푖s can be rewritten in the terms of 훼1, 훼2, 훽 as follows,
푀푐푖 =
⎡⎢⎢⎢⎣
−훼1훽+푚푖(훽−훼2(−6+푚2푖 ))
훼2훽(훼1−푚푖)
2
푚푖(훽푚푖−훼1(훽+훼2(−6+푚2푖 )))
훼2훽(훼1−푚푖)
2
푚푖(훽푚푖−훼1(훽+훼2(−6+푚2푖 )))
훼2훽(훼1−푚푖)
2 −
푚푖(훼1훽푚푖−훽푚2푖 +훼
2
1
훼2(−6+푚2푖 ))
훼2훽(훼1−푚푖)
2
⎤⎥⎥⎥⎦ , 푖 = 1, 2,… , 11 (53)
in which 훽 > 0, 훼2 > 0, 0 < 훼1 < min{푚푖} ∀푖. Since the existence of 훼1 is guaranteed as long as min{푚푖} > 0, which is always
positive, so it is better to define a new parameter 0 < 훾 < 1 such that 훾 = 1 − 훼1
min{푚푖}
.
Step 4. Construct an approximate generalized inertia matrix of closed loop system:
푀̂푐(푞) =
∑
푖
(
푒−(휖푖(푞푖−푞))
2
푀̃푐푖 +푀푐푏푖
)
(54)
Using Matlab neural network toolbox, the parameters 휖푖s, 푀̃푐푖푠 and 푀푐푏푖s have been found explained in Remark 3 which is
satisfied (16). The approximation error of potential energy matching condition 휖(푞), is given in (33), is plotted in Figure 2 in the
case of 13 amount of sub-regions in the range of
{
−1.309 < 푞1 < 1.309
}
Step 5. Find some 퐽 (푞, 푞̇) = −퐽 푇 (푞, 푞̇) and푅(푞, 푞̇) = 푅푇 (푞, 푞̇) ≥ 0matrices such that hold the kinetic energymatching condition
given in (17). 퐽 (푞, 푞̇) can be chosen as in (20) and 푅(푞, 푞̇) can be chosen as follows for Cart and Pendulum system:
푅(푞, 푞̇) =
[
휑Σ(1,2)2
Σ(1,1)2
−
휑Σ(1,2)
Σ(1,1)
+
Σ(1,1)Π(1,1)
Σ(1,2)
+ Π(1, 2)
−
휑Σ(1,2)
Σ(1,1)
+
Σ(1,1)Π(1,1)
Σ(1,2)
+ Π(1, 2) 휑 − Σ(1,1)
2Π(1,1)
Σ(1,2)2
+ Π(2, 2)
]
(55)
in which Σ(푞, 푞̇) and Π(푞, 푞̇) defined as follows:
Σ = 퐺⟂푀푀−1푐
Π =
1
2
(
푀푐푀
−1퐶 − 퐶푐 +
(
푀푐푀
−1퐶 − 퐶푐
)푇) (56)
where 푅(푞, 푞̇) ≥ 0 for a constant 휑 ≥ 0.
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FIGURE 2 Potential energy matching condition error, 휖(푞) respect to 푞1.
Step 6. Construct energy shaping control rule. The control input, obtained from matching conditions is defined in (22). The
controller design parameters are chosen as, 퐾푝 =
1
100
, 훾 = 0.5, 훼2 = 20, 훽 = 30, 휑 = 0.002.
푢푐 =
(
퐺푇퐺
)−1
퐺푇
{[
퐶(푞, 푞̇) −푀푀̂−1푐
(
퐶푐(푞, 푞̇) + (퐽 + 푅)
)]
푞̇ +
[
휕푉
휕푞
−푀푀̂−1푐
휕푉푐
휕푞
]}
(57)
Step 7. Closed loop system potential energy function is plotted in Figure 3 for control parameters given below. To provide
FIGURE 3 Closed loop potatial energy function, 푉푐(푞).
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system asymptotic stability, dissipation added as follows:
푢푑 = −푘푣퐺
푇푀−1푀̂푐 푞̇, 푘푣 = 700 (58)
The results are presented in Figure 4 which illustrate time domain responses and 푞1 and 푞2 path via 푉푐(푞) is illustrated in Figures
5,6. Finally 퐻̇(푞, 푞̇) given in (30) and퐻(푞, 푞̇) are illustrated in Figure 7:
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FIGURE 4 System states for different initial conditions.
-1.5 -1 -0.5 0 0.5 1 1.5
-50
-40
-30
-20
-10
0
10
20
30
40
50
FIGURE 5 Trajectory for different initial conditions.
12 YILDIZ AND GOREN-SUMER
FIGURE 6 Trajectory for different initial conditions.
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FIGURE 7 퐻(푞, 푞̇) and 퐻̇(푞, 푞̇) for different initial conditions
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6 CONCLUSIONS
In this paper, the stability problem of underactuated EL system is considered. The standard method for stabilizing of EL systems
is controlled Lagrangian method. In this method, the constructing of the control law requires to solve a set of nonlinear nonho-
mogeneous partial differential equation. In this study, we proposed a method to obtain an approximate solution of these PDEs
based on an approximate model of the system. Furthermore, the stability analyzes of the closed loop system which is controlled
by the control rule using found the proposed method here is done using non-monotonic Lyapunov functions
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