Obtaining accurate streamflow predictions can be challenging due to the inherent variabilities and complex nonlinear nature in streamflow generation processes. Support vector regression model is an effective forecasting tool to forecast streamflow as it is able to capture the nonlinearity in the data and attain the global optimum parameters in the forecasted model. However, the efficiency of SVR might be hindered by noise that typically exists in any hydrological time series data through random influences and inaccuracies in recording. Thus, this condition could compromise the quality of input data into SVR. In this study, we investigate the effectiveness of forecasting monthly streamflow data using different settings of SVR in two ways. First, we use different variations of wavelet denoising technique using different selections of wavelet decomposition levels and mother wavelets in order to preserve information and reduce distortion of the original time series. For this purpose, we measured the impact of six different wavelets on SVR namely Daubechies of type db3, db4, db5, db6 and db7 with two different levels of decomposition which are level 3 and level 4. There is more information that may contribute to better performance of the model when the decomposition level is increase. Then, the data are applied using radial basis function (RBF) by performing K-fold cross-validation to obtain the optimal parameter for kernel function in forecasting streamflow. We illustrate the methods using the monthly streamflow data observed at Segamat River in the state of Johor. The results demonstrated that SVR based wavelet denoising for 1-month lead time streamflow forecasting of type db5 with level 3 give better results using Gaussian (RBF) kernel function based on K-fold cross-validation compared to regular SVR. This implies that reduced variance in the denoising procedure and obtain optimal parameter in kernel function may improve forecasting accuracy.
INTRODUCTION
Streamflow forecasting is important towards an effective operation of a water resource system. It is a fundamental and critical component of global and regional hydrological cycles (Makkeasorn et al., 2008) . It is associated with human water supply, the agricultural and industrial sectors and natural disasters including droughts and floods (Liu et al., 2014) . The streamflow time series always tend to be nonlinear, timevarying and indeterminate since it is influenced by both known factors, including precipitation, evaporation, temperature and many unknown factors. Hence, it is very difficult to make exact prediction of the streamflow. Over the last few decades, streamflow forecasting become more important because of the fluctuations of global climate change that causes extreme drought and flood events (Adamowski et al., 2010) . A variety of methods have been developed and used for streamflow forecasting including traditional statistical models such as multiple linear regression (MLR) and auto regressive integrated moving average (ARIMA) models (Mckerchar et al., 1974) , and machine learning techniques such as artificial neural networks (ANNs) and support vector machine (SVM) (Kim et al., 2001; Sivapragasam et al., 2001; Kisi et al., 2011) .
To date, SVM for regression or known as SVR, which is proposed by Cortes and Vapnik (1995) , has attracted a great deal of interest as an effective forecasting tools and is considered as an alternative approach of ANNs. This forecasting tool uses machine learning theory to maximize predictive accuracy while automatically avoiding overfitting to the data (Vapnik, 1995) . SVR is based on the structural risk minimization (SRM) principle rather than the empirical risk minimization (ERM) principle and basically involves solving a quadratic programming problem, thus can obtain the global optimum result of the original problem Wu et al., 2012; . SRM is an inductive principle for model selection used for learning from finite training data sets.
SVR was proposed by Vapnik et al. (1997) after SVM for classification problem. It becomes successfully applied in the field of hydrology. Liong and Sivapragasm (2002) employed the SVR for flood stage forecasting; Xiong and Li (2005) used SVR to forecast the sediment-carrying capacity; Bray and Han (2004) analyzed the best model based on the optimized parameters of SVR to forecast streamflow accurately; Lin et al. (2006) demonstrated the application of SVR to forecast monthly river flow discharges in the Manwan Hydropower Scheme; Wang et al. (2009) presented that SVR performed better than the ANN and ARIMA for forecasting monthly discharge time series; Yu and Xia (2008) proposed a runoff prediction model based on SVR and chaos theory; Mohsen et al. (2009) 
concluded
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326 that SVR is better than ANN in some case in runoff modeling; Lin et al. (2006) used SVR to predict long-term discharge.
Although SVR is useful in forecasting hydrological time series, it has llimitation on the highly non-stationary data change over a range scales (Liu et al., 2006; Cannas et al., 2006; Adamowski et al., 2011) . Wavelet transform is one of the path to deal with the non-stationary behavior in hydrological signals. The signals is presented as a timefrequency at different scales in the time domain and the time series data can be decomposed into various period while considering the physical structure of the data (Daubechies, 1990) . The application of wavelet transforms for analyzing variabilities, periodicities and trends in time series has been widely used in recent years (Smith et al., 1998; Lu, 2002; Chou et al., 2002; Xingang et al., 2003; Coulibaly et al., 2004; Partal et al., 2006) . Discrete wavelet transform (DWT) is applied by Smith et al. (1998) for assessing streamflow variability. Coulibaly and Burn (2004) employed DWT to characterize variability in annual Canadian streamflows. Partal and Kucuk (2006) performed DWT for identifying the possible trends in annual precipitation and concluded that the trend structure of data is well clearly explained based on analysis on DWT components of the precipitation. Milne et al. (2009) applied a wavelet packet transform to identify temporal variation of river water solutes.
The better forecasts can be possible to generate by combining the strengths of wavelet transform and SVR (or other data-driven models) (Kisi, 2008; Kisi, 2009; Nourani et al., 2009; Remesan et al., 2009; Pramanik et al., 2010; Shiri et al., 2010; Li, 2011; Tiwari et al., 2010; Kisi et al., 2012; Rasouli et al., 2012; Adamowski, 2013; Sang, 2013) . The combination of wavelet and SVR has been shown that it can give better prediction compared to regular SVR model in hydrological forecasting . The coupled model wavelet based data driven models including SVR has been demonstrated that it can yields more accurate forecasts than single data driven model (Kalteh, 2013) .
However, there are some issues of the wavelet-SVR model including the choice of an appropriate wavelet and the decomposition level. The choice of choosing an appropriate mother wavelet is the most important part in wavelet analysis (Sang, 2013; Kalteh, 2013) . In this paper, Daubechies (db) wavelets are considered because of its sensitivity in analyzing nonlinear time series Brito et al., 1998) . Besides, Daubechies wavelets are adopted because of consisting of certain characteristics that are vital for localizing events in time-dependent signals (Liu et al., 2014; Daubechies, 1990; Papivanov et al., 2002) . They are also widely used as a mother wavelets in hydrological time series using discrete wavelet transform (Liu et al., 2014) . Besides, it is important to select a suitable decomposition level for wavelet based SVR model since it can affects the accuracy of the model. When the decomposition level is increased, more detailed information of series at larger scales can be seen, but more input neutrals may reduce the computing efficiency which can decrease the stability of the model. Therefore, this study aims to evaluate the performance discrepancies resulting from different mother wavelets and decomposition levels in wavelet based SVR model using k-fold crossvalidation to obtain the optimal parameter in forecasting streamflow of Segamat River. Before starting training the SVR model, it is necessary to reduce the noise in streamflow time series since the hydrological data mostly consists of noise that can affects the forecasting accuracy of the streamflow. Hence, a denoise method based on wavelet is adopted which is called wavelet denoising. The SVR based wavelet denoising model is applied in one-step ahead forecasting for monthly streamflow and compare the results with those from the regular SVR model.
THEORITICAL BACKGROUND
It is necessary to reduce the noise in time series streamflow since it usually consists of noise which can influence the accuracy of the prediction. The wavelet is a powerful tool to process the time series streamflow signal due to the complexity of the streamflow process. The wavelet decomposition and reconstruction theory serve an effective denoise method which is known as wavelet denoising. The framework of the SVR based wavelet denoising is given in Fig. 1 while the details are shown as the follow of this section.
Fig. 1 The framework of the SVR based wavelet denoising
Support Vector Regression
In recent years, there has been a lot of interest in studying support vector machines (SVM) in the field of machine learning. SVR is one part of SVM to solve regression problems. The input vector for SVR is mapped to a high-dimensional feature space using a nonlinear mapping function (Wu et al., 2012) . Performing linear regression in the feature space can solve the nonlinear problems. The nonlinear mapping of into a feature space by a nonlinear function ϕ(x) is given by
The nonlinear regression problem can be expressed as
The dual form of the nonlinear SVR is given by
Functions that meet Mercer's condition Brito et al., 1998) can be proven to correspond to dot products in a feature space. Hence, any functions that satisfy Mercer's theorem can be used as a kernel which is shown as follows.
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Predicting streamflow 327 Therefore, the kernel function allows the decision function of nonlinear SVR to be expressed as follows.
where x denoted as the support vector and l is the number of support vector.
Wavelet denoise method
Wavelet analysis is a multi-resolution analysis that represented in time and frequency of time series data. The wavelet transform decomposes time series data into different components at different resolution levels using the mother wavelets (Tiwari et al., 2010 
where , ( ) denotes the successive wavelet, a represent the scale or frequency factor, b is a time factor and R is the domain of real numbers (Kisi et al., 2012) . The successive wavelet transform of f(t) for any time series f (t) ÎL 2 (R) can be defined as :
where ( ) ̅̅̅̅̅̅ is the complex conjugate functions of ( ) and the wavelet transform is the decomposition of f (t) using different resolution level. Using the successive wavelet transform W f (a,b) the original time series f (t) can be expressed as in Eq. (8) which is through wavelet reconstruction.
where ̂( ) denoted the Fourier transform of ( ) . The wavelet denoise procedure consists of three parts including wavelet decomposition, threshold processing and wavelet reconstruction which presented as follows:
 Wavelet decomposition. The proper wavelet function and suitable decomposition level, N are selected. The one lowfrequency wavelet coefficients and N high-frequency wavelet coefficients series can be obtained after calculate the wavelet transform of the original time series by applying Eq. (7).  Threshold processing. In order to determine insignificant high-frequency wavelet coefficients in wavelet transform coding of signals, a threshold T is used. The threshold is set as a standard threshold in this approach.  Wavelet reconstruction. The denoised time series can be obtained through wavelet reconstruction by employing Eq. (8) after acquire the low-frequency wavelet coefficients series and N high-frequency wavelet coefficients after threshold processing.
PERFORMANCE CRITERIA
One of the statistical method that can be used to evaluate the performance of machine learning based prediction algorithms is crossvalidation (Cheng et al., 2012) . In this paper, cross-validation is used to select a predictor and model selection for predicting streamflow of Johor River. Cross-validation is the process on dividing the datasets into two segments, which are for training and validation. The K-fold cross-validation is applied in this paper since it can maintain the accuracy of the estimation and reduce the computation time. The performance of the prediction algorithms can be estimated by the root mean squared error of cross-validation (RMSECV).
The appropriate model can be obtained by comparing RMSECV using four types of kernel function which are linear, polynomial, RBF and sigmoid kernel based on 10 types of denoised predictors. We acquire 10-fold cross-validation which means the data were divided into 10 equal sizes and the inner sum of RMSECV is taken over the observations in 10th segment. By applying K-fold cross-validation, all the datasets are eventually used for both training and testing and the best model will be selected based on lowest RMSECV. The RMSECV for parameter selection and root mean squared error (RMSE) for validation of the best model are given as follows:
where k = 1,2,....,10,Q = 12 and K = 10.
y ki denoted as the original denoised streamflow data and ŷ ki denoted as predicted denoised streamflow data using SVR.
CASE STUDY
Introduction of the area study
The Segamat River Basin is located in the state of Johor, in the southern Peninsular Malaysia. The river is about 777 km long and one of its tributaries is the Muar River which is about 23 km in lenghth and 14m above the sea level that flows through the Segamat town. The location of the Segamat River Basin of Segamat Station is shown in Fig. 2 . The streamflow data was observed from specifically in Segamat station for 11 years which is from January 2000 to December 2010 in cubic meter per second (m³/s). The data that we obtained was taken from Department of Irrigation & Drainage Malaysia. An automatic Water Level Recorder was used to measure and record the river flow data. In the applications, the first 32-year of flow data (75% of the whole datasets) were used for training and the remaining 10-year (25% of the whole datasets) were used for testing.
Fig. 2 The Segamat River Basin
Monthly streamflow forecasting
The monthly streamflow data measured from January 2000 until December 2010 of the Segamat station (2528414) is chosen in this research. According to previous research, there are some issues in wavelet decomposition including wavelet choice and decomposition level (Kisi et al., 2012) . Mostly previous studies have been ignored on these issues and they decide the wavelet choice and decomposition level based on personal preferences when using wavelet-based methods for streamflow predictions (Liu et al., 2014) . In this paper, these two issues are considered to improve the performance of the SVR based wavelet denoising model.
Daubechies wavelets db3-db7 were used for monthly time series to identify the influence of different mother wavelets on streamflow forecasting. These mother wavelets are used according to experiments and previous researches. Nowadays, there is no existing approach to choose the suitable mother wavelet for the applications in hydrolody. Hence, in this study, we consider a set of daubechies (db) wavelets to select the most suitable mother wavelet for streamflow prediction. The decision of optimal decomposition level is important since it can protect the information and reduces the distortion in original time series datasets (Liu et al., 2014) . It is depends on the size of time series datasets and the mother wavelet. Based on previous study by de Artigas et al. (2006) and Nalley et al. (2012) , the highest decomposition level, D, for the monthly time series of Segamat can be calculated as:
where N is the size of the monthly series and m is the number of vanishing moments of a db wavelet. Daubechies wavelets (db3-db7) were used for each monthly series. The maximum decomposition level for different Daubechies wavelets (db3-db7) were between 3.21 and 4.58 for the monthly series. Therefore, the numbers of decomposition level to be used in wavelet denoising are 3 and 4 levels. The original and de-noised signals of Segamat River is shown in Fig. 3 . The red line shows the original streamflow signal while the black line shows the denoised signal after applying wavelet denoising. There exist noise in the original streamflow since we can see the different between original and de-noised signals. The noise in stremaflow time series always with high frequency signal and the wavelet denoising is applied in this research to extract the high frequency signals. With the results of de-noised signal using wavelet denoising, it will be implemented in SVR to evaluate the SVR based wavelet denoising models for 1-month lead time. In order to obtain the optimal parameters of the model, 10-fold cross-validation is used in SVR. According to Table 1 , there are three parameters to be tuned including C,  and d while  is set as 0.001.Parameter C represents for the soft margin cost function,  is the parameter of RBF kernel function, d denotes the degree polynomial kernel function and  represents the epsiloninsentive value in SVR. 
RESULTS AND DISCUSSION
After performing the forecasting models, the RMSECV statistics of the SVR based wavelet denoising models were compared over the training period to obtain the optimal parameters using 10-fold crossvalidation based on different wavelets, decomposition levels and four types of kernel functions. Table 2 , 3 and 4 show the performance statistics of the models during the training period at Segamat station for a 1-month lead time. It can be noted from Table 3 that the best performance with lowest RMSECV was obtained using 3 decomposition levels of db5 wavelet using RBF kernel function. According to this result, it is found that the suitable kernel function of SVR based wavelet denoising is RBF and the optimal parameters are = 5, = 2.09. Besides, previous researches also have shown that RBF is proved as the best kernel function in SVR for nonlinear forecasting (Wu et al., 2009) . The results highlight the importance of considering different decomposition levels, mother wavelets and kernel functions in SVR based wavelet denoising analysis. The best SVR based wavelet denoising model is indicated in bold font.
With respect to the monthly streamflow data, the 1-month lead time forecasts over the testing period of 10 years for Segamat station demonstrated the varying accuracy of the selected SVR based wavelet denosing model and regular SVR model. The performance statistics of this comparison models in the testing period are given in Table 5 . As can be seen from Table 5 , it is noted that the SVR based wavelet denoising model for monthly streamflow forecasting at Segamat station was superior to the regular SVR. In general, the SVR based wavelet denoising seems to be more accurate than the regular SVR model for forecasting streamflow. The original signal in monthly streamflow consists of certain high frequency which is referred as noise that can give influence in streamflow forecasting accuracy. Wavelet denoising method is adopted to eliminate the influence of noise existed in streamflow time series by extracting the high frequency part from the signals. This is why the SVR based wavelet denoising performs better than the regular SVR. 
CONCLUSION
The accuracy of the SVR based wavelet denoising model has been investigated for forecasting monthly streamflow of Segamat River in Johor. The SVR based wavelet denoising were obtained using wavelet denoising and support vector regression. We consider two important factors of the wavelet decomposition phase, which are decomposition levels and mother wavelets and different types of kernel function in SVR that will affect the performance of SVR, based wavelet denoising model. The SVR based wavelet denoising is adopted to find the optimal parameter in SVR accoding to lowest RMSECV using 10-fold crossvalidation in the training phase. There are four types of kernel functions have been used including RBF, polynomial, linear and Sigmoid kernel. The forecasting skill of the models was tested using monthly streamflow from Segamat station located in Johor. The test results were compared with the regular SVR for 1-month ahead streamflow forecasts and it demonstrated noticebale differences in the SVR based wavelet denoising models with different combinations of decomposition levels, mother wavelets, and kernel functions. Based on this analysis, the results show that RBF kernel is the most suitable kernel for db5 with 3 level decompositions.
