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12Introduzione
Il sistema di controllo della velocit a di crociera, il cosiddetto cruise control,  e un
sistema retroazionato in grado di mantenere la velocit a di un veicolo, dopo avere
impostato quella di riferimento. Il sitema, valuta la velocit a, la confronta con quella
scelta e che agisce sul motore, aumentandone o diminuendone la potenza erogata
a seconda che la velocit a rilevata sia minore o maggiore di quella impostata. La
variazione della velocit a dell'autoveicolo  e in
uenzata da condizioni interne, quali gli
attriti presenti nelle componentistiche meccaniche dello stesso, e da condizioni esterne,
quali variazioni della pendenza del percorso, la presenza di vento e in generale di tutti
gli attriti che si incontrano durante il moto. Tale dispositivo, mantenendo costante la
velocit a del veicolo, permette un notevole risparmio energetico, eliminando le brusche
variazioni di moto con un conseguente aumento del confort di viaggio.
Il progetto  e atto allo studio e alla simulazione di tale sistema al ne di soddisfare
determinate condizioni di progetto. Dopo aver ottenuto il modello matematico, il
problema di asservimento verr a arontato con diversi approcci, quali l'utilizzo di un
controllore PID, il metodo del luogo delle radici e l'analisi in frequenza. L'ultimo
passo prevede la simulazione dei risultati ottenuti mediante Simulink.
341 Analisi del progetto
1.1 Modellizzazione del sistema Cruise Control
1.1.1 Analisi sica, equazioni del modello e denizione parametri
Per il problema, utilizzeremo un modello di macchina (considerato puntiforme) di
massa m, sul quale agisce la forza motrice u controllabile, contrastata dagli attriti
(volventi e dovuti al motore) proporzionali alla velocit a, racchiusi in bv. (Figura 1)
Figura 1: Modello graco adottato






si ottiene il modello dierenziale del primo grado
u=m_ v+bv
Dato che il nostro interesse  e riposto nella velocit a, imponiamo che sia questa la
grandezza d'uscita
y=v
Si ottiene quindi un sistema lineare del primo grado, in generale esprimibile, nello
spazio di stato come
(
_ z = Az + Bu














Cerchiamo ora di estrarre da tale sistema l'equazione di trasferimento dello stesso.
Per semplicarne il calcolo, passiamo nel dominio di Laplace, ottenendo






U(s)  ! U(s) = V (s)(ms + b) (2)








Passiamo ora alla denizione dei parametri che verranno utilizzati durante il
problema. Essi sono
variabile valore imposto
Massa del veicolo m 1000 [kg]
Coefficiente d'attrito b 50 [Ns/m]
Spinta motrice u 500 [N]
Velocit a di riferimento r 10 [m/s]
1.1.2 Comandi Matlab e implementazione della FDT
Passiamo ora all'implementazione del modello ottenuto matematicamente in Matlab.
Deniamo per prima cosa le variabili, assegnando loro i valori decisi in analisi:
m = 1000; %Massa veicolo
b = 50; %Coefficiente d'attrito
u = 500; %Spinta motrice






SScruise=ss(A,B,C,D) %Crea il modello nello spazio di stato
s=tf('s')
T function=(1/(ms+b) %definizione della funzione di trasferimento
denisco il modello e la relativa funzione di trasferimento, trovata in analisi.
1.1.3 Speciche richieste
Passiamo ora alla denizione delle speciche che il controllore dovr a soddisfare. Aven-
do impostato una spinta motrice di 500N, il veicolo sar a in grado di raggiungere la
velocit a massima di 10m=s. Si suppone che l'auto riesca a raggiungerla in un tempo
inferiore ai 5 s, con una sovraelongazione massima del 10% e un errore a regime del
2%. Imponiamo quindi le seguenti speciche:
• tempo di salita < 5s
• sovraelongazione < 10%
• errore a regime < 2%
1.2 Analisi del sistema in catena aperta
1.2.1 Risposta al gradino
Analizziamo ora la risposta del sistema, privo di controllori, ad un ingresso a gradino
rappresentante la spinta motrice, di intensit a specicata nei parametri. In matlab,
procediamo con i comandi
6step(u*T Function)
ottenendo
Figura 2: Risposta al gradino ad anello aperto
Osservando la gura, si nota che la risposta non presenta sovraelongazioni, che
essa raggiunge la velocit a scelta in fase di progetto ma in un tempo troppo lungo. Da
qui la necessit a di progettare un controllore in grado di restringere tale intervallo.
1.2.2 Mappa Zeri/Poli in catena aperta
Analizzando la funzione di trasferimento (3), noto che il sistema in catena aperta
presenta un solo polo nel punt   b
m, quindi stabile. Posso rappresentare questo nel
piano complesso tramite il comando
pzmap(T function); axis([ 1 1  1 1]); %Mappa di poli e zeri
ottenendo:
Figura 3: Graco di poli e zeri ad anello aperto
7da questa, viene confermata la stabilit a (la posizione del polo  e nel semipiano
sinistro) e la lentezza della risposta (data il valore del polo molto basso). Dato che
non possiamo modicare i parametri del sistema per velocizzare la risposta, dovremo
neccessariamente procedere con il progetto di un controllore, in grado di modicare
la posizione degli zeri e dei poli in catena chiusa in modo da raggiungere le speciche
desiderate.
1.2.3 Diagramma di Bode della FDT in catena aperta
 E utile anche rappresentare il diagramma di Bode della FDT in catena aperta: tale
diagramma,  e ottenibile con il comando
bode(T function)
che permette di ottenere
Figura 4: Diagramma di Bode ad anello aperto
Dal graco si nota il comportamento tipico dei sistemi di ordine uno, con il modulo
che alle alte frequenze cala di -20 dB/Dec.
82 Progetto del controllore
2.1 Introduzione al progetto del controllore in retroazione
Un sistema si dice in retroazione unitaria (negativa) se il segnale in uscita al sistema
viene riportato in ingresso, in modo che l'eettivo segnale in ingresso al sistema sia
dato dalla dierenza tra il segnale originale e l'uscita ripresa. La situazione pu o essere
rappresentata schematicamente come:
Figura 5: Schema a blocchi sistema in retroazione unitaria negativa
dove U(s)  e la funzione di trasferimento dell'utilizzatore descritta dall'equazione
(3) e supposta nota mentre C(s)  e quella del controllore da implementare.
La retroazione descritta dallo schema  e unitaria negativa. Ci o signica che il
segnale y(t) viene riportato all'ingresso del controllore, non riscalato e con segno
opposto rispetto all'originale. Il segnale eettivamente in ingresso, quindi,  e
e(t) = r(t)   y(t)
con e(t) che rappresenta l'errore compiuto dal sistema nel far inseguire il segnale
di riferimento r(t) dall'uscita y(t).
I calcoli necessari ad ottenere la FDT in retroazione, sono pi u semplici se fatti nel
dominio di Laplace. Eettuiamo pertanto la trasformzione, ottenendo:
E(s) = R(s)   Y (s) (4)
Continuando con l'analisi, rappresentanto Y (s) e X(s)
Y (s) = X(s)U(s);X(s) = E(s)C(s) (5)
si ottiene












Il controllore, quindi, ha la funzione di trasformare il segnale ricevuto E(s) in un
segnale X(s), modicando il guadagno di Bode in catena aperta e introducendo zeri e
poli, la cui azione si combiner a a quella di sistema. La funzione di trasferimento viene
quindi modicata in modo tale da ottenere un'uscita che soddis alla BIBO stabilit a
e alla resistenza a piccole perturbazioni dello stato del sistema, e a tutte le speciche
ssate in fase di progettazione, in particolare:
9• errore a regime, in fase di progetto si dovr a tener conto del fatto che la
funzione di trasferimento originale  e quella di un sistema di tipo zero, che insegue
quindi il gradino con errore a regime costante e non nullo: occorer a quindi
procedere con l'introduzione di un polo nell'origine, in modo da elevare il tipo
del sistema;
• tempo di salita, riconducibile all'analisi della pulsazione di attraversamento,
sfruttando poi il legame esistente tra tempo di salita della risposta al gradi-
no, banda passante in catena chiusa e pulsazione di attraversamento in catena
aperta.
• sovraelongazione, traducibile in una condizione sul margine di fase a partire
dal legame tra sovraelongazione, picco di risonanza relativo (in frequenza) e
margine di fase della corrispondente funzione in catena aperta.
2.2 Progetto del controllore P-I-D
Con il termine PID si  e soliti indicare un tipo di controllore che realizza sul segnale la
combinazione lineare di tre azioni: Proporzionale, Integrativa e Derivativa. Queste,
sono descritte in forma sintetica nella funzione:




nella quale scrittura si notano i tre contributi. In particolare:
• Proporzionale (Kp): comporta una riduzione del tempo di salita del sistema
incrementando il guadagno in catena aperta, oltre ad una riduzione dell'errore
a regime.
• Integrale (Ki): comporta l'eliminazione dell'errore a regime nei casi di ingresso
costante o a gradino, ma pu o portare ad un rallentamento nella risposta del
sistema.
• Derivativo (Kd): comporta un incremento della stabilit a del sistema, riducen-
do le sovraelongazioni e migliorando il comportamento transitorio.
Come casi particolari, questi controllori prevedono il P(controlloreproporzionale)
(se Ki = Kd = 0), l'I (controllore integrativo) (se Kp = Kd = 0), il PD (controllore
proporzionale-derivativo) (se Ki = 0) e il PI (controllore proporzionale-integrativo)
(se Kd = 0). Occorre inoltre precisare l'impossibilit a realizzativa di controllori de-
scritti da funzioni improprie. Per ovviare al problema, quando necessario, si potranno
aggiungere poli ad alta frequenza, cos  da rendere il controllore proprio senza tuttavia
alterarne la forma. Manipolando l'equazione del controllore (8), si possono mettere
in evidenza le costanti di tempo che in essa compaiono:
CPID(s) =


















Ki rappresenta la costante di tempo dell'azione integrale e Td = Kd
Kp la
costante di tempo dell'azione derivativa.
Tutto quello che n'ora  e stato detto, lo si pu o riportare in mathlab in due modi:
• Attraverso la denizione manuale della funzione di trasferimento da utilizzare
Kp = 1; %Azione proporzionale
Ki = 1; %Azione integrale
Kd = 1; %Azione derivativa
s = tf('s');
Cpid = Kp + Ki/s + Kd*s %Funzione di trasferimento
che restituisce
Cpid =
s^2 + s + 1
-----------
s





Kp + Ki * --- + Kd * s
s
with Kp = 1, Ki = 1, Kd = 1
Procediamo ora con il progetto, partendo dalla denizione del controllore Proporzio-
nale.
2.2.1 Progetto del controllore Proporzionale
Lo scopo di un controllore puramente proporzionale, andando a modicare il gua-
dagno di Bode,  e quello di ridurre il tempo di salita del sistema. Si ha inoltre una
riduzione dell'errore a regime (ma non la sua eliminazione). Riprendiamo la funzione
di trasferimento in catena chiusa del controllore (7): possiamo ora modularla in modo
da andare a considerare l'eetto dovuto all'inserimento di un blocco controllore. Dopo









ms + b + Kp
(10)
con Tprop(s) ancora del primo ordine: non saranno quindi presenti sovraelongazioni.
Procediamo ora per tentativi sulla variabile Kp in modo da rispondere alle speciche
del pregetto: iniziamo con Kp=100, con una velocit a di riferimento di 10m/s.
Generiamo ora il graco in Matlab utilizzando una costante proporzionale Kp =
100 e una velocit a di riferimento r = 10 m/s.
11r=10; %Velocita' di riferimento
s=tf('s');
T function=1/(m*s + b);
Kp=100; %Costante proporzionale
Cpid=pid(Kp); %F Trasferimento PID
%Generazione della funzione di trasferimento in catena chiusa
T prop = feedback(Cpid*T function,1)
step(r*T prop)
ottenendo il relativo graco della risposta al gradino:
Figura 6: Risposta al gradino con controllore proporzionale (Kp = 100)
Da una comparazione con i risultati ottenuti in precedenza, si nota come la risposta
al gradino previo l'inserimento del controllore, sia molto pi u rapida. Nonostante ci o,
non sono soddisfatti i requisiti di errore a regime e tempo di salita.
12(a) Controllore proporzionale
(b) Catena aperta
Figura 7: Confronto delle risposte al gradino
 E possibile ovviare al problema del non soddisfacimento dei requisiti aumentando
il guadagno. Sia ora Kp = 5000. Riprendiamo la sola risposta al gradino:
Figura 8: Risposta al gradino con controllore proporzionale (Kp = 5000)
13Si nota come ora l'errore a regime sia praticamente nullo e come il tempo di salita
rientri nelle speciche di progetto. La realizzazione sica, tuttavia,  e resa dicile
dal fatto che, con tale controllore, il motore dovrebbe essere in grado di fornire un
impulso molto grande, dovendo far passare la velocit a del veicolo da 0 a 10m/s in circa
un secondo. In questa analisi, non saranno considerate valide soluzioni del genere, in
quanto meccanicamente di dicile realizzazione.
2.2.2 Progetto del controllore Proporzionale Integrativo
Dovendo progettare un sistema sicamente realizzabile, occorrer a quindi mantenere
Kp entro un certo limite. Volendo poi eliminare l'errore a regime, si dovr a ricorrere ad
un'altra tipologia di controllori: quelli Proporzionali-Integrativi, con la parte integrale
che  e in grado di eliminare l'errore a regime. Un tale controllore presenta una funzione
di trasferimento del tipo:













ms2 + (b + Kp)s + Ki
(12)
Al solito procediamo per tentativi, considerando come prima opzione Kp = 600 e
Ki = 1.
r=10; %Velocita' di riferimento
s=tf('s');
T function=1/(m*s + b);
Kp=500; %Costante proporzionale
Ki=1; %Costante integrale
Cpid=pid(Kp,Ki); %F Trasferimento PID
%Generazione della funzione di trasferimento in catena chiusa
T prop int=feedback(Cpid*T function,1)
step(r*T prop int)
ottenendo la seguente risposta:
Figura 9: Risposta al gradino con controllore PI (Kp = 600, Ki = 1)
14 E ora possibile aggiustare i parametri Kp e Ki per migliorare la curva del sistema
facendo attenzione al fatto che, un guadagno proporzionale troppo alto, potrebbe
portare a una non realizzabilit a. In Figura (2.5) sono rappresentate quattro possibili
implementazioni del sistema con controllore PI con diversi guadagni proporzionali e
integrativi: si pu o notare come in (10b) e (10d) compaia una sovraelongazione molto
pronunciata.
(a) Kp = 500 e Ki = 20 (b) Kp = 500 e Ki = 40
(c) Kp = 600 e Ki = 20 (d) Kp = 600 e Ki = 40
Figura 10: Confronto delle risposte al gradino con controllo PI
Un'implementazione ottimale, dopo vari tentativi, la si ottiene con Kp = 1000 e
Ki = 50. Il graco della risposta al gradino con tali parametri,  e:
15Figura 11: Risposta al gradino con controllore PI (Kp = 1000, Ki = 50)
Con questi parametri, tutte le speciche richieste in fase di progettazione sono
rispettate, con l'uscita che si porta a regime in un valore compreso nel vincolo (deciso
in progetto) 102% m/s in un tempo  5s rimanendo poi stabile senza sovraelonga-
zione. Al ne della ricerca del controllore ottimo, non occorerebbe quindi procedere
con la progettazione del controllore proporzionale-integrativo-derivativo (PID).
2.2.3 Progetto del controllore Proporzionale Integrativo Derivativo
Pur essendo state soddisfatte le speciche del progetto, andiamo a vedere il cam-
biamento che si ha nella funzione di trasferimento con l'introduzione di un blocco
derivativo, il cui eetto  e quello di introdurre uno zero nella FDT.
L'equazione del controllore PID  e:












Kdbs2 + Kps + Ki
(m + Kd)s2 + (b + Kp)s + Ki
(14)
Procediamo all'identicazione dei tre parametri operando al solito per tentativi:
r=10; %Velocita' di riferimento





%Generazione della FDT in catena chiusa
Tcl=feedback(Cpid*T function,1)
step(r*Tcl)
16Osserviamo ora quattro implementazioni del controllore e sucessivamente l'imple-
mentazione ottima.
(a) Kp = 500, Ki = 20, Kd = 20 (b) Kp = 500, Ki = 60, Kd = 60
(c) Kp = 800, Ki = 20, Kd = 20 (d) Kp = 800, Ki = 60, Kd = 60
Figura 12: Confronto delle risposte al gradino con controllo PID
Figura 13: Risposta al gradino con controllore PID (Kp = 800, Ki = 40, Kd = 20)
2.2.4 Conclusioni sulla progettazione dei controllori PID
Analizzando i tre tipi di controllori, P, PI e PID, abbiamo vericato come un semplice
aumento del guadagno (controllore P) non sia suciente a soddisfare tutte le carat-
17teristiche decise in analisi: la risposta al gradino utilizzando tale controllore, infatti,
pur rispettando tutte le speciche di progettazione, non  e meccanicamente realizza-
bile.  E suciente inserire una componente integrale (controllore PI) per ovviare al
problema, continuando a rispettare le richieste di progetto. Un andamento ottimo  e
stato osservato utilizzando i parametri Kp = 1000 e Ki = 50. Abbiamo inoltre ana-
lizzato il comportamento del sistema con un controllore PID osservando una risposta
altrettanto rapida quanto la precedente.
2.3 Analisi con il luogo delle radici
Dopo aver progettato il controllore PID, arontiamo ora l'analisi utilizzando il me-
todo del luogo delle radici. Il criterio di Nyquist permette di ottenere informazioni
poche informazioni in pi u oltre alla BIBO stabilit a, quali la robustezza della sta-
bilit a, valutabile attraverso la distanza del diagramma di Nyquist dal punto critico
 1 + j0. Il metodo del luogo delle radici, invece, permette la determinazione, se pur
approssimata, dei singoli poli della funzione di trasferimento ad anello chiuso, oltre
all'individuazione di eventuali valori critici del guadagno K in corrispondenza ai quali
si vericano delle transizioni nel comportamento del sistema, previa conoscenza esatta
della funzione di trasferimento in catena aperta. Consideriamo ora lo schema a bloc-
chi in gura (14): tracceremo il luogo delle radici che preveder a la posizione dei poli
in catena chiusa in un sistema retroazionato, composto da un blocco utilizzatore e da
un guadagno variabile, che sar a quello che ci permetter a di ottenere diversi luoghi.
Figura 14: Schema a blocchi per l'analisi con il luogo delle radici
Riprendendo l'analisi fatta per l'estrazione della FDT in retroazione, la funzione















I poli del sistema saranno quindi le soluzioni dell'equazione
q(s) + Kp(s) = 0 (18)
Sia ora n = deg(b(s)) e m = deg(a(s)). Il sistema in catena chiusa avr a sempre n
poli, corrispondenti al numero di poli di U(s)).
18Chiamiamo luogo delle radici l'insieme dei punti s 2 C che soddisfano l'equazio-
ne (18) al variare di K 2 R, K6=0. Pi u precisamente, i punti che soddisfano tale
equazione per valori di K>0 formano il cosiddetto luogo positivo, mentre quelli che
la soddisfano per valori negativi del paramtro K rappresentano il luogo negativo.
Nel prosieguo dell'analisi, com' e consuetudine, restringeremo l'attenzione al solo luo-
go positivo. Tale graco, sar a caratterizzato da n rami, corrispondenti alle soluzioni
dell'equazione (18). Questi, partiranno dagli n poli di U(s) e si chiudoneranno negli
m zeri I rami partono dagli n poli di U(s) e si chiudono negli m zeri o all'innito, nel
caso in cui n > m. Una volta tracciato il graco del luogo, da esso si potranno trarre
alcune importanti informazioni:
• i punti in cui il luogo delle radici attraversa l'asse immaginario sono quelli in
cui nel sistema si verica una variazione della stabilit a;
• pi u un polo  e situato lontano dall'asse immaginario, maggior stabilit a si avr a
nel sistema;
• tutti i poli presenti nel semipiano immaginario destro, sono da considerare
instabili, dato che avranno parte reale R > 0;
• dando al coeciente di smorzamento  un'interpretazione angolare, intersecando
il luogo con la semiretta passante per l'origine e corrispondente a , si possono
stabilire i valori di K per i quali i poli abbiano un minimo .
2.3.1 Progettazione del controllore con il metodo del luogo
Osservando la FDT in catena chiusa, si nota che essa  e identica a quella di un sistema







ms + b + Kp
(19)
cio e la funzione di trasferimento di un sistema con controllore proporzionale. (10).
Prima di procedere con l'implementazione del sistema in matlab, occorre tradurre
i limiti imposti in fase di analisi per determinare le regioni del luogo che faranno
al caso nostro. Ci riferiamo, in particolare, alla sovraelongazione e al tempo di
salita. Le seguenti equazioni, permettono di ottenere i parametri opportuni:




 0:36 rad/s (20)
• un limite del 10% al fenomeno della sovraelongazione, impone un coeciente di








con Mp rappresentante la massima sovraelongazione del sistema;
Procediamo quindi con l'implementazione in Matlab
T function = 1/(m*s + b);
rlocus(T function) %Plot del luogo
axis([ 0.6 0  0.6 0.6]); %Limiti degli assi
sgrid(0.6, 0.36) %Impone i valori trovati per avere
%tempo di salita e sovrael. accettabili
19Il risultato dell'elaborazione fornisce il graco di Figura (15).
Figura 15: Graco del luogo
Le due linee tratteggiate individuano le zone in cui il coeciente di smorzamento
 e costante e uguale a 0:6; esso  e maggiore di tale valore tra le due linee e minore fuori
di esse. La semiellisse, individua le regioni in cui la pulsazione naturale  e costante e
pari a 0:36rad=s; essa  e maggiore di tale valore fuori dall'ellisse e minore all'interno.
Analizzando (15) si nota come l'unico polo sia situato nel semipiano sinistro (sta-
bile) e come l'unico rammo da esso individuato, data l'assenza di zeri, si chiuda
all'innito. La disposizione del polo nella zona stabile, ci permette di concludere che
il sistema  e stabile per ogni valore del guadagno K: ovviamente, verrebbero inclusi
anche i K non rispettanti i limiti imposti in analisi.
Sfruttiamo quindi il comando di Matlab rlocfind. Essi ci aiuter a a scegliere il
guadagno appropriato in modo da avere i poli in catena chiusa nella regione desiderata,
semplicemente cliccando con il mouse un punto posto all'esterno dell'ellisse e tra le
due semirette.
[Kp,poles]=rlocfind(T function)
Si ottiene un graco selezionabile. Scegliendo un punto in esso:
20Figura 16: Scelta di un polo sul luogo delle radici







Il valore restituito da Matlab  e quello da associare al guadagno Kp nella funzione
di trasferimento del controllore (19). Con i soliti comandi, si ottiene la risposta al
gradino del controllore:
T=feedback(Kp*T function,1); %Creazione della FDT in retroazione con il Kp trovato
t=0:0.1:20;
step(r*T,t)
axis([0 20 0 12])
osservabile assieme ad altre possibili scelte di Kp in gura 17.
21(a) Punto selezionato [ 0:4244 + 0:0019{] (b) Kp = 374:4122, Polo in  0:4244
(c) Punto selezionato [ 0:9437 + 0:0093{] (d) Kp = 893:7689, Polo in  0:9438
(e) Punto selezionato [ 1:9502   0:0056{] (f) Kp = 1900:2, Polo in  1:9502
Figura 17: Confronto delle risposte al gradino con diversi poli
Analizzando la g 17 e ricordando quanto detto nell'introduzione all'analisi con il
metodo del luogo, dato che il risultato  e analogo a quello di un controllore proporzio-
nale, si avranno gli stessi problemi evidenziati nell'analisi di quest'ultimo, riguardanti
l'errore a regime e la relazione esistente tra tempo di salita e realizzabilit a meccanica.
Procederemo quindi, analogamente all'introduzione dei controllori PD, alla denizione
di una rete ritardatrice.
2.3.2 Progetto della rete ritardatrice
Per ovviare ai problemi dati dall'utilizzo di un controllore ottenuto tramite il luo-
go delle radici, in particolare per quanto riguarda l'errore a regime, introduciamo
22la progettazione di una rete ritardatrice. Essa  e descritta dall'equazione (22) ed  e
composta da una coppia zero-polo in cui quest'ultimo, trovandosi pi u vicino all'asse
immaginario, agisce in anticipo sullo zero provocando uno sfasamento in ritardo.
In Figura (18) si possono osservare il luogo delle radici e il diagramma di Bode





(a) Luogo delle radici rete ritardatrice (b) Diagramma di Bode rete ritardatrice
Figura 18: Esempio di rete ritardatrice
L'introduzione di una tale rete, porta come vantaggio l'aumento del guadagno
alle basse frequenze, lasciandolo inalterato alle alte. L'incremento  e rappresentabile
dal rapporto z0
p0. Come opposto, una rete ritardatrice tende a spostare il graco del
luogo verso destra, zona indesiderata perch e zona di instabilit a. Per compensare il
problema, il polo e lo zero vengono posti vicini e non molto discostanti dallo zero, in
modo da minimizzare il fenomeno della traslazione.
Richiamando l'equazione per la determinazione degli asintoti nel luogo delle radici,





Quando un tale compensatore viene aggiunto al sistema, il valore di questa inter-
sezione si riducer a. Il numero di zeri e poli rimarr a lo stesso, ma il polo aggiunto  e in
modulo un numero negativo pi u piccolo dello zero. Si ha cos  il risultato di spostare
l'intersezione degli asintoti con l'asse reale verso destra.
La funzione di trasferimento del sistema utilizzante il blocco ritardatore assieme
al controllore proporzionale  e:
T(s) =
Kps + Kpz0
ms2 + (b + mp0 + Kp)s + (bp0 + Kpz0)
(24)
il cui luogo  e ottenibile attraverso i comandi:
% RETE RITARDATRICE
z= 0.3; %Valore dello zero
p= 0.03; %Valore del polo
C rit=(s z)/(s p); %Funzione di trasferimento della rete ritardatrice
rlocus(C rit*T function); %Creazione del luogo
23axis([ 0.6 0  0.4 0.4])
sgrid(0.6,0.36);
ottentendo
Figura 19: Luogo delle radici del sistema con rete ritardatrice
Procediamo ora come con l'analisi con il luogo, selezionando un punto nel graco
al ne di ottenerne il guadagno.
[Kp,poles]=rlocfind(C lag*T function) %Scelta di un punto sul grafico del luogo
%Risposta al gradino con Kp selezionato
closedloop=feedback(Kp*C lag*T function,1); %Funzione di anello chiuso
t=0:0.1:20;
step(r*closedloop,t) %Risposta al gradino









24Figura 20: Risposta al gradino del sistema con rete ritardatrice
Notiamo come in g 20 tutte le speciche siano soddisfatte, come l'errore a regime
sia praticamente nullo e come la sovraelongazione rientri entro limiti accettabili.
2.3.3 Conclusioni sullo studio con il luogo delle radici
Le conclusioni all'analisi con tale metodo possono essere riassunte in quelle fatte pro-
gettando i controllori PID: nella gura 17b, si vede come un basso guadagno non
permetta di correggere l'errore a regime, mentre in 17f, un guadagno troppo alto si
traduce in una non realizzabilit a meccanica. L'introduzione poi di una rete ritarda-
trice, ha come eetto l'aumento della velocit a di risposta del sistema e l'attenuazione
dell'errore a regime di un fattore 10 ( z0
p0 = 0:3
0:03 = 10). In g 20, tutte le speciche
sono soddisfatte.
La Figura (17) evidenzia chiaramente come, studiando il sistema con il metodo
del luogo delle radici, si ripresentino i medesimi problemi riscontrati per il controllore
proporzionale: un guadagno troppo basso (Figura (17b)) non riesce a correggere l'er-
rore a regime del sistema mentre un guadagno troppo alto lo rende meccanicamente
irrealizzabile (Figura (17f)).
2.4 Studio in frequenza del controllore
La rappresentazione della funzione di trasferimento W(s), essendo a dominio e co-
dominio complesso, richiederebbe quattro dimensioni. Data l'impraticabilit a di tale
rappresentazione, si ricorre all'utilizzo della risposta in frequenza
W(|!) : C ! C con 0  ! < 1 (25)
cio e una funzione di trasferimento valutata dietro sostituzione s ! j!: questa so-
stituzione, corrisponde a valutare la funzione di trasferimento per valori immaginari
puri. Analizzeremo quindi la risposta del sistema a segnali in ingresso del tipo
u(t) = Asin(!0t + '0) (26)
che secondo il teorema della risposta iniziale, dopo un'iniziale fase transitoria,
verr a modicato dal sistema in un segnale con la medesima pulsazione, amplicato
25di un fattore jG(j!)j e con la fase modicata di un fattore (!0). La generica uscita,
quindi sar a del tipo:
y(t) = jG(|!)jAsin(!0t + '0 + (!0)) (27)
Come nello studio nel dominio temporale, anche in frequnza si individuano alcuni
parametri fondamentali, la cui utilit a  e legata alla loro pi u semplice computabilit a ed
al fatto che siano strettamente collegati ai parametri temporali. Essi sono:
• Bp Banda passante a 3dB: individua l'intervallo di pulsazioni [0,Bp] in cui
si ha
jG(|!)jdB  jG(0)jdB   3dB (28)
Tenuto conto del fatto che 3dB corrispondono a un fattore 1 p







• !r Pulsazione di risonanza: se presente  e unica, essa  e la pulsazione !r > 0
in corrispondenza alla quale il modulo di G(|!) assume il valore massimo.
• Mr Picco di risonanza: rappresenta il rapporto, tipicamente espresso in dB,





Tra le rappresentazioni pi u signicative della risposta in frequenza c' e sicuramente
la rappresentazione tramite diagrammi di Bode. I diagrammi di Bode per una data
risposta in frequenza sono due: uno per il modulo e uno per la fase, entrambi in fun-
zione del logaritmo della pulsazione. Tale rappresentazione presenta come parametri
fondamentali:
• !A Pulsazione di attraversamento:  e quella pulsazione positiva (se esiste,  e
unica) in corrispondenza alla quale il diagramma di Bode delle ampiezze della
data W attraversa l'asse delle ascisse. In generale, esso  e dato dalla soluzione
di:
jW(|!A)j = 20logW(|!A) = 0 ! jW(|!A)j = 1 (31)
•  A Fase di attraversamento (PM):  e la fase alla quale si ha la pulsazione di
attraversamento. Essa sar a quindi:
 A = arg(W(|!A)) (32)
• m  Margine di fase:  e denita come la perdita di fase alla pulsazione !A tale
da rendere il sistema instabile. Essa  e denita come:
m  =  +  A = 180 +  A (33)
262.4.1 Diagramma di Bode e risposta in catena aperta
Consideriamo il sistema in gura (21) rappresentante un generico sistema in catena
aperta, considerandolo come controllato da un guadagno Kp: procediamo alla sua
analisi in frequenza utilizzando i diagrammi di Bode.
Figura 21: Sistema in anello aperto con controllore generico











Per utilizzare i diagrammi di Bode, dobbiamo vericare che la risposta del sistema
in catena aperta con controllore unitario sia stabile. Abbiamo gi a eettuato tale
analisi, con Kp unitario, nella sezione 1.2.1. Riportiamo per comodit a la risposta al
gradino del sistema.
Figura 22: Risposta al gradino del sistema con controllore prop. unitario
Il diagramma di bode di (34)  e gi a stata considerata in gura (4, di seguito
riportata). Possiamo quindi procedere all'analisi del sistema in catena chiusa.
27Figura 23: Diagramma di Bode del sistema controllore unitario in catena aperta
2.4.2 Studio della risposta in frequenza in catena chiusa
Consideriamo ora il sistema in retroazione negativa unitaria. Esso  e rappresentato in
gura (24):
Figura 24: Sistema in retroazione unitaria negativa





Analizzando la gura (23), notiamo come il guadagno a basse frequenze sia pari a
circa -34dB, traducibile in sserr = 98%. A prova di ci o, verichiamo come la risposta
in catena chiusa sia eettivamente soggetta ad un tale errore, con i comandi:
%Risposta al gradino per il sistema in catena chiusa
T retro=feedback(Kp*T function,1);
step(r*T retro);
28Figura 25: Risposta al gradino in catena chiusa del sistema (Kp = 1)
Al ne di migliorare tale risultato in modo da portarci in valori accettabili (sserr <
2%), riprendendo l'equazione (35), otteniamo che il guadagno di Bode dovr a essere
M!!0 > 33:8dB. Ci o equivale ad una traslazione verso l'altro del diagramma del
modulo di un valore pari a (33:8 ( 34))dB = 67:8dB. Questo, si traduce nell'utilizzo
di un guadagno di Bode pari a Kp = 2455. Vediamo il diagramma di Bode del sistema
compensato, dov' e stato messo in evidenza il margine di fase.
Figura 26: Diagramma di Bode del sistema in anello aperto (Kp = 2455)
Vediamo ora la risposta al gradino del sistema retroazionato con il Kp ottenuto
nella precedente analisi.
29Figura 27: Risposta al gradino del sistema retroazionato (Kp = 2455)
Osservando la gura (27) si nota, come  e stato fatto per l'analisi del sistema
con controllore proporzionale, come il sistema non presenti sovraelongazioni, come
raggiunga la velocit a richiesta di 10m=s con un errore del 2% in un tempo che, per o,
non permette la meccanica realizzabilit a del sistema. Procediamo con il progetto di
una rete ritardatrice, analogamente a quanto fatto in precedenza.
2.4.3 Progetto di una rete attenuatrice







);[ < 1] (36)
il cui diagramma  e riportato in gura (28)
Figura 28: Diagramma di Bode di una rete attenuatrice
30come detto nel paragrafo (2.3.2), l'eetto di una tale rete  e quello di aggiungere
un guadagno pari ad  alle basse frequenze. L'eetto di questo quadagno  e quello
di decrementare l'errore a regime dello stesso fattore. Dato che il guadagno del com-
pensatore  e unitario alle medie e alte frequenze, la stabilit a e le caratteristiche del
sistema non sono in generale modicate.
L'eetto negativo di tale compensatore riguarda la fase: infatti, si ha l'aggiunta di
una fase negativa tra le frequenze del polo e dello zero di un valore massimo pari a circa
 90. Occorrer a quindi una certa attenzione nell'analisi del margine di fase, che dovr a
rispettare le caratteristiche tali da garantire stabilit a. Questo obiettivo  e raggiunto








La scelta dei parametri T e  pu o essere eettuata per tentativi, con l'obiettivo
di far coincidere la nuova pulsazione di attraversamento con la pulsazione desiderata
e di decrementare la fase il minimo possibile, in modo da continuare a rispettare il
margine di fase minimo richiesto, oppure si pu o ragionare analizzando i parametri in
nostro possesso.
Un errore a regime sserr = 2% impone un guadagno di bode pari a
1
1 + M!!0
 100% < 0:02 ) Mlin > 49 ) MdB > 33:8dB (38)








= 0:36 rad/s (39)





Uno smorzamento  = 0:6 (equazione (21)) richiede che il margine di fase minimo
PM sia
PM = 100 = 60
Vediamo il diagramma di Bode di tale rete, con i parametri sopra calcolati, mettendo





T lag=(1/a)*(1+a*t*s)/(1+t*s); %Funzione di trasferimento del compensatore
margin(Kp*T lag*T function); %Diagramma di Bode con marg. fase in evidenza
ottenendo:
31Figura 29: Diagramma di Bode della rete attenuatrice ottenuta
Vediamo ora la risposta al gradino del sistema completo in catena chiusa, al ne
di apprezzarne la bont a:




Figura 30: Risposta al gradino del sistema completo
2.4.4 Conclusioni
Analizzando il sistema in frequenza, in primis con controllore proporzionale, siamo
giunti alle stesse conclusioni alle quali arrivammo con il metodo per tentativi, ottenen-
do cio e un sistema rispettante le caratteristiche ma non meccanicamente realizzabile.
Introducendo una rete ritardatrice, dopo aver calcolato i parametri di questa, siamo
riusciti a migliorare notevolmente la risposta al gradino del sistema, che continua a
rispettare le speciche progettuali ed  e teoricamente realizzabile.
323 Simulazione del modello con Simulink
Riprendendo l'analisi fatta nel capitolo (1), andiamo ora a simulare il sistema untiliz-
zando l'estensione di Matlab Simulink. Partiremo con l'analisi del sistema in catena
aperta per poi passare alla progettazione dei controllori utilizzando gli strumenti
oerti dal programma.
3.1 Modello e analisi in Simulink
Il modello applicato  e lo stesso del capitolo (1), riporteremo di seguito solamente le
equazioni siche che lo regolano: per i dettagli, rivedere il suddetto capitolo.
m_ v = u   bv ! _ v =
1
m
(u   bv) (40)
con i soliti parametri (m = 1000kg, b = 50Ns=m e u = 500N). Il sistema verr a
modellizzato sommando le forze che agiscono sulla massa (la macchina), integran-
do poi l'accelerazione (_ v) per ottenere la velocit a. Avremo quindi che l'uscita (la






Inseriamo quindi il blocco integratore, che ci dar a la velocita (e quindi l'uscita)
preceduto dal blocco della massa, dato che l'accelerazione  e data dalla somma delle
forze divisa per questa:
Procediamo ora con l'aggiunta delle rimanenti forze, partendo dalla variabile b
rappresentante gli attriti.
La seconda forza  e quella entrante, u, rappresentata dal gradino che verr a aggiunto
al blocco sommatore. Per analizzare poi la velocit a (l'uscita), aggiungiamo il blocco
visualizzatore, connesso all'uscita del blocco integratore.
33Otteniamo quindi il sistema nale in catena aperta. Procediamo alla sua simula-
zione, settando un tempo di simulazione di 120 secondi. Analizzando la risposta del
sistema, otteniamo il seguente ben noto graco.
Figura 31: Risposta al gradino del sistema in catena aperta simulato
Analogamente all'analisi fatta nei primi capitoli, dobbiamo procedere alla proget-
tazione dei soliti controllori, al ne di migliorarne le caratteristiche.
3.2 Simulazione del sistema con controllore PI e PID
Come analizzato nei capitoli precedenti, un controllore PI  e in grado di diminuire
il tempo di salita della risposta portandolo entro i limiti richiesti dalle speciche,
34evitando al contempo, grazie all'azione integrale, una salita troppo brusca.
3.3 Simulazione controllore PI
Procediamo con l'introduzione nello spazio di lavoro del blocco controllore PI. Esso  e
visibile nella parte sinistra della gura (32). Procediamo alla simulazione del sistema,
modicando i parametri temporali al ne di limitare la simulazione a 20 secondi.
Otteniamo la seguente risposta visibile in gura (33) che, secondo previsioni,  e identica
a quella ottenuta con Matlab visualizzabile in gura (11). I parametri utilizzati per
le due costanti del controllore, sono gli stessi (kp = 1000, ki = 50).
Figura 32: Retroazione con blocco controllore PI
Figura 33: Risposta del sistema retroazionato con blocco controllore PI
Procediamo ora alla simulazione del sistema con controllo PID.
353.4 Simulazione controllore PID
Procediamo con l'introduzione nello spazio di lavoro del blocco controllore PID. Esso  e
visibile nella parte sinistra della gura (34). Procediamo alla simulazione del sistema,
ottenendo la risposta visibile in gura (35) che, secondo previsioni,  e identica a quella
ottenuta con Matlab visualizzabile in gura (13). I parametri utilizzati per le due
costanti del controllore, sono gli stessi (kp = 800, ki = 40 e kd = 20).
Figura 34: Retroazione con blocco controllore PID
Figura 35: Risposta del sistema retroazionato con blocco controllore PID
3.5 Simulazione di controllore con rete attenuatrice
Simuliamo ora la risposta del sistema utilizzante una rete attenuatrice, utilizzando i
parametri ottenuti nell'analisi nel capitolo 2.3.2.
363.5.1 Analisi con parametri ricavati dal luogo delle radici
Riprendiamo la funzione di trasferimento della rete attenuatrice (equazione (41)) e la







ms2 + (b + mp0 + Kp)s + (bp0 + Kpz0)
(42)
In simulink procediamo alla costruzione del sistema utilizzando il blocco transfer
function, rappresentante la funzione di trasferimento, seguito dai blocchi rappresen-
tanti il sistema.
Figura 36: Schema a blocchi del sistema con rete ritardatrice
Osserviamo ora la risposta al gradino con zero e polo rispettivamente in 0:3 e 0:03,
con Kp = 1028.
Figura 37: Risposta al gradino con rete ritardatrice
3.5.2 Analisi con parametri ricavati dallo studio in frequenza
La funzione di trasferimento della rete attenuatrice analizzata in frequenza si pu o








;[ < 1] (43)
37Lo schema di tale sistema  e:
Figura 38: Schema a blocchi del sistema con rete ritardatrice
Utilizzando i parametri   0:02 e T  1389 calcolati al capitolo (2.4.3) otteniamo
la seguente risposta al gradino:
Figura 39: Risposta al gradino con rete attenuatrice in frequenza
4 Conclusioni nali
Questa tesina ha trattato la modellizzazione, la realizzazione e la simulazione di un
cruise control, un controllo in grado di far mantenere la velocit a ad un veicolo.
Lo studio ha seguito vari approcci:
• utilizzando controllori di tipo P, PI e PID;
• utilizzando il metodo dell'analisi del luogo delle radici con l'aggiunta di una rete
attenuatrice
• utilizzando l'analisi in frequenza con l'aggiunta di una rete attenuatrice
38I risultati matematici sono poi stati simulati con Simulink, per valutarne l'eet-
tiva bont a. Il controllore (P)  e stato scartato in quanto, pur soddisfacendo ai criteri
matematici, forniva una risposta eccessivamente impulsiva e di dicile realizzazio-
ne. Analogamente, sono state trascurate le soluzioni che presentavano il medesimo
problema ottenute con le altre tipologie d'analisi, quella ottenuta mediante l'analisi
del luogo delle radici senza rete attenuatrice e quella ottenuta mediante lo studio in
frequenza senza la stessa rete.
Un buon controllore, invece,  e stato ottenuto con il (PI). Risultati analoghi per
quanto riguarda la bont a del controllore (PID).
39