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Abstract
The quantum dynamics of a damped and forced harmonic oscilla-
tor described by a Lindblad master equation is analyzed. The master
equation is converted into a matrix-vector representation and the re-
sulting non-Hermitian Schro¨dinger equation is solved by Lie-algebraic
techniques allowing the construction of the general solution for the
density operator.
1 Introduction
The open system dynamics of the density operator ρˆ(t), a positive operator
with trace ρˆ(0) = 1, is described by the Lindblad master equation
dρˆ
dt
= −i [Hˆ, ρˆ ]
+
µ
2
(2aˆρˆaˆ† − aˆ†aˆρˆ− ρˆaˆ†aˆ) + ν
2
(2aˆ†ρˆaˆ− aˆaˆ†ρˆ− ρˆaˆaˆ†). (1)
for a forced harmonic oscillator with Hamiltonian
Hˆ = ω(aˆ†aˆ+ 1/2)− f(t) (aˆ† + aˆ) (2)
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with a time-dependent force f(t) ∈ R, where aˆ† and aˆ are the familiar bosonic
creation and destruction operators with commutator |aˆ, aˆ†] = 1. The damp-
ing coefficients µ and ν (with µ > ν ≥ 0) describe phenomenologically the
coupling to an environment representing (homogeneous) loss and (inhomo-
geneous) pumping of particles, respectively. In the following it will be con-
venient to introduce the parameters
γ′ = (µ+ ν)/2 ≥ 0 and γ = (µ− ν)/2 ≥ 0 (3)
denoted as diffusion and dissipation constants [1]. We will use units with
~ = 1 throughout.
The case of a force-free harmonic oscillator has been studied in detail
in [2], where a general solution is derived, i.e. a solution ρˆ(t) for an arbitrary
initial condition ρˆ(0). For the forced oscillator, a special class of solutions of
the form
ρˆ(t) = b(t) e−|β(t)|
2/b(t) eβ(t)aˆ
†
eσ(t)aˆ
†aˆ eβ
∗(t)aˆ (4)
could be constructed in a recent study by the author [3] allowing for exam-
ple to describe the convergence to the limit cycle distribution ρˆ(`c)(t) for a
harmonic force. The parameters in (4) are given by b(t) = 1 − u(t), where
u(t) = eσ(t) is a solution of the Riccati equation u˙ = ν − (µ + ν)u + µu2,
which does not depend on the parameters of the Hamiltonian and can be
solved in closed form. The force enters via β(t) = b(t)α(t), where α(t) is a
solution of
α˙ = −(iω + γ)α + if(t) . (5)
Alternatively the states (4) can be rewritten using the relations [4]
ezaˆ+waˆ
†
= ezaˆewaˆ
†
e−zw/2 = ewaˆ
†
ezaˆezw/2 , eyaˆexaˆ
†aˆ = exaˆ
†aˆeye
xaˆ (6)
as
ρˆ(t) = Dˆ(α(t)) ρˆth(t) Dˆ
†(α(t)) (7)
in terms of the thermal distribution
ρˆth(t) =
1
Z(t)
eσ(t)aˆ
†aˆ (8)
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with the partition function
Z = trace eσaˆ
†aˆ =
1
1− eσ =
1
b
(9)
and the unitary displacement operator
Dˆ(α) = eαaˆ
†−α∗aˆ with |α〉 = Dˆ(α)|0〉, (10)
which generates a coherent state |α〉 from the oscillator ground state. These
states are known as single mode thermal coherent states [?] describing a
thermal mixed state displaced in phase space. As shown in [3] such a thermal
coherent state is form-invariant under the Lindblad evolution.
Often the driving force is time-periodic, f(t+T ) = f(t), as for example in
the celebrated case of harmonic driving, and one can look for a time-periodic
solution ρˆ(t+ T ) = ρˆ(t). Such a Floquet-solution can be found as a thermal
coherent state (7) with time-periodic coefficients. Periodicity of u(t) requires
u(t) = ν/µ and therefore b(t) = 2γ/µ and σ(t) = log(ν/µ). The remaining
parameter, the displacement α(t), must be a periodic solution α(`c)(t) of the
differential equation (5), as for example
α(`c)(t) =
f0
2
( eiΩt
ω + Ω− iγ +
e−iΩt
ω − Ω− iγ
)
(11)
for f(t) = f0 cos Ωt. It should be noted, of course, that this periodic distri-
bution agrees with the long-time limit, the limit cycle distribution
ρˆ(`c)(t) = 2γ
µ
elog
ν
µ
(|α(`c)(t)|2+nˆ−α(`c)(t)aˆ†−α(`c)∗(t) aˆ) (12)
as discussed in [3].
In the present notes we will construct the general solution of the Lindblad
dynamics in three steps: First the system is transformed into a matrix-vector
representation, a Schro¨dinger-like picture with a non-Hermitian Hamiltonian
Hˆ, which can also be viewed as two interacting forced harmonic oscillators
with decay. In a second step this system is solved using Lie-algebraic tech-
niques and finally transformed back to the original density matrix represen-
tation.
3
2 Matrix – vector transformation
Linear operators acting on Hilbert space form a linear space and an element
A of this space can also be denoted by a ket-vector |A〉. One can define a
scalar product of two elements A and B of this space as
〈A|B〉 = traceA†B . (13)
The linear operators on this Liouville space are also called superoperators.
The Lindblad dynamics of the density operator can be transformed into a
vector representation using the Kronecker product (see the book by Steeb
and Hardy [5] as well as [6])). Here we follow the application by Fujii [2] to
the force-free and time-independent harmonic oscillator. It should be noted
that a similar technique has also been developed by Ban [?] (see also [?]).
The result is a Schro¨dinger-like equation for the vector |ρ(t)〉 representing
the density operator ρˆ(t), namely
i
d|ρ〉
dt
= Hˆ|ρ〉. (14)
The (super)Hamiltonian Hˆ is given by
Hˆ = Hˆ0 + iGˆ , (15)
where Hˆ0 is a representation of the Hamiltonian and Gˆ of the Lindblad term.
Following Fujii [2] one can use the tensor or Kronecker product ⊗, a bilinear
product of (quadratic) matrices satisfying for instance
(A1 ⊗B1)(A2 ⊗B2) = (A1A2)⊗ (B1B2) , (A⊗B)† = A† ⊗B† , (16)
which implies
(A⊗B)n = An ⊗Bn (17)
and
eA⊗B =
∑
n
1
n!
(A⊗B)n =
∑
n
1
n!
An ⊗Bn . (18)
If one of these matrices is equal to the unit matrix I this yields
eA⊗I = eA ⊗ I , eI ⊗A = I ⊗ eA . (19)
4
Furthermore we see from
(A⊗ I)(I ⊗B) = A⊗B = (I ⊗B)(A⊗ I) (20)
that A⊗ I and I ⊗B commute and hence
eA⊗I+I⊗B = eA⊗IeI⊗B = (eA ⊗ I)(I ⊗ eB) = eA ⊗ eB . (21)
An important application of the Kronecker product, which will be em-
ployed in the following, is the transformation of matrix differential equations
dX
dt
= AXB ⇐⇒ d~x
dt
= (A⊗BT ) ~x , (22)
dX
dt
= AX +XB ⇐⇒ d~x
dt
= (A⊗ I + I ⊗BT ) ~x , (23)
where the BT is the transpose of B and
X = (xjk) ⇐⇒ ~x = (x11, x12, . . . , x21, . . .)T (24)
as well as
AXB ⇐⇒ (A⊗BT ) ~x , AX +XB ⇐⇒ (A⊗ I + I ⊗BT ) ~x. (25)
Applying this transformation to the damped harmonic oscillator in eqs. (1)
and (2), the Hamiltonian appears as
Hˆ0 = ω (nˆ⊗ 1ˆ− 1ˆ⊗ nˆ)− f(aˆ† ⊗ 1ˆ + aˆ⊗ 1ˆ− 1ˆ⊗ aˆ† − 1ˆ⊗ aˆ) (26)
and the representation of the Lindblad term is
Gˆ = µaˆ⊗ aˆ+ νaˆ† ⊗ aˆ† − γ′ (nˆ⊗ 1ˆ + 1ˆ⊗ nˆ+ 1ˆ⊗ 1ˆ) + γ 1ˆ⊗ 1ˆ (27)
with aˆT = aˆ† and the number operator nˆ = aˆ†aˆ (compare [2]). Note that
Hˆ0 and Gˆ are both Hermitian. This can now be rewritten in terms of the
operators
Kˆ0 = nˆ⊗ 1ˆ + 1ˆ⊗ nˆ+ 1ˆ⊗ 1ˆ , Kˆ+ = aˆ† ⊗ aˆ† , Kˆ− = aˆ⊗ aˆ (28)
with Kˆ0 = Kˆ
†
0 , Kˆ− = Kˆ
†
+, which satisfy the su(1, 1) commutator relations
[Kˆ0, Kˆ±] = ±2Kˆ± , [Kˆ+, Kˆ−] = −Kˆ0 (29)
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as can be easily shown using (16). (Note that in [2] Kˆ0 is denoted by 2Kˆ3.)
In addition we define
Iˆ = 1ˆ⊗ 1ˆ and Nˆ = nˆ⊗ 1ˆ− 1ˆ⊗ nˆ (30)
(denoted by Kˆ0 in [2]), which commute with Kˆ0 and Kˆ±, and
Aˆ = aˆ⊗ 1ˆ , Bˆ = 1ˆ⊗ aˆ (31)
with Aˆ† = aˆ† ⊗ 1ˆ, Bˆ† = 1ˆ⊗ aˆ† and
Kˆ+ = aˆ
† ⊗ aˆ† = (aˆ† ⊗ 1ˆ)(1ˆ⊗ aˆ†) = Aˆ†Bˆ† (32)
Kˆ− = aˆ⊗ aˆ = (aˆ⊗ 1ˆ)(1ˆ⊗ aˆ) = AˆBˆ (33)
Kˆ0 = (aˆ
†aˆ)⊗ 1ˆ + 1ˆ⊗ (aˆ†aˆ) + 1ˆ⊗ 1ˆ (34)
= (aˆ† ⊗ 1ˆ)(aˆ⊗ 1ˆ) + (1ˆ⊗ aˆ†)(1ˆ⊗ aˆ) + 1ˆ⊗ 1ˆ = Aˆ†Aˆ+ Bˆ†Bˆ + Iˆ .
The commutators can be easily determined as
[Aˆ, Bˆ] = [Aˆ, Bˆ†] = [Aˆ†, Bˆ] = [Aˆ†, Bˆ†] = 0 , (35)
[Aˆ, Aˆ†] = [Bˆ, Bˆ†] = 1ˆ⊗ 1ˆ = Iˆ (36)
as well as
[Kˆ0, Aˆ] = −Aˆ , [Kˆ+, Aˆ] = −Bˆ†, [Kˆ−, Aˆ] = 0 (37)
[Kˆ0, Aˆ
†] = Aˆ† , [Kˆ+, Aˆ†] = 0 , [Kˆ−, Aˆ†] = Bˆ (38)
[Kˆ0, Bˆ] = −Bˆ , [Kˆ+, Bˆ] = −Aˆ†, [Kˆ−, Bˆ] = 0 (39)
[Kˆ0, Bˆ
†] = Bˆ† , [Kˆ+, Bˆ†] = 0 , [Kˆ−, Bˆ†] = Aˆ (40)
and
[Nˆ , Aˆ] = −Aˆ , [Nˆ , Aˆ†] = Aˆ† , [Nˆ , Bˆ] = Bˆ , [Nˆ , Bˆ†] = −Bˆ† . (41)
We then obtain
Hˆ0 = ωNˆ − f (Aˆ† + Aˆ− Bˆ† − Bˆ) , (42)
Gˆ = µKˆ− + νKˆ+ − γ′ Kˆ0 + γ Iˆ . (43)
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3 Lie algebraic solution
In this section we construct a solution of the Schro¨dinger-like equation (14)
for the vector |ρ(t)〉, or, preferably, for the time-evolution operator defined
by |ρ(t)〉 = Uˆ(t)|ρ(0)〉, namely
i
d
dt
Uˆ(t) = Hˆ Uˆ(t) (44)
with Uˆ(0) = Iˆ for the non-Hermitian Hamiltonian Hˆ = Hˆ0 + iGˆ and
Hˆ0 = ωNˆ − f(t) (Aˆ† + Aˆ− Bˆ† − Bˆ) , (45)
Gˆ = µKˆ− + νKˆ+ − γ′Kˆ0 + γIˆ, (46)
where the operators Kˆ0 and Kˆ± satisfy the su(1, 1) commutator relations
(29) and Nˆ in eq. (30) can be written as
Nˆ = Aˆ†Aˆ− Bˆ†Bˆ. (47)
One observes that the algebra generated by the nine operators closes and
can be decomposed as a semidirect sum R⊂+S of the simple su(1, 1) algebra
S = {Kˆ0, Kˆ+, Kˆ−} and the radical R = {Aˆ†, Aˆ, Bˆ†, Bˆ, Iˆ, Nˆ} (see, e.g., [7]
and references therein). In fact, the algebra is identical to the algebra L˜9
in [7] and one can easily modify the solution described there in detail for the
closely related algebra L9.
For the further analysis we will need the Γˆj-evolved operators Γˆk of our
algebra, i.e. the operators
exΓˆj Γˆke
−xΓˆj = Γˆk + x [Γˆj, Γˆk] +
x2
2!
[Γˆj, [Γˆj, Γˆk] ] + . . . . (48)
Here we find, for example,
exAˆAˆ†e−xAˆ = Aˆ† + x [Aˆ, Aˆ†] +
x2
2!
[Aˆ, [Aˆ, Aˆ†] ] + . . . = Aˆ† + x, (49)
because of [Aˆ, Aˆ†] = 1, and
exAˆ
†
Aˆe−xAˆ
†
= Aˆ+ x [Aˆ†, Aˆ] +
x2
2!
[Aˆ†, [Aˆ†, Aˆ] ] + . . . = Aˆ− x. (50)
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Table 1: Γˆj-evolved Γˆk, i.e. the operators e
xΓˆj Γˆke
−xΓˆj .
Γˆj \ Γˆk Aˆ† Aˆ Bˆ† Bˆ
Kˆ0 e
xAˆ† e−xAˆ exBˆ† e−xBˆ
Kˆ+ Aˆ
† Aˆ−xBˆ† Bˆ† Bˆ−xAˆ†
Kˆ− Aˆ†+xBˆ Aˆ Bˆ†+xAˆ Bˆ
Nˆ exAˆ† e−xAˆ e−xBˆ† exBˆ
The same relations are also valid for Bˆ and Bˆ† and some more are listed in
table 1 (see also the similar table II in [7]). For future reference we also note
the relations
exNˆeyAˆe−xNˆ = ey e
−xAˆ , exNˆeyAˆ
†
e−xNˆ = ey e
xAˆ† , (51)
exNˆeyBˆe−xNˆ = ey e
xBˆ , exNˆeyBˆ
†
e−xNˆ = ey e
−xBˆ† , (52)
which follow from those in table 1 by expanding the exponential function.
Separating the Hamiltonian as Hˆ = HˆS + HˆR with
HˆS = iµKˆ− + iνKˆ+ − iγ′Kˆ0 ∈ S (53)
HˆR = ωNˆ − f (Aˆ† + Aˆ− Bˆ† − Bˆ) + iγIˆ ∈ R , (54)
the time-evolution operator can be factorized as
Uˆ = UˆSUˆR (55)
where UˆS and UˆR are solutions of
i
d
dt
UˆS = HˆS UˆS , i
d
dt
UˆR = (Uˆ
−1
S HˆRUˆS) UˆR, (56)
as discussed in [7]. Note that Uˆ−1S HˆRUˆS ∈ R, because R is the radical.
We first have to construct US, which can be conveniently obtained as the
exponential product
UˆS(t) = e
d+(t)Kˆ+ed0(t) Kˆ0ed−(t)Kˆ− , (57)
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where the d-coefficients are time-dependent, satisfying three coupled differ-
ential equations [7]. In the present case, however, HS does not depend on
time, and therefore we have
UˆS(t) = e
−iHˆS t = eµtKˆ−+νtKˆ+−γ
′tKˆ0 . (58)
This can be rewritten in the product form (57) using the disentangling rela-
tions [2] with parameters
d+(t) =
ν
γλ(t)
sinh(γt) , d−(t) =
µ
γλ(t)
sinh(γt) (59)
λ(t) = e−d0(t) = cosh(γt) +
γ′
γ
sinh(γt) . (60)
Note that d±, d0 and λ are real valued.
In the next step, one has to construct UˆR(t). First we calculate
Hˆ′R = Uˆ−1S HˆRUˆS = Uˆ−1S (ωNˆ − f (Aˆ† + Aˆ− Bˆ† − Bˆ) + iγIˆ)UˆS . (61)
The first and the last term in the sum (61) are trivial, Uˆ−1S NˆUˆS = Nˆ and
Uˆ−1S IˆUˆS = Iˆ, because Nˆ and Iˆ commute with Kˆ0 and Kˆ±. The other terms
can be easily evaluated with help of table 1, as for example
Uˆ−1S Aˆ
†UˆS = e−d−Kˆ−e−d0 Kˆ0e−d+Kˆ+Aˆ†ed+Kˆ+ed0 Kˆ0ed−Kˆ−
= e−d−Kˆ−e−d0 Kˆ0Aˆ†ed0 Kˆ0ed−Kˆ−
= e−d0e−d−Kˆ−Aˆ†ed−Kˆ− = e−d0(Aˆ† − d−Bˆ) (62)
and in the same way
Uˆ−1S Aˆ UˆS = (e
d0 − d+d−e−d0)Aˆ+ d+e−d0Bˆ†, (63)
Uˆ−1S Bˆ
† UˆS = e−d0(Bˆ† − d−Aˆ), (64)
Uˆ−1S Bˆ UˆS = (e
d0 − d+d−e−d0)Bˆ + d+e−d0Aˆ†, (65)
and therefore one obtains
Hˆ′R = ωNˆ − f (1− d+)e−d0(Aˆ† − Bˆ†)
−f (ed0 + (1− d+)d−e−d0)(Aˆ− Bˆ) + iγIˆ
= c1Nˆ + c2Aˆ+ c3Aˆ
† + c4Bˆ + c5Bˆ† + c6Iˆ , (66)
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with
c1 = ω , c2 = −c4 = −f(ed0 + (1− d+)d−e−d0) ,
c3 = −c5 = −f(1− d+)e−d0 , c6 = iγ . (67)
One can easily show that
ed0 + (1− d+)d−e−d0 = (1− d+)e−d0 = eγt (68)
and with
c2 = c3 = −c4 = −c5 = −f(t) eγt = c(t) ∈ R (69)
we obtain
Hˆ′R = ωNˆ + c(t) (Aˆ+ Aˆ† − Bˆ − Bˆ†) + iγIˆ . (70)
For the product of exponentials
UˆR = e
g1Nˆeg2Aˆeg3Aˆ
†
eg4Bˆeg5Bˆ
†
eg6Iˆ (71)
we find using exNˆ Aˆ = e−xAˆexNˆ , exNˆ Aˆ† = exAˆ†exNˆ and exNˆ Bˆ = exBˆexNˆ ,
exNˆ Bˆ† = e−xBˆ†exNˆ (see table 1) as well as exAˆAˆ† = (Aˆ†+x)exAˆ and exBˆBˆ† =
(Bˆ† + x)exBˆ (see eq. (50))
dUˆR
dt
= g˙1Nˆe
g1Nˆeg2Aˆeg3Aˆ
†
eg4Bˆeg5Bˆ
†
eg6Iˆ + g˙2e
g1Nˆ Aˆeg2Aˆeg3Aˆ
†
eg4Bˆeg5Bˆ
†
eg6Iˆ
+g˙3e
g1Nˆeg2AˆAˆ†eg3Aˆ
†
eg4Bˆeg5Bˆ
†
eg6Iˆ + g˙4e
g1Nˆeg2Aˆeg3Aˆ
†
Bˆeg4Bˆeg5Bˆ
†
eg6Iˆ
+g˙5e
g1Nˆeg2Aˆeg3Aˆ
†
eg4BˆBˆ†eg5Bˆ
†
eg6Iˆ + g˙6e
g1Nˆeg2Aˆeg3Aˆ
†
eg4Bˆeg5Bˆ
†
Iˆeg6Iˆ
=(g˙1Nˆ+g˙2e
−g1Aˆ+g˙3eg1Aˆ†+g˙4e−g1Bˆ+g˙5eg1Bˆ†+g˙3g2+g˙5g4+g˙6)UˆR. (72)
Inserting this and (66) into i dUˆR
dt
= Hˆ′R UˆR and comparing both sides, we see
that that the gj(t) satisfy the differential equations
g˙1 = −ic1 , g˙2 = −ic2eg1 , g˙3 = −ic3e−g1 , g˙4 = −ic4e−g1 ,
g˙5 = −ic5eg1 , g˙6 = −i(c6 − c3g2e−g1 − c5g4eg1) , (73)
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with gj(0) = 0. These equations can be solved by quadrature, and, using
c1 = ω, c6 = iγ and relations (69) for the c2, . . . c5, we have
g1(t) = −iωt (74)
g2(t)=−i
∫ t
0
c(t′)e−iωt
′
dt′ , g3(t)=−i
∫ t
0
c(t′)eiωt
′
dt′ (75)
g4(t)=+i
∫ t
0
c(t′)eiωt
′
dt′ , g5(t)=i
∫ t
0
c(t′)e−iωt
′
dt′, (76)
g6(t) = γt+ i
∫ t
0
c(t′)(g(t′)e−iωt
′ − g∗(t′)eiωt′) dt′ ∈ R (77)
and with
g(t) = g3(t) = −g∗2(t) = −g4(t) = g∗5(t) (78)
we finally obtain
UˆR(t) = e
−iωtNˆe−g
∗(t)Aˆeg(t)Aˆ
†
e−g(t)Bˆeg
∗(t)Bˆ†eg6(t)Iˆ . (79)
We have therefore constructed the time-evolution operator Uˆ(t) = UˆS(t)UˆR(t).
4 Back transformation
In order to derive the desired solution ρˆ(t) of the Lindblad equation, we
return from the vector to the matrix representation. First we will consider
only UˆS. Inserting Kˆ0 and Kˆ± as well as
ed0 Kˆ0 = ed0 (nˆ⊗1ˆ+1ˆ⊗nˆ+1ˆ⊗1ˆ) = ed0 1ˆ ⊗ ed0 nˆ ⊗ ed0 nˆ (80)
according to (21) yields
US = e
d+Kˆ+ed0 Kˆ0ed−Kˆ− = ed+aˆ
†⊗ aˆ†ed0 Kˆ0ed−aˆ⊗ aˆ
= ed01ˆ ⊗
∑
j,k
dj+d
k
−
j!k!
(aˆ† ⊗ aˆ†)j(ed0nˆ ⊗ ed0nˆ)(aˆ ⊗ aˆ)k. (81)
Rewriting the operator in this sum as
(aˆ† ⊗ aˆ†)j(ed0nˆ ⊗ ed0nˆ)(aˆ ⊗ aˆ)k = (aˆ†j ⊗ aˆ†j)(ed0nˆ ⊗ ed0nˆ)(aˆk ⊗ aˆk)
= (aˆ†jed0nˆaˆk)⊗ (aˆ†jed0nˆaˆk) = (aˆ†jed0nˆaˆk)⊗ (aˆ†ked0nˆaˆj)T (82)
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and using aˆ† = aˆT and nˆT = nˆ leads to
US(t) = e
d01ˆ ⊗
∑
j,k
dj+d
k
−
j!k!
(aˆ†jed0nˆaˆk)⊗ (aˆ†ked0nˆaˆj)T (83)
and hence
|ρ(t)〉 = US(t)|ρ(0)〉 = ed01ˆ ⊗
∑
j,k
dj+d
k
−
j!k!
(aˆ†jed0nˆaˆk)⊗ (aˆ†ked0nˆaˆj)T |ρ(0)〉. (84)
This vector representation can be transformed back to the original matrix
space as
ρˆ(t) = ed0
∑
j,k
d j+d
k
−
j!k!
aˆ†jed0nˆaˆk ρˆ(0) aˆ†ked0nˆaˆj
= ed0
∑
j
d j+
j!
aˆ†jed0nˆ
(∑
k
d k−
k!
aˆk ρˆ(0) aˆ†k
)
ed0nˆaˆj (85)
(compare eq. (25)). For the force-free case we have
Uˆ(t) = ed+Kˆ+ed0 Kˆ0ed−Kˆ−eg1Nˆeg6Iˆ (86)
with g1 = −iωt and g6 = γt. The operators Nˆ and Iˆ commute with the Kˆj
and this can be rewritten as Uˆ(t) = ed+Kˆ+eXˆed−Kˆ− with
Xˆ = g6Iˆ + g1Nˆ + d0Kˆ0
= (d0 + g6)(1ˆ⊗ 1ˆ) + (d0 + g1)(nˆ⊗ 1ˆ)(d0 − g1)(1ˆ⊗ nˆ) . (87)
In the same way as above we obtain
U(t) = ed0+g6
∑
j,k
d j+d
k
−
j!k!
(aˆ†je(d0+g1)nˆaˆk)⊗ (aˆ†ke(d0−g1)nˆaˆj)T (88)
and therefore with e−d0 = λ, g1 = −iωt and g6 = γt
ρˆ(t) = ed0+g6
∑
j,k
d j+d
k
−
j!k!
aˆ†je(d0+g1)nˆaˆk ρˆ(0) aˆ†ke−g1)nˆaˆj
=
eγt
λ
∑
j
d j+
j!
aˆ†je(−iωt−log λ)nˆ
(∑
k
d k−
k!
aˆk ρˆ(0) aˆ†k
)
e(iωt−log λ)nˆaˆj (89)
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in agreement with the formula derived in [2].
Finally we will consider the general forced harmonic oscillator with time
evolution operator
Uˆ(t) = US(t)UR(t) with UR(t) = e
g1Nˆeg6Iˆeg2Aˆeg3Aˆ
†
eg4Bˆeg5Bˆ
†
. (90)
The term eg1Nˆeg6Iˆ can be treated exactly as described above and the remain-
ing terms can be rewritten as
eg2Aˆeg3Aˆ
†
eg4Bˆeg5Bˆ
†
= eg2 aˆ⊗1ˆeg3 aˆ
†⊗1ˆeg41ˆ⊗aˆeg51ˆ⊗aˆ
†
= (eg2aˆeg3aˆ
†
)⊗ (eg4aˆeg5aˆ†) = (eg2aˆeg3aˆ†)⊗ (eg5aˆeg4aˆ†)T . (91)
Combining this with (88), we have
Uˆ(t) = ed0+g6
∑
j,k
dj+d
k
−
j!k!
(aˆ†je(d0+g1)nˆaˆkeg2aˆeg3aˆ
†
)⊗ (eg5aˆeg4aˆ† aˆ†ke(d0−g1)nˆaˆj)T(92)
and therefore with ed0 = 1/λ
ρˆ(t) = ed0+g6
∑
j,k
d j+d
k
−
j!k!
aˆ†je(d0+g1)nˆaˆk eg2aˆeg3aˆ
†
ρˆ(0)eg5aˆeg4aˆ
†
aˆ†ke(d0−g1)nˆaˆj
=
eg6
λ
∑
j
d j+
j!
aˆ†je(d0+g1)nˆ . . .
×
(∑
k
d k−
k!
aˆk eg2aˆeg3aˆ
†
ρˆ(0)eg5aˆeg4aˆ
†
aˆ†k
)
e(d0−g1)nˆaˆj (93)
or, inserting the gj from eq. (78) and using the Baker-Hausdorff formula (6),
we have
eg2aˆeg3aˆ
†
ρˆ(0)eg5aˆeg4aˆ
†
= e−g
∗aˆegaˆ
†
ρˆ(0)eg
∗aˆe−gaˆ
†
= e−|g|
2
e−g
∗aˆ+gaˆ† ρˆ(0)eg
∗aˆ−gaˆ† (94)
and obtain finally the general solution
ρˆ(t) =
eδ
λ
∑
j
d j+
j!
aˆ†je(−iωt−log λ)nˆ
(∑
k
d k−
k!
aˆk ρˆ
(f)
0 (t) aˆ
†k
)
e(iωt−log λ)nˆaˆj (95)
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with δ(t) = g6(t)− |g(t)|2 and
ρˆ
(f)
0 (t) = Dˆ(g(t))ρˆ(0)Dˆ
†(g(t)), (96)
where Dˆ(g) = egaˆ
†−g∗aˆ is the displacement operator (10). Note that this
equation closely resembles the general density operator (89) for the force-free
system. The only difference is the normalization factor eδ and the replace-
ment of ρˆ(0) by ρˆ
(f)
0 (t), which describes an initial state displaced in phase
space. One should furthermore note that ρˆ(t) is Hermitian if ρˆ(0) is, and
that eq. (95) simplifies for special choices of the initial distribution similar
as in the force-free case [2, 3].
The final density operator (95) depends on the parameters λ(t) and d±(t),
which are given in eqs. (60), (59), just as for the force-free system. The force
f(t) enters only via the parameters
g(t) = i
∫ t
0
f(t′)e(γ+iω)t
′
dt′ , (97)
δ(t) = γt+ i
∫ t
0
f(t′)(g∗(t′)e(γ+iω)t
′ − g(t′)e(γ−iω)t′) dt′ − |g(t)|2 , (98)
given in eqs. (76) and (77), where c(t) = −f(t) eγt defined in (69) has been
inserted.
For a harmonic driving f(t) = f0 cos(Ωt) the integrals above can be eval-
uated in closed form as
g(t) =
f0
2
(e(iω+iΩ+γ)t − 1
ω + Ω− iγ +
e(iω−iΩ+γ)t − 1
ω − Ω− iγ
)
, (99)
δ(t) = γt+ real (J(t))− |g(t)|2 (100)
with
J(t) =
f 20
4
(
e2(γ−iΩ)t − 1
(γ + iω − iΩ)(γ − iΩ) +
e2(γ+iΩ)t − 1
(γ + iω + iΩ)(γ + iΩ)
− 4(ω − iγ)
(ω − iγ)2 − Ω2
( i(e2γt − 1)
2γ
+
2
f0
g∗(t)
))
. (101)
We will close with a brief look at the density (95) in the long time limit
in order to extract the limit cycle distribution from this general solution. We
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observe, that in this limit the dynamics ‘forgets’ the initial state so that we
will, for simplicity, assume ρˆ(0) = |0〉〈0|, which leads to
ρˆ
(f)
0 (t) = Dˆ(g(t))|0〉〈0|Dˆ†(g(t)) = |g(t)〉〈g(t)|. (102)
For such a coherent state distribution formula (95) simplifies considerably
with the result
ρˆ(t) = (1− d+)e|g(t)|2e−2γt e− log d+(g(t)e−(γ+iω)taˆ†+g∗(t)e−(γ−iω)taˆ−nˆ) (103)
(see eq. (4.3) in [2] or eq. (24) in [3]). For long times we have d+ → ν/µ and
g(t)→ e(γ+iω)t α(`c)(t) and therefore
ρˆ(`c)(t) = 2γ
µ
elog
ν
µ
(|α(`c)(t)|2+nˆ−α(`c)(t)aˆ†−α(`c)∗(t) aˆ) (104)
in agreement with formula (12) in the introduction.
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