A family of general Master theorems for analytic integration over the real (or imaginary) axis with various reciprocal hyperbolic (trig) kernels (1/ sinh and/or 1/ cosh) with varying arguments is developed. Several examples involving closed-form integrations which do not appear to exist in the standard tables are given in detail and general results are listed in an Appendix. In addition, it is shown how to convert the special case of an infinite series involving ratios of Gamma functions into a finite series.
Introduction
Recently, one of us has obtained [1] a result that provides for the analytic integration of an (almost) arbitrary function, coupled with a specific kernel function, over the infinite real axis. The question naturally arose whether other kernel functions exist that yield similar formulae that allow for the integration of (almost) arbitrary functions, and, if so, is it possible to find a general procedure to discover such master kernels and determine the requirements that any accompanying (almost) arbitrary function must satisfy? The purpose of this work is to present the results of our investigations into these matters.
We begin with the derivation of a simple form of the Master equation where " φ(s) is the 'analytic continuation' of the Taylor coefficient of an unspecified function F ". Ramanujan [3] applied (1.2) extensively on an ad hoc basis; subsequently, Hardy [4] identified sufficient conditions on F for which it is valid. With the change of variables u = cosh(π x), the identity (1.1) resembles, but does not reduce to, the Berndt-Evans-Ramanujan [2] formula
In addition to (1.2) and (1.3), the well-known Cauchy Integral formula forms a basis for other general "Master" equations, most of which involve rational functions [5, Eq.021(12)], a notable exception being [5, Eq.335(17) ], which, with a > 0, b > 0, F ((z + 1)/2) regular in |z| ≤ 1, reads
F (e i x cos(x)) a 2 cos(x) 2 + b 2 sin(x) 2 In Section 2 we derive (1.1) and a number of generalizations, and variations, thereby illustrating the technique used to discover them. We then proceed to quote related integration formulae obtained by applying these principles. In Section 3 and Appendix A, we exemplify the use of the results so-discovered by presenting some apparently new and interesting integration results. In Section 4, we conclude with a few observations and comments.
Calculation
Throughout, we shall use z, x ∈ where z = a x (x + i) and assume that F (z) is analytic for x ∈ S (defined below) and diverges less quickly than exp(π |x|)/x as Re(x) → ±∞. In general, we let a ∈ Ê, although the possibility that a ∈ is sometimes considered in the discussion. In many cases however, we set a = 1 without loss of generality. As well, we shall use {j, k, n} ∈ AE except in some cases where these symbols ∈ are allowed. The latter possibility is always specified where it applies. Define the complex strip S ≡ −1 ≤ Im(x) ≤ 0 .
Theorem
With the aforementioned provisos and notation, we have Proof. Because F (a x(x + i)) is presumed analytic for x ∈ S, the only singularity of the integrand in this strip occurs when x = −i/2 (where cosh(πx) vanishes) with residue −(i/π)F (a/4). Therefore, after closing the contour at Re(x) → ±∞, under the assumption that the integrand vanishes in these limits, we have
But, with x → −x − i the second integral is the negative of the first. QED By a simple change of the variable of integration, one has
First Generalization
The derivation of (2.1) depends on the invariance (to within a multiplicative constant) of cosh(π x) under the transformation x → −x − i , and it is fair to ask if there exist any variants of the hyperbolic trigonometric functions that possess a similar property.
Consider a variant K(x) as a candidate function to act as kernel, where
temporarily requiring parameters α, β and p ∈ Ê.
Apply the transformation x → −x − i to (2.4) and rearrange the expansion of the result such that it reproduces the form (2.4) with generalized (and complicated) coefficients. To reproduce the desired invariance, we require
for all x, which in turn requires that
The solutions are
Substituting (2.7) into the expansion of (2.5) gives a condition on β, depending on the sign of cos(π p)
The solutions of (2.8) are
with a choice of sign depending on the sign of cos(π p) and the choice of solutions (2.7). After considering all possible sign permutations together with some algebraic simplification, the identification of (2.4) subject to (2.5) along with (2.7) and (2.9) is 10) yielding the first generalization of (2.1), subject to the same conditions that apply to (2.1) with the additional requirement that p ∈ Ê. Without loss of generality, let p > 0. Then if 0 < p < 1, the residue at x = −i/2 of the result equivalent to (2.1) involving (2.10) rather than cosh(πx) is easily determined, giving
reducing to (2.1) when p = 1/2.
In the case that p > 1 it is easily shown that zeros of the reciprocal sinh kernel in (2.11), located at
where n = ±1, ±2, . . . wander into the bounded integration strip S, and contribute their residues to the integral, if −p < n ≤ p − 1. In that case, (where ⌊p⌋ ≡ the greatest integer less than p), the generalization of (2.11) becomes
In the following Section a further generalization is obtained by removing the condition p ∈ Ê.
Second Generalization
In (2.4) let
with q, r ∈ Ê. Direct substitution of (2.14) into (2.10) shows that (2.5) remains satisfied under this generalization and it only remains to locate the travelling zeros of (2.10) for a range of q and r. In exact analogy to (2.12), the zeros of (2.10) are located at the points
where, again, n = ±1, ±2, . . . . In order that any zero contributes its corresponding residue to the integral, we require that
in the case q > 0, with the inequality signs reversed if q < 0. The generalization of (2.13) becomes
q ⌋, according as q > 0 or q < 0. In the case q = 0, carefully following the same method eventually yields the limiting case
Further generalization is possible by noting that odd powers of (2.10) obey (2.5), giving for example
where M is defined in (2.17) and
In contrast, even powers of (2.10) obey an analogue of (2.5), namely
This means that the right hand side of the equivalent of (2.2) vanishes. However, as (2.12) attests, the integrand still contains poles in S for certain values of p. For the case n = 0 the residue of the pole at x = −i/2 vanishes. For other values of n, the poles occur in pairs symmetrically distributed about the horizontal line passing through x = −i/2, and their residues have opposite sign. In that case, the sum of the residues vanish pairwise, consistent with the right-hand side of (2.2) vanishing.
The fact that integrals possessing kernels which simultaneously involve even powers of the denominator and satisfy (2.5) evade discovery, suggests that the lower boundary of the integration region be shifted to pass through the point x = −i/2 rather than x = −i to destroy the (inconvenient) symmetry. When this is done, a special case closely related to the results already discussed here is discovered:
which obeys
where k = 0, ±1, ±2, . . . .
Following the methods developed above, and, with a minor change of integration variables we find the corresponding result
(2.24) where
and a ∈ must lie in a range where F (z) ∈ S and must vanish faster than O(1) as x → 0. Setting p = k in (2.13) corresponds to (2.24) up to a factor (−1) k on the right-hand side.
In a similar vein, another related result may be obtained by bounding the lower integration boundary at −x − (2 k − 1) i) rather than −x − i and after some algebra the following generalization, which reduces to (2.1) when k = 1, and corresponds (up to a factor of i(−1) k+1 ) to (2.13) when
(2.26) All the above have been written in a canonically similar fashion by redefining variables of integration, pairing residues where possible, and utilizing the convention that any sum vanishes when a lower limit exceeds an upper limit.
Finally, another result based on the same principles, but lacking some of the symmetry of the foregoing has been identified:
(2.27) If b = 0, (2.27) reduces to (2.26). Note that (2.27) is valid for b ∈ where the integral exists, and that the right-hand side provides an analytic continuation for those regions of b where the integral does not exist.
Variations
In any of the above, the function F (ax(x + i)) can be replaced by products or sums of specialized functions, provided that such product or sum is invariant under x → −x − i. For example, if a function F o|e (x) is odd or even under x → −x, the product F o|e (ax)F o|e (a(x + i)) (but not F o|e (ax)F e|o (a(x + i))) can replace F (ax(x + i)) in the integrand of any of the above and any appearance of the form F (z 1 z 2 ) in the right-hand side of any of the results quoted previously, becomes F o|e (z 1 )F o|e (z 2 ). This leads, for example, to the following variation of (2.17)
where M is the same as before. Similarly, in any of the above, we may alternatively replace F (ax(x + i)) by either a sum of even functions F e (ax) + F e (a(x + i)) or a difference of odd functions
, motivated by the knowledge that any function F (x) can always be rewritten as a sum of F e (x) and F o (x). To clarify how the corresponding parts of the right hand side are written, a number of variations of (2.13) are listed explicitly in Appendix A.
3 Examples
The simplest example comes about by setting F (z) = 1 in (2.13). By utilizing the symmetry of the integrand, splitting it into real and imaginary parts and applying some elementary simplification, we find
valid for all p > 0. This example has the interesting property that the integrand contains only continuous, and non-pathological functions with a simple non-integrable singularity at the origin (for distinct values of the parameter p) which can be treated by interpreting the integral in the principal value sense, yet the left-hand side itself represents an analytically pathological square wave of magnitude unity and period two as a function of p, provided only that p = k. In (3.1), both sides vanish when p = k, k = 0. With reference to (2.24), this example violates the requirement that F (z) → 0 as x → 0; since the right-hand side of that result offers 1/2 as a representation of (3.1) when p = k, this suggests that (2.24) needs to be recast as a principal value integral in order to apply this example to that result. It is worth noting that both Maple [6] and Mathematica [7] arrive at an equivalent, but less elegant, result for this case.
Example: F (z) = z j
A second example is obtained by setting F (z) = z j with j = 1, 2, . . . in (2.13). Comparing the real and imaginary parts and applying symmetry gives two general results for even and odd values of j, neither of which appears to be known to either Maple [6] or Mathematica [7] for general values of j and p, although both codes can evaluate special cases. In the first case we set j → 2j; in the second we have set j → 2j − 1 = k to arrive at the following:
3) The obviously interesting special cases correspond to p = k − 1/2 and p = k. In the first and second instances respectively, from (3.2) we find
For the corresponding cases based on (3.3) we find
It is worth noting that both (3.2) and (3. furthermore allow s ∈ such that ℜ(s) < 1. Even though F (z) is cut when ℜ(z) < 0, ℜ(s) ∈ Z, the logic of the derivation follows as before, and we find
It is interesting to compare the left-hand side of (3.9) to one of the (known) integral representations [9, Eq. (1.12(15))] of the Riemann zeta function ζ(s):
Further integral evaluations can be obtained by either comparing real and imaginary parts of structures that persistently appear in the examples that follow.
Example F o|e (az) = cos(az)
With respect to the variation (2.28) , letting F o|e (az) = cos(az), repeating the same steps as before (with r = 0), and using Maple [6] to explicitly sum the right-hand side, leads to
which appears to be reducible to combinations of various known results found in [10, Section 3.983]. Of particular interest is the case a = 0, which reproduces (3.1). Setting 3.5 Example:
The case (2.18) appears to have potential to lead to interesting results involving infinite series, so, setting
with b > 0 and equating real and imaginary parts eventually leads to 2 cosh(π r) sin(s arctan( a x − b a x 2 )) sin(2 π r x) (a 2 x 4 + (a x − b) 2 ) s/2 (cosh(2 π r) − cos(4 π r x)) dx In (3.18), we find that the dominant left-hand terms diverge like 1/r as r → 0, the first term on the right diverges less quickly in the same limit if Ê(s) > 0, and the second term on the right simply diverges as 1/r. Thus, by equating leading terms that diverge to the same order, we find simpler results
Further results can be obtained by taking various limits of other parameters. In (3.21) equate terms on both sides that vanish as s when Re(s) → 0, to obtain
valid for {a, b} ∈ , a 2 + 16b 2 > 0. Further results follow by similar manipulations. Comparing the second order terms (s 2 ) in (3.21) leads to a fairly complicated result, but in the limit b → 0 we find
(3.23) valid for Re(a) > 0. Or, instead of expanding about s = 0, expanding about s = 1, corresponding to a simple pole in (3.17), leads to
which, Maple [6] alternatively finds, can be expressed as the sum of the roots of a fourth order transcendental equation.
Alternatively, by evaluating the limit b → 0 in (3.19) we find 4 cosh(π r)
where convergence requires 1/2 < s < 1 on the left and right hand sides, respectively, so each provides the analytic continuation of the other outside the shared region of equality. In the limit r → 0, by equating the coefficients of the terms in 1/r with the criterion that s > 1/2 we find
which is numerically valid for −1/2 < s < 1, and extendible to other values of s by the principle of analytic continuation. This result may profitably be compared to (3.9) and (3.10), where the same (limiting) function F (z) has been used in a different variation of the Master equation.
3.6 Example: F (z) = z s sin z and F (z) = z s cos z
Using a more complicated form of the function F (z) leads to other interesting results, that are believed to be new. In (2.24) set F (z) = z s sin z with Re(s) > −1, a ≤ 2kπ yielding
(3.27) and, with s = 0 and a rescaling of variables we find
if a ∈ Ê, together with the rescaled caveat that, when a > kπ/2 the left-hand side diverges.
Further interesting results can be obtained by evaluating the limit a = kπ/2 -see [11] . To first order in the variable a in the limit a → 0 in (3.27) we find for ℜ(s) > −1
Alternatively, in (2.24) set F (z) = z s cos z with Re(s) > 0 and a < 2kπ yielding (see also (3.27))
(3.30) Notice that the right-hand side of (3.30) provides the analytic continuation of the left-hand side when Re(s) ≤ 0. In particular, for the case s = 0, simple substitution s = 0 into the left-hand side of (3.30), although tempting, cannot yield a valid integral representation for this case since the integral diverges. In the case a = 0, Re(s) > 0, we find
As a companion to the above, consider the case F (z) = z s sin(z) with (2.26) which yields
32) where 4a ≤ (2k − 1)π. For the case a = (2k − 1)/(4π) see [11] .
Similarly, in (2.1), using F (z) = z s cos(z) we find the companion result to (3.32)
(3.33) In the case s = 0, uniting (3.32) and (3.33), yields
where Im(a) ≥ 0. An interesting special case arises from (3.34) after setting k = 1 and replacing a → ia in the real part, yielding
which appears to be new. The special case a = (2 k − 1)π in (3.34) is treated in [11] .
Applying the same function F (z) = z s sin(z) to (2.27) leads to a generalization of the foregoing, specifically
where
and, to first order in the variable a, at a = 0, s = 0
(It can be shown, independently of the above, that the generalization of (3.39) obtained by redefining k → β where β ∈ is true.) The result corresponding to (3.36), using the same identifications of variables for the case
(3.40)
Since (3.40) corresponds to (3.36) with the replacement sin → cos throughout, the right-hand side has been rearranged to display an alternate structure. A new variant of (3.37) is obtained when s = 0, yielding 3.7 Example: F (z) = z s exp(−bz)
Setting F (z) = z s exp(−bz) in (2.17) leads to a large number of possibilities. The general result is fairly lengthy, but special cases lead to results that appear to be new. Without loss of generality, let a = 1 since it always appears in the form ab. From the real part, with q = 0 we find
in the special case q = 0, s = 0, we find
and, in the limit r → 0 with Re(b) ≥ 0
From the imaginary part, the corresponding result is also fairly complicated, but, in the case r = 0, s = 0 we find
where the right-hand side represents the left-hand side if q = j and b ∈ is permitted. If r = 0 and q = j, j = 0 we find (with Re(s) > 0 )
(3.46) Note that (3.46) is discontinuous as a function of s at s = 0, and that (3.45) is the corresponding result for that case. See also (A.11). In the case b = 0 we obtain
(3.47) which should be compared with (3.5) and (3.7) with reference to (3.11).
Example: F
As a more complicated illustrative example, consider
with b > a > 1/2 for which the only singularities are simple poles z = −(a + k), k = 0, 1, 2, · · · . From (2.3) one has
Since the integrand in (3.49) decays exponentially (off the real axis) at infinity in the right half s−plane, the contour can be closed by a large semicircle. By summing the residues at the simple poles (all real) thus enclosed: s = k + 1/2 due to cos πs and s = [1 + 1 + 4(a + k)]/2 due to the gamma function, k = 0, 1, 2, · · · , one obtains
where a and b have been shifted by 1/4. In particular, if a and b differ by a positive integer k, one has the closed-form evaluation of the series
which appears to be unlisted previously except for k = 0, 1, although both Maple [6] and Mathematica [7] can evaluate the left-hand sum for any particular value of k that was tried. It seems clear that (3.49)-(3.8) can be generalized to ratios of arbitrarily many Gamma functions including further parameters.
Summary and comments
In the second section of this paper, a new master theorem was presented for the analytic integration of an almost arbitrary function over the real line, when the integrand includes the reciprocal cosh function . The principles used to obtain that result were used to generalize the theorem to include other combinations of reciprocal cosh and sinh kernels. In the third section, each of the theorems so-obtained was tested by employing simple "arbitrary" functions to obtain new evaluations of a general class of integrals, and, in several cases, a finite sum of trigonometric functions, which are dealt with elsewhere [11] . A number of variations were presented in the second section, and, in Appendix A, another set of simple theorems and results were presented that also yield what appear to be new evaluations of interesting integrals. As shown in the last example, it is possible to use the Master theorem to transform an infinite series, and in a special case, truncate it. This appears to be possible by expanding the contour and identifying the residues. In a future work, we will turn to exploring other applications of (1.3) and its brethren to special functions, with particular emphasis on an examination of what can be learned about their zeros. Except for (A.11) which reproduces (3.45), and (A.17), which corresponds to (3.1), these results, although not independent, are believed to be new, and clearly reduce to more useful results in special cases of the parameters b and p, whose range is initially always chosen such that the integral representations exist. This is left as an exercise for the reader. A small number of related tabular results can be found in [10, Eq. 3.543(2) and Sections 3.983 and 3.984]. Except for (A.11), Maple [6] is able to analytically evaluate the exact sums given for the right-hand sides of each of these results. But the forms given here are generally more succinct.
