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Abstract
A set S ⊆ V (G) is independent (or stable) if no two vertices from S are adjacent,
and by Ind(G) we mean the set of all independent sets of G.
A set A ∈ Ind(G) is critical (and we write A ∈ CritIndep(G)) if |A| − |N(A)| =
max{|I | − |N(I)| : I ∈ Ind(G)} [54], where N(I) denotes the neighborhood of I .
If S ∈ Ind(G) and there is a matching from N(S) into S, then S is a crown [1], and
we write S ∈ Crown(G).
Let Ψ(G) be the family of all local maximum independent sets of graph G, i.e.,
S ∈ Ψ(G) if S is a maximum independent set in the subgraph induced by S ∪N(S) [28].
In this paper we show that CritIndep(G) ⊆ Crown(G) ⊆ Ψ(G) are true for every
graph. In addition, we present some classes of graphs where these families coincide and
form greedoids or even more general set systems that we call augmentoids.
Keywords: critical set, crown, local maximum independent set, matching, bipartite
graph, Ko¨nig-Egerva´ry graph, greedoid.
1 Introduction
Throughout this paper G is a finite simple graph with vertex set V (G) and edge set E(G). If
X ⊆ V (G), then G[X ] is the subgraph of G induced by X . By G −W we mean either the
subgraph G[V (G)−W ], if W ⊆ V (G), or the subgraph obtained by deleting the edge set W ,
for W ⊆ E(G). The neighborhood N(v) of a vertex v ∈ V (G) is the set {w : w ∈ V (G) and
vw ∈ E (G)}, while the closed neighborhood N [v] of v ∈ V (G) is the set N(v) ∪ {v}; in order
to avoid ambiguity, we use also NG(v) instead of N(v). The neighborhood N(A) of A ⊆ V (G)
is {v ∈ V (G) : N(v) ∩ A 6= ∅}, and N [A] = N(A) ∪ A. We may also use NG(A) and NG [A],
when referring to neighborhoods in a graph G. A vertex v is isolated if N(v) = ∅. Let us
define isol(G) as the set of all isolated vertices. If A,B ⊂ V (G), A ∩B = ∅, then by (A,B) is
denoted the set {ab : ab ∈ E(G), a ∈ A, b ∈ B}.
The graph G is unicyclic if it is connected and has a unique cycle.
Let V (G) = {vi : 1 ≤ i ≤ n}. Joining each vi to all the vertices of a copy of a graph H ,
we obtain a new graph, called the corona of G and H , denoted by G ◦H .
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A set S ⊆ V (G) is independent (or stable) if no two vertices from S are adjacent, and
by Ind(G) we mean the family of all the independent sets of G. An independent set of
maximum size is a maximum independent set of G, and the independence number α(G) of G
is max{|S| : S ∈ Ind(G)}. Let Ω(G) denote the family of all maximum independent sets, and
core(G) =
⋂
{S : S ∈ Ω(G)} [18, 27]. The problem of whether core(G) 6= ∅ is NP-hard [6].
A matching in a graph G is a set of edges M ⊆ E (G) such that no two edges of M share
a common vertex. A maximum matching is a matching of maximum cardinality. By µ(G)
is denoted the cardinality of a maximum matching. A matching is perfect if it saturates all
the vertices of the graph. A matching M = {aibi : ai, bi ∈ V (G), 1 ≤ i ≤ k} is a uniquely
restricted matching if M is the unique perfect matching of G[{ai, bi : 1 ≤ i ≤ k}] [17].
Recall that if α(G)+µ(G) = |V (G)|, then G is a Ko¨nig-Egerva´ry graph [12, 53]. As a well-
known example, each bipartite graph is a Ko¨nig-Egerva´ry graph as well. Various properties
of Ko¨nig-Egerva´ry graphs can be found in [5, 20, 21, 23, 29, 31, 32, 34, 42, 47].
If S is an independent set of a graph G and A = V (G) − S, then we write G = S ∗ A.
Evidently, each graph admits such representations. For instance, if E(A) = ∅, then G = S ∗A
is bipartite; if H is complete, then G = S ∗A is a split graph.
Theorem 1.1 [27] Let G be a connected graph. Then the following are equivalent:
(i) G is a Ko¨nig-Egerva´ry graph;
(ii) G = S ∗A, where S ∈ Ω(G) and |S| ≥ µ(G) = |A|;
(iii) G = H1 ∗ H2, where V (H1) = S is independent, |S| ≥ |V (H2)|, and (S, V (H2))
contains a matching M with |M | = |V (H2)|.
Let us notice that a disconnected graph is a Ko¨nig-Egerva´ry graph if and only if each of
its connected components induces a Ko¨nig-Egerva´ry graph.
Theorem 1.2 [41] For a graph G the following properties are equivalent:
(i) G is a Ko¨nig-Egerva´ry graph;
(ii) there is S ∈ Ω(G) such that each maximum matching of G is contained in (S, V (G)−S);
(iii) for every S ∈ Ω(G) each maximum matching of G is contained in (S, V (G) − S).
For X ⊆ V (G), the number |X | − |N(X)| is the difference of X , denoted d(X). The
critical difference d(G) is max{d(X) : X ⊆ V (G)}. The number max{d(I) : I ∈ Ind(G)}
is the critical independence difference of G, denoted id(G). Clearly, d(G) ≥ id(G). It was
shown in [54] that d(G) = id(G) holds for every graph G. If A is an independent set in G
with d (X) = d(G), then A is a critical independent set. A maximum critical independent set
is a critical independent set of maximum cardinality. Let
CritIndep(G) = {S : S is a critical independent set in G} and
MaxCritIndep(G) = {S : S is a maximum critical independent set in G} .
For example, consider the graph G from Figure 1. Note that X = {v1, v2, v3, v4} is a
critical set, since N(X) = {v3, v4, v5} and d(X) = 1 = d(G), while S = {v1, v2, v3, v6, v7}
is a critical independent set, because d(S) = 1 = d(G). Notice that {v1, v2, v3, v6, v7, v10} ∈
MaxCritIndep(G). Other critical sets are {v1, v2}, {v1, v2, v3}, {v1, v2, v3, v4, v6, v7}.
Critical independent sets are of interest for both practical and theoretical purposes. Zhang
proved that a critical independent set can be found in polynomial time [54]. A simpler algo-
rithm, reducing the critical independent set problem to computing a maximum independent
set in a bipartite graph is given in [2].
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Figure 1: core(G) = {v1, v2, v6, v10} is a critical set.
Lemma 1.3 [25] There is a matching from N(S) into S for every critical independent set S.
A proof of a conjecture of Graffiti.pc [10] yields a new characterization of Ko¨nig-Egerva´ry
graphs: these are exactly the graphs, where there exists a critical maximum independent set
[26].
It is known that d(G) ≥ α(G)−µ(G) holds for every graph [36, 46, 50]. In [37] it is proved
the following.
Theorem 1.4 [37] For a Ko¨nig-Egerva´ry graph G the following equalities hold
d(G) = |core(G)| − |N(core(G))| = α(G) − µ(G).
Using this finding, we have strengthened the characterization from [26].
Theorem 1.5 [37] G is a Ko¨nig-Egerva´ry graph if and only if each of its maximum indepen-
dent sets is critical.
For a graph G, let us denote
ker(G) =
⋂
{A : A is a critical independent set} [36].
Clearly, isol(G) ⊆ ker(G). Some more on the internal structure of ker(G) may be found
in [40].
Theorem 1.6 [36] (i) For every graph G, ker(G) ⊆ core(G).
[39] (ii) If G is a bipartite graph, then ker(G) = core(G).
[43] (iii) If G is a unicyclic non-Ko¨nig-Egerva´ry graph, then ker(G) = core(G).
Since |ker(G)| 6= 1 holds for any graph G without isolated vertices [45], it follows that
if |isol(G)| 6= 1, then |core(G)| 6= 1 for bipartite graphs [19, 27] and unicyclic non-Ko¨nig-
Egerva´ry graphs [38, 43].
Notice that there are non-bipartite graphs enjoying the equality ker(G) = core(G); e.g.,
the graphs from Figure 2, where only G1 is a Ko¨nig-Egerva´ry graph.
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Figure 2: core(G1) = ker (G1) = {x, y} and core(G2) = ker (G2) = {a, b}.
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Figure 3: Both G1 and G2 are Ko¨nig-Egerva´ry graphs. Only G2 has a perfect matching.
There is a non-bipartite Ko¨nig-Egerva´ry graph G, such that ker(G) 6= core(G). For
instance, the graph G1 from Figure 3 has ker(G1) = {x, y}, while core(G1) = {x, y, u, v}. The
graph G2 from Figure 3 has ker(G2) = ∅, while core(G2) = {w}.
Recall that if S ∈ Ind(G) and there is a matching from N(S) into S, then S is a crown
in G, of order |S|+ |N(S)| [1, 9, 13]. If |S| = |N(S)|, then S is a straight crown. A crown of
maximum cardinality is a maximum crown. Let
Crown(G) = {S : S is a crown of G} and
MaxCrown(G) = {S : S is a maximum crown of G} .
It is convenient to consider that ∅ ∈ Crown(G), and also {v} ∈ Crown(G) for every isolated
vertex v.
Theorem 1.7 [1] Isolating a crown of maximum order is solvable in polynomial time.
Let us emphasize the significance of the above theorem in the context of the following
result.
Theorem 1.8 [52] Given a graph G and an integer k, it is NP-complete to decide whether
G contains a crown whose order is exactly k.
A set A ⊆ V (G) is a local maximum independent (stable) set of G if A is a maximum
independent set in the subgraphG[N [A]] [28]. By Ψ(G) is denoted the set of all local maximum
independent sets of the graph G. Clearly, Ω(G) ⊆ Ψ(G) holds for every graph.
Theorem 1.9 [48] Every local maximum independent set of a graph is a subset of a maximum
independent set.
Lemma 1.10 [33] If G is a Ko¨nig-Egerva´ry graph, S ∈ Ψ(G), and H = G[N [S]] is also a
Ko¨nig-Egerva´ry graph, then every maximum matching of H can be enlarged to a maximum
matching in G.
A greedoid is a set system generalizing the notion of a matroid.
Definition 1.11 [4], [24] A greedoid is a pair (E,F), where F ⊆ 2E is a non-empty set
system satisfying the following conditions:
Accessibility: for every non-empty X ∈ F there is an x ∈ X such that X − {x} ∈ F ;
Exchange: for X,Y ∈ F , |X | = |Y |+ 1, there is an x ∈ X − Y such that Y ∪ {x} ∈ F .
It is worth observing that if Ψ (G) is a greedoid and S ∈ Ψ(G), |S| = k ≥ 2, then by
accessibility property, there is a chain
∅ ⊂ {x1} ⊂ {x1, x2} ⊂ ··· ⊂ {x1, ..., xk−1} ⊂ {x1, ..., xk−1, xk} = S,
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such that {x1, x2, ..., xj} ∈ Ψ(G), for all j ∈ {1, ..., k−1}. Such a chain is called an accessibility
chain of S.
There are some known sufficient conditions on the graph G that ensure the family Ψ(G)
to be a greedoid on the vertex set of G.
Theorem 1.12 [28] (i) If G is a forest, then Ψ(G) is a greedoid.
[30] (ii) For a bipartite graph G, Ψ(G) is a greedoid if and only if all its maximum match-
ings are uniquely restricted.
[33] (iii) Let G be a triangle-free graph. Then Ψ(G) is a greedoid if and only if all maximum
matchings of G are uniquely restricted and the closed neighborhood of every local maximum
independent set of G induces a Ko¨nig-Egerva´ry graph.
Recall that G is a well-covered graph if all its maximal independent sets are of the same
cardinality [49], and G is very well-covered if, in addition, it has no isolated vertices and
|V (G)| = 2α (G) [14].
Theorem 1.13 Let G be a very well-covered graph. Then
(i) [32] G [N [S]] is a Ko¨nig-Egerva´ry graph, for every S ∈ Ψ(G);
(ii) [35] an independent set S belongs to Ψ(G) if and only if |S| = |N (S)|.
(iii) [35] Ψ(G) is a greedoid if and only if G has a unique maximum matching.
One of the most useful tool for the efficient optimization is the greedy algorithm. Its
essence lies in trying to find the global optimum by moving on each step in the locally optimal
direction. In particular, it resembles the classical ‘gradient’ search method in continuous case.
If the number of steps and the complexity of choosing the local optimum are both polynomial,
then, obviously, the greedy algorithm produces its result in polynomial time.
For some classes of problems, the greedy algorithm produces an optimal result. For in-
stance, Prim and Kruskal algorithms for finding a minimum spanning tree in a graph are
both greedy. In general many greedy problems can be described using exchange structures
called matroids, which were later generalized to greedoids. One of the important tasks of
combinatorial optimization theories is to explain the correctness of the greedy approach in
those cases and to generalize them to every possible extent.
Another important task is the inverse - to define the boundaries of applicability of the
greedy algorithm. It is known that every linear objective function can be optimized by a
greedy algorithm on matroids, and conversely, the Rado-Edmonds theorem claims that this
property characterizes matroids for hereditary set systems. In contrast with this, optimizing
a linear function on greedoids is an intractable problem. On the other hand, it was shown
that Gaussian greedoids allow a generalization of the Rado-Edmonds theorem [3, 4, 16, 51].
In addition, there is an algorithmic characterization of antimatroids [7, 22].
In what follows, we coin an idea of a more general exchange structure that we call an
augmentoid.
Definition 1.14 An augmentoid is a pair (E,F), where F ⊆ 2E is a non-empty family of
sets satisfying the following condition:
Augmentation: for X,Y ∈ F , there exist A ⊆ X−Y and B ⊆ Y−X such that Y ∪A,X∪B ∈ F
and |Y ∪ A| = |X ∪B|.
Every element of F is a feasible set of the augmentoid (E,F).
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Proposition 1.15 If (E,F) is an augmentoid, then every feasible set may be enlarged to a
maximum feasible set.
Proof. Let X,Y ∈ F , where Y is a maximum feasible set. By the augmentation property,
there is a possibility to enlarge X to a feasible set X ∪ B in such a way that |X ∪B| =
|Y ∪ ∅| = |Y |.
Clearly every greedoid is an augmentoid. As we mentioned before, greedoids were invented
in order to accommodate greedy algorithms with exchange properties. The main purpose of
this paper is to extend the area of applicability of exchange structures to a more general
context including critical sets, crowns, and local maximum independent sets.
2 Preliminary results
Let us notice that if S is a crown of a graph G, having M as a matching from N(S) into S,
then |S|+ |M | = |S|+ |N(S)| = |S ∪N(S)|. Taking into account Theorems 1.1, 1.2, one may
immediately conclude with the following.
Corollary 2.1 If S is a crown of a graph G, then G [N [S]] is a Ko¨nig-Egerva´ry graph.
Consequently, if S is a straight crown, then G [N [S]] is a Ko¨nig-Egerva´ry graph with a
perfect matching.
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Figure 4: Only G2 and G3 are Ko¨nig-Egerva´ry graphs.
Let us consider the graphs from Figure 4. Notice that:
• CritIndep(G1) 6= Crown(G1) 6= Ψ(G1),
because {v} ∈ Crown(G1)− CritIndep(G1) and {x, y} ∈ Ψ(G1)− Crown(G1);
• CritIndep(G2) 6= Crown(G2) 6= Ψ(G2),
since {d} ∈ Crown(G2)− CritIndep(G2) and {a} ∈ Ψ(G2)− Crown(G2);
• CritIndep(G3) = Crown(G3) = Ψ(G3).
Theorem 2.2 CritIndep(G) ⊆ Crown(G) ⊆ Ψ(G) hold for every graph G.
Proof. Let S ∈ CritIndep(G). By Lemma 1.3, there exists a matching from N(S) into S.
Consequently, S is a crown of G. Hence we infer that CritIndep(G) ⊆ Crown(G).
Let now S ∈ Crown(G). Then G [S ∪N(S)] is a Ko¨nig-Egerva´ry graph, by Corollary
2.1. Further, according to Theorem 1.1(ii), S is a maximum independent in G[N [S]], which
means, in other words, that S ∈ Ψ(G). Finally, we may conclude that Crown(G) ⊆ Ψ(G).
By Theorem 2.2, each critical independent is also a crown. The converse is not generally
true. For instance, if Kn,1 = (A,B,E) has |A| = n ≥ 2, then every proper subset S of A is
a crown but is not critical, because d(S) = |S| − 1 < d(A) = n − 1. Notice that A is both a
maximum critical independent set and a maximum crown for Kn,1.
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Corollary 2.3 [37] Every critical independent set is a local maximum independent set as
well.
Combining Theorems 1.9 and 2.2, we deduce the following.
Corollary 2.4 [8] Each critical independent set is included in a maximum independent set.
Corollary 2.5 ker(G) is a crown and, hence, a local maximum independent set.
Combining Theorems 1.5 and 2.2, we get the following.
Corollary 2.6 If G is a Ko¨nig-Egerva´ry graph, then:
(i) every maximum independent set of G is a crown;
(ii) core(G) is a crown and, hence, a local maximum independent set.
Corollary 2.7 [1] If G is a graph with a crown S, then there is a vertex cover A of G of
minimum size that contains all the vertices in A and none of the vertices in S.
Proof. By Theorem 2.2, it follows that S ∈ Ψ(G). Hence, by Theorem 1.9, there is some
B ∈ Ω (G), such that S ⊆ B. Therefore, A ⊆ V (G) − B, and this completes the proof,
because V (G)−B is a minimum vertex cover of G.
Once a crown S is found in a graph G, one can remove the vertices of S ∪ N(S) and
their adjacent edges, to get a smaller graph. In this way, the problem size is now n0 =
n− |S| − |N(S)|, and the parameter size is k0 = k − |H |.
3 Critical sets and crowns
Lemma 3.1 If A,B ∈ Crown(G), then there exists a perfect matching between A ∩ N (B)
and B ∩N (A).
Proof. Consider matchings: MA from N (A) into A and MB from N (B) into B. Since
B ∩N (A) ⊆ N (A), the matching MA induces an injective mapping M1 from B ∩N (A) into
A ∩ N (B). Similarly, the corresponding restriction of MB, say M2, maps A ∩ N (B) into
B ∩ N (A). Thus, it follows that |B ∩N (A)| = |A ∩N (B)|, and, finally, both M1 and M2
are bijections.
Theorem 2.2 and Lemma 3.1 imply the following.
Corollary 3.2 [25] If A,B ∈ CritIndep(G), then there exists a perfect matching between
A ∩N (B) and B ∩N (A).
Remark 3.3 It seems amusing that the matching from Lemma 3.1 exists for so-called side
critical independent sets of a bipartite graph [39].
Notice that, according to Theorems 1.5 and 1.2, in a Ko¨nig-Egerva´ry graph G, every
S ∈ Ω (G) is both a maximum critical independent set and a maximum crown.
Theorem 3.4 (V (G) , Crown(G)) is an augmentoid for every graph G.
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Proof. Suppose A and B are crowns. Let A1 = A ∪B0, where B0 = B −N [A].
First, we show that A1 is a crown, i.e., there is a matching M1 from N
(
A1
)
= N (A) ∪
N (B0) into A
1. Let us define it on the set A ⊆ A1 as the matching MA from N (A) into A,
which exists by definition of a crown. We are left with N (B0) −N (A) to handle its part in
M1.
There are no edges between N (B0)−N (A) and A ∩B.
The set (A ∩N (B)) ∩ (N (B0)−N (A)) is empty, because B0 ∪ A is independent.
Since B is a crown, there is a matching MB from N (B) into B, which maps the set
A ∩N (B) onto the set B ∩N (A) (as in the proof of Lemma 3.1). Thus, the restriction M∗B
of MB to N (B0)−N (A), maps N (B0)−N (A) into B0. Consequently, the set MA ∪M∗B is
a matching from N
(
A1
)
= N (A) ∪N (B0) into A1.
Similarly, if B1 = B ∪A0, with A0 = A−N [B], then B1 is a crown as well.
Second, we show that
∣∣A1
∣∣ =
∣∣B1
∣∣. Indeed,
A1 = A0 ∪ (A ∩N (B)) ∪ (A ∩B) ∪B0,
B1 = B0 ∪ (B ∩N (A)) ∪ (B ∩ A) ∪ A0.
Hence, in accordance with Lemma 3.1 we obtain
∣∣A1
∣∣ = |A0|+ |A ∩N (B)|+ |A ∩B|+ |B0| =
= |B0|+ |B ∩N (A)|+ |A ∩B|+ |A0| =
∣∣B1
∣∣ ,
as required.
Now, Proposition 1.15 and Theorem 3.4 imply the following.
Corollary 3.5 Every crown may be enlarged to a maximum crown.
Actually, if, in the proof of Theorem 3.4, the set B happens to be a maximum crown, we
infer that A0 = ∅, and, consequently, A1 ⊆ N [B]. This leads to the following.
Corollary 3.6 Every crown is included in the closed neighborhood of each maximum crown.
Combining Corollary 3.6 and Theorem 2.2, we obtain the following.
Corollary 3.7 Every critical set is included in the closed neighborhood of each maximum
crown.
Theorem 3.8 If A,B ∈MaxCrown(G), then both d(A) = d(B) and N [A] = N [B].
Proof. Let A,B ∈ MaxCrown(G), H1 = G[N [A]] and H2 = G[N [B]]. According to
Corollary 2.1, both H1 and H2 are Ko¨nig-Egerva´ry graphs.
By Corollary 3.6, both A ⊆ NG[B] and B ⊆ NG[A]. Hence A ∈ Ω(H2) and B ∈ Ω(H1),
because A, B are independent and |A| = |B|. It follows that
dH1(A) = |A| − |NH1 (A)| = |A| − |NG (A)| = dG(A) = d(A) and
dH2(B) = |B| − |NH2 (B)| = |B| − |NG (B)| = dG(B) = d(B).
By Theorem 1.5, dH1(A) = dH1(B) and dH2(B) = dH2(A), because A and B are maximum
independent sets in both H1 and H2.
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Since NH1 (B) ⊆ NG (B), we get
d(A) = dG(A) = dH1 (A) = dH1(B) =
|B| − |NH1 (B)| ≥ |B| − |NG (B)| = dG(B) = d(B).
Since NH2 (A) ⊆ NG (A), we obtain
d(B) = dG(B) = dH2(B) = dH2(A) =
|A| − |NH2 (A)| ≥ |A| − |NG (A)| = dG(A) = d(A).
Consequently, we conclude that d(A) = d(B).
Moreover, we infer that |NH1 (B)| = |NG (B)|, which implies NH1 (B) = NG (B). Conse-
quently, we get that
NG [B] = B ∪NG (B) = B ∪NH1 (B) ⊆ NG [A] .
Similarly, one can deduce that NG [A] = A ∪NG (A) = A ∪NH2 (A) ⊆ NG [B].
Therefore, NG[A] = NG[B].
Lemma 3.9 If A ⊆ B and B is a crown, then d (A) ≤ d (B).
Proof. Since B is a crown, there is a matching MB from N (B) into B. The matching MB
maps N (B)−N (A) into B −A. Therefore,
d (B) = |B| − |N (B)| = |A|+ |B −A| − (|N (A)|+ |N (B)−N (A)|) =
= |A| − |N (A)|+ |B −A| − |N (B)−N (A)| ≥ |A| − |N (A)| = d(A),
as required.
Theorem 3.10 (V (G) , CritIndep(G)) is an augmentoid for every graph G.
Proof. Suppose A and B are critical independent sets. Hence they are crowns. By Theorem
3.4, A1 = A ∪ (B −N [A]) and B1 = B ∪ (A−N [B]) are crowns as well and
∣∣A1
∣∣ =
∣∣B1
∣∣.
Since A ⊆ A1, Lemma 3.9 implies that d (A) ≤ d
(
A1
)
. On the other hand, d
(
A1
)
≤ d (A),
because A is critical. Thus A1, B1 ∈ CritIndep(G).
Now, Proposition 1.15 and Theorem 3.10 imply the following.
Corollary 3.11 [26] An inclusion maximal critical independent set is a maximum critical
independent set.
Theorem 3.12 MaxCritIndep(G) =MaxCrown(G).
Proof. Let A ∈MaxCritIndep(G) and B ∈MaxCrown(G). By Theorem 2.2, we have that
A ∈ Crown(G).
According to Theorem 3.4, there exists some C ∈MaxCrown(G) such that A ⊆ C.
By Lemma 3.9 and Theorem 3.8, we get
d(G) = d (A) ≤ d (C) = d (B) ≤ d(G),
which implies d (C) = d (B) = d(G), i.e., C,B ∈ CritIndep(G).
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Since A ⊆ C and A ∈MaxCritIndep(G), we get that A = C ∈MaxCritIndep(G). Thus
A ∈MaxCrown(G).
Since C ∈ MaxCritIndep(G), B ∈ CritIndep(G) and |B| = |C|, it follows that B ∈
MaxCritIndep(G).
Combining Theorem 2.2, Corollary 3.5, and Theorem 3.12, we get the following.
Corollary 3.13 [25] Every critical independent set is contained in a maximum critical inde-
pendent set.
Lemma 3.14 If A ∈ CritIndep(G), then α(G) = α (G[N [A]]) + α(G[V (G)−N [A]]).
Proof. By Theorem 2.2, A ∈ Crown(G) ⊆ Ψ(G), which means that G[N [A]] is a Ko¨nig-
Egerva´ry graph with α (G[N [A]]) = |A|. Theorem 1.9 implies that there exists S ∈ Ω(G) such
that A ⊆ S. Since no edge joins any a ∈ A to vertices belonging to S−A or to N(S)−N(A),
it follows that α(G[V (G) −N [A]) = α(G) − |A|.
Corollary 3.15 [26] For any graph G, there is a unique set X ⊆ V (G) such that
(i) α(G) = α(G[X ]) + α(G[V (G)−X ]);
(ii) for every maximum critical independent set A of G, X = N [A];
(iii) G[X ] is a Ko¨nig-Egerva´ry graph.
Proof. Let A,B ∈MaxCritIndep(G) and X = N [B].
By Lemma 3.14, we get Part (i).
By Theorem 3.12, A,B ∈ MaxCrown(G), and Theorem 3.8 implies N [A] = N [B], i.e.,
Part (ii) holds.
Since B ∈ MaxCrown(G) ⊆ Crown(G), we have that G[X ] = G[N [B]] is a Ko¨nig-
Egerva´ry graph, which completes the proof.
Butenko and Trukhanov showed that identifying a non-empty critical independent set
gives a polynomial-time reduction of the problem of finding a maximum independent set to a
proper subgraph. Since a maximum critical independent set may be included in a maximum
independent set of a graph, both it and its neighbors may be removed, reducing the problem
of finding a maximum independent set to a subgraph. Thus critical independent sets give
a polynomially tractable step for the well-known NP-hard problem of finding a maximum
independent set in a graph [15]. Moreover, there are parallel algorithms returning maximum
critical independent sets [11].
Theorem 3.16 [25] One can compute a maximum critical independent set in polynomial
time.
Combining Theorems 3.12 and 3.16, we get the following.
Corollary 3.17 [1] Isolating a crown of maximum order is solvable in polynomial time.
If core(G) is not critical set, then core(G) is not necessarily a crown. For instance, consider
the graph from Figure 5, whose core(G) is neither a critical set, nor a crown.
Remark 3.18 If A,B ∈ Crown(G), then A ∩ B is not necessarily a crown; e.g., P5 =
({v1, v2, v3, v4, v5}, {v1v2, v2v3, v3v4, v4v5}) has {v1, v3}, {v3, v5} ∈.Crown(P5), while {v1, v3}∩
{v3, v5} = {v3} /∈ Crown(P5).
10
✇ ✇ ✇ ✇ ✇ ✇
✇ ✇ ✇ ✇
❅
❅
❅ 
 
 
a
b
cG
Figure 5: core(G) = {a, b, c} and d(core(G)) = 0 < 1 = d(G).
Proposition 3.19 If A,B ∈ Crown(G), such that A ∪ B is independent, then A ∪ B ∈
Crown(G) as well.
Proof. There exist a matching M1 from N(A) into A and a matching M2 from N(B) into
B. Let M3 be the restriction of M1 to N(A) − N(B). Then, M2 ∪M3 is a matching from
N(A) ∪N(B) into A ∪B. Consequently, A ∪B is a crown.
It is worth mentioning that a similar result is true for local maximum independent sets.
Proposition 3.20 [28] If A and B are two disjoint local maximum independent sets in G,
such that A ∪B is independent, then A ∪B is also a local maximum independent set in G.
4 Crowns and local maximum independent sets
Notice that there exists a non-bipartite Ko¨nig-Egerva´ry graph G with Crown(G) 6= Ψ(G).
For instance, the graph G1 from Figure 6 is a non-bipartite Ko¨nig-Egerva´ry graph, {d} ∈
Crown(G1) ∩Ψ(G1), while {a} ∈ Ψ(G1)− Crown(G1).
✇ ✇ ✇
✇
 
 
 
b
a
c d
G1
✇
✇ ✇ ✇ ✇ ✇
✇ ✇ ✇
❍❍❍❍❍❍
❅
❅
❅ 
 
 
G2
Figure 6: Crit(G1) 6= Crown(G1) and Crown(G2) = Ψ(G2).
Proposition 4.1 Crown(G) = Ψ(G) if and only if G[N [S]] is a Ko¨nig-Egerva´ry graph for
every S ∈ Ψ(G). In particular, G is a Ko¨nig-Egerva´ry graph.
Proof. By Corollary 2.1, G[N [S]] is a Ko¨nig-Egerva´ry graph for every S ∈ Ψ(G), because
Ψ(G) = Crown(G).
Conversely, by Theorem 1.1 for each S ∈ Ψ(G) there is a matching from N (S) to S, i.e.
S ∈ Crown (G).
Since every subgraph of a bipartite graph is bipartite (Ko¨nig-Egerva´ry), we conclude with
the following.
Corollary 4.2 [44] If G is a bipartite graph, then Crown(G) = Ψ(G).
The converse of Corollary 4.2 is not generally true. For instance, the non-bipartite Ko¨nig-
Egerva´ry graph G2 from Figure 6 satisfies Crown(G2) = Ψ(G2).
Combining Theorems 1.12(i),(ii) and 4.2, we get the following.
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Corollary 4.3 (i) For every tree, Crown(T ) is a greedoid.
(ii) If G is a bipartite graph with a unique maximum matching, then Crown(G) is a
greedoid.
The graph G1 = K3 ◦K1 from Figure 7 is not bipartite, and Crown(G) = Ψ(G). Notice
that K3 ◦K1 is very well-covered.
✇ ✇ ✇ ✇
✇ ✇
❅
❅
❅
G1
✇ ✇ ✇ ✇
✇ ✇ ✇
❅
❅
❅
x
G2
Figure 7: Both G1 and G2 are well-covered.
Proposition 4.4 If G is a very well-covered graph, then Crown(G) = Ψ(G).
Proof. By Theorem 2.2, it is enough to show that Ψ(G) ⊆ Crown(G). If S ∈ Ψ(G), then
S is independent and G [N [S]] is a Ko¨nig-Egerva´ry graph, by Theorem 1.13(i). Now, the
conclusion follows from Proposition 4.1.
Since H ◦K1 is very well-covered, for every graph H , we infer the following.
Corollary 4.5 If G = H ◦K1, then Crown(G) = Ψ(G).
Proposition 4.4 is not true for all well-covered graphs. For instance, the graph G2 from
Figure 7 is well-covered, and {x} ∈ Ψ(G)− Crown(G).
Taking into account Theorem 1.13(iii) and Proposition 4.4, we get the following.
Corollary 4.6 If G is a very well-covered graph with a unique maximum matching, then
Crown(G) is a greedoid.
There are non-bipartite and non-very well-covered graphs satisfying Crown(G) 6= Ψ(G);
e.g., the graph G2 from Figure 6, where {x} ∈ Ψ(G)− Crown(G).
IfH is a Ko¨nig-Egerva´ry subgraph of a graph G, it is not true that there is some maximum
independent set S in H , such that both S is a crown of G and G [S ∪NG(S)] = H . See, for
instance, the subgraphs H1 and H2 of the graphs G1 and G2, respectively, from Figure 8
(notice that G1 is bipartite, while G2 is a non-bipartite Ko¨nig-Egerva´ry graph).
✇ ✇ ✇ ✇ ✇
✇ ✇ ✇ ✇
 
 
 
 
 
 
 
 
 ❅
❅
❅x y z
u v w
G1
✇ ✇ ✇ ✇ ✇
✇ ✇ ✇ ✇
 
 
 
 
 
 
 
 
 
a b c
e f g
G2
Figure 8: H1 = G1 [{x, y, z, u, v, w}] andH2 = G2 [{a, b, c, e, f, g}] are Ko¨nig-Egerva´ry graphs.
The definition of a crown and Corollary 2.1 imply the following.
Corollary 4.7 Let H = S ∗ A be a Ko¨nig-Egerva´ry subgraph of G. Then S ∈ Crown(G) if
and only if NG(S) = A.
Combining Theorems 1.1, 1.5, 3.12 we obtain the following.
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Theorem 4.8 These assertions are equivalent:
(i) G is a Ko¨nig-Egerva´ry graph;
(ii) Crown(G) ∩ Ω(G) 6= ∅;
(iii) MaxCrown(G) ∩ Ω(G) 6= ∅;
(iv) MaxCrown(G) = Ω(G).
Let notice that there exists a tree G, such that CritIndep(G) 6= Crown(G). For in-
stance, the path P3 = ({a, b, c} , {ab, bc}) has CritIndep(P3) = {{a, c}}, while Crown(P3) =
{∅, {a} , {c} , {a, c}}.
It is easy to see that CritIndep(C2n+1) = Crown(C2n+1) = {∅} 6= Ψ(C2n+1), while
CritIndep(C2n) = Crown(C2n) = Ψ(C2n).
Proposition 4.9 If G is a Ko¨nig-Egerva´ry graph with a perfect matching, then CritIndep(G) =
Crown(G).
Proof. By Theorem 1.4, we get d(G) = α (G)−µ (G) = 0. According to Theorem 2.2, we have
CritIndep(G) ⊆ Crown(G). Suppose, to the contrary, that there is some A ∈ Crown(G)
such that A /∈ CritIndep(G). It follows that d(A) = |A| − |N (A)| < 0. Consequently, there
is no matching from N (A) into A, in contradiction with A ∈ Crown(G).
The converse to Proposition 4.9 is not true. For instance, CritIndep(C5) = Crown(C5),
while C5 is not a Ko¨nig-Egerva´ry graph.
The Ko¨nig-Egerva´ry graphs G1, G2 and G2 from Figure 9 have d(G1) = d(G2) = 1, while
d(G3) = 0. In addition, {a} ∈ Ψ(G1)−CritIndep(G1), and {u, v} ∈ Ψ(G2)−CritIndep(G2),
which means that both CritIndep(G1) 6= Ψ(G1) and CritIndep(G2) 6= Ψ(G2).
✇ ✇ ✇
✇ ✇
aG1
✇ ✇ ✇ ✇ ✇ ✇
✇ ✇ ✇ ✇ ✇
❅
❅
❅
❍❍❍❍❍❍
u
v
G2
✇ ✇
✇ ✇
 
 
 
w
G3
Figure 9: Ko¨nig-Egerva´ry graphs. Only G3 has a perfect matching.
Proposition 4.10 If CritIndep(G) = Ψ(G), then G is a Ko¨nig-Egerva´ry graph with a perfect
matching.
Proof. Since Ω (G) ⊆ Ψ(G), we infer that every maximum independent set of G is critical.
Consequently, by Theorem 1.5, G is a Ko¨nig-Egerva´ry graph. Further, Theorem 1.4 implies
d (S) = d (G) = α (G)− µ (G) = d (∅) = 0,
for every S ∈ Ω (G), because ∅ ∈ Ψ(G) = CritIndep(G). Hence we obtain
α (G) = |S| = |N(S)| = |V (G)− S| = µ (G) ,
i.e., G has a perfect matching.
Notice that the converse of Proposition 4.10 is not true, even if G has a unique perfect
matching; e.g., consider the graph G3 from Figure 9, where {w} ∈ Ψ(G3)− CritIndep(G3).
Combining Propositions 4.10, 4.9 and Theorem 4.2 we conclude with the following.
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Corollary 4.11 Let G be a bipartite graph. Then CritIndep(G) = Ψ (G) if and only if G
has a perfect matching.
Corollary 4.11 can not be extended to Ko¨nig-Egerva´ry graphs. For example, consider the
graph G3 from Figure 9.
✇ ✇ ✇ ✇
✇ ✇ ✇
❅
❅
❅
G1
✇ ✇ ✇
✇ ✇ ✇
e1 e2G2
Figure 10: Bipartite graphs with maximum matchings that are uniquely restricted.
Consider the bipartite graphs from Figure 10. According to Theorem 1.12(ii), the fam-
ily Ψ(G1) is a greedoid, while Ψ(G2) is not a greedoid, because the maximum matching
{e1, e2} is not uniquely restricted. However, G1 has no perfect matchings, and therefore,
CritIndep(G1) 6= Ψ(G1), by Corollary 4.11.
Theorem 4.12 Let G be a bipartite graph. Then CritIndep(G) is a greedoid if and only if
G has a unique perfect matching.
Proof. By Theorems 1.5 and 4.2, we infer that
Ω (G) ⊆ CritIndep(G) ⊆ Crown(G) = Ψ(G).
Hence, every S ∈ Ω (G) has an accessibility chain, i.e., there are Sk ∈ CritIndep(G) such
that
∅ = S0 ⊂ S1 ⊂ ... ⊂ Sα(G) = S and |Sk| = k.
It follows that |S0| = 0 = |N (S0)|, which, by Theorem 1.4, implies
d(G) = α (G)− µ (G) = d(S0) = 0.
Consequently, G has a perfect matching, sayM . Hence, Corollary 4.11 implies CritIndep(G) =
Ψ (G). Further, according to Theorem 1.12(ii), all maximum matchings of Gmust be uniquely
restricted. In other words, M is the unique perfect matching of G.
The converse follows by combining Theorem 1.12(ii) and Corollary 4.11.
Combining Theorems 1.12(ii) and 4.12, we obtain the following.
Corollary 4.13 If G is a bipartite graph such that CritIndep(G) is a greedoid, then CritIndep(G) =
Ψ (G).
The converse of Corollary 4.13 is not true; e.g., consider C4.
Let us notice that K1 is a tree and CritIndep(K1) 6= Ψ(K1), since ∅ ∈ Ψ(K1) −
CritIndep(K1). Taking into account that a tree may have at most one perfect matching,
we get the following.
Corollary 4.14 Let T be a tree of order at least two. Then the following are equivalent:
(i) CritIndep(T ) = Crown(G);
(ii) CritIndep(T ) = Ψ (T );
(iii) d(T ) = 0;
(iv) T has a perfect matching;
(v) CritIndep(T ) is a greedoid.
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Proof. (i) ⇔ (ii) It follows by combining Theorems 2.2, 4.2.
(ii) ⇒ (iii) The tree T has a leaf, say v, because its order is at least two. Since, clearly,
{v} ∈ Ψ(T ), we get that {v} ∈ CritIndep(T ), and hence, d(T ) = d ({v}) = 0.
(iii) ⇔ (iv) As a Ko¨nig-Egerva´ry graph, T satisfies d (T ) = α (T ) − µ (T ), according to
Theorem 1.4. Consequently, we get that
d(T ) = 0⇔ α (T ) = µ (T )⇔ T has a perfect matching.
(iii) ⇒ (ii) By Theorem 2.2, it is enough to show that Ψ(T ) ⊆ CritIndep(T ).
Assume, to the contrary, that there is some S ∈ Ψ(T ) − CritIndep(T ). Hence, d (S) =
|S|− |N (S)| < 0 = d(T ), i.e., |S| < |N (S)|. On the other hand, since T [S] is a forest and S ∈
Ω (T [S]), we infer that |S| ≥ |N (S)|, a contradiction. Consequently, CritIndep(T ) = Ψ(T ).
(ii) ⇒ (v) Clear, as Ψ (T ) is a greedoid for every tree T .
(v) ⇒ (iii) By Theorem 1.5, Ω (T ) ⊆ CritIndep(T ). Hence, every S ∈ Ω (T ) has an
accessibility chain, i.e., there are Sk ∈ CritIndep(T ) such that S0 ⊂ S1 ⊂ ... ⊂ Sα(T ) = S
and |Sk| = k. It follows that |S0| = 0 = |N (S0)|, which implies d(T ) = d(S0) = 0.
Corollary 4.11 and Corollary 4.2 imply that if G is a bipartite graph, then CritIndep(G) =
Crown(G) = Ψ(G) if and only G has a perfect matching. For instance, CritIndep(C6) =
Ω (C6) ∪ {∅} = Ψ(C6), while CritIndep(C5) = {∅} 6= Ω(C5) ∪ {∅} = Ψ(C5).
Theorem 4.15 CritIndep(G) = Crown(G) = Ψ(G) if and only if G[N [S]] is a Ko¨nig-
Egerva´ry graph with a perfect matching for every S ∈ Ψ(G). In particular, G is a Ko¨nig-
Egerva´ry graph with a perfect matching.
Proof. Assume that CritIndep(G) = Crown(G) = Ψ(G).
By Proposition 4.10, G is a Ko¨nig-Egerva´ry graph with a perfect matching, say M .
By Theorem 1.2, M ⊆ (A, V (G)−A), for every A ∈ Ω(G).
Let S ∈ Ψ(G).
• By Proposition 4.1, G[N [S]] is a Ko¨nig-Egerva´ry graph. Therefore, by Theorem 1.1(ii),
there is a matching from N (S) into S. Hence, |N (S)| ≤ |S|.
• By Theorem 1.9, there is some B ∈ Ω(G) such that S ⊆ B. Consequently, the trace of
M on G[N [S]] is a matching from S into N (S). Thus |S| ≤ |N (S)|.
• All in all, |S| = |N (S)|. In other words, the trace of M on G[N [S]] must be a perfect
matching.
Conversely, by Proposition 4.9, we have that CritIndep(G) = Crown(G), and by Propo-
sition 4.1, we get that Crown(G) = Ψ(G).
For example, the graph G from Figure 11 is a Ko¨nig-Egerva´ry graph, S = {a, b, c, d} ∈
Ψ(G) and |S| ≥ |N(S)|, but S /∈ Crown(G). However, {c, d} ∈ Ψ(G) and |{c, d}| <
|N({c, d})| = |{u, v, w})|, but again {c, d} /∈ Crown(G).
✇ ✇ ✇ ✇ ✇ ✇
✇ ✇ ✇
✟✟
✟✟
✟✟
 
 
 ❅
❅
❅
❅
❅
❅ 
 
 ❅
❅
❅
a b c d e f
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G
Figure 11: G is a Ko¨nig-Egerva´ry graph with Ω (G) = {{a, b, c, d, e, f}}.
By Theorem 1.12(iii) and Theorem 4.15, we obtain the following.
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Corollary 4.16 If G is a triangle-free graph with a unique perfect matching, and G[N [S]] is
a Ko¨nig-Egerva´ry graph with a perfect matching for every S ∈ Ψ(G), then CritIndep(G) is
a greedoid.
5 Conclusions
If CritIndep(G) = Crown(G), then d (G) = 0, because ∅ ∈ Crown(G).
Problem 5.1 Characterize graphs satisfying CritIndep(G) = Crown(G).
Lemma 1.10, Theorem 4.12 and Corollary 4.16 motivate the following.
Conjecture 5.2 Let G be a triangle-free graph. CritIndep(G) is a greedoid if and only if
G[N [S]] is a Ko¨nig-Egerva´ry graph with a unique perfect matching for every S ∈ Ψ(G).
Theorem 5.3 If S1, S2 ∈ Ψ(G) and N [S1] ⊆ N [S2], then there exist S3 ⊆ S2 − S1, such
that S1 ∪ S3 ∈ Ψ(G) and |S1 ∪ S3| = |S2|.
Proof. Since S1 ∈ Ψ(G), it follows that |S2 ∩N [S1]| ≤ |S1|. Consequently, S3 = S2 −
(S2 ∩N [S1]) is independent and |S3| ≥ |S2|−|S1|. Hence, we get that S1∪S3 is independent.
Moreover,
|S2| ≥ |S1 ∪ S3| = |S1|+ |S3| ≥ |S1|+ |S2| − |S1| = |S2| ,
because N [S1] ⊆ N [S2].
Therefore, |S2| = |S1 ∪ S3|. In addition, S1 ∪ S3 ∈ Ψ(G) follows from the fact that
N [S1 ∪ S3] ⊆ N [S2].
According to Theorem 1.9, every A ∈ Ψ(G) can be enlarged to some maximum indepen-
dent set. By Theorem 5.3, for each S ∈ Ω(G) this enlargement can be implemented using
only elements of S.
Corollary 5.4 [28, 48] (Augmentation version of Nemhauser’s and Trotter’s Theorem). If
S1 ∈ Ψ(G) and S2 ∈ Ω(G), then there exists S3 ⊆ S2 − S1 such that S1 ∪ S3 ∈ Ω(G).
This motivates the following.
Problem 5.5 Characterize graphs whose families of local maximum independent sets are
augmentoids.
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