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Abstract
We present a new approximation theorem for estimating the error in approximating the whole
distribution of a nite-point process by a suitable Poisson process. The metric used for this
purpose regards the distributions as close if there are couplings of the processes with the expected
average distance between points small in the best-possible matching. In many cases, the new
bounds remain constant as the mean of the process increases, in contrast to previous results
which, at best, increase logarithmically with the mean. Applications are given to Bernoulli-type
point processes and to networks of queues. In these applications the bounds are independent of
time and space, only depending on parameters of the system under consideration. Such bounds
may be important in analysing properties, such as queueing parameters which depend on the
whole distribution and not just the distribution of the number of points in a particular set.
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1. Introduction
The subject of approximating the distribution of a point process by that of a
Poisson process has generated a large amount of research over the years. The Stein{
Chen method introduced in Chen (1975), in the context of sums of dependent Bernoulli
trials, and adapted by Barbour (1988) for approximation of point processes by Poisson
processes, has yielded good estimates for the error in approximation. In the simplest
problem of approximating the distribution of a sum of dependent Bernoulli trials by a
Poisson distribution the so-called \magic" factors appear. These factors decrease as the
mean of the approximating Poisson distribution increases, resulting in more accurate
approximations as the mean value increases. In the context of point process approxi-
mation, these factors no longer appear if the accuracy of approximation is measured
by a total variation metric. In an attempt to re-introduce such factors, as well as to
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address some of the problems associated with using the total variation metric, Barbour
and Brown (1992) introduce a Wasserstein distance d2, and inverse variation with
the total mass of the point process’ mean measure is introduced. In addition, there
is dependence on logarithmic factors, as can be seen from Theorems 3:6 and 3:7 in
Barbour and Brown (1992). The logarithmic dependence appears from the estimation
of a second-order smoothness parameter. It has been demonstrated in Brown and Xia
(1995b) that a logarithmic factor is inevitable if we expect a \uniform" Stein factor
parallel to that of Poisson random variable approximation. This leads to inaccurate
upper bounds in a number of applications. In this paper, we show that if we relax the
\uniformity" to allow the Stein factor to depend on the congurations involved, then
more accurate upper bounds can be achieved, and so the purpose of this paper is to
introduce bounds without logarithmic factors and apply them to a number of examples.
We begin by introducing the Wasserstein metric that we will use for estimating
the errors in Poisson approximation of point processes. Let   be a compact metric
space with metric d0 bounded by 1, and let N be the space of nite congurations
on  , that is, the space of integer-valued Radon measures on  . A point process
 is by denition a random element taking values in N. Throughout we will re-
strict our attention to point processes that are almost surely nite with nite mean
measures. For congurations, point processes and mean measures we will use bolded
symbols to represent them, while unbolded symbols will denote their total mass. L()
will be used to denote the probability distribution of the point process , and Po()
will be used to represent the probability distribution of a Poisson process with mean
measure .
Barbour and Brown (1992) used metrics to measure the distance between probability
distributions of point processes. The reader is referred to that paper for the details of
the denitions and equivalent formulations. Suppose d0 is a metric on the carrier space
  that is bounded by 1. The metric d1 on the space of nite congurations of points
is 1 if the two congurations do not have the same number of points and is otherwise
the average d0-distance between the points of the congurations under the closest
matching. The metric d2 between two probability distributions of point processes is
the inmum of expected values of the d1 distance between any two realisations of
the point processes. Note that d2 metrises weak convergence, and we will exclusively
use it to measure errors in Poisson approximation of point processes. Unless otherwise
stated all of the bounds will be on the error in approximating a point process by a
Poisson process with the same mean measure, since by an application of the triangle
inequality for metrics together with Eq. (2.8) of Brown and Xia (1995a) these bounds
can easily be extended to the case where the approximating Poisson process has a
dierent mean measure.
Section 2 introduces the new smoothness estimate that is used to derive the new
general distributional approximation. Section 3 applies this to produce a bound which
depends on the distance between the distribution of the process and its reduced Palm
process, i.e. the conditional distribution of the process given that there is a point at a
particular location. This is applied in Section 4 to Bernoulli trials, a randomly shifted
Bernoulli process and to networks of queues.
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2. The smoothness estimate
We recall the Stein{Chen method as implemented by Barbour and Brown (1992).
The generator A dened by
(Ah)() =
Z
 
[h(+ )− h()](d) +
Z
 
[h(− )− h()](d) (2.1)
is that of an immigration{death process Z on   with immigration intensity  and
unit per capita death rate, for suitable functions h : N ! R, where Z(0) = . The
corresponding Stein equation for a xed function f2T2 is
(Ah)() = f()− Po()(f); (2.2)
where (f) =
R
f d: Then
d2(L(); Po()) = sup
f2T2
jEAh()j (2.3)
and hence the solution h to Stein’s equation (2.2) is of importance. The following
is Proposition 2:3 of Barbour and Brown (1992), which gives a solution to Stein’s
equation:
Lemma 2.1. For any bounded f :N! R; the function h :N! R given by
h() =−
Z 1
0
[Ef(Z(t))− Po()(f)] dt (2.4)
is well dened and; moreover; is a solution to the Stein equation (2:2).
The essence of the Stein{Chen method is that it enables us to estimate an error
in approximation of a point process by a Poisson process by bounding the supremum
over all test functions in T2 of the absolute value of the expectation of the generator
A acting on the process under consideration, as Eq. (2.3) illustrates. There are two
possible approaches: the Palm process approach and the local approach. The Palm
process approach allows us to write the generator (Ah)() as a single integral with
respect to the mean measure , and the problem is converted to nding an upper bound
on a sum of two dierences of functions of the process and its associated Palm process.
The local approach is similar, but three integrals are produced, the rst with respect
to the mean measure , the second to the process  and the third to the dierence
− . We will restrict our attention to constructing Palm process bounds. The results
presented here may also be used to construct local bounds as in Barbour and Brown
(1992).
Crucial to the Stein{Chen method is obtaining estimates of a second-order dierence,
which we now introduce. For a conguration  on   we dene the second-order
dierence 2h by
2h(; ; ) := h(+  + )− h(+ )− h(+ ) + h(); (2.5)
where h is solution (2.4) to Stein’s equation (2.2), f2T2 and ; 2 . In
Barbour and Brown (1992) the approach is to obtain an upper bound on 2h(; ; )
that depends only on the total mass of . This introduces logarithmic factors and, in
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applications, these factors can result in upper bounds that may increase as parameters
of the system under consideration increase. The key step in overcoming this problem is
to allow the second-order dierence 2h to depend also on the congurations involved.
We begin by introducing some technical results.
Lemma 2.2. If for each t>0; Y1(t)
d=Bin(m; e−t) and Y2(t)
d=Po((1 − e−t)) are
independent; thenZ 1
0
e−tE

1
Y1(t) + Y2(t) + 1

dt6
1

+
1
m+ 2
:
Proof. Z 1
0
e−tE

1
Y1(t) + Y2(t) + 1

dt
=
Z 1
0
e−t
mX
i=0
1X
l=0
1
i + l+ 1

m
i

e−it(1− e−t)m−i
 
e−(1−e
−t)((1− e−t))l
l!
!
dt
=
Z 1
0
mX
i=0

m
i

(1− u)ium−i(u)−i−1e−u
1X
l=0
(u)i+l+1
l!(i + l+ 1)
du
=
Z 1
0
mX
i=0

m
i

(1− u)ium−i(u)−i−1e−u
Z u
0
sies ds du
=
Z 1
0
e−u
u
Z u
0
es

s(1− u)
u
+ u
m
ds du
=
Z 1
0
e−u
Z 1
0
eru(r(1− u) + u)m dr du
=
Z 1
0
e−u(1− u)
Z 1
0
eru(r(1− u) + u)m dr du
+
Z 1
0
e−uu
Z 1
0
eru(r(1− u) + u)m dr du
6
Z 1
0
(1− u)
Z 1
0
(r(1− u) + u)m dr du
+
Z 1
0
ue−u
Z 1
0
eru dr du
=
Z 1
0
1− um+1
m+ 1
du+
Z 1
0
1− e−u

du
6
1

+
1
m+ 2
;
where we have made the transformations u= 1− e−t and r = s=u.
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The following result permits us to obtain certain estimates of dierences of the Stein
equation:
Lemma 2.3. Let h be the solution to the Stein equation (2:2); where f2T2; ; 2 
and let n= . Then
jh(+  + y) + h(+  + y)− 2h(+  + )j6 2n+ 3 +
2

:
If we set =
Pn
i=1 xi ; then for any xi;
jh(+  − xi) + h(+  − xi)− 2h()j6
2
n+ 1
+
2

:
Proof. Let 1 and 2 be two independent exponential random variables with mean 1,
that are independent of Z. Then
jh(+  + y) + h(+  + y)− 2h(+  + )j
=

Z 1
0
E[f(Z(t) + I[2>t] + yI[1>t]) + f(Z(t) + I[2>t] + yI[1>t])
−f(Z(t) + I[1>t] + I[2>t])− f(Z(t) + I[2>t] + I[1>t])] dt

=

Z 1
0
e−tE[f(Z(t) + I[2>t] + y)− f(Z(t) + I[2>t] + )
+f(Z(t) + I[2>t] + y)− f(Z(t) + I[2>t] + )] dt

62
Z 1
0
e−tE

1
jZ(t)j+ I[2>t] + 1

dt:
Observe that Z(t)+ I[2>t] is an immigration{death process with immigration inten-
sity  and unit per capita death rate, starting with conguration  + , thus its total
mass, jZ(t)j + I[2>t], is a one-dimensional process starting with n + 1 individuals.
We may decompose jZ(t)j + I[2>t] = X (t) + Z(t), where X (t) d=Bin(n + 1; e−t) and
Z(t) d=Po((1−e−t)), and these are independent random variables. Thus by Lemma 2.2,
we obtain
jh(+  + y) + h(+  + y)− 2h(+  + )j62

1

+
1
n+ 3

:
For the second inequality, the proof is similar.
We will also require the following bound from Barbour and Brown (1992) on the
rst-order dierence:
1h(; ) := h(+ )− h():
Lemma 2.4. Let h be the solution to the Stein equation (2:2); and let f2T2. Then
sup
f2 ;2Ng
j1h(; )j61 ^ 1:65−1=2:
154 T.C. Brown et al. / Stochastic Processes and their Applications 87 (2000) 149{165
We now proceed to the main result of this section:
Theorem 2.1. Under the conditions of Lemma 2:3; with n= ; we have
j2h(; ; )j63 +
1
n+ 3
+
n
2
+
1:65
1:5
jn+ 1− j: (2.6)
Proof. Let  be the rst jump time of Z(t) then 
d=Exp( + ). Hence by an ap-
plication of the strong Markov property, together with a conditioning argument, we
obtain
h() =−f()− Po()(f)
+ 
+
1
+ 
Z
 
h(+ y)(dy) +
1
+ 
X
i=1
h(− yi);
(2.7)
where we have used the decomposition =
P
j=1 yj .
Let =
Pn
i=1 xi . Then by an application of (2.7) we obtain
h(+ ) =−f(+ )− Po()(f)+ n+ 1 +
1
+ n+ 1
Z
 
h(+  + y)(dy)
+
1
+ n+ 1
"
nX
i=1
h(+  − xi) + h()
#
: (2.8)
By applying (2.8) we deduce by some elementary calculations,
−h(+  + ) + 2h(+ )− h()
=− [f(+ )− Po()(f)] +
Z
 
[h(+  + y)− h(+  + )](dy)
+
nX
i=1
[h(+  − xi)− h()] + (n+ 1− )(h()− h(+ )): (2.9)
By interchanging  and  in (2.9), we obtain the expression
−h(+  + ) + 2h(+ )− h()
=− [f(+ )− Po()(f)] +
Z
 
[h(+  + y)− h(+  + )](dy)
+
nX
i=1
[h(+  − xi)− h()] + (n+ 1− )(h()− h(+ )): (2.10)
Combining (2.9) and (2.10) above results in
− 22h() =−[f(+ ) + f(+ )− 2Po()(f)]
+
Z
 
[h(+  + y) + h(+  + y)− 2h(+  + )](dy)
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+
nX
i=1
[h(+  − xi) + h(+  − xi)− 2h()]
+ (n+ 1− )(2h()− h(+ )− h(+ )): (2.11)
The proof is completed by applying Lemmas 2.3 and 2.4 to (2.11), together with the
fact that f2T2 and so jf(+ ) + f(+ )− 2Po()(f)j62.
We are now in a position to obtain an approximation theorem using the smoothness
estimate of Theorem 2.1.
3. A Palm process bound
In this section we introduce a new bound controlled by Palm processes. It is pos-
sible also to produce similar bounds using the \local" approach, that is using Janossy
densities, as in Barbour and Brown (1992). The details and an application to stationary
one-dependent sequences are in Weinberg (1999).
Recall that for a point process  with mean measure  the point process  is
said to be a Palm process associated with  provided for any measurable function
f :   N! [0;1),
E
Z
 
f(;)(d)

= E
Z
 
f(;)(d)

;
where  is the mean measure of . The process  −  is called the reduced Palm
process.
In the spirit of Brown and Xia (1995a) we introduce a general distributional approx-
imation that is controlled by distances weaker than the total variation norm. Due to
the dierence in the smoothness estimate, this bound is not controlled by the weaker
distance d002 as in Brown and Xia (1995a) but is controlled by j − ( − )j and
the distance d001 , which we now introduce. For two congurations 1 =
Pn
i=1 yi and
2 =
Pm
i=1 zi , with m>n, Brown and Xia (1995a) dene the distance d
00
1 by
d001 (1; 2) = min
nX
i=1
d0(yi; z(i)) + (m− n);
where  ranges over all permutations of (1; : : : ; m): The distance d001 is small if the
congurations have the same total number of points and all of the points, in the best
match, are close together. For ease of notation we dene for a random variable X and
a 2R− f0g, a function  by
(X; ) :=
3

+
0:825
1:5
+
X
2
+
1:65
1:5
jX − j: (3.1)
The following is the Palm process controlled bound:
Theorem 3.1. Suppose  is a nite point process on  ; and that for each 2 ; 
is the Palm process associated with  at . Then if  is the mean measure of ; and
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 =  ^ ( − );
d2(L();Po())6 E
Z
 

2
 + 1

d001 (; − )(d)
+E
Z
 
(; )j − ( − )j(d)
+

0:5
2
+
0:825
1:5
Z
 
Ej − ( − )j2(d):
It should be noted that any coupling of the distributions of  and  may be used
in the theorem.
Each of the terms in this bound is an integral of the multiplication of two compo-
nents. One is a measure of distance between the Palm distribution and the ordinary
distribution of the point process. The other takes the role of a Stein \magic" factor,
as explained in the introduction. In previous bounds for the d2 distance between the
whole of a point process and a Poisson process (for example Barbour and Brown,
1992), these factors decrease at order logarithm of the mean total number of points,
, divided by  as  increases. The implications of this are that generally the order of
the bound has previously increased with .
A primary dierence in Theorem 3:2 is that the factors 2=( + 1) and (; ) are
not deterministic but random. Moreover, there can be dependence between the Palm
and ordinary distributions in each term. However, in some cases, the factor and the
distance are actually independent, as in the examples of Section 4. In these and other
cases, the order of the bound as  increases is the same as that obtained by the product
of the expected factor and the expected distance, and the latter is much the same as
appears in random variable bounds. In the examples in this paper { and others studied
{ Theorem 3.1 gives a bound which grows with the mean number of points as a
constant times the corresponding bound for random variables. Typically, the latter is
constant in the mean.
From a practical viewpoint, the implication for processes viewed in time is that
the order of the bound will depend on system parameters and not the time interval
of observation. Before proving Theorem 3.1, we give some reasons why in cases of
interest the expected factors are of the order of the reciprocal of .
In the third term of the bound, there is a Stein factor which is of order less than
the reciprocal of .
Next we consider 2=( + 1). Lemma 3.1 below gives a general result. Note that
Lemma 3.1 is applied to X =+1 which has distribution that of the minimum of the
total number of points for the process and its Palm distribution. The bound can only
be small if the process is close to Poisson. Thus, since the distribution and the Palm
distribution for the total number of points are the same if the process is Poisson, the
case of interest is where the minimum is close in distribution to the total number of
points. For the latter to be close to Poisson, the mean to variance ratio will be close to 1.
Accordingly, in cases of interest, the expected value of the Stein factor 2=( + 1)
will be of the order of the reciprocal of the mean of , and this will be of the order
of the reciprocal of .
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Lemma 3.1. For a random variable X>1;
E

1
X

6
p
(1 + =4) + 1 + =2
E(X ) ; (3.2)
where  =Var(X )=E(X ).
Proof. Observe that by Jensen’s inequality, E(1=X )>1=E(X ): Let  :=E(1=X )−1=E(X ).
Thus by an application of the Cauchy{Schwarz inequality,
06= E

E(X )− X
XE(X )

6
r

E(X )
s
+
1
E(X ) : (3.3)
The bound (3.2) follows by squaring (3.3) and solving for .
It remains to consider (; ). The rst two terms in (; ) are deterministic and
of order at most the reciprocal of . The mean of the next term is E()=2; which as
above will be of order the reciprocal of , and the mean of the last is bounded by
1:65
r
var()
3
 1:65

r
var()

 1:65
p


;
the approximation again being justied by the fact that the Palm distribution and the
ordinary distribution will be close in cases of interest.
We now turn to the proof of Theorem 3.1, which is an immediate consequence of
the following result:
Lemma 3.2. For any pair of congurations  and ; and for any 2 ;
jh( + )− h( ) + h()− h(+ )j
6
2
 ^ + 1d
00
1 ( ;) +

3

+
0:825
1:5
+
 ^ 
2
+
1:65
1:5
j ^ − j

j − j
+

0:5
2
+
0:825
1:5

( − )2:
Proof. We begin with the case where  =  = n. Let Z0 be an immigration{death
process starting with zero individuals. Write  =
Pn
i=1 xi and  =
Pn
i=1 yi . Let
1; 2; : : : ; n; & be independent and identically distributed Exp(1) random variables that
are independent of Z0. Set
X1(t) =
nX
i=1
xi I[i>t] and X2(t) =
nX
i=1
yi I[i>t]:
Then by an application of Lemma 2.4 of Brown and Xia (1995a),
jh( + )− h( ) + h()− h(+ )j
=

Z 1
0
E[f(X1(t) + Z0(t) + I[&>t])− f(X1(t) + Z0(t))
+f(X2(t) + Z0(t))− f(X2(t) + Z0(t) + I[&>t])] dt
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=

Z 1
0
e−tE[f(X1(t) + Z0(t) + )− f(X1(t) + Z0(t))
+f(X2(t) + Z0(t))− f(X2(t) + Z0(t) + )] dt

6
Z 1
0
e−t2d1( ;)n
e−(1−e
−t)e−t
(1− e−t)

Z (1−e−t)
0
es

1− e−t + se
−t
(1− e−t)
n−1
ds dt
=2nd1( ;)
Z 1
0
Z 1
0
e−r(1−y)(1− r)(r + (1− r)y)n−1 dy dr
=2d1( ;)
Z 1
0
(1− rn) dr
=
2n
n+ 1
d1( ;);
where we have used the transformations r=1− e−t and y= s=r: We now extend the
above case to the situation where  6= . Suppose the congurations  and  have
decompositions
 =
nX
i=1
xi and =
mX
i=1
yi
where n<m and, without loss of generality, we may assume
nX
i=1
d0(xi; yi) = min

nX
i=1
d0(xi; y(i));
where  ranges over all permutations of (1; : : : ; m). Set  =
Pn
i=1 yi . Then by an
application of the case where the conguration’s total masses are equal, we have
jh( + )− h( ) + h()− h(+ )j
6jh( + )− h( ) + h()− h(+ )j
+ jh(+ )− h() + h()− h(+ )j
6
2n
n+ 1
d1( ; ) +

3

+
1
n+ 1
+
n
2
+
1:65
1:5
jn− j+ 0:825
1:5

(m− n)
+

0:5
2
+
0:825
1:5

(m− n)2;
where the last inequality follows by repeated applications of the smoothness estimate
(2.6), and some simplications. The proof is completed by observing that n =  ^ .
Observe that for any pair of congurations 1 and 2, d
00
1 (1; 2)6jj1 − 2jj and
jj1j−j2jj6jj1−2jj, which when applied to Theorem 3.1 results in a bound analogous
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to Theorem 3:7 of Barbour and Brown (1992). This may be useful in cases where d001 is
dicult to directly estimate. We now turn to some examples to illustrate the improved
estimates.
4. Applications
In this section we present two Bernoulli process applications and an application
to networks of queues. The rst application is concerned with the approximation in
distribution of a Bernoulli process by a Poisson process with a continuous intensity.
In this context the total variation metric is not suitable and so we apply the bound of
Theorem 3.1 to measure the error in approximation under the Wasserstein metric. The
second application is to a randomly shifted Bernoulli process, introduced in Brown and
Xia (1995a). Finally, we consider a substantial application to networks of queues and
improve a bound from Barbour and Brown (1996).
4.1. An application to a simple Bernoulli process
Let X1; X2; : : : ; Xr be independent Bernoulli trials with P(Xj = 1) = pj for all
j2f1; 2; : : : ; rg, and we dene a point process on  =[0; r=n] by =Prj=1 Xjj=n, where
n>r. A suitable choice for a metric on   is d0(x; y)= jx−yj^ r=n. The mean measure
 of  is hence =
Pr
j=1 pjj=n: A natural continuous approximation has [0; t]=F(t),
where for j2f1; : : : ; rg and t 2 ((j − 1)=n; j=n); F 0(t) = npj . Then the total mass of 
is the same as that of . An application of Theorem 3.1 results in the following:
Proposition 4.1. For the Bernoulli point process;
d2(L();Po())6
rX
j=1
p2j

5:65

+
1:65
1:5
+
0:5
2
+
2
− pj

+
1
n
6
11

rX
j=1
p2j +
1
n
for > 3 and for each j2f1; 2; : : : ; rg; pj60:25.
We observe that the error bounds in Proposition 4.1 remains bounded as  increases,
and is small when r is large and the probabilities pj are small. By contrast, an ap-
plication of the corresponding Theorem 3:7 of Barbour and Brown (1992) yields the
bound
d2(L();Po())6
2:5


1 + 2 log+

2
5
 rX
j=1
p2j +
1
n
: (4.1)
We observe that for large  the Stein factor of the error bounds in Proposition 4.1 are
better than that of (4.1). In particular, these new bounds do not have the logarithmic
growth with , and so are an improvement on (4.1).
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Proof of Proposition 4.1. For each j2f1; 2; : : : ; rg we can realise j=n − j=n =Pr
i=1; i 6=j Xii=n and so it follows that ^ (j=n− j=n)=
Pr
i=1; i 6=j Xi: Also − (j=n− j=n)
= Xjj=n and hence jj − (j=n − j=n)jj = Xj. It also follows that j ^ (j=n − j=n)j
and Xj are independent for all j. Let Sj =
P
i 6=j Xi. By applying Theorem 3.1 and
the remarks following the proof of Lemma 3.2 we obtain
d2(L();Po())6 E
rX
j=1
pj

3

+
0:825
1:5
+
Sj
2
+
2
Sj + 1
+
1:65
1:5
jSj − j

Xj
+

0:5
2
+
0:825
1:5

X 2j

: (4.2)
Suppose G(s) is the probability generating function of Sj. Then
E

1
Sj + 1

=
Z 1
0
G(s) ds6(− pj)−1: (4.3)
By applying the Cauchy{Schwarz inequality we obtain
EjSj − j6
p
: (4.4)
Applying (4.3) and (4.4) to (4.2) completes the proof of the rst part of the bound,
after some simplications. By applying the triangle inequality and Eq. (2.8) of Brown
and Xia (1995a), together with the fact that d1(; )61=n, completes the proof.
4.2. A randomly shifted Bernoulli process
Here we take  =[0; 1]; d0(x; y)= jx−yj^1 and let Un=fi=n: i=0; 1; : : : ; n−1g; 
be a uniform distribution on [0; 1=n) and suppose that fX: 2Ung are independent
indicator random variables with P(X = 1) = p for all 2Un. Assume further that
 and fX: 2Ung are independent. Dene a point process  =
P
2Un X+. The
mean measure  of  satises (ds) = (np) ds. By applying Theorem 3.1 we obtain
the following:
Proposition 4.2. For the randomly shifted Bernoulli process;
d2(L();Po())69p+
1
2n
+
2pp

:
Brown and Xia (1995a) demonstrate that for the randomly shifted Bernoulli process,
d2(L();Po())6

1 + 2 log+


2

(3n− 1)p
n

; (4.5)
which is small when p is small and log() does not grow too fast. The bound in
Proposition 4.2 indicates good Poisson approximation when p is small and xed and n
is large, so that  is large, which is the case in which we would expect good Poisson
approximation. There is no need to impose a condition on a term remaining bounded,
and so the bound of Proposition 4.2 is an improvement on (4.5).
Proof of Proposition 4.2. For each 2 [0; 1), there exists a unique integer m() with
06m()6n−1 such that r()=−m()=n2 [0; 1=n). For ease of notation, we let Vn=
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f2Un;  6= m()=ng. We take the natural coupling (Y1;Y2) of  and − as Y1=
and Y2 =
P
2Vn X+r(). Then Y1 =
P
2Un X and Y2 =
P
2Vn X, and consequently
Y1
d=Bin(n; p) and Y2
d=Bin(n − 1; p). Hence it follows that jY1 − Y2j = Xm()=n and
Y1 ^ Y2 = Y2. Also it can be shown that Ej − r()j61=2n and d001 (Y1;Y2)6Xm()=n +P
2Vn Xj−r()j. By applying these results, together with an application of generating
functions, as in the proof of Proposition 4.1, it can be shown that
E
Z
 
2
Y1 ^ Y2 + 1d
00
1 (Y1;Y2)(d)63p: (4.6)
By a direct calculation it can be shown that
E
Z
 

3

+
0:825
1:5

jY1 − Y2j(d)6

3 +
0:825p


p: (4.7)
Also by a direct calculation we obtain
E
Z
 
Y1 ^ Y2
2
jY1 − Y2j(d) = 1p
2(n− 1)6p: (4.8)
By an application of the Cauchy{Schwarz inequality it can be shown that
E
Z
 
1:65
1:5
jY1 ^ Y2 − j jY1 − Y2j(d)61:65p: (4.9)
Finally, by a direct evaluation
0:5
2
+
0:825
1:5
Z
 
E(Y1 − Y2)2(d)60:5n +
0:825pp

: (4.10)
The proof is completed by applying (4.6){(4.10) into the bound of Theorem 3.1, after
some simplications.
4.3. An application to networks of queues
We now apply Theorem 3.1 to the open migration process in Barbour and Brown
(1996), who present approximation theorems analogous to Melamed’s Theorem.
Melamed (1979) demonstrated that an absence of loops condition in an open mi-
gration process is a necessary and sucient condition for the equilibrium ow along
a link to be a Poisson process. Barbour and Brown (1996) applied Stein’s method to
explicitly quantify this result, and constructed both total variation bounds as well as a
bound on the Wasserstein metric. The purpose here is to demonstrate that an improved
approximation can be obtained via Theorem 3.1, and also to demonstrate the scope of
the results presented in this paper. We begin by introducing the relevant results from
Barbour and Brown (1996). The open migration process which we examine is one
which consists of a set of J queues, where individuals can enter or exit the system
from any queue, and can move freely around the system. Arrivals at each of the queues
is assumed to be independent Poisson streams with rates j, for 16j6J . Service re-
quirements are assumed to be exponential random variables with parameter 1. The total
service eort at queue j is dened to be j(n), where n is the number of customers
in the queue. Some general constraints are imposed on these functions, namely that
j(0) = 0, j(1)> 0 and the service functions are assumed to be non-decreasing. It
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is also assumed that the individuals all receive the same service eort. We dene ij
to be the probability that an individual moves from queue i to j, and j to be the
exit probability from queue j; we also impose the condition that for each 16j6J ,
j +
PJ
k=1 jk = 1. For each 16j; k6J we dene a point process Mjk counting the
number of transitions from queue j to k, and set M = fMjk ; 06j; k6Jg, where de-
partures are interpreted as transitions to 0, and arrivals as transitions from 0. Let T be
the set f(j; k)j06j; k6Jg, and let C T . The carrier space is  =[0; t]C, for some
xed t > 0. Thus an element of   is of the form (s; (j; k)), representing a transition
from queue j to k at time s, with (s; (0; k)) representing an arrival to queue k at time
s, and (s; (j; 0)) representing an exit from queue j at time s. Let d0 be the metric on  
dened by d0((x; (j; k)); (y; (l; m))) = (jx− yj ^ 1)I[( j; k)6=(l;m)]; for x; y2 [0; t] and links
(j; k) and (l; m): Let MC be the restricted process fMjk j(j; k)2Cg and nally dene
M tc to be the restriction of MC to [0; t]. The mean measure of the process M
t
C is the
product measure t  C , where t is the restriction of Lebesgue measure on the real
line to the interval [0; t], and C is the restriction of the measure  on T to the subset
C, where  has atoms ij, which is the steady-state ow along the link (j; k). Also
note that = ( ) = t(C).
The path that a customer takes through the network is tracked by a forward customer
chain X , which is a Markov chain with state space f0; 1; : : : ; Jg, where state 0 represents
the point of arrival and departure of an individual into and from the system, and the
other states represent the queues. This chain has non-zero transition probabilities pjk
given by
p0k =
kPJ
j=1 j
; pj0 = j; and pjk = jk ;
where 16j; k6J . Also of use is the backward customer chain X , which is the
forward customer chain for the time reverse of the above queueing network. Barbour
and Brown (1996) present a discussion on this to which the reader is referred. The
relevant detail is that these chains can allow us to dene the following random variables
which essentially control the approximations. Let X (k) be a realization of X started in
state k, and let X ( j) be a realization of X  started in state j. We dene
kC :=
1X
i=0
I [(X (k)i ; X
(k)
i+1)2C] and jC :=
1X
i=0
I [(X ( j)i+1 ; X
( j)
i )2C]:
Observe that kC is the number of transitions along links in C yet to be made by a
customer currently in state k, while jC is the number of transitions along links in C
already made by a customer currently in state j. Let jkC :=E(kC + 
j
C), which can be
interpreted as the expected number of past and future transitions along links in C, for an
individual currently moving from queue j to k. In addition we dene jkC :=E(kC+
j
C)
2,
which is the expected squared number of past and future transitions along links in C,
again for an individual travelling along the link (j; k). Finally, we let
C :=
X
( j; k)2C
jkC
jkP
(j; k)2C jk
and C :=
X
( j; k)2C
jkC
jkP
( j; k)2C jk
:
Thus C is the average extra number of visits for a customer who is on a link in C, the
average being weighted by the trac along the link, while C is the average squared
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extra number of visits, with identical weighting factors. These parameters reect the
network topology and are zero in the case when Melamed’s absence of loops condition
holds.
Barbour and Brown (1996) show that in the stationary state,
d2(L(M tC);Po(
t  C))62:5

1 + 2 log+

2
5

C: (4.11)
This bound is small if C is small, but the logarithmic factor causes the bound to
increase with time. However, by directly applying Theorem 3.1 we can obtain the
estimate:
Proposition 4.3. For the process M tC ;
d2(L(M tC);Po(
t  C))6

7 + 2 C +
0:825p

+
q
1 + 2 C
q
5 + 2 C
+ 1:65
r
1 +
1

)!
C +

0:5

+
0:825
0:5

C
6 19 C +
3 C
2
p

for > 1 and C < 1.
The bounds of Proposition 4.3 are small if C and C are small, and they do not
increase with time t. These results are clearly an improvement on bound (4.11) for
large values of . They are also more natural results than (4.11) because they are small
when parameters of the system are small, and do not increase with time through .
Proof of Proposition 4.3. Let =tC . In view of Lemma 1 in Barbour and Brown
(1996) we deduce that MtC ^ ((MtC) − ) =MtC because the reduced Palm process is
statistically equivalent to the process M tC with the addition of extra individuals. Fur-
thermore, these individuals are independent of the original process and so the dierence
M tC − ((M tC) − ) is independent of the process M tC .
By applying the bound of Theorem 3.1, together with the remark following the
proof of Lemma 3.2, we can reduce the bound to the following four integrals. By an
application of the properties of the process M tC and its reduced Palm process,
I1 := E
Z
 

3

+
0:825
1:5
+
MtC
2

jjM tC − ((M tC) − )jj(d)
=

4 +
0:825
0:5

C: (4.12)
Next, by applying (3.2),
I2 := E
Z
 

2
MtC + 1

jjM tC − ((M tC) − )jj(d)
6 2

1 +

2
+
r

 
4
+ 1

C; (4.13)
where = 1 + 2 C:
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Observe that by an application of the Cauchy{Schwarz inequality,
I3 :=
1:65
1:5
E
Z
 
jMtC − j jjM tC − ((M tC) − jj(d)
6 1:65
s


1 +
1


C (4.14)
with the same  as before. Finally, it follows by denition that
I4 :=

0:5
2
+
0:825
1:5

E
Z
 
jjM tC − ((M tC) − )jj2(d)
=

0:5

+
0:825
0:5

C: (4.15)
The proof is completed by adding integrals (4.12){(4.15), and performing some
simplications.
It may be useful in situations where the j are bounded away from zero, the jk are
small and J is large to obtain bounds controlled by the quantities
+ := min
16j6J
j and  +C := max16j6J
JX
k=1
jkI[( j; k)2C]:
Barbour and Brown (1996) point out that this may be appropriate in ‘distributed’
service systems such an idealized shopping mall. The quantity + is a lower bound
for the exit probabilities, and  +C is an upper bound on the transition probabilities
for links in C. Let !+C :=  
+
C =
+
(
1 +  +C =
+

. It can be shown that C62!+C and
C62!+C (1 + 3!
+
C ), so that applying these to the second bound of Proposition 4.3
results in the following:
Proposition 4.4. Under the conditions of Proposition 4:3; and when !+C < 1;
d2(L(M tC);Po(
t  C))651!+C :
Assuming that the j are bounded away from zero, we see that !+C is small provided
the transition probabilities for links in C are small. Hence the bound of Proposition
4.4 is small under these conditions. This corresponds to the intuitive idea that we
have good Poisson approximations when the events associated with a counting process
are rare.
5. Conclusion
The estimates of the order of Wasserstein bounds provided by Theorem 3.1 are
certainly improvements on those obtained by Barbour and Brown (1992) and Brown
and Xia (1995a). The simple Bernoulli processes illustrate the improved distributional
approximations, and the network of queues application illustrates that these bounds can
be applied to more signicant point process applications.
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The key step in deriving improved Wasserstein bounds was to allow bounds on
the second-order dierence (2.5) to depend on the congurations involved as well as
, as opposed to the approach of Barbour and Brown (1992). It may be possible to
improve the estimate of the second-order dierence (2.6) in Theorem 2.1 by a coupling
approach. Work is still in progress to achieve this objective.
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