We study the compactness problem for moduli spaces of holomorphic supercurves which, being motivated by supergeometry, are perturbed such as to allow for transversality. We give an explicit construction of limiting objects for sequences of holomorphic supercurves and prove that, in important cases, every such sequence has a convergent subsequence provided that a suitable extension of the classical energy is uniformly bounded. This is a version of Gromov compactness. Finally, we introduce a topology on the moduli spaces enlarged by the limiting objects which makes these spaces compact and metrisable.
Introduction
Holomorphic supercurves were introduced in [10] as a natural generalisation of holomorphic curves to supergeometry. Holomorphic curves, in turn, have been a powerful tool in the study of symplectic manifolds since the seminal work of Gromov ([12] ). In general, solution sets of nonlinear elliptic differential equations often lead to interesting algebraic invariants. In the case of holomorphic curves, these are known as Gromov-Witten invariants. Here, one typically encounters two problems: First, the moduli spaces in question are wanted to have a nice structure (which is a transversality problem) and, second, they are usually not compact but need to be compactified. Examples for the occurrence and solution of both issues include the aforementioned Gromov-Witten invariants (cf. [14] ), invariants of Hamiltonian group actions as introduced in [6] and symplectic field theory (cf. [9] and [8] ). In the case of holomorphic supercurves, the transversality problem was solved in [11] by making the defining equations depend on a connection A such that the corresponding linearised operator is generically surjective. This perturbed definition is referred to as an (A, J)-holomorphic supercurve.
To fix notation, let us briefly recall the relevant background. Let Σ be a connected and closed Riemann surface with a fixed complex structure j. Moreover, for simplicity, we also fix a Riemann metric h in the conformal class corresponding to j. By a standard result, biholomorphic diffeomorphisms of Σ agree with its conformal automorphisms (cf. Sec. A.3 of [2] ). For our purposes, the most important example is the sphere Σ = S 2 which we identify, via stereographic projection, with two copies of C glued along C * via the transition map z → 1 z . Under this identification, the standard metric on S 2 is a constant multiple of the Fubini-Study metric h (s,t) := 1 (1+s 2 +t 2 ) 2 (ds 2 + dt 2 ) Consider Σ = S 2 and let ϕ ν be a sequence of holomorphic curves such that the energy E(ϕ ν ) is uniformly bounded. Then a suitable subsequence converges to a holomorphic sphere ϕ on S 2 with a finite number of points z j ∈ S 2 removed and, at each z j , another holomorphic sphere (a bubble) is attached in the limit. The proof is based on a conformal rescaling argument, using removability of isolated singularities for holomorphic curves and conformal invariance of the energy E(ϕ, U ) for U ⊆ S 2 . The limiting objects are obtained by an inductive argument over the bubbling process, which terminates by the following result: There is a constant > 0 such that E(ϕ) ≥ for every nonconstant Jholomorphic sphere ϕ : S 2 → X. One can thus show that every sequence of holomorphic curves has a subsequence that converges to a stable map (in the sense of Kontsevich) (ϕ, z) = ({ϕ α } α∈T , {z αβ ∈ S 2 } αEβ , {α i , z i ∈ S 2 } 1≤i≤n ) (2) that is a collection of holomorphic curves modelled over a labelled tree (T, E, Λ) with compatibility conditions for the edges. This result is called Gromov compactness. Here, the marked points z i are not needed in the first place but added for obtaining an evaluation map, from which the Gromov-Witten invariants are then built.
There is a natural notion of equivalence of two stable maps (ϕ, z) ∼ (ϕ ′ , z ′ ) by a tree isomorphism and a collection of Möbius transformations. We define the moduli spaces M 0,n (X; J) , M 0,n (X, β; J) , M 0,n (X, β; J) (3) of stable maps with n marked points, those which represent β, and the corresponding space of equivalence classes, respectively. By a more general Gromov compactness theorem, every sequence in M 0,n (X; J) with uniformly bounded energy has a convergent subsequence, and the same is true for every sequence in M 0,n (X, β; J). Moreover, limits are unique up to equivalence. Gromov convergence can be measured by a "distance" function ρ ε ((ϕ, z), (ϕ ′ , z ′ )) for (ϕ, z), (ϕ ′ , z ′ ) ∈ M 0,n (X, β; J), where ε > 0 is a sufficiently small constant. By means of ρ ε , one can define a topology on M 0,n (X, β; J), called Gromov topology, with respect to which these spaces are compact and metrisable, and convergence is equivalent to Gromov convergence.
Conformal Invariance and the Super Energy
In this section, we show conformal invariance of (A, J)-holomorphic supercurves and introduce a conformally invariant extension of the energy (1) .
For this purpose, let us first study an important class of holomorphic line bundles on Riemann surfaces. Let Spin(2) ∼ = S 1 denote the 2-dimensional spin group and, in the following, fix a spin structure Spin(Σ) on Σ. We define, for d ∈ Z * , representations and (
In this case, we may view
Proof. The differential dm : (L 1 ) 2 → (L 1 ) 2 is homotopic to the identity since m is homotopic to the identity and, moreover, complex linear since m is holomorphic. Therefore, the existence of √ dm d as a homomorphism of complex line bundles with the properties stated follows from standard arguments involving covering spaces (cf. Sec. 1.3 in [13] ). √ dm d is holomorphic because dm is. 
with the complex number v. The same holds for a neighbourhood of m(z), and analogous for the tangent bundle T Σ ∼ = Spin(Σ) × µ 2 R 2 . With respect to these trivialisations, the maps dm and √ dm d correspond to multiplication with complex numbers, denoted (unambiguously) by the same symbols, such that |dm| = √ λ m .
Every Möbius transformation of the sphere is homotopic to the identity. In this case, the hypotheses of Lem. 2.2 and Lem. 2.3 are, therefore, satisfied. Now let ϕ : Σ → X be a smooth map and consider the (twisted) complex vector bundles
Let m : Σ → Σ be a conformal automorphism which is homotopic to the identity. We denote the lift from Lem. 2.2 by
denoted by the same symbol.
We define the transformed objects under m bỹ
Ifm is another conformal automorphism homotopic to the identity, Lem. 2.2 implies that the concatenation satisfies
Proposition 2.5 (Conformal Invariance). Let m : Σ → Σ be a conformal automorphism which is homotopic to the identity and (ϕ, ψ) be a pair, consisting of a function ϕ ∈ C ∞ (Σ, X) and a section ψ ∈ Γ(Σ,
holds. In particular, the defining equations for an (A, J)-holomorphic supercurve (ϕ, ψ) : (Σ, L d ) → X are conformally invariant:
Proof. By assumption, dm commutes with ∂ and, by Lem. 2.2, the same holds for
In general, the pullback connection satisfies the identity
for every vector field ξ ∈ Γ(ϕ * T X) and the composition ξ • m ∈ (ϕ • m) * T X. Therefore
With this preparation, the statement follows from a straightforward calculation.
We will next introduce a conformally invariant extension of the energy (1) which involves the sectional part ψ. Let g = g J denote the Riemann metric on X induced by ω and J, and let H denote the Hermitian metric on L d from Lem. 2.1. H and g together induce a bundle metric, denoted (, ), on
It is Hermitian since H and g are Hermitian (i.e. g is J-orthogonal). A short calculation yields
where θ and ψ θ are local sections of L d and ϕ * T X, respectively, and we write sections of L d ⊗ J ϕ * T X in the (local) form ψ = 
holds for U ⊆ Σ, whenever both sides are defined. In other words, the integral is conformally invariant.
Remark 2.7. Similarly, one shows that in the case d = 0, i.e. L = L 0 = C, the following integral is conformally invariant:
where ∇ is any connection on T X (e.g. the Levi-Civita connection of g), and we denote the induced connection on ϕ * T X = C ⊗ J ϕ * T X by the same symbol.
where the norm |ψ| 2 = (ψ, ψ) is defined by the bundle metric (5). We call E(ϕ, ψ) := E(ϕ, ψ, S 2 ) the super energy of (ϕ, ψ).
The super energy of a pair (ϕ, ψ) extends the energy of ϕ as defined in (1) . Note that we do not treat E(ϕ, ψ) as an action functional, however. By Lem. 2.6, it is conformally invariant: 
Removal of Singularities
In this section, we prove the following theorem about the removability of isolated singularities.
The corresponding statement for the underlying holomorphic curve ϕ is a classical result, stated e.g. as Thm. 4.1.2 in [14] . In the proof for the section ψ, we use mean value type inequalities and a local isoperimetric inequality. Thm. 3.1 is entirely local. Recall from [11] that every (A, J)-holomorphic supercurve is a local holomorphic supercurve upon choosing conformal coordinates on Σ and trivialising the bundle L by a local holomorphic section. In the following, we denote by z = s + it the standard coordinates on C ∼ = R 2 . 
is an open set with ϕ(U ) ⊆ V , J 2 = −id holds and D is linear in the second component, such that
This is a good place for collecting some estimates for later use. Consult [17] or [7] for a standard treatment. We denote the Sobolev norms for maps f : U → V with U ⊆ R n and V ⊆ R m by ||f || U,p := ||f || L p (U,V ) and ||f || U,k,p := ||f || W k,p (U,V ) . This includes the case p = ∞. If the reference to U is clear, we also abbreviate the norms towards ||f || p = ||f || 0,p and ||f || k,p , respectively. Hölder's inequality reads ||uv|| 1 ≤ ||u|| p ||v|| q for 1/p + 1/q = 1. Applied to p = = ||f || 2 ||g|| 4 (9) Different Lebesgue norms may be estimated against each other: Let 1 ≤ p ≤ q ≤ ∞ and assume that U is bounded. Then there is a constant C > 0, depending on U , p and q such that ||f || U,p ≤ C · ||f || U,q (10) By definition of the Sobolev norms, an analogous estimate holds for ||·|| U,k,p and ||·|| U,k,q . Next, the Sobolev embedding theorem states that, for 1 ≤ kp < n and provided that U is a bounded and has a Lipschitz boundary, there is a constant C > 0, depending on U , k and p such that
For our purposes, U is usually a subset of R 2 , such that n = 2. Estimate (11), applied to k = 1 and p = 4/3, then reads ||f || 4 ≤ C ||f || 1, . Sobolev spaces embed into spaces of differentiable functions as follows. Let k > 0 and p > n, and assume that U is bounded and has a Lipschitz boundary. Then there is a constant C > 0, depending on U , k and p such that
for µ := 1− n/p. The second estimate is known as Morrey's inequality, and the inclusion
The Local Super Energy
We translate boundedness of the super energy into local form next. For the cases d = −2 and d = −1, the sectional part E(ψ) involves L 2 and L 4 -norms, respectively, which depend on the global bundle metrics from (5) and may be estimated by the corresponding norms for functions R 2 → R 2n .
For later use, we need a sharper estimate, treating different ϕ and J simultaneously, as follows. For z ∈ S 2 and p ∈ X, we consider the scalar product (·, ·) on the vector space L z ⊗ Jp T p X, which is constructed from H z and g J p analogous to the bundle metric (5). Fixing a nonvanishing local section θ ∈ Γ(U, L) and coordinates (V ⊆ X, x 1 , . . . , x 2n ) on X, there is a canonical identification
for z ∈ U and p ∈ V , where e j denotes the j-th standard basis vector of R 2n . Moreover, choosing θ such that H (θ, θ) ≡ 1 and H (θ, jθ) ≡ 0 (which is possible for every proper open subset U ⊆ S 2 ), we obtain
Writing v = v j · e j , a standard estimate yields the following lemma. Lemma 3.3. Let K ⊆ X be a compact subset which lies completely within a coordinate chart of X. Let U ⊆ S 2 be a proper open subset and θ ∈ Γ(U, L) be a section with respect to which (13) and (14) hold. Then there are constants m, M > 0, depending (continuously) on J, θ and the X-coordinates chosen, such that for all z ∈ U ,
holds, where |·| R 2n denotes the standard norm on R 2n .
For the rest of this section, we shall denote by ·, · := ·, · R 2n the (constant) standard scalar product on R 2n and by |·| := |·| R 2n the induced norm, unless otherwise stated. We introduce a local version of the super energy next, which is defined such that, on the one hand, it is bounded above by the ordinary super energy in the cases d = −2, −1 (by Lem. 3.7 below) and, on the other hand, its boundedness suffices for the proof of Thm. 3.1, which will become clear in the course of this section. Definition 3.4. Let U ⊆ R 2 be an open subset and ϕ, ψ ∈ C 1 (U, R 2n ). Then the local super energy of (ϕ, ψ) on U is the following integral.
Here and in the following, s + it denotes the standard coordinates on C ∼ = R 2 . Moreover, for brevity we shall often omit writing "ds dt" in integrals over a subset of R 2 . The next lemma is borrowed from App. B in [14] . It is proved by means of an inequality due to Calderon and Zygmund [3] , [4] . Lemma 3.5 (Elliptic Bootstrapping, weak form). Let U ′ ⊆ U ⊆ C be open sets such that U ′ ⊆ U and 1 < p < ∞. Then, for every constant c 0 > 0, there is a constant c > 0 such that the following holds. Assume J ∈ W 1,∞ (U, R 2n×2n ) satisfies J 2 = −id and ||J|| U,1,∞ ≤ c 0 . Then, for every u ∈ W 1,p loc (U, R 2n ), the following estimate holds.
In the following lemmas, we use the notations J, D,J andD as in Def. 3.2.
Lemma 3.6. Let U ′ ⊆ U ⊆ R 2 be bounded open sets such that U ′ ⊆ U and (ϕ, ψ) ∈ C 1 (U, R 2n ) be a local holomorphic supercurve of regularity class C 1 . Then there is a constant C ≥ 0, depending on J
Proof. By (8) , the hypotheses of Lem. 3.5 are satisfied for p = 2 and J replaced byJ , and the statement follows from the resulting estimate as follows. 
In particular, the local super energy is bounded if the super energy is.
Proof. By Lem. 3.3, we may estimate the standard norm on R 2n by the bundle norm.
In the case d = −2, we thus obtain a constant c > 0, depending only on the geometry, such that the following estimate holds.
In the case d = −1, the analogous argument and, moreover, the Lebesgue estimate (10) with p = 2 and q = 4 yield constants c 1 , c 2 > 0, depending only on the geometry, such that the following estimate holds.
In either case, the integral over |dϕ| 2 is, similarly, bounded above by a multiple of E(ϕ, U ). Finally, the remaining estimate for the integral of the term |dψ| 2 (over a smaller set U ′ and with a constant as stated in the hypotheses) follows directly from Lem. 3.6. This proves the statement.
Mean Value Inequalities
For the proof of Thm. 3.1, and also for the bubbling analysis in the next section, we need the mean value inequalities for local holomorphic supercurves to be developed next. They both follow from a lemma due to Heinz. Let △ := ∂ 2 s + ∂ 2 t denote the standard Laplacian on R 2 and B r := B r (0) be the (open) disc around 0 with radius r. Proof. With w := |ψ| 2 , we have
For the rest of the proof, we shall write D and J instead ofD andJ, respectively. Then, the holomorphicity condition (8) implies
with L, M, N : U → R 2n×2n depending only on J and D and their first derivatives. The previous calculation implies the estimate
and, using (15), we obtain
By the last estimate, the hypotheses of Heinz' Lemma 3.8 are satisfied with b := 1, thus providing the estimate which was to show.
Lemma 3.10 (Second Mean Value Inequality
) be a local holomorphic supercurve with l ≥ 2 and r > 0 small enough such that
(but not on ψ).
Proof. Let w := |dψ| 2 and set ξ := ∂ s ψ and η := ∂ t ψ. Then w = |ξ| 2 + |η| 2 and
For the terms involving △ξ and △η note that ∂ t ∂ s ψ = ∂ s ∂ t ψ and thus
Therefore, with L,M and N as in the proof of the previous lemma, we yield
The previous calculation implies the following estimate.
where P only depends on the infinity norms over U of derivatives up to second order of J andD. By analogous estimates, one can further show that there is a constant Q with corresponding dependencies such that
Thus, using (16), we obtain
By hypothesis we have, for |ρ| < r,
and thus, applying Lem. 3.9 with 0 replaced by ρe iθ ∈ B r , we obtain
follows. By Heinz' Lemma 3.8, applied with A and b := 4, we thus yield
which was to show.
) be a local holomorphic supercurve where l ≥ 2 and such that E loc (ϕ, ψ, U ) < ∞. Then there is a constant r 0 > 0, depending on ψ, and a constant C > 0, depending on D U,2,∞ and J U,2,∞ and r 0 (but not on ψ), such that B 3r 0 ⊆ U and for all r < r 0
Proof. By the assumption on the boundedness of the local super energy, there is 0 < r 0 < 1 (sufficiently small) such that B 3r 0 ⊆ U and
holds. By the inclusions B 2r (re iθ ) ⊆ B 3r 0 and B r (re iθ ) ⊆ B 2r 0 for r < r 0 , the hypotheses of Lem. 3.10 are, therefore, satisfied with 0 replaced by re iθ , and the following inequalities result.
Proof of the Singularity Theorem
Based on the preparations until now, we now come to the actual proof of Thm. 3.1. Its core is enshrined in Prp. 3.15 below which, in turn, is based on the mean value inequalities from the previous subsection and a local isoperimetric inequality to be established. We begin with another local estimate.
Lemma 3.12. Let U ′ ⊆ U ⊆ R 2 be bounded open sets with a smooth boundary such that U ′ ⊆ U , and let (ϕ, ψ) ∈ C 2 (U, R 2n ) be a local holomorphic supercurve of regularity class C 2 . Then there is a constant C ≥ 0, depending on ||D(ϕ)|| U,1,∞ and J U,1,∞ (but not on ψ) such that the following estimate holds.
Proof. By Hölder's inequality, we get the following inequality.
Further, using the Lebesgue and Sobolev embeddings (10) and (11), we yield constants c 1 , c 2 > 0, depending only on the geometry, such that
We estimate
and analogous for ∂ tD
2
, providing a constant c 4 > 0, depending on ||D(ϕ)|| U,1,∞ , such that
By the estimates for D 2 and dD 2 thus obtained, it remains to show that the integral over d 2 ϕ 2 is bounded above by (a constant multiple of) U |dϕ| 2 . We set v := ∂ s ϕ and differentiate the (local) definition (7) for holomorphic curves, to obtain
By this equation, the hypotheses of Lem. 3.5 are satisfied with J and u replaced byJ and v, respectively, and p = 2. By the resulting inequality, we yield a constant c 5 > 0 depending on J U,1,∞ such that the following estimate holds.
Moreover, we obtain analogous estimates for ∂ s ∂ s ϕ replaced with ∂ s ∂ t ϕ = ∂ t ∂ s ϕ and ∂ t ∂ t ϕ, respectively. This shows U ′ d 2 ϕ 2 ≤ 4c 6 U |dϕ| 2 and thus finishes the proof.
We prove a (local) isoperimetric inequality for holomorphic supercurves next. In order to state the result, we need the following yoga.
Remark 3.13. In general, let J 0 ∈ R 2n×2n be a matrix such that J 2 0 = −id. We may assume without loss of generality that the (constant) scalar product ·, · on R 2n is Hermitian (i.e. satisfies J 0 v, J 0 w = v, w for all v, w ∈ R 2n ) for, if not, replace ·, · by the average v, w
On the other hand, any J 0 -Hermitian scalar product ·, · induces a symplectic form ω 0 on R 2n by prescribing ω 0 (v, w) := v, J 0 w such that J 0 is ω 0 -compatible. Lemma 3.14 (Local Isoperimetric Inequality). Let 0 ∈ U ⊆ R 2 be a bounded open set, l ≥ 2, and (ϕ, ψ) ∈ C l+1 (U \ {0}, R 2n ) be a local holomorphic supercurve such that E loc (ϕ, ψ, U ) < ∞ and ϕ extends over 0 to a map ϕ ∈ C l+1 (U, R 2n ). Let ω 0 denote the symplectic form on R 2n induced by J 0 :=J(0) as in Rem. 3.13. Then there is a constant r 0 > 0, depending on ψ, and a constant c > 0, depending on r 0 , such that B 3r 0 ⊆ U and, for all r < r 0 ,
holds, where γ r : S 1 → X denotes the loop γ r (θ) := ψ(re iθ ).
Proof. By assumption, the hypotheses of Cor. 3.11 are satisfied, which yields constants r 0 > 0 and C > 0 (the latter depending on ϕ) such that, for r < r 0
holds and, therefore, we obtain the estimates
Since the local super energy as well as the constant C are, by hypothesis, bounded, the last inequality implies that l(γ r ) goes to zero as r → 0. Now let ψ ρ := ψ γρ : B ρ → X denote any continuous extension of γ ρ . Then Stokes' theorem implies that, for every 0 < ρ < r < r 0 , the following identity holds.
By the classical isoperimetric inequality (e.g. stated as Lem. 4.4.3 in [14] ), there is a constant c > 0 such that Bρ ψ * ρ ω 0 ≤ c · l(γ ρ ) 2 holds, which goes to zero as ρ → 0. Therefore, taking the limit ρ → 0 in (17), we obtain
using the isoperimetric inequality again.
Proposition 3.15. Let 0 ∈ U ⊆ R 2 be a bounded open set, l ≥ 2, and (ϕ, ψ) ∈ C l+1 (U \ {0}, R 2n ) be a local holomorphic supercurve such that E loc (ϕ, ψ, U ) < ∞ and ϕ extends over 0 to a map ϕ ∈ C l+1 (U, R 2n ). Then there are constants r 0 > 0, 0 < B < ∞ and 0 < ν < 1, depending on (ϕ, ψ) and the geometry, such that B 3r 0 ⊆ U and, for all r < r 0 and θ ∈ [0, 2π), the following estimate holds.
Proof. Let ω 0 denote the symplectic form on R 2n induced by J 0 :=J(0) as in Rem. 3.13. Then
To make further estimates, let r 0 > 0 be the constant of Lem. 3.14, whose hypotheses are, by assumption, satisfied, and let r < r 0 . By Taylor's theorem, there is ξ ∈ B r 0 ⊆ U such thatJ(
We define
and ε(r) := ε ϕ (2r) + ε ψ (r). Then, using the estimates for |dψ| 2 and J − J 0 2 just established and Lem. 3.12 applied with U ′ = B r and U = B 2r , we yield a constant C > 0, depending on ϕ and the geometry but not on ψ, such that the following estimate holds.
Since, by assumption, the local super energy is bounded, there is a further constant
By Lem. 3.14, the following estimate holds with a constant c > 0 depending on r 0 .
A similar consideration yields a constant c 2 > 0 such that ε ϕ (r) ≤ c 2 r ·ε ϕ (r) (cf. the proof of Thm. 4.1.2 in [14] for details). Sinceε ϕ ≥ 0 andε ψ ≥ 0, we thus obtain
Shrinking r 0 if necessary, we may assume that C 2 r 2 < 1 2 . Then ε(r) ≤ 2(2c 2 C 2 + 2c)r ·ε(r) =: 2br ·ε(r)
follows for r sufficiently small. Therefore, we obtaiṅ
with ν := 1 4b which satisfies, without loss of generality, ν < 1 (for, otherwise, replace b by a larger number). Integrating the inequality from r to r 1 , this implies
and hence, setting c 3 := r −2ν 1 ε(r 1 ), we yield ε ψ (r) ≤ ε(r) ≤ c 3 r 2ν . For r sufficiently small, Cor. 3.11 then provides a constant C 3 > 0 such that
for suitable constants A, B > 0 which are independent of r and θ.
Lemma 3.16. Let 0 ∈ U ⊆ R 2 be an open set, v ∈ C 1 (U \ {0}, R 2n ) and r 0 > 0, 0 < B < ∞, 0 < ν < 1 be constants such that B r 0 ⊆ U and, for all 0 < r < r 0 and θ ∈ [0, 2π), the following estimate holds.
Then v extends continuously over 0 and, moreover, v ∈ W 1,p (B r 0 , R 2n ).
Proof. By a standard argument involving Morrey's inequality (12) , v is uniformly Hölder continuous on the punctured disc. Since R 2n is complete, this shows that v extends continuously over zero. Finally, the weak first derivatives of v exist on B r 0 and agree with the strong first derivatives on B r 0 \ {0}.
Proof of Thm. 3.1. The removable singularity theorem for the underlying holomorphic curve is a classical result (cf. Thm. 4.1.2 in [14] ), and thus we may assume that ϕ extends smoothly over 0. It remains to show the statement for the section ψ. Consider any local holomorphic coordinates such that p is mapped to 0 ∈ R 2 and (ϕ, ψ) is identified with a local holomorphic supercurve. By Lem. 3.7, it has finite local super energy. Therefore, the hypotheses of Prp. 3.15 are satisfied and, using the resulting estimate, we may apply Lem. 3.16, by which ψ extends over 0 to a map of class W 1,p . By elliptic regularity (Prp. 3.7 in [11] ), it follows that this extension is smooth.
Bubbling
In this section, we study the bubbling phenomenon for sequences of holomorphic supercurves with domain Σ = S 2 and holomorphic line bundles L −2 = T * S 2 and L −1 = S + , whose super energy is uniformly bounded above. (X, ω) continues to be a compact symplectic manifold, and we let A := A(GL(X)) and J := J (X, ω) denote the respective spaces of connections and ω-tame almost complex structures on X. Moreover, we fix (A, J) ∈ A × J . For the cases d = deg L d < 0 of interest, we recall Rem. 2.3 of [11] :
By our first result, Prp. 4.3, which follows from the first mean value inequality in the last section and a compactness result for holomorphic supercurves with bounded L p -norms for p > 2 from [11] , the emergence of bubbling points is solely determined by the underlying sequence of holomorphic curves. We may thus follow the classical treatment of bubbling, with one major exception: For the proof of Gromov compactness in the next section, we need the super energy, not just the classical energy, concentrated in a bubbling point to coincide with the super energy of the corresponding bubble. The proof, concerning the sectional part of the super energy in the case L = L −1 , is provided by Prp. 4.9 below. Our results are largely based on conformal invariance of the super energy. Throughout this chapter, we let G denote the group of Möbius transformations and, with the notation from the previous section, we abbreviate ψ •m :
Proposition 4.2 (Compactness, Prp. 3.8 in [11] ). Let (A, J) be a connection and an almost complex structure on X, both of regularity class C l+1 , and let (A ν , J ν ) be a sequence of such objects that converges to (A, J) in the C l+1 -topology. Let j ν be a sequence of complex structures on Σ converging to j in the C ∞ -topology, and let U ν ⊆ Σ be an increasing sequence of open sets whose union is Σ. Let (ϕ ν , ψ ν ) be a sequence of (A ν , J ν )-holomorphic supercurves
such that p > 2 and assume that, for every compact set Q ⊆ Σ, there exists a compact set K ⊆ X and a constant c > 0 such that
for ν sufficiently large. Then there exists a subsequence of (ϕ ν , ψ ν ), which converges in the C l -topology on every compact subset of Σ.
Proposition 4.3. Let (A ν , J ν ) ∈ A × J be a sequence that converges to (A, J) in the C ∞ -topology and (ϕ ν , ψ ν ) : (U, L d ) → X be a sequence of (A ν , J ν )-holomorphic supercurves on an open subset U ⊆ S 2 . Moreover, assume that the sequence ϕ ν converges to a holomorphic curve ϕ : U → X in the C ∞ -topology on a compact subset K ⊆ U , and that the energy of ψ ν has a uniform upper bound:
Then, in the cases d = −2 and d = −1, the sup norm of ψ ν is uniformly bounded on K:
In particular, there is a subsequence, also labelled ν, such that ψ ν converges in the C ∞ -topology on K.
Proof. For z ∈ K, we choose a sufficiently small positive integer r z such that ϕ ν (B 2rz (z)) is contained, for large ν, in a coordinate chart of X; L d is then trivial on B 2rz (z). Since K is compact, there are finitely many z i ∈ K such that the balls B r i (z i ) with r i := r z i cover K. Restricted to B 2r i (z i ), we may identify (ϕ ν , ψ ν ) with a local holomorphic supercurve and, moreover, identify the bundle norm on L d ⊗ J (ϕ ν ) * T X with the standard norm on R 2n by Lem. 3.3, with constants that depend on the trivialisations and J ν and, by convergence of J ν , may hence be uniformly estimated. By the resulting inequality
it suffices to show that the (R 2n )-sup norm of ψ ν on K ∩ B r i (z i ) is uniformly bounded for every i.
Since, by assumption, the super energy of (ϕ ν , ψ ν ) is uniformly bounded above and the sequences ϕ ν and (A ν , J ν ) are convergent, there is a uniform upper bound for the local super energy by Lem. 3.7. In particular, we may assume that
holds for all i and ν, for otherwise replace ψ ν by A · ψ ν where A is a sufficiently small constant. The hypotheses of the mean value inequality in Lem. 3.9 are then satisfied with 0 and r replaced by z ∈ B r i (z i ) and r i , respectively, and we obtain a constant a ν , depending on ϕ ν and (A ν , J ν ) such that the following estimate holds.
There is a uniform upper bound for a ν , again by the convergence of the sequences ϕ ν and (A ν , J ν ) and, as a consequence, |ψ ν (z)| is uniformly bounded for every z ∈ B r i (z i ), which was to show. The last part of the statement is then an immediate consequence of Prp. 4.2.
The next lemma will be useful in Sec. 5.2. Note that, despite most results in this chapter, it does not depend on the degree of L. Moreover, there is no need to pass to a subsequence here.
Lemma 4.4. Let (A ν , J ν ) ∈ A × J be a sequence that converges to (A, J) in the C ∞ -topology. Let Ω ⊆ C be an open set and (ϕ ν , ψ ν ) : (Ω, L d ) → X be a sequence of (A ν , J ν )-holomorphic supercurves. Moreover, suppose that (ϕ ν , ψ ν ) converges uniformly (i.e. in the C 0 -toplogy) to a continuous pair (ϕ, ψ) : (Ω, L d ) → X. Then (ϕ, ψ) is an (A, J)-holomorphic supercurve, and (ϕ ν , ψ ν ) converges to (ϕ, ψ) in the C ∞ -topology on every compact subset of Ω.
Proof. The statement for ϕ ν is the content of [14] , Lem. 4.6.6, which follows as a consequence of elliptic bootstrapping and a conformal rescaling argument.
By hypothesis, we have sup ν ||ψ ν || U,∞ < ∞, and we use the compactness result from Prp. 4.2: If the statement does not hold, then there is a subsequence ν j , an integer l and δ > 0 such that d C l (ψ ν j , ψ) ≥ δ for all j. On the other hand, there is a further subsequence, also denoted ν j , such that ψ ν j converges to ψ in the C l -topology, which is a contradiction. (i) (ϕ ν , ψ ν ) converges to (ϕ, ψ) in the C ∞ -topology on all compact subsets of S 2 \ Z.
(ii) For every j and every ε > 0 such that B ε (z j ) ∩ Z = {z j }, the limits
exist and are continuous functions of ε, and
where > 0 denotes the minimal classical energy for nonconstant J-holomorphic spheres.
(iii) For every compact subset K ⊆ S 2 with Z ⊆ int(K),
Proof. By an inductive argument over singular points z j ∈ S 2 , one constructs a finite set Z such that (a subsequence of) ϕ ν converges in C ∞ loc to a holomorphic curve ϕ on compact sets K ⊆ S 2 \Z. This is detailed in the proof of Thm. 4.6.1 in [14] . By Prp. 4.3, there is a (further) subsequence such that also ψ ν converges in the C ∞ -topology on K to a map ψ : S 2 \ Z → X, such that (ϕ, ψ) is a holomorphic supercurve. By the removable singularity Theorem 3.1, (ϕ, ψ) extends to a holomorphic supercurve (S 2 , L d ) → X. This concludes the proof of (i). The proofs of (ii) and (iii) are almost verbatim to the corresponding steps in the proof of Thm. 4.6.1 in [14] .
Conservation of Super Energy
Having established convergence modulo bubbling, we examine in the remainder of this section the actual bubbling off of holomorphic superspheres. In particular, we show that the rescaling sequences can be chosen so that there is no loss of super energy or, to be more precise, that the super energy concentrated in a bubbling point coincides with the energy of the corresponding bubble, cf. identities (iii) and (v) in Prp. 4.6 and Prp. 4.9 below. Our treatment resembles the analysis of the classical bubbling as described in Chp. 4 of [14] , using in addition a variant of an estimate from [5] in a quite intricate context. Proposition 4.6. Let (A ν , J ν ) ∈ A × J be a sequence that converges to (A, J) in the C ∞ -topology. Fix a point z 0 ∈ C and a number r > 0. Let (ϕ ν , ψ ν ) : (B r (z 0 ), L d ) → X be a sequence of (A ν , J ν )-holomorphic supercurves and (ϕ, ψ) : (B r (z 0 ), L d ) → X be an (A, J)-holomorphic supercurve such that the following holds.
(a) (ϕ ν , ψ ν ) converges to (ϕ, ψ) in the C ∞ -topology on every compact subset of B r (z 0 )\ {z 0 }. (iv) Ifφ is constant then l ≥ 2 andψ ≡ 0.
Proof. The extension of the proof of Prp. 4.7.1 in [14] to the present situation is straightforward. We summarise the most important steps. First we may, without loss of generality, assume that z 0 = 0 and that each function z → |dϕ ν | assumes its maximum at z = 0.
Step 2 of the original proof then yields a sequence δ ν > 0 converging to zero such that m ν := δ ν · satisfies (i) with z ∞ := ∞. The super energy of the sequence
is bounded since that of the original sequence (ϕ ν , ψ ν ) is. Therefore, the hypotheses of Thm. 4.5 are satisfied, providing a subsequence of (φ ν ,ψ ν ) such that (ii) holds for some finite set Z = {z 1 , . . . , z l , z ∞ } ⊆ S 2 . The proof of (iii) is based on the following identity.
Finally, the second part of (iv) is implied by Lem. 4.1.
By the next proposition, proved as the first part of Prp. 4.7.2 in [14] , the classical bubbles connect. Proposition 4.7. Let J ν ∈ J , z 0 ∈ C and ϕ, ϕ ν : B r (z 0 ) → X be as in the hypotheses of Prp. 4.6 and suppose that m ν ∈ G,φ : S 2 → X and z 1 , . . . , z l , z ∞ ∈ S 2 satisfy the assertions (i)-(iii) of Prp. 4.6. Then ϕ(z 0 ) =φ(z ∞ ) holds. Moreover, for every κ > 0, there exist constants γ > 0 and ν 0 ∈ N such that
for every integer ν ≥ ν 0 and every z ∈ S 2 .
Note that we do not claim an analogous statement for holomorphic supercurves as a whole. On the other hand, the energy identity (iii) in Prp. 4.6 does have a natural generalisation to the super energy as shown next. We need the following lemma, which provides a back door for the case that the W 1,∞ -norm ofJ cannot be estimated. We denote by J 0 a fixed complex structure on R 2n , e.g. the standard one.
Lemma 4.8. Let U ′ ⊆ U ⊆ C and V ⊆ R 2n be open sets such that U ′ ⊆ U and 1 < p < ∞. Then, for every constant c 0 > 0, there is a constant c > 0 such that the following holds. Assume J ∈ W 1,∞ (V, R 2n×2n ) satisfies J 2 = −id and ||J|| V,1,∞ ≤ c 0 and consider the map
which satisfies φ x • J x = J 0 • φ x and is bijective if J x is sufficiently close to J 0 . Then, for every u ∈ W 1,p loc (U, R 2n ) and ϕ ∈ C 1 (U, V ), the following estimate holds, abbreviating
Proof. The hypotheses of Lem. 3.5 are satisfied for J 0 , and the resulting inequality can be further estimated as follows.
where c 2 := c ||φ|| V,1,∞ depends only on c 0 (and J 0 ). Proof. We continue the proof of Prp. 4.6 with the same notations.
Step 1: Let A(r, R) := B R \ B r denote the (open) annulus with radii 0 < r < R. We prove the identity
Let 0 ≤ χ ν,ε ≤ 1 be a cutoff function such that
for some constant C > 0 (independent of ν and ε). For an explicit construction of such a function χ ν,ε , consult Sec. 2.18 in [1] . We abbreviate
Choose κ > 0 sufficiently small such that B κ (ϕ(0)) ⊆ X is contained in a coordinate chart of X. We aim at applying Lem. 4.8 with V , J 0 and J replaced by B κ (ϕ(0)), J(ϕ(0)) and J ν , respectively. Upon making κ smaller if necessary we may assume, by convergence of J ν , that J ν (p) is sufficiently close to J(ϕ(0)) such that φ ν p (as defined in Lem. 4.8) is bijective for all p ∈ B κ (ϕ(0)) and for large ν. Let γ > 0 be the resulting constant from the second part of Prp. 4.7, depending on κ. By definition, points z ∈ A ν,ε 2 satisfy z < 2ε and 1 2ε < (δ ν ) −1 z. Therefore, there is a (sufficiently small) constant ε 0 > 0 such that, for all ε ≤ ε 0 and for all z ∈ A ν,ε 2 , we yield
By Prp. 4.7, it then follows that ϕ ν (z) ∈ B κ (ϕ(0)) for all z ∈ A ν,ε 2 , provided that ε ≤ ε 0 and ν is sufficiently large, what we shall assume in the following. By construction of κ, the bundle L d ⊗ J ν (ϕ ν ) * T X, restricted to A ν,ε 2 , is thus trivial and, by Lem. 3.3, the bundle norm (induced by the Hermitian metric from (5)) is equivalent to the standard norm on R 2n . Moreover, the constants by which these two norms are estimated against each other depend only on J ν , and thus have a uniform upper bound. Restricted to A ν,ε 2 , we shall therefore, in the following, blur the distinction between the bundle norm and the standard norm on R 2n .
where, for the last inequality, we used boundedness of the norm involving φ ν (by convergence of J ν ) as well as the Sobolev embedding (11) with k = 1 and p = 4.8, with input data as above as well as U ′ := B 2ε 0 (0) and U := B 3ε 0 (0), we further obtain
Here, the equality is due to χ ν,ε ≡ 0 outside A ν,ε 2 , and the last estimate is Hölder's inequality in the form (9) . In particular, the constants C 1 and C 2 are independent of ν and ε.
We must show that every summand in the previous estimate vanishes in the limit. For the third term, this is clear for, by definition, E(ψ ν , B r ) = ||ψ ν || Br,0,4 is uniformly bounded and ||χ ν,ε || A ν,ε 2 ,0,2 ≤ ||1|| B 2ε ,0,2 goes to zero as ε → 0. As for the first summand, the second factor ||χ ν,ε ψ ν || A ν,ε 2 ,0,4 is uniformly bounded whereas, by (18), the first factor
vanishes in the limit. Hence, it remains to consider the second term in the previous estimate. By (8) there areD ν , depending on dϕ ν and (A ν , J ν ), such that
with ∂ := ∂ s + i∂ t using that, by definition,J ν acts on ψ ν via i. The first term in the last estimate is already known to vanish in the limit, and we estimate the second one as follows.
(∂χ ν,ε )ψ To proceed further, we use the estimates for the first derivative of χ ν,ε , which form part of its defining properties summarised above, to obtain that I vanishes in the limit by the estimates
for some constants C 6 , C 7 > 0 and, similarly,
||ψ|| A(ε,2ε),4 = 0 for constants C 8 , C 9 > 0. This concludes the proof of Step 1.
Step 2: We prove (v). Using Step 1, we calculate
Step 4 in the proof of Prp. 4.7.1 in [14] , all bubbling points z 1 , . . . , z l of the sequence (φ ν ,ψ ν ) may be assumed to lie in B 1 . We fix a number s > 1. Then, by the identity just established and conformal invariance (6) of the super energy, the following calculation is valid.
This completes the proof.
Gromov Compactness
In this section, we prove Gromov compactness for sequences of holomorphic supercurves with domain S 2 and holomorphic line bundle L = L −1 = S + , provided that the super energy is uniformly bounded. In other words, we show that every such sequence has a subsequence that converges in a sense to be made precise. As in the previous section, let (X, ω) be a compact symplectic manifold and let A := A(GL(X)) and J := J (X, ω) denote the respective spaces of connections and ω-tame almost complex structures on X. Moreover, we fix (A, J) ∈ A × J . By the results of Sec. 4, convergence cannot be understood without taking into account the bubbling off of holomorphic superspheres. This results in a tree of holomorphic supercurves with compatibility conditions for the edges as the limiting object. The precise notion is that of a stable (holomorphic) supercurve, to be introduced first. Moreover, we show Gromov compactness for sequences of such stable supercurves and finally introduce a compact and metrisable topology on the moduli spaces of equivalence classes with respect to which convergence is equivalent to Gromov convergence. Throughout, we prove the results for supercurves endowed with marked points, which might be useful for defining geometric invariants in subsequent work.
The technical difficulties occurring here have, for the most part, already been solved in the previous sections, most notably by the removable singularity Theorem 3.1 and the super energy identity in Prp. 4.9. With these issues settled, the following treatment is, to a large extent, parallel to classical Gromov compactness for holomorphic curves as covered e.g. in Chp. 5 of [14] . We will thus often refer the reader to the arguments provided there and prove only the sectional parts of our statements, unless it is more instructive to establish the results a whole. While the full theory is obtained only for L = L −1 = S + , we yield partial results also for the case L = L −2 = K.
We recall some preliminaries on trees first, consult App. D in [14] for a thorough treatment. A tree is a connected graph without cycles, and as such consists of a finite set T and a relation E ⊆ T × T such that any two vertices (= elements) α, β ∈ T are connected by an edge if and only if αEβ. The vertices α 1 , . . . , α N of any tree (T, E) can be ordered such that the restriction to the subset T i := {α 1 , . . . , α i } is a tree for every i. Moreover, for every i ≥ 2 there is a unique index j i < i such that α j i Eα i . A tree (T, E) with N vertices can, therefore, be identified with an integer vector (j 2 , . . . , j N ) such that 1 ≤ j i < i for every i. Removing the edge connecting αEβ results in two subtrees. We denote the one containing β by
where [α, γ] is, by definition, the set of elements of T along the chain of edges connecting α and β. Finally, we need the following notion. An n-labelling Λ of a tree (T, E) is a function Λ : {1, . . . , n} → T , i → α i that attaches labels to vertices of T .
Definition 5.1 (Stable Supercurve). Let n ≥ 0 be a non-negative integer. A stable (A, J)-holomorphic supercurve from (S 2 , L d ) to X with n marked points, modelled over the labelled tree (T, E, Λ) is a tuple
consisting of a collection of (A, J)-holomorphic supercurves (ϕ α , ψ α ) : (S 2 , L d ) → X labelled by vertices α ∈ T , a collection of nodal points z αβ ∈ S 2 labelled by the oriented edges αEβ, and a sequence of n marked points z 1 , . . . , z n ∈ S 2 , such that the following conditions are satisfied.
• Nodal Points: αEβ implies ϕ α (z αβ ) = ϕ β (z βα ) We denote the sets of nodal points on the α-sphere by Z α := {z αβ αEβ}.
• Special Points: The points z αβ (for αEβ) and z i (such that α i = α) are pairwise distinct. We denote the set of special points on the α-sphere by Y α := Z α ∪ {z i α i = α}.
• Stability: If ϕ α is a constant function, then #Y α ≥ 3 and ψ α ≡ 0.
Note that, by Lem. 4.1, the second part of the stability condition is automatically satisfied in the cases
For a stable supercurve ((ϕ, ψ), z), we denote
Definition 5.2. Two stable supercurves ((ϕ, ψ), z) and ((φ,ψ),z), modelled over the labelled trees (T, Λ) and (T ,Λ), respectively, are called equivalent if there exists a tree isomorphism f : T →T and a function T → G, α → m α that assigns to each vertex of T a Möbius transformation, such that
Definition 5.3. Let E > 0 and β ∈ H 2 (X, Z) be a homology class. We define the moduli spaces
to X with n marked points,
•M 0,d,n (X, β, E; A, J) of those which represent β in the sense β = α∈T ϕ α * S 2 and have bounded super energy E(ψ) ≤ E,
• M 0,d,n (X, β, E; A, J) of equivalence classes, in the sense of Def. 5.2, of stable supercurves inM 0,d,n (X, β, E; A, J).
Remark 5.4. Since equivalence of stable supercurves is defined by means of Möbius transformations, the property of representing β is obviously invariant and, by conformal invariance (6) of the super energy, the same is true for the condition E(ψ) ≤ E. The moduli space M 0,d,n (X, β, E; A, J) of equivalence classes is hence indeed well-defined. For the classical energy, it is well-known that there is a constant E ′ > 0 (depending on β) such that E(ϕ) ≤ E ′ holds whenever ϕ represents β. Uniform boundedness of the super energy E(ϕ) + E(ψ) will turn out to be crucial for establishing Gromov compactness (cf. Thm. 5.7 and Thm. 5.12 below).
For the next definition and later use, we introduce the following abbreviation that we could have used already in the previous section. Let U ⊆ S 2 be an open subset. A sequence (ϕ ν , ψ ν ) is said to converge u.c.s. on U to a pair (ϕ, ψ) if it converges to (ϕ, ψ) in the C ∞ -topology on every compact subset of U (if it converges uniformly with all derivatives on compact subsets).
Definition 5.5 (Gromov Convergence). Let (A ν , J ν ) ∈ A × J be a sequence that converges to (A, J) in the C ∞ -topology, let
be a stable supercurve and let (ϕ ν , ψ ν ) : (S 2 , L d ) → X be a sequence of (A ν , J ν )-holomorphic supercurves with n distinct marked points z ν 1 , . . . , z ν n ∈ S 2 . The sequence converge to ((ϕ, ψ) , z) if there exists a collection of Möbius transformations {m ν α } ν∈N α∈T such that the following axioms are satisfied.
• Map: For every α ∈ T , the sequence
• Energy: If αEβ then
• Marked Points:
. . , n. Setting ψ ν := 0 and ψ := 0 in Def. 5.5 recovers Gromov convergence for the underlying sequence of holomorphic curves. In particular, this implies the following proposition, proved as Thm. 5.2.2(ii) in [14] . Connected sums are explained in [13] . Proposition 5.6. Let ((ϕ ν , ψ ν ), z ν ) be a sequence of holomorphic supercurves with n marked points that Gromov converges to the stable supercurve ((ϕ, ψ), z) as in Def. 5.5. Then, for sufficiently large ν, the map ϕ ν : S 2 → X is homotopic to the connected sum # α∈T ϕ α .
Theorem 5.7 (Gromov Compactness). Let (A ν , J ν ) ∈ A × J be a sequence that converges to (A, J) in the C ∞ -topology. Let (ϕ ν , ψ ν ) : (S 2 , L d ) → X be a sequence of (A ν , J ν )-holomorphic supercurves such that the super energy
is uniformly bounded, and z ν = (z ν 1 , . . . , z ν n ) be a sequence of n-tuples of pairwise distinct points in S 2 . Then, in the case d = −1, (ϕ ν , ψ ν , z ν ) has a Gromov convergent subsequence.
Proof for n = 0. Since, by assumption, the super energy is uniformly bounded, we may assume that E(ϕ ν ) and E(ψ ν ) converge. We denote the limits by
As indicated in the beginning of this section, we describe a tree with N vertices by an integer vector (j 2 , . . . , j N ). Following the proof of Thm. 5.3.1 in [14] we shall, by induction, construct
and complex numbers z i ∈ C with |z i | ≤ 1,
• finite subsets Z i ⊆ B 1 for i = 1, . . . , N ,
• sequences of Möbius transformations {m ν i } ν∈N for i = 1, . . . , N such that a suitable subsequence satisfies the following conditions.
(ii) If ϕ i is constant then #Z i ≥ 2 and ψ i ≡ 0.
(iii) The limits
exist for all z ∈ Z i , and are such that m
The proof starts by constructing (ϕ 1 , ψ 1 ) to have at most one bubbling point and then proceeds by induction, constructing the (ϕ i , ψ i ) and Z i so as to satisfy (i)-(vi). When the induction is complete (vii) will also be satisfied. This is a straightforward generalisation of the proof of Thm. 5.3.1 in [14] , which works as follows.
In the base case, ϕ ν is rescaled to a sequence of which a subsequence ϕ ′ν converges u.c.s. on C = S 2 \ {∞}. The construction of the rescaled sequence ψ ′ν is analogous, and u.c.s. convergence of a (further) subsequence of (ϕ ′ν , ψ ′ν ) follows with Prp. 4.3.
For the inductive step, let l ≥ 1 and suppose, by induction, that (ϕ i , ψ i ), j i , z i , Z i and {m ν i } ν∈N have been constructed for i ≤ l so as to satisfy (i)-(vi) but not (vii), with N replaced by l. We define Z j;l := Z j \ {z i j < i ≤ l , j i = j} for j ≤ l. Since (vii) is not satisfied, there exists j such that Z j;l is non-empty. Let z l+1 ∈ Z j;l and apply Prp. It remains to verify that the induction terminates after finitely many steps, x as constructed is indeed a stable supercurve, and (ϕ ν , ψ ν ) Gromov converges to x. This works as in the proof of the classical Gromov compactness theorem.
For the proof of Thm. 5.7 for n > 0 marked points, we need the following two lemmas.
Lemma 5.8. Let (A ν , J ν ) ∈ A × J be a sequence that converges to (A, J) in the C ∞ -topology, and suppose that the sequence ((ϕ ν , ψ ν ), z ν 1 , . . . , z ν n ) of (A ν , J ν )-holomorphic supercurves with marked points Gromov converges to the stable supercurve ((ϕ, ψ), z) ∈ M 0,d,n (X; A, J) via the reparametrisation sequences m ν α ∈ G. Moreover, let αEβ be an edge and m ν ∈ G be a sequence such that
Proof. The statements concerning ϕ ν and z ν i are shown in Lem. 5.4.2 of [14] , and thus it remains to establish the energy identities concerning ψ. Using conformal invariance (6) of the super energy, the proof is analogous and thus omitted here.
The following lemma, which is proved as Lem. 5.3.3 in [14] , concerns only the underlying sequence of holomorphic curves with marked points. We formulate it in terms of holomorphic supercurves.
. . , z ν k } be a sequence such that the limits ζ α := lim ν→∞ (m ν α ) −1 (ζ ν ) exist for all α ∈ T . Then precisely one of the following conditions holds.
(I) There exists a (unique) vertex α ∈ T such that
There exists a (unique) index i ∈ {1, . . . , k} such that ζ α i = z i .
(III) There exists a (unique) edge αEβ in T such that ζ α = z αβ and ζ β = z βα .
Proof of Thm. 5.7 for n > 0. Let ((ϕ ν , ψ ν ), z ν 1 , . . . , z ν n ) denote a sequence of (A ν , J ν )-holomorphic supercurves, each with n distinct marked points. The strategy is to prove, by induction over k, that a subsequence of ((ϕ ν , ψ ν ), z ν 1 , . . . , z ν k ) Gromov converges to a stable supercurve
via Möbius transformations m ν α . We have already proved that this holds for k = 0. Let k ≥ 1 and assume, by induction, that the statement has been established for k − 1. Passing to a further subsequence, if necessary, we may assume that the limits z αk := lim ν (m ν α ) −1 (z ν k ) exist for all vertices α. Hence, we may apply Lem. 5.9, by which precisely one of the conditions I, II or III holds. In each case, the proof of Thm. 5.3.1 in [14] shows that the underlying sequence (ϕ ν , z ν 1 , . . . , z ν k ) of J ν -holomorphic curves with k marked points has a Gromov convergent subsequence. The remaining axioms of Gromov convergence as in Def. 5.5, concerning the sequence ψ ν , are then shown similarly, using Prp. 4.3 and Lem. 4.1.
Theorem 5.10 (Uniqueness of the Limit). Let (A ν , J ν ) ∈ A × J be a sequence that converges to (A, J) in the C ∞ -topology, and let ((ϕ ν , ψ ν ), z ν 1 , . . . , z ν n ) be a sequence of (A ν , J ν )-holomorphic supercurves with n distinct marked points that Gromov converges to two stable supercurves ((ϕ, ψ), z) and ((φ,ψ),z). Then ((ϕ, ψ), z) and ((φ,ψ),z) are equivalent (in the sense of Def. 5.2).
Proof. The hypotheses imply, in particular, that the underlying sequence (ϕ ν , z ν 1 , . . . , z ν n ) of J ν -holomorphic spheres with marked points Gromov converges to the two stable maps (ϕ, z) and (φ,z). By Thm. 5.4.1. in [14] , both are equivalent, i.e. there is a tree isomorphism f : T →T and a collection of Möbius transformations {m α } α∈T such that
By the proof of that theorem, m α = lim ν→∞ (m ν α ) −1 •m ν f (α) holds, where {m ν α } α∈T and {m ν α } α∈T denote the respective sequences of Möbius transformations from Definition 5.5 of Gromov convergence. In particular, the limit on the right hand side exists. We thus obtain the following identity.
where the limits are understood modulo bubbling. Therefore, the stable supercurves ((ϕ, ψ), z) and ((φ,ψ),z) are equivalent as a whole, which was to show.
Compactness for Stable Supercurves
Based on the results for sequences of holomorphic supercurves already achieved, we prove in this subsection Gromov compactness and uniqueness of limits, up to equivalence, for sequences of stable supercurves. For a stable supercurve ((ϕ, ψ), z) modelled over a tree T , a vertex α ∈ T and an open set U α ∈ S 2 , we denote
subsequence which Gromov converges to a stable supercurve ((ϕ α ′ , ψ α ′ ), z α ′ ). We choose the subsequence such that we have this convergence for every α ′ ∈ T ′ . By the (Marked Points) axiom of Gromov convergence (Def. 5.5), any marked point in z α ′ on the α isphere of ((ϕ α ′ , ψ α ′ ), z α ′ ) is then identified with either limit
for a sequence of (original) marked points z ν i ∈ Y ν α ′ or nodal points z ν α ′ β ′ ∈ Y ν α ′ corresponding to the edge α ′ Eβ ′ in T ′ , respectively.
For α ′ Eβ ′ in T ′ , we connect the limiting curves ((ϕ α ′ , ψ α ′ ), z α ′ ) and ((ϕ β ′ , ψ β ′ ), z β ′ ) by joining the underlying trees with the edge α ′ Eβ ′ and making the marked points z α ′ β ′ and z β ′ α ′ again nodal points. After connecting limiting curves for all α ′ ∈ T ′ this way, we finally obtain a single stable supercurve ((ϕ, ψ), z) to which, by construction, (the considered subsequence of) ((ϕ ν , ψ ν ), z ν ) Gromov converges in the sense of Def. 5.11. This proves the theorem.
Our next aim is to show uniqueness, up to equivalence, of the limit of a Gromov converging sequence of stable holomorphic supercurves. By Prp. 5.15, to be established beforehand, this follows from the uniqueness Thm. 5.10 for sequences of holomorphic supercurves. The proof of Prp. 5.15, in turn, requires the following lemma, which we shall also need in Sec. 5.2 below. Motivated by Rem. 5.13, we state it only in the case when the tree homomorphisms f ν : T → T ν are fixed and equal to f : T → T ′ . (
(iii) For each α ∈ T and each i ∈ {1, . . . , n},
Let ((ϕ, ψ), z) be a stable supercurve modelled over the labelled tree (T, E, Λ) and let T 0 ⊆ T be a subtree. The restriction of ((ϕ, ψ), z) to T 0 is then the stable supercurve with holomorphic supercurves (ϕ α , ψ α ) for α ∈ T 0 , nodal points z αβ for α, β ∈ T 0 such that αEβ, and marked points being the original marked points (α i , z i ) with α i ∈ T 0 plus the original nodal points (α, z αβ ) for α ∈ T 0 and β ∈ T \ T 0 such that αEβ. For example, the stable supercurve (ϕ ν α ′ , ψ ν α ′ ), Y ν α ′ occurring in the proof of Thm. 5.12 is the restriction of ((ϕ ν , ψ ν ), z ν ) to {α ′ } ⊆ T ′ . We have shown how convergence of the individual restrictions add up to convergence of the original sequence. The following proposition states the converse, in a sense, which is more involved: Gromov convergence implies convergence of the (smallest) restrictions. It is needed in the proof that limits are unique (up to equivalence).
Proposition 5.15. Let (A ν , J ν ) ∈ A × J be a sequence that converges to (A, J) in the C ∞ -topology. Let ((ϕ ν , ψ ν ), z ν ) ∈M 0,d,n (X; A ν , J ν ) be a sequence of stable supercurves, modelled over the (constant) labelled tree (T ′ , E ′ , Λ ′ ), which Gromov converges to the stable supercurve ((ϕ, ψ), z) ∈M 0,d,n (X; A, J), modelled over (T, E, Λ), via the surjective tree homomorphism f : T → T ′ . Then, in the cases d = −2 and d = −1,
-holomorphic supercurves Gromov converges in the sense of Def. 5.5 to the restriction of the stable supercurve ((ϕ, ψ), z) to the subtree f −1 (α ′ ) ⊆ T .
Proof. Let T 0 := f −1 (α ′ ) and denote by ((ϕ 0 , ψ 0 ), z 0 ) the restriction of ((ϕ, ψ), z) to T 0 . We prove that the sequences ((ϕ ν α ′ , ψ ν α ′ ), Y ν α ′ ) and {m ν α } ν α∈T 0 satisfy all axioms of Def. 5.5. The (Rescaling) and (Marked Points) axioms follow directly from the (Rescaling), (Nodal Points) and (Marked Points) axioms of Def. 5.11.
To establish the (Map) and (Energy) axioms, we closely follow the argument of the proof of Prp. 5.5.2 in [14] . Consider the set Z 0α := {z αβ β ∈ T 0 , αEβ}. Using Lem. 5.14, we find
This shows that the sequence (ϕ ν α ′ • m ν α , ψ ν α ′ • m ν α ) exhibits no bubbling near the point z αβ for every β ∈ T \ T 0 such that αEβ and, hence, converges to (ϕ α , ψ α ) u.c.s. on S 2 \ Z 0α for every α ∈ T 0 , thus establishing the (Map) axiom. To make the argument precise, "no bubbling" means that the Theorem 5.16 (Uniqueness of the Limit). Let (A ν , J ν ) ∈ A × J be a sequence that converges to (A, J) in the C ∞ -topology. Let ((ϕ ν , ψ ν ), z ν ) ∈M 0,d,n (X; A ν , J ν ) be a sequence of stable supercurves that converges to two stable supercurves ((ϕ, ψ), z) and ((φ,ψ),z). Then, in the cases d = −2 and d = −1, ((ϕ, ψ), z) and ((φ,ψ),z) are equivalent.
Proof. Being based on Prp. 5.15 and Thm. 5.10, this is a straightforward generalisation of the proof of the classical uniqueness theorem concerning the underlying sequence (ϕ ν , z ν ) of stable maps (Thm. 5.5.3 in [14] ).
The following result is the analogon of Prp. 5.6 for sequences of stable holomorphic supercurves. It is proved as Thm. 5.5.4(ii) in [14] .
Proposition 5.17. Let (A ν , J ν ) ∈ A × J be a sequence that converges to (A, J) in the C ∞ -topology. Let ((ϕ ν , ψ ν ), z ν ) ∈M 0,d,n (X; A ν , J ν ) be a sequence of stable supercurves that Gromov converges to a stable supercurve ((ϕ, ψ), z) ∈M 0,d,n (X; A, J). Then, for sufficiently large ν, the connected sum # α∈T ν ϕ ν α is homotopic to the connected sum # α∈T ϕ α .
Consider a sequence of stable supercurves which Gromov converges to a stable supercurve inM 0,d,n (X, β, E; A, J). By Prp. 5.17, we may assume without loss of generality that the sequence itself already lies inM 0,d,n (X, β, E; A, J).
The Gromov Topology
Finally, we shall introduce a distance function for stable supercurves as a generalisation of the one for stable maps, and a topology on the moduli spaces M 0,d,n (X, β, E; A, J) for d = −2 and d = −1. By means of that "distance" which, despite its name, is not symmetric and does not satisfy the triangle inequality, we show that convergence with respect to the Gromov topology thus defined is equivalent to Gromov convergence. Moreover, we prove that the moduli spaces are compact and metrisable in the case d = −1. Let
be two stable supercurves. Fixing a sufficiently small constant ε > 0, we define the distance between x and x ′ to be the real number
where the infimum is taken over all tuples {m α } α∈T and all surjective tree homomorphisms f : T → T ′ such that f (α i ) = α ′ i for all i ∈ {1, . . . , n} (mapping labels of x to labels of x ′ ). If no such homomorphism exists, we set ρ ε (x, x ′ ) := ∞. We define • m α , ψ α may be defined by any bundle metric, e.g. the one from (5) . By the properties of holomorphic supercurves such as conformal invariance (6) of the energy, we immediately yield the following lemma.
Lemma 5.18. The distance functions x ′ → ρ ε (x, x ′ ) descend to the moduli space M 0,d,n (X, β, E; A, J) of equivalence classes of stable supercurves:
holds, where "≡" denotes the equivalence relation stated in Def. 5.2.
The functions ρ ε (x, x ′ ) characterise Gromov convergence in the following sense.
Lemma 5.19. Let x = (ϕ, ψ, z) ∈M 0,d,n (X, β, E; A, J) be a stable supercurve. Then, in the cases d = −2 and d = −1, there exists a constant ε 0 > 0 such that the following holds for 0 < ε < ε 0 . A sequence x ν = (ϕ ν , ψ ν , z ν ) ∈M 0,d,n (X, β, E; A, J) Gromov converges to x if and only if the sequence of real numbers ρ ε (x, x ν ) converges to zero.
The functions ρ ε (x, x ′ ) satisfy the following substitute for the triangle inequality.
Lemma 5.20. For d = −2 or d = −1, let x ∈M 0,d,n (X, β, E; A, J) be a stable supercurve and ε 0 > 0 be as in Lem. 5.19 . Then the following conclusion holds for every stable supercurve x ′ ∈M 0,d,n (X, β, E; A, J), every sequence x ν ∈M 0,d,n (X, β, E; A, J) of stable supercurves and 0 < ε < ε 0 . If x ′ satisfies ρ ε (x, x ′ ) < ε and x ν Gromov converges to x ′ then lim sup ν→∞ ρ ε (x, x ν ) ≤ ρ ε (x, x ′ )
Proof. Compared to the proof of the underlying classical case concerning stable maps (Lem. 5.5.9 in [14] ), no new ideas are required here, and we omit the details.
We will now define the Gromov topology on the moduli space M 0,d,n (X, β, E; A, J) for d = −2 and d = −1 and then show, by the properties of the distance function just established, that this topology is second countable and Hausdorff, and that convergence is equivalent to Gromov convergence. Moreover, we shall prove that the moduli spaces are compact and metrisable in the case d = −1.
In general, let (M, U ) be a Hausdorff topological space, which is first countable. Then limits are unique and the closure cl(A) of a subset A ⊆ M is exactly the set of limit points of convergent sequences in A. We define C(U ) ⊆ M × M N to be the set of all pairs (x 0 , (x n ) n ) of elements x 0 ∈ M and sequences x n ∈ M such that x n converges to x 0 . Conversely, let C ⊆ M × M N be an arbitrary collection of sequences. We define U (C) ⊆ 2 M to be the set of all subsets U ⊆ M that satisfy (x 0 , (x n ) n ) ∈ C ∩ (U × M N ) =⇒ ∃N ∈ N ∀n ≥ N : x n ∈ U (21) This can be seen to be indeed a topology.
Lemma 5.21 ( [14] , Lem. 5.6.5). Let M be a set and C ⊆ M × M N be a collection of sequences in M that satisfies the uniqueness axiom: (x 0 , (x n ) n ) ∈ C and (y 0 , (x n ) n ) ∈ C =⇒ x 0 = y 0
Suppose that for every x ∈ M there exists a constant ε 0 (x) > 0 and a collection of functions M → [0, ∞] : x ′ → ρ ε (x, x ′ ) for 0 < ε < ε 0 (x) satisfying the following conditions.
(i) If x ∈ M and 0 < ε < ε 0 (x) then ρ ε (x, x) = 0.
(ii) If x ∈ M , 0 < ε < ε 0 (x), and (x n ) n ∈ M N then (x, (x n ) n ) ∈ C ⇐⇒ lim n→∞ ρ ε (x, x n ) = 0 (iii) If x ∈ M , 0 < ε < ε 0 (x), and (x ′ , (x n ) n ) ∈ C, then
Then C = C(U (C)). Moreover, the topology U (C) is first countable and Hausdorff.
By Theorem 5.16 on unique limits, Gromov convergence for sequences of stable supercurves as defined in Def. 5.11 descends to the moduli space M := M 0,d,n (X, β, E; A, J). In other words, it makes sense to consider Gromov convergent sequences of equivalence classes. We define the Gromov topology on M to be the topology U (C) as in (21), where we take C to be the set of all Gromov convergent sequences (to be more precise, the set of all pairs ([x] , [x ν ]) ∈ M × M N such that [x ν ] Gromov converges to [x] ).
We conclude this chapter with the following main theorem on the Gromov topology as advertised above, whose proof is based on Lem. 5.21. Consult [15] for the necessary background and results on topological spaces, such as the countability axioms and Urysohn's metrisation theorem. (ii) The Gromov topology even satisfies the second countability axiom.
(iii) Moreover, in the case d = −1, the moduli space M 0,d,n (X, β, E; A, J) is compact and metrisable.
Proof. By Thm. 5.16, Gromov convergent sequences have unique limits. By this result and, moreover, Lemmas 5.18, 5.19 and 5.20, the hypotheses of Lem. 5.21 are satisfied such that (i) follows. We prove that M 0,d,n (X, β, E; A, J) is second countable. Fix an n-labelled tree (T, E, Λ). Corresponding to the decomposition of the homology class β into sums β = α∈T β α , the subset of stable supercurves inM 0,d,n (X, β, E; A, J) modelled over (T, E, Λ) is a countable union of compact subsets of a separable Banach manifold, and thus has a countable dense subset. The same remains true upon factoring out the equivalence relation from Def. 5.2. Since there are only finitely many n-labelled trees over which there exist stable supercurves representing β (cf. Rem. 5.13), the whole moduli spaceM 0,d,n (X, β, E; A, J) contains a countable dense subset. The union of the countable neighbourhood bases of the elements of such a countable dense subset is a countable basis for the Gromov topology, thus establishing (ii).
In the case d = −1, Thm. 5.12 asserts that every sequence in M 0,d,n (X, β, E; A, J) has a Gromov convergent subsequence. Hence, the moduli space is sequentially compact with respect to the Gromov topology. Now every second countable sequentially compact topological space is compact and, moreover, every compact Hausdorff space is normal. By Urysohn's metrisation theorem, every normal space with a countable basis is metrisable. This concludes the proof of (iii).
