Abstract. In this paper we address the temporal energy growth associated with numerical approximations of the perfectly matched layer (PML) for Maxwell's equations in first order form. In the literature, several studies have shown that a numerical method which is stable in the absence of the PML can become unstable when the PML is introduced. We demonstrate in this paper that this instability can be directly related to numerical treatment of boundary conditions in the PML. First, at the continuous level, we establish the stability of the constant coefficient initial boundary value problem for the PML. To enable the construction of stable numerical boundary procedures, we derive energy estimates for the variable coefficient PML. Second, we develop a high order accurate and stable numerical approximation for the PML using summation-by-parts finite difference operators to approximate spatial derivatives and weak enforcement of boundary conditions using penalties. By constructing analogous discrete energy estimates we show discrete stability and convergence of the numerical method. Numerical experiments verify the theoretical results.
1. Introduction. Numerical approximations of the perfectly matched layer (PML) [1, 14] for Maxwell's equations in first order form often exhibit a late time linear or exponential energy growth, see for example [3, 2, 12, 11] . This unwanted growth can spread into the computational domain and ruin the accuracy of a numerical simulation. Growth is often seen long after a wave has exited the domain or when a wave has been trapped in the domain for a longtime. The later situation can occur, for example, in the simulation of an electromagnetic waveguide. This has generated substantial interests. One explanation for this behavior of the PML was offered in [4] . It is shown that the split-field PML is weakly hyperbolic, and numerical approximations can lead to perturbations that excite explosive modes in the PML. Because of the result in [4] , several unsplit (strongly hyperbolic) PMLs for Maxwell's equations were developed [1] . However, series of numerical experiments presented in the literature, see for instance [3, 2] , using standard finite difference schemes and [7] for finite element methods, suggest that these unsplit PMLs also suffer from the same late time exponential energy growth as the split field PML. It was later shown in [3] that the source of the late time exponential growth was characterized by the multiplicity of eigenvalues and the degeneracy of eigenvectors of the lower order undifferentiated terms. In [11, 12] , however, it was shown, for a given computational setup, that the growth generated in the PML, if any, may not propagate back into the computational domain. It is also important to note that a partial remedy for this problem in odd (1 and 3) spatial dimensions has been proposed in [46] , using a lacunae based time integration. Nonetheless, a recent analysis of a PML for Maxwell's equations in [21] shows that the corresponding initial value problem (IVP) is asymptotically stable. In this study, we argue that many of the late time energy growth of the PML for Maxwell's equations observed in computations are caused by inadequate numerical boundary treatments in the PML.
We denote that the well-posedness and temporal stability analysis of the PML has been a topic of several works, see for instance [10, 41, 32, 7, 4, 3, 2, 1, 46, 36, 22, 21, 20, 12, 11, 9] and many others. In [32] , perfect matching, well-posedness and temporal stability for PMLs as well as some other classes of layers are discussed for general systems. Unfortunately, there is no guarantee that all solutions decay with time. In [10] however, the geometric stability condition was introduce to characterize the temporal stability of IVP for the PML. If this condition is not satisfied, then there are modes of high spatial frequencies with temporally growing amplitudes. In this paper, we consider a two space dimensional model problem satisfying the geometric stability condition but augmented with boundary conditions in the tangential and normal directions. Our primary objective in this paper is the analysis and development of high order accurate and provably stable numerical approximations of the corresponding initial boundary value problem (IBVP).
It is a well known fact that the theory and numerical techniques to solve an IBVP are more elaborate and complicated than that of a corresponding IVP. For a well-posed partial differential equation which is stable in the absence of boundaries can support unstable solutions, or become ill-posed, when boundaries are introduced. In fact, the analysis of the IVP is a necessary (first) step towards the analysis of the IBVP [38, 39, 44] . For symmetric hyperbolic systems such as the Maxwell's equations and certain boundary conditions, using the energy method, it is possible to obtain a uniform bound on the L 2 -norm of the solutions (electric and magnetic fields) in terms of the L 2 -norm of the initial data and a boundary norm of the boundary data [30, 29, 28] . In numerical approximations of IBVPs, most of the difficulties arise from the boundaries. Similarly, a numerical method which is stable in the absence of boundaries can support growth when boundary conditions are imposed. In the discrete setting, it is possible though to design stable numerical boundary procedures by mimicking the continuous estimates [5, 6, 45, 26, 27, 43] .
Effective boundary treatments are also important when PMLs are used in computations. If there are physical boundaries, for instance in waveguides [20, 19] , the corresponding boundary conditions must be accurately extended into the PML. In practice, the PML must be solved on a bounded computational domain. A stable and accurate PML boundary closure becomes essential, since it enables efficient numerical computations. There is an ongoing discussion though on how to effectively terminate the PML. It is also important to point out that a numerical method which is stable in the absence of the PML can support growth when the PML is included. A major difficulty is that in general the PML (for symmetric systems) is asymmetric. Therefore, deriving energy estimates for the PML that are useful in designing stable and accurate numerical boundary procedures can be very challenging. Linear and/or exponential temporal growth are frequently seen in numerical simulations of PMLs [3, 2, 46] , particularly if higher order methods are considered. Often, artificial numerical dissipations are added to the scheme in order to eliminate these unwanted temporal growth. Artificial numerical dissipations certainly helps in many ways, but can also introduce some interesting, and unfortunately undesirable, effects. In standard computational electromagnetic codes, discrete stability of the numerical method is usually investigated in the absence of the PML. Once the interior scheme is confirmed stable, the PML is then included by discretizing the accompanying auxiliary differential equations and appending the auxiliary functions accordingly, without further discrete stability analysis. As in [3, 2, 46] , any eventual growth seen when the absorption function is present is then attributed to the PML. We emphasize that a more complete analysis of discrete stability must include all the equations and variables in the PML.
In bounded and semi-bounded domains the stability of the PML has been analyzed for certain classes of problems and boundary conditions [19, 18] using normal mode analysis. These results [19, 18] are mostly for second order systems. In the continuous setting, it is possible to extend some of these theoretical results to the PML for first order systems. However, numerical treatments for first order systems are essentially different from numerical methods for second order systems. For instance, standard boundary conditions for first order hyperbolic systems can only contain a linear combination of the unknown variables, while boundary conditions for second order systems often involve combinations of the unknown variables and their spatial and temporal derivatives. Therefore, for first order systems different numerical techniques and, probably, new theories are required.
In the present paper, we consider unsplit PMLs [3, 2, 21] and the classical split-field PML [14] , for Maxwell's equations in first order form with boundary conditions set by an electromagnetic waveguide. We are particularly interested in high order accurate and efficient methods for numerical simulation of Maxwell's equations. Our first objective is to extend the continuous analysis for Cauchy problems [21] to the PML in semi-bounded and bounded domains. The first sets of results are the proofs of stability of the constant coefficient PML in a lower half-plane and a left half-plane. The second results in the paper are the derivation of energy estimates for constant coefficients in the Laplace space and for variable coefficients PML in the time domain.
We show that a stable numerical boundary procedure for the undamped problem can become unstable when the PML is introduced.
The second objective of the paper is to develop a high order accurate and provably stable numerical approximation for the PML in a bounded domain. We use summation-by-parts (SBP) finite difference operators [26, 48] to approximate spatial derivatives. Boundary conditions are enforced weakly using a penalty technique, referred to as the simultaneous approximation term (SAT) methodology [15, 43, 45] . By mimicking the continuous energy estimates we construct accurate and stable boundary procedures. The convergence of the numerical method follows. Finally, we present numerical experiments, using SBP finite difference operators in space with interior order of accuracy 2, 4 and 6, and the classical fourth order accurate Runge-Kutta scheme in time. The numerical examples illustrate high order accuracy and longtime stability of the PML.
Note that in [3, 2] it was pointed out that the discrete PML for Maxwell's equations in first order form can suffer severely from longtime exponential energy growth when spatial derivatives are discretized with high order accurate central finite difference operators and and the time derivative discretized using Runge-Kutta schemes. This indicates that an appropriate remedy is required. The results obtained in this paper provide a cure for this problem without any additional cost. We believe that the results obtained in this paper can be extended to other situations, not only for finite difference electromagnetic codes, but also for finite volume methods, finite element methods and spectral methods, and for more complicated systems such as the elastic wave equation in isotropic media and the linearized Euler equation with vanishing mean flow.
The remainder of the paper is planned as follows. In the next section, we present some preliminaries, introducing Maxwell's equations in two space dimensions and a brief description of a discrete approximation of the Maxwell's equations in a bounded domain using the SBP-SAT methodology. In section 3, we introduce the PMLs and present some instructive numerical experiments, motivating the continuous analysis in section 4 and the discrete analysis in section 5. In section 5, we construct discrete approximations for the PML, derive discrete energy estimates and prove asymptotic stability. More numerical experiments are presented in section 6, verifying the analysis of previous sections. A summary of the paper and suggestions for future work are offered in the last section.
Preliminary.
Here, we introduce the Maxwell's equations in a two dimensional rectangular domain. We end the section with a brief description of the SBP-SAT methodology for Maxwell's equations.
The Maxwell
(2.1)
T are the magnetic fields and electric fields respectively. At the initial time t = 0 we set the smooth initial data
Consider now the two space dimensional rectangular domain (x, y)
, with x 0 , y 0 , δ > 0. The length and width of the rectangle are Γ x := {x : −x 0 − δ ≤ x ≤ x 0 + δ} and Γ y := {y : −y 0 ≤ y ≤ y 0 }. At the edges of the rectangle, at x = ± (x 0 + δ) and y = ±y 0 , we set the general boundary conditions, expressed as a relation between the incoming and outgoing characteristics
Here, the reflection coefficients R j (j = x, y), with |R j | ≤ 1, are real constants. Note that the boundary condition (2.2), (2.3) can support boundary waves: waves whose amplitudes are maximum on the boundaries, at x = ± (x 0 + δ), y = ±y 0 , but decay exponentially into the domain. In particular if R j = 1, then the boundary conditions (2.2), (2.3) model insulated electromagnetic walls. Glancing waves, constant modes normal to the boundaries, can be supported. If R j = −1, then the boundary conditions (2.2), (2.3) model perfect electric conductor (PEC) boundary conditions. And if R j = 0, then the boundary conditions (2.2), (2.3) correspond to local one dimensional absorbing boundary conditions, which are also equivalent to setting the incoming characteristics (Riemann invariant) at the boundaries to zero. Note that if R j = −1 then we have
The special case of R j = −1 in (2.2), (2.3) corresponds to PEC boundary conditions
6)
Let the standard L 2 inner product and the corresponding norm be defined by
We also introduce the boundary norms · Γy , defined by
Here, v * , v * 0 are the complex conjugates of v, v 0 and u 0 (z), v 0 (z) depend on one spatial variable z = x or z = y. Using the energy method and integration by parts, it is straightforward to show that the Maxwell's equation (2.1) subject to the boundary conditions (2.4), (2.5), with γ j ≥ 0, satisfies
(2.10)
In particular if γ j = 0 in (2.4), (2.5) or R j = −1 (we consider the PEC condition) in (2.2), (2.3) then
Note that the L 2 -norm of the solutions (electric and magnetic fields) are uniformly bounded in time by the L 2 -norm of the initial data.
2.2.
A stable discrete approximation of the Maxwell's equations using the SBP-SAT methodology. This subsection serves as a brief introduction to the SBP-SAT scheme for IBVPs (Maxwell's equations in bounded domains). The main idea is to approximate all spatial derivatives in (2.1) using SBP finite difference operators. The boundary conditions (2.4), (2.5) are then enforced weakly using penalties. However, penalty parameters must be chosen such that discrete energy estimates, analogous to the continuous estimates (2.10), (2.11), can be derived. Thus, proving asymptotic stability for the discretization. More elaborate discussions on this topic can be found in [5, 6, 26, 27, 15, 43, 45] , see also the recent review paper [49] .
To begin with, consider the uniform discretization of the unit interval with N x number of grid points and the spatial step, h > 0,
Let D x denote a differentiation matrix approximating the first derivative, D x ≈ ∂/∂x, on the grid (2.12). The matrix D x is an SBP operator (in one space dimension), see [26, 48] , if the following properties hold
Here, E Lx = diag(1, 0, 0, . . . , 0), E Rx = diag(0, 0, 0, . . . , 1) pick out the left and right boundary values. The matrix P x is symmetric and positive definite, and thus defines a discrete norm. The matrix Q x is almost skew-symmetric.
It is important to note that SBP operators can be constructed using Galerkin finite/spectral element approaches [24, 35] . The one space dimensional SBP operator D x can be extended to higher space dimensions using the Kronecker product, ⊗, defined by Definition 1 (Kronecker Products). Let A be an m-by-n matrix and B be a p-by-q matrix. Then A ⊗ B, the Kronecker product of A and B, is the (mp)-by-(nq) matrix 
Now consider the Maxwell's equation in a two dimensional rectangular domain. To begin, we discretize the spatial domain in the x-and y-directions using N x , N y grid points with constant spatial steps h x , h y , respectively. A two dimensional scalar grid function, u = [u ij ], is stacked as a vector of length N x N y ,
Spatial derivatives are discretized using SBP operators, and the boundary conditions, (2.3) and (2.2), are impose weakly using SAT [15, 43, 45] . The SBP-SAT approximation of the Maxwell's equation (2.1) subject the boundary conditions, (2.3) and (2.2), is
Here, the operators I x , I y are identity matrices, and α x , α y , θ x , θ y are the penalty parameters chosen by requiring stability. Note that the boundary conditions (2.5), (2.2) are enforced weakly by the SAT-terms, SAT x and SAT y , defined on the right hand side of equation (2.14a). This is opposed to strong enforcement of boundary conditions, where boundary conditions are explicitly imposed by injection. By construction the SBP-SAT scheme (2.14) is a consistent approximation of the IBVP, (2.1), (2.3) and (2.2). The critical aspect of the scheme lies in chosing penalties and ensuring numerical stability. Since the IBVP, (2.1), (2.3), (2.2), does not support any temporal growth, it is imperative that penalties parameters must be chosen in a manner that does not allow any growth in time. The penalty parameters, α x , α y , θ x , θ y , are not necessarily unique. Often the choice of stable penalty parameters are guided by constructing discrete energy estimates which, as far as possible, mimic the continuous energy estimates (2.11), (2.10). In particular, penalty parameters are chosen such that the corresponding discrete boundary terms dissipate energy, at least, as fast as the continuous problem. However, from a practical point of view, for efficient explicit time integration, penalty parameters must also be chosen in order to avoid numerical stiffness. Note that if |α x |, |α y |, |θ x |, |θ y | 1, then the ordinary differential equation (ODE) (2.14) is increasingly stiff. For more elaborate discussions and results on numerical boundary procedure, please see [26, 27, 15, 43, 45, 49] . Note that the weak boundary treatment (2.14a)-(2.14c) is often used for high order accurate discontinuous Galerkin (dG) finite element methods [24, 33] and also for pseudo spectral methods [23] .
We will now chose the penalty parameters α x , α y , θ x , θ y such that the semi-discrete approximation (2.14a)-(2.14c) is stable. To begin with, we define the discrete scalar product and the corresponding discrete norm
Note that from the SBP property (2.13) we have
Thus, using the SBP property (2.13) we can rewrite the right hand side of (2.14a) to obtain
By applying the energy method to (2.17a)-(2.17c), that is, we multiply (2.17a), (2.17b), (2.17c) from the left with E T z P xy , H T y P xy , H T x P xy , respectively, and add the transpose of the products, we obtain
Therefore, the discrete approximation (2.14a)-(2.14c) is asymptotically stable if the boundary terms BT s are nonnegative.
If R x = −1 and R y = −1, then we can choose
dissipative boundary terms in the y-axis where
are 2 × 2 symmetric matrices and
To ensure numerical stability the symmetric matrices A 
Clearly, the eigenvalues are real and nonnegative if
By comparing BT s to the continuous analog in the right hand side of (2.10) we can determine how fast energy is dissipated by the numerical boundary treatment. Note that withθ x =θ y = 0, the boundary treatment dissipates energy as fast as the continuous problem, and we have
thus, implying If we choose θ x > 0, θ y > 0, then the numerical boundary treatment will dissipate energy faster than the continuous problem.
More generally, for any |R x | ≤ 1 and |R y | ≤ 1, then we can choose
Note that BT s ≥ 0 and
Thus, the discrete solutions of (2.14a)-(2.14c) are uniformly bounded in time by the initial data. Therefore, the discrete approximation (2.14a)-(2.14c) with α x = α y = θ x = θ y = 1 is also asymptotically stable.
Remark 1. The SBP operators used in the present study are high order accurate finite difference operators with diagonal norms P x , where the boundary stencils are rth order accurate and the interior accuracy is 2r.
As will be seen in the next section, the PML will be placed in the x-direction. The primary goal of this paper is to study the numerical difficulties, such as stability and stiffness, arising from the numerical boundary procedure (2.14) when the PML is introduced. We will also investigate the optimal penalty parameters for the PML. The PML will be terminated by the characteristic boundary condition, (2.2) with R x = 0. It is possible though to terminate the PML with the PEC boundary condition, (2.2) with R x = −1. However, the characteristic boundary condition at the external boundary have been shown to yield smaller spurious reflections, due to the modeling error, when combined with the PML than the PEC backed PML [34] . In order to closely make comparisons with the results published in the literature [1, 3, 2] we will impose the characteristic boundary condition, (2.3) with R y = 0, in the y-direction. Nevertheless, it is possible though to use the PEC boundary condition, (2.3) with R y = −1, also in the y-direction.
3. Termination of a computational domain using a PML. Let us now consider the solutions of the Maxwell's equations (2.1), in the truncated domain −x 0 ≤ x ≤ x 0 , −y 0 ≤ y ≤ y 0 , where x = ±x 0 are artificial boundaries introduced to limit the computational domain. In order to absorb outgoing waves at x = ±x 0 , we have introduced two layers, of width δ > 0, having x 0 ≤ |x| ≤ x 0 + δ in which the PML equations are solved. Note that in the x-direction the boundary condition is (2.2) and in the y-direction the boundary condition is (2.3). This setup can model an infinitely long electromagnetic waveguide truncated by the PML.
In this section, we will derive PML models that truncate the computational domain in the x-direction using two standard approaches, the complex coordinate stretching technique [16, 21] and Berenger's splitting method [14] . The two approaches are mathematically analogous but yield two different formulations of the PML, the unsplit PML and split-field PML, respectively. The difference lies on the choice of variables in the time domain. As we will see below, by appropriate choice of variables the split-field [14] can be formulated as the unsplit [21] . This shows that the general solutions of the two PML formulations are identical.
Let the Laplace transform of u (x, y, t) be defined by
In order to derive the PML we assume homogeneous initial data and take the Laplace transform of the Maxwell's equations (2.1) in time, having
Here s, with the positive real part s > 0, is the dual variable to time. Note that we have tacitly assumed homogeneous initial data.
3.1. Unsplit PML and complex coordinate stretching. A general approach to deriving a PML was introduced in [16] . The main idea is to analytically continue the Maxwell's equation (3.2) to a complex spatial coordinate system where all spatially oscillating solutions are turned into exponentially decaying solutions. By using the complex coordinate stretching technique it is straightforward to construct the PML for many wave equations. However, in order to localize the PML in time auxiliary variables are often introduced, to avoid explicit convolution operations.
A PML truncating the boundary in the x-direction can be derived by considering the, Laplace transformed, Maxwell's equation (3.2) and applying the complex coordinate transformation
we have
where S x is a PML complex metric. In this study, we will use the complex metric S x = 1 + σ (x) /s corresponding to the standard PML model. Here, σ(x) ≥ 0 is a positive real function that vanishes in |x| ≤ x 0 and s is the dual variable to t. More complicated complex metrics can be derived by using a modal ansatz [31, 9] , constructed to support only spatially decaying modes. The next step is to invert the Laplace transforms in (3.4) back to the time domain. To do this we multiply equations (3.4a)-(3.4b) by S x and introduce the auxiliary variable
Inverting the Laplace transforms yields the time-dependent PML model
Using instead the auxiliary variable
and inverting the Laplace transform yields the time-dependent PML model
We can also choose auxiliary variables to obtain the physically motivated PML used in [1, 3, 2] . To begin, we consider (3.3) and define the auxiliary variables
Inverting the Laplace transform and omitting the tilde signs ( ) results in the physically motivated unsplit PML of [1, 3, 2]
Note that the PML (3.7) was originally derived using physical arguments [1, 3] . There are certainly other ways to choose auxiliary variables, see for example [1, 3, 2, 9, 25] . However, all resulting PML models can be shown to be linearly equivalent to (3.6a)-(3.6d), (3.7a)-(3.7d) and (3.5a)-(3.5d). Since in the Laplace space the PML models (3.6), (3.5), (3.7) correspond to (3.4), a complex change of coordinates, it follows that the equations are perfectly matched to the Maxwell's equation (2.1) by construction [9] .
3.2.
Berenger's split-field PML. Berenger's original idea [14] was to split the electric field and the corresponding equations into two artificial tangential components before special lower order terms that simulate the absorption of waves are added. That is, consider the Maxwell's equation (3.2) in the Laplace space. Introduce the split variables
where σ(x) ≥ 0 is a positive real function that vanishes in |x| ≤ x 0 . Note that equation (3.8) can be derived by splitting the variables and equations, and then introducing the complex coordinate transformation (3.3) . This shows that the two approaches are mathematically analogous. However, unlike the unsplit PML (3.4), the split-field PML (3.8) introduces the additional degrees of before the PML transformation is introduced. It can be shown that the restriction of the general solution to the PML (3.8) in |x| ≤ x 0 coincides with the general solution to the Maxwell's equation (3.2), see [9, 32] . Therefore, the PML equation ( 
We will show that the split-field PML (3.9) can be reformulated as the unsplit PML models (3.6), (3.5). Following [41] , it is possible to re-introduce the electric field E z in the PML equations while eliminating one of the split variables. By summing (3.9a), (3.9d) together and using the identity
we again obtain the PML equation (3.5) . We can also rewrite the equation (3.5) in the form (3.6). Multiplying equation (3.5d) by σ (x) and introducing H *
we obtain (3.5). Note that in [21] the Berenger's PML (3.9) and the modal unsplit PML, in the form (3.6), gave identical numerical results. The turning point is in efficient numerical implementation. Implementing the split-field PML also requires the splitting of the electric field in the interior. The unsplit PML appears as a lower order modification of the Maxwell equations and does not require such unphysical splitting of the field variables.
In the Laplace space, the PML models (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) and (3.5a)-(3.5d) are mathematically equivalent [21] . The difference in the time domain lies on the choice of auxiliary variables. By standard definitions the physically motivated PML (3.7a)-(3.7d) satisfies the definition of a strongly hyperbolic system. On the order hand, also by standard definitions the modal PMLs (3.6a)-(3.6d), (3.5a)-(3.5d) and the split-field PML (3.9a)-(3.9c) are weakly hyperbolic. It is a bit strange though to say that the strongly hyperbolic system (3.7a)-(3.7d) is equivalent to the weakly hyperbolic problems (3.6a)-(3.6d), (3.5a)-(3.5d), (3.9a)-(3.9c). However, as we will see in the next section, it is possible to rewrite the PMLs (3.6a)-(3.6d), (3.5a)-(3.5d), (3.9a)-(3.9c) as a second order system and derive an energy estimate for the solutions in a certain Sobolev norm. Thus, showing well-posedness also for the time-dependent PML models (3.6a)-(3.6d), (3.5a)-(3.5d), (3.9a)-(3.9c).
Some instructive numerical examples.
In this study, we will investigate discrete stability of three PMLs resulting from the modifications of the discrete equations (2.14a)-(2.14c). The first candidate is an unsplit modal PML recently derived in [21] and given by (3.6a)-(3.6d). Note that the results obtained for the PML (3.6a)-(3.6d) can be easily extended to the PML model (3.5a)-(3.5d). We will not consider the PML model (3.5a)-(3.5d) in this study. The second is the so called physically motivated unsplit PML of [1, 3, 2] defined by (3.7a)-(3.7d), and the third candidate is the classical Berenger's [14] split-field PML (3.9a)-(3.9c).
Here, the damping function is given by the third degree monomial
The damping coefficient is d 0 = 4/ (2 × δ) log (1/tol), which allows a relative modeling error of magnitude ∼ tol from the outer boundaries, see [21, 22, 47] . Note that tol is a user input parameter.
We will now perform some instructive numerical experiments which are the motivations of the analysis in the coming sections. We consider a typical test problem as in [3, 2] with R x = R y = 0 in (2.3), (2.2) and we set x 0 = 50, y 0 = 50, and the PML width is δ = 10. We discretize the domain with a uniform spatial step h x = h y = h = 1. The PML equations (3.6a)-(3.6d) are discretized straightforwardly. That is, we replace the spatial derivative in (3.6d) with a finite difference SBP operator and append the discrete auxiliary functions to the discrete equations (2.14a)-(2.14c), we have
Note that for the PML model (3.7a)-(3.7d), the auxiliary differential equation (3.7d) is governed by an ordinary differential equation. The corresponding discrete PML is
The corresponding semi-discretization for the split-field PML (
The penalty parameters are
Similarly, as in the continuous case, using the identity
we can eliminate the auxiliary variable E (x) z and rewrite the split-field PML (3.13a)-(3.13d) exactly as the discrete modal PML (3.11a)-(3.11d). Therefore, we expect the PML models (3.13a)-(3.13d) and (3.11a)-(3.11d) to have identical stability properties.
Note that when the damping vanishes σ = 0 we can eliminate the auxiliary variables in (3.11a)-(3.11d), (3.12a)-(3.12d) and the split variable in (3.13a)-(3.13d) to obtain (2.14a)-(2.14c). Since the discrete approximation (2.14a)-(2.14c) of the interior, when σ = 0, is stable, we hope that the discrete approximations (3.11a)-(3.11d), (3.12a)-(3.12d) and (3.13a)-(3.13d), with σ ≥ 0, corresponding to the PML are also stable.
We set the smooth initial data 14) for the electric field and use zero initial data for all other variables. High order accurate SBP operators of interior order of accuracy 2, 4, 6 are used to approximate spatial derivatives. We advance the solutions in time for the three PML models using the classical fourth order accurate Runge-Kutta scheme. The final time is t = 5000 and the time step is dt = 0.4h. Here, the modeling error is tol = 10 −4 . The time histories of the discrete l 2 -norm of the electric field are recorded in figures 3.1(a), 3.1(b) and 3.1(c) for the discrete PML models, (3.11a)-(3.11d) and (3.12a)-(3.12d), repsectively.
Clearly, from figures 3.1(a), 3.1(b) and 3.1(c), the three discrete PML models (3.11a)-(3.11d), (3.12a)-(3.12d) and (3.13a)-(3.13d) are unstable for SBP operators of accuracy 4 and 6. Note that the numerical solution for higher order accurate schemes are more sensitive to numerical instability. For the chosen simulation duration, t = 5000 (12 500 time steps), we did not observe any growth for the second order accurate case, see also figures 3.1(a), 3.1(b) and 3.1(c). It is also important to see that the stability behavior of discrete modal PML (3.11a)-(3.11b) and discrete split-field PML (3.13a)-(3.13d) are identical. However, when the absorption function is absent (σ = 0) the solutions, see figure 3 .1(d), decay throughout the simulation for all orders of accuracy. This is consistent with the theory, since the numerical scheme, (2.14a)-(2.14c), of the interior is provably stable. Note also when σ = 0, the corresponding ODE (2.14a)-(2.14c) is not stiff.
As in [1, 3, 2] , it is possible to argue here that the growth seen for the 4th and 6th order accurate schemes are due to instabilities in the continuous PML models. However, in [21] , stability analysis of an IVP corresponding to (3.6a)-(3.6d) was performed in detail. The result is that the IVP (3.6a)-(3.6d) is asymptotically stable. We believe that the instability seen here and, probably, some of the growth observed in [1, 3, 2] are caused by inappropriate numerical boundary treatments in the PML.
To investigate further, we have also performed numerical experiments with smaller time steps or/and spatial steps. In some cases mesh refinement or smaller time step eliminates the growth, but in other cases the instabilities persist, but it occurs at much later times. For instance, using half of the time step, dt = 0.2h, postpones the initiation of growth until about t = 4000 for the PML models (3.6a)-(3.6d) and (3.13a)-(3.13d) with a 4th order accurate SBP operator. While in all other cases growth was not seen for the entire simulation duration. These simulations are a strong indication that the growth observed here is a numerical artifact. In particular, for the discrete physically motivated PML (3.12a)-(3.12d), figure 3.2(b) indicates that the growth seen in figure 3 .1(b) is due to numerical stiffness. Thus, the numerical approximation (3.12a)-(3.12d) of the PML may not be suitable for efficient explicit time integration. These results are also consistent with some of the conclusions drawn in [2] , which show that growth for PMLs depends on both the discretization used and the PML model.
In the next section, we will show that the IBVPs, (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) and (3.5a)-(3.5d) with (2.3), (2.2) are also stable. To enable a systematic development of stable numerical boundary procedures we will derive continuous energy estimates. In section 5, by mimicking the continuous energy estimates we will design accurate and stable numerical boundary treatments for the PMLs, (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) and (3.5a)-(3.5d), subject to the boundary conditions (2.5), (2.2).
4. Continuous analysis. The analysis in [21] shows that the constant coefficient Cauchy PML problem (3.6a)-(3.6d) is asymptotically stable. Since the continuous PML models (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) and (3.5a)-(3.5d) are equivalent, the results in [21] for the Cauchy problem hold also for the PML models (3.9a)-(3.9c), (3.7a)-(3.7d) and (3.5a)-(3.5d). Note that the boundary condition (2.3) extends into the PML. In addition the PML is terminated in the x-direction by the boundary condition (2.2). The stability analysis of (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) or (3.5a)-(3.5d) subject to the boundary conditions (2.3) and (2.2) is not as straightforward. Here, we prove that the PML (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) or (3.5a)-(3.5d) with the boundary conditions (2.3), (2.2) is stable. First, we will use a modal analysis for a constant coefficient PML. Second, we will derive energy estimates for the variable coefficients case.
Normal mode analysis.
To perform a modal analysis, we assume constant coefficients. We split the PML problem into three: 1) a Cauchy PML problem with no boundary conditions, 2) a lower half-plane PML problem, −∞ < x < ∞, −∞ < y ≤ y 0 , with the boundary condition (2.3) at y = y 0 , and 3) a left half-plane PML problem, −∞ < x ≤ x 0 + δ, −∞ < y < ∞, with the boundary condition (2.2) at x = x 0 + δ. Each of the three PML problems above can be analyzed separately. We note that the lower half-plane PML problem and the left half-plane PML problem are distinct and must be analyzed severally.
The Cauchy problem can be analyzed, as in [21] , using standard Fourier methods. The analysis in [21] shows that the constant coefficient Cauchy PML problem (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) or (3.5a)-(3.5d) is asymptotically stable. As before we have Theorem 4.1. The constant coefficient Cauchy PML problem (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) or (3.5a)-(3.5d) with σ ≥ 0 is asymptotically stable. In order to prove the stability of the PML (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) or (3.5a)-(3.5d) subject to the boundary condition (2.3), we will show that the only solution of the form (4.1) with s ≥ 0 for any σ > 0 is the trivial solution, V = 0.
To begin with, we introduce the complex number z = a + ib and define the branch cut of √ z by condition (2.3). We can eliminate the magnetic fields and the auxiliary variable, then we obtain a second order ODE,
3) subject to the boundary condition
or the PEC boundary condition
Consider now s > 0, we can construct modal solutions, for (4.3), of the form
is determined by the boundary condition (4.4). Introducing (4.6) in (4.4) we obtain
Since a 0 = 0, we have nontrivial solutions only if
The following lemma characterizes the roots of the dispersion relation (4.8). Lemma 4.2. Consider the dispersion relation F 1 (s + σ, k x ) defined in (4.8) with γ y ≥ 0. The equation F 1 (s + σ, k x ) = 0 has no solution for all s ≥ 0, k x ∈ R and σ > 0.
Proof.
Consider first σ = 0, we have F 1 (s, k x ) = 0, with the solution s = s 0 ∈ C. Note that since the Maxwell's equation (2.1) subject to the boundary conditions (2.5) satisfy the energy estimate (2.10) we must have s 0 ≤ 0, for all γ y ≥ 0. Otherwise if s 0 > 0, then the energy will grow for some solutions, which is in contradiction with the energy estimate (2.10). By inspection, the zero root s 0 = 0 is also not a solution of F 1 (s, k x ) = 0. If σ > 0, then the equation F 1 (s + σ, k x ) = 0 has the solution s = −σ + s 0 . Therefore, any σ > 0 will move all roots s further into the stable complex plane.
By lemma 4.2 we must have F 1 (s + σ, k x ) = 0 for all σ > 0, s ≥ 0. This also implies that a 0 ≡ 0 in (4.6) for all σ, s > 0. Therefore, the trivial solution is the only possible solution of (3.6a)-(3.6d) with (2.5) or (3.7a)-(3.7d) with (2.5), of the form (4.1) with s ≥ 0.
Consider now the PEC boundary condition (4.5) and substitute (4.6), with b 0 ≡ 0, we have
Thus the PEC boundary condition (4.5) supports only trivial solutions, V = 0.
4.1.2.
The left half-plane problem: −∞ < x ≤ x 0 + δ, −∞ < y < ∞. Consider now the constant coefficient PML (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) or (3.5a)-(3.5d) in the left half-plane, −∞ < x ≤ x 0 + δ, −∞ < y < ∞, with the boundary condition (2.2) at x = x 0 + δ. We make the ansatz
In order to prove the stability of the PML, (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) or (3.5a)-(3.5d), subject to the boundary condition (2.2), we will show that there are no nontrivial solutions on the form (4.9) with s > 0 for any σ ≥ 0. We insert (4.9) in (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) or (3.5a)-(3.5d) and in the boundary condition (2.2). As before, we eliminate the magnetic fields and the auxiliary variable to obtain a second order ordinary differential equation,
10) subject to the boundary conditions 11) or the PEC boundary condition
Consider now s > 0, we can construct modal solutions, for (4.10), on the form
where
and a 0 , b 0 are parameters which must not be zero at the same time. Note that it can be shown that κ > 0 for all σ, s > 0, see lemma A.3 in the appendix. Thus, boundedness of the solution (4.13) at x → −∞ implies b 0 = 0. The parameter a 0 is determined by the boundary condition (4.11). Introducing (4.13) in (4.11) we obtain a 0 s s 2 + k 2 y + s = 0. (4.14)
It is particularly important to note that the dispersion relation F 2 (s, k y ), defined by (4.15), is independent of the PML parameter σ ≥ 0. The dispersion relation (4.15) corresponds to that of the undamped problem, and it is not perturbed by the PML. This is unlike the dispersion relation, F 1 (s + σ, k y ) for the lower half-plane PML problem, which depends on the PML parameter σ ≥ 0. Since, the Maxwell's equation (2.1) subject to the boundary conditions (2.2) and (2.5) satisfy the energy estimate (2.10), the following lemma characterizing the roots of the dispersion relation (4.15) holds Lemma 4.3. Consider the dispersion relation F 2 (s, k y ) defined in (4.15) with γ x > 0. The equation F 2 (s, k y ) = 0 has no solution s for all s ≥ 0 and k y ∈ R.
Proof. Since the Maxwell's equation (2.1) with the boundary condition (2.2) at x = x 0 + δ satisfy the energy estimate (2.10) we must have s ≤ 0, for all k y ∈ R. Otherwise if s > 0, then the energy will grow for some solutions, which is also in contradiction with the energy estimate (2.10). Again by inspection, the zero root s = 0 is not a solution of F 2 (s, k y ) = 0. Note that if k y = 0 we have F 2 (s, k y ) = 1 + γ x = 0. Next, we consider the case s = iξ, ξ ∈ R/{0}, and introduceξ = ξ/k y
Ifξ 2 > 1, then we have F 0 ξ = 0 since the square root can never be negative. Ifξ 2 ≤ 1, then we also have F 0 ξ = 0 since the square root is zero or purely imaginary. Therefore, we must have s < 0, for all k y ∈ R. This completes the proof of the lemma. As before, for s ≥ 0 the trivial solution is the only possible solution of (3.6a)-(3.6d) with (2.2) or (3.7a)-(3.7d) with (2.2), on the form (4.9).
Consider now the PEC boundary condition (4.5) and substitute (4.13), with b 0 ≡ 0, we have
The PEC boundary condition (4.12) also supports only trivial solutions, V = 0. By theorem 4.1, and lemmas 4.2 and 4.3, it then follows that all non-trivial modes in the PML decay. The difficulty lies in constructing accurate and stable numerical approximations for the PML, (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) or (3.5a)-(3.5d) subject to the boundary conditions (2.2) and (2.5), and ensuring numerical stability.
Energy equation in the Laplace space.
Consider now the constant coefficient PML (3.9a)-(3.9c), (3.6a)-(3.6d), (3.7a)-(3.7d) or (3.5a)-(3.5d) in the rectangular domain, −(x 0 +δ) ≤ x ≤ (x 0 +δ), −y 0 ≤ y ≤ y 0 , and the boundary conditions (2.3), (2.2). We will prove that the corresponding constant coefficient IBVP can not support growing modes.
To begin, we assume homogeneous initial data and take the Laplace transform of the PML equations and boundary conditions in time. We can eliminate the magnetic fields and all the auxiliary variables, we have 17) subject to the boundary conditions
)
We define the quantity
For the PEC boundary conditions (4.20), (4.21), the boundary terms vanish and we have
Note that s > 0 =⇒ 
We can now prove the theorem: , and integrate over the whole domain, we have
Integrating by parts and using the boundary conditions (4.18), (4.19) obtaining
We add the complex conjugates of the products in (4.26) to obtain
Note that in particular if the PEC boundary conditions (4.20), (4.21) are imposed, the boundary terms vanish and
Thus, for s > 0 no nontrivial solutions E z = 0 can be supported by the PML.
Energy estimates in the time domain.
To enable the development of a systematic and rigorous stable numerical boundary procedure for the time-dependent PML we will derive energy estimates for the variable coefficient PML. The importance of the energy estimates are twofold: The first is that the energy estimates establish the wellposedness of the variable coefficients PMLs. The second is that by mimicking the energy estimates we can construct high order accurate, stable and convergent discrete approximations of the PML in a bounded domain.
4.3.1. Energy estimates for the modal PML. The first step is to rewrite the PML (3.6a)-(3.6d) and the boundary conditions (2.3), (2.2) as a second order system. Differentiating equation (3.6a) with respect to time and using equations (3.6b)-(3.6d) to eliminate the time-derivatives on the right hand side, we obtain
The corresponding boundary conditions are
Here, the length and width of the computational domain are Γ x := {x : −x 0 − δ ≤ x ≤ x 0 + δ} and Γ y := {y : −y 0 ≤ y ≤ y 0 }, respectively. To derive an energy estimate we introduce the relevant energy norms 34) and
Note that away from the boundaries, the energy norm (4.34) is analogous to the norms derived in [22, 17] . The difference between (4.34) and [22, 17] is that the energy norm introduced here contains also boundary norms, · Γx , · Γy . Note also that E 
When the damping vanishes, σ = 0, we have the physical energy norms
and
Let us define the spaces of real functions
and L 2 (Ω) the space of square integrable real functions. It can be shown that
We can now prove the theorem, see Appendix B: Theorem 4.5. All solutions of the perfectly matched layer (3.6a)-(3.6d) or (4.29a)-(4.29c) subject to the boundary conditions (4.30) at y = ±y 0 and (4.31) at x = ±x 0 , or (4.32) at y = ±y 0 and (4.33) at x = ±x 0 satisfies the energy estimate
where σ ∞ = max x σ(x). Remark 2. It is particularly noteworthy that the PML models (3.9a)-(3.9c) and (3.5a)-(3.5d) can be rewritten directly in the time domain as (3.6a)-(3.6d). Therefore, theorem 4.5 holds also for the solutions of (3.9a)-(3.9c) and (3.5a)-(3.5d).
In the next section, by mimicking the continuous energy estimate (4.42), we will develop stable numerical boundary procedures for the PML models (3.9a)-(3.9c), (3.6a)-(3.6d) and (3.5a)-(3.5d), subject to the boundary conditions (4.30) at y = ±y 0 and (4.31) at x = ±(x 0 + δ).
Energy estimates for the physically motivated PML.
The physically motivated PML model (3.7a)-(3.7d), satisfies the definition of a strongly hyperbolic system. By applying the energy method directly to the PML, (3.7a)-(3.7d), subject to the boundary conditions (2.4), (2.5), with γ j ≥ 0, we have
(4.43)
Note that all terms, excepting +2σ H x (t) 2 , in the right hand sides of (4.43), (4.44) are dissipative. We denote the energy by 45) and 46) if γ j = 0 in (2.4), (2.5) or R j = −1 (we consider the PEC condition) in (2.2). We have Theorem 4.6. The solutions of the perfectly matched layer (3.7a)-(3.7d) subject to the boundary conditions (2.4), (2.5) with |R j | < 1 or |R j | = 1 satisfy the energy estimate
0 (t), (4.47) where σ ∞ = max x σ(x).
5. Discrete approximations and discrete stability analysis of the PMLs. The main focus of this section is to design accurate, stable and efficient numerical boundary procedures for the PMLs, (3.9a)-(3.9c), (3.6a)-(3.6d),(3.5a) -(3.5d) and (3.7a)-(3.7d), subject to the boundary conditions (2.3), (2.2). We will use SBP finite difference operators, see [26, 48] , to approximate the spatial derivatives and impose boundary conditions weakly using penalties [15, 43] . To ensure numerical stability we will impose boundary conditions in a manner which allows a derivation of discrete energy estimates analogous to the continuous energy estimate (4.42) . For the physically motivated PML model (3.7a)-(3.7d), an efficient numerical boundary treatment is achieved by using characteristics and reducing the strength of the penalty parameters. Finally, we will show that the corresponding discrete models do not support growing modes.
5.1. Discrete approximation and discrete energy estimates for the modal PML. In standard numerical methods [3, 2, 10] , once the interior scheme is proven stable the discrete PML is obtained by discretizing the auxiliary differential equations and appending the auxiliary functions accordingly. Usually no more attention is placed on how the boundary conditions are implemented in the PML. Note that numerical experiments presented in section 3 and the next section show that a straightforward enforcement of the boundary conditions, (2.3) and (2.2), can lead to unstable solutions in the PML. A stable discrete approximation for the modal PML can be obtained by extending the enforcement of the boundary condition to the auxiliary differential equation, having
Note that we have included the term involving θ. The standard choice θ = 0, which corresponds to (3.11a)-(3.11d), is obtained by simply replacing spatial derivatives with difference operators in the PML. The other choice, θ = 0, extends weak enforcements of the boundary conditions, (2.3) in the y-direction, to the auxiliary differential equation (5.2d). It is particularly important to note that this extension, with θ = 0, does not destroy the accuracy of the scheme (5.2a)-(5.2d). When σ = 0, the auxiliary variable H * x also vanishes, and the discrete approximation (5.2a)-(5.2d), for any value of θ, correspond to the stable discrete approximation (2.14a)-(2.14c). However, as we will see later, when σ > 0 the particular choice θ = 1 ensures numerical stability.
To be able to simplify the analysis and also make comparisons with results published in the literature, we will focus on the setup considered in section 3.3 and [1, 3, 2] . Therefore, we set R x = R y = 0 and the penalty parameters
5.1.1. Discrete energy estimates in the time domain. We will derive a discrete energy estimate analogous to the continuous energy estimate (4.42). First and foremost, we rewrite (5.2a)-(5.2d) as a second order system. Differentiate equation (5.2a) in time, and use equations (5.2b)-(5.2d) to eliminate the time derivatives in the right hand side. We have
Subsequently, by using the SBP property (2.13) we eliminate some of the SAT terms and obtain
Introduce the discrete energy
(5.5)
When σ = 0 we have the standard discrete energy
We can also prove the following, see Appendix C. Theorem 5.1. Consider the discrete approximation (5.2a)-(5.2d) or (5.4a)-(5.4c) of the the perfectly matched layer (3.6a)-(3.6d) subject to the boundary conditions (4.30) at y = ±y 0 and (4.31) at x = ±x 0 . If θ = 1, then the quantity E hσ (t) defined in (5.5) is an energy and the solutions of the discrete system (5.2a)-(5.2d) or (5.4a)-(5.4c) satisfy the energy estimate
Note that when σ = 0 we have a strict energy estimate
for any values of θ. However, for σ ≥ 0, if θ = 1 we are unable to derive a discrete energy estimate for the discrete PML.
In standard numerical codes, as shown in section 3, once the interior scheme is proven stable, the PML is then added as lower order modification, leading to the standard choice θ = 0. If θ = 1, then there is a non-vanishing boundary term,
The boundary term (5.9) will probably diminish with mesh refinement, h → 0. However, on a realistic mesh the boundary term (5.9) may be nontrivial. The energy estimate (5.7) above does not exclude the possibility of exponentially growing solutions for σ > 0. However, the estimate can be extended to the error equations to proof convergence of the solutions of the discrete approximation 
Here, s with s > 0, is the dual variable to time. Note that in (5.10) we have also used the SBP properties (2.13) and (2.16) to eliminate some of the SAT terms. We can also eliminate the magnetic fields in (5.10a) using (5.10b), (5.10c) and obtain
where S x = 1 + σ/s. We define the discrete quantity
Note that it can be shown that
hσ (s) > 0 is an energy. We can now prove the following result establishing the stability of the discretization (5.2).
Theorem 5.2. Consider the constant coefficient semi-discrete PML (5.10) with s > 0, σ ≥ 0 and θ = 1. All solutions of (5.10) satisfy the energy equation
hσ (s) = 0.
(5.13)
Proof. Multiply equation (5.11) from the left by s E z * P xy and add the complex conjugate of the product we have z , we obtain exactly the stable discrete unsplit PML (5.2) with θ = 1. We can now apply theorem 5.1 and theorem 5.2 to prove the temporal stability of the discretizations (5.15) and (5.16) . These results are clearly demonstrated by the numerical experiments performed in the next section.
5.3. Discrete approximation and discrete energy estimates for the physically motivated PML. Now, we turn our attention to the physically motivated PML model (3.7a)-(3.7d). We know that the principal part of this PML is symmetric hyperbolic. The lower order terms appear in the PML in a nontrivial way. As was shown in [1, 3, 2] (and we have already seen in section 3.3), the PML terms can pose a numerical challenge. However, we will show that using the SBP-SAT scheme proposed in section 2.2, we can choose penalties such that any stable numerical boundary procedure for the undamped problem (with σ ≡ 0) satisfying an energy estimate also leads to a discrete energy estimate, analogous to continuous estimate (4.47), for the discrete PML (3.12a)-(3.12d). However, the continuous energy (4.47) for the PML and the corresponding discrete energy for the discrete PML can grow exponentially in time. By theorem (4.4), we also know the constant coefficient PML model (3.7a)-(3.7d) subject to the boundary conditions (2.3), (2.2) can not support exponentially growing solutions. Therefore, at constant coefficients, for a particular set of penalty parameters, we will show that the solutions for the discrete PML can not grow exponentially in time.
To begin, consider the discrete PML (3.12a)-(3.12d). By applying the energy method directly to (3.12a)-(3.12d), we have
The boundary terms BT s are exactly the same as the boundary terms derived for the undamped problem in section 2.2. As before, if R x = −1 and R y = −1, then we can choose
we have BT s (t) ≥ 0. Also, for any |R x | ≤ 1 and |R y | ≤ 1, then we can choose
obtaining BT s (t) ≥ 0. Note that all terms in the right hand side of (5.17), excepting 2σ H x (t) 2 Pxy , are dissipative. Introducing the discrete energy
we have Theorem 5.3. Consider the discrete approximation (3.12) for the physically motivated PML (3.7a)-(3.7d) subject to the boundary conditions (2.3) at y = ±y 0 and (2.2) at x = ± (x 0 + δ). For
• R x = −1 and R y = −1, and
• |R x | ≤ 1 and |R y | ≤ 1, and
then BT s (t) ≥ 0 and the quantity E (2) h (t) defined in (5.18) is an energy. For these sets of penalty parameters the solutions of the discrete PML problem (3.12) satisfy the energy estimate
By (5.19) , the discrete energy can grow exponentially in time. However, the modal analysis presented in section 4.1 shows that the continuous PML problem (3.7a)-(3.7d) subject to the boundary conditions (2.5) at y = ±y 0 and (2.2) at x = ± (x 0 + δ) does not support temporally growing modes. Therefore, in the discrete setting, it will be more desirable to design numerical methods that ensure that all eigenvalues of the discrete spatial operator satisfy λ ≤ 0 for any h > 0. This has the potential to eliminate any nonphysical temporal growth. At constant coefficients we will show that the corresponding discretization used in section 3.3 can not allow growing modes 5.3.1. Energy estimates in the Laplace space. Consider the discrete approximation (3.12) with R x = R y = 0 and
After Laplace transformation of (5.20) in time, we can eliminate the auxiliary variable and the magnetic fields obtaining 21) where S x = 1 + σ/s and s > 0. As in (5.11), note also that we have used the SBP property (2.13) to eliminate some of the SAT boundary terms. We define the corresponding discrete energy
Note that by lemma A.4 in the Appendix, we have
Therefore, E
hσ (s) > 0 is an energy. We can now prove the following result establishing the stability of the discretization (5.20).
Theorem 5.4. Consider the constant coefficient semi-discrete PML (5.21) with s > 0, σ ≥ 0. All solutions of (5.21) satisfy the energy equation
The proof of theorem 5.4 is completely analogous to the proof of theorem 5.2. We therefore omit it here. Note that theorem 5.4 shows that the discrete PML problem (5.21) can not have eigenvalues with positive real parts. However, for efficient explicit time integration we do not only need the temporal eigenvalues to have non positive real parts, the spectral radius, max i |λ i |, must also be sufficiently small. Note that in section 3.3, the penalty parameters α x = α y = 2, θ x = θ y = 0, with R x = R y = 0, when combined with the physically motivated PML yielded unstable solutions for the time step dt = 0.4h. However, when we reduced the time step to dt = 0.2h the numerical solutions are stable. This shows that the above penalty parameters for the physically motivated PML is not adequate for efficient explicit time integration.
It is possible though to construct stable boundary procedures which will not restrict the time step further when the PML is introduced. For the physically motivated PML we propose to use the stable penalty parameters,
Note that the maximum weights of these penalty parameters are smaller. For many choices of boundary parameters |R x |, |R y | ≤ 1, this has the potential to reduce numerical stiffness in the discrete PML. Numerical experiments performed in the next section confirm this.
6. Numerical experiments. In this section, we present some numerical tests to verify the analysis of previous sections. In particular, we will investigate temporal stability of the discrete PMLs, (5.2a)-(5.2d), (3.12a)-(3.12d), (5.15a)-(5.15d), and also evaluate the accuracy of the PML, in an electromagnetic waveguide.
To begin with, we will repeat the experiments of section 3. We consider exactly the same setup as in section 3. Also, the same discretization parameters, time step dt = 0.4h, absorption function and damping coefficient are used. We run the simulations now for a very long time, until t = 50000 (125 000 time steps), using the discrete PMLs, (5.2a)-(5.2d) with θ = 1, (3.12a)-(3.12d) with α x = α y = θ x = θ y = 1 and (5.15a)-(5.15d), respectively. The time histories of the l 2 -norm of the solutions are recorded in figures 6.1(a)-6.1(c) for the discrete PMLs (5.2a)-(5.2d), (3.12a)-(3.12d) and (5.15a)-(5.15d), respectively. Clearly, the solutions decay with time throughout the simulation. This verifies the analysis of sections 4 and 5. The numerical growth seen in section 3 are due to inappropriate boundary treatments in the PML. We also believe that some of the growth seen in [3, 2] are probably caused by numerical enforcements of boundary conditions. It is noteworthy that the behaviors of the discrete PMLs, (5.2a)-(5.2d) and (5.15a)-(5.15d), are completely analogous.
We have also performed numerous numerical experiments with different boundary parameters, R x , R y and penalty parameters α x , α y , θ x , θ y . Unfortunately, because of space, we can not report all of them here. It is particularly important to note that applying the penalty α x = α y = θ x = θ y = 1 to the discrete modal PML (5.1a)-(5.1d), with θ = 0, yields unstable solutions. Numerical growth was also observed when the stable boundary treatment used in (5.2a)-(5.2d) was applied to the physically motivated PML (3.7a)-(3.7d) without decreasing the time step further. This indicates that each PML model must be treated individually. A stable and efficient numerical boundary treatment for a particular PML model may not necessarily yield stable and efficient numerical scheme for another PML modeling the same physical phenomena. Of course, when the underlying physical model changes, the corresponding PML model will also change. We will also expect different stable numerical boundary treatments.
In the next section, we will verify the stability and accuracy of the PML in an electromagnetic waveguide.
Electromagnetic waveguides.
Here, we will focus on the discrete PML (5.2a)-(5.2d). The results obtained for the discrete PMLs, (3.12a)-(3.12d) and (5.15a)-(5.15d), are analogous, and will not be presented. Consider the rectangular semi-infinite electromagnetic waveguide −2 ≤ x < ∞, −1 ≤ y ≤ 1. At the upper wall, y = 1, of the waveguide, the boundary condition is a magnetic source H x (x, 1, t) = F (x, 1, t), where At the lower wall, y = −1, the boundary condition is homogeneous H x (x, −1, t) = 0. At the left wall, x = −2, we impose the characteristic boundary condition E z (−2, y, t) + H y (−2, y, t) = 0. In order to perform numerical simulations, we truncate the right boundary at x = 2 with a PML of width δ = 0.4. We terminate the PML at x = 2 + δ with the characteristic boundary condition E z (2 + δ, y, t) − H y (2 + δ, y, t) = 0. Homogeneous initial conditions
are used for all variables. We also use the cubic monomial damping profile
with the damping
, where the factor 10 −4 is empirically determined and h > 0 is the spatial step.
We approximate all spatial derivatives using SBP operators with interior order of accuracy 2, 4, 6. Boundary conditions are imposed weakly using penalties. As before, we discretize in time using the classical 4th order accurate Runge-Kutta method.
6.2. Numerical stability. In the first sets of experiments we investigate discrete stability. Consider SBP finite difference operators of order of accuracy 2, 4, 6, respectively. We use the spatial step h = 0.02 and the time step dt = 0.4h, and evolve the solutions until t = 2000 (250 000 time steps) with θ = 0, 1, respectively, in (5.2d). Note that here the domain, spatial and time steps are much smaller than the ones used in the previous sections. The snapshots of the solutions at t = 300 are shown in figure 6 .2, for the 4th order accurate SBP operator. Note that initially the two solutions, using θ = 0, 1, are similar. For the standard choice, θ = 0, the solution in the PML starts growing after a longtime, just before t = 200, and spreads into the computational domain as time passes. At t = 300, growth in the PML has already corrupted the solutions everywhere. The 2nd and 6th order accurate operators with θ = 0 are also unstable, but with slower growth rates. On the other hand, for θ = 1, the solutions decay throughout the simulation for all SBP operators. It is important to remark that the observed growth is due to the unstable boundary treatments in the PML.
The conclusion here is that a numerical method which is stable in the absence of the PML, when σ = 0, can result in an unstable scheme when, σ > 0, the PML is included. It is possible though to design stable numerical methods which can be proven stable for all σ ≥ 0. Here, numerical stability for the discrete PML (5.2a)-(5.2d) was achieved by using θ = 1 in equation (5.2d) without any additional cost or difficulty.
6.3. Accuracy. Next, we evaluate the accuracy of the PML. We set θ = 1 and compute the solutions for various resolutions using SBP operators of interior order of accuracy 2, 4 and 6, until the final time, t = 5. The snapshots of the solutions at t = 1, 2, 3, 4 are displayed in figure 6.3 , showing the evolution of the electric field on the boundary, the propagation and reflection of waves in the waveguide, and the absorption of waves by the PML.
The errors introduced when a PML is used in computations can be divided into two different categories: numerical reflections and the modeling error. Numerical reflections are discrete effects introduced by discretizing the PML and seen inside the computational domain. The modeling error is introduced because the layer and the magnitude of damping coefficient are finite. Numerical reflections should converge to zero as the mesh is refined. Note that the modeling error is not caused by numerical approximations, and thus is independent of the numerical method used. The modeling error is expected to decrease as the PML width or the magnitude of damping coefficient increases. For sufficiently small mesh sizes numerical reflections are infinitesimally small and the modeling error dominates the total PML error.
In order to measure numerical errors, we also computed a reference solution in a larger domain without the PML. By comparing the reference solutions to the PML solutions in the interior, measured in the maximum norm, we obtain accurate measure of total PML errors. The numerical errors at t = 5 are displayed in table 6.1, and the time history of the error are shown in figure 6 .4.
Note that the errors converge to zero exponentially. Because we have used exactly the same damping strength, d 0 , for the 2nd, 4th and 6th order accurate schemes we expect to have the same modeling error independent of the accuracy of the scheme used. It is also important to note that for small mesh-sizes the modeling error dominates and the behavior of the total PML error does not depend on the order of accuracy of the scheme. 3.42 Table 6 .1 Total PML errors and the convergence of the error in a waveguide using SBP operators of interior order 2, 4, 6 for different grid resolutions. 7. Summary and outlook. In this paper, we have studied the (long time) temporal energy growth associated with numerical approximations of the PML in bounded domains. Three different unsplit PML models and the classical split-field PML model are considered. We proved the stability of the constant coefficient IBVP for the PML. We also derived energy estimates for the constant coefficient IBVP in the Laplace space and for variable coefficients PML in the time domain domain. Thus, establishing well-posedness and stability of the IBVP corresponding to the PML.
We have demonstrated in theory and numerical experiments that a numerical method which is stable in the absence of the PML can become unstable when the PML is introduced. Here, the discrete stability of the PML depends only on the numerical implementation of boundary conditions; the interior approximations do not play any roles. We developed high order accurate and stable numerical approximation using SBP finite difference operators to approximate spatial derivatives and weak enforcement of boundary conditions using penalties. By constructing analogous discrete energy estimates we obtain a bound on the energy growth of the solution at any future time. Further, we showed that the corresponding constant coefficient PML problem can not support temporally growing solution. We presented numerical experiments demonstrating high order accuracy and longtime stability of the PML.
We note that a stable numerical boundary treatment for a particular PML model may not necessarily yield stable numerical solutions for another PML modeling the same physical phenomena. When the underlying physical model changes, the corresponding PML model will be different. We also expect different stable numerical boundary treatments.
Although the analysis here focuses on the Maxwell's equations the results obtained can be straightforwardly applied to equations of acoustics.
We are currently extending the techniques described in this paper to other numerical methods such as finite element methods, spectral element methods, dG finite element/volume methods and mixed spectral-finite element methods. However, these require substantially more details and analysis. Our preliminary results are quite promising and will be reported in another paper [8] . It will be interesting to compare the results obtained from a dG method to the results obtained in this paper using high order finite difference SBP operators.
Appendix A. Some useful lemmata. Introduce the complex number z = x + iy and define the branch cut of √ z by −π < arg (x + iy) ≤ π, arg x + iy = 1 2 arg (x + iy).
(A.1)
The following Lemma was adapted from Lemma 6 in [37] . Lemma A.1. Let k x be a real number and let s = a + ib be a complex number where a > 0. Consider the relation
There are positive real numbers β 0 ≥ 1, 0 < 0 ≤ 1 such that κ = β 0 a, κ = 0 b. We can also prove the following lemma Lemma A.2. Let σ ≥ 0, k x be real numbers and let s = a + ib be a complex number where a > 0. Consider the relation κ = s 2 + k x 1 + 
σ (t) ≥ ∂E z /∂x + σH y , E
σ (t) ≥ ∂E z /∂y + σH x , E
σ (t) ≥ σH x and E (0)
σ (t) ≥ σH x lead to
The proof of the theorem is complete. 
