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Re´sume´ – Nous proposons ici une me´thode de masquage d’erreurs de transmission base´e contenue. Contrairement aux sche´mas classiques de
correction d’erreurs de type FEQ/ARQ, notre me´thode ne ne´cessite pas l’ajout de donne´es de controˆle, et exploite directement la redondance
spatiale de l’image source. Elle consiste en effet a` interpoler les zones valides de l’image rec¸ue dans les zones corrompues, a` l’aide d’un processus
de diffusion sous contraintes ge´ome´triques couple´ a` une approche multi-re´solution. Outre les erreurs de transmission, ce mode`le de diffusion
nous permet de masquer e´galement les erreurs de quantification (artefacts de compression).
Abstract – In this paper, we propose a content-based transmission error concealment method. Unlike classical FEC/ARQ error correction
schemes, our method requires no extra control data, and take advantage of spatial redundancies contained in the source image. It consists in
interpolating error-free decoded spatial information into corrupted areas, using a coupled multi-resolution/geometry-driven diffusion process.
Beside transmission errors, this diffusion model can also be used to conceal quantization errors (compression artifacts).
1 Introduction
Malgre´ l’efficacite´ e´vidente de nouveaux standards de com-
pression d’images, base´s notamment sur des techniques de de´-
composition en ondelettes, comme JPEG2000 ou SPIHT, JPEG
demeure l’un des standards les plus utilise´s en te´le´communica-
tions. Cependant, un proble`me re´current dans tout syste`me de
communications est la perte ou de´gradation possible des infor-
mations e´mises. Si aucune pre´caution n’est prise pour garantir
une certaine qualite´ de service, l’un des inconve´nients majeurs
d’une transmission JPEG sur canal bruite´ est que la pre´sence
d’erreurs, aussi faible le Taux d’Erreurs Binaires (TEB) soit-
il, peut avoir des conse´quences de´sastreuses sur la qualite´ de
l’image de´code´e (proble`mes de de´synchronisation, blocs man-
quants, etc) [1]. La raison d’une telle sensibilite´ aux erreurs est
l’utilisation de codes a` longueur variable. Bien que ces codes
permettent d’atteindre des taux de compression tre`s e´leve´s, ils
introduisent e´galement une forte de´pendance entre les mots
de code. Du fait de cette de´pendance, une simple erreur bi-
naire aura tendance a` se propager, et a` rendre impossible la re-
construction correcte des donne´es jusqu’a` ce qu’un marqueur
de synchronisation soit trouve´, en supposant que de tels mar-
queurs aient e´te´ inse´re´s dans le flux de donne´es. A titre d’ex-
emple, nous pouvons observer, sur la figure 1, le re´sultat d’une
simulation de transmission JPEG sur canal gaussien (SNR =
11.0dB, modulation MAQ-16) sans (Fig. 1.a), et avec (Fig. 1.b)
marqueurs de synchronisation.
Comme nous pouvons le constater sur la figure 1.b, bien que
l’utilisation de marqueurs de synchronisation permette de li-
miter la propagation des erreurs de transmission, elle ne les
corrige pas pour autant. C’est pourquoi nous proposons ici un
(a) Flux de´synchronise´ (b) Flux resynchronise´
FIG. 1: Resynchronisation de flux JPEG errone´s (TEB ≈
6.0e−4)
algorithme de post-traitement, dont l’objectif n’est pas la res-
titution d’un flux binaire identique bit pour bit au flux e´mis,
mais la restitution d’une image visuellement fide`le a` l’originale
(nous parlerons donc de masquage d’erreurs, et non de correc-
tion). Celui-ci consiste a` interpoler les informations spatiales
de l’image de´code´es sans erreurs dans les zones corrompues,
en exploitant leurs proprie´te´s ge´ome´triques [2]. Outre JPEG,
cette me´thode peut d’ailleurs s’appliquer a` d’autres sche´mas
de compression par blocs, comme MPEG.
Cet article est organise´ de la fac¸on suivante : dans la section
2, nous de´finissons le principe d’une diffusion sous contraintes
ge´ome´triques et pre´sentons notre mode`le de reconstruction, qui
se base sur le mode`le d’inpainting par Variation Totale de Chan
et Shen [3]. Puis, nous explicitons dans la section 3 le fonction-
nement de notre approche multi-re´solution. Enfin, des re´sultats
de simulation seront propose´s dans la section 4.
2 Diffusion ge´ome´trique
2.1 Principe
La reconstruction automatique de donne´es manquantes, ou
inpainting, se re´ve`le comme une nouvelle tendance dans le
domaine du traitement d’images par Equations aux De´rive´es
Partielles (EDP) [4, 3]. Il s’agit de reconstituer l’inte´gralite´
d’une ou de plusieurs zones perdues d’une image, en utilisant
les donne´es valides pre´sentes au voisinage de ces zones. Bien
que de nombreuses me´thodes de reconstruction de donne´es par
EDP se basent aujourd’hui sur des mode`les du 3eme ordre, plus
performants, les mode`les du 2nd ordre, proches des mode`les
EDP de diffusion sous contraintes ge´ome´triques [5], peuvent
eux aussi donner de bons re´sultats en inpainting [6]. De plus, il
a e´te´ de´montre´ qu’un mode`le de diffusion par courbure moyenne
(2nd ordre) e´tait e´quivalent a` une ope´ration de filtrage me´dian
[7]. Cette proprie´te´ nous semble particulie`rement inte´ressante,
puisqu’elle nous permet de proposer une approximation simple
de notre mode`le, a` base de filtres me´dians, laquelle pourrait eˆtre
implante´e facilement sur carte DSP.
Soit I(x, y) = I une image fixe en niveaux de gris, re-
pre´sente´e par une fonction de Ω ⊂ R2 → R qui associe au
pixel (x, y) ∈ Ω son niveau de gris I(x, y); Ω est le domaine
de de´finition de l’image. L’EDP de re´gularisation de Perona-




= cξIξξ + cηIηη
I(x, y, 0) = I0(x, y)
(1)
ou` I0 de´finit une version bruite´e de l’image I , Iξξ et Iηη les
de´rive´es secondes de I dans les directions orthogonales ξ et η,
et ξ et η respectivement les directions du gradient et de son vec-
teur orthogonal.
Une proprie´te´ inte´ressante du vecteur unitaire ξ est qu’en
chaque point (x, y), celui-ci est tangent a` la courbure du contour
de l’image. Ainsi, pour cη = 0, l’e´quation (1) de´crira la dif-
fusion tangentielle ponde´re´e (par cξ) de l’intensite´ lumineuse
I(x, y) le long d’un contour, durant un temps t. Intuitivement,
la direction ξ nous permettrait donc d’interpoler des structures
existantes a` l’inte´rieur de zones manquantes, comme nous pou-







FIG. 2: Interpolation par diffusion le long d’une courbure
2.2 Mode`le d’inpainting par Variation Totale
Dans [3], Chan et Shen proposent un mode`le d’inpainting
base´ sur l’approche de restauration d’images par minimisation
de Variation Totale (TV : Total variation) de Rudin et al [8].
Soit D la re´gion de l’image a` restaurer. I0|Ω\D de´finit la por-
tion incomple`te, observe´e ou mesure´e, de l’image originale sur
le domaine Ω. Chan et Shen posent alors leur proble`me de re-
construction dans un cadre baye´sien, et le pre´sentent comme
un proble`me de minimisation d’e´nergie. L’e´quation d’Euler-







+ λe(I − I0) (2)
valable sur l’inte´gralite´ du domaine Ω, ou` λe = λ(1 − χD)
est le multiplicateur de Lagrange e´tendu, et χD la fonction ca-
racte´ristique, ou masque, du domaine d’inpainting D.
L’e´quation (2) nous montre qu’un flux de chaleur purement
anisotrope, oriente´ le long des courbures de l’image, est ap-
plique´ a` l’inte´rieur du domaine d’inpainting D, dans le but
de prolonger les lignes isophotes arrivant a` ses frontie`res. Par
ailleurs, nous de´montrerons, a` l’aide de re´sultats de simulation,
que suivant les valeurs de λ, ce flux peut e´galement eˆtre ap-
plique´ a` l’inte´gralite´ de l’image, dans le but de masquer des
erreurs de quantification (artefacts de compression).
2.3 Diffusion par tenseur
Tschumperle´ et al. [9] ont re´cemment remarque´ qu’une EDP




= trace (TH) (3)
ou` H est la matrice hessienne de I et T ∈ R2×2 une matrice
2 × 2 de´finie positive qui de´finit les orientation et importance
du lissage en chaque point de l’image au cours du processus de
re´gularisation. T d’ailleurs appele´ tenseur de diffusion.
L’un des principaux avantages lie´s a` l’utilisation de la formu-
lation de Tschumperle´ et al. pour implanter le mode`le de TV-
inpainting est son extension rapide au cas d’images couleur, et
le fait qu’elle conduise a` de meilleurs sche´mas de re´solution
nume´rique, compare´ aux formulations base´es sur l’ope´rateur
div(.). Soit I : Ω ⊂ R2 → R3 une fonction vectorielle qui
associe au pixel (x, y) ∈ Ω ses 3 composantes spectrales pri-
maires I(x, y) = [I1(x, y), I2(x, y), I3(x, y)]T dans l’espace
couleur Rouge-Vert-Bleu (RGB). Notre mode`le de TV-inpain-




= trace (THi) + λe(Ii − I0i)
Ii(x, y, 0) = I0i(x, y)
for i = 1, 2, 3
(4)














ment les valeurs et vecteurs propres d’une version lisse´e du ten-




(lisser le tenseur de DiZenzo nous permet d’e´viter d’e´ventuels
proble`mes de stabilite´ the´orique [10], et d’e´valuer la ge´ome´trie
locale a` partir d’un voisinage plus e´tendu).
3 Un sche´ma multi-re´solution
3.1 Motivations et principe
L’analyse multi-re´solution d’une image consiste a` explorer
celle-ci a` travers plusieurs niveaux de description (obtenus par
sous-e´chantillonnage), de la plus faible re´solution, qui repre´sente
l’image dans une version simplifie´e et grossie`re, a` des re´solu-
tions plus e´leve´es, sur lesquelles vont apparaıˆtre des structures
plus fines. Nous pouvons e´tablir un paralle`le avec la the´orie
de l’espace e´chelle, et l’utiliser pour mode´liser les premie`res
phases de la vision humaine. Nos motivations concernant l’e´-
laboration d’un processus d’inpainting multi-re´solution e´taient
les suivantes : un mode`le d’inpainting doit certes prolonger les
structures de l’image dans les zones manquantes, mais il doit
le faire de la meˆme fac¸on qu’un observateur humain le fe-
rait : des structures globales (basse re´solution) aux plus fines
(haute re´solution). Cette me´thode a deux avantages principaux :
elle devrait d’abord nous permettre d’acce´le´rer sensiblement le
processus de reconstruction, les zones manquantes e´tant ini-
tialise´es a` chaque niveau de re´solution par des valeurs a priori
proches de la solution (dans beaucoup d’algorithmes de inpain-
ting, ces zones manquantes sont initialise´es par un bruit gaus-
sien, afin d’assurer la convergence de l’algorithme vers une
bonne solution). De meˆme, le fait de conside´rer en premier
lieu les structures globales de l’image devrait nous permettre
de ve´rifier le principe de connectivite´ de la perception humaine
mis en e´vidence par Chan et Shan [3] (Fig. 3), sans modifier
pour autant notre mode`le EDP.
 

Zone manquante Perception humaine Mode`le TV S-R
FIG. 3: Le TV-inpainting Simple-re´solution (S-R) ne ve´rifie pas
le principe de connectivite´
3.2 De´finition d’une grille multi-re´solution
Notre objectif est donc de re´duire les zones manquantes de
l’image en re´duisant sa taille, afin d’e´viter les connections lon-
gue-distance. De petites zones d’inpainting (ide´alement des zones
de 1 pixel, puisque dans ce cas pre´cis chaque pixel voisin consti-
tue une donne´e image valide) combine´es a` l’utilisation d’un
tenseur de structure lisse´ devraient nous permettre de calculer
des flots de diffusion cohe´rents. Nous pourrons alors restaurer
les structures globales, et utiliser ce re´sultat afin d’initialiser les
prochains niveaux de re´solution, jusqu’a` la restauration du der-
nier niveau (image pleine re´solution).
Les transferts entre grilles de diffe´rentes re´solutions seront
de´finis a` l’aide des fonctions (.)↓2 et (.)↑2 : la fonction (.)↓2
de´note l’ope´rateur de restriction, qui de´place la matrice image
(nous sommes a` pre´sent dans le cas discret) d’une grille fine
a` une grille grossie`re, tandis que la fonction (.)↑2 de´note l’in-
terpolation, qui consiste a` effectuer l’ope´ration inverse. Dans
notre cas, les transferts inter-grilles vont de´pendre de la pre´sence
ou non de donne´es valides. L’ope´ration de restriction est ef-
fectue´e a` l’aide d’une me´thode de full weighting : celle-ci con-
siste a` remplacer 4 pixels par un seul dont la valeur re´sulte d’un
calcul de moyenne. Dans notre approche, les points de l’image
appartenant a` D ne seront pas pris en compte dans les calculs de
moyenne. L’ope´ration d’interpolation, quant a` elle, ne consiste
qu’a` initialiser les parties manquantes des grilles fines par une





Restriction pour inpainting M-R Interpolation pour inpainting M-R 
FIG. 4: Me´thodes de restriction et d’interpolation
Notre algorithme fonctionne de la fac¸on suivante :
– La fonction caracte´ristique χD du domaine D est sous-
e´chantillonne´e jusqu’a` ce qu’elle n’indique plus aucune
zone de inpainting, ou qu’elle ait atteint se taille mi-
nimale. Nous notons L le nombre total de niveaux de
re´solution;
– La matrice I est restreinte L−1 fois. Le niveau L−1 sera
le plus petit niveau de re´solution et IL−1 = (I)↓2L−1 la
repre´sentation de l’image qui lui est associe´e;
– A moins qu’elle ne contienne aucune zone d’inpainting,
l’image IL−1 est restaure´e a` l’aide du mode`le de l’e´qua-
tion (4);
– L’image IL−1 restaure´e est utilise´e pour initialiser l’ima-
ge de re´solution supe´rieure IL−2 = (IL−1)↑2. Chaque
image Il sera initialise´e a` l’aide de l’image Il+1 avant
diffusion, jusqu’a` l = 0.
4 Re´sultats de simulation
4.1 Masquage d’erreurs de transmission
La figure 5 nous montre un exemple de re´sultat obtenu par
notre algorithme de reconstruction (λ = 1) sur l’image JPEG
”Tiffany” (512×512, couleur) pour une transmission 16-QAM
sur un canal gaussien (SNR = 12.0dB, 4.6% de donne´es per-
dues). Comme nous pouvons le constater, malgre´ la perte de
blocs de pixels de dimensions 16 × 16, l’algorithme a re´ussi
a` re´cupe´rer une bonne partie des structures corrompues. Des
mesures de PSNR viennent par ailleurs confirmer la qualite´ du
re´sultat, celui-ci passant de 22,69dB a` 29,55dB.
(a) Rec¸ue (22,69dB) (b) Reconstruite (29,55dB)
FIG. 5: Reconstruction de l’image ”Tiffany” (plan rapproche´)
4.2 Masquage d’erreurs de transmission et de
quantification
Dans cette section, nous montrons que dans le cas d’un co-
dage bas de´bit, connu pour engendrer des erreurs de quantifi-
cation visibles a` l’oeil humain, il est possible d’utiliser les pro-
prie´te´s de re´gularisation de notre mode`le pour masquer de telles
erreurs. Dans notre exemple, l’image ”Peppers” (512 × 512,
couleur) a e´te´ encode´e a` l’aide d’un codeur JPEG a` un de´bit
de 0.4bpp. Afin de coupler inpainting et re´gularisation, la va-
leur du multiplicateur de Lagrange λ est passe´e de 1 to 0,3 au
cours du processus de diffusion pleine-re´solution (niveau 0).
La figure 6 nous montre un re´sultat obtenu pour une transmis-
sion 16-QAM sur canal gaussien (SNR = 11.0dB, 6.1% de
donne´es perdues). Nous remarquons alors qu’au dela` de la re-
construction des zones corrompues, l’orientation des flots de
diffusion le long des lignes d’isophotes de l’image nous a per-
mis de re´gulariser ses structures locales, et atte´nuer ainsi les
effets de blocs et effets de Gibbs. Cette fois, le PSNR est passe´
de 20,96dB a` 25,73dB.
(a) Rec¸ue (20,96dB) (b) Reconstruite (25,73dB)
FIG. 6: Reconstruction et re´gularisation de l’image ”Peppers”
(plan rapproche´)
5 Conclusion
Dans cet article, nous avons pre´sente´ une nouvelle me´thode
de masquage d’erreurs de transmission sur des images JPEG
couleur par diffusion multi-re´solution sous contraintes ge´ome´-
triques. Notre algorithme s’inspire d’un mode`le d’inpainting
par Variation Totale, qui nous permet d’e´laborer un processus
d’interpolation directionnelle a` partir d’une base mathe´matique
robuste. En interpolant les informations de voisinage d’une zone
corrompue de l’image par diffusion ge´ome´trique, nous avons
pu en effet restaurer une bonne partie des structures qui la com-
posent. De meˆme, l’utilisation d’une approche multi-re´solution
nous permet non-seulement d’acce´le´rer le processus de diffu-
sion, mais aussi d’effectuer des connections longue-distance,
en reproduisant un comportement similaire a` celui d’un obser-
vateur humain (c-a`-d des structures globales aux plus fines). Au
dela` des erreurs de transmission, nous avons montre´ que notre
mode`le pouvait aussi eˆtre utilise´ pour masquer d’e´ventuelles er-
reurs de quantification (artefacts de compression), graˆce a` ses
proprie´te´s de re´gularisation. Remarquons que cette me´thode ne
peut pas eˆtre utilise´e pour reconstruire correctement de larges
zones texture´s. C’est pourquoi nos travaux futurs auront pour
objectif de combiner celle-ci a` des me´thodes de synthe`se de
textures. De meˆme, une extension au cas de se´quences d’images
a` partir d’analyses de flots optiques, ainsi que l’implantation
physique de cette me´thode sur carte DSP, sont a` pre´sent a` l’e´tude.
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