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Abstract
Motivated by a question from mathematical hydrodynamics, this paper studies the solution
set of Riemann–Hilbert problems on the unit disc D in C of the form
c ¼ a %j on @D;
where j;c belong to subclasses of Nþ; the Nevanlinna–Smirnov functions on D; and the
coefﬁcient a is a real-valued non-negative function which vanishes at points of @D:
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1. Introduction and main results
A Stokes wave is a steady periodic wave, propagating under gravity with constant
speed on the surface of an inﬁnitely deep irrotational ﬂow. Recently, [2,3,5,11,19]
Stokes waves have been seen to arise from solutions of the pseudo-differential
equation
Cw0 ¼ lfw þ wCw0 þ Cðww0Þg; l40; ð1Þ
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where Cu denotes the periodic Hilbert transform [20,21] of a 2p-periodic function
u :R-R;
CuðxÞ ¼ 1
2p
Z p
p
uðyÞ cot 1
2
ðx  yÞ
 
dy: ð2Þ
A solution w of (1) gives rise to a 2p-periodic Stokes wave with proﬁle in
dimensionless coordinates
S :¼ fððt þ CwðtÞÞ; wðtÞÞ : tARg; ð3Þ
only if it satisﬁes the Bernoulli constant-pressure condition
ð1 2lwÞfw02 þ ð1þ Cw0Þ2g ¼ 1 almost everywhere: ð4Þ
Here l
1
2 is the Froude number, a dimensionless combination of speed, wavelength
and gravitational acceleration. In order for a solution of (4) to give a Stokes wave it
is sufﬁcient to know in addition that the curve (3) is non-self-intersecting. It is known
[19] for smooth solutions of (1) that proﬁle (3) is always non-self-intersecting and
that (4) always holds. Notice that because the periodic Hilbert transform of a locally
integrable periodic function on R is deﬁned almost everywhere, each term in (1) is
well deﬁned when w is absolutely continuous. In this paper we focus on the
circumstances in which (4) follows from (1) when little is known about the regularity
of w beyond its absolute continuity and an assumption that 1 2lwX0:
For pAð0;NÞ ðp ¼NÞ; let Lp2p denote the usual linear space of 2p-periodic locally
pth-power summable (essentially bounded) real-valued functions and let
jjujjp ¼
Z p
p
juðtÞjp dt
 1=p
; uALp2p; pAð0;NÞ;
jjujjN ¼ ess supjuj; uALN2p :
Let W
1;p
2p ; pX1; be the linear space of absolutely continuous, 2p-periodic functions w
with weak ﬁrst derivatives w0ALp2p and letH
1;1
R be the real Hardy space of absolutely
continuous periodic functions with derivative in the usual Hardy space H1R :¼
fuAL12p :CuAL12pg: Note [8, Chapter V] that W 1;p2p CH1;1R CW 1;12p for p41 and
H1;1R aW
1;1
2p : Let L log
b L2p; b40; denote the set of 2p-periodic real-valued functions
u with jujðlogð1þ jujÞÞbAL12p: Then L log1 L2pCH1R and fgAH1R : gX0gCL log1 L2p
[20,21]. Let L12p;weak denote the space of all measurable 2p-periodic functions v on R
such that
measftA½0; 2p : jvðtÞjXZg ¼ OðZ1Þ as Z-þN:
Then C : L12p-L
1
2p;weak and C : L
p
2p-L
p
2p; 1opoN; but C : L12pQL12p [20,21].
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It is known [18] that a solution wAH1;1R of (1) satisﬁes the Bernoulli condition (4)
if and only if
1 2lwX0 almost everywhere ð5Þ
and then w is real analytic on the open set of full measure where 1 2lw40: This
condition is sharp since there is a solution ð#l; wˆÞAð0;NÞ H1;1R with 1 2#lwˆ40
almost everywhere but which is not Lipschitz continuous at a discrete set of points
where 1 2#lwˆ ¼ 0: Moreover ð#l; wˆÞAð0;NÞ  fTpo3 W 1;p2p g; and this is also sharp
since for a solution of (1) the following are equivalent [14]: (i) wAW 1;32p ; (ii) w is real
analytic on R; (iii) 1 2lw40 on R: (The solution ð#l; wˆÞ gives the proﬁle of a Stokes
wave of extreme form with a corner at its highest point [1,10,15,17].)
It is also known [14] that if wAW 1;3=22p in (1) then 1 2lwX0 and, equivalently, the
Bernoulli condition (4) holds. But it is not known that every solution of (1) with
wA
T
1opo3=2 W
1;p
2p CH
1;1
R satisﬁes (4) or, equivalently, (5).
Let ðl; wÞAð0;NÞ  W 1;12p be a solution of (1). It is clear that (4) implies (5). Under
very mild additional restrictions on w we now prove that (5) implies (4). Let
N :¼ ftAR : 1 2lwðtÞ ¼ 0g: ð6Þ
The main result of the paper is the following.
Theorem 1. Let ðl; wÞAð0;NÞ  W 1;12p be a solution of (1) such that 1 2lwX0
almost everywhere. Any of the following three conditions implies the Bernoulli
condition (4):
(a) N is at most countable.
(b) 1 2lwðtÞ ¼ Oðjlogðdistðt;NÞÞjbÞ for some b40:
(c) ð1 2lwÞw0AL logb L2p for some b40:
Remark 2. (i) Part (b) says that if the zeros of 1 2lw are not too weak then (5)
implies (4). On the other hand, (5) implies (4) if
Z 2p
0
dt
1 2lwðtÞoN;
i.e., if the zeros of 1 2lw are not too strong [18]. With part (a) this leads to the
possibility that (4) and (5) are equivalent for arbitrary solutions ðl; wÞAð0;NÞ 
W
1;1
2p of (1). But we cannot decide this question one way or the other.
(ii) We will see in Lemma 12 and Remark 16 that (b) implies (c) and that (c)
implies that 1 2lwðtÞ ¼ Oðjlogðdistðt;NÞÞjb=2Þ:
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2. Reduction to a nonlinear Riemann–Hilbert problem
The following background material is from [4,6,8,13,21]. Let D denote the open
unit disc centred at 0 in the complex plane. For an analytic function f : D-C; let
frðtÞ ¼ f ðreitÞ; tAR; rAð0; 1Þ: Then, for any pAð0;N;
jj f jjp :¼ lim
rs1
jj frjjLp
2p
¼ sup
rAð0;1Þ
jj frjjLp
2p
ð7Þ
is well deﬁned. The Hardy classH
p
C is the set of all such functions f with jj f jjpoN
and the Nevanlinna class N consists of the complex analytic functions f : D-C such
that
sup
rAð0;1Þ
Z 2p
0
logþ j f ðreitÞj dtoN;
where logþ t ¼ maxflog t; 0g; t40: For any fAN; f nðtÞ ¼ limrs1 frðtÞ is well deﬁned
for almost all tAR and log j f njAL12p if fc0: If fAHpC; pAð0;N; then f nALp2p and
jj f njjLp
2p
¼ jj f jjp: A function fAN is said to belong the Nevanlinna–Smirnov class
Nþ if
lim
r-1
Z 2p
0
logþ j f ðreitÞj dt ¼
Z 2p
0
logþ j f nðtÞj dt:
Now H
p
CCN
þ; p40; and, by a theorem of Smirnov [6, Section 5, Chapter II],
FANþ and FnALp2p together imply that FAH
p
C: A function u belongs toH
1
R if and
only if u þ iCu ¼ Un for some UAH1C:
Clearly, Eq. (1) for wAW 1;12p can be rewritten as
Cðð1 2lwÞw0Þ ¼ lfw þ QðwÞg;
where
QðwÞðtÞ :¼ wðtÞCw0ðtÞ  Cðww0ÞðtÞ:
Now (2) and integration by parts [18] gives that
QðwÞðtÞ ¼ 1
8p
Z p
p
uðtÞ  uðsÞ
sin 1
2
ðt  sÞ
( )2
dsX0 for almost all tAR:
Therefore,
Cðð1 2lwÞw0Þ is bounded below for any solution wAW 1;12p of ð1Þ: ð8Þ
Let u :¼ ð1 2lwÞw0AL12p: Since Cu is bounded below, uAH1R [18], and so there
exists CAH1C such that C
n ¼ u þ ið1þ CuÞ: It follows from (1) that
Cn ¼ u þ ið1þ CuÞ ¼ ð1 2lwÞðw0  ið1þ Cw0ÞÞ
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and there exists [8, 51; C, Chapter V] an analytic function FA
T
po1H
p
C such that
Fn ¼ w0 þ ið1þ Cw0Þ: This leads to the nonlinear Riemann–Hilbert problem
Cn ¼ ð1 2lwÞFn where ReFn ¼ w0AL12p and FnAL12p;weak: ð9Þ
In order to prove Theorem 1 it is sufﬁcient (cf. (22)) to show that
ð1 2lwÞjFnj2 ¼ Cð0ÞFð0Þ almost everywhere: ð10Þ
Indeed, ð1 2lwÞjFnj2 ¼ ð1 2lwÞfw02 þ ð1þ Cw0Þ2g and
Cð0ÞFð0Þ ¼ 1
2p
Z 2p
0
uðtÞ dt  i
 
1
2p
Z 2p
0
w0ðtÞ dt þ i
 
¼ i 1
2p
Z 2p
0
ð1 2lwðtÞÞw0ðtÞ dt  i
 
¼ i2 ¼ 1:
Therefore, (10) is equivalent to (4).
Remark 3. It follows from (9) and the proof of Theorem 11 that
ð1 2lwÞfw02 þ ð1þ Cw0Þ2g ¼ ð1 2lwÞjFnj2 ¼ CnFn ¼ cnjn;
where j;cA
T
po1H
p
C; deﬁned by (23), admit analytic continuation to C\feit
j1 2lwðtÞ ¼ 0g; jn;cnAL12p;weak-L1locðR\NÞ (see (6)) and cn ¼ jn almost every-
where. Hence ð1 2lwÞfw02 þ ð1þ Cw0Þ2g is real analytic on R\N and it can be
proved similarly to [14, Theorem 1.7(c)] that w is also real analytic on R\N:
3. Preliminaries for Riemann–Hilbert theory
For any JCR let Jn :¼ feitjtAJg: A subset of R is called periodic if it is invariant
under addition of72p: We ﬁrst present a slight extension of a theorem of Carleman,
because we could not ﬁnd exactly what we needed in the literature [7, p. 290, F,
Chapter X, Vol. II; 8, 21; E, Chapter III].
Lemma 4 (Generalising Carleman). Let F ; GANþ: Suppose that Fn ¼ Gn almost
everywhere on an open interval GCR and Fn; GnAL1locðGÞ: Then F has analytic
continuation Fˆ : ðC\@DÞ,Gn-C given by FˆðzÞ ¼ Gð1=%zÞ; jzj41; and FˆðeitÞ ¼ FnðtÞ;
tAG: Similarly for G: In particular, if G ¼ R then F and G are constant functions.
Proof. It is clear that Fˆ is analytic in C\@D and one only needs to check its
analyticity on Gn: Let t0AG be arbitrary. There exists eAð0; pÞ such that ½t0  2e; t0 þ
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2eCG: Let D0 be the disc centred at eit0 such that eiðt07eÞA@D0 and let
Dþ0 ðrÞ :¼ D0-fzAC : jzjorg; rp1;
D0 ðrÞ :¼ D0-fzAC : jzj4rg; rX1;
D70 :¼ D70 ð1Þ:
Changing e if necessary, we can assume that F has non-tangential limits at eiðt07eÞ
and that Fˆ is continuous on @D0: Now FANþ admits the following factorisation
[6, Section 5, Chapter II]:
FðzÞ ¼ JðzÞ exp 1
2p
Z 2p
0
eit þ z
eit  z log jF
nðtÞj dt
 
; jzjo1;
where J is an inner function. Let
F1ðzÞ :¼ JðzÞ exp 1
2p
Z t0þ2e
t02e
eit þ z
eit  z log jF
nðtÞj dt
 
;
F2ðzÞ :¼ exp 1
2p
Z
2epjtt0jpp
eit þ z
eit  z log jF
nðtÞj dt
( )
; jzjo1:
Then F ¼ F1F2 due to the 2p-periodicity of Fn: It is clear that F2 admits an analytic
continuation to a neighbourhood of the closure of D0 and F
nAL1locðGÞ implies that
F1AH1C: Hence Z t0þe
t0e
jFðreitÞ  FnðtÞj dt-0 as rs1: ð11Þ
Now let zAD0\@D be arbitrary. Then zADþ0 ðrÞ,D0 ð1=rÞ; for ro1 sufﬁciently close
to 1, and by Cauchy’s formula
FˆðzÞ ¼ 1
2pi
Z
@Dþ
0
ðrÞ,@D
0
ð1=rÞ
FˆðzÞ
z z dz:
Recall that Fˆ is continuous on @D0: Then passing to the limit, using (11) and the
deﬁnition of Fˆ; we obtain
FˆðzÞ ¼ 1
2pi
Z
@Dþ
0
,@D
0
FˆðzÞ
z z dz
¼ 1
2pi
Z
@D0
FˆðzÞ
z z dzþ
1
2pi
Z
@D-D0
FˆðzÞ
z z dz
1
2pi
Z
@D-D0
FˆðzÞ
z z dz
¼ 1
2pi
Z
@D0
FˆðzÞ
z z dz for all zAD0\@D:
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The right-hand side is obviously analytic in D0 and, hence, so is Fˆ: Thus, Fˆ is analytic
in a neighbourhood of each eit0AGn: &
Lemma 5. Let GnC@D be an open arc. Suppose that j;cAHpC; 0opoN; satisfy the
equality cn ¼ jn almost everywhere in the 2p-periodic set GCR corresponding to Gn
and that
jn;cnAL1locðGÞ: ð12Þ
Then, in the notation of (7),
jjðzÞj þ jcðzÞjpCðjjjjjp þ jjcjjpÞ distðz; @D\GnÞ1=p; jzjo1; ð13Þ
where CoN does not depend on j; c or Gn:
Proof. We can assume that the length of Gn is less than p: If this is not the case, we
can represent Gn as a union of overlapping open arcs of length less than p and deduce
(13) from the corresponding estimates for the smaller arcs.
Let t1 and t2 be the endpoints of Gn with t0 its mid-point, and let D0 be the open
disk centred at t0 such that t1; t2A@D0: Since
jjðzÞj þ jcðzÞjp21=pðjjjjjp þ jjcjjpÞð1 jzjÞ1=p; jzjo1 ð14Þ
(see [4, Section 3.2]), it is sufﬁcient to prove (13) for any zAD-D0:
Lemma 4 and (12) imply that c admits an analytic continuation to ðC\@DÞ,Gn: It
follows from (14) that c belongs to the Hardy classHpeC ðD0Þ; e40; in the disk D0:
(With the Feje´r–Riesz theorem [4, Theorem 3.13] one can prove a stronger result:
cAHpCðD0Þ; but HpeC ðD0Þ is enough for us here.)
Consider the function
f ðzÞ :¼ ðz  t1Þ1=pðz  t2Þ1=pcðzÞ; zAD0;
where ðz  t1Þ1=pðz  t2Þ1=p is analytic in D0: It is easy to see that fAHpeC ðD0Þ; and
(14) implies
j f ðzÞjpC0ðjjjjjp þ jjcjjpÞjt2  t1j1=p 8zA@D0;
where C0oþN does not depend on j; c or Gn: Therefore, by Smirnov’s theorem
fAHNC ðD0Þ and
j f ðzÞjpC0ðjjjjjp þ jjcjjpÞjt2  t1j1=p 8zAD0:
E. Shargorodsky, J.F. Toland / Journal of Functional Analysis 197 (2003) 283–300 289
Hence,
jcðzÞjpC0ðjjjjjp þ jjcjjpÞjt2  t1j1=pjz  t1j1=pjz  t2j1=p
pCðjjjjjp þ jjcjjpÞ distðz; @D\GnÞ1=p 8zAD0:
Similarly for j: &
Theorem 6. Let KCR be a closed 2p-periodic set. Let j;cAHpC; 0opoN satisfy the
equality cn ¼ jn almost everywhere in R\K and suppose that
jn;cnAL1locðR\KÞ: ð15Þ
Then
jjðzÞj þ jcðzÞjpCðjjjjjp þ jjcjjpÞ distðz; KnÞ1=p; jzjo1; ð16Þ
where CoþN does not depend on j; c or Kn:
Proof. The set @D\Kn is an at most countable union of open arcs Gnj : It is sufﬁcient
to apply the above lemma to each Gnj : &
Corollary 7. Let the conditions of Theorem 6 be satisfied with 1=2ppo1 and let
t1A½0; 2pÞ be an isolated point of K : Then there exists a constant cAC such that
cðzÞ ¼ c
z  eit1 þ
*cðzÞ; jðzÞ ¼ %ce
it1z
eit1  z þ *jðzÞ; ð17Þ
where *c; *j are analytic in C\ðKn\feit1gÞ and bounded at infinity.
Proof. Lemma 4 and (15) imply that c admits an analytic continuation to C\Kn
which is bounded at inﬁnity. Hence, eit1 is an isolated singularity of c: It follows
from (16) that, in a neighbourhood of eit1 ;
jcðzÞjpconstjz  eit1 j1=p:
Therefore, the function c1ðzÞ :¼ ðz  eit1Þ2cðzÞ has a removable singularity at eit1 :
Thus, eit1 cannot be an essential singularity of c; and cAHpC; 1=2ppo1 implies that
it is either a removable singularity or a simple pole. Hence, there exists a constant
cAC such that *cðzÞ :¼ cðzÞ  c=ðz  eit1Þ is analytic in C\ðKn\feit1gÞ and bounded at
inﬁnity. Similarly for j: The second equality in (17) follows from cn ¼ jn: &
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4. Riemann–Hilbert theory for vanishing non-negative coefﬁcients
We say that aALN2p is separated from zero at t0 if a
1ALNð½t0  e; t0 þ eÞ for some
e40 and that a vanishes at t1 if
maðt1; eÞ :¼ jjajjLNð½t1e;t1þeÞ-0 as er0: ð18Þ
Henceforth, we assume
ðAÞ aX0 and at every point tAR either
a is separated from zero at t or a vanishes at t:
This is obviously true for continuous functions. But if, for example, 1 is the left-limit
of a at t0 and 0 is its right-limit, then a is neither separated from zero at t0 nor
vanishes there.
We denote by NðaÞ the set of all points where a vanishes and by NeðaÞ the e-
neighbourhood of this set. It follows from (A) that NðaÞ is closed. Let
maðeÞ :¼ jjajjLNðNeðaÞÞ: ð19Þ
Consider the following Riemann–Hilbert problem:
Cn ¼ aFn; F;CANþ; aX0; ð20Þ
where the coefﬁcient a satisﬁes (A). Suppose (20) has a non-trivial solution. Then
log jCnj; log jFnjAL12p [6, Theorem 5.3, Chapter II], and therefore log aAL12p:
For a 2p-periodic function g :R-C such that log jgjAL12p; an outer function OðgÞ
is deﬁned by
OðgÞðzÞ ¼ exp 1
2p
Z p
p
eit þ z
eit  z log jgjðtÞ dt
 
; zAD:
Outer functions have the following properties [13, Theorems 17.16 and 17.7; 8, 41; D,
Chapter IV]. For g with log jgjAL12p;
OðgÞ is analytic, has no zeros in D and OðgÞð0ÞAR:
OðgÞANþ and jðOðgÞÞnj ¼ jgj almost everywhere.
If pAð0;N; jgjALp2p if and only if OðgÞAHpC:
Now suppose that a satisfying (A) is given and that log a is integrable on ½p; p:
Let H ¼ Oð ﬃﬃﬃap ÞAHNC ; so that jHnj ¼ ﬃﬃﬃap almost everywhere. Then H1ANþ and
C ¼ bH; F ¼ %bH1; bAC ð21Þ
is a solution of (20) with
ajbj2jHnj2 ¼ ajFnj2 ¼ CF ¼ jbj2 ¼ const:
E. Shargorodsky, J.F. Toland / Journal of Functional Analysis 197 (2003) 283–300 291
Hence
ajFnj2 ¼ Cð0ÞFð0Þ almost everywhere: ð22Þ
On the other hand, if ajFnj2 ¼ c; a positive constant, almost everywhere, then (20)
implies that CnFn ¼ c almost everywhere and hence CF  c; since functions in N
are uniquely determined by their boundary values (see, e.g., [4, Theorem 2.2 and the
paragraph following its proof]). Therefore F ¼ cC1: It now follows [6, Corollary
5.6, Chapter II] that F and C are outer functions and (20) yields jCnj ¼ ﬃﬃﬃﬃﬃcap : So,
c1=2C ¼ oH with some oAC; joj ¼ 1: Therefore, ðF;CÞ is given by (21) with
b ¼ c1=2o since
C ¼ c1=2oH and F ¼ c1=2o1H1 ¼ c1=2 %oH1:
Suppose (A) holds. Then main abstract question is the following:
Is a given class of solutions of (20) contained in the class given by (21)?
We know from [18] that all solutions of (20) with F;CAH1C are given by (21), but
the general problem is rather complicated, even when a is a positive constant. The
ﬁrst example is trivial but cautionary.
Example 8. Let
FðzÞ ¼ 1
z  1; CðzÞ ¼
z
1 z; zAD:
Then the solution F;CA
T
pAð0;1ÞH
p
C\H
1
C of (20) with a  1 is not given by (21).
This paper explores the territory between Example 8 and the case F;CAH1C: Our
second example shows that (21) may give solutions of (20) with FnAL1weak\H
1
R; even
when (A) holds.
Example 9. When the coefﬁcient a satisﬁes (A), Eq. (20) can have solutions given by
(21) with ReFnAL12p but FeH
1
C: To see this let
gðtÞ :¼ sin 1
2
t









log2 12 sin 12 t










 1
:
Then 0pgAL12p; g logþ geL12p and hence geH1R: Since gX0; there exists an outer
function FA
T
po1H
p
C\H
1
C; such that ReFX0 and ReF
n ¼ gAL12p (see [8, 41–51; C,
Chapter V; 6, Corollary 4.8, Chapter II]). Let a ¼ jFnj2: Then a vanishes only at
2pk; kAZ; is separated from zero elsewhere and, since F is an outer function,
F ¼ b0Oða1=2Þ ¼ b0H1 for some b0AC; jb0j ¼ 1 [6, Section 5, Chapter II].
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The third example shows that not all solutions of (20) are given by (21), even when
the notion of solution is restricted to a narrow class of analytic functions on D and
(A) holds.
Example 10. When the coefﬁcient a satisﬁes (A) andNðaÞ-½p; p ¼ f0g; (20) can
have a solution CAH1C; FA
T
po1H
p
C different from (21). To see this let H ¼ Oð
ﬃﬃﬃ
a
p Þ
where aX0 is deﬁned by
aðtÞ ¼ log4 1
2
sin
1
2
t










and let
CðzÞ ¼ HðzÞ
z  1; FðzÞ ¼
z
HðzÞð1 zÞ:
Then F and C are in Nþ and ðF;CÞ is a solution of (20). Since jHnðtÞjðlog jtjÞ2 ¼ﬃﬃﬃﬃﬃﬃﬃﬃ
aðtÞp ðlog jtjÞ2-1 as t-0; it follows that CnAL12p and FnATpAð0;1Þ Lp2p: Hence, by
Smirnov’s theorem, CAH1C; FA
T
po1H
p
C; and F; C is not given by (21).
We now show that there is no analogue of Example 10 when F is required to be in
a slightly smaller class.
Theorem 11. Suppose that NðaÞ is countable. Then (21) is the only solution of (20)
with CnAL1locðR\NðaÞÞ and FnAL12p;weak:
Proof. Suppose ðF;CÞ is a solution of (20) such that CnAL1locðR\NðaÞÞ and
FnAL12p;weak: Let
c ¼ C=H and j ¼ HF where H ¼ Oð ﬃﬃﬃap Þ: ð23Þ
Then cn ¼ jn almost everywhere and FATpo1HpC; HAHNC ; H1ANþ imply that
jA
T
po1H
p
C and that cAN
þ: Therefore, by Smirnov’s theorem, cA
T
po1H
p
C:
Since CnAL1locðR\NðaÞÞ and Hn is separated from zero at any point of R\NðaÞ;
cnAL1locðR\NðaÞÞ: Consequently, jnAL1locðR\NðaÞÞ: Lemma 4 implies that j
admits an analytic continuation to C\NnðaÞ which is bounded at inﬁnity.
Let KnDNnðaÞ be the set of all (non-removable) singular points of j: The
corresponding closed 2p-periodic set KCR is a subset ofNðaÞ: Suppose t1A½0; 2pÞ is
an isolated point of K : Then according to Corollary 7 there exists a constant c1AC
such that jðzÞ ¼ c1=ðz  eit1Þ þ *jðzÞ; where *j is analytic at the points of
feit1g,ðC\KnÞ and bounded at inﬁnity. Suppose c1a0: Then for a constant r40
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(see (18))
jFnðtÞjXrðe
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðt1; eÞ
p
Þ1
for almost all tA½t1  e; t1 þ e and for all e40 sufﬁciently small. Therefore, since
FnAL1weak;
2epmeasftA½p; p : jFnðtÞjXrðe
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðt1; eÞ
p
Þ1g ¼ Oðe
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðt1; eÞ
p
Þ:
Since
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðt1; eÞ
p
-0 as e-0; this is a contradiction which proves that c1 ¼ 0 and
that eit1 is a removable singularity of j: Hence K does not contain isolated points
and so is a perfect set. Consequently, K is either uncountable or empty [12, Section
2.43]. Since K is a subset ofNðaÞ; which is at most countable, K ¼ |: Therefore j is
analytic in C and bounded. By Liouville’s theorem j  b0AC: Lemma 4 and the fact
that cn ¼ jn imply that c ¼ b0; and so ðF;CÞ is given by (21). &
Lemma 12. Let ðF;CÞ be a solution of (20) such that CnAL1locðR\NðaÞÞ and
ReFnAL12p: Suppose
maðeÞ ¼ Oðjlog ejbÞ as er0; b40: ð24Þ
Then a ReFnAL logb L2p (cf. Theorem 15).
Proof. Let pAð0; 1Þ: Theorem 6 and (23) give
jaðtÞReFnðtÞjp jaðtÞjjFnðtÞj ¼ jHnðtÞjjjnðtÞjpconstjjnðtÞj
p constðdistðt;NðaÞÞÞ1=p for almost all tAR\NðaÞ
(cf. the proof of Theorem 11) and hence
Z p
p
jaðtÞReFnðtÞjðlogþ jaðtÞReFnðtÞjÞb dt
pC
Z
jReFnðtÞjaðtÞðjlog distðt;NðaÞÞjÞb dt
pC
Z p
p
jReFnðtÞj dtoN:
This completes the proof. &
Lemma 13. Let ðF;CÞ be a solution of (20) such that ﬃﬃﬃap jFnjAL12p: Then ðF;CÞ
coincides with (21).
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Proof. Let c ¼ C=H; j ¼ HF: Then cn ¼ jn almost everywhere. Since jcnj ¼
jjnj ¼ jHnjjFnj ¼ ﬃﬃﬃap jFnjAL12p; Lemma 4 implies that j ¼ b0AC; c ¼ b0; and ðF;CÞ
coincides with (21). &
Corollary 14. Let ðF;CÞ be a solution of (20) such that ReFnAL12p and
a ImFnAL log1þb L2p; b40: Then ðF;CÞ coincides with (21).
Proof. According to Lemma 13 it is sufﬁcient to prove that
ﬃﬃﬃ
a
p jImFnjAL12p:
Application of the inequality [9, (2.6) and Theorem 7.2]
xypconstð1þ x2ðlogð2þ xÞÞ1þb þ y2ðlogð2þ yÞÞð1þbÞÞ; x; yX0;
with x ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ajImFnj
p
and y ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jImFnj
p
shows that
ﬃﬃﬃ
a
p jImFnjAL12p if
FðjImFnjÞAL12p; where FðZÞ ¼ Zðlogð2þ ZÞÞð1þbÞ: Let
mðZÞ :¼ measftA½0; 2p : jImFnjXZg; Z40:
Since ReFnAL12p; we have mðZÞpconst Z1 [8, 11; C, Chapter V], and using the
change of variable formula for the Lebesgue integral [16, Lemma IV.0.1] and
integration by parts [16, Theorem I.2.7] we obtain
Z 2p
0
FðjImFnðtÞjÞ dt
¼ 
Z þN
0
FðZÞ dmðZÞ ¼
Z þN
0
mðZÞF 0ðZÞ dZ
¼
Z þN
0
mðZÞ ðlogð2þ ZÞÞð1þbÞ  ð1þ bÞ Z
2þ Zðlogð2þ ZÞÞ
ð2þbÞ
 
dZ
pconst 1þ
Z þN
1
Z1ðlogð2þ ZÞÞð1þbÞ dZ
 
oN: &
Theorem 15. Let ðF;CÞ be a solution of (20) such that ReFnAL12p;
a ReFnAL logb L2p; b40; and ImCn is bounded below on R: Then ðF;CÞ coincides
with (21).
Proof. Eq. (20) implies that ReCn ¼ a ReFn and that ImCn ¼ a ImFn: Since
ImCn is bounded below and ReCnAL12p; it follows as in Section 2 that CAH
1
C [18].
Now ReCnAL logb L2p implies that ImCnAL log
1þb L2p (see [21, Vol. I, Exercise 8,
Chapter VII, p. 296]). Hence a ImFnAL log1þb L2p; and an appeal to Corollary 14
completes the proof. &
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5. Proof of Theorem 1
Recall (22) and the discussion in Section 2. That (a) implies (4) follows from
Theorem 11. Similarly, Lemma 12 and Theorem 15 mean that (b) implies (4),
because ReFn ¼ w0AL12p and ImCn ¼ Cðð1 2lwÞw0Þ  1 is bounded below by (8).
Finally, (c) implies (4) because of Theorem 15 and the fact that a ReFn ¼
ð1 2lwÞw0AL logb L2p (see Section 2).
Remark 16. The condition ð1 2lwÞw0AL logb L2p; b40; in Theorem 1 implies that
m12lwðeÞ ¼ Oðjlog ejb=2Þ: Indeed, applying Jensen’s inequality (see, e.g., [21, (10.8),
Chapter I]) to the derivative v0AL logb L2p of the function v ¼ ð1 2lwÞ2; one can
prove that
Z xþe
x
jv0ðyÞj dypconstjlog ejb 8xAR; 8eAð0; 1Þ:
Hence Theorem 1(b) and 1(c) are basically equivalent statements (see Lemma 12).
6. Related results
Although we do not need them for the hydrodynamic application, Theorem 1, the
results of this section are of some independent interest in the general theory. Recall
the deﬁnition of maðeÞ from (19).
Theorem 17. (i) Suppose that NðaÞ is countable, pAð0; 1Þ and
maðeÞ ¼ Oðe2ð1pÞ=pÞ as er0: ð25Þ
Then (20) has no solution with CnAL1locðR\NðaÞÞ and FAHpC apart from (21).
(ii) Suppose
Z 1
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðeÞ
p
jlog ej de
e
oN: ð26Þ
Then (20) does not have solutions with CnAL1locðR\NðaÞÞ and FnAL12p;weak; apart
from (21).
(iii) Let pAð0; 1Þ and suppose that
maðeÞ ¼ Oðe2ð1pÞ=p2Þ as er0: ð27Þ
Then (20) has no solution with CnAL1locðR\NðaÞÞ and FAHpC apart from (21).
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Proof. (i) Let ðF;CÞ be a solution of (20) such that CnAL1locðR\NðaÞÞ and FAHpC:
Let c ¼ C=H; j ¼ HF: As in the proof of Theorem 11, we can show that cn ¼ jn
almost everywhere, j;cAHpC; j
n;cnAL1locðR\NðaÞÞ; and j;c have analytic
continuations to C\NnðaÞ which are bounded at inﬁnity. Let KnDNnðaÞ be the
set of all singular points of j: Suppose t1A½0; 2pÞ is an isolated point of the
corresponding closed 2p-periodic set KCNðaÞ: Using Theorem 6 one can show, as
in the proof of Corollary 7, that eit1 is either a pole or a removable singularity of j:
In the former case, j satisﬁes the following estimate in a neighbourhood of eit1 :
jjðzÞjXCjz  eit1 j1;
where C is a positive constant. Then
jFnðtÞjX constðjt  t1j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðt1; jt  t1jÞ
p
Þ1
X constjt  t1jð1þð1pÞ=pÞ ¼ constjt  t1j1=p:
So, F cannot belong toHpC: This contradiction shows that e
it1 cannot be a pole of j:
Now it follows, as in the proof of Theorem 11, that ðF;CÞ coincides with (21).
(ii) Suppose ðF;CÞ is a solution of (20) such that CnAL1locðR\NðaÞÞ and
FnAL12p;weak: Let c ¼ C=H; j ¼ HF: Then, as in the proof of Theorem 11, cn ¼ jn
almost everywhere, j;cA
T
po1H
p
C; j
n;cnAL1locðR\NðaÞÞ and j;c admit analytic
continuations to C\NnðaÞ which are bounded at inﬁnity. It follows from Theorem 6
that
jjnðtÞjpCaðdistðt;NðaÞÞÞð1þaÞ for all tAR\NðaÞ ð28Þ
for any a40; where Ca40 does not depend on t: Let
mjðe; ZÞ :¼ measftA½0; 2p-ðNeðaÞ\Ne=2ðaÞÞ : jjnðtÞjXZg; e40: ð29Þ
Then, since FnAL12p;weak;
mjðe; ZÞ
pmeasftA½0; 2p-ðNeðaÞ\Ne=2ðaÞÞ : jjnðtÞj=
ﬃﬃﬃﬃﬃﬃﬃﬃ
aðtÞ
p
XZ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðeÞ
p
g
pmeasftA½0; 2p : jFnðtÞjXZ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðeÞ
p
gpC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðeÞ
p
Z1
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for all Z40; where C40 does not depend on e: Now using (28) we obtain
jjjnjjL1
2pðNeðaÞ\Ne=2ðaÞÞ
¼ 
Z þN
0
Z dmjðe; ZÞ ¼
Z þN
0
mjðe; ZÞ dZ
¼
Z Ca21þaeð1þaÞ
0
mjðe; ZÞ dZ
pmeasðNeðaÞ\Ne=2ðaÞÞ þ C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðeÞ
p Z Ca21þaeð1þaÞ
1
Z1 dZ
pmeasðNeðaÞ\Ne=2ðaÞÞ þ C0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðeÞ
p
1þ log 1
e
 
;
where C040 does not depend on e: Further, measðNðaÞÞ ¼ 0; since log aAL12p:
Therefore,
jjjnjjL1
2pðN1ðaÞÞ ¼
XN
k¼0
jjjnjjL1
2pðN2k ðaÞ\N2ðkþ1Þ ðaÞÞ
p
XN
k¼0
measðN2kðaÞ\N2ðkþ1Þ ðaÞÞ þ C0
XN
k¼0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mað2kÞ
q
ð1þ kÞ
pmeasðN1ðaÞÞ þ const
Z N
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mað2tÞ
p
t dt
pmeasðN1ðaÞÞ þ const
Z 1
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðeÞ
p jlog ej
e
deoþN:
Since jnAL1locðR\NðaÞÞ; we conclude jnAL12p: Now Lemma 4 implies as above that
j ¼ b0AC and c ¼ b0; i.e., ðF;CÞ coincides with (21).
(iii) Notice that
jjnj ¼ jjnj1pjjnjp ¼ jjnj1pap=2jFnjp:
If FAHpC it follows that jAH
1
C if jjnj1pap=2 is bounded. But this follows from
Theorem 6 and hypothesis (27). Now it follows, as before, that j ¼ b0AC and
c ¼ b0; that is, ðF;CÞ coincides with (21). &
Remark 18. Condition (26) is satisﬁed if maðeÞ ¼ Oðjlog ejrÞ for some r44:
On the other hand, (26) implies maðeÞ ¼ oðjlog ej4Þ: Indeed, since ma
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is non-decreasing,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðeÞ
p
¼ 8
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðeÞ
p
3 log2 e
Z ﬃep
e
jlog rj
r
dr
p 8
3 log2 e
Z ﬃep
e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maðrÞ
p jlog rj
r
dr ¼ oð1Þ log2 e ¼ oðlog2 eÞ
as e-0:
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