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Conjugated organic materials are currently the object of much interest because of 
the intrinsic scientific challenges they present and the technological potential they offer, 
including light-emitting diodes, solar cells, and field-effect transistors. The charge-
transport mechanisms in organic conductive materials are still subject to considerable 
uncertainty and vary substantially as a function of the nature of the materials. However, 
around room temperature, conjugated oligomers and polymers usually transport charge 
via a thermally activated hopping-type mechanism, which depends on the relative 
orientations and solid-state packing of the species involved. The key parameters in 
hopping transport are the reorganization energies accompanying the geometric 
relaxations associated with electron transfer and the effective electronic coupling matrix 
elements between neighboring species, dictated largely by orbital overlap. A first 
contribution described in this thesis has been to underline that there is another but often 
ignored parameter affecting charge transport that results from the polarization of the 
localized electronic states by intermolecular interactions. We demonstrate that this 
contribution can be significant and, as in the case of the electronic coupling, is also very 
sensitive to the details of the system environment. Application of our methodology to a 
number of organic semiconductors is described. 
In order to reach high performance in organic light-emitting diodes, efficient light 
emission from excited state(s) is critical. Iridium (III) organometallic complexes are of 
great interest because they can harvest both singlet and triplet states from electrically 
generated excitons; as a result, theoretical efficiencies of up to 100% can be achieved, 
whereas fluorescent molecules can only exploit singlet excitons and thus have a 
maximum theoretical efficiency of 25%. Of special interest for Ir(III) complexes is the 
color tunability of the emission from red to green and, in particular, to blue. Tuning of 
 xxix 
emission over the entire visible spectrum could be achieved by judicious modification of 
the coordinated ligands; however, the relation between the structure of the ligands and the 
emission characteristics of such complexes is still not well understood. Part of our work 
has thus focused on the description of the ground- and excited-state characteristics of 
Ir(III) complexes, to better understand the interactions between these states and help 
establish the relationships between the ligand structure and the photophysical properties. 
A careful choice of the host material for organometallic phosphors is also very 
important for optimizing emission properties. It is desirable that the host has a large 
enough bandgap for effective energy transfer to the guest, good carrier transport 
properties for a balanced carrier recombination in the emitting layer, and energy-level 
matching with electrodes for effective charge injection. Because these conditions are 
difficult to meet simultaneously, host materials for blue triplet emitters are relatively 
scarce. Part of this thesis, therefore, has described the ground- and excited-state 
properties of several classes of host materials including carbazoles, phosphine oxides, 
oxadiazoles and organosilicon compounds with the aim to understand their structure-
property relationships and thus develop guidelines for the design of effective host 










 Organic electronics has emerged as an exciting field of research and development 
encompassing a wide variety of scientific disciplines including chemistry, physics, 
materials science and device engineering. The field became a focus of deep investigation 
following the seminal work of Alan J. Heeger, Alan G. MacDiarmid, and Hideki 
Shirakawa, rewarded by the 2000 Nobel Prize in Chemistry;
1
 this work demonstrated that 
organic conjugated polymers can present metallic-like electrical conductivity upon 
chemical doping (oxidation or reduction).
2
 After this discovery, conjugated organic -
electron materials have attracted much attention in both academia and industry due to the 
opportunity of combining the electrical properties of (semi)conductors with the properties 
of plastics such as low cost, versatility of chemical synthesis, easy solution-based 
processability, and mechanical flexibility. Although the performance of organic 
semiconductors is still far from matching silicon-based technologies, their properties 





 field-effect transistors (FETs),
5
 lasers and (bio)sensors.
6
 
 The OLED technology originated in 1963 when Pope and co-workers
7
 discovered 
electroluminescence in organic crystals. However, since electroluminescence was 
associated with a very large voltage, the discovery did not make a big impact on the 
community at that time. The major breakthrough in the area came in 1987 when Tang and 
VanSlyke
8
 at Kodak reported an efficient, low-voltage electroluminescent device based 
on a -conjugated material, tris(8-hydroxy-quinoline) aluminum (Alq3). Shortly 
afterwards, Friend and co-workers
9
 at the University of Cambridge constructed a similar 
device using a conjugated polymer, poly(para-phenylenevinylene) (PPV), as the organic 
emitter. Rapid developments in organic materials lead to a new generation of thinner, 
 2 
lighter, and high-resolution displays for computers, televisions and small hand-devices. 
Many OLED based consumer products are now commercially available in the market. 
For instance, Pioneer launched the first monochrome OLED car stereo in 1998.
10
 Five 
years later, Kodak introduced a full-color active-matrix display for digital camera.
11
 
Today, a variety of small hand devices such as cellular phones and MP3 players with 
OLED panels have reached the market. Unlike liquid-crystal displays (LCDs), OLEDs do 
not require backlighting for screen illumination which makes these devices thin and light-
weight. Furthermore, lower power requirements, faster response times, wider viewing 
angles, higher contrast and brightness are other advantage of OLEDs vs. LCDs.  In 2005, 
Samsung Electronics announced the world‟s first 40-inch active matrix (AM) amorphous 
silicon (a-Si)-based OLED for emissive flat panel TV applications.
12
 The new OLED 
prototype made from solution-processed polymers has a brightness of 600 cd/m
2
 and a 
resolution of 1280x800 pixels which combines all of the traditional features of emissive 
OLED technology, including wide viewing angles, thin package size, and no color filter 
or backlight, with the enormous production infrastructure advantages of standard a-Si 
techniques. Following Samsung, Sony also managed to make large OLED screens that 
can function as TVs (see Figure 1.1). As such, Sony announced the availability of the 
industry‟s first OLED television in the United States in 2008.
13
 Toshiba announced the 
Toshiba Vision Times Square full-color LED display that supports over one billion colors 
and high definition resolution in the same year.
14
 Recently, Polymer Vision launched the 
world‟s first mobile phone with a rollable display.
15
 While smaller than a typical mobile 
phone, the new device features a display which extends up to 5-inches and which can be 
folded away after use due to the flexibility of the polymer-based display material (see 
Figure 1.2). Plastic Logic, one of the leading companies in plastic electronics, creates 
products enabling information access. Their first product, focusing on reading digital 




Figure 1.1 Large 27-inch OLED panel, along with other small OLED screens by Sony. 




 Moreover, OLEDs bring new vistas for architects, designers and consumers. For 
instance, researchers at Philips have been working to develop OLEDs as a new light 
source for homes, offices, public areas, and even cars and planes that will enhance the 
look of the interior as well as be environmentally friendly. Philips has developed plain 
white and “warm white” panels, while “color-variable” OLEDs, capable of producing 
light of almost any color are likely to appear in the next 3 to 5 years (see Figure 1.3). 
Another research focus is on the development of transparent OLEDs; this means that 
OLED panels can function as ordinary windows during the day and provide light after 





Figure 1.2 World‟s first mobile phone with a rollable display developed by Polymer 




 In addition, scientists at Philips Research are looking for ways to make plastic 
substrates that will open the way for flexible and moldable OLED lighting panels, so that 
in the future almost any surface area, flat or curved, could become a light source. We 
could witness the development of luminous walls, curtains, ceilings and even furniture. 
Flexible OLED panels are likely to become available within 5 to 8 years. 
 
 





 A typical OLED architecture, see Figure 1.4, consists of an anode, such as indium 
tin oxide (ITO), deposited onto a transparent substrate. The emissive organic layer is 
sandwiched between two conducting layers, the hole injection layer and the electron 
 5 
transport layer. At the top, there is a reflective metal cathode. When a voltage is applied 
across the electrodes, holes are injected from the anode and electrons from the cathode. 
The holes migrate through the hole injection layer, while the electrons migrate through 
the organic electron transport layer. The holes and electrons meet in the organic emitter 
layer where they recombine to form an exciton. Relaxation from the excited state to the 
ground state gives rise to light emission. In summary, there are 5 main steps for light 
generation: (i) charge injection; (ii) charge-transport; (iii) charge recombination – exciton 
formation; (iv) exciton decay; and (v) light outcoupling. The organic emissive layer is 
made of a π-conjugated material that can be either a small molecule (small molecule 
OLEDs or SMOLEDs) or a polymer (polymer OLEDs or PLEDs). The color of the 
emitted light depends on the precise composition of the organic material. For instance, 
red, green, and blue emissive materials can be used together to produce the full color 
spectrum.  
 Recently, by dispersing a phosphorescent “guest” material into a light-emitting 
polymer “host”, improvements in POLED efficiency have been achieved.
17,18
 This is due 
to the use of all excited states, singlet and triplet for light emission provided that the 
triplet energy gap of the host is higher than that of the guest. Phosphorescent organic 
molecules incorporate a heavy metal surrounded by organic ligands. The strong spin-orbit 
coupling (SOC) of the heavy metal allows a very fast intersystem crossing (ISC) between 
the singlet and triplet excited states and allows the excitation to be stored in the lowest 
long-lived triplet state. Participation of the triplet excitons in the emission leads to 











 complexes are among the most studied phosphorescent metal 
complexes. It is now very well established that the tuning of the phosphorescence 
wavelength from blue to red is possible through modifications of the ligand structure. 
 6 
 
Figure 1.4 Illustration of a multilayered OLED structure. 
 
 Recent advances in solar power conversion efficiencies open up the ways to 
organic-based photovoltaics as a low-cost power generation technique.
19
 Harvesting 
energy directly from sunlight using photovoltaics, or solar cells, is an essential 
component of future global energy production. The photovoltaic effect was discovered by 
19-year old French physicist Alexandre-Edmond Becquerel in 1839.
20
 
Commercialization, however, started only after 1954, when the first crystalline Si 
photovoltaic (PV) device was developed at Bell Laboratories.
21
 PV devices have an 
architecture similar to that of LEDs; the active organic layers are generally made of two 
components and sandwiched between two electrodes of a different nature (Figure 1.5). 
However, organic solar cells operate in a reverse way with respect to OLEDs (Figure 
1.6).
22
 The light is absorbed in the organic layers and excitons are generated. Next, 
excitons migrate toward the interfacial region between the organic components, where 
they dissociate as a result of photoinduced electron-transfer (ET) from a donor (D) 
component to an acceptor (A) component.
4
 The separated charges are then accelerated by 
the electric field toward the electrodes. The charges reach the electrodes and leave the 
 7 
device in order to drive the external circuit. Consequently, there are 4 main steps that 
might limit the power conversion efficiency in PV devices:
23
 (i) light absorption; (ii) 
charge-carrier generation; (iii) charge transport; and (iv) charge collection at the 
electrodes. To date, efficiencies exceeding 5-6% have been reached in thin-film organic 
solar cells.
24
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Figure 1.5 Schematic of photovoltaic device architectures as well as the chemical 
structures of typical donors and acceptors in the active layer: poly(2-methoxy-5-(3‟,7‟-








Figure 1.6 Heterojunction energy diagram of an organic photovoltaic cell, illustrating (1) 
light absorption and promotion of an electron to the LUMO of an electron-donor 
semiconductor and formation of an exciton; (2) electron transfer and formation of a 
charge-transfer state; (3) subsequent charge separation and transport to the electrodes. 
Note: VOC is the open-circuit voltage.  
 
 
 Organic thin film field-effect transistors (OTFTs) are particularly interesting as 
their fabrication processes are much less complex compared to conventional Si 
technology. In general, low-temperature deposition and solution processing are the 
preferred methods of fabrication. Since the report of the first organic field-effect 
transistor in 1986,
26
 there has been great progress in both materials performance and 
development of new fabrication techniques. An OTFT is similar to its inorganic 
counterpart in basic design and function (see Figure 1.7). It is a three-terminal device, in 
which a voltage applied to a gate electrode controls current flow between a source and 
drain electrode under an imposed bias. The control of source-drain current in FETs via a 
third terminal has resulted in their widespread use as switches. The mobility, 𝜇, describes 
how easily charge carriers can move within the active layer under the influence of an 
electric field and is, therefore, directly related to the switching speed of the device. 
 9 
Typical values range from 0.1-1 cm
2
/Vs for a-Si devices, while organic semiconductors 




 In an OFET, the keys steps of operation 
can be summarized as follows:
22
 (i) formation of a conducting channel within the organic 
semiconductor as a result of an applied gate voltage; (ii) charge injection from the source 
electrode into the organic semiconductor and charge-transport across the organic layer; 
and (iii) charge collection at the drain electrode.  
  
 
Figure 1.7 Basic schematic of a field-effect transistor.  
  
 This brief description of the operation principles in organic (opto)electronic 
devices highlights the importance of charge-transfer and energy-transfer processes in π-
conjugated organic materials. Some of the most studied organic molecular 
semiconductors are shown in Figure 1.8. Among them, oligoacenes have been widely 
studied for several decades and at present provide the best performance in the field of 
organic electronics. Especially, tetracene and pentacene have been the focus of many 
studies due to their well-defined crystal structures combined with improved purification 
and film deposition techniques.
29-32
 Hole mobilities of 1.3 and 2.2 cm
2
/Vs have been 
measured for tetracene and pentacene single crystals, respectively.
33,34
 Rubrene is also 












transporting material. It is now a material of choice for essential studies of charge-
transport in organic crystals due to its high mobility, stability, and ease of growth. At 
room temperature hole mobility of up to 20 cm
2
/Vs has been measured on rubrene single 
crystals.
37
 Oligothiophenes represent another commonly investigated class of organic 
semiconductors. The interest in these materials started after the first report of an organic 









 and metal phthalocyanines
42
 are 
disc-shaped (discotic) liquid crystals with rigid aromatic cores and flexible alkyl side 
chains that show fast electronic conduction. High mobility photoconduction in the 
columnar mesophases of discotic liquid crystals was discovered in 1994.
43
 Over the past 
years, they emerged as particularly interesting materials due to their efficient charge and 
energy transport along the self-organized columnar stacks.
44-46
 Charge carrier mobilities 





 Triphenylamines, such as the prominent 4,4‟-bis(N-m-tolyl-N-phenylamino) 
biphenyl (TPD), have been recognized as hole-transporting materials in OLEDs.
48
  
3,4,9,10-perylene-tetracarboxylic-dianhydride (PTCDA) and 3,4,9,10-perylene-
tetracarboxylic-diimide (PTCDI) are two derivatives of the family of perylenes that 
exhibit good n-type properties.
41
 Tetrathiafulvalene (TTF) compounds are important 
components of charge-transfer complexes, and they have been integrated in devices with 
high mobilities.
49
 Fullerene (C60) derivatives are prominent among electron-acceptor 
components in photoinduced ET reactions.
4,24
 In molecular PV devices as well as bulk 
heterojunction polymer solar cells, a π-conjugated polymer acting as a p-type material 
and a C60 derivative as an n-type material constitute the photoactive layer. High 
efficiency thin-film organic solar cells based on pentacene and C60 heterojunctions have 
been fabricated with a power conversion efficiency of 2.7  0.4%.
50
 In addition, high 





 Charge-transport in molecular semiconductors is attractive since a number of 
conjugated molecules can be grown as single crystals from the vapor phase. These 
crystals allow the investigation of fundamental parameters affecting charge carrier 
mobilities. However, their industrial application is limited by their slow growth and lack 
of processability; one prefers solution-processable materials that are easy to fabricate and 
cost-efficient. Therefore, there has been enormous research activity to come up with 
soluble, stable, high-performance organic semiconductors.
53,54
 A common strategy for 
rendering semiconductors soluble is the introduction of alkyl or bulky side chains. For 
instance, John Anthony and co-workers
53-56
 synthesized soluble and oxidatively stable 
pentacene derivatives through functionalization with bulky triisopropylsilylethynyl and 
triethylsilylethynyl groups at the 6,13-positions of pentacene. Functionalized pentacene 
derivatives, 6,13-bis(triisopropylsilylethynyl)pentacene (TIPS-pentacene) and  6,13-
bis(triethylsilylethynyl)pentacene (TES-pentacene) show considerable promise for 
applications as organic semiconducting materials due to their solubility, stability, and 
ease of processability. Following soluble and stable pentacene derivatives, the same 
group was able to functionalize higher acenes such as hexacene and heptacene by 
applying the silylethynylation method.
57
 Likewise, silylethynyl functionalized fused 
acenedithiophenes (ADT) (see Figure 1.9) show increased solubility and stability.
58
 
Recently, fluorinated ADTs showing enhanced stability were reported.
59
 These functional 
groups not only imparted solubility and stability to acenes but also enhanced the cofacial 
interactions in the solid. For instance, TIPS-pentacene showed improved solid-state 




 Similarly, the 
tetramethylpentacene (Me4PENT) synthesized by Wudl and co-workers showed 
promising charge transport mobility in devices.
60
 Lately, Swager et al.
61
 reported soluble 










Figure 1.9 Examples of functionalized pentacene and anthradithiophene (ADT) 




 Charge transport in conjugated polymeric semiconductors (for chemical 
structures, see Figure 1.10) is also widely investigated for opto(electronic) applications. 
For instance, polythiophene (PT) and its derivatives
26
 are among the most studied 
polymer families due to their good solubility and processability. Head-to-tail 
regioregularity in alkyl-substituted polythiophenes decreases band gaps, improves micro-
crystallinity in the solid state, and considerably improves field-effect mobilities.
5,63
 
Additionally, fused thiophenes appear as remarkable systems for OFET applications.
64-66
  
Another family of solution-processable polymers for OFETs is based on polyfluorene 







 derivatives are also extensively investigated due to 
their electroluminescence properties for light-emitting applications.  
 π-Conjugated polymers are generally exploited as p-type (hole) charge-transport 
materials. However, n-type (electron) charge-transport materials are essential for the 
further development of efficient organic electroluminescent devices. Thus, incorporating 
electron-withdrawing groups such as fluorine and perfluoroalkyl substituents into p-type 
semiconductors has been a part of ongoing research efforts to lower the LUMO energies 
and facilitate electron injection, changing the semiconductor from a hole to an electron 
conductor.
71










 substituted oligothiophenes have been reported to be good n-type  
semiconductors. More recently, tricyanovinyl-capped oligothiophenes have been reported 
as n-channel organic semiconductors.
76
 Selected examples of electron-deficient thiophene 




Figure 1.10 Prominent organic polymeric semiconductors  - polyparaphenylenevinylene 








 (see Figure 1.12 for their 
chemical structures), and silole
80
 derivatives are widely reported as efficient electron-
transport (ET) materials for OLEDs. For instance, 2-tert-butylphenyl-5 biphenyl-1,3,4-
oxadiazole (PBD) was the first small organic material used as an ET layer in OLEDs.
81
 It 

















Figure 1.12 Structures of the 2,5-aryl-oxadiazole (top), 2,5-aryl-triazole (middle) and 2,5-





Furthermore, in many organic semiconductors the electron and hole mobilities are 
comparable, leading to ambipolar charge transport possessing both n- and p-type 
behavior.
83
 For example, fluoroarene-oligothiophene semiconductors are reported to 




It should be noted that for efficient charge transport, the charges have to move 
from molecule to molecule and should not be trapped or scattered by numerous types of 
structural defects. This implies that charge carrier mobility is influenced by several 
factors such as crystal packing, disorder, material purity, temperature, pressure, electric 
field, charge-carrier density, size and molecular weight. The highest carrier mobilities 
reported to date have been obtained in single crystals of oligomers with a herringbone-
type of solid-state packing. In the herringbone motif, organic molecules are packed edge-
to-face in 2D layers, which limits the π-overlap between adjacent molecules. On the other 




 One of the common strategies to overcome herringbone packing and 
improve the charge-transport properties of oligomers is based on the introduction of 
functional groups on the polymer backbone.
57,59,61
 As was already mentioned, Anthony 
and co-workers
86
 have applied this technique to pentacene by substitution via TIPS and 
TES groups. In addition to imparting solubility to pentacene, these functional groups 
enhanced packing by introducing π-stacking into the crystal structure and, therefore, 
optimized the charge-transport properties. Another strategy receiving considerable 
attention is exploitation of the interactions between extended π-electron systems as a 




Charge-Transport Mechanism in Organic Materials 
The nature of how charges propagate through molecular materials is at the heart 
of organic electronics. Therefore, a better understanding of the charge-transport 
mechanism in organic semiconductors is necessary to optimize the performance of 
organic electronic devices. 
The charge-transport mechanism varies as a function of temperature.
88
 At very 
low temperatures, the charge carriers can be delocalized in perfectly ordered materials 
and charge transport then corresponds to a coherent band-like motion. In this case, the 
charge mobility is primarily determined by the bandwidth of the valence (hole transport) 
and conduction (electron transport) bands. When temperature increases, lattice vibrations 
lead to charge scattering and effectively reduce the total bandwidths and thus the charge 
mobilities. The band regime can be considered within a simple tight-binding 
approximation in which the total valence (conduction) bandwidth (𝑊) results from the 
interaction of the HOMO (LUMO) levels of each molecule. For example, in the case of 
an infinite one-dimensional stack, the total bandwidth 𝑊 is equal to 4𝑡, where 𝑡 is the 
transfer integral between adjacent molecules. In a dimer involving two interacting 
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molecules, the splitting of the HOMO (LUMO) energy levels of each molecule is equal 
to 2𝑡. This result often provides a simple and reliable way to estimate the transfer 
integrals. However, when the interacting molecules are not symmetrically equivalent, this 
approximation (often referred to as “energy splitting in dimer” method) becomes 
insufficient due to the polarization-induced differences in site energy. 
At higher temperatures, the charge carriers are localized due to the interaction 
with molecular vibrations. In this case, which is also the situation in disordered materials, 
the charge transport becomes a sequential electron hopping process between adjacent 
molecules. Most conjugated oligomers and polymers are assumed to transport charge at 
room temperature via a thermally activated hopping mechanism. Viewing each hopping 
event as a nonadiabatic electron-transfer reaction, the rate of charge motion between 
neighboring molecules can be described by Marcus theory.
89
 In the semiclassical limit of 













                              (1.1) 
 
Here, ∆𝐺° represents the Gibbs free energy of the electron-transfer reaction, 𝑉𝑅𝑃  is the 
electronic coupling between the initial and final states, and 𝜆 is the reorganization energy. 
The latter includes two contributions:  (i) the internal part 𝜆𝑖 , which describes the changes 
in the geometry of the molecules upon charge transfer and (ii) the external part 𝜆𝑠, related 
to the change in electronic and nuclear polarizations of the surrounding medium. When 
∆𝐺° is negative, the square dependence in (∆𝐺° + 𝜆) of the exponential term implies that 
the transfer rate displays a peak profile as a function of 𝜆 (which has a positive value) and 
reaches a maximum when  ∆𝐺°  is equal to 𝜆. The rate is smaller when  ∆𝐺°  < 𝜆 (known 
as the normal region) and when  ∆𝐺°  > 𝜆 (the so-called inverted region).  
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 It is worthwhile to note that the semiclassical Marcus formalism is based on the 
assumption that the system has to reach the transition state for the transfer to occur; it 
neglects tunneling effects that can assist the transfer, especially at low temperatures. 
More advanced vibronic theories have been developed, in particular by Jortner and 
Bixon,
90















(∆𝐺° + 𝜆𝑠 + ℏ 𝜔 )
2
4𝜆𝑠𝑘𝐵𝑇




In Equation 1.2, the Huang-Rhys factor 𝑆 is directly related to the internal reorganization 
energy by 𝑆 = 𝜆𝑖/ℏ𝜔, and the summation runs over the vibrational levels in the final 
state.  
Finally, in the absence of any external potential, the mobility values can be 
approximated from the calculated transfer rates using the Einstein-Smoluchowski 








                                                                 (1.3) 
 
In this equation, 𝐷 is the diffusion coefficient,  𝑋2  is the mean-square displacement of 
the charges, and n is an integer number equal to 2, 4, or 6 for one-, two-, and three-
dimensional (1D, 2D, and 3D) systems, respectively. 𝐷 is related to the charge mobility 𝜇 







                                                                    (1.4) 
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where 𝑒 is the electronic charge.  
The application of an external electric field induces a drift of the charge carriers; 
the mobility can then be alternatively defined as the ratio between the velocity, v, of the 
charges and the amplitude of the applied electric field, F: 
 
𝜇 = 𝑣/𝐹                                                                   (1.5) 
 
The conventional unit of carrier mobility is cm
2
/Vs (since it corresponds to velocity over 
electric field). 
Thesis Objectives and Outline 
The primary objective of this thesis is to characterize the structural, electronic, 
and optical properties of organic -conjugated polymer, oligomer, or molecular materials 
of interest for applications in organic electronics. For this purpose, quantum-chemical 
techniques ranging from Density Functional Theory to Hartree-Fock ab initio and semi-
empirical methods are used to evaluate the charge transport, charge transfer and 
electroluminescence properties of organic semiconducting materials.  
Chapter 2 provides a brief introduction to the electronic-structure theory methods 
that are used throughout the thesis. The computational techniques used to obtain the 
ground-state and excited-state properties of the systems are summarized. 
In Chapter 3, the main emphasis is on the evaluation of reliable charge-transport 
parameters in organic semiconductors. The application of the symmetric 
orthogonalization method to obtain effective transport parameters such as transfer 
integrals and site energies is discussed. Emphasis is given to the effect of electronic 
polarization on the charge-transport parameters of organic materials. These parameters, 
that are extensively used for theoretical modeling, are evaluated as a function of 
molecular properties such as twist angles and intermolecular distances. The charge-
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transport characteristics of the heterocyclic oligomers are calculated in an orthonormal 
basis; it is shown that the neglect of site energy differences in perpendicular 
configurations can lead to erroneous interpretations. The electronic coupling elements of 
selected dimers of crystalline oligoacenes and derivatives are investigated with the 
methodology we contributed to develop. 
In Chapter 4, the charge-transport parameters of -stacking fluorine- and 
alkyl/alkoxy-substituted tetracene crystals are investigated in the framework of the 
approach introduced in Chapter 3.  In addition, the charge-transport parameters of fused 
heterocyclic oligomers as potential p-type materials in OFET applications are considered; 
their charge-transport characteristics are compared to those of commonly studied 
oligoacenes. 
In Chapter 5, we turn to molecular organic materials presenting intramolecular 
charge transfer. The systems under investigation are metallocene-based donor-acceptor 
compounds that contain ferrocene, octamethylferrocene, and ruthenocene as donors and 
strong π-acceptors; the focus is on the effect of acceptor strength, metal identity, and 
metallocene methylation on the geometric, electronic, and spectroscopic properties of the 
chromophores.  
Chapter 6 focuses on new charge transporting hosts for use in phosphorescent 
blue OLEDs. Small building blocks such as biphenyl, carbazole, dibenzofuran, fluorene, 
and their derivatives are analyzed as potential host materials for efficient blue 
electrophosphorescence. The ground-state electronic structure as well as the singlet and 
triplet excited states of several classes of host materials including carbazole trimers, 
phosphine oxides, oxadiazoles, and organosilicon compounds are addressed by means of 
a range of quantum-chemical techniques. 
Finally, in Chapter 7, we investigate the emission properties of iridium(III) 
complexes used as triplet emitters in phosphorescent OLEDs. Benchmark calculations are 
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performed for facial and meridional isomers of homoleptic Ir compounds and the results 
are compared to the available experimental data in order to develop an understanding of 
the influence of ligand chemical structure and orientation (facial vs. meridional) on 
emission characteristics. The impact of electroactive substituents attached to 
cyclometalated and ancillary ligands of the heteroleptic Ir complexes are examined in 
detail to understand the role of ligand modification on emission properties such as 
emission maximum, quantum efficiency, and shape of spectrum. The effect of solvent on 






The charge-transport parameters (site energies and transfer integrals) investigated 
in our work have generally been calculated at the Density Functional Theory (DFT) level 
using the generalized gradient approximation (GGA) and Perdew-Wang functional 
(PW91)
92
 in combination with the triple-ζ plus polarization (TZP) basis set, as 
implemented in the Amsterdam Density Functional (ADF) program package.
93
 This 
method has proven to give reliable transfer integrals for oligoacenes, and therefore can 
serve as a basis for our charge-transport calculations on these and related compounds.
94
 
Calculations have also been carried out with the semiempirical Intermediate Neglect of 
Differential Overlap (INDO) technique developed by Zerner and co-workers;
95
 the focus 
there was to consider the energetic splitting of the HOMO and LUMO levels in systems 
consisting of two adjacent molecules. It is important to note that several earlier 




The geometries of the neutral, cationic, and anionic states of the molecules under 
study have been optimized at the DFT level by using the Becke-three-parameter-Lee-
Yang-Parr (B3LYP)
96
 hybrid density functional along with the 6-31G(d,p) basis set as 
implemented in the Gaussian 98 and Gaussian 03 program packages.
97,98
 It was shown 
that the B3LYP functional gives the best description of geometries upon ionization in 
oligoacenes.
99,100
 The spin-unrestricted formalism was used for the ionic states. Harmonic 
frequencies were computed at the same level of theory in order to identify the stationary 
points as minima (with all real frequencies). Single-point calculations were performed at 
the optimized neutral and ionic geometries using the same functional and basis set.  
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The ionization energies were calculated from the ∆SCF procedure where the first 
ionization potential (IP) is obtained from the energy difference between the neutral 
molecule and its cation both in the ground-state geometry of the neutral species (vertical 
ionization potential, VIP), or as the energy difference between the neutral and cation in 
their most stable geometries (adiabatic ionization potential, AIP).
101
 The electron affinity 
(EA) was calculated according to the same ∆SCF procedure where VEA is defined as the 
energy difference between the neutral molecule and its anion both in the optimized 
ground state of the neutral species, and AEA is defined as the energy difference between 
the anion and neutral molecule in their respective most stable geometries.
84
      
The intramolecular reorganization energy, 𝜆, for a self-exchange ET reaction 
consists of two terms related to the geometry relaxation energies upon going from the 






+ 𝜆rel                                
 2                                      (2.1) 
                                                 




, were calculated directly from the 
adiabatic potential energy surfaces (PESs) illustrated in Figure 2.1 for the neutral and 




=  𝐸(1) 𝑀 −  𝐸 0  𝑀                                                 (2.2) 
     
𝜆rel
(2)
=  𝐸(1) 𝑀• −  𝐸 0  𝑀•                                              (2.3) 
                                
In Equations 2.2 and 2.3, 𝐸(0)(𝑀) and 𝐸 0  𝑀•  are the ground-state energy of the 
neutral state and the energy of the charged molecular state, respectively. 𝐸(1) 𝑀  is the 
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energy of the neutral molecule at the optimized ion geometry, and 𝐸(1) 𝑀•  is the energy 
of the ionic state at the optimized neutral geometry.  
 
Figure 2.1 Schematics of the potential energy surfaces (PESs) for the neutral state 0 and 
charged state 1, showing the vertical transitions (dashed lines), the normal mode 





         
The DFT calculations of the metallocene-based systems were performed with the 
B3LYP functional and the Los-Alamos National Laboratory double-ζ (LANL2DZ)
102
 
basis set for ruthenium and the 6-31G* basis set for all other atoms by using the Gaussian 
98 program.
97
 The excitation energies are calculated using the Becke-Perdew (BP)
103,104
 
functional along with the double-ζ (DZ) basis set as implemented in the ADF program 
package.
93
 The relativistic scalar Zero-Order-Relativistic-Approximation (ZORA)
105-109
 is 
used for ruthenium.  
The calculations on the lowest-lying excited singlet and triplet state calculations 






and Hartree-Fock (HF) with Configuration Interaction Singles (CIS)
111
 and CI Singles 
and Doubles (CIS(D)).
112,113




Calculations on the singlet ground state and excited triplet state of the iridium 
complexes were achieved at the DFT/B3LYP level with the 6-31G basis set for the 
ligands and LANL2DZ basis set for iridium using the Gaussian 98 program package.
97
 
For triplet state optimizations, the unrestricted (UB3LYP) formalism was used, whereas 
optimizations in the ground state were performed at the spin-restricted level. On the basis 
of the optimized geometry structures in the ground and excited states, the emission 
properties were calculated with the TD-DFT method.  
In addition, the influence of the solvent (ethanol) on the lowest triplet states of the 
iridium complexes was evaluated using Onsager solvent model.
115
 The solvent 
dependence of the absorption and emission spectra was studied by performing TD-DFT 
calculations on the optimized ground and excited states in combination with the polarized 
continuum model (PCM).
116,117
 This combination of TD-DFT and PCM was used earlier 
by Liu et al. to predict the absorption and emission spectra of iridium complexes.
118
   
The dipole moments (μ) of the lowest lying excited triplet states of the iridium 
complexes were obtained by applying the finite-field (FF) method through TD-DFT 
calculations on the optimized ground states in the presence of a uniform finite electric 
field.
119
 According to the finite-field method, the individual components of μ were 
calculated by using the following equation:  
 
[45{ ( ) ( )} 9{ (2 ) ( 2 )} { (3 ) ( 3 )}]/ 60i i i i i i i iE F E F E F E F E F E F F                 (2.4) 
 
where E is the total energy and F is the applied electric field (i = x, y, z); the minimum 
electric field value Fi is set to 0.001 atomic units (5.15 x 10
6
 V/cm).  
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The phosphorescence matrix elements between the excited triplets and singlet 
ground state of the iridium complexes were calculated from the residues of the quadratic 
response (QR) functions, as implemented in the DALTON program.
120
 The 
phosphorescence radiative lifetime (rp) from the three sublevels of the lowest triplet state 
(corresponding to three spin projections, ms = 0, 1) was evaluated at the S0 and T1 
optimized geometries. The radiative lifetime of the triplet state in the high-temperature 
limit, i.e., when spin relaxation equalizes sublevel population before emission, was 






















EFFECT OF ELECTRONIC POLARIZATION ON CHARGE-




A detailed understanding of the charge-transport processes in molecular organic 
semiconductors is a key element in the development of new generations of 
(opto)electronic devices, since charge transport is a critical component of device 
performance. The challenge for theory is to explain how chemical composition, 
geometric structure, and molecular packing influence the transport properties. Although 
there is now some understanding of how some of these parameters affect charge-transport 
rates in organic thin films or crystal, there still remain fundamental questions concerning 
the impact of structural factors important in charge-transport processes, and their 
dependence on supramolecular architecture.  
The relationship between the charge-transport properties and geometric structure 
can be understood by starting from the electronic Hamiltonian in a simple tight binding 
approximation: 
 
𝐻 =  𝑚𝑎𝑚
+ 𝑎𝑚 +  𝑡𝑚𝑛 𝑎𝑚
+ 𝑎𝑛
𝑚≠𝑛𝑚
                                  (3.1) 
 
where 𝑎𝑚
+  and 𝑎𝑚  are the creation and annihilation operators, respectively. For an 
electron on molecular site 𝑚, 𝑚  is the electron site energy, and 𝑡𝑚𝑛  is the transfer 
integral (electronic coupling to site n). Whether a band-like or hopping transport 
mechanism is operative, the charge-transport properties depend on both parameters. 
These are simply obtained from the following equations: 
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𝑚 =  𝑚 (𝑟 − 𝑅𝑚 ) 𝐻 𝑚 (𝑟 − 𝑅𝑚 )                                       (3.2) 
 
𝑡𝑚𝑛 =  𝑚 (𝑟 − 𝑅𝑚 ) 𝐻 𝑛(𝑟 − 𝑅𝑛)                                      (3.3) 
 
where vector 𝑅𝑚(𝑛) indicates the position of site m (n). In equations 3.1 to 3.3, a single 
localized molecular orbital  has been considered on each site and corresponds to the 
HOMO or LUMO for hole and electron transport, respectively. It is important to 
emphasize that orbitals 
𝑚(𝑛)
 in the above equations are assumed to be orthogonal; 
however, this is usually not the case for HOMOs or LUMOs located on adjacent sites (or 
molecules). We will show in the next section how 𝑚  and 𝑡𝑚𝑛  transform when going 




 correspond to the 
wavefunctions of two charge-localized states (diabatic states), i.e., the states obtained in 
the hypothetical absence of any coupling between the molecular units. The determination 
of the diabatic states is in general very challenging; as a result, it is customary to rely on a 




, that can be directly assessed by means of 
quantum-chemical calculations 
 The transfer integral is determined by the intermolecular overlap of the electronic 
wavefunctions and depends in a subtle way on the intermolecular distance and 
orientation. As a result, the transfer integrals can be strongly modulated by lattice 
phonons (vibrations), a phenomenon referred to as nonlocal coupling; the nonlocal 
electron-phonon coupling is the major interaction taken into account in Peierls-type 
models.
121
 On the other hand, the site energy is affected by the polarization of the 
environment and by (intramolecular) vibrations. The electron–vibration coupling that 
leads to overall modulations of the site energy is known as local coupling, which is the 
key interaction considered in Holstein‟s molecular polaron model.
122,123
 In organic 
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molecular crystals, both local and nonlocal electron-phonon interactions impact the 
carrier mobilities. 
 A number of computational methods have been proposed and applied to obtain 
estimates of the transfer integrals. The most simple approach, which has been widely 
used,
30,35,45,124-126
 relies on the consideration of the energy splittings obtained in a system 
composed of two molecules (two monomers), a method usually referred to as the 
“energy-splitting in dimer” (ESD) model. It is based on the realization that, at the 
transition point, where the excess charge is equally delocalized over both sites 
(symmetric dimer), the energy difference E2 – E1 between the adiabatic states 1 and 2 
corresponds to 2𝑡𝑚𝑛  (see Figure 3.1); as a result 𝑡𝑚𝑛  = (E2 – E1)/2. Strictly, the method 
requires the use of the geometry at the transition state (i.e., at the avoided crossing point) 
of the charged dimer. In practice, the calculations are simplified by either considering the 
geometry of the neutral dimer or the geometry obtained as the average over the neutral 
and ionic nuclear coordinates of the monomers.  
 
 
Figure 3.1 Schematics of the adiabatic potential energy curves for a symmetric electron 









Another approximation is to consider the one-electron orbitals instead of the total 
adiabatic electronic wavefunctions, in the context of Koopmans‟ theorem (KT).
127
  
According to KT, the transfer integrals are estimated as half the splitting of the HOMO 
levels (for holes) and LUMO levels (for electrons) induced by the interaction of 





                                                    (3.4) 
 
where 𝜖L [H] and 𝜖L+1 [H−1] are the energies of the LUMO and LUMO+1 [HOMO and 
HOMO-1] levels taken from the closed-shell configuration of the neutral dimer.  Because 
of its simplicity, the KT-ESD approach is currently the most frequently used method for 
the estimation of the transfer integrals in organic semiconductors.  
The electronic coupling matrix element between excited state and charge-transfer 
state can also be calculated from the energy and intensity of the appropriate charge-
transfer transition. An expression to estimate the transfer integrals in this way is based on 
the two-state generalized Mulliken-Hush (GMH) model, where 𝑡𝑚𝑛  is obtained as: 
 
𝑡𝑚𝑛 =  
𝑀𝑎𝑏 ∆𝐸𝑎𝑏
 (∆𝜇𝑎𝑏 )
2 + 4(𝑀𝑎𝑏 )
2
                                            (3.5) 
 
Here, ∆𝜇𝑎𝑏  and 𝑀𝑎𝑏  are the change in permanent dipole moment and the transition dipole 
moment, respectively, between the adiabatic states associated with the considered 
diabatic states; ∆𝐸𝑎𝑏  is the free energy difference between these adiabatic states.  
Another method of calculating the electron transfer coupling elements is based on 
the use of the constrained DFT method.
128
 The basic idea of constrained DFT is to find an 
effective external potential [the constraining potential 𝑉𝑐𝑤𝑐(𝑟)] to add to the Hamiltonian 
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so that the resulting ground-state density satisfies some specific density constraint, i.e., 
 𝑤𝑐  𝑟 𝜌𝑐 𝑟 𝑑𝑟 = 𝑁𝑐 , where 𝑤𝑐(𝑟) is the operator that defines the property of interest. 
The constraint can be a local charge or spin configuration, for instance, a charge-
separated state D
+
A‾ or a broken-symmetry singlet B(↑) – B(↓). In order to study ET 
reactions by constrained DFT, different states with the electron localized on either the 
donor or the acceptor are explicitly constructed with appropriate constraints (e.g., D
+
A‾ 
or DA), and those constrained states can be regarded as the diabatic states. It then 
calculates adiabatic quantities based on the diabatic states. The electronic coupling matrix 
element is calculated from the energy differences between diabatic states of constrained 
DFT and the adiabatic ground state of unconstrained DFT. If the diabatic states are 
assumed to be orthogonal, the electronic coupling matrix element is given by: 
 
 𝑡𝑚𝑛  =   𝐸 − 𝐸𝐷  𝐸 − 𝐸𝐴                                               (3.6) 
 
where 𝐸𝐷 and 𝐸𝐴 are the constrained DFT energies. 
As an example, the diabatic and adiabatic energy curves along the reaction 
pathway for intervalence ET in the tetrathiafulvalene-diquinone (Q-TTF-Q, Figure 3.2) 
anion are shown in Figure 3.3. While the unconstrained DFT curve has no reaction 
barrier (which disagrees with experimental results), the generated adiabatic ground-state 
curve constructed from the diabatic curves and constrained DFT Hab values shows a 
barrier between the reactant and product states, successfully predicting Q-TTF-Q anion to 




Figure 3.2 Chemical structure of the tetrathiafulvalene diquinone (Q-TTF-Q). 
 
 
Figure 3.3 Potential energy curves of the Q-TTF-Q anion. Red solid lines: diabatic 
energies from constrained DFT. Green dashed lines: adiabatic energies from constrained 
DFT. Blue dotted line: unconstrained DFT energies. The inset has the diabatic and 
adiabatic curves at a different scale. Figure adapted from Ref. 128. 
 
In our work, we have developed a generalized methodology in which we 
considered the entire dimer Hamiltonian in combination with a basis orthogonalization 
procedure to evaluate the electronic coupling. Unlike the “energy splitting in dimer” 
method, such a methodology is applicable to asymmetric situations, i.e., when the 
interacting molecules are not equivalent by symmetry. 
 34 
Basis Orthogonalization Method 
As we mentioned above, the ESD method provides a simple and often reliable 
way to estimate the transfer integrals. However, the application of this simple approach 
can sometimes fail, even in molecular crystals with weak van der Waals intermolecular 
interactions, due to the considerable (but often ignored) impact of polarization effects, 
mainly on the site energies. For instance, the authors of Ref. 126 examined the evolution 
of the orbital splitting as a function of tilt angle (where one molecule is tilted about the 
longitudinal molecular axis relative to the other) for a series of oligomers and found that 
at 90°, where the two molecules are perpendicular, the MO splitting reaches a maximum. 
However, this is not a correct way of estimating the transfer integrals. It is commonly 
understood that cofacial configurations (0° tilt angle) lead to the largest electronic 
splitting because of the maximum atomic orbital overlap at this orientation.
85
 The issue in 
Ref. 126 is due to the neglect of the site energy difference between the molecules, 
especially at the face-to-edge configuration. The transfer integrals should be estimated as 
half of E12 only when the site energies are equal. Although the fact that E12 can be 
affected by site energies has been previously discussed in the literature, this dependence 
was solely attributed to the chemical or geometric differences between the two 
molecules.
30,124
 We show here that there is another contribution to the site energy 
difference that results from the polarization of the localized electronic states by 
intermolecular interactions.  
Organic molecules in the solid state, due to weak van der Waals interactions, 
maintain their molecular identities to a large extent. This often leads to localization of 
excess charge carriers on individual molecules. The energy of a localized charge carrier 
in a molecular crystal differs from that of the free molecular ion by the apparent 
polarization energy. Historically, the situation has been simplified and polarization 
energy for non-polar aromatic organic molecular crystals is practically determined only 
by charge-induced dipole interactions. Nonpolar organic molecules like polyacenes have 
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no permanent dipole moment but due to the planar structure of the molecules, they have a 
permanent quadrupole moment which increases rapidly with increasing number of 
aromatic rings in the molecule. These inherent quadrupoles cause static classical 
polarization energy as a result of the charge-permanent quadrupole interaction in organic 
solids. In addition to electronic polarization energy terms, there is also a nuclear 
(vibronic) polarization term. At this stage, we emphasize that the polarization in this 
chapter refers to the static polarization term caused by the charge-quadrupole interaction 
of the nonpolar species. 
Following Siebbeles and co-workers,
129
 we define one-electron dimer states in 
terms of localized monomer orbitals. Assuming that the splitting between the HOMO 
(LUMO) levels of the dimer results only from the interaction of the monomer HOMOs 
(LUMOs), the orbital energies of the dimer can be described by the following generalized 
matrix eigenvalue equation: 
 
𝐻𝐶 − 𝐸𝑆𝐶 = 0                                                          (3.7) 
 
where 𝐻 and 𝑆 are the system Hamiltonian and overlap matrices in the basis of 
nonorthogonal monomer orbitals: 
 
𝐻 =  1
𝑡12
𝑡12 2
                                                             (3.8) 
 
𝑆 =  
1 𝑆12
𝑆12 1
                                                             (3.9) 
 
where the matrix elements are defined as: 
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1(2) =  1(2) 𝐻 1(2)                                                   (3.10) 
 
𝑡12 =  1 𝐻 2                                                          (3.11) 
 
𝑆12 =  1 2                                                            (3.12) 
 
In these equations, the monomer orbitals 
1(2)
 are nonorthogonal. However, Equation 3.1 
is valid in an orthogonal basis. An orthonormal basis set that maintains as much as 
possible the initial local character of the monomer orbitals can be obtained from 
1(2)
 by 
means of Löwdin‟s symmetric transformation.
130
 If the basis 
1(2)
 is orthonormalized: 
 
𝑆12 =  1 2 = 𝛿12                                                     (3.13) 
 
one gets a “standard” matrix eigenvalue equation: 
 
𝐻𝑒𝑓𝑓 𝐶 = 𝐸𝐶                                                           (3.14) 
 
with the Hamiltonian defined as: 
 







𝑒𝑓𝑓                                                 (3.15) 
 







 1 + 2 − 2𝑡12𝑆12 ∓  1 − 2  1 − 𝑆12
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1 − 𝑆12








 1 + 2 𝑆12
1 − 𝑆12
2                                                (3.17) 
 




 become identical to 𝑚  and 𝑡𝑚𝑛  (in Equation 3.1). At this 
point, it is important to emphasize that neglecting to apply the orthogonalization 
procedure
39
 leads to 𝑡12  values that can differ from the 𝑡12
𝑒𝑓𝑓
 values by as much as a factor 
of 2.  
As a result, the energetic splitting between the HOMO (LUMO) levels of the 
dimer is given by:  
 










                                      (3.18) 
 
Equation 3.18 indicates that the transfer integral can be estimated as one-half of ∆𝐸12  
when the site energies are equal and the HOMO (LUMO) and HOMO-1 (LUMO+1) 
orbitals of the dimer contain contributions that come exclusively from the monomer 
HOMOs (LUMOs). We also note that when the transfer integral is derived from ∆𝐸12 , it 
is explicitly assumed that an orthogonal localized (diabatic) basis set is used and the 
derived transfer integral should be interpreted as an effective quantity that accounts for 
both 𝑡12  and 𝑆12 . 
 The fact that ∆𝐸12  can be affected by site energies was largely overlooked in the 
literature, especially when dealing with systems formed from identical monomers. The 
common assumption that the site energies of identical monomers are the same is incorrect 
when the monomers are not equivalent. This can be easily understood based on symmetry 




  vanishes only if the matrix 
elements 𝐻11  and 𝐻22, which define the site energies, can be obtained from one another 
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by a symmetry transformation; i.e., the dimer is symmetric. Otherwise, when the 
molecules are not equivalent by symmetry, the molecules polarize each other differently 
and ∆ 12
𝑒𝑓𝑓
 is no longer zero. In this case, as we show in the following examples, the 
energy splitting approach can drastically overestimate the transfer integral.  
Results and Discussion 
As a first example of how 𝑡12
𝑒𝑓𝑓
 and ∆ 12
𝑒𝑓𝑓
 depend on the intermolecular 
parameters, we consider a π-stacked ethylene dimer with a fixed 5.0 Å center-to-center 
distance and in which one monomer is tilted around its longitudinal molecular axis. 
Figure 3.4 illustrates the evolution of  𝑡12
𝑒𝑓𝑓
 and ∆ 12
𝑒𝑓𝑓
 as a function of the tilt angle. As 
seen from Figure 3.4, ∆𝐸12  varies only slightly with the angle and is maximized at the 
face-to-edge configuration. The transfer integral gradually decreases with the tilt angle 
from its maximum value at the cofacial orientation to exactly zero when the system 
reaches the face-to-edge configuration. On the contrary, ∆ 12
𝑒𝑓𝑓
 reveals the opposite trend. 
As a consequence, in the face-to-edge configuration, ∆ 12
𝑒𝑓𝑓
 is the only contribution to the 
energy splitting, ∆𝐸12 . The same qualitative behaviors are observed when considering a 
π-stacked pentacene dimer with a fixed 5.0 Å center-to-center distance and in which one 
monomer is tilted around its longitudinal molecular axis. Evolution of the transfer 
integral and site energy difference as a function of the tilt angle in the pentacene dimer is 
shown in Figure 3.5. As can be seen from Figure 3.5, the transfer integral is nearly zero at 
all orientations. In contrast, ∆ 12
𝑒𝑓𝑓
 increases with the tilt angle reaching its maximum 
value at the face-to-edge configuration. As a result, ∆ 12
𝑒𝑓𝑓
 dictates the evolution of the 
energy splitting, ∆𝐸12 . We note that the largest transfer integral at 90° is presumably due 




Figure 3.4 Evolution of the transfer integral and site energy difference as a function of the 





Figure 3.5 Evolution of the transfer integral and site energy difference as a function of the 





The significant polarization-induced energetic splitting (which results from site 
energy difference) between the HOMO levels in the face-to-edge dimers of these 
nonpolar species should not be surprising. A simple rationalization is that the positively 
charged hydrogens of the edge molecule lower the energy of the mainly π-type HOMO of 
the face molecule. This hypothesis was tested through calculations of orbital energies of 
each ethylene in the dimer where the other molecule was represented by point charges 
derived from the monomer calculation.
131
 The site energies estimated in this way along 
with those derived from the quantum-mechanical (QM) calculations (using Equation 
3.16) of the dimer are compared in Figure 3.6. The site energy of the face molecule 
decreases with the tilt, while the site energy of the edge molecule remains mostly 
constant. Although the values of the site energies computed with the two methods differ 
to some extent, the qualitative behaviors are similar. The good agreement between QM 
and QM/electrostatic results underscores the mainly classical origin of site energy 
difference.  
 
Figure 3.6 Comparison of site energies in the ethylene dimer derived from quantum-
mechanical (QM) and mixed QM/electrostatic calculations. 
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The site energy difference decreases exponentially as the intermolecular 
separation (R) between the two molecules in the dimer increases. For instance, Figure 3.7 
shows the dependence of the site energy difference to R in the ethylene perpendicular 
(face-to-edge) dimer, where the site energy difference vanishes as the two molecules are 




Figure 3.7 Evolution of the site energy difference as a function of the intermolecular 
separation (R) in the ethylene perpendicular dimer. 
 
Additionally, INDO- and DFT-calculated transfer integrals as a function of the tilt 
angle in the ethylene dimer with a fixed intermolecular separation of 5.0 Å are compared 
in Figure 3.8. INDO predicts an evolution of the transfer integrals with the tilt angle, 
similar to the DFT evolution. The transfer integral gradually decreases from its maximum 
value at the cofacial orientation to exactly zero at the face-to-edge configuration. 
However, as Figure 3.8 suggests, INDO underestimates the transfer integrals as compared 





Figure 3.8 Comparison of the INDO- and DFT-calculated transfer integrals (without 
taking into account the sign) as a function of the tilt angle in the ethylene dimer. 
 
In our next example, we have studied the dependence of 𝑡12
𝑒𝑓𝑓
 as a function of the 
center-to-center distance, R. Figure 3.9 compares the charge transfer parameters of the 
pentacene cofacial dimer with that of the tilted dimer as encountered in the pentacene 
crystal. As is evident from Figure 3.9, for all considered distances, the electronic 
coupling derived for a cofacial dimer is larger than that in the tilted dimer. In both cases, 
𝑡12
𝑒𝑓𝑓
 exhibits the same exponential dependence on intermolecular distance. This result is 
not surprising since the electronic coupling is driven by the orbital overlap, which decays 
exponentially with distance regardless of the monomer-monomer orientation. For the 
cofacial dimer, the estimates of 𝑡12
𝑒𝑓𝑓
 based on Equation 3.17 and on the energy splitting 
method are identical. In contrast, in the case of the tilted dimer, the energy splitting 
method overestimates the coupling. In addition, the energy splitting approach in general 
would predict a qualitatively incorrect dependence of 𝑡12
𝑒𝑓𝑓
 on R. This failure is due to the 
fact that for R larger than 5-6 Å, the dimer level energy splitting term is dominated by 
site energy difference; due to its electrostatic nature, this contribution decays with R 
much more slowly than the overlap and, consequently, the transfer integral.  
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Figure 3.9 Evolution of the effective transfer integral as a function of the intermolecular 
center-to-center distance (R) of the cofacial (P) and tilted (T) dimers computed by means 
of Equation 3.17 and dimer energy splitting approach (E12/2). The two approaches are 
equivalent for the cofacial dimer, but differ qualitatively for the tilted dimer. 
 
 
 The evolution of the transfer integral as a function of intermolecular distance in 
pentacene cofacial and tilted dimers was also investigated at the INDO level and similar 
trends have been observed. Transfer integrals decay exponentially with distance, and for 
all considered distances the transfer integral of the cofacial dimer is larger than that of the 
tilted dimer in accordance with the DFT results. 
As mentioned earlier, a recent study of charge transport in a series of 
oligoheterocycle-based molecular systems
126
 presents a significant enhancement of dimer 
energy splitting upon going from the cofacial to the perpendicular orientation. The 
enhancement in the energy splitting upon increase in the tilt angle was explained by the 
increase in overlap (and thus transfer integral) resulting from the reduction of the nearest-
contact intermolecular distance. However, as we show in our next example, the 
enhancement of E12 is due to an increase in the polarization-driven site energy splitting 
and has little to do with the transfer integral. Figure 3.11 shows the evolution of the 
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transfer integral and site energy difference as a function of the tilt angle in 
oligoheterocycles (chemical structures are shown in Figure 3.10) at a fixed intermolecular 
distance of 5.0 Å. As Figure 3.11 suggests, the transfer integral is nearly zero at all 
configurations. On the contrary, the site energy difference gradually increases with the tilt 
angle from its minumum value at the cofacial orientation to its maximum value (~0.6 eV) 
when the system reaches the face-to-edge configuration. Therefore, ∆ 12
𝑒𝑓𝑓
 is the only 
contribution to the energy splitting, ∆𝐸12 . Furthermore, the evolution of the charge 
transfer parameters in oligoheterocycles has been analyzed as a function of the tilt angle 
at fixed intermolecular distances of 6.5 and 8.0 Å. Figure 3.12 shows the evolution of the 
transfer integral and site energy difference for the terthiophene dimer as a function of the 
tilt angle at fixed intermolecular distances of 6.5 and 8.0 Å. At these large intermolecular 
separations, the transfer integral is zero in all orientations. In contrast, ∆ 12
𝑒𝑓𝑓
 increases 
with the tilt angle, reaching its maximum value (~0.3/0.2 eV at 6.5/8.0 Å) at the face-to-
edge configuration. As a result, ∆ 12
𝑒𝑓𝑓
 is the one and only contribution to ∆𝐸12 . We note 
again that the site energy difference decreases at increased intermolecular separations of 
6.5 and 8.0 Å due to the decrease in electrostatic interactions at large distances. 
 
   
(a) (b) (c) 
Figure 3.10 Chemical structures of the oligoheterocycles: (a) terthiophene, (b) terfuran, 
and (c) terpyrrole. 
 
The intermolecular separations considered here yield almost identical trends for 
the computed charge-transport parameters as a function of the heteroatom identity and 
oligomer length. For instance, the same general trends are also observed for the 
 45 
homologues tetraheterocycles. The similarity in charge-transport parameters as a function 
of the heteroatom identity is consistent with the HOMO composition which does not 
include appreciable heteroatom population in these systems. On the other hand, the 
similarity of charge-transport parameters for extended dimensions of oligomers is 
contrary to the known effect of chain length on the intermolecular interactions. At smaller 
separations (3.5-4.0 Å), the intermolecular interactions are found to decrease with 
increasing chain length.
85
 However, the intermolecular separations considered here (>5 
Å) might be too large to capture the dependence of the charge-transport parameters on the 
oligomer length.  
 
 
Figure 3.11 Evolution of the transfer integral and site energy difference as a function of 
the tilt angle for (a) terthiophene, (b) terpyrrole, and (c) terfuran dimers at a fixed 





   
 (a)                                                (b)                                               (c)
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Figure 3.12 Evolution of the transfer integral and site energy difference as a function of 
the tilt angle for terthiophene dimer at a fixed intermolecular distance of 6.5 (left) and 8.0 
Å (right).  
 
Fused Thiophenes 
We now turn our attention to real crystal structures to further illustrate the effect 
of electronic polarization and thus site-energy splitting on the charge-transport 
parameters of organic semiconductors. The systems of interest consist of oligothiophenes 
presenting striking differences in their solid-state properties. Oligothiophenes generally 
pack in the herringbone motif in the solid state, an arrangement that does not optimize π-
π overlap between adjacent molecules. However, it was recently found that moving from 
single-bonded thiophene units toward fully fused thienoacenes changes the packing from 
herringbone to face-to-face π-stacking.
132
 For instance, -linked oligothiophene 
containing fused thiophene units – thieno[3,2-b]thiophene – showed marked differences 
in its solid state packing.
133
 It reveals a nearly planar molecular conformation with a 
packing arrangement consisting of edge-to-face π-stacked dimers (sandwich-herringbone 
packing shown in Figure 3.13). Due to the significant π-π interactions present in the solid 
state of this fused thiophene compound, it is an attractive system to illustrate the 
important effect of polarization-induced site-energy splitting on the charge-transport 






Figure 3.13 Chemical structure (left) and crystal packing (right) of thieno[3,2-
b]thiophene molecule. Note the parallel (dimer 1-2), herringbone (dimer 2-3), and T-
shaped (dimer 1-3) arrangements of the molecules in the crystal (H‟s are not shown for 
clarity purposes).  
 
Table 3.1 gathers the charge-transport parameters for the cofacial and face-to-
edge dimers of the thieno[3,2-b]thiophene extracted from its crystal structure. As it is 
seen from Table 3.1, ∆ 12
𝑒𝑓𝑓
 is zero for the symmetric parallel dimer 1-2, and therefore the 
transfer integral is equal to the half of the energy splitting, ∆𝐸12 . In the case of the 
herringbone and T-shaped dimers (2-3 and 1-3, respectively), the monomers are no 
longer equivalent by symmetry and polarize each other differently, resulting in a 
significant site-energy difference. In this case, using the energy splitting in dimer 
approach will give incorrect estimates of transfer integrals due to the neglect of this large 
site energy difference between the molecules. For the herringbone dimer 2-3, the transfer 
integral calculated using Equation 3.17 is very small (9/7 meV for holes/electrons). This 
is due to the weak intermolecular π-π interactions, which are critical factors in the 
determination of the transfer integrals. On the other hand, in this face-to-edge 
configuration, the electronic polarization caused by the edge molecule on the face 
molecule causes a very large site energy difference. This large site energy difference is 
the major contribution to the dimer level energy splitting at this configuration. In the case 
of T-shaped dimer 1-3, the transfer integral is several times larger than that of the 
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herringbone dimer 2-3 due to an increase in π-orbital overlap and interaction between the 
two molecules. For instance, the closest intermolecular S-S distance of 4.5 Å in the 
herringbone dimer decreases to 3.7 Å in the T-shaped dimer causing enhanced 
intermolecular interactions. Furthermore, the effect of electronic polarization is more 
pronounced in the T-shaped dimer 1-3 as compared to the herringbone dimer 2-3 as a 
result of the increased electrostatic interactions in this configuration. This gives rise to a 
very large site-energy difference and thus very large dimer energy splitting for the T-
shaped dimer. As a conclusion, this example illustrates the importance of the site-energy 
difference on the dimer level energy splitting. The enhancement of ∆𝐸𝑖𝑗  in the face-to-
edge (herringbone) configuration is due to the polarization-driven site energy difference, 
and has little to do with the transfer integral. 
 
Table 3.1 DFT/PW91 calculated charge transfer integrals and energy splitting (in meV) 





  ∆ 𝑖𝑗
𝑒𝑓𝑓
 ∆𝐸𝑖𝑗  
 Holes   
1-2 -85 0 170 
2-3 9 333 334 
1-3 53 482 493 
 Electrons   
1-2 -92 0 184 
2-3 -7 349 349 
1-3 -67 471 490 
aRefer to Figure 3.13 for the labeling of the molecules. 
Oligoacenes and Derivatives 
In this section, we examine the electronic coupling between the nearest neighbor 
molecular pairs of the four crystalline oligoacenes (naphthalene, anthracene, tetracene, 
and pentacene) and rubrene (a tetraphenyl derivative of tetracene) in the framework of 
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the methodology discussed above. Oligoacenes, in particular tetracene, pentacene and 
derivatives, are currently of high interest due to their large intrinsic mobilities
134-136
 and 
have been used in the field of organic semiconductors as test systems for charge-transport 
theories. They generally present the herringbone motif in the solid state. For instance, 
Figure 3.14 illustrates the herringbone packing of crystalline pentacene and rubrene 
within the ab layer. In the case of pentacene (and tetracene), there are two inequivalent 
molecules within the layers (labeled as 1 and 3 in Figure 3.14), which have slightly 
different geometries. This leads to a significant site energy difference between the two 
molecules. 
 








 b C 
b
   
Naphthalene 8.10 5.95 8.65 90.00 124.40 90.00 
Anthracene 8.41 5.99 11.10 90.00 125.29 90.00 
Tetracene 6.06 7.84 13.01 77.13 72.12 85.79 
Pentacene 6.28 7.71 14.44 76.75 88.01 84.52 
Rubrene 7.18 14.43 26.90 90.00 90.00 90.00 





Figure 3.14 Illustration of the crystal packing of pentacene (left) and rubrene (right) 
within the ab layer. The short-axis and long-axis displacements along the π-stacks in the 
a- direction are also indicated. The labeling of the molecules used in the calculations of 
the transfer integrals is shown on the left. 
 
Here, we have computed the transfer integrals for holes and electrons for dimers 
extracted from the crystal structure along various crystallographic axes (Table 3.2). The 
results are summarized in Table 3.3 (we note that the INDO results are generally similar 
to the DFT values). As seen from Table 3.3, significant intermolecular interactions occur 
along the diagonal directions within the ab-plane (dimers 1-3 and 2-3, in Figure 3.14) and 
short crystal axis (for naphthalene and anthracene along the b-direction; for tetracene, 
pentacene and rubrene along the a-direction). There is simply no interaction between the 
molecules located in adjacent layers (i.e., along the c-axis). These results are in 
agreement with previous calculations for oligoacene crystals
30,124
 and mobility 
measurements, suggesting two-dimensional transport in oligoacene crystals.
140,141
 
Furthermore, the evolution of the extent of transfer integrals with respect to the size of 
oligoacenes, from two rings in naphthalene to five rings in pentacene, indicates that the 
size of the conjugated π-system and the structure of the crystal are both important factors 
in determining the strength of the interactions. For example, as Table 3.3 indicates, the 
intermolecular interactions increase as the chain size of the molecule increases such that 
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the largest hole transfer integrals of 83 and 85 meV are obtained along the a-direction of 
rubrene and the diagonal direction of pentacene, respectively. 
Table 3.3 DFT/PW91 calculated charge transfer integrals (in meV) in oligoacenes.
a
 
 Dimers  Naphthalene Anthracene Tetracene Pentacene Rubrene 
   Holes     
 1-2 (a-axis)
b
  0 0 -4/16 37/34 83 
 1-4 (b-axis)  -35 -44 0 0 0 
 1-3 (ab-plane)
c
  -8 -23 -23 -51 15 
 2-3 (ab-plane)
c
  -8 -23 70 85 15 
 c-axis
d
  0 -1 0 0 0 
   Electrons     
 1-2 (a-axis)
b
  0 1 -13/-32 -45/-43 -41 
 1-4 (b-axis)  14 33 -1 -1 0 
 1-3 (ab-plane)
c
  -38 -61 -65 -82 -7 
 2-3 (ab-plane)
c
  -38 -61 64 81 -7 
 c-axis
d
  1 -4 0 0 0 
aThe crystal direction along which the coupling takes place is also indicated between parentheses. 
bDue to the presence of two geometrically inequivalent molecules in the unit cell of tetracene and 
pentacene, two different electronic coupling values are obtained along the a-axis. 
cThe coupling here corresponds to the diagonal directions within the ab-plane. 
dNearest-neighbor pair along the c-direction. 
 
 
The transfer integrals tabulated in Table 3.3 are calculated according to the basis 
orthogonalization procedure (Equation 3.17) by taking into account the spatial overlap 
and site energy difference of the molecules forming the dimer system. It is important to 
note that the application of the energy splitting in dimer approach to estimate the transfer 
integrals along the diagonal directions within the ab-plane would result in significant 
errors. For instance, in the case of pentacene, the hole transfer integrals estimated from 
the energy splitting in the dimer are 310 and 339 meV for dimers 1-3 and 2-3 (along the 
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diagonal directions), respectively.  These values are several times larger than the ones 
calculated according to Equation 3.17 (51 and 85 meV). The difference is due to the 
neglect of the spatial overlap and site energy difference between the molecules forming 
the dimers. Similar consequences of this phenomenon are also observed in recent 
pentacene calculations where the bandwidth obtained with the overlap neglected is ca. 
1.5 times larger than that obtained with the overlap and site energy taken into account.
142
 
Compared to pentacene (or tetracene), rubrene has bulky side groups resulting in 
a larger offset and greater separation of the molecular units (see Figure 3.14). The long 
molecular axes all come out of the ab-plane in pentacene (or tetracene) while, in rubrene, 
they are embedded in that plane due to these bulky side groups. As a consequence, the 
long molecular axes of adjacent molecules along the diagonal (herringbone) directions 
are parallel in pentacene, while they are almost perpendicular in rubrene. This explains 
the smaller transfer integrals along the diagonal directions in rubrene. The largest transfer 
integrals of rubrene are calculated along the crystal a-direction, where the molecules are 
found to form π-stacks with an intermolecular separation of 3.74 Å. While this distance is 
larger than the typical π-stacking distances (recall that electronic coupling depends 
exponentially on the intermolecular distance, as illustrated in Figure 3.9), a striking 
feature is that there are no short-axis displacements along the a-direction in rubrene. On 
the other hand, the bulky phenyl side groups cause a very large sliding of 6.13 Å along 
the long molecular axis. Such long-axis displacements are known to reduce the electronic 
coupling between adjacent molecules. However, in the case of rubrene, this large long-
axis sliding coincides with extrema in the evolution of the transfer integrals upon sliding. 
This trend is illustrated in Figure 3.15 where the calculated transfer integral reaches a 
near-maximum for holes at a displacement of 6.13 Å observed in the rubrene single 
crystal. Such subtleties suggest that lateral displacements are key considerations in 




Figure 3.15 Evolution of the transfer integral as a function of the displacement for the 
core tetracene units of rubrene at the intermolecular spacing seen in the crystal 
arrangement.
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 Figure adapted from Ref. 35. 
 
 
 Lastly, the case of rubrene illustrates how the careful study of materials with 
similar functionality, but different molecular packing characteristics, reveals variations of 
electronic interactions in the crystal. For instance, as shown in Figure 3.14, the 
orientation of rubrene molecules is quite different along each crystal axis, suggesting 
anisotropic electronic behavior. This is indeed seen in the anisotropy of the calculated 
transfer integrals for holes and electrons such that smaller transfer integrals are found 
along the diagonal direction rather than the a-direction, in agreement with the 
experimental findings that show a strong anisotropy of the mobility within the 








As we have mentioned earlier, the carrier mobility is affected by various factors, 
including structural properties such as solid-state packing and thin-film morphology. For 
instance, it was shown that pentacene, one of the most studied and promising organic 
semiconductors, crystallizes in different phases depending on growth conditions and film 
thickness.
139,143,144
 At least four pentacene crystalline polymorphs have been reported in 
the literature.
143
 Recent studies on pentacene monolayers
145
 indicate that this variety is 
even larger. The electronic, optical, and transport properties of different morphologies, 









 B c 
b
   
I 6.28 7.71 14.44 76.75 88.01 84.52 
II 6.26 7.79 14.51 76.65 87.50 84.61 
III 6.27 7.78 14.53 76.47 87.68 84.68 
IV 6.24 7.64 14.33 76.98 88.14 84.42 
a Units in Å. b Units in deg.  
As a result, we considered interesting to perform a structure-property study on the 
four pentacene polymorphs to illustrate the impact of morphology on the transport 
parameters. The pentacene polymorphs investigated here all pack in a herringbone 
fashion within the ab-plane. We calculated the charge transfer integrals for the nearest 
neighbor molecular pairs extracted from the crystal structure (Table 3.4). As can be seen 
from Table 3.5, the transfer integrals practically coincide for all polymorphs suggesting 









  I II III IV 
   Holes    
 1-2 (a-axis)  34 34 31 36 
 1-4 (b-axis)  0 0 0 0 
 1-3 (ab-plane)
b
  -51 -45 -46 -54 
 2-3 (ab-plane)
b
  85 77 79 91 
   Electrons    
 1-2 (a-axis)  -43 -46 -39 -45 
 1-4 (b-axis)  -1 -1 -1 -1 
 1-3 (ab-plane)
b
  -82 -75 -78 -88 
 2-3 (ab-plane)
b
  81 77 -76 86 
aThe labeling of the molecules is shown in Figure 3.14. 
bThe coupling here corresponds to the diagonal directions within the ab-plane.  
Cluster Approach vs. Dimer Approach 
It is clear that the parameters obtained from dimer calculations might be of 
limited usefulness for explaining charge transfer in larger systems, such as thin films or 
crystals, because the polarization in the dimer might not reflect the polarization in the 
larger structure. The straightforward way to describe larger structures is to use the 
Hamiltonian of the full (infinite) system. Such a Hamiltonian, however, can only be 
computed for a periodic system. We thus approximate the full system by a small subset 
𝑀. In this case, Equations 3.10 and 3.11 become: 
 
1(2) =  1(2) 𝐻𝑀 1(2)                                                    (3.19) 
 
𝑡12 =  1 𝐻𝑀 2                                                          (3.20) 
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For a reliable description of the local electrostatic fields when computing the site energies 
and the transfer integral between two given sites (1 and 2), the subset 𝑀 must include the 
sites of interest as well as at least all nearest neighbors.  
 
 
Figure 3.16 The 10-monomer fragment of a pentacene crystal used to mimic the actual 
crystal environment of molecules 1 and 2. 
 
 As an illustration, we examined polarization effects in a two-dimensional layer 
found in the pentacene crystal.
139
 This structure contains two molecules per “unit cell”, 
labeled 1 and 2. Polarization-driven site energy splitting is therefore expected. The 10-
monomer fragment, shown in Figure 3.16, was chosen as a suitable approximation to the 
full crystal environment of molecules 1 and 2. The target molecules 1 and 2 in this cluster 
have four nearest neighbors, thus each of them experiences four face-to-edge interactions. 
These interactions should result in a significant site-energy splitting in dimers. For all 
four interactions, the dimer splittings ( ∆ 12
𝑒𝑓𝑓
) are 0.385 eV, within 1 meV of each other. 
The important consequence of this is a near complete cancellation of the polarization 
effects of the four face-to-edge interactions giving a net result of  ∆ 12
𝑒𝑓𝑓
= 0.034 eV 
between molecules 1 and 2, which is an order of magnitude smaller than that in the 











molecules are nearly identical in the pentacene crystal. The transfer integrals calculated 
for the isolated and embedded dimers practically coincide. 
 Our results suggest that, depending on the exact topology, the site-energy 
difference obtained for an isolated dimer can build up or cancel in the crystal. Thus, any 
deformation of the crystal could significantly affect both the transfer integral and site-
energy difference. This aspect should be properly taken into account in any modeling of 
the charge-transport properties. 
Basis Set Effects 
In this section, we investigate the dependence of the charge-transport parameters 
(site energies and transfer integrals) on the level of theory (such as INDO and DFT) and 
various basis sets. The motivation has come from the search of a starting point to 
theoretically evaluate the transport properties of organic molecular materials.  
To start with, we compare the performance of INDO with that of DFT in 
estimating charge transfer integrals. We have already shown that both methods predict 
similar variations of intermolecular charge-transfer integrals as a function of the tilt angle 
(see Figure 3.8). Here, we further illustrate these variations with the example of a 
pentacene cofacial dimer where the transfer integrals are evaluated as a function of 
intermolecular center-to-center distance. As seen from Figure 3.17, INDO and DFT 
predict similar trends for the evolution of the transfer integrals as a function of the 
intermolecular center-to-center distance. The exponential dependence of the transfer 
integrals on intermolecular separation is verified by both methods. However, it is 
important to emphasize that although INDO predicts similar variations of transfer 
integrals with molecular parameters such as twist angles or molecular separations, the 
values obtained from INDO do not match those obtained from DFT. 
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Figure 3.17 Evolution of the INDO- and DFT-calculated transfer integrals for hole (left) 
and electron (right) transport in the pentacene cofacial dimer as a function of the 
intermolecular center-to-center distance (R). 
 
Furthermore, we investigated the basis set dependence of the charge-transport 
parameters in ethylene and pentacene cofacial and perpendicular dimers. The 
perpendicular dimers are good model systems to illustrate the dependence of the site 
energy on the basis set choice. Table 3.6 summarizes the charge-transport parameters 
calculated at various level of theory for a perpendicular pentacene dimer with a fixed 
intermolecular separation of 5.0 Å. One striking result is that the orbital energy splitting 
and site energy difference depend significantly on the computational method used. The 
energy values can vary by as much as a factor of 2 with different basis sets. However, 
importantly, regardless of these variations in site energies or dimer orbital splittings, 
transfer integrals do not show any considerable variation with the method used. Transfer 
integrals calculated by using small basis sets, e.g., TZP, or very large basis sets, e.g., ET-
pVQZ, turned out to be similar. At this point, it is important to stress that these results 
validate the use of TZP basis set throughout this work.  
Holes Electrons
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Table 3.6 DFT calculated charge-transport parameters
a
 (in meV) in pentacene 
perpendicular model dimer at various levels of theory. 





PW91/DZ 622 600 -82 
PW91/DZP 635 610 -85 
PW91/TZP 937 919 -87 
PW91/TZ2P 867 847 -87 
BLYP/TZP 930 912 -89 
BLYP/ET-pVQZ 576 546 -88 
aCharge-transport parameters of holes only are shown.  
 
It is interesting to note that a previous basis set dependence study of 
intermolecular charge transfer integrals has suggested that the transfer integrals are 
sensitive to the basis sets used. In addition, the dependence of transfer integrals on the 
level of theory (such as as INDO, DFT, HF, or post-HF) was found to be very 
significant.
94
 Actually, these conclusions come from the application of the dimer 
approach where the transfer integrals are estimated from the splitting of the dimer orbital 
energy levels. As we have shown above, the dimer energy splitting is very sensitive to the 
level of theory. Therefore, it is not surprising to find significant basis set dependence of 
transfer integrals upon application of the dimer approach. 
Conclusions 
Our key finding is that failure to account for polarization effects can impact the 
computed charge-transport parameters of even nonpolar materials, e.g., pentacene, in a 
dramatic fashion. Since the polarization effect in these systems is largely electrostatic in 
nature, it can change dramatically upon transition from a dimer to an extended system. In 
ethylene and pentacene dimers, polarization is the greatest contributor to the site-energy 
splitting in the “face-to-edge” structures. Such face-to-edge interactions are present in the 
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herringbone-type motifs commonly found in organic materials of interest such as 
oligoacenes or oligothiophenes. To describe the electronic structure of such materials, the 
effective one-particle Hamiltonian must explicitly take into account the polarization 
effects. We here presented a straightforward method to include these effects in a tight-
binding Hamiltonian. Similar examples of significant polarization effects on site energies 
are likely to occur in other materials.
129
 
Our results also indicate that the energy splitting between the dimer HOMO and 
HOMO-1 levels could contain a significant contribution from the polarization-induced 
site-energy difference, even in the case of chemically identical (but symmetry-distinct) 
monomers (e.g., a tilted dimer). In this case, as we have shown for ethylene and 
pentacene dimers, the dimer energy splitting approach significantly overestimates the 
transfer integral. We have also shown that the problems arising from the energy splitting 
approach can be avoided by computing the transfer integrals directly in terms of the 
properly orthogonalized monomer orbitals (Equation 3.17). Our calculations indicate that 
the transfer integrals calculated in this way for isolated dimers and for dimers embedded 
in a crystal environment practically coincide. In contrast to the evolution of the site 
energy difference, the polarization effects have little impact on the transfer integrals. 
Finally, as we illustrated with several examples, the magnitude of the transfer 
integrals depend strongly on the intermolecular overlap of electronic wavefunctions, 
which is extremely sensitive to the intermolecular packing geometry and intermolecular 
distance in the crystal. The exponential distance dependence of the transfer integrals is 
verified by both semiempirical INDO and DFT methods. The calculated effective transfer 




CHARGE-TRANSPORT PARAMETERS OF TETRACENE 
DERIVATIVES AND FUSED HETEROCYCLIC OLIGOMERS 
 
In this chapter, we discuss the charge-transport properties of two classes of 
molecules for OFET applications. The first set of molecules includes alkyl or alkoxy-
substituted partially fluorinated tetracene derivatives that show significant π-stacking 
motifs in their crystal lattices. The second set consists of extended versions of fused 
thiophene-pyrrole oligomers. In contrast to tetracene derivatives, the crystal structures of 
these fused thiophene-pyrrole systems are not available. However, as we showed in the 
previous chapter, there is evidence from the crystal structures of fused thiophene 
compounds that fused-ring oligomers tend to form π-stacking arrangements. 
Charge-Transport Parameters of Functionalized Tetracenes 
As we mentioned earlier, oligoacenes such as tetracene and pentacene derivatives 
are appealing as active components in (opto)electronic devices due to their high 
mobilities.
28,145,148
 For instance, the hole mobility in pentacene is consistently measured 




 Unfortunately, pentacene lacks oxidative stability and 
solubility.
149
 In addition, its herringbone packing in the solid state limits molecular orbital 
overlap between adjacent molecules, limiting charge transport. Therefore, many attempts 
have been made to improve the solubility and stability of pentacene as well as to design 
oligoacene derivatives with enhanced carrier mobilities by avoiding the herringbone 
motif in the solid state.  For instance, Anthony and co-workers synthesized soluble and 
oxidatively stable pentacene derivatives through functionalization with bulky 
triisopropylsilylethynyl groups (TIPS pentacene).
56
 In addition to soluble and stable 
functionalized pentacenes, they functionalized higher acenes such as hexacene and 
heptacene by applying the silylethynylation method and achieved control over crystal 
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packing and thus the electronic properties of the crystals.
57
 Similarly, silylethynyl-
functionalized fused acenedithiophenes showed increased solubility and stability as well 
as improved solid-state ordering.
58
 Janzen et al. avoided the herringbone motif in 
oligothiophenes by substitution via quinodimethane and introduced π-stacking in 
oligothiophenes to get high carrier mobility in devices.
150
 More recently, Swager et al. 
synthesized soluble and π-stacking tetracene derivatives.
61
 They introduced long 
alkyl/alkoxy chains to tetracene in order to impart solubility and applied partial 
fluorination to overcome the herringbone packing in the solid state. It is also known that 
introduction of long alkyl/alkoxy side chains affects the field-effect carrier mobility.
151
  
On the other hand, fluorine has been extensively used to tune the structural and 
electronic properties of organic semiconductors.
59,61,73,152-157
 For instance, it was shown 
that partial fluorination enhances crystallization and stability of soluble anthradithiophene 
semiconductors.
59
 It was also demonstrated that partial fluorination eliminates 
herringbone packing in tetracyclic aromatic compounds and leads to enhanced face-to-
face π-stacking in an alternating manner.
155
 The reason for enhanced π-overlap in 
partially fluorinated compounds is that they tend to stack face-to-face with the electron-
deficient rings facing the electron-rich rings in a head-to-tail fashion. This arene-
perfluoroarene interaction arises from electrostatic attraction between adjacent molecules 
and is seen in a broad range of chemical and biological systems.
158,159
 Partial fluorination 
is also known to affect the interplanar spacing between adjacent molecules in the π-stack. 
For instance, it is well established that silylethynyl-functionalized fluorinated pentacenes 
adopt two-dimensional π-stacked arrangements similar to that of their nonfluorinated 
analogue; in addition, they have smaller intermolecular separation between molecules 
due to the strong interaction between the π-surfaces of the fluorinated and non-fluorinated 
rings.
154
 Furthermore, field-effect mobility in the fluorinated pentacenes scales with the 




was theoretically shown that the electronic coupling and thus the charge-carrier mobility 
strongly depend on the spacing between the aromatic faces of the interacting units.
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The incorporation of both donor and acceptor substituents into the main chain of 
π-stacking tetracene derivatives also induces a strong dipole moment.
61
 Strong dipole-
dipole interactions between neighboring molecules afford π-stacking with short 
intermolecular distances and self-assembly in thin-film transistors.
160
 For instance, end-
functionalization of pentacene with the 1,4-quinone moiety on one side imparts a static 
dipole moment to pentacene and leads to antiparallel cofacial π-stacks with aromatic 
planes that are very closely spaced (<3.25 Å). We note that this π-π separation is even 






FTETa: R = H, R‟ = OC6H13 
FTETb: R = OC6H13, R‟ = H 
FTETc: R = H, R‟ = C8H17 
FTETd: R = C8H17, R‟ = H 
 
        
                TET                                                       FTET 
 
Figure 4.1 General chemical structures of the tetracenes examined in this study with the 
notation used throughout the text: fluorine- and alkyl/alkoxy-functionalized  tetracene 
derivatives (FTETa-d), tetracene (TET), and partially fluorinated tetracene (FTET). 
 
In our work, we investigated the effect of crystal packing on the charge-transport 
parameters of the fluorine- and alkyl/alkoxy-functionalized π-stacking tetracene 
derivatives FTETa-d shown in Figure 4.1. In order to gain a better understanding of the 
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role of partial fluorination and alkyl/alkoxy functionalization, the results of the 
donor/acceptor substituted tetracenes FTETa-d were compared with those of 
unsubstituted tetracene (TET) and partially fluorinated tetracene (FTET). The 
substituents on tetracene affect the solid-state packing and thus the charge carrier 
mobility in these systems. The functionalized molecules stack in a slipped cofacial 
manner. Molecules FTETa, FTETb, and FTETd form antiparallel π-stacks with the 
electron-rich ring (alkyl/alkoxy-substituted ring) facing the electron-poor ring 
(fluorinated ring), highlighting the arene-perfluoroarene interactions in the crystal.  
Furthermore, they pack in an alternating way with two π-stacking distances.  On the other 
hand, FTETc forms parallel π-stacks in its crystal with a single π-stacking distance. 
Alternating π-stacking distances and antiparallel cofacial arrangements are also observed 




The geometry optimizations are carried out by replacing the long alkyl/alkoxy 
groups of tetracene derivatives with methyl/methoxy groups in order to save 
computational time. Selected bond-lengths for the optimized geometries of the isolated 
FTETa-d molecules in their neutral, radical-anion and radical-cation states are collected 
in Tables 4.1-4.6. A good agreement is found between the DFT/B3LYP computed bond 










Table 4.1 DFT/B3LYP calculated bond lengths (in Å) in neutral and ionic states of 
FTETa. 
Bond Neutral Cation Anion 
1 1.427 1.418 1.404 
2 1.364 1.377 1.381 
3 1.429 1.418 1.415 
4 1.391 1.401 1.408 
5 1.409 1.402 1.412 
6 1.411 1.413 1.408 
7 1.389 1.393 1.408 
8 1.445 1.437 1.432 
9 1.369 1.399 1.380 
10 1.431 1.399 1.421 
1‟ 1.339 1.325 1.356 
2‟ 1.345 1.334 1.361 
3‟ 1.084 1.084 1.085 
4‟ 1.366 1.336 1.385 
 
Table 4.2 DFT/B3LYP calculated bond lengths (in Å) in neutral and ionic states of 
FTETb. 
Bond Neutral Cation Anion 
1 1.428 1.415 1.406 
2 1.364 1.381 1.380 
3 1.429 1.416 1.415 
4 1.390 1.403 1.407 
5 1.410 1.401 1.412 
6 1.416 1.421 1.410 
7 1.399 1.421 1.412 
8 1.433 1.417 1.421 
9 1.367 1.382 1.384 
10 1.429 1.412 1.412 
1‟ 1.338 1.323 1.354 
2‟ 1.345 1.332 1.360 
3‟ 1.380 1.351 1.399 
4‟ 1.084 1.083 1.085 
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Table 4.3 DFT/B3LYP calculated bond lengths (in Å) in neutral and ionic states of 
FTETc. 
Bond Neutral Cation Anion 
1 1.428 1.413 1.406 
2 1.364 1.383 1.380 
3 1.429 1.416 1.415 
4 1.391 1.404 1.407 
5 1.409 1.403 1.412 
6 1.411 1.409 1.408 
7 1.393 1.403 1.411 
8 1.447 1.433 1.433 
9 1.369 1.389 1.385 
10 1.426 1.406 1.409 
1‟ 1.338 1.323 1.355 
2‟ 1.345 1.331 1.361 
3‟ 1.085 1.085 1.086 
4‟ 1.508 1.506 1.509 
 
 
Table 4.4 DFT/B3LYP calculated bond lengths (in Å) in neutral and ionic states of 
FTETd. 
Bond Neutral Cation Anion 
1 1.428 1.415 1.407 
2 1.364 1.382 1.380 
3 1.428 1.415 1.415 
4 1.390 1.401 1.406 
5 1.413 1.407 1.416 
6 1.424 1.424 1.418 
7 1.405 1.425 1.422 
8 1.439 1.421 1.426 
9 1.365 1.381 1.383 
10 1.424 1.408 1.407 
1‟ 1.339 1.323 1.355 
2‟ 1.346 1.332 1.360 
3‟ 1.513 1.507 1.512 





Table 4.5 DFT/B3LYP calculated bond lengths (in Å) in neutral and ionic states of TET. 
Bond Neutral Cation Anion 
1 1.430 1.414 1.412 
2 1.367 1.382 1.385 
3 1.433 1.419 1.422 
4 1.393 1.407 1.409 
5 1.410 1.406 1.410 
6 1.410 1.406 1.410 
7 1.393 1.407 1.409 
8 1.433 1.419 1.422 
9 1.367 1.382 1.385 
10 1.430 1.414 1.412 
1‟ 1.086 1.085 1.088 
2‟ 1.087 1.086 1.089 
3‟ 1.088 1.087 1.089 
4‟ 1.087 1.086 1.089 
 
 
Table 4.6 DFT/B3LYP calculated bond lengths (in Å) in neutral and ionic states of 
FTET. 
Bond Neutral Cation Anion 
1 1.428 1.412 1.406 
2 1.364 1.385 1.380 
3 1.429 1.415 1.416 
4 1.390 1.403 1.407 
5 1.410 1.405 1.412 
6 1.410 1.407 1.407 
7 1.393 1.406 1.410 
8 1.434 1.419 1.422 
9 1.367 1.382 1.384 
10 1.430 1.415 1.412 
1‟ 1.338 1.322 1.355 
2‟ 1.345 1.330 1.361 
3‟ 1.087 1.087 1.089 
4‟ 1.087 1.086 1.089 
 
The geometry modifications occurring upon oxidation and reduction in the 
substituted tetracenes and the parent TET and FTET molecules are listed in Tables 4.7 
and 4.8, respectively. The calculations show that, while most of the geometrical changes 
upon oxidation/reduction of TET take place within the C-C bonds along the whole 
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molecular periphery, in the case of FTETa-d the main geometrical modifications occur 
on the substituted benzene rings. These results parallel the asymmetry in charge 
distribution along the tetracene backbone (and resulting molecular dipole moments, see 
Table 4.9) induced by the incorporation of both electron donating and withdrawing 
substituents onto the parent molecule. FTETa presents the biggest dipole moment in the 
series (about 6.2 D) and also undergoes the most significant structural changes upon 
going from the neutral to the cationic state; the largest C-C bond length evolution is 
around 0.032 Å in FTETa and decreases to 0.029 Å for FTETb and 0.020 Å for FTETc 
and FTETd. 
Upon oxidation, the largest geometrical modifications in FTETa and FTETb 
occur in the C-O bonds (bonds 4‟ and 3‟ for FTETa and FTETb, respectively). On the 
other hand, reduction of FTETa-d brings the largest C-C bond length changes along the 
fluorinated ring; significant geometrical evolution of the C-O bonds (0.019 Å) are also 
observed in the alkoxy side chains of FTETa and FTETb, although less pronounced than 
those observed upon oxidation. The C-F bonds present similar geometric relaxations 
(bonds 1‟ and 2‟) upon oxidation and reduction within the FTETa-d series and in FTET. 
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Table 4.7 DFT/B3LYP calculated bond length changes (in Å) upon oxidation (going from 
the neutral to the cation state) in functionalized tetracenes FTETa-d, TET, and FTET. 
Bonds FTETa FTET b FTETc FTETd TET FTET 
1 -0.009 -0.013 -0.015 -0.013 -0.016 -0.016 
2 0.013 0.017 0.019 0.018 0.015 0.021 
3 -0.011 -0.013 -0.013 -0.013 -0.014 -0.014 
4 0.010 0.013 0.013 0.011 0.014 0.013 
5 -0.007 -0.009 -0.006 -0.006 -0.004 -0.005 
6 0.002 0.005 -0.002 0.000 -0.004 -0.003 
7 0.004 0.022 0.010 0.020 0.014 0.013 
8 -0.008 -0.016 -0.014 -0.018 -0.014 -0.015 
9 0.030 0.015 0.020 0.016 0.015 0.015 
10 -0.032 -0.017 -0.020 -0.016 -0.016 -0.015 
1‟ -0.014 -0.015 -0.015 -0.016 -0.001 -0.016 
2‟ -0.011 -0.013 -0.014 -0.014 -0.001 -0.015 
3‟ 0.000 -0.029 0.000 -0.006 -0.001 0.000 
4‟ -0.030 -0.001 -0.002 0.000 -0.001 -0.001 
 
 
Table 4.8 DFT/B3LYP calculated bond length changes (in Å) upon reduction (going 
from the neutral to the anion state) in functionalized tetracenes FTETa-d, TET, and 
FTET. 
Bonds FTETa FTETb FTETc FTETd TET FTET 
1 -0.023 -0.022 -0.022 -0.021 -0.018 -0.022 
2 0.017 0.016 0.016 0.016 0.018 0.016 
3 -0.014 -0.014 -0.014 -0.013 -0.011 -0.013 
4 0.017 0.017 0.016 0.016 0.016 0.017 
5 0.003 0.002 0.003 0.003 0.000 0.002 
6 -0.003 -0.006 -0.003 -0.006 0.000 -0.003 
7 0.019 0.013 0.018 0.017 0.016 0.017 
8 -0.013 -0.012 -0.014 -0.013 -0.011 -0.012 
9 0.011 0.017 0.016 0.018 0.018 0.017 
10 -0.010 -0.017 -0.017 -0.017 -0.018 -0.018 
1‟ 0.017 0.016 0.017 0.016 0.002 0.017 
2‟ 0.016 0.015 0.016 0.014 0.002 0.016 
3‟ 0.001 0.019 0.001 -0.001 0.001 0.002 






Table 4.9 B3LYP/6-31G(d,p) dipole moments in functionalized tetracenes FTETa-d and 
FTET. 







Energetics of Ionization 
The reorganization energy, λ, measures the strength of the so-called local 
electron-phonon coupling;
62
 the smaller λ, the larger the expected charge mobility. It 
consists of both intra- and intermolecular contributions; the former reflects the changes in 
the geometry of individual molecules and the latter in the polarization of the surrounding 
molecules upon going from the neutral to the charged state and vice versa. Here, we 
focus on the intramolecular contribution to λ as the nuclear polarization contribution is 
expected to be significantly smaller.
161
 The DFT reorganization energies are collected in 
Table 4.10. In FTETa-d, λ is in the range of 160-270 meV and 200-240 meV for hole-
transfer (HT) and electron-transfer (ET) processes, respectively. These values are 
significantly larger than those for unsubstituted tetracene, TET (108 meV for HT and 157 
meV for ET). Among the series, the largest reorganization energies are found for the 
alkoxy-substituted system FTETa (267 meV for holes and 242 meV for electrons), 
which is consistent with the large geometric modifications upon ionization discussed 
above; FTETc has the smallest λ for both HT (159 meV) and ET (208 meV) with values 
essentially identical to those calculated for FTET. The DFT calculations show that the λ 
values for alkoxy-substituted compounds FTETa-b are larger than for alkyl-substituted 
systems FTETc-d; this is consistent with the observed significant geometrical changes in 
the C-O bonds of the alkoxy side chains upon ionization of FTETa-b. 
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It is interesting to note that, on a relative basis, the substitutions considered here 
impact the reorganization energy for electron transfer to a much smaller extent than for 
hole transfer (the increase from TET to FTETa-b is on the order of 50% in the former 
case and about 250% in the latter); λ (ET) even becomes slightly smaller than λ (HT) in 
FTETa-b.  
 
Table 4.10 B3LYP/6-31G(d,p) estimates of the reorganization energy 𝜆 (in meV) for 
hole-transfer (HT) and electron-transfer (ET) processes for FTETa-d, TET, and FTET. 
 
 
Vertical and adiabatic ionization potentials and electron affinities derived from 
∆SCF calculations are given in Table 4.11. Upon going from TET to FTET, the 
ionization potentials increase by 0.3-0.4 eV. However, further inclusion of alkyl or 
alkoxy side-chains into FTET decreases the ionization potentials by 0.1-0.5 eV with the 
alkoxy groups having expectedly a larger impact than the alkyl groups; as a result, 
FTETc-d have relatively higher ionization potentials than FTETa-b, which is consistent 
with the electrochemical measurements (the oxidation potentials of FTETc and FTETd 
are 0.56 and 0.48 V with respect to a Pt electrode, whereas those for FTETa and FTETb 
are 0.31 and 0.44 V, respectively).
61
 The electron affinities become more exothermic 
upon partial fluorination (the FTET electron affinity is about 0.4 eV more exothermic 
than in TET) and are reduced with the introduction of the alkyl/alkoxy substituents 
(except for FTETb). Overall, fluorination has a greater impact than alkyl/alkoxy 
substitution, and tetracenes FTETa-d have more exothermic EAs than TET. The DFT 
Compound 𝜆 (HT) 𝜆 (ET) 
FTETa 267 242 
FTETb 264 239 
FTETc 159 208 
FTETd 195 208 
TET 108 157 
FTET 160 205 
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results are supported by the electrochemical measurements which show that FTETa-d 
present reduction potentials between -1.84 and -1.92 V with respect to a Pt electrode 
compared to -2.05 V in TET.
61
 Thus, in comparison to tetracene, our results suggest that 
partially fluorinated, alkyl/alkoxy-substituted tetracenes are expected to reduce the 
electron injection barrier from low work-function electrodes in organic electronic 
devices. 
Table 4.11 B3LYP/6-31G(d,p) calculated first ionization potentials (IPs) and electron 
affinities (EAs) for FTETa-d, TET, and FTET, as obtained from SCF calculations. 
       IP (eV)  EA (eV)  
Compound Vertical Adiabatic Vertical Adiabatic 
FTETa 6.28 6.15 -0.79 -0.91 
FTETb 6.47 6.34 -1.01 -1.13 
FTETc 6.57 6.49 -0.96 -1.06 
FTETd 6.49 6.39 -0.98 -1.09 
TET 6.34 6.28 -0.63 -0.71 
FTET 6.69 6.61 -1.00 -1.11 
 
  The energies of the frontier orbitals are collected in Table 4.12. Partial 
fluorination stabilizes both the HOMO and LUMO (in a similar way) due to the strong 
inductive electron withdrawing effect of fluorine. On the other hand, the introduction of 
alkyl and alkoxy groups to FTET results in the destabilization of the frontier molecular 
orbitals due to the electron donating ability of these side chains. The combination of these 
effects leads to HOMO and LUMO energies in FTETa-d that lie in between those of 
TET and FTET. Both the calculated HOMO-LUMO gaps and the TD-DFT energies of 
the vertical S0 → S1 electronic transitions (which essentially correspond to HOMO-
LUMO single excitations) reproduce the decrease in experimental optical transition 
energy upon donor/acceptor substitution of TET. Within the FTETa-d series, the TD-
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DFT S0 → S1 transition energies provide an excellent agreement with the experimental 
optical transitions measured from the onset of the UV absorbance spectra; for instance, 
TD-DFT yields the largest [smallest] optical transition for FTETc [FTETa] with a value 





Table 4.12 B3LYP/6-31G(d,p) HOMO and LUMO energies along with the experimental 
optical transition (Eop) and computed TD-DFT energies (ETD-DFT) of the S0 → S1 
transitions, for FTETa-d, TET, and FTET. All values are given in eV. 





FTETa -4.89 -2.22 2.67 2.30 2.25 
FTETb -5.06 -2.42 2.64 2.34 2.34 
FTETc -5.16 -2.39 2.77 2.46 2.47 
FTETd -5.07 -2.40 2.67 2.38 2.40 
TET -4.87 -2.09 2.78 2.49 2.57  
FTET -5.23 -2.47 2.76 2.47 - 
aTD-DFT/B3LYP/6-31G(d,p) vertical S0 → S1 electronic transitions dominated by promotion of an 
electron from HOMO to LUMO.  
bCalculated from the onset of UV absorbance spectra measured in CH2Cl2 solution (Ref. 61) 
Electronic Structure of the Crystals 
All fluorinated tetracenes FTETa-d crystallize in the triclinic (P-1) space group 
with the lattice parameters given in Table 4.13. Interestingly, the molecules in all four 
structures are arranged in -stacks in a slipped cofacial manner; this is in marked contrast 
to the herringbone packing motif of the parent tetracene crystal.
162  
The unit cells of FTETa and FTETb contain two translationally inequivalent 
molecules and present two alternating intermolecular distances between adjacent 
molecules along the -stacks; the two related dimers are labeled in Figure 4.2 as a- and b-
type. The intermolecular distances in FTETa and FTETb are 3.22 and 3.44 Å in the a-
dimer, and 3.24 and 3.53 Å in the b-dimer, respectively.
61
 It is also interesting to note that 
in the case of FTETa the alkoxy groups appear in a “cis-like” configuration in the a-
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dimer (i.e., facing each other) and in an “anti” configuration in the b-dimer. As seen from 
Figure 4.2, FTETa and FTETb form antiparallel π-stacks in the crystal with the 
electron-rich ring (alkyl/alkoxy-substituted ring) facing the electron-poor ring 
(fluorinated ring), which is indicative of arene-perfluoroarene interactions. As a 
consequence of the different relative intermolecular orientations in the a- and b-type 
dimers, the corresponding intermolecular wavefunction overlap integrals and the 
electronic couplings are also markedly different (see Figure 4.2); for instance, in the case 
of holes for FTETa, tH = 110 meV in a-dimers and 6 meV in b-dimers (note that the 
electronic-coupling calculations are perfomed with the dimer structures extracted from 
the crystal structure, i.e., with the full alkyl or alkoxy groups).  
 






 b c 
b
  γ 
FTETa 7.1616 13.2625 13.4547 94.215 100.102 96.192 
FTETb 7.547 11.965 14.843 79.330 82.968 79.947 
FTETc 4.9461 9.748 28.705 92.905 93.547 92.621 
FTETd 7.9507 16.883 22.692 107.104 99.040 102.780 









Figure 4.2 (a) Crystal packing (view along the short axis) of FTETa (left) and FTETb 
(right) showing the intermolecular distances within the a- and b-type dimers as given in 
Ref. 61. The DFT-estimates of the transfer integrals (in meV) for holes (tH) and electrons 
(tL) for these molecular pairs are also shown. (b) Crystal structure of FTETa (left) and 
FTETb (right) viewed along the c direction of the crystal lattice. 
 
FTETc contains two translationally inequivalent molecules per unit cell that give 
rise to two translationally inequivalent -stacks. In contrast to FTETa and FTETb , only 
one type of dimer is distinguished in the crystal structure with an intermolecular 
separation of 3.35 Å, see Figure 4.3. We do not observe arene-perfluoroarene interactions 
since molecules stack in a parallel cofacial fashion; however, we do notice C-F····F 
interactions between the electronegative fluorine atoms and the electropositive center of a 
perfluorinated ring as observed in other perfluorinated aromatic compounds.
159,163
 We 
found larger electronic couplings for holes than for electrons between -stacked dimers (-
106 vs. 59 meV), whereas moderate electronic couplings for electrons (32 meV) occur for 
dimers in adjacent -stacks along the b- direction, see Figure 4.3; thus, charge transport 
might present more of a two dimensional character in the FTETc crystal. Band-structure 
calculations also imply similar outcomes.
164
 The conduction band shows two moderate 
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dispersions: one along the π-stacking direction (a-axis) and the other one across 
neighboring π-stacks (b-axis) (see Figure 4.5). 
  
 
Figure 4.3 (a) Crystal packing (view along the short axis) of FTETc showing the 
interplanar separation distances between the stacked cofacial dimers.
61
 (b) Crystal 
structure of FTETc showing the -stacking along the b-direction of the crystal lattice. 
The DFT-estimates of the transfer integrals (in meV) for holes (tH) and electrons (tL) for 
these molecular pairs are also shown. 
 
We finally examined the electronic properties of the FTETd crystal. Its unit cell 
presents four translationally inequivalent molecules where two are geometrically 
inequivalent giving rise to two geometrically inequivalent -stacks with two different 
patterns for the interaction between neighboring molecules along the-stacks, namely, 
a1- and b1-type dimers for stack 1, and a2- and b2-type dimers for stack 2 (see Figure 
4.4).  As found in FTETa and FTETb crystals, FTETd stacks in an antiparallel cofacial 
way, indicating arene-perfluoroarene interactions. Significant electronic coupling 
elements between translationally inequivalent molecules are found, which vary along the 
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Figure 4.4 (a) Crystal packing (view along the short axis) of FTETd showing the 
interplanar separation distances between the a- and b-type dimers for the two 
geometrically different -stacks 1 (capped sticks) and 2 (wireframe). The DFT-estimates 
of the transfer integrals (in meV) for holes (tH) and electrons (tL) for these molecular pairs 
are also shown. (b) Crystal structure of FTETd along the b-direction of the crystal lattice.  
 
Finally, it is important to note that the tetracenes under investigation show strong 
orientational anisotropy of the band dispersions in the crystal as depicted by electronic 
band-structure calculations shown in Figure 4.5.
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 The largest valence and conduction 
band dispersions occur along the -stack direction which involves the alternating a- and 
b-dimers. Among the series, FTETc exhibits the largest bandwidths for both conduction 












Figure 4.5 DFT-B3LYP/6-21G electronic band structures of FTETa-d crystals. Points of 
high symmetry in the first Brillouin zone are labeled as follows: =(0,0,0), Y=(0,0.5,0), 
T=(0,0.5,0.5), Z=(0,0,0.5), X=(0.5,0,0), V=(0.5,0.5,0), R=(0.5,0.5,0.5) and U=(0.5,0,0.5), 




We have investigated the electronic structure and charge-transport parameters in 
four partially fluorinated tetracenes substituted with alkyl or alkoxy side-chains. The 
results indicate that the incorporation of both donor and acceptor substituents leads, in 
comparison to tetracene, to a substantial increase in the geometry modifications upon 
both oxidation and reduction. As a result, the reorganization energies for hole transport in 
FTETa-d are in the range of 160-270 meV, which are two to three times larger than in 
tetracene. The reorganization energies for electron transport in FTETa-d are also larger 
by 30-60% than in TET. The alkoxy-substituted tetracenes (FTETa and FTETb) have 
higher reorganization energies than the alkyl-substituted compounds (FTETc and 
FTETd), which is consistent with the large geometry relaxations observed within the C-
O bonds of these compounds. Among the series, FTETc presents the smallest 
reorganization energies for holes and electrons with values nearly identical to those 
calculated for the partially fluorinated compounds, FTET; the reorganization energies in 
FTETc are smaller than those found in a good electron-transport material such as 
perfluoropentacene.
163
 The calculated electron affinities suggest that the electron 
injection barrier from a low work-function electrode is smaller than in tetracene. 
The crystal structures exhibit a single π-stacking distance with parallel cofacial 
stacking (FTETc) or with alternating distances and antiparallel cofacial stacking 
(FTETa, FTETb, and FTETd). FTETa and FETb reveal dimer motifs with two π-
stacking distances (a and b dimers). In the case of FTETd, there are two geometrically 
inequivalent alternating π-stacks (stacks 1 and 2) giving rise to dimer structures with four 
distinct intermolecular distances (a1, b1, a2, b2 dimers). DFT calculations of transfer 
integrals indicate significant interactions along the π-stacking directions with notably 
different relations for a- and b-type dimers. FTETc shows considerable transfer integrals 
in two different directions, suggesting two-dimensional charge transport behavior 
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whereas FTETa, FTETb, and FTETd display one-dimensional charge transport 
character (along the π-stack).  
Overall, among the series investigated in this work, the FTETc crystal appears as 
the most promising with regard to charge-transport properties: it presents the smallest 
local electron-phonon couplings for both holes and electrons, and electron transport has a 
2-D character. At this point in time, however, we are unaware of any measurements of 
charge mobilities in these crystals. We hope that the present results can stimulate work in 
these directions. 
Charge-Transport Properties of Fused Heterocyclic Oligomers 
In this second part of Chapter 4, we investigate fused heterocyclic oligomers as 
potential p-type materials for OFET applications. The systems of interest consist of fused 
thiophene-pyrrole rings with tunable structures and properties. A brief introduction on 
fused-ring conjugated π-systems follows.  
Fused-ring oligomers are an attractive class of conjugated materials as they 
combine the rigid planarity of acenes, e.g., pentacene, with the chemical stability of 
heterocycles, e.g., oligothiophenes.
132,165
 For instance, Katz and co-workers
166,167
 have 
recently shown that anthradithiophene (ADT) displays improved solubility and stability 
toward oxidation and exhibits a mobility of 0.15 cm
2
/Vs approaching that of amorphous 
silicon. Lately, it was demonstrated that in solution oligothiophenes with the same 
number of double bonds but varying extents of sulfur-bridging ring fusion display similar 
absorbance maxima but differ dramatically in fluorescence behavior. Such molecular 
properties can be perturbed significantly in the solid state and the structural similarity of 
the planar oligothiophenes offers the ability to systematically explore the role of solid-
state packing in altering electronic properties, a critical issue in determining the device 





 that fused thiophene 
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rings may promote π-stacking. This mode of crystal packing is predicted to facilitate 
charge transport leading to potentially higher field-effect mobility in OTFT devices when 
compared to herringbone motifs. Far less investigated are the dithieno[3,2-b:2‟,3‟-
d]pyrroles (DTPs, Figure 4.6),
168-171
 which are emerging as useful fused-ring precursors 
for the production of conjugated polymers. N-functionalization of DTPs with electron-
withdrawing groups is intriguing with regard to the development of reduced band gap 




Figure 4.6 Structures of the dithieno[3,2-b:2‟,3‟-d]thiophene, DTT (left) and 
dithieno[3,2-b:2‟,3‟-d]pyrroles, DTP (right). 
 
The motivation here is to understand some of the transport parameters of fused 
heterocyclic oligomers with extended conjugation. The oligomers under study (Figure 
4.7) consist of dithieno[3,2-b:2‟,3‟-d]pyrroles as building blocks, which allow the 
incorporation of solubilizing side chains via the N atom without causing much steric 
interactions and thus maintaining the planarity. In the absence of crystal structure data, 
we have focused our attention on the structural reorganization processes in extended 
thiophene-pyrroles containing from 3 to 7 fused rings and compared our results with 




Figure 4.7 Chemical structures of the fused thiophene-pyrrole oligomers investigated in 
this work along with the abbreviations used throughout the text. 
 
Geometric Structure 
The analysis of the geometries in the neutral and ionic states of fused thiophene-
pyrrole oligomers are collected in Tables 4.14 - 4.17. The calculated bond lengths are in 
very good agreement with the experimental geometrical parameters of the N-substituted 
DTPs.
171
 However, upon comparison of the bond lengths of the fused systems with the 
calculated bond lengths of thiophene and pyrrole, it can be seen that the annulation of the 
rings results in small deviations in both the pyrrole and thiophene portions of the 
thiophene-pyrrole oligomers. The C-S bond lengths in the neutral state alternate between 
1.74 and 1.76 Å, and show some slight elongation in comparison to the C-S distances in 
the parent thiophene (1.736 Å). The C-N bond lengths are 1.38-1.39 Å, in accordance 
with the C-N distances in pyrrole (1.375 Å). The shared C=C bonds between the two 
heterocyclic rings are 1.39-1.40 Å and are slightly lengthened as compared to the C=C 
bond length of the parent pyrrole ring (1.378 Å). Since the analogues thiophene C=C 
bond is shorter in comparison to the pyrrole (1.367 vs. 1.378 Å), it is inferred that this 
shared bond is primarily pyrrole in character. The C-C bonds show very good agreement 
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with that of thiophene (1.429 Å) and pyrrole (1.425 Å) for the exterior rings but exhibit 
shortening in the interior rings in comparison to the parent. Interestingly, in the case of 
Ph2N3S2, the C=C and C-C bond lengths of the pyrroles close to the exterior (for 
instance, bonds 6 and 8 in Table 4.17) are identical (1.43 Å).   
 
 
Table 4.14 DFT/B3LYP calculated bond lengths (in Å) in neutral and ionic states of NS2. 
Bond Neutral Cation Anion 
1 1.741 1.747 1.761 
2 1.756 1.745 1.797 
3 1.368 1.389 1.406 
4 1.424 1.397 1.395 
5 1.402 1.442 1.421 
6 1.417 1.379 1.398 




Table 4.15 DFT/B3LYP calculated bond lengths (in Å) in neutral and ionic states of 
N2S3. 
Bond Neutral Cation Anion 
1 1.741 1.744 1.755 
2 1.757 1.748 1.780 
3 1.369 1.379 1.390 
4 1.422 1.408 1.403 
5 1.402 1.426 1.415 
6 1.415 1.387 1.399 
7 1.386 1.379 1.419 
8 1.384 1.381 1.415 
9 1.404 1.438 1.422 
10 1.760 1.760 1.775 
11 1.420 1.388 1.392 
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Table 4.16 DFT/B3LYP calculated bond lengths (in Å) in neutral and ionic states of 
N3S4. 
Bond Neutral Cation Anion 
1 1.741 1.742 1.751 
2 1.757 1.750 1.774 
3 1.369 1.374 1.384 
4 1.422 1.413 1.408 
5 1.402 1.418 1.412 
6 1.415 1.395 1.402 
7 1.387 1.380 1.406 
8 1.384 1.383 1.401 
9 1.404 1.429 1.420 
10 1.761 1.759 1.772 
11 1.419 1.393 1.396 
12 1.404 1.433 1.420 
13 1.760 1.760 1.772 
14 1.386 1.383 1.419 













Table 4.17 DFT/B3LYP calculated bond lengths (in Å) in neutral and ionic states of 
Ph2N3S2. 
Bond Neutral Cation Anion 
1 1.404 1.412 1.414 
2 1.390 1.383 1.397 
3 1.407 1.413 1.401 
4 1.392 1.393 1.410 
5 1.395 1.393 1.386 
6 1.431 1.435 1.442 
7 1.390 1.391 1.402 
8 1.430 1.414 1.414 
9 1.384 1.376 1.400 
10 1.394 1.420 1.411 
11 1.761 1.756 1.776 
12 1.418 1.394 1.393 
13 1.757 1.760 1.771 
14 1.405 1.433 1.423 
15 1.386 1.382 1.420 
16 1.414 1.384 1.395 
 
The degree of geometry relaxation upon oxidation and reduction has been 
evaluated in the fused thiophene-pyrrole oligomers. Figure 4.8 shows the C-S and C-N 
bond length changes when going from the neutral to the cation (oxidation) or anion 
(reduction) states. The C-S and C-N bond relaxations occur predominantly upon 
reduction (as we will see below in Figure 4.10, the wavefunctions of the HOMO have 
nodes on the S and N atoms). For the C-S bond, the geometric relaxations are more 
pronounced toward the molecular periphery. NS2 shows the largest C-S and C-N bond 
relaxations upon reduction (~0.04 Å). Furthermore, Figure 4.9 summarizes the C-C and 
C=C bond length changes upon oxidation and reduction. The C-C and C=C bonds 
undergo geometric changes to a greater extent in the cationic state than in the anionic 
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state; these bond relaxations are more pronounced toward the molecular center. The 
largest C-C and C=C bond length changes are observed in the case of short oligomers 
such as NS2. In addition, the bond length changes decrease with the increase in oligomer 
length. As we will see below, these geometry relaxations correlate well with the extent of 
the reorganization energies. 
 
Figure 4.8 Variations in the C-S (on the left) and C-N (on the right) bond lengths upon 






Figure 4.9 Variations in the C-C (on the left) and C=C (on the right) bond lengths upon 




The variations in bond lengths upon oxidation or reduction can be understood 
from the analysis of the shape of the frontier molecular orbitals. As Figure 4.10 suggests, 
the HOMO level localizes on the carbon backbone with nodes on the C-C bonds. The S 
and N atoms do not contribute to the HOMO in all four molecules. This is consistent with 
the negligible geometrical changes in C-S and C-N bonds upon oxidation. On the 
contrary, the LUMO level has nodes on the C=C bonds. There is also considerable 
electron density on the S and N atoms, which is consistent with the larger variations of C-
S and C-N bond lengths upon reduction. We note that the HOMO and LUMO surfaces of 
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Figure 4.10 DFT/B3LYP calculated energies and wavefunctions of the frontier molecular 
orbitals in fused thiophene-pyrrole oligomers. 
 
Energetics of Ionization 
 
The reorganization and ionization energies of the fused oligomers are calculated 
according to the procedure outlined in Chapter 2. Table 4.18 collects the DFT estimates 
of the reorganization energies  associated with hole- and electron-transfer processes in 
fused thiophene-pyrrole oligomers. First of all,  (HT) in fused thiophene-pyrrole 
oligomers is much smaller than  (ET), as in the case of oligoacenes and 
acenedithiophenes (see Table 4.19 for other fully fused systems). The shortest oligomer, 
NS2, has the largest reorganization energy in the series. The reorganization energy 




NS2 N2S3 N3S4 Ph2N3S2
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geometry relaxations. We note that the variation of the reorganization energy with 
oligomer length follows the well-established approximate “1/N” relationship, where N is 
the number of monomer units.
172
 The molecule containing benzene rings at the periphery, 
Ph2N3S2, has the lowest reorganization energy in the series. The reorganization energy of 
Ph2N3S2 is lower than that of N3S4, which contains the same number of monomers. This 
suggests that introducing acene character into the oligomer may enhance charge carrier 
mobilities of fused thiophene-pyrrole oligomers.  
 
Table 4.18 B3LYP/6-31G(d,p) estimates of the reorganization energies, 𝜆 (in meV) 




Furthermore, we have compared the reorganization energies of the fused 
thiophene-pyrrole oligomers with other fully fused systems such as oligoacenes and 
oligothienoacenes (see Table 4.19). It turns out that fused thiophene-pyrrole systems have 
two to four times larger reorganization energies than their oligoacene analogues. For 
instance, the estimated reorganization energy for holes in N2S3 is three times larger than 
in pentacene. In addition, the reorganization energies of the fused thiophene-pyrrole 
compounds are three times as large as that of acenedithiophenes containing the same 
number of monomer units.
100
 Due to their large reorganization values, fused thiophene-
pyrrole oligomers are expected to have lower charge-transfer rates than those of 
oligoacenes and acenedithiophenes. On the other hand, the fused oligomers under study 




Compound 𝜆 (HT) 𝜆 (ET) 
NS2 320 615 
N2S3 286 473 
N3S4 269 430 
Ph2N3S2 237 385 
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Table 4.19 B3LYP/6-31G(d,p) estimates of the reorganization energies, 𝜆 (in meV) 
related to hole-transfer (HT) and electron-transfer (ET) in other fully fused systems.  
# fused rings 𝜆 (HT) 𝜆 (ET) 
Oligoacenes
a
   
3 138 198 
5 94 132 
7 67 93 
Oligothienoacenes
b
   
3 352 324 
5 306 270 
7 279 237 
Acenedithiophenes
c
   
3 107 256 
5 94 159 
aThis work. 
bThe data is taken from Ref. 173. 
cThe data (for syn isomer) is taken from Ref. 100. 
 
Lastly, vertical and adiabatic ionization potentials and electron affinities are given 
in Table 4.20. Our data show that the first ionization energy of fused thiophene-pyrrole 
oligomers decreases with increasing oligomer length as in oligoacenes (see Table 4.21) 
and in agreement with the experimentally observed oligomer length dependence of the 
ionization energy.
174
 We note that ionization energies obtained from the application of 
the Koopmans‟ Theorem (negative of the HOMO energy, see Figure 4.10) and SCF 
calculations predict similar trends. Furthermore, the ionization energies are comparable to 
those of corresponding oligoacenes. Positive electron affinities suggest that the anions of 
the fused thiophene-pyrrole oligomers are unstable, which would restrict the use of these 
compounds as p-type materials. 
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Table 4.20 B3LYP/6-31G(d,p) calculated first ionization potentials (IPs) and electron 
affinities (EAs) for fused thiophene-pyrrole oligomers as obtained from SCF 
calculations. 
       IP (eV)  EA (eV)  
Compound Vertical Adiabatic Vertical Adiabatic 
NS2 6.96 6.80 1.16 0.94 
N2S3 6.17 6.03 0.69 0.46 
N3S4 5.73 5.59 0.38 0.17 
Ph2N3S2 5.94 5.82 0.22 0.02 
 
Table 4.21 B3LYP/6-31G(d,p) calculated first ionization potentials (IPs) and electron 
affinities (EAs) for oligoacenes as obtained from SCF calculations. 
       IP (eV)  EA (eV)  
# fused rings Vertical Adiabatic Vertical Adiabatic 
3 6.89 6.82 -0.02 -0.12 
5 5.95 5.90 -1.07 -1.14 
7 5.43 5.39 -1.65 -1.70 
 
Conclusions 
We have investigated both hole- and electron-transfer processes in fused 
thiophene-pyrrole compounds NS2, N2S3, N3S4, and Ph2N3S2. DFT calculations indicate 
that the intramolecular reorganization energy decreases with increasing oligomer length 
as in oligoacenes. Furthermore, the reorganization energies for holes are much smaller 
than those for electrons, suggesting charge transport to be more efficient for holes than 
electrons. Positive electron affinities imply that the anions of the fused thiophene-pyrrole 
oligomers are unstable, confirming the use of these compounds rather as hole 
transporters. The reorganization energies for holes in fused thiophene-pyrrole oligomers 
(237-320 meV) are two to four times larger than in corresponding oligoacenes (67-138 
meV) and acenedithiophenes (94-107 meV). In contrast, the fused oligomers under study 
have slightly lower hole reorganization energies than their oligothiophene counterparts 
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(279-352 meV), indicating that hole mobilities along fused thiophene-pyrroles might be 
similar to those found in fused oligothiophene systems. The lack of crystal structures 
prevents us from considering the electronic coupling terms (i.e., transfer integrals) for a 









Group 8 metallocenes are among the most extensively investigated 
organometallic donors in donor-π-acceptor chromophores.
175
 A few studies have involved 
ruthenocenyl, Rc, or extensively methylated ferrocenyl donors such as 2,3,4,5,1',2',3',4'-
octamethylferrocen-1-yl, Fc", or nonamethylferrocenyl, Fc*; however, most have 
employed the unsubstituted ferrocenyl group, Fc.
176
 Ionization potentials for the relevant 
parent metallocenes indicate that the electron-transfer donor strength of these 
metallocenyl units, i.e. the strength of these species as donors in electron-transfer 
reactions or electron-transfer-type optical transitions, decreases in the order Fc" (or Fc*) 
> Fc > Rc.
177,178
 For chromophores with a given π-bridging group and acceptor, the 
energies of the lowest-energy vis-NIR transitions follow the trend Fc" < Fc < Rc, 
consistent with the assignment of this band as a metal-to-acceptor charge transfer.
179
  
However, the relative π-donor strengths of these different metallocenyl units are 
less straightforward to assess. The π-donor strength can be thought of as the ability to 
couple to an attached π-system and can be gauged by the extent to which zwitterionic 
resonance structures of the type shown in Figure 5.1a contribute to the ground-state 
structure. Some insight into the importance of the zwitterionic resonance form may 
potentially be gained from crystal structures of metallocenyl-polyene-acceptor 
chromophores with strong π-acceptor groups. Increased π-donation from donor to 
acceptor should be manifested in a decrease of the bond-length alternation (BLA) 
between formally double and single CHCH bonds in the polyene bridge, by bond-length 
changes in the acceptor group, and by geometric changes in the metallocenyl group. In 
the case of metallocenyl donors where the acceptor is a directly attached carbocation, 
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structure also being a possible contributor (Figure 5.1b, ii and iii, respectively). In the 
case of cationic systems where ferrocenyl and ruthenocenyl groups compete to stabilize a 




 related species derived from mixed-metal 
metallocenophanes,
180,181




 – crystallographic data indicate the 




 groups suggesting that, at least 
in these types of system, ruthenocenyl acts as a stronger π-donor than ferrocenyl. In the 









but with the metallocenyl distortions and bond 
lengths in the allylium bridge indicating more stabilization of charge by the 
octamethylferrocenyl group.
182
 However, the extent to which these observations can be 
extended to chromophores in which neutral, but potent, acceptors are attached through π-
conjugated bridges to a metallocenyl unit is unclear. It is our goal in this Chapter to 







Figure 5.1 (a) Neutral and zwitterionic resonance structures for a donor-conjugated 
bridge-acceptor polyene; (b) resonance structures contributing to the stabilization of 
metallocenyl carbocations; and (c) definition of angles quantifying structural distortions 
in metallocenyl carbocations.  
 
In order to do so, we have investigated the geometric and electronic structure of 
six organometallic compounds (Figure 5.2) in which ferrocenyl, octamethylferrocenyl, or 
ruthenocenyl donors are linked through a polyene bridge to strong non-aromatic 1,3-
diethyl-2-thiobarbituric acid (TB) or 3-dicyanomethylidene-2,3-dihydrobenzothiophene-
1,1-dioxide (SDS) acceptors. The compounds under investigation are the first in which 
one can directly compare the structures of analogues metallocenyl-polyene-acceptor 
chromophores with three different metallocenyl donors: ferrocenyl, heavily methylated 
ferrocenyl, and ruthenocenyl, while previous comparisons between even two types of 
donors are very limited.
183-185
 In addition, a detailed analysis of molecular orbitals and 
optical properties is provided in order to understand the molecular origin of electronic 
transitions observed in the UV-vis-NIR spectra of these chromophores. Our results 




























Figure 5.2 Chemical structures of the metallocene donor-acceptor compounds. 
 
Molecular Geometries 
In all the structures, the π-systems are approximately planar from the substituted 
cyclopentadienyl ring of the donor to the plane of the acceptor heterocycle. The formally 
double CCA bonds (see Table 5.1 for definitions) of all three SDS chromophores have a 
Z configuration, i.e., with the donoracceptor conjugation path running in a trans fashion. 
The two cyclopentadienyl rings of the π-donors are almost parallel to each other. The 
DFT-calculated ring tilt angles (i.e., angle between the planes of two cyclopentadienyl 
rings) are negligible.  
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The contribution of the zwitterionic resonance form to the ground-state structure 
of a donor-acceptor polyene can be gauged by the BLA, defined here as the difference 
between the average lengths of the bonds of the polyene chain which are formally single 
in the neutral resonance form and those which are formally double. The DFT-calculated 
lengths of selected bonds in the metallocene compounds are summarized in Table 5.1 
along with the crystallographic data for comparison. The BLA values calculated using all 
the C-C bonds between the metallocenyl group and the heterocycle of the acceptor fall in 
the range 0.054-0.063 Å in remarkably good agreement with the crystallographic data 
(Table 5.1). In addition, the experimentally observed decreases in BLA from the donor to 
the acceptor end of the polyene chain are well reproduced in our calculations. The 
average BLA parameters for metallocenes indicate significant contribution from 
zwitteronic resonance forms in metallocenyl chromophores of this type with very strong 
non-aromatic π-acceptors (TB and SDS).  In polyenes without significant donor/acceptor 
π-interaction,
186-191
 including ferrocenyl-terminated examples,
192
 typical bond-length 
alternations are 0.10-0.12 Å. Indeed, ferrocenyl-polyene-acceptor chromophores 
incorporating the aromatic p-nitrophenyl π-acceptor, which although a strong acceptor is 
considerably weaker than TB and SDS, also exhibit crystallographic BLAs of over 0.1 
Å,
193
 while Fc(CH=CH)3CHO shows a BLA of 0.09 Å.
194
  Differences in the DFT bond 
lengths and BLAs between different molecules (which are too small to be reliably 
detected in the crystallographic data) show distinct trends, suggesting that the degree of 
ground-state charge-transfer increases in the order Fc < Rc << Fc" and TB < SDS. 
The BLAs for metallocenes can also be compared to all-organic chromophores 
incorporating the same acceptor moieties. For the TB-based chromophore I (Figure 5.3), 
the BLA is close to zero (–0.01 Å), indicating that charge-separated and neutral 
resonance structures make approximately equal contributions to the ground-state 
structure;
195
 this also underlines that dialkyl amines directly attached to the polyene chain 
are much stronger π-donors than metallocenes. SDS-based chromophore II (Figure 5.3) 
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exhibits greater BLA (ca. 0.04 Å)
196
 than I due to the aromaticity of the phenylene ring 
resisting contributions from the zwitterionic form. The experimental BLA in II is slightly 
lower than in the analogous metallocenyl chromophores Fc3SDS, Fc”3SDS, and 
Rc3SDS, suggesting that p-aminophenyl groups act as stronger π-donors than 
metallocenyl groups with this type of acceptor; however, the DFT geometries tend to 
indicate that p-
n
Bu2NC6H4 exhibits a very similar π-donor strength to Fc" (calculated 





















Table 5.1 DFT/B3LYP calculated bond lengths and bond-length alternation parameters 
(in Å) for metallocenes, with values from crystal structures
197
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Figure 5.3 Chemical structures of the organic chromophores discussed in the text. 
 
Although, as discussed above, the BLAs in the polyene bridges of the 
metallocenes indicate significant contributions from zwitterionic resonance forms, this 





 extreme (Figure 5.1b-ii) as suggested by experimental and calculated 
structures. The geometric parameters defined in Figure 5.1c all fall within the ranges 





derivatives exhibit values of the Ru-Cα bond lengths in the range 2.251-
2.604 Å,
182
 whereas the corresponding values for Rc3TB (3.285 Å) and Rc3SDS (3.273 
Å) are typical for “normal” ruthenocenes. There is also evidence from other ferrocenyl-





resonance form contributes to the ground-state structure depends on the 
polyene chain length in addition to the identity of the acceptor.
198
 This observation, along 
with the decreased BLA seen towards the acceptor end of the polyene and the calculated 
partial charges (see below), indicates that the polyene bridging group, as well as the 
metallocene itself, can act as a donor towards the heterocyclic acceptor. Moreover, the 
lowest-lying empty orbitals of the compounds investigated here, as in those of p-
nitrostyryl derivatives,
199
 are located towards the acceptor end of the polyene chains, 





DFT calculations were also performed to obtain information regarding the charge 
distribution in the chromophores; in Table 5.2, the atomic (Mulliken) charges are 
summed over the donor, π-bridge, and acceptor portions of each chromophore. The 
charge distribution plots are shown in Figure 5.4. Inspection of the total atomic charges 
for the donor portion is clearly consistent with a π-donor order of p-
n
Bu2NC6H4 > Fc" > 
Rc > Fc and a π-acceptor order of SDS > TB. The total acceptor charges indicate similar 
conclusions, although, surprisingly, the TB acceptor of Fc”3TB and Rc3TB bear 
essentially the same charge. In all the chromophores examined, the polyene bridge bears 
a net positive charge implying that the bridge acts as a net donor in these particular 
systems. The magnitude of the bridge charge does not vary in a particularly 
straightforward way with the donor, although consistently more donation from the bridge 
is observed in SDS chromophores than in their TB analogues; this is apparently at 
variance with 
13
C NMR chemical shift data for the polyene atoms of the bridge, which 
suggest the bridges of the TB chromophores to be more electron-poor than those of the 
SDS chromophores.
197
                                              
 
Table 5.2 Sum of Mulliken charges on donor, bridge, and acceptor portions of 
metallocenes and all-organic chromophore II.  
 Fc3TB Fc”3TB Rc3TB Fc3SDS Fc”3SDS Rc3SDS II 
Donor 0.090 0.191 0.128 0.126 0.251 0.154 0.335 
Bridge 0.159 0.085 0.148 0.204 0.164 0.225 0.085 
Acceptor –0.249 –0.276 –0.276 –0.330 –0.415 –0.378 –0.420 
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Figure 5.4 Charge (Mulliken) distribution plots of metallocene compounds. 
Optical Properties 
In this part we aim to describe the optical transitions observed in the UV-vis-NIR 
spectra of the metallocene-based donor-acceptor compounds by means of DFT 
calculations. There is evidence from experiment that these compounds exhibit two 
absorption bands: (i) a less intense lower-energy band (assigned as metal-to-acceptor 
charge-transfer transition); and (ii) a sharper and more intense higher-energy band 
(assigned as π-π* charge-transfer transition).
179,200
 The challenge for theory is to find a 
method that can properly describe these transitions. For instance, as we show in Table 
5.3, the energy of the lowest-lying singlet state in Fc3SDS shows a significant variation 
as a function of the theoretical approach. There is nearly a 1 eV energy difference 







Table 5.3 Energy of the lowest-lying singlet state (S1) of Fc3SDS calculated at various 
levels of theory. 







Note: Oscillator strength ƒ is zero for S1 state.  
 
Today, several quantum chemical approaches for the calculation of excited states 
are available that yield energies and oscillator strengths of several excited states in one 
single calculation. For instance, time-dependent DFT is a very fast and reliable method 
developed about 25 years ago
110
 that has become one of the most prominent and widely 
used approaches for the calculation of excited-state properties (e.g., excitation energies 
and oscillator strengths) of medium to large molecular systems. In TD-DFT, standard 
time-independent exchange-correlation (xc) functionals derived for ground-state DFT, 
i.e., local functionals such as Slater-Vosko-Wilk-Nussair (SVWN),
201
 gradient-corrected 





 or Becke-Perdew 1986 (BP86),
103,104
 and hybrid functionals such as Becke3-
Lee-Yang- Parr (B3LYP),
96
 are used. Moreover, the development of improved exchange-
correlation functionals is still a very active field of research. In many cases, results 
obtained with TD-DFT are quite sensitive to the choice of the xc functional, in particular 
when local or GGA functionals are compared with hybrid functionals. Therefore, the 
reliability of TD-DFT calculations should be checked by comparison with experimental 
data or wavefunction-based methods.  
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Although TD-DFT reaches the accuracy of the high-level quantum chemical 
methods (e.g., EOM-CCSD or CASPT2) with a very favorable computational cost for 
valence-excited states (the excitation energies of which lie well below the ionization 
potential), it is now well-established that TD-DFT has severe problems with the correct 
description of charge-transfer (CT) excited states when current standard xc functionals 
are used.
205-207
 TD-DFT employing standard xc functionals leads to an incorrect long-
range behavior of the potential energy curves due to the self-interaction error arising 
through the electron transfer in the CT state.
206
 Improved density functionals such as the 
Minnesota M05 and M06 series have been developed to treat the interactions dominated 
by medium- or long-range correlation energy;
208-210
 however, TD-DFT applications with 
these functionals have not yet been feasible with the available programs. Therefore, here, 
we provide an assessment of the widely used density functionals, i.e., B3LYP, BLYP, 
BP, and VWN, for calculating the excitation energies of the metallocene compounds. 
Since TD-DFT encounters problems in the description of charge-transfer excited states, 
the excitation energies are also calculated by means of a wavefunction-based method, 
CIS. Configuration interaction singles is the simplest wavefunction-based ab initio 
method for the calculation of electronic excitation energies.
111
 The impact of using 
various basis sets such as 6-31G*, DZ, and VDZ at the DFT and HF levels is also 
assessed.   
Table 5.4 collects the energies and assignments of the strong singlet transition in 
Fc3SDS. Comparison of calculated energies with the experimental value of 2.40 eV
200
 
shows that the CIS method significantly overestimates the energy of this transition. 
Indeed, the excitation energies computed with the CIS approach are usually found to be 
too large (about 0.5-2 eV) in comparison to the experimental values
211-213
; this is due to 
the calculation of the energies of the virtual orbitals for the (N+1)-electron system instead 
of for the N-electron system within HF theory.
214
 On the other hand, while TD-DFT 
employed with B3LYP provides energies that are comparable with the experimental 
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value, values at the BLYP and BP levels are in very good agreement with experiment. At 
this point, we emphasize that experimental measurements are strongly affected by 
environmental effects (such as solvent) and these effects are not taken into account in our 
calculations. Thus, TD-DFT calculations for the isolated molecule may result in 
fortuitous agreement with experimental optical transition data. However, as we 
demonstrate below, TD-DFT employed with the BP functional also gives orbital picture 
for metallocene donors that are in line with experimentally observed spectral trends.
179
 
Therefore, in the next sections, we discuss the optical transitions of metallocene 
compounds based on the calculations of excitations at the DFT level by using the BP 
functional as implemented in the ADF program package.
93
  
Table 5.4 Energy and nature of the strong singlet transition in Fc3SDS as a function of 
level of theory. 
Method E (eV) f Nature 
TD-DFT/B3LYP/6-31G* 2.60 0.533 H-2 → L 
TD-DFT/BLYP/6-31G* 2.30 0.843 H-3 → L 
TD-DFT/BP/DZ 2.26 0.831 H-3 → L 
TD-DFT/VWN/DZ 2.25 0.872 H-3 → L 
HF/CIS/VDZ 3.45 1.870 N/A 
HF/CIS/6-31G* 3.42 1.831 H → L 
 
The strong high-energy (HE) transitions calculated at the DFT/BP level are shown 
in Table 5.5. The calculations were able to give the energies of the HE transitions for Fc 
compounds within 0.2 eV of the experimental data.
200
 The strong transitions are red-
shifted by 0.3-0.5 eV with the stronger acceptor SDS. Similarly, metallocene methylation 
results in red-shift of this transition (shifts of 0.3 and 0.5 eV for Fc”3SDS and Fc”3TB, 
respectively). According to our calculations, Rc compounds are red-shifted by less than 
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0.1 eV as compared to Fc compounds, suggesting that changing the metal Fe for Ru has 
almost no effect on the energetics of the strong transition.  
Furthermore, our calculations indicate that the strong HE transitions in 
metallocenes are characterized by HOMO-5 [HOMO-3] to LUMO transitions for the TB 
[SDS] chromophores. From the topology of the molecular orbitals shown in Figures 5.5 
and 5.6, we see that HOMO-5 [HOMO-3] of TB [SDS] has a delocalized π structure 
mainly on the acceptor and polyene chain. The metal contribution to these orbitals is very 
small (less than 8% in all compounds except Rc3SDS, which has 20% metal contribution 
in HOMO-3). Similarly, the LUMO is delocalized over the polyene and acceptor 
moieties, with negligible metal contribution (2-8%). As a result, our calculations at the 
DFT/BP level confirm that the strong HE transitions in metallocenes are characterized by 
π-π* charge-transfer transitions.  
 








 (eV) f Nature 
Fc3TB 2.71
a
 2.76 0.987 H-5 → L 
Fc”3TB 2.40
b
 2.31 0.694 H-5 → L 
Rc3TB  2.69 0.902 H-5 → L 
Fc3SDS 2.40
a
 2.26 0.831 H-3 → L 
Fc”3SDS 2.19
b
 2.00 0.448 H-3 → L 
Rc3SDS  2.19 0.758 H-3 → L 
aData obtained from Ref. 200. Measured in dichloromethane.  
bData obtained from personal communications with Dr. Stephen Barlow. Measured in dichloromethane.  
 
 
Table 5.6 summarizes the weak low-energy (LE) transitions in metallocene D-A 
compounds. In a way similar to the strong HE transitions, these transitions are red-shifted 
(by 0.3 eV) with the stronger acceptor SDS, which is also observed in experiment.
200
 
Metallocene methylation also leads to a red-shift of the LE transition (Fc” compounds are 
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red-shifted by 0.2 eV as compared to Fc compounds). In contrast to the HE transition, 
changing Fe for Ru results in a blue-shift of the LE transition by 0.2 eV. At the same 
time, the oscillator strength in Rc compounds slightly increases relative to Fc analogues 
suggesting that the LE transition gains in intensity upon exchanging Fe for Ru. On the 
other hand, the HE transition loses its intensity as evidenced by the slight decrease in 
oscillator strength when Fe is exchanged for Ru (see Table 5.5). These variations in 
oscillator strength are consistent with the experimental finding of an increase in intensity 
of the LE transition at the expense of the HE transition, which is attributed to the LE 












 (eV) f Nature 
Fc3TB 1.96
a
 1.64 0.137 H-3 → L 
Fc”3TB 1.61
b
 1.40 0.065 H-2 → L 
Rc3TB 2.34
a
 1.87 0.217 H-1 → L 
Fc3SDS 1.66
a
 1.31 0.125 H-2 → L 
Fc”3SDS 1.41
b
 1.14 0.091 H-2 → L 
Rc3SDS 1.99
a
 1.51 0.171 H → L 
aData obtained from Ref. 200. Measured in dichloromethane.  
bData obtained from personal communications with Dr. Stephen Barlow. Measured in dichloromethane.  
 
To understand the nature of the LE transition, one can examine the molecular 
orbital distributions shown in Figures 5.5 and 5.6. In Fc3TB, the HOMO is localized on 
the metal, as are the HOMO-1 and HOMO-3. In the case of Fc”3TB, the HOMO, 
HOMO-1 and HOMO-2 are localized on the metal, whereas the HOMO-1, HOMO-2, and 
HOMO-3 are largely metallic in character for Rc3TB. In SDS chromophores, the 
HOMO, HOMO-1, and HOMO-2 are confined on the metal. On the other hand, the 
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LUMOs, as was mentioned before, are delocalized over the polyene chain and acceptor 
with a small amount of metal contribution. One of the common features of the weak LE 
transitions is that they can all be described by a metal-to-acceptor type of charge-transfer 
































































   




The bond-length alternations between the formally double and single bonds of the 
polyene bridges are reduced in metallocenes compared to simple polyenes, indicating 
significant contribution from charge-separated resonance structures, although the 







 extreme. DFT geometries are in excellent agreement with 
those determined crystallographically; while the π-donor [π-acceptor] strengths between 
Fc, Fc”, and Rc [TB and SDS] are insufficient to result in crystallographically detectable 
variation in the BLA between the different chromophores, the DFT geometries as well as 
DFT-calculations of partial charges for atoms suggest that Fc" is a considerably stronger 
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π-donor than Fc or Rc and is similar in π-donor strength to a p-(dialkylamino)phenyl 
group. In this series of chromophores, our calculations indicate Rc is a slightly stronger 
donor than Fc, with experimental data indicating Fc and Rc are very similar in π-donor 
strength. The superior π-donor strength of Fc" parallels the known effect of methylation 
on the electron-transfer strength (ease of ionization) of ferrocenes (the gas-phase 





 indicate methylated ferrocenes are more readily oxidized 
than FeCp2). However, the similarity in π-donor strength for Fc and Rc can be contrasted 
to the very different electron-transfer donor strengths indicated by the gas-phase vertical 
ionization potentials of the parent metallocenes (FeCp2 is ca. 0.6 eV more easily ionized 
than RuCp2).
177,178
 To understand this discrepancy, it should be realized that the highest 
occupied orbitals of metallocenes are essentially metal-based d-orbitals which can couple 
only weakly to an attached π-system, at least in the case of weakly accepting π-systems. 
However, the energies of the highest ligand-based orbitals, which are known to couple 
strongly to attached π-systems in π-nitrostyryl derivatives,
179
 are sensitive to methylation, 
but relatively insensitive to the identity of the metal; values of 8.7, 7.3, and 8.5 eV have 
been assigned to the first ligand-based ionizations of FeCp2, FeCp*2 and RuCp2, 
respectively,
177,178
 this pattern being consistent with the order of π donor strengths 
observed in the present series of Mc(CH=CH)2CH=A chromophores with strong neutral 
heterocyclic acceptors, i.e, Fc" >> Rc  Fc.  
DFT/BP molecular orbital analyses of the electronic transitions in metallocenes 
reproduced the experimentally observed trends in the UV-vis-NIR spectra of these 
compounds. Calculations and experimental evidence concur to indicate that the strong 
HE transitions are π-π* charge transfer, whereas the weak LE transitions are of metal-to-
acceptor charge-transfer type. Both transitions are red-shifted with the stronger acceptor 
(SDS) and metallocene methylation. HE transitions are insensitive to the identity of the 
metal due to the negligible metal contribution in these transitions. On the other hand, LE 
 112 
transitions are blue-shifted with Ru as compared to Fe, presumably due to the higher 
oxidation state of Ru than Fe. As a result, it is possible to modify the optical transition 
energies of metallocenes by subtle changes in their molecular structure without affecting 








Phosphorescent organic light-emitting diodes (PHOLEDs) have attracted 
considerable attention recently because of their high quantum efficiency achieved by 
harvesting both singlet and triplet excitons due to efficient intersystem crossing.
18,218,219
 
In phosphorescent devices, to reduce the quenching associated with relatively long 
excited-state lifetimes of triplet emitters and triplet-triplet annihilation, the 
phosphorescent emitters of heavy-metal complexes are usually doped into a suitable host 
material. Thus, the development of host materials is as important as that of dopants for 
the formation of efficient PHOLEDs. It is critical that the triplet energy of the organic 
host be larger than that of the phosphorescent guest;
220,221
 this facilitates an exothermic 
energy transfer from host to guest and prevents back energy transfer from guest to host 
(which could lead to phosphorescence quenching). In addition to high triplet energy, an 
effective host material should also have favorable ionization energy (approximated here 
by the energy of the HOMO level) and electron affinity (energy of the LUMO level) to 
facilitate charge injection from neighboring layers.  
Although highly efficient and long-lived red and green emitting phosphorescent 
OLEDs have been demonstrated,
18,222
 the realization of an effective blue organic 
phosphor remains a challenge. This is partly because of the difficulty in finding organic 
charge-transporting host materials with high triplet energies (~3.0 eV). To obtain 
materials with large energy gaps (HOMO-LUMO energy), the extent of conjugation in 
the molecule must be confined, which in turn would usually impose constraints in 
molecular size. On the other hand, for the molecules to form morphologically stable and 
uniform amorphous thin films with typical processing techniques, it usually requires the 
 114 
molecules to be bulky and steric. As such, there has been a limited number of effective 
host materials for blue electrophosphorescent devices. Among them, carbazole-based 
materials (with triplet energies ~2.9 eV or less) have received special attention.
223-227
 For 
instance, N,N‟-dicarbazolyl-3,5-benzene (mCP) is commonly used along with the 
phosphorescent iridium complex iridium(III)bis[4,6-difluorophenyl]pyridinato-
N,C
2‟
]picolinate (FIrpic) to fabricate blue phosphorescent devices of high quantum 
efficiency.
220
 In addition, high triplet energy hosts are obtained when carbazole is 
functionalized with phenylsilanes
226
 or phosphine oxide moieties
228
 where silicon and 
phosphine oxide act as points of saturation. Lately, it has been shown that triscarbazole 
derivatives with 3(6),9‟-linked topology (see Figure 6.3) result in host materials with both 
large triplet energies and good morphological stability. Devices based on this type of 
molecular architecture yield maximum quantum efficiencies of up to 15% (31 cd/A) and 
maximum power efficiencies of 28 lm/W.
225
  
1,3,4-Oxadiazoles (OXDs), which are commonly used as electron-transporting 
(ET) and hole-blocking (HB) materials in OLEDs, are becoming attractive as electron-
transporting host materials in phosphorescent OLEDs.
229-231
 The use of electron deficient 
heterocyclic small molecules or polymers as a blend with the emissive material has 
proven to be useful in improving balanced injection and recombination in OLEDs. As is 
the case for carbazole derivatives, molecular topology and substitution pattern 
significantly affect the electronic properties of the oxadiazole-containing compounds.
232
  
Hybrid oxadiazole/carbazole compounds have recently aroused considerable 
interest as bipolar hosts in PHOLEDs because they can balance the charge recombination 
and simplify the device structure.
233,234
 However, a compromise is required between the 
bipolar transporting property and the band gap of the material since electron-donating and 
electron-withdrawing moieties in bipolar molecules are susceptible to lower the band gap 
of the material via intramolecular charge transfer.  
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An added complication of deep-blue phosphors is that they possess low-lying 
HOMO levels which typically fall near or below the HOMO levels of the carbazole-
based host materials. Having host triplet energies that are close to the phosphor energy 
and similar host-dopant HOMO levels leads to both energy and electron transfer 
quenching pathways, which ultimately limit device performance. Therefore, design 
strategies that overcome the limitations of current host materials are crucial. We have 
thus analyzed the ground-state electronic structure and excited-state properties of several 
classes of host materials containing carbazoles, phosphine oxides, oxadiazoles, and 
organosilicon compounds with the aim of understanding their structure-property 
relationships. Such an understanding would help in providing design guidelines to 
achieve effective electrophosphorescence from blue phosphors. 
This Chapter is structured as follows: First, the ground-state electronic structure 
of small building blocks such as carbazole, dibenzofuran, dibenzothiophene, fluorene, 
and their derivatives is presented. After that, the assessment of a range of quantum-
chemical techniques to calculate the excitation energies of these molecules is given. 
Following small molecules, the ground-state molecular orbitals and excited-state 
properties (i.e., the singlet and triplet levels) of five classes of host materials, namely: 
triscarbazoles, phosphine oxides, oxadiazole-containing molecules, hybrid 
oxadiazole/carbazole, and organosilicon compounds, are examined in detail. Finally, 
some important conclusions on the structure-property relations of these hosts are given.  
Small Building Blocks (Monomers) 
Previous quantum-chemical calculations of a series of host molecules including 
carbazole derivatives have shown that the system energetics can be significantly affected 
by molecular topology modifications and substitutions at specific positions.
235,236
 For 
instance, it is shown that the HOMO level of carbazole compounds can be tuned by 
substitution at the 3, 6, and/or 9 positions (see Figure 6.1 for the numbering of the ring 
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system) while maintaining a high triplet energy.
223
 In order to understand the structure-
property relations of host molecules, we first investigated the electronic structure of small 
building blocks such as carbazole and related compounds shown in Figure 6.1 with 
variations in their X groups. We have applied DFT to describe the electronic structure in 
the S0 ground state. The singlet (S1) and triplet (T1) excited states are examined by means 
of both semiempirical and ab initio methods (see below). 
 
 
Figure 6.1 Chemical structure of carbazole and related compounds with X= NH, O, S, 




Electronic Structure of Monomers 
The energies of the frontier molecular orbitals in carbazole and related 
compounds with varying X groups are shown in Table 6.1. Carbazole (X=NH) exhibits 
the highest HOMO and LUMO energies in the series. The substitution of X=NH with O, 
S, CH2, C(CH3)2, C(CH3)(CF3), and C(CF3)2 stabilizes the energy of the HOMO level by 
0.3-0.8 eV and the LUMO by 0.1-0.6 eV. However, the HOMO-LUMO energy gap is 
less affected by these substitutions and remains in the range of 4.90.1 eV within the 
series. The frontier molecular orbitals of all investigated compounds are depicted in 
Figure 6.2. The spatial distributions of the LUMOs with nodes in the meta positions (3, 6 
positions in Figure 6.1) show similar trends within the series. On the other hand, the 
HOMOs show slight variations within the series. On the one hand, they are the same for 
five compounds with X = O, CH2, C(CH3)2, C(CH3)(CF3), and C(CF3)2 with large 
coefficients in the meta and para positions and a nodal plane between the two phenyl 
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rings on both sides (note that meta and para positions are defined with respect to the 
bridging C-C bond of the carbazole, see Figure 6.1); in addition, the contributions of the 
X groups to the MOs are negligible. On the other hand, for the other two compounds with 
X=NH and S, the HOMO and HOMO-1 characteristics are exchanged. In this case, the 
HOMOs have nodes in the para positions and large MO coefficients on the X atoms; the 
HOMO-1 has large coefficients in the meta and para positions and a nodal plane between 
the two phenyl rings.  
Table 6.1 B3LYP/6-31G
*
 energies (in eV) of the frontier molecular orbitals in monomers. 
X HOMO LUMO (HOMO-LUMO) 
NH -5.44 -0.64 4.80 
O -6.01 -0.92 5.09 
S -5.82 -0.95 4.87 
CH2 -5.75 -0.71 5.04 
C(CH3)2 -5.73 -0.74 4.99 
C(CH3)(CF3) -6.00 -0.99 5.01 






 derived energies and wavefunctions of the frontier MOs in 
monomers with varying X group. Note the interchange in the electronic distribution of 
the HOMO and HOMO-1 in the case of X = NH and S. 
 
Singlet and Triplet Excited States of Monomers 
First, we would like to address the accuracy of a range of quantum-chemical 
techniques to compute the singlet and triplet excitation energies in these organic 
conjugated molecules. Ground-state calculations were performed at the DFT level using 
B3LYP functional and 6-31G* basis set. The excited states are calculated by both 





 and Hartree-Fock (HF) with 
Configuration Interaction Singles (CIS)
111
 and  CI Singles and Doubles  (CIS(D))
112,113
 




techniques. TD-DFT calculations were done with the B3LYP functional and the 6-31G* 
basis set.  
The calculated S1 and T1 energies along with the available experimental data are 
shown in Tables 6.2 and 6.3. Although INDO calculations predict the S1 energies well, 
they largely underestimate the T1 energies; the mean absolute and maximum errors 
amount to 0.99 and 1.12 eV, respectively. At the ab initio level, while CIS significantly 
overestimates the S1 energies (the mean absolute and maximum errors correspond to 1.55 
and 1.80 eV), it leads to the best prediction of the T1 energies. Calculations at the CIS(D) 
level considerably overestimate the S1 and T1 energies (mean absolute and maximum 
errors of 1.31 [0.90] and 1.88 [0.92] eV for S1 [T1] energies, respectively). TD-
DFT/B3LYP calculations, on the other hand, reproduce T1 energies that are in very good 
agreement with experiment and S1 energies that are comparable with experiment; the 
mean absolute and maximum errors correspond to 0.50 and 0.63 eV, respectively. We 
have therefore adapted the TD-DFT/B3LYP methodology to discuss the singlet and 
triplet excited states. 
 
Table 6.2 Energies (in eV) of the S1 state in monomers calculated at various level of 
theory along with the available experimental data. 
X INDO/CI HF/CIS HF/CIS(D) TD-DFT
a
 Exp. Ref. 
NH 3.91 5.33 4.46 4.15 3.53 225 
O 4.17 5.43 5.78 4.53 3.90 237 
S 4.23 5.37 4.47 4.20 3.78 238 
CH2 4.30 5.34 5.83 4.40 4.08 239 
C(CH3)2 4.29 5.29 5.72 4.39   
C(CH3)(CF3) 4.30 5.30 5.78 4.41   
C(CF3)2 4.32 5.29 5.78 4.42   
aTD-DFT is applied with B3LYP functional and 6-31G* basis set. 
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Table 6.3 Energies (in eV) of the T1 state in monomers calculated at various level of 
theory along with the available experimental data. 
X INDO/CI HF/CIS HF/CIS(D) TD-DFT
a
 Exp. Ref. 
NH 2.03 3.03 3.96 3.19 3.05 240 
O 2.00 3.01 3.99 3.21 3.12 237 
S 2.06 2.93 3.91 3.16 3.01 241 
CH2 1.94 2.88 3.86 3.09 2.94 242 
C(CH3)2 2.04 2.87 3.84 3.06 2.92 242 
C(CH3)(CF3) 2.02 2.85 3.82 3.05   
C(CF3)2 2.02 2.85 3.80 3.03   
aTD-DFT is applied with B3LYP functional and 6-31G* basis set. 
 
The TD-DFT/B3LYP calculated energies of the singlet and triplet excited states 
in monomers with various X groups are summarized in Table 6.4. Moving away from the 
carbazole leads to an increase in the singlet energy. For instance, substitution of the N 
atom with O or CH2 increases the singlet energy by 0.38 and 0.25 eV, respectively. On 
the other hand, the triplet energy depends less on the choice of the X group; for instance, 
the triplet energy decreases by 0.1 eV upon replacing the N atom with the CH2 group. 
Substitution of CH2 with C(CH3)2, C(CH3)(CF3), and C(CF3)2, however, do not influence 
either the singlet or the triplet energy. The exchange energy, estimated here as the singlet-
triplet energy difference EST, is found to be in the range of 1 to 1.4 eV, which is slightly 









Table 6.4 TD-DFT/B3LYP calculated energies E (in eV) of the singlet (S1) and triplet 
(T1) excited states along with the singlet-triplet energy difference (EST) of monomers. 
X E (S1) E (T1) EST 
NH 4.15 3.19 0.96 
O 4.53 3.21 1.32 
S 4.20 3.16 1.04 
CH2 4.40 3.09 1.31 
C(CH3)2 4.39 3.06 1.33 
C(CH3)(CF3) 4.39  3.05 1.34 
C(CF3)2 4.41  3.03 1.38 
 
Triscarbazole Derivatives 
As we have mentioned, for carbazole-based molecules to acquire enough 
morphological stability when they are deposited as thin films, extension of the molecular 
dimensions beyond single carbazole units is necessary. A starighforward approach to 
achieve this is to directly link carbazoles to form oligocarbazoles. The direct oligomeric 
approach, in principle, should afford morphologically stable, medium-molecular weight 
molecules without the need for additional linkages (such as silicon and phosphine oxide). 
Directly linking large energy gap monomeric moieties to form oligomers, however, does 
not always produce host materials with large triplet energies suitable for blue 
electrophosphorescence.
223,236
 This difficulty is mainly associated with challenges in 
blocking the electronic coupling between monomeric units, thus avoiding a significant 
reduction in triplet energy. In this sense, 3(6),9‟-linked oligomers (triscarbazoles) result 
in a small reduction in triplet energies in directly-linked oligocarbazoles, giving a family 
of host materials with both large triplet energies and excellent morphological stability 




Here, we have analyzed the electronic structure of triscarbazoles with 3(6),9‟-
linked topology as a function of the X group where X = NH, O, S, CH2, C(CH3)2, 
C(CH3)(CF3), and C(CF3)2, shown in Figure 6.3 (note that the middle carbazole in the 
triscarbazole architecture will be referred to as the “central” unit and the end carbazoles 
as the “side” units throughout the text). 
 
Figure 6.3 Chemical structure of the triscarbazole and related compounds with X=NH, O, 
S, CH2, C(CH3)2, C(CH3)(CF3), and C(CF3)2. The numbering of the central ring is also 
shown. 
Electronic Structure of Triscarbazoles 
The DFT/B3LYP calculated energies and wavefunctions of the frontier molecular 
orbitals in triscarbazole derivatives are shown in Table 6.5 and Figure 6.4, respectively. 
As seen from Figure 6.4, the LUMO is mostly localized on the central unit while the 
HOMO is delocalized on the side carbazoles. The DFT/B3LYP calculations show a 
significant stabilization (~0.4-0.6 eV) of the LUMO and destabilization (~0.2-0.7 eV) of 
the HOMO levels of triscarbazoles in comparison to the monomers. In order to examine 
the impact of the side carbazoles, a natural population analysis was conducted where the 
electron density distribution of triscarbazole derivatives is calculated based on the 
orthonormal natural atomic orbitals. The results show that the side carbazoles act as 
electron acceptors such that the total charges on both side units are consistently found to 
be negative (0.40-0.43e). Thus, the stabilization of the LUMO with respect to monomers 
can be attributed to the inductive electron-withdrawing effect of side carbazoles. On the 
other hand, the increase in the HOMO levels of triscarbazoles can be explained from a 
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combination of destabilizing MO interactions and stabilizing inductive effects. In the 
carbazole molecule, the HOMO has significant contributions from the meta carbons and 
the nitrogen; thus, in the triscarbazole, given the molecular topology, the interaction 
between the HOMOs of the central and side carbazoles are expected to be significant 
(note that MO interactions do not affect the LUMO because the carbazole LUMO has 
nodes on the meta carbons and nitrogen). Similarly, Marsal and co-workers observed 
stabilization in the LUMO of triphenylamine (TPA) when substituted with carbazole side 
groups (see molecule abbreviated as TCB in Ref. 235). The authors attributed the 
lowering of the LUMO level (with respect to TPA) to the inductive electron-accepting 
ability of the side carbazoles; on the other hand, the constant HOMO energies is 
explained by the cancellation between inductive acceptor and mesomeric donor effects.
235
  
Consequently, we note that the HOMO-LUMO energy gap of the triscarbazole 
derivatives, in line with previous calculations,
236
 decreases by approximately 1.0 eV 
when compared to that of the monomers (4.90.1 eV).   
Table 6.5 B3LYP/6-31G
*
 energies (in eV) of the frontier molecular orbitals in 
triscarbazole derivatives. 
X HOMO LUMO (HOMO-LUMO) 
NH -5.20 -1.23 3.97 
O -5.38 -1.44 3.94 
S -5.36 -1.43 3.93 
CH2 -5.33 -1.23 4.10 
C(CH3)2 -5.32 -1.25 4.07 
C(CH3)(CF3) -5.43 -1.45 3.98 






 energies and wavefunctions of the molecular orbitals in 
triscarbazole derivatives with varying X groups. The HOMOs are delocalized on the side 
carbazoles and the LUMOs are localized on the central units. 
 
Singlet and Triplet Excited States of Triscarbazoles 
The singlet and triplet excited state energies of the triscarbazole derivatives with 
varying X groups are given in Table 6.6. Upon going from monomers to triscarbazoles, 
we found that the singlet energies decrease by about 1 eV; however, the triplet energies 
remain almost constant (compare Tables 6.4 and 6.6). These results give rise to 
interesting conclusions. The singlet excited states of the triscarbazole derivatives 
dominated by a HOMO  LUMO transition have a strong intramolecular charge transfer 
(CT) character as indicated by the different localization patterns of the HOMO and 
LUMO. The HOMOs are delocalized on the side carbazoles and the LUMOs are 
localized on the central units (see Figure 6.4). These CT excitations can explain the 
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lowering of the singlet energy upon going from monomers to triscarbazoles. On the other 
hand, the maintenance of the high triplet energy in triscarbazole derivatives suggests a 
monomer-like triplet state. To test this hypothesis, we have analyzed the structural 
changes in the triscarbazole derivatives upon relaxation into the T1 state. We found that 
the largest geometrical changes upon S0 → T1 transition take place on the central units; 
this implies that the triplet states of triscarbazoles are very similar to that of the 
monomers. In addition, the wavefunctions of the molecular orbitals contributing the most 
to the triplet excited states show that the triplet excitons in these molecules are confined 
on the central units (Figure 6.5). These findings explain the almost constant triplet 
energies upon going from monomers to trimers. Furthermore, this distinct property, i.e., 
confinement of the triplet excitons on a short conjugation segment, results in materials 
with high triplet energies.
223
 Consequently, the triscarbazole derivatives studied here are 
a class of materials for which the HOMO/LUMO levels can be adjusted to a significant 
extent without much influencing the triplet energy.  
 
Table 6.6 TD-DFT/B3LYP calculated energies E (in eV) of the singlet (S1) and triplet 
(T1) excited states along with the singlet-triplet energy difference (EST) of triscarbazole 
derivatives. 
X E (S1) E (T1) EST 
NH 3.34 3.08 0.26 
O 3.34 3.13 0.21 
S 3.35 3.08 0.27 
CH2 3.56 3.00 0.56 
C(CH3)2 3.41 2.97 0.44 
C(CH3)(CF3) 3.41 2.94 0.47 
C(CF3)2 3.35 2.89 0.46 
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We note that, as opposed to the rest of the molecules in the series, the lowest 
triplet state of the triscarbazole (X=NH) is characterized by a charge-transfer type of 
transition. However, careful analysis of the higher-lying triplet states reveals that the next 
triplet state (T2) of the triscarbazole is very close in energy to the T1 state ( = 0.05 eV) 
and is governed by localized excitations on the central unit similar to the rest of the 
compounds in the series. As a result, for X=NH, we found that the T1 and T2 states have 
interchanged their characteristics. This points to the importance of analyzing all of the 
lowest-lying triplet excited states in these molecules since substituents may affect the 
nature and ordering of these states. 
 
 
Figure 6.5 DFT/B3LYP wavefunctions of the MOs showing the localized triplet 
excitations (HOMO-4/HOMO-5 to LUMO transitions) in triscarbazole derivatives 








As mentioned before, organic charge-transporting host materials should have high 
triplet energies, high enough to prevent quenching of the dopant emission. Such high 
triplet energies require a molecule with a short conjugation length which can be formed 
by introduction of saturated centers into the molecule.
244
 Recently, diphenylphoshine 











 have been shown to function as effective electron-
transporting host materials for blue OLEDs; in these molecules, phosphine oxide (P=O) 
is used as a point of saturation between the active chromophore center and outer phenyl 
groups, resulting in materials with triplet energies characteristic of the active centers. 
External quantum efficiencies as high as 9.8% at low drive voltages are reported for 






Figure 6.6 Chemical structure of the 2,7-diphenylphosphine oxide substituted biphenyl 
derivatives. The central units are biphenyl (X=2H), carbazole (X=NH), fluorene 
(X=CH2), and dibenzofuran (X=O). 
 
 
In this part, we have investigated 2,7-bis(diphenylphosphine oxide) biphenyl 
derivatives with variations in their X group (see Figure 6.6) as charge-transporting host 
materials for blue electrophosphorescent OLEDs (note that phosphine oxide is substituted 
at the para positions with respect to the bridging C-C bond in the central ring). The 
ground-state electronic structure and singlet and triplet excited states of these molecules 
are described by means of quantum-chemical calculations. Different substitution patterns 
such as 3,6-substitution (meta) of small molecules with phosphine oxides are also 
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considered to examine the effect of interconnection position on the energetics of this 
family of host compounds. 
Electronic Structure of Phosphine Oxides 
Since the P=O group acts as a point of saturation and prevents π-electron 
communication between the center rings and the outer phenyl groups, the electronic 
structures of phosphine oxides are expected to be representative of the central monomer 
units (i.e., biphenyl, carbazole, fluorene, and dibenzofuran). However, as seen in Table 
6.7, the strong inductive electron-withdrawing effect of the P=O moiety lowers both the 
HOMO and LUMO energies by 0.4 and 0.8 eV, respectively, relative to the monomers 
(see Table 6.1). As shown by other groups, substitution with electron-withdrawing groups 
(e.g., bromine) lowers both the HOMO and LUMO energies, but in some cases the 
energy stabilization caused by the inductive effect can be counteracted by mesomeric 
effects; in this case, the HOMO level can be raised enabling hole injection.
235,242
 For 
instance, such counteracting effects were observed in the molecular orbital levels of the 
triscarbazole derivatives discussed in the previous section where the HOMOs [LUMOs] 
were raised [lowered] with respect to monomers. In the case of phosphine oxides, both 




 energies (in eV) of the frontier molecular orbitals in phosphine 
oxides (POs). 
 HOMO LUMO (HOMO-LUMO) 
Biphenyl PO -6.42 -1.42 5.00 
Carbazole PO -5.87 -1.45 4.42 
Fluorene PO -6.19 -1.54 4.65 




The wavefunctions of the MOs in the phosphine oxides are depicted in Figure 6.7; it is 
seen that both HOMOs and LUMOs are predominantly localized on the central units. The 
HOMO energy is higher for the carbazole-based PO because of the involvement of the 
nitrogen atom of the carbazole ring in the HOMO. The HOMOs of biphenyl, fluorene and 






 Biphenyl PO Carbazole PO Fluorene PO Dibenzofuran PO 
 
LUMO+2 
    
 -0.79 eV -0.88 eV -0.87 eV -0.83 eV 
 
LUMO+1 
    
 -0.82 eV -0.88 eV -0.87 eV -0.84 eV 
 
LUMO 
    
 -1.42 eV -1.45 eV -1.54 eV -1.61 eV 
 
HOMO 
    






 -6.89 eV -6.15 eV -6.81 eV -6.47 eV 
 
HOMO-2 
    
 -6.89 eV -6.85 eV -6.86 eV -6.94 eV 
Figure 6.7 B3LYP/6-31G
*
 energies and wavefunctions of the molecular orbitals in 
phosphine oxides.  
 
 
Singlet and Triplet Excited States of Phosphine Oxides 
Table 6.8 summarizes the energies of the lowest-lying singlet and triplet excited 
states of the phosphine oxides investigated here. Our calculations indicate that Ph2P=O 
substitution of biphenyl, carbazole, fluorene, and dibenzofuran at the 2,7-positions does 
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not significantly change the T1 energy but lowers the S1 level by 0.4-0.6 eV. This is 
consistent with the experimental absorption spectra where the absorption maximum of 
the diphenylphosphine oxides are slightly red shifted from the absorption of the 
monomers due to the inductive influence of the P=O moieties.
237,242
 The weak influence 
on the triplet energy, however, indicates that the phosphine oxide substitution of small 
molecules does not alter the electron delocalization length of the active chromophore. All 
four PO compounds show triplet states characterized by localized excitations on the 
central units; as a result, triplet exciton energies calculated for POs turn out to be similar 
to the corresponding monomers i.e., biphenyl, carbazole, fluorene, and dibenzofuran.  
 
Table 6.8 TD-DFT/B3LYP calculated energies E (in eV) of the singlet (S1) and triplet 
(T1) excited states along with the singlet-triplet energy difference (EST) of phosphine 
oxides. 
 E (S1) E (T1) EST 
Biphenyl PO 3.84 3.18 0.66 
Carbazole PO 3.72 3.05 0.67 
Fluorene PO 3.72 2.93 0.79 
Dibenzofuran PO 4.06 3.07 0.99 
 
Effect of Interconnection Position 
DFT/B3LYP calculations show that Ph2P=O substitution of small building blocks 
at the 2,7- or 3,6-positions (para vs. meta, see Figure 6.6) lowers both the HOMO and 
LUMO levels due to the inductive effect of phosphine oxide. However, as illustrated in 
Figure 6.8, the extent of stabilization of the MOs shows some discrepancies depending on 
the interconnection position of the PO groups. Substitution at 2,7- or 3,6-positions is 
expected to affect the frontier orbitals in a different way due to the dissimilar electron 
density at these points. As an example, we found that substitution of carbazole with POs 
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at the 2,7- or 3,6-positions lowers the HOMO levels by approximately the same amount 
(around 0.4 eV); however, the decrease in the LUMO differs as a function of the 
interconnection position (see Figure 6.8). The LUMO of the 2,7-substituted compound is 
further stabilized by 0.3 eV as compared to the LUMO of the 3,6-substituted compound. 
This difference in the LUMOs can be explained from the topology of the molecular 
orbitals shown in Figure 6.8. The 2,7-substitution of carbazole with POs leads to a further 
stabilization of the LUMO due to the contribution of the P=O to this level (note the 
extension of the -conjugation towards the P=O group in Figure 6.8 on the left). On the 
other hand, substitution of carbazole with POs at 3,6-positions leaves the LUMO 
unaffected. Due to the larger extent of stabilization in the LUMO (caused by the 
combined inductive and MO effects), the triplet state of the 2,7-bis(diphenylphosphine 









 energies and wavefunctions of the frontier molecular orbitals 
of 2,7-bis(diphenylphosphine oxide)carbazole (left) and 3,6-bis(diphenylphosphine 
oxide)carbazole (right) illustrating the effect of interconnection position on the electronic 




Most of the current materials used as emissive materials in OLEDs are good p-
type (hole-transporting) materials. They, however, have generally small electron affinities 
and poor electron-transporting properties. Compared with organic hole-transporting 
materials, electron-transporting materials with low electron injection barriers and high 
electron mobilities are also required for improving the performance of the devices. The 
use of electron-deficient heterocyclic small molecules or polymers as a separate electron-
transporting layer or as a blend component in conjunction with the emissive material has 












1,3,4-Oxadiazoles (OXDs) are electron-transporting and hole-blocking 
compounds that have been widely used in OLEDs due to their electron deficient nature 
and high chemical stability.
77,232,248
 For example, 2-(4-biphenylyl)-5-(4-tertbutylphenyl)-
1,3,4-oxadiazole (PBD) and 1,3-bis[4-tert-butylphenyl)-1,3,4 oxadiazolyl]phenylene 
(OXD7)
248
 have often been incorporated in OLEDs as electron-transport materials. The 
use of OXDs as hosts for PHOLEDs is however more rare.
230,231
 In addition to their 
electron-transporting ability, oxadiazoles can present a wide band gap if one restricts the 
extensions of π-conjugation. As such, large band gap host materials based on oxadiazoles 
have been reported for blue electrophosphorescent devices.
231
 
In this part, we assess oxadiazole derivatives 1-6 shown in Figure 6.9 as potential 
molecules for electron-transport materials and hosts for blue-green emission. The effect 
of different side chains and their attachment position are examined to foresee structure 
property relations that can guide further development of new materials. To the best of our 
knowledge, there has not been any comprehensive theoretical study on the electronic and 






Figure 6.9 Chemical structures of the oxadiazole derivatives 1-6 investigated here.  
Electronic Structure of Oxadiazoles 
Table 6.9 summarizes the energies of the frontier molecular orbitals in oxadiazole 
derivatives 1-6. They all have low LUMO levels as compared to previously discussed 
triscarbazoles and phosphine oxides making them better candidates as ET materials. 
Compounds 1 and 2 have relatively high-energy HOMOs with respect to the rest of the 
molecules which may result in a better hole injection ability. Among the series, 
oxadiazole 5 has the deepest HOMO creating a larger barrier for hole injection. 
Geometric isomers 1 and 2 have similar HOMO and LUMO levels. Substitution of CH3 
with the electron withdrawing COOCH3 group stabilizes both the HOMO and LUMO by 
0.3-0.5 eV. Despite their similar HOMO levels, the geometric isomers 3 and 4 have 
different LUMO levels suggesting different electron injection abilities. Accordingly, the 
calculated electron affinities (EA) (Table 6.10) for these two compounds differ by 0.7 eV. 
Oxadiazole 4 having the most negative EA (-1.32 eV) is thus the most electron accepting 




 energies (in eV) of the frontier molecular orbitals in OXD 
derivatives 1-6. 
OXD HOMO LUMO (HOMO-LUMO) 
1 -5.98 -1.51 4.47 
2 -5.92 -1.48 4.44 
3 -6.27 -1.86 4.41 
4 -6.26 -2.06 4.20 
5 -6.74 -2.00 4.74 
6 -6.16 -1.67 4.49 
 
Table 6.10 B3LYP/6-31G* calculated electron affinities (EA) in OXD derivatives 1-6. 
OXD EA (eV) OXD EA (eV) 
1 -0.19 4 -1.32 
2 -0.17 5 -0.96 
3 -0.59 6 -0.71 
 
Figure 6.10 shows the wavefunctions of the frontier molecular orbitals in 
oxadiazole derivatives 1-6. The HOMO and LUMO levels are delocalized over the entire 
molecule for all oxadiazoles (except for compound 6). For the central ring, the HOMO is 
characterized by bonding orbitals between 3,4-nitrogen and 2,5-carbon whereas the 
LUMO is characterized by bonding between the 3,4-nitrogen atoms. In the case of 
compound 6, the HOMO and LUMO levels are localized on different parts of the 
molecule. We note that, for this molecule with a non-coplanar biphenyl conformation (the 
angle between the two phenyl rings is around 124), HOMO and HOMO-1 [LUMO and 
LUMO+1] lie close in energy (within 0.08 [0.15] eV of each other), and HOMO-1 
[LUMO+1] is found to be localized on the other half of the molecule (see Figure 6.11). 
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Figure 6.10 DFT/B3LYP wavefunctions of the frontier molecular orbitals in OXD 











Figure 6.11 DFT/B3LYP wavefunctions of the molecular orbitals in compound 6.  
 
 
Singlet and Triplet Excited States of Oxadiazoles 
 
The singlet and triplet excited-state energies of oxadiazole derivatives 1-6 are 
summarized in Table 6.11. The singlet excited states have energies in the range of 3.8-4.3 
eV, in agreement with the absorption data found for oxadiazole-containing compounds.
229
 
Furthermore, the singlet excited states are characterized by HOMO to LUMO transitions. 
From the topology of the molecular orbitals shown in Figure 6.10, it is seen that this 
transition has a π-π* nature. However, in the case of OXD 6, the singlet excited state is a 
charge-transfer state since HOMO and LUMO are localized on different parts of the 







Table 6.11 TD-DFT/B3LYP calculated energies E (in eV) of the singlet (S1) and triplet 
(T1) excited states along with the singlet-triplet energy difference (EST) of OXD 
derivatives 1-6, based on the DFT-optimized S0 geometries. 
OXD E (S1) E (T1) EST 
1 4.09 2.81 1.28 
2 4.06 2.80 1.26 
3 4.03 2.79 1.24 
4 3.83 2.70 1.13 
5 4.33 2.99 1.34 
6 3.95 2.89 1.06 
 
Although the position of the CH3 substituent has almost no effect on the 
energetics of molecules 1 and 2, the position of the COOCH3 group changes the energies 
of the excited states to some extent. For instance, the singlet and triplet excited states of 
compound 4 are slightly red-shifted as compared to its geometric isomer 3 (see Table 
6.11). Similar red-shifts are also observed in the experimental absorption and emission 
spectra of these compounds.
252
  
The triplet excited states with energies in the range of 2.7-3.0 eV are 
characterized by HOMO to LUMO transitions for oxadiazoles 1-5. For oxadiazole 6, the 
HOMO and HOMO-1 lie very close in energy ( = 0.08 eV), and as a result the triplet 
state is found to be dominated by a transition from the HOMO-1 to the LUMO. From the 
topology of the molecular orbitals shown in Figure 6.11, it is seen that the HOMO-1 and 
LUMO are confined on the same half of the molecule. We note that half of compound 6 
has nearly the same conjugation length as of compounds 1-4. As a result, the triplet 
energies of these compounds are found to be very similar. Compound 5 with its smallest 
conjugation length in the series has the highest triplet energy.  
TD-DFT calculations based on the ground-state geometry to obtain triplet 
energies do not take into account the geometry relaxation phenomena after 
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photoexcitation. Table 6.12 shows the DFT/B3LYP computed adiabatic, i.e., between the 
relaxed S0 and T1 geometries, S0 → T1 excitation energies in oxadiazole derivatives 1-6. 
In this case, the triplet energies of OXDs 1-6 are found to be in the range of 2.5-2.8 eV. 
As a result, DFT calculations suggest that the OXD compounds 1-6 studied here can be 
appropriate hosts for green, red, and even light blue phosphorescent emitters. Indeed, 
OXD 6 has been reported to be a good electron-transport host for the green emitter 




Table 6.12 DFT/B3LYP calculated adiabatic S0 → T1 energies (E) in OXDs 1-6. 
OXD E (eV) OXD E (eV) 
1 2.64 4 2.53 
2 2.63 5 2.76 
3 2.63 6 2.62 
 
Hybrid Oxadiazole/Carbazole Compounds 
Recently, bipolar hosts have attracted considerable interest in OLEDs, because 
they can induce balanced carrier injection and transport and, in addition, simplify device 
architectures.
233,234
 However, there is a dilemma between the bipolar transporting 
properties and the band gap of the material, in the sense that electron-donating and 
electron-withdrawing moieties incorporated on bipolar molecules can lower the band gap 
of the material due to the intramolecular charge transfer. Low triplet energy of the host 
can cause reverse energy transfer from the guest back to the host leading to a decrease in 
device efficiency. To overcome this problem, it is common to break the π-conjugation 





 between the two moieties. Efficient blue (46 
lm/W, 24%),
256
 green (27.3 cd/A)
255
 and orange (22 cd/A, 7.8%)
258
 
electrophosphorescence from such bipolar hosts has been reported.   
 141 
As discussed above, carbazole derivatives are prominent as host materials because 
of their high triplet energy combined with good hole-transporting ability. Oxadiazole 
derivatives, on the other hand, are proven to be very effective in improving the injection 
and transport of electrons. Therefore, herein, we investigate a series of 
carbazole/oxadiazole hybrid molecules linked through the 9-position of the carbazole to a 
phenylene ring attached to the ortho position of the oxadiazole as bipolar host materials 
(Figure 6.12). This type of ortho-linked carbazole-oxadiazole hybrid host molecule is 






Figure 6.12 Chemical structures of the hybrid oxadiazole/carbazole compounds 1-12. 
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Electronic Structure of Hybrid Oxadiazole/Carbazole Compounds 
Table 6.13 summarizes the HOMO and LUMO energies of the hybrid 
oxadiazole/carbazole compounds 1-12. As seen from the Table, substitution of OCH3 
with CH3 has practically no effect on the HOMO and LUMO levels of these molecules. 
In addition, the HOMO levels stay almost identical (~5.5 eV) for all molecules in the 
series regardless of their molecular topology. On the contrary, the LUMO levels with 
energies in the range of 1.7-2.2 eV are more affected by the molecular architecture. The 
LUMOs of compounds 7-12 are lowered by 0.1-0.3 eV as compared to compounds 1-6; 
this lowering can be explained by the increased π-delocalization seen in the LUMO of 
OXDs 7-12 (Figure 6.13). As we show below, the constant HOMO energies and slightly 
changing LUMO energies arise from the different localization patterns of the frontier 
molecular orbitals in these molecules.  
Hybrid compounds 1-12 consist of both electron donor (carbazole) and acceptor 
(OXD) moieties, thus, well balanced carrier injection and transport could be expected. 
Indeed, hybrid oxadiazole/carbazole compounds have reduced HOMO energies (~5.5 eV) 
as compared to solely oxadiazole-containing compounds (6 eV) which may enable 
better hole injection in these compounds. In addition, the HOMO energies of the hybrid 
compounds are comparable to that of carbazole (~5.4 eV) further indicating their 
propensity for hole injection and transport. Hybrid oxadiazole/carbazole compounds also 
have deep LUMO levels, as was the case for oxadiazoles, suggesting favorable electron 
injection. Therefore, a good balance of carrier injection and transport can be anticipated 
with these hybrid materials.  
Figure 6.13 shows the wavefunctions of the frontier molecular orbitals in 
compounds 1-12. We see that hybrid oxadiazole/carbazole compounds show significant 
separation in the HOMO and LUMO distributions such that HOMOs and LUMOs are 
localized at the respective hole- and electron-transporting moieties (i.e., HOMOs are 
localized on the carbazoles and LUMOs are localized on the oxadiazoles). This complete 
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separation of HOMO and LUMO to different parts of the molecules implies that the 




 energies (in eV) of the frontier molecular orbitals in hybrid 
oxadiazole/carbazole (OXD/cbz) compounds 1-12. 
OXD/cbz HOMO LUMO (HOMO-LUMO) 
1 -5.53 -1.92 3.61 
2 -5.51 -1.89 3.62 
3 -5.54 -1.78 3.76 
4 -5.49 -1.75 3.74 
5 -5.49 -1.77 3.72 
6 -5.46 -1.74 3.72 
7 -5.51 -2.16 3.35 
8 -5.51 -2.16 3.35 
9 -5.43 -2.05 3.38 
10 -5.42 -2.05 3.37 
11 -5.47 -2.02 3.45 






























































Figure 6.13 DFT/B3LYP wavefunctions of the frontier molecular orbitals in hybrid 






















































Figure 6.13 continued. 
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Singlet and Triplet Excited States of Hybrid Oxadiazole/Carbazole Compounds 
The singlet and triplet excited states of hybrid oxadiazole/carbazole compounds 1-
12 are summarized in Table 6.14. The low singlet energies (2.9-3.3 eV) are associated 
with charge-transfer type transitions from the HOMO located at the carbazole to the 
LUMO located at the oxadiazole. These energies are slightly lowered as compared to the 
triscarbazole derivatives discussed above (3.3-3.6 eV) which also exhibit CT singlet 
excited states.  
The substitution of several carbazole units at different positions in oxadiazole 
exhibits little effect on the triplet energies. To understand this behavior, we investigated 
the structural changes upon relaxation into the T1 state as well as the molecular orbitals 
contributing the most to the description of the lowest triplet state. We found that the 
largest structural changes upon S0 → T1 transition take place on the central OXD moiety 
(see Figure 6.14). Furthermore, the analysis of the wavefunctions of the MOs showed that 
the lowest-triplet state in these hybrid compounds is predominantly oxadiazole in 
character (Figure 6.15). Consequently, all of these findings indicate that the electronic 
structure of oxadiazole/carbazole compounds in their triplet state is being dominated by 












Table 6.14 TD-DFT/B3LYP calculated energies E (in eV) of the singlet (S1) and triplet 
(T1) excited states along with the singlet-triplet energy difference (EST) of hybrid 
oxadiazole/carbazole (OXD/cbz) compounds 1-12. 
OXD/cbz E (S1) E (T1) EST 
1 3.10 2.71 0.39 
2 3.11 2.75 0.36 
3 3.25 2.74 0.51 
4 3.24 2.78 0.46 
5 3.26 2.65 0.61 
6 3.27 2.67 0.60 
7 2.91 2.67 0.24 
8 2.92 2.67 0.25 
9 3.02 2.70 0.32 
10 3.02 2.69 0.33 
11 3.10 2.59 0.51 





Figure 6.14 Locations of the largest geometrical changes (highlighted region) upon S0 → 
T1 transition in hybrid oxadiazole/carbazole compounds 1-12. 
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The TD-DFT/B3LYP calculated (vertical) triplet energies of the hybrid 
oxadiazole-carbazole compounds are in the range of 2.7-2.8 eV. These values are quite 
similar to the adiabatic T1 energies calculated from the SCF procedure (see Table 6.15). 
As a result, the triplet energies calculated by two methods differ only by 0.1 eV for this 
family of compounds. Therefore, on the basis of the TD-DFT and SCF calculations, we 
conclude that these hybrid compounds can be effective host materials for green, red, and 
even light blue phosphorescent emitters.  
Table 6.15 DFT/B3LYP calculated adiabatic S0 → T1 energies (E) in hybrid 
oxadizole/carbazole (OXD/cbz) compounds 1-12. 
OXD/cbz E (eV) OXD/cbz E (eV) 
1 2.59 7 2.63 
2 2.62 8 2.62 
3 2.60 9 2.65 
4 2.63 10 2.63 
5 2.52 11 2.54 








































































Figure 6.15 DFT/B3LYP wavefunctions of the molecular orbitals contributing the most 



























































Figure 6.15 continued.  
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Organosilicon Compounds 
As we already discussed, up to date, most suitable host materials for blue 
phosphorescence are mainly high triplet energy carbazole-based materials. The high 
triplet energy is achieved by limited π-conjugation of the central linkage containing either 
a short or a conformationally twisted core. More recently, host materials combining the 
characteristics of ultrahigh energy gap of arylsilanes and high triplet energy of 1,3-bis(9-
carbazolyl)benzene (mCP) have been reported for highly efficient blue 
electrophosphorescence.
244
 Due to the significant steric hindrance of the bulky silyl 
center, the promising performance of these novel host materials is attributed to their high 
triplet state energy and thin film stability. This observation triggers many possibilities in 
the molecular design of host materials which can combine the characteristics of different 
structural skeletons. This fact motivated us to study the electronic properties of 
organosilicon compounds shown in Figure 6.16 as potential wide energy gap host 
materials for blue electrophosphorescence applications. The bulky triphenylsilyl group is 
expected to block the electroactive sites of small molecules such as biphenyl and 
carbazole leading to high energy gaps. We note that, among the series, compounds 1-6 


























5 6 7 
Figure 6.16 Chemical structures of the organosilicon compounds 1-7 investigated here. 
Electronic Structure of Organosilicon Compounds 
Table 6.16 summarizes the HOMO and LUMO energies of the organosilicon 
compounds 1-7 studied here. Among the series, compounds 1 and 2 possess very deep 
HOMO and shallow LUMO levels giving rise to large HOMO-LUMO energy gaps (~5.9 
eV). The large energy gaps are attributed to directly avoiding the phenyl-phenyl linkages 
by means of electronically isolating each phenyl ring in the structure. It is desirable for 
the ultrawide energy gap hosts (such as 1 and 2) HOMO and LUMO energies to be large 
enough to lie below and above the same levels of the dopant, respectively. The guest 
energy levels are then nested between the HOMO-LUMO gap of the host, thereby 
eliminating the potential for exciplex formation between the dopant and host. Hence, the 
guest acts as the primary site for electron and hole conduction within the emissive layer 
as well as the trap site for excitons.  
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The HOMO energies of the rest of the compounds are higher than that of 
compounds 1 and 2, presumably due to the presence of the phenyl-phenyl linkages (see 
Figure 6.17). Compounds 3 and 4 exhibit the HOMO/LUMO characteristics of the 
biphenyl linkage, whereas 5 and 6 show carbazole character. In the case of compound 6, 
there is almost a complete separation of the HOMO and LUMO levels such that the 
HOMO is localized on the carbazole and the LUMO is localized on the triphenylsilyl 
group giving rise to a charge-transfer type HOMO to LUMO transition. Among them, 
compound 7 has the smallest HOMO-LUMO energy gap (~3.7 eV) due to its higher-
lying HOMO and lower-lying LUMO levels. The different behavior of this compound 
arises from its silole nature (note that the rest of the compounds in the series are 
arylsilane derivatives with low HOMOs and large HOMO-LUMO gaps).  
Table 6.16 B3LYP/6-31G
*
 energies (in eV) of the frontier molecular orbitals in 
organosilicon compounds 1-7. 
Compound HOMO LUMO (HOMO-LUMO) 
1 -6.36 -0.50 5.86 
2 -6.52 -0.59 5.93 
3 -5.82 -1.06 4.76 
4 -6.03 -1.05 4.98 
5 -5.36 -0.75 4.61 
6 -5.41 -0.76 4.65 



























































Figure 6.17 DFT/B3LYP wavefunctions of the frontier molecular orbitals in 
organosilicon compounds 1-7. 
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Singlet and Triplet Excited States of Organosilicon Compounds 
Table 6.17 summarizes the singlet and triplet excited state energies of the 
organosilicon compounds 1-7. In addition to their large HOMO-LUMO gaps, compounds 
1 and 2 have high singlet and triplet energies. Indeed, the triplet energies of these 
compounds (~3.6 eV) far exceed the triplet energies of most compounds investigated so 
far such as triscarbazoles (2.9-3.1 eV) and phosphine oxides (2.9-3.2 eV). The triplet 
energy of 4 is similar to that of biphenyl as a result of the localization of the triplet state 
on the biphenyl moiety (see Figure 6.18). For compounds 5 and 6, TD-DFT/B3LYP 
estimates of the triplet energies are practically the same as for carbazole (E (T1) = 3.19 
eV), indicating that the triphenylsilyl substitution has simply no effect on the triplet state 
of these molecules. Indeed, as seen in Figure 6.18, the triplet states of molecules 5 and 6 
are localized on the carbazole moieties without any contributions from triphenylsilyl 
substituents.  
Table 6.17 TD-DFT/B3LYP calculated energies E (in eV) of the singlet (S1) and triplet 
(T1) excited states along with the singlet-triplet energy difference (EST) of organosilicon 
compounds 1-7. 
 E (S1) E (T1) EST 
1 4.40 3.62 0.78 
2 4.48 3.63 0.85 
3 3.90 2.93 0.97 
4 3.71 3.16 0.55 
5 3.70 3.18 0.52 
6 3.91 3.16 0.75 























































Figure 6.18 DFT/B3LYP wavefunctions of the molecular orbitals contributing the most 
to the description of the T1 state in organosilicon compounds 1-7.  
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Table 6.18 DFT/B3LYP calculated adiabatic S0 → T1 energies (E
calc.
) along with the 
available experimental triplet energies (E
exp.
















5 3.16   
6 3.17   
7 1.42   
aEstimated from the emission maxima of the phosphorescence spectra in 2-methyl-THF at 77 K. 
 
 
The organosilicon compounds investigated here have also high adiabatic triplet 
energies (see Table 6.18), except for molecule 7 in which there occurs a large geometry 
relaxation energy. The large geometry relaxation upon S0 → T1 transition lowers the 
triplet energy. Thus, a rigid structure with little geometric difference between S0 and T1 is 
desirable. Considering their high triplet energies (except for 7), these molecules may 
function as effective host materials for blue phosphors. For instance, according to our 
calculations, the triplet energies of the arylsilanes studied here are higher than that of the 




We have addressed the ground-state electronic structure as well as the singlet and 
triplet excited states of five classes of host materials (triscarbazoles, phosphine oxides, 
oxadiazoles, hybrid oxadiazole/carbazoles, and organosilicon compounds) by means of 
quantum-chemical calculations. Our key finding is that substitution of small molecules 
with phosphine oxides and carbazoles (as in the case of triscarbazoles) modifies 
HOMO/LUMO levels without much affecting the triplet energy. Interestingly, an 
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intuitive prediction of the HOMO/LUMO levels upon substitution in these molecules is 
not always possible due to the combination of stabilizing inductive and destabilizing MO 
effects. In the case of phosphine oxides, molecular orbitals are localized on the central 
units giving rise to localized singlet and triplet excitations. For triscarbazoles, differences 
in the localization pattern of the molecular orbitals suggest localized triplet states (i.e., 
triplet exciton is localized on the central units) and charge transfer singlet states. Due to 
this localized nature of the triplet excitons, phosphine oxides and triscarbazoles maintain 
the high triplet energy of the small building blocks (monomers) to accommodate blue 
triplet emitters. Oxadiazoles exhibit deep HOMO/LUMO levels making them good 
candidates as hole-blocking/electron-accepting materials. In the case of hybrid 
oxadiazole/carbazole compounds, a dozen systems have been examined, and it is found 
that there is significant separation in the HOMO and LUMO distributions such that 
HOMOs and LUMOs are localized at the respective hole- and electron-transporting 
moieties (i.e., HOMOs are localized on the carbazole and LUMOs are localized on the 
oxadiazole moities). This complete separation of the HOMO and LUMO to different 
parts of the molecules implies that the HOMO  LUMO transition becomes a typical 
charge transfer. The substitution of several carbazole units at different positions in 
oxadiazole exhibits little effect on the triplet energies, indicating that the electronic 
structure of hybrid oxadiazole/carbazole compounds in their triplet states are dominated 
by the oxadiazole moiety. The arylsilane derivatives, in general, are characterized by 
large HOMO-LUMO energy gaps, and high triplet energies among the five classes of 
host molecules studied, making them promising candidates as hosts for deep blue 
phosphors. 
The TD-DFT/B3LYP estimates of the energy and nature of singlet and triplet 
excitations are usually found to be in line with the experimental observations. As a result, 
this computationally efficient theoretical approach can be used as a tool to screen 
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TRIPLET EMITTERS FOR PHOSPHORESCENT OLEDs 
Introduction 











) in organic light-emitting diodes (OLEDs) has gained much interest since the first 
report of Forrest and co-workers.
218
 The strong spin-orbit coupling (SOC) of the heavy 
metal allows a very fast intersystem crossing (ISC) between the singlet and triplet excited 
states and allows the excitation to be stored in the lowest long-lived triplet state. Due to 
the participation of the triplet excitons in emission, in theory, internal quantum 
efficiencies as high as 100% can be achieved when OLED emissive layers are doped with 
phosphorescent emitters.
219
 For full-color display applications, the realization of red, 
green, and blue (RGB) colors is necessary. The green emitting complex tris(2-
phenylpyridine)iridium [Ir(ppy)3] has been known for years,
261
 and very high quantum 
efficiencies (greater than 80%) have been achieved when this complex is incorporated in 
devices.
18,262
 Low energy gap red phosphors have been obtained successfully by 
extending the π-electron delocalization through the incorporation of highly conjugated 
groups into the ligand chromophore;
263
 Adachi et al. have reported very high efficiency 
red emitting devices based on benzothienylpyridine ligands.
222
 However, the realization 
of high-performance blue organic phosphorescence still remains a challenge owing to the 
difficulty of maintaining the necessary high energy gap as well as the high quantum yield 
and good stability for device applications.  
The heteroleptic complex bis(4‟,6‟-difluorophenylpyridinato)-iridium(III) 
picolinate (FIrpic) is considered, thus far, as the benchmark for blue phosphorescent 
materials. However, since FIrpic actually provides greenish-blue emission, there has been 
a great effort in academia and industry to develop saturated and highly efficient deep blue 
phosphors.
264-270
 One strategy to shift the emission to the blue is to substitute picolinate 
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with other ancillary ligands such as triazolate, tetrazolate, bis(pyrazolyl)borate, 
diphosphine chelates, tert-butylcyanide, and N-heterocyclic carbene ligands.
268,270-272
  For 
instance, the use of carbene ligands was successful in producing complexes that are 
claimed to emit „true blue‟ light and even into the near UV. The luminescence quantum 
yields in these first generation complexes were, however, quite modest.
271
 
Previous studies showed that phosphorescence in Ir complexes originate from the 
triplet ligand-centered (
3
LC) π-π* and metal-to-ligand charge-transfer (
3
MLCT) excited 
states. One important issue is the extent of mixture of LC and MLCT characters in the 
emissive triplet state. The admixture of these charge-transfer states and thus the nature of 
the lowest excited states depend strongly on the substitution pattern.
273
 For instance, the 
LC/MLCT ratio can be modulated by grafting electroactive substituents that change the 
localization of the triplet excitons in heteroleptic complexes. The concept of emission 
color tuning by grafting electroactive substituents relies on the fact that the lowest excited 
state is often relatively well described as a HOMO to LUMO transition. Introduction of 
electroactive substituents at different positions of the ligands will, in general, change the 
HOMO-LUMO gap and, consequently the emission energy (the HOMO-LUMO gap here 
is the gap between the orbitals involved in the lowest energy electronic transition). Thus, 
tuning the emission wavelength throughout the entire visible spectrum relies on selective 
HOMO stabilization or LUMO destabilization. For example, according to DFT 
calculations performed on heteroleptic Ir complexes containing phenylpyrazole (ppz) and 
isoquinolinecarboxylic acid (iq) ligands, the HOMO and LUMO levels are localized on 
different ligands;
274
 this localization pattern gives the possibility to modify the energies 
of the HOMO and LUMO levels independently, thus allowing for easier emission color 
control.  
To design efficient blue phosphors, it is critical to understand the structure-
photophysical property relationships. In this sense, quantum-chemical calculations offer 
great possibilities in elucidating the structural and electronic properties of both the 
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ground and excited states of transition metal complexes. Here, we present a detailed 
study of the electronic properties of a series of Ir(III)-based homoleptic (IrL3) and 
heteroleptic (IrL2L‟) complexes with changes in their ligand systems.  
The homoleptic compounds given in Figure 7.1 comprise the ligands 2-
phenylpyridine (ppy) and its fluorinated derivatives (Fnppy, where n=2-4), 1-
phenylpyrazole (ppz), and 1-phenyl-3-methylbenzimidazole (pmb). These compounds 
can serve as prototypical cyclometalated phosphors since they are well characterized both 
by theory and experiment. Iridium (III) complexes with ppy ligands emit green light; 
while, complexes carrying fluorinated phenylpyridines are reported to emit in the blue 
region.
262
 Complexes utilizing pyrazolyl and imidazolyl type carbene ligands are 
promising as deep blue emitters.
271
  
The homoleptic complexes exist as two stereoisomers, facial and meridional. The 
photophysical investigation of both stereoisomers sheds light on the differences in the 
nature of their low energy excited states, which are related to the different symmetries of 
facial and meridional configurations.  
The heteroleptic FIrpic complex is considered as a common standard for “blue” 
phosphorescent materials. By analysis of the ground and lowest-lying excited state 
properties (such as orbital compositions and transition characters), we can explore the 
nature of absorption and emission properties of these complexes.  
Our goal is to better understand the factors (e.g., ligand isomerization, 
substitution, etc.) affecting the phosphorescence behavior. Acquiring such knowledge 
would allow us to predict the properties of light emission for a novel complex from its 







Figure 7.1 Chemical structures of the tris-cyclometalated Ir
III
 complexes. Abbreviations 
used throughout the text are given for each structure. 
 
This Chapter is organized as follows: In the next section, the influence of ligand 
orientation (facial vs. meridional) on the geometries, frontier molecular orbitals, and 
excited-state properties such as excitation energies and phosphorescence lifetimes are 
presented. After that, the role of ligand tuning is introduced where special emphasis is put 
on the effect of fluorination and replacing pyridine with pyrazole and benzimidazole 
ligands on the emission and electrochemical properties of tris-cyclometaleted Ir 
complexes. Then, we turn to heteroleptic Ir complexes where the influence of 
electroactive substituents attached to cyclometalated and ancillary ligands is reviewed. 
The relations between the ligand chemical structure and nature of emission are pointed 
out. A theoretically designed isomer of the heteroleptic complex FIrpic is also considered 
in this part. In the last subsection, studies of the solvent impact on absorption and 
emission are given. 
Effect of Ligand Orientation on Emission: Facial versus Meridional 
Metal d
6
 tris-complexes with asymmetric chelate ligands can have either a facial 
(fac) or a meridional (mer) configuration depending on the mutual disposition of the three 
monoanionic phenylpyridine ligands around the iridium ion (Figure 7.2). While there is 
no symmetry element present in the meridional configuration, the facial arrangement is 
characterized by the presence of a C3 axis which makes the three phenylpyridine ligands 
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chemically equivalent. The fac isomers are well documented in the literature,
261,262,275,276
 
whereas the mer isomers have only recently been studied.
262,269
  
Isolated samples of mer-Ir(C^N)3 complexes can be thermally and 
photochemically converted to facial forms, indicating that the meridional isomers are 
kinetically favored products while the facial isomers, obtained at higher temperatures, are 
thermodynamically favored.
262
 The lower thermodynamic stabilities of the meridional 
isomers are likely related to structural features of these complexes; that is, the meridional 
configuration places strongly trans influencing phenyl groups opposite each other, 
whereas all three phenyl groups are cis in the facial complexes. Tris-chelates with 
cyclometalating ligands such as 2-phenylpyridyl (ppy) have pronounced differences in 
the spectroscopic and photophysical properties between the facial and meridional isomers 
due to the marked disparity in the electronic and coordinating characteristics of the two 
types of coordinating ligand, that is, formally anionic phenyl and neutral pyridyl 
segments.
262
 The meridional isomers are observed to be easier to oxidize, to exhibit 






fac-Ir(C^N)3   mer-Ir(C^N)3 
 
Figure 7.2 Illustration of the fac vs. mer orientation in tris-cyclometalated Ir
III
 complexes. 
All the phenyl rings are cis with respect to one another in the fac orientation; whereas, 
they are mutually trans in the mer configuration. 
 
In the following subsections, we analyze the geometric, electronic, and excited-
state properties (excitation energies, dipole moments, and phosphorescence lifetimes) of 
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facial vs. meridional Ir complexes in order to understand the relations between the ligand 
orientation and photophysical behavior of these compounds. The geometries are obtained 
at the DFT/(U)B3LYP level with the 6-31G basis set for ligands and LANL2DZ for 
iridium. Excitation energies are calculated using the TD-DFT method at the same level of 
theory. 
Geometries 
The results of the DFT/(U)B3LYP calculated Ir-C and Ir-N bond lengths in the 
singlet ground (S0) and excited triplet (T1) states of the facial and meridional isomers of 
Ir(ppy)3 are given in Table 7.1. Since the facial isomer of Ir(ppy)3 sits on a three-fold 
axis, this leads to identical ground-state Ir-C and Ir-N bond lengths of 2.036 and 2.167, 
respectively. Crystallographic analysis also reveals that fac-Ir(ppy)3 has similar Ir-C 
(2.061 Å) and Ir-N (2.071) bond lengths,
277
 although the calculated Ir-N distances show 
some deviation from the experimental value. The bond lengths in the meridional isomer 
differ markedly from those of the facial isomer. The Ir-C bond trans to a pyridyl group 
(Ir-C1 = 2.021 Å) and the Ir-N bond trans to the phenyl group (Ir-N3 = 2.191 Å) are 
nearly the same length as the Ir-C and Ir-N bonds of the facial isomer. The Ir-C bonds 
trans to phenyl groups (Ir-C2 = 2.094 Å and Ir-C3 = 2.110 Å) have lengths markedly 
longer than the Ir-C bonds of the facial isomer, consistent with the significant trans 
influence of phenyl groups on each other. In contrast, the Ir-N bonds of the mutually 
trans pyridyl groups in the meridional complex (Ir-N1 = 2.061 Å and Ir-N2 = 2.081 Å) 
are significantly shorter than Ir-N bonds of the facial isomer. This is consistent with the 
weaker trans influence of a pyridyl group relative to a phenyl ligand.
262
 Likewise, the 
calculated Ir-C and Ir-N bond lengths in the triplet state of the mer isomer have similar 




         fac-Ir(ppy)3        mer-Ir(ppy)3 
  
Table 7.1 Comparison of selected bond distances (Å) for fac-Ir(ppy)3 and mer-Ir(ppy)3 in 
the singlet ground state (S0) and excited triplet state (T1). 
 S0 state  T1 state  
Bond  fac-Ir(ppy)3 mer-Ir(ppy)3 fac-Ir(ppy)3 mer-Ir(ppy)3 
Ir-C1 2.036 2.021 2.027 1.992 
Ir-C2 2.036 2.094 2.025 2.064 
Ir-C3 2.036 2.110 2.027 2.113 
Ir-N1 2.166 2.061 2.163 2.078 
Ir-N2 2.167 2.081 2.161 2.070 
Ir-N3 2.167 2.191 2.163 2.308 
 
Frontier Molecular Orbitals 
The DFT/B3LYP-calculated frontier orbital energies for fac and mer isomers of 
Ir(ppy)3 and Ir(pmb)3 are given in Table 7.2. Our results suggest that the HOMO energies 
of the meridional isomers are higher and the LUMO energies lower than those of the 
facial forms. As a result, the HOMO-LUMO gaps of mer isomers are decreased by about 
0.2 eV as compared to fac counterparts. This explains the observed red-shifted emission 
in meridional compounds.
262,271
 Furthermore, our results from DFT calculations, in 
accordance with electrochemical measurements,
262
 indicate that it should be easier to 













facial analogues. Indeed, the oxidation potentials of fac- and mer-Ir(pmb)3 are reported to 





Table 7.2 Energies (in eV) of the frontier molecular orbitals in facial and meridional 
isomers of the Ir complexes. 
Molecule HOMO LUMO (HOMO-LUMO) 
fac-Ir(ppy)3 -4.80 -1.23 3.57 
mer-Ir(ppy)3 -4.68 -1.28 3.40 
fac-Ir(pmb)3 -4.86 -0.59 4.27 
mer-Ir(pmb)3 -4.75 -0.71 4.04 
 
The HOMO and LUMO wavefunctions for the facial and meridional Ir(ppy)3 and 
Ir(pmb)3 complexes are shown in Figure 7.3. The HOMOs for both isomers of Ir(ppy)3 
consist of a mixture of phenyl- and Ir-d orbitals. The LUMO – while predominantly 
phenylpyridine in character – is delocalized among the three ligands in the fac isomer as 
opposed to being localized on two ppy ligands in the mer isomer. Likewise, the HOMO 
of the facial isomer of Ir(pmb)3 consists of metal and three pmb ligands, while the LUMO 
is delocalized among the three pmb ligands (mainly on the benzimidazolyl group). For 
the meridional complex, the HOMO is located largely on the metal and two pmb ligands 
(mostly on the phenyl portion) whereas the LUMO is primarily localized on the 
benzimidazolyl ring of one of the pmb ligands. Finally, on the basis of the orbital 
diagrams, the HOMO to LUMO transition in these complexes can be characterized as a 
metal-to-ligand charge-transfer (MLCT) with an admixture of ligand-centered (LC) 
and/or interligand -* transitions. 
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Figure 7.3 DFT/B3LYP wavefunctions of the frontier molecular orbitals in the facial and 
meridional isomers of Ir(ppy)3 and Ir(pmb)3 complexes. 
 
Excitation Energies 
The low-lying excited triplet and singlet states in the facial and meridional 
isomers of Ir(ppy)3 and Ir(pmb)3 are studied using the TD-DFT technique on the 
previously optimized ground-state (S0) geometries. The vertical excitation energies for 
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the lowest three triplet and singlet states calculated at the optimized ground-state 
structure of Ir(ppy)3 and Ir(pmb)3 complexes are given in Tables 7.3 and 7.4, 
respectively. The nature of the orbitals involved in the dominant excitation process is also 
shown. The lowest triplet state T1 in fac-Ir(ppy)3 is calculated to lie at 2.59 eV, compared 
to 2.7 eV observed in absorption and 2.5 eV in emission.
261,276
 The nearby triplet states 
(T2 and T3) appear extremely close in energy (within 0.01 eV) to T1. All correspond to 
excitations from an electron in HOMO with significant d character to the lowest * 
orbitals of the ppy ligands. The corresponding singlet states are found to occur about 0.2 
eV higher at 2.80 eV for S1. In the case of mer-Ir(ppy)3, the lowest excited states are no 
longer degenerate as a result of the broken C3 symmetry at this configuration (recall that 
the bond distances between the Ir and the coordinating atoms in the meridional complex 
are no longer equal). For both facial and meridional complexes, all of the low-lying 
transitions are categorized as metal-to-ligand charge transfer (MLCT) transitions with an 
admixture of -* ligand-centered (LC) and/or ligand-to-ligand charge transfer (LLCT) 
states. Likewise, the lowest-lying excited states in the facial isomer of the Ir(pmb)3 have 
similar energies (due to the three-fold symmetry in this configuration). However, in the 
meridional complex, while T1 and T2 lie very close in energy, the next triplet state (T3) is 
separated by ~0.04 eV from these two states. The corresponding singlet states are also 










Table 7.3 Excitation energies (E) and dominant orbital excitation from TD-DFT (S0) 
calculations for facial and meridional isomers of Ir(ppy)3. 
 fac-Ir(ppy)3  mer-Ir(ppy)3  
Excited state E (eV) Excitation E (eV) Excitation 
T1 2.59 H → L 2.52 H → L+1 
T2 2.60 H → L+1 2.58 H → L+2 
T3 2.60 H → L+2 2.65 H → L 
S1 2.80 H → L 2.69 H → L 
S2 2.85 H → L+1 2.71 H → L+1 
S3 2.85 H → L+2 2.82 H → L+2 
 
 
Table 7.4 Excitation energies (E) and dominant orbital excitation from TD-DFT (S0) 
calculations for facial and meridional isomers of Ir(pmb)3. 
 fac-Ir(pmb)3  mer-Ir(pmb)3  
Excited state E (eV) Excitation E (eV) Excitation 
T1 3.32 H → L+1 3.25 H → L 
T2 3.32 H → L+2 3.26 H → L+1 
T3 3.32 H → L 3.30 H → L+2 
S1 3.57 H → L+1 3.37 H → L 
S2 3.58 H → L+2 3.46 H → L+1 
S3 3.58 H → L 3.55 H → L+2 
 
It is important to point out at this stage that the degeneracy observed in the 
lowest-lying excited states of the metal complexes can lead to multiple emission 
phenomena, which results in the broadening of the emission spectrum. Our calculations 
suggest that the shape of the phosphorescence spectrum (broad or sharp) for the facial 
and meridional isomers should be dissimilar due to the differences in the positions of the 
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lowest-lying excited triplet states. In addition, the calculations confirm the red-shifted 
emission observed in meridional complexes with respect to their facial counterparts. 
Dipole Moments  










LC). Furthermore, different stereoisomers (fac and mer) are 
expected to behave differently in solution due to their different geometry. To understand 
the photopysical properties of facial and meridional complexes in solution, we have used 
the finite-field (FF) technique outlined in Chapter 2 to evaluate the dipole moments of the 
lowest-lying triplet states in fac- and mer-Ir(ppy)3. 
Table 7.5 Energies of lowest-lying triplet states from TD-DFT (S0) calculations and 
dipole moments (μ) obtained from the FF method for the facial and meridional isomers of 
Ir(ppy)3. 
Molecule Excited State Energy (eV)  (Debye) 
fac-Ir(ppy)3 T1 2.59 2.04 
 T2 2.60 2.42 
 T3 2.60 2.11 
mer-Ir(ppy)3 T1 2.52 4.85 
 T2 2.58 2.53 
 T3 2.65 7.73 
Note: The FF method is based on the TD-DFT (S0) calculations in the presence of an electric field. See 
Chapter 2 for its formulation. 
 
Table 7.5 collects the energies and dipole moments of the lowest-lying triplet 
states in facial and meridional Ir(ppy)3. In the case of the fac isomer, the lowest-lying 
triplet excited states are degenerate and their dipole moments are in close proximity to 
each other. The similarity in the polarity of the low-lying triplets in the facial isomer 
suggests the possibility of multiple emission in the presence of a solvent. On the contrary, 
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for mer-Ir(ppy)3, the energetics and dipole moments of the lowest-lying triplet states are 
different from one another which weakens the chance of multiple emission in solution. 
However, it enhances the probability of reordering of triplet states in solvents of different 
polarity. If the ordering of the triplet states changes, then the T1 state in solution could 
acquire a different nature than it would in vacuum. As a result, solvent effects in these 
complexes can be rather complicated and solvent may affect the nature of emission in 
several ways. These issues on solvent effects will be discussed further in the last 
subsection.  
Phosphorescence Lifetimes 
The phosphorescence matrix elements between the excited triplet state and singlet 
ground state, calculated from the residues of the quadratic response (QR) functions as 
implemented in the DALTON program,
120
 are analyzed for facial and meridional isomers 
of Ir(ppy)3. The phosphorescence radiative lifetime (
r
p) from the three sublevels of the 
lowest triplet state (corresponding to the three spin projections, ms = 0, 1) are calculated 
at the S0 and T1 optimized geometries (for details on the calculations, see Chapter 2).  
Although it seems natural to calculate rp at the T1 optimized geometry, since the 
final state is the ground state which determines the vibronic structure of the emission 
spectrum, it is also useful to consider the S0-T1 transition probability at the S0 optimized 
geometry. The calculated phosphorescence radiative lifetimes for the three spin sublevels 






) at the S0 optimized geometry and at the first excited triplet 
state optimized geometry are presented in Table 7.6. The phosphorescence lifetimes for 
spin sublevels indicate substantial qualitative and quantitative differences for the two 
geometrical structures (S0 and T1) as well as for two isomers (fac and mer). For the facial 




 sublevels of the lowest 
triplet state provides x and y polarization with short radiative lifetimes. The T
z
 sublevel is 
almost dark (z  88 s). Thus, at thermal equilibrium (high temperature limit at 77 K) 
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 sublevels. At 
the T1 optimized geometry, the T
y





 substates, but the spin selectivity is not as high as before. In fact, the calculated  
value at the T1 optimized geometry is in good agreement with the measured 
phosphorescence decay time for Ir(ppy)3 in 2-methyltetrahydofuran at 298 K (1.9 and 
0.15 μs for fac and mer isomers, respectively).
262
  
Table 7.6 Radiative phosphorescence lifetimes for the three spin sublevels α (s) of the 
facial and meridional isomers of Ir(ppy)3 complex calculated with HF/CIS/SDD-ECP/3-
21G QR method. 
 S0     T1     
 ES-T x y z  ES-T x y z  
fac 2.59 0.41 0.64 87.9 0.75 2.40 5.65 0.61 6.10 1.51 
mer 2.52 0.43 2.97 3.94 1.03 1.76 0.07 0.23 0.58 0.15 
Note:  (s) is the radiative phosphorescence lifetime in the high-temperature limit. ES-T (eV) is the S0-T1 
excitation energy. Calculations have been performed at the S0 and T1 optimized geometry. 
 
As a result of our calculations, we expect significant differences in the 
phosphorescence behavior of facial and meridional isomers of Ir(ppy)3: The T
y
 sublevel 
is more active in phosphorescence than the T
x,z
 sublevels in the fac isomer, and T
x
 is 
more active than T
y,z
 for the mer isomer as indicated by differences in their radiative 
lifetimes.  
Role of Ligand Tuning on Emission 
In this section, we investigate the effect of fluorination and replacing the pyridine 
with pyrazole and benzimidazole on the emission and electrochemical properties of tris-
cyclometaleted Ir complexes. We found that fluorine substitution and replacement of 
pyridine by pyrazole and benzimidazole both leads to a widening of the HOMO-LUMO 
gap and results in blue-shifted emission. 
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Table 7.7 summarizes the frontier orbital energies of the meridional Ir(ppy)3, 
fluorinated derivatives of Ir(ppy)3, Ir(ppz)3, and Ir(pmb)3 complexes. The introduction of 
fluorine substituents to the phenyl ring of the 2-phenylpyridine ligand decreases both the 
HOMO and LUMO levels due to the inductive electron-withdrawing effect of fluorine. 
However, the lowering of the LUMO by fluorination is slightly less than that of the 
HOMO, resulting in a widening of the HOMO-LUMO gap and leading to an increase in 
excited-state energy. It is important to note that the HOMO-LUMO gap of the fluorinated 
phenylpyridines does not increase further upon increasing the number of fluorine atoms. 
For example, the introduction of the third and fourth fluorine atoms on the phenyl ring of 
the difluorosubstituted compound slightly decreases the HOMO-LUMO gap (see Table 
7.7).  
Table 7.7 Energies (in eV) of the frontier molecular orbitals in tris-cyclometalated Ir 
complexes.  
 HOMO LUMO (HOMO-LUMO) 
mer-Ir(ppy)3 -4.68 -1.28 3.40 
mer-Ir(F2ppy)3 -5.52 -1.80 3.73 
mer-Ir(F3ppy)3 -5.69 -2.03 3.66 
mer-Ir(F4ppy)3 -5.94 -2.36 3.58 
mer-Ir(ppz)3 -4.80 -0.69 4.11 
mer-Ir(pmb)3 -4.75 -0.71 4.04 
 
Ir complexes with ppy, ppz, and pmb as coordinating ligands all have similar 
HOMO energies. However, the LUMO energies of mer-Ir(ppz)3 and mer-Ir(pmb)3 are 
shifted to a considerably higher energy relative to that of mer-Ir(ppy)3 (see Table 7.7). 
This can be attributed to the poor electron-accepting nature of pyrazole and 
benzimidazole as compared to pyridine.
271
 As a result, the triplet energies of mer-Ir(ppz)3 
and mer-Ir(pmb)3 are increased as compared to mer-Ir(ppy)3 (see Table 7.8). Thus, it 
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becomes possible to observe efficient blue or near-UV phosphorescence at room 
temperature from Ir complexes that have cyclometalated N-pyrazolyl- or carbene-based 
ligands.  
Table 7.8 Energy (E) of the lowest-triplet state (T1) in tris-cyclometalated Ir complexes 





 (eV) Ref. 
mer-Ir(ppy)3 2.52 2.42 262 
mer-Ir(F2ppy)3 2.78 2.57 262 
mer-Ir(F3ppy)3 2.86 2.73 269 
mer-Ir(F4ppy)3 2.81 2.63 269 
mer-Ir(ppz)3 3.06 2.90 262 
mer-Ir(pmb)3 3.25 3.26 271 
 
 
Table 7.9 summarizes the selected bond distances for meridional Ir(ppz)3 and 
Ir(pmb)3. Comparison of the geometries indicates that the imidazolyl-carbene ligand has 
a stronger trans influence than pyrazolyl and, thus, imparts a greater ligand field strength. 
In mer-Ir(pmb)3, the bond length of Ir-Caryl trans to benzimidazolyl (Ir-C2 = 2.099 Å) is 
greater than the length of the Ir-Caryl bond trans to the pyrazolyl group in mer-Ir(ppz)3 (Ir-
C3 = 2.031 Å), illustrating the stronger trans influence of the carbene ligand over that of 
pyrazolyl. The lengths of the mutually trans Ir-Caryl bond (Ir-C1 and Ir-C3, average (av) = 
2.127 Å) in mer-Ir(pmb)3 are slightly longer than those in mer-Ir(ppz)3 (av = 2.075 Å), 
indicative of greater electron donation from the carbene ligand than from the pyrazolyl 
moiety. Comparison of the crystallographic structures of the facial and meridional 
isomers of Ir(pmb)3 with the corresponding Ir(ppz)3 isomers supports this view as well.
271
 
As a result, the structures of both isomers of Ir(pmb)3 are consistent with a strong trans 
influence of a formally neutral carbene ligand. The bond-length differences suggest that 
the cyclometalated carbenes are stronger field ligands than their pyrazolyl or pyridyl 
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counterparts, and therefore, the Ir(C^C)3 complexes have high energy ligand field states. 












 mer-Ir(ppz)3  mer-Ir(pmb)3  
Bond Calc. Exp. Calc. Exp. 
Ir-N1 2.151 2.053   
Ir-N2 2.042 2.026   
Ir-N3 2.038 2.013   
Ir-C1 2.118 2.051 2.136 2.099 
Ir-C2 2.105 2.057 2.099 2.078 
Ir-C3 2.031 1.993 2.118 2.086 
Ir-C4   2.067 2.043 
Ir-C5   2.036 2.019 














Heteroleptic Complexes - FIrpic Derivatives 
Iridium complexes bearing 2-phenylpyridine ligands have the advantage that their 
emission energy can be finely tuned from blue to red by functionalization of 
phenylpyridines with electron-withdrawing and electron-donating substituents or by 
replacement of one phenylpyridine with an ancillary ligand. For heteroleptic Ir
III 
complexes, the emission wavelength can be modified via structural changes of both 
cyclometalating and ancillary ligands. For example, our colleagues at Pusan National 
University in Korea reported that the photophysical properties of the commonly used blue 
emitter Ir
III
 bis(4,6-difluorophenylpyridinato)-picolinate (FIrpic) change depending on the 
electroactive R1 and R2 groups attached to the cyclometalated and ancillary ligands, 
respectively (see Figure 7.4).
278
 The emission maximum, quantum yield, and shape of the 
phosphorescence spectrum (sharp or broad) vary as a function of the R1 and R2 




1: R1 = H; R2 = CH3 5: R1 = CH3; R2 = OCH3 
2: R1 = H; R2 = CF3 6: R1 = OCH3; R2 = CH3 
3: R1 = CH3;  R2 = H 7: R1 = N(CH3)2; R2 = CH3 
4: R1 = CH3; R2 = CH3 8: R1 = N(CH3)2; R2 = CF3 
 
Figure 7.4 General chemical structure of the Ir
III
 bis(4,6-difluorophenylpyridinato)-
picolinate (FIrpic) as a function of electroactive R1 and R2 groups. 
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Table 7.10 Experimental emission data
278
 for FIrpic derivatives 1-8 shown in Figure 7.4.  
Complex Quantum yield, Ф λmax (eV) Peak shape 
1 0.85 2.65 Sharp 
2 0.26 2.22 Broad 
3 0.44 2.42 Broad 
4 0.23 2.68 Sharp w/ tail 
5 0.69 2.67 Sharp 
6 0.18 2.38 Broad 
7 0.17 2.34 Broad 
8 0.07 2.09 Broad 
 
Experimental studies show that as opposed to homoleptic (IrL3) complexes, where 
a different isomerism pattern (fac and mer) is seen, heteroleptic (IrL2L‟) complexes are 
obtained as a single isomer by using a common intermediate (dichloro-bridged dimer) 
during synthesis.
279
 This isomer is an octahedron with cis-C,C and trans-N,N orientations 
around the chelating agent.
270,272
 On the other hand, Hay et al.
280
 theoretically examined 
the alternate isomers in heteroleptic Ir complexes where the coordinating C atoms were 
cis to one another, and N atoms are either cis or trans to each other. It was concluded that 
these complexes show different phosphorescence behavior (such as emission wavelength 
and quantum efficiency) with respect to different types of isomerism. Here, we also 
considered two isomers of the FIrpic complex such that N atoms on the F2ppy ligands are 
either cis or trans with respect to each other (see Figure 7.5). These isomers will be 
referred to as N-cis and N-trans throughout the text. The relative energies of the two 
isomers, based on the B3LYP energies of each structure, indicate that N-cis is +0.27 eV 






Figure 7.5 Two types of isomers discussed in the text: two N atoms in F2ppy (labeled as 
N1 and N2) are at cis (on the left) or trans (on the right) positions with respect to each 
other.  
 
In the following subsections, the geometric differences, ground-state frontier 
molecular orbitals, and excited-state properties of complexes 1-8 will be reviewed with 
an emphasis on the nature of triplet emission in N-cis and N-trans isomers. A brief 
introduction to solvent effects on absorption and emission is also given in the last part. 
Geometries 
To start with, we investigated the geometries of the singlet ground (S0) and lowest 
excited triplet (T1) states in N-cis and N-trans complexes 1-8. All compounds are found 
to be distorted octahedrons around the central Ir atom. The critical bond distances 
between Ir and its coordinated atoms in ligands in both ground and excited triplet states 
of N-cis and N-trans compounds are listed in Tables 7.11 and 7.12, respectively. In the 
ground state, both isomers have Ir-C bond lengths between 2.014 and 2.030 Å, in 
agreement with typical Ir-C lengths of 2.00-2.02 Å.
262,270,281
 In contrast, large deviations 
in the Ir-N bonds are found according to the ligand chelated at the counter position. For 
both isomers, bonds trans to C atoms are longer than bonds trans to N atoms due to the 











 Similar bond lengths are also calculated for the unsubstituted FIrpic 
complex, i.e., R1 and R2 = H (see Figure 7.4). 
Upon S0 → T1 transition, we found that the two isomers show different Ir-C bond 
length changes; one of the Ir-C bond length increases and the other one decreases for N-
cis complexes, while both Ir-C bonds decrease for N-trans compounds. However, 
complexes 2 and 8 show some deviations from these trends, and, as we will show later in 
this discussion, these complexes usually behave in an opposite way as compared to the 
rest of the molecules in the series (recall that complexes 2 and 8 have electron 
withdrawing CF3 groups on picolinate). With the exception of complexes 2 and 8, the Ir-
N bonds of the ppy ligand show similar behavior for both isomers: one of them decreases 
(Ir-N1) and the other one (Ir-N2) increases upon S0 → T1 transition. We also observe 
analogous bond evolutions in the picolinate ligand for N-cis and N-trans isomers; while 
the Ir-N bond of the picolinate elongates, the Ir-O bond shortens upon relaxation into T1. 
We note that for both isomers, the shortening of the Ir-O bond in the picolinate is 
significant (~0.14 Å) for complexes 2 and 8; this will indeed result in larger geometry 
relaxation energies for these compounds (see subsequent section). One important result 
from the analysis of the geometries is that, with the exceptions of complexes 2 and 8, all 
molecules show similar bond length changes upon S0 → T1 transition within N-cis and N-
trans compounds. As we show in the following subsections, the similarity in the 
geometrical changes upon excitation will be reflected in the calculated emission energies 







Table 7.11 Critical bond lengths (in Å) between Ir and its coordinated atoms in the 
relaxed S0 and T1 gas-phase geometries for N-cis complexes 1-8 (see Figure 7.5 for atom 
numbering). 
 S0 state      
Complex Ir-C1 Ir-N1 Ir-C2 Ir-N2 Ir-N3 Ir-O1 
1 2.015 2.054 2.029 2.169 2.172 2.092 
2 2.018 2.054 2.030 2.173 2.165 2.095 
3 2.017 2.053 2.029 2.169 2.171 2.094 
4 2.016 2.053 2.028 2.168 2.171 2.094 
5 2.016 2.054 2.029 2.169 2.172 2.093 
6 2.015 2.057 2.028 2.170 2.169 2.094 
7 2.018 2.056 2.027 2.167 2.167 2.100 
8 2.021 2.056 2.029 2.169 2.158 2.101 
 T1 state      
1 2.021 1.988 2.014 2.181 2.211 2.089 
2 2.030 2.095 2.049 2.163 2.147 1.958 
3 2.023 1.985 2.015 2.181 2.210 2.089 
4 2.023 1.985 2.015 2.181 2.205 2.090 
5 2.022 1.985 2.014 2.183 2.208 2.090 
6 2.025 1.984 2.017 2.184 2.202 2.087 
7 2.032 1.976 2.019 2.182 2.204 2.091 

















Table 7.12 Critical bond lengths (in Å) between Ir and its coordinated atoms in the 
relaxed S0 and T1 gas-phase geometries for N-trans complexes 1-8 (see Figure 7.5 for 
atom numbering). 
 S0 State      
Complex Ir-C1 Ir-N1 Ir-C2 Ir-N2 Ir-N3 Ir-O1 
1 2.015 2.056 2.021 2.071 2.185 2.180 
2 2.015 2.059 2.020 2.072 2.184 2.183 
3 2.016 2.057 2.021 2.071 2.182 2.180 
4 2.014 2.057 2.021 2.070 2.183 2.180 
5 2.014 2.056 2.021 2.071 2.186 2.179 
6 2.015 2.059 2.021 2.073 2.179 2.178 
7 2.012 2.059 2.020 2.074 2.182 2.184 
8 2.013 2.060 2.021 2.075 2.174 2.192 
 T1 state      
1 1.987 2.043 2.009 2.086 2.228 2.162 
2 2.026 2.071 2.035 2.080 2.177 2.048 
3 1.988 2.042 2.010 2.083 2.227 2.165 
4 1.988 2.042 2.009 2.084 2.225 2.165 
5 1.988 2.042 2.009 2.085 2.228 2.162 
6 1.988 2.043 2.011 2.084 2.221 2.164 
7 1.983 2.050 2.009 2.083 2.225 2.170 
8 2.032 2.083 2.039 2.055 2.168 2.048 
 
Frontier Molecular Orbitals 
The influence of a particular substituent on an aromatic system is usually 
discussed in terms of inductive and mesomeric effects. The mesomeric effect is related to 
the sharing of -electrons between the aromatic core and the substituent. If the substituent 
is grafted at a position where a frontier molecular orbital has a node, its impact on this 
particular MO is weak. On the other hand, if there is a significant electron density at the 
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point of attachment, the interaction between the -orbitals of the substituent and of the 
aromatic core is stronger.  
The inductive effect is usually associated solely with the -electron system of the 
aromatic molecule. Electroactive groups that withdraw electron density by the inductive 
effect cause a lowering of the energies of the highest occupied and lowest unoccupied 
molecular orbitals. This can be explained qualitatively by the fact that electron acceptors 
withdraw some electron density from the ligands, thus reducing the repulsive Coulomb 
interaction among the electrons occupying the ligand-localized -MOs and the electrons 
of the -system.  
Here, we examined the impact of electroactive substituents R1 and R2 in 
complexes 1-8 by comparing the energies of the frontier orbitals with respect to that of 
the unsubstituted complex FIrpic (R1 and R2 = H). Although the mesomeric and inductive 
effects are largely local, each of these two contributions strongly affects the energy of the 
frontier orbitals and hence the electronic structure of the Ir complex. However, the task of 
quantifying and ranking these effects is not straightforward; though, it is possible to 




Figure 7.6 DFT/B3LYP wavefunctions of the frontier molecular orbitals in N-trans 






Figure 7.6 shows the wavefunctions of the frontier MOs in N-trans isomer of 
unsubstituted FIrpic (R1 and R2 = H) complex. We note that similar orbital pictures are 
also obtained for the N-cis isomer of this compound. For FIrpic, the HOMO is mostly 
localized on the difluorophenyl part of the two ppy ligands and has a large contribution 
arising from the 5d atomic orbitals of Ir, while the LUMO is exclusively localized on the 
picolinate ligand. The HOMO has nodes at positions 1 and 2 (see Figure 7.6 for labeling) 
where R1 is attached, whereas the LUMO has large coefficients at position 3 which is the 
attachment position of the R2 group. Therefore, the R2 group is expected to influence the 
energy of the LUMO more than the energy of the HOMO.  
Figure 7.7 shows the energies of the frontier molecular orbitals in N-trans isomers 
of R1 and R2 substituted Ir complexes 1-8 as well as the unsubstituted complex (FIrpic). It 
is seen that both frontier MOs of complex 2 (R1 = H and R2 = CF3) are lowered with 
respect to the unsubstituted FIrpic due to the inductive electron withdrawing effect of the 
trifluoromethyl group attached to picolinate. Indeed, this compound has the deepest 
HOMO and LUMO levels in the series. In the case of complex 8 where R1 = N(CH3)2 and 
R2 = CF3, the LUMO is significantly lowered (due to electron accepting CF3), but the 
HOMO is slightly increased as opposed to complex 2. This increase in the HOMO can be 
explained by the strong electron donating effect of the N(CH3)2 group. For instance, 
complex 7 (R1 = N(CH3)2 and R2 = CH3) has the highest HOMO in the series due to the 
two electron donating groups attached to the phenylpyridine and picolinate ligands. The 
HOMOs and LUMOs of complexes 1 and 3-6 remain almost constant within the series 
because the electron donating effects of either the methyl or methoxy groups at positions 
1, 2, and 3 do not have a significant influence on the frontier MOs. Among the series, 
complex 8 has the smallest HOMO-LUMO gap due to the two counteracting effects 
caused by the strong electron donating (N(CH3)2) and accepting (CF3) groups attached to 
ppy and pic, respectively. Finally, we note that for N-cis isomers of complexes 1-8, the 
variations in frontier orbitals are essentially the same as those of N-trans compounds.  
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Figure 7.7 Energies of the frontier molecular orbitals in N-trans complexes 1-8 along 
with the energies for the unsubstituted complex FIrpic. 
 
Lastly, it is important to emphasize that the HOMO-LUMO gaps (~3 eV) of 
complexes 2 and 8 substituted with the CF3 group are significantly reduced as compared 
to the rest of the compounds in the series (~3.7 eV). The information on the HOMO-
LUMO gaps is often used to estimate the energy of the excited states. On this basis, one 
should expect red-shifted emission for complexes 2 and 8. Indeed, the excitation energies 
obtained from TD-DFT calculations predict significant red-shifts for these complexes 
(see subsequent section).  
Excitation Energies 
Time-dependent DFT calculations at optimized ground-state geometries (S0) were 
employed to examine the low-lying triplet and singlet excited states of complexes 1-8. 
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The results from TD-DFT (S0) calculations for N-cis and N-trans isomers are shown in 
Tables 7.13 and 7.14, respectively. For each molecule, we give the vertical excitation 
energies for the lowest 4 triplet and singlet states together with the nature of the orbitals 
involved in the dominant excitation process. In some cases, other excitation processes are 
also involved for a particular state; for the sake of simplicity, we only show the dominant 
contribution in Tables 7.13 and 7.14. However, we note that contributions from other 
excitations can sometimes play an important role in the nature of the electronic excited 
states as discussed in the following parts.  
From Tables 7.13 and 7.14, we see that in all complexes the S1 state is 
characterized by a HOMO → LUMO transition regardless of the substituents (R1 and R2) 
or isomerization pattern (N-cis vs. N-trans). Since HOMOs in these complexes are 
largely localized on the metal and phenyl part of the phenylpyridine ligand and LUMOs 
are predominantly ligand based, the HOMO to LUMO transitions in these compounds 
have significant MLCT character mixed with interligand excitations. For the N-cis isomer 
of complex 1, the LUMO+1 lies very close to LUMO ( = 0.05 eV) and shares the same 
character with the LUMO, i.e., both LUMO and LUMO+1 are localized on the ppy and 
pic ligands (see Figure 7.8). This has a profound impact on the character of the excited 
states; in fact, the lowest singlet excited state S1 corresponds to a HOMO → LUMO+1 
transition in this compound with a mixing of HOMO → LUMO MLCT and interligand 
excitations.  
In all complexes, the low-lying excited states are characterized by MLCT with an 
admixture of LC and/or LLCT transitions. For instance, Figure 7.9 shows the 
wavefunctions of the molecular orbitals involved in the transitions of N-trans complex 1. 
The electron density of the HOMO is largely located on the metal and the phenyl part of 
the two phenylpyridine ligands with some contributions from the lone pairs of oxygen. 
The HOMO-1 and HOMO-2 are predominantly metal based. There is also significant 
contribution from oxygen atoms of picolinate to HOMO-1. The LUMO is largely located 
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on the picolinate, whereas LUMO+1 and LUMO+2 are mostly localized on one of the 
phenylpyridine ligands. There is also non-negligible contribution coming from the 
picolinate in LUMO+1. These features of the MOs indicate that the lowest transitions in 
this complex are ascribed to MLCT mixed with LC and/or LLCT excitations. The 







































Table 7.13 Excitation energies (E), oscillator strengths (f) and dominant orbital excitation 
obtained from TD-DFT (S0) calculations for N-cis complexes 1-8. 
Complex Excited states E (eV) f Dominant 
excitation 
1 T1 2.68  H → L+1 
 T2 2.84  H-1→ L+1 
 T3 2.87  H → L+2 
 T4 2.95  H → L 
 S1 2.99 0.0111 H → L+1 
 S2 3.02 0.0050 H → L 
 S3 3.06 0.0044 H-1 → L 
 S4 3.17 0.0102 H → L+2 
2 T1 2.41  H → L 
 T2 2.43  H-1 → L 
 S1 2.51 0.0055 H → L 
 T3 2.63  H-2 → L 
 T4 2.72  H → L+1 
 S2 2.73 0.0045 H-2 → L 
 S3 2.85 0.0704 H-1 → L 
 S4 2.98 0.0120 H → L+1 
3 T1 2.71  H → L+1 
 T2 2.73  H-1 → L 
 T3 2.82  H → L 
 T4 2.90  H → L+2 
 S1 2.91 0.0035 H → L 
 S2 3.01 0.0128 H → L+1 
 S3 3.05 0.0072 H-2 → L 
 S4 3.07 0.0520 H-1 → L 
4 T1 2.70  H → L+1 
 T2 2.81  H-1 → L 
 T3 2.89  H → L+2 
 T4 2.92  H → L 
 S1 3.02 0.0048 H → L 
 S2 3.02 0.0119 H → L+1 
 S3 3.06 0.0101 H-1 → L+1 
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Table 7.13 (continued). 
5 T1 2.69  H → L 
 T2 2.89  H → L+2 
 T3 2.89  H-1 → L+1 
 T4 3.00  H-1 → L 
 S1 3.04 0.0114 H → L 
 S2 3.06 0.0042 H → L+1 
 S3 3.15 0.0038 H-1 → L 
 S4 3.20 0.0151 H → L+2 
6 T1 2.77  H → L+1 
 T2 2.79  H-1 → L 
 T3 2.90  H → L 
 T4 2.95  H → L+2 
 S1 3.00 0.0039 H → L 
 S2 3.08 0.0144 H → L+1 
 S3 3.11 0.0123 H-1 → L 
 S4 3.13 0.0126 H-1 → L+1 
7 T1 2.74  H-1 → L 
 T2 2.81  H → L 
 S1 2.87 0.0026 H → L 
 T3 2.89  H → L+1 
 T4 3.00  H-2 → L 
 S2 3.05 0.0069 H-1 → L 
 S3 3.07 0.0484 H-2 → L 
 S4 3.20 0.0438 H → L+1 
8 T1 2.26  H → L 
 S1 2.30 0.0029 H → L 
 T2 2.33  H-1 → L 
 S2 2.49 0.0036 H-1 → L 
 T3 2.50  H-2 → L 
 S3 2.73 0.0833 H-2 → L 
 T4 2.92  H → L+2 





Table 7.14 Excitation energies (E), oscillator strengths (f) and dominant orbital excitation 
obtained from TD-DFT (S0) calculations for N-trans complexes 1-8. 
Complex Excited states E (eV) f Dominant 
excitation 
1 T1 2.74  H → L+1 
 T2 2.80  H → L+2 
 T3 2.92  H → L 
 T4 2.94  H-1 → L 
 S1 2.98 0.0104 H → L 
 S2 2.99 0.0186 H → L+1 
 S3 3.04 0.0063 H → L+2 
 S4 3.11 0.0015 H-1 → L+1 
2 T1 2.35  H → L 
 S1 2.40 0.0020 H → L 
 T2 2.53  H-1 → L 
 T3 2.77  H → L+1 
 S2 2.78 0.0082 H-1 → L 
 T4 2.82  H → L+3 
 S3 2.89 0.0245 H → L+1 
 S4 2.93 0.0003 H-4 → L 
3 T1 2.78  H → L 
 T2 2.82  H → L+1 
 S1 2.85 0.0021 H → L 
 T3 2.85  H-1 → L 
 T4 2.85  H → L+2 
 S2 3.03 0.0338 H → L+1 
 S3 3.14 0.0085 H → L+2 
 S4 3.17 0.0116 H-1 → L 
4 T1 2.79  H → L+1 
 T2 2.84  H → L+2 
 T3 2.93  H-1 → L 
 T4 2.95  H → L 
 S1 2.97 0.0038 H → L 
 S2 3.02 0.0315 H → L+1 
 S3 3.14 0.0084 H → L+2 
 S4 3.16 0.0145 H-1 → L 
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Table 7.14 (continued). 
5 T1 2.78  H → L 
 T2 2.84  H → L+2 
 T3 3.00  H-1 → L+1 
 S1 3.01 0.0326 H → L 
 T4 3.06  H → L+1 
 S2 3.10 0.0024 H → L+1 
 S3 3.15 0.0082 H → L+2 
 S4 3.16 0.0011 H-1 → L 
6 T1 2.84  H → L+1 
 T2 2.90  H → L+2 
 T3 2.92  H-1 → L 
 T4 2.96  H → L 
 S1 2.99 0.0035 H → L 
 S2 3.10 0.0394 H → L+1 
 S3 3.19 0.0120 H → L+2 
 S4 3.20 0.0115 H-1 → L 
7 T1 2.80  H-1 → L 
 T2 2.83  H → L 
 S1 2.87 0.0024 H → L 
 T3 2.94  H → L+1 
 T4 3.01  H → L+3 
 S2 3.07 0.0099 H-1 → L 
 S3 3.17 0.0492 H → L+1 
 S4 3.20 0.0520 H-2 → L 
8 T1 2.27  H → L 
 S1 2.28 0.0020 H → L 
 T2 2.35  H-1 → L 
 S2 2.47 0.0046 H-1 → L 
 T3 2.60  H-2 → L 
 S3 2.84 0.0715 H-2 → L 
 T4 2.87  H-6 → L 
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Figure 7.8 DFT/B3LYP wavefunctions of the ground-state molecular orbitals for the N-
cis isomer of complex 1. The HOMOs are largely confined on the Ir metal whereas the 
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Figure 7.9 DFT/B3LYP wavefunctions of the ground-state molecular orbitals for the N-
trans isomer of complex 1. The HOMOs are largely confined on the Ir metal whereas the 
LUMOs are mainly localized on the ligands.  
 
Nature of the Lowest Excited Triplet State 
In addition to the previous TD-DFT studies of excited states, we have examined 
the lowest triplet state in Ir complexes by carrying out self-consistent unrestricted and 
restricted B3LYP calculations both at the optimized ground and triplet state geometries. 
Unrestricted single point calculations at the optimized ground-state geometry provide the 
energy of the T1* point, whereas restricted calculations at the optimized triplet geometry 
provide the energy of the S0* point illustrated in Figure 7.10. The energy calculation of 
these points gives an indication of the energy stabilization and overall geometry 
relaxation that occurs in the excited state in possible emission processes. Table 7.15 
collects the SCF transition energies between the ground and excited triplet states for N-
cis and N-trans complexes 1-8. The calculated adiabatic T1 energies (S0-T1) are 
comparable to the TD-DFT excitation energies as the energies obtained by two methods 
are within 0.1 eV of each other. All molecules show almost the same degree of geometry 
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relaxation, ∆(S0*-S0), upon emission which is consistent with the similar structural 
changes calculated for all molecules upon S0 → T1 transition. The larger ∆(S0*-S0) 
energy of both isomers of complexes 2 and 8 can be explained by the significant 
contraction of the Ir-O bond found in the T1 state (see above the subsection on 
geometries). Owing to their large geometry relaxation, these compounds posses relatively 
low triplet energies as compared to the other molecules in the series.  
 
 
Figure 7.10 Illustration of the potential energy surfaces for the ground state (S0) and 
lowest excited triplet state (T1) of Ir complexes. Points T1* and S0* correspond the 


















Table 7.15 SCF transition energies (in eV) between the ground (S0) and lowest excited 
triplet (T1) states for the N-cis and N-trans isomers of complexes 1-8 in their relaxed S0 
and T1 gas-phase geometries. See Figure 7.10 for labeling. 
 N-cis    
Complex ∆(S0-T1) ∆(T1-S0*) ∆(S0*-S0) 
1 2.62 2.27 0.35 
2 2.28 1.63 0.65 
3 2.64 2.28 0.36 
4 2.63 2.27 0.37 
5 2.62 2.27 0.36 
6 2.66 2.30 0.37 
7 2.73 2.38 0.35 
8 2.13 1.50 0.63 
 N-trans    
1 2.69 2.43 0.26 
2 2.37 1.72 0.65 
3 2.70 2.44 0.27 
4 2.70 2.43 0.27 
5 2.69 2.42 0.26 
6 2.74 2.46 0.28 
7 2.83 2.54 0.29 
8 2.21 1.57 0.64 
 
The wavefunctions of the pair of MOs contributing the most to the description of 
the lowest excited triplet state together with the energies obtained from TD-DFT 
calculations at the optimized ground-state structures for N-cis and N-trans complexes 1-8 
are presented in Tables 7.16 and 7.17, respectively. The highest occupied orbitals are 
predominately Ir(d) and phenylpyridine  orbitals (there is also a minor contribution from 
oxygen lone pair orbitals). The lowest virtual orbitals are mainly *-ligand in character. 
The nature of the lowest unoccupied orbitals contributing the most to the lowest triplet 
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state can be identified as phenylpyridine-localized, picolinate-localized, or a mixture of 
phenylpyridine and picolinate for the series of molecules 1-8. As a result, the lowest 
triplet excited states of these molecules are characterized by MLCT mixed with 
interligand and/or intraligand excitations.  
According to TD-DFT (S0) calculations, the virtual orbital involved in the 
description of the lowest triplet excited state is usually localized on the same ligand for 
both isomers (N-cis and N-trans). However, compounds 3 and 7 do not follow these 
trends. In the N-cis isomers of these compounds, the unoccupied MO is localized on the 
phenylpyridine and picolinate ligands for complexes 3 and 7, respectively (see Table 
7.16). On the other hand, for the N-trans isomers, the localization pattern is exactly the 
other way round (i.e., the unoccupied MO is localized on the picolinate and phenylpridine 
ligands of complexes 3 and 7, respectively, see Table 7.17). Due to this inconsistency in 
localization pattern of the two isomers, we suspect that there might be other excitations 
contributing to the lowest triplet states of these molecules. For instance, a careful analysis 
of all the excitations involved in the lowest excited triplet state of the N-trans complex 3 
reveals that there is also some contribution coming from the phenylpyridine-localized 
unoccupied MO in the T1 state. Moreover, in some cases, higher-lying triplet states are 
found to lie very close in energy to the lowest triplet state. This might lead to an 
interchange in the ordering of the triplet states. Indeed, the interchange of the excited 
triplet states is observed in the case of triscarbazoles discussed in the previous chapter. 
For the N-trans isomer of complex 3, the next triplet state (T2) lies 0.04 eV above T1, and 
the unoccupied MO contributing the most to this state is localized on the phenylpyridine 
ligand. As a result, both features seem to explain the opposite behavior observed in these 
compounds. This also points to the importance of analyzing all the lowest-lying excited 
states (Tn where n=1, 2, 3, etc.) and the nature of the excitations involved, rather than just 
focusing the dominant one in these states.   
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Table 7.16 DFT/B3LYP wavefunctions of the MOs contributing the most to the 
description of the lowest triplet excited states of N-cis complexes 1-8.  































































Note: Energy of the T1 state is obtained from TD-DFT (S0) calculations. DFT/B3LYP wavefunctions of the 

















Table 7.17 DFT/B3LYP wavefunctions of the MOs contributing the most to the 
description of the lowest triplet excited states of N-trans complexes 1-8.  






































































Note: Energy of the T1 state is obtained from TD-DFT (S0) calculations. DFT/B3LYP wavefunctions of the 
ground-state MOs are shown.  
 
It is important to note at this stage that because of the high computational cost in 
getting the excited states, the emission properties are usually calculated based on the 
ground-state geometry,
273,280,282
 assuming that the geometry does not change much 
between the ground and excited states. In this study, in addition to TD-DFT calculations 
at the optimized ground state (S0), we also analyzed the transitions related to the excited 
state by means of TD-DFT method at the optimized triplet geometry (T1). As we show 
next, TD-DFT treatment of vertical transitions at the optimized ground and excited states 
generally lead to similar orbital representations. 
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The energy of the lowest excited triplet state along with the wavefunctions of the 
pair of molecular orbitals contributing the most to the description of the T1 state, as 
predicted by TD-DFT (T1) calculations, are given in Tables 7.18 and 7.19 for N-cis and 
N-trans isomers of complexes 1-8, respectively. Although TD-DFT (S0) calculations 
gave some discrepancies in terms of MO localization between two isomers in a few cases 
(recall compounds 3 and 7), the TD-DFT (T1) treatment essentially leads to similar 
outcomes for all N-cis and N-trans complexes. The lowest triplet excited state is found to 
be dominated by a HOMO → LUMO transition for all compounds (both N-cis and N-
trans). Similar to previous results, TD-DFT calculations at the T1 optimized geometry 
resulted in HOMOs that are generally delocalized on the phenyl  orbitals of ppy with a 
large contribution from the d atomic orbital of Ir and also some contribution from the 
oxygen lone pair orbitals. The LUMOs are mostly localized on the phenylpyridine ligand 
for all complexes except for 2 and 8. In these cases, the LUMOs are confined basically on 
the picolinate ligand. We note that the HOMOs of the N-cis isomers of complexes 2 and 
8 do not have any contribution from the phenylpyridine ligands, rather they have large 
participations from the oxygen lone pairs in picolinate. As a result, the HOMO → LUMO 
transition in these compounds is characterized by MLCT to picolinate mixed with n → 
* intraligand (picolinate) excitations. For the rest of the N-cis compounds, the lowest 
excited triplet state is assigned as MLCT and interligand (ppy) → *(ppy) excitations 
with minor LC transitions. For the N-trans isomers, the lowest excited triplet state is 
usually ascribed to MLCT mixed with LC and interligand (ppy) → *(ppy) excitations. 
For complex 2, the T1 state includes MLCT and interligand (ppy) → *(pic) excitations, 
while for complex 8 the lowest triplet state is mainly MLCT in character.  
As a result, the TD-DFT calculations both at the optimized ground-state and 
excited-state geometries suggest that the energy of the lowest excited triplet state stays 
almost identical for all complexes substituted with electron donating groups (complexes 1 
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and 3-7). On the other hand, the CF3-substituted complexes 2 and 8 are significantly red-
shifted, consistent with the experimental data (see Table 7.10). The similarity in the T1 
energies of complexes 1 and 3-7 parallels the comparable degree of bond-length changes 
(geometry relaxation effects) calculated for these compounds upon S0 → T1 transition.  
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Table 7.18 TD-DFT (T1) calculated energy and the wavefunctions of the pair of MOs 
involved in the description of the lowest triplet excited state in N-cis complexes 1-8.  


































































Note: The lowest triplet state is dominated by a HOMO → LUMO transition for all complexes, as given by 






Table 7.19 TD-DFT (T1) calculated energy and the wavefunctions of the pair of MOs 
involved in the description of the lowest triplet excited state in N-trans complexes 1-8.  































































Note: The lowest triplet state is dominated by a HOMO → LUMO transition for all complexes, as given by 
TD-DFT calculations at the optimized T1 geometry. The MOs are obtained from TD-DFT (T1) closed-shell 
calculations. 
 
The assignments of the lowest triplet excited state in Ir complexes are further 
supported by the calculations of the charge and spin distributions. Figures 7.11 and 7.12 
collect the plots of the net Mulliken atomic charges q (S0 → T1) transferred from (if 
positive: red) or to (if negative: blue) a particular atom of the complexes in the lowest 
triplet state with respect to the ground state charge distribution, as provided by 
DFT/B3LYP calculations. The charge distribution plots show that in all complexes 
charge is transferred from the Ir atom to the ligands. Interestingly, in all complexes 
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charge is predominantly transferred to phenylpyridine ligands, while for complexes 2 and 
8 charge is mainly transferred to the CF3-substituted picolinate. This is in agreement with 
the results of TD-DFT calculations; the strong electron withdrawing effect of the CF3 
group attached to picolinate results in the localization of the triplet state on this ligand 
(recall that there was a significant shortening of the Ir-O bond upon S0 → T1 transition, 
further supporting the picolinate-localized triplet state of CF3-substituted compounds). 
Moreover, the degree of MLCT in these complexes can be assessed from the magnitude 
of the charge transferred from the Ir atom or from the value of the spin density on Ir (see 
Table 7.20). For N-trans complexes, both the change in Mulliken charges q (S0 → T1) 
and spin densities on Ir show that the picolinate-localized triplet excited states of 
complexes 2 and 8 exhibit the larger admixture of charge-transfer contributions. 
However, in the case of N-cis complexes, while spin densities on Ir indicate larger MLCT 
for complexes 2 and 8, the Mulliken charges show less charge transfer for these 
complexes.  
Table 7.20 Net Mulliken charge transferred from the Ir atom (q) upon S0 → T1 
transition and Mulliken atomic spin density on Ir in N-cis and N-trans complexes 1-8. 
 Mulliken charge  Mulliken spin density  
Complex N-cis N-trans N-cis N-trans 
1 0.146 0.106 0.501 0.391 
2 0.118 0.110 0.511 0.462 
3 0.144 0.102 0.486 0.377 
4 0.145 0.100 0.489 0.382 
5 0.148 0.103 0.505 0.394 
6 0.141 0.101 0.482 0.385 
7 0.140 0.102 0.488 0.387 
8 0.128 0.115 0.545 0.491 
Note: Mulliken spin densities are calculated at the UB3LYP level. The schematics of the q (S0 → T1) are 




Figure 7.11 Plots of the change in the net Mulliken charge (q) upon S0 → T1 transition 
in N-cis complexes 1-8. Red and blue colors indicate positive and negative q, 
respectively. 
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Figure 7.12 Plots of the change in the net Mulliken charge (q) upon S0 → T1 transition 
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Solvent Effects  
Up to now, all the calculations were performed on isolated molecules (“in the gas 
phase”). In order to evaluate the solvent effects, the absorptions and emissions in the N-
cis isomer of complex 1 are calculated by using a combined TD-DFT and PCM 
approach.
116,117
 Table 7.21 shows the excitation energies as obtained from TD-DFT (S0) 
for the N-cis isomer of complex 1 in a number of solvents. The transitions are slightly 
blue-shifted upon considering the solvent (E (S1) = 2.99 and E (T1) = 2.68 eV, in the gas 
phase). Photoexcitations estimated from the excited-state (T1) geometry (Table 7.22) 
result in qualitative trends similar to those obtained from the ground-state (S0) geometry. 
The excitation energies calculated from TD-DFT (T1) technique are slightly blue-shifted 
with respect to their gas phase values of E (S1) = 2.60 and E (T1) = 2.09 eV.   
The calculated excitation energies in complex 1 show little variations in solvents 
of different polarities (Tables 7.21 and 7.22). It is known that the substituents on the 
ligands affect the response of the emission spectra to different solvents (for instance, see 
Figure 7.13 for solution spectra of related Ir complexes).
283
 Therefore, it would be 
important to obtain the experimental solvent study of complex 1 in order to test the 
reliability of our results. On the other hand, as Figure 7.13 shows, the emission spectra of 
analogous iridium-picolinate complexes display significant red-shifts (and broadening) in 
highly polar solvents such as methanol. However, our calculations with the combined 
TD-DFT and PCM approach give a little variation of excitation energies in solvents of 
various polarities. This suggests that the effect of solvatochromism on phosphorescence 
might be more complicated than predicted by the current methodology. The solvent 
model applied here neglects the solvent reorientation and therefore does not take into 
account possible structural reorganization of the Ir complex in solution. The presence of 
solvent may affect the extent of structural relaxation, ordering of the triplets, as well as 
the energy spacing between the lowest triplet states. The last case may lead to the 
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generation of quasi-degenerate low-lying triplets from which multiple photon emission 
becomes possible.  
 
Table 7.21 Excitation energies, E (in eV), as obtained from TD-DFT (S0) solution for N-
cis isomer of complex 1. 
Solvent (Dielectric constant, ε) E (S1) E (T1) 
Toluene (ε = 2.379) 3.09 2.73 
Chloroform (ε = 4.9) 3.10 2.75 
Acetone (ε = 20.7) 3.13 2.78 
Methanol (ε = 32.63) 3.12 2.82 
Acetonitrile (ε = 36.64) 3.15 2.76 
 
Table 7.22 Excitation energies, E (in eV), as obtained from TD-DFT (T1) solution for N-
cis isomer of complex 1. 
Solvent (Dielectric constant, ε) E (S1) E (T1) 
Toluene (ε = 2.379) 2.65 2.13 
Chloroform (ε = 4.9) 2.69 2.16 
Acetone (ε = 20.7) 2.73 2.19 
Methanol (ε = 32.63) 2.75 2.21 










Figure 7.13 Solvent dependent emission spectra of FIrpic complexes. The top figure 
shows the solution emission spectra of unsubstituted FIrpic (R1 = H and R2 = H) and the 
bottom figure shows the emission spectra of the methoxy-substituted FIrpic (R1 = OCH3 




In order to understand the effect of solvent on the extent of structural relaxation, 
the T1 state of complex 1 has been optimized “in solution” (ethanol) using the Onsager 
solvent model.
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 Table 7.23 summarizes the critical bond lengths between Ir and its 
coordinated atoms in gas-phase and solution. When the geometries in two media are 
compared, relatively small geometrical changes are observed. In solution, a slight 
shortening of the Ir-N bond in picolinate is found as compared to the gas-phase structure, 
whereas the rest of the bonds between Ir and its coordinated atoms remain almost 
unchanged. This finding weakens the possibility of large structural relaxation of the T1 
state in the presence of a solvent.  
Table 7.23 Comparison of the selected bond lengths (Å) in the lowest triplet excited state 
of N-cis isomer of complex 1 in two media. 
Medium Ir-C1 Ir-N1 Ir-C2 Ir-N2 Ir-N3 Ir-O1 
Gas 2.021 1.988 2.014 2.181 2.211 2.089 
Solution 2.019 1.991 2.018 2.180 2.199 2.088 
Note: The Onsager solvent model with ethanol is applied for optimization in solution. 
 
The finite-field calculations of the dipole moments for the lowest-lying excited 
triplet states of complexes 1-8 indicate that the low-lying triplets differ in their static 
dipole moments (see Table 7.24). Furthermore, the ligand substitution (R1 and R2) affects 
the polarity of the triplet states as suggested by the diverse range of dipole moments. We 
also know that substitution of ligands changes the nature of the triplet states (such as 
MLCT, LLCT, LC, and MC transitions). As a result, the triplet states are expected to 
show different sensitivity towards solvents of different polarities. One possibility is that 
the ordering of the triplets may change in the presence of the solvent (due to marked 
differences in their dipole moments). If this happens, the triplet state could acquire a 
different nature in solution than it would in the gas phase.  
There is also evidence from other metal compounds that the solvent molecule may 
replace one of the coordinating ligands,
284
 when this is the case, one should expect a very 
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large structural relaxation in solution. As a result, the electronic structure of the lowest 
triplet state might not be necessarily related to a LC, LLCT, or MLCT transition with an 
original ligand participating anymore. However, this scenario is not explicitly taken into 
account in our calculations, and remains as a future work on this subject.  
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Table 7.24 Energies of lowest-lying triplet excited states from TD-DFT (S0) calculations 
and dipole moments, μ, from finite-field method
a
 for N-cis complexes 1-8. 
Complex Energy (eV) Dipole moment, μ (Debye) 
 
1 
T1 = 2.68 
T2 = 2.84 
T3 = 2.87 
μ1 = 4.17 
μ2 = 5.07 
μ3 = 2.53 
 
2 
T1 = 2.41 
T2 = 2.43 
T3 = 2.63 
μ1 = 10.25 
μ2 = 8.30 
μ3 = 10.28 
 
3 
T1 = 2.71 
T2 = 2.73 
T3 = 2.82 
μ1 = 4.37 
μ2 = 3.46 
μ3 = 9.62 
 
4 
T1 = 2.70 
T2 = 2.81 
T3 = 2.89 
μ1 = 3.85 
μ2 = 7.10 
μ3 = 2.95 
 
5 
T1 = 2.69 
T2 = 2.89 
T3 = 2.89 
μ1 = 4.50 
μ2 = 3.42 
μ3 = 3.38 
 
6 
T1 = 2.77 
T2 = 2.80 
T3 = 2.90 
μ1 = 3.84 
μ2 = 4.13 
μ3 = 7.92 
 
7 
T1 = 2.74 
T2 = 2.81 
T3 = 2.89 
μ1 = 7.14 
μ2 = 9.12 
μ3 = 3.42 
 
8 
T1 = 2.26 
T2 = 2.33 
T3 = 2.50 
μ1 = 10.85 
μ2 = 8.24 
μ3 = 9.80 
aFinite-field method is based on the TD-DFT (S0) calculations in the presence of an applied electric field. 








To gain insight into the factors responsible for the emission color change and the 
different quantum yields, we performed DFT and TD-DFT calculations on the ground 
and excited states of Ir complexes, characterizing the excited-state geometries and 
including solvation effects on the calculation of the excited states. This computational 
procedure allowed us to provide a detailed assignment of the excited states involved in 
the absorption and emission processes and to rationalize the factors affecting the 
phosphorescent behavior in the investigated complexes.  
The HOMO is confined on the metal-d and ppy- orbitals, whereas the LUMO is 
in all cases a * orbital localized on the ligand. The introduction of the strong electron 
withdrawing CF3 group in the ancillary picolinate ligand leads to a remarkable drop of 
the LUMO level and corresponding changes in absorption and luminescence properties. 
Our studies of the lowest triplet state in both isomers of FIrpic derivatives showed 
relatively small changes in geometry or energy (~0.3-0.4 eV). For complexes containing 
the CF3 group on picolinate, larger geometry changes are observed upon relaxation into 
T1 state, resulting in lower triplet energies for these compounds.  
Our results indicated that the lowest excited states in these Ir complexes result 
from an interplay of MLCT, LLCT and/or LC transitions. Substituents significantly affect 
the mixing of these states. Our calculations also showed that there might be a competition 
between different types of MLCT transitions, where one state involves a * orbital on the 
phenylpyridine ligand and another state involves a * orbital on the picolinate ligand. 
The lowest excited triplet states of complexes 2 and 8 (where R2 = CF3) are characterized 
by MLCT to picolinate; for the rest of the compounds, the T1 state is usually found to be 
dominated by MLCT to phenylpyridine.   
The structure of the ligand affects the nature and polarity of the lowest triplet 
states and thus changes their response towards solvents of different polarity. The extent 
of structural relaxation is found to be similar in gas-phase and solution. However, there 
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exists a probability of reordering of triplets in solution as suggested by different static 
dipole moments of the low-lying excited triplet states.  
In conclusion, designing a highly efficient blue phosphorescent emitter is a 
demanding task since the nature of the emissive state varies as a function of the 
substitution pattern. One strategy to shift the emission energy toward the blue region of 
the spectrum, on the basis of our calculations, may be functionalization of the 
phenylpyridine ligand by strong electron-donating groups. On the other hand, substitution 
of picolinate with strong electron-acceptors would shift the emission toward the red end 
of the spectrum. Further studies of spin-orbit coupling effects and specific interactions in 




CONCLUSIONS AND FUTURE WORK 
 
 The primary focus of this thesis was on two critical components of OLED 
operation: charge transport and light emission from excited state(s). Theoretical 
investigations of charge transport in organic materials have been often based on the 
“energy splitting in dimer” method and routinely assume that the transport parameters 
(site energies and transfer integrals) determined from monomer and dimer calculations 
can be reliably used to describe extended systems. The work presented in Chapter 3 
demonstrated that this transferability can fail even in molecular crystals with weak van 
der Waals intermolecular interactions due to the substantial (but often ignored) impact of 
polarization effects, particularly on the site energies. We presented a straightforward 
method to compute transfer integrals directly, in terms of properly orthogonalized 
monomer orbitals. In Chapters 3 and 4, the charge-transport parameters of several organic 
crystals such as oligoacenes and derivatives were investigated in the framework of the 
methodology we contributed to develop. Following in Chapter 5, the geometric, 
electronic, and spectroscopic properties of the molecular organic materials presenting 
intramolecular charge transfer were addressed. 
 Another key issue in OLED research is the development of phosphorescent metal 
complexes showing all three primary colors for full-color displays. In this regard, Ir(III) 
complexes have received particular attention as they allow the fine tuning of emission 
color from blue/green to red by judicious modification of the coordinated ligands; 
however, there are fewer reports of blue emission from these species. To design efficient 
blue phosphorescent emitters for OLEDs, it is critical to understand the structure – 
photophysical property relationships. The host for blue phosphorescent emitters has to 
fulfill – besides the customary requirements known already from the use of fluorescent 
 221 
emitters – the additional condition that the triplet energy of the host has to be higher than 
that of the guest. Thus, the design of suitable host materials is as important as that of 
phosphorescent emitters for the development of highly efficient OLEDs. Therefore, in the 
second half of this thesis, we concentrated on the theoretical analysis of host/guest 
systems for phosphorescent OLEDs. The work in Chapter 6 described the ground- and 
excited-state properties of several classes of host materials including carbazole and 
related compounds, phosphine oxides, oxadiazoles, hybrid oxadiazole/carbazole and 
organosilicon compounds with the aim of understanding their structure-property 
relations. The results demonstrated that the nature of the triplet excited states (localized 
vs. delocalized) depends strongly on the molecular topology and substituents. Localized 
excitations, i.e., excited states confined within a small conjugated segment, resulted in 
host materials with high triplet energies. This strategy can be used to design high energy 
gap hosts suitable for blue phosphorescent OLEDs.  
 In the last chapter, we presented the impact of ligand chemical structure and 
orientation (facial vs. meridional) on the properties of the ground and lowest excited 
triplet states of iridium complexes. The work showed that the substitution on the ligands 
not only modulates the emission energy but also often changes the ordering of the lowest 
excited triplet states and hence their nature. The results of DFT and TD-DFT calculations 
on the ground and excited states of the Ir(III) complexes allowed us to characterize the 
nature of the excited states involved in the absorption and emission processes. The lowest 
triplet excited states are best characterized as MLCT mixed with LC and/or interligand 
excitations. The extent of mixing in these states strongly depends on the substituents. The 
strong influence of MLCT to the picolinate ligand in complexes substituted with strong 
electron-withdrawing groups on picolinate resulted in significant red shifts in emission. 
Thus, one strategy to design high energy blue emitters can be to avoid MLCT to 
picolinate, and instead to increase the extent of MLCT to phenylpyridine. This may be 
 222 
achieved through functionalization of the picolinate ligand by strong electron-donating 
groups. This should be demonstrated in future studies.  
 The work on iridium complexes included preliminary studies on the consideration 
of spin-orbit coupling effects through the calculations of phosphorescence lifetimes in 
facial and meridional complexes of Ir(ppy)3. However, there are still fundamental issues 
that require deeper understanding to gain control over molecular architecture and 
phosphorescence behavior of Ir complexes. These would include the details of 
phosphorescence parameters such as rates of intersystem crossing, transition moments, 
and zero-field splitting of the lowest triplet state, which may be the focus of further 
studies. 
 In addition, a detailed solvent study on the solution photoluminescence behavior 
of iridium complexes will be helpful in elucidating the role of solvent on the triplet 
emission phenomena. The current study suggested the reordering of the triplet states in 
the presence of solvent (due to the marked differences in their dipole moments). 
However, different solvents may affect phosphorescence in a different way. One scenario 
we have mentioned but not demonstrated in this study is the replacement of one of the 
coordinated ligands by solvent molecules. This possibility may be tested in future solvent 
studies. Furthermore, in Chapter 7, the solvent dependence of emission properties was 
demonstrated for one particular FIrpic compound. There is evidence from literature that 
the solution emission spectra of FIrpic complexes show variations with different 
substituents attached to the cyclometalated ligand.
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 Therefore, the present study should 
be completed for the rest of the compounds in the series in order to understand the role of 
different substitutents on the solution emission properties of Ir complexes. 
 It is our hope that further theoretical calculations including these additional 
considerations can help to understand the phosphorescence of known systems and at the 
same time provide a tool for building structure-property relationships that can be useful 
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