Several real-world situations can be modeled as maximal covering location problem (MCLP), which is focused on finding the best locations for a certain number of facilities that maximizes the coverage of demand nodes located within a given exact coverage distance (or travel time). In a real scenario, such distance as well as other elements of the location problem can be uncertain or linguistically (vaguely) defined by the decision maker. In this paper, we manage flexibility in the coverage distance through a fuzzy constraint. So, an extension of the original MCLP model is proposed, which is solved by using a parametric approach. Computational experiments have been conducted to analyze how the proposed model can be solved and what kind of information can be obtained to help a potential decision maker to take a more informed decision.
Introduction
The maximal covering location problem (MCLP) is one of the most used covering problems in the context of the location theory. The MCLP was originally proposed by Church and ReVelle 3 and later reconsidered in 13 . Several applications of the MCLP were recently reviewed in 7 .
In this problem, a set of demand nodes and a set of facilities to be located are considered. These facilities can be located within the same demand nodes. Each demand node has an associated value, which represent its level of importance (demand generated at the node). The objective of the MCLP is to find the best locations for a fixed number of facilities in order to maximize the demand coverage. As the demand generated at the nodes is taken into account, the nodes with greater demand will be always covered, while some nodes can remain uncovered.
A demand node is considered covered if exist one facility, which can provide the required service at a distance or travel time less than or equal to predefined threshold.
In a recent review we made 8 , we observed that, in general, covering location problems are addressed considering that all the parameters of the problem under study are known with certainty. However, in many real situations, uncertainty can be present in some of these parameters, like the demand generated at nodes; the distance between the facilities and the demand nodes; the coverage radius; the server capacity; the installation cost; the aspiration levels; the risks; the arrival rate of demand; etc. Moreno et al. 12 claimed that the vagueness in the location problems could be adequately modeled by networks with fuzzy values which describe nodes, lengths of paths, etc.
Fuzzy approaches have been considered to address uncertainty in the maximal covering location problem 8 . Among the parameters with potential uncertain values, we will focus here in the coverage distance which is usually considered exactly known. As a consequence, a demand node is covered if there exist a facility within such coverage distance, while nodes that are beyond this distance are not covered. Thus, for example, nodes that are within a distance of 3.0 kilometers from a facility are fully covered, while those nodes that are at a distance of 3.01 kilometers are not covered. It is clear that this rigidity of the distance could lead to inappropriate and unrealistic solutions for the problem under study and it would be more reasonable to consider that a node is covered if there exist a facility at "approximately 3.0 kms". Along this line of research, Davari et al. 4 proposed a model based on a fuzzy approach in which possibility and necessity measures are used for calculating the travel time between the demand nodes and the facilities, and to estimate the expected coverage of demand. Also in 5 , the same authors presented a large scale MCLP with fuzzy coverage radius, which is represented by a triangular fuzzy number. Batanović et al. 1 presented a MCLP applied in networks where the demand values are described by linguistic terms and represented by triangular fuzzy numbers. Takaĉi et al. 15 posed a fuzzy maximal covering location model in which the coverage radius is considered as a fuzzy number and defined a coverage degree for the demand nodes. Shavandi and Mahlooji 14 applied a fuzzy approach based on the queuing theory where the demand of the nodes, server capacity, average number of customers at the queue, and service times of servers are considered as triangular fuzzy numbers.
For an in-depth review, considering fuzzy approaches for location problems, models and solving methods, the interested reader can refer to Guzmán et al. 8 .
So, given the importance of the MCLP and being clear that the covering distance is a matter of degree, the aim of this paper is to propose a fuzzy extension of the problem that uses a fuzzy constraint to model the standard distance as an uncertain value. In this situation, the decision maker allows some violations in the accomplishment of the distance constraint and, in order to solve the problem, we apply the parametric approach proposed by Verdegay 17 , which converts the fuzzy problem into a set of crisp problems. This approach has been successfully used in other relevant applications (e.g. 16, 10 ).
These crisp problems can be solved using well known conventional techniques. In this sense, heuristic and metaheuristic methods have been used in recent years to solve different types of location problems 13, 11, 5 . Here, using a specific metaheuristic we will show how the problem can be solved, and the kind of information we can obtain when using this parametric approach, which in turn, will allow the decision maker to take a more informed decision.
Consequently, this paper is organized as follows. Section 2 presents a formal definition of MCLP and also our fuzzy extension is described. Section 3 shows computational experiments that were realized to validate the fuzzy model prosed. The results obtained and a discussion of the findings is presented in Section 4. Finally, our conclusions are outlined in Section 5.
Problem definition and proposed fuzzy approach
In this section, our fuzzy extension is described. But first, the MCLP formulation is presented. N i -{ j ∈ J|d i j S} the set of potential facility locations that can cover the node i within the time or distance S, d i j is the distance between the node i and the potential location for the facility j.
Input parameters p -the number of facilities to be located.
S -the maximum allowed time or distance to respond to a request.
w i -value that represent the demand associated to node i.
Decision variables x j -1 if a facility is located at the node j, 0 otherwise.
Mathematical model
The objective function (1) maximizes the demand covered by the set of established facilities. Constraint (2) states that one or more facilities will be located within the distance or travel time pre-defined S from the demand node i. Constraint (3) ensures that the number of facilities to be located is p. Finally, decision variables x i and y i are considered as binaries.
With the aim to illustrate the above model, Figure 1 shows a feasible solution for a MCLP with two facilities, which cover twenty five demand nodes. The size of the node indicates its demand. Here, two demand nodes are covered by the two facilities and there are uncovered nodes. As we noted before, because of in real MCLP some elements could be imprecise or vaguely defined, the application of fuzzy sets and systems techniques to model and/or manage such imprecision is fully justified.
In the MCLP, a demand node is covered by a facility if the distance between both is less than a given standard o coverage distance. A decision maker may allow some flexibility on this fact, that, in mathematical terms can be modeled using a fuzzy constraint.
We consider the following fuzzy constraint in the construction of the N i set:
where operator f means that the constraint (6) could be partially satisfied. It should be noted that although d i j and S do not appear directly in the formulation of the problem, they are included in the definition of the set N i . Thus, the membership function that represents the satisfaction degree of the constraint (6) , is the following piece-wise linear function:
where τ ∈ R is the maximum tolerance allowed by the decision maker.
There are several approaches to transform fuzzy models into classical ones, i.e. crisp models, see, for example, 2, 6, 18 . As mentioned in the introduction, the parametric approach proposed by Verdegay 17 is used to solve our fuzzy extension of the MCLP. Basically, this approach employs two phases, the first one transforms the fuzzy problem into several crisp problems by using α-cuts, where the parameter α ∈ [0, 1] represents the satisfaction degree of the decision maker. As a consequence, for each α ∈ [0, 1] considered, a classical MCLP (α-MCLP) is obtained. In the second phase, all these problems are solved by classical optimization techniques. The results obtained for the different α values generate a set of solutions, which could be integrated by the Representation Theorem for fuzzy sets. Thus, we can say that the solution provided by the parametric approach is a solution of our fuzzy MCLP extension. See Figure 2 . Following this approach, Eq. (6) is transformed into the following constraint:
where α ∈ [0, 1] and τ is the tolerance level allowed by the decision maker. Using this transformation, our fuzzy model can be solved by conventional optimization methods.
Computational experiments
In this Section, computational experiments that were carried out on various scenarios are presented. The proposed model is validated and the solution method is tested.
Test Problem
We follow the guidelines presented in ReVelle et al. 13 to construct the test problem. The demand nodes were randomly located in a 30 × 30 grid following a uniform distribution. Each node's demand is uniformly selected at random from the interval [1, 50] .
Given this scenario, we consider the number of facilities p to be located in the range [1, 2, . . . , 11]. The coverage distance is set to S = 5.
All demand nodes are potential locations to establish the facilities and it is assumed that the installation cost is the same for all facilities, so that this cost is not considered in the model. Furthermore, all facilities to be located are homogeneous, that is, it assumed that they have the same response capacity. The Euclidean distance was used to calculate the distance between facilities and demand nodes.
The level of tolerance τ in the distance constraint (8) is set to τ = 1.5 (meaning a maximum of 30% excess from the value of S, when α = 0). Now, for every value of p we consider different values for the α-cuts. In our experiments we define α ∈ [1.0, 0.9, . . . , 0.0], thus leading to a set of 11 crisp problems that need to be solved. The solving method is described in the next subsection.
Iterated Local Search algorithm
The Iterated Local Search algorithm (ILS) posed in 9 was used to solve our proposed model. This method consists starts with an initial solution s 0 ; and a conditional loop with two main steps: (i) perturbation applied to s 0 to obtain a new solution s 1 ; and (ii) local search method used to transform s 1 into a local optimum s 2 . The ILS pseudo-code is shown in Algorithm 1.
The perturbation mechanism favors the exploration of other regions of the search space, allowing to escape from local optima, whereas the local search performs the intensification, which allows us to find the best solution within a neighborhood. 
Algorithm 1:
Pseudo-code for the Iterated Local Search method. 1 R ← set of perturbations; 2 s 0 ← LocalSearch(GenerateInitialSolution()); 3 for r ∈ R do 4 for iter ← 0 to NumMaxIter do 5 s 1 ← Perturbation(s 0 , r
Representation of solutions
A solution is simply a vector of size p indicating the node where each one of the p facilities is located. For example, considering 100 demand nodes and 5 facilities, a feasible solution can be represented by the vector s = [10, 25, 45, 80, 90] , where the first facility will be located in the demand node 10, the second facility will be located in the demand node 25, and so on. Now, in order to generate an initial solution, we simply assign every facility to a random location without repetition.
Local search procedure
The main idea of local search method is to improve the value of the objective function through a set of movements performed in the solution space. The basic move consist in re-allocating a selected facility.
Once a facility j is selected, the possible new locations are those that are at a distance closer than S (recall that this is a problem's parameter).
The new location will be the one that maximizes the improvement of the objective function.
In our case, since a facility can be distributed on the set J of potential locations, in this step, for each location j ∈ J, we explore its neighborhood and we replaced it by its best improving neighbor j . That is to say, that neighbor which maximizes the demand coverage. 
move facility j to location bestN in s
This process is repeated for a certain number of times that gives the so called depth of the local search.
Perturbation procedure
The perturbation mechanism applies the same basic move as the local search but depending on a different radius that is defined as r here. This parameter r changes during the run of the ILS procedure and we consider the following values r = {5.5, 7, 8.5, 10}. As the radius increases, the set of potential new locations for a given facility also increases, thus allowing to move it far away from the current location. The selected values correspond to percentages of increase of {10%, 40%, 70%, 100%} with respect to the distance S. Given a solution s and a neighborhood radius r, the pseudo-code for the perturbation procedure is as follows:
1. Choose randomly one facility j of the current solution s. 2. For j, obtain its neighbor locations, N = {n | distance( j, n) r}.
3. Choose randomly one location n ∈ N and move j to n.
Computational Experiments
Both the model and the algorithm ILS were programmed using Java and compiled with Eclipse 4.2.2. For each α ∈ {1.0, 0.9, . . . , 0.0} and for each p ∈ {1, 2, 3, . . . , 11}, we perform 30 independent runs of the ILS method, thus having a total of 11×11×30 = 3630 runs.
Every run uses 400 iterations. Every 100 iterations, the value of r is changed. At the end, every run makes 400 × 10000 evaluations of the objective function. The best (maximum) solution found in each run was recorded.
The experiments were conducted on a notebook with an Intel Core i5 at 2.4 GHz running Windows 7 64-bit operating system and with 8 GB of RAM.
Results and discussion
The results can be analyzed from several points of view.
We start with Table 1 , where for each value of α and number of facility (p) the maximum coverage percentage (over 30 runs) is shown.
The last two rows have a special meaning. The "Difference" row, shows the coverage difference obtained between α = 0.0 and α = 1.0 (the less restrictive and the more restrictive versions of the constraint, respectively). The "Average coverage" is simply the average of the coverage for all the values of α.
The data shown in Table 1 provide a range of solutions that allows to explore the results from different perspectives by observing variations in the rates of coverage generated by changes in the number of facilities, in the α-level or both values. When reading the table by columns, we observe that as α decreases (the constraint relaxation increases), the coverage percentage also increases. Looking at any specific α-cut, is it clear that coverage can be increased adding more facilities.
Regarding the "Difference" row, the values are positive, meaning that the percentages of coverage with α = 0.0 are always greater than those of α = 1.0. In some cases, the relaxation of the constraint satisfaction led to an improvement that ranges from approx. 7% with 1 or 11 facilities, to up more than 20% when using 4, 5 or 6 facilities. As we will comment later, this is not exclusively due to the fact that as the coverage distance increases, more nodes are covered.
If we focus on a specific percentage of coverage, we note that this value can be obtained in different ways. For example, the results shown in bold represent a percentage of coverage greater than or equal to 90%. Figure 3 shows a graph of the coverage percentage obtained for the different number of facilities 5 to 11, and for all the α-cuts. The x axis indicates the values of α, whereas the y axis indicates the coverage percentages. The curves represent the evolution of the coverage percentage obtained for each number of facilities. In most cases, a decrease in α increases the coverage percentage except for some particular cases where this percentage is the same or decreases. Such decrease in the percentage probably is caused by the method of resolution that we have applied.
This kind of plot is very useful for a decision maker. For example, if he wants a coverage percentage around 90%, he can draw a line as the one shown in the plot and check which series intersect. It can be observed that such level of coverage can be achieved using from 7 to 11 facilities, of course using certain flexibility in the standard distance (different α value). Having this in mind, the decision maker can decide to increase the number of facilities or to be more tolerant with respect to the distance. This is of utmost importance if, for example, the installation cost of the facilities are later taken into account.
As mentioned before, increasing the number of facilities increases the percentage of coverage. However, the contribution to the global coverage associated to a new added facility decreases. That is, the percentage of coverage given by facility p is less than the percentage of coverage obtained by the facility p − 1. coverage attained for each added facility. For some specific values of α, this percentage is less than 1% (see bold values for facilities 9, 10, and 11). Figure 4 shows the average percentage of coverage given for each facility. The highest coverage is given by the first facilities, and that there is a decreasing tendency as more facilities are added. This tendency is clearly linear (R 2 = 0.9726). The reader can observe a slight perturbation at the seventh facility, however this is a consequence of using an approximate resolution method and has no other additional impact.
Finally, we analyze the impact that the constraint relaxation has on the distribution of facilities. Figure  5 shows a group of 6 graphs representing solutions of three different scenarios of the MCLP extension proposed in this research. Each row corresponds to solutions with 6, 8, and 10 facilities (from top to bottom) and α = 1.0 (left) and α = 0.0 (right). In every case, the solution and the coverage percentage obtained is shown.
Due to the relaxation of the distance constraint when α = 0.0, we can see that the amount of covered nodes is always greater than when α = 1.0, thus generating a higher percentage of coverage. It should be also noted that, this increase in coverage is due not only to the fact of relaxing the distance, but also is caused by changes in the facilities locations. That is, these locations change according to the distance value. This means that a location can be the best at a given specific distance value but not the best in others cases.
On the other hand, we can note that in most cases when α = 0.0 there is a significant number of nodes that are covered by more than one facility. This side (and non planned) effect is appropriate in practical applications where it is important to locate backup facilities that respond to customers when the main facilities are not available.
Conclusions
In this work, we proposed an extension of the maximal covering location problem using a fuzzy constraint on the distance. In order to solve the resulting model, we focused in a parametric approach, that led to a set of "crisp" problems that, in turn, were solved using an iterated local search heuristic. Using a randomly generated scenario, we made a set of computational experiments considering different tolerances and number of facilities.
The results obtained allowed to show which kind of information can be gained when using the proposed model. In particular, two aspects should be highlighted: a) availability of information regarding different ways to attain a given percentage of desired coverage; b) opportunity to visually analyze the solutions for different levels of constraint relaxation, which in turn allows to detect the more critical facilities locations (for example, those that are fixed in all the solutions).
Overall, we can conclude that the use of the proposed model coupled with the solving method described, can lead a decision maker to take more informed decisions.
