Audio classification means recognizing different types of audio events in the audio documents. One difficulty of audio classification is the sample labeling problem, because manual labeling is very time-consuming, and then it is usually difficult to get enough labeled samples for training. To reduce the manual labeling workload, one effective way is to use the SVM (Support Vector Machines) active learning technology. SVM is a discriminant classifier which is only interested in class boundary samples, and then samples on class boundary are more informative to SVM. To this end, in this work we propose to select unlabeled samples based on class boundary characteristics, and propose a new SVM active learning algorithm. We summarize 3 characteristics of class boundary, i.e. 1) the class boundary lies in a low-density region; 2) the class boundary region is confusing; 3) there exists redundancy in the class boundary region. We use the proposed active learning algorithm to resolve the sample labeling problem of audio classification. Experimental results on two real datasets verify that the samples selected based on the above class boundary characteristics are very informative, and compared with another two SVM active learning algorithms, the proposed algorithm can obtain the best performance with the least manual labeling workload, so, our proposed algorithm can effectively reduce the manual labeling workload, and then it can resolve the sample labeling problem effectively.
Introduction
In the field of multimedia classification, recently, audio classification (AC) has been attracting more and more attention [1] [2] . Compared with other media types, such as image, audio has many unique advantages. For example, audio is not affected by illumination condition, and it is not sensitive to occlusion. AC is one kind of multimedia
Theoretical Foundations

Semi-supervised Learning
SSL is an iterative learning process. In each iteration, it selects the sample which is most confident by the current classifier, and adds the class label by the machine itself. Therefore, SSL does not need any human involvement. There are two basic assumptions in SSL: cluster-assumption and manifold assumption. In this work we only focus on the cluster-assumption. Cluster-assumption points out: samples in the same cluster are very likely to have the same class label. Cluster-assumption is equivalent to the low density separation assumption, and then according to the low density separation assumption, cluster-assumption can be re-expressed as: the class boundary should pass through the low-density region.
Active Learning
AL is also an iterative learning process. In order to reduce manual labeling workload, in each iteration, AL only selects the informative samples, and asks the expert for labels. Among so many AL technologies, the pool-based AL is the most popular one. Pool-based AL assumes that a small labeled training set and a large pool of unlabeled samples can be obtained, and then in each iteration, it selects the informative unlabeled samples from the pool, and asks the expert for labels; after that, the newly labeled samples are put into the labeled training set, and then the updated labeled training set is used to retrain the classifier. The workflow of the pool-based AL is expressed in Figure1
The key point of pool-based AL is step2, i.e. how to define informative samples and how to find them. Some research adopts the sequential AL method to find out the 
(4)
Where ξ i is the slack variable and C is a positive penalty coefficient. According to the Lagrange optimization theory, the above optimization problem can be converted into the following dual representation:
Subject to 1 0 1,...,
Where α i denotes the Lagrange multiplier. K(·,·) is a kernel function which satisfies the Mercer conditions. The role of K(·,·) is to project samples into a high-dimensional feature
Most of the α i s would be zero; for the non-zero α i , the sample x i corresponding to it is called support vector (SV). For a test sample x, its class label is predicted as sgn(f(x)).
Related Work
SVM active learning is an effective way to reduce manual labeling workload, and recently it has been widely studied. According to different criteria, SVM active learning can be divided into different types, including binary-class SVM active learning, multiclass SVM active learning [5] [6] , single-label SVM active learning [5] , multi-label SVM active learning [7] , sequential SVM active learning and batch-mode SVM active learning [8] [9] [10] etc.
Binary-class SVM active learning is the AL whose basic classification model is the binary-class SVM; likewise, multi-class SVM active learning is the AL whose basic classification model is the multi-class SVM. Much research has been done on binary-class SVM active learning, the study on multi-class SVM active learning is relatively little. Research in [5] and [6] are two examples of multi-class SVM active learning. In [5] , the authors combined spectral and spatial information of images to select samples for manual labeling. In [6] , several unlabeled samples are first selected by AL, after that, the model mines the pattern classes for unlabeled samples by computing the difference between the labeled and unlabeled samples; besides, AL is also used to select compatible, rejected and uncertain samples. Through the above strategies, the research in [6] can translate an unlabeled multi-classification problem into a supervised multi-classification problem.
Single-label SVM active learning is the AL which assigns a single label to one sample; likewise, multi-label SVM active learning is the AL which assigns multiple labels to one sample. In real life, there is often the case that for one sample, several labels are needed to describe it. Taking audio classification for example, for an audio clip, there may be several audio events happening simultaneously, and then multiple labels should be annotated for it. Much effort has been done on single-label SVM active learning, while research on multi-label SVM active learning is still little. The work in [7] belongs to multi-label SVM active learning. In [7] , two multi-label AL strategies were proposed, i.e. max-margin prediction uncertainty strategy and label cardinality inconsistency strategy; these two strategies were then integrated into an adaptive framework of multi-label SVM active learning.
Sequential SVM active learning is the AL which selects a single most informative sample in each iteration, and batch-mode SVM active learning is the AL which selects several informative samples in each iteration. Nowadays, batch-mode AL is the mainstream, and sequential AL is seldom used since it is time-consuming. The work in [8] [9] [10] belongs to the batch-mode SVM active learning. In [9] , Tuia et al. proposed to select samples according to the closeness degree between samples and the current separating hyperplane, besides, in order to reduce redundancy, the authors added the constraint that no selected sample should share the closest support vector. In this work, we denote this algorithm as SVM Tuia . In [10] , Patra et al. proposed to introduce the cluster-assumption of SSL into sample selection. They used the entropy-based histogram thresholding method to find out the low-density region, and then selected informative samples from it. This algorithm is denoted as SVM Patra in this work.
In this work, our proposed new SVM active learning algorithm, denoted as SVM Leng , belongs to the batch-mode AL. SVM Leng has borrowed the idea of SVM Tuia to reduce redundancy, and has borrowed the idea of SVM Patra to find out the low-density region, but different from SVM Tuia , when reducing redundancy, beside the constraint proposed in
SVM Active Learning Algorithm Based on Class Boundary Characteristics
The Class Boundary Characteristics
From the principle of SVM it can be seen that SVM is only interested in samples on the class boundary, so, for SVM, samples on the class boundary are more informative. In this work, we propose to select such informative samples based on class boundary characteristics. In order to show these characteristics intuitively, here we take two classes of samples both of which obey the Gaussian distribution as an example to discuss these characteristics (Figure2). We summarize the following three characteristics of class boundary, just as that shown in Figure2:
(1) The class boundary lies in a low-density region Samples of the same class tend to be more close to each other, and then the class boundary region turns out to be a region with low-density.
(2) The class boundary region is confusing In the class boundary region, samples of different classes tend to be mixed with each other, and then samples on the class boundary are easy to be misclassified.
(3) There exists redundancy in the class boundary region In the class boundary region, some samples are very close to each other (such as sample A and sample B in Figure2), and then it would cause redundancy. 
Figure 2. The Sample Distribution of Two Classes Both of Which Obey the Gaussian Distribution
Method and Principle
In this section, based on the class boundary characteristics discussed above, we design the SVM active learning algorithm as follows.
(1) The Class Boundary Lies in a Low-density Region The cluster-assumption of SSL points out that the separating hyperplane should pass through a low-density region, and this is confirmed by the sample distribution in Figure2, so using the cluster-assumption of SSL to guide the sample selection of AL is reasonable. In this work, we use the cluster-assumption in this way: during the AL process, in some iterations, the separating hyperplane may deviate from the class boundary seriously, in this case, we will adjust it towards the class boundary through selecting the unlabeled samples from the low-density region.
In order to find out the low-density region, here we adopt the method proposed by Patra et al. [10] . In each iteration of AL, all samples, including the labeled ones and unlabeled ones, are first classified by the SVM classifier; then the margin band of SVM is equally divided into M bins; for each bin, the ratio of the samples in it to the samples in the margin band is calculated, in this way, a histogram can be constructed for the margin band; with this histogram, an entropy-based histogram-thresholding technique is used to find out the bin on which the maximum entropy is achieved, and this bin is then taken as the low-density region. The principle of entropy-based histogram-thresholding technique is as follows:
Let Ω1, Ω2 denote the two classes, H: the histogram constructed for the margin band, p i : the histogram value of the i-th bin, t: the t-th bin of the margin band which takes values from {1,…, M}, then the entropy of a class can be expressed as a function of t:
The optimal threshold t 0 is defined as the t which can maximize E Ω1 (t)+ E Ω2 (t), as that shown in formula (11) . The t 0 -th bin of the margin band is then taken as a low-density region.
) The Class Boundary Region is Confusing
The class boundary has many characteristics, and then selecting informative samples only based on its low-density characteristic is not enough. Taking region C in Figure2 for example, C is a low-density region, but when performing classification using SVM, sometimes the samples in C would not fall into the margin band, and then can not be selected. But it can be seen that samples in C locate on the class boundary, and they are very informative for training.
In addition to the low-density characteristic, the class boundary also has the confusing characteristic, because the sample distribution of two classes always overlaps on the boundary, and then samples on the boundary are very easy to be misclassified. Such misclassified samples are very informative since they are just the samples that the classifier is uncertain about. If samples in C can not be selected through the low-density characteristic, here we try to select them through the confusing characteristic. To this end, here we design to expand the sample selection region to include not only the low-density region, but also the confusing regions. To do so, first, the confusion rate η is calculated for all bins; we use bin(t 0 +m) to denote the (t 0 +m)-th bin, m takes values from {1-t 0 , 2-t 0 , 
and sgn(f(x i )) denote the true class label and the predicted class label of sample x i respectively. Since the true class labels of the unlabeled samples cannot be known in advance, here we only use the labeled samples to estimate the confusion rate.
Let R denote the expanded sample selection region, it is initialized as R=bin(t 0 ). For a bin, if its confusion rate is larger than zero, then it is incorporated into R, otherwise it is just neglected:
(13) After the above expansion operation, R contains both the low-density region and the confusing regions, and then it can well cover the class boundary region.
(3) There Exists Redundancy in the Class Boundary Region From Figure2 it can be seen that some informative samples in R are very close to each other, which means that there exists redundancy in R. Redundancy could increase computational complexity without corresponding benefit. In order to reduce the redundancy in R, here we restrict that the selected samples should not share the closest support vector, and at the mean time should not be the nearest neighbor of each other.
In order to reduce redundancy, Tuia et al. [9] proposed a restriction that the selected samples should not share the closest support vector; in this work, we think that only using this restriction is not enough. Taking sample A and sample B in Figure2 for example, assuming the closest support vector of sample A is sample D, and the closest support vector of sample B is sample E, then A and B do not share the closest support vector, but apparently these two samples are very close to each other, choosing both of them is not necessary. Therefore, in order to further reduce redundancy, beside the restriction that the selected samples should not share the closest support vector, we also restrict that the selected samples should not be the nearest neighbor of each other. Based on the above discussions, the unlabeled samples in R are selected as follows.
Let d ave denote the average decision value of samples in the t 0 -th bin, first, the unlabeled samples in R are sorted in ascending order according to the absolute difference between their decision values and d ave . The sorted samples are denoted as {x 1 , x 2 , … , x |R| }. x 1 is the sample whose decision value is closest to d ave , and x |R| is the sample whose decision value is farthest away from d ave . Then a vector  and a scalar  are assigned to each unlabeled sample x i in R: During sample selection process, the sample whose decision value is closest to d ave (i.e. x 1 ) is first selected, then for each sample in {x 1 , x 2 , … , x |R| }, from left to right, if the sample satisfies the following restrictions, then it is selected, otherwise it is neglected.
The reason for selecting samples in {x 1 , x 2 , …, x |R| } from left to right is that such operation can give priority to the samples in the low-density region. After the above operations, the selected samples are not the nearest neighbor of each other, also they do not share the closest support vector, therefore, the redundancy in R can be reduced effectively, and then the selected samples would have certain diversity.
The whole procedure of SVM Leng is expressed in Figure3. 
Experimental Results and Analysis
Experimental Setting
In this section, in order to test the effectiveness of SVM Leng , we use it to classify the speech in the audio documents. The algorithm is tested on two real datasets: the "Friends" dataset and the "Daily life" dataset. In the "Friends" dataset, there are 10 episodes of melodrama "Friends" [11] which contain audio events of speech, music and laugh etc. In the "Daily life" dataset [12] , there is an audio document of 2.75-hour-long which contains audio events of speech, keystrokes and footsteps etc. In the annotation stage, the audio events are annotated as speech or non-speech. Each annotated segment is then segmented into 1s long clips with 50% overlap which are taken as the audio samples. During feature extraction process, the audio clips are further segmented into frames, with frame length\ shift to be 30 \10ms. For each frame, a set of features are extracted, including zero crossing rate and MFCC etc., then for each clip, the mean and standard deviation of the features are computed over all the frames in it, besides, some long-time features are also extracted. The features and their dimensions are illustrated in Table1.
For both datasets, 80% of the total samples are selected randomly to serve as the training samples, and the left 20% serve as test samples. From the training set, 10% of the samples are selected randomly to serve as the initial labeled training samples, and the left 90% act as unlabeled samples. For SVM, RBF (radial basis function) is chosen as the kernel function. The parameters of SVM are determined through the grid search method. 
Classification Performance and Manual Labeling Workload
The proposed SVM Leng is a batch-mode AL algorithm, in order to test its effectiveness, here we compare it with another two batch-mode AL algorithms: SVM Tuia and SVM Patra . Besides, we use all training samples to train a SVM classifier, denoted as fullSVM, and take its performance as a reference of the best performance that the classifier can achieve. Here we will also compare SVM Leng with fullSVM. For each algorithm, the experiment is done 5 times, and the average is taken as the final result. The F1-score defined as follows along with the manual labeling workload are taken as the evaluation criterion. Leng , SVM Tuia and SVM Patra , it is the proposed SVM Leng that performs best. On "Friends" dataset, after about 25 queries, the performance of SVM Leng has exceeded that of fullSVM, while for SVM Tuia and SVM Patra , they need about 100 queries to achieve that. On "Daily life" dataset, SVM Leng needs about 70 queries to achieve the performance of fullSVM, while SVM Tuia and SVM Patra need about 90 queries to do that.
Apparently, under the same classification performance, compared with SVM Tuia and SVM Patra , SVM Leng will need less queried samples, and then it can reduce manual labeling workload; conversely, if the manual labeling workload is fixed, then under the same manual labeling workload, compared with SVM Tuia and SVM Patra , SVM Leng will obtain better classification results. In summary, the proposed SVM Leng is an effective SVM active learning algorithm, it can reduce the manual labeling workload effectively.
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Copyright ⓒ 2017 SERSC Compared with SVM Patra , through including the confusing regions into the sample selection region, SVM Leng can better cover the class boundary region, and then its selected samples are more informative. Besides, compared with SVM Patra , SVM Leng has reduced the redundancy through restricting that the selected samples should not share the closest support vector, and in the mean time should not be the nearest neighbor of each other. In this way, SVM Leng can reduce the redundancy effectively, and then it can reduce manual labeling workload. 63 In this section, in order to evaluate SVM Leng more comprehensively, we also compare its performance with that of SVM Tuia and SVM Patra after they satisfy the stopping criterion. We take the convergence of the classifier as the stopping criterion which is defined as follows.
If in a certain iteration, the η value is less than 5‰, and this case lasts for more than 5 iterations, then the classifier is defined to be convergent. For each algorithm, the experiment is done 5 times. The performance is evaluated in terms of the average and standard deviation of F1-score as well as manual labeling workload. The performance of the three AL algorithms on "Friends" and "Daily life" dataset is shown in Table2 and Table3 respectively. From Table2 and Table3 it can be seen that after satisfying the stopping criterion, among the three AL algorithms, the proposed SVM Leng can achieve the best performance with the least manual labeling workload. So, for SVM Leng , it needs much less manual labeling workload to achieve better performance. This illustrates that the unlabeled samples selected by SVM Leng are more informative, and illustrates that our idea of selecting unlabeled samples based on class boundary characteristics is correct.
The Closeness Degree between the Separating Hyperplane Obtained by the AL Algorithm and the True Separating Hyperplane
From the principle of SVM it can be seen that the separating hyperplane is completely determined by the support vectors, and then the closeness degree between the obtained SV set and the true SV set can reflect the closeness degree between the obtained separating hyperplane and the true separating hyperplane. We use the SV set of fullSVM as an approximation of the true SV set, denoted as V1, and use V2 to denote the SV set obtained by the AL algorithm after the classifier has been convergent. Mandal et al. have ever proposed a distance D for measuring the closeness degree between V1 and V2:
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(26) n V1 and n V2 denote the number of samples in V1 and V2 respectively. Apparently, smaller D means that the separating hyperplane obtained by the AL algorithm and the true separating hyperplane are more close to each other. The measurement results of D on both datasets are shown in Table4. From Table4 it can be seen that on both datasets, among the three AL algorithms, SVM Leng has obtained the minimal D value, which means that the separating hyperplane of SVM Leng is most close to the true hyperplane, and therefore it can obtain the best classification results.
In each iteration, SVM Leng selects unlabeled samples based on the class boundary characteristics, in this way it can ensure the separating hyperplane not to deviate too far from the true hyperplane. For SVM Tuia , in each iteration, it tends to select samples which are more close to the current separating hyperplane; if the current separating hyperplane is close to the true one, then its selected samples would help to guide the current hyperplane toward the true one, but if the current separating hyperplane is far away from the true one, then its selected samples may guide the current hyperplane away from the true one. For SVM Patra , in each iteration, it selects samples from the low-density region, but the lowdensity characteristic can not describe the class boundary completely, then selecting samples only based on the low-density characteristic can not guarantee that the samples selected in each iteration are always on the class boundary.
The Correctness of the Proposed Idea-"Expand the Sample Selection Region to Include the Confusing Regions"
In this work, the proposed SVM Leng has introduced the idea proposed in SVM Patra [10] to select unlabeled samples, i.e. selecting samples from the low-density region. Different from SVM Patra , SVM Leng has expanded the sample selection region; beside the low-density region, it also selects samples from the confusing regions. In order to verify the correctness of the proposed idea-"expand the sample selection region to include the confusing regions", in this section, we will compare SVM Leng with another algorithm denoted as SVM Leng(1) . SVM Leng(1) is an algorithm that is very similar to SVM Leng . The only difference between SVM Leng and SVM Leng(1) is that SVM Leng selects samples from both the low-density region and the confusing regions, while SVM Leng(1) selects samples only from the low-density region. In the low-density region, SVM Leng(1) selects unlabeled samples according to the closeness degree between the sample and the t 0 -th bin; it tends to select samples which are more close to the t 0 -th bin. The performance of these two algorithms is evaluated by the F1-scores under different number of queries. Their classification performance on "Friends" and "Daily life" dataset is shown in it can be seen that on both datasets, on the whole, SVM Leng performs better than SVM Leng(1) , which illustrates that when selecting samples, it is very necessary to take the confusing characteristic of class boundary into consideration, and then it verifies the correctness of the proposed idea-"expand the sample selection region to include the confusing regions". Only using the low-density characteristic to describe the class boundary is not enough, the confusing characteristic is also very important; the confusing characteristic can help to find the unlabeled samples which are easy to be misclassified, such samples are very informative since they are just the samples that the current classifier is uncertain about.
On both datasets it can be seen that SVM Leng(1) performs a little better than SVM Leng in the first few iterations, but in the later iterations, SVM Leng performs much better than SVM Leng(1) . The reason may be that: in the first few iterations, samples selected from the low-density region can adjust the current hyperplane quickly toward the true hyperplane, and then SVM Leng(1) can get better results, but in the later iterations, after the hyperplane has been adjusted to a much better position, samples in the confusing regions are relatively more informative, because such samples can adjust the hyperplane to fit the samples that the current classifier is still uncertain about.
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The Correctness of the Proposed Idea-"The Selected Samples Should Not be the Nearest Neighbor of Each Other"
In order to further reduce redundancy, in this work we propose the idea that "the selected samples should not be the nearest neighbor of each other". In order to verify its correctness, here we will compare SVM Leng with another algorithm denoted as SVM Leng(2) . SVM Leng(2) is an algorithm that is very similar to SVM Leng . The only difference between SVM Leng and SVM Leng(2) is that: to reduce redundancy, SVM Leng restricts that the selected samples should not share the closest support vector, and should not be the nearest neighbor of each other, while for SVM Leng(2) , it only restricts that the selected samples should not share the closest support vector. The performance of these two algorithms is evaluated by the F1-scores under different number of queries. Their classification performance on "Friends" and "Daily life" dataset is shown in it can be seen that on both datasets, on the whole, SVM Leng performs better than SVM Leng(2) , which verifies the correctness of the proposed idea that "the selected samples should not be the nearest neighbor of each other", therefore, using this idea to further reduce redundancy is very necessary. For SVM Leng(2) , it has restricted that the selected samples should not share the closest support vector; this restriction can reduce the redundancy which is caused by the samples that are close to the same support vector, while it should be noticed that for some samples, although they do not share the closest support vector, they could still be very close to each other, which would also cause redundancy. Such kind of redundancy can not be reduced by the restriction that "the selected samples should not share the closest support vector", but can be reduced by the restriction that "the selected samples should not be the nearest neighbor of each other".
Conclusions
When using SVM active learning to resolve sample labeling problem, the key point is how to define informative samples and how to find them. In this work, considering that SVM is only interested in class boundary samples, we propose that samples on class boundary are more informative, and we propose to find them based on class boundary characteristics. Experimental results have verified the effectiveness of the proposed SVM active learning algorithm, and have verified the correctness of our proposed innovative ideas, i.e. the sample selection region should be expanded to include the confusing regions and the selected samples should not be the nearest neighbor of each other.
Though the proposed SVM active learning algorithm has obtained satisfying results, there still exists much improvement space: 1) the proposed algorithm needs an initial labeled training set to train an initial classifier, then how to establish this initial labeled training set is a subject that needs to be carefully studied. A good initial labeled training set will make the classifier have a good initial performance, and then would give the AL algorithm a good starting point; 2) in this work we summarize 3 class boundary characteristics, in fact, some other characteristics can continue to be mined to help to find out the informative samples.
In this work, the proposed SVM active learning algorithm has been used to resolve the sample labeling problem of audio classification. In fact, it is not limited to audio classification; it can also be applied to other classification fields in which the labeled samples are difficult to get, while the unlabeled samples are easy to obtain.
