The dearth of prescribing guidelines for physicians is one key driver of the current opioid epidemic in the United States. In this work, we analyze medical and pharmaceutical claims data to draw insights on characteristics of patients who are more prone to adverse outcomes after an initial synthetic opioid prescription. Toward this end, we propose a generative model that allows discovery from observational data of subgroups that demonstrate an enhanced or diminished causal effect due to treatment. Our approach models these sub-populations as a mixture distribution, using sparsity to enhance interpretability, while jointly learning nonlinear predictors of the potential outcomes to better adjust for confounding. The approach leads to human-interpretable insights on discovered subgroups, improving the practical utility for decision support.
: The heterogeneous effect subgroup discovery problem. Almost all instances receiving treatment in Z 1 have a positive outcome, while very few in Z 3 do. We are interested in recovering such latent subgroups.
2016 and 49,000 in 2017. Overdose mortalities specifically from synthetic opioids, such as Fentanyl, have increased exponentially since 1999. 1 A major cause of this epidemic is overprescription of opioids (for legitimate pain management) by physicians who lack proper prescribing guidelines [5, 29] .
One actionable insight for prescribers is characteristics of patients for whom treatment with synthetic opioids, as opposed to natural or semi-synthetic opioids, causes a greater risk of adverse outcomes such as long-term use and addiction than for the general population. Toward this end, we study causal treatment effect estimation from observational data under heterogeneity, i.e. the phenomenon of different individuals having different responses to the same treatment. In particular, we focus on the discovery of subgroups of patients (really portions of a feature space) that have enhanced or diminished treatment effects. We aim for the discovered subgroups to be human-interpretable so that the results can be directly used in prescribing guidelines.
We make use of the MarketScan database of medical claims and pharmaceutical claims. Claims are a form of administrative data that are commonly repurposed for medical studies because they capture the diagnoses, procedures, and prescriptions of patients longitudinally. Inference of causal relationships using observational data is challenging since counterfactual outcomes are not observed and the treated and untreated populations may have underlying differences that affect the outcome. However, modern machine learning techniques provide an avenue to overcome the challenges.
To identify subgroups with different treatment effects, we hypothesize that a latent variable determines the treatment effect of each individual. Moreover, individuals with similar characteristics belong to the same latent subgroup, resulting in similar responses to treatment across the subgroup. Figure 1 is an abstract representation of such a phenomenon.
We propose a Bayesian network to model these subgroups, specifically as a mixture model, along with their corresponding treatment effects. Sparsity is induced in the learned mixture component parameters to improve interpretability. Our approach, which we name the heterogeneous effect mixture model (HEMM), is similar in spirit to causal rule sets for identifying subgroups with enhanced treatment effect [48] but does not require hard partitions or assignments. Moreover, we incorporate nonlinear as well as linear outcome models, which increases the expressiveness of the model to better adjust for confounding without sacrificing the interpretability of the subgroup definitions. We thus benefit from both the interpretability of sparse mixture models and the representation learning capability of neural networks. In contrast, recent works [1, 28, 43] that use neural networks or nonparametric methods to estimate heterogeneous treatment effects do not identify subgroups of individuals with similar responses. While our motivating application is opioid use, the proposed approach applies to any problem domain requiring the discovery of subgroups with heterogeneous responses to actions. In this spirit, we also validate our method on synthetic data and the Infant Health and Development Program (IHDP) dataset in terms of its heterogeneous effect estimation and subgroup identification performance.
With respect to opioids, we provide domain expert interpretation of the enhanced treatment effect subgroup discovered using MarketScan data, i.e. patients at higher risk of adverse outcomes after an initial synthetic opioid prescription. Some characteristics of this subgroup are well-known and/or reflected in CDC opioid prescribing guidelines [9] : chronic pain conditions, psychological comorbidities, heart disease and obesity. The presence of minor injuries and dental/oral conditions in the subgroup can be explained by the common practice of prescribing opioids for post-surgical or intense acute pain. Lastly, some discovered conditions are unexpected, such as skin infections, abscesses, and reproductive disorders.
Overall, our contributions can be summarized as follows:
i) We propose the HEMM for discovering subgroups with enhanced and diminished treatment effects in a potential outcomes causal inference framework, using sparsity to enhance interpretability. ii) We extend the HEMM's outcome model to include neural networks to better adjust for confounding and develop a joint inference procedure for the overall graphical model and the neural networks. iii) We demonstrate strong performance in estimating heterogeneous effects and identifying subgroups compared to existing approaches. iv) We apply the methodology to a large-scale medical claims dataset and discover actionable patient subgroups at enhanced risk of adverse outcomes with synthetic opioids.
RELATED WORK
There is a rich literature of data-oriented research on understanding the patterns and risks of opioid prescribing and addiction in the fields of medicine, medical informatics, and machine learning; some is specifically intended to inform prescribing guidelines. Kim et al. [22] conduct a randomized controlled trial and Neill and Herlands [32] analyze spatiotemporal overdose event data, but a large part of the literature works with medical claims data [3, 11, 20, 24, 35, 50] and similar administrative data [6] as we do. However, unlike us, none of these works focus on heterogeneous treatment effects.
The identification of subgroups with heterogeneous or enhanced treatment effects has been addressed in the statistics literature by building separate factual and counterfactual outcome models and then regressing the difference of the two using another method, e.g. a decision tree [46] . This final model can then be deployed to identify subgroups. Within this category of approaches, Lipkovich et al. [27] propose the subgroup identification based on differential effect search (SIDES) algorithm, Dusseldorp and Van Mechelen [10] propose the qualitative interaction trees (QUINT) algorithm, and Foster et al. [12] propose the virtual twins (VT) method. We consider empirical comparisons to these algorithms in the sequel.
Wang and Rudin [48] propose causal rule sets for discovering subgroups with enhanced treatment effect. This is the closest to and an inspiration for our work. That work seeks to learn discrete human-interpretable rules predictive of enhanced treatment effect and involves optimization by Monte Carlo methods. We consider instead a mixture of experts approach with soft assignment to groups that retains most of the interpretability but allows greater expressiveness and can be optimized via gradient methods. Our outcome model (6), (7) also differs from that of [48] . Most importantly, we allow nonlinearity in the form of neural networks whereas [48] considers only linear models. Our model also has a single term representing the main effect of treatment whereas [48] has three such terms: a population average, a subgroup term that is always active, and a subgroup term that is only active under treatment.
Recent papers have proposed estimating heterogeneous/individual treatment effects using neural networks [28, 43] or a Bayesian nonparametric method involving Gaussian processes [1] . These methods rely on constructing distributional representations of the factual and counterfactual outcomes that are similar in a statistical sense. While these methods perform well on estimating heterogenous effects, they do not identify subgroups of individuals with similar treatment effects and characteristics and are thus less interpretable. This makes the application of such methods to inform policy decisions more difficult.
HETEROGENEOUS EFFECT MIXTURE MODEL
In this section, we propose a generative mixture model for heterogeneous treatment effects. One way to model heterogeneity, and the one in our proposal, is as a finite mixture of components with a different treatment effect model in each component (some enhanced and some diminished). For tractability, we keep the form of the mixtures to be the simplest possible: Gaussian-distributed for continuous covariates and Bernoulli-distributed for discrete covariates. We encode a preference for components to involve few covariates through a Laplace prior or a group ℓ 1,2 prior on the means of the covariates, described in Section 3.3. Section 3.4 presents a model for the outcomes as they depend on treatment, covariates, and mixture membership, including nonlinear dependence on the covariates.
Preliminaries
We adopt the Neyman-Rubin potential outcomes framework [40] for causal inference. Define random variables X ∈ R d representing covariates and T ∈ {0, 1} as the treatment indicator. The subset of continuous-valued covariates are denoted X cont and the discrete covariates (binary-valued or binarized) are denoted X disc . We will sometimes refer to T = 1 as 'the treatment' and T = 0 as 'the control. ' Corresponding to the levels of treatment are two potential outcomes Y (0) and Y (1), which are the outcomes under T = 0 and T = 1 respectively. These outcomes can be discrete-or continuousvalued. We are given an observational dataset of samples
in which only one of the outcomes is observed for each individual: if t i = 0 then y i = y(0) i , and if t i = 1 then
Our interest lies in estimating the conditional average treatment effect (CATE) conditioned on X, defined as
In this work, the dependence on X is mediated primarily through subgroup membership, i.e. members of the same subgroup have similar treatment effects. We make the standard assumptions that allow CATE to be identifiable from observational data, namely exchangeability conditioned on the available covariates, T ⊥ (Y (0), Y (1)) | X, positivity of the treatment propensity, 0 < p(T = 1 | x) < 1 for all x, and no dependence between individuals i.e. the stable unit treatment value assumption (SUTVA) [17, 41] . The first two assumptions are collectively known as strong ignorability (SITA).
For the mixture model proposed in this paper, we additionally define the latent random variable Z ∈ Z = {1, . . . , K } to indicate mixture membership. Both the distribution of covariates and the treatment effect are dependent on Z as described next.
Generative Model
The generative model is presented in Figure 2 in plate notation. We first give an overview of the distributions and then go into more detail regarding X and Y in Sections 3.3 and 3.4.
(1) We draw a sample z i independently for each individual i that determines the latent group membership. The prior distribution for Z is uniform over the K groups,
(2) Conditioned on the latent group assignment z i = k, (a) The x cont,i are drawn i.i.d. from a Gaussian distribution with mean µ k and covariance Σ k :
In this paper, we constrain the off-diagonal elements of Σ k to be 0 to reduce the number of parameters, although non-diagonal covariances can be easily accommodated. 
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We enforce sparsity in π k in order to improve interpretability. We describe this in detail in Section 3.3. (3) Conditioned on the covariates x i , the treatment assignment t i is drawn from a Bernoulli distribution whose mean is a function of
This corresponds to a model for treatment propensity. Note from Figure 2 that the generative model assumes that T is conditionally independent of Z given X. Under this assumption, it will be seen in Section 4 that inference for the propensity model can be done independently from the other components of the generative model. (4) Finally, an outcome sample y i is drawn from a distribution whose mean µ y is a function of the covariates x i , treatment assignment t i , and latent group assignment z i . If Y is binaryvalued, the distribution is Bernoulli,
whereas if Y is continuous, the distribution is Gaussian,
where σ 2 y is the variance. The outcome model is discussed further in Section 3.4. Note we are interested in estimating the causal quantity,
E[Y (t)|X ] = E[Y |do(T = t), X ] = p(Y |do(T = t), X ).
Here, the first equality is from definition of interventional quantities and the second equality holds due to Y being binary. Theorem 1 (Identifiability). Under the Directed Acyclic Graph in Figure. 2,
Theorem 1 confirms that we can estimate the CATE from the observational quantities introduced above. The proof is deferred to the Appendix A.
Sparse Mixture Components for Interpretability
Without further measures, the mixture component means µ k and π k learned from data may be dense, making them difficult for a domain expert to interpret. We hypothesize that a large number of learned mean parameters may have small values and that promoting sparsity through appropriate prior distributions can overcome this problem. To this end, we experiment with two different sparsitypromoting priors on the means π k of discrete covariates. The same priors can be placed on the continuous covariate means µ k but we do not find this necessary in the present work.
(1) Laplace (ℓ 1 ) Prior: We assume that the means π jk follow zero-mean Laplace distributions and are independent across mixture components and covariates. The negative log-likelihood is therefore proportional to the ℓ 1 norm
where the summation over j is restricted to the discrete covariates. (2) Group ℓ 1,2 Prior: It may further be the case that some covariates are non-informative of group membership, in which case the means π jk should be zero across all groups k and follow the group ℓ 1,2 distribution [30] , similar to the group lasso [49] . The corresponding negative log-likelihood is
Treatment Outcome Model
We model the enhanced or diminished treatment effect in a subgroup through the following relationships. In the case where Y is binary, its mean is equal to the probability of Y = 1. We define the latter using the logistic sigmoid function д to be
where f (x; w t ) is a function of x parametrized by w t , t = 0, 1. The term γ k t represents the main effect due to treatment and the coefficient γ k , i.e. the size of the effect, depends on the group membership Z = k. The parameters w t are allowed to be different for t = 0 and t = 1 to better account for differing covariate distributions p(x | t) between the two treatment groups, a.k.a. selection bias. In the case of continuous Y , we replace д with the identity function as follows:
The simplest choice for function f (·) is linear, i.e., two linear functions w ⊤ 0 x and w ⊤ 1 x. In practice, however, the outcome may have a highly nonlinear dependence on the covariates. To accommodate nonlinear covariate interactions and thus better adjust for confounding, we also allow f to be a nonlinear function. In this paper, we experiment with one-and two-hidden-layer feedforward neural networks with ReLU activations. Outcomes under t = 0 and t = 1 are produced by two different heads of the network, following [21, 28, 43] . Even in the nonlinear case, the assignment of an individual to a subgroup is still described by a mixture model and directly interpretable in terms of the original feature representation, thus preserving interpretability of the discovered subgroups.
It is possible to regularize the outcome models (6), (7) with ℓ 2 or ℓ 1 regularization Λ(w t ), which is equivalent to adding a normal or Laplace prior on the parameter w t . In this work however, we use weight decay instead as discussed in Section 4.1.
INFERENCE
We would like to fit our proposed model to a given observational dataset D.
, w) the set of all parameters of the model.
We have considered two approaches: maximizing the joint likelihood p(x i , t i , y i ; Θ), and maximizing the conditional likelihood p(y i |x i , t i ; Θ). The joint and conditional likelihoods can be related as follows:
The conditional likelihood can be further expanded as (9) where we have used the conditional independence of Z and T given X in the first factor on the right-hand side. The resulting first factor p(z i = k | x i ) as well as the term p(x i ) in (8) depend only on the mixture model (1)- (3), to wit p(
The second factor on the right-hand side of (9) depends only on the outcome model (6), (7) . The remaining term p(t i | x i ) in (8) depends on the propensity model. Since this is the only place where the propensity model appears, its inference is separable from the remainder of the problem, as claimed in Section 3.2. We do not discuss propensity modeling further as it is not the focus of this work.
Although maximizing the joint likelihood (8) results in some closed-form expressions and accordingly easier inference of parameters, we have observed in practice that maximizing the conditional likelihood (9) has superior performance in estimating the potential outcomes Y (t) and treatment effects. Therefore, we pursue this discriminative approach in this work. We do however include the sparsity-inducing prior on the parameters π k discussed in Section 3.3. The full objective function is therefore
where λ controls the strength of the prior.
Evidence Lower Bound (ELBO) Optimization
Instead of optimizing the conditional log-likelihood in (10) directly using a gradient method, we choose to lower bound the likelihood with a variational approximation, more commonly known as the Evidence Lower Bound (ELBO) [2] . For any variational distribution q(Z ) over the latent variable Z , we have
using Jensen's inequality. Now, replacing q(Z ) with p(z i |x i ; Θ) and using (9) (and Z ⊥ ⊥ T | X from Figure 2) , we obtain
We hence substitute (12) in place of ln p(y i | x i , t i ; Θ) in (10) and proceed to maximize the objective function using the Adam gradient method [23] , a variant of stochastic gradient descent that is a popular choice for non-convex functions like neural networks. The same method is used for both linear and nonlinear f in (6), (7). As noted above, the first factor p(z i = k | x i ; Θ) in (12) depends only on the mixture model parameters in (1)-(3) while the second factor depends only on the outcome model parameters in (6), (7). We enable "weight decay" [26] on the parameters w t as a form of regularization. For tractability, we compute the ELBO only over a fixed-size mini-batch of the data before each parameter update. Additional details on the algorithm and parameter initialization can be found in Appendices C and D in the supplement.
We also considered an expectation-maximization (EM) algorithm to maximize (10) as an alternative to ELBO. Our experience however was that ELBO provided better fit in terms of Log-Likelihood and heterogeneous effect estimates in terms of the metric reported in Section 6.2. A full description of the EM method and a comparison to the ELBO optimization is deferred to the Appendix.
DATASET DESCRIPTIONS
We demonstrate the performance of HEMM on a synthetic dataset, the semi-synthetic Infant Health and Development Program (IHDP) dataset, and a real-world dataset on opioids. These datasets are described further below.
Synthetic:
We take X = (X 0 , X 1 ) ∈ R 2 and sample it from a uniform distribution over X = 
We model the effect of the confounders X by assigning higher probability to the upper triangular region of X. This together with the distribution of T imply that individuals who are more likely to have positive outcome regardless of treatment (upper triangle) are also more likely to receive treatment (right half-square). Lastly, we model the enhanced treatment effect group as a circular region S = {x : ∥x − c ∥ 2 < r }, where
2 ) and r = 1 4 . A total of 1000 samples (x i , t i , y i ) were generated as described above.
IHDP (Semi-Synthetic):
The IHDP dataset has gained popularity in the causal inference literature dealing with heterogenous treatment effects [1, 18, 28, 43] . The original data includes 25 real covariates and comes from a randomized experiment to evaluate the benefit of IHDP on IQ scores of three-year-old children. A selection bias was introduced by removing some of the treated population, thus resulting in 608 control patients and 139 treated (747 total). The outcomes were simulated using the standard non-linear 'Response Surface B' as described in [18] .
Opioid: We sampled a sub-population consisting of healthcare claims for five million patients from the MarketScan Commercial claims database. These claims describe patients' medical histories, including both inpatient admissions and outpatient services. Diagnoses, procedures, prescriptions and dosages are recorded. We follow the cohort selection procedure outlined in Zhang et al. [50] to filter patients based on several criteria.
For each patient in our final cohort, we create a feature vector that includes basic demographic information such as age, gender and geographic region. We also included a predefined set of procedures along with diagnostic codes which are associated with opioids and/or addiction, based on input from a physician. We label all patients who received addiction diagnoses and patients who continued use of opioids for more than one year after the initial prescription as belonging to the positive (adverse outcome) class. Patients who discontinued opioid use within one year of initial treatment were labeled as negative. We use the terms "addicted" and "not addicted" as shorthand for these outcomes. Patients prescribed natural or semi-synthetic opioids are considered the control group, whereas patients administered synthetic opioids are considered the treated group. Table 1 summarizes the basic statistics of this dataset.
EXPERIMENTAL RESULTS
We evaluated the proposed HEMM quantitatively on two tasks, prediction of heterogeneous treatment effects and identification of subgroups with enhanced or reduced effect. These results are discussed in Sections 6.2 and 6.3 respectively in comparison to existing methods, focusing on those that also estimate heterogeneous effects in an interpretable manner. Methods used in the comparison are described in Section 6.1 and parameter selection details are in Appendix D. In Section 6.4, we provide qualitative results for the Opioid dataset on the features the model discovers as characteristics of "at-risk" individuals, i.e. those in enhanced effect subgroups.
Algorithms in Comparison
We have considered Virtual Twins (VT) [12] , QUINT [10] , and SIDES [27] among methods that identify subgroups with different treatment effects. We implemented two versions of VT in which the treatment effect is modeled by a decision tree classifier (VT-C) or regressor (VT-R). For VT-C, to better represent the continuousvalued treatment effect (which is a difference in probabilities even if Y is binary), we use a collection of decision tree classifiers obtained by applying different thresholds to the treatment effect.
For QUINT and SIDES, we utilized the standard R implementations and performed extensive hyperparameter tuning. However both QUINT and SIDES failed to recover any subgroups on Synthetic and Opioid and we thus did not consider them further. For QUINT, the likely reason is that its assumption of a subgroup with diminished effect is not always met, whereas for SIDES, there may be a numerical issue in how it discretizes continuous covariates.
In terms of methods that only predict heterogeneous effects and do not identify subgroups, we also compare our method with some common approaches in Table 2 . Here Linear-1 corresponds to a single ordinary least squares (for continuous outcomes) or logistic regression (for binary outcomes) for both factual and counterfactual outcomes. In the case of Linear-2, we fit two separate linear models to the control and treated populations to better accommodate selection bias and confounding. The other baselines, k-NN, GP, and CFRF are non-parametric versions of this approach where the estimators of the factual and counterfactual outcomes are k-nearest neighbours, Gaussian processes with a linear kernel and Random Forests respectively.
Heterogeneous Effect Estimation
We first evaluate our performance on estimation of the CATE (E[Y (1) − Y (0) | X]). A popular metric for this evaluation is the Precision in Estimating Heterogenous Effects (PEHE). The PEHE is defined as
Here f 1 (·) and f 0 (·) are the estimated potential outcomes under treatment and control, respectively. Table 2 compares the performance of HEMM against the methods described in Section 6.1 on both in-sample PEHE (corresponding to a retrospective study) computed on the training data, and outof-sample PEHE computed on held-out test data. HEMM-MLP and HEMM-Lin refer to the proposed approach with f in (6), (7) as a multilayer perceptron and linear function respectively to model the effect of confounders on the outcome.
HEMM consistently outperforms these standard causal inference baselines. GP and Linear-2 perform close to HEMM on Synthetic. We noticed that when a larger sample of data points is available to VT-R, its performance increases dramatically. However, its performance drops in higher-dimensional settings as in the case of IHDP and Opioid; this is expected with methods involving nonparametric regression. 
Subgroup Identification
Synthetic: In the case of synthetic data, the subgroup with enhanced treatment effect is known. We first visualize the performance of HEMM and VT in identifying this subgroup. For HEMMLin, Figure 3b shows the estimated probability p(Z | X) of belonging to the enhanced effect subgroup evaluated on the test set. The true circular region is recovered well. Figures 3c and 3d plot the VT-C and VT-R predictions of CATE on the test set. For VT-C, the prediction represents an average over the collection of decision tree classifiers, while for VT-R, it is simply the output of the decision tree regressor. While the difficulty in reproducing the circular shape is expected for decision trees, the enhanced effect estimates are also less uniform than in Figure 3b .
We also evaluate subgroup identification more quantitatively by treating it as a problem of classifying whether or not points in the test set belong to the enhanced effect subgroup. ROC curves may then be plotted as in Figure 4a . For HEMM, the ROC is traced by varying the threshold on the probability p(Z | X) of being in the enhanced effect subgroup (shown in Figure 3b) . Similarly for VT-C and VT-R, the threshold on the CATE estimates (Figures 3c and  3d ) is varied. HEMM has higher ROCs than VT on this example, in line with Figures 3b-3d . There is little difference between HEMMLin and HEMM-MLP since the dependence on the covariates X in Figure 3a is simple and complex adjustment is not needed. IHDP and Opioid: For the other two datasets, we conduct a relative comparison with VT since we lack data on ground truth subgroups. The evaluation involves two steps. First, we assign individuals to an enhanced effect subgroup of varying size. (The same procedure can be used for a diminished effect subgroup but we omit the results due to space.) For HEMM, we choose the subgroup k with the largest main effect γ k and vary the threshold applied to the corresponding membership probability p(Z = k | X) returned by the model. For VT-C and VT-R, we vary the threshold applied to the CATE estimates, either the composite estimate of the decision tree classifiers or the regressor estimate, the same quantities as for the synthetic data.
In the second step, we build a propensity score model (an estimator of treatment propensity p(T = 1|X)) to estimate the average treatment effect (ATE) conditioned on belonging to the enhanced treatment effect subgroup defined in the first step. For the propensity score model e(X), we fit a random forest, for which parameter tuning is performed on the dev set. We then use the inverse probability of treatment weighting (IPTW) estimator [19] of the ATE within a subgroup S as follows:
IPTW estimation is used for both HEMM-and VT-defined subgroups to be consistent.
Figures 4b and 4c plot subgroup ATE versus subgroup size (as a fraction of the population) as the threshold for subgroup assignment is varied. When the subgroup is the entire population at size 1.0, all curves meet at the population ATE (dashed line). Since we have selected the enhanced effect subgroup, the curves are then expected to increase as the subgroup is restricted to individuals with larger treatment effects. The fact that this increase is nearly monotonic for HEMM-MLP is evidence for the validity of the discovered subgroup, since the IPTW estimator used here is an independent check on the treatment effect model (6), (7) used by HEMM. Compared to VT, the subgroups identified by HEMM-MLP have higher ATE. This suggests that for a given subgroup size, HEMM-MLP is better at grouping together individuals with more enhanced effects. HEMMLin on the other hand displays contrasting performances. On IHDP in Figure 4b , the estimated ATE actually decreases for subgroup sizes less than 0.5, likely due to the inadequacy of a linear model to adjust for confounding and accurately estimate CATE. In Figure 4c however, the ATE does increase monotonically and faster than for VT.
Interpretation of the Opioid Enhanced Effect Subgroup
We now turn our focus to the motivating application of opioids and analyze key characteristics of the enhanced effect subgroup, i.e. those patients at greater risk of adverse outcomes when treated initially with synthetic opioids. To interpret these features, we collaborated with a subject matter expert (SME) with a PhD in cognitive neuroscience and a clinical research emphasis in chronic pain conditions and treatments, including opioids. Table 3 shows the top features of the enhanced effect subgroup as identified by HEMM-MLP. The features are organized by general bodily system and sorted in descending order of prevalence relative to the other subgroup (see table caption); the selection of 3 features in each system was arbitrary and chosen primarily for simplicity and space constraints.
Patients with a history of chronic conditions in general, as well as chronic pain conditions more specifically, are at an increased risk for addiction. Many of the chronic conditions in Table 3 , e.g. heart disease (circulatory system), psoriasis (integumentary system), and BMI/obesity (nutrition) also appear in the CDC opioid prescribing guidelines [9] or have extensive literature linking them to increased risk for long-term pain, either intrinsic to the condition or due to needed medical procedures that are more likely to expose patients to opioids [14] . For example, numerous papers show a link between increased body-mass index (BMI) and increased pain intensity and duration (with anti-correlations between BMI and pain recovery) [33] , and obesity has also been associated with higher initial opioid doses [25] . Additionally, the chronic nutritional deficiencies and imbalances shown in Table 3 have been linked to acute but intense muscle spasms as well as peripheral polyneuropathies and paresthesias (see e.g. [31] ), pain disorders which also show up as increased risk factors (nervous system).
Regarding chronic pain conditions, patients with a history of abnormal spinal curvatures (which can produce low back pain and neuropathy), idiopathic peripheral neuropathies, and headaches (musculoskeletal and nervous systems) are at increased risk for addiction. These are not surprising as they are notoriously difficult to treat using non-opioid therapies such as non-steroidal anti-inflammatory drugs (NSAIDs), steroids, or common procedures and surgeries (e.g. joint replacement or local injections) [7] . They involve pain that may be severely intense or debilitating, sometimes unpredictable or idiopathic, and often non-specific or diffuse (pain is referred, not well localized, or difficult to describe) and thus require a cocktail of prescription medications or invasive procedures, increasing the likelihood of exposure to opioids [36, 39, 47] . The intensity, duration, and non-specificity of pain may also be a reason why digestive excretory, digestive (upper/oral), and reproductive conditions also show up as moderately strong features in Table 3 . These diagnoses may either directly result in acute or chronic non-somatic visceral pain (hernia, diverticulitis) [8] or relate to conditions with chronic visceral pain (e.g. female infertility may be secondary to endometriosis or pelvic inflammatory diseases). Opioids are widely utilized for such visceral pain conditions [13] , although often in short duration due to adverse events. Notably, some minor injuries causing acute or procedure-related pain (ankle fractures or hand/wrist sprains -musculoskeletal system) also feature prominently, as do features related to the mouth (dentofacial abnormalities and soft oral tissues -digestive system (upper/oral)). This is also expected given that opioids are most commonly prescribed for post-surgical or intense acute pain [4, 15] ; regarding dental procedures specifically, previous research suggests that a substantial proportion of adults are first exposed to opioids through dental procedures [42] .
Another expected finding was that individuals with psychological comorbidities (mental health conditions) also have high probability of belonging to the enhanced response group, with individuals participating in psychotherapy having reduced risk of addiction (psychotherapy was among the lowest-scored features and hence not shown in the table). Substantial research has already linked mental illness with opioid misuse [14, 39, 47] . Although adjustment reaction (psychology) appears with a lower score in Table 3 , it encompasses reactions to trauma, episodic emotional disorders, and chronic anxiety that have been shown to be comorbid with many of the chronic diagnoses and pain conditions discussed above [14, 39, 47] and have also been linked with increased opioid dosages [16] . Similarly, nondependent abuse of drugs also has a lower score but it is well known that opioid dependence and addiction are associated with polysubstance use and abuse [38, 44] .
A small subset of features with high scores were more challenging to interpret, likely because they pick up on subtle relationships between existing clinical variables or hidden variables. For example, electrolyte imbalances (nutrition) occur often and in many situations, making it difficult to speculate on why they were a top feature for risk propensity. Likewise, skin infections and abscesses (integumentary system) also are common and non-specific. However, it is possible that these features are secondary symptoms of important risk features. For instance, electrolyte imbalances are commonly seen in alcoholism and substance use disorders [34] , as are skin infections and abscesses [45] .
Based on this initial overview, the SME judged the majority of the identified features to be scientifically meaningful with potential clinical utility for future prescribing guidelines. In summary, acute or chronic conditions that put patients at increased risk for initial exposure to opioids, via acute procedures or comorbid prolonged intense pain, both increased a patient's addiction likelihood. Comorbid mental health disorders, particularly those related to stress or trauma and substance abuse also put individuals at greater risk for future opioid addiction.
CONCLUSION
We presented a Heterogeneous Effect Mixture Model (HEMM) for inferring subgroups of individuals that exhibit an enhanced effect caused by treatment. Our work contrasts with existing heterogeneous effect estimation methods as we learn interpretable subgroups using soft assignments while retaining expressiveness in the model. The latter is attributed to the capabilities of neural networks, used here to adjust for confounding. We evaluated the performance of HEMM on a synthetic dataset, the semi-synthetic IHDP dataset, and a large real-world healthcare claims dataset (Opioid).
We additionally conducted qualitative analysis of the results obtained by HEMM on the Opioid dataset. Some of our findings are in accordance with existing CDC opioid prescribing guidelines. However, our interpretations are preliminary and future analyses are needed to better understand these features and their relationships. A longer-term goal is to translate such insights into a policy white paper on data-driven, causally-valid opioid prescribing guidelines.
B.1 Inference
The complete-data log-likelihood used in EM is given by
here, P m k (x i ) = p(z i = k |x i ), P t k (x i ) = p(y i |x i , t i , z i = k) and 1 is the indicator function.
E-Step
As is standard in EM, let us define Q(Θ, Θ l ) as the expected value of the complete-data log-likelihood (14) with respect to the conditional distribution of the latent variable given the current parameters Θ l :
Since the only quantity in (14) that depends explicitly on z i is the indicator 1{z i = k}, we can compute Q by replacing these indicators with the posterior probability of z i = k:
The terms in the numerator can be evaluated using (1)- (3), (6) from the model. The terms in the denominator are normalization constants that ensure the probabilities sum to one.
M-Step
We use a gradient ascent method in the M-step to maximize Q with respect to the parameters of the model:
The posterior probabilities h (k) i are fixed from the E-step. Using Bayes' rule as in (15) , P m k (x i ) = p(z i = k | x i ) can be expressed in terms of model parameters µ k , Σ k , π k defined by (1)-(3). Similarly, P t k (y i ) depends on parameters w and γ k according to the outcome model (6) . The use of gradient ascent allows for any differentiable nonlinear function f (·) in (6) . Lastly, the log-prior term −λΩ(π ) favors sparsity in π according to either (4) or (5), where λ is a parameter controlling the strength of the prior.
Instead of computing Q over the entire dataset, we sample a minibatch from the dataset and perform the E-step and M-step over just the mini-batch in each iteration. We observe that this mini-batch procedure is faster than regular EM over the entire dataset.
B.2 Comparison to ELBO Optimization
In order to compare the performance of EM vis-à-vis the variational inference-motivated ELBO optimization, we compare the train and test negative log-likelihood for both approaches on 100 realizations of the IHDP dataset, with the number of latent components, K = 3 and stochastic gradient descent learning rate of 1 × 10 −3 . We then average over the resulting 100 curves. Figure 5 presents the results; Figure 5 : The negative log-likelihood (NLL) versus the number of optimization epochs for EM and ELBO. Notice how the Test NLL continues to decrease for ELBO vs. EM, suggesting the ELBO approach is less sensitive to overfitting.
it is clear from the figure that the ELBO approach has less tendency to overfit and results in an overall better fit compared to the EM approach. This motivates our choice to directly optimize the ELBO.
C PARAMETER INITIALIZATION
Gradient based optimization strategies can be subject to local minima and hence their performance is dependent on parameter initialization. To initialize the model with 'good' values ensuring better convergence, we set the mean for each component, µ k and π k , equal to the sample mean of the entire data, i.e. ances of the continuous covariates X cont . We pre-train the parameters w t in the outcome model (6) using standard cross-entropy loss without the subgroup and treatment assignment term γ k t. Finally, we initialize the treatment coefficients, γ k , randomly with positive values for all k.
D MODEL FITTING
Our implementation of HEMM has two free parameters, the number of groups K and the strength of the sparsity prior, λ. For the Opioid dataset we divide the dataset into 3 parts with 70% as train for model training, 10% as dev for parameter tuning, and 20% as test for evaluation. The partition is done so that the joint distribution of outcome and treatment is approximately the same in the 3 sets:
For IHDP we use the stnadard 80/20 train/test split as is popular in literature. We perform a grid search over K ∈ {2, 3, 4} and λ ∈ {0, 10 −3 , 10 −2 , 10 −1 }. For each (K, λ) pair, we perform 5 runs with randomly initialized values of the treatment coefficients γ k . All other parameters are initialized as described in Section C. For Adam, we use a step size of 10 −4 and mini-batch sizes of 10, 20 & 1000 for Synthetic, IHDP, and Opioid respectively, and stop parameter update if the ELBO on the dev is lower at the end of an epoch. We also search over the space of models where the outcome and counterfactual have the same or different parameterisation based on treatment assignment. From all the (K, λ) pairs and random initializations above, we select the model that has the best performance on the dev set in predicting the outcome y i , in terms of the Area Under the Receiver Operating Characteristic (AU-ROC).
For the Synthetic dataset, we simply set K = 2 and λ = 0. In this case there is no need for a dev set and the data is split 50/50 between train and test. Figure 6 shows the percentage of parameters π jk equal to zero (labeled "Sparsity" and "Group Sparsity" in the plots) across all groups k for different values of (K, λ) and averaged over random initializations. It is clear that larger values of the prior strength parameter λ result in sparser solutions.
