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THE RANGE OF ALL REGULARITIES FOR
POLYNOMIAL IDEALS WITH A GIVEN HILBERT
FUNCTION
FRANCESCA CIOFFI
Abstract. Given the Hilbert function u of a closed subscheme
of a projective space over an infinite field K, let mu and Mu
be, respectively, the minimum and the maximum among all the
Castelnuovo-Mumford regularities of schemes with Hilbert func-
tion u. I show that, for every integer m such that mu ≤ m ≤Mu,
there exists a scheme with Hilbert function u and Castelnuovo-
Mumford regularity m. As a consequence, the analogous algebraic
result for an O-sequence f and homogeneous polynomial ideals over
K with Hilbert function f holds too.
Although this result does not need any explicit computation, I
also describe how to compute a scheme with the above requested
properties. Precisely, I give a method to construct a strongly stable
ideal defining such a scheme.
Introduction
Investigations on Castelnuovo-Mumford regularity are still very ac-
tive, due to the interesting consequences that new results in this topic
have in order to better understand the behavior of projective schemes
and, more generally, of graded algebras. Recently, a new contribution
in this context has been given in [9] (see also the references therein)
about bounds that are described by means of Hilbert coefficients.
In the present manuscript, I face the following question that has been
posed to me by Le Tuan Hoa in a private communication: “For a given
Hilbert function f , the maximal Castelnuovo-Mumford regularity M
is attained by the lex-segment ideal lex(f) with Hilbert function f .
On the other hand, there is a minimal value m among all ideals with
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Hilbert function f . Given any m < a < M , can we find an ideal I such
that reg(I) = a?”
Here, Hilbert functions of finitely generated standard graded alge-
bras over an infinite field K are considered, hence Hilbert functions
of standard graded algebras of type K[x0, . . . , xn]/I, where I is a ho-
mogeneous polynomial ideal and the integer n depends on the Hilbert
function. In this setting, starting from a geometrical point of view
in which a scheme will be understood to be a closed subscheme of a
projective space, the first answer that is given is the following (see
Theorem 3.10):
(A) Let mu and Mu be, respectively, the minimal and the maxi-
mal possible Castelnuovo-Mumford regularity for a scheme with
Hilbert function u. For each integer m such that mu ≤ m ≤Mu
there is a scheme X with Hilbert function u and reg(X) = m.
Nevertheless, an analogous result immediately follows for the reg-
ularity of polynomial ideals with a given Hilbert function f , because
there exists a polynomial ideal J with Hilbert function f and regularity
a if and only if there exists a scheme X with Hilbert function
∑
f and
Castelnuovo-Mumford regularity a (see Corollary 3.11):
(B) Let m and M be, respectively, the minimal and the maxi-
mal possible regularity for a polynomial ideal I such that f is
the Hilbert function of the finitely generated graded K-algebra
K[x1, . . . , xn]/I. For every integer a such that m ≤ a ≤ M
there is a strongly stable ideal J so that reg(J) = a and f is the
Hilbert function of K[x1, . . . , xn]/J .
In [7] some special techniques have been developed in order to com-
pute the minimal possible Castelnuovo-Mumford regularity mp(z) for a
scheme with a given Hilbert polynomial p(z). Among other results, also
a closed formula has been given for the minimal possible Castelnuovo-
Mumford regularity mu of a scheme X with a given Hilbert function u
([7, Theorem 8.4] and Theorem 3.4). On the other hand, the maximal
possible Castelnuovo-Mumford regularityMu of such a scheme X coin-
cides with the regularity of the lex-segment ideal with Hilbert function
∆u (Proposition 2.8).
Although the results of [7] have been stated on a field of characteristic
zero, here we can apply them over an infinite field K, using the notion
of zero-generic initial ideal that has been introduced and studied in [5].
I exploit and improve some of the techniques that have been intro-
duced in [7], more precisely the notion of minimal function (see Defini-
tion 3.1), and the construction that has been called an expanded lifting
[7, Theorem 7.4] and which here is re-stated over an infinite field (see
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Theorem 2.9). The new insights that are presented (see Theorem 3.8)
together with some technical results give a proof for statements (A) and
(B). In particular, it will be useful the fact that the Hilbert function of
the unique saturated lex-segment ideal with a given admissible Hilbert
polynomial p(z) attains p(z) exactly from the Gotzmann number of
p(z) minus 1 (see Proposition 3.6).
Although the proof of statements (A) and (B) does not need any
explicit computation, in Section 4 I show how to directly compute
a strongly stable ideal with a given Hilbert function and regularity.
To this aim, I employ the notion of growth-height-lexicographic Borel
set, that has been introduced and used by D. Mall in [18] to prove
the connectedness of the stratum of schemes with the same Hilbert
function in a Hilbert scheme over a field of characteristic zero. In [19]
K. Pardue proves this connectedness over any infinite field.
1. Preliminaries
Let K be an infinite field and S := K[x0, . . . , xn] =
⊕
t≥0 St be the
ring of polynomials over K in n+1 variables with x0 ≺ x1 ≺ · · · ≺ xn,
where St is the K-vector space of the homogeneous polynomials of
degree t. For a subset N ⊆ S we set Nt := N ∩ St. A term of S is a
power product xα := xα00 x
α1
1 . . . x
αn
n where α0, . . . , αn are non-negative
integers, min(xα) denotes the least variable appearing in xα with a
positive exponent and T is the multiplicative monoid of all terms of S.
Given a degree t, a set B ⊂ Tt is a lex-segment if it consists of the |B|
highest terms of Tt with respect to the deglex order. Given a subset
N ⊂ Tt, a lex-segment in N is the intersection of a lex-segment of Tt
and N . A monomial ideal J is a lex-segment ideal if Jt is a lex-segment
for every integer t.
For a homogeneous ideal I ⊂ S, the Hilbert function of the graded
algebra S/I is denoted by HS/I and its Hilbert polynomial by pS/I(z).
Let ∆0HS/I(t) := HS/I(t) and, for every i ≥ 1, define the func-
tion ∆iHS/I : N −→ N such that ∆
iHS/I(0) := 1 and ∆
iHS/I(t) :=
∆i−1HS/I(t)−∆
i−1HS/I(t−1), for every t > 0, calling it i-th derivative
of H ; we use an analogous notation for Hilbert polynomials.
Also define the function ΣHS/I : N −→ N letting ΣHS/I(0) := 1 and
ΣHS/I(t) := ΣHS/I(t− 1) +HS/I(t) for each t ≥ 1, and call it integral
of HS/I(t); we use an analogous notation for Hilbert polynomials.
Given a positive integer t, any positive integer a can be uniquely
written in the form
(1) a =
(
k(t)
t
)
+
(
k(t−1)
t−1
)
+ · · ·+
(
k(j)
j
)
+ · · ·+
(
k(1)
1
)
=: at,
4 REGULARITIES FOR IDEALS WITH A GIVEN HILBERT FUNCTION
where k(t) > k(t− 1) > · · · > k(1) ≥ 0 and with the convention that a
binomial coefficient
(
n
m
)
is null whenever either n < m or m < 0, and(
n
0
)
= 1, for all n ≥ 0 (see [4, Lemma 4.2.6]). If j is the minimum integer
i such that k(i) ≥ i, we simply write at =
(
k(t)
t
)
+
(
k(t−1)
t−1
)
+ · · ·+
(
k(j)
j
)
.
Note that j ≥ 1. The unique writing in formula (1) is called binomial
expansion of a in base t or t-th Macaulay representation of a. Referring
to [20], we let
(at)
+
+ :=
(
k(t)+1
t+1
)
+
(
k(t−1)+1
t
)
+ · · ·+
(
k(j)+1
j+1
)
, and
(at)
−
− :=
(
k(t)−1
t−1
)
+
(
k(t−1)−1
t−2
)
+ · · ·+
(
k(j)−1
j−1
)
.
A numerical function H : N → N is an O-sequence if H(0) = 1 and
H(t+ 1) ≤ (H(t)t)
+
+.
Thanks to [16], a numerical function H is an O-sequence if, and only
if, it is the Hilbert function of S/I for a suitable homogeneous ideal I
if, and only if, there exists the (unique) lex-segment ideal lex(H) ⊂ S
such that H is the Hilbert function of S/lex(H). For any O-sequence
H , we also denote by pH(z) its Hilbert polynomial.
Given a term order σ and a homogeneous ideal I ⊂ S, denote by
inσ(I) the initial ideal of I with respect to σ (w.r.t. σ, for short).
Then, S/I and S/inσ(I) have the same Hilbert function. Thanks to
A. Galligo in charactestic zero and to D. Bayer and M. Stillman in any
characteristic, in generic coordinates the initial ideal of I w.r.t. σ is a
constant Borel-fixed ideal, which is called the generic initial ideal of
I and denoted by ginσ(I). It preserves many of the properties of I,
especially when the term order σ is the degrevlex.
A monomial ideal J is strongly stable if for every term xα11 . . . x
αn
n in
J and variable xi with αi > 0, the term x
α1
1 . . . x
αn
n ·
xj
xi
belongs to J , for
every xj ≻ xi. A strongly stable ideal is Borel-fixed, and the converse
holds in characteristic zero. A lex-segment ideal is strongly stable.
The zero-generic initial ideal of a homogeneous ideal I ⊂ S w.r.t. a
term order σ is the ideal (ginσ((ginσ(I))Q))K ⊂ K[x1, . . . , xn] (see [5,
Definition 2.1]), simpler denoted by ginσ(ginσ(I)Q)K . It is a strongly
stable ideal, independently from the characteristic of the field [5, Propo-
sition 2.2(i)].
2. Regularities and some interactions
Denoting by S the ring of polynomials over K in n + 1 variables,
PnK := Proj (S) is the n-dimensional projective space over K.
Definition 2.1. Given an O-sequence u with Hilbert polynomial p(z),
the regularity of u is ̺u := min{t ∈ N | u(t
′) = p(t′), ∀ t′ ≥ t}.
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Definition 2.2. A homogeneous ideal I ⊂ S is m-regular if the i-th
syzygy module of I is generated in degree ≤ m + i. The regularity
reg(I) of I is the smallest integer m for which I is m-regular.
For a survey on the description of the regularity of a finitely gener-
ated graded S-module in terms of local cohomology see [14, 22].
Recall that a homogeneous ideal I ⊂ S is said saturated if it coincides
with its saturation Isat := {f ∈ S | ∀ i ∈ 0, . . . , n, ∃ ki : x
ki
i f ∈ I}.
Definition 2.3. With the common notation of the ideal sheaf coho-
mology, given a scheme X ⊂ PnK and its (saturated) defining ideal
I = I(X), the Castelnuovo-Mumford regularity of X is reg(X) :=
min{t ∈ N | H i(IX(t
′ − i)) = 0, ∀ t′ ≥ t, ∀i > 0} and it is equal to
reg(I). We set HX(t) := HS/I(t), pX(z) := pS/I(z), ̺X := ̺S/I .
Remark 2.4. If J ⊂ S is a strongly stable ideal, then reg(J) is the
maximal degree of its minimal generators [2, Proposition 2.9]. This
is not true for a Borel-fixed ideal. The zero-generic initial ideal of a
homogeneous ideal I ⊂ K[x1, . . . , xn], w.r.t. the degrevlex term order,
is a strongly stable ideal which preserves the property to be saturated,
the Hilbert function and the regularity [5, Prop. 2.1 and Rem. 3.2].
It is well known that the first derivative of the Hilbert function of
a scheme is an O-sequence, and the converse is true thanks to [10,
Corollary 3.4].
More precisely, let X ⊂ PnK be a scheme of dimension k > 0, with
defining ideal I = I(X), h ∈ S1 be a general linear form that is not a
zero-divisor on S/I, and J := (I, h). Then, the scheme Z ⊂ Pn−1K of di-
mension k−1 defined by the saturated ideal (J/(h))sat = ((I, h)/(h))sat
is a general hyperplane section of X . The short exact sequence 0 →
(S/I)t−1
·h
−→ (S/I)t → (S/J)t → 0 gives HS/J(t) = ∆HS/I(t), pS/(I,h) =
∆pS/I , and then ̺S/J = ̺X + 1, so that ∆HX(t) = HS/J(t) ≥ HZ(t),
for every t, and HS/J(t) = HZ(t), for every t ≥ max{̺Z , ̺S/J}.
Lemma 2.5. With the above notation,
(i) reg(X) = reg((I(X), h)) [2, Lemma (1.8)].
(ii) reg(X) = max {reg(Z), ̺X + 1} [8, Lemma 3.6].
The quoted relation between the first derivative of the Hilbert func-
tion of X and the Hilbert function of Z suggests to consider the fol-
lowing partial order.
Definition 2.6. [21] Given two sequences of integers A = (ai)i∈N and
B = (bi)i∈N, we let A  B, if ai ≤ bi for every index i.
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The polynomials p(z) ∈ Q[z] that are Hilbert polynomials of schemes
are called admissible and are completely characterized in [13]. Given
an admissible polynomial p(z) with positive degree, its first derivative
∆p(z) is admissible too, because it is the Hilbert polynomial of a gen-
eral hyperplane section of a scheme.
The Gotzmann number rp(z) of an admissible polynomial p(z) is the
best upper bound for the Castelnuovo-Mumford regularity of a scheme
having p(z) as Hilbert polynomial (see [11]). Precisely, rp(z) is the
regularity of the unique saturated lex-segment ideal defining a scheme
with Hilbert polynomial p(z). I refer to [12] for an overview of these
arguments and here only recall that if the degree of p(z) is positive
then r∆p(z) ≤ rp(z).
Remark 2.7. Let I ⊆ S be a homogeneous ideal, u and p(z) the
Hilbert function and the Hilbert polynomial of S/I, respectively. Then,
reg(I) ≤ reg(lex(u)) = min{j ≥ ̺u | (p(t)t)
+
+ = p(t + 1), ∀t ≥ j} =
max{̺u, rp(z)} (see [3, 15, 19] and [6, Theorem 2.5]).
From now, I denote by F (p(z), ̺) the set of the Hilbert functions
of schemes with regularity ̺ and Hilbert polynomial p(z). Moreover,
for every u ∈ F (p(z), ̺), I denote by mu (resp. Mu) the minimal
(resp. maximal) possible Castelnuovo-Mumford regularity of a scheme
with Hilbert function u.
The integer mu is computed and also characterized by a closed for-
mula (see [7, Theorem 8.4] and Theorem 3.4). The integer Mu can be
characterized in the following way.
Proposition 2.8. (Maximal Castelnuovo-Mumford regularity for a
scheme with a given Hilbert function) For every u ∈ F (p(z), ̺), Mu =
reg(lex(∆u)).
Proof. Mu ≤ reg(lex(∆u)) by Lemma 2.5(i) and Remark 2.7. If lex(∆u)
is contained in K[x1, . . . , xn], then lex(∆u) · S is a saturated strongly
stable ideal in S and defines a scheme X with Hilbert function u and
reg(X) = reg(lex(∆u) · S) = reg(lex(∆u)) by Lemma 2.5(i). 
It is noteworthy that every generic initial ideal that is considered
in the proofs of the paper [7] can be replaced by a zero-generic initial
ideal, with the consequence that all the results of [7] hold over every in-
finite field. The authors of [5] have already highlighted that the results
presented, in particular, in [7, Theorem A] hold in any characteristic
[5, Remark 3.2 and Theorem 3.3].
For the sake of completeness, I now re-state [7, Theorem 7.4] over
an infinite field and also highlight some further implications that will
be crucial in our arguments.
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Theorem 2.9. (Expanded lifting over an infinite field) Let u belong
to F (p(z), ̺). If Z is a scheme with Hilbert polynomial ∆p(z) and
Hilbert function g such that g  ∆u, then there is a scheme X with
HX = u and reg(X) = max{reg(Z), ̺ + 1}. Equivalently, there exists
a saturated strongly stable ideal with Hilbert function u and regularity
max{reg(Z), ̺+ 1}.
Proof. The first part of the statement is exactly that of [7, Theorem
7.4]. In order to show that it holds over an infinite field, let σ be
the degrevlex term order. Then, in the proof of [7, Theorem 7.4] that
has been given in the paper [7] we can replace the generic initial ideal
ginσ(I(Z)) of the saturated ideal I(Z), defining the scheme Z, by the
zero-generic initial ideal of I(Z). Recall that this ideal is a strongly
stable saturated ideal with the same Hilbert function and regularity
of I(Z). The second affirmation holds because we can apply to the
zero-generic initial ideal of I(Z) exactly the same construction that is
instead performed on ginσ(I(Z)) in the proof of [7, Theorem 7.4], being
a zero-generic initial ideal strongly stable. 
3. From minimal functions to the main result
In this section, old and new properties of minimal functions are col-
lected, and then they are used to prove the main result of this paper.
Given a Hilbert polynomial p(z), the set Πp(z) := {1 ≤ t ≤ r :
(p(t + h)t+h)
+
+ ≥ p(t + h + 1) ≥ 1, ∀ h ≥ 0} is non-empty and the
integer
(2) ̺p(z) :=
{
0, if min Πp(z) = 1 and p(0) = 1
min Πp(z), otherwise
is the minimal regularity of Hilbert functions with Hilbert polynomial
p(z) [7, Proposition 4.2]. Further, the integer
(3) ¯̺p(z) := max{̺p(z), ̺∆p(z) − 1}
is the minimal regularity of Hilbert functions of schemes with Hilbert
polynomial p(z), in particular F (p(z), ¯̺p(z)) 6= ∅ [7, Theorem 4.9].
Like it will be recalled in Proposition 3.2, for every ̺ ≥ ̺p(z) there
exists the minimum among the Hilbert functions with Hilbert poly-
nomial p(z) and regularity ̺ with respect to the partial order  of
Definition 2.6. This minimal function is of the following type.
Definition 3.1. [7, Definition 4.1] For every ̺ ≥ ̺p(z), we let
f ̺p(z)(t) :=
{
p(t), if t ≥ ̺,
(f ̺p(z)(t + 1)t+1)
−
−, otherwise;
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g̺p(z)(t) :=


p(t), if t ≥ ̺,
p(t) + 1, if t = ̺− 1,
(g̺p(z)(t + 1)t+1)
−
−, otherwise.
Proposition 3.2. [7, Propositions 4.2 and 4.5, Lemma 4.8(iii)]
For every integer ̺ such that ̺p(z) ≤ ̺ ≤ rp(z) − 1,
(1) f ̺p(z) is an O-sequence, f
̺
p(z)  f
̺+1
p(z) and f
̺
p(z) is the minimal
Hilbert function with Hilbert polynomial p(z) and regularity ≤ ̺.
In particular, f
̺p(z)
p(z) has regularity ̺p(z).
(2) g̺p(z) is an O-sequence; if the regularity of f
̺
p(z) is ̺
′ < ̺, then
g̺p(z) is the minimal O-sequence with regularity ̺ and Hilbert
polynomial p(z), and f ̺p(z)  g
̺
p(z).
Moreover, for every ̺ ≥ ¯̺p(z), ∆f
̺
p(z) is an O-sequence.
Recall that we are interested in Hilbert functions of schemes.
Theorem 3.3. [7, Theorem 4.9] f
¯̺p(z)
p(z) belongs to F
(
p(z), ¯̺p(z)
)
and,
for all ̺ > ¯̺p(z),
F (p(z), ̺) 6= ∅ ⇔
{
f ̺p(z) ∈ F (p(z), ̺) (i.e. f
̺
p(z) has regularity ̺)
g̺p(z) ∈ F (p(z), ̺), otherwise.
Theorem 3.4. [7, Theorem 8.4] (Minimal Castelnuovo-Mumford regu-
larity for a scheme with a given Hilbert function) Let u ∈ F (p(z), ̺) and
k be the degree of p(z). Consider ˜̺u := min{t ≥ ¯̺∆p(z) : f
t
∆p(z)  ∆u}
and f˜ := f ˜̺u∆p(z) ∈ F (∆p(z), ˜̺u). If k = 0 then mu = ̺ + 1, if k > 0
then mu = max{mf˜ , ̺+ 1}.
Remark 3.5. If the regularity of f ̺p(z) is ̺
′ < ̺, then f ̺
′
p(z) = f
̺
p(z).
However, a constant polynomial p(z) = d has Gotzmann number rd = d
and, for every 1 ≤ ̺ ≤ d − 1, the minimal function f ̺d has regularity
equal to ̺ and belongs to F (p(z), ̺). Moreover, every scheme X with
Hilbert function f ̺d has reg(X) = ̺+1, because X is Cohen-Macaulay.
Proposition 3.6. If p(z) is a non-constant admissible polynomial, r :=
rp(z) is its Gotzmann number and r > r∆p(z), then f
r−1
p(z) belongs to
F (p(z), r − 1).
Proof. The function f r−1p(z) is exactly the Hilbert function of the unique
saturated lex-segment ideal with Hilbert polynomial p(z) (see [20]),
which has regularity r. If ̺ := ̺fr−1
p(z)
denotes the regularity of f r−1p(z) ,
then r = Mfr−1
p(z)
= reg(lex(∆f r−1p(z) )) = max{̺ + 1, r∆p(z)} = ̺ + 1,
because r > r∆p(z), from Remark 2.7 and Proposition 2.8. 
REGULARITIES FOR IDEALS WITH A GIVEN HILBERT FUNCTION 9
Next theorem implies a refinement of Theorem 3.3 and highlights
that, for every ̺ ≥ max{r∆p(z), ̺p(z)}, the minimal function with regu-
larity ̺ is of type f ̺p(z). The following technical lemma will be useful.
Lemma 3.7. Let p(z) be a non-constant Hilbert polynomial. If t¯ is a
positive integer such that (p(t¯)t¯)
−
− = p(t¯−1) and (∆p(t¯)t¯)
+
+ = ∆p(t¯+1),
then (p(t¯)t¯)
+
+ = p(t¯+ 1) and (p(t¯+ 1)
−
−) = p(t¯).
Proof. Consider the two binomial expansions p(t¯)t¯ =
(
k(t¯)
t¯
)
+
(
k(t¯−1)
t¯−1
)
+
· · · +
(
k(j¯)
j¯
)
and p(t¯ + 1)t¯+1 =
(
h(t¯+1)
t¯+1
)
+
(
h(t¯)
t¯
)
+ · · · +
(
h(j)
j
)
. From the
hypothesis on p(t¯− 1) we have:
0 6= ∆p(t¯) =
(
k(t¯)−1
t¯
)
+
(
k(t¯−1)−1
t¯−1
)
+ · · ·+
(
k(j¯)−1
j¯
)
,
which gives the binomial expansion of ∆p(t¯) in base t¯ (see (1)). Thus
(∆p(t¯)t¯)
+
+ =
(
k(t¯)
t¯+1
)
+
(
k(t¯−1)
t¯
)
+ · · ·+
(
k(j¯)
j¯+1
)
and if (∆p(t¯)t¯)
+
+ = ∆p(t¯+ 1) then from p(t¯+ 1) = ∆p(t¯+ 1) + p(t¯) we
obtain
(p(t¯)t¯)
+
+ =
(
k(t¯)+1
t¯+1
)
+
(
k(t¯−1)+1
t¯
)
+ · · ·+
(
k(j¯)+1
j¯+1
)
=(
h(t¯+1)
t¯+1
)
+
(
h(t¯)
t¯
)
+ · · ·+
(
h(j)
j
)
= p(t¯+ 1)
which are both the binomial expansion of a same integer in base t¯+ 1,
hence j = j¯ + 1 and h(i + 1) = k(i) + 1, for every j¯ ≤ i ≤ t¯. So, we
also obtain (p(t¯+ 1)t¯+1)
−
− = p(t¯). 
Theorem 3.8. Let p(z) an admissible polynomial of positive degree.
For every integer ̺ such that rp(z) > ̺ ≥ max{r∆p(z), ̺p(z)},
(i) the minimal Hilbert function f ̺p(z) has regularity ̺;
(ii) F (p(z), ̺) is non-empty and every scheme with Hilbert function
u ∈ F (p(z), ̺) has Castelnuovo-Mumford regularity ̺+ 1.
Proof. First, observe that ¯̺p(z) ≤ max{r∆p(z), ̺p(z)} ≤ ̺, thanks to (3).
For what concerns item (i), if ̺ = rp(z) − 1 then the thesis follows
from Proposition 3.6. Otherwise, I show that, if the minimal function
f ̺p(z) has regularity < ̺, then ̺ < r∆p(z). Let r := rp(z).
If f ̺p(z) has regularity < ̺, then (p(̺)̺)
−
− = p(̺− 1) thanks to Defi-
nition 3.1. From Proposition 3.6, the inequality p(r) 6= (p(r − 1)r−1)
+
+
holds. Thus, there exists a positive integer t¯ ≥ ̺ such that (p(t¯)t¯)
−
− =
p(t¯− 1) and (p(t¯+ 1)t¯+1)
−
− 6= p(t¯). So, from Lemma 3.7 it follows that
(∆p(t¯)t¯)
+
+ 6= ∆p(t¯+ 1), hence ̺ ≤ t¯ < r∆p(z) by Remark 2.7.
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For what concerns item (ii), F (p(z), ̺) is non-empty thanks to item (i).
For the second assertion, note that, from Lemma 2.5(ii), Proposi-
tion 2.8 and Remark 2.7, we have ̺+ 1 ≤ mu ≤Mu = reg(lex(∆u)) =
max{̺+ 1, r∆p(z)}. Thus, we can conclude because ̺ ≥ r∆p(z). 
Example 3.9. For the Hilbert polynomial p(z) = 5z−3, the Gotzmann
number is r = 7, ̺p(z) = ¯̺p(z) = 3 and ¯̺∆p(z) = 1, r∆p(z) = 5 [7, Exam-
ple 4.4(3)]. The minimal possible Castelnuovo-Mumford regularity of a
scheme with Hilbert polynomial p(z) ismp(z) = 5 thanks to [7, Theorem
8.1]. Moreover, f 4p(z) = f
3
p(z) and f
5
p(z) 6= f
4
p(z) because (p(4)4)
−
− = p(3)
but (p(5)5)
−
− < p(4), in fact 6 = (∆p(4)4)
+
+ > ∆p(5) = 5. In terms of
Lemma 3.7, we have t¯ = 4 < r∆p(z).
All the results that have been obtained until now finally converge in
the proof of the following main theorem.
Theorem 3.10. (Main Result) Let u belong to F (p(z), ̺). There is
a scheme X with Hilbert function u and reg(X) = m if and only if
mu ≤ m ≤ reg(lex(∆u)).
Proof. Let k be the degree of p(z).
Recall that if a scheme X of dimension k is Cohen-Macaulay then
reg(X) = ̺X + k + 1, and a zero-dimensional scheme is always Cohen-
Macaulay. So, if k = 0, then reg(X) = ̺u + 1 = mu = Mu =
reg(lex(∆u)) by Proposition 2.8.
Let k > 0. If r∆p(z) < reg(lex(∆u)), then Mu = reg(lex(∆u)) =
̺∆u = ̺ + 1 = mu thanks to Proposition 2.8 and Remark 2.7. So, we
can focus on the case r∆p(z) = reg(lex(∆u)) and mu < reg(lex(∆u)) =
r∆p(z). If k = 1 and p(z) = dz + c, then for every integer ̺
′ such that
̺+ 1 ≤ mu ≤ ̺
′ < reg(lex(∆u)) = rd = d,
the minimal function f ̺
′
d has regularity ̺
′ and there exists a zero-
dimensional scheme Z with Hilbert function f ̺
′
d and reg(Z) = ̺
′+1 (see
Remark 3.5). Moreover, f ̺
′
d  ∆u due to Proposition 3.2(1). Then,
from Theorem 2.9 we obtain a scheme X with Hilbert function u and
reg(X) = reg(Z) = ̺′ + 1.
Assume now k > 1 and, referring to Theorem 3.4, consider ˜̺u :=
min{t ≥ ¯̺∆p(z) : f
t
∆p(z)  ∆u}. By the definition of ˜̺u, the Hilbert
function f˜ := f ˜̺u∆p(z) belongs to F (∆p(z), ˜̺u). Moreover, from Theo-
rem 3.4, we have mu = max{mf˜ , ̺+ 1}.
If mu < reg(lex(∆f˜)), then reg(lex(∆f˜)) = max{ ˜̺u + 1, r∆2p(z)} =
r∆2p(z) because ˜̺u + 1 ≤ mf˜ ≤ mu. Then, by the inductive hypothesis,
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for every integer m such that
mf˜ ≤ mu ≤ m ≤ reg(lex(∆f˜)) = r∆2p(z),
there exists a scheme Z with Hilbert function f˜ and reg(Z) = m.
Hence, by Theorem 2.9, there exists a scheme X with Hilbert function
u and reg(X) = m, because f˜  ∆u by definition. If r∆2p(z) = r∆p(z)
then we can conclude here. Otherwise, we now consider m such that
max{mu, r∆2p(z)} < m ≤ r∆p(z).
In this range Theorem 3.8(i) can be applied because mu ≥ mf˜ >
¯̺∆p(z) ≥ ̺∆p(z). Then, the Hilbert function f
m−1
∆p(z) has regularity m− 1
and, hence, there exists a scheme Z with reg(Z) = m and Hilbert
function fm−1∆p(z)  f
̺
∆p(z)  ∆u. Due to Theorem 2.9, we again have a
scheme X with Hilbert function u and reg(X) = m. 
Corollary 3.11. (Algebraic Case) Let f be the Hilbert function of a
finitely generated graded K-algebra K[x1, . . . , xn]/I.
(i) m∑ f and reg(lex(f)) are, respectively, the minimal and the
maximal possible regularities for the polynomial ideal I.
(ii) For every integer a such that m∑ f ≤ a ≤ reg(lex(f)), there
is a strongly stable ideal J with reg(J) = a and f the Hilbert
function of K[x1, . . . , xn]/J .
Proof. It is enough to observe that, given an O-sequence f with reg-
ularity ̺, there exists a polynomial ideal I with Hilbert function f
and reg(I) = a if and only there exists a scheme X with Hilbert func-
tion
∑
f and reg(X) = a, that is m∑ f ≤ a ≤ reg(lex(f)). Indeed,
u :=
∑
f is the Hilbert function of a scheme and then one can apply
Theorem 3.10 and Lemma 2.5(i). Finally, denoting by N ⊂ S the (sat-
urated) zero-generic initial ideal of I(X) w.r.t. degrevlex order, we can
take the strongly stable ideal J := (N, x0)/(x0) ⊂ K[x1, . . . , xn]. 
Example 3.12. The O-sequence f = (1, 3, 5, 4, 5, 4) has Hilbert poly-
nomial p(z) = 4 and ̺u = 5 > rp(z). The integral of f is the function∑
f = (1, 4, 10, 14, 4z+3) in F (4z+3, 4) and m∑ f = 5. On the other
hand, Mu = reg(lex(f)) = 5 = mu, so every homogeneous polynomial
ideal with Hilbert function f has regularity 5. Moreover, every scheme
X with Hilbert function
∑
f has reg(X) = 5.
Example 3.13. For the O-sequence u = (1, 4, 10, 20, 35, 55, 80, 28z −
90) we obtain mu = 9 = ̺u + 2 and reg(lex(∆(u)) = 28. From Re-
mark 3.5, for every 9 < m < 28, there is a scheme Z with Hilbert
function fm−128  ∆(u) and reg(Z) = m. By Theorem 2.9 there is also
a scheme X with Hilbert function u and reg(X) = max{̺u+1, m} = m.
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Analogously, if we consider f = ∆u = (1, 3, 6, 10, 15, 20, 25, 26, 28),
for every m ∈ [m∑ f , reg(lex(f))] = [9, 28], there exists a (homoge-
neous) polynomial ideal I with Hilbert function f and reg(I) = m.
Example 3.14. Take the Hilbert function u = (1, 5, 2z2 + 3z + 1)
of the Veronese surface X ⊆ P4k, which has Castelnuovo-Mumford
regularity reg(X) = 3 = mu. We have ∆u = (1, 4, 10, 4z + 1) and
Mu = reg(lex(∆u)) = r4z+1 = 7. Moreover, f
3
4z+1 = (1, 4, 8, 4z+ 1) has
regularity 3, f 44z+1 = (1, 4, 8, 12, 4z + 1) has regularity 4 and f
5
4z+1 =
(1, 3, 6, 10, 15, 4z + 1) has regularity 5, according to Theorem 3.8(i).
4. Explicit construction of a scheme with given Hilbert
function and Castelnuovo-Mumford regularity
Although the proof of the main result of this paper does not need any
explicit construction, in this section I describe a method for identifying
and directly computing schemes that satisfy Theorem 3.10, by means
of the notion of growth-height-lexicographic Borel set, which has been
introduced by D. Mall in [17, 18].
A set B ⊂ Tt is called a Borel set if, for every term x
α in B, xα · xj
xi
belongs to B for every xi for which x
α is divisible and xj ≻ xi. Hence,
a monomial ideal J is strongly stable if Jt is a Borel set, for every t.
Remark 4.1. In the setting of this paper, which considers an infinite
field of any characteristic, the use of the above expression “Borel set”
is not entirely correct because the property to be strongly stable is
not equivalent to the property to be Borel-fixed. However, with this
warning, I choose to adopt the language already used in literature in
characteristic zero by the authors whom I refer to.
Definition 4.2. [17, Def. 2.7 and 2.13] Let B ⊂ Tt be a Borel set.
(i) The set B(i) = {xα ∈ B : min(xα) = xi} is the growth class of B of
growth i. The growth-vector of B is gv(B) := (|B(0)|, |B(1)| . . . , |B(n)|).
(ii) For all i ∈ {0, . . . , t}, let B(i) := {xα00 x
α1
1 . . . x
αn
n ∈ B : α0 = i}. The
height-vector of B is the vector hv(B) := (|B(0)|, |B(1)|, . . . , |B(t)|).
Remark 4.3. Given a Borel set B ⊂ Tt, we have: for every i 6= j,
B(i)∩B(j) = ∅ and B(i)∩B(j) = ∅; B(0) =
⋃
i≥1B
(i); B(0) =
⋃
i≥1B(i).
Proposition 4.4. [17, Proposition 3.2] Let B ⊂ Tt be a Borel set and
I = (B)sat ⊂ S the saturation of the ideal generated by B. If u is the
Hilbert function of S/I, then:
(i) u(j) =
(
j+n
n
)
−
∑t
i=t−j |B(i)|, for every j ≤ t;
(ii) u(j)− u(j − 1) =
(
j+n−1
n−1
)
− |B(t− j)| for every j ≤ t;
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(iii) u(t+ k) =
(
t+k+n
n
)
−
∑(i+k
k
)
|B(i)|, for every k ≥ 1.
Corollary 4.5. Let J ⊆ S be a saturated strongly stable ideal with
reg(J) = m. Let p(z) and u be the Hilbert polynomial and the Hilbert
function of S/J , respectively. Then,
(i) the height-vector of Jm depends only on u and m;
(ii) the growth-vector of Jm depends only on p(z) and m, and is the
unique solution of the linear equations
∑(i+k
k
)
xi =
(
m+k+n
n
)
−
u(m+ k), 0 ≤ k ≤ n.
Proof. Both statements follow from Proposition 4.4 with t = m. 
Let me denote by hv(u,m) and gv(p(z), m) the height-vector and
the growth-vector that are uniquely determined in Corollary 4.5 by an
integer m and a Hilbert function u with Hilbert polynomial p(z).
Definition 4.6 ([17, Definitions 2.10 and 2.14], [18, Definition 4.3]).
(1) A Borel set B ⊂ Tt is growth-lexicographic if all growth classes
of B are lex-segments in the corresponding growth classes T
(i)
t of Tt.
(2) A Borel set B ⊂ Tt is growth-height-lexicographic if B(0) is
growth-lexicographic and B(i) is a lex-segment in Tt(i) for all 0 < i ≤ t.
Given a Borel set B ⊂ Tt, let L
(i) be the set of the |B(i)| greatest
terms xα with min(xα) = xi w.r.t. deglex order for every i = 1, . . . , n,
and L(i) the set of the |B(i)| highest terms w.r.t. deglex order in
Tm(i) = {x
α : α0 = i}, for every i = 1, . . . , t. Then, consider the
set L := (∪i=1,...,nL
(i))
⋃
(∪i=1,...,tL(i)) (see also Remark 4.3).
Theorem 4.7. [7, Theorem 5.7] With the above notation, L is the
unique growth-height-lexicographic Borel set in Tt with gv(L(B)) =
gv(B) and hv(L) = hv(B). Moreover, the ideals J := (B)sat and
I := (L)sat have the same Hilbert function and reg(J) ≤ reg(I) ≤ t.
Theorem 4.8. Given a Hilbert function u ∈ F (p(z), ̺) and an inte-
ger m such that mu ≤ m ≤ Mu, let L ⊂ Tm be the growth-height-
lexicographic Borel set with height-vector hv(u,m) and growth-vector
gv(p(z), m). Then, the strongly stable ideal I = (L)sat defines a scheme
with Hilbert function u and Castelnuovo-Mumford regularity m.
Proof. From Theorem 3.10, a scheme X with Hilbert function u and
reg(X) = m does exist. Let J be the zero-generic initial ideal of the
saturated defining ideal I(X) of X , which is a strongly stable sat-
urated ideal with the same Hilbert function and same regularity of
I(X). In particular, Jm ⊆ Tm is a Borel set. Then, we can take
the height-vector hv(Jm) = hv(u,m) and the growth-vector gv(Jm) =
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gv(p(z), m), as described in the proof of Corollary 4.5. By Theo-
rem 4.7, there is the unique growth-height-lexicographic Borel set L =
(∪i=1,...,nL
(i))
⋃
(∪i=1,...,mL(i)), which is determined by hv(u,m) and
gv(p(z), m). Moreover, the ideal (L)sat defines a scheme with Hilbert
function u and Castelnuovo-Mumford regularity m. 
Example 4.9. Consider the Hilbert function u = (1, 4z) which has
mu = 3 and Mu = 4. Applying Proposition 4.4 and Corollary 4.5 to
u and m = 3 we find hv(u, 3) = (6, 2, 0, 0) and gv(4z, 3) = (2, 2, 3, 1).
The saturation of the corresponding growth-height-lexicographic Borel
set is the ideal J = (x23, x2x3, x
3
2) in S = K[x0, x1, x2, x3]. For m = 4,
we find hv(u, 4) = (11, 6, 2, 0, 0) and gv(4z, 4) = (8, 6, 4, 1). In this
case, the saturation of the corresponding growth-height-lexicographic
Borel set is the ideal J = (x23, x3x2, x3x
2
1, x
4
2) ⊂ S. Observe that J is the
monomial ideal generated in S by the lex-segment ideal in K[x1, x2, x3]
with Hilbert function ∆u, according to Proposition 2.8.
I highlight that here a growth-height-lexicographic Borel set is com-
puted only starting from a Hilbert function u ∈ F (p(z), ̺) and an
integer m such that mu ≤ m ≤ Mu. Indeed, Theorem 3.10 guarantees
that the growth-height-lexicographic Borel set L in Tm determined by
hv(u,m) and gv(p(z), m) gives reg((L)sat) = m. An implementation in
CoCoA-4.7.5 (see [1]) of an algorithm that constructs (L)sat is available
at http://wpage.unina.it/cioffifr/GrowthHeight.
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