Abstract. In this paper, we define the generalized Wasserstein distance for sets of Borel probability measures and demonstrate that the weak convergence of sublinear expectations can be characterized by means of this distance.
Introduction
In classical probability theory, the Wasserstein distance of order p between two Borel probability measures µ and ν in the Polish metric space (Ω, d) is defined by
1 p : law(X) = µ, law(Y) = ν}, which is related to optimal transport problems and can also be used to characterize the weak convergence of probability measures in the Wasserstein space P p (Ω) (see Definition 6.4 in Villani [10] ), roughly speaking, under some moment condition, that µ k converges weakly to µ is equivalent to W p (µ k , µ) → 0. In particular, W 1 is commonly called Kantorovich-Rubinstein distance and the following duality formula is well-known:
and then characterize this type of convergence by the generalized Wasserstein metric. We notice that the main techniques in this paper could be applied to considering transport inequality in the sublinear expectation context, for example, the transport-entropy inequality and the related large deviation principle. Also, the results may provide with some useful tools for the further study of robust optimal transport problems on sublinear expectation spaces. This paper is organized as follows: in the next section, we recall some notations in the framework of sublinear expectations and define the generalized Wasserstein distance. In Section 3, the duality formula for generalized Kantorovich-Rubinstein distance are given and characterization of the weak convergence of sublinear expectations is discussed.
Preliminaries
We first recall preliminaries in the framework of sublinear expectations. Let (Ω, d) be a Polish space equipped with the Borel σ-algebra B(Ω). In the sequel, we only consider the Borel probability measures on this space and denote by P(Ω) the collection of all sets of these measures. For each P ∈ P(Ω), one can define a sublinear expectation E P [·] in the following form:
where L 0 (Ω) is the space of all B(Ω)-measurable real functions.
It is easy to check that E P [·] satisfies the following properties: for X, Y ∈ L 0 (Ω),
(2) Constant preserving: E P [c] = c, ∀c ∈ R; (3) Sub-additivity:
where the usual rule 0 · ∞ = 0 is applied in (4).
In Peng [5, 6] , the properties of sublinear expectations are systematically studied and some limit theorems are proved. In particular, Peng [7] introduces the following notion of weak convergence for sublinear expectations: 
Now we define the generalized Wasserstein metric as follows:
we define the p-order Wasserstein metric between P 1 and P 2 in the following form:
where W p (µ, ν) is the classical p-order Wasserstein distance between two probability measures µ and ν.
It is evident that the function W p is ordered in p as its classical counterpart W p , namely, Lemma 7 and 8 , Theorem 31 in Denis et al. [1] ).
(iii) We remark that a typical sublinear expectation, the G-expectation defined in Peng [5, 6] , is associated with such a set of probability measures, according to [1] .
(iv) The sublinear expectation admits an unique representation on P p (Ω), i.e., let
The proof can be easily derived by Corollary 2.8.
The main technical tool in this paper is the minimax theorem in [8] as follows: In the rest of this paper, the following special case of the above theorem will be quoted, where f is a linear and continuous function. Theorem 2.7. Let P ∈ P 1 (Ω). Fixing a singleton {µ * } ∈ P 1 (Ω), we have
Corollary 2.8. Let P ∈ P 1 (Ω). If there exists a singleton {µ * } ∈ P 1 (Ω) such that
Proof. By (b) in Definition 2.4, we can use Φ := {ϕ :
By Theorem 2.7, we have
Since P is weakly compact, we can chooseμ ∈ P such that sup ϕ∈Φ {E µ * [ϕ] − Eμ[ϕ]} = 0, which implies that µ * =μ ∈ P.
Main results
In this section, we first study the duality formula for the generalized Kantorovich-Rubinstein distance W 1 on P 1 (Ω) defined in the previous section.
Theorem 3.1 (Duality formula for the generalized Kantorovich-Rubinstein distance). Let P 1 , P 2 ∈ P 1 (Ω). Then, we have
Proof. By the classical duality formula for the Kantorovich-Rubinstein distance and Theorem 2.7, we have
Similarly, we can obtain
Therefore,
It is well-known that Wasserstein distances can metrize weak convergence in the classical probability theory. Correspondingly, we can prove a similar theorem for sublinear expectations. Before presenting this result, we shall discuss some properties of the weak convergence of sublinear expectations.
Given a collection of probability measures P, define
Then, we have the following proposition:
and P are weakly compact sets of probability measures on
Or equivalently, for each open set G,
(ii) The set P * = ∞ n=1 P n is tight.
Proof. (i) For a closed set F , there exists a sequence of bounded continuous function {ψ k } ∞ k=1 such that ψ k ↓ 1 F , thus from Theorem 31 in Denis et al. [1] ,
which implies that (i) holds.
(ii) Since Ω is Polish, we can choose a subset {ω 1 , · · · , ω n , · · · } dense in Ω and for a fixed m ∈ N, we consider the cover {B(ω i ,
Fixing ε > 0, we first prove that for each m, there exists k m such that
Otherwise, there exists m 0 , such that for each k, there exists n k ,
For each n ∈ N, from the weak compactness of P n and Lemma 8 in [1], we know
Thus, we can prove by contradiction that lim k→∞ n k = ∞. Then, by (i), ∀j ∈ N,
which implies that
This is a contradiction to the weak compactness of P.
Choosing k m as in (3.1), we can verify that
m ) is compact. Then, for each n, we have
Therefore, the set P * = ∞ n=1 P n is tight. Proposition 3.3. Let p ≥ 1. Suppose that {P n } ∞ n=1 and P are elements in
then the following statements are equivalent:
Proof. We only need to prove that "(ii) ⇒ (i)". Letd = min(d, 1), and denote byW p the classical Wasserstein distances defined withd andW p the generalized one defined in terms ofW p (see Definition 2.2). We first show that
where the necessity is directly deduced from W p ≥W p .
To prove the sufficiency, we first see that the distance function d is dominated by the sum of three parts, that is, for K ≥ 1, ω,ω and ω 0 ∈ Ω:
Then, there exists a constant C p only depending on p such that
. By the same argument in the proof of Theorem 7.12 in Villani [9] , we have for two probability measures µ and ν,
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First letting n → ∞ and then letting K → ∞, we have W p (P n , P) → 0.
Since the distance functiond is bounded by 1, all the distancesW p are equivalent (see §7.1.2 in [9] ), so doesW p . Therefore, we have
Theorem 3.4 (Wasserstein distance metrize weak convergence). Let p ≥ 1. Suppose {P n } ∞ n=1 and P are elements in P p (Ω). Then the following statements are equivalent:
(ii) For each ϕ ∈ C(Ω) with the growth condition: for some
and (3.2) holds. Proof. First, we prove the equivalence of (ii) and (iii).
"(ii) ⇒ (iii)": It is easy to see that {E Pn [·]} ∞ n=1 converges weakly to E P [·], thus we only need to prove (3.2) holds. Indeed, the function f K (ω) := d(ω 0 , ω) p 1 {d(ω 0 ,ω)≥K} is upper semi-continuous and thus, can be approximated by
Since P ∈ P p (Ω), from Definition 2.4 (b), we conclude (3.2).
"(iii) ⇒ (ii)": Giving ϕ ∈ C(Ω) with the growth condition |ϕ(ω)
Letting K → ∞, the first term of the right-hand side goes to 0 by (3.2), the second one goes to 0 since P ∈ P p (Ω). Thus (ii) holds. Now, we prove "(i) ⇒ (iii)". If W p (P n , P) → 0, then W 1 (P n , P) → 0. By Theorem 3.1, we have sup
holds for all Lipschitz functions. For each bounded continuous function ϕ, there exist sequences of bounded Lipschitz functions {ϕ k } ∞ k=1 and {ϕ k } ∞ k=1 such that ϕ k ↑ ϕ and ϕ k ↓ ϕ.
Then, we can deduce
Similarly, we have
In conclusion, E Pn [·] converges weakly to
It only remains to be seen whether (3.2) holds. Indeed, one can first verify that for
} + 2d(ω, ω), and immediately obtain
Then we can deduce that for any µ n ∈ P n and µ ∈ P,
where the first term of the right-hand side goes to 0 since P ∈ P p (Ω), and the second one vanishes as a result of (i). Consequently, (3.2) holds.
Finally, we show (iii) ⇒ (i). Thanks to Proposition 3.3, we only need to prove the case when p = 1. By the definition of W 1 , it suffices to prove that
(a) Suppose sup µn∈Pn inf P ∈P W 1 (µ n , µ) 0, then there exists an ε > 0 and a subsequence {P n k } ∞ k=1 ⊂ {P n } ∞ n=1 , such that for each n k , there exists a µ n k ∈ P n k with (3.3) inf
which implies that for all µ ∈ P, W 1 (µ n k , µ) ≥ ε. By Proposition 3.2, the set ∞ n=1 P n is tight, so it is relatively weakly compact by Prokhorov's theorem. Then, there exists a subsequence of {µ n k } ∞ k=1 , still denoted by {µ n k } ∞ k=1 , which converges weakly to a probability measure µ * . In this case, we can apply the classical result for Wasserstein distance to obtain W 1 (µ n k , µ * ) → 0. On the other hand, for each ϕ ∈ C b (Ω),
which implies from Corollary 2.8 that µ * ∈ P. Therefore, we obtain immediately that
which is in contradiction to (3.3) .
Similarly to (a), one can find a subsequence of {µ *
, which converges weakly to a probability measure µ * ∈ P. For sufficient large k,
From the classical duality formula for the Kantorovich-Rubinstein distance (1.1), we have inf
Since P n k and Φ := {ϕ : ||ϕ|| Lip≤1 } are convex as well as P n k is weakly compact, the minimax theorem implies
Therefore, thanks to (3.2), one can find a ϕ ∈ C b (Ω), such that for sufficient large k,
which is in contradiction to µ * ∈ P. Proof. Let P * n and P * be the convex hull of P n and P respectively. We first observe that E P * [ϕ] = E P [ϕ] for all ϕ, which implies that P * n , P * ∈ P p (Ω). As in the proof of above theorem, we also have
thus {P * n } ∞ n=1 also satisfies (3.2). So it suffice to prove that W 1 (P * n , P * ) → 0, which yields W p (P * n , P * ) → 0 by Proposition 3.3.
Without the assumption of convexity on the sets of probability measures, we still have for each n, Remark 3.6. In general, without the assumption of convexity, the statement (ii) and (iii) in Theorem 3.4 may not imply W p (P n , P) → 0. Here is a simple counterexample: consider a set P satisfying Definition 2.4 except for the convexity and such that W 1 (P, P * ) > 0, where P * is the convex hull of P. Let P n = P * , for each n ∈ N. Obviously, (ii) and (iii) in Theorem 3.4 hold since E Pn [ϕ] = E P * [ϕ] = E P [ϕ], but W 1 (P n , P) 0.
