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Abstract 
Many documents share common HTML tree structure on script generated websites, permitting us to effectively extract interested 
information by wrappers. Since tree structure evolves over time, the wrappers break frequently and need to be re-learned. In this
paper, we explore the problem of constructing robust wrappers for web information extraction. In order to keep web extraction 
robust when webpage changes, a method based on minimum cost script edit model is proposed. With the method, we consider three 
edit operations under structural changes, i.e., inserting nodes, deleting nodes and substituting nodes’ labels. Experimental results 
show that the proposed approach can accomplish robust web extraction accurately. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University of Science 
and Technology 
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1. Introduction 
Several websites use scripts to generate highly structured HTML from backend databases. The structural similarity 
of script-generated webpages can help information extraction systems to extract information from the webpages using 
simple rules. These rules are called wrappers. Once a wrapper is learnt for a site, it will keep up-to-date information. 
Nowadays, wrappers are becoming a dominant strategy for extracting web information from script-generated pages. 
However, the extraction operation of wrappers is greatly depended on the structure of the webpage. Since the 
information of webpage changes dynamically, even very slight change may lead to the breakdown of wrappers and 
require them to re-learn. This is so-called the Wrapper Breakage Problem. Therefore, it is very important for web data 
integration to effectively improve the adaptive capacity of web data extraction. 
To illustrate, Fig. 1 displays an XML document tree of a script-generated job page from 51job.com. If we want to 
extract working place from this page, following XPath expression can be used: 
W1 ≡ /html/body/div[2]/table/td[2]/text()                                                                                                             (1) 
which is an instruction on how to traverse THML DOM trees. However, there are several small changes which can 
break this wrapper. For instance, the order of “Working place” and “Position” is changed, the first div is deleted or 
merged with the second one, a new table or td is added under the second div, and so on. 
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Fig. 1. An HTML webpage of 51job.com 
In fact, the expression W1 is one form of a simple wrapper, and the problem of robust web extraction has caught 
much attention and has been widely researched [1, 2, 3]. Jussi Myllymaki and Jared Jackson [1] proposed that certain 
wrappers are more robust than others, and the wrappers can have lower breakage. For instance, each of the following 
XPath expressions can be used as an alternative to W1 to extract the working place. 
W2 ≡ //div[@class = ‘btname’]/*/td[2]/text()                                                                                                      (2) 
W3 ≡ //table[@width = ‘98%’]/td[2]/text()                                                                                                         (3) 
Intuitively, these wrappers may be preferable to W1 since they have a lesser dependence on the tree structure. For 
example, if the first div is deleted, W1 will not work, while W2 and W3 might still work. 
In this paper, we aim to design a wrapper that can achieve substantially higher robustness. Wrapper can complete 
and extract web data records from deep webpage accurately, which is denoted as “distinguished node” in this paper. 
Then, wrapper constructs a set of extraction rules according to website template, extracts information from webpage 
and translates into structured data automatically. In general, when webpage changes beyond the limitation of wrapper 
script, we can only re-locate the data by modifying wrapper scripts. Otherwise, the information extraction might be 
failed. When webpage evolves over time, we use the existing information of web data integrated system combining 
with other techniques to recognize and label the data elements and attribute tags. Then, we can generate an optimal 
training sample. Finally, we can rebuild a new wrapper by using the existing wrapper induction techniques, and make 
it possible for wrappers to cope with the changes in websites effectively. In order to keep web extraction robust when 
webpage changes, we propose an approach based on minimum cost script edit for robust web extraction. 
Our contributions involve three aspects in this work. Firstly, we propose a general framework for constructing 
robust wrapper to extract interested information. Secondly, we design a model that takes the archival data on real 
websites as input, and learns a model that best fits the data to extract the information. Thirdly, we perform an 
extensive set of experiments covering over multiple websites, and the experiments are able to achieve very high 
precision and recall. It demonstrates that our wrapper is highly effective in coping with changes in websites. 
The rest of the paper is organized as follows. In Section 2, we briefly define a few related concepts. We introduce 
our robust web extraction framework in Section 3 and the minimum cost script edit method in Section 4. Our 
experimental evaluation is presented in Section 5, related work is discussed in Section 6 and conclusion is provided in 
Section 7. Finally, acknowledgements and related references are given in the following sections. 
2. Problem definition 
Some related concepts about robust web extraction are defined in this section. 
Definition 1 Order Labeled Trees: Let w be a webpage. We represent w as an ordered, labeled tree corresponding 
to the parsed HTML DOM tree of the webpage [3]. To illustrate, we consider Fig. 1 representing the HTML of a 51job 
page. The children of every node are ordered and every node has a label from a set of labels L. The label of a node 
substantially indicates the type of the node. In addition, we are primarily interested in structural changes for wrapper 
adaptation. 
Definition 2 Isomorphic Trees: Suppose two webpages w1 and w2 to be isomorphic, written as w1≡w2, if they 
have identical structures and labels [3]. Similarly, the parsed HTML DOM trees corresponding to the two webpages 
are called isomorphic trees. 
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Definition 3 Edit Operations: we consider three edit operations under structural changes, i.e., inserting nodes, 
deleting nodes and substituting labels of nodes. Each change is one of the three edit operations and the tree structures 
evolve by choosing these edit operations randomly. A sequence S of edit operations is defined to be an edit script. We 
let S(w) denote the new version of the webpage obtained by applying the operators in S to webpage w in sequence. We 
use S(n), n∈w, to denote the node in S(w) that n maps to when edit script S is applied. 
Definition 4 Edit Costs: We describe edit costs for three edit operations: inserting nodes, deleting nodes and 
substituting labels of nodes. We define a cost function for computing the cost corresponding to each of operations (We 
define edit costs formally in Section 4). 
Definition 5 Wrapper and robustness: A wrapper is a function f(x) from a webpage to a node in the webpage, since 
the core of data extraction is positioning in the entire document. Supposing w is a webpage with a distinguished node 
d(w) which includes the interested information. We want to construct a wrapper that extracts from future target 
versions of w. Let w’ = S(w) denote a new version of the webpage, namely w’ is obtained by applying the operators in 
S to webpage w in sequence. We want to find the position of distinguished node d(w) in the new webpage by XPath 
expression. If wrapper function meets f(w’) = d(w’), we say that a wrapper f(x) works on a future target version w’ of a 
webpage w. If f(w’) ≠ d(w’), then we say that wrapper has broken or failed. The robustness represents the ability of 
wrappers to keep on extracting distinguished node in the new versions of webpages when webpages evolve over time. 
Definition 6 Confidence of extraction: Confidence [3] is a measure of how much we trust our extraction of the 
distinguished node for the given new version (We define confidence of extraction formally in Section 4). 
3. Robust web extraction framework 
In this section, we give an overview of our robust web extraction framework on the basis of the framework which 
was recently proposed by Nilesh Dalvi et al. [2]. This framework is depicted in Fig. 2. We describe the main 
components as follows and the functions in italic indicate our new methods. 
In the framework, the Archival Data component contains various evolutions of webpage. Suppose a webpage w 
denotes the 51job page for the Java Developer, undergoing various changes across its time. Let w0, w1, … denote the 
various future versions of w. The archival data component is a collection of pairs (wt, wt +1) for the various future 
versions of w, i.e. it includes{(w0, w1), (w1, w2), …, (wt, wt +1)}. The archival data can be obtained by monitoring a set 
of webpages over time. 
The Model Learner component is mainly responsible for minimum cost model. Model learner takes the archival 
data as input and learns a model that best fits the data. It learns the parameter values that minimize the cost of each 
edit operation, i.e. 
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where x represents a node of webpage; cost (insert: x) represents the cost of inserting a node with the label x; cost 
(delete: x) represents the cost of deleting a node with the label x; cost (substitute: x→y) represents the cost of 
substituting node x to node y. 
Fig. 2. Robust web extraction framework 
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The Minimum Cost Model component consists of costs of three edit operations: inserting nodes, deleting nodes and 
substituting labels of nodes. This is the salient component of our framework. The minimum cost model is specified by 
a set of parameters, computing the minimum cost of each edit operations by means of the parameter obtained by 
model learner. We can compute the cost of edit operations according to the frequency of webpage change. If the 
operations of webpages are frequent, then we need to make the corresponding cost as low as possible. Since the cost of 
each edit operation is minimum, the costs sum of a sequence of edit operations for webpage is minimum. 
The Training Examples component for an extraction task consists of a small subset of the interested webpages that 
specify some fields, such as the working place and position of the webpage from 51job site. 
The Candidate Generator component takes labeled training data and generates a set of candidate alternative 
wrappers. The problem of learning wrappers from labeled examples has been extensively studied [4-11], and some 
focus specifically on learning XPath rules [1, 4]. Any of the techniques can be used as part of candidate generator in 
this paper. In this section, we consider a method that generates wrappers in a bottom-up fashion, by starting from the 
most general XPath that matches and specializes every node until it matches the target node in each document. We 
want to generate an XPath expression, which makes both precision and recall equal to 1. Precision reflects the 
accuracy of the results, and Recall reflects the cover of getting correct results. We can enumerate all the wrappers 
according to the above idea. 
The Wrappers Robustness Evaluator component takes the set of candidate wrappers, evaluates the robustness of 
every one by the minimum cost model, and chooses the most robust wrapper. We define the robustness of wrappers as 
the minimum cost and it will continue to work on the future new versions of the webpage for extracting the 
distinguished node of interest when webpages evolve over time. The wrapper that has the most robustness is chosen 
among the set of candidate wrappers as the desired one. 
4. The minimum cost script edit method 
We have described edit costs for three edit operations (i.e. inserting nodes, deleting nodes and substituting labels of 
nodes) in Section 2. We now depict cost function for computing the cost corresponding to each operation in detail. Let 
L denote the set of all labels, li∈L. We assume that there is a cost function cost(x) for computing the cost for each edit 
operation, such as cost (∅, l1) represents the cost of inserting a node with label l1, cost (l1, ∅) represents the cost of 
deleting a node with label l1, and cost (l1, l2) represents the cost of substituting a node with label l1 to another node 
with label l2.  Note that cost (l1, l1) = 0. In addition, we assume that cost functions are satisfied for the triangle 
inequality, i.e., cost(l1, l2)＋cost(l2, l3) ≥ cost(l1, l3). S is an given edit script and the cost denoted as cost(S), which is 
simply the sum of costs of each of the edit operations in S as given by the cost function cost(x).
It is easy to compute the minimum cost scripts according to the cost model is trained in Section 3, since each cost 
of the operations is minimum which are trained in model. 
We simply introduced the concept of confidence in Section 3. Then, the following part provides a detailed 
explanation of the confidence of extraction. Intuitively, if the page w’ differs a lot from w, then our confidence in the 
extraction should be low. However, if all the changes in w’ are in a distinct portion away from the distinguished node, 
then the confidence should be high despite those changes. Based on this intuition, we define the confidence of 
extraction on a given new version as follows [3]. 
Let S1 be the smallest cost edit script that takes w to w’, namely S1(w) and w’ are isomorphic trees, the node 
extracted by wrapper is denoted S1(d(w)), and the corresponding cost is cost(S1). We also look at the smallest cost edit 
script S2 that takes w to w’ but does not map d(w) to the node corresponding to S1(d(w)), and the corresponding cost is 
cost(S2). We define the confidence of extraction as cost(S2)－cost(S1). Intuitively, if this difference between cost(S2)
and cost(S1) is large, the extracted node is well separated from the rest of nodes, and the extraction is likely to be 
correct. If this difference is low, the extracted node is likely to be wrong. 
Aditya Parameswaran et al. [3] proposed a method by enumeration for computing the minimum cost scripts and 
extracting the distinguished node of interest. The method is simple but inefficient, for the efficiency of enumerative 
algorithm is very low. Next, we design a more efficient algorithm using dynamic programming to compute the costs of 
all edit scripts efficiently. The basic idea behind the more efficient algorithm is to pre-compute the costs of all edit 
scripts, and finally choose the most suited data to extract the interested information. In the following Table 1, the 
process is illustrated. 
In algorithm 1, output parameter New_d(W)’ represents the new location of distinguished node of interest, 
expressed by XPath expression. Output parameter Extr_Conf represents the confidence of extraction. If Extr_Conf is 
large, the extraction is likely to be correct. The confidence of extraction can be used to decide whether to use the 
extracted results or not. 
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Table 1 Robust web extraction based on minimum cost script edit algorithm 
Algorithm 1  Robust Web Extraction Based on Minimum Cost Script Edit Model 
Input: W: A webpage; W’: the future version of webpage W; d(W): a distinguished node of interest. 
Output: New_d(W)’: new location of d(W) in W’; Extr_Conf: confidence of extraction. 
1.  Compute the corresponding costs for three edit operations according to the minimum cost model. 
2.  cost(insert: x) := Cost(insert a node); 
3.  cost(delete: x) := Cost(delete a node); 
4.  cost(substitute: x→y) := Cost(substitute a node to another node); 
5.  Take webpage W to W’ by a set of edit scripts, using the dynamic programming to compute the           
costs of all edit scripts and save the results with array. 
6. Choose the minimum cost script S1 such that W’ are obtained by applying S1 in W, namely S1(W)
and W’ are isomorphic, i.e. 
S1(W)≡W’;
                 New_d(W)’ = S1(d(W)); 
                 Extr_C1 = cost(S1);
7. Choose the minimum cost script S2 such that W’ are obtained by applying S2 in W, namely S2(W)
and W’ are isomorphic but does not map d(W) to the node corresponding to S1(d(W)), i.e. 
S2(W)≡W’ and New_d(W)’≠S1(d(W));
                  Extr_C2 = cost(S2);
8.   Extr_Conf = Extr_C2 － Extr_C1;
9.   Return New_d(W)’, Extr_Conf
5. Experimental evaluation 
In our experiments, we evaluate the effect of our robust web extraction framework on a dataset of crawled pages on 
two real-world recruitment sites. 
5.1. Data sets 
To test the robustness of our techniques, we use archival data from two sites: 51job and zhaopin sites. Each data set 
consists of a set of webpages from the above websites monitored over last 9 months respectively. We choose about 
100 webpages acting as archival versions from each website, and we crawl every version once a week. 
In each of our data sets, we manually select distinguished nodes which can be identified. We choose distinguished 
nodes including both “Working place” and “Position”. 
5.2.  Evaluation criterion 
In this paper, evaluation criteria from information retrieval [12] are adopted to evaluate the effect of this method. 
Suppose A represents the number of data elements extracted by the method, B the number of correct data elements, 
and C the number of incorrect data elements. 
Precision, Recall and F1 measure is: 
Precision
B
A
=
,
Recall
B
B C
= + ,
2 Pr Re
F1
Pr Re
ecision call
ecision call
× ×= +                                                                                 (5)
Precision reflects the believe level of the results, and Recall reflects the cover of getting correct results, with F1 
synthesizing precision and recall. 
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5.3. Experimental results and analysis 
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Fig. 3. Performance comparisons of three methods on (a) 51job site (b) zhaopin site 
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Fig. 4. Accuracy comparisons of three methods VS K for (a) 51job site (b) zhaopin site 
In our experiments, we implement two other wrappers for comparison. One uses the full XPath containing the 
complete sequence of nodes’ labels from the root node to the distinguished node in the initial version of the webpage. 
This wrapper is often used in practice. The other one uses the probabilistic robust XPath wrappers from [2]. We call 
these wrappers FullXPath and ProRobustXPath respectively, and our wrapper MinCostScript. 
The input of a wrapper consists of the old and new versions of a page as well as the location of the distinguished 
node in the page. As to each execution, we check whether the wrapper finds the distinguished node in the new version. 
We study how well our wrapper performs as a function of elapsed time between the old and new versions of the 
webpage. Also, we use skip sizes as a measure for the elapsed time. We say a pair of versions has a skip of K if the 
difference between the version numbers of the two versions is K. We evaluate the accuracy of wrappers by varying the 
skip size. 
We plot the results of three methods on 51job site in Fig. 3(a). As we can see, our wrapper performs much better. 
Meanwhile, our wrapper is also suitable for other websites, such as zhaopin site in Fig. 3(b). For each skip size K, we 
run all the wrappers and plot the results in Fig. 4. We can find that the three schemes perform worse when skip size is 
increased, while our approach performs much better. 
6. Related work 
Very little work directly research constructing more robust wrappers. Three studies [1, 2, 3] experimentally 
evaluate the robustness of wrappers by testing them on later versions of the same page. Jussi Myllymaki and Jared 
Jackson [1] proposed that certain wrappers are more robust than others, and it can have obviously lower breakage. 
They constructed robust wrappers manually, and left open the problem of learning such rules automatically. These 
wrappers are more effective since they depend on tree structure less. Nilesh Dalvi et al. [2] proposed a probabilistic 
tree-edit model to capture how webpage evolves over time, and the method can be used to evaluate the robustness of 
wrappers. They proposed the first formal framework to capture the concept of wrappers’ robustness. But despite their 
techniques enable us to choose between a set of alternative XPaths by evaluating wrapper robustness, the problem of 
constructing the most robust wrapper is still left open. Aditya Parameswaran et al. [3] considered two models to study 
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for constructing the most robust wrapper, i.e. the adversarial model where look at the worst-case robustness of 
wrappers, and probabilistic model where look at the expected robustness of wrappers, as web-pages evolve. They 
presented the adversarial model by enumeration for computing the minimum cost scripts and extracting the 
distinguished node of interest. The method is simple but inefficient, since the efficiency of enumerative algorithm is 
very low. 
Evaluating wrapper robustness is supplementary to wrapper repair [13]. The idea here is generally to use content 
models of the desired data to learn or repair wrappers. Wrapper induction techniques focus on how to find a small 
number of wrappers from a few training examples [4-11]. Any of these techniques, whether manual or automatic, can 
benefit from robustness metric on the resulting wrappers. 
Lastly, there has been some work recently on discovering robust wrappers. However, most of this work either 
discovers robust wrappers by human help [1] or discovers them from a fixed wrapper language [2]. Mapping one tree 
to another or searching the smallest tree edit distance has been used to solve other information extraction problems in 
the past. Also, it has been used to map similar portions to each other between two trees in order to identify repeating 
data elements in HTML pages, as well as to identify clusters of pages with similar HTML tree structure [14]. 
7. Conclusion 
In this paper, we propose a minimum cost script edit method to construct robust wrapper for extracting interested 
information. The method considers three edit operations under HTML tree structural changes, namely, inserting nodes, 
deleting nodes and substituting labels of nodes. The model takes archival data on the real-world recruitment sites as 
input and learns a model that best fits the data, such that the parameter values minimize the cost of each edit operation. 
Finally, the model chooses the most suited data to extract the interested information. By evaluating on real websites, it 
demonstrates that our wrapper is highly effective in coping with changes in websites. 
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