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Abstract
Commutative monoids yield an analogy between the theory of factorization in
commutative integral domains and the theory of direct sum decompositions of modules. We
show that the monoid V (C) of isomorphism classes of a class C of modules with semilocal
endomorphism rings is a Krull monoid (Theorem 3.4). Krull monoids often appear in the
study of factorizations of elements in integral domains, and are defined as the monoids
V for which there is a divisor homomorphism of V into a free commutative monoid. In
particular, we consider the case in which C is the class of biuniform modules. For this class
the validity of a weak form of the Krull–Schmidt Theorem is explained via a representation
of V (C) as a subdirect product of free commutative monoids.
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1. Introduction
If we look at the definition of unique factorization domains (commutative
integral domains in which every non-zero non-invertible element a is a product of
irreducible elements such that if a = a1a2 . . . an = a′1a′2 . . . a′m are any two such
factorizations, then n = m and after relabeling ai is associated to a′i) and the
modules for which the Krull–Schmidt Theorem holds (that is, the modules A that
are a direct sum of indecomposable modules such that if A = A1 ⊕ A2 ⊕ · · · ⊕
An =A′1 ⊕A′2 ⊕ · · ·⊕A′m are any two such direct sum decompositions, then n=
m and after relabeling Ai is associated to A′i ), we immediately realize that there
must be some sort of relation between these two notions. The relation is easily
seen and its explanation is given by the theory of factorization for commutative
monoids. Namely, on the one hand it is well known that the theory of factorization
in integral domains generalizes to the case of commutative cancellative monoids;
see, for instance, Jacobson’s book [17, §2.14]. On the other hand, let C be a
class of right R-modules closed for finite direct sums and isomorphism. Assume
that C is a small class, that is, C has only a set of isomorphism classes. Under
these hypotheses, the isomorphism classes 〈AR〉 of the modules AR ∈ C form
a commutative monoid V (C) = {〈AR〉 | AR ∈ C} with respect to the operation
defined by 〈AR〉 + 〈BR〉 = 〈AR ⊕ BR〉 for all AR , BR ∈ C . This monoid is
commutative and reduced (that is, the only element a ∈ V (C) with an additive
inverse−a is a = 0), but not cancellative in general. As the theory of factorization
for commutative monoids has been developed only for cancellative monoids,
we cannot directly apply that theory to the non-cancellative monoid V (C) to
obtain results about direct sum decompositions of modules. Nevertheless there
is a strong analogy between the theory of factorization in commutative integral
domains and the theory of direct sum decompositions in classes of modules.
For instance, for every commutative integral domain R there exists a class C of
finitely generated right modules over a suitable (not necessarily commutative)
ring with V (C) isomorphic to the positive cone of the group of divisibility of R
(Corollary 2.2). That is, the theory of factorizations in R can be exactly realized
via direct sum decompositions of modules in C .
The modules that correspond to irreducible elements of integral domains
are the modules indecomposable in the class C . Recall that an integral domain
is atomic if each non-zero non-unit is a product of finitely many irreducible
elements. We say that a module A in a class C of modules is indecomposable
in C if A= B ⊕C with B,C ∈ C implies B = 0 or C = 0. The class C is atomic
if every module in C is the direct sum of finitely many modules, each of which
belongs to C and is indecomposable in C .
If C is a class of rightR-modules closed for finite direct sums and isomorphism
and for which V (C) is a free commutative monoid, then the situation is very
good, because C is a Krull–Schmidt class, that is, (1) it is atomic, and (2) if
A1, . . . ,An,B1, . . . ,Bm are indecomposable in C and A1 ⊕ · · · ⊕ An ∼= B1 ⊕
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· · · ⊕ Bm, then n=m and, after relabeling, Ai ∼= Bi for every i = 1, . . . , n. Thus
Krull–Schmidt classes of modules correspond to unique factorization domains.
If V (C) is not free, then uniqueness of direct sum decompositions into
indecomposables fails, but when V (C) is a Krull monoid, interesting things
can still be said. For instance, suppose that V (C) is a Krull monoid. In this
case, though uniqueness of decomposition into indecomposables can fail, there
is a divisor homomorphism of V (C) into a free commutative monoid, and this
exactly means that there is a family of invariants fλ :C→N, λ ∈Λ, such that for
every A,B ∈ C:
(1) A∼= B if and only if fλ(A)= fλ(B) for every λ ∈Λ;
(2) fλ(A⊕B)= fλ(A)+ fλ(B) for every λ ∈Λ;
(3) there exists C ∈ C such that A ⊕ C ∼= B if and only if fλ(A)  fλ(B) for
every λ ∈Λ; and
(4) fλ(A)= 0 for almost all λ’s.
If V (C) is a Krull monoid, every module A ∈ C has only finitely many
direct sum decompositions in C up to the order of summands and isomorphism,
and direct sum decompositions in C are “regular,” in the sense that the
monoid V (C) has “no holes.” The main aim of this paper is to prove that
whenever the endomorphism ring of every module AR ∈ C is semilocal, that
is, End(AR)/J (End(AR)) is a semisimple artinian ring, then V (C) is a Krull
monoid (Theorem 3.4). For instance, this holds when C is the class of all artinian
modules over a ring R, or the class of all finitely generated modules over
a semilocal commutative ring, or the class of all finite rank torsion free modules
over a commutative valuation domain or a semilocal commutative principal ideal
domain; cf. Examples 3.5. In this case, the invariants fλ :C→ N can be indexed
in the spectrum Λ= Spec(C) of the class C , that is, the direct limit of the sets of
representatives of the simple modules over the semilocal rings End(AR) with AR
ranging in C .
We then consider with a particular attention the case in which C is the
class of (direct summands of) direct sums of biuniform modules (Sections 4
and 5), because for these modules a weak form of the Krull–Schmidt Theorem
holds (Theorem 4.2; see [9]). We give an explicit description of the simple
modules over the endomorphism ring E of a direct sum U1 ⊕ U2 ⊕ · · · ⊕ Un
of biuniform modules (Theorem 4.4). The simple E-modules are in one-to-one
correspondence with the isomorphism classes of biuniform modules Ui of type 1
and the monogeny/epigeny classes of biuniform modules Uj of type 2. This
allows us to describe the spectrum of this class C (Section 5).
Finally, we show that the validity of a weak Krull–Schmidt Theorem for an
arbitrary class C of modules depends on the possibility of representing the monoid
V (C) as a subdirect product of free commutative monoids (Theorems 6.2 and 6.3).
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This places in the proper setting the weak Krull–Schmidt Theorem for finite direct
sums of biuniform modules.
In the study of factorizations in integral domains and cancellative monoids, one
uses the multiplicative notation, while for the monoids that appear in the study of
direct sums the additive notation is more natural. Thus we are forced to use for
our monoids sometimes the multiplicative notation and sometimes the additive
notation. This should not cause confusion.
2. Notations and preliminary facts
Recall that a commutative, additive monoid V is said to be reduced if a+b= 0
implies a = b = 0 for every a, b ∈ V , that is, if no non-zero element a of V has an
additive inverse−a in V . If a and b are two elements of a monoid V , define a  b
if b = a + c for some c ∈ V . The relation  is reflexive, transitive and invariant
under translations (that is, for any d ∈ V , a  b implies a + d  b+ d). Thus 
is a pre-order on V , usually called the algebraic pre-order of V .
An element u of V is an order-unit if it is = 0 and for any a ∈ V
there exists an integer n  0 such that a  nu. The category of commutative
monoids with order-unit is defined as follows. Its objects are the pairs (V ,u),
where V is a commutative monoid and u ∈ V is an order-unit. The morphisms
f : (V ,u)→ (V ′, u′) are the monoid homomorphisms f :V → V ′ such that
f (u) = u′. For instance, for any ring R, let V (R) denote the monoid whose
elements are the isomorphism classes 〈PR〉 of all finitely generated projective
right R-modules PR . Then 〈RR〉 is an order-unit in V (R), (V (R), 〈R〉) is
an object in the category of commutative monoids with order-unit, and R →
(V (R), 〈R〉) is a functor from the category of rings with identity into the category
of commutative monoids with order-unit.
Our main tool for some constructions (Corollary 2.2 and Example 6.4) will
be the following wonderful result due to Bergman and Dicks ([3, Theorems 6.2
and 6.4] and [4, p. 315]).
Theorem 2.1. Let k be a field, and let V be a reduced commutative monoid with
order-unit u. Then there exists a right and left hereditary k-algebra R such that
(V ,u) and (V (R), 〈R〉) are isomorphic monoids with order-unit.
As a corollary of this result, we show that all that happens in a commutative
integral domain, as far as its theory of factorization is concerned, can be realized
with direct sums in a suitable class of modules. Recall that if R is a commutative
integral domain, Q is its field of fractions, Q∗ is the multiplicative group of non-
zero elements of Q and U(R) is the group of units of R, then the factor group
G=Q∗/U(R) is a partially ordered abelian group, called the group of divisibility
of R. Its positive cone G+ is R∗/U(R), where R∗ =R \ {0}.
284 A. Facchini / Journal of Algebra 256 (2002) 280–307
Corollary 2.2. Let R be a commutative integral domain and G+ the positive cone
of the group of divisibility G of R. Then there exists a class C of finitely generated
right modules over a suitable, not necessarily commutative, ring S, closed for
finite direct sums, direct summands and isomorphism, such that V (C)∼=G+.
Proof. Set V = G+ ∪ {+∞}. The addition on G+ extends to an associative
addition on V with a + (+∞) = (+∞) + a = +∞ for every a ∈ V . The
element u = +∞ of V is an order-unit in the reduced commutative monoid V .
By the theorem of Bergman and Dicks (Theorem 2.1), there exists a ring S
with (V ,u) ∼= (V (S), 〈S〉). The class C of all finitely generated projective right
S-modules not isomorphic to S has the required properties. ✷
3. Krull monoids from classes of modules with semilocal endomorphism
rings
In this section all the monoids we shall consider will be commutative,
cancellative, reduced, and will be written additively. If V is a monoid with
these properties, G(V ) will denote the abelian group with V ⊆G(V ) and G(V )
generated by V . A submonoid W ⊆ V is called saturated if a, b ∈W , c ∈ V and
a = b+c imply that c ∈W (equivalently,W = V ∩G(W); see [11,12]). A monoid
homomorphism ϕ :V → V ′ is a divisor homomorphism if a, b ∈ V and ϕ(a)
ϕ(b) imply that a  b. Equivalently, ϕ :V → V ′ is a divisor homomorphism if
and only if ϕ is injective and ϕ(V ) ⊆ V ′ is saturated. A monoid V is called a
Krull monoid if it admits a divisor homomorphism into a free abelian monoid
(that is, a direct sum of copies of the additive monoid N) [7]. For instance, the
monoid V (R), where R is a semilocal ring, is a Krull monoid [11].
If C is a class of right R-modules, we denote by add(C) the class of all right
R-modules that are isomorphic to direct summands of direct sums M1⊕· · ·⊕Mn
of finitely many modules M1, . . . ,Mn ∈ C , and we say that C is add-closed if
C = add(C), that is, if C is closed for finite direct sums, direct summands and
isomorphism. The aim of this section is to show that if C is an add-closed class
of R-modules and End(AR) is semilocal for every AR ∈ C , then V (C) is a Krull
monoid (Theorem 3.4). In particular, this holds when C is the class of all artinian
modules [6], or all finitely generated modules over a commutative semilocal ring
[20], or all finite rank torsion free modules over the local ring Z(p) (the ring of
integers Z localized at a non-zero prime ideal (p); [21] and [22]).
If R is a ring, let SR denote the class of all simple right R-modules, 〈SR〉 the
isomorphism class of a module SR in SR and V (SR)= {〈SR〉 | SR ∈ SR} the set
of all isomorphism classes of simple right R-modules (this is not a monoid, it is
only a set). The following lemma is probably well known, but we have not been
able to find a reference in the mathematical literature.
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Lemma 3.1. Let R be a semilocal ring and e be a non-zero idempotent of R. Then
there is a canonical injective mapping ζ :V (SeRe)→ V (SR) with the following
property:
If S1, . . . , Sp are simple right eRe-modules not necessarily distinct, then
eRe/J (eRe) is isomorphic to
⊕p
i=1 Si as a right eRe-module if and only if
eR/eJ (R) is isomorphic to
⊕p
i=1 ζ(Si) as a right R-module.
Proof. Notice that R semilocal implies eRe semilocal for any non-zero idempo-
tent e of R [10, Proposition 1.13]. If M is a semisimple module over an arbitrary
ring S and AS is a simple S-module, we shall call isotypic component of M deter-
mined by AS the sum of all submodules of MS that are isomorphic to AS , and we
shall denote ICom(M) the set of all non-zero isotypic components of M . Every
semisimple S-module is the direct sum of its non-zero isotypic components, that
is, M =⊕N∈ICom(M) N . Recall that for any ring S, the block idempotents of S
are the non-zero central idempotents of S that cannot be written as a sum of two
non-zero orthogonal central idempotents [1, p. 100]. For a semisimple artinian
ring E, let BIdem(E) denote the set of all block idempotents of E, so that E =∏
e∈BIdem(E) eEe=
∏
e∈BIdem(E) eE is the unique decomposition of E as a direct
product of simple artinian rings. If MS is a semisimple S-module of finite length
and ICom(MS)= {N1, . . . ,Nm} is the set of its non-zero isotypic components, the
direct sum decompositionMs =⊕N∈ICom(MS) N =N1⊕· · ·⊕Nm of MS into its
non-zero isotypic components corresponds to the set BIdem(E) = {ε1, . . . , εm}
of the block idempotents of E = End(MS). In other words, there is a one-to-one
mapping ΦM : ICom(MS)→ BIdem(E)= {ε1, . . . , εm} that assigns to every iso-
typic componentNi of MS the block idempotent εi of E that is the identity on Ni
and is zero on the other Nj ’s.
Now suppose that R is semilocal and e is a non-zero idempotent of R. Then
e¯= e+ J (R) is an idempotent in the ring R/J (R) and Me = (eR+ J (R))/J (R)
is a direct summand of the semisimple right R-module R/J (R). If we apply our
remark in the previous paragraph to the semisimple R-moduleMe of finite length,
we see that there is a one-to-one correspondence ΦMe between the sets of the
non-zero isotypic components of the semisimple R-module Me and the set of the
block idempotents of the ring EndR(Me). Now EndR(Me)= EndR(e¯ ·R/J (R))∼=
e¯(R/J (R))e¯ = eRe + J (R)/J (R) ∼= eRe/eJ (R)e = eRe/J (eRe). As eRe is
semilocal, the ring eRe/J (eRe) is semisimple artinian, i.e., it is a finite direct
product of rings of matrices over division rings, so that there is a one-to-one
correspondence ΨeRe : BIdem(eRe/J (eRe))→ V (SeRe), where V (SeRe) is the
set of isomorphism classes of simple eRe-modules (= simple eRe/J (eRe)-
modules):
ICom(Me)
ΦMe−−−→ BIdem(EndR(Me))←→ BIdem(eRe/J (eRe)) ΨeRe−−−→ V (SeRe).
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Now Me is a direct summand of the semisimple R-module M = R/J (R), so
that there is a unique (canonical) injective mapping ψ : ICom(Me)→ ICom(M)
with the property that Me ∩ ψ(N) = N for every N ∈ ICom(Me). Thus it is
possible to construct a commutative diagram of sets and mappings
ICom(Me)
ψ
ΦMe BIdem
(
EndR(Me)
)
BIdem
(
eRe/J (eRe)
) ΨeRe
V (SeRe)
ζ
ICom(M) ΦM BIdem
(
EndR(M)
)
BIdem
(
R/J (R)
) ΨR
V (SR),
where the horizontal arrows represent bijective mappings and the vertical arrows
represent injective mappings. Here the injective mapping BIdem(eRe/J (eRe))→
BIdem(R/J (R)) associates to every block idempotent ε+J (eRe) of eRe/J (eRe)
the unique block idempotent ε′ + J (R) of R/J (R) with εε′ /∈ J (R) (equiva-
lently, with εε′ +J (R)= ε+J (R)). This defines the canonical injective mapping
ζ :V (SeRe)→ V (SR).
Now suppose that Me ∼= eR/eJ (R) is isomorphic to ⊕ni=1 S′i ti for suitable
pair-wise non-isomorphic R-modules S′i . Then EndR(Me) ∼= eRe/eJ (R)e is
isomorphic to the direct product
∏n
i=1 Mti (EndR(S′i )) of the rings of matrices
Mti (EndR(S′i )). As each Mti (EndR(S′i )) is a direct sum S
ti
i of ti isomorphic
simple modules Si , it follows that eRe/eJ (R)e∼=⊕ni=1 Stii with the Si ’s pairwise
non-isomorphic. As the isotypic component Stii of Me is mapped to the isotypic
component of M determined by Si , the block idempotent of eRe/J (eRe) relative
to Mti (EndR(S′i )) is mapped to the block idempotent of R/J (R) corresponding
to the simple R-module S′i , so that ζ(Si)= S′i . ✷
If AR is a module, let δ(AR) denote the dual Goldie dimension of the
endomorphism ring of AR , that is, δ(AR)= codim(End(AR)) [13]. Thus δ(AR)
is a non-negative integer if and only if End(AR) is semilocal; otherwise it
is +∞. If AR , BR are two modules, then δ(AR ⊕BR)= δ(AR)+ δ(BR). Notice
that δ(MR) = 0 if and only if MR = 0, and δ(MR) = 1 if and only if the
endomorphism ring of MR is local.
Lemma 3.2. Let C be a class of right modules over an arbitrary ring R and
suppose that C is closed for finite direct sums and isomorphism. The following
conditions are equivalent:
(a) For every AR ∈ C the endomorphism ring End(AR) is semilocal.
(b) The class C is atomic, and the endomorphism ring End(AR) is semilocal for
every module AR ∈ C indecomposable in C .
Proof. (a)⇒ (b). The proof that every moduleAR ∈ C is the direct sum of finitely
many modules indecomposable in C is by induction on δ(AR).
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(b)⇒ (a). The direct sum of two modules with a semilocal endomorphism ring
has a semilocal endomorphism ring. ✷
Now let C be a class of right modules over an arbitrary ring R. We say
that C is a small class if C has only a set of isomorphism classes. Suppose
that C is closed for finite direct sums and isomorphism, that C is small, and
that the endomorphism ring End(AR) of every module AR ∈ C is semilocal.
Let  be the algebraic pre-order on the additive monoid V (C). Then  is
a partial order on V (C), because if AR,BR ∈ C , 〈AR〉 〈BR〉 and 〈BR〉 〈AR〉,
then AR ⊕ CR ∼= BR and BR ⊕ C′R ∼= AR for suitable CR,C′R ∈ C , so that
AR ∼= BR because modules with a semilocal endomorphism ring cancel from
direct sums [10, Corollary 4.6]. The partially ordered set (V (C),) is a directed
set, because 〈AR〉, 〈BR〉  〈AR ⊕ BR〉. If AR,BR ∈ C and 〈AR〉  〈BR〉, then
there is an idempotent e ∈ End(BR) with AR ∼= eBR . If ψA,B :AR → eBR is an
isomorphism, there is a ring isomorphism ωA,B : eEnd(BR)e→ End(AR) defined
by ωA,B(ehe) = ψ−1A,BeheψA,B for every h ∈ End(BR), and ωA,B induces a
bijection ωA,B :V (SEnd(AR))→ V (SeEnd(BR)e) between the sets of simple right
modules. The composite mapping of this bijection and the injective mapping
ζ :V (SeEnd(BR)e) → V (SEnd(BR)) considered in Lemma 3.1 is an injective
mapping ηA,B = ζ ◦ ωA,B :V (SEnd(AR))→ V (SEnd (BR)).
Lemma 3.3. (a) Given any 〈AR〉 〈BR〉 in V (C), the injective mapping
ηA,B :V
(SEnd (AR))→ V (SEnd (BR))
does not depend on the choice of the idempotent e ∈ End(BR) and the choice of
the isomorphism ψA,B :AR → eBR , but only on 〈AR〉 and 〈BR〉.
(b) If 〈AR〉 〈BR〉 〈CR〉, then ηB,C ◦ ηA,B = ηA,C .
Proof. As in the proof of Lemma 3.1, we know that for any semilocal ring R
there is a canonical one-to-one correspondence ΨR : BIdem(R/J (R))→ V (SR).
In this correspondence a simple R-module MR corresponds to the unique block
idempotent ε + J (R) of R/J (R) such that Mε = 0 (equivalently, Mε = M).
Thus in order to prove the lemma, we may prove the corresponding state-
ment involving the sets of block idempotents BIdem(End(AR)/J (End(AR))),
BIdem(End(BR)/J (End(BR))) and BIdem(End(CR)/J (End(CR))). Looking at
the above definition, we see that the mapping
η′A,B : BIdem
(
End(AR)/J
(
End(AR)
))→ BIdem(End(BR)/J (End(BR)))
corresponding to the mapping ηA,B :V (SEnd(AR))→ V (SEnd(BR)) is defined as
follows:
If ε + J (End(AR)) is a block idempotent of End(AR)/J (End(AR)), then
the endomorphism ε of AR induces a unique endomorphism ε′ of BR whose
restriction to (1 − e)B is zero and whose restriction to eB is ψA,Bεψ−1A,B . The
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block idempotent ε′′ + J (End(BR)) = ηA,B(ε + J (End(AR))) is the unique
block idempotent of End(BR)/J (End(BR)) such that ε′ε′′ + J (End(BR)) =
ε′ + J (End(BR)) (equivalently, ε′ε′′ /∈ J (End(BR))).
If, instead of e and ψA,B , we choose another idempotent e1 ∈ End(BR)
and an isomorphism ψ1 :AR → e1BR , then eBR ∼= e1BR via the isomorphism
ψ1ψ
−1
A,B . As modules with semilocal endomorphism rings cancel from direct
sums [10, Corollary 4.6], we get that (1− e)BR ∼= (1 − e1)BR . Thus there is an
automorphism u of BR that is equal to ψ1ψ−1A,B on eBR and maps (1 − e)BR
onto (1 − e1)BR . The unique endomorphism ε′1 of BR whose restriction to
(1− e1)B is zero and whose restriction to e1B is ψ1εψ−11 is ε′1 = uε′u−1. Thus,
for any element ε′′ +J (End(BR)) in the center of End(BR)/J (End(BR)), one has
ε′ε′′ + J (End(BR))= ε′1ε′′ + J (End(BR)). This proves (a).
For (b), consider the sets of block idempotents as well. In view of (a) and to
simplify the notation, we may suppose
End(AR)/J
(
End(AR)
) ⊆ End(BR)/J (End(BR))
⊆ End(CR)/J
(
End(CR)
)
.
Suppose that εA + J (End(AR)) is a block idempotent of End(AR)/J (End(AR)),
that εB + J (End(BR)) is the unique block idempotent of End(BR)/J (End(BR))
such that εAεB + J (End(BR))= εA + J (End(BR)), and that εC + J (End(CR))
is the unique block idempotent of End(CR)/J (End(CR)) such that εBεC +
J (End(CR)) = εB + J (End(CR)). We must prove that εAεC + J (End(CR)) =
εA + J (End(CR)). This is trivial, because we have that εAεB + J (End(CR)) =
εA + J (End(CR)), so that
εAεC + J
(
End(CR)
) = (εAεB)εC + J (End(CR))
= εAεB + J
(
End(CR)
)
= εA + J
(
End(CR)
)
. ✷
Thus, if C is a small class of modules over an arbitrary ring R, closed for finite
direct sums and isomorphism, and with the endomorphism ring End(AR) of every
module AR ∈ C semilocal, the partially ordered set (V (C),) and the mappings
ηA,B :V (SEnd(AR))→ V (SEnd(BR)) (with 〈AR〉, 〈BR〉 ∈ V (C) and 〈AR〉  〈BR〉)
form a direct system of sets. We call its direct limit the spectrum of the class C
and denote it Spec(C). We are ready to prove the main result of this section.
Theorem 3.4. Let C be a small class of right modules over an arbitrary
ring R. Suppose that C is closed for finite direct sums and isomorphism,
and that the endomorphism rings End(AR) are semilocal for all AR ∈ C . Let
Spec(C) be the spectrum of C and N(Spec(C)) the free commutative monoid
freely generated by Spec(C). Then there is a canonical monoid homomorphism
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ϕ :V (C)→N(Spec(C)). Moreover, if C is add-closed, then ϕ :V (C)→N(Spec(C)) is
a divisor homomorphism and the monoid V (C) is a Krull monoid.
Proof. For every AR ∈ C and every simple right module S over the endo-
morphism ring End(AR), we shall denote the image of S in the direct limit
Spec(C) = lim−→V (SEnd(AR)) by S. Let F = N(Spec(C)) =
⊕
S∈Spec(C)NS be the
free commutative monoid freely generated by Spec(C). If AR is any module
in C , then End(AR)/J (End(AR)) ∼= St11 ⊕ · · · ⊕ Stnn , where {S1, . . . , Sn} is the
set V (SEnd(AR)) of all simple modules over End(AR) up to isomorphism, and
t1, . . . , tn are positive integers uniquely determined. Let ϕ :V (C)→ F be defined
by ϕ(〈AR〉)=∑ni=1 tiSi . We shall prove that ϕ is the desired divisor homomor-
phism.
In order to prove that ϕ is a monoid homomorphism, take three modules
AR,BR,CR ∈ C with AR ⊕ BR = CR . Set E = End(CR). Let e ∈ E be
the idempotent endomorphism with AR = eCR and BR = (1 − e)CR . From
E/J (E)= eE/eJ (E)⊕ (1− e)E/(1− e)J (E), it follows that if {S1, . . . , Sn} =
V (SE) is the set of all simple E-modules up to isomorphism, then E/J (E) ∼=⊕n
i=1 S
ti
i , eE/eJ (E)
∼=⊕ni=1 St ′ii and (1 − e)E/(1 − e)J (E) ∼=⊕ni=1 St ′′ii for
suitable ti , t ′i , t ′′i  0 with ti = t ′i + t ′′i for all i = 1,2, . . . , n. From Lemma 3.1
it follows that ϕ(〈CR〉) = ∑ni=1 tiSi , ϕ(〈AR〉) = ∑ni=1 t ′iSi and ϕ(〈BR〉) =∑n
i=1 t ′′i Si . Thus ϕ is a homomorphism.
Finally, suppose that AR,BR ∈ C with ϕ(〈AR〉) ϕ(〈BR〉) and that C is add-
closed. Let CR = AR ⊕ BR , E be the endomorphism ring of CR , e ∈ E be
the idempotent endomorphism that is the identity on AR and zero on BR , and
{S1, . . . , Sn} = V (SE) be the set of all simple E-modules up to isomorphism.
As in the previous paragraph, E/J (E)∼=⊕ni=1 Stii , eE/eJ (E)∼=⊕ni=1 St ′ii and
(1 − e)E/(1 − e)J (E) ∼= ⊕ni=1 St ′′ii for suitable ti , t ′i , t ′′i with ti = t ′i + t ′′i ,
ϕ(〈CR〉) =∑ni=1 tiSi , ϕ(〈AR〉) = ∑ni=1 t ′iSi and ϕ(〈BR〉) =∑ni=1 t ′′i Si . Thus
t ′i  t ′′i for every i , so that eE/eJ (E) is isomorphic to a direct summand of
(1 − e)E/(1 − e)J (E). Thus there is an epimorphism of right E-modules of
(1− e)E onto eE/eJ (E). As eE is the projective cover of eE/eJ (E), it follows
that eE is isomorphic to a direct summand of (1 − e)E. Since there is an
isomorphism preserving one-to-one correspondence between direct summands of
EE and direct summands of CR , it follows that AR is isomorphic to a direct
summand of BR . As C is add-closed, we get that 〈AR〉  〈BR〉 in V (C). This
proves that ϕ is a divisor isomorphism. ✷
Example 3.5. Theorem 3.4 applies to a number of classes of modules. Here is
a list of examples of classes C for which the monoid V (C) is a Krull monoid. For
further examples of modules whose endomorphism ring is semilocal, hence for
further classes of modules to which Theorem 3.4 can be applied, see [10, §4.3],
[16] and Section 4.
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(1) Let k be a semilocal commutative ring and let R be a module-finite
k-algebra, that is, a k-algebra R that is finitely generated as a k-module. Let C
be the class of all finitely generated right R-modules. Then Theorem 3.4 applies
to C by [19, Lemma 2.3].
(2) In particular, (1) applies to the class C of all finitely generated k-modules,
where k is any semilocal commutative ring; cf. [20].
(3) Let R be any ring. Theorem 3.4 can be applied to the class C of all right
R-modules that are linearly compact in the discrete topology [16, Corollary 5].
Note that the class C is small. More generally, the class of all right R-modules
of finite Goldie dimension is small, because the injective envelope of a module
of finite Goldie dimension is the direct sum of finitely many indecomposable
injective modules, and there is just a set of indecomposable injective right
R-modules up to isomorphism.
(4) As artinian modules are linearly compact, the monoid V (C), where C is the
class of all artinian right modules over an arbitrary ring R, is a Krull monoid.
(5) Let k be either a valuation domain, that is, a commutative integral domain
whose ideals are linearly ordered under inclusion, or a semilocal commutative
principal ideal domain. Let C be the class of all k-modules that are torsion free
and of finite rank. Then Theorem 3.4 holds for the class C [19, Theorems 5.2
and 5.4]; cf. [21,22].
(6) Let C be the class of all right modules of finite Goldie dimension and
finite dual Goldie dimension over an arbitrary ring R. We have already seen in
Example (3) that C is small. The class C satisfies the hypotheses of Theorem 3.4
[16, Theorem 3(3)].
(7) Noetherian modules of finite dual Goldie dimension have semilocal
endomorphism rings, so that Theorem 3.4 applies to the class of all these modules.
In particular, Theorem 3.4 applies to the class of all finitely generated right
modules over a semilocal right noetherian ring.
(8) In the last part of the statement of Theorem 3.4 it is necessary to suppose
that the class C is add-closed. For instance, let R = k be a field and let C be
the class of all vector spaces over k of finite dimension = 1. Then C is a small
class closed for finite direct sums and isomorphism. All the endomorphism rings
End(Ak) are simple artinian. In this case, V (C) is isomorphic to the submonoid
N \ {1} of the additive monoid N, and N \ {1} is not a Krull monoid. Notice
that End(Ak) has exactly one simple module SA for every A ∈ C , so that the
spectrum Spec(C) of C has exactly one element. The monoid homomorphism
ϕ :V (C)→ N(Spec(C)) ∼= N associates to each 〈A〉 ∈ V (C) the dimension of A
over k. This is not a divisor homomorphism.
(9) Modules with a semilocal endomorphism ring are almost Krull–Schmidt
modules, that is, they have only finitely many direct sum decompositions up to
isomorphism [15, Proposition 2.1(ii)]. In Theorem 3.4 it is necessary to suppose
that all the modules in the class C have a semilocal endomorphism ring, it is
not sufficient to suppose that they are all almost Krull–Schmidt. For instance,
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let R be the ring of integers and let C be the class of all finite rank torsion free
abelian groups. Then C is a small add-closed class. The modules in C are all
almost Krull–Schmidt [18]. But V (C) is not a cancellative monoid, because there
exist A,A′ ∈ C with AA′ and A⊕A′ ∼=A⊕A [2, Example 8.20]. Thus V (C)
cannot be embedded in a free commutative monoid. In particular, V (C) is not a
Krull monoid. This means that for the class C of all finite rank torsion free abelian
groups, there cannot exist a family of invariants fλ :C→N (λ ∈Λ) with the good
properties described in the Introduction of this paper.
4. Simple modules over the endomorphism ring of direct sums of biuniform
modules
Recall that a right module U is said to be biuniform if it is uniform and
couniform, that is, U = 0 and for all non-zero proper submodules V and W of U
we have V ∩W = 0 and V +W = U . For instance, non-zero uniserial modules,
that is, the modules U such that either V is contained in W or W is contained in
V for any submodules V and W of U , are biuniform.
Example 4.1. An abelian group is a biuniform Z-module if and only if it
isomorphic to either the Prüfer group Z(p∞), where p is a prime number,
or to a finite cyclic p-group Z/pnZ. In order to see this, notice that the
injective indecomposable Z-modules are the groups Z(p∞) and Q. The uniform
Z-modules, that is, the abelian groups isomorphic to subgroups of injective
indecomposable Z-modules, are the groups isomorphic to Z(p∞), Z/pnZ and
torsion-free groups of torsion-free rank 1. Couniform modules either have a
unique maximal submodule, in which case they are cyclic, or they do not have
maximal submodules. Therefore a couniform torsion-free groupM of torsion-free
rank 1 is either isomorphic to Z, or pM =M for every prime p, that is, M ∼=Q.
But both Z and Q are not couniform, a contradiction. This shows that the only
biuniform Z-modules, up to isomorphism, are the groups Z(p∞) and Z/pnZ.
The endomorphism ring E = End(UR) of a biuniform module UR has at
most two maximal right ideals. They are the subset I of E formed by all the
endomorphisms of UR that are not injective, and the subset K of E of all the
endomorphisms of UR that are not surjective [10, Theorem 9.1]. The two right
ideals I and K are two-sided completely prime ideals of E, and every proper
right ideal of E and every proper left ideal of E is contained either in I or in K .
Moreover:
(1) If the two ideals I and K are comparable, then E is a local ring and I ∪K is
its maximal ideal.
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(2) If I and K are not comparable, then I ∩K is the Jacobson radical J (E) of E,
the rings E/I and E/K are division rings, and the quotient ring E/J (E) is
canonically isomorphic to the direct product E/I ×E/K .
Recall that the biuniform module UR is of type 1 if E is local, and is of type 2
if E is not local, that is, if E has exactly two maximal ideals.
Let AR be the class of all right R-modules AR that are direct sums of finitely
many biuniform submodules, and let BR be the class of all right R-modules
BR that are isomorphic to direct summands of modules AR ∈ AR , so that
BR = add(AR). For instance, AZ = BZ is the class of all the abelian groups that
are isomorphic to Z(p∞1 ) ⊕ Z(p∞2 ) ⊕ · · · ⊕ Z(p∞n ) ⊕G, where p1,p2, . . . , pn
are prime numbers (not necessarily distinct) and G is a finite abelian group.
The class BR is add-closed and small (cf. Example 3.5(3)). Thus we can form
the monoid V (BR), and this monoid satisfies the hypotheses of Theorem 3.4.
It is not known whether AR = BR for every ring R [10, Problem 9]. As the
subset {〈AR〉 | AR ∈AR} is cofinal in the directed set (V (BR),), we have that
Spec(BR) = lim−→V (SEnd(AR)), where AR ranges in AR . In the next theorem we
describe the semisimple decomposition of the semisimple right module E/J (E),
where E = End(AR) for a direct sum AR =⊕i Ui of finitely many biuniform
modules Ui , that is, we describe the set V (SEnd(AR)).
Recall that two modules A and B are said to belong to the same monogeny
class if there are a monomorphism A→ B and a monomorphism B→A. In this
case, we write [A]m = [B]m. Similarly, A and B belong to the same epigeny class
if there are an epimorphism A→ B and an epimorphism B → A, and in this
case we write [A]e = [B]e. The reason why we introduce this terminology is the
following weak version of the Krull–Schmidt Theorem.
Theorem 4.2 [9, Theorem 1.9]. Let U1, . . . ,Ut ,U ′1, . . . ,U ′s be biuniform modules
over a ring R. Then U1 ⊕ · · · ⊕ Ut ∼= U ′1 ⊕ · · · ⊕ U ′s if and only if t = s and
there are two permutations σ , τ of {1,2, . . . , t} such that [Ui]m = [U ′σ(i)]m and
[Ui]e = [U ′τ (i)]e for every i = 1,2, . . . , t .
We say that an object A of an abelian category is uniform if it is non-zero and
the intersection of any two non-zero subobjects of A is non-zero. Equivalently,
A is uniform if whenever A′, A′′ are arbitrary objects of the category, f :A→A′
and g :A→A′′ are morphisms and the product mapping (f, g) :A→A′ ×A′′ is
monic, then at least one of the morphisms f and g is monic. Uniform objects are
indecomposable.
The main result of the recent paper [8] was the following uniqueness theorem
of monogeny classes for finite biproducts A ⊕ A2 ⊕ · · · ⊕ An (that is, direct
products, which are canonically isomorphic to direct coproducts) of uniform
objects A1,A2, . . . ,An of the category.
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Theorem 4.3 (Krull–Schmidt Theorem for monogeny classes [8]). Let A1,A2,
. . . ,An,B1,B2, . . . ,Bt be uniform objects of an abelian category. Then [A1 ⊕
A2 ⊕ · · · ⊕ An]m = [B1 ⊕ B2 ⊕ · · · ⊕ Bt ]m if and only if n = t and there
is a permutation σ of {1,2, . . . , n} such that [Ai]m = [Bσ(i)]m for every i =
1,2, . . . , n.
Theorem 4.2 follows immediately from Theorem 4.3. The aim of the rest of this
paper is to understand and set the two Theorems 4.2 and 4.3 in the background of
the results proved in Section 3.
Theorem 4.4. Let R be a ring and let U1,U2, . . . ,Un+p be biuniform right
R-modules, with U1,U2, . . . ,Un of type 1 and Un+1,Un+2, . . . ,Un+p of type 2.
LetAR =U1⊕U2⊕· · ·⊕Un+p ,E = End(AR) and J (E) be the Jacobson radical
of E. Then the right E-module E/J (E) is the direct sum of n+ 2p simple right
E-modules S1, S2, . . . , Sn,Mn+1,Mn+2, . . . ,Mn+p,En+1,En+2, . . . ,En+p with
the following properties:
(a) for every i, j = 1,2, . . . , n, the E-modules Si and Sj are isomorphic if and
only if the R-modules Ui and Uj are isomorphic;
(b) for every k, l = n + 1, n + 2, . . . , n + p, the E-modules Mk and Ml are
isomorphic if and only if the R-modules Uk and Ul belong to the same
monogeny class;
(c) for every k, l = n + 1, n + 2, . . . , n + p, the E-modules Ek and El are
isomorphic if and only if the R-modules Uk and Ul belong to the same
epigeny class;
(d) Si Mk , Si  El , and Mk  El for every i = 1,2, . . . , n and every k, l =
n+ 1, n+ 2, . . . , n+p.
Proof. As E is the endomorphism ring of the direct sum AR =U1 ⊕U2 ⊕ · · · ⊕
Un+p , we can view E as the matrix ring E = (Er,s)r,s , r, s = 1,2, . . . , n + p,
where Er,s =HomR(Us,Ur).
First of all, we shall define n+ 2p maximal right ideals L(1), L(2), . . . , L(n),
I (n+ 1), I (n+ 2), . . . , I (n+ p), K(n+ 1), K(n+ 2), . . . , K(n+p) of E. Fix
an index i = 1,2, . . . , n. Let L(i) = L = (Lr,s)r,s be the set of all the matrices
with their (r, s)-entries in Lr,s , where Lr,s =Er,s =HomR(Us,Ur) for r = i , and
Li,s = {f ∈HomR(Us,Ui) | f :Us →Ui is not an isomorphism} for every s.
We must prove that L= L(i) is a maximal right ideal of E. In order to show
that it is additively closed, take two homomorphisms f,g :Us → Ui that are not
isomorphisms. If Us and Ui are not isomorphic, then f + g :Us → Ui cannot be
an isomorphism. If Us and Ui are isomorphic and α :Us → Ui is an isomorphism,
then fα−1 and gα−1 are two endomorphisms of Ui that are not automorphisms.
As EndR(Ui) is local, the sum f α−1 + gα−1 is not an automorphism of Ui ,
so that f + g is not an isomorphism. This shows that L is additively closed.
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To prove that L is a right ideal, we must check that Lr,sEs,t ⊆ Lr,t for every
r, s, t = 1,2, . . . , n+p. For r = i , this is trivial because Lr,t =Er,t . For r = i , we
must show that if f :Us →Ui and g :Ut → Us are homomorphisms and f is not
an isomorphism, then fg :Ut → Ui is not an isomorphism. This follows from [10,
Lemma 6.26]. Thus L is a right ideal of E. In order to show that L is maximal,
take an element F = (fr,s )r,s ∈ (Er,s)r,s , F /∈ (Lr,s)r,s . Then there exists an index
s¯ for which fi,s¯ :Us¯ → Ui is an isomorphism. Let G= (gr,s)r,s ∈ (Er,s)r,s be the
matrix defined by gs¯,i = f−1i,s¯ :Ui → Us¯ , and gr,s = 0 for r = s¯ or s = i:
F =


f1,1 f1,2 . . . f1,n+p
f2,1 f2,2 . . . f2,n+p
...
...
...
fn+p,1 fn+p,2 . . . fn+p,n+p

 ,
G=


0 . . . 0 0 0 . . . 0
...
...
...
...
...
0 . . . 0 0 0 . . . 0
0 . . . 0 f−1i,s¯ 0 . . . 0
0 . . . 0 0 0 . . . 0
...
...
...
...
...
0 . . . 0 0 0 . . . 0


.
Then
FG=


0 . . . 0 f1,s¯f−1i,s¯ 0 . . . 0
...
...
...
...
...
0 . . . 0 fi−1,s¯f−1i,s¯ 0 . . . 0
0 . . . 0 1Ui 0 . . . 0
0 . . . 0 fi+1,s¯f−1i,s¯ 0 . . . 0
...
...
...
...
...
0 . . . 0 fn+p,s¯f−1i,s¯ 0 . . . 0


.
Since the element
H = 1E − FG=


1U1 . . . 0 −f1,s¯f−1i,s¯ 0 . . . 0
...
. . .
...
...
...
...
0 . . . 1Ui−1 −fi−1,s¯f−1i,s¯ 0 . . . 0
0 . . . 0 0 0 . . . 0
0 . . . 0 −fi+1,s¯f−1i,s¯ 1Ui−1 . . . 0
...
...
...
...
. . .
...
0 . . . 0 −fn+p,s¯f−1i,s¯ 0 . . . 1Un+p


(1)
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of E belongs to L, it follows that 1E = FG + H ∈ FE + L. This proves that
L= L(i) is a maximal right ideal.
Now fix an index k = n + 1, n + 2, . . . , n + p and define I (k) = I =
(Ir,s )r,s as the set of all the matrices with (r, s)-entries in Ir,s , where Ir,s =
Er,s = HomR(Us,Ur) for r = k or [Us]m = [Uk]m, and where Ik,s = {f ∈
HomR(Us,Uk) | f :Us → Uk is not injective} for all s = 1,2, . . . , n + p with
[Us]m = [Uk]m.
We shall now prove that I = I (k) is a maximal right ideal of E. It is
easily seen that it is additively closed. To prove that I is a right ideal, we
must check that Ir,sEs,t ⊆ Ir,t for every r, s, t = 1,2, . . . , n + p. This is trivial
both for r = k and for [Ut ]m = [Uk]m, so that we can suppose r = k and
[Ut ]m = [Uk]m. Under these hypotheses, we must show that if f :Us → Uk and
g :Ut →Us are homomorphisms and f ∈ Ik,s , then fg :Ut → Uk is not injective.
Suppose the contrary, that is, fg injective. Then f and g are both injective [10,
Lemma 6.26(a)]. Thus there are monomorphisms Ut g−→ Us f−→ Uk → Ut , so
that [Ut ]m = [Us]m = [Uk]m. As f ∈ Ik,s , f cannot be injective, contradiction.
This shows that I is a right ideal of E.
To show that I is maximal, take an element F = (fr,s )r,s ∈ (Er,s)r,s , F /∈
(Ir,s )r,s . Then there exists an index s¯ = 1,2, . . . , n+ p with [Us¯]m = [Uk]m and
fk,s¯ :Us¯ →Uk injective. If fk,s¯ is an isomorphism, we can argue exactly as above
and define elements G ∈ E and H ∈ I as in (1) such that 1E = FG+H . Thus
E = FE + I .
If fk,s¯ is not an isomorphism, then it must be injective but not surjective.
As [Us¯]m = [Uk]m, there are monomorphisms Uk → Us¯ , so that there exists an
element G= (gr,s)r,s ∈ (Er,s)r,s of E with gs¯,k :Uk → Us¯ injective and gr,s = 0
for r = s¯ or s = k. Then
FG=


0 . . . 0 f1,s¯gs¯,k 0 . . . 0
...
...
0 . . . 0 fk−1,s¯gs¯,k 0 . . . 0
0 . . . 0 fk,s¯gs¯,k 0 . . . 0
0 . . . 0 fk+1,s¯gs¯,k 0 . . . 0
...
...
...
...
...
0 . . . 0 fn+p,s¯gs¯,k 0 . . . 0


.
From fk,s¯ injective and not surjective and gs¯,k injective, it follows that fk,s¯gs¯,k
must be injective and not surjective [10, Lemma 6.26]. As k = n+ 1, n+ 2, . . . ,
n+ p, the biuniform module Uk is of type 2, so that there exists a surjective
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endomorphism h of Uk that is not injective. Then fk,s¯gs¯,k+h is an automorphism
of Uk [10, Lemma 9.2(a)]. Hence
H =


1U1 . . . 0 −f1,s¯gs¯,k 0 . . . 0
...
...
0 . . . 1Uk−1 −fk−1,s¯gs¯,k 0 . . . 0
0 . . . 0 h 0 . . . 0
0 . . . 0 −fk+1,s¯gs¯,k 1Uk+1 . . . 0
...
...
0 . . . 0 −fn+p,s¯gs¯,k 0 . . . 1Un+p


(2)
is an element of I and FG+H is an automorphism of AR . Thus E = FE+ I in
this case as well, which shows that I = I (k) is a maximal right ideal of E.
Similarly, it is possible to define p maximal right ideals K(n+ 1), K(n+ 2),
. . . , K(n + p) of E as follows. If l = n + 1, n + 2, . . . , n + p is a fixed
index, define K(l) = K = (Kr,s)r,s as the set of matrices with (r, s)-entries
in Kr,s , whereKr,s =Er,s =HomR(Us,Ur) for r = l or [Us]e = [Ul]e, and where
Kl,s = {f ∈HomR(Us,Ul) | f :Us → Ul is not surjective} for [Us]e = [Ul]e.
As the n+ 2p maximal right ideals L(1), L(2), . . . , L(n), I (n+ 1), I (n+ 2),
. . . , I (n + p), K(n + 1), K(n + 2), . . . , K(n + p) of E are pairwise distinct,
there is a natural epimorphism of right E-modules
EE →
(
n⊕
i=1
E/L(i)
)
⊕
(
n+p⊕
k=n+1
E/I (k)
)
⊕
(
n+p⊕
l=n+1
E/K(l)
)
.
This induces an epimorphism of right E-modules
π :E/J (E)→
(
n⊕
i=1
E/L(i)
)
⊕
(
n+p⊕
k=n+1
E/I (k)
)
⊕
(
n+p⊕
l=n+1
E/K(l)
)
,
where J (E) is the Jacobson radical of E. Now E is a semilocal ring [10,
Corollary 4.17], and the Goldie dimension dim(E/J (E)) of the semisimple
module E/J (E) is equal to δ(AR) = δ(U1) + · · · + δ(Un+p) = n + 2p [14],
that is, both the domain and the codomain of the epimorphism π have Goldie
dimension n+ 2p. Therefore π is an isomorphism. If we set Si = π−1(E/L(i)),
Mk = π−1(E/I (k)), and El = π−1(E/K(l)), we get that E/J (E)= S1 ⊕ S2 ⊕
· · · ⊕ Sn ⊕Mn+1 ⊕Mn+2 ⊕ · · · ⊕Mn+p ⊕En+1 ⊕En+2 ⊕ · · · ⊕En+p .
(a) Suppose i, j = 1,2, . . . , n and that the R-modules Ui and Uj are
isomorphic. We must prove that the E-modules Si and Sj are isomorphic. Without
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loss of generality we may suppose i < j . Let α :Ui → Uj be an isomorphism.
Consider the matrix
A=


1
0 . . . α−1
1
... 1
...
1
α . . . 0
1


,
where α−1 is in the (i, j)-entry, α is in the (j, i)-entry, there are n+ p − 2 ones
on the diagonal, and all the other entries are zeros. As A2 is the identity matrix,
left multiplication by A is an automorphism of EE and AL(i)= L(j). Thus left
multiplication by A induces an isomorphism E/L(i)→E/L(j), so that Si ∼= Sj .
Conversely, suppose Si ∼= Sj (i, j = 1,2, . . . , n). Lifting an isomorphism
Si → Sj to an endomorphism of EE that maps L(i) into L(j), we see that there
exists a matrixA ∈E\L(j) such thatAL(i)⊆ L(j). Let αr,s be the (r, s)-entry of
A for every r and every s. As A /∈L(j), there exists an index s¯ = 1,2, . . . , n+ p
such that αj,s¯ :Us¯ → Uj is an isomorphism. From AL(i) ⊆ L(j) it follows
that αj,s¯L(i)s¯,j ⊆ L(j)j,j . The elements of L(j)j,j are all the endomorphisms
of Uj that are not automorphisms, so that all the elements of L(i)s¯,j are
homomorphisms Uj → Us¯ that cannot be isomorphisms. As α−1j,s¯ :Uj → Us¯ is
an isomorphism, L(i)s¯,j must be a proper subset of Es¯,j =HomR(Uj ,Us¯). From
the definition of L(i) it follows that i = s¯. Thus αj,s¯ :Ui →Uj is an isomorphism.
(b) Let k, l = n+ 1, n+ 2, . . . , n+ p and suppose that the R-modules Uk and
Ul belong to the same monogeny class. We shall prove that the E-modules Mk
and Ml are isomorphic. We may suppose k < l. Let α :Uk → Ul and β :Ul →Uk
be two monomorphisms. Let
A=


1
0 . . . β
1
... 1
...
1
α . . . 0
1


be the matrix with β in the (k, l)-entry, α in the (l, k)-entry, n+ p − 2 ones on
the diagonal, and all the other entries zero. Then A ∈E, and A /∈ I (l) because its
(l, k)-entry α is injective. Since AI(k)⊆ I (l), left multiplication by A induces a
homomorphism E/I (k)→ E/I (l), which is non-zero because A /∈ I (l). A non-
zero homomorphism between two simple modules is necessarily an isomorphism,
so that Mk ∼=Ml .
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Conversely, if we suppose that Mk ∼= Ml , k, l = n + 1, n + 2, . . . , n + p,
then there must exist a non-zero homomorphism of E/I (l)→ E/I (k), that is,
there must be a matrix A ∈ E \ I (k) such that AI(l) ⊆ I (k). If αr,s denotes the
(r, s)-entry of A for every r and s, then there exists an index s¯ = 1,2, . . . , n+ p
such that αk,s¯ :Us¯ → Uk is injective and [Us¯]m = [Uk]m. As AI(l) ⊆ I (k), we
have that αk,s¯I (l)s¯,k ⊆ I (k)k,k . But we know that the elements of I (k)k,k are all
the endomorphisms of Uk that are not injective, hence all the elements of I (l)s¯,k
must be homomorphismsUk → Us¯ that are not injective. As [Us¯]m = [Uk]m, there
exist monomorphisms Uk → Us¯ , hence I (l)s¯,k is a proper subset of Es¯,k . From
the definition of I (l) we obtain that [Uk]m = [Ul]m.
(c) Dual to (b).
(d) Suppose that there exists an isomorphism Si →Mk for some i = 1,2, . . . , n
and k = n + 1, n + 2, . . . , n + p. This isomorphism must be induced by an
endomorphism of EE , that is, there must exist a matrix A ∈ E \ I (k) such that
AL(i)⊆ I (k). Let αr,s denote the (r, s)-entry of A for every r , s. Since A /∈ I (k),
there exists an index s¯ = 1,2, . . . , n + p for which αk,s¯ :Us¯ → Uk is injective
and [Us¯]m = [Uk]m. From AL(i) ⊆ I (k), we get that αk,s¯L(i)s¯,k ⊆ I (k)k,k . As
the elements of I (k)k,k are all the endomorphisms of Uk that are not injective,
all the elements of L(i)s¯,k must be non-injective homomorphisms Uk → Us¯ .
But [Us¯]m = [Uk]m implies that there exist injective homomorphisms Uk → Us¯ ,
so that L(i)s¯,k is properly contained in HomR(Uk,Us¯). From the definition of
L(i) we get that i = s¯ and Uk ∼= Ui , and this is a contradiction because Uk
is of type 2 and Ui is of type 1. This shows that the E-modules Si and Mk
cannot be isomorphic. Similarly, one sees that the E-modules Si and El cannot
be isomorphic.
Finally, suppose that there is an isomorphism Mk → El , k, l = n + 1, . . . ,
n + p. Then there is a matrix A ∈ E \ K(l) such that AI(k) ⊆ K(l). If αr,s
denotes the (r, s)-entry of A for every r , s, then there exists an s¯ = 1,2, . . . , n+p
for which αl,s¯ :Us¯ → Ul is surjective and [Us¯]e = [Ul]e. From AI(k) ⊆ K(l)
it follows that αl,s¯ I (k)s¯,l ⊆ K(l)l,l . As the elements of K(l)l,l are all non-
surjective endomorphisms ofUl , all the elements of I (k)s¯,l must be non-surjective
mappings Ul → Us¯ . But [Us¯]e = [Ul]e implies that there exist epimorphisms
Ul → Us¯ . Thus I (k)s¯,l is properly contained in HomR(Ul,Us¯). From the
definition of I (k), we obtain that k = s¯, that I (k)s¯,l is the set of all non-injective
homomorphisms f :Ul → Us¯ , and that [Us¯ ]m = [Ul]m. Thus all non-injective
homomorphisms f :Ul → Us¯ are non-surjective, or, equivalently, all surjective
homomorphisms f :Ul → Us¯ are injective. As [Us¯]e = [Ul]e, there must be an
epimorphism Ul →Us¯ , so that the modules Ul and Us¯ are isomorphic. Since they
are of type 2, there exists a homomorphism Ul → Us¯ that is surjective and not
injective. This contradicts what we have just proved. ✷
Thus if AR =U1 ⊕U2 ⊕ · · ·⊕Un+p is the direct sum of n biuniform modules
U1,U2, . . . ,Un of type 1 and p biuniform modules Un+1,Un+2, . . . ,Un+p of
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type 2, we can consider the  n isomorphism classes 〈U1〉, 〈U2〉, . . . , 〈Un〉, the
 p monogeny classes [Un+1]m, [Un+2]m, . . . , [Un+p]m, and the  p epigeny
classes [Un+1]e, [Un+2]e, . . . , [Un+p]e. Let CAR be the set whose elements are
these  n+ 2p classes.
Corollary 4.5. In the notations of Theorem 4.4, let CAR be the set of cardinality
 n + 2p that is the disjoint union of the three sets {〈U1〉, 〈U2〉, . . . , 〈Un〉},
{[Un+1]m, [Un+2]m, . . . , [Un+p]m}, and {[Un+1]e, [Un+2]e, . . . , [Un+p]e}. Then:
(a) the set CAR does not depend on the particular decomposition AR = U1 ⊕
· · · ⊕Un+p of AR as a direct sum of biuniform modules U1, . . . ,Un+p ;
(b) if V (SE) denotes the set of the isomorphism classes of the simple modules
over the endomorphism ring E = End(AR), there is a canonical one-to-one
mapping fA :V (SE)→ CAR defined by 〈Si〉 → 〈Ui〉, 〈Mk〉 → [Uk]m, and
〈Ek〉 → [Uk]e.
Proof. (a) Suppose AR =U1 ⊕ · · ·⊕Un+p =U ′1 ⊕ · · ·⊕U ′n′+p′ . The proof is by
induction on n. For n = 0, we must have that n′ = 0, because otherwise n′  1
implies that U ′1 is of type 1, so thatU ′1 is isomorphic to one of the indecomposable
modules Ui , i = 1,2, . . . , n + p [10, Lemma 2.7 and Theorem 2.8]. This
is impossible, because the Ui ’s are all of type 2. Thus n = n′ = 0, so that
U1, . . . ,Up,U
′
1, . . . ,U
′
p′ are all of type 2. In this case, part (a) of the statement
of this corollary was proved in [10, Propositions 9.9 and 9.10]. Suppose n  1.
Making use of [10, Lemma 2.7 and Theorem 2.8], one sees that U1 must be
isomorphic to one of the direct summands U ′1, . . . ,U ′n′+p′ . As U1 is of type 1,
we may suppose that U1 ∼=U ′1. As modules with a semilocal endomorphism ring
cancel from direct sums, one gets that U2⊕· · ·⊕Un+p ∼=U ′2⊕· · ·⊕U ′n′+p′ . Now
(a) immediately follows from the inductive hypothesis.
Statement (b) is part of the statement of Theorem 4.4.
Remark 4.6. We still use the notations of Theorem 4.4. Let {e1, e2, . . . , en+p}
be the set of orthogonal idempotents in E corresponding to the decomposition
AR = U1 ⊕U2 ⊕ · · · ⊕Un+p of AR as the direct sum of n biuniform modules of
type 1 and p biuniform modules of type 2, so that
eiE =Hom(AR,Ui)=


0 0 . . . 0
...
...
...
0 0 . . . 0
Ei,1 Ei,2 . . . Ei,n+p
0 0 . . . 0
...
...
...
0 0 . . . 0


.
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Then eiE + J (E)/J (E) = Si for i = 1,2, . . . , n, and ekE + J (E)/J (E) =
Mk ⊕Ek for k = n+ 1, n+ 2, . . . , n+p.
To see this, recall that, in the proof of Theorem 4.4, we had an isomorphism of
right E-modules
π :E/J (E)→
(
n⊕
i=1
E/L(i)
)
⊕
(
n+p⊕
k=n+1
E/I (k)
)
⊕
(
n+p⊕
l=n+1
E/K(l)
)
induced by the natural epimorphism
E→
(
n⊕
i=1
E/L(i)
)
⊕
(
n+p⊕
k=n+1
E/I (k)
)
⊕
(
n+p⊕
l=n+1
E/K(l)
)
,
and that Si , Mk , and El were defined by Si = π−1(E/L(i)), Mk = π−1(E/I (k)),
and El = π−1(E/K(l)). The module eiE + J (E)/J (E) is the image of eiE via
the canonical projection p :E→ E/J (E). The composite mapping π ◦ p is the
natural epimorphism
E→
(
n⊕
i=1
E/L(i)
)
⊕
(
n+p⊕
k=n+1
E/I (k)
)
⊕
(
n+p⊕
l=n+1
E/K(l)
)
.
If i = 1,2, . . . , n, then eiE + L(i) = E, eiE ⊆ L(j) for every j = i , and
eiE ⊆ I (k) ∩K(k) for every k = n+ 1, n+ 2, . . . , n+ p, and thus the image of
eiE via the natural epimorphism π ◦p is E/L(i), that is, (π ◦p)(eiE)=E/L(i).
Applying π−1 we find that eiE + J (E)/J (E) = p(eiE) = π−1(E/L(i)) = Si .
Similarly for ekE + J (E)/J (E)=Mk ⊕Ek .
All the results in this Section 4 hold not only for the class of biuniform
modules, but also for the larger class of modules described by Bican in [5].
5. The spectrum in the case of biuniform modules
Let AR be the class of all right R-modules AR that are direct sums of finitely
many biuniform modules, and let BR = add(AR). Now that we have a complete
description of the simple modules over the ring End(AR) for every AR ∈AR , we
may describe the spectrum Spec(BR) of the class BR . In this case, the classes
〈AR〉 with AR ∈AR form a cofinal subset of the directed set (V (BR),). First
of all, we shall check that the one-to-one mappings of Corollary 4.5(b) are
compatible with the connecting mappings ηA,A′ :V (SEnd(AR)) → V (SEnd(A′R))
that are used in the definition of the spectrum. Here AR , A′R ∈AR and 〈AR〉 〈A′R〉 in V (BR).
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Lemma 5.1. Let AR = U1 ⊕ · · · ⊕ Un+p and A′R = U ′1 ⊕ · · · ⊕ U ′n′+p′ be
direct sums of biuniform modules U1, . . . ,Un+p,U ′1, . . . ,U ′n′+p′ . Suppose that
〈AR〉 〈A′R〉 in V (BR). Then, in the notation of Theorem 4.4 and Corollary 4.5:
(a) CAR is a subset of CA′R ;(b) the diagram
V
(SEnd(AR)) fA
ηA,A′
CAR
V
(SEnd(A′R)) fA′ CA′R
,
where the vertical arrow on the right denotes set inclusion, is commutative.
Proof. The proof of (a) is an easy modification of the proof of Corollary 4.5(b).
As 〈AR〉  〈A′R〉, there exists an R-module MR such that U1 ⊕ · · · ⊕ Un+p ⊕
MR ∼= U ′1 ⊕ · · · ⊕U ′n′+p′ . Induction on n. The case n= 0 was dealt with in [10,
Propositions 9.9 and 9.10]. The case n  1 follows from [10, Lemma 2.7 and
Theorem 2.8], the cancellation property and the inductive hypothesis.
(b) Suppose AR = U1 ⊕ · · · ⊕Uq and A′R = U ′1 ⊕ · · · ⊕U ′q ′ . The case q = 0,
that is, AR = 0, is trivial. Hence we can suppose q  1, that is, AR = 0. From
〈AR〉 〈A′R〉, it follows that U1⊕· · ·⊕Uq ⊕MR ∼=U ′1⊕· · ·⊕U ′q ′ for some right
R-module MR . By [10, Theorem 2.8 and Proposition 9.5], we can inductively
modify the direct sum decomposition A′R = U ′1 ⊕ · · · ⊕ U ′q ′ of A′R in such a
way that A′R = U ′′1 ⊕ · · · ⊕U ′′q ′ for suitable biuniform modules U ′′1 , . . . ,U ′′q ′ with
U ′′i ∼=Ui for every i = 1,2, . . . , q . Thus AR ∼=U ′′1 ⊕ · · · ⊕U ′′q .
By Lemma 3.3(a), the mapping ηA,A′ :V (SEnd(AR))→ V (SEnd(A′R)) does not
depend on the choice of the idempotent e ∈ End(A′R) for which there exists
an isomorphism ψA,A′ :AR → eA′R . Thus we can take as e ∈ E = End(A′R)
the idempotent endomorphism of A′R = U ′′1 ⊕ · · · ⊕ U ′′q ′ that is the identity on
U ′′1 ⊕ · · · ⊕U ′′q and zero on U ′′q+1 ⊕ · · · ⊕U ′′q ′ . In this case
Me = eE + J (E)/J (E)
= Hom(A′R,U ′′1 ⊕ · · · ⊕U ′′q )+ J (End(A′R))/J (End(A′R))
is the right E-module that is the direct sum of the simple E-modules Si , Mk and
Ek corresponding to the modules U ′′1 , . . . ,U ′′q (Remark 4.6). Lemma 3.1 yields
the desired conclusion. ✷
Thus the spectrum Spec(BR) of the class BR can be identified with the disjoint
union D of the three sets whose elements are the isomorphism classes 〈VR〉, the
monogeny classes [V ′R]m and the epigeny classes [V ′R]e, respectively, where VR
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ranges in the set of all biuniform R-modules of type 1 and V ′R ranges in the set of
all biuniform R-modules of type 2. Thus there is a divisor homomorphism ϕ of
V (BR) into the free commutative monoidN(D) (Theorem 3.4). As a consequence,
notice that not only have all direct sums of biuniform modules a uniquely defined
set of monogeny classes and epigeny classes [9], but also their direct summands
have a uniquely defined set of monogeny classes and epigeny classes.
Now let Z(D) be the free abelian group freely generated by D, Z(M) be the
free abelian group freely generated by the set M = {[UR]m | UR a biuniform
R-module}, and Z(E) be the free abelian group freely generated by the set
E = {[UR]e | UR a biuniform R-module}. We need a lemma for the proof of
Proposition 5.3.
Lemma 5.2. If VR , UR , WR are biuniform modules, VR is of type 1, [VR]m =
[UR]m, and [VR]e = [WR]e, then VR is isomorphic to either UR or WR .
Proof. As VR is of type 1, either all injective endomorphisms of VR are
surjective, or all surjective endomorphisms of VR are injective [10, Theorem 9.1].
Suppose that all injective endomorphisms of VR are surjective. Since [VR]m =
[UR]m, there is an injective mapping α :VR → UR and an injective mapping
β :UR → VR . Their composite mapping βα is an injective endomorphism
of VR . Thus βα is an automorphism of VR , so that the composite mapping of
α :VR → UR and (βα)−1β :UR → VR is the identity of VR . In particular, VR is
isomorphic to a direct summand of UR . As UR is indecomposable and VR = 0
because it is biuniform, we get that VR ∼=UR . Similarly, VR ∼=WR if all surjective
endomorphisms of VR are injective. ✷
Proposition 5.3. There is an injective group homomorphism f :Z(D) → Z(M) ⊕
Z(E) defined by f (〈VR〉) = ([VR]m, [VR]e), f ([V ′R]m) = ([V ′R]m,0), and
f ([V ′R]e) = (0, [V ′R]e) for all biuniform R-modules VR of type 1 and all biuni-
form R-modules V ′R of type 2.
Proof. The homomorphism f is well defined because if two modules are
isomorphic, then they are both in the same monogeny class and in the same
epigeny class. Let x = ∑i ai〈Vi〉 + ∑k bk[V ′k]m + ∑l cl[V ′′l ]e ∈ Z(D) be an
element in the kernel of f , where the ai , bk , cl are integers, the Vi are pair-
wise non-isomorphic biuniform modules of type 1, the V ′k are biuniform modules
of type 2 pair-wise not in the same monogeny class, and, similarly, the V ′′l are
biuniform modules of type 2 pair-wise not in the same epigeny class. If all
the ai are 0, then f (x) = 0 implies that ∑k bk[V ′k]m = 0 and ∑l cl[V ′′l ]e = 0,
so that x = 0. In order to prove the injectivity of f , we may thus suppose
that at least one of the ai , a0 say, is >0. From f (x) = 0, it follows that∑
i ai[Vi]m +
∑
k bk[V ′k]m = 0 and
∑
i ai[Vi]e +
∑
l cl[V ′′l ]e = 0. Write ai =
A. Facchini / Journal of Algebra 256 (2002) 280–307 303
a′i − a′′i , bk = b′k − b′′k , cl = c′l − c′′l where for each i one has that a′i  0, a′′i  0
and either a′i = 0 or a′′i = 0, and similarly for each k and l. We get∑
i
a′i[Vi]m +
∑
k
b′k
[
V ′k
]
m
=
∑
i
a′′i [Vi]m +
∑
k
b′′k
[
V ′k
]
m
and
∑
i
a′i[Vi]e +
∑
l
c′l
[
V ′′l
]
e
=
∑
i
a′′i [Vi]e +
∑
l
c′′l
[
V ′′l
]
e
,
and in these two equalities all the coefficients are non-negative integers. Then[(⊕
i
V
a′i
i
)
⊕
(⊕
k
V ′k
b′k
)]
m
=
[(⊕
i
V
a′′i
i
)
⊕
(⊕
k
V ′k
b′′k
)]
m
and
[(⊕
i
V
a′i
i
)
⊕
(⊕
l
V ′′l
c′l
)]
e
=
[(⊕
i
V
a′′i
i
)
⊕
(⊕
l
V ′′l
c′′k
)]
e
.
From Theorem 4.3 it follows that V0, the module with the positive coefficient
a0 = a′0, is in the same monogeny class of some other module Vi or some
module V ′k , and, similarly, it is in the same epigeny class of some other module
Vi or some module V ′′l . By Lemma 5.2, V0 must be isomorphic to some other
module Vi or some V ′k or some V ′′l . This is not possible, because the Vi are pair-
wise non-isomorphic and the V ′k , V ′′l are of type 2. ✷
The weak Krull–Schmidt Theorem for the class of biuniform modules says
that the monoid V (BR) is a subdirect product of two free commutative monoids.
Corollary 5.4. Let f :Z(D)→ Z(M)⊕Z(E) be the injective group homomorphism
in the statement of Proposition 5.3, and let f¯ :N(D) → N(M) × N(E) be
its restriction. Then the composite mapping f¯ ◦ ϕ of f¯ and the divisor
homomorphism ϕ :V (BR) → N(D) is a mapping V (BR)→ N(M) × N(E) that
embeds V (BR) as a subdirect product of the two free commutative monoids N(M)
and N(E).
6. Weak Krull–Schmidt Theorems and representations of V (C) as a
subdirect product of free monoids
In the last part of the previous section, we have seen that the weak Krull–
Schmidt Theorem, which holds for biuniform modules, can be explained by
representing V (BR) as a subdirect product of free commutative monoids. The
aim of this section is show that this phenomenon occurs in general, for an arbitrary
class C (Theorem 6.2).
Let C be a small class of right modules over an arbitrary ring R. Suppose that
C is closed for finite direct sums and isomorphism. If ∼ is a congruence in the
304 A. Facchini / Journal of Algebra 256 (2002) 280–307
monoid V (C) and AR belongs to C , let [AR]∼ denote the equivalence class of
〈AR〉 modulo ∼. We shall write AR ∼ BR instead of 〈AR〉 ∼ 〈BR〉 as well.
An indecomposable element of a monoid M is an element u ∈M that can be
written as a sum of two elements of M only in the two trivial ways u = u + 0
and u = 0 + u. The indecomposable elements of M are the minimal elements
of M \ {0} with respect to the algebraic pre-order on the monoid M . In a free
commutative monoid F the set of all indecomposable elements is the least set
of generators of F , that is, a set of generators contained in any other set of
generators of F . Every element of a free monoid F can be written as a sum of
indecomposables in a unique way.
Lemma 6.1. Let C be a small atomic class of right R-modules closed for finite
direct sums and isomorphism. Let ∼ be a congruence in the monoid V (C). The
following conditions are equivalent:
(a) The quotient monoid V (C)/∼ is a free commutative monoid, and [A]∼ is an
indecomposable element of V (C)/∼ for every module A ∈ C indecomposable
in C .
(b) If A1, . . . ,An,B1, . . . ,Bm ∈ C are modules indecomposable in C , then A1 ⊕
· · · ⊕An ∼ B1 ⊕ · · · ⊕Bm if and only if n=m and there is a permutation σ
of {1, . . . , n} with Ai ∼ Bσ(i) for all i = 1, . . . , n.
Proof. Assume that V (C)/∼ is free and that [A]∼ is an indecomposable element
of V (C)/∼ for everyA ∈ C indecomposable in C . LetA1, . . . ,An,B1, . . . ,Bm ∈ C
be modules indecomposable in C with A1 ⊕ · · · ⊕ An ∼ B1 ⊕ · · · ⊕ Bm. Then∑n
i=1[Ai]∼ =
∑m
j=1[Bj ]∼ are two sum decompositions of an element of the
free monoid V (C)/∼ as a sum of indecomposables. The uniqueness of the sum
decomposition yields the desired conclusion. Conversely, if n = m and there
is a permutation σ of {1, . . . , n} with [Ai]∼ = [Bσ(i)]∼ for all i = 1, . . . , n,
then
∑n
i=1[Ai]∼ =
∑m
j=1[Bj ]∼, so that A1 ⊕ · · · ⊕ An ∼ B1 ⊕ · · · ⊕ Bm. This
proves (b).
Now suppose that (b) holds. Let A ∈ C be a module indecomposable in C . Let
[A]∼ = u+ v with u,v ∈ V (C)/∼. As the class C is atomic, there exist modules
A′1, . . . ,A′s,B ′1, . . . ,B ′t ∈ C indecomposable in C with u= [A′1 ⊕ · · · ⊕A′s]∼ and
v = [B ′1 ⊕ · · · ⊕ B ′t ]∼. Thus A ∼ A′1 ⊕ · · · ⊕ A′s ⊕ B ′1 ⊕ · · · ⊕ B ′t . From (b)
it follows that s + t = 1. This immediately implies that either u = [A]∼ or
v = [A]∼, that is, [A]∼ is indecomposable in V (C)/∼. In particular, every element
of V (C)/∼ is a sum of indecomposable elements. In order to show that V (C)/∼
is free, it suffices to prove the linear independence of the set of elements of the
type [A]∼ with A ∈ C indecomposable in C . Thus suppose that A1, . . . ,An ∈ C
are modules indecomposable in C with [A1]∼, . . . , [An]∼ distinct, and that
m1, . . . ,mn,m
′
1, . . .m
′
n ∈N are such that
∑n
i=1 mi[Ai]∼ =
∑n
i=1 m′i[Ai]∼. Then
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⊕n
i=1 A
mi
i ∼
⊕n
i=1A
m′i
i , so that (b) yields m1 = m′1, . . . ,mn = m′n. This shows
that V (C)/∼ is free. ✷
Recall that a family F = {∼λ | λ ∈ Λ} of congruences in a monoid V gives
a representation of V as a subdirect product of monoids Vλ, λ ∈Λ, if∧{∼λ | λ ∈
Λ} is the equality relation ωV on V , and V/∼λ ∼= Vλ for each λ.
Theorem 6.2. Let C be a small atomic class of right R-modules closed for finite
direct sums and isomorphism. Let F = {∼λ | λ ∈Λ} be a family of congruences
in the monoid V (C). The following two properties are equivalent:
(a) The family of congruences F gives a representation of V (C) as a subdirect
product of free commutative monoids, and [A]∼λ is an indecomposable
element of V (C)/∼λ for every A ∈ C indecomposable in C and every λ ∈Λ.
(b) The following two conditions hold for any A1, . . . ,An,B1, . . . ,Bm ∈ C
indecomposable in C:
(1) A1 ⊕ · · · ⊕ An ∼= B1 ⊕ · · · ⊕ Bm if and only if A1 ⊕ · · · ⊕ An ∼λ
B1 ⊕ · · · ⊕Bm for every λ ∈Λ.
(2) For every λ ∈Λ, A1 ⊕ · · · ⊕An ∼λ B1 ⊕ · · · ⊕Bm if and only if n=m
and there is a permutation σλ of {1, . . . , n} with Ai ∼λ Bσλ(i) for all
i = 1, . . . , n.
Proof. By Lemma 6.1, condition (2) is equivalent to the fact that all the
quotient monoids V (C)/∼λ are free commutative monoids, and [A]∼λ is an
indecomposable element of V (C)/∼λ for every A ∈ C indecomposable in C
and every λ ∈ Λ. Condition (1) is equivalent to ∧{∼λ | λ ∈ Λ} = ωV (C). The
conclusion follows immediately. ✷
In our last result, we are going to give a characterization of the monoids that
can be realized as V (C) for some class C of modules satisfying the equivalent
conditions of Theorem 6.2. Let S = {Xλ | λ ∈ Λ} be a family of sets. We
define a monoid M(S) in the following way. For every λ ∈ Λ, let Z(Xλ) be the
free abelian group with the set Xλ as free set of generators. Let
∏
λ∈ΛZ(Xλ)
be the direct product, πµ :
∏
λ∈ΛZ(Xλ) → Z(Xµ) be the canonical projection
for each µ ∈Λ, and fλ :Z(Xλ) → Z be the group homomorphism defined by
fλ((nx)x∈Xλ) =
∑
x∈Xλ nx . Now let M(S) = {s ∈
∏
λ∈ΛN(Xλ) | fµ ◦ πµ(s) =
fν ◦πν(s) for every µ,ν ∈Λ}. There is a monoid homomorphism h :M(S)→N
defined by h(s)= fµ ◦ πµ(s) for any µ ∈Λ. Notice that the definition of h does
not depend on the choice of µ ∈Λ.
Theorem 6.3. Let C be a small atomic class of right R-modules closed for finite
direct sums and isomorphism. The following conditions are equivalent:
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(a) There exist a family S = {Xλ | λ ∈Λ} of sets and an injective homomorphism
of monoids ε :V (C) → M(S) such that h(ε(〈A〉)) = 1 for every A ∈ C
indecomposable in C .
(b) There exists a family F = {∼λ | λ ∈Λ} of congruences in the monoid V (C)
that gives a representation of V (C) as a subdirect product of free commuta-
tive monoids, and with the property that [A]∼λ is an indecomposable element
of V (C)/∼λ for every A ∈ C indecomposable in C and every λ ∈Λ.
Proof. (a) ⇒ (b). Let ε :V (C)→ M(S) ⊆∏λ∈ΛN(Xλ) be an injective homo-
morphism of monoids, where S = {Xλ | λ ∈ Λ} is a suitable family of sets.
Suppose that h(ε(〈A〉)) = 1 for every module A ∈ C indecomposable in C .
For each λ ∈ Λ, let ∼λ be the congruence in V (C) defined by 〈A〉 ∼λ 〈B〉 if
πλ(ε(〈A〉)) = πλ(ε(〈B〉)). Then ∧{∼λ | λ ∈ Λ} = ωV (C). As V (C) is generated
by the 〈A〉’s, with A ∈ C indecomposable in C , and h(ε(〈A〉))= 1 for these A’s,
it follows that the [A]∼λ’s are indecomposable elements of the N(Xλ)’s and that
each V (C)/∼λ is isomorphic to a free submonoid of N(Xλ).
(b) ⇒ (a). Let F = {∼λ | λ ∈ Λ} be a family of congruences in the
monoid V (C) that gives a representation of V (C) as a subdirect product of free
commutative monoids, and with [A]∼λ an indecomposable element of V (C)/∼λ
for every A ∈ C indecomposable in C and every λ ∈ Λ. Then for every λ there
are a set Xλ and a monoid isomorphism ϕλ :V (C)/∼λ→N(Xλ). Let pλ :V (C)→
V (C)/∼λ (λ ∈ Λ) be the canonical projections, and ε =∏λ ϕλ ◦ pλ :V (C)→∏
λN
(Xλ) the product mapping. Let A be a module in C and A=A1 ⊕ · · ·⊕An a
direct sum decomposition of A as a direct sum of indecomposables in C . For every
µ ∈Λ one has that fµ ◦πµ(ε(〈A〉))= fµ ◦ ϕµ ◦pµ(〈A〉)= fµ ◦ ϕµ([A]∼µ)= n,
that is, fµ ◦πµ(ε(〈A〉)) does not depend on µ. Thus the image of ε is contained in
M(S), and we can view ε as a mapping V (C)→M(S). Moreover, ε is injective,
because if A, B ∈ C and ε(〈A〉) = ε(〈B〉), then ϕλ ◦ pλ(〈A〉) = ϕλ ◦ pλ(〈B〉)
for every λ, so that 〈A〉 ∼λ 〈B〉 for every λ, and thus 〈A〉 = 〈B〉 because∧{∼λ | λ ∈ Λ} = ωV (C). Finally, for every A ∈ C indecomposable in C one
has that h(ε(〈A〉)) = fλ ◦ ϕλ ◦ pλ(〈A〉)= fλ ◦ ϕλ([A]∼λ)= 1, because [A]∼λ is
indecomposable in V (C)/∼λ, so that ϕλ([A]∼λ) is indecomposable in N(Xλ). ✷
Example 6.4. Let S = {Xλ | λ ∈Λ} be a family of sets, and let V be a submonoid
of M(S) generated by a subset G of M(S) such that h(v) = 1 for every v ∈G.
Then there is a small, atomic, add-closed class C of finitely generated right
modules over a suitable ring R with V (C) ∼= V , and for which the equivalent
conditions of Theorem 6.2 and the equivalent conditions of Theorem 6.3 hold.
Set M = V ∪ {+∞}. The addition on V extends to an operation on M setting
m + (+∞) = (+∞) + m = +∞ for every m ∈ M . Then +∞ is an order-
unit in the reduced commutative monoid M . If we apply Bergman and Dick’s
Theorem 2.1, we find that there exists a ring R with (M,+∞) ∼= (V (R), 〈R〉).
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Now let C be the class of all finitely generated projective right R-modules not
isomorphic to RR .
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