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Abstract— The maximum-likelihood expectation- maxi-
mization (MLEM) algorithm is being used increasingly
as a routine reconstruction algorithm in positron emis-
sion tomography (PET). The response of the MLEM-
reconstruction algorithm is non-linear and not shift-
invariant. As a result, two problems occur when MLEM
is used for tracer kinetic modeling. First, resolution and
recovery may be different for different positions and for dif-
ferent time frames, adversely affecting the modeling results.
Second, it is not trivial to determine appropriate weights for
weighted least squares fitting to image derived time-activity
curves. The first problem can be remedied by applying a
“relatively high” number of iterations, followed by smooth-
ing with a shift invariant kernel. The smoothing kernel re-
duces the noise and imposes an (approximately) constant
resolution. For the second problem, different approaches ex-
ist. Some authors have shown that the variance of pixel val-
ues in MLEM images is proportional to the mean of the pixel
value. Others have suggested that the uncertainty about a
reconstructed pixel value can be estimated from the Fisher
information matrix. These two approaches produce differ-
ent results. Our simulation study confirms that the pixel
variances of unsmoothed MLEM images are approximately
proportional to the pixel values. However, smoothing re-
duces the variance more in high count regions than in low
count regions. As a result, the variances of smoothed MLEM
pixel values correlate better with the reciprocal of the diag-
onal elements of the Fisher information matrix. Smoothing
strongly affects the variance because neighboring pixel val-
ues are highly correlated. Because computing the mean of a
region-of-interest is a smoothing operation, the Fisher infor-
mation can be used to compute appropriate weight values
for model based analysis of time-activity curves.
Keywords— Maximum likelihood, Reconstruction, Vari-
ance.
I. Introduction
ALTHOUGH MLEM reconstruction is being used in-creasingly for many applications, filtered backprojec-
tion (FBP) is often preferred if the reconstructed images
are used for tracer kinetic modeling. The main problem
with MLEM is that it produces a position dependent res-
olution after a finite number of iterations. One solution is
to iterate long while regularizing with a penalty designed
to yield a uniform spatial resolution [1]. Another, simpler
approach is to impose a constant point spread function by
applying a high number of iterations, followed by smooth-
ing. Since the maximum-likelihood solution is (virtually)
unbiased [2], the resolution of the reconstruction should
converge towards the sinogram resolution (or better if the
finite resolution is taken into account) after a sufficient
Manuscript received October 23, 2001. This work is supported by
grant OT/00/32 and by the Flemish Fund for Scientific Research
(FWO), grant number G.0106.98
J Nuyts is with the department of Nuclear Medicine,
Katholieke Universiteit Leuven, B3000 Leuven, Belgium
(Johan.Nuyts@uz.kuleuven.ac.be)
amount of iterations. Consequently, subsequent convolu-
tion with a Gaussian kernel should impose a (nearly) po-
sition independent resolution, in particular if the width of
the Gaussian is large compared to the sinogram resolution.
In that case, the point spread function of the smoothed
image is approximately equal to that kernel.
A second problem is the estimation of appropriate
weights for weighted least squares fitting to time-activity
curves (using individual pixel values or the mean value over
a region-of-interest). This is more difficult for MLEM than
for FBP, because MLEM is non-linear. Barrett and coau-
thors [3] have derived a recursive method to compute the
variance after each MLEM iteration. Their simulations re-
vealed that the variance image strongly resembles the mean
image (or the noise-free MLEM reconstruction) [4]. A dif-
ferent approach is used by Fessler et al. [5], [6] and Qi et
al. [7]. They study the characteristics of the ML (and pe-
nalized ML) solution, assuming that applying a sufficient
amount of iterations yields an image with similar character-
istics. They obtain good results assuming that the variance
of a pixel value is approximately inversely proportional to
the corresponding diagonal element of the Fisher informa-
tion matrix (FIM). The results obtained with the two ap-
proaches are seemingly contradictory, because the image
formed by the reciprocal of the diagonal of the FIM differs
markedly from the mean image.
In this work, the variance of post-smoothed MLEM im-
ages is studied using numerical experiments. The experi-
ments confirm that in unregularized MLEM, the variance is
approximately proportional to the mean. However, post-
smoothing has a strong influence on the variance image,
and makes it more similar to the reciprocal of the FIM di-
agonal. This similarity increases with increased smoothing.
Because computing the mean of a region-of-interest (ROI)
is a strong smoothing operator, this finding suggests a sim-
ple way to estimate the error on mean ROI-values obtained
from post-smoothed MLEM images.
II. Theory
In emission tomography, it is reasonable to assume that
the photon count yi measured in detector i, is a Poisson
realization of y¯i, with
y¯i =
∑
j
cij λ¯j , (1)
where λ¯j is the (unknown) radioactivity in pixel j and cij
is the probability that a photon emitted in j is detected in
i. The MLEM algorithm produces estimates λj of λ¯j by
maximizing the logarithm of the likelihood [8]:
Ly(λ) = ln(p(y|λ)) (2)
=
∑
i
yi ln(∑
j
cijλj)−
∑
j
cijλj − ln(yi!)

The elements fjk of the associated FIM can be computed
as [2]:
fjk = E
(
− ∂
2L
∂λj∂λk
)
=
∑
i
cijcik
y¯i
, (3)
where E denotes expectation with respect to p(y|λ). For
an unbiased estimator, the following inequality holds [2]:
var(λj) ≥ (FIM−1)jj ≥ 1
fjj
, (4)
where λj is the estimated value for pixel j. If the esti-
mator is efficient, the covariance matrix is the inverse of
the FIM. For realistic applications, inversion of the FIM is
prohibitive. In addition, MLEM is not truly efficient (the
ML estimate is asymptotically efficient [2]), so the inverse
of FIM may be a poor estimate of the true covariance ma-
trix of the MLEM-reconstruction. Note that in practice,
the FIM cannot be computed since y¯i is unknown. Fortu-
nately, fjk is a smooth function (a modified backprojection)
of 1/y¯i, so a useful estimate of the FIM can be obtained by
simply using the measured values yi or the reprojected val-
ues
∑
j cijλj instead of the unknown means y¯i. Obviously,
there is a problem when y¯i equals zero. The FIM goes to
infinity for vanishing y¯i because the variance vanishes as
well. To avoid zero devisions, we replace zeros with a small
positive value (we used 0.5) in (3).
In [5], Fessler derived an approximate expression for the
variance of penalized likelihood reconstructions. This ex-
pression involves inversion of the FIM, which is feasible
only if the variance has to be computed in a few pixels.
In [6], only the diagonal elements fjj of the FIM are used
to estimate the “certainty” about the pixel values λj pro-
vided by the likelihood. With this approach, Fessler et al.
are able to tune the local strength of a quadratic prior to
that of the likelihood in order to obtain uniform resolution.
The success of this approach suggests that 1/fjj should be
a reasonable measure of the uncertainty (or variance) about
pixel value λj .
Wilson et al. [4] have analyzed the noise properties of
the MLEM algorithm with Monte Carlo simulations. They
reported a linear relationship between the variance in a
particular pixel and the total projection count. They also
found a smooth monotonic relation between the pixel val-
ues and the pixel variances within the same image, al-
though there was a deviation from linearity, which de-
pended on the iteration number.
The results obtained by Fessler et al. and by Wilson et
al. are seemingly contradictory, because there is no nearly
linear relation between 1/fjj and λj .
The k-th row or column of the FIM can be regarded
as an image fjk with fixed k, representing the amount of
information about the value of pixel k carried by each of
the pixel values in the reconstructed image (assuming we
are using a (nearly) efficient estimator). As seen from (3)
this image is obtained by backprojection of the very sparse
sinogram cik/y¯i. Consequently, the information is positive
everywhere, tends to be highest in pixel k and decreases
roughly proportional with the reciprocal of the distance
between pixels j and k. The information is concentrated
in a blob centered at k. Assuming that most rows of the
FIM have such a shape, the columns of the correspond-
ing covariance matrix would need to have some similarity
to a deconvolution filter, with high variance vkk and with
covariances vjk which oscillate and decrease rapidly in am-
plitude with increasing distance between j and k. Wilson
et al. [4] show that profiles through the covariance matrices
obtained at high iterations of the MLEM algorithm indeed
show such behavior.
Smoothing of the reconstructed image has a strong effect
on the variance:
λ′s =
∑
j
wsjλj
var(λ′s) =
∑
j
w2sjvjj +
∑
j
∑
j 6=k
wsjwskvjk , (5)
where λ′s is the pixel value after smoothing, wsj are the co-
efficients of the smoothing kernel, and vjj and vjk are the
variances and covariances. Because the covariances vjk,j 6=k
tend to be negative for neighboring pixels, the variance de-
creases rapidly with moderate smoothing. It follows that
the variance of a pixel value overestimates the total un-
certainty about that value. The findings by Fessler and
Wilson can be reconciled by assuming that the covariances
are stronger in regions with high activity, such that the
variance resembles the mean. Smoothing the reconstruc-
tion should reduce the variance in a position dependent
way, making the variance image more similar to the “un-
certainty image” 1/fjj .
Consequently, we hypothesize that a useful measure for
the variance of pixel value j after smoothing can be com-
puted from the Fisher information matrix, as follows:
var(
∑
j
wjλj) ∼
∑
j
w2j
1
fjj
, (6)
where wj are the coefficients of a smoothing kernel. Com-
puting the mean value of an ROI is a special case of smooth-
ing, so (6) produces a measure of the variance on the ROI
value, when wj = 1/N if j belongs to the ROI with N
elements, and wj = 0 otherwise.
III. Experiments
Three Monte Carlo simulation experiments have been
carried out:
1. Noisy sinograms were simulated and images were recon-
structed by applying 1000 MLEM iterations, and smoothed
with different smoothing masks. The relation between the
mean, the variance and the Fisher information in every
pixel is studied.
2
2. Typical radial profiles of the covariance images and
Fisher information images are computed, to verify if the
shape of the profiles depends on mean activity.
3. A cardiac PET ammonia study, consisting of 22 frames,
has been simulated and 800 noisy sinograms were com-
puted. All images are reconstructed by applying 44 MLEM
iterations. For five regions-of-interest, the time-activity
curves and corresponding variances are computed and com-
pared to the uncertainty predicted from the Fisher infor-
mation.
A. Pixel variances
Several simulations using the Shepp-Logan phantom
were carried out. The object is shown in figure 2, the ratio
between the maximum and minimum activity in the object
was equal to four. A noise-free 2-D sinogram was computed
and 200 Poisson realizations were derived. The image size
was 100 x 100 pixels, and 100 projections over 180 degrees
were simulated. There was no attenuation and no resolu-
tion blurring, the maximum count of the noise-free sino-
gram was 120. From each noisy sinogram, an image was
reconstructed by applying 1000 (unaccelerated) MLEM it-
erations. The resulting images were smoothed with a 2-D
Gaussian convolution kernel. Then, for each pixel the mean
and the variance was computed from the 200 smoothed re-
constructions. The diagonal elements fjj of the FIM were
calculated, and a measure of the variance image was com-
puted using (6). Different convolution kernels were eval-
uated, the full width at half maximum (FWHM) ranged
from 0 to 8 pixels.
The simulations were repeated for attenuated sinograms,
assuming attenuation as in positron emission tomography,
and noise-free attenuation factors. The MLEM algorithm
corrects for attenuation by including it in the detection
probabilities cij . Similarly, computation of the values fij
of the FIM is straightforward: attenuation is taken into
account because it affects the detection probabilities cij
and the mean y¯i of the Poisson distribution.
B. Covariance profiles
From the same 200 simulations, the covariance image
vjk for a fixed pixel k can be estimated. A radial profile
is extracted by averaging the covariance values over circles
centered at pixel k. This procedure has been applied to
about 50 pixels from the ellipse with lowest activity (see
figure 2), and the 50 profiles were averaged. The same was
done for 30 pixels of the ellipse with highest activity, to
obtain an average radial covariance profile for high count
pixels.
Similarly, the values fjk are computed with (3) for the
same pixels, to produce two average radial profiles through
the Fisher information images, one for pixels with high
activity, and another one for pixels with low activity.
C. Dynamic PET study
A simplified thorax image was simulated. The thorax
consists of five different compartments: the elliptic body,
the two lungs, the left ventricular wall, the left ventricular
Fig. 1. The 22 frames of the simulated dynamic PET study. The
last image is the attenuation map.
cavity and the liver. Time-activity curves for each com-
partment have been derived from ROI analysis of a clinical
ammonia study. Figure 1 shows the 22 consecutive frames.
The image had 150 by 150 pixels, the pixel size was 3 mm
and there was only 1 slice. Sinograms were computed us-
ing 150 projection angles over 180 degrees, and taking into
account the attenuation map also shown in figure 1. The
maximum count in the sinogram of the last frame was 430.
Eight hundred Poisson noise realizations were computed
and reconstructed with MLEM using subset acceleration
[9]. We used an iteration scheme with decreasing number
of subsets, consisting of (iterations x subiterations): 1 x 15,
1 x 10, 1 x 6, 1 x 5, 1 x 3, 5 x 1, which is equivalent to 44
regular MLEM iterations. For each frame and each noise
realization, the average activity in each of the 5 ROIs was
computed. From the 800 noise realizations, the mean and
variance of each time point in the five time-activity curves
were estimated. Note that the relative error on the variance
computed from 800 realizations equals
√
2/800 = 0.05.
For each time frame, the diagonal elements of the FIM
were computed using (3), incorporating the attenuation in
the detection probabilities cij . The measure for the vari-
ance on the ROI values was computed using (6).
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Fig. 4. Average radial profiles through the covariance (left) and
Fisher information images (right). The position is expressed in
pixels, position 0 is the central pixel.
The procedure was repeated, this time using a Gaussian
smoothing kernel with full width at half maximum = 2.5
pixels, which was applied after the reconstruction.
IV. Results
A. Pixel variances
We obtained similar results for simulations with and
without attenuation. Figure 2 shows the images of the
mean pixel values obtained after 1000 MLEM iterations
and smoothing with three different Gaussians (FWHM of
0, 3 and 8 pixels). The same figure displays the corre-
sponding variance images computed from the 200 noise re-
alizations, and the images of the variance measure obtained
with (6). Figure 3 plots the mean pixel value and the FIM-
based variance measure as a function of the variance for
the same smoothing kernels. The images and plots confirm
that, in absence of attenuation, there is a (nearly) linear
relationship between mean and variance if the MLEM im-
ages are not smoothed, as predicted in [4]. The variance of
post-smoothed MLEM reconstruction correlates well with
the reciprocal of the FIM diagonal (both with and without
attenuation), and the correlation improves with stronger
smoothing.
B. Covariance profiles
Figure 4 shows the average radial profiles through the co-
variance and Fisher information images, for high and low
count pixels. The low activity pixels have a higher Fisher
information, because the variance on low count projection
data is lower. These two profiles are similar in shape, in-
dicating that the central value is a reasonable measure for
the total amount of information about a pixel value. The
covariance profiles are different: there are significant neg-
ative covariances for the high activity region, for the low
activity region they are closer to zero.
Fig. 8. The variance image of the last frame of the heart phantom, for
different smoothing kernels (FWHM of 0, 4 and 8 pixels). The
bottom row shows the reciprocal of the FIM diagonal and its
estimates obtained from a simulation with high noise amplitude
(the maximum count was 20, the mean count in the object was
6).
C. Dynamic PET study
Figure 5 shows the variances (computed from the 800
realizations) as a function of the frame number. The mean
ROI values and the uncertainty estimated with (6) are plot-
ted in overlay, all curves are normalized to the same mean
value. The FIM-based measure closely follows the variance,
while for some ROIs (the liver in particular) the mean val-
ues show a different behavior. Figures 6 and 7 confirm that
the variance correlates better with the FIM-based measure
than with the mean.
The figures show the results for the non-smoothed
MLEM reconstruction. The results obtained after smooth-
ing are virtually identical, probably because the smoothing
effect of averaging over ROIs is much stronger than that of
a convolution with a Gaussian kernel of 2.5 pixels wide.
Finally, figure 8 shows some results obtained from a
simulation with increased noise for the last frame of the
dynamic study. The top row shows the variance without
smoothing, and with two different smoothing kernels. The
bottom row shows the reciprocal of the FIM diagonal, and
also the estimates based on the measurement yi and on the
reprojection of the current reconstruction
∑
j cijλj . For
this simulation, the maximum count in the sinogram was
20, and the mean count (excluding the zero background)
was 6. The smoothing effect of the modified backprojec-
tion strongly reduces the noise, producing useful estimates
from noisy data.
V. Discussion
Our simulations confirm that the variance in unsmoothed
MLEM images is very similar to the image of the mean val-
ues, in agreement with the findings by Wilson et al. [4] and
with the theoretical derivations in [3], [13]. This is particu-
larly true for the zero attenuation case. Assuming that the
attenuation correction can be modeled as a combination of
shift and scale [10], [11], we have
var(λcorrj ) = var(ajλ
uncorr
j + bj) = a
2
jvar(λ
uncorr
j ), (7)
4
Fig. 2. Mean, variance and reciprocal of the diagonal of the FIM, for the simulations without and with attenuation. Top row: the mean
images for smoothing kernels of 0 (= no smoothing), 3 and 8 pixels. Middle row: the corresponding variance images. Bottom row: the
variance predicted from the FIM. The images are scaled to their own maximum.
where aj and bj are the position dependent shift and scale,
assumed to be noise-free. Assuming also that the mean
is proportional to the variance in absence of attenuation
correction, we can continue
var(λcorrj ) ∼ a2jλuncorrj = aj(λcorrj − bj). (8)
This explains why the correlation between mean and vari-
ance decreases with attenuation correction, as illustrated
in figure 3.
Figure 4 confirms that the variance is higher in regions of
high activity. The same figure illustrates that this higher
variance is partly explained by that fact that the data
provide less information about high activity regions (the
Fisher information profile has a lower amplitude for more
active regions). However, it also shows that the higher
deviations from the mean are partly compensated by de-
viations in the other direction in neighboring pixels. In
other words: the neighboring pixels seem to carry a larger
fraction of the information in high activity regions, which
causes an additional increase of variance. In every MLEM-
iteration, the deviations between predicted and measured
projection values are backprojected and then multiplied
with the current reconstruction value. Therefore, it is not
very surprising that pixels with high reconstruction values
tend to accumulate more noise in the first iterations. As
shown in figure 2, the effect is still prominent after 1000
iterations. It is unclear if this behavior is a true feature of
the ML-solution, or if even more than 1000 iterations are
needed to erase the transient features of the maximization
algorithm we are using.
For the dynamic study, we have applied the ordered sub-
sets acceleration scheme that is also applied in our clinical
routine. It has been shown that for inconsistent data (e.g.
due to noise), the ordered subsets algorithm does not con-
verge towards a single solution but to a set of solutions
through which the algorithm cycles [12], [13]. To avoid
possible convergence problems, we apply a scheme with
decreasing number of subsets: acceleration is strong in the
first iterations far from the solution. At later iterations,
the number of subsets is decreased and we end with true
MLEM iterations, sacrificing speed to control convergence.
In our experience, the images produced with such schemes
are indistinguishable from regular MLEM images, for the
same number of “effective” iterations.
Smoothing combines the information from neighboring
voxels, causing a more rapid decrease of variance in regions
where the negative covariances are significant. As a result,
the variance on the smoothed reconstruction values is no
longer proportional to the mean and is better predicted
by the reciprocal of the FIM diagonal. Figures 2 and 8
illustrate that the FIM-based estimate is better if more
smoothing is applied. This may explain why using the
FIM to estimate the strength of the likelihood worked so
well in combination with a smoothing prior [6].
Smoothing kernels with a FWHM of eight or more pixels
may be too strong for most clinical applications. However,
computing the average of an ROI is also a strong smooth-
ing operator, and the simulations confirm that the variance
on the mean ROI value is proportional to the sum of the
uncertainties about the contributing pixel values. In tracer
kinetic modeling analysis, the parameters of a compart-
mental model are often estimated by weighted least squares
fitting to the measured time-activity curves. The absolute
values of the weights are unimportant, the weights must
be determined only except for a constant factor. In 1984,
Huesman [14] has proposed a very efficient algorithm to
compute the mean and the variance of average ROI-values
with filtered backprojection. Exploiting the linearity of
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Fig. 3. The mean and the diagonal of the FIM as a function of the variances for the three filters (FWHM = 0, 3, 8 pixels).
filtered backprojection, he was able to derive exact expres-
sions for mean and variance. Moreover, he eliminated the
need to reconstruct the entire dynamic study: only a sin-
gle reconstructed image was needed to define the ROIs.
Once the ROIs were available, the mean and variance val-
ues could be computed directly from the sinograms. This
same approach cannot be applied with MLEM, and even
for the rigorous analysis in [3] and [13] approximations are
needed. Our findings suggest a simple approximate method
to compute the weights for the frame points. Computation
of the FIM only involves a single modified backprojection
per frame point, so the computational burden is very low
compared to that of the MLEM reconstruction. Tradition-
ally, the weights are often chosen proportional to the mean
(or total) number of counts in the ROI. Figures 5, 6 and
7 clearly show that the mean may be a very poor estimate
of the true uncertainty on the ROI values.
VI. Conclusion
The simulation experiments show that the Fisher infor-
mation matrix can be used to produce a measure of the
variance in post-smoothed MLEM images. The same pro-
cedure can be used to estimate the error on time activity
curves, obtained by applying an ROI-analysis on dynamic
studies reconstructed with MLEM. The computation time
is small compared to that of MLEM, so the method could
be applied in clinical routine.
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