In Section 13. 4 we have calculated the generating functional for the connected Green functions W [j] by solving the functional differential equation (13.29) with respect to the source j of the scalar field. Alternatively, W [j] may also be considered as a functional of the free propagator G 0 that was used to calculate the Feynman diagrams. As such it obeys a functional differential equation with respect to G 0 which can be turned into a recursion relation. This may also be solved order by order in the coupling constant to find all connected vacuum diagrams with their proper multiplicities. Let us apply this procedure here to W [0] which contains all connected vacuum diagrams, first for a pure φ 4 -theory, subsequently for a theory with two scalar fields φ and A coupled to each other by a Yukawa-like interaction φ 2 A. From this sum over all connected vacuum diagrams, all Feynman diagrams with external lines are obtained from functional derivatives with respect to the free correlation function G 0 .
The recursive graphical construction will be automatized by computer algebra with the help of a unique matrix notation for the Feynman diagrams. The methods developed in this chapter have been set up in the 1980s [1, 2] , but for many years they have only been solved to low orders in the coupling strength. To all orders, the solution has been restricted to rather trivial zero-dimensional quantum field theories, in particular the anharmonic integral. Here we present a nontrivial extension of that work. It consists in an efficient graphical algorithm [3] for solving the functional differential equation for W [0] as a functional of G 0 . We shall do this first for a multicomponent scalar φ 4 -theory, then also for a theory with two scalar fields φ and A with an interaction φ 2 A. In a second step, the connected vacuum diagrams are used to derive all connected diagrams with external lines. For that we make use of functional derivatives of the connected vacuum diagrams with respect to G 0 . This operation will be represented graphically by cutting lines. Finally, we automatize our construction method by computer algebra. For this we shall develop a unique matrix notation for Feynman diagrams.
Generalized Scalar φ

-Theory
The following treatment will involve somewhat lengthy equations such that it is useful to introduce a shorter notation for the symbols used. For the free propagator G 0 (x 1 , x 2 ) we shall employ a functional matrix notation G 12 . The fully interacting two-point function G(x 1 , x 2 ) will be denoted by G 12 . The D-dimensional integral d D x 1 will simply be written as 1 . We shall further work in euclidean spacetime to avoid factors of i. The scalar field φ is allowed to have N components, and the thermal fluctuations are controlled by a euclidean action which plays the role of an energy functional:
with some coupling constant g. The functional matrix G
−1
12 is the inverse of the free propagator G 12 . Both contain, in addition, a Kronecker δ for the indices of N field components φ a (a = 1, . . . , N), which we suppress. Throughout the manipulations to follow, the functional matrix G 12 will be considered as a completely general symmetric nonsingular functional matrix, such that G −1 12 exists. Only at the end shall we specify G 12 , identifying it with the free propagator, i.e., for the inverse
In applications to critical phenomena to be discussed in Chapter 20, the mass m 2 will be proportional to the temperature distance T − T c from the critical point. The interaction will likewise be considered as a completely general symmetric function of four arguments, gV (x 1 , x 2 , x 3 , x 4 ), where g parametrizes the coupling strength and serves as an expansion parameter. In the short-hand notation, it is a symmetric functional tensor of rank four, and will eventually be identified with the true interaction V 1234 → V a 1 a 2 a 3 a 4 (x 1 , x 2 , x 3 , x 4 ) (15.3) = 1 3 {δ a 1 a 2 δ a 3 a 4 +δ a 1 a 3 δ a 2 a 4 +δ a 1 a 4 δ a 2 a 3 } δ(x 1 −x 2 )δ(x 1 −x 3 )δ(x 1 −x 4 ) .
By using natural units, in which the Boltzmann constant k B times the temperature T equals unity, the partition function is determined as a functional integral over the Boltzmann weight e It may be evaluated perturbatively as a power series in the coupling constant g. From this we obtain the negative free energy W = ln Z as an expansion 
The superscript E records that the number of external legs of the connected vacuum diagrams is zero. The diagrammatic representation of the coefficients W (p) in the expansion (15.5) of the negative free energy W is displayed in Table 15 .1 on page 1043 up to five loops [5] .
In higher orders, the factorially increasing number of diagrams makes it more and more difficult to construct all topologically different diagrams and to count their multiplicities. In particular, it becomes quite hard to identify by inspection the number N of identical vertex permutations. This identification problem will be solved by introducing a unique matrix notation for the graphs, to be explained in detail below in Section 15.10.
In the following, we shall generate iteratively all connected vacuum diagrams. We start in Section 15.2 by identifying graphical operations associated with functional derivatives with respect to the inverse propagator G −1 , or the propagator G. In Section 15.3 we show that these operations can be applied to the one-loop contribution of the free partition function to generate all perturbative contributions to the partition function Z. In Sections 15.4 and 15.8 we derive a nonlinear functional differential equation for the negative free energy W , whose graphical solutions in Sections 15.5 and 15.9 yield all connected vacuum diagrams order by order in the coupling strength.
Basic Graphical Operations
Each Feynman diagram is composed of integrals over products of free correlation functions G and may thus be considered as a functional of the inverse propagator G −1 . The connected vacuum diagrams satisfy a certain functional differential equation, from which they will be constructed recursively. This will be done by a graphical procedure, for which we set up the necessary graphical rules in this subsection. First we observe that functional derivatives with respect to the inverse propagator G −1 or to the free propagator G correspond to the graphical prescriptions of cutting or of removing a single line of a diagram in all possible ways, respectively.
Cutting Lines
Since φ is a real scalar field, the inverse propagator G −1 is a symmetric functional matrix. This property has to be taken into account when performing functional derivatives with respect to the inverse propagator G −1 . Thus differentiating a propagator with respect to the inverse propagator G −1 amounts to cutting the associated line into two pieces. The differentiation rule (15.10) ensures that the spatial indices of the inverse propagator are symmetrically attached to the newly created line ends in two possible ways. When differentiating a general Feynman integral with respect to G −1 , the product rule of functional differentiation leads to a sum of diagrams in which each line is cut once.
With this graphical operation, the product of two fields can be rewritten as a derivative of the energy functional with respect to the inverse propagator
as follows directly from (15.1) and (15.10). Applying the substitution rule (15.13) to the functional integral for the fully interacting two-point function
we obtain the fundamental identity
Thus, by cutting a line of the connected vacuum diagrams in all possible ways, we obtain all diagrams of the fully interacting two-point function. Analytically, this has a Taylor series expansion in powers of the coupling constant g similar to (15.5) For instance, the diagrams labeled by #15.1-#15.5 in Table 15 .2, together with their multiplicities, follow from the connected vacuum diagrams labeled by #15 in Table 15 .1. We observe that the multiplicity of a diagram of a two-point function obeys a formula similar to (15.9):
In the numerator, the 4! p p! permutations of the 4p legs of the p vertices are multiplied by a factor 2! for the permutations of the E = 2 end points of the two-point function. The number N in the denominator counts the identical permutations of both the p vertices and the two end points.
Performing a differentiation of the two-point function (15.14) with respect to the inverse propagator G −1 yields
where G 1234 denotes the fully interacting four-point function
The term G 12 G 34 in (15.19) subtracts a certain set of disconnected diagrams from G 1234 . By subtracting all disconnected diagrams from G 1234 , we obtain the connected four-point function
The first term contains all diagrams obtained by cutting a line in the diagrams of the two-point-function G 12 . The second and third terms remove from these the disconnected diagrams. In this way we obtain the perturbative expansion
(15.23) with coefficients
23 .
(15.24)
They are listed diagrammatically in Table 15 .3 on page 1045 up to three loops. As before in Table 15 .2 on page 1044 , the multiple numbering in 27) where N counts the number of permutations of vertices and external lines which leave the diagram unchanged.
Removing Lines
Let us now study the graphical effect of functional derivatives with respect to the free propagator G. Differentiating a line with respect to the free correlation function removes the line and leaves, in a symmetrized way, the spatial indices of the free correlation function on the vertices to which the line was connected.
The effect of this derivative is illustrated by displaying the diagrammatic effect of the operatorL
ApplyingL to a connected vacuum diagram in W (p) , the functional derivative δ/δG 12 removes successively each of its 2p lines. Subsequently, the removed lines are again reinserted, so that the connected vacuum diagrams W (p) are eigenfunctions ofL, whose eigenvalues 2p count the lines of the diagrams:
As an example, take the explicit first-order expression for the vacuum diagrams, i.e.
and apply the basic rule (15.28), leading to the desired eigenvalue 2.
Perturbation Theory for Vacuum Energy
For the calculation of the vacuum energy we use functional derivatives with respect to the inverse propagator G −1 in the energy functional (15.1) rather than with respect to the current j. This allows us to substitute the previous expression (14.53) for the partition function by
where the zeroth order of the negative free energy has the diagrammatic representation
Expanding again the exponential in a power series, we obtain
(15.36)
Thus we need only half as many functional derivatives as in the expansion derived with the help of the currents j. Taking into account (15.10), (15.11), and (14.23), we obtain
such that the partition function Z becomes
This has the diagrammatic representation
All diagrams in this expansion follow directly by successively cutting lines of the basic one-loop vacuum diagram (15.35) according to (15.36). By going to the logarithm of the partition function Z[0], we find a diagrammatic expansion for the negative free energy W [0]
which turns out to contain precisely all connected diagrams in (15.39) with the same multiplicities. In the next section we show that this diagrammatic expansion for the negative free energy can be derived more efficiently by solving a differential equation.
Functional Differential Equation for Free Energy in Scalar Theory
Regarding the partition function Z[0] as a functional of the inverse propagator G −1 , we derive a functional differential equation for Z[0]. We start out with the trivial identity
which follows via functional integration by parts from the vanishing of the exponential at infinite fields. Taking into account the explicit form of the energy functional (15.1), we perform the functional derivative with respect to the field and obtain
Applying the substitution rule (15.13), this equation can be expressed in terms of the partition function (15.4) and its derivatives with respect to the inverse propagator G −1 : 
Recursion Relation and Graphical Solution in Scalar Theory
We now convert the functional differential equation (15.51) into a recursion relation by expanding W (int) into a power series in G: 
This is iterated starting from
The right-hand side of (15.54) contains three different graphical operations. The first two are linear and involve one or two line amputations of the previous perturbative order. The third operation is nonlinear and mixes two different one-line amputations of lower orders.
An alternative way of formulating the above recursion relation may be based on the graphical rules:
δG 12 δG 34 = p With these, the recursion relation (15.54) takes the form
To demonstrate the application of (15.54), we calculate the connected vacuum diagrams up to five loops. Applying the linear operations to (15.53), we obtain immediately (p) and 2p(2p − 1)M (p) diagrams with 2p − 1 and 2p − 2 lines, respectively. Considering only the total multiplicities, the graphical recursion relations (15.54) reduce to the form derived before [7] :
These are solved starting with the initial value
leading to the total multiplicities 
Scalar Yukawa-like Theory
For the sake of generality, let us also study the situation where the quartic interaction of the φ 4 -theory is generated by a scalar field A from a Yukawa-like φ 2 A-interaction. The associated energy functional
decomposes into the free part
and the interaction
Indeed, as the field A appears only quadratically in (15.66), the functional integral for the partition function
(15.69)
can be exactly evaluated with respect to the field A, yielding
(15.70) with the effective energy functional
Apart from a trivial shift due to the negative free energy of the field A, the effective energy functional (15.71) coincides with the earlier one of a φ 4 -theory in (15.1), except that the quartic δ-function interaction is replaced by the finite-range Yukawa interaction 
Perturbation Theory for the Yukawa-like Theory
Expanding the exponential in the partition function (15.69) in powers of the coupling constant g, the resulting perturbation series reads 
Functional Differential Equation for the Free Energy in the Yukawa-like Theory
The derivation of a functional differential equation for the negative free energy W requires the combination of two independent steps. Consider first the identity 
Recursion Relation and Graphical Solution in the Yukawa-like Theory
The functional differential equation (15.87) is now solved by the power series 
Continuing the solution of the graphical recursion relations (15.54) and (15.90) to higher loops becomes an arduous task. We therefore automatize the procedure by computer algebra. Here we restrict ourselves to the φ 4 -theory because of its relevance for critical phenomena.
Matrix Representation of Diagrams
To implement the procedure on a computer we must represent Feynman diagrams in the φ 4 -theory by algebraic symbols. For this purpose, matrices were defined in Ref. [8] . Let p be the number of vertices of a given diagram and label them with indices from 1 to p. Set up a matrix M whose elements M ij (0 ≤ i, j ≤ p) specify the number of lines joining the vertices i and j. The diagonal elements M ii (i > 0) count the number of self-connections of the ith vertex. External lines of a diagram are labeled as if they were connected to a single additional dummy vertex with index 0. A matrix element M 00 is set to zero, as a convention. The off-diagonal elements lie in the interval 0 ≤ M ij ≤ 4, while the diagonal elements for i > 0 are restricted by 0 ≤ M ii ≤ 2. We observe that the sum of the matrix elements M ij in each row or column equals 4, where the diagonal elements count twice,
(15.95)
The matrix M is symmetric and is thus specified by (p+1)(p+2)/2−1 elements. Each matrix characterizes a unique diagram and determines its multiplicity via formula (15.27). From the matrix M we directly read off the number of self-, double-, triple-, and fourfold connections S, D, T, F and the number of external legs E = p i=1 M 0i . It also permits us to calculate the number N of identical vertex permutations. For this we observe that the matrix M is not unique, since so far the vertex numbering is arbitrary. In fact, N is the number of permutations of vertices and external lines which leave the matrix M unchanged [compare to the statement after (15.27)]. If n M denotes the number of different matrices representing the same diagram, the number N is given by
The matrix elements M 0i count the number of external legs connected to the ith vertex. Inserting Eq. (15.96) into the formula (15.27) for E = 0, we obtain the multiplicity of the diagram represented by M. This may be used to cross-check the multiplicities obtained before when solving the recursion relation (15.54).
As an example, consider the following diagram of the four-point function with p = 3 vertices:
.
(15.97)
This diagram can be represented by altogether n M = 3 different matrices, depending on the labeling of the top vertex with two external legs by 1, 2, or 3: 0 1 2 3 0 0 2 1 1 1 2 0 1 1 2 1 1 0 2 3 1 1 2 0 0 1 2 3 0 0 1 2 1 1 1 0 1 2 2 2 1 0 1 3 1 2 1 0 0 1 2 3 0 0 1 1 2 1 1 0 2 1 2 1 2 0 1 3 2 1 1 The matrix M contains of course all information on the topological properties of a diagram. For this we define the submatrixM by removing the zeroth row and column from M. This allows us to recognize the connectedness of a diagram: A diagram is disconnected if there is a vertex numbering for whichM is a block matrix. Furthermore, it is a cutvertex, e.g., it is vertex which links two otherwise disconnected parts of its diagram, if the matrixM has an almost block-form. In such a form the blocks overlap only on some diagonal elementM ii , i.e., the matrix M will acquire a block form if the ith row and column are removed. Similarly, the matrixM allows us to recognize a one-particle-reducible diagram, which falls into two pieces by cutting a certain line. Removing a line amounts to reducing the associated matrix elements in the submatrixM by one unit. If the resulting matrix M has a block form, the diagram is one-particle-reducible.
So far, the vertex numbering has been arbitrary, making the matrix representation of a diagram non-unique. To achieve uniqueness, we proceed as follows. With each matrix, we associate a number whose digits are composed of the matrix elements M ij (0 ≤ j ≤ i ≤ p), i.e. we form the number with the (p + 1)(p + 2)/2 − 1 elements
(15.99)
The smallest of these numbers is chosen to represent the diagram in a unique way. For instance, the three matrices (15.98) carry the numbers 201101120 , 102101210 , 101202110 , (15.100) the smallest one being the last. Thus we uniquely represent the diagram (15.97) by this number.
Practical Generation
We are now prepared for the computer generation of Feynman diagrams. First the vacuum diagrams are generated from the recursion relation (15.54). From these the diagrams of the connected two-and four-point functions are obtained by cutting or removing lines. A MATHEMATICA program performs this task. The resulting unique matrix representations of the diagrams up to the order p = 4 are listed in Tables 15.6 and 15.7 on the pages 1049 and 1050. Higher-order results up to p = 6, containing all diagrams which are relevant for the five-loop renormalization of the φ 4 -theory in d = 4 − ǫ dimensions, are published in Ref. [3] , with the associated computer programs on the www [35].
Connected Vacuum Diagrams
The computer solution of the recursion relation (15.54) necessitates to keep an exact record of the labeling of external legs of intermediate diagrams which arise from differentiating a vacuum diagram with respect to a line once or twice. To this end we have to extend our previous matrix representation of diagrams where the external legs are labeled as if they were connected to a simple additional vertex with number 0. For each matrix representing a diagram we define an associated vector which contains the labels of the external legs connected to each vertex. This vector has the length of the dimension of the matrix and will be prepended to the matrix. By doing so, it is understood that the rows and columns of the matrix are labeled from 0 to the number of vertices as explained in Section 15.10, so that we may omit these labels from now on. Consider, as an example, once more the diagram (15.97) of the four-point function with p = 3 vertices, where the spatial indices 1, 2, 3, 4 are assigned in a particular order:
(15.101)
In our extended matrix notation, such a diagram can be represented in total by six matrices:
In the calculation of the vacuum diagrams from the recursion relation (15.54) that starts out with the two-loop diagram (15.55), we have to represent three different elementary operations in our extended matrix notation:
1. We must perform one or two derivatives on a vacuum diagram with respect to a line. For example, we apply this operation to the vacuum diagram #2 in Table 15 .1 δ This operation has the matrix representation The first and fourth matrix as well as the second and third matrix represent the same diagram in (15.104), as can be seen by permutating rows and columns of either matrix.
2. We must combine two or three diagrams to one. This is done by creating a block matrix of internal lines from the submatrices that represent the internal lines of the original diagrams. Then the zeroth row or column is added to represent the respective original external spatial arguments. Let us illustrate the combination of two diagrams by the example Observe that the ordering of the submatrices in the block matrix is arbitrary at this point. We merely must make sure to distribute correctly the spatial labels of the external legs.
3. When connecting external legs with the same label we must create an internal line. This is achieved in our extended matrix notation by eliminating the spatial labels of external legs which appear twice, and by performing an appropriate entry in the matrix for the additional line. Thus we obtain from (15.105) As we reobtain at this stage connected vacuum diagrams with no external legs to be labeled, we may omit the prepended vector.
The selection of a unique matrix representation for the resulting vacuum diagrams obtained at each stage of the recursion relation proceeds as explained in detail in Section 15.10. By comparing these with each other we find out which of the vacuum diagrams are topologically identical. From this we determine their individual multiplicities.
In a similar way, the recursion relation (15.54) is solved by a MATHEMATICA program up to the order p = 6. The results are shown in Having found all connected vacuum diagrams, we derive from these the diagrams of the connected two-and four-point functions by using the relations (15.17) and (15.24). In our matrix representation, cutting a line is essentially identical to removing a line, except that we now interpret the labels which represent the external spatial labels as sitting on the end of lines. Since we are not going to distinguish between trivially "crossed" graphs which are related by exchanging external labels in our computer implementation, we no longer need to carry around external spatial labels. Thus we omit the additional vector prepended to the matrix which represents a subdiagram in the generation of vacuum diagrams. As an example, consider cutting a line in diagram #3 in Table 15 .1 Here the plus signs and multiplication by 2 have a set-theoretical meaning and are not to be understood as matrix algebra operations. The last two matrices represent, incidentally, the same graph in (15.110) as can be seen by exchanging the last two rows and columns of either matrix.
To create the connected four-point function, we also have to consider second derivatives of vacuum diagrams with respect to G −1 . If an external line is cut, an additional external line will be created which is not connected to any vertex. It can be interpreted as a self-connection of the zeroth vertex which collects the external lines. This may be accommodated in the matrix notation by letting the matrix element M 00 count the number of lines not connected to any vertex. (15.113) The first two matrices represent the same diagram as can be seen from Eq. (15.112). The last two matrices in Eq. (15.113) correspond to disconnected diagrams: the first because of the absence of a connection between the two vertices, the second because of the disconnected line represented by the entry M 00 = 1. In the full expression for the two loop contribution G c, (2) 1234 to the four-point function in Eq. (15.24) all disconnected diagrams arising from cutting a line in G (2) 12 are canceled by diagrams resulting from the sum. Therefore we may omit the sum, take only the first term and discard all disconnected graphs it creates. This is particularly useful for treating low orders by hand. If we include the sum, we use the prescription of combining two diagrams into one as described above in Subsection 15.11.1 (paragraph 2), except that we now omit the extra vector with the labels of spatial arguments. Again, the sum serves only to subtract disconnected diagrams which are created by the first term, so we may choose to discard both in the first term. Now the problem of generating diagrams is reduced to the generation of vacuum diagrams and subsequently taking functional derivatives with respect to G 12 . An advantage of this approach is that external lines do not appear at intermediate steps. So when one uses the cancellation of disconnected terms as a cross check, there are less operations to be performed than with cutting. At the end one just interprets external labels as sitting on external lines. Since all necessary operations on matrices have already been introduced, we omit examples here and just note that we can again omit external labels if we are not distinguishing between trivially "crossed" graphs.
The generation of diagrams of the connected two-and four-point functions has been implemented in both possible ways. Cutting or removing one or two lines in the connected vacuum diagrams up to the order p = 6 leads to the following numbers n 
Appendix 15A Tables
In this appendix we list various diagrams whose calculation is necessary finding the perturbation expansions of various Green functions. Table 15 .3. The matrix elements M ij represent the numbers of lines connecting two vertices i and j, omitting M i0 = 0 for simplicity. The running numbers of the vertices are listed on top of each column in the first two rows. The further columns contain the vector (S, D, T ; N ) characterizing the topology of the diagram, the multiplicity M and the weight W = M/(4!) p p!.
