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Abstract
Fluorescence correlation spectroscopy (FCS) is a powerful technique to investigate molecular 
dynamics with single molecule sensitivity. In particular, in the life sciences it has found 
widespread application using fluorescent proteins as molecularly specific labels. However, FCS 
data analysis and interpretation using fluorescent proteins remains challenging due to typically 
low signal-to-noise ratio of FCS data and correlated noise in autocorrelated data sets. As a result, 
naive fitting procedures that ignore these important issues typically provide similarly good fits for 
multiple competing models without clear distinction of which model is preferred given the signal-
to-noise ratio present in the data. Recently, we introduced a Bayesian model selection procedure to 
overcome this issue with FCS data analysis. The method accounts for the highly correlated noise 
that is present in FCS data sets and additionally penalizes model complexity to prevent over 
interpretation of FCS data. Here, we apply this procedure to evaluate FCS data from fluorescent 
proteins assayed in vitro and in vivo. Consistent with previous work, we demonstrate that model 
selection is strongly dependent on the signal-to-noise ratio of the measurement, namely, excitation 
intensity and measurement time, and is sensitive to saturation artifacts. Under fixed, low intensity 
excitation conditions, physical transport models can unambiguously be identified. However, at 
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excitation intensities that are considered moderate in many studies, unwanted artifacts are 
introduced that result in nonphysical models to be preferred. We also determined the appropriate 
fitting models of a GFP tagged secreted signaling protein, Wnt3, in live zebrafish embryos, which 
is necessary for the investigation of Wnt3 expression and secretion in development. Bayes model 
selection therefore provides a robust procedure to determine appropriate transport and 
photophysical models for fluorescent proteins when appropriate models are provided, to help 
detect and eliminate experimental artifacts in solution, cells, and in living organisms.
Abstract
Fluorescence correlation spectroscopy (FCS) is a technique to measure molecular dynamics 
at the single molecule level. The use of fluorescent proteins has broadened its application to 
diverse basic questions in the life sciences.1–3 In FCS, physical properties of the process of 
interest are quantitatively inferred by fitting models to experimental data. Therefore, data 
interpretation relies on proper model selection. This is not a problem when dealing with 
known simple processes, such as diffusion of organic dyes in solution. However, the case 
becomes more complex for measurements in living systems for several reasons. First, the 
signal-to-noise ratio in live cell and in vivo measurements is usually not as good as in 
solution due to the increased background noise caused by autofluorescence and tissue 
scattering. In addition, the experimental conditions are restricted to low excitation intensity 
and short acquisition time due to photobleaching and optical saturation.4,5 Moreover, 
biological heterogeneity, including localization in different organelles and cellular chemical 
environments, cell movement, and different protein expression levels from cell to cell, 
renders the selection of the best model, which is defined according to Occam’s razor or the 
principle of parsimony as the simplest model that describes the data, challenging.6,7 
Objective, reproducible, and robust analysis of FCS data is becoming increasingly important 
due to the advent of high sensitivity camera-based detectors and advanced imaging 
modalities including single-plane illumination microscopy (SPIM) and total internal 
reflection fluorescence microscopy (TIRFM) that are now broadly accessible to diverse 
biological laboratories and researchers.8–11 While fluorescent proteins are by far the 
preferred labels in the life sciences, their photophysical properties further amplify this 
difficulty. Application of fluorescent proteins in FCS has a range of advantages, including 
ease of genetic labeling, controlled stoichiometry and, when working with transgenic cells 
and organisms, the ability to label intrinsically without the need to repeat labeling. However, 
fluorescent proteins also have a range of disadvantages.12–14 First, their brightness is 
typically lower compared to organic dyes,12 leading to lower signal-to-noise ratios. Second, 
they are less photostable, leading to faster bleaching and shorter measurement times. Finally, 
their photophysics are typically more complicated than that of organic dyes,15,16 rendering 
the selection of appropriate best-fitting models difficult. Thus, appropriate models 
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describing the fluorescent protein autocorrelation function are essential for correct 
interpretation of biological FCS data.
It is not uncommon for a researcher to compare several models to determine the best 
representative one when using fluorescent proteins.17,18 For instance, it has been reported 
that both anomalous diffusion and two-species diffusion in two dimensions could be used to 
describe DiI-C12 diffusion in the plasma membrane.19 These results led to two different 
explanations for the underlying process. The same phenomenon was also observed in 
monitoring EGFP and EGFP-tagged proteins in nuclei.20 In the bacterium Escherichia coli, 
several diffusion models including an exchange model between a diffusing and an immobile 
state have been evaluated to characterize Min-protein dynamics.21 In Drosophila embryos, 
to determine the morphogen Bcd mobility in nuclei, different diffusion models including 
both simple and anomalous diffusion with different assumptions about EGFP photophysics 
were examined.22 However, only the simplest one species model was shown not to be able 
to adequately fit the data, the others giving equally good fits. Finally, the authors used the 
average value of diffusion times extracted from several possible models to estimate protein 
mobility. Comparing possible models one by one for each measurement is tedious and time-
consuming. More importantly, different models may lead to different interpretations of the 
underlying processes. Therefore, it is of great interest to have an objective and unbiased 
approach to FCS model evaluation.
FCS data analysis and interpretation is most commonly achieved using least-squares fitting 
of a set of possible predetermined models. Model selection is then based on reduced χ2 
values obtained by each model.21,23 Improved model selection can be achieved by 
maximum likelihood estimation (MLE).24–26 However, this tends to overfit the data.27–29 
The recently proposed Bayesian approach to FCS data analysis provides a novel way to 
analyze and interpret FCS data using objective model selection.30,31 Recently this was 
applied in data analysis of fluorescence based techniques, such as single-particle 
tracking,32,33 super-resolution imaging,34 single-molecule fluorescence resonance energy 
transfer (FRET),35 and imaging total internal reflection FCS (ITIR-FCS).11 In FCS data 
analysis, the Bayesian model selection procedure appropriately penalizes model complexity 
and prevents overfitting. Moreover, the highly correlated noise embedded in autocorrelation 
data is also estimated and taken into consideration during the model selection process. This 
approach has been demonstrated to be able to resolve the triplet state of Fluorescein at 
appropriate excitation intensity and two diffusing components in mixtures of Atto565 and 
Atto565-labeled streptavidin with distinct ratios.31
In this article, we focus on the first hurdle in model selection, namely, the determination of 
the appropriate models for fluorescence proteins in different in vitro and in vivo 
environments. We first used three organic dyes, Atto488, Fluorescein and Rhodamine 6G, to 
examine the performance of the Bayesian approach to model selection under diverse 
biologically relevant experimental conditions. We found that model selection was excitation 
intensity dependent. We then applied the same methodology to determine the appropriate 
models for widely used fluorescent proteins, namely, EGFP, EYFP, and mCherry in buffer 
solution and in the CHO-K1 (Chinese hamster ovary) cell cytoplasm and nucleus under 
different experimental conditions. We show that one-component diffusion is sufficient to 
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describe the autocorrelation functions (ACFs) under low excitation intensity and one-
component diffusion with a triplet state under moderate excitation intensity. Moreover, we 
also analyzed fitting models for a fluorescent protein labeled plasma membrane targeting 
sequence (PMT-EGFP) in live cells and found that the two-component diffusion (with a 
triplet under moderate excitation intensity) represents the best fitting model. Finally, we 
applied this approach to the model determination for EGFP labeled Wnt3, a signaling 
protein, measured in live zebrafish embryos. Comparison with membrane-bound or secreted 
control proteins demonstrated that Wnt3 is detected not only in the cytoplasm or on the cell 
membrane but also as extracellular secreted complexes.
MATERIALS AND METHODS
Details of the Materials and Methods are provided in the Supporting Information. Data 
analysis was performed as described here briefly.
The normalized autocorrelation function (ACF) can be written as
(1)
where F(t) is the fluorescence intensity at time t; 〈〉 denotes the time average, and τ is the lag 
time.
The ACF for a photon-count trace from photon arrival times (PAT) is calculated by the 
photon-count products:
(2)
with
(3)
where Δτi is sampling time or channel width; Taq is acquisition time; nm is the photon count 
at mΔτi, δnm = (nm − n̄0) and δnm+k = (nm+k − n̄k); M = (Taq/Δτi − k), is the number of 
possible products δnmδnm+k.
Noise and noise covariance matrices in ACFs are estimated from the intensity trace using 
the blocking procedure.31 For each ACF, the minimal averaging time, beyond which the 
transformed samples of the photon-count products are no longer correlated, is determined. 
Then, the transformed samples can be calculated and used for the sample covariance matrix 
calculation. Model probabilities and parameter estimates are calculated using the Bayesian 
inference procedure described previously (Figure 1).30,31 For each condition, at least 12 
PAT traces were recorded and the data were presented as the average calculated model 
probabilities with standard error of the mean (SEM).
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RESULTS AND DISCUSSION
Model Selection Is Excitation Intensity Sensitive
We used organic dyes, Atto488, Fluorescein, and Rhodamine 6G, to validate the model 
selection approach under various experimental conditions. The data quality or the signal-to-
noise depends both on the fluorophore brightness and on the acquisition time.36 The 
brightness (η, Supporting Information sections S1 and S7) is measured in counts per particle 
per second (cps) and can be increased within a certain range by increasing the excitation 
intensity. Therefore, the effect of excitation intensity and acquisition time on model 
selection was examined.
The signal-to-noise ratio of the ACFs increased with excitation intensity as expected (Figure 
2, Supporting Information Figure S1). With increasing excitation intensity, the brightness 
increased linearly at low excitation intensity (below 8 kW/cm2) for organic dyes (Supporting 
Information Figure S2A). At higher intensities, the rate of increase slowed down as 
saturation levels were reached, where the detection volume is no longer the assumed 3D 
Gaussian intensity profile but the profile is distorted and flattened in the center.37,38 This 
results in a larger observation volume and thus an over-estimated number of particles, 
increased background, and decreased brightness, as well as a larger apparent diffusion time 
extracted from fitting (Supporting Information Figure S5A). The saturation level of a 
particular fluorophore depends on its photophysical properties, including its absorption 
cross-section, lifetime, and propensity to transit to long-lived transient states, e.g., triplets or 
conformational isomers.38–41 The effect of the triplet state build-up can be clearly seen in 
the case of Fluorescein, whose brightness first plateaus and then drops with increasing triplet 
state population (Figure 2A and Supporting Information Figure S2A).
We evaluated the following models, which all assumed 3-dimensional (3D) diffusion: one-
component diffusion (1p, eq S1 in the Supporting Information), two-component diffusion 
(2p, eq S5 in the Supporting Information), one-component diffusion with a triplet state 
(1p1t, eq S7 in the Supporting Information), two-component diffusion with a triplet state 
(2p1t, eq S10 in the Supporting Information), and one-component diffusion with two triplet 
states (1p2t, eq S12 in the Supporting Information). Model probabilities and selection are 
shown in the Supporting Information Figure S3. Under low excitation intensity, below 4 
kW/cm2, the 1p model is preferred in all cases. The fluorophore has a low triplet fraction at 
this low excitation intensity and the signal-to-noise ratio is not sufficiently high to allow the 
distinction of a triplet state in the microsecond range of the ACF. As the excitation intensity 
increases, the model preference transitions from 1p to 1p1t. This trend is the same for all 
three tested dyes. However, from 15 kW/cm2, the preferred model starts to show a 
competition between 1p1t and 2p for Atto488 and Rhodamine 6G, whereas 1p1t stays 
dominant for Fluorescein. However, the 2p model is unphysical as the “fast” moving 
component shows a diffusion time faster than the triplet state of the 1p1t model and the 
“slow” moving component has a diffusion time longer than that in 1p1t (Supporting 
Information Figure S5A,B). In addition, the fraction of the fast diffusion coefficient 
develops parallel to the triplet fraction in the 1p1t model and increases with excitation 
intensity, a direct indication that the 2p model is incorrect (Supporting Information Figure 
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S5C). The reason for this is that the underlying model is no longer valid under saturation 
conditions, even at moderate excitation intensities of 17 kW/cm2 for Atto488 and 
Rhodamine 6G. These model selection results are consistent with previous findings that 
models including 2p and one-component anomalous diffusion are better descriptions with 
improved residuals.37 However, in the case of Fluorescein, where the triplet fraction reaches 
more than 40% under low excitation intensity, the selection process is successful for almost 
the entire excitation range examined (Supporting Information Figures S3B and S5C). In this 
case the triplet state is sufficiently large and can be easily distinguished, while for Atto488 
and Rhodamine 6G the much lower triplet fraction at the given signal-to-noise ratio cannot 
be clearly distinguished from the functional form of a diffusing component. In agreement 
with this hypothesis, at intensities above 42 kW/cm2 and a triplet fraction of more than 25%, 
the model preference of Atto488 returns to the 1p1t model. The same phenomenon was also 
observed for Rhodamine 6G (Supporting Information Figure S3C). The results are 
consistent with the reported Rhodamine 6G excitation saturation from 60 µW in one-photon 
FCS.38
Next, we evaluated whether acquisition time will influence the fitting and model selection 
process. Exciting samples with higher intensity to improve the signal-to-noise ratio is not 
always possible, especially for fluorophores sensitive to saturation and photobleaching. In 
such cases, increasing the acquisition time will be the better option. On the other hand, short 
acquisition times may be necessary for highly dynamic systems. Hence, data with 
acquisition times of 10, 20, 40, 80, and 120 s under both low excitation intensity of 2 
kW/cm2 and high excitation intensity of 25 kW/cm2 (where the competition between 1p1t 
and 2p occurs) were analyzed (Supporting Information section S2). Under low excitation 
intensity, increasing acquisition time barely changes the model selection (Supporting 
Information Figure S6, circles on solid line), but it improves data quality by increasing the 
signal-to-noise ratio and thus reduces errors of extracted parameters (Supporting 
Information Figure S9). Under high excitation intensity, which potentially saturates the 
sample, longer measurement times increase the signal-to-noise ratio but lead also to 
increased probabilities for the incorrect 2p model as expected (Supporting Information 
Figure S6, squares on dashed line).
Fluorescent Proteins in Vitro
We then applied this approach to fluorescent proteins in phosphate-buffered saline (PBS) 
buffer solution. Similar to organic dyes, the signal-to-noise ratio increases for ACFs as the 
excitation intensity increases (Figure 2B) and the brightness showed a linear increase up to 
an intensity of 4 kW/cm2 (Supporting Information Figure S2B), where the order of 
fluorophores in descending brightness is EYFP, EGFP, and mCherry. The evaluated models 
were the same as for organic dyes. A similar preference is observed but with the 2p model 
preferred already at lower excitation intensities than for the organic dyes (Figure 3B). The 
2p selection was dominant at 4 kW/cm2 for EYFP and 8 kW/cm2 for EGFP indicating a 
lower threshold for saturation compared to the organic dyes. For mCherry, the situation is 
different and the 2p model is only selected from 25 kW/cm2 upward. Similar to Fluorescein, 
the 1p1t dominance for a large range of the excitation intensity is due to its large fraction of 
dark state(s) (Supporting Information Figures S4C and S5F). A high fraction of the 
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monomeric red fluorescent protein (mRFP1) has been shown to reside in dark states.42,43 
Even though mCherry shows better photostability, maturation, and tolerance for tagging 
compared to mRFP1,12,44 it is still reported to reside with about 20–40% probability in a 
dark state in one photon FCS14 and with above 70% probability in a less bright state in two 
photon FCS.45 For all three fluorescent proteins, there exists a fast photophysical process 
whose relaxation time decreased with increasing excitation intensity and whose fraction 
remained constant (Supporting Information Figure S5E,F). Therefore, this process is likely 
to be photoinduced isomerization, in which the isomerization frequency is increased with 
photon flux.15,46 This blinking process due to isomerization is described by the same 
equation describing triplet state dynamics in the ACF. Furthermore, note that for the 
fluorescent proteins the apparent diffusion time decreases with increasing excitation 
intensity (Supporting Information Figure S5D). This is due to photobleaching as the 
destruction of the fluorophore reduces the time the molecule is detected and thus apparently 
reduces the residence time of the molecule in the observation volume. Similar to organic 
dyes, the parameter values of 2p are similar to the 1p1t (Supporting Information Figure 
S5D–F), with the “fast moving” component corresponding to the isomerization relaxation 
time and its fraction to the isomerization fraction.
It has been reported that there are multiple blinking processes for EGFP and its variant 
EYFP.15,47,48 However, here 1p1t is sufficient to describe the ACFs, and 1p2t was never 
preferred within the range of tested excitation intensities. One possible reason is that the 
excitation intensity is in the lower range compared to the reported study, in which the 
excitation intensity was beyond 25 kW/cm2.15 Since the final goal of this study is to 
determine the appropriate fitting model for the application of fluorescent proteins in 
biological studies, the excitation intensity is kept below 25 kW/cm2. Under the lowest tested 
excitation intensity, 1p is enough to describe the ACFs for all three fluorescent proteins. 
Different acquisition times for the fluorescent proteins yielded similar observation as for the 
organic dyes (Supporting Information Figure S7). The only exception was mCherry under 
25 kW/cm2 excitation. In this case, since the 2p model was never preferred, the longer 
acquisition time helped increase the signal-to-noise ratio and thus distinguished the triplet 
and picked the 1p1t over the 1p model.
Fluorescent Proteins in Vivo
With the above knowledge, we applied the analysis to fluorescent proteins in CHO cells. 
Data analysis in cells is generally more difficult and ambiguous due to the heterogeneity of 
the environment, autofluorescence, and higher background. Furthermore, limitations on 
experimental conditions, such as low excitation intensity and short acquisition time, render 
data analysis more challenging. In cells, the brightness of fluorescent proteins is lower and 
their ACFs are therefore noisier than when measured in solution (Supporting Information 
Figures S1 and S2) because of increased background and autofluorescence. Some studies 
showed different mobility of EGFP in cytoplasm and nucleus,20 whereas other studies 
showed very close values at different cellular compartments.49 Therefore, we performed 
measurements both in the cytoplasm and the nucleus. However, we found that the chosen 
area had no influence on our model selection (data not shown). The extracted diffusion times 
of proteins in the cytoplasm and nucleus were similar (Supporting Information Table S9). 
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Hence, only results from the cytoplasm measurements are shown (Supporting Information 
Figure S4C–F).
The evaluated models were the same as for measurements in solution. We found that under 
low excitation intensity the 1p model was sufficient to describe the ACFs of EGFP and 
mCherry and the 1p1t model was preferred for EYFP (Supporting Information Figure S4F). 
Similar to measurements in solution, increasing excitation intensity induces a preference 
shift to the 2p model. The 2p model in cells is still the same as in solution, that is, an 
imitation of the 1p1t (Supporting Information Figure S5G–I). Because of the environmental 
change, the triplet fraction of EYFP increased and thus changed its preference from the 2p 
model to 1p1t. This is in agreement with the Fluorescein results, in which the 1p1t model 
remained dominant under high excitation intensity due to its high triplet fraction.
In cells, the acquisition time cannot be as long as in solution due to photobleaching and 
phototoxicity, particularly at high laser excitation intensities due to the finite and relatively 
small cellular volume. Therefore, data with acquisition times of 5, 10, and 20 s under both 
low and high excitation intensities were analyzed (Supporting Information Figure S8). The 
acquisition time barely changed the model selection for EYFP and mCherry at both 
excitation intensities. Unlike in solution, even 20 s changed the EGFP model to the 
implausible 2p model at 2 kW/cm2. Thus, it appears that 8 kW/cm2 is a too high intensity 
for fluorescent proteins in CHO cells, since the 2p model dominates even with the shortest 
acquisition time.
These experiments were performed at room temperature (r.t.), but many experiments with 
mammalian cells are performed at 37 °C. Hence, model selection was also examined at this 
temperature. We evaluated organic dyes and fluorescent proteins in solution as well as 
fluorescent proteins in CHO cells. Our results show that the experimental temperature at 37 
°C did not influence the model selection (data not shown), although inferred parameters 
changed somewhat because diffusivity is temperature dependent. The anomalous diffusion 
model is basically a replacement for the 1p1t model but cannot be distinguished from it and 
thus was not considered further (details in Supporting Information section S3).
Model Selection for Membrane Measurements
In addition to FCS measurements in the cytoplasm, measurements were also performed on 
diffusing protein species residing on the membrane. To achieve this goal, a plasmid 
encoding EGFP fused to a plasma membrane targeting (PMT) sequence was used50,51 and 
transfected in CHO cells (Figure 4A). Evaluated models were 2-dimensional (2D) 1p, 1p1t, 
2p, 2p1t, 1p2t (eqs S4, S9, S6, S11, S13 in the Supporting Information). We expected 1p1t 
to be the preferred model at moderate excitation intensities for the membrane-bound protein, 
as in the solution measurements of EGFP. However, the preferred models were two-
component models: 2p at low to moderate excitation intensities and 2p1t at high excitation 
intensities. Comparison with one-component models including a triplet/isomerization 
process required the knowledge of their characteristic lifetimes. We therefore determined the 
isomerization relaxation time, τiso, from cytoplasmic EGFP measurements with a value of 
20 µs at 4 kW/cm2 to 8 kW/cm2. After fixing this value for the PMT-EGFP measurements, 
the other models could be compared. However, more than 80% of ACFs cannot be well 
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explained by the 1p1t, 2p1t, and 1p2t models, because model parameters (diffusion time, 
triplet time, and fraction) were unreasonable, with diffusion times exceeding 1 s and triplet 
times being smaller than 0.1 ns.
Model probabilities are plotted in Figure 4A with model parameters shown in the Supporting 
Information section S4. For a single nonfunctional protein, one would expect a one-
component model (1p, 1p1t, 1p2t) to be selected. However, results show a preference for the 
2p model, with a transition to the 2p1t model as the excitation intensity increases. The 
dominant component is the slow moving component with a diffusion time around 25 ms, 
typical for a membrane protein, with a fraction that is approximately 60%. The other 
component diffuses considerably faster with a diffusion time on the same order as free 
EGFP measured in the cytoplasm, which was 350–500 µs (corresponding to 8 to 2 kW/cm2, 
respectively). As the excitation intensity increases, the apparent diffusion times of the two 
components decrease due to photobleaching. This is in accordance with the observation of 
EGFP measured in the cytoplasm. To further test whether the fast component is a data 
analysis artifact, a series of measurements based on pinhole size was performed (Supporting 
Information Figure S10F). As the pinhole size increases, the observation volume increases. 
Therefore, it will take a longer time for a fluorophore to pass through the volume resulting in 
a longer diffusion time. Both the fast and slow moving components showed a pinhole-
dependent change, consistent with a diffusive origin of both components. The fast 
component could be a result of movement toward the membrane due to transport from the 
endoplasmic reticulum (ER) to the membrane and in the opposite direction due to dynamic 
internalization or recycling of the membrane.52,53 When overexpressed, PMT-EGFP is 
accumulated in the cytoplasm (Supporting Information Figure S10B). FCS was then 
performed in the cytoplasm under 4 kW/cm2 excitation (cross in Figure S10B in the 
Supporting Information). The data are normalized and plotted together with membrane 
measurements in Figure 4B, and the extracted fitting parameters are listed in Table S2 in the 
Supporting Information. The diffusion time of PMT-EGFP in the cytoplasm is close to that 
of free cytosolic EGFP, i.e., 480 µs at 4 kW/cm2, and similar to the fast component of Wnt3-
EGFP detected in the membrane measurements (see next section). This supports the 
hypothesis that for membrane measurements the 2p model is most suitable.
Model Selection for Measurements in Zebrafish
In view of the robustness of the Bayesian model selection approach, this methodology was 
employed to evaluate transport models for EGFP labeled proteins measured in live zebrafish 
embryos. Zebrafish Wnt3 is a lipid modified signaling protein and is essential for neural 
development and cell proliferation.54,55 Wnt3-EGFP has been shown to be functional 
(unpublished work). FCS analysis of its transport in its native in vivo environment requires 
determination of the appropriate model.
The construction of the EGFP-labeled proteins is detailed in Supporting Information section 
S8. Briefly, because of the lipid modification of the membrane localization domain of Wnt3, 
Wnt3EGFP locates on the membrane and some of it is secreted. LynEGFP, used as a 
negative control, is a membrane-marker protein. Similar to PMT-EGFP, it is on the 
membrane due to the membrane localization domain of the Lyn protein.56 EGFPF2, EGFP 
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expressed under control of the Wnt3-promoter, is present in the cytoplasm and thus used to 
quantify the intracellular protein mobility. The extracellular protein mobility is represented 
by the secreted EGFP (secEGFP), which is EGFP tagged with a secretion domain.57 Their 
expression in the zebrafish brain is shown in Supporting Information Figure S11.
To describe the distribution of membrane located Wnt3EGFP and LynEGFP, the following 
fitting models were evaluated: 2D 1p, 1p1t, 2p, 2p1t, 1p2t. To describe secretion of 
Wnt3EGFP and secEGFP into the brain ventricle, which is a fluid-filled internal cavity, as 
well as that of intracellular EGFPF2, the following fitting models were evaluated: 3D 1p, 
1p1t, 2p, 2p1t, 1p2t. The triplet/isomerization time was fixed at 20 µs as for PMT-EGFP. 
The experimental conditions used were 15 µW excitation power (corresponding to excitation 
intensity 6 kW/cm2) with acquisition time 15 s. The model probabilities are plotted in Figure 
5. The best model for secEGFP and EGFPF2 is 1p1t; for Wnt3EGFP, LynEGFP, and PMT-
EGFP on the membrane it is 2p1t model. The latter is influenced by freely diffusing 
Wnt3EGFP or LynEGFP located close to the membrane. However, for Wnt3EGFP secreted 
into the brain ventricle, 2p1t is also preferred, albeit with very different diffusion times for 
the slow moving component. In this case, the mobility of the fast moving component is on 
the same order of the mobility of secEGFP. However, the diffusion time of the slow 
component is within a relatively large range from 1 to 50 ms, which indicates a potentially 
wide distribution of complexes of Wnt3EGFP with other extracellular components57–59 in 
the brain ventricle.
CONCLUSION
We employed Bayesian model selection to perform objective multiple hypothesis testing of 
competing transport models for commonly used fluorescent proteins in vitro, in live cells, 
and in zebrafish embryos. Objective data analysis and interpretation in these contexts is 
crucial because autocorrelation functions of fluorescent protein are in general heterogeneous 
and complex, including multiple triplet, isomerization, and protonation/deprotonation 
states.16 Thus, knowledge of the best transport models for fluorescent proteins, consistent 
with the signal-to-noise level in experimental data is essential to avoid misinterpretation of 
FCS data sets from biological systems. Overall, we identified a range of parameters that 
crucially influence model selection. First, at low laser intensity, the preferred models for 
cytoplasmic fluorescent proteins consist of one-component diffusion with an isomerization 
component (1p1t) under all experimental conditions examined, despite the large range of 
possible photophysical processes for fluorescent proteins. This implies that given the signal-
to-noise ratio attainable at this laser intensity, no other photophysical processes can be 
detected, although this clearly does not imply that they do not exist. Second, with increasing 
laser intensity, the preferred model transitions to a two-component model (2p). This is not a 
reflection of the actual physical state of the fluorescent protein but a result of saturation, 
which is known to be a deficiency in our ability to model FCS data sets based on 
autocorrelation analysis, not a shortcoming of the model selection procedure itself.38 
Saturation changes the underlying assumption in FCS of a simple Gaussian laser profile in 
the focal volume, which leads to deviations from the classical FCS diffusion model and 
therefore incorrect model selection. Thus, simply increasing laser intensity does not improve 
our ability to resolve underlying physical transport processes but instead introduces artifacts 
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in our data interpretation. This issue is resolved if the isomerization or triplet state is 
sufficiently strong to be identified. In the case of mCherry, which possesses a large 
isomerization/triplet fraction, the 1p1t model is valid for a wide intensity range, even when 
saturation is already reached.
When applied to membrane-bound proteins in cells and embryos, Bayesian model selection 
results consistently in two-component models with a single photophysical state (2p1t) with 
diffusion times indicating the presence of a membrane bound and a possible free cytosolic 
component. In addition, in the brain ventricle the preferred model for Wnt3 is also the 2p1t 
model, indicating that Wnt3 is found free but also in various complexes with other proteins.
This work demonstrates that Bayesian model selection provides a means to identify the 
simplest model consistent with FCS data. However, it also reminds us that model selection 
is always only performed on the set of models provided as the competing set of hypotheses 
to be tested. Thus, if important photophysical or other physical processes are present that are 
not described by any of these models, then the simplest model that best fits the data will still 
be selected, but interpretation of its meaning clearly needs to be performed with caution. In 
all cases, experimental controls are essential to test for the presence of possible artifacts such 
as saturation, which we do not currently have the ability to resolve using analytical 
autocorrelation function models. In summary, proper interpretation of FCS data in the 
context of the biological systems explored here is only possible when keeping experimental 
parameters within a relatively narrow range, avoiding saturation but with sufficiently high 
signal-to-noise ratio, and by using proper experimental controls to test model-based 
interpretations in all cases.
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Figure 1. 
Blocking transformation and fitting to tested models. (A) Estimated noise level as a function 
of block-time for 10 nM EGFP at 10 kW/cm2 with acquisition time of 40 s. The fixed point 
is at approximately 8 ms. Error bars: SD. (B) Fitting of evaluated models to ACF of EGFP 
calculated from the photon arrival time (PAT) trace. All fits were performed with 3D 
diffusion models.
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Figure 2. 
ACFs under low and high excitation intensities of (A) Fluorescein and (B) EGFP in 1× PBS.
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Figure 3. 
Model probabilities and model selection of EGFP in 1× PBS at different excitation 
intensities. The acquisition time of these measurements was 40 s. Model probabilities of (A) 
EGFP in 1× PBS. All fits were performed with 3D diffusion models. Model selection of (B) 
fluorescent proteins: EGFP (blue), EYFP (green), and mCherry (red) in 1× PBS. Error bar: 
SEM.
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Figure 4. 
Model probabilities PMT-EGFP in CHO cells and its ACFs on membrane and in the 
cytoplasm. (A) Model probabilities for PMT-EGFP on the membrane under different 
excitation intensities. All fits were performed with 2D diffusion models with the triplet 
blinking time fixed at 20 µs. Error bars: SEM. (B) Normalized ACFs of measurement in the 
cytoplasm (red dotted line) and on the membrane (green dotted line) with fits (black line).
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Figure 5. 
Model probabilities of EGFP labeled proteins measured in zebrafish embryos. Error bars: 
SEM. BV: brain ventricle.
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