As a kind of semantic representation of visual object descriptions, attributes are widely used in various computer vision tasks. In most of existing attribute-based research, class-specific attributes (CSA), which are class-level annotations, are usually adopted due to its low annotation cost for each class instead of each individual image. However, class-specific attributes are usually noisy because of annotation errors and diversity of individual images. Therefore, it is desirable to obtain image-specific attributes (ISA), which are imagelevel annotations, from the original class-specific attributes. In this paper, we propose to learn imagespecific attributes by graph-based attribute propagation. Considering the intrinsic property of hyperbolic geometry that its distance expands exponentially, hyperbolic neighborhood graph (HNG) is constructed to characterize the relationship between samples. Based on HNG, we define neighborhood consistency for each sample to identify inconsistent samples. Subsequently, inconsistent samples are refined based on their neighbors in HNG. Extensive experiments on five benchmark datasets demonstrate the significant superiority of the learned image-specific attributes over the original class-specific attributes in the zero-shot object classification task.
Introduction
With the rapid development of machine learning techniques and explosive growth in big data, computer vision has made tremendous progress in recent years [LeCun et al., 2015] . As a kind of semantic information, visual attributes received a lot of attention and have been used in various computer vision tasks, such as zero-shot classification (ZSC) [Lampert et al., 2014] and action recognition [Roy et al., 2018] .
Attributes are typical nameable properties for describing objects [Farhadi et al., 2009] . They can be the color or Figure 1: Illustration of the proposed image-specific attribute learning model. The left is the original weakly-supervised class-specific attributes (CSA), the middle is the hyperbolic neighborhood graph (HNG), the right is the learned image-specific attributes (ISA).
shape, or they can be a certain part or a manual description of objects. For example, object elephant has attributes big and long nose, object zebra has attributes striped and tail. Generally, attributes can be detected by recognition systems, and they can be understood by humans. In computer vision tasks, attributes are shared by multiple objects, and thus they can transfer semantic information between different classes [Lampert et al., 2014] . The essential of attribute-based learning model is that attributes are introduced as an intermediate layer to cascade the feature layer and the label layer. However, in most of recent attribute-based research, the attribute representation is weakly-supervised in two aspects [Akata et al., 2016] . One is the inexact supervision [Zhou, 2017] . Existing attribute representation is class-specific (i.e. each class has an attribute representation) due to the high cost of manual annotation for each image. Therefore, classspecific attributes (CSA) are not exact for all the images because of the individual diversity. The other is the inaccurate supervision [Zhou, 2017] . Attributes contain noise because of the attribute collecting process.
Supervised learning has achieved great success by learning from high quality labeled data with strong supervision information [Zhou, 2017] . Motivated from this, in this paper, we propose to learn image-specific attributes (ISA) from the original weakly-supervised class-specific attributes by hyperbolic neighborhood graph (HNG) propagation. To emphasize similar samples and suppress irrelevant samples, hyperbolic distance is adopted to construct the graph, owing to its intrinsic property of exponentially expansion relative to the Euclidean distance. In the constructed HNG, neighbor samples should have the same attributes, and a sample is subject to caution when its attribute representation is different from that of its neighbors. Therefore, we define neighborhood consistency for each sample to identify the inconsistent samples. After that, inconsistent samples will be refined depending on the attributes of their neighbors. Based on the HNG and neighborhood consistency, image-specific attributes for each sample can be learned from the original weakly-supervised classspecific attributes, and subsequently be leveraged in various attribute-based vision tasks. Fig. 1 illustrates the proposed image-specific attribute learning model. Image-specific attributes are learned from the original class-specific attributes by hyperbolic neighborhood graph. In Fig. 1 , red attributes in ISA indicate the refinement of corresponding attributes in CSA. It is obvious that the learned ISA is more accurate than the original CSA for the displayed images.
The main contributions of this paper can be summarized as follows:
(1) We propose an image-specific attribute learning model to learn image-specific attributes from the original weaklysupervised class-specific attributes.
(2) Considering the advantages of hyperbolic geometry and relative neighborhood graph, we design the hyperbolic neighborhood graph to characterize the relationship between samples for subsequent attribute identification and refinement.
(3) We apply the learned image-specific attributes to zeroshot classification task. Experimental results demonstrate the superiority of the learned ISA over the original CSA.
Related Works

Attribute Representation
Attributes, as a kind of popular visual semantic representation, can be the appearance, a component or the property of objects [Farhadi et al., 2009] . Attributes have been used as an intermediate representation to share information between objects in various computer vision tasks. In zero-shot learning fields, Lampert et al. [Lampert et al., 2014] proposed the direct attribute prediction model, which categorizes zero-shot visual objects by using attribute-label relationship as the assistant information in a probability prediction model. Akata et al. [Akata et al., 2016] proposed the attribute label embedding model, which learns a compatibility function from image features to attribute-based label embeddings. In other fields, Parikh et al. [Parikh and Grauman, 2011] proposed relative attributes to describe objects. Jang et al. [Jang et al., 2018] presented a recurrent learning-based facial attribute recognition model that mimics human observers' visual fixation.
Attributes can be annotated by expert systems or crowdsourcing. Most of the existing attributes are class-specific due to the high cost of annotating per sample. When assigning class-specific attribute representation to samples, attribute noise will be unavoidable because of the individual diversity. In this case, we propose to learn the exact image-specific attributes from the original weakly-supervised class-specific attributes to enhance the semantic representation.
Learning from Weakly-Supervised Data
For most vision tasks, it is easy to get a huge amount of weakly-supervised data, whereas only a small percentage of data can be annotated due to the human cost [Zhou, 2017] . In attribute-based tasks, class-specific attributes are weaklysupervised when assigning class-level attributes to samples. To exploit weakly-supervised data, Guar et al. [Gaur and Manjunath, 2017] proposed to extract the implicit semantic object part knowledge by the means of utilizing feature neighborhood context. Mahajan et al. [Mahajan et al., 2018] presented a unique study of transfer learning to predict hashtags on billions of weakly supervised images. Some weaklysupervised label propagation algorithms are improved by introducing specific constraints ([Zhang et al., 2018b; Kakaletsis et al., 2018] ), adopting the kernel strategy ([Zhang et al., 2018a] ), or considering additional information from negative labels ([Zoidi et al., 2018] ). In this work, we propose to design the hyperbolic neighborhood graph to learn supervised information from the weakly-supervised class-specific attributes.
Hyperbolic Geometry
Hyperbolic geometry is a non-Euclidean geometry with a constant negative Gaussian curvature. A significant intrinsic property in hyperbolic geometry is the exponential growth, instead of the polynomial growth as in euclidean geometry. As illustrated in Figure 2 (a), the number of intersections within a distance of d from the center rises exponentially, and the line segments have equal hyperbolic length. Therefore, hyperbolic geometry outperforms euclidean geometry in some special tasks, such as learning hierarchical embedding [Ganea et al., 2018] , question answer retrieval [Tay et al., 2018] and hyperbolic neural networks [Nitta and Kuroe, 2018] . In this work, we adopt the hyperbolic distance to construct the graph, and consequently, similar samples will be emphasized and irrelevant samples will be suppressed.
Approach
In this section, we present the formulation of learning imagespecific attributes by a tailor-made hyperbolic neighborhood graph.
Notations
Let N be the number of samples in dataset
, which is also the number of vertices in the graph. L is the number of the labels in S. A ∈ {0, 1} M ×L is the initial class-specific attribute representation for each label, where M denotes the dimension of attribute representation.
M ×N is the learned image-specific attribute representation for each sample.
Image-Specific Attribute Learning
In this work, we take a graph-based approach to learn the image-specific attributes. The proposed approach is conducted in four steps: 1) calculating hyperbolic distance between samples; 2) constructing hyperbolic neighborhood graph; 3) identifying inconsistent samples; 4) refining the attributes of inconsistent samples.
Calculation of Hyperbolic Distance
We construct a graph to characterize the relationship between samples. Due to the negative curvature of hyperbolic geometry, hyperbolic distance between points increases exponentially relative to euclidean distance. In hyperbolic geometry, the distance between irrelevant samples will be exponentially greater than the distance between similar samples. Therefore, hyperbolic distance is adopted to construct the graph. The relationship between samples represented in the hyperbolicbased graph can emphasize similar samples and suppress irrelevant samples.
Poincaré disk [Nickel and Kiela, 2017] , as a representative model of hyperbolic geometry, is employed to calculate the hyperbolic distance. Poincaré disk model (B n , g p ) is defined by the manifold B n = {x ∈ R n : x < 1} equipped with the following Riemannian metric:
where g e is the Euclidean metric tensor with components I n of R n . The induced hyperbolic distance between two samples
n is given by:
Hyperbolic Neighborhood Graph To measure the proximity of samples in dataset S, we design a hyperbolic neighborhood graph, which is tailor-made based on the relative neighborhood graph [Toussaint, 1980] by introducing hyperbolic geometry. Let G = (V, E) be a hyperbolic neighborhood graph with vertices v ∈ V , the set of samples in S, and edges (v i , v j ) ∈ E corresponding to pairs of neighboring vertices v i and v j . To evaluate whether two vertices v i and v j are neighbors of each other, we adopt the definition of "relatively close" [Lankford, 1969] . The pair v i and v j are neighbors if:
where d(·, ·) is the hyperbolic distance defined in (2). Intuitively, two vertices v i and v j are neighbors if, and only if, in the triangle composed of vertices v i , v j and any other vertex v k , the side between v i and v j is not the longest side. 
Identification of Inconsistent Samples
After constructing the hyperbolic neighborhood graph, we define neighborhood consistency as the confidence degree for each vertex. Neighborhood consistency is the similarity between the attribute value of one sample and that of expected attribute value from its neighbor samples. In HNG, samples should be neighborhood consistent, i.e., each sample has the similar attributes to its neighbors. Therefore, we can calculate the neighborhood consistency of each sample based on it and its neighbors' attribute values. Given the hyperbolic distance assigned to each edge, we first calculate the weights of all the associated edges for each vertex. Suppose that vertex v has k neighbor vertices which are associated with k edges {e i } k i=1 , and the hyperbolic distances corresponding to the edges are {h i } k i=1 . The relative weights of each edge for vertex v are calculated based on Inverse Distance Weighting [Shepard, 1968] as follows:
where p is an arbitrary positive real number (usually sets to 1 or 2). For each vertex, the weight w i of the associated edge e i is inversely related to its distance h i , and the sum of the weights of all associated edges is equal to 1. Each vertex in HNG represents a sample derived from dataset S. For vertex v, suppose its corresponding sample is (x v , y v ) with the attribute representation a v . Assume that in the graph, vertex v has k neighbor vertices
, and it has k associated edges {e i } k i=1 with the weights {w i } k i=1 . Then, the neighborhood consistency of vertex v can be calculated as follows:
where a v ∈ {0, 1} is the attribute value of vertex v. z v is the expected attribute value of v, which is calculated based on the attributes of its neighbor vertices:
where k i=1 w i = 1. After calculating the neighborhood consistency of vertex v, we can identify whether the corresponding sample x v is neighborhood consistent based on the neighborhood consistency J(v) as follows:
where θ is a hyperparameter that constraints the consistency degree when identifying inconsistent samples.
Refinement of Attributes for Inconsistent Samples
After identifying inconsistent samples, we can learn the image-specific attributes by refining the initial weaklysupervised class-specific attributes. We keep the attributes of consistent samples and refine the attributes of inconsistent samples. Considering that the initial class-specific attribute a ∈ {0, 1}, we directly alter the attribute value from 0 to 1 or from 1 to 0 for inconsistent samples. Our formalization allows associating keeping consistent samples and refining inconsistent examples when playing on the hyperparameter θ. There are two errors in the processing of identification and refinement. One is the false positive (FP) error that consistent samples are identified as inconsistent samples by mistake, and the other is the false negative (FN) error that inconsistent samples can not be identified. The closer θ is to 0, the fewer inconsistent samples can be identified, and thus the FP error will decrease and the FN error will increase. The closer θ is to 1, the more consistent samples will be identified to be inconsistent by mistake, and thus the FP error will increase and the FN error will decrease. Therefore, we can constrain θ to balance these two errors.
The algorithm of image-specific attribute learning model is given in Algorithm 1.
ISA for Zero-Shot Classification
After obtaining the image-specific attribute representatioñ
, we can easily apply it to existing zero-shot classification methods. We learn a function f : X →Ã which maps image features to attribute embeddings by optimizing following empirical risk:
where L() is the loss function and Ω() is the regularization term. W ∈ R M ×d is the parameter of mapping function defined by various specific zero-shot classification methods [Xian et al., 2018a] .
At test stage, image features of test samples are mapped to attribute embedding space via the learned function f . Given the attribute representation {a i } K i=1 of test labels (#K), test sample x is classified as follows:
where dist(·, ·) denotes the cosine distance metric. 
Complexity
In this work, all the attributes are handled using the same graph constructed based on the image features. Therefore, the complexity of the attribute learning algorithm is O(G), i.e. the complexity of constructing the HNG. When constructing the graph, we first calculate the distance between all pairs of samples, which requires O(N 2 ) operations. Then we filter the edges based on (3), which requires O(N ) operations. Thus, the complexity of constructing the graph is O(N 3 ).
Experiments
To evaluate the effectiveness of learned image-specific attributes, we conduct experiments of zero-shot object classification task on five benchmark datasets.
Settings
Datasets. Experiments are conducted on five zero-shot classification benchmark datasets: (1) datasets, respectively. Statistic information of these datasets is summarized in Table 1 . Evaluation protocol. We follow the experimental settings proposed in [Xian et al., 2018a] for all the compared methods to get the fair comparison results. We use the mean class accuracy, i.e. per-class averaged top-1 accuracy, as the criterion of assessment. Mean class accuracy is calculated as follows:
where K is the number of test classes, Y u is the set comprised of all the test labels.
Compared Methods
We compare our model to following representative zero-shot classification baselines. 
Comparison with the State-of-the-Art
To evaluate the proposed image-specific attribute learning model, we compare it to several state-of-the-art ZSL baselines. The zero-shot classification results on five benchmark datasets are shown in Table 2 . It is obvious that the proposed method achieves the best results on all datasets. Specifically, the accuracies on five datasets (i.e. AwA, AwA2, aPY, CUB and SUN) are increased by 3.05%, 2.24%, 0.57%, 1.25%, 2.39%, respectively (1.90% Table 3 : Zero-shot classification results (in %) of using original class-specific attributes (CSA) and image-specific attributes (ISA) learned by hyperbolic complete graph (HCG), euclidean neighborhood graph (ENG) and hyperbolic neighborhood graph(HNG), respectively. Boldface indicates the best.
Methods
Graph on average) comparing to the strongest competitor. In zeroshot visual object classification tasks, attributes are adopted as the intermediate semantic layer for transferring information between seen classes and unseen classes. Hence, ability of accurately recognizing attributes governs the performance of the entire zero-shot classification system. In this work, the proposed method achieves the state-of-the-art performance, which demonstrates the superiority of the learned image-specific attributes over the original class-specific attributes.
Ablation Analysis
We conduct ablation analysis to further evaluate the effectiveness of the learned image-specific attributes.
Evaluation on Learned Image-Specific Attributes
In the first ablation experiment, we evaluate the learned image-specific attributes on two baselines (i.e. SAE and MFMR). We compare the original class-specific attributes with the image-specific attributes learned by hyperbolic neighborhood graph, hyperbolic complete graph (HCG) and euclidean neighborhood graph (ENG), respectively. The comparison results are exhibited in Table 3 .
Hyperbolic geometry has a constant negative curvature, where hyperbolic distance increases exponentially relative to euclidean distance. Comparing to the euclidean neighborhood graph, HNG can emphasize the influence of similar samples and suppress irrelevant samples. Therefore, we construct hyperbolic neighborhood graph to characterize samples in the hyperbolic geometry. From Table 3 , we can see that ISA leaned by HNG outperforms ENG on all datasets except the AwA dataset for SAE. Since the number of images per class in AwA dataset is much greater than CUB and SUN datasets, most of the neighbor samples in AwA may come from the same class, which have the same attributes. Therefore, fewer samples in AwA would be detected as inconsistent samples, and consequently, the improvement on AwA dataset is not significant comparing to that on CUB and SUN datasets.
Another key component of the proposed model is adopting relative neighborhood graph instead of complete graph to characterize samples. Neighborhood graph is constructed based on the relative relation, which can extract the perceptual relevant structure of data. From Table 3 , it is obvious that HNG outperforms HCG on all the datasets, which demonstrates that the relative neighborhood graph has an advantage over the complete graph in describing the proximity between samples.
Visualization of Learned Image-Specific Attributes
In the second ablation experiment, we illustrate some learned image-specific attributes of images randomly selected from AwA2 dataset in Fig. 3 . We compare the learned imagespecific attributes with the original class-specific attributes, and numbers in red indicate the refinement of original attributes. Original class-specific attributes are usually noisy due to annotation errors in vision tasks and diversity of individual images. When assigning them to images, the attributes for specific image are inexact because of the individual diversity. For example, normally, humpback whales are black and live in the water. However, when their tails are photographed from below, they are white (as shown in the fourth image in Fig. 3(a) ). And in some images, they may appear on the ground (as shown in the third image in Fig. 3(a) ). From  Fig. 3 , we can see that the learned image-specific attributes are more exact and reliable than the original class-specific attributes. In other words, learned image-specific attributes contain stronger supervision information.
Parameter Sensitivity Analysis
In the third ablation experiment, we analyze the influence of the hyperparameter θ. The results are shown in Fig. 4 . In the proposed model, θ controls the processing of identifying inconsistent samples. Specifically, the closer θ is to 1, the easier samples are identified as neighborhood inconsistent, and thus the false positive error will increase and the false negative error will decrease. From Fig. 4(b) , we can see that the classification accuracies rise first and then decline as θ increases from 0 to 1. The accuracies reach the peak when θ is close to 0.7. In conclusion, θ balances the false positive error and the false negative error, and consequently influences the quality of the learned image-specific attributes.
Conclusion
In this paper, a novel hyperbolic neighborhood graph is designed to learn the image-specific attributes. Considering the intrinsic property of hyperbolic geometry that distance increases exponentially, we adopt hyperbolic distance to construct the graph for characterizing samples. After identifying inconsistent samples based on defined neighborhood consistency, we refine the original class-specific attributes to obtain the image-specific attributes. Experimental results demonstrate the advantages of the learned ISA over the original CSA from both accuracy evaluation and visual interpretability in the zero-shot classification task. In this work, we assume that attributes are independent of each other and handled separately. In the future, we will consider the interdependence between attributes and handle attributes of inconsistent samples in a unified framework.
