Abstract
Introduction
The bisection method -or the so-called interval halving method -is one of the simplest root-finding algorithms which is used to find zeros of continuous non-linear functions. This method is very robust and it always tends to the solution if the signs of the function values are different at the borders of the chosen initial interval. Unfortunately, it has only linear convergence, more precisely, it doubles the accuracy with each iteration, which is relatively slow. Hence, it is usually used to find only a proper initial value for alternative root finding methods which have better rate of convergence (e.g.: Newton's method). A big advantage of the bisection method is, however, that it can be applied for non-differentiable continuous functions, too.
Geometrically, root-finding algorithms of f (x) = 0 find one intersection point of the graph of the function and the axis of the independent variable. In many applications, this 1-dimensional intersection problem must be extended to higher dimensions, e.g.: intersections of surfaces in a 3D space (volume), which can be described as a system on non-linear equations. In higher dimensions, the existence of multiple solutions become very important, since the intersections of two surfaces can create multiple intersection lines. In this study, we give a description and categorization of the root-finding problems in higher dimensions and we create a generalized version of the bisection method for higher dimensions. In Sec. 2, the bisection method is defined and generalized for multiple solutions. In Sec. 3, the basics of the generalization are detailed and the possible solutions of the occurring problems are analyzed. The steps of the multidimensional bisection method are presented in the form of a flowchart (Fig. 4) . Some hints for the numerical method are given in Sec. 4. The computational efficiency of the method is analyzed for different problems in Sec. 5, based on numerical results.
Bisection method
The bisection method is used to find the root of a nonlinear real valued scalar function f (x) = 0 ( f : R → R). The method is initialized with the limits of an interval [x a , x b ], where the function is defined (see Fig. 1 ). happens to be a root of f (i.e., f (x c ) = 0) than the iteration is completed in finite number of steps. In this process, the length of the interval is reduced by 50% in each step, leading to a strictly monotone linear convergence. The drawback of this process is that it can find only one intersection point. In the next subsection, a generalized version of this method is described, which is able to find numerous roots.
Numerous solutions
The original form of the bisection method can easily be extended to find numerous roots of a non-linear equation in a given interval. If the function values are computed in an initial mesh on the examined interval, then the original method can be used for each neighboring points where the sign of the function values are different. This way, some roots may be omitted if the initial mesh is not fine enough, and even number of roots are placed inside one interval. An example is shown in Fig. 2 . Note, that the number of the "useful" intervals which are bracketing roots, is the same as the number of the detected roots, so if we use a relatively fine initial mesh, then the detection of all roots can be ensured without the dramatic increas of the computational time. It is also important that the bracketing intervals are mapped into themselves after one iteration step. In case of Newton's method, e.g., the monotone convergence cannot always be guaranteed. [4] [5] [6] ). These are typically applied for D F = D T = 1, however, multiparameter continuation methods also exist [7] . The main drawbacks of these continuation methods are that the proper initial value is needed and the closed submanifolds (compact submanifolds or isolas) can hardly be detected. From the engineering point of view, it is important to find all the roots in a given domain automatically, which could be a set of closed submanifolds. Our main goal is to create a robust algorithm based on the bisection method, which can determine a properly dense point cloud of all the submanifolds with a given accuracy.
In the following sections, the details of the suggested method and its main steps are described and analyzed.
n-simplexes and n-cubes
The generalized version of the initial interval of the bisection method must be a higher dimensional object, which can be divided into multiple self-similar objects. The first obvious choice could be the n-simplex, which is a generalization of a triangle or a tetrahedron to higher dimensions. The second obvious choice is the n-cube (or hypercube), which is a generalization of a square or a cube. In a numerical implementation, the n-cube has many advantages. The data corresponding to a node (or vertex) of an n-cube can easily be stored in multilevel arrays (or hypermatrices), the coordinates of the neighbors of an n-cube can easily be determined. Furthermore, the halving of an n-cube along each dimension is trivial, while halving of an n-simplex is complicated in higher dimensions.
Selection of bracketing n-cubes
In higher dimensions, an initial mesh must be defined to ensure the detection of multiple submanifolds similarly as it Per. Pol. Mech. Eng.
was shown in Sec. 2.1. First, two limit value x a j and x b j and the size of the mesh N j must be defined for each dimension ( j ∈ {1, 2, ...D S }). The edge length of the initialized n-cube in the j th dimension is
. In the next step, the function value must be computed in all the D S j=1 N j points. Before the refinement, the bracketing n-cubes which contain parts of the submanifold must be selected from all the initialized ncubes. This step also has to be modified in case D C > 1 according to the given problem.
Safe selection
If the sign of f k is different at any two nodes of an n-cube for all k = 1, 2, ...D C , then it is possible, that the n-cube brackets a part of a submanifold. Unfortunately, this is just a necessary condition, however, this condition can be used to define the ncube as a bracketing one. In this case, non-bracketing n-cubes will be also selected and refined. This does not lead to computational error if further analysis or iteration is applied, because for smaller refined n-cubes, the apparent bracketing will disappear. The only minor problem is that the unnecessary selections will increase the computational time.
Secant based selection A more precise selection of the bracketing n-cubes is based on the secant method. In this case, the submanifold inside the ncube is to be found by linear interpolations. The iteration starts with connecting all the nodes with positive f 1 values to all the nodes with negative f 1 values, then the roots of f 1 along these lines are linearly approximated by the secant method. Then, f is linearly interpolated in these points. The iteration is repeated for f 2 , f 3 , ...and f D C . If in any stage of the iteration, the sign of f k are the same in all interpolated points, then the next step of the iteration is impossible, which means that the current n-cube is non-bracketing. If an exact 0 is found, then it is a bracketing n-cube.
Fitting hyper-planes
Another possible solution is to fit a hyper-plane to the function values of the nodes at the current n-cube. The normal vectors of the hyper-plane can be computed as well as the closest point of the hyper-plane to the center of the n-cube. If this point is "close enough" to the n-cube then it can be selected as a bracketing cube, since it will be a bracketing n-cube indeed, with high probability.
An advantage of the selection methods presented in this subsection is that the additional evaluation of f is unnecessary. Other types of selection methods could be created if we compute f at additional points.
The appropriate method of the selection depends on the given problem. The safe selection is very fast, but the computational time increases if the codimension-1 surfaces ( f j (x) = 0) are almost parallel at the intersection points. However, it is still advised to use it if the evaluation of f is fast enough. In this case the selection of the bracketing n-cubes can be the bottleneck of the computation. Otherwise, if the evaluation of f is slow, then the selection based on the secant method or the fitting of hyperplane give better performance. Based on our experiments, if D S < 4 then the secant based selection is faster than fitting a hyper-plane. Still, these two methods give poor results if the curvatures of the surfaces are relatively large compared to the size of the n-cube. These two methods could possibly mark a bracketing n-cube as a non-bracketing one which could lead to the loss of some parts of the submanifold.
If D T ≥ 1, the missing parts of the submanifold can be found by using some kind of continuation method at the very end of the iteration.
Continuation -neighboring n-cubes
At the end of the iterations all the neighbors of the bracketing n-cubes must be examined. If additional bracketing n-cubes are found then a missing part of the submanifold is detected. These tests should be repeated till all the neighboring n-cubes of the bracketing n-cubes are non-bracketing. In this case, the whole submanifold is found in the selected region. This method is similar to a multiparameter continuation method, because if a small part of the submanifold is detected, then it is extended during the iterations until it is closed into itself (in case of an isola) or until the boundary of the selected range is reached.
This continuation method is very efficient, because the evaluation of f is carried out only along the submanifold. 
An example is shown in Fig. 3 , where a unit circle in 1/3 metric ( f (x) = x 1/3 − 1, where
in a plane. We can clearly see, that the missed thin parts of the submanifold are discovered efficiently by the continuation. The examination of the neighbouring cubes is not necesseary in all cases since it slightly increases the computational time. The final step of the method is the interpolation of the roots inside the bracketing n-cubes, which can be done by the secant method, the hyper-plane fitting or other more advanced methods. Now, all the necessary steps of the proposed algorithm are described and collected in proper sequence on the flowchart in Fig. 4 .
Numerical implementation
The proposed method is implemented and tested in Matlab. To create a fast method, indexing of the n-cubes and the nodes should be carried out optimally. It should be stored which ncubes are bracketing or non-bracketing and which nodes had already been computed, in order to avoid the redundant computation and analysis of a node or an n-cube.
The memory problems can be eliminated in case of large D S if spares matrices or linearly indexed arrays are used to store the values of f which are typically computed very sparsely in the selected interval. Still, memory problems could occur due to the large number of computed points if the fractal dimension of the object D F is large and many iterations are used.
The result of the proposed method is a dense point cloud. In some cases, it is necessary to connect the neighboring points and determine the edges and the surfaces of the detected submanifold (e.g.: for plotting). This additional computation can be done by means of a simplex based algorithm, the details of which are out of the focus of this study.
We computed the point cloud that corresponds to the stability boundary surface of a shimmying wheel, which is described and analyzed deeply in [8] . The surface was determined by a simplex based method. Equation (4.5) in [8] defines the stability boundary surface of a shimmy problem for a 4-parameter space Fig. 5 is the same as Fig. 4, Fig. 5 of the dissertation [8] .
Efficiency number
In this section, the number points N P where the function evaluationed is determined in order to analyze the efficiency of the proposed method. The efficiency of the computation time can be measured similarly to the definition of the Hausdorff dimension or the fractal dimension [9] [10]. This dimension is closely related to the box-counting dimension D 0 , which considers the number of boxes N B of size ε that contains the submanifold (attractor) and is given by
This definition can be applied directly to our situation, where n-cubes are refined: where I is the number of the iteration steps of the refinements Per. Pol. Mech. Eng. of the n-cubes. If we substitute N x with the number of bracketing cubes then the fractal dimension of the submanifold D F is determined, but if the number of function evaluation N P is substituted, then we get the fractal dimension of the evaluated points D P . This number shows, how dense the evaluated points are in the space. We define the efficiency number E of the computation method as follows.
First, look at the so-called "brute force method", where the function is evaluated at all points in the final mesh for which N P is given by
It is clear, that for the brute force method, the fractal dimension of the evaluated points D P tends rapidly to the dimension of the whole vectorspace D S , which leads to a small value of the
case of non-fractal type manifolds. The limit of expression 2 cannot be determined by a numerical method, however the tendency can be analyzed by increasing the number of iteration I. In the next example, we determine the surface of a unit sphere in Euclidean norm by f (x) = x 2 − 1 in a volume defined by
It can be seen in Fig. 6 , that the fractal dimensions converge almost exponentially to a given value, which can be approximated by the limit of the fitted exponential curve. The efficiency number of the afore mentioned brute force method tends to 0.9989, which is very close to the correct value E = 1. The efficiency number of the proposed multidimensional bisection method tends to E = 3.7821 (D P = 2.2644). An ideal perfect method, which computes the dense pointcloud only on the submanifold would have D P = D F and E = ∞.
The examined unit sphere does not have fractal shape, so, the fractal and the topological dimension must be the same (D T = D F = 2). The fitted green curve in Fig. 6 tends to D F = 2.0328 which is very close to the topological dimension D T = 2.
The same analysis was performed for the afore mentioned Julia set [1] with an initial mesh x a j = −2, x b j = 2, N j = 3 and j ∈ {1, 2} (max(I) = 12), see Fig. 7 . During the numerical evaluation, the fractal dimension tends to D F = 1.2753, which has only~0.5% error. Thus, as an side result, the proposed multidimensional bisection method can be also used to determine the fractal dimension of an object.
The efficiency number was also computed for other nonfractal type problems and the results are collected in Tab 
for k > 1, k ∈ {1, ..., D C } which define a unit n-circle in Euclidean space and codimension-1 hyper-planes, respectively.
Tab. 1. The efficiency number of the multidimensional bisection method for Eqs. (5, 6) . Tab. 1 shows that the computational efficiency is varying based on the given problem. For the ideal method, these numbers would tend to infinity. In all cases, the efficiency number is much better than the one of the brute force method. A linear surface can be fitted well on the computed values of the fractaldimnesion of the evaluated points D P = 0.9764D S − 0.6692D C ≈ Ds − 2/3D C , which leads to E ≈ 3/D C , which shows that the efficiency is quite large.
Conclusions
In this paper, the multidimensional bisection method is derived and deeply analyzed. It is able to find the submanifolds of the roots of a system of nonlinear equations, where the number of uknowns are larger than or equal to the number of equations. The proposed method can be used for the determination of multiple solutions in the selected interval for any high dimensions and codimension. An efficiency number was introduced to characterize the performace of the numerical methods. It is based on the box-counting dimension of the evaluated points. The efficiency number was dermined for the mutlidimensional bisection method in case various problems. It has much better efficiency number than the brute force method, and tends to the ideal one. The efficiency number of the method is smaller than the efficiency number of the continuation methods, but it can find all the isolated submanifolds (including the closed ones) automatically. The main advantage of this method is that the convergence is guaranteed, although, it is only linear. This method can be used as an initialization of more advanced methods which have better convergence. The linear interpolation-based secant method within the small refined final n-cubes gives precise enough results for most of the applications without any additional evaluation of the function. The proposed multidimensional bisection method can also be used for the estimation of the fractal dimension of the computed submanifold. In the given example, the fractal dimension of a Julia set was also determined with a relative error less than 1%.
