We present and compare multiple imputation methods for multilevel continuous and binary data where variables are systematically and sporadically missing.
Introduction
When individual observations are nested in clusters, statistical analyses generally need to reflect this structure; this is usually referred to as a multilevel structure, where individuals constitute the lower level, and clusters the higher level. This situation often arises in fields like survey research, educational science, sociology, geography, psychology and clinical studies among others.
Missing data affect nearly any dataset in most of these fields, and multilevel data present specific patterns of missing values. Some variables may be fully non-observed for some clusters because they were not measured, or because they were not defined consistently across clusters. Resche-Rigon et al. (2013) named such missing data patterns systematically missing values. Nowadays, systematically missing values are becoming increasingly common because of a greater availability of data coming from several sources, including different sets of variables . Since systematically missing values are related to the multilevel structure, they affect any field where multilevel data occur. Examples of multilevel data with systematically missing values include Bos et al. (2003) , Mullis et al. (2003) or Blossfeld et al. (2011) in educational sciences, GREAT Network (2013), Kunkel and Kaizar (2017) in medicine, Carrig et al. (2015) in sociology. As opposed to systematically missing values, sporadically missing values are missing data specific to each individual observation, like in the common single-level framework. It is often the case that both types of missing data occur in a multilevel dataset. For instance, in educational research, questionnaires may be too long to be administered to all students and, therefore, only a subset of items may be asked to each class, leading to systematically missing values. In addition, some students in each class may not answer some questions, leading to sporadically missing values.
Multiple imputation (MI) is a common strategy to deal with missing values in statistical analysis (Schafer, 1997; Rubin, 1987; Little and Rubin, 2002) . It involves firstly specifying a distribution in accordance with the data, the imputation model, under which M imputations are drawn from their posterior predictive distribution given the observed values. Thus, M complete datasets are generated. Secondly, a standard statistical analysis is performed on each imputed dataset, leading to M estimates of the analysis model 's parameters. Finally, the estimates are pooled according to Rubin's rules (Rubin, 1987) . The standard assumption when using MI is ignorability (Schafer, 1997, p. 11) , implying that missing values occur at random (Rubin, 1976) , i.e. the probability of missingness depends solely on observed data. Several MI methods have been proposed, differing mainly in the assumed form of the imputation model; among methods assuming a parametric imputation model, two strategies are the most common. We refer to joint modelling (JM) imputation when a multivariate joint distribution is specified for all variables. Alternatively, we refer to fully conditional specification (FCS) when a conditional distribution is defined for each incomplete variable (van Buuren et al., 2006; Raghunathan et al., 2001 ).
In the standard statistical framework where data are complete, multilevel data induce non-independence between observations and require dedicated analysis models accounting for this source of dependency. The linear mixed effect model is one of such models. In the same way, with missing values, imputation models need to take into account dependency between observations, or otherwise the variance of prediction of missing values cannot be properly reflected. Indeed, when an incomplete variable is part of a linear mixed effect analysis model, but it is imputed ignoring the multilevel structure, the imputed values are too close to their expectation. Thus, biases can occur even when applying appropriate statistical methods on inappropriately imputed data.
To account for the multilevel structure with sporadically missing values, imputation models are generally based on regression models including a fixed or a random intercept for cluster (Drechsler, 2015) . Methods using a fixed intercept treat the identifier of each cluster as a dummy variable. They are generally parametric, using normal regression for instance, but imputation according to semi-parametric method can also be relevant for complex datasets (Vink et al., 2015; Little, 1988) . However, using a random intercept is generally preferable because fixed intercept inflates the true variability between clusters (Andridge, 2011; Graham, 2012) . MI methods using a random intercept include JM-pan (Schafer and Yucel, 2002) , JM-jomo (Quartagno and Carpenter, 2016a) , JM-REALCOM (Goldstein et al., 2007 (Goldstein et al., , 2009 Carpenter and Kenward, 2013) , JM-Mplus (Asparouhov and Muthén, 2010) , JM-RCME (Yucel, 2011) , FCSpan (Schafer and Yucel, 2002) , FCS-blimp (Enders et al., 2017) , FCS-2lnorm (van Buuren, 2010) , FCS-GLM (Jolani et al., 2015; Jolani, 2017) , FCS-2stage (Resche-Rigon and White, 2016) . These methods differ by the form of the imputation model (joint or not), but also by their ability to account for different types of variables (continuous, binary, or others) . In particular, JM-pan, JM-RCME, FCS-pan, FCS-2lnorm are not dedicated to binary variables.
Systematically missing values imply identifiability issues for imputation models which include a fixed intercept for cluster. Thus, only methods using random effects are appealing. Most of the first MI methods proposed to impute multilevel data were based on random intercept models, but systematically missing values were not considered. Therefore, not all of these methods are tailored for the imputation of such missing data. Table 1 summarizes the MI methods available for multilevel data. Table 1 : Summary of MI methods' properties for multilevel data based on random intercept (JM-pan (Schafer and Yucel, 2002) , JM-REALCOM (Goldstein et al., 2007 (Goldstein et al., , 2009 Carpenter and Kenward, 2013) , JM-jomo (Quartagno and Carpenter, 2016a) , JM-Mplus (Asparouhov and Muthén, 2010) , JM-RCME (Yucel, 2011) , FCS-pan (Schafer and Yucel, 2002) , FCS-blimp (Enders et al., 2017 ) FCS-2lnorm (van Buuren, 2010 , FCS-GLM (Jolani et al., 2015) , FCS-2stage (Resche-Rigon and White, 2016 yes, add-on for mice 1 using variant reported in this paper
In this paper, we compare the most relevant MI methods for dealing with clustered datasets with systematically and sporadically missing variables, continuous and binary. Among JM methods for multilevel data, we focus on the JM-jomo method proposed in Quartagno and Carpenter (2016a) , which can be seen as a generalisation of JM-REALCOM and JM-Mplus, while among FCS methods, we focus on the FCS-GLM method presented in Jolani et al. (2015) and on the FCS-2stage method proposed in Resche-Rigon and White (2016) . We do not focus on FCS-blimp which can be seen as a univariate version of JM-jomo.
The paper is organised as follows. Firstly, we present the three MI methods for handling multilevel data with systematically and sporadically missing values (Section 2). Both FCS methods have theoretical deficiencies in this general setting, so we propose improvements for them: accounting for binary variables in FCS-2stage, and accounting for continuous sporadically missing values in FCS-GLM. Secondly, these MI methods are compared through a simulation study (Section 3). Thirdly, MI methods are applied to a real data analysis (Section 4). Finally, practical recommendations are provided (Section 5).
2 Multiple imputation for multilevel continuous and binary data 2.1 Methods
Univariate missing data pattern
Random variables will be indicated in italics, while fixed values will be denoted in roman letters. Vectors will be in lower case, while matrices will be in upper case. Let Y n×p = y 1 , . . . , y p be an incomplete data matrix for n individuals in rows and p variables in columns. Let i be the index for the individuals (1 ≤ i ≤ n) and j for the columns (1 ≤ j ≤ p). Y is stratified into K clusters of size n k where k denotes the index for the cluster (1 ≤ k ≤ K). y jk denotes the n k -vector corresponding to the vector y j restricted to individuals within cluster k. . In order to propose a unified presentation of the three MI methods, we assume in this section that the variable y = y p is the only incomplete variable and is continuous. Extension to several incomplete variables, continuous or binary, will be discussed in the next section.
The imputation step in MI aims to draw missing values from their predictive distribution P Y miss |Y obs . To achieve this goal, an imputation model with parameter θ is specified and realisations of the predictive distribution of missing values can be obtained by:
Step (1) drawing θ from P θ|Y obs , its posterior distribution
Step (2) drawing missing data according to P Y miss |Y obs , θ , their predictive distribution for a given θ.
For a single continuous incomplete variable, the posterior distribution can be specified by letting θ = β, Ψ, (Σ k ) 1≤k≤K be the parameters of a linear mixed effects model:
where y k denotes the incomplete variable restricted to the cluster k, Z k (n k × q) and W k (n k × q ) are the known covariate matrices corresponding to two subsets of y 1k , . . . , y (p−1)k , β is the q vector of regression coefficients of fixed effects, b k is the q vector of random effects for cluster k, Ψ (q × q ) is the between cluster variance matrix,
is the variance matrix within cluster k. Model (1) is the imputation model used in FCS-GLM and FCS-2stage and potentially in JM-jomo for the case of a univariate missing data pattern.
Drawing parameters of the imputation model from their posterior distribution (Step (1)) can be achieved by several approaches (Little and Rubin, 2002, p200-222) . A first approach uses explicit Bayesian modelling of (1), specifying a prior distribution for θ and drawing from its posterior distribution. This approach is used in FCS-GLM and in JM-jomo: FCS-GLM uses a non-informative Jeffreys prior distribution, while JM-jomo uses a conjugate prior distribution.
A second approach uses the asymptotic distribution of a frequentist estimator of θ. More precisely, the parameters of this distribution are estimated from the data, and a value of θ is drawn from this asymptotic distribution. FCS-2stage is based on this principle: the estimator used is called the two-stage estimator in IPD meta-analysis (Simmonds et al., 2005; Riley et al., 2008) . It is also possible to use the Maximum Likelihood (ML) estimator (Resche-Rigon et al., 2013) , but the two-stage estimator has the advantage of being easier and quicker to compute than the ML estimator for linear mixed effects models.
When the variable y is only sporadically missing, the posterior distribution of the parameters only involves individuals that are observed (Rubin, 1987, p. 165) , so that both approaches easily handle missing data. However, systematically missing values complicate Step (1) for both approaches. Using Bayesian modelling, simulating the posterior distribution of θ generally requires a Gibbs sampler (Geman and Geman, 1984) , but the posterior distribution of Σ k cannot be updated from the data at each iteration for systematically missing clusters. Similarly, Σ k cannot be estimated from observed data by using the asymptotic method. Thus, MI methods developed for sporadically missing data cannot be directly used to impute systematically missing data. The problem is overcome by assuming a distribution across (Σ k ) 1≤k≤K , as proposed in JM-jomo and in FCS-2stage, or by assuming Σ k = Σ for all k, as proposed in FCS-GLM.
To draw missing values according to the parameters drawn at Step (1), missing values are predicted according to model (1) and Gaussian noise is added to the prediction (Step (2)). However, the random coefficients are not strictly parameters of this model and, therefore, are not directly given by Step (1). Thus, to obtain realisations for (b k ) 1≤k≤K , each random coefficient is drawn from its distribution conditional on y obs k and the parameters generated from
Step (1). Imputation can then be performed. If data are sporadically missing, these conditional distributions are derived by classic calculation for Gaussian vectors; if data are systematically missing, random coefficients are drawn from their marginal distribution.
From this unified presentation, we now present the methods for several incomplete variables, which can also be binary.
Multivariate missing data pattern
JM-jomo (Quartagno and Carpenter, 2016a) . To multiply impute multilevel data with several incomplete continuous variables, JM approaches are based on the multivariate version of model (1) where covariate matrices are matrices (i k × p) of ones:
β is the 1 × r matrix of regression coefficients of fixed effects, and b k is the 1 × r matrix of random effects. The superscript V indicates the vectorisation of a matrix by stacking its columns. Ψ (r × r) is the between cluster variance matrix and Σ k (rn k × rn k ) is the block diagonal variance matrix within cluster k. Note that model (2) includes all variables on the left hand side of imputation
). Other modelling could be considered by including complete variables can be included on the left or right hand side. The proposed model has the advantage to limit overfitting when the number of variables is small compared to the number of individuals Quartagno and Carpenter (2016a) .
To perform MI according to this imputation model, a Bayesian approach is used with the following independent prior distributions for θ = β, Ψ, (Σ k ) 1≤k≤K :
where W (ν, Λ) denotes the Wishart distribution with ν degrees of freedom and scale matrix Λ, and η denotes the degrees of freedom of the chi-squared distribution. The prior distributions for the covariance matrices are informative (Gelman, 2006) ; to make them as vague as possible, hyperparameters are set as ν 1 = r, Λ 1 = I r , ν 3 = rK, Λ 3 = I rK and η = rK. From this modelling, the posterior distribution of θ can be derived. We report in Appendix A.1 the derived posterior distributions as well as the technical details to obtain realisations from them. In summary, the parameters of the imputation model are drawn from their posterior distribution with a multivariate missing data pattern by using a DataAugmentation (DA) algorithm (Tanner and Wong, 1987) . To obtain M independent realisations from the posterior distribution, the algorithm is run through a burn-in period (to reach the convergence to the posterior distribution) and then realisations are drawn by spacing them with several iterations (to ensure independence). Note that the number of iterations for the burn-in period and the number of iterations between to realisations need to be carefully checked (Schafer, 1997, p.160-169) . Moreover, since generating θ in its predictive distribution using the DA algorithm also requires imputation of missing data, Step (1) and Step (2) of MI (see Section 2.1.1) are not distinguished here.
This method allows imputation of datasets with systematically and sporadically missing values. In particular, despite systematically missing values, the posterior distribution for Σ k can be updated at each step of the DA algorithm by considering observed values from other clusters.
To deal with binary variables, a probit link and a latent variables framework have been proposed (Goldstein et al., 2009 (Carpenter and Kenward, 2013, p.96-98) . Next binary data from Y miss are derived from the previously drawn latent variables: the outcome 1 is drawn if the latent variable takes a positive value, and 0 otherwise.
The JM-jomo method is an extension of the JM-RCME (Yucel, 2011) , JMMplus (Asparouhov and Muthén, 2010) , JM-REALCOM (Goldstein et al., 2007 (Goldstein et al., , 2009 Carpenter and Kenward, 2013) and the JM-pan method (Schafer and Yucel, 2002) ; JM-jomo additionally allows for heteroscedasticity of the imputation model and imputation of binary (and more generally categorical) variables, while JM-RCME only handles heteroscedasticity, and JM-REALCOM or JM-Mplus only handle categorical variables. Note that the Bayesian formulation of the imputation model is also very close to those used in FCS-blimp, FCS-pan and FCS-2lnorm FCS-GLM (Jolani et al., 2015) . Instead of using a JM approach, fully conditional specification can be used to multiply impute a dataset with several incomplete variables. The principle is to simulate the predictive distribution of the missing values by successively simulating the predictive distribution of the missing values of each incomplete variable conditionally on the other variables. Thus, instead of specifying a joint imputation model as (2), only the conditional distribution of each incomplete variable is required. Compared to JM approaches, FCS approaches make it easier to model complex dependence structures. Jolani et al. (2015) use a FCS approach to perform multiple imputation of systematically missing variables only. For continuous incomplete variables, the conditional imputation model is model (1) assuming homoscedastic error terms, i.e. σ k = σ for all k. To draw missing values of y from their predictive distribution, a Bayesian formulation of the univariate linear mixed effects model based on non-informative independent priors is used. Details on the posterior distributions are provided in Appendix A.2, we only underline that they depend of the maximum likelihood estimates of the imputation model's parameters.
Imputation of a systematically missing variable y is performed as follows:
Step (1) θ is drawn according to the posterior (equations (18-20) in Appendix A.2)
Step (2) P y miss |Y obs , θ is simulated by:
Binary variables are imputed in the same way by considering a GLMM model with a logit link.
FCS-GLM was originally developed to impute systematically missing variables only. We extend it to also impute sporadically missing continuous variable following the rationale of Resche-Rigon et al. (2013) . To achieve this goal, Step (1) is essentially the same, the main difference lies in Step (2): each b k is drawn conditionally on y obs k , instead of being drawn from its marginal distribution. However, when y is a binary variable, this conditional distribution is analytically intractable because of the logit link. Therefore, binary sporadically missing variables are handled as binary systematically missing ones, which can potentially introduce bias and a lack of variability in the imputed values. FCS-2lnorm (van Buuren, 2010) , FCS-blimp (Enders et al., 2017) and FCSpan (Schafer and Yucel, 2002) also proposed FCS approaches which use a conjugate prior to reflect the posterior distribution of the parameter of the imputation model. FCS-2lnorm is based on the model (1) as conditional imputation model and thus allows heteroscedasticity of errors for continuous variables. However, it cannot be directly applied to systematically missing clusters because of nonidentifiability of (σ 2 k ) for 1 ≤ k ≤ K. On the contrary, both others assume homoscedasticity only. -2stage (Resche-Rigon and White, 2016) . FCS-2stage is another FCS method drawing the parameters of the imputation model by using an asymptotic strategy: an estimator is evaluated from the observed data and the posterior distribution is then approximated (cf Section 2.1.1). This estimator is a two-stage estimator (Simmonds et al., 2005; Riley et al., 2008) . Often used in IPD meta-analysis, it has the advantage of being quicker to compute than the usual one-stage estimator required for the previous method (through the expressions of posterior distributions).
FCS
More precisely, for a continuous incomplete variable y, the conditional imputation model (1) is re-written as follows:
Note that for clarity, the method is presented for the case Z k = W k . Extension to the more general imputation model is given in Resche-Rigon and White (2016) . The parameter of this model is θ = β, Ψ, (σ k ) 1≤k≤K . To fit the two-stage estimator, at stage one, the ML estimator of a linear model is computed on each available cluster:
Then, at stage two, the following random effects model is used:
. β and Ψ may be estimated by REML; alternatively, Resche-Rigon and White (2016) suggest using the method of moments (MM), which is even faster, especially with high dimensional β (DerSimonian and Laird, 1986; Jackson et al., 2013) .
We explain in Appendix A.3 how the asymptotic distribution of such an estimator can be derived with incomplete data, as well as how realisations from this distribution can be obtained. Following such developments, imputation of variable y is performed as follows:
Step (1) θ is drawn according to the asymptotic posterior (Equations 23-26 in Appendix A.3).
Step (2) y miss |Y obs , θ is generated by:
Originally, this method was dedicated to handle incomplete continuous variables only. We extend it to handle binary variables with both sporadically and systematically missing values by applying a logit link in the imputation model (7). In this case, the two-stage estimator is based on logistic models at stage one. The missing values can be imputed according to a similar scheme as continuous variables. Table 2 sums up the main modelling assumptions of each MI method. In the next section, the consequences of such differences are highlighted in terms of inference from incomplete data. Comparisons between FCS and JM methods have been extensively studied (van Buuren, 2007; Lee and Carlin, 2010; Zhao and Yucel, 2009; Wagstaff and Harel, 2011; Kropko et al., 2014; Hughes et al., 2014; Resche-Rigon and White, 2016; Erler et al., 2016) , particularly in settings without clustering. It is generally believed that FCS methods are less likely to yield biased imputations because they allow for more flexibility than JM methods. For multilevel data, the lack of flexibility for JM methods has been recently highlighted when the analysis model includes random slopes corresponding to incomplete variables (Enders et al., 2016) . However, FCS-methods raised other issues like the variables selection for conditional models. Furthermore, the theoretical background of FCS is not well understood and constitutes a current topic of research (Zhu and Raghunathan, 2015; Liu et al., 2014; Bartlett et al., 2015) . Indeed, contrary to a Gibbs sampler, convergence towards a joint posterior distribution cannot generally be proven (?). Nevertheless, simulation show that it does not affect the quality of imputation without clustering (van Buuren et al., 2006) . In addition, estimation of conditional distributions is more computationally intensive than the estimation of a joint distribution.
One-stage or two-stage estimator
The two FCS approaches use different estimators of the imputation model: the FCS-GLM method uses the one-stage estimator of parameters of model (1), while the two-stage estimator uses the re-written model (7). The one-stage estimator has the drawback to be computationally intensive and slow to converge (Schafer and Yucel, 2002) , particularly with binary variables (Noh and Lee, 2007) . The two-stage estimator solves this computational time issue, but tends to have a larger variance (Mathew and Nordstrom, 2010) and requires large clusters with binary outcome to avoid separability problems (Albert and Anderson, 1984) and to reduce the small-sample bias of the ML estimator (Firth, 1993) . Furthermore, by using a limited number of observations at stage one, the FCS-2stage method is more prone to suffer of overfitting if the number of covariates or the number of missing values is large.
Heteroscedasticity
JM-jomo and FCS-2stage allow for heteroscedasticity of the imputation model, whereas FCS-GLM assumes homoscedastic error variances. It has previously been demonstrated that data generated from a joint homoscedastic model (similar to model (2)) will yield heteroscedastic conditional distributions (RescheRigon and White, 2016). As a result, imputation models allowing for heteroscedasticity tend to yield more reliable imputations. Previous simulation studies seem to support this point (van Buuren, 2010; Resche-Rigon and White, 2016) . However, homoscedasticity can be relevant when studies are very small, since it overcomes overfitting issues by shrinking cluster-specific parameter estimates towards their weighted average.
Bayesian modelling or asymptotic strategy for
Step (1) JM-jomo and FCS-GLM consider an explicit Bayesian specification of the imputation model, which implies that uncertainty of θ is fully propagated. Conversely, FCS-2stage only propagates the asymptotic uncertainty, and may therefore be problematic in small samples. Regardless, in large samples, both approaches should yield similar results (Little and Rubin, 2002, p. 216) .
As a direct result of Bayesian modelling, JM-jomo and FCS-GLM require the specification of a prior distribution for θ. Various priors have been proposed for hierarchical models such as model (1) (Robert, 2007, p. 456-506) . In general, it is recommended to use proper prior distributions when working with multivariate linear mixed effect models (Schafer and Yucel, 2002) , as this helps to avoid convergence issues of the Gibbs sampler. To this purpose, JM-jomo considers conjugate prior distributions. A major advantage of using conjugate prior distributions is that drawing from the posterior distribution avoids the systematic recourse to MCMC methods. In particular, when using univariate linear mixed effect model with fully observed covariates, the posterior distribution becomes analytically tractable.
In contrast to JM-jomo, FCS-GLM considers the Jeffreys prior for drawing imputations. This prior is derived from the sampling distribution and can therefore be regarded as non-informative. The counterpart of using Jeffreys prior in GLMM is that the (joint) posterior distribution for θ is generally improper (Natarajan and Kass, 2000) even if each marginal distribution is proper. Note that FCS-GLM overcomes this potential issue by assuming independent posterior distributions for each components of θ.
In conclusion, all methods are likely to yield different posterior distributions, particularly in the presence of small sample sizes.
Binary variables
JM-jomo considers a probit link to model binary variables, while both FCS approaches consider a logit link. Although both link functions tend to yield similar predictions, the probit link is more convenient for imputation purposes in multilevel data. The underlying reason is that conditional distributions of random coefficients can be easily simulated with a probit link, because it is based on latent normal variables for which these conditional distributions are well known, but not for mixed models with a logistic link. As a result, imputation of sporadically missing values is achieved in the same way as systematically missing variables for FCS-GLM, i.e. by ignoring the relationship between the random effects and the observed values on the imputed variables. It implies that this method is not relevant with binary sporadically missing variables including few missing values. Conversely, for FCS-2stage it is still possible to draw random coefficients from the conditional distribution, by considering the distribution of the random coefficients conditionally on the ML estimates given at stage one. Nevertheless, because of the asymptotic unbiasedness property of the ML estimator for logistic regression models (used at stage one), performances of the FCS-2stage method for binary variables are deteriorated when all clusters contain few observed individuals.
Simulations 3.1 Simulation design
We consider a simulation study to assess the relative performance of the MI methods described in Section 2. Based on aforementioned properties, we anticipate that FCS-GLM is problematic when imputing binary sporadically missing variables, that FCS-2stage is problematic in datasets with few participants and/or clusters, and that JM-jomo is sensitive to the proportion of missing values because of the influence of the prior distribution. For this reason, we here evaluate the proportion of systematically and sporadically missing values, the data type of imputed variables, the size of included clusters and the size of the total dataset. Other settings will be also investigated to cover a large range of practical cases. For all investigated configurations, we generated T = 500 complete datasets, after which we introduced missing values. Afterwards, we applied the MI methods on each incomplete dataset by considering M = 5 complete datasets, and obtained parameter estimates from the multiply imputed datasets.
Data generation
For each simulation, we generated a dataset with four variables (y, x 1 , x 2 , x 3 ); x 1 and x 3 are continuous variables, and x 2 is a binary variable. The outcome variable y (continuous or binary) is defined according to a GLMM where x 1 and x 2 are the covariates. We use x 3 as an auxiliary variable explaining the missing data mechanism. More precisely, data are simulated as follows:
where Σ v is a (3 × 3) covariance matrix.
2. Draw two continuous variables x 1 and x 3 so that:
where α 1 and α 3 are the fixed intercepts, v 1k and v 3k are the random intercepts for cluster k drawn at previous step and Σ x is a (2 × 2) covariance matrix.
3. Draw a binary variable x 2 according to the model:
where α 2 is a fixed intercept and v 2k is the random intercept for cluster k, drawn from (10) 4. Draw a response variable y:
• for a continuous variable y:
where ε ki ∼ N 0, σ 2 y and u
is the random effects for clus-
• for a binary variable y:
with the same assumption for u
Parameters are tuned to mimic the structure of GREAT data. This data set is an individual patient data meta-analysis provided by the GREAT Network (GREAT Network, 2013) which explores risk factors associated with short-term mortality in acute heart failure. It consists of 28 observational cohorts gathering characteristics, potential risk factors and outcomes of 11685 patients, corresponding respectively to the second and the first level of a multilevel structure. One challenge consists in explaining the left ventricular ejection fraction (LVEF), which is realised with an ultrasound, from biomarkers easier to measure, such as BNP, which is a blood biomarker, and the atrial fibrillation (AFIB). More detail on GREAT data are given in Appendix B. Data on the variable BNP is used to generate the continuous covariates x 1 and x 3 , while the variable AFIB is used to generate the binary covariate x 2 . We used complete-case analysis to estimate parameters of the analysis model (13). Conversely, we tuned the covariate distribution according to the posterior distribution estimated by the fully Bayesian approach (Section 2.1.2) implemented in the R package jomo (Quartagno and Carpenter, 2016b) . Thus, unless otherwise specified, default parameters are specified as follows: K = 28, 18 ≤ n k ≤ 1093, They define the base-case configuration. Then, these parameters will be varied one-by-one to investigate more specific configurations that can affect the methods. Details about the parameters used for each case is provided in Appendix C.1.1 in Table 9 .
Missing data mechanisms
Variables are independently systematically missing on (x 1 , x 2 ) with probability π sys . In addition, for any clusters where each covariate is not systematically missing, sporadically missing values are generated with probability π spor . Unless otherwise specified π sys = 0.25 and π spor = 0.25. Thus, the proportion of missing values on x 1 and x 2 is roughly 0.44. Two missing data mechanisms are considered: a MCAR and a MAR. For the MCAR mechanism, sporadically missing data is generated independently to the data, while for the MAR mechanism, sporadically missing values are added according to the observed values of the auxiliary variable x 3 . In both cases systematically missing values remain MCAR.
Methods
The simulation study evaluates a total of 10 methods. The reference methods are as follows:
• Full -Analysis of original dataset, before introduction of missing values
• CC -Case-wise deletion of individuals with incomplete data Further, we consider three methods that allow imputation of sporadically and systematically missing data in multilevel data by adopting random effects distributions. The performance of these methods is of primary interest in the current simulation study:
• JM-jomo (Quartagno and Carpenter, 2016a) • FCS-GLM (Jolani et al., 2015) • FCS-2stage (Resche-Rigon and White, 2016) (estimation using REML and MM)
Finally, we consider five ad-hoc methods that were not designed to be used in multilevel data with a combination of sporadically and systematically missing values. Nevertheless, these methods are evaluated to highlight the relative merits of aforementioned, dedicated, methods:
• JM-pan (Schafer and Yucel, 2002) : JM imputation by linear mixed effect models assuming homoscedasticity
• FCS-2lnorm (van Buuren, 2010): FCS imputation by linear mixed effect models assuming heteroscedasticity
• FCS-noclust (Schafer, 1997) : FCS imputation by normal or logistic regression
• FCS-fixclust: FCS imputation by normal or logistic regression with fixed intercept to account for the second-level
• FCS-fixclustPMM (Little, 1988) : FCS imputation by predictive mean matching with fixed intercept to account for the second-level
As explained in the introduction, these later methods are not dedicated to multilevel data with continuous and binary variables, as well as sporadically and systematically missing values. JM-pan and FCS-2lnorm only allow imputation of continuous data (Section 2.1.2). For this reason, binary variables are treated as continuous, without applying any rounding strategy (Allison, 2002) . Furthermore, because of the heteroscedasticity assumption, parameters of FCS-2lnorm are not identifiable in the presence of systematically missing values. We address the issue by imputing sporadically missing values and systematically missing values separately from each other. In particular, clusters without systematically missing data are used to fit the imputation model and to impute clusters with sporadically missing values. Afterwards, parameters obtained from the first clusters without systematically missing data are used to impute the remaining clusters with systematically missing data. As regard FCS-noclust, FCS-fixclust and FCS-fixclustPMM, these methods are based on fixed intercept, implying non-identifiability of the intercept with systematically missing variables. The issue is addressed by centring dummy variables such that clusters with systematically missing values are imputed using the observed average across the remaining clusters.
Assessment of the inference
The primary parameters of interest are β (1) , β (2) , ψ 00 and ψ 11 in model (13) or (14). The performance of estimating these parameters will be assessed according to the bias, the root mean squared error (RMSE), the root mean square of estimated standard error (Model SE), the empirical Monte Carlo standard error (Emp SE) and the coverage of the associated confidence interval. The average time required to multiply impute one dataset is also reported.
Implementation
Simulations are performed with the R software (R Core Team, 2016) . Multiple imputation with the JM-jomo method is performed with the R package jomo (Quartagno and Carpenter, 2016b) . The number of iterations for the burn-in step is set to 2000, and 1000 iterations are run between each imputed dataset. Convergence has been checked from an incomplete dataset simulated from the base-case configuration by following the stationary of the parameters of the imputation model.
Multiple imputation with FCS methods is performed using the R package mice (van Buuren and Groothuis-Oudshoorn, 2011) with 5 cycles. Convergence has been checked from an incomplete dataset simulated from the base-case configuration by following the stationary of marginal quantities (means and standard deviations). For both FCS approaches, conditional imputation models consist of all available covariates, which are included in the fixed and random design matrices (Z k = W k ).
In both cases, MI is performed using 5 imputed datasets. Each imputed dataset is analysed using the R package nlme (Pinheiro et al., 2016 ) for a continuous outcome and using the glmer package for a binary outcome (Bates et al., 2015) . Calculation was performed on an Intel R Xeon R CPU E7530 1.87GHz. The R code used to perform simulations is available from https://arxiv.org/src/1702.00971v1/anc/ Table 3 describes the simulation study results for the base-case configuration. Overall, we found that all methods yielded satisfactory estimates for fixed effects parameters of the binary variable β (2) . In particular, biases were smaller than 2%, and coverage of the confidence intervals were close to their nominal level. Performance differences mainly occurred for estimation of fixed effects parameters for the continuous variable β
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Base-case configuration
(1) and for estimation of the variance of random effects ψ 00 and ψ 11 . In particular, the variance of β (1) is generally underestimated, leading to confidence intervals that do not reach their nominal level.
As expected, we found that ad-hoc methods suffered from several deficiencies. First of all, they underestimated the variance of β (1) . This is likely related to the use of imputation models with homoscedastic error terms (FCSnoclust, FCS-fixclust, FCS-fixclustPMM and JM-pan), and to not properly modelling heterogeneity between clusters (FCS-noclust, FCS-fixclust and FCSfixclustPMM). For FCS-2lnorm, underestimation of the variance is likely also caused by ignoring uncertainty on the random coefficients for systematically missing values. A second problem of the ad-hoc methods is that they yield severely biased estimates for the variance of random effects (ψ 00 and ψ 11 ). Finally, FCS-noclust also introduces bias on point estimates for the fixed effects coefficients. In particular, by ignoring the multilevel data structure, imputed values of FCS-noclust are biased towards the overall mean and thereby affect corresponding covariate-outcome associations.
The primary methods of interest, JM-jomo, FCS-GLM and FCS-2stage provide inferences that are more satisfying as compared to the ad-hoc methods. In particular, biases are smaller and confidence intervals are closer to their nominal level. Nevertheless, some important differences were identified. First of all, the JM-jomo method tends to overestimate the variance of the estimators β (1) and β (2) . Conversely, FCS-GLM tends to underestimate this variance for β (1) , similar to ad-hoc methods assuming homoscedasticity. Another drawback of FCS-GLM is that its implementation required substantially more time to generate an imputed dataset. Finally, the FCS-2stage method provided satisfactory inferences with both versions (REML or MM). In particular, it is the only method to provide unbiased estimates for variance components ψ 00 and ψ 11 .
Robustness to the proportion of systematically missing values
To assess the influence of the proportion of systematically missing values, we modified this proportion to 0.1, 0.25 and 0.4 (configurations 2, 1, 3 in Table  9 in Appendix C.1.1 respectively). The proportion of sporadically missing values is modified accordingly to keep the same proportion of missing values in expectation.
We found that for the three methods of primary interest, the bias on the parameters of the model remains stable regardless the proportion of systematically missing values (see Appendix C.2.1). Figure 1 reports the relative bias for the standard error estimates. For JM-jomo, the standard error estimate for β (1) tends to deviate from the empirical standard error when the proportion of systematically missing values increases, becoming upwardly biased as the relative extent of systematically missing data increases. This issue is likely related to the use of (informative) conjugate prior distributions, as their influence on the posterior is substantial when the proportion of systematically missing variables is large. Because the FCS methods use prior distributions that are derived from the data, they were less sensitive to overestimation of standard errors.
Robustness to the number of clusters
Influence of the number of clusters is assessed by restricting the generated datasets to their K first clusters, and varying K in {7, 14, 28}. Note that as consequence the total sample size also increases with K (2139, 4256 and 11685 respectively). Figure 2 describes the impact of the number of clusters on the bias. The impact on the variance estimate is reported in Appendix C.2.2.
For all estimands, the bias obtained from the JM-jomo method is substantial when the number of clusters is small, but decreases when as the number of clusters increases. On the contrary, the FCS methods provide more robust estimates for the variance of the random effects when the number of clusters is small. This behaviour is again likely related to the choice of the prior distributions.
Robustness to the cluster size
To explore the robustness of the inferences provided by the MI methods with respect to the size of the clusters, we extended the simulation study to generate clusters with equal sizes varying in {15, 25, 50, 100, 200, 400}. Relative biases are reported in Figure 3 .
The biases obtained by the FCS-2stage methods are large for small clusters, but decrease when the cluster size increases. This behaviour was expected since the posterior distribution for the conditional imputation models's parameters (left), β (2) (middle) and ψ 11 (right) according to n k for each MI method. Criteria are based on 500 incomplete datasets. are based on asymptotic properties (cf Section 2.2). For the JM-jomo method, the bias mainly depends on the sample size for β (1) only. On the contrary, the FCS-GLM method is fairly stable for β
(1) and β (2) across the sample size. Note that the bias on ψ 11 observed on the base-case configuration disappears with small clusters as well as the undercoverage issue because of a better estimate of the standard error (see Figure 6 in appendix C.2.3) making the method relevant in such a case.
Robustness to the type of imputed variables
Results in Table 4 demonstrate that also the type of imputed variable affects the performance of the imputation methods. In general, we found that JMjomo provides smaller bias for β (1) , β (2) and ψ 11 as compared to FCS-GLM and FCS-2stage. This is likely related to the fact that FCS-GLM is not tailored for imputing sporadically missing data of binary variables, and that the two-stage estimator used in FCS-2stage is known to be biased in the presence of small clusters. Table 5 provides inference results when the covariance matrix of random effects is multiplied by a factor 2. The biases reported for the variance of random effects are less than 2% for JM-jomo, while they reached 11% in the base-case configuration. Such behaviour can be explained by the smaller influence of the prior distribution for random effects when the effect of random effects is stronger. On the contrary, the bias increases for the FCS-2stage methods. 
Robustness to the variance of random effects
Other configurations
Other configurations that have been investigated are presented in Appendix C.1.1. These configurations consider the nature of the outcome (configuration 5), the missing data mechanism for sporadically missing values (configurations 6, 7, 8) , the complexity of the analysis model (configuration 9), the number of individuals with unequal cluster sizes (configuration 11, 12), the intra-class correlation (configurations 13, 14) , the correlation between random intercepts generating variables x 1 , x 2 , x 3 (configuration 15), the correlation between continuous variables in each cluster (configuration 16), the covariance matrix of the random effects (configuration 17, 18), the use of a probit link for generating binary covariates (configuration 19). Figure 7 in Appendix C.2.4 reports the distribution of the relative bias over the several configurations, while tables gathering inference results are available in the supplementary materials. We found similar results as compared to the base-case configuration.
Application to GREAT data
The MI methods are applied to the GREAT data (Appendix B). We considered model (13) for analysis model, with x 1 representing the variable BNP, x 2 the variable AFIB and y the variable LVEF. Although only three variables are included in the analysis model, the imputation models are based on nine variables to render the MAR assumption more credible (Enders, 2010; Schafer, 1997) . Results in Table 6 indicate that the missing data mechanism in the GREAT application is not likely to be missing completely at random. In particular, complete-case analysis yielded estimates for the fixed coefficient β BN P farther away from null as compared to the MI methods.
As expected, standard errors obtained by CC were larger than those obtained from the base-case configuration of the simulation study. In general, standard errors for fixed effects estimates were smaller for the MI methods as compared to CC. An exception occurred for the variable β BN P when using FCS-2stageMM or FCS-GLM. Possibly, this is related to convergence issues resulting from limited number of iterations and relatively small number of imputed data sets. For instance, when we allowed for 50 iterations (rather than 10) and generated 50 imputed data sets (instead of 20), FCS-2stageMM yielded a standard error of 0.0091 for β BN P .
Remarkably, we found that JM-jomo yielded the smallest standard errors for fixed effect estimates. This situation did not arise in the simulation studies, and is likely related to over-parametrisation of the FCS methods. In particular, the conditional imputation models assume random effects for all covariates, which leads to a substantial increase of the number of parameters as the number of covariates increases, hence inflating the variance around imputed values.
Finally, in agreement with the simulation studies, we found that the FCS-GLM method required substantially more computation time as compared to the other MI methods. This limitation is somewhat problematic, as the number of incomplete variables was rather limited in the GREAT application. As a result, checking convergence of the distribution of missing values to their posterior distribution becomes very difficult.
Discussion
As international collaboration becomes more common and access to large shared datasets increases, researchers increasingly often face incomplete multilevel data. Thus, handling systematically missing values becomes inevitable (Debray et al., 2015b,a) . In this work, we compared three recent multiple imputation methods for addressing this issue: JM-jomo, FCS-GLM and FCS-2stage. We also considered several extensions to better handle continuous and binary data in the presence of sporadically and systematically missing values. We highlighted the relevance of using these methods, and demonstrated their superiority over ad-hoc strategies through extensive simulation studies. Although the differences between the three imputation models are mainly technical, their properties may substantially differ according to the considered dataset.
In general, we found that JM-jomo tends to be conservative. This behaviour is in line with simulation study presented in Quartagno and Carpenter (2016a) , and is related to the use of inverse-Wishart prior distributions for modelling the covariance matrices. Although this distribution avoids convergence issues of the Gibbs sampler (Schafer and Yucel, 2002) , its use is not necessarily supported by the data. Furthermore, the prior distributions for the parameters of the inverse Wishart distribution appear to be rather influential. In particular, by sampling the covariance matrices using few degrees of freedom, too much variability is introduced for the within-cluster covariance matrices. As a result, fixed effects estimates vary too much across imputed datasets, leading to over-estimation of the variance components. Note that the influence of the prior distributions of imputation model's parameters have also been recently exhibited in the context of continuous data Kunkel and Kaizar (2017) .
Bias is observed for JM-jomo when the number of individuals and/or clusters is small and/or variance of random effects is small. In such situations, the Inverse-Wishart prior distributions become very informative (Gelman, 2006) . Furthermore, because the Inverse-Wishart distribution tends to generate too much variability, its use may lead to shrinkage of regression coefficients when imputing continuous covariates (β (1) in the simulation study). This issue is less problematic for binary covariates (β (2) ) because the diagonal terms of the within covariance matrices are constraint to be equal to one. However, inference for GLMM models with few clusters is challenging, even without missing data (McNeish and Stapleton, 2016) . When the number of clusters is large, substantial improvements can be obtained by increasing the degrees of freedom of the chi-squared distribution.
For FCS-GLM, we found that imputations were quite accurate for continuous variables. However, FCS-GLM is limited by the homoscedasticity assumption (van Buuren, 2010; Resche-Rigon and White, 2016) . In particular, by fitting a homoscedastic model on heteroscedastic data, standard errors tend to be underestimated, even in the absence of missing data. As a result, the FCS-GLM method cannot fully propagate the sampling variability, leading to an underestimation of the variance of the parameters of the analysis model. This results in confidence intervals that are too narrow. However, the homoscedastic assumption can become a main advantage with small clusters since it avoids overfitting issues. As a result, the standard errors become well estimated also for continuous covariates. For this reason, FCS-GLM is a relevant method to use with small clusters. Another current problem of FCS-GLM is the time required for generating imputed datasets, particularly in large datasets. These results are in line with the simulation study of Resche-Rigon and White (2016) comparing FCS-GLM and FCS-2stage.
FCS-2stage does not present any recurrent trend. Simulation study results suggest that using the log-normal distribution as approximation for the posterior distribution of the error variance outperformed modelling through InverseWishart distributions (as in JM-jomo and FCS-GLM). Although the MM estimator of FCS-2stage is known to underestimate relevant variance components, similar inferences were obtained when adopting REML (Langan et al., 2016) . However, FCS-2stage may be problematic when imputing binary covariates in small clusters, as the maximum likelihood estimator used in stage one is known to yield biased estimates in such circumstances. For this reason, we investigated the use of Firth's correction (Firth, 1993) , but its implementation did not yield substantial improvements. Further research is warranted to investigate how FCS-2stage may be improved when applied to datasets with small clusters. In the GREAT application, we found that JM-jomo and FCS-2stage produce similar point estimates, but that the former yields smaller standard errors. This may reflect the ability of JM-jomo to borrow information about the study-specific covariance matrix across studies; and/or the appropriateness of using the Inverse Wishart model in the GREAT data.
A key issue in all MI methods is the use of congenial imputation models (Meng, 1994) . Congeniality means that there is a joint model which implies the imputation model and the analysis model as submodels. Some results have been obtained for continuous variables when the analysis model does not include a random slope (Quartagno and Carpenter, 2016a; Resche-Rigon and White, 2016) . However, as raised in Grund et al. (2016) , with a random slope, these imputation models are uncongenial. Indeed, considering model (1), the outcome depends on a product of two random variables: the random effect (b k ) and the associated covariate (W k ). Consequently, the marginal distribution of the outcome becomes highly complex, whereas a joint imputation model like the one used in JM-jomo (without covariate in the right part of model (2)), assumes simpler Gaussian marginal distributions in each cluster. In the same way, for FCS methods, the conditional distribution of one covariate is no longer analytically tractable. This implies that the distribution of the covariates given the outcome cannot be written according to a GLMM model. Thus, imputation models are misspecified whatever the imputation method used. Nevertheless, our simulation study highlights that this is a minor practical issue since the biases remain very small for fixed coefficients and variance of random effects (see also Appendix C.2.5). Recent progress to provide imputation models ensuring congeniality even in complex settings (Bartlett et al., 2015) seems promising for the multilevel setting.
Another source of mis-specification is the choice of random and fixed effects in the imputation models. In particular, tuning each conditional imputation model is tricky in practice for FCS approaches, particularly with a lot of variables, although models can become over-parametrised otherwise. More generally, finding conditional imputation models with few parameters in FCS approaches is a current topic of research (Zhao and Long, 2016) in the onelevel case, and appears even more challenging in the two-level approach. In this paper we used the default model of the methods: for JM-jomo, all variables are in the response part of model (2), which corresponds to normal marginal distributions with random intercept, whereas FCS approaches include all covariates in fixed and random effects, making such marginal distribution more complex. Consequently, the imputation models are not strictly the same according to this aspect, that could also explain some differences between JM and FCS approaches.
An additional difficulty for all MI methods is the imputation of binary variables. Whereas JM-jomo overcomes it quite well by considering a fully Bayesian multilevel modelling approach with a probit link function, FCS-GLM and FCS2stage are less tailored for such variables: FCS-GLM because it considers a logit link making difficult to handle sporadically missing values, and FCS-2stage because it infers separately on each clusters, making samples too small to provide accurate inferences. For these reasons, both FCS methods could be improved by adopting: a probit link function for FCS-GLM, and applying bias correction for variances and point estimates for FCS-2stage. Note that in contrast to FCS-2stage, the methods FCS-GLM and JM-jomo can also handle nominal and count variables. FCS-2stage could further be extended by considering additional link functions in the regression models used at stage 1. Finally, although FCS-2lnorm provides encouraging performance for imputing missing continuous and binary multilevel data, it does not properly reflect (Schafer, 1997, p. 105 ) the variability of random coefficients. For this reason, its usefulness remains limited in the presence of systematically missing values.
Although we only considered a 2-level setting in this study, extensions of the presented MI methods to a higher hierarchical structure are relatively straightforward. At this moment, only JM-jomo proposes an implemented solution to address such situations. Note that missing values may also occur at level-2. JM-jomo naturally handles this setting, but FCS approaches have also been developed to achieve this goal (van Buuren and Groothuis-Oudshoorn, 2011 ). In addition, we did not focus the topic on longitudinal data, or more generally on data with very few observations per cluster, like in education research field. However, systematically missing values are also frequent in such cases and raise additional overfitting issues of the imputation models.
Furthermore, our study focuses on the use of GLMM models to analyse multilevel data, which facilitates the use of MI. Indeed, direct maximum likelihood inference is another possible strategy to address missing data, but its implementation becomes difficult when dealing with multilevel variables (Longford, 2008; Schafer, 1997) . However, many other statistics than the parameters of a GLMM model can be of interest. For instance, Curran and Hussong (2009); Curran et al. (2008) proposed using item response theory to fit measurement models.
From a general point of view, whatever the imputation method used, accurate inferences for a GLMM model can be expected only with a high (or moderate) number of clusters. Heteroscedastic MI methods perform better than homoscedastic methods, which should be reserved with few individuals only. Methods based on conjugate prior distributions should be used with caution when the proportion of missing values is very high. Multiple imputation of binary variable is challenging, and methods can have drawbacks in such a case.
In this regards, JM-jomo could be recommended when the number of incomplete binary variables is large and when the number of observed clusters is large. FCS-2stage performs quite well, but should be avoided when clusters are small, or equivalently, when the proportion of sporadically missing values is large. This method is particularly relevant compared to the others when the number clusters with systematically missing variables is large. The MM version offers a quick solution to have an initial overview of the inference results. Finally, FCS-GLM appears advantageous when clusters are small.
From our point of view, the topic of inference for multilevel incomplete data needs to strengthen the theoretical underpinnings to improve the fit of imputation models, as well as some developments to broaden the scope of the evaluated methods. Among them, the congeniality has been recently discussed but need more efforts for analysis model with random slope. Machine-learning methods offering more flexibility could be considered for this purpose. In addition, solutions to handle missing data without assuming the ignorability of the missing data mechanism need to be investigated. Furthermore, in the big data era, MI methods handling a large number of variables need also to be studied. Finally, proposing imputation models for nominal or ordered variables avoiding informative prior distributions constitutes a main line of research.
where W (ν, Λ) denotes the Wishart distribution with ν degrees of freedom and scale matrix Λ, and η denotes the degrees of freedom of the chi-squared distribution. Hyperparameters are set as ν 1 = r, Λ 1 = I r , ν 3 = rK, Λ 3 = I rK and η = rK.
If data were complete, conditional posterior distributions for each component of θ would be:
with β the estimate of the weighted least-squares estimator, var β the estimate of the associated variance,
where ε k denotes the residuals for cluster k.
To draw the parameters of the imputation model from their posterior distribution with a multivariate missing data pattern, a DA algorithm is used (Tanner and Wong, 1987) . Note that the posterior distribution of θ also depends on the random coefficients and on the random parameters (ν 2 , Λ 2 ), which is why they are updated at each cycle of the algorithm.
To deal with binary variables, a probit link and a latent variables framework have been proposed (Goldstein et al., 2009) . Note that drawing (Σ k ) 1≤k≤K from its posterior distribution is more tricky with binary variables since Σ k has to respect the constraint of diagonal elements equal to one for latent variables (Browne, 2006) .
A.2 FCS-GLM
For continuous incomplete variables, the conditional imputation model is model (1) assuming homoscedastic error terms, i.e. σ k = σ for all k. From noninformative independent priors, components of the parameter θ = (β, Ψ, σ) are drawn from the following posterior distributions:
where Inv-Γ (s, r) denotes the inverse Gamma distribution with shape s and rate r, β and σ 2 are the ML estimates of β and σ 2 , var β is the variance estimate associated with the ML estimator of β, and b = b 1 , . . . , b K are the best linear unbiased predictions (BLUP) of the random effects, preferably estimated by using the restricted ML (REML) estimator Jolani et al. (2015) . With systematically missing values on variable y, ML estimates are evaluated from the clusters observed in y and degrees of freedom in (20) and (18) are modified accordingly.
Note that posterior distributions are conditional to the random coefficients that are unknown. Rigorously, simulation of these posterior distributions require the use of a Gibbs sampler. To avoid the use of such iterative algorithm, the marginal distribution of θ is approximated by the one of θ given a fixed value for b (i.e. P (θ|Y ) ≈ P θ|Y ; b =b ). Assuming having mimicked the marginal posterior distribution of θ by making one draw, then we can draw random effects given this one. Furthermore, contrary to the original paper (Jolani et al., 2015) the prior distribution accounts for the dependence between the components σ and β (Jolani, 2017) .
With sporadically missing continuous variables, steps (18) (19) (20) are essentially the same: the parameters of the posterior distribution are tuned by considering the ML estimator evaluated from individuals observed on variable j and degrees of freedom are suitably modified in (18).
A.3 FCS-2step
For a continuous incomplete variable y, FCS-2stage is based on the conditional imputation model:
The parameter of this model is θ = β, Ψ, (σ k ) 1≤k≤K .
FCS-2stage draws the parameters of the imputation model by using an asymptotic strategy: a two-stage estimator is evaluated from the observed data and the posterior distribution is then approximated. To fit the two-stage estimator, at stage one, the ML estimator of a linear model is computed on each available cluster:
The two-stage estimator is typically used by assuming (σ k ) 1≤k≤K to be known (Burke et al., 2016) . In our framework, (σ k ) 1≤k≤K is unknown and cannot be identified at stage one with systematically missing values. Thus, instead of fixing σ k (1 ≤ k ≤ K), the assumption is made that (σ k ) 1≤k≤K are the independent realisations of a unique random variable so that log σ k ∼ N (log σ, Φ) .
As with estimation of β and Ψ in (8-9), log σ and Φ are estimated by a twostage method. At stage one, the ML estimate of σ k , denoted σ k , is computed and log-transformed on each cluster, and its variance is derived (using the Delta method). At stage two, these estimates are used in the random effects model
To draw missing values of y from their predictive distribution using this estimator, first, log σ and Φ are estimated by fitting the two-stage estimator to the data and their posterior distribution is then approximated by log σ|Y obs ∼ N log σ, var log σ
Next, from model (22), s k can be straightforwardly drawn conditionally on log σ k since log σ k and s k are Gaussian, providing values for (σ k ) 1≤k≤K . Then, β and Ψ are drawn from their posterior distribution in the same way:
where Ψ chol is the Cholesky decomposition of Ψ. To handle binary variables with both sporadically and systematically missing values by applying a logit link in the imputation model (7). In this case the parameters σ k are not used, thus the distribution assumption (21) does not hold and the two-stage estimator described in step (22) is not needed.
B Description of GREAT data
The GREAT Network performed an IPD meta-analysis to explore risk factors associated with short-term mortality in acute heart failure (AHF) (GREAT Network, 2013) . Their dataset consists of 28 studies: 8 were carried out in Western Europe (2 in Italy, 2 in Spain, and 1 in each of France, Finland, Switzerland, Netherlands), 13 in Central Europe (12 in Czech Republic and 1 in Austria), 3 in America (2 in the United States and 1 in Argentina), 3 in Asia (China, Japan, Korea), and 1 in Africa (Tunisia) (Mebazaa et al., 2013) . The principal investigators of each study provided the original data collected for each patient, including a list of patient characteristics and potential risk factors .
One biomarker of interest was brain natriuretic peptide (BNP), which is known to be elevated in acute heart failure. Since measuring the left ventricular ejection fraction (LVEF) requires an ultrasound examination, one objective consists in explaining LVEF from biomarkers that are easier to measure, such as BNP or electrocardiographic characteristics such as the atrial fibrillation (AFIB). The generalized linear mixed effect model (GLMM) (Pinheiro and Bates, 2000; Lee et al., 2006) is a suitable statistical model to achieve this goal.
The dataset contains 2 binary variables (AFIB and Gender) and 7 continuous variables (BMI, Age, Systolic blood pressure (SBP), Diastolic blood pressure (DBP), Heart rate (HR), LVEF and BNP). Variables are described in Table 8 in Appendix B. The total number of individuals is 11685 and study sizes range from 18 to 1834.
Each study is incomplete, leading to sporadically missing values on all variables except gender and LVEF. However, BNP measurement is a recent technique, so this variable has been collected on 10 studies only, leading to systematically missing values. Four other variables are systematically missing on some studies (Table 7) , notably the binary variable AFIB. The multivariate version of model (1) used in JM-jomo requires that all missing variables are in the left hand side of the model (2). However, if the analysis model includes a random slope in the right hand side (like in the simulation study 3.1), then the imputation model is misspecified. To assess the influence of this misspecification on the random effect variance, we compare the estimates of ψ 00 when the outcome of the model is generated according to an analysis model including a random slope (base-case configuration), with the estimates of ψ 00 when the outcome of the model is generated according to an analysis model with a random intercept only. Estimates are reported in Figure 8 . with random slope without random slope A bias is observed even if the outcome is generated from a model with no random slope, indicating that misspecification of the imputation model is not the main reason for the observed bias in the base-case configuration. As shown in Section 3.2.6 it is more likely that the use of wrongly informative prior distributions biases the inference in presence of very small values for the level-2 variances.
