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0.   Abstract 
 
A family of explicit formulas is developed for solving a system 
of second order linear ordinary  differential equations with  constant 
coefficients and with initial conditions specified.  A family of 
implicit formulas for solving the same system with specified 
boundary conditions is also developed. 
Both families are based on Padé approximants to the exponential 
function and for each formula developed the order of the formula is 
seen to be one higher than the order of the Padé approximant used. 
In the case of the family of implicit  formulas i t  is  seen that  the 
order of the formula is made arbitrarily high by using an appropriate 
Padé approximant. 
It  is shown that the families are readily applicable to the 
numerical solution of second order hyperbolic partial differential 
equations with  constant  coefficients. 
The formulas developed are tested on four problems. 
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1. Explicit Methods For Initial Value Problems
 
Given the linear system of N second order ordinary differential 
equations 
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where A is a square matrix of order N which has constant elements, 
with initial conditions 
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the solution may be shown to be of the form 
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where B  is a matrix such that A2B = . 
 
The determination of the elements of B is a non-trivial exercise 
and an approximate method based on padé approximants to the exponential 
function is now developed which does not require the elements of B to 
be determined explicitly. 
 
Suppose that a uniform discretization   is superimposed on the l
independent variable  t   ;  then i t  is  easy to show that )t(
~
y  satisfies 
the  recurrence  relation 
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with t = ,2 ,…   . l l
 
Any numerical solution of (3) will rely for its overall accuracy on 
the approximation to exp(± l B). For the (m, k) Padé approximant to exp( B) l
of the form 
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where  are matrix polynomials of degrees k, m respectively, mQ,kP
this leads, for m+k even, 
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since and for m +k odd, to AB2 =
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In choosing which Padé approximant to use it must be noted in (3) that 
   )(
~
y l   is only second order accurate, (that is, its error is  , ))(0 3l
so that Pade approximants should be chosen for which  m +k ≤ 2.  For 
   m +k >2 a more accurate approximation to )(
~
y l  must be found otherwise 
the use of a higher order approximant is unjustified. 
 
A table of fif teen Padé approximants to θe ,  where θ  is  some real  
scalar, together with the principal error term and the range of values 
of θ  for which the approximation converges, is given in Table I. 
These Padé approximants will be used in the derivation of fifteen allied 
methods (given Roman numerals) in this and in Section 2 of the paper. 
The matrix analog in all fifteen cases is obvious, and a bound on  , s||B||l
where   is the spectral  norm  of  B , is  given by the modulus of s||B||
the smaller bound on θ . 
 
Referring to Table I  i t  is  clear that  Methods  I ,  II ,  III ,  IV, VII all  have 
   m +k ≤ 2 and may be used in (3) to give an explicit numerical solution 
to the system (0) with initial conditions (1) . 
 
Using )t(
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y  to distinguish a computed solution from the theoretical 
so lu t ion  )t(
~
y  ,  def in ing  the  loca l  d i scre t iza t ion  e r ror  to  be  )t(
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and using E  to denote the error predicted by (4) or (5) ,  these five            
explicit  algorithms  with   t= ,2 ,...   are  as  follows: l l
    (3) 
 
Method I   :   (0, 1)  Padé approximant  ; E=0( l 2). 
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Method II : (1,0) Padè approximant  ;  E=0  )( 2l
Same explicit algorithm and local error as Method I 
Method III :  (1,1) Padé approximant  ;  E=0  . )( 4l
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Method IV  : (0,2) Padé approximant  ;  E=0 . )( 4l
 same explicit algorithm and local error as Method III. 
Method VII : (2,0) Padé approximant  ;  E=0 . )( 4l
 Same explicit algorithm and local error as Method III. 
 
Rep lac ing  )t(
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y  wi th   )t(
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y  ,  equa t ions  (6 )  and  (7 )  may  be              
written in the forms 
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assuming that )t(
~
y  has as many derivatives as required on some closed 
interval. 
 
Following  Henrici  [2] ,  equation  (9)  is  said to have order r if 
(10)  .0C,0CC....CC 2r1r1o r ≠===== ++  
and to be consistent with (0) if  r ≥1. 
(4) 
 
Equat ion  (7)   is   thus   consis tent ,   equat ion  (6)   is   not .   Defining    
the  first  characteristic  polynomial  of  (8)  to  be 
(11)    ,021o1 =ξ+ξα+α− l
f o r m u l a s  ( 6 )  a n d  ( 7 )  a r e  s e e n  t o  b e  z e r o - s t a b l e ,  f o r  i n  b o t h              
cases  (11)  has  a  double  root  at   ξ  =  1  and  no  other  roots. 
 
Equat ion (7)  is  therefore  seen to  be convergent  while  equat ion (6)  
is not convergent. 
 
 
2. Implicit Methods For Boundary Value Problems
 
Given,  as  before,  the l inear  system of  N second order  ordinary 
differential  equations (0) with,  now, the boundary conditions 
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the solution may be shown to be of the form 
 
}gg)TB({exp)}TB(exp)TB({exp)tB(exp
}
~
g)TB(exp
~
g{)}TB(exp)TB(exp{)tB(exp)t(
~
y)13(
1o
1
o1
1
−−−−+
−−−−=
−
−
 
 
I t  i s  easy to  show that  the  solut ion )t(~y  as  given by equat ion (13)  
satisfies the recurrence relation 
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Any numerical  solution of (14) will  determine the vector )t(~y  
implicitly and its accuracy will depend on the approximations to 
 exp .  Using (m, k) Padé approximants, expressions for      )B( l−+
(exp ( l B) + exp (- B)} are given in terms of powers of  and the known l l
matr ix  A in  (4)  and  (5) .  The  res t r ic t ion  m+k≤2 may be   re laxed  
for the implicit relation (14). 
(5) 
 
Suppose that  the interval  0≤ t≤T is  discret ized into M+1  
subdiv is ions  us ing  a  t ime s tep  ℓ  ,  then  (M+1)  ℓ=T and the   
s o l u t i o n  o f  ( 0 )  w i t h  ( 1 4 )  w i l l  b e  c o mp u t e d  a t  t h e  M  p o i n t s   
liit =   (i = 1,2, ...,M). 
 
The implici t  a lgori thms yielded by the f i f teen methods of  Table  I     
are now derived. In each case E again denotes the error  in    
{exp(ℓB)  +  exp  ( -Bℓ )}  p red ic ted  by  (4 )  o r  (5 )  ,  the  loca l  
discretization  error  is   given  by  )t(~Y)t(~
y −  and Mt,...,t,tt 21=  
(clearly to=0 and tM+1=T)   
 
Method I :    (0,1) Padé approximant  ;  E=0 .   )( 2l
No implicit algorithm 
 
 
Method II :  (1,0) Padé approximant  ;   E=0 .   )( 2l
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Method III :  (1,1) Padé approximant  ;  E=0 . )( 4l
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Method IV :  (0,2) Padé approximant  ;  E=0 . )( 4l
No implicit algorithm. 
Method V  :  (1,2) Padé approximant  ;  E=0 . )( 4l
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Method   VI :   (2,1)   Padé  approximant   ;      E= 0( )  4l
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Method VIII :   (2,2) Padé approximant  ;   E=0( ) .  6l
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Method   IX :    (0,3)   padé   approximant     ;      E=0( )    . 4l
No   implic i t    a lgor i thm. 
 
Method   X :    (1,3)   Padé   approximant      ;      E=0( )    . 6l
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Method XI   : (2, 3) Padé approximant ;  E=0( )  . 6l
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Method  XII  :   (3,2)   Padé  approximant   ;   E=0( ) . 6l
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Method XIII :  (3,1)  Padé approximant  ; E=0 ( )   . 6l
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Method XIV  :  (3,0)  Padé approximant ;  E=0( ) . 4l
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Method XV   :  (3, 3)   padé  approximant  ;   E=0( ) 8l
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Examination of their local error expressions shows that algorithms (16) 
t h r o u g h  ( 2 6 )  a r e  a l l  c o n s i s t e n t  b u t  t h a t  ( 1 5 )  i s  n o t  c o n s i s t e n t .  T h e  
first  characteristic polynomials  of all  twelve algorithms have double 
roo ts  a t  ξ  =1  and  no  o ther  roo ts ,  thus  sa t i s fy ing  the  zero-s tab i l i ty  
c r i te r ion .  Consequent ly  on ly  Method I I  based  on  the  (1 ,  0 )  Padé  
approximant  fa i l s  the  convergence  c r i te r ion  ( see  Lamber t  [3] ) .  
(8) 
 
T h e  r e s u l t s  o b t a i n e d  a r e  c h a r a c t e r i s e d  w i t h  r e g a r d  t o  t h e  p r i n c i p a l  
p a r t  o f  t h e  l o c a l  e r r o r  a n d  a r e  s u mma r i s e d  i n  T a b l e  I I ,  O f  t h e  
methods  wi th     loca l  e r ror  Method V based  on  the   (1 ,2)   Padé  )(0 4l
approximant has smallest  principal error term and is  the most economical 
i n  t h e  s e n s e  t h a t  n o  p o w e r s  o f  A  h i g h e r  t h a n  A   i t s e l f  a r e  u s e d .  
Of  the  methods  wi th     loca l  e r ror ,  Methods  XI  and  XII  based  )(0 6l
r e s p e c t i v e l y  o n  t h e  ( 2 , 3 )  a n d  ( 3 , 2 )  P a d é  a p p r o x i m a n t s  b o t h  h a v e  
the smal les t  modulus  pr incipal  error  term,  but  Method XI requires  only 
A 2  whi l s t  Method  XII  r equ i res  A 3  ;  Method   XI   i s   thus  the  mos t  
economica l  o f  the  methods  wi th     l oca l  e r ro r .  )(0 6l
 
Every  one  of  the  impl ic i t  schemes  i s  o f  the  form 
(27)   ~0)t(~CY~ )t(DY)t(~CY =+++− ll  
where  C,D are  square  mat r ices  of  order   .   More  prec ise ly  ,  C  and  D 
are band matrices, the band width depending on the powers of the matrix A. 
A p p l y i n g  t o  t h e  M  p o i n t s  t i  ( i = 1 , … , M )  l e a d s  t o  t h e  s y s t e m o f     
l inear  equations of order  MN  given by 
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where  0  i s  the  zero  mat r ix  of  order   N ×N  and   i s  the    T)0,....,0,0(~0 =
zero  vec tor  of  order  N × l    .  
   
System (28) is solved using any of the methods designed for block 
diagonal  systems (see,  for  example Goul t  e t  a l  [ I ] ) .  
(9) 
 
3. Application to Hyperbolic Partial Differential Equations
Given the wave equation 
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over a region R={[0<x<1] x [t>0]} with boundary conditions 
(30)  u (0,t) = u( 1, t) = 0  ,  t>0 
and initial conditions 
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one approach is to replace the second order space derivative with          
the finite difference approximation 
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at every time step.  If  the space interval 0≤x≤ l  is divided into 
N subintervals each of width h ,   and if  TN21~ )U,....,U,U(U =
is the vector of computed values of  u  at a given time level, then  (29) 
becomes 
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It  was shown in Twizell  [4] that the solution of (33) satisfies the  
recurrence relation 
(10) 
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where B  is a matrix such that  B2=A. 
 
T h e  r e l a t i o n  ( 3 5 )  i s  a n a l o g o u s  t o  ( 5 )  a n d  i n  s o l v i n g  n u me r i c a l l y ,  t h e  
c h o i c e  o f  P a d é  a p p r o x i m a n t  t o  e x p )B( l±   c o n t r o l s  t h e  s t a b i l i t y  
r a n g e  o f  p   ,   w h e r e   p  =  / h  .  I f  t h e   ( 1 , 1 )   P a d é  a p p r o x i ma n t  i s  l
u s e d ,  r e l a t i o n  ( 3 4 )   y i e l d s  t h e  w e l l  k n o w n  f i v e  p o i n t  e x p l i c i t  s c h e me  
w h i c h  i s  s t a b l e  f o r   0≤ p≤ l  ;   i f  t h e  ( 2 , 2 )  P a d é  a p p r o x i m a t i o n  i s  
used ,  re la t ion   (34)   ,   wi th  an  improved  approximat ion  to   ,  )(U~ l
y i e l d s  t h e  s e v e n  p o i n t  e x p l i c i t  s c h e me  d e v e l o p e d  i n  T w i z e l l  [ 4 ]  
which extends the stabil i ty range to  0≤p≤√3.  
 
I n  s i mu l a t i n g  a r t e r i a l  b l o o d  p r e s s u r e ,  w h e r e  t h e  h e a r t  b e a t s  e v e r y  T  
s e c o n d s ,  t h e  c o n d i t i o n s  ( 3 0 ) , ( 3 1 )  a r e  r e p l a c e d  b y  
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W h e r e  u ( x ,  t )  ( 0≤ x≤L ;  0≤ t≤T )  i s  t h e  a r t e r i a l  p r e s s u r e  a n d  L  i s  
t h e  l e n g t h  o f  t h e  a r t e r y  w h i c h  i s  a s s u m e d  t o  b e  a  t h i n  e l a s t i c  
c y l i n d r i c a l  t u b e .  
 
Replacement of the space derivative in (29) with (32) again leads 
to the linear system of second order ordinary differential equations  (33) 
w h o s e  s o l u t i o n  i s  n o w  s e e n  t o  s a t i s fy  t h e  r e l a t i o n  
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R e l a t i o n  ( 3 7 )  i s  a n a l o g o u s  t o  ( 1 6 )  a n d  ma y  b e  s o l v e d  b y  a d a p t i n g  
a n y  o f  t h e  i mp l i c i t  a l g o r i t h ms  ( 1 5 )  t h r o u g h  ( 2 6 ) .  
(11) 
 
4. Numerical Results 
 
 
T o  e x a mi n e  t h e  b e h a v i o u r  o f  t h e  e x p l i c i t  a n d  i mp l i c i t  f o r mu l a s  
of  sect ions 1  and 2,  three problems were solved using the expl ic i t  
me thods  I  and  I I I  o f  sec t ion  1  and  the  twe lve  impl ic i t  me thods  
given by the recurrence relations (15) through (26) of section 2. 
 
Problem 1 
 
y" = y 
 
H e r e  N = l  ,   a n d  a s s u mi n g  t h e  s o l u t i o n  y = e t  + e - t   ,  i n i t i a l  
c o n d i t i o n s  w e r e  s p e c i f i e d  a s  
 
y(0) = 2  ; y'(0) = 0 . 
  
T h e  t h e o r e t i c a l  s o l u t i o n  f o r   t  =  0 . 0 ( 0 . 1 ) 1 . 0   i s  d e p i c t e d  i n  
F ig :1   toge the r  wi th  the  computed  so lu t ion  us ing  the  exp l ic i t  
me thod  based  on  the   (0 ,1 )   o r   (1 ,0 )   Padé  approx imants .  F ig .  1  
shows clearly that this method is not  consistent with the differential 
equat ion.  
 
In Fig:2 the error modulus is graphed against  t   for  t=0.0(0.1)1.0 
us ing  the  expl ic i t  fo rmula  based  on  the   (1 ,1) ,   (0 ,2)   o r   (2 ,0)  
Padé approximants.  The theoretical  solution for t=1.0 is  y=  3.086. 
 
Boundary conditions were specified as 
 
y(0) = 2  ;  y(1) = e + e-1  
 
a n d  t h e  e r r o r  mo d u l i  f o r   t = 0 . 0 ( 0 . 1 ) 1 . 0   a r e  g i v e n  i n  T a b l e  I I I  
for the twelve implicit formulas given in equations  (15)  through  (26). 
It  was seen in section 2 that the method based on the  (1,0)  Padé 
approximant was not consistent with the differential equation, that the 
methods based on the  (1,2) and (2,3) Padé approximants are the 
most economical and have the most favourable principal error terms of 
all the methods having g   and error terms respectively, and )(0 4l )(0 6l
that the methods based on the  (2,0)  and  (3,1)  Padé approximants have 
the least favourable principal error terms of all  the methods having 
)4(0 l   and   error terms. These findings are all  substantiated )6(0 l
by the numerical results to Problem 1. 
(12) 
 
Problem 2 
    
2y21y2y
,2y1y21y
"
"
−=
+−=
 
Here  N =  2and the  mat r ix  of  coeff ic ien ts  i s  the  2  ×2 ana log  of  the  
ma t r i x  on  t he  r i gh t  hand  s i de  o f  equa t i on  (34 ) .   The  ma t r i x  o f  
coe f f i c i en t s  ha s  nega t i ve  e igenva lue s  λ 1  =  -1and   λ 2  =  -3   and   
associated eigenvectors      and •  The theoret ical  T1~ )1,1(c = T2 )1,1(c~ =
so lu t i on  was  t aken  t o  be   
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and initial conditions were specified as 
.
1
1
32sin
3cos(13
1
1
2sin1
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The theoretical solution for t  = 0 .0(0. 1) 1 .0 is shown in Fig:3,  
together with the computed solution  using the explicit  method based on  
t he  (0 ,1 )  o r  ( 1 , 0 )  Fade  app rox iman t s .  As  fo r  P rob l em 1 ,  i t  i s  c l e a r  
that  this  method is  not  consis tent  with the system of  different ia l   
equations. 
  
In  F ig :4  the  e r ror  for  each  component  of   ~y ( t )   i s  g raphed  aga ins t  
t  f o r   t = 0 . 0 ( 0 . 1 ) 1 . 0   u s i n g  t h e  e x p l i c i t  m e t h o d  b a s e d  o n  t h e   ( 1 , 1 ) ,  
( 0 , 2 )  o r  ( 2 , 0 )   P a d é  a p p r o x i m a n t s .  T h e  t h e o r e t i c a l  s o l u t i o n  f o r  
t  = 1 .0 is   = (0, 0)
~
y T. 
Boundary conditions were specified as 
 
~y (0) = (0,-l)
T  ;  ~y  (1) = (1 ,0)
T
 
and the errors in each component of ~y  were computed for  t= 0.0(0.1)1.0 
using the eleven consistent implicit  methods of section 2. 
 As for  Problem 1 i t  was found that  the greatest  errors  were 
exper ienced  for   t=  0 .5  ;  these  e r rors  a re  g iven  in  Table  IV.   The  
theoretical solution for  t = 0.5 is T)77.0,77.0(~~y −
 . 
 All  numerical  results obtained for Problem 2 are in agreement with 
the theoretical results developed in sections 1 and 2. 
(13) 
Problem 3 
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Again N = 2,  and the matr ix  of  coeff ic ients  has  posi t ive eigenvalues  
  and  λ2= 3   wi th  assoc ia ted  e igenvec tors     and  T1)(1,~1c −=11λ =
T1),(1~2c = .   The theoret ical  solut ion was taken to  be 
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and ini t ia l  condi t ions were specif ied as  
.
1
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The theoret ical  solut ion for  t  = 0.0(0.  1)1.0 is  graphed in  Fig:5,  
together with the computed solution using the explicit  method based on 
t h e  ( 0 , 1 )  o r ( 1 , 0 ) P a d é  a p p r o x i m a n t s .   I n  F i g : 6  t h e  e r r o r  m o d u l i     
f o r  e a c h  c o m p o n e n t  o f   )t(
~
y  i s  g r a p h e d  a g a i n s t  t  f o r   t =  0 . 0 ( 0 . 1 ) 1 . 0  
us ing  the  exp l ic i t  me thod  based  on  the   (1 ,1 ) ,  (0 ,2 )   o r   (2 ,0 )   Padé  
approximants. 
 Boundary conditions were specified as 
T0),(1(1)
~
y;T1),(0(0)
~
y =−=  
and the errors in each component of  y  were computed for  t =0.0(0.1)1.0 
using the eleven consistent implicit  methods of section 2 .   These errors 
a r e  g i v e n  i n  T a b l e  V  f o r  t  =  0 . 5 ;  t h e  s o l u t i o n  a t  t  =  0 . 5  i s                           
T0.44)(0.44,~~y − . 
 The numerical results obtained for Problem 3 are in agreement with 
t h e  t h e o r e t i c a l  r e s u l t s  o f  s e c t i o n s  1  a n d  2 .  
(14) 
 
Problem 4 
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A s  b e fo r e  N = 2 ;  t h e  ma t r i x  o f  c o e f f i c i e n t s  h a s  p o s i t i v e  e i g e n v a l u e s  
 a n d  a s s o c i a t e d  e i g e n v e c t o r s  a r e  a n d  T7)(1~1c −=1002λ,11λ ==
T1),(14~2c =   .   The  theore t i ca l  so lu t ion  was  t aken  to  be  
⎥⎦
⎤⎢⎣
⎡
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
−−
−+−−−++
⎥⎦
⎤⎢⎣
⎡
−⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
−−
−−+−−=⎥⎥⎦
⎤
⎢⎢⎣
⎡
1
14
)10e1099(e
10t)e10e(710t)e10e(7
7
1
)1e99(e
t1)e(14et)e114e(1
(t)2y
(t)1y
 
and the ini t ia l  condi t ions  were specif ied as  
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The theoret ical  solut ion for  t  =  0 .0  (0 .1)  1 .  0  and the computed 
s o l u t i o n  u s i n g  t h e  e x p l i c i t  m e t h o d  b a s e d  o n  t h e  ( 0 ,  1 )  o r  ( 1 ,  0 )        
Padé  approx imants  a re  g raphed  in  F ig :  7 .  In  F ig :  8  the  e r ro r  modul i  
for  each  component  of  )t(
~
y is  graphed  aga ins t  t  fo r  t  =  0 .  0 (0 .1)  1  .0  
using the expl ic i t  method based on the (1 ,1) ,  (0 ,2)  or  (2 ,0)  Padé 
approximants.  
Boundary condi t ions were specif ied as  
T0),(1(1)~y;
T1)(0,(0)~y =−=  
and the errors in each component of 
~
y  were computed for t  = 0.0(0.1)1.0 
us ing  the  e leven  impl ic i t  cons i s t en t  me thods  o f  sec t ion  2  .  These  
e r r o r s  a r e  g i v e n  i n  T a b l e  V I  f o r  t  -  0 . 5  a n d  a r e  s e e n  t o  b e  i n  
agreement  wi th  the  theore t i ca l  r e su l t s  o f  sec t ion  2 ;  the  so lu t ion  a t           
t  = 0.5 is    = (0.07,-0.47)
~
y T .  
(15) 
 
5. Conclusions
 F a m i l i e s  o f  e x p l i c i t  a n d  i m p l i c i t  f o r m u l a s  b a s e d  o n  P a d é  
a p p r o x i ma n t s  t o  t h e  e x p o n e n t i a l  f u n c t i o n  h a v e  b e e n  d e v e l o p e d  f o r  
s o l v i n g  a  s y s t e m  o f  s e c o n d  o r d e r  l i n e a r  o r d i n a r y  d i f f e r e n t i a l  
e q u a t i o n s  w i t h  c o n s t a n t  c o e f f i c i e n t s .  
  
F o r  e a c h  f o r m u l a  d e v e l o p e d  t h e  o r d e r  o f  t h e  p r i n c i p a l  e r r o r  
t e r m  w a s  f o u n d  t o  b e  o n e  h i g h e r  t h a n  t h e  o r d e r  o f  t h e  p r i n c i p a l  
e r ro r  t e rm of  the  Padé  approx imant  used .  
 T h e  f o r m u l a s  w e r e  t e s t e d  o n  f o u r  p r o b l e m s .   I t  i s  c l e a r  b y  
s t u d y i n g  t h e  n u m e r i c a l  r e s u l t s  t h a t ,  p a r t i c u l a r l y  f o r  p r o b l e m s  i n  
which  the  mat r ix  o f  coef f i c ien t s  has  one  o r  more  l a rge  pos i t ive  
e i g e n v a l u e s ,  t h e  l o w  o r d e r  e x p l i c i t  me t h o d s  h a v e  r a p i d  e r r o r  g r o w t h .  
T h i s  i s  e a s i l y  e x p l a i n e d  b y  c o n s i d e r i n g  t h e  t h e o r e t i c a l  s o l u t i o n  
of  the different ia l  equat ion given by 
(38)   
~i
c)}tiexp(ib
N
1i
t)}iλexp(i{a(t)~
y λ−∑
=
+=  
Where,  for  i=1,2,…….. ,N ,  λ i  a re  the e igenvalues  of  the matr ix  of  
coef f i c ien t s  ( assumed  d i s t r i c t ) ,  i~c a re  the  assoc ia ted  e igenvec to r s ,  
and  a i  and  b i  a re  cons tan t s .   For  any  l a rge  pos i t ive  e igenva lue  
the terms with posit ive exponents in (38) grow rapidly as  t   increases 
and  the  e r rors  qu ick ly  swamp the  computed  so lu t ions  of  the  expl ic i t  
fo rmulas .   Th i s  d id  no t  happen  when  the  cons i s t en t  impl ic i t  me thods  
were used to solve the four problems. 
(16) 
 
Table  I   :     Padé   approximants   to  e
θ
 
 
 
Method 
 
(m, k) 
 
Padé 
approximant 
Principal 
error term 
Convergence 
range 
I (0,1) 
1
1 θ+  2θ  - 
II (1,0) θ−1
1  2θ  -1< θ <1 
III (1,1) θ−
θ+
2
2  3θ  -2 < θ < 2 
IV (0,2) 
2
2θ2θ2 ++  3θ  - 
V (1,2) θ−
θ+θ+
26
246  4θ  -3 < θ < 3 
VI (2,1) 246
26
θ+θ−
θ+  4θ  -1.16 < θ <3.16 
VII (2,0) 222
2
θ+θ−
 3θ  -0.73< θ <2 ,73 
 
VIII 
 
(2,2) 2θ6θ12
2θ6θ12
+−
++  5θ  
 
-1.58<θ<7.58 
 
IX (0,3) 
6
32366 θ+θ+θ+  4θ  - 
X (1,3) 2
32
624
61824
θ+
θ+θ+θ+  5θ  -4<θ<4 
XI (2,3) 232460
3293660
θ+θ−
θ+θ+θ+  6θ  -2<θ<10 
XII (3,2) 3293660
232460
θ+θ+θ+
θ+θ+  6θ  -3.64<θ<1.23 
XIII (3,1) 3261824
624
θ−θ+θ+
θ+  5θ  -0.97<θ<2.63 
XIV (3,0) 32366
6
θ−θ+θ−
 4θ  -0.70<θ<1.60 
XV 
 
(3.3) 
 3212260120
321260120
θ − θ+θ−
θ+θ+θ+  
7θ  
 
-1.49<θ<4.64 
(17) 
 
Table  I I  :  Summary of  the  Implic i t  Methods of  Sect ion 2 
 
 
 
 
 
Error 
 
 
Method 
 
 
Padé 
Approximant 
 
Coefficient of 
Principal part 
of  error 
Highest 
Power of A 
 
2l  II (1,0) -1 A 
4l  III (1.1) - 6
1  A 
 V (1,2) -
36
1  A  
 VI (2,1) 
36
1  2A  
 VII (2.0) 
3
1  2A  
 XIV (3,0) 
12
1−  3A  
6l  VIII (2,2) 360
1  2A  
 X (1,3) 
2880
7−  2A  
 XI (2,3) 
3600
1  2A  
 XII (3,2) 
3600
1−  3A  
 XIII (3,1) 
2800
17−  3A  
8l  XV (3,3) 50400
1−  3A  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table III :  Error Moduli for  t=0.0(0. 1) 1 .0  for Problem 1 using the Implicit Methods of Section 2. 
 
 
                                                                                              t  
Error 
 
Padé 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
2l  (1,0) 0.0 0.84(-1) 0.15 0.20 0.23 0.24 0.24 0.21 0.17 0.97(-1) 0.0 
4l  (1,1) 0.0 0.15(-3) 0.27(-3) 0.36(-3) 0.41(-3) 0.44(-3) 0.43(-3) 0.38(-3) 0.30(-3) 0.17(-3) 0.0 
 (1,2) 0.0 0.25(-4) 0.45(-4) 0.59(-4) 0.69(-4) 0.73(-4) 0.71(-4) 0.63(-4) 0.49(-4) 0.29(-4) 0.0 
 (2,1) 0.0 0.25(-4) 0.45(-4) 0.60(-4) 0.69(-4) 0.73(-4) 0.71(-4) 0.64(-4) 0.50(-4) 0.29(-4) 0.0 
 (2,0) 0.0 0.53(-3) 0.94(-3) 0.12(-2) 0.14(-2) 0.15(-2) 0.15(-2) 0.13(-2) 0.10(-2) 0.60(-3) 0.0 
 (3.0) 0.0 0.76(-4) 0.14(-3) 0.18(-3) 0.21(-3) 0.22(-3) 0.22(-3) 0.19(-3) 0.15(-3) 0.87(-4) 0.0 
6l  (2.2) 0.0 0.25(-7) 0.45(-7) 0.59(-7) 0.69(-7) 0.73(-7) 0.71(-7) 0.63(-7) 0.50(-7) 0.29(-7) 0.0 
 (1,3) 0.0 0.22(-7) 0.39(-7) 0.52(-7) 0.60(-7) 0.64(-7) 0.62(-7) 0.56(-7) 0.43(-7) 0.25(-7) 0.0 
 (2,3) 0.0 0.24(-8) 0.42(-8) 0.56(-8) 0.65(-8) 0.69(-8) 0.68(-8) 0.61(-8) 0.48(-8) 0.28(-8) 0.0 
 (3,2) 0.0 0.27(-8) 0.47(-8) 0.62(-8) 0.72(-8) 0.76(-8) 0.74(-8) 0.66(-8) 0.51(-8) 0.29(-8) 0.0 
 (3,1) 0.0 0.54(-7) 0.96(-7) 0.13(-6) 0.15(-6) 0.15(-6) 0.15(-6) 0.14(-6) 0.11(-6) 0.61(-7) 0.0 
8l (3,3) 0.0 0.18(-9) 0.29(-9) 0.35(-9) 0.39(-9) 0.44(-9) 0.43(-9) 0.37(-9) 0.29(-9) 0.17(-9) 0.0  
Page (18) 
(19) 
 
 
 
Table  IV:  Errors  for  t= 0 .5  for  Problem. 2  using the implic i t  
methods of  sect ion 2 
 
 
 
error in error in error Padé y  (0.5) y  (0.5) 1 2
(1,1) -0.19(-2) 0.19(-2) 4l  
 (1,2) -0.33(-3) 0.33(-3) 
 (2,1) 0.31(-3) -0.31(-3) 
 (2,0) 0.69(-2) 0.69(-2) 
 (3,0) -0.94(-3) 0.94(-3) 
(2,2) -0.98(-6) 0.98(-6) 6l  
 (1,3) 0.86(-6) -0.86(-6) 
 (2,3) -0.98(-7) 0.98(-7) 
 (3,2) 0.96(-7) 0.96(-7) 
 (3,1) 0.21(-5) -0.21(-5) 
(3,3) 0.58(-10) -0.73(-11) 8l  
(20) 
 
 
 
 
T a b l e  V :  E r r o r s  f o r  t =  0 . 5  f o r  P r o b l e m  3 u s i n g  t h e  i m p l i c i t  
m e t h o d s  o f  s e c t i o n  2 .  
 
 
 
 
 
error Pade error in y1,(0.5) 
error in 
y (o.5) 2
4l  (1,1) -0.86(-4)  0.86(-4) 
 (1,2) -0.14(-4)  0.l4(-4) 
 (2,1)  0.14(-4) -0.14(-4) 
 (2,0)  0.30(-3) -0.30(-3) 
 (3,0) -0.43(-4)  0.43(-4) 
6l  (2,2) 0.l4(-7) -0.14(-7) 
 (1,3) -0.12(-10) 0.12(-10) 
 (2,3)  0.15(-8) -0.15(-8) 
 (3,2) -0.13(-8)  0.13(-8) 
 (3,1) -0.30(-7)  0.30(-7) 
8l  (3,3) -0.19(-9)  0.20(-9) 
(21) 
 
 
 
 
T a b l e  V I :  E r r o r s  f o r  t =  0 . 5  f o r  P r o b l e m  4  u s i n g  t h e  i m p l i c i t  
m e t h o d s  o f  s e c t i o n  2 .  
 
 
 
 
 
 
                error Padé 
error   in 
y1(0.5) 
error   in 
y (0.5) 2
4l  (1,1) -0.22(-2) -0.68(-4) 
 (1,2) -0.45(-3) -0.17(-4) 
 (2,1) 0.74(-3) 0.37(-4) 
 (2,0) 0.32(-1) 0.20(-2) 
 (3,0) -0.25(-2) -0.13(-3) 
6l  (2,2) 0.42(-4) 0.30(-5) 
 (1,3) -0.33(-4) -0.23(-5) 
 (2,3) 0.48(-5) 0.34(-6) 
 (3,2) -0.62(-5) -0.44(-6) 
 (3,1) -0.10(-3) -0.72(-5) 
8l  (3,3) -0.29(-6) -0.21(-7) 
(22) 
 
F i g u r e  1 :  T h e o r e t i c a l  a n d  c o m p u t e d  s o l u t i o n s  t o  P r o b l e m  1  u s i n g  
t h e  e x p l i c i t  m e t h o d  b a s e d  o n  t h e  ( 0 , 1 )  o r  ( 1 , 0 )  P a d é  
a p p r o x i ma n t s .  
 
 
 
  
0.0                           0.2                0.4                0.6                 0.8                1.0 
(23) 
 
 
 
 
F i g u r e  2 :  E r r o r  mo d u l i  f o r  P r o b l e m 1  u s i n g  t h e  e x p l i c i t  me t h o d  
b a s e d  o n  t h e  ( 1 , 1 ) ,  ( 0 , 2 )  o r  ( 2 , 0 )  P a d é  a p p r o x i m a n t s  
                                                                              
                             
 
 
                                           
(24) 
 
F i gu r e  3 :  Theoret ical  and computed solut ions to  Problem 2 using the 
explicit  method based on the (0,1) or (1,0) Padé approximants 
 
 
 
 
 (25) 
 
F i gu r e  4 :  Errors  for  Problem 2 using the expl ic i t  method based on the 
( 1 , 1 ) ,  ( 0 , 2 )  o r  ( 2 , 0 )  P a d é  a p p r o x i m a n t s .  
  
 
 
 
(26) 
 
 
F i g u r e  5 :  T h e o r e t i c a l  a n d  c o m p u t e d  s o l u t i o n s  t o  P r o b l e m  3  u s i n g  
t h e  e x p l i c i t  m e t h o d  b a s e d  o n  t h e  ( 0 , 1 )  o r  ( 1 , 0 )  P a d é  
a p p r o x i m a n t .  
 
 
 
(27) 
 
F i g u r e  6 :  E r r o r  m o d u l i  f o r  P r o b l e m  3  u s i n g  t h e  e x p l i c i t  m e t h o d  
b a s e d  o n  t h e  ( 1 ,  1 ) ,  ( 0 ,  2 )  o r  ( 2 ,  0 )  P a d e  a p p r o x i m a n t s .   
 
 
 
 
 
 
(28) 
 
F i g u r e  7 :  T h e o r e t i c a l  a n d  c o m p u t e d  s o l u t i o n s  t o  P r o b l e m  4  u s i n g  
t h e  e x p l i c i t  m e t h o d  b a s e d  o n  t h e  ( 0 , 1 )  o r  ( 1 , 0 )  P a d é  
a p p r o x i m a n t s .  
 
(29) 
 
F i gu r e  8 :  Error  modul i  for  Problem A using the expl ic i t  method based 
o n  t h e  ( 1 ,  1 ) ,  ( 0 ,  2 )  o r  ( 2 ,  0 )  p a d e  a p p r o x i ma n t s .  
 
 
 
 
 
(30) 
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