This paper presents an autonomous agent-based image segmentation approach. In this approach, a digital image is viewed as a two-dimensional cellular environment in which the agents inhabit and attempt to label homogeneous segments. In so doing, the agents rely on some reactive behaviors such as breeding and diffusion. The agents that are successful in finding the pixels of a specific homogeneous segment will breed offspring agents inside their neighboring regions. Hence, the offspring agents will become likely to find more homogeneous-segment pixels. In the mean time, the unsuccessful agents will be inactivated, without further search in the environment.
I. INTRODUCTION
The work to be presented in this paper explores an autonomous agent-based approach to image segmentation. In image segmentation, one of the difficulties is that regions in a given image may be homogeneous at varying degrees. In such a case, it is a non-trivial task to globally define a single homogeneity threshold as in some conventional image-segmentation approaches (e.g., split-and-merge). In order to overcome this difficulty, one solution would be to apply different operators to different regions, catering to the specific changes in the average region intensity gradients, and to do so in an adaptive way such that each operator is triggered only by a desirable homogeneous segment of the image. To a large extent, our present work on agent-based image segmentation has been motivated by such an idea.
A. Characterizing an Agent-Based Approach
In real-world applications, autonomous agents are often used to solve specific tasks in a distributed fashion [2] , [9] . The agents locally interact with their environments, geometrical or numerical, in the course of problem-solving. Responding to different local constraints received from their task environments, the agents can select and exhibit different behavioral patterns. In the case of search and optimization, the behavioral patterns of the agents may be reflected in their decisions on in which direction and how much localized search would be necessary. The behavioral patterns of the agents may be pre-defined and activated by certain conditions from the 2 agent environment. We may also enable the agents to dynamically adjust their behaviors based on some learning mechanism(s). In the context of this work, we will focus on autonomous agents with a pre-defined behavioral repository designed for the task of image segmentation.
B. An Outline of the Paper
The remainder of the paper is organized as follows: Section II defines some key notions as well as the central problem in reactive agent-based image segmentation. Section III presents an overview of the proposed reactive agent-based approach, including the definition of reactive behavioral responses, a fitness function for agent behavioral evolution, and an algorithm for controlling the agent-based computation. Section IV illustrates the proposed approach with a real-life image-segmentation example. Section V discusses the main characteristics of the agent-based approach. Finally, Section VI concludes the paper by summarizing the contributions and some extensions from the present work.
II. PROBLEM FORMULATION
Our work aims to show how image-segmentation tasks may be handled by breeds of agents that are self-reproduced in response to the local conditions of an image environment. For the ease of describing the proposed approach, let us first formulate our problem as follows:
Suppose that S is a digital image, i.e., a discretized two-dimensional array of size U V , that contains a number of pixels pertaining to a specific homogeneous segment. The characteristics of the homogeneous segment can be represented and tested based on some mathematically welldefined criteria. The goal of the autonomous agents in S is to visit and label all the pixels in the homogeneous segment. Here, the search space, S, may be viewed as an environment in which the distributed agents inhabit and evolve.
III. THE DISTRIBUTED AGENT-BASED APPROACH
In the proposed agent-based approach, agents are designed in such a way that they operate directly on the individual pixels of a digital image by continuously sensing their neighboring regions and checking the homogeneity criteria of relative contrast, regional mean, and/or regional standard deviation. Based on the sensory feedback from their neighboring regions, the agents will accordingly select and execute their behaviors. The agents may breed offspring, move to adjacent pixels, or vanish in the image. In this respect, we regard the behavior of the agents as being reactive, as it is entirely activated and hence determined by the local environment of the agents.
A. Local Stimuli to Agents
In the description as well as the empirical validation of the proposed image-segmentation approach to be presented in the rest of the paper, we assume that a homogeneous segment can be mathematically specified using three criteria: the relative contrast, regional mean, and regional standard deviation of the gray-level intensity. These criteria are expressed as follows: contrast criterion : G (i;j) region 2 ( 1 ; 2 ) (1) That is to say, the behavioral responses of agents will be triggered by their local stimuli that come from the evaluation of the above criteria.
To be more specific, the relative contrast criterion is defined as follows:
where
and R: the radius of agent neighboring region centered at (i; j), I(i; j): the gray-level intensity value at (i; j), and : a pre-defined positive threshold. The contrast criterion specifies the required number of pixels within the neighboring region of (i; j), in which the intensity values are close to that at (i; j).
Definition III.1 (The neighboring region of an agent) The neighboring region of an agent at location (i; j) is a circular region centered at location (i; j) with radius R (i;j) region . The pixels falling inside this region are called the neighbors of the agent, as illustrated in Figure 1 .
Having defined the neighboring region of an agent, we can now give the expressions of regional mean and regional standard deviation, as follows: (6) and
where R: the radius of agent neighboring region centered at (i; j), I(i; j): the gray-level intensity value at (i; j), and N: the number of pixels within a neighboring region of R (i;j) region .
Here it should be pointed out that the above-mentioned criteria will be application-dependent and are by no means unique. In this work, we will not be concerned with the problems of how to formulate mathematical models to best describe various image segments and how to estimate the associated parameters in the models (e.g., the compactness of the models as well as their robustness), but focus primarily on the computational aspects of the behavior-based reactive 4 autonomous agents as an efficient way to search and label specific homogeneous regions of known representation in a given image. For some explicit treatments on the issue of model representation, readers are referred to recent work by Panjwani and Heal ey [5] on unsupervised segmentation of textured images, by Jain and Karu [1] on learning texture discrimination masks, and by Priebe et al. [8] on segmentation of random fields.
B. Breeding and Diffusion
Distributed agents for the image-segmentation task adapt to their local environment by way of switching between two behavioral responses; namely, breeding (BR) of their offspring within local neighboring regions and diffusion (SEARCH) to other pixels also within such regions.
In particular, when an agent detects at a certain pixel in the search space that its local stimuli satisfy the criteria of a homogeneous segment, it will breed a finite number of offspring agents within its neighboring region in some specific directions. The breeding behavior, as illustrated in Figure 2 , can be formally expressed as follows:
BR : IF local stimulus from (i; j) region meets criteria of homogeneity : the radius of breeding region. The breeding behavior effectively enables the newly created offspring to be distributed near the pixels that meet the criteria of homogeneity, and therefore increases the likelihood of further homogeneous region detection.
On the other hand, if an agent detects that its current location is inside a non-homogeneous region, the agent will exhibit a reactive behavioral response of diffusion, by moving to a new location within the neighboring region of its current location in a specific direction. The diffusion behavior is shown in Figure 3 and can be formally written as follows:
SEARCH : IF local stimulus from (i; j) region does not meet criteria of homogeneity The diffusion behavior plays an important role for an agent to find homogeneous-segment pixels in the given image environment. In an attempt to search for the homogeneous segments, the direction for the diffusion of the agent is determined from those of its parent and siblings who have previously succeeded in homogeneous-segment-searching. The diffusing agent will remain close to the location of its parent despite the subsequent motions. In this respect, the agent diffusion may be viewed as a biased search for new homogeneous-segment pixels. 
C. Pixel Labeling
When an agent encounters a pixel pertaining to a homogeneous segment, it will leave a label to signify that a homogeneous-segment pixel has been found. Thereafter, this agent will become inactivated. The pixel-labeling behavior may be expressed as follows:
LABEL : IF local stimulus from (i; j) region meets criteria of homogeneity (10) THEN (g) (i;j) =) (g+1) (i;j) where g; g + 1: the generation of the agent, (i; j): the current location of the agent, : an active agent at (i; j), and : a pixel label placed by the agent at (i; j).
The number of labeled pixels in homogeneous regions gradually increases from zero at the beginning to a fixed constant at the end when all the homogeneous-segment pixels are found and labeled by active agents. As the number of labels approaches a steady state, the active agents that fail to find any homogeneous-segment pixels after some designated steps (also called life span) or whose movement exceeds the search space will abort further homogeneous-segmentsearching movements in the image environment. This reactive behavior may be represented In our proposed agent-based approach, the decay or vanishing behavior is necessary in order for the agents to avoid endless trial-and-error and thus to reduce useless computations to a minimum.
The preceding descriptions are summarized in the form of a schematic diagram that outlines the behavioral reactions of the agents to their local image conditions:
D. Behavioral Evolution
As illustrated in Figure 3 , the direction for a reactive agent behavior in a situation will be determined according to a vector of varying weights, called a behavioral vector. There exist two vectors, P ! ( ) and Q ( ), corresponding to the directions of agent breeding and diffusion, respectively. Here and denote sets of possible direction sectors for agent breeding and diffusion, respectively. Each component of the vectors expresses the probability of having successful self-reproduction or spatial diffusion, if a reactive behavior in a certain direction, ! or , is performed.
Specifically, behavioral vectors P ! ( ) and Q ( ) can be written as follows: P ! ( ) 
The maximum fitness value is equal to unity, when the agent is exactly placed at a homogeneous-segment pixel at the time of being created.
Having defined a successfulness measure, let us now take a look at how the earlier-mentioned behavioral vectors are actually updated. Generally speaking, there are two steps involved in deriving the probabilities associated with the direction sectors of breeding and diffusion by agent (g+1) i (as denoted by ! and , respectively). They are summarized as follows:
1. Retrieving successful agents: Backtrack to find (g) and j 2 f i g (g+1) that Based on a series of updating, the weights for some directions would become more significant than the others, signifying that behaviors in the respective directions would have higher probabilities of homogeneous-segment-finding than the rest. The above scheme for calculating the probability distributions of current breeding and diffusion directions enables an agent to inherit the most effective breeding and diffusion directions from its successful parent and siblings.
E. The Agent Computation Algorithm
A complete algorithm for agent-based image segmentation is given in Figure 4 .
IV. AN ILLUSTRATIVE EXAMPLE
The preceding section has provided a computational model of autonomous agents, covering their reactive behaviors as well as behavioral evolution and control algorithm. As a validation of the proposed approach, in this section we will present an illustrative example. This example examines the use of multiple classes of agents in the detection of significant homogeneous segments.
Specifically, we have defined four classes of agents for segmenting a complex image of size 612 792, as shown in Figure 5 (t = 0). Each class will be responsible for labeling one type of segment, such as outlines or homogeneous regions. The breeding and labeling behaviors of an agent will be triggered by its local stimuli that satisfy certain criteria of homogeneity. The specific definitions of the four classes are given in Table I . In the table, the life span of each class was set in view of the general requirement for the biased search; the greater the life span, the greater the positional mutation of an agent would be. As mentioned earlier, here we do not address the issue of how to best represent a homogeneous segment. The models and their parameters, as shown in Table I , have been experimentally determined. In other words, what we are interested in here is whether or not the proposed behavior-based reactive agents can demonstrate the desired adaptability during distributed image segmentation.
Initially, 500 agents from each of the four classes were randomly distributed over the given image. Figure 5 identified outlines and homogeneous regions is given in Figure 6 .
V. DISCUSSIONS
In addition to the above-presented example, we have conducted several other experiments in which different classes of agents were defined to extract both the borders and the homogeneous regions of complex images. In particular, we have examined the use of the agent-based approach in applications, such as document image analysis [3] and dynamic feature tracking [4] . Generally speaking, from our empirical validations, the following characteristics of agents can readily be noted:
1. The dynamical behaviors of the agents are simple and well-defined. 2. At each time step, the agents sense, and react to, only a small number of neighbors. 3. The different breeds of reactive agents tend to concentrate on, and hence adapt to, the locations where the homogeneous-segment pixels are most likely to be found, by repeating a cycle of dynamical search, breeding, and labeling. 
A. Remarks on Computational Costs
In agent-based image segmentation, the computational costs required can be calculated by examining how many active agents are being used over time (i.e., the agents whose ages do not exceed a given life span). For the earlier-presented brain-scan image-segmentation task, we have recorded the total number of active agents as well as the corresponding number of homogeneous-segment pixels labeled at each time step, and plotted the results for four different classes of agents in Figures 7(a) to (d) , respectively. In addition, we have also calculated the sum of all active agents in each class that have been involved over a period of 100 time steps, as given in Table II . It may readily be noted that the total number of the active agents (i.e., computational steps) involved is less than the size of the given image, 612 792 = 484; 704. 
B. Remarks on the Dynamics of Agent-Based Image Segmentation
From Figures 7(a) to (d) , we note that given the similar behavioral attributes, as shown in Table I , for the four classes, the dynamics of labeling can be somewhat different, since they are determined by the distribution and connectivity of their respective segments. For instance, it would take longer for the active agents of the first class to completely place all the pixel labels, due to the fact that the homogeneous-segment pixels are more or less sequentially connected.
Generally speaking, we can make use of a dynamical systems model to approximately analyze the dynamics of the distributed agent-based image segmentation. What follows gives an example of such an approximate model. Let S be a digital image in which a particular class of distributed autonomous agents evolves. Since homogeneous-segment pixels are labeled continuously by the distributed agents in S, the growth rate of labeled pixels, du dt , can be considered as continuous. Let du dt = (u). Initially, when an agent encounters a homogeneous-segment pixel, it immediately breeds offspring agents that will most likely fall inside a homogeneous region. In other words, the growth rate of the labeled pixels at the beginning is more or less proportional to the number of the labeled pixels available. Based on such an observation, we may choose the following formulation: du dt = (u) = ru (u), where (u) is a continuous function. r is a positive constant dependent on the distribution and connectivity of the homogeneous segment. After several generations, the reproduced offspring agents will become overlapped with some labeled pixels. As a result, the growth rate, du dt , will start to decrease. We can write d The active agents will gradually vanish. This can be expressed as follows: Let F denote the total number of pixels pertaining to a particular homogeneous segment. When u ! F, the remaining active agents become concentrated on the borders of homogeneous regions. The growth rate can be approximately written as du dt = ru (u) r(F ? u) = ru( F u ? 1), that is (u) ( F u ? 1).
Thus, when all homogeneous-segment pixels are labeled, we will have du dt j u=F = rF (F) = 0, (F) = 0. Now, let 1 ( F u ) = (u) ( F u ?1). We will consider ( F u ?1) as the first-order approximation of 1 ( F u ). In particular, we will use it as the first term in the Taylor expansion of 1 ( F u ) at point 
where F is the total number of pixels pertaining to a particular homogeneous segment. r is a positive segment-dependent constant. Figure 8 shows a plot of the labeling dynamics over time computed from Eq. 19.
C. Conventional Segmentation Approaches
Split-and-merge is one of the commonly-used segmentation methods that relies on iterative partitioning of non-homogeneous image regions and simultaneous merging of homogeneous ones [6] , [7] . This method is less computationally efficient when dealing with situations where homogeneous regions are of complex shapes, such as two interweaved, curly stripes. In such a case, if the homogeneity criteria are set too high, many iterations of splitting are required in order to precisely extract the homogeneous stripe segments. At the same time, other false segments may also be extracted. On the other hand, if the criteria are set too low, the stripes may be mislabeled as one single homogeneous region.
For the sake of an empirical comparison, we have conducted a segmentation experiment on the earlier-mentioned brain-scan image using a conventional split-and-merge method. In the process of split-and-merge, the variance of each region is computed and checked. A region will be labeled as a homogeneous segment if at least 35 % of the pixels are within two sigma of the local mean, unless the standard deviation exceeds a maximum threshold of 6. The resultant segmented image is given in Figure 9 (a). In order to smooth the local segments, we can also apply a morphological opening operation to the image of Figure 9 (a), with a 5 5 circular structural element. The result is shown in Figure 9 (b). Subsequently, we may further apply a closing operation that would yield an image with fewer gaps and/or small holes, as shown in Figure 9 (c). In the above-mentioned operations, all pixels of the image, in the order of 612 792 = 484; 704, are visited and processed, which are far more than the sum of all the active agents of four classes used in our distributed agent-based segmentation, as described in Section V-A. In recent years, some remedies have been suggested to improve the adaptiveness of the splitting and merging operations. Examples can be found in [5] , [10] .
VI. CONCLUDING REMARKS
In this paper, we have described an agent-based approach to distributed image segmentation. We assumed that homogeneous segments to be searched could be mathematically modeled. The progressively reproduced agents, being distributed computational entities, directly operate in the given image environment and execute a number of reactive behavioral responses. The proposed approach to image segmentation with reactive agents exhibits several distinct features; namely, the computation is (1) adaptive with respect to the local distribution and connectivity of a homogeneous segment, (2) reliable as the distributed agents proceed simultaneously from different locations, and (3) easy to represent and implement.
There remain some open problems that are to be addressed in our future research. For instance, it would be interesting to find out an optimal way to initially distribute the agents of a particular class. There are two considerations in the design of such distributions. First, we want to make sure that the agents can guarantee to accomplish a given task. Secondly, we wish to see that the task is accomplished in the most efficient way.
