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ABSTRACT
We determine the relative ionization of deuterium and hydrogen in low metallicity damped
Lyman-α (DLA) and sub-DLA systems using a detailed suite of photoionization simulations.
We model metal-poor DLAs as clouds of gas in pressure equilibrium with a host dark matter
halo, exposed to the Haardt & Madau (2012) background radiation of galaxies and quasars
at redshift z ' 3. Our results indicate that the deuterium ionization correction correlates with
the H i column density and the ratio of successive ion stages of the most commonly observed
metals. The N(N ii)/N(N i) column density ratio provides the most reliable correction factor,
being essentially independent of the gas geometry, H i column density, and the radiation field.
We provide a series of convenient fitting formulae to calculate the deuterium ionization cor-
rection based on observable quantities. The ionization correction typically does not exceed 0.1
per cent for metal-poor DLAs, which is comfortably below the current measurement preci-
sion (2 per cent). However, the deuterium ionization correction may need to be applied when
a larger sample of D/H measurements becomes available.
Key words: methods: numerical – galaxies: abundances – galaxies: ISM – quasars: absorp-
tion lines – cosmological parameters – primordial nucleosynthesis
1 INTRODUCTION
The relative abundances of the nuclides that were made just min-
utes after the Big Bang currently provide our most reliable probe
of the physics and the content of the very early Universe. The most
well-studied of these primordial element abundances include the
deuterium abundance (D/H), the primordial 4He mass fraction (YP),
and the 7Li abundance (7Li/H). If the standard model of cosmology
and particle physics provides an accurate description of the Uni-
verse throughout Big Bang Nucleosynthesis (BBN), the primordial
element abundances depend only on the number density ratio of
baryons to photons (η10 = nB/nγ in dimensionless units of 10−10). If
the ratio of baryons-to-photons is unchanged from BBN to recom-
bination, then BBN is a parameter-free theory provided that η10 can
be measured with sufficient precision from the Cosmic Microwave
Background (CMB). Using the results from the recent CMB anal-
ysis by the Planck Collaboration et al. (2015), the primordial ele-
ment abundances for the standard model are predicted to have the
values: log (D/H)P = −4.589 ± 0.022, YP = 0.24709 ± 0.00025,
and A(7Li)P = 12 + log(7Li/H)P = 2.666 ± 0.064 at 68 per cent
confidence (Cyburt et al. 2015).
These predictions confirm the well-known ‘lithium problem’
? email: rcooke@ucolick.org
† Hubble Fellow
(for a review, see Fields 2011); the standard model 7Li abundance
now constitutes a 4.3σ deviation from the best observational deter-
mination, A(7Li)= 2.199 ± 0.086, derived from the atmospheres of
metal-poor stars in the halo of the Milky Way (Asplund et al. 2006;
Aoki et al. 2009; Mele´ndez et al. 2010; Sbordone et al. 2010; Spite
et al. 2015). At present, it is still unclear if new physics beyond the
current standard model is required during BBN to explain this dis-
crepancy, or if some 7Li is destroyed during the lives of metal-poor
stars (e.g. Korn et al. 2006).
In addition to the lithium problem, there appears to be a ‘he-
lium problem’. Specifically, the primordial 4He mass fraction esti-
mated by Izotov, Thuan, & Guseva (2014, YP = 0.2551 ± 0.0022),
deviates from the standard model expectation at a level of 3.6σ.
However, using a similar dataset and a different analysis strategy,
Aver, Olive, & Skillman (2015) report YP = 0.2449±0.0040, which
is in agreeement with the standard model value. The discrepancy
between these two recent studies could be attributable to the differ-
ent sample selection cuts applied by these authors and/or systemat-
ics that are presently unaccounted for (e.g. an incomplete modelling
of the emission line spectrum of the studied H ii regions).
The primordial deuterium abundance reported recently by Pet-
tini & Cooke (2012a) and Cooke et al. (2014) is in good agree-
ment with the standard model expectation. The best environments
to measure the primordial D/H abundance are the most metal-poor
damped Lyman-α systems (DLAs) that are seen in absorption along
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2 Cooke & Pettini
the line-of-sight to a more distant background quasar. Highly pre-
cise measurements of the D/H abundance in these systems are made
possible by: (1) the simple and quiescent kinematic structure of the
absorbing gas; (2) the Lorentzian damped Lyα absorption wings,
which depend sensitively on the total column density of neutral
hydrogen; and (3) the host of weak, high-order Lyman series ab-
sorption lines of neutral deuterium, whose equivalent widths are
directly proportional to the total column density of neutral deu-
terium. The deuterium abundance then follows by simultaneously
fitting the relative strengths of the high order D i absorption lines
and the H i Lyman series lines (including the crucial Lyα absorption
feature). For these reasons, the measurement of D/H is arguably
the most reliable primordial element abundance, since its determi-
nation is almost entirely independent of the modelling technique
employed.
Although the modelling technique used to measure D/H is not
currently limited by systematic uncertainties, there may be other
effects that could potentially bias the determination of the primor-
dial D/H abundance. For example, the work by Cooke et al. (2014)
is based on just 5 systems where the D/H abundance can be mea-
sured with high precision, and this sample must be expanded in the
future to overcome the effects of small number statistics. Further-
more, it is necessary to explore potential astrophysical uncertain-
ties that could systematically bias the results or contribute to the
sample dispersion. Perhaps the two dominant astrophysical uncer-
tainties that might bias a deuterium abundance measurement are:
(1) The differential ionization potential of deuterium and hydro-
gen, DIP −HIP ' 0.0037 eV, introduces a small systematic bias un-
der the assumption that D/H≡D i/H i. (2) The astration of deuterium
during the chemical evolution of galaxies, can systematically lower
a galaxy’s D/H ratio.
In this paper, we assess the deuterium ionization correction,
that may introduce a bias in the determination of the primordial
D/H ratio. The only published investigation of the deuterium ion-
ization correction in the context of the primordial element abun-
dances was conducted by Savin (2002), and the issue does not
seem to have been investigated further since that work. Under
the simplifying assumption of ionization balance for deuterium
in gas at ∼ 104 K, Savin (2002) concluded that D/H = D i / H i in
mostly neutral regions (e.g. DLAs with a high H i column den-
sity), and D/H≈ 0.996 D i / H i in mostly ionized regions (e.g. sub-
DLAs). The correction for sub-DLAs could therefore be as large as
0.002 dex, which is ∼ 1/3 of the current measurement precision.
Given that the current D/H measurement precision is nearing the
magnitude of the ionization correction, a more detailed investiga-
tion into this potential bias over a much larger range in parameter
space is warranted.
In this paper, we present the results from a suite of calculations
to determine the D/H ionization correction as a function of the H i
column density and level of ionization. In Section 2, we outline the
details of our photoionization simulations and compare our code to
Cloudy. The results of our calculations are presented in Section 3,
where we provide fitting formulae to determine the deuterium ion-
ization correction using observable quantities. We discuss our find-
ings in Section 4, before summarising our main conclusions in Sec-
tion 5.
Throughout this paper, we adopt a flat, Λ cold dark matter cos-
mology, with parameters estimated by the Planck Collaboration et
al. (2015) analysis of the cosmic microwave background temper-
ature fluctuations. Specifically, we use the parameters h = 0.673,
ΩB = 0.0491, and ΩM = 0.315, which are now known to within
∼ 1 per cent.
2 PHOTOIONIZATION SIMULATIONS
To calculate the relative ionization of deuterium and hydrogen, we
have developed a software package that provides an approximate
model of the gas distribution and ionization of a metal-poor DLA.
Our relatively simple calculations are quantitively similar to the
Cloudy photoionization software (Ferland et al. 2013). The neces-
sary improvements that our code offers over Cloudy include: (1)
The atomic physics of the deuterium atom, which are not currently
included in Cloudy; and (2) We model the gas distribution in hy-
drostatic equilibrium with a putative dark matter halo. We describe
the details of our model calculations in the following subsections.
2.1 Halo Model
We consider gas that is embedded within a spherically symmetric
Navarro-Frenk-White (NFW; Navarro, Frenk, & White 1996) dark
matter halo with a radial density profile given by:
ρd(x) =
ρds
x (1 + x2)
, x = r/rs (1)
where ρds and rs correspond to the characteristic scale density and
scale radius of the dark matter halo, respectively. The mass of dark
matter enclosed within radius, r, is equal to Md(< r) = 3Mds fM(x),
where:
fM(x) = ln(1 + x) − x1 + x , (2)
and Mds = 4piρdsr3s/3. Throughout this paper, we refer to the virial
radius of a halo (r200) as the radius where the average dark matter
density is 200 times the critical density of the Universe (ρcrit), and
is related to the virial mass of the halo by the expression
M200 =
4pir3200
3
200ρcrit (3)
Therefore, for a given virial mass, M200, we calculate r200 us-
ing Eq. 3, and use the mass-concentration relation provided by
Prada et al. (2012) to estimate the halo concentration parameter,
c200 = r200/rs, and hence determine the scale radius of the halo.
2.2 Gas Distribution
We model the gas density profile, ρg(r), in hydrostatic equilibrium
with a potential ϕ(r), such that dP(r) = −ρg(r)dϕ(r). We assume
that the pressure profile of the gas comprises a thermal and a turbu-
lent component, such that
P(r) = Pther(r) + Pturb(r)
P(r) =
kBρg(r)T (r)
mHµ(r)
+
3ρg(r)b2turb
4
(4)
where T (r) is the radial temperature profile, kB is the Boltzmann
constant, mH is the proton mass, µ(r) is the mass per particle (which
has a radial dependence due to the ionization state of the gas), and
bturb is the Doppler parameter of the gas. For this study, we use a
typical Doppler parameter of bturb = 3 km s−1, as measured recently
for a sample of low metallicity DLAs (Cooke, Pettini, & Jorgenson
2015). These authors also found that turbulent pressure is subdom-
inant relative to thermal pressure for the metal-poor DLAs in their
study (Pturb/Pth ∼ 0.1). Thus, a 10 per cent change in the adopted
value of bturb changes the total pressure by ∼ 1 per cent. Our con-
clusions are therefore insensitive to the choice of bturb.
Substituting the pressure profile into the equation for hydro-
static equilibrium yields
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dP/P = −dϕ/u2g, (5)
where
u2g =
kBT (r)
mHµ(r)
+
3b2turb
4
(6)
Under the simplifying assumption that the gas self-gravity does not
affect the density distribution and hence the ionization structure of
the gas1, dϕ = u2s fM(x)dx/x
2, where u2s = G Mds/r
2
s . Integrating
Eq. 5 therefore yields a simple equation for the pressure profile of
the gas embedded in a dark matter halo,
P(x) = P0 exp
 − ∫ x
0
u2s
u2g(x)
fM(x)
x2
dx
 (7)
where P0 is the central gas pressure.
Within r200, we assume that each halo contains a gas mass
Mg = f200 M200 ΩB/(ΩM − ΩB) where ΩM and ΩB are the univer-
sal density of matter and baryons respectively (Cooke et al. 2014;
Planck Collaboration et al. 2015). We use the scaling constant,
f200 < 1, to explore models where a dark matter halo contains fewer
baryons than the universal baryon fraction. Once Mg is specified,
the gas density is normalised such that,
Mg = 4pir3s
∫ c200
0
ρg(R)R2dR (8)
2.3 Ionization Balance
In this paper, we consider models that may represent the most
metal-poor DLAs currently known. Given the presumably minimal
level of recent star formation in these systems, it is reasonable to
assume that the local sources of ionizing photons are subdominant
relative to the extragalactic background. In what follows, we have
therefore assumed that the surface of the most metal-poor DLAs is
illuminated solely by the Haardt & Madau (2012) ultraviolet/X-
ray background radiation from quasars and galaxies with inten-
sity J0(ν). We also explore simple power-law models for the ioniz-
ing background, which are equivalent to the ‘table power law
slope α’ command within Cloudy, where f (ν) ∝ να.
We assume that the distributions of gas and dark matter are
spherically symmetric. Under this assumption, gas at a distance r
from the centre of a dark matter halo is irradiated by background
photons from all directions. The radiation field is therefore attenu-
ated by a different amount depending on the density distribution of
the gas along a given direction. If J0(ν) represents the unattenuated
radiation field at a frequency ν, and 2pi sin(θ)dθ/4pi is the fraction
of sky with an optical depth τ(ν, r, θ), then the intensity of the ra-
diation field at a distance r from the centre of the cloud is given
by
J(ν, r) = J0(ν)
∫ pi
0
2pi sin(θ)
4pi
exp[−τ(ν, r, θ)]dθ (9)
=
1
2
J0(ν)
∫ +1
−1
exp[−τ(ν, r, µ)]dµ (10)
τ(ν, r, µ) =
∑
i
σi(ν)Ni(r, µ) (11)
where µ = cos θ, and i corresponds to every element/ion stage that
1 Including the self-gravity of the gas is computationally demanding, and
we cannot explore these effects in this paper. Having said that, in Section 4
we show that the D/H ionization correction is insensitive to the gas distribu-
tion. Thus, neglecting the gas self-gravity does not affect our conclusions.
θ
rR
r200
Figure 1. The coordinate system used to calculate the angular dependence
of the column density of each species at a given radial coordinate (see Eq. 12
and Eq. 13).
we consider in this work. Unfortunately, our calculations are com-
putationally too demanding to include every ionization stage for
all elements with atomic number < 30 (unlike Cloudy). We have
therefore incorporated only a handful of the most abundant metals
that are commonly observed in metal-poor DLAs, including H i,
D i, He i, He ii, C i–C iv, N i–N iv, O i–O iv, Mg i–Mg iv, Si i–Si iv.
We have adopted the photoionization cross-section, σi(ν), of each
element using the compilation by Verner et al. (1996).
At a distance r from the centre of the halo, the column density
of species i in the direction θ can be calculated by integrating the
volume density of species i, ni(R), from a radial distance r to the
virial radius2 (i.e. integrate along the path defined by the dashed
line in Fig. 1):
Ni(r, µ) =
r200∫
r
R ni(R) dR√
R2 − r2(1 − µ2)
(12)
Ni(r, µ) =
r∫
r
√
1−µ2
R ni(R) dR√
R2 − r2(1 − µ2)
+
r200∫
r
√
1−µ2
R ni(R) dR√
R2 − r2(1 − µ2)
(13)
where Eq. 12 is used for 0 6 θ 6 pi/2 and Eq. 13 is used for pi/2 <
θ 6 pi. The rate of primary ionizing photons at a given radius from
the cloud centre of each species is then
Γp(r) = 4pi
∫ ∞
νi
J(ν, r)
hν
σi(ν)dν (14)
where hνi is the ionization energy3 of ion i. Each radiation field
considered in this work is finely interpolated around the ionization
energy of each ion to ensure numerical accuracy in the integrations.
The rate of collisional ionization, Γci(T ), is incorporated in
2 We assume that the gas beyond r200 is transparent to ionizing photons.
3 We use the ionization energies provided by the National Institute of Stan-
dards and Technology (NIST):
http://physics.nist.gov/PhysRefData/ASD/ionEnergy.html
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our models using the Dere (2007) rate calculations. Photoioniza-
tion of H i, He i, and He ii from recombinations of these species,
Γr, is included using equations B1, B2, B3, B6, and B7 from Jenk-
ins (2013). We have also included the contribution from secondary
collisional ionizations from energetic primary photoelectrons, Γs,
using the prescription outlined in Ricotti, Gnedin, & Shull (2002,
cf. Shull & van Steenberg 1985). The sum of these four ionization
rates for each element and ion stage is denoted Γ(Xq+) at each radial
position. Radiative and dielectronic recombination rates, αr(T ), are
calculated using the method outlined by Badnell et al. (2003) and
Badnell (2006)4. Finally, rates for charge exchange ionization and
recombination are determined using the Kingdon & Ferland (1996)
database5. We define the charge transfer coefficients for reactions
of ion Xq+ with H or He using the characters C or D respectively,
according to the following definitions:
Ci(Xq+,T ) = Xq+ + H+ → X(q+1)+ + H0 (15)
Cr(Xq+,T ) = Xq+ + H0 → X(q−1)+ + H+ (16)
Di(Xq+,T ) = Xq+ + He+ → X(q+1)+ + He0 (17)
Dr(Xq+,T ) = Xq+ + He0 → X(q−1)+ + He+ (18)
The rates for charge exchange between deuterium and hydro-
gen were derived from the data listed in Table 1 of Savin (2002).
As we discuss in Section 4, the relative reaction rate for deu-
terium charge exchange ionization and recombination largely de-
termines the deuterium ionization correction. Since the ionization
potential for H is less than D, the rate of the endothermic reac-
tion Ci(D0,T ) should always be less than that of the exothermic
reaction Cr(D+,T ). We note that the approximate fitting formulae
provided by Savin (2002) reverse the endothermic and exothermic
nature of the reaction in the temperature range 4,500 K – 100,000 K
(i.e. Ci(D0,T ) is larger than Cr(D+,T )). This approximation leads
to a notable and incorrect change to both the magnitude and sign of
the deuterium ionization correction. We therefore adopt their rec-
ommended fitting function for deuterium charge exchange ioniza-
tion:
Ci(D0,T ) = 2×10−10 T 0.402 exp (−37.1/T ) − 3.31×10−17 T 1.48(19)
and adopt the following form for deuterium charge exchange re-
combination, under the assumption of chemical equilibrium:
Cr(D+,T ) = Ci(D0,T ) × exp (42.915/T ) (20)
where 42.915 K is the difference in ionization potential of D relative
to H. Eq. 20 provides an accurate description of the relative reaction
rate data (to within 0.6 per cent) compiled by Savin (2002) in the
temperature range 2 K – 200,000 K, and ensures that Ci(D0,T ) is
always less than Cr(D+,T ).
Throughout this work, we assume that each element is in ion-
ization equilibrium, such that:[
Γ(Xq+) +Ci(Xq+,T ) n(H+) + Di(Xq+,T ) n(He+)
]
n(Xq+) =[
αr(Xq+,T ) ne +Cr(X(q+1)+,T ) n(H0) + Dr(X(q+1)+,T ) n(He0)
]
×
n(X(q+1)+) (21)
for the q ionization states of a given element X. The electron den-
sity, ne, is calculated from H and He ionizations, and we ignore
4 See the following website for further details:
http://amdpp.phys.strath.ac.uk/tamoc/DATA/
5 With updates available from the following website:
http://www-cfadc.phy.ornl.gov/astro/ps/data/
the contribution of electrons from the ionization of metals6. Con-
sidering all ionization states for a given element, Eq. 21 repre-
sents a set of simultaneous equations that can be solved for the
fractional ionization of a given species at each radial coordinate,
FXq+ ≡ n(Xq+)/n(X).
2.4 Thermal Equilibrium
In addition to ionization equilibrium, we assume that the gas is
in thermal equilibrium such that the total heating rate exactly bal-
ances the total cooling rate at each radial coordinate. The heating
rate includes contributions from both photoionization heating and
secondary heating by primary photoelectrons. The photoionization
heating rate for each chemical element at a given radius is given by:
H(Xq+) = n(Xq+)
∞∫
νi
σi(ν) J(ν, r)
hν − hνi
hν
dν (22)
and the total heating rate is summed over all species. The cooling
rate includes contributions from collisional excitation/ionization
cooling, single electron and dielectronic recombination cooling,
Bremsstrahlung cooling and Compton heating/cooling (see equa-
tions 12a-17 from Cen (1992) for a complete list of the adopted
cooling formulae). Given the very low metallicity of the gas being
probed (typically < 1/100 solar), we have ignored metal cooling
in our calculation, and do not expect this to considerably alter our
conclusions.
2.5 Numerical Method
Our calculations are qualitatively similar to those presented by
Kepner, Babul, & Spergel (1997) and Sternberg, McKee, & Wolfire
(2002). We use an iterative procedure to solve the equations of
thermal and ionization equilibrium. Each model calculation is ini-
tialised with a primordial 4He mass fraction YP = 0.25, and a pri-
mordial deuterium abundance log (D/H)P = −4.60. We assume that
the model DLAs have a metal abundance distribution that is consis-
tent with the solar abundance pattern, scaled to a metallicity 1/1000
solar7. We then select a dark matter halo mass (M200), and a scaling
factor ( f200) to determine the total mass of baryons within the halo
virial radius. The initial gas temperature is set to 20,000 K, and we
assume that the gas is mostly ionized. As we discuss in Section 4,
the most important factor in determining the magnitude of the D/H
ionization correction is D↔H charge exchange, which does not de-
pend on any of the above assumptions.
These initial parameter values allow us to numerically solve
the integral in Eq. 7, and determine the pressure profile of the gas.
Using Eq. 4, we can then calculate the gas density profile. The gas
density profile establishes the radiation field at a given radial co-
ordinate (Eq. 9-13). We then solve for ionization equilibrium to
calculate the fractional ionization of each species, FXq+ , at all ra-
dial coordinates. To increase the efficiency of our computation, we
sub-iterate over the solution to the equations of ionization balance,
6 Electrons from metals offer a negligible contribution at the extremely low
metallicities, and predominantly neutral gas that we consider in this work.
7 The DLAs that are typically used to determine the primordial D/H abun-
dance have a metallicity < 1/100 solar. Since at metallicities less than 1/100
solar the metals are trace components that do not contribute significantly to
the thermal properties of the gas, the exact value of the adopted metallicity
is not expected to affect our conclusions.
c© 2015 RAS, MNRAS 000, 1–10
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Figure 2. The temperature-density relation for a plane parallel slab of constant density gas. The dashed lines indicate the results from our model calculations,
while the solid lines were calculated using the Cloudy photoionization software. In general, there is a good agreement between the two codes.
holding the temperature and radiation field constant at each coordi-
nate, until the relative difference of FXq+ between each sub-iteration
for all species is less than 10−5.
The photoheating rate at each radial position is calculated us-
ing the values of n(Xq+) determined from FXq+ and the correspond-
ing radiation field at this position. We then estimate the temperature
profile of the gas assuming thermal equilibrium. With this new tem-
perature profile, we recalculate the integral in Eq. 7 for the pressure
profile. We then iterate the procedure described above until the rela-
tive difference of FXq+ between successive iterations for all species
is less than 10−5.
2.6 Model Observables
In general, information on metal-poor DLAs is restricted to a single
line-of-sight to a background quasar. For a quasar that intersects
a metal-poor DLA at an impact parameter b, with respect to the
centre of the dark matter halo, the measured column density of the
species Xq+ is given by
NXq+ (b) = 2
∞∫
b
r√
r2 − b2
n(Xq+, r) dr (23)
2.7 Numerical Stability and Convergence
2.7.1 Stability
We performed a series of checks to ensure the reliability of our
code. We first tested the implementation of our ionization and ther-
mal equilibrium equations by modelling a plane parallel slab of
constant density gas (n(H) = 0.1 cm−3) illuminated on one side by
a power law radiation field ( f (ν) ∝ να) with index α = −1. Our sim-
ulation was stopped once a neutral H column density of 1020.3 H i
atoms cm−2 was reached. These parameters correspond to a typical
DLA, irradiated on one side by a quasar. The relationships between
temperature and density for each chemical species in our calcula-
tions are shown by the dashed curves in Fig. 2. We have performed
a nearly identical calculation with the Cloudy photoionization soft-
ware (Ferland et al. 2013). The results from the Cloudy simulation
are shown as solid lines in Fig. 2.
There is a good agreement between the two codes for all ion
c© 2015 RAS, MNRAS 000, 1–10
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Figure 3. We performed a convergence test on two model halos to optimise the computational speed and accuracy of our calculations. The results presented in
the top panels correspond to a 108.4 M dark matter halo with a baryon fraction f200 = 1.0 (i.e. the Universal baryon fraction), and the bottom panels present
the results for a 108.9 M dark matter halo with f200 = 0.3. Both calculations were performed at redshift z = 3, with an isotropic, Haardt & Madau (2012)
incident radiation field. The solid black lines in the left panels display the H i column density profile of the halo. In the right panels, we illustrate the fractional
change of the deuterium ionization correction between a high resolution calculation (solid black line), and various lower resolution calculations (see Eq. 24
and text for further details); the red, green, and blue curves correspond to a radial sampling, nr = 500, 1000, and 2000 respectively. Light to dark shades of
each coloured curve (almost indistinguishable over the plotted radial range) correspond to an angular sampling nµ = 30, 90, and 180, respectively. The vertical
dashed line in all panels corresponds to the radius where the H i column density N(H i) = 1020 cm−2. Note that ∆IC(D/H) represents the fractional change in
the deuterium ionization correction (i.e. +0.1 ≡ 10 per cent uncertainty in the value of the correction; see Eq. 24).
stages of the most abundant elements, including H, He, C, and
N (as well as O, not shown). The primary disagreement between
Cloudy and our code for these elements is seen for the high ioniza-
tion stages at low temperatures. This difference is due to the large
number of physical processes that are included in Cloudy, but are
not present in our code. The most important temperature regime to
correctly model corresponds to where the ion density is most abun-
dant, since this regime tends to be the dominant contribution to the
column density. For these elements, our code produces acceptable
results. The temperature-density relationships for the Si ions (as
well as Mg, not shown), on the other hand, show a higher level of
disagreement between the two codes, particularly for the higher ion
stages. This discrepancy is likely due to the exclusion of elements
with a similar abundance to Si (e.g. Ne, Fe), as well as the exclusion
of several physical processes included in Cloudy (discussed above)
and small differences between the heating and cooling functions
used by the two codes. We note, however, that there is an accept-
able agreement between the two codes for the ions of interest to our
study (including H i, C ii, C iii, N i, N ii, Si ii and Si iii). Specifically,
the difference between our code and Cloudy for the column density
ratio of successive ion stages are:
log N(C iii)/N(C ii)our code − log N(C iii)/N(C ii)cloudy = −0.09
log N(N ii)/N(N i)our code − log N(N ii)/N(N i)cloudy = +0.02
log N(Si iii)/N(Si ii)our code − log N(Si iii)/N(Si ii)cloudy = +0.40
Therefore, as discussed above, we conclude that the Si ratio shows
the highest level of disagreement between the two codes8.
8 We later show in Section 3, that this level of disagreement for Si changes
the D/H ionization correction by < 0.0005 dex.
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2.7.2 Convergence
We then performed a convergence and optimisation study, to deter-
mine the number of radial coordinates needed to accurately eval-
uate the numerical integrations over radius and cos θ for the NFW
geometry. We conducted two simulations: (1) A 108.4 M dark mat-
ter halo with f200 = 1.0 (top panels of Fig. 3); and (2) a 108.9 M
dark matter halo with f200 = 0.3 (bottom panels of Fig. 3). Both cal-
culations assume that the halo is exposed to an isotropic Haardt &
Madau (2012) background radiation field at redshift z = 3. The for-
mer and latter halos produce a maximum neutral hydrogen column
density of N(H i) ' 1021 cm−2 and N(H i) ' 1022 cm−2 respectively,
for a line-of-sight that passes directly through the centre of the halo
(corresponding to b = 0 in Eq. 23). The H i column density profiles
as a function of impact parameter for these two halos are shown in
the left panels of Fig. 3, where the vertical dashed line corresponds
to the radius where N(H i) = 1020 cm−2.
We began the simulations with a very fine sampling of nµ =
720 angular coordinates over cos θ, and nr = 5000 radial coor-
dinates linearly spaced between the centre of the halo and r200.
We then explored various combinations of these samplings to op-
timise the efficiency of our calculations whilst maintaining nu-
merical accuracy. Our grid spanned nµ = [30, 90, 180] and
nr = [500, 1000, 2000]. The right panels of Fig. 3 illustrate the
results of our convergence study, where ∆IC(D/H) is the fractional
change to the ionization correction for different choices of the nu-
merical integration parameters:
∆IC(D/H) ≡ IC(D/H)720,5000 − IC(D/H)nµ ,nr
IC(D/H)720,5000
(24)
where IC(D/H) is defined below, in Eq. 25. As expected, the choice
of nr is most sensitive to the region where the neutral gas is becom-
ing more ionized, somewhat below the classical DLA threshold of
N(H i) = 1020.3 cm−2. On the other hand, the choice of nµ only be-
comes important when r  rDLA, well beyond the radial regime
of interest to this study. The optimal combination for our study is
therefore nµ = 30 angular coordinates and nr = 1000 radial coor-
dinates, which provided a deuterium ionization correction that is
accurate to within ∼ 10 per cent when N(H i) > 1020 cm−2.
3 D/H IONIZATION CORRECTION
We now discuss the results from our calculations to determine the
deuterium ionization correction. In what follows, we define the true
value of the D/H abundance to be
log10 D/H = log10 N(D i)/N(H i) + IC(D/H) (25)
where IC(D/H) is the deuterium ionization correction derived from
our model calculations. We adopt a typical value for the ‘true’ deu-
terium abundance, log10 D/H = −4.60. We have computed a series
of calculations with a simple plane parallel geometry as well as
a more ‘realistic’ geometry where the gas is confined to an NFW
halo.
3.1 Plane Parallel Models
The simplest geometry to consider is a uniform, plane parallel,
constant volume density slab of gas, illuminated on one side. For
our calculations, we have assumed the gas slab is irradiated by
the Haardt & Madau (2012) radiation field at redshift z = 3,
incident normal to the surface of the slab. We computed a grid
Table 1. plane-parallel ionization correction coefficients
C iii/C ii
n m
0 1 2 3
0 114.39 25.084 17.063 2.8237
1 −11.816 −2.3171 −1.6591 −0.2769
2 0.2860 0.05441 0.03993 0.00675
N ii/N i
n m
0 1 2 3
0 144.62 83.202 26.766 9.9952
1 −15.688 −8.8214 −2.8651 −0.98627
2 0.40361 0.23679 0.07629 0.0244
Si iii/Si ii
n m
0 1 2 3
0 148.77 48.975 17.508 2.9050
1 −15.372 −4.9716 −1.7676 −0.2844
2 0.3777 0.1277 0.04468 0.00701
of calculations covering a range in H volume density (−2.0 6
log nH/cm−3 6 2.0, in steps of 0.5 dex) and H i column density
(19.0 6 log N(H i)/cm−2 6 21.0, in steps of 0.5 dex). The met-
als were assumed to be in solar relative proportion (Asplund et al.
2009), and globally scaled to a metallicity of 1/1000 Z. The depth
of the slab was increased until the desired H i column density had
been reached. The depth of each simulated slab was sampled lin-
early by 1000 values. Note that changing the H volume density is
equivalent to changing the intensity (but not the shape) of the inci-
dent radiation field.
The results of our calculations are presented in the left
panel of Fig. 4, where the red, green and blue curves correspond
to the column density ratios N(C iii)/N(C ii), N(N ii)/N(N i), and
N(Si iii)/N(Si ii) respectively. In all cases, the ionization correction
for deuterium is negative for the set of H volume densities and H i
column densities considered in this work. The maximum correction
in our models is −0.0015 dex (i.e. ∼ 0.4 per cent), corresponding to
gas with a low H i column density (N(H i)< 1020 cm−2) and/or high
ionization. IC(D/H) exhibits a similar dependence on the C and Si
ion ratios. The deuterium ionization correction for these ions de-
pends on the values of the ion ratio and the H i column density.
On the other hand, the deuterium ionization correction determined
from the N ion ratio is almost independent of the H i column den-
sity. For the range of nH and N(H i) considered here, the following
fitting formula can be used to estimate the ionization correction:
eIC(D/H) = −
∑
m
∑
n
anm (log10 N(H i)/cm
−2)n (log10 IR)
m (26)
where IR corresponds to the column density ratio of successive
ion stages (for example, IR=N(C iii)/N(C ii), N(N ii)/N(N i), or
N(Si iii)/N(Si ii)), and the anm coefficients are provided in Table 1.
We caution against extrapolating these curves beyond the appropri-
ate ranges shown in the left panel of Fig. 4.
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Figure 4. The deuterium ionization correction is shown for a gas cloud exposed to the Haardt & Madau (2012) background radiation field. The left panel
illustrates the results for a plane parallel geometry with uniform volume density, while the right panel illustrates the correction for a gas cloud in hydrostatic
equilibrium with an NFW potential. The red, green and blue curves illustrate how the D/H ionization correction depends on the C iii/C ii, N ii/N i, and Si iii/Si ii
ion ratios. Each curve represents the correction at a given H i column density. There are 5 curves for each ion ratio, corresponding to H i column densities
log N(H i)/cm−2 = 19.0, 19.5, 20.0, 20.5, and 21.0. In the case of N ii/N i, the curves for different values of N(H i) largely overlap with one another. For each ion
ratio, the curve with the most negative IC(D/H) values corresponds to a log N(H i)/cm−2 = 19.0; IC(D/H) becomes smaller as the H i column density increases.
The curves in the left panel cover a range in H volume density (−2.0 6 log nH/cm−3 6 2.0), while the curves in the right panel consider a range in the physical
properties of an NFW halo (e.g. halo mass, baryon fraction, radiation intensity; see text for further details).
3.2 NFWModels
As shown in Section 3.1, the D/H ionization correction could be-
come comparable to the measurement precision in the near future.
It is therefore necessary to test if the ionization correction depends
on the geometry of the gas. In this section, we explore a gas geom-
etry that might represent more closely the physical state of the gas
that gives rise to metal-poor DLAs, rather than a simple gas slab of
uniform density. In what follows, we discuss the results from mod-
elling metal-poor DLAs as gas in hydrostatic pressure equilibrium
with the potential of a host NFW dark matter halo.
For a metal-poor DLA that is probed by the sightline to a back-
ground quasar, there are several unknown physical properties that
cannot be determined directly. These include: (1) The host dark
matter halo mass, M200, of the DLA; (2) The baryon fraction, f200,
of the halo; (3) The intensity of the incident radiation field9; and
(4) The shape of the radiation field. Other properties, such as the
redshift, turbulent Doppler parameter, and metal abundances of the
DLA can be inferred from observations. We adopt typical parame-
ter values for these quantities: z = 3, bturb = 3.0 km s−1, and we
globally scale the metals to 1/1000 Z, in solar relative propor-
tions10. To reduce the computational demand of these calculations,
we only consider the Haardt & Madau (2012) radiation field shape
at the appropriate redshift, and scale the intensity by a factor of ei-
ther 1/3, 1, or 3. As we discuss in Section 4, changing the shape
of the radiation field does not effect the estimated deuterium ion-
ization correction. We consider models that have a baryon fraction
in the range log10 f200 = −1.0,−0.5 and 0.0. Each numerical grid
9 Unlike the plane parallel geometry (where changes to the volume density
are degenerate with changes to the intensity of the incident radiation field),
the volume density in the NFW geometry is fixed by hydrostatic pressure
equilibrium for a given set of input parameters. We therefore treat the inten-
sity of the radiation field as a free parameter in the modelling procedure.
10 Although metal-poor DLAs can exhibit deviations from solar-scaled
chemical abundances (see Cooke et al. 2011; Cooke, Pettini, & Murphy
2012; Cooke et al. 2013), these differences have a negligible effect on the
ionization and thermal properties of the gas, especially at low metallicity.
Table 2. NFW ionization correction coefficients
C iii/C ii
n m
0 1
0 48.26 −156.23
1 −4.5054 15.377
2 0.0850 −0.37572
N ii/N i
n m
0 1
0 262.58 −55.013
1 −27.121 4.7885
2 0.67994 −0.0980
Si iii/Si ii
n m
0 1
0 74.500 −155.98
1 −7.1525 15.266
2 0.15165 −0.3709
was sampled with nr = 1000 radial coordinates, and nµ = 30 angular
coordinates, as discussed in Section 2.7.2.
We began our calculations with a halo mass log10 M200/M =
7.0, for each grid value of the radiation intensity and f200. As dis-
cussed in Section 2.5, the first iteration of our numerical solu-
tion was initialised with a gas temperature of 20,000 K, and the
gas was assumed to be mostly ionized. No dark matter halo with
log10 M200/M = 7.0 was able to host gas that would appear as a
DLA at z ∼ 3. We then increased the virial mass of each halo by
0.1 dex, using as input the final thermal and ionization structure
that were output by the previous model. By initialising the sim-
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ulations with the solution from the previous model, the computa-
tional requirement was greatly reduced. We sequentially increased
the dark matter halo mass until the peak N(H i) of a halo had ex-
ceeded ∼ 1021.5 cm−2. At these H i column densities, molecular H
formation (and presumably star formation) is an important factor
to consider (Noterdaeme, Petitjean, & Srianand 2015), and is not
included in our modelling procedure.
Our final model suite comprises all sightlines through these
dark matter halos that produce an H i column density in excess of
1019 cm−2. In the right panel of Fig. 4 we show the results of our
NFW calculations, which are qualitatively similar to the plane par-
allel geometry; the D/H ionization correction is most sensitive to
the column density ratio of the successive stages of metal ioniza-
tion (and to a lesser extent on the H i column density). However,
the ionization correction in the NFW geometry also depends on the
grid of parameter values (halo mass, f200, etc.), which introduce an
uncertainty in this correction. The N ion ratio provides the most re-
liable correction, accurate to within 2 × 10−5 dex (6 per cent) for
log N(H i)/cm−2 > 20.0 over the entire grid of parameter space
considered here. The uncertainty is considerably worse for the C
and Si ion ratios, which have a 30 per cent uncertainty in the cor-
rection over the entire range (i.e. a correction uncertainty of up to
1 × 10−4 dex when the ion ratio is near unity). For each of these
ion ratios we provide fitting formulae for the ionization correction
factors, in the form of Eq. 28, with the anm coefficients listed in
Table 2. These calculations represent the central values of the ion-
ization correction, and should be used together with the percentage
uncertainties quoted above.
4 DISCUSSION
Our calculations with both geometries suggest that deuterium is
slightly underionized relative to hydrogen in metal-poor DLAs.
By disabling the individual physical processes in our code, we
conclude that the dominant physical process that sets the deu-
terium ionization correction is D ↔ H charge transfer; specif-
ically, the negative ionization correction term is the result of
the preferred (exothermic) charge transfer recombination reaction
D+ + H0 → D0 + H+. Photoionization plays a minimal role;
thus, the most important factor to determine the deuterium ioniza-
tion correction in DLAs and sub-DLAs is the H volume density and
the gas temperature, not the incident radiation field.
There are a few remarkable similarities and differences be-
tween the two geometries considered in this paper. The first ma-
jor difference between the NFW and plane parallel models is the
spread of ion ratios for a given H i column density; the NFW mod-
els exhibit a very small range in the ion ratios (typically 0.5 dex),
whereas the plane parallel models cover a much larger range (at
least 5 dex). This difference is purely a geometrical effect, since
the gas density profile in the NFW geometry is more limited, yet
has the advantage of being more physically motivated. Another
difference between the two geometries is the value of the deu-
terium ionization correction using the C and Si ion ratios. The plane
parallel models underpredict the ionization correction for H i col-
umn densities . 1020 cm−2, and overpredict the correction when
N(H i) & 1020 cm−2. The N ii/N i ion ratio, on the other hand, is
nearly identical regardless of the gas geometry, and therefore offers
the least geometry dependent correction.
The invariance of the N ii/N i ratio with geometry or any
of the parameter space that we have explored is because the
charge transfer recombination reaction N+ + H0 → N0 + H+
sets the N ii/N i ratio when log N(H i)/cm−2 & 19.5. Therefore,
N(N ii)/N(N i) ∝ N(D ii)/N(D i) ∝ N(H ii)/N(H i) for large H i col-
umn densities. On the other hand, when log N(H i)/cm−2 . 19.5,
primary photoionization drives the determination of the N ii/N i
ratio. We therefore conclude that the most suitable systems for
measuring the primordial deuterium abundance are those with
log N(H i)/cm−2 & 20.0 for the following reasons: (1) The deu-
terium ionization correction factor is relatively small (typically
. 0.0005 dex); (2) If an ionization correction needs to be applied
in the future, the N ii/N i ratio should depend only on charge ex-
change, similarly for the D ii/D i ratio, and should be largely in-
dependent of the unknown physical properties of the system (e.g.
density, shape/intensity of the incident radiation field); and (3) As
discussed in Cooke et al. (2014), the Lorentzian damping wings
of the H i Lyα absorption line, together with the multitude of weak
high order Lyman series D i absorption lines, offer an determination
of the N(D i) /N(H i) ratio that is largely independent of the cloud
model.
Under the assumption that D↔ H charge transfer is the dom-
inant process that sets the D/H ionization correction, we can com-
bine Eq. 20 and Eq. 21 to obtain the following relation:
n(D0) =
n(H0) n(H) 10(D/H)P
n(H0) + n(H+) exp(−42.915/T ) (27)
where (D/H)P = −4.60 is the assumed primordial abundance of
deuterium. Eq. 27 can be applied in post-processing to more de-
tailed photoionization calculations, such as Cloudy, that include
a much larger range of physical processes than our calculations.
Since N ii/N i is independent of geometry, the relationship between
N ii/N i and IC(D/H) using the Cloudy photoionization software
and Eq. 27 should offer the most reliable ionization correction.
We therefore conclude that the following simple relation should be
used to estimate the deuterium ionization correction factor:
IC(D/H) = − exp(−8.2 + 1.2 IR) (28)
where IR = log10 N(N ii)/N(N i) and, as discussed in Section 3.2,
IC(D/H) should be used with a 2 × 10−5 dex (i.e. 6 per cent) uncer-
tainty in the ionization correction factor.
Although the deuterium ionization correction estimated herein
does not significantly alter the current determination of the primor-
dial deuterium abundance, it will become important to consider this
systematic offset in the near-future. We propose that the N ii/N i ra-
tio provides the most robust ionization correction for deuterium,
since it is insensitive to the various known and unknown physical
properties of metal-poor DLAs (e.g. cloud geometry, halo mass,
H i column density, etc.). Unfortunately, nitrogen is notably un-
derabundant in metal-poor DLAs (Pettini et al. 2008; Cooke et al.
2011; Pettini & Cooke 2012b; Zafar et al. 2014); there are typ-
ically just three nitrogen atoms for every 10,000 D atoms in the
most metal-poor systems. Nevertheless, measuring the N ion ratio
should be a goal for future high precision surveys that aim to accu-
rately measure the primordial abundance of deuterium in the most
metal-poor DLAs.
5 SUMMARY AND CONCLUSIONS
The N(D i) /N(H i) column density ratio that is measured using
quasar absorption line systems is generally assumed to be equal to
the deuterium abundance (D/H). We have tested this assumption
by developing a software package that calculates the relative
ionization of deuterium, hydrogen, and a selection of the most
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abundant metal ions. Our computations are similar in spirit to
the commonly used photoionization software Cloudy. The main
advantage of our code, aside from including the atomic data for
deuterium, is that we are able to model the density, thermal, and
ionization profile of gas held in hydrostatic equilibrium with an
NFW dark matter potential. On the basis of our calculations, we
draw the following conclusions:
(i) For the simple case of a uniform density, plane parallel slab
of gas with similar properties to DLAs, we have confirmed that our
code produces comparable results as Cloudy for the ions that are
used in our work.
(ii) We performed a suite of calculations using a plane parallel
geometry to estimate the correction that must be applied to the
measured column density ratio N(D i)/N(H i) to determine the D/H
abundance. This correction is most sensitive to the relative column
densities of successive stages of metal ionization and, to a lesser
degree, the total H i column density.
(iii) We also calculated the deuterium ionization correction for
a more realistic gas density distribution, whereby a gas cloud is
confined to the potential of an NFW dark matter halo irradiated by
the Haardt & Madau (2012) background. For both the plane parallel
and NFW geometry, we provide fitting functions to estimate the
deuterium ionization correction using either the C iii/C ii, N ii/N i,
or Si iii/Si ii ion ratios and the H i column density.
(iv) The relationship between the N ii/N i ion ratio and the deu-
terium ionization correction is remarkable. This relationship is es-
sentially independent of all other physical properties of our model,
and provides the most accurate and reliable deuterium ionization
correction. The C iii/C ii and Si iii/Si ii ion ratios, although more ob-
servationally accessible, are more dependent on both the physical
conditions and the geometry of the gas.
(v) We propose that systems with log N(H i)/cm−2 & 20.0 are
the most suitable systems to measure the primordial D/H ratio.
In this H i column density regime, charge exchange ensures that
N(N ii)/N(N i) ∝ N(D ii)/N(D i) ∝ N(H ii)/N(H i), allowing a reli-
able ionization correction factor to be determined.
(vi) Our work provides the first quantitative analysis of the deu-
terium ionization correction in metal-poor DLAs, and confirms the
qualitative conclusions drawn by Savin (2002): The deuterium ion-
ization correction can be safely neglected when the D i/H i abun-
dance ratio is measured in a DLA that is in thermal and ionization
equilibrium.
The deuterium ionization correction for a typical system in
the recent analysis by Cooke et al. (2014) is likely to be . 0.1 per
cent, which is well below the current measurement uncertainty (2
per cent); the ionization correction is therefore not an important
consideration at present. However, new cases of metal-poor DLAs
that exhibit clean D i absorption lines are being identified, and the
search for such systems will be greatly expanded with the next gen-
eration of 30+ m telescopes coming on line in the next decade. At
that time, a reliable ionization correction factor for deuterium will
be required, as the statistics of D/H measurements improve signifi-
cantly beyond the current limited dataset.
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