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Blake Temple (Trans. Amer. Math. Sot. 280 (1983) 781-795) has described the 
hyperbolic systems of two conservation laws whose shock and rarefaction curves 
coincide. In this note, we prove the global existence of weak solutions for such 
systems, with any bounded variation initial condition. The proof is based upon 
standard numerical schemes, as well as upon parabolic regularization. The key is 
that the total variation of the Riemann invariants is decreasing in time. At least, in 
the case of the initial condition with compact support, we prove by using the 
Glimm scheme that the system is decoupling in two conservation laws in one 
unknown, in finite time. 0 1987 Academic Press, Inc. 
0. INTRODUCTION 
Considerons un systeme hyperbolique de lois de conservations 
g+;f(u)=o, XER, t>o, (0.1) 
ou u(x, t) E RN est le champ inconnu. Les valeurs propres de la matrice 
df/au sont reelles, et dependent continument de u (si f est de classe e2) et 
meme differentiablement lorsqu’elies sont distinctes. Nous les notons A;(u). 
Des vecteurs propres a droite ri(u) leur sont associts. 
Temple [13] a ttudie les sous-varietts de A4 de RN stables pour le 
systeme (O.l), c’est-a-dire telles que la solution faible de (0.1) u(x, t) reste 
dans M lorsque la condition initiale u(x, 0) est dans M. Temple montre 
qu’une telle varittt est caracttristique: en chacun de ses points, l’espace 
tangent a M admet pour base les ri(u), ieIc {l,..., N}. 11 obtient ensuite 
l’alternative suivante, qui caractirise entierement les sous-varietts stables: 
- ou bien li (i E I) est lineairement degeneree sur M: 
r:(u) f Vii - 0, 
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- ou bien la droite passant par UE M, de direction T,(U) est con- 
tenue dans A4, et elle est caracteristique. 
En particulier, lorsque seul le deuxieme terme de l’alternative a lieu, M 
est un sous-espace afftne de IW”‘, et les courbes caracttristiques (qui sont les 
integrales des champs TJu)) sont des droites. A moins que les droites d’une 
mCme famille (assocites au m&me champ Ye) ne soient parallbles, ce qui 
est peu interessant, elles ont une enveloppe dont les points sont des points 
de degentrescence du systeme (0.1). Nous nous interesserons done 
seulement aux solutions de (0.1) qui prennent leurs valeurs dans un 
domaine 9 qui ne rencontre pas cette enveloppe. 
Lorsque N = 2, Temple a completement decrit les systemes de deux lois 
de conservation pour lesquels les courbes caracteristiques ont des droites. 
Le domaine 9 est done couvert par deux faisceaux de droites. Dans ce 
domaine, nous pouvons utiliser les coordonntes attachtes a ce systeme de 
droites, ce sont les invariants de Riemann wl(u), wz(u). 
Dans cet article, on Ctudie ces systemes, et principalement I’existence 
d’une solution pour le probleme de Cauchy. Nous considerons suc- 
cessivement les methodes numeriques, puis la regularisation parabolique. 
Les methodes numeriques qui se prettent le mieux a 1’Analyse sont les 
schemas de Lax and Friedrichs [4], de Godunov [3], et de Glimm [2]. 11s 
sont bases sur la resolution du probleme de Riemann, c’est-a-dire (0.1) 
muni dune condition initiale a deux valeurs 
u(x,O)=a’ si a 2 0. (0.2) 
Le probleme de Riemann (existence t unicite de u(x, t) = #(x/t)) n’a ete 
resolu dans le cas general que lorsque a+ et a- sont voisins. Mais dans le 
cas particulier ttudit ici, nous construisons au section 2 une solution, dtter- 
minte de man&e unique par a + et a ~, et par une generalisation de la con- 
dition d’oleinik. Cette solution, outre l’unicitt, posdde tgalement deux 
proprittts remarquables: 
- la variation totale des applications 
x + wi(“(x, t)), i=l,2 
reste constante lorsque t varie: 
VT(Wi ou (., t))= VT(Wi ou (., 0)). 
- l’etat intermediaire U (qui est la valeur de U(X, t) par c1 < x/t < c2, 
c2, g1 et o2 convenables) peut i?tre calcule explicitement m&me lorsqu’on ne 
connait pas la nature (choc ou detente, voir le section 1) des ondes qui le 
relient a a + et a-. I1 est donne par le systtme d’tquations, 
w,(q=wl(a+), w*(id) = w*(C). 
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I1 se presente done comme l’intersection de deux droites caracteristiques, 
l’une passant par a -, I’autre par a + . 
Ces propriettts permettent d’exprimer (au paragraphe III) saris 
ambiguitts les schemas numtriques, et de montrer qu’ils ont la propriete 
TVD: si ah(x, t) est une solution discrete obtenue A l’aide dun des trois 
schemas cites preddemment, et si la condition de Courant-Friedrichs- 
Levy est verifite, alors les variations totales VT (w,~u~( ., t)) decroissent. 
Par ailleurs, il est aise de prouver que la solution uh reste bornee 
independamment de h, et qu’en fait elle reste dans le plus petit rectangle 
caracttristique contenant u( ., 0). Ces remarques montrent que les solutions 
disc&es sont dtlinies pour tout t > 0, et l’estimation en variation totale 
permet de passer a la limite lorsque h -+ 0: la suite uh converge vers une 
solution entropique du systeme (0.1) (sous la condition de consistence 
donnee par Liu [9] en ce qui concerne le schema de Glimm). 
La consequence principale du section 3 est que le systeme (0, 1) posdde 
une solution globale en temps, entropique, pour toute condition initiale a 
valeurs dans 9 et a variation born&e. 
Remarquons que les arguments utilises sont ceux qui servent dans le cas 
dune seule loi de conservation, et qui ne donnent rien en general pour les 
systemes. 
Le m&me theoreme d’existence st obtenu au section 4, en considerant la 
convergence de la suite U&(X, t), solution de la regularisation parabolique 
de (0, 1): 
d2UE 
g+-$-(u’)=e;i;r (E > 0). (0.3 1 
Les arguments sont les mimes que pour les schtmas numeriques, a 
savoir: 
- on montre que le probleme de Cauchy pour (0.3) posdde une 
solution reguliere pour tout t > 0. 
- les invariants de Riemann w,~u’( ., f) restent dans un borne de 
L”([w) n SV(rW), independant de t et E. 
Encore une fois, l’analogie avec le cas dune seule equation est frappante. 
Elle apparait encore au section 5, ou nous montrons le decouplage du 
systeme au bout d’un temps lini T*, calculable. Si u( =, 0) est constant sur 
]-co, x-1, et constant sur [x+, +co [I, il existe un temps T* au dela 
duquel la solution du systeme (O.l), obtenue par le schema de Glimm, a 
les proprietes suivantes: il existe deux nombres g1 < c2 tels que 
- pour t > T*, x < (pi t + x1, la solution prend ses valeurs sur la lere 
droite caracteristique issue de u( -co, 0). Le systeme st ramene a une settle 
loi de conservation. 
140 DENIS SERRE 
- pour t>T*, x>a,t+x,, la solution prend ses valeurs sur la 
2eme droite caracteristique issue de u( +co, 0). Idem. 
- pour t > T*, cr, t + x1 < x < o2 t + x2, la solution est constante, 
tgale a l’itat intermtdiaire du probleme de Riemann entre u( -co, 0) et 
u( +a, 0). 
A cause de ce dtcouplage, et aussi de la simplicitie de la resolution du 
probleme de Riemann, nous avons cru bon d’appeler decouples les 
systbmes Ctudits ici, en esperant que cela ne prette pas a confusion. 
Les deux systemes qui motivent cette etude sont les suivants: 
ou u 20, u b 0, et k est une constante positive, differente de 1. On le 
rencontre en chromatographie. 
Le second s’apparente a la dynamique des gaz 
au a0 Yjy+=&=o 
~+-&‘+u)=O, 
Pour ces deux systemes, on a done existence globale dune solution faible 
a variations bornees lorsque la condition initiale est a variation bornte et 
vtrilie les inegalitis demand&es. 
1. SYSTEMES HYPERBOLIQUES DECOUPLES 
1. Rappels sur les sydmes hyperboliques 
Nous considerons ici des systemes de deux lois de conservation a deux 
inconnues sur R x [w +, du premier ordre: 
at.4 a 
~+gp)=o~ u= (241, u ), XE R, t>o, (1.1) 
avec une condition de Cauchy 
u(x, 0) = a(x). (1.2) 
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Le systeme (1.1) est dit hyperbolique strictement dans un domaine 9 de [w2 
si la matrice f’(u) possede deux valeurs propres distinctes et reelles pour 
tout ZJ E 9. Nous supposerons que f est continument derivable: les valeurs 
propres li sont continues sur 9. 
On appelle Kieme invariant de Riemann (Lax [ 51) une fonction 
derivable w,Ju) sur une partie de 9 dont le gradient est un vecteur propre 
a gauche de f'(u) pour la valeur propre &, 
w;f'=n,w;. (1.3) 
L’existence des invariants de Riemann est assuree sur tout ouvert sim- 
plement connexe de 9, en considerant les courbes integrales des vecteurs 
propres a droite de f'(u). 
On appelle k-onde de ditente une solution classique du systbme (1.1) 
vtritiant 
wj(u(x( t)) = constante, j# k. 
Le systeme (1.1) se reduit alors a l’equation 
( ;+n,(u); w,(u)=O. 1 (1.4) 
11 est connu que le systeme (1.1) ne posdde pas en general de solution 
globalement reguliere, m&melorsque la condition initiale l’est: la derivte u, 
devient inlinie en certains points (x*, t*), t* >O. On est done conduit a 
chercher des solutions faibles (au sens des distributions). 
Une solution faible du systeme (1.1 )-( 1.2) est un champ 
u E Lg (I3 x IR + )’ verifiant 
u.~+f(u).~)dxdt+li_a(x)8(x,0)dx=0 (1.5) 
pour tout 0 E 9(lR2)‘. 
Les exemples montrent qu’au dela de t* se developpent des chocs. Un k- 
choc est une solution du systeme (1.1) au voisinage dune courbe reguliere 
r= {x(t), t); t, < t < t, }, continue a droite et a gauche de r, et vtriliant la 
condition de Lax: 
&(4X(f) - 0, t)) 2 x(t) > &- ,(4x, l) - 0, t), (1.6) 
&+ ,(4x(r) + 0, t)) > x(t) 2 &(u(x(t)) + 0, r). (1.7) 
De nombreux schemas numeriques ont eti: proposes pour approcher la 
solution du probleme (l.lb( 1.2), dont la plupart sont bases sur la 
resolution du probleme de Riemann. 
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Le probleme de Riemann est un cas particulier du probleme de Cauchy, 
pour lequel la condition initiale ne prend que deux valeurs: 
(1.8) 
Vu l’invariance des Eq. (1.1) et (1.2) par l’action des homotheties de cen- 
tre (x, t) = (0, 0), on cherche une solution “autosimilaire” u = U(x/t), qui 
doit verifier 
U( +CO)=d, U(-al)=u”. (1.10) 
Lorsque U est rtguliere au voisinage de co, (dU/da)(aO) est un vecteur 
propre a droite de f’( U(a,)), pour la valeur propre g0 = A( U(a,)). II s’en- 
suit que (d/do) w,( U(o)) = 0: on a une k-onde de dbtente. 
Lorsque U est discontinue en G,,, mais continue a droite et a gauche, on 
a un choc le long de la droite x = rrO t. Pour que la solution soit admissible, 
nous demandons que ce choc soit un k-choc pour k = 1 ou 2. 
Lax [5] a montre, sous l’hypothese que les champs caracteristiques ont 
lineairement dtgenerts (aAi/8w, - 0) ou bien vraiment non-lineaires (dii/8wi 
ne s’annule pas), que le probleme de Riemann est localement resoluble de 
facon unique: etant don& ug E 9, il existe deux voisinages Vc VI de ug tels 
que, si z/e V, il existe une et une seule solution de (1.9)-( 1.10) a valeurs 
dans V,, dont les chocs soient admissibles. 
Cette solution verifie les proprietes suivantes: 
(i) U(~)=U~ pour 0<6,, 
(ii) U(a)=uO pour 02<rr<fs3, 
(iii) U(0) = ~4~ pour g4 < 0, 
(iv) U(a) est une 1-onde (une l-detente ou un 1-choc) pour 
0, <u<u2, 
(VI est une 2-onde pour u3 < 0 < (r4. 
Lorsqu’on Ctudie des systemes particuliers, une etude fine peut permettre 
d’obtenir une resolution non locale du probleme de Riemann. Ce sera l’un 
de nos buts dans le paragraphe suivant. 
2. Dtcouplage des systt?mes hyperboliques 
Temple [ 131 a introduit, A propos des equations intervenant en 
chromatographie, une classe de systemes que nous appelons syst2mes 
hyperboliques d&ouplLs. Nous justiherons cette appellation au paragraphe 
suivant. 
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DEFINITION. Un systeme hyperbolique tel que (1.1) est dit decouple si 
ces courbes de detentes wj= constante, j= 1 ou 2, sont port&es par des 
droites. 
Temple montre qu’alors les courbes de detentes ont aussi des courbes de 
choc: si deux points u- et u+ sont sur une m&me courbe de detente, il 
existe un nombre reel 0 tel que 
f(u+)-f(u-)=rJ(uf -u-). 
Temple montre egalement une rtciproque: si les courbes de detente du 
systeme (1.1) sont des courbes de choc, alors le systeme est decouple, a 
moins que l’un des champs caracteristiques oit lineairement degtnere. 
Etant donne la comcidence des courbes de choc et de detente pour un 
systeme decouple, une telle courbe sera appelee une courbe d’onde, et de 
k-onde s’il agit dune courbe de k-detente. 
3. Construction de systkmes dtkouplh 
Soit K un convexe fermt d’interieur non vide de OX*, et A une droite d’ap- 
pui de K: A n K n’est pas vide, et K est sit& dun seul tote de A. Sans perte 
de gtniralite, on peut supposer que A est l’axe vertical u, = 0 et que 
(O,O)EK. 
Soit 9 le demi-plan dtfini par u1 > 0. Nous supposons que de tout point 
u E 9, on peut mener exactement deux droites d’appui (Fig. 1, une au- 
dessus et une en-dessous) a K. 
Remarque. Cette hypothese est veritiee si K est compact, ou si K est une 
parabole, etc. 
Les pentes de ces deux droites, finies, sont notees w,(u) < wz(u). Elles 
dependent de facon continue de u, et leurs courbes de niveau sont des 
demi-droites port&es par des droites d’appui a K. 
FIGURE I 
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En Ccrivant u2 = wkul + uk(wk) les equations de ces droites on obtient 
l’expression de U, et u2 en fonction de w = (w,, w2): 
u =m+a2(w2) 
1 
w2--Wl 
242 = w2altwI) - WI~Z(W2) 
(1.11) 
w2 - WI 
Supposons maintenant que K ne soit pas compact. 11 existe alors tine 
demi-droite de pente p incluse dans K, et on a pour tout u E 9, 
WI(U) <P < wz(u)* (1.12) 
Si U- et U+ sont deux points de 9, ies droites 
u2 - u; = wl(u-)(ul - 24;) et 242-u: =w,(u+)(u2-u:) 
se coupent en 9, de meme que les droites 
u2 - u; = w2(up)(u, - 24;) et u2-l4; =wI(u+‘)(u2-u;), 
grace a (1.12). Finalement, ces quatre droites delimitent un quadrilatere de 
9, dont l’une des diagonales est [U ~, u + 1, et dont l’image par w = (w i, w2) 
est le rectangle limite par les droites verticales w, = wi(u * ) et horizontales 
w2 = wz(u+). 
Si w- et UT+ sont deux point de l’image W de 9 par l’application 
u H w(u), W contient done le rectangle de c&s paralleles aux axes, de 
diagonale [w -, w’ 1. Finalement, il existe des nombres reels W, <jj < W, 
tels que 
w= ]-co, Gl[ x ]W2, +a[. 
Temple montre que les systemes hyperbolique decouples 9, dont les 
invariants de Riemann sont wr(u) et w,(u), sont determines par les 
fonctions de flux suivantes: 
fi(u) = hl(Wl) - h2(w2) 
f2 = 
W,hl(W,) - w,hz(wz) 
w2-w, ’ 
9 (1.13) 
w2--1 
ou h, et h, sont des fonctions arbitraires dune variable. 
Remarque. 11 est possible de construire d’autres domaines 9 et 
invariants wi(u), i = 1,2, constants sur des droites de pente wi notamment 
lorsque de certains points a droite de A, on ne peut mener qu’une droite 
d’appui a K. 
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Par example, si r est l’hyperbole d’equation (u, - 1)2 - uz = 1, prenons 
l’inttrieur des deux branches de r pour l’ensemble K. Cet ensemble n’est 
plus convexe mais de tout point n’appartenant pas a K, on peut lui mener 
exactement deux droites d’appui. Si on pose alors 9 = {u; 0 < u1 < 2}, on 
veritie comme prtcedemment que l’image de GB est un rectangle 
] -00, - 1 ] x [ 1, + co [. L’application u + w(u) n’est cependant pas injec- 
tive sur 9 et pour qu’elle le soit, il faut par exemple se restreindre a 
4. Examples 
Nous en prtsentons deux, le detail des calculs etant laisd au lecteur. 
(a) Un systhme issu de la chromatographie. Le systeme suivant est 
cite par Aris et Amundson [ 11, et repris par Temple, 
u+a lA 
at axi+u+v = 0, 
aa kv -- 
ataxi+u+O 
= 0, 
(1.14) 
(1.15) 
oh k est un nombre reel, 0 < k < 1. 
Les invariants de Riemann wr et w2 sont les solutions de l’equation du 
second degre 
uw2+w(k(l+u)-l-v)-kv=O. (1.16) 
Le convexe K est l’interieur de la parabole d’equation 
(1.17) 
L’ensemble de valeurs (u, v) E [w2 qui interesse le chromatographe st 
22= {(u, v)dR2; u>o, v>O}. 
On verilie que l’application (u, v) + (wl, w2) est une bijection de 53 sur le 
rectangle W= ] -03,0[ x 10, +CCI[. 
(b) DeuxiSme example. Le systeme suivant, cite par Le Roux [6], 
s’apparente a la dynamique des gaz, mais d’assez loin: 
u, + (uv), = 0 (1.18) 
v, + (02 + u), = 0. (1.19) 
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Les invariants w1 et wa sont les solutions de l’equation du second degri 
w2u-wv- 1 =o. (1.20) 
Le convexe K est l’interieur de la parabole d’equation 
v2 + 424 = 0. (1.20) 
Enfin, l’image de GS = {(u, u) E IF!‘; u > 0} par w est le rectangle R2. 
2. LE PROBLBME DE RIEMANN 
Nous resolvons maintenant le probleme de Riemann (i.l)-( 1.2), (1.8) 
pour les sysdmes hyperboliques decouples dans un domaine de phases 9. 
Nous supposons dans ce paragraphe que I’image de 9 par l’application 
u -+ w = (w,(u), W*(U)) est un rectangle B = ]~l,-, a: [ x ]c~;, cr: [, avec 
ol: < Uz et que cette application est injective sur 9. 
1. Un cas particulier 
Nous considirons dans un premier temps le cas ou wz(u8) = wz(uJ). Le 
systtme (1.1) etant decouple, nous pourrons demontrer le theoreme 
suivant. 
TH~OR~ME 2.1. Si w2( ug) = wZ(ud), il existe une solution du probEme de 
Riemann (l.l)-( 1.2), (1.8) qui prend ses valeurs sur le segment d’extrkmitds 
ug et ud (u=u”+Q(ud--ug), Ode< 1). 
De plus, parmi ces solutions, il y en a une et une seule qui verifie la “con- 
dition d’oleinik” (voir [ 111). 
DPmonstration. Nous cherchons une solution U(a) de l’equation (1.9), 
qui soit port&e par le segment [ug, z&J. On a (d’apres (1.11) et (1.13)): 
U,(a) = w2(d u,(a) + a2(w2(u”)). 
.h(U(cJ)) = w2wvm~)) +Mw*(4). 
(2.1) 
(2.2) 
Le systeme (1.9) equivaut done a: 
dU, 
w2U1+a2)=d-, 
da 
w2 U, + az) + h2) = c f (w2 U, + a& (2.4) 
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Clairement, (2.3) implique (2.4), et (1.9) se rtduit a (2.3), c’est-a-dire a 
(2.5) 
Avec les conditions u1 (x, 0) = of (si x < 0) ou u;’ (si x > 0), on doit 
resoudre un probleme de Riemann pour la loi de conservation (2.5). 
Ce problbme posdde une solution unique veritiant la condition 
d’oleinik [ 111: 
les valeurs prises par (ur , Fz( uI )) sont sur le bord de l’en- 
veloppe convexe du graphe: 
{(Y, FLY)); Midup, uf) Qy 6 Maxtug; d}. (2.6) 
On obtient alors la solution cherchee en posant 
u,(x, t) = W2(Ud) u,(x, 1) + %(%(Ud)). I 
De maniere symetrique, si wI(ug) = wI(ud) on obtient une solution du 
problbme de Riemann en rtsolvant la loi de conservation 
(2.7) 
oti F,(y)=f,(y, wI(ud) y+a,(wl(ud))), avec ul(x,O)=u~ (si x<O) ou u;’ 
(si x > 0), puis en posant 
uzb, t) = W1(Ud) u,(x, t) + aAwl(u 
Cette solution est unique lorsqu’on impose la condition d’oleinik (2.6) 
avec F, au lieu de F2. 
2. Le cas gPnPra1 
Dans le cas general, il s’agit de trouver un &at median u” E 9 tel que ~8 
soit lie a u” par une 1-onde, et u” soit lie a ud par une 2-onde. Les courbes 
de k-choc et de k-detente &ant communes. on aura done 
w*(uO) = w,(e w&do) = W1(Ud). (2.8) 
Puisque par hypothese, l’application 
u + w(u) 
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est une bijection du domaine 9 sur le rectangle B, les equations (2.8) 
delinissent un point et un seul de $3, qui est l’intersection de la droite 
passant par ug, de pente w,(ug), et de la droite passant par u’, pente w~(zc”). 
D’aprb le theoreme 2.1, il existe une solution unique du probleme de 
Riemann, joignant ug a u’, et veriliant la condition d’oleinik (2.6). Notons- 
la y(x, t) = Y(x/t). 11 existe de m&me une solution unique du probleme de 
Riemann, joignant u” a u”, et verifiant la condition d’oleinik. Nous la 
notons 2(x, t) = 2(x/t). 
La condition d’oleinik entraine que 
Y(a) = u” pour o>P,, (2.9) 
ou p1 est la borne superieure de Fz = A1, prise sur le segment [ug, ~‘1. De 
mCme, 
Z(0) = 24O pour o<P,, (2.10) 
od p2 est la borne inferieure de F; = ;1,, prise sur [u’, u”]. 
Supposons maintenant que pr < p2, ce qui est une hypothbe plus forte 
que la seule hyperbolicitt. Alors on peut superposer les solutions Yet Z, et 
delinir 
u(x, t) = 
i 
Y(4) pour x/t < p2, 
a$) pour x/t>p,. 
(2.11) 
11 est clair que u(x, t) est solution auto-similaire du probleme (l.l)-( 1.2), 
(1.8) et qu’elle verilie la condition d’entropie de Lax. Vu l’unicite de u” et 
elle de y(x, t), z(x, t), nous posons: 
D~HNITION. Le champ u(x; t) defini par (2.11) est la solution du 
probkme de Riemann qui lie ug a I./. On la note G(x/t; ug, u*). 
3. StabilitP L” et BV 
11 est connu que la solution y(x, t) = Y(x/t) est une fonction monotone 
de xft A valeurs dans le segment [ug, u”]. L’application 
x/t + w,(G(x/t; ug, u”)) est done monotone sur ] -co, &(a$[. Par ailleurs, 
elle est constante sur ]J,(u,), +co [, done monotone sur 03 tout entier. 
Finalement, 
PROPOSITION 2.2. La rtsolution du probEme de Riemann est stable dans 
L” et BV: 
Min(wi(ug), wi(u”)) < wi(G(o, ug, u”)) < Max(wi(ug), wi(&)), 
VT(w,(.; ug, d))) = IWi(U”) - Wi(Ud)l. 
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3. CONVERGENCE DE SCHBMAS AUX DW~RENCES FINIES 
Nous supposons dans ce paragraphe que 
supIz,<Il$fA*, 
RO 
ce qui nous permetra d’utiliser le paragraphe precedent. 
Nous Ctudions maintenant les trois schemas classiques bases sur la 
resolution du probleme de Riemann: Lax-Friedrichs [4], Godunov [3], et 
Glimm [2]. Nous montrons qu’ils sont stables dans les espaces L” et BV 
(fonctions a variation born&e au sens de Tonelli-Cesari) ce qui suflit pour 
assurer leur convergence: 
1. Prksentation des schtmas 
Soient Ax >O et At > 0 les pas d’espace et de temps. La solution 
approchee de (1.1) est un champ (x, t) + z.P~ “(x, t), constante sur les rec- 
tangles nz = ](m - l)Ax, (m + 1) Ax[ x ]nAt, (n + 1) At[ pour n E N et 
mGI,: 
* Z,, = {m E 6: m + n est pair} dans les schtmas de Glimm (GM) et 
de Lax-Friedrichs (LF), 
* 1, = 2H dans le schema de Godounov (GV). 
Nous notons u; la valeur de z.P~ ” sur le pave JJ;, m E Z,. 
Soit G” = {u; : m E In} c 9. Supposons que w(G”) soit contenu dans un 
rectangle compact R” = [WI, WC ] x [w; , w: ] de $B. Notons 
on = (Max Sup IA,(u)l))’ 
k=l,Zw(t,)eR” 
(3.1) 
Le systeme (1.1 ), muni de la condition de Cauchy, 
u(x,nAt)=usimEZ,, (m-l)Ax<x<(m+l)Ax, (3.2) 
possbde une solution pour 0 < t - nAt assez petit, qui est don&e par 
un(x, t) = G 
x-(m-1)Ax 
t-nAt ; u;-z, u; > 
simEI,,et (m-2)Ax<x<mAx. 
(3.3) 
D’apres la proposition 2.2, u(x, t) prend ses valeurs dans w-‘(R”), de 
sorte que (3.3) dtlinit une solution du probleme de Cauchy (l.l), (3.2) 
pour 
O<t-nAt<cr,Ax. (3.4) 
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En particulier, (3.3) donne la solution pour t E ]nt, (n + 1) dt[ pourvu 
que la condition de Courant-Friedrich-Levy soit vtritite 
At/Ax < on. (3.5) 
Chaque schema dest defini par une application 
u”(.,(n+l)At)+{u;;m~Z,}, (3.6) 
qui peut tgalement &tre utilide pour interpoler la condition initiale (1.2). 
Cette application est dtfinie comme suit: 
SchPmas de Lax-Friedrichs et Godunov. Pour m E Z,, + , on pose 
1 
s 
(m+l)dx 
p+l=- 
m 2Ax 
u”(y, (n + 1) At) dy. 
cm- 1)d.x 
Schema de Glimm. Pour m E Z,, + , , on pose 
u;+ ’ = u”((m + a,) Ax, (n + 1) At). (3.8) 
La suite a, est une suite tquirtpartie a valeurs dans l’intervalle [ -1, +l] 
lim ~#{r~$N:a~~[a,b]}=(b-a)/2. 
N-m 
2. StabilitP L” 
L’ensemble w-‘(W) est un quadrilatere convexe de 9 dans lequel 
u”( ., (n + 1) At) prend ses valeurs. On en deduit 
G n+’ c w-‘(R”) (3.10) 
et 
R fl+lCR". (3.11) 
En particulier, R” c R” et cm B (TV pour tout n. Le choix de 
At/Ax < c~ (3.12) 
permet done de verifier chacune des conditions CFL (3.5). 
THBOR~IE 3.1. Soit Go = {a(x); x E [w >. Supposons que w(G’) soit inclus 
dans un rectangle compact R” de 93, et que la condition de 
Courant-Friedrich-Levy 
$< (Max Sup I&(u)l)-’ 
k=l,2 W(U)ERO 
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soif v&&!e. Alors chacun des trois schkmas LF, GV, ou GM db,fiit une suite 
u;,, m E I,, n E N, qui prend ses valeurs dans w- ‘(R’). 
11 est bien connu que cette estimation en norme L” ne suftit pas pour 
assurer la convergence des schimas, du fait de Ia nonlinearite du 
systeme (1.1). I1 faut en plus une estimation des dtrivees premieres (ici des 
differences premieres), ce qui est l’objet des deux sections suivantes. 
3. ~~~roissance de la variation fofale des invarianfs de Riemann 
Rappelons la definition de la variation totale d’une fonction de la 
variable reelle. 
Si x -g(x) est une fonction dtfinie sur 1w, A vaieurs dans un espace 
vectoriel norm&, on note 
oh (x”> parcourt I’ensembie des suites croissantes de R. L’ensemble 
RV(OB) = (g; W(g) < +a0 } est un espace de Banach pour la norme 
II gll = I gl oc + VW). 
L’objet de cette section est de prouver que la variation totale de w 
(u’*~~‘(-, t)) (i= 1 ou 2) decroit au tours du temps. 
THBOR~~ME 3.2. Sous les hypothbes du thhortme 3.1, les applications 
f + P-z-(W(u~-~~q~, f)), i--1,2 
sonf dkcroissanfes. 
~~monsfrafion. Pour ndf < I < (n + 1) At, cette quantite vaut 
Cependant, les d~~nitions (3.7) et (3.8) montrent dans chaque cas que uk 
appartient A l’enveloppe convexe fermte de 
(u” -.- ‘(x, ndf); Ix - mAxI < Ax}. 
En particulier, u; appartient au convexe detini par les inequations 
~~(u)~Sup{w~(u”~~(x,nAf)); Ix-mAxI <dx), 
wi(u) 2 Inf( wi(un- ‘(x, ndt)); Ix - mAx] < Ax). 
On en deduit aisement que 
Vc < VT(wi(unP’(-, ndf))), 
505J68f2.2 
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et d’apres la proposition 2.2: 
vTy< VT;-‘. 
4. Estimation BV 
Si ,u est une mesure bornte sur R! x 10, L[, nous notons 111~[11 sa masse: 
Ill~lll=S~P{~~,cp~~cp~~~~~~1~~~clcpl,~~} 
D’apres le theoreme (3.2), on a 
(3.13) 
Nous allons maintenant majorer la masse de 
(a/at) uAx~A~ indtpendamment de (dx, At). 
Nous supposons que L = NAt. Le calcul est different pour chaque schema. 
Le schPma de Godunou. On a la formule 
p+l =p m m-g [f(G(O; Cz, C+,))-f(G(O; u;e2, u;))] (3.14) 
Ainsi, 
N-I 
< c At 1 If(Wt a;, $+J)-.f(W C-z> $))I 
m pair fl=l 
N-I 
d c K,At c IG(O;u~,u~+,)-G(O;u~-,,u~)l 
m pair n=l 
N-l 
<K, At 1 VT(un- I(., ndt)), (3.15) 
?I=1 
Od 
Or, d’aprbs le thtoreme 3.2, il existe une constante Kz, qui depend 
egalement de R”, telle que 
vq uAx- Af (., t)) < K2 VT(a). (3.16) 
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Finalement, il vient 
<K,KzL VT(a). (3.17) 
Le schtma de Lax-Friedrichs. On a la formule 
n+l,L 
urn 2 (cl+, (3.18) 
Ax 1 {Iu~+1-u~+,I Iu;+l--;p,I} 
mELtI 
N-l 
<(Ax+K,At) 1 VT(~&~‘(.,ndt)) 
II=1 
<(a-‘+K,)K,VT(a), (3.19) 
oti u = At/Ax. 
Le schema de Glimm. Comme pour le schkma LF, on a 
a 
N-l 
at” 
Ax, Al 
= .c, 
Ax c {I$+‘-u,+II + Iu;+’ -$-II} 
m~~ll+l 
N-1 
=Ax 1 c {lu”((m+a,)Ax,(n+l)At) 
n=l mel, 
-u”((m- l)Ax, (n+ 1) At)1 
+ lu”((m+a,) Ax, (n+ 1) At-u”((m+ 1) Ax, (n+ 1) At)l} 
N=l 
9 Ax c VT(u(., (n + 1) At)) 
n=l 
< o-‘K, VT(a). (3.20) 
Remarque. Chacune des estimations (3.18) et (3.20) est plus fine que 
(3.19). Cela semble indiquer que le schCma de Lax-Friedrich est 
relativement moins stable que chacun des deux autres. 
5. Convergence des schkmas 
On considkre maintenant la famille 
{u Ax, “; 0 < Ax, 0 < At, At < 60 Ax} 
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pour chacun des trois schemas present& ci-dessus. D’apres la proposition 2 
et les estimations (3.13), (3.17), (3.19), (3.20), cette famille possede des 
valeurs d’adhtrence au sens suivant 
24 
Ax, At 
+I4 dans L,‘,, ([w x [w + ), 
u Ax, Al -+I4 dans L”( Iw x I?? + ) faible-etoile 
uAx,AyX, t) -+ u(x, t) ppx,tERx[W+. 
Remarque. Le champ u(x, t) prend ses valeurs dans w-‘(R’), puisque 
cet ensemble st convexe. 
La demonstration de la convergence des schemas est alors ilementaire 
pour Lax-Friedrichs et Godunov, et on peut les trouver dans les articles de 
Oleinik [lo], Le Roux [7]. Cette convergence st nettement plus difticile a 
etablir pour le schema de Glimm. Elle fut d’abord prouvee pour presque 
toute suite {a,}, [2], puis pour toute suite Cquidistribuee [9]. Cependant, 
ce dernier article n’afftrme pas clairement que l’tquidistribution de la suite 
{ ~1, jn equivaut a la consistance du schema. C’est pourquoi nous preferons 
rtferer a l’article de Schatzman [ 121. 
Finalement, l’etude de chacun des trois schemas nous permet d’enoncer 
le resultat d’existence globale suivant pour le systeme (1.1). 
THBOR~ME 3.3. Soit un systeme strictement hyperbolique de deux lois de 
conservation (1.1 ), decouple dans un domaine 9. Soit u”(x) un champ ri 
variation bornte defini sur [w, ci valeurs dans un domaine compact dont 
l’image par l’application u + w est incluse dans un rectangle R” dont les c&es 
sont paralleles aux axes. Nous supposons que (3.0) a lieu. Alors le probkme 
de Cauchy 
u(x, 0) = u”(x) (1.2) 
possede une solution faible, ci valeurs duns le quadrilattre w - ‘(R’), ci 
variation born&e sur [w x (0, T), VT> 0. La variation totale de chaque 
invariant de Riemann wi(u( ., t)) decroit avec t. Enfin, si @ est une entropie 
du systeme ( 1. 1 ), convexe sur w - ‘(R’) de flux, on a 
-&u)+& Y(u)<O. (3.21) 
La seule assertion que nous n’ayons pas encore prouvie est I’inegalitt 
(3.21), qui exprime que u est une solution admissible ou entropique. Cette 
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condition nest pas vide, puisque Lax a construit des entropies convexes, au 
moins lorsque le systeme est vraiment non lineaire (U,law, > 0 ou < 0, 
i = 1,2). Rappelons qu’une entropie 0, de flux est une fonction dtfinie sur 
9, derivable telle que 
ay a@af -=--. au aMaM 
(3.22) 
Cette relation exprime que toute solution rkguliere de (1.1) vtrifie aussi 
$0(u)+; Y(u)=O. 
D6monstration de (3.21). On commence par remarquer que l’inegalite 
est verifiee par les solutions du probleme de Riemann, en vertu de la con- 
dition d’oleinik (2.6). En inttgrant cette inegalitt sur n; et en utilisant la 
convexitt de 0, on obtient aisement 
pour Lax-Friedrichs. (3.23) 
(ii) ~(~~+l)~~(u,)-~(Y(G(O;u:,u:+,))-Y(G(O;u,,u,-,)) 
pour Godunov. (3.24) 
4. APPROXIMATION PAR UN SYST~ME PARABOLIQUE 
Le but de ce paragraphe est de prouver que si 
1 
gy+&=o XER, t>o (1.1) 
P)= 
u(x, 0) = u(x) 
(1.2) 
est un systeme hyperbolique decouple de deux lois de conservations, alors 
les solutions U&(X, t) du probleme parabolique (P,) ci-dessous convergent 
vers une solution entropique du systbme (P): 
XER, t>o, (4.1) 
(P,) = 
4x7 0) = 4x), (4.2) 
24 (4.2’) essentielement borne. 
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T&OR&ME 4.1. On suppose que (P) est decouple, strictement hyperboli- 
que sur un domaine invariant 9 de&i par 
w; d Wi(U) < w,? ) i= 1, 2. 
On suppose Pgalement que a( ’ ) est a valeurs duns 9, et a variation born&e. 
Alors, 
(i) Le systeme (P,) possede une solution U&(X, t), a variations borntes 
(sens de Toneli-Cesari) sur R x JO, T], pour tout T> 0, et de classe Vm SW 
R x 10, + co [. De plus, 
VT(u’( ., t)) < (Co VT(a) 
ou C, est une constante independante de E et t, et U&(X, t) E 29 Vx E R, Vt > 0. 
(ii) Les valeurs d’adherence duns L”( R x 10, +co [) faible-etoile de la 
suite uE sont des solutions entropiques (cf Sect. 3) du systeme (P). 
La demonstration de ce theoreme, assez longue, fait I’objet des 
paragraphes uivants. Pour demontrer l’existence de uE, nous introduisons 
tout d’abord le systtme 
~+~f(U)=E~; XE]-L, L[, t>o, (4.3) 
(P,,.)= u(x, 0) = a(x) (4.4) 
u(t, -L) = a-, u(t, L) = u+ (4.4’) 
oti a-+ =lim,, +ao 
variation born& 
a(x). Rappelons que cette limite existe puisque a est a 
I1 est connu que le probleme (P,, LJ possede une solution au moins locale 
en temps, reguliere. Nous la notons uE’ ‘(x, t). 
1. Estimations de ~‘3 L 
Dans tout ce paragraphe E > 0, L > 0 &ant fix&s, nous les omettons. 
(a) Soit w(x, t) = w(u(x, t)) l’un des invariants de Riemann du 
systeme, associe a la valeur propre A(u). On vtrifie aistment I’equation 
$+A aw a% -$ = EW' . Q. 
On a note w’ . v = (aqaq V. Or 
(4.5) 
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oti w” est la forme quadratique Hessienne de w (calculee naturellement en 
U(X, t)). 11 faut maintenant remarquer la propriete fondamentale des 
systemes decouples: 
LEMME 4.2. II existe me fonction vectorielle z(u) telle que VUE~, 
Vu E LIP, on ait 
w”(U, v) = (z. v)(w’. 0). 
Ceci Cquivaut au fait que les courbes de detente (w(u) = constante) sont 
des droites. Ainsi: 
wl .&Lazw au aw 
ax2 - a2 ( 1 z(u).- -, ax ax 
ce qui entraine 
a 
i ( 
au a =-&+ n(u)+&Z(U).dX 
) 1 
ah 5 W=ET. ax 
(4.6) 
(4.7) 
On peut alors appliquer le principe du maximum a l’equation (4.7): 
Min(w(a-), w(a+), Inf w(a(x))) d w(x, t) < Max(w(a-), w(a’), 
Sup 44x))). 
Appliquant cela a w, et w2, on en dtduit que 
28. L(x, t) E 9, -L<x<L,O<t<T*, (4.8) 
ou 10, T* [ est l’intervalle maximal d’existence de uES ‘.
Puisque f est de classe V’, nous pouvons alors utiliser sa constante de 
Lipschitz o sur 9. 11 vient 
(4.9) 
et ceci assure l’existence global de ZF ‘: 
T*= +a~. (4.10) 
(b) Nous pro&dons maintenant a une estimation de u&L dans 
L2(0, T, H’( [ -L, L[)), T> 0. Nous definissons une fonction affine C,(x) 
sur I-L, L[ par C,(-L)=a-, C,(L)=a+. En posant u’~~=u~~-C~, 
on a 
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;+gf(u)=$ -L<x<L,Q<t, (4.11) 
On en dCduit 
64 x) = a(x)- C,(x), (4.12) 
u(t, +L) = 0. (4.12’) 
~j_:‘f,v,‘dx+aj+~l~~2dx= j+;f(U);dx. (4.13) 
Or f(u) =f(u) -f(C,) +f(C,), et on a les estimations 
L f(C);dxl <$--I I4 dx6k, ZfLj; ,ul’dx)“* (4.14) 
-L L L 
et 
<o (j”;)“’ (jIL Iti’ dx)‘12 
&jr, I$i2dx+gl;L bl*dx (4.15) 
d’aprb les inCgalitCs de Schwartz et Young. Finalement, 
y(t)= I_‘, b12dx, z(t)= j”, lgl’dx 
sont des fonctions positives. On en ditduit, par I’intgalitt de Gronwall, que 
pour L> 1, on a 
s 
f 
z(s) ds < z. exp k2 t, 
0 
od y,, zo, k, sont indizpendant de L. 
SOLUTIONS .i VARIATIONS BORNhES 159 
On traduit cela en disant que la suite ~‘2’ reste born&e dans 
L”(0, T, LZ( II%)) lorsque L + +co, de m&me que &I& L/ax. Remarquons que 
ces afftrmations ont un sens en prolongeant uE* L par 0 hors de l’intervalle 
1 -L LC. 
En utilisant (4.1 l), on en deduit que la suite W “/at reste bornte dans 
L2(0, T; H-‘([W)) lorsque L + +oo. 
2. Existence dune solution de (P,) 
(a) D’apres le paragraphe precedent, E >O etant don&, on peut 
extraire une sous-suite uE, Lm, L, -+ +co, telle que 
ue* L + U& dans Loo ( Q =) faible-etoile, 
et dans L*(O, T; L:,,(R)) (d’apres un lemme de compacitt, cf. Lions [S]), et 
presque partout dans Q T = R x 10, T[. 
Comme C,(X) -+ 0 pour tout x E [w, si L --f +co, le thtoreme de con- 
vergence dominee entraine que 
f( 8’ “m) -f( UE) dans L,L(Q T). 
On peut passer a la limite dans l’tquation (4.1 l), et on obtient ainsi 
l’equation pour u’: 
;+$-(u)=Cg, XER, t>o. (4.1) 
Les estimations du paragraphe precedent conduisent a 
U&(X, t) E 9 PPXER, t>O 
au&/ax E L2(0, T; L2( R)), 
~‘-a* ELm(O, T, L*(R’)). 
(4.17) 
(4.18) 
(b) Par ailleurs, si cp E 5@(W*)*, alors pour L assez grand, on a (en 
notant uL = uE* L): 
Passant a la limite pour L + co, on obtient 
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c’est-a-dire que u verifte la condition initiale (4.2). Enfi (4.17) 
entraine (4.2’). Nous avons done obtenu une solution du probleme (P,). 
(c) Remarquons maintenant que (4.17) et (4.18) entrainent (f etant 
lipschitzienne sur 9) que 
$~EL’(O, T, L*(Iw)), 
de sorte que 
et 
Un raisonnement recurrent montre alors qu’en fait 
go &iO, T); L*(R)), mb 1. (4.20) 
On a done la mbme propriett pour au”/&, ce qui entraine que 
U”EGP(lRX]O, +a[). 
3. Estimation a priori de uE 
Le point crucial de la demonstration du thtoreme (partie (ii)) est le 
lemme suivant: 
LEMME 4.3. La variation totale de w(u”( ‘, t)) dkcroit avec t, pour chacun 
des invariants de Riemann w. 
(a) Pour demontrer ce lemme, on derive l’tquation (4.7) et on mul- 
tiplie par sgn(&/&). Comme w est de classe W’, les termes obtenus ont 
un sens, et on a: 
et 
&(pg)sgn(g)=L(p l$J) avec p=A+cz.g. 
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On obtient done 
Et d’aprb l’inegalite de Kato, on obtient 
(4.21) 
On integre alors par rapport a x, en utilisant (4.20) qui est aussi valable 
pour w, 
Et cette inegalite prouve le lemme. 
Puisque a est a variation bornee, on a done 
Ww(u”(., t))) d VT(w(a)). (4.23) 
Ceci est vrai pour t > 0, et pour chacun des deux invariants de Riemann. 
Mais l’application (ur, u2) + (wl, w2) Ctant un diffeomorphisme, on en 
deduit l’intgalite annoncee dans le theoreme 
VT(u”(., t)) d co VT(a). (4.24) 
La constante Co ne depend que du conditionnement de la transformation 
24 + (wl, w2) sur 9. 
(b) Utilisons maintenant l’equation (4.1). On choisit un champ Z(x) 
de classe %?, valant a’ au voisinage de +a~. On trouve aistment 
s +mau aZ +E --- dx. -m ax ax (4.25) 
En vertu de (4.17) et (4.24), on en deduit 
$~~~flu-z[2dx+c~~~ lg[*dx<constante, (4.26) 
cette constante etant indtpendante de E > 0. Ainsi 
&(&‘/ax) reste dans un borne de L*(Q.). (4.27) 
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Utilisant a nouveau (4.1), (4.17), (4.24), et (4.27), on obtient 
&f/at E compact de L2(0, T; H-l) + borne de L”(0, T; L’). (4.28) 
Et a l’aide d’un theorbme de compacitb, (4.28) et (4.24) entrainent que 
U’ reste dans un compact de LF,,(QT). (4.29) 
4. Passage h la limite (.5 + 0 + ) 
(a) Nous proddons comme au paragraphe 2. Si une sous-suite uEm, 
a,,, + 0, converge dans Lm(QT) faible-etoile, elle converge aussi dans 
Lf,,( QT) done presque-partout, quitte a extraire une nouvelle sous-suite. Le 
theoreme de convergence dominee assure alors que 
f(uEm) -+f(u) dans G,,(Q) (4.30) 
ou u = lim uEm. Par ailleurs (4.27) montre que 
awm ~ o 
37 dans L’(O, T; H-‘(R)). 
Ces convergences et (4.1) assurent que 24(x, t) verilie 
g+$-(u)=o, XER, t>o. 
(4.31) 
Par ailleurs les estimations (4.24) et (4.28) montrent que u(x, t) est a 
variations bornees. De plus (4.17) entraine que u(x, t) E 9 pp X, t. 
La condition initiale est vtrifiee de la mCme maniere qu’en 2. 
(b) Enfin, si q(u) est une entropie convexe sur 9, de flux I(/(u), on a 
ado + aw) acp a%& a*dd 
at ax -=Eau(lf)y&&-. ax2 
De m&me qu’en (4.30), on a v(u’~)+(~(u) et $(uBm) + 1,9(u), de sorte 
qu’en passant a la limite, on trouve: 
ad4 + aw) <o 
at TT“ (4.32) 
5. Constquences pour les schkmas aux dQ@rences 
Nous n’avons pas utilise pour cette section l’hypothtse (3.0). On deduit 
done du theoreme 4.1 que le probleme de Riemann possede une solution, 
sous la seule hypothese 
h(u) < n,(u), tlUE9. 
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FIGURE 2 
Nous ne sommes pas cependant en mesure de prouver que cette solution 
est unique, ni qu’elle est auto-similaire. 
Toutefois la proposition 2.2 reste vraie pour cette solution. On peut done 
mettre en oeuvre les schemas Ctudits en section 3, m&me si (3.0) nest pas 
veriftee. Tous les resultats dtmontres dans ce paragraphe restent vrais, 
except& peut-&tre la convergence du schema de Glimm. 
Signalons cependant que dans ce cas, seul le schema de Lax-Friedrichs 
est explicitement defini. En effet, now savons que la solution du probleme 
de Reimann existe, mais nous ne savons pas la construire. 11 est probable 
qu’elle est autosimilaire, et qu’elle est constituee dune alternance de 
1-ondes et de 2-ondes. Dans ce cas, la condition de Lax montre que si une 
2-onde se trouve a gauche dune 1-onde (Fig. 2) alors des chocs ont lieu 
sur les droites 6, et 6,. 
5. D~COUPLAGE EN TEMPS FINI 
Nous considerons ici la (les) solution(s) obtenue(s) par le schema de 
Glimm. Le fait que w2(z4) ne varie pas a travers une 1-onde, quelle soit une 
l-detente ou un 1-choc ou une reunion de detentes et de chocs, nous per- 
met de montrer le lemme 5.1. Celui-ci exprime, pour la solution discrete, 
que w2(uAx, ‘I (x, t))= w2(K) si x<x- + tp2+0(1), lorsque a(x)=u- 
pour x<x-. Le nombre p2 minore la deuxibme valeur propre 1, sur le rec- 
tangle R”. 
Le passage a la limite lorsque At -+ 0 nous donne un resultat analogue 
pour la solution 24 = lim,, _ o adA “, et pour x < x- + tp2. Par symetrie, on 
a aussi wi(u(x, t)) = w2(u+) si x>x+ tpl, avec des notations Cvidentes. 
Lorsque p, c p2 (cette hypothbe est un peu plus generale que l’hyper- 
bolicite stricte), on en deduit qu’au dela d’un certain temps 
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T* = (x+ -x-)/(pz -p,), le systbme (1.1) se reduit a une settle loi de 
conservation a une seule inconnue, dans chacun des deux domaines 
{(x,t);f>T* et x<x-+tp,} 
et 
{(x, 2); t> T* et x<x+ +t~i}. 
Enfin, dans leur intersection, on connait u(x, t) explicitement par: 
WI(U) = w*tu+ 1 
wz(u) = w*(c). 
Ces resultats sont dtcrits dans le theoreme 5.3. 
1. Propagation des invariants de Riemann, cas discret 
Nous supposons que la condition initiale a(x) v&lie 
a(x) = up pour x<x- (5.1) 
Par ailleurs, on suppose toujours que a(x) prend ses valeurs dans un 
quadrilatere W-‘(R’) dans lequel le systeme (1.1) est decouple, R” &ant un 
rectangle de c&es paralleles aux axes. On est done dans les conditions de 
section 3, et la methode de Glimm fournit une solution discrete z&IX, “(x, t), 
qui converge presque partout vers une solution U(X, t) de (1.1 b( 1.2). 
11 est clair que pour x < x- - 2dx - t(dx/dt) on a u~~~~‘(x, t) = U-. On 
peut done definir pour chaque n > 0 le plus grand entier m(n) E Z, tel que 
m <m(n) =s wZ(udX’d’(m Ax, n At)) = w2(u-). 
Vu la definition du schema, on a bien stir 
(5.2) 
m(n + 1) 2 m(n) - 1, 
mais nous pouvons Ctre plus prtcis pour un systeme decouple. 
En effet, si U est Mat median dans la resolution du problbme de 
Riemann entre b = u;(,) et c = u;(,,) + 2 on a d’aprb section 2.2, 
w2 = W2bG(,,) = wz(u- 1 (5.3) 
dyx, t) = u pour tout X< m(n) Ax + L2(U)(t - ndt), 
X> m(n) Ax + ;l,(ti)(t - ndt). (5.4) 
Ainsi, 
w,(u(x, t)) = wz(u- 1 pour x < m(n) Ax + &(ii)(t - ndt). (5.5) 
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Notons alors p2 la borne inferieure de A,(v), lorsque o parcourt 
l’ensemble 
(u E 9; W(U)E R* et ~~(0) = w,(C)). 
D’apres (5.3) et (5.5), on a 
w2tex, t)) = wz(u - 1 pour x < m(n) Ax + pz(t - ndt). (5.6) 
On utilise alors la dCtinition (3.8) du schema de Glimm pour dire que si 
At 
%<P2 Z’ alors tv,(ug&f+ ,) = w*(u-), (5.7) 
et done m(n + 1) 3 m(n) + 1. 
Finalement, on a 
m(N)>m(O)-N+2# a,;n<N, a,,<~~: . (5.8) 
Cependant, la suite o,, &ant ~quidistribu~e dans ~interva~~e ] - I,1 [ on a 
#jo.;n<Neto.<p*~}-r(l+p,~). (5.9) 
Puis ii est clair que m(0) N x-/Ax. Finalement, 
m(O)-N+2# a,;n<Net u,<pz$ 
- 
-k+Np, -$ quand n + + co, Ax + 0 (5.10) 
Or, si (x, t)~iRxR~, on a u’~F’~(x, t>=ug oti N-t/At et m-x/Ax. On 
dkduit done de (5.8) le resultat suivant: 
LEMME 5.1. On suppose que /es hypoth&es de iu section 3 sent vtG$i&es 
et que (5.1) a lieu. Aiors 
W(U dx. 4qx, t) = w2(u - ) (5.11) 
pour tout couple (x, t) uPrifiant 
x < x- + p2 t + E(At), t>o (5.12) 
od lim br+oWt)=O. 
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2. Propagation des invariants de Riemann (cas continu) 
Soit u(x, t) l’une des solutions obtenues a l’aide du schema de Glimm. 
Puisqu’une suite extraite de udx~” converge presque partout vers U, on 
deduit aisement du lemme 3.1 le resultat suivant: 
COROLLAIRE 5.2. Soit u(x, t) une solution obtenue par le schkma de 
Glimm. Alors, 
w(4-c t)) = w*(u-) 
pour presque tout (x, t) vPri>ant 
(5.13) 
x<x -k&t, t > 0. (5.14) 
Naturellement, une etude similaire peut etre conduite pour w,(u(x, t)) 
lorsque 
a(x)-u+ pour x>x+. (5.15) 
11 s&lit de delinir la borne superieure pi de la premiere valeur propre 
A,(v) lorsque w(v) E R” et wr(v) = w,(u+). On obtient ainsi 
PROPOSITION 5.2’. On a w,(u(x, t)) = wl(uf) pour presque tout (x, t) 
vkrifian t 
x>x+ +p1t, t>o. 
3. Dtcouplage en temps fini 
Nous conservons les hypotheses (5.1) et (5.15) des sections precedentes, 
et nous en ajoutons une autre: 
Pl<P2. (5.16) 
Dans ce cas, pour t > T* = (x + -x- )/(pz - p,), on a d’apres la 
section 2: 
u(x, t) = u”, x*+p,(t-T*)<x<x*+p,(t-T*), (5.17) 
oh u” est l’etat median du probleme de Riemann entre U- et u+, et ou 
x*=(&x+ -plxp)/(p2-p,). En effet, pour p, < (x-x*)/(2- T*)<p,, 
on a wz(u) = W*(K) et w,(u) = w,(u+), c’est-a-dire u = a0 d’aprb (2.8). 
Par ailleurs, dans le domaine t > T*, (x - x*)/(t - T*) < pz, 
w,(u(x, t)) = W,(K), et le systtme, qui n’a plus qu’une seule inconnue obeit 
a la loi de conservation (2.5). De m&me, pour (x- x*)/(t - T*) > pl, le 
systeme n’a qu’une inconnue et obkit a la loi de conservation (2.7). 
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THI?OR$ME 5.3 (Fig. 3). On suppose que 
a(x)=u-, x<x-, 
a(x) zz u+, x>x+, 
Sup{A,(u); w(u)E R” et w,(v)= w,(u+)} 
< Inf(&(u); w(v) E R” et w*(u) = w,(C)}. 
(5.1) 
(5.15) 
(5.16) 
Alors il existe T* > 0, x* E Iw et un secteur: 
(x, t)elR’; t>T* et p,-c~<p, 
tels que si u(x, t) est une solution du systtme (l.lb( 1.2) obtenue par le 
schema de Glimm, on ait: 
(i) u(x, t) = u” presque partout dans S, oti u” est I’Ctat intermediaire 
dans la resolution du probleme de Riemann de u- a u+. 
(ii) w,(u(x, t))= wz(uP) presque partout a gauche de S, et (1.1) 
Pquivaut a la loi 
(2.5) 
(iii) wI(u(x, t))= wl(u+) presque partout a droite de S, et (1.1) 
Cquivaut d la loi (2.7). 
a bd=u- x- x+ a (x).J 
FIGURE 3 
505/68/2-Z 
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