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Durante todo el desarrollo de esta actividad final se brinda aplicar todo lo aprendido 
en el semestre del Diplomado, el cual se aplicará enrutamiento, parámetros de 
seguridad y acceso en diferentes dispositivos en la red, además de las 
configuraciones OSPF, RIP ver 2.0, implementación DHCP, NAT, verificación de 
ACL. 
 
Gracias a este trabajo se logrará la capacidad de realizar un informe evidenciando 
los pasos a seguir necesarios para dar solución a diferentes problemáticas en dos 
escenarios distintos los cuales están basados en problemas comunes en la vida real 











Implementar habilidades obtenidas en las prácticas, teorías para identificar y 
aplicar una solución a un caso o situación estudio de problema de Networking 






• Identificar que dispositivos utilizar para la construcción de una topología de 
red. 
• Configurar dispositivos de comunicación como Routers, Switch, Servidores. 
• Implementar seguridad en los Router y demás políticas necesarias 
• Realizar la configuración necesaria para la implementación de OPSFv2, 
protocolo dinámico de Routing, de DHCP, NAT, RIP Ver2 y demás 








ESCENARIO 1: Una empresa posee sucursales distribuidas en las ciudades de 
Bogotá y Medellín, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, protocolos de enrutamiento y demás aspectos que forman 
parte de la topología de red. 
 
IMPORTANTE: Para cada uno de los escenarios se debe describir el paso a paso 
de cada punto realizado y deben digitar el código de configuración aplicado (no 
incluir imágenes ni capturas de pantalla). Las imágenes o capturas de pantalla sólo 
serán usadas para evidenciar los resultados de comandos como ping, traceroute, 
show ip route, entre otros. 
Este escenario plantea el uso de RIP como protocolo de enrutamiento, 
considerando que se tendran rutas por defecto redistribuidas; asimismo, habilitar el 
encapsulamiento PPP y su autenticación. 
Los routers Bogota2 y medellin2 proporcionan el servicio DHCP a su propia red LAN 
y a los routers 3 de cada ciudad. 
Debe configurar PPP en los enlaces hacia el ISP, con autenticación. 




Como trabajo inicial se debe realizar lo siguiente. 
 
• Realizar las rutinas de diagnóstico y dejar los equipos listos para su configuración 
(asignar nombres de equipos, asignar claves de seguridad, etc). 
 
• Realizar la conexión fisica de los equipos con base en la topología de red 
Configurar la topología de red, de acuerdo con las siguientes especificaciones. 
Parte 1: Configuración del enrutamiento 
 
a. Configurar el enrutamiento en la red usando el protocolo RIP versión 2, declare 
la red principal, desactive la sumarización automática. 
 
b. Los routers Bogota1 y Medellín deberán añadir a su configuración de 
enrutamiento una ruta por defecto hacia el ISP y, a su vez, redistribuirla dentro de 
las publicaciones de RIP. 
 
c. El router ISP deberá tener una ruta estática dirigida hacia cada red interna de 
Bogotá y Medellín para el caso se sumarizan las subredes de cada uno a /22. 
 
Parte 2: Tabla de Enrutamiento. 
 
a. Verificar la tabla de enrutamiento en cada uno de los routers para comprobar las 
redes y sus rutas. 
 
b. Verificar el balanceo de carga que presentan los routers. 
 
c. Obsérvese en los routers Bogotá1 y Medellín1 cierta similitud por su ubicación, 
por tener dos enlaces de conexión hacia otro router y por la ruta por defecto que 
manejan. 
 
d. Los routers Medellín2 y  Bogotá2 también presentan redes conectadas 
directamente y recibidas mediante RIP. 
 
e. Las tablas de los routers restantes deben permitir visualizar rutas redundantes 
para el caso de la ruta por defecto. 
 






Parte 3: Deshabilitar la propagación del protocolo RIP. 
 
 
a. Para no propagar las publicaciones por interfaces que no lo requieran se debe 
deshabilitar la propagación del protocolo RIP, en la siguiente tabla se indican las 

















ISP No lo requiere 
Parte 4: Verificación del protocolo RIP. 
a. Verificar y documentar las opciones de enrutamiento configuradas en los 
routers, como el passive interface para la conexión hacia el ISP, la versión de RIP 
y las interfaces que participan de la publicación entre otros datos. 
b. Verificar y documentar la base de datos de RIP de cada router, donde se informa 
de manera detallada de todas las rutas hacia cada red. 
 
Parte 5: Configurar encapsulamiento y autenticación PPP. 
a. Según la topología se requiere que el enlace Medellín1 con ISP sea configurado 
con autenticación PAT. 
b. El enlace Bogotá1 con ISP se debe configurar con autenticación CHAT. 
 
Parte 6: Configuración de NAT. 
 
 
a. En la topología, si se activa NAT en cada equipo de salida (Bogotá1 y Medellín1), 
los routers internos de una ciudad no podrán llegar hasta los routers internos en el 





b. Después de verificar lo indicado en el paso anterior proceda a configurar el NAT 
en el router Medellín1. Compruebe que la traducción de direcciones indique las 
interfaces de entrada y de salida. Al realizar una prueba de ping, la dirección debe 
ser traducida automáticamente a la dirección de la interfaz serial 0/1/0 del router 
Medellín1, cómo diferente puerto. 
 
 
c. Proceda a configurar el NAT en el router Bogotá1. Compruebe que la traducción 
de direcciones indique las interfaces de entrada y de salida. Al realizar una prueba 
de ping, la dirección debe ser traducida automáticamente a la dirección de la interfaz 
serial 0/1/0 del router Bogotá1, cómo diferente puerto. 
 
Parte 7: Configuración del servicio DHCP. 
 
 
a. Configurar la red Medellín2 y Medellín3 donde el router Medellín 2 debe ser el 
servidor DHCP para ambas redes Lan. 
 
b. El router Medellín3 deberá habilitar el paso de los mensajes broadcast hacia la 
IP del router Medellín2. 
 
 
c. Configurar la red Bogotá2 y Bogotá3 donde el router Medellín2 debe ser el 
servidor DHCP para ambas redes Lan. 
 
d. Configure el router Bogotá1 para que habilite el paso de los mensajes Broadcast 




DESARROLLO DEL ESCENARIO1 
 
• Realizar las rutinas de diagnóstico y dejar los equipos listos para su configuración 
(asignar nombres de equipos, asignar claves de seguridad, etc). 
 
• Realizar la conexión fisica de los equipos con base en la topología de red 
 
R// Desarrollo del diseño en Packet tracer con los equipos listos para su 
configuración, además se agregaron módulos con puerto serial adicional para 






Parte 1: Configuración del enrutamiento 
 
a. Configurar el enrutamiento en la red usando el protocolo RIP versión 2, 
declare la red principal, desactive la sumarización automática. 
b. Los routers Bogota1 y Medellín1 deberán añadir a su configuración de 
enrutamiento una ruta por defecto hacia el ISP y, a su vez, redistribuirla 
dentro de las publicaciones de RIP. 
R//Comenzamos con figurando las ip de todos los Router después aplicamos el 
protocolo RIP versión 2 y desactivamos la sumarización automática: 





Configuramos interfaz s0/0 
ISP(config)#int s0/0 
ISP(config-if)#description ISP-MEDELLIN1 
ISP(config-if)#ip add 209.17.220.1 255.255.255.252 
ISP(config-if)#clock rate 128000 
ISP(config-if)#no shu 
ISP(config-if)#exit 
Configuramos la otra interfaz s0/1 
ISP(config)#int s0/1 
ISP(config-if)#description ISP-BOGOTA1 
ISP(config-if)#ip add 209.17.220.5 255.255.255.252 
ISP(config-if)#clock rate 128000 
ISP(config-if)#no shu 
ISP(config-if)#exit 














Configuramos interfaz s0/0 (Ruta por defecto al ISP) 
MEDELLIN1(config)#interface Serial0/0 
MEDELLIN1(config-if)#description MEDELLIN1-ISP 
MEDELLIN1(config-if)#ip address 209.17.220.2 255.255.255.252 
MEDELLIN1(config-if)#clock rate 128000 
MEDELLIN1(config-if)#shutdown 
MEDELLIN1(config-if)#exit 
Configuramos interfaz s0/1 
MEDELLIN1(config)#interface Serial0/1 
MEDELLIN1(config-if)# description MEDELLIN1-MEDELLIN 
MEDELLIN1(config-if)#ip address 172.29.6.13 255.255.255.252 
MEDELLIN1(config-if)#clock rate 128000 
MEDELLIN1(config-if)#no shu 
MEDELLIN1(config-if)#exit 
Configuramos interfaz s0/2 
MEDELLIN1(config)#interface Serial0/2 
MEDELLIN1(config-if)# description MEDELLIN-MEDELLIN1 
MEDELLIN1(config-if)#ip address 172.29.6.9 255.255.255.252 
MEDELLIN1(config-if)#clock rate 128000 
MEDELLIN1(config-if)#no shu 
MEDELLIN1(config-if)#exit 
Configuramos interfaz s0/3 
MEDELLIN1(config)#interface Serial0/3 
MEDELLIN1(config-if)# description MEDELLIN1-MEDELLIN2 
MEDELLIN1(config-if)#ip address 172.29.6.1 255.255.255.252 
MEDELLIN1(config-if)#clock rate 128000 
MEDELLIN1(config-if)#no shu 
MEDELLIN1(config-if)#exit 















Configuramos interfaz s0/0 
MEDELLIN2(config)#interface Serial0/0 
MEDELLIN2(config-if)#description MEDELLIN2-MEDELLIN1 
MEDELLIN2(config-if)#ip address 172.29.6.2 255.255.255.252 
MEDELLIN2(config-if)#clock rate 128000 
MEDELLIN2(config-if)#shutdown 
MEDELLIN2(config-if)#exit 
Configuramos interfaz s0/1 
MEDELLIN2(config)#interface Serial0/1 
MEDELLIN2(config-if)# description MEDELLIN2-MEDELLIN 
MEDELLIN2(config-if)#ip address 172.29.6.5 255.255.255.252 
MEDELLIN2(config-if)#clock rate 128000 
MEDELLIN2(config-if)#no shu 
MEDELLIN2(config-if)#exit 
Configuramos interfaz fa0/0 
MEDELLIN2(config)#interface fa0/0 
MEDELLIN2(config-if)# description MEDELLIN2-PC2 
MEDELLIN2(config-if)#ip address 172.29.4.1 255.255.255.128 
MEDELLIN2(config-if)#clock rate 128000 
MEDELLIN2(config-if)#no shu 
MEDELLIN2(config-if)#exit 














Configuramos interfaz s0/0 
MEDELLIN(config)#interface Serial0/0 
MEDELLIN(config-if)#description MEDELLIN-MEDELLIN1 
MEDELLIN(config-if)#ip address 172.29.6.14 255.255.255.252 
MEDELLIN(config-if)#clock rate 128000 
MEDELLIN(config-if)#shutdown 
MEDELLIN(config-if)#exit 
Configuramos interfaz s0/1 
MEDELLIN(config)#interface Serial0/1 
MEDELLIN(config-if)#description MEDELLIN1-MEDELLIN 
MEDELLIN(config-if)#ip address 172.29.6.10 255.255.255.252 
MEDELLIN(config-if)#clock rate 128000 
MEDELLIN(config-if)#no shu 
MEDELLIN(config-if)#exit 
Configuramos interfaz s0/2 
MEDELLIN(config)#interface Serial0/2 
MEDELLIN(config-if)#description MEDELLIN-MEDELLIN2 
MEDELLIN(config-if)#ip address 172.29.6.6 255.255.255.252 
MEDELLIN(config-if)#clock rate 128000 
MEDELLIN(config-if)#no shu 
MEDELLIN(config-if)#exit 
Configuramos interfaz fa0/0 
MEDELLIN(config)#interface fa0/0 
MEDELLIN(config-if)#description MEDELLIN-PC3 
MEDELLIN(config-if)#ip address 172.29.4.2 255.255.255.128 
MEDELLIN(config-if)#clock rate 128000 
MEDELLIN(config-if)#no shu 
MEDELLIN(config-if)#exit 















Configuramos interfaz s0/0 (Ruta por defecto al ISP) 
BOGOTA1(config)#interface Serial0/0 
BOGOTA1(config-if)#description BOGOTA1-ISP 
BOGOTA1(config-if)#ip address 209.17.220.6 255.255.255.252 
BOGOTA1(config-if)#clock rate 128000 
BOGOTA1(config-if)#shutdown 
BOGOTA1(config-if)#exit 
Configuramos interfaz s0/1 
BOGOTA1(config)#interface Serial0/1 
BOGOTA1(config-if)#description BOGOTA1-BOGOTA2 
BOGOTA1(config-if)#ip address 172.29.3.1 255.255.255.252 
BOGOTA1(config-if)#clock rate 128000 
BOGOTA1(config-if)#no shu 
BOGOTA1(config-if)#exit 
Configuramos interfaz s0/2 
BOGOTA1(config)#interface Serial0/2 
BOGOTA1(config-if)#description BOGOTA2-BOGOTA1 
BOGOTA1(config-if)#ip address 172.29.3.5 255.255.255.252 
BOGOTA1(config-if)#clock rate 128000 
BOGOTA1(config-if)#no shu 
BOGOTA1(config-if)#exit 
Configuramos interfaz s0/3 
BOGOTA1(config)#interface Serial0/3 
BOGOTA1(config-if)#description BOGOTA1-BOGOTA 
BOGOTA1(config-if)#ip address 172.29.3.9 255.255.255.252 
BOGOTA1(config-if)#clock rate 128000 
BOGOTA1(config-if)#no shu 
BOGOTA1(config-if)#exit 














Configuramos interfaz s0/0 
BOGOTA2(config)#interface Serial0/0 
BOGOTA2(config-if)#description BOGOTA2-BOGOTA1 
BOGOTA2(config-if)#ip address 172.29.3.2 255.255.255.252 
BOGOTA2(config-if)#clock rate 128000 
BOGOTA2(config-if)#shutdown 
BOGOTA2(config-if)#exit 
Configuramos interfaz s0/1 
BOGOTA2(config)#interface Serial0/1 
BOGOTA2(config-if)#description BOGOTA1-BOGOTA2 
BOGOTA2(config-if)#ip address 172.29.3.6 255.255.255.252 
BOGOTA2(config-if)#clock rate 128000 
BOGOTA2(config-if)#no shu 
BOGOTA2(config-if)#exit 
Configuramos interfaz s0/2 
BOGOTA2(config)#interface Serial0/2 
BOGOTA2(config-if)#description BOGOTA2-BOGOTA 
BOGOTA2(config-if)#ip address 172.29.3.13 255.255.255.252 
BOGOTA2(config-if)#clock rate 128000 
BOGOTA2(config-if)#no shu 
BOGOTA2(config-if)#exit 
Configuramos interfaz fa0/0 
BOGOTA2(config)#interface fa0/0 
BOGOTA2(config-if)#description BOGOTA2-PC0 
BOGOTA2(config-if)#ip address 172.29.0.1 255.255.255.0 
BOGOTA2(config-if)#clock rate 128000 
BOGOTA2(config-if)#no shu 
BOGOTA2(config-if)#exit 














Configuramos interfaz s0/0 
BOGOTA(config)#interface Serial0/0 
BOGOTA(config-if)#description BOGOTA-BOGOTA1 
BOGOTA(config-if)#ip address 172.29.3.10 255.255.255.252 
BOGOTA(config-if)#clock rate 128000 
BOGOTA(config-if)#shutdown 
BOGOTA(config-if)#exit 
Configuramos interfaz s0/1 
BOGOTA(config)#interface Serial0/1 
BOGOTA(config-if)#description BOGOTA-BOGOTA2 
BOGOTA(config-if)#ip address 172.29.3.14 255.255.255.252 
BOGOTA(config-if)#clock rate 128000 
BOGOTA(config-if)#no shu 
BOGOTA(config-if)#exit 
Configuramos interfaz fa0/0 
BOGOTA(config)#interface fa0/0 
BOGOTA(config-if)#description BOGOTA-PC1 
BOGOTA(config-if)#ip address 172.29.1.1 255.255.255.0 
BOGOTA(config-if)#clock rate 128000 
BOGOTA(config-if)#no shu 
BOGOTA(config-if)#exit 










d. El router ISP deberá tener una ruta estática dirigida hacia cada red interna de 
Bogotá y Medellín para el caso se sumarizan las subredes de cada uno a /22. 
 
R// 




ISP(config)#ip route 172.29.4.0 255.255.252.0 s0/0 
ISP(config)#ip route 172.29.0.0 255.255.252.0 s0/1 
ISP(config)#ip route 172.29.4.128 255.255.255.128 s0/0 
ISP(config)#ip route 172.29.1.0 255.255.255.0 s0/1 
ISP(config)#exit 
 





MEDELLIN1(config)#ip route 0.0.0.0 0.0.0.0 209.17.220.1 
MEDELLIN1(config)#exit 
 










BOGOTA1(config)#ip route 0.0.0.0 0.0.0.0 209.17.220.5 
BOGOTA1(config)#exit 
 





Parte 3: Deshabilitar la propagación del protocolo RIP. 
b. Para no propagar las publicaciones por interfaces que no lo requieran se debe 
deshabilitar la propagación del protocolo RIP. 
 
R// Comando usados para evitar la propagación del protocolo RIP innecesario por 
ciertas interfaces de cada Router de la red: 
 











































BOGOTA(config)# router rip 




Parte 4: Verificación del protocolo RIP. 
 
a. Verificar y documentar las opciones de enrutamiento configuradas en los routers, 
como el passive interface para la conexión hacia el ISP, la versión de RIP y las 
interfaces que participan de la publicación entre otros datos. 
b. Verificar y documentar la base de datos de RIP de cada router, donde se informa 
de manera detallada de todas las rutas hacia cada red. 
 
R// Se verifica con el comando show ip route en cada router: 






MEDELLIN2#show ip route 
 
 





BOGOTA1#show ip route 
 
 










Parte 5: Configurar encapsulamiento y autenticación PPP. 
c. Según la topología se requiere que el enlace Medellín1 con ISP sea configurado 
con autenticación PAP. 
d. El enlace Bogotá1 con ISP se debe configurar con autenticación CHAP. 
 
R// Iniciamos con la configuración de los router de ISP, MEDELLIN1 Y BOGOTA1 
para que usen en ciertas interfaces el método de encapsulación PPP, para 
posteriormente realizar la autenticación PAP en Medellin1 y CHAP en Bogota1: 





























Habilitación autenticación PAP DE PPP entre MEDELLIN1 Y EL ISP: 
 




ISP(config)#username MEDELLIN1 secret MEDELLIN 
ISP(config)#int se0/0 
ISP(config-if)#PPP authentication PAP 









MEDELLIN1(config)#username ISP secret ISP 
MEDELLIN1(config)#int se0/0 
MEDELLIN1(config-if)#PPP authentication PAP 






Habilitación autenticación CHAP DE PPP entre BOGOTA1 Y EL ISP: 
 




ISP(config)#username BOGOTA1 secret BOGOTA1 
ISP(config)#int se0/1 









BOGOTA1(config)#username ISP secret BOGOTA1 
BOGOTA1(config)#int se0/0 





Verificación de autenticación por PAP EN MEDELLIN Por ping hacia ISP 
 





Parte 6: Configuración de NAT. 
 
a. En la topología, si se activa NAT en cada equipo de salida (Bogotá1 y 
Medellín1), los routers internos de una ciudad no podrán llegar hasta los routers 
internos en el otro extremo, sólo existirá comunicación hasta los routers Bogotá1, 
ISP y Medellín1. 
b. Después de verificar lo indicado en el paso anterior proceda a configurar el 
NAT en el router Medellín1. Compruebe que la traducción de direcciones indique 
las interfaces de entrada y de salida. Al realizar una prueba de ping, la dirección 
debe ser traducida automáticamente a la dirección de la interfaz serial 0/1/0 del 
router Medellín1, cómo diferente puerto. 
c. Proceda a configurar el NAT en el router Bogotá1. Compruebe que la 
traducción de direcciones indique las interfaces de entrada y de salida. Al realizar 
una prueba de ping, la dirección debe ser traducida automáticamente a la dirección 
de la interfaz serial 0/1/0 del router Bogotá1, cómo diferente puerto. 
 
 





“Con este comando definidos la red de los PC’s que se desean que sean 
empleadas en el PAT” 
MEDELLIN1(config)#ip access-list standard HOST 
MEDELLIN1(config-std-nacl)#permit 172.29.4.0 0.0.0.255 
MEDELLIN1(config-std-nacl)#exit 
“Una vez creada la ACL, definimos la interfaz de salida del NAT, utilizando el 
método recargado que permite el PAT de muchos usuarios por la misma IP” 
MEDELLIN1(config)#Ip nat inside source list HOST interface s0/0 overload 
MEDELLIN1(config)#int s0/0 
MEDELLIN1(config-if)#ip nat outside 
MEDELLIN1(config-if)#exit 
MEDELLIN1(config)#int s0/1 
MEDELLIN1(config-if)#ip nat inside 
MEDELLIN1(config-if)#exit 
MEDELLIN1(config)#int s0/2 






MEDELLIN1(config-if)#ip nat inside 
MEDELLIN1(config-if)#exit 
MEDELLIN1(config)#exit 








“Con este comando definidos la red de los PC’s que se desean que sean 
empleadas en el PAT” 
BOGOTA1(config)#ip access-list standard HOST 
BOGOTA1(config-std-nacl)#permit 172.29.0.0 0.0.0.255 
BOGOTA1(config-std-nacl)#exit 
“Una vez creada la ACL, definimos la interfaz de salida del NAT, utilizando el 
método recargado que permite el PAT de muchos usuarios por la misma IP” 
BOGOTA1(config)#Ip nat inside source list HOST interface s0/0 overload 
BOGOTA1(config)#int s0/0 
BOGOTA1(config-if)#ip nat outside 
BOGOTA1(config-if)#exit 
BOGOTA1|(config)#int s0/1 
BOGOTA1(config-if)#ip nat inside 
BOGOTA1(config-if)#exit 
BOGOTA1(config)#int s0/2 
BOGOTA1(config-if)#ip nat inside 
BOGOTA1(config-if)#exit 
BOGOTA1(config)#int s0/3 
BOGOTA1(config-if)#ip nat inside 
BOGOTA1(config-if)#exit 
BOGOTA1(config)#exit 









Parte 7: Configuración del servicio DHCP. 
 
a. Configurar la red Medellín2 y Medellín donde el router Medellín 2 debe ser el 
servidor DHCP para ambas redes LAN. 
b. El router Medellín deberá habilitar el paso de los mensajes Broadcast hacia 
la IP del router Medellín2. 
c. Configurar la red Bogotá2 y Bogotá donde el router Bogota2 debe ser el 
servidor DHCP para ambas redes Lan. 
d. Configure el router Bogotá para que habilite el paso de los mensajes 
Broadcast hacia la IP del router Bogotá2. 
 
 




-Se definen que direcciones IP no deben ser entregadas por el DHCP debido 
a que estas ya están siendo utilizadas. 
MEDELLIN2(config)#ip dhcp excluded-address 172.29.4.1 172.29.4.3 
MEDELLIN2(config)#ip dhcp excluded-address 172.29.4.129 172.29.4.132 
MEDELLIN2(dhcp-config)#ip dhcp pool MEDELLIN2 




MEDELLIN2(config)#ip dhcp pool MEDELLIN 
-Definimos la red de IP’s que serán arrendadas cuando el host solicite una IP. 
MEDELLIN2(dhcp-config)#network 172.29.4.128 255.255.255.128 







Continuamos configurando el DHCP, como el router MEDELLIN tiene una red 
LAN conectada pero no realizara las veces de servidor DHCP, es necesario 
configurar “ip helper” el cual permitirá ser un router de tránsito para llegar al 
router con el roll de DHCP. Por lo anterior utilizamos el comando ip helper- 





MEDELLIN(config-if)#ip helper-addres 172.29.6.5 
MEDELLIN(config-if)#exit 
 




-Se definen que direcciones IP no deben ser entregadas por el DHCP debido 
a que estas ya están siendo utilizadas. 
BOGOTA2(config)#ip dhcp excluded-address 172.29.0.1 172.29.0.4 
BOGOTA2(config)#ip dhcp excluded-address 172.29.1.1 172.29.1.4 
BOGOTA2(dhcp-config)#ip dhcp pool BOGOTA2 




BOGOTA2(config)#ip dhcp pool BOGOTA 
-Definimos la red de IP’s que serán arrendadas cuando el host solicite una IP. 
BOGOTA2(dhcp-config)#network 172.29.0.0 255.255.255.0 








Continuamos configurando el DHCP, como el router BOGOTA tiene una red 
LAN conectada pero no realizara las veces de servidor DHCP, es necesario 
configurar “ip helper” el cual permitirá ser un router de tránsito para llegar al 
router con el roll de DHCP. Por lo anterior utilizamos el comando ip helper- 










Verificamos que en el modo grafico del PC2 en la red de MEDELLIN, cuando le 
asignamos la configuración de ip por DHCP automáticamente le asigna una ip 
dentro del rango configurado anteriormente. 
 
 
Al estar el router en modo dhcp el router MEDELLIN2, le asigna aleatoriamente una 
ip al PC2, y podemos confirmar por un ping hacia el PC3 que la asignación es la 
correcta por que hay conectividad en la red, lo mismo sucede en la red de Bogota 






- Por ultimo se asignan claves de seguridad a cada router, este paso se 
realiza de ultimo para agilizar el acceso a los router mientras se hacían 
los demás puntos. 




ISP(config)#enable secret ISP 









ISP(config)#banner motd #Prohibido el acceso no autorizado!# 
ISP(config)#exit 
 




MEDELLIN1(config)#enable secret MEDELLIN1 









MEDELLIN1(config)#banner motd #Prohibido el acceso no autorizado!# 
MEDELLIN1(config)#exit 
 
Configuracipon en Router MEDELLIN2: 
 
MEDELLIN2>en 
MEDELLIN2#conf  t 













MEDELLIN2(config)#banner motd #Prohibido el acceso no autorizado!# 
MEDELLIN2(config)#exit 
 
Configuracipon en Router MEDELLIN: 
 
MEDELLIN>en 
MEDELLIN#conf  t 
MEDELLIN(config)#enable secret MEDELLIN 









MEDELLIN(config)#banner motd #Prohibido el acceso no autorizado!# 
MEDELLIN(config)#exit 
 




BOGOTA1(config)#enable secret BOGOTA1 














Configuracipon en Router BOGOTA2: 
 
BOGOTA2>en 
BOGOTA2#conf  t 
BOGOTA2(config)#enable secret BOGOTA2 









BOGOTA2(config)#banner motd #Prohibido el acceso no autorizado!# 
BOGOTA2(config)#exit 
 




BOGOTA(config)#enable secret BOGOTA 




















ESCENARIO 2: Una empresa de Tecnología posee tres sucursales distribuidas en 
las ciudades de Miami, Bogotá y Buenos Aires, en donde el estudiante será el 
administrador de la red, el cual deberá configurar e interconectar entre sí cada uno 
de los dispositivos que forman parte del escenario, acorde con los lineamientos 
establecidos para el direccionamiento IP, protocolos de enrutamiento y demás 







R// Se Anexa evidencia del esquema en packet tracer: 
 
 
1. Configurar el direccionamiento IP acorde con la topología de red para 
cada uno de los dispositivos que forman parte del escenario 
 
R// 
Se configura la ip del PC internet con Ip address 209.165.200.230, Subnet Mask 
255.255.255.248, Default Gateway 209.165.200.225 
Se anexa evidencia del cambio por una ip estática: 
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- Continuamos configurando los siguientes dispositivos en este caso el 
Router 1 o R1: 
 
 
R/ Se anexan los comandos a ejecutar que servirán para crear políticas de 
acceso, direccionamientos, políticas de seguridad: 
 





R1(config)#enable secret class 









R1(config)#banner motd #Prohibido el acceso no autorizado# 
R1(config)#int s0/0 
Configuracion de los puertos seriales entre R1 y R2 
R1(config-if)#description R1-R2 
R1(config-if)#ip address 172.31.21.1 255.255.255.252 




Se crea una ruta estatica por defecto que direccione el tráfico que no está 
explícitamente defino 
R1(config)#ip route 0.0.0.0 0.0.0.0 s0/0 
R1(config)#exit 
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- Continuamos configurando los siguientes dispositivos en este caso el 




R/ Se anexan los comandos a ejecutar que servirán para crear políticas de acceso, 
direccionamientos entre los diferentes dispositivos como R1, R3, Pc Internet y Web 






R2(config)#enable secret class 










R2(config)#banner motd #Prohibido el acceso no autorizado!# 
Configuracion de los puertos seriales entre R2 y R3 
R2(config)#int s0/1 
R2(config-if)#description R2-R1 
R2(config-if)#ip address 172.31.21.2 255.255.255.252 
R2(config-if)#no shutdown 
Configuracion de los puertos seriales entre R2 y R3 
R2(config-if)#int s0/0 
R2(config-if)#description R2-R3 
R2(config-if)#ip address 172.31.23.1 255.255.255.252 
R2(config-if)#clock rate 128000 
R2(config-if)#no shut 
Configuracion de los puertos entre R2 y pc Internet 
R2(config-if)#int f0/0 
R2(config-if)#description R2-Intertet 
R2(config-if)#ip address 209.165.200.225 255.255.255.248 
R2(config-if)#no shutdown 
Configuracion de los puertos entre R2 y WebServer 
R2(config-if)#int f0/1 
R2(config-if)#description R2-Web Server 






Se crea una ruta estatica por defecto que direccione el tráfico que no está 
explícitamente defino 





- Continuamos configurando los siguientes dispositivos en este caso el 
Router 3 o R3: 
R/ Se anexan los comandos a ejecutar que servirán para crear políticas de acceso, 
direccionamientos entre los diferentes dispositivos como R1, R3, Pc Internet y Web 
Server, Además de las políticas de seguridad y mensajes, también los loopback 





R3(config)#no ip domain-lookup (más adelante se pedirá, se configura de una 
vez) 
R3(config)#enable secret class 









R3(config)#banner motd #Prohibido el acceso no autorizado!# 
R3(config)#int s0/1 
R3(config-if)#Description R3-R2 
R3(config-if)#ip address 172.31.23.2 255.255.255.252 
R3(config-if)#no shut 
Configuracion ip del loopback 4 de WebServer 
R3(config-if)#int lo4 
R3(config-if)#ip add 192.168.4.1 255.255.255.0 
Configuracion ip del loopback 5 de WebServer 
R3(config-if)#int lo5 
R3(config-if)#ip add 192.168.5.1 255.255.255.0 
R3(config-if)#no shut 
Configuracion ip del loopback 6 de WebServer 
R3(config-if)#int lo6 
R3(config-if)#ip add 192.168.6.1 255.255.255.0 
R3(config-if)#no shut 
R3(config-if)#exit 
Se crea una ruta estatica por defecto que direccione el tráfico que no está 
explícitamente defino 







- Continuamos configurando los siguientes dispositivos en este caso el Web 
Server: 
 
R/ Se realiza la configuración directamente en el modo ambientación del 
packet tracer del web server con la ip estática correcta, en este caso: Ip 
address 10.10.10.10., Subnet Mask 255.255.255.0, Default Gateway 10.10.10.1 
 
 
- Continuamos configurando los siguientes dispositivos en este caso el Switch 
1 o S1: 
 
R/ Se anexan los comandos a ejecutar que servirán para crear políticas de 





s1(config)#enable secret class 
s1(config)#line console 0 
s1(config-line)#password cisco 
s1(config-line)#login 











- Continuamos configurando los siguientes dispositivos en este caso el 
Switch 3 o S3: 
 
R/ Se anexan los comandos a ejecutar que servirán para crear políticas de acceso, 





s3(config)#enable secret class 
s3(config)#line console 0 
s3(config-line)#password cisco 
s3(config-line)#login 











- Verificar que los equipos tengan conectividad usando el comando ping. 
 
Conexión entre R1 y R2: 
 





• Configurar el protocolo de enrutamiento OSPFv2 bajo los siguientes 
criterios: 
 
OSPFv2 area 0 
Configuration Item or Task Specification 
Router ID R1 1.1.1.1 
Router ID R2 5.5.5.5 
Router ID R3 8.8.8.8 
Configurar todas las interfaces LAN como 
pasivas 
 




Ajustar el costo en la métrica de S0/0 a 9500 
 
• Paso 1: Configuramos OSPFv2 para el Router R1 según especificación 
de la tabla: 
R1(config)#router ospf 1 
Especificacamos al router: 
R1(config-router)#router-id 1.1.1.1 
R1(config-router)#network 172.31.21.0 0.0.0.3 area 0 
R1(config-router)#network 192.168.30.0 0.0.0.255 area 0 
R1(config-router)#network 192.168.40.0 0.0.0.255 area 0 
R1(config-router)#network 192.168.200.0 0.0.0.255 area 0 
R1(config-router)#network 192.168.99.0 0.0.0.255 area 0 
R1(config-router)#passive-interface default 
R1(config-router)#no passive-interface s0/0 
Configuramos para calcular dinámicamente el costo de la interfaz OSPF: 
R1(config-router)#auto-cost reference-bandwidth 1000 
R1(config-router)#exit 
Indicamos la velocidad de la interfaz: 
R1(config)#int s0/0 
R1(config-if)#bandwidth 128 





• Paso 2: Configuramos OSPFv2 para el Router R2 según especificación 




R2(config)#router ospf 1 
Especificamos al router: 
R2(config-router)#router-id 5.5.5.5 
R2(config-router)#network 172.31.21.0 0.0.0.3 area 0 
R2(config-router)#network 172.31.23.0 0.0.0.3 area 0 
R2(config-router)#network 10.10.10.0 0.0.0.255 area 0 
R2(config-router)#passive-interface f0/1 
Configuramos para calcular dinámicamente el costo de la interfaz OSPF: 
R2(config-router)#auto-cost reference-bandwidth 1000 
R2(config-router)#exit 












• Paso 3: Se usa una sola dirección por sumatoria, la cual es 
192.168.4.0/22 para las interfaces LAN (loopback), después busco la 








• Paso 4: Configuramos OSPFv2 para el Router R3 según especificación 




R3(config)#router ospf 1 
R3(config-router)#router-id 8.8.8.8 
R3(config-router)#network 172.31.23.0 0.0.0.3 area 0 
Unamos la dirección sumatoria y la Wildcar hallada en el paso anterior: 




Configuramos para calcular dinámicamente el costo de la interfaz OSPF: 
R3(config-router)#auto-cost reference-bandwidth 1000 
R3(config-router)#exit 







• Paso 5: Visualizar el OSPF Process ID, Router ID, Address 
summarizations, Routing Networks, and passive interfaces 
configuradas en cada router. 
 
R// Primero visualizamos tablas de enrutamiento y routers conectados por 
OSPFv2 
 
Visualizamos en R1 usando “show ip ospf neig” 




Visualizamos en R2 usando “show ip ospf neig” 




Visualizamos en R3 usando “show ip ospf neig” 







- Visualizamos un resumen de las interfaces por OSPF: 
 
En R1: 
















- Visualizar el OSPF Process ID, Router ID, Address summarizations, Routing 
Networks, y passive interfaces configuradas en cada router. 
R// 



















• Paso 6: Configurar VLANs, Puertos troncales, puertos de acceso, 
encapsulamiento, InterVLAN Routing y Seguridad en los Switches 
acorde a la topología de red establecida. 
 














s1(config)#int vlan 99 
s1(config-if)#ip address 192.168.99.2 255.255.255.0 
s1(config-if)#no shut 
s1(config-if)#exit 
s1(config)#ip default-gateway 192.168.30.1 
Configuramos los puertos troncales: 
s1(config)#int f0/3 
s1(config-if)#switchport mode trunk 
s1(config-if)#switchport trunk native vlan 1 
s1(config-if)#exit 
s1(config)#int f0/24 
s1(config-if)#switchport mode trunk 
s1(config-if)#switchport trunk native vlan 1 
s1(config-if)#exit 
Configuramos los puertos de acceso y seguridad: 
s1(config)#int range f0/1-2, f0/4-23, g0/1-2 
s1(config-if-range)#switchport mode access 
s1(config-if-range)#int f0/1 
s1(config-if)#switchport mode access 
s1(config-if)#switchport access vlan 30 




















s3(config)#int vlan 99 
s3(config-if)#ip address 192.168.99.3 255.255.255.0 
s3(config-if)#no shut 
s3(config-if)#exit 
s3(config)#ip default-gateway 192.168.40.1 
Configuramos los puertos troncales: 
s3(config)#int f0/3 
s3(config-if)#switchport mode trunk 
s3(config-if)#switchport trunk native vlan 1 
Configuramos los puertos de acceso y seguridad: 
s3(config-if)#int range f0/1-2, f0/4-24, g0/1-2 





s3(config-if)#switchport mode access 












R1(config-subif)#encapsulation dot1q 30 




R1(config-subif)#encapsulation dot1q 40 




R1(config-subif)#encapsulation dot1q 200 




R1(config-subif)#encapsulation dot1q 99 








- Evidencia la correcta conectividad de los dispositivos en la red. 
 
 
Basados en la gráfica anterior se analiza que todos los puntos interconectan 
de manera correcta porque los puntos en las conexiones son de color verde, 
además de unas pruebas de ping que fueron satisfactorias. 










- Asignar direcciones IP a los Switches acorde a los lineamientos. 
 







• Paso 7: Implement DHCP and NAT for IPv4, Configurar R1 como 
servidor DHCP para las VLANs 30 y 40, Reservar las primeras 30 
direcciones IP de las VLAN 30 y 40 para configuraciones estáticas. 
R// A continuación, se realizará la configuración correcta para que R1 sirva de 
DHCP para las Vlan antes mencionadas con su respectivo rango: 
R1>en 
R1#conf t 
Configuramos el DHCP excluyendo las primeras 30 ip de las Vlan 30 y 40: 
R1(config)#ip dhcp excluded-address 192.168.30.1 192.168.30.30 
R1(config)#ip dhcp excluded-address 192.168.40.1 192.168.40.30 
Configurar R1 como servidor DHCP: 
R1(config)#ip dhcp pool Administracion 
R1(dhcp-config)#dns-server 10.10.10.11 
R1(config)#ip dhcp pool Administracion 
R1(dhcp-config)#default-router 192.168.30.1 
R1(dhcp-config)#network 192.168.30.0 255.255.255.0 
R1(dhcp-config)#exit 
R1(config)#ip dhcp pool Mercadeo 
R1(dhcp-config)#dns-server 10.10.10.11 
R1(dhcp-config)#ip domain-name ccna.com 
R1(dhcp-config)#default-router 192.168.40.1 





A continuación, se realizará la configuración del NAT estática y dinámica 
correcta para R2. 
R2>en 
R2#conf t 
R2(config)#user usuarioweb privilege 15 secret cisco 
R2(config)#ip http server 
R2(config)#ip http secure-server 
R2(config)#access-list 1 permit 192.168.30.0 0.0.0.255 
R2(config)#access-list 1 permit 192.168.40.0 0.0.0.255 
R2(config)#access-list 1 permit 192.168.4.0 0.0.3.255 
R2(config)#ip nat pool Internet 209.165.200.225 209.165.200.228 netmask 
255.255.255.248 
R2(config)#ip nat inside source list 1 pool Internet 
R2(config)#ip nat inside source static 10.10.10.10 209.165.200.229 
R2(config)#int f0/0 
R2(config-if)#ip nat outside 
R2(config-if)#int f0/1 






• Para verificar el DHCP y NAT accediendo al sitio web 209.165.200.229 desde 









• Configurar al menos dos listas de acceso de tipo estándar a su criterio 
en para restringir o permitir tráfico desde R1 o R3 hacia R2. 
 
 
• Configurar al menos dos listas de acceso de tipo extendido o 
nombradas a su criterio en para restringir o permitir tráfico desde R1 o 
R3 hacia R2. 
 





R2(config)#ip access-list standard Admin 
R2(config-std-nacl)#permit host 172.31.21.1 
R2(config-std-nacl)#exit 
R2(config)#line vty 0 4 









- A continuación, se realizará unos pasos de ACL extendida en R2 para 
proteger la red del tráfico que genera el acceso a internet. 
 
R2#conf t 
R2(config)#access-list 100 permit tcp any host 209.165.200.229 eq www 
R2(config)#access-list 100 permit icmp any any echo-reply 
R2(config)#int f0/0 





• Paso 9: Verificamos los procesos de comunicación y redireccionamiento de 
tráfico en la red: 









En el trascurso de todas las actividades en la plataforma cisco, se logró realizar de 
manera gradual los procedimientos básicos para configuración de una red básica 
como compleja, donde se logra identificar, analizar y configurar dispositivos de red 
según las necesidades requeridas, durante todo el desarrollo de la asignatura se 
logra comprender la importancia que debe tener todo equipo de red a la hora de 
asignar las direcciones IP, hasta implementar protocolos de seguridad en las 
diferentes capaz y otros apartados más permitiendo una red confiable y robusta. 
Durante todo el aprendizaje como estudiante de carrera profesional en sistemas, el 
Curso de CISCO ha aportado a mis conocimientos en gran medida, gracias a eso 
mi perfil se vuelve más competente en el ámbito laboral y personal, gracias a que el 
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