We analyze multi-layer neural networks in the asymptotic regime of simultaneously (A) large network sizes and (B) large numbers of stochastic gradient descent training iterations. We rigorously establish the limiting behavior of the multilayer neural network output. The limit procedure is valid for any number of hidden layers and it naturally also describes the limiting behavior of the training loss. The ideas that we explore are to (a) sequentially take the limits of each hidden layer and (b) characterizing the evolution of parameters in terms of their initialization. The limit satisfies a system of integro-differential equations.
Introduction
Neural network models in machine learning have achieved immense practical success, revolutionizing fields such as image, text, and speech recognition. Neural networks are also increasingly being used in engineering, medicine, and finance. In particular, deep learning, which uses multi-layer neural networks, has transformed the field of machine learning. However, despite their success in practice, there is currently limited mathematical understanding of deep neural networks. This has motivated recent mathematical research on deep learning models such as [22] , [23] , [24] , [25] , [26] , [21] , [31] , [32] , [27] , and [30] .
Neural networks are nonlinear statistical models whose parameters are estimated from data using stochastic gradient descent (SGD) methods. Deep learning uses neural networks with many layers (i.e., "deep" neural networks), which produces a highly flexible, powerful and effective model in practice, see for example [13] .
Applications of deep learning include image recognition (see [17] and [13] ), facial recognition [41] , driverless cars [3] , speech recognition (see [17] , [2] , [18] , and [42] ), and text recognition (see [44] and [39] ). Neural networks also find increasing more applications in engineering, robotics, medicine, and finance (see [19] , [20] , [40] , [15] , [29] , [1] , [33] , [34] , [35] , and [36] ).
In this paper we characterize multi-layer neural networks (i.e., "deep neural networks") in the asymptotic regime of large network sizes and large numbers of stochastic gradient descent iterations. We rigorously prove the limit of the neural network output as the number of hidden units increases to infinity. The proof relies upon weak convergence analysis for stochastic processes. The result can be considered a "law of large numbers" for neural networks when both the network size and the number of stochastic gradient descent steps grow to infinity.
Recently, law of large numbers and central limit theorems have been established for neural networks with a single hidden layer [31] , [32] , [27] , and [30] . The analysis of multi-layer neural networks requires a different approach than in the single hidden layer case. For a single hidden layer, one can directly study the weak convergence of the empirical measure of the parameters. However, in a neural network with multiple layers, there is a closure problem when studying the empirical measure of the parameters (which is explained in Section 3.3). Consequently, the law of large numbers for a multi-layer network is not a straightforward extension of the single-layer network result and the analysis involves unique challenges which require novel ideas.
To illustrate the idea, we consider a multi-layer neural network with two hidden layers:
As we will see in Section 3.2, the limit procedure can be extended to neural networks with three layers and subsequently to neural networks with any fixed number of hidden layers.
Notice now that (1.1) can be also written as H 1,j (x) = σ(W 1,j · x), j = 1, . . . , N 1 ,
where C i , W 2,i,j ∈ R and x, W 1,j ∈ R d . The neural network model has parameters θ = (C 1 , . . . , C N2 , W 2,1,1 . . . , W 2,N1,N2 , W 1,1 , . . . W 1,N1 ), which must be estimated from data. The number of hidden units in the first layer is N 1 and the number of hidden units in the second layer is N 2 . The multi-layer neural network (1.2) includes a normalization factor of 1 N1 in the first hidden layer and 1 N2 in the second hidden layer. The loss function is
where the data (X, Y ) ∼ π(dx, dy). The goal is to estimate a set of parameters θ which minimizes the objective function (1.3). The stochastic gradient descent (SGD) algorithm for estimating the parameters θ is, for k ∈ N,
The goal of this paper is to characterize the limit of an appropriate rescaling of the multi-layer neural network output g N1,N2 θ k (x) as both the number of hidden units (N 1 , N 2 ) and the stochastic gradient descent iterates k increase. This is the topic of Theorem 2.3. The idea is to first take N 1 → ∞ with N 2 fixed. In Lemma 2.2, we prove that the empirical measure of the parameters converges to a limit measure as N 1 → ∞ (with N 2 fixed) which satisfies a measure evolution equation. This naturally implies a limit for the neural network output g N1,N2 as N 1 → ∞. The next step is to take N 2 → ∞. Theorem 2.3 proves that the limiting distribution can be represented via a system of ODEs.
The rest of the paper is organized as follows. Our main result, which characterizes the asymptotic behavior of a neural network with two hidden layers when the number of hidden units becomes large, is presented in Section 2. The result can be easily extended to an arbitrary number of hidden layers. Section 3 discusses the theoretical results and, as an example, presents the limit for a three-layer neural network. The proof of the convergence theorem is in Section 4. The uniqueness of a solution to the limiting system is established in Section 5. The proof of the limit of the first layer, i.e., the proof of Lemma 2.2, is provided in Appendix A.
Main Results
Let us start by presenting our assumptions, which will hold throughout the paper. We shall work on a filtered probability space (Ω, F , P) on which all the random variables are defined. The probability space is equipped with a filtration F t that is right continuous and F 0 contains all P-negligible sets. Assumption 2.1. We assume the following conditions throughout the paper.
• σ(·) ∈ C 2 b , i.e., it is twice continuously differentiable and bounded. • The distribution π(dx, dy) has compact support, i.e. the data (x k , y k ) takes values in the compact set X × Y.
• The initialization of the parameters, i.e. {C i
and take values in compact sets C, W 1 , and W 2 .
• The probability distributions of the initial parameters (C i • , W 2,i,j • , W 1,j • ) i,j admit continuous probability density functions.
We denote µ c (dc), µ W 2 (du), and µ W 1 (dw) as the probability distributions of {C i
As it was done in the single hidden layer case, see [31] ), one expects that the compactness assumption on X × Y and C, W 1 , and W 2 can be relaxed to appropriate moment type of conditions. For presentation purposes, we do not explore this further here.
For reasons that will become clearer later on, we shall choose the learning rates to be
Define the empirical measurẽ
The neural network's output can be re-written in terms of the empirical measure:
f, h denotes the inner product of f and h. For example, we write
Let us next define, the time-scaled empirical measure γ N1,N2 t :=γ N1,N2 ⌊N1t⌋ , and the corresponding time-scaled neural network output is
We study convergence using iterated limits. We first let N 1 → ∞ where the number of units in the first layer is N 1 and the number of stochastic gradient descent steps is ⌊T N 1 ⌋. Then, we let the number of units in the second layer N 2 → ∞.
We begin by letting the number of hidden units in the first layer N 1 → ∞.
Proof. The proof of this lemma is related to the limit in the first layer as the number of hidden units in the first layer grows with the number of hidden units in the second layer hold fixed. The proof is analogous to the proof in [31] and the details are presented for completeness in the Appendix A.
Lemma 2.2 studies the limit of the empirical measure γ N1,N2 t as N 1 → ∞ with N 2 fixed. The limit is characterized by the stochastic evolution equation (2.2)-(2.3). Notice that Lemma 2.2 immediately implies that lim
as N 1 → ∞, in probability. The next step is to study the limit as N 2 → ∞. To do so, we study the limit of the random ODE as N 2 → ∞ whose law is characterized by (2.2)-(2.3). Our main goal is the characterization of the limit neural network output g N1,N2 Theorem 2.3. For any t ∈ [0, T ] and x ∈ X ,
in probability, where we have that
System (2.4) has a unique solution. In addition, letting g N2 t (x) defined through Lemma 2.2 we have the following rate of convergence
Notice that we can also write that g t (x) satisfies
The proof of Theorem 2.3 is given in Section 4. Section 3 discusses some of its consequences as well as challenges that come up in the study of the limiting behavior of multi-layer neural networks as the number of the hidden units grows.
3 Discussion on the limiting results and extensions to multi-layer networks with more depth
In Subsection 3.1, we discuss some of the implications of our theoretical convergence results. In Section 3.2 we show that the procedure can be extended to treat deep neural networks with more than two hidden layers. General challenges in the study of multi-layer neural networks are explored Subsection 3.3.
Discussion on the limiting results
It is instructive to notice that the results of this paper recover the results of [31] , see also [27, 30] if we restrict attention to the one-layer case. Indeed, let us set in (1.1)-(1.2), N 2 = 1, N 1 = N , C i = 1 and H 2,i = Z 2,i , and get the single layer neural network
with the corresponding empirical measure of the parameters becomes
In that case notice that we can simply write
Then, it is relatively straightforward to notice that the result of Lemma 2.2 boils down to the one layer convergence results of [31] , see also [27, 30] . Namely, if we write γ t for the limit in probability of γ N t we get that
It is instructive to compare the limits of the neural network output in the one layer and two layer case, (3.2) and (2.5) respectively. It is clear that the two layer case is more involved, partially explaining the increased complexity of deep neural networks when compared to shallow neural networks.
In addition, Theorem 2.3 gives us the limiting behavior of the objective function L N1,N2 (θ) from (1.3) after proper rescaling. Indeed, we have that
where g t (x) is given by (2.4).
In particular, Theorem 2.3 shows that under appropriate choice of the learning rates, first taking the limit of the hidden units in the first layer to infinity and then the limit of the hidden units in the second layer to infinity, leads to a well-defined limit for the neural network output and as a consequence for the objective function as well.
We also remark here that the parametrization of the learning rates indicates that one should be using larger learning rates for the weights that connect the different layers, the W 2,i,j in this case, as opposed to the weights that are specific to the different layers, in this case C i and W 1,j . Notice that this is also the case for the three layer case outlined in Subsection 3.2 below.
Extension to deep neural networks with more layers
The procedure developed in this paper, naturally extends to deep neural networks with more layers. For brevity, let us present the result in the case of three layers. The situation for more layers is the same, albeit more complicated algebra. A deep neural network with three layers takes the form
which can be also written as
which must be estimated from data. The number of hidden units in the first layer is N 1 , the number of hidden units in the second layer is N 2 and the number of hidden units in the third layer is N 3 . Naturally, the loss function now becomes
where the data (X, Y ) ∼ π(dx, dy).
The stochastic gradient descent (SGD) algorithm for estimating the parameters θ is, for k ∈ N, ν = 1, . . . , N 1 , i = 1, . . . , N 3 and j = 1, . . . , N 2 is
and α N1,N2,N3 W,3
are the learning rates. The parameters at step k are
.
(x k , y k ) are samples of the random variables (X, Y ). We assume a condition analogous to Assumption 2.1.
Let us now choose the learning rates to be
Similarly to before, define the empirical measurẽ
set the time-scaled empirical measure to be
, and the corresponding time-scaled neural network output to be g N1,N2,N3
. Then following the same procedure as for the two layer case, yields the following limit that describes g t (x), the limit of g N1,N2,N3 t (x) as first N 1 → ∞, then N 2 → ∞ and then N 3 → ∞,
In other words, we can write that the neural networks output is given by.
Challenges in the analysis of multi-layer neural networks
Let us now discuss some of the challenges that come up in the study of systems like the multi-layer neural network that we study in this paper.
A standard approach for analyzing (1.4) as N 1 , N 2 → ∞ would be to construct an empirical measure ρ N1,N2 k of the parameters θ k at step k, as for exampleγ N1,N2 k . Then, we could study the behavior of ρ N1,N2 k as N 1 , N 2 → ∞. This empirical measure ρ N1,N2 k needs to be designed such that the dynamics of ρ N1,N2 k can be written in terms of ρ N1,N2 k itself and the data (x k , y k ) (plus martingale and remainder terms). That is, the dynamics of ρ N1,N2 k are closed. This is straightforward for single-layer neural networks (see [31] ), but it is challenging to do for multi-layer neural networks. In the case of single layer networks, the empirical measure is simply given by (3.1) and its analysis has been successfully carried on in [31] . One is tempted to do the same thing for the multi-layer case, i.e. study the limit of the empirical measure defined in (2.1). The problem that one faces with this formulation is that, in contrast to the single layer case, the dimension of the space in which the empirical measure takes values on also increases, with N 2 in this case.
An alternative second way is to define the candidate empirical measure as an appropriately normalized double sum over both indices corresponding to the two hidden layers and then consider the limit of this measure as N 1 , N 2 → ∞. However, when doing that one quickly runs into a closure problem for the dynamics, similar to the situation that we will elaborate now below for another natural formulation in terms of nested measures.
As discussed, yet another alternative way, which is also natural in this case, is to try and create nestedmeasures, sometimes called multi-level measure valued processes in mathematical biology, see [4, 6, 7, 8, 9, 10, 11] and the review paper [5] .
Let us demonstrate how one can potentially think of doing so for (1.4) and the problems that come up. In order to simplify notation, let N 1 = N 2 = N and ρ N1,N2 k = ρ N k in the following example. Considering N 1 = N 2 and taking subsequent limits does not alter the conclusions below.
• Let's first examine the parameter W 1,j in the first layer. The j-th unit in the first layer (i.e., H 1,j = σ(W 1,j · x)) is connected to all of the hidden units in the second layer (i.e., H 2,i ) via the weights W 2,i,j . Therefore, there is a measure associated with each W 1,j which must track {W 2,i,j , Z i , C i } N i=1 . W 2,i,j and Z i are required for calculating the SGD update for W 1,j (see 1.4) . This measure is ν N,j
• Let's next examine the parameter C i in the second layer. The i-th unit in the second layer is connected to all of the hidden units in the first layer via the weights W 2,i,j . Therefore, for each C i , we must track {W 2,i,j , W 1,j } N j=1 in order to calculate the SGD update for C i (see 1.4 ). Furthermore, updating C i requires tracking W 1,j , and updating W 1,j requires tracking ν j . Therefore, updates to C i require the empirical measure µ N,i
• Finally, the entire network at iteration k is specified by the empirical measure
where M(E) is the space of measures on the metric space E. Notice that the process (3.7) involves nested measures (sometimes called "multi-level processes"). The process ρ k takes values in a space of nested measures M(M(M(· · · ))). Careful inspection of ρ N k identifies a crucial problem: its dynamics are not closed. The evolution of ν N,j k (the innermost measure in the nested measures) cannot be written in terms of ρ N k . In particular, updating ν N,j k requires also updating (
)), i.e. the space of 4-nested measures (before it was 3-nested measures). However, the closure problem remains, since the evolution of η N,i k cannot be written in terms ρ N k . In fact, there does not seem to exist any finite number of nested measures for which the empirical measure ρ N k 's dynamics are closed and despite our best efforts we have not managed to find one.
The discussion in this section highlighted some of the problems that come up in the analysis of multi-layer neural networks. Such problems are not present in the analysis of single-layer neural networks. Therefore, a different approach is required for the asymptotic analysis of multi-layer neural networks and this paper is a first step towards this direction. The problems that we describe above led us to the current formulation. In particular, the approach in Section 2 first studies the limit of the empirical measure as the number of hidden units in the first layer grows to infinity. This is similar to [31] . The limit is a solution to an evolution equation and it is the law of a system of random ODEs. We then make the crucial observation that one can characterize the resulting system in terms of the initialization for the stochastic gradient descent iterates. This means that we can reformulate the limiting system of the first layer into an equivalent system of random ODEs and then consider the limit of the second layer. This allows us to obtain the limit of the output of the neural network as the hidden unit of all layers grow to infinity by studying the limit of the random ODE, in Theorem 2.3.
Proof of Theorem 2.3-Characterization of the limit
In preparation for the proof of Theorem 2.3, we first re-express the result from Lemma 2.2.
Corollary 4.1. Consider the particle system:
Let ν t,(c1,...,cN 2 ) be the conditional Law of (
Due to exchangeability properties and without loss of generality, we can transform (4.1) into the equivalent particle system:
Since for all i = 1, · · · , N 2 , C i • have probability density function as described in Assumption 2.1, we have that
This allows us to substitute the variable names (Ĉ i This produces the system:
The system (4.3) is exactly the same system as (4.1). Notice also thatĈ i t in (4.3) depends also on
symmetrically via g N2 t (x) and V N2,W0 t (x). This is also the situation for (4.1). Then independence and identical distribution of the initial conditions together with the aforementioned exchangeability property imply that (4.1) and (4.2) are equivalent.
Limiting System
The goal is to prove that for any t ∈ [0, T ] and x ∈ X , lim N2→∞ g N2 t (x) = g t (x), in L 1 , where g N2 t (x) is from (4.2) and the limit g t (x) is given by
where,
Before presenting the proof of this result, let us define a quantity that will be of central interest in the sequel. In particular, for (c, w, u) ∈ {(C i • , W 1 0 , W 2,i 0 ), i = 1, · · · N 2 } and x ∈ X , let's define the error function
Note that we certainly have,
We will show below that E E N2 t (C i • , W 0 , W 2,i 0 , x) appropriately converges to zero as N 2 → ∞ which will then imply that g N2 t (x) converges to g t (x) as indicated.
A Priori Bounds
Let us first establish uniform bounds on the processes C c t , W 1,w t , W 2,c,w,u t , and g N2 t (x) for the system (4.2). For any t ∈ [0, T ] and any N 2 ∈ N,
Then, using the fact that X × Y is compact,
By Gronwall's inequality, we have that for any N 2 ∈ N and for any t ∈ [0, T ],
Using the same approach, we can establish uniform bounds on the other processes 
Bound for E|V
We have:
The first term in (4.6) can be studied using a decomposition:
where the uniform bounds from (4.5) were used. In addition, we also have for some constant K < ∞
where we used the assumed independence of C i • , W 0 , and W 2,i 0 as well as the a-priori bound from (4.5). Hence, we obtain that for some unimportant constant K < ∞
We can write Let's analyze the first term in (4.8) . Using the uniform bounds from (4.5) we have for some unimportant
The second term in (4.8) is bounded, as follows,
where the independence of C i • was used. Hence, putting things together we get
Let us write for notational convenience c = C i • . We have
Using Young's inequality and the uniform bounds from (4.5), For the term |C c s −C c s |Γ g,1 s (x), where we recall c = C i • , we have
Therefore, using (4.9) and (4.10) we obtain
Using similar arguments, we can also show, using (4.7), that
Therefore, we overall get that
We next consider (Z
For the following calculations, we define F N2 C = (C 1 • , C 2 • , . . . , C N2 • ).
For i = 1, 2, . . . , N 2 , we have
where the uniform bounds from (4.5) were used together with the compactness of the state space assumption from Assumption 2.1. Therefore, using iterated expectations, we have that
where (4.11) was used. Finally, using the assumption that σ is globally Lipschitz,
Collecting our results from (4.12), (4.13) and (4.14) , together with the definition of the error function E N2 t , we have, for i = 1, · · · , N 2 , the bound
Therefore, by averaging over all i = 1, · · · , N 2 and then using Gronwall's inequality, we get for any 0 ≤ t ≤ T ,
Combining the last two displays we naturally get, again using Gronwall's inequality, that for i = 1, · · · , N 2
where the constant K < ∞ does not depend on i.
Convergence of neural network prediction
The bound (4.15) of course proves the (uniform) convergence in probability of the neural network output g N2 t (x) → g t (x). Recall that
Then, using the Cauchy-Schwartz inequality and (4.15),
Therefore, for 0 ≤ t ≤ T , and for some unimportant constant
concluding the identification of the limit in Theorem 2.3. Note that
Proof of Theorem 2.3-Uniqueness of the limit
We next study the evolution of Q t for t > 0.
Using the same approach as in Section 4.2, we can show that anyW 2,c,w,u
We can then prove the inequality
where we have also used Young's inequality and the fact that X × Y is compact. Therefore,
Similarly,
Next, using the Cauchy-Schwarz inequality and Young's inequality,
Finally,
Consequently,
Collecting our results,
Therefore, by Gronwall's inequality,
for all t ∈ [0, T ], completing the proof of the lemma.
A Limit of First Layer, Lemma 2.2
In this appendix we prove Lemma 2.2, which is about the limit of the first layer. The proof is analogous to [31] . Hence, instead of repeating all the arguments we will only present the general outline empathizing the differences and refer the interested reader to [31] when the arguments are the same.
We let N 1 → ∞ (with N 2 fixed). We want to prove that for each N 2 ∈ N,γ N1,N2
is a random measure-valued process which, for every f ∈ C 2 b (R d+2N2 ), γ N2 , satisfies the evolution equation (2.2)-(2.3).
A.1 Relative Compactness
Let's first establish a bound on C i k . Recall that σ(·) is bounded and α N1,N2 C = N2 N1 . In the following calculations, the unimportant constants, K, K 0 , K 1 , and K 2 may change from line to line.
For k = 0, 1, . . . , ⌊T N 1 ⌋,
Since σ(·) is bounded, |H 2,i k | < K. Therefore,
This yields
This implies that
Then, we also have that
This immediately yields that for k ≤ ⌊T N 1 ⌋
Let's now address the parameters W 2,i,j k . Recall that α N1,N2 W,2 = N 2 . Then,
Therefore, for k ≤ ⌊T N 1 ⌋,
Similarly, we have
Therefore, we obtain
Collecting our results, for all k/N 1 ≤ T and for all j = 1, · · · , N 2 , we have the uniform bound
We now prove relative compactness of the family
It is sufficient to show compact containment and regularity of the γ N1,N2 's (see for example Chapter 3 of [12] ). Lemma A.1. For each η > 0 and t ≥ 0, there is a compact subset K of E such that sup N1∈N,0≤t≤T
Proof. This uniform bound (A.1) actually implies the stronger statement of compact support. In particular, notice that the set [−K, K] d+2N2 is compact, and define
Then K ⊂ M (R d+2N2 ), and P-a.s. γ N1,N2 t ∈ K for all N 1 ∈ N and t ∈ [0, T ]. This concludes the proof.
We now establish regularity of the γ N1,N2 's. Define the function q(z 1 , z 2 ) = min{|z 1 − z 2 |, 1} where z 1 , z 2 ∈ R. Lemma A.2. For any p ∈ (0, 1), there is a constant K < ∞ such that for 0
Proof.
Using the same approach, we can establish similar bounds for the other parameters:
The desired result then follows.
We conclude this section now with the required relative compactness of the sequence {γ N1,N2 } N1∈N . This implies that for each fixed N 2 , every subsequence γ N1,N2 's has a convergent sub-subsequence as N 1 → ∞. , and γ N2 0 (dw 1 , dw 2 , dc) = µ W 1 (dw 1 ) × µ W 2 (dw 2,1 ) × · · · × µ W 2 (dw 2,N2 ) × δ C 1 • (dc 1 ) × · · · × δ C N 2
• (dc N2 ).
Let π N1,N2 be the probability measure of γ N1,N2 t 0≤t≤T
. Each π N1,N2 takes values in the set of probability measures M D E ([0, T ]) . Relative compactness, proven in Section A.1, implies that there is a subsequence π N1 k ,N2 which weakly converges. We must prove that any limit point π N2 of a convergent subsequence π N1 k ,N2 will satisfy the evolution equation (A.4). Lemma A.4. Let π N1 k ,N2 be a convergent subsequence with a limit point π N2 . Then, π N2 is a Dirac measure concentrated on γ N2 ∈ D E ([0, T ]) and γ N2 satisfies the measure evolution equation (A.4).
Proof. We define a map F (γ) : D E ([0, T ]) → R + for each t ∈ [0, T ], f ∈ C 2 b (R d+2N2 ), g 1 , · · · , g p ∈ C b (R d+2N2 ) and 0 ≤ s 1 < · · · < s p ≤ t.
s (x))w 2,i σ ′ (w 1 · x)x · ∇ w 1 f, γ N2 s π(dx, dy)ds × g 1 , γ s1 × · · · × g p , γ sp . (A.5)
Then,
Therefore, lim N1→∞ E π N 1 ,N 2 [F (γ)] = 0.
Since F (·) is continuous and F (γ N1,N2 ) is uniformly bounded (due to the uniform boundedness results of Section A.1), E π N 2 [F (γ)] = 0.
Since this holds for each t ∈ [0, T ], f ∈ C 2 b (R d+2N2 ) and g 1 , · · · , g p ∈ C b (R d+2N2 ), γ N2 satisfies the evolution equation (A.4).
It remains to prove that the evolution equation (A.4) has a unique solution. This is the content of Section A.3.
This, then leads to the following calculations The second to the last equality is due to the assumed independence of the initial conditions via Assumption 2.1 together with the fact that the marginal of γ N2 0 with respect to C 1 • , . . . , C N2
• is a product of delta Dirac distributions.
It remains to show that the solution to (A.6) is unique. We do this via a fixed point argument, completely analogous to Section 4 of [31] . The details are omitted due to the similarity of the argument.
A.4 Convergence Result for First Layer
Let π N1,N2 be the probability measure corresponding to γ N1,N2 . Each π N1,N2 takes values in the set of probability measures M D E ([0, T ]) . Relative compactness, proven in Section A.1, implies that every subsequence π N1 k ,N2 has a further sub-sequence π N1 km ,N2 which weakly converges. Section A.2 proves that any limit point π N2 of π N1 km ,N2 will satisfy the evolution equation (A.4). Section A.3 proves that the solution of the evolution equation (A.4) is unique. Therefore, by Prokhorov's Theorem, π N1,N2 weakly converges to π N2 , where π N2 is the distribution of γ N2 , the unique solution of (A.4). That is, γ N1,N2 converges in distribution to γ N2 .
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