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POSITIVE SOLUTIONS OF QUASILINEAR ELLIPTIC
EQUATIONS WITH SUBQUADRATIC GROWTH IN
THE GRADIENT
MOSHE MARCUS AND PHUOC-TAI NGUYEN
Abstract. We study positive solutions of equation (E) −∆u +
up|∇u|q = 0 (0 < p, 0 ≤ q ≤ 2, p + q > 1) and other related
equations in a smooth bounded domain Ω ⊂ RN . We show that
if N(p + q − 1) < p + 1 then, for every positive, finite Borel mea-
sure µ on ∂Ω, there exists a solution of (E) such that u = µ on
∂Ω. Furthermore, if N(p + q − 1) ≥ p + 1 then an isolated point
singularity on ∂Ω is removable. In particular there is no solution
with boundary data δy (=Dirac measure at a point y ∈ ∂Ω). Fi-
nally we obtain a classification of positive solutions with an isolated
boundary singularity.
Keywords: quasilinear equation; boundary singularities; Radon mea-
sures; weak singularities; strong singularities; boundary trace, remov-
ability.
1. Introduction
In this paper, we are concerned with the boundary data measure
problem associated to the equation
(1.1) −∆u+H(x, u,∇u) = 0
in Ω where Ω is a domain in RN and H is a Caratheodory function
defined in Ω× R× RN .
When H depends only on u, much works on the boundary value
problem for equation (1.1), especially for the following typical equation
(1.2) −∆u+ up = 0
with p > 1, have been studied by Le Gall [6] , Gmira and Ve´ron [5],
Marcus and Ve´ron [14], [15], [21], [22]. It was shown that equation
(1.2) admits a critical value
(1.3) pc =
N + 1
N − 1
.
For any 1 < p < pc, if µ is a bounded Radon measure on ∂Ω, then
there exists a unique solution of (1.2) with boundary data µ. Moreover
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isolated boundary singularities of solutions of (1.2) can be completely
described. More precisely, when 1 < p < pc, if u ∈ C
2(Ω) ∩C(Ω \ {0})
is a nonnegative solution of (1.2) vanishing on ∂Ω \ {0} then either u
behaves like kPΩ(., 0) near 0 with some k ≥ 0 and PΩ(., 0) being the
Poisson kernel in Ω, or u(x) ≈ ρ(x) |x|−
q+1
q−1 as x → 0 where ρ is the
distance function to ∂Ω. When p ≥ pc, the isolated singularities are
removable, namely if u ∈ C2(Ω)∩C(Ω \ {0}) is a nonnegative solution
of (1.2) vanishing on ∂Ω \ {0} then u ≡ 0. More general results can be
found in [16], [17].
The case H depends only on ∇u has been recently investigated by
P.T. Nguyen and L. Ve´ron [19]. Many results have been extended to
quasilinear equations of the form
(1.4) −∆u+ g(|∇u|) = 0
in Ω. Under suitable conditions on g, if µ is a bounded Radon mea-
sure on ∂Ω, they proved existence of a positive solution of (1.4) with
boundary data µ. In the power case, namely g(|∇u|) = |∇u|q with
1 ≤ q ≤ 2, they showed that the critical value for (1.4) is
(1.5) qc =
N + 1
N
and analogous phenomena occur for isolated boundary singularities.
Notice that when q > 2, by [9] if u ∈ C2(Ω) is a positive solution of
(1.4) then u is bounded in Ω, therefore there is no singularity on the
boundary.
Motivated by the above papers, we study boundary singularities of
positive solutions of (1.1) in the case thatH depends on both u and ∇u.
We are interested in the case of subquadratic growth in the gradient
and concentrate in particular on two model cases
(1.6) H(x, u, ξ) = up|ξ|q ∀(x, u, ξ) ∈ Ω× R+ × R
N
where p > 0, 0 ≤ q ≤ 2 and
(1.7) H(x, u, ξ) = up + |ξ|q ∀(x, u, ξ) ∈ Ω× R+ × R
N
where p ≥ 1, 1 ≤ q ≤ 2. Concerning the above types of nonlinearity,
there have been many works on large solutions, namely solutions that
blow up on the boundary. When H satisfies (1.6), there exists no large
solution to equation (1.1). When H satisfies (1.7) there exists a large
solution to (1.1); moreover large solution is unique if 1 < p < q ≤ 2
(see [1], [2]). To our knowledge, up to now, no study dealing with the
boundary value problem with measure data for these types of nonlin-
earity has been published. We list below results concerning existence
of solution with boundary data as Radon measure, classification of
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isolated boundary singularities in subcritical case and removability in
critical and supercritical case.
In what follows, unless otherwise stated, Ω is a bounded domain
of class C2 with ∂Ω containing the origin 0, SN−1 the unit sphere,
SN−1+ = S
N−1 ∩ RN+ the upper hemisphere and (r, σ) ∈ R+ × S
N−1 the
spherical coordinates in RN . To state our main results, it is convenient
to introduce the definition of solutions.
Definition 1.1. i) A function u is called a solution of (1.1) if u ∈
L1loc(Ω), H(x, u,∇u) ∈ L
1
loc(Ω) and u satisfies (1.1) in the sense of
distribution, i.e. ∫
Ω
(−u∆ζ +H(x, u,∇u)ζ)dx = 0
for every ζ ∈ C∞c (Ω).
ii) Let µ is a positive Borel measure on ∂Ω. A function u is called a
solution of
(1.8)
{
−∆u +H(x, u,∇u) = 0 in Ω
u = µ on ∂Ω
if u ∈ L1(Ω), H(x, u,∇u) ∈ L1ρ(Ω) where ρ(x) := dist (x, ∂Ω) and u
satisfies
(1.9)
∫
Ω
(−u∆ζ +H(x, u,∇u)ζ)dx = −
∫
∂Ω
∂ζ
∂n
dµ
for all ζ ∈ C20(Ω), where n denotes the normal outward unit vector to
∂Ω.
Definition 1.2. A nonlinearity H is called subcritical if the problem
(1.8) admits a solution for every positive bounded measure µ on ∂Ω.
Otherwise, H is called supercritical.
Set
(1.10) mp,q = max
{
p,
q
2− q
}
.
Following is the main existence result in the subcritical case.
Theorem A. Assume either H satisfies (1.6) with 0 < N(p + q −
1) < p + 1 or H satisfies (1.7) with mp,q < pc. Then H is subcritical.
Moreover, let {µn} be a sequence of positive bounded measures on ∂Ω
which converges to a positive bounded µ in the weak sense of measures
and {uµn} be a sequence of corresponding solutions of (1.8) with µ =
µn. Then there exists a subsequence such that {uµnk} converges to a
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solution uµ of (1.8) in L
1(Ω) and {H(x, uµnk ,∇uµnk )} converges to
H(x, u,∇u) in L1ρ(Ω).
Remark. The method used is classical, using the estimates in weak
Lp space and compactness of approximating solutions. Due to this
approach, the results stated in Theorem A can be extended to the
following cases:
(1.11) 0 ≤ H(x, u, ξ) ≤ a1(x)u
p|ξ|q ∀(x, u, ξ) ∈ Ω× R+ × R
N
where p > 0, q ≥ 0, 0 < N(p + q − 1) < p + 1 , a1 ∈ L
∞(Ω) and
a1 > c > 0;
(1.12)
0 ≤ H(x, u,∇u) ≤ a2(x)f(u) + a3(x)g(|ξ|) ∀(x, u, ξ) ∈ Ω× R+ × R
N
where ai ∈ L
∞(Ω), ai > c > 0 (i = 3, 4), f and g are positive, non-
decreasing, continuous functions in R+, satisfying f(0) = g(0) = 0
and ∫ ∞
1
t−
2N
N−1 f(t)dt <∞,
∫ ∞
1
t−
2N+1
N g(t)dt <∞.
The uniqueness of the problem remains open. However, if µ is con-
centrated at a point on the boundary and the functions ai (i = 1, 2, 3)
are positive constants, we prove that the solution of (1.8) is unique.
Theorem B. Assume either H satisfies (1.6) with 0 < N(p+ q− 1) <
p + 1 or H satisfies (1.7) with mp,q < pc. Then for any k > 0, there
exists a unique positive solution to (1.8) with µ = kδ0, denoted by u
Ω
k,0,
where δ0 is the Dirac mass concentrated at the origin 0. Moreover,
(1.13) uΩk,0(x) = kP
Ω(x, 0)(1 + o(1)) as x→ 0.
and there exists dk > 0 such that
(1.14) dkP
Ω(x, 0) < u(x) < kPΩ(x, 0) ∀x ∈ Ω,
The solutions uΩk,0 are called weakly singular solutions. It follows
from (1.13) that the sequence {uΩk,0} is increasing. Hence, it is inter-
esting to study the limit of this sequence. In order to state the result
involving the limit, we define the class of strongly singular solutions
(see the definition of the boundary trace tr∂Ω in section 3.2)
(1.15)
UΩ0 := {u ∈ C
2(Ω) positive solution of (1.1) with tr∂Ω(u) = ({0}, 0)}.
Theorem C. Under the assumptions of theorem B, the function uΩ∞,0 :=
limk→∞ u
Ω
k,0 is the minimal element of U
Ω
0 .
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The asymptotic behavior of uΩ∞,0 can be obtained due to the study
solution of
(1.16)
{
−∆u +H(x, u,∇u) = 0 in RN+
u = 0 on ∂RN+ \ {0}
under the separate form u(x) = r−βω(σ) where β > 0, r = |x| and
σ = x
|x|
∈ SN−1+ . Denote by ∇
′ and ∆′ the covariant derivative on
SN−1 identified with the tangential derivative and the Laplace-Beltrami
operator on SN−1 respectively.
When H satisfies (1.6), by plugging u = r−βω(σ) into (1.16) we de-
duce that
(1.17) β = β1 :=
2− q
p+ q − 1
and ω satisfies
(1.18) −∆′ω + F1(ω,∇
′ω) = 0 in SN−1+ , ω = 0 on ∂S
N−1
+
where F1(s, ξ) := s
p(β21 s
2 + |ξ|2)
q
2 − β1(β1 + 2−N)s with s ∈ R+ and
ξ ∈ RN .
When H satisfies (1.7) we deduce that
(1.19) β = β2 :=
2
mp,q − 1
where mp,q is defined in (1.10). Moreover if p =
q
2−q
then ω satisfies
(1.20) −∆′ω + F2(ω,∇
′ω) = 0 in SN−1+ , ω = 0 on ∂S
N−1
+
where F2(s, ξ) := s
p + α3(β
2
2 s
2+ |ξ|2)
q
2 − β2(β2 + 2−N)s with s ∈ R+
and ξ ∈ RN . When p > q
2−q
, we consider
(1.21) −∆′ω + F3(ω,∇
′ω) = 0 in SN−1+ , ω = 0 on ∂S
N−1
+
where F3(s, ξ) := s
p − β2(β2 + 2 − N)s with s ∈ R+. When p <
q
2−q
,
we consider
(1.22) −∆′ω + F4(ω,∇
′ω) = 0 in SN−1+ , ω = 0 on ∂S
N−1
+
where F4(s, ξ) := α3(β
2
2 s
2 + |ξ|2)
q
2 − β2(β2 + 2−N)s with s ∈ R+ and
ξ ∈ RN .
Denote by Ei (i = 1, 4) the set of positive solutions in C
2(SN−1+ ) of
(1.23) −∆′ω + Fi(ω,∇
′ω) = 0 in SN−1+ , ω = 0 on ∂S
N−1
+ .
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Theorem D. i) If H satisfies (1.6) with 0 < N(p + q − 1) < p + 1
then E1 6= ∅. Moreover, if p ≥ 1 then there exists a unique solution ω
∗
1
of (1.18), namely E1 = {ω
∗
1}. In addition, U
Ω
0 = {u
Ω
∞,0} and
(1.24) lim
Ω ∋ x→ 0
x
|x|
= σ ∈ SN−1+
|x|β1uΩ∞,0(x) = ω
∗
1(σ)
locally uniformly on SN−1+ .
ii) If H satisfies (1.7) with mp,q < pc then there Ei = {ω
∗
i } where i = 2
if p = q
2−q
, i = 3 if p > q
2−q
, i = 4 if p < q
2−q
. In addition, UΩ0 = {u
Ω
∞,0}
and
(1.25) lim
Ω ∋ x→ 0
x
|x|
= σ ∈ SN−1+
|x|β2uΩ∞,0(x) = ω
∗
i (σ)
locally uniformly on SN−1+ .
Remark. Notice that when H satisfies (1.6) or H satisfies (1.7) with
p = q
2−q
, the equation (1.1) is unvariant under an appropriate similarity
transformation. However, it is not that case when H satisfies (1.7) with
p 6= q
2−q
; in this situation, there is a competition between up and |∇u|q.
The theorem D shows that when p > q
2−q
, the term up plays a dominant
role and hence the solution uΩ∞,0 behaves like u
Ω
p,∞,0 near 0 where u
Ω
p,∞,0
is the solution of
(1.26) −∆u+ up = 0 in Ω, tr∂Ω(u) = ({0}, 0).
Otherwise, when p < q
2−q
, |∇u|q is the dominant term and therefore
uΩ∞,0 behaves like u
Ω
q,∞,0 near 0 where u
Ω
q,∞,0 is the solution of
(1.27) −∆u+ |∇u|q = 0 in Ω, tr∂Ω(u) = ({0}, 0).
As a consequence, we provide a full characterization of isolated sin-
gularities at the origin 0.
Theorem E Assume either H satisfies (1.6) with 0 < N(p+ q − 1) <
p + 1 and p ≥ 1 or H satisfies (1.7) with mp,q < pc. Let u ∈ C(Ω \
{0})∩C2(Ω) be a nonnegative solution of (1.1) vanishing on ∂Ω\ {0}.
Then
• either u ≡ 0,
• or there exists k > 0 such that u(x) = uΩk,0 = kP
Ω(x, 0)(1+o(1))
as x→ 0,
• or u(x) = uΩ∞,0, the unique element of U
Ω
0 , and the asymptotic
behavior of u near 0 is given either in (1.24) or in (1.25) ac-
cording to the assumptions on H.
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On the contrary, we show that isolated boundary singularities are
removable in the critical and supercritical case. More precisely,
Theorem F Assume either H satisfies (1.6) with N(p+ q−1) ≥ p+1
or H satisfies (1.7) with mp,q ≥ pc. If u ∈ C(Ω \ {0}) ∩ C
2(Ω) is a
nonnegative solution of (1.1) vanishing on ∂Ω \ {0} then u ≡ 0.
When H satisfies (1.6), the proof of Theorem F is divided into three
cases. The case N(p+ q−1) > p+1 is treated due to a priori estimate
for solutions with isolated singularity at 0. The critical case is more
delicate: we first prove removability result for Ω = RN+ and then by
using regularity results up to boundary (see [7]) we get the assertion
when Ω is bounded. Finally, when q = 2, thanks to a change of un-
known, we deduce that u ≡ 0. When H satisfies (1.7), the removabilty
result for (1.1) is derived from the one for (1.2) and (1.4).
The paper is organized as follows. In section 2, we establish some
estimates on positive solution of (1.1) and its gradient, and recall some
estimates concerning weak Lp space which play a key role in proving
the existence of solutions with bounded boundary measure data in the
subcritical case. Section 3 is devoted to the proof of Theorem A and
to investigate the notion of boundary trace. In section 4, we provide
a complete description of isolated singularities (Theorem B, Theorem
C, Theorem D and Theorem E). Finally, in section 5, we give proof of
removability result (Theorem F).
Throughout the present paper, we denote by c, C, c1, c2,...positive
constants which may vary from line to line. If necessary the dependence
of these constants will be made precise.
2. Preliminaries
The following comparison principle can be found in [4, Theorem 9.2].
Proposition 2.1. Assume H : Ω × R+ × R
N → R+ is nondecreasing
with respect to u for any (x, ξ) ∈ Ω × RN , continuously differentiable
with respect to ξ and H(x, 0, 0) = 0. Let u1, u2 ∈ C
2(Ω)∩C(Ω) be two
nonnegative solution of (1.1). If
−∆u1 +H(x, u1,∇u1) ≤ −∆u2 +H(x, u2,∇u2) in Ω
and u1 ≤ u2 on ∂Ω. Then u1 ≤ u2 in Ω.
Next, for δ > 0, we set
Ωδ = {x ∈ Ω : ρ(x) < δ}, Dδ = {x ∈ Ω : ρ(x) > δ},
Σδ = ∂Dδ = {x ∈ Ω : ρ(x) = δ}, Σ = ∂Ω.
Since Ω is of class C2, there exists δ0 > 0 such that
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i) For every x ∈ Ωδ0 , there exists a unique point σ(x) ∈ ∂Ω such that
x = σ(x)− ρ(x)nσ(x) where nσ(x) is the outward unit normal vector to
∂Ω at σ(x).
ii) The mappings x 7→ ρ(x) and x 7→ σ(x) belong to C2(Ωδ0) and
C1(Ωδ0) respectively. Moreover, limx→σ(x)∇ρ(x) = −nσ(x) and |∇ρ| =
1 in Ωδ0 .
As a consequence of Proposition 2.1, we deduce a priori estimate
Proposition 2.2. Assume H satisfies (1.6) with p ≥ 0, 0 ≤ q < 2,
p+ q > 1. Let u ∈ C2(Ω) be a positive solution of equation (1.1). Then
(2.1) u(x) ≤ Λ1 ρ(x)
−β1 +max{u(x) : x ∈ Dδ0}, ∀x ∈ Ω,
(2.2) u(x) ≤ Λ1ρ(x)
−β1 + Λ′1 ‖u‖L1(D δ0
2
) ∀x ∈ Ω,
(2.3) |∇u(x)| ≤ Λ˜1 ρ(x)
−β1−1 ∀x ∈ Ω
where β1 is defined in (1.17), Λ
′
1 = Λ
′
1(N, δ0), Λ˜1 = Λ˜1(N, p, q,Ω, ‖u‖L1(D δ0
2
))
and
(2.4) Λ1 =
(
β1 + 2
βq−11
) 1
p+q−1
.
Proof. Proof of (2.1). Put Mδ0 = max{u(x) : x ∈ Dδ0}. For each
δ ∈ (0, δ0), we set wδ(x) = Λ1(ρ(x)− δ)
−β1 +Mδ0 for x ∈ Dδ. We can
choose δ0 < ‖∆ρ‖
−1
L∞(Ω). By a computation, we obtain in Ωδ0 \ Ωδ,
−∆wδ + w
p
δ |∇wδ|
q > 0.
Since wδ ≥ u on Σδ ∪ Σδ0 , by comparison principle Proposition 2.1,
u ≤ wδ in Ωδ0 \ Ωδ. Letting δ → 0 leads to the conclusion.
Proof of (2.2). The estimate (2.2) follows from (2.1) and [20, Theorem
1.1].
Proof of (2.3). Fix x0 ∈ Ω 3δ0
4
and set
d0 =
1
3
ρ(x0), M0 = max{u(x) : x ∈ B2d0(x0)},
u0(y) =
u(x)
M0
, y =
1
d0
x ∈ B2(y0), y0 =
1
d0
x0.
Then max{u0(y) : y ∈ B2(y0)} = 1 and u0 satisfies
−∆u0 +M
p+q−1
0 d
2−q
0 u
p
0|∇u0|
q = 0
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in B2(y0). It follows from [11] that there exists a positive constant c =
c(N, p, q, δ0, ‖u‖L1(D δ0
2
)) such that maxB1(y0) |∇u0| ≤ c. Consequently,
max
B1(y0)
|∇u| ≤
c
d0
max
B2(y0)
u.
Therefore, we deduce (2.3). 
By an analogous argument, we obtain
Proposition 2.3. Assume H satisfies (1.7) with p > 1, 1 < q < 2.
Let u ∈ C2(Ω) be a positive solution of equation (1.1). Then
(2.5) u(x) ≤ Λ2ρ(x)
−β2 + Λ′2 ‖u‖L1(D δ0
2
)
(2.6) |∇u(x)| ≤ Λ˜2 ρ(x)
−β2−1 ∀x ∈ Ω
where β2 is defined in (1.19), Λ2 = Λ2(p, q), Λ
′
2 = Λ
′
2(N, δ0) and Λ˜2 =
Λ˜2(N, p, q,Ω, ‖u‖L1(D δ0
2
)).
Remark. If H satisfies (1.7) with p ≥ q
2−q
then (2.5) can be improved.
Indeed, it follows from Keller-Osserman estimate that there exists a
constant CN,p depending only on N and p such that
u(x) ≤ CN,p ρ(x)
−β2 ∀x ∈ Ω.
Denote by GΩ (resp. PΩ) the Green kernel (resp. the Poisson kernel)
in Ω, with corresponding operators GΩ (resp. PΩ). We also denote
by Mρα(Ω), α ∈ [0, 1], the space of Radon measures µ on Ω satisfying∫
Ω
ρα(x)d|µ| < ∞, by M(∂Ω) the space of bounded Radon measures
on ∂Ω and by M+(∂Ω) the positive cone of M(∂Ω).
Denote Lpw(Ω; τ), 1 ≤ p <∞, τ ∈M+(Ω), the weak L
p space defined
as follows: a measureable function f in Ω belongs to this space if there
exists a constant c such that
(2.7) λf(a; τ) := τ({x ∈ Ω : |f(x)| > a}) ≤ ca
−p, ∀a > 0.
The function λf is called the distribution function of f (relative to τ).
For p ≥ 1, denote
Lpw(Ω; τ) = {f Borel measurable : sup
a>0
apλf (a; τ) <∞}
and
(2.8) ‖f‖∗Lpw(Ω;τ) = (sup
a>0
apλf(a; τ))
1
p .
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The ‖.‖Lpw(Ω;τ) is not a norm, but for p > 1, it is equivalent to the norm
(2.9)
‖f‖Lpw(Ω;τ) = sup
{∫
ω
|f |dτ
τ(ω)1/p′
: ω ⊂ Ω, ω measurable , 0 < τ(ω) <∞
}
.
More precisely,
(2.10) ‖f‖∗Lpw(Ω;τ) ≤ ‖f‖Lpw(Ω;τ) ≤
p
p− 1
‖f‖∗Lpw(Ω;τ)
The following usefull estimates involving Green and Poisson operators
can be found in [3] (see also [18], [21] and [22]).
Proposition 2.4. For any α ∈ [0, 1], there exist a positive constant c1
depending on α, Ω and N such that
(2.11)∥∥GΩ[ν]∥∥
L1(Ω)
+
∥∥GΩ[ν]∥∥
L
N+α
N+α−2
w (Ω;ραdx)
+
∥∥∇GΩ[ν]∥∥
L
N+α
N+α−1
w (Ω;ραdx)
≤ c1 ‖ν‖Mρα(Ω) ,
(2.12)∥∥PΩ[µ]∥∥
L1(Ω)
+
∥∥PΩ[µ]∥∥
L
N
N−1
w (Ω)
+
∥∥∇PΩ[µ]∥∥
L
N+1
N
w (Ω;ρdx)
≤ c1 ‖µ‖M(∂Ω) ,
for any ν ∈Mρα(Ω) and any µ ∈M(∂Ω) where
‖ν‖
Mρα(Ω)
:=
∫
Ω
ρα(x)d|ν| and ‖µ‖
M(∂Ω) =
∫
∂Ω
d|µ|.
3. Boundary value problem with measures and boundary
trace
3.1. The Dirichlet problem. We first prove a regularity result in the
subcritical case.
Lemma 3.1. Assume either H satisfies (1.6) with 0 < N(p + q −
1) < p + 1 or H satisfies (1.7) with mp,q < pc. Let u be a positive
solution of (1.1) (in the sense of distribution) satisfying u ∈ Lsloc(Ω)
for any 1 < s < N+1
N−1
and |∇u| ∈ Lrloc(Ω) for any 1 < r <
N+1
N
. Then
u ∈ C2(Ω).
Proof. We provide here the proof in the case H satisfies (1.6). The
case H satisfies (1.7) follows by some modifications.The proof is based
on bootstrap argument. We put f = −up |∇u|q. Let s1 > 1 (s1 will be
determined later on) and K ⊂⊂ Ω. By Holder inequality, for r1 > 1
(will be made precise later),
(3.1)
∫
K
|f |s1 dx ≤
(∫
K
ups1r1dx
) 1
r1
(∫
K
|∇u|qs1r
′
1 dx
) 1
r′1
.
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We will choose s1 and r1 such that (N−1)ps1r1 ≤ N+1 and Nqs1r
′
1 ≤
N + 1. It is sufficient to choose s1 and r1 such that
1 < s1 <
N + 1
p(N − 1) + qN
and
N + 1
N + 1− qNs1
< r1 <
N + 1
p(N − 1)s1
.
Since u ∈ W 1,sloc (Ω) for any 1 < s <
N+1
N
, by Sobolev imbedding, u ∈
Ls1loc(Ω). It follows from interior regularity result for elliptic equations
that u ∈ W 2,s1loc (Ω). Again, by Sobolev imbedding, u ∈ L
Ns1
N−2s1
loc (Ω) and
|∇u| ∈ L
Ns1
N−s1
loc (Ω) if s1 <
N
2
.
Next, let s2 > 1 (will be determined later on). By Holder inequality,
for r2 > 1 (will be made precise later), (3.1) remains true with s1 and
r1 replaced by s2 and r2 respectively. We will choose s2 and r2 such
that (N − 2s1)ps2r ≤ Ns1 and (N − s1)qs2r
′ ≤ Ns1. It is sufficient to
choose s2 and r2 such that
1 <
(N + 1)s1
p(N − 1) + qN
< s2 <
Ns1
p(N − 2s1) + q(N − s1)
Ns1
Ns1 − q(N − s1)s2
< r2 <
Ns1
p(N − 2s1)s2
.
Then
s2 − s2 >
N + 1− p(N − 1)− qN
p(N − 1) + qN
> 0.
We can choose s2 close
(N+1)s1
p(N−1)+qN
enough that u ∈ Ls2loc(Ω); hence u ∈
W 2,s2loc (Ω). By Sobolev imbedding, u ∈ L
Ns1
N−2s2
loc (Ω) and |∇u| ∈ L
Ns1
N−s2
loc (Ω)
if s2 <
N
2
. Next by iterating the process, we can define a sequence {sk}
such that u ∈ W 2,skloc (Ω) and
sk > 1 + k
N + 1− p(N − 1)− qN
p(N − 1) + qN
.
Hence we can find k0 large enough such that sk0 > N and u ∈ W
2,sk0
loc (Ω).
By Sobolev imbedding, u ∈ C2(Ω). 
We now turn to the
Proof of Theorem A. We deal with the case when H satisfies (1.6).
The case H satisfies (1.7) is simpler and can be treated in a similar
way.
Let {µn} be a sequence of positive functions in C
1(∂Ω) such that
{µn} converges to µ in the weak sense of measures and ‖µn‖L1(∂Ω) ≤
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c2 ‖µ‖M(∂Ω) for all n, where c2 is a positive constant independent of n.
Consider the following problem
(3.2)
{
−∆v + (v + PΩ[µn])
p|∇(v + PΩ[µn])|
q = 0 in Ω
v = 0 on ∂Ω.
It is easy to see that 0 and −PΩ[µn] are respectively supersolution and
subsolution of (3.2). By [10, Theorem 6.5] there exists a solution vn ∈
W 2,p(Ω) with 1 < p <∞ to problem (3.2) satisfying −PΩ[µn] ≤ vn ≤ 0.
Thus un = vn + P
Ω[µn] is a solution of
(3.3)
{
−∆un + u
p
n |∇un|
q = 0 in Ω
un = µn on ∂Ω.
By the maximum principle, such solution is the unique solution of (3.3).
Assertion 1: {un} and {|∇un|} remain uniformly bounded respec-
tively in L
N
N−1
w (Ω) and L
N+1
N
w (Ω; ρdx).
Let ξ be the solution to
(3.4) −∆ξ = 1 in Ω, ξ = 0 on ∂Ω,
then there exists a constant c3 > 0 such that c
−1
3 < −
∂ξ
∂n
< c3 on ∂Ω
and c−13 ρ ≤ ξ ≤ c3ρ in Ω. By multiplying the equation in (3.3) by ξ
and integrating on Ω, we obtain
(3.5)
∫
Ω
undx+
∫
Ω
upn |∇un|
q ρdx ≤ c4 ‖µ‖M(∂Ω)
where c4 is a positive constant independent of n. From Proposition 2.4
and by noticing that un ≤ P
Ω[µn], we get
(3.6)
‖un‖
L
N
N−1
w (Ω)
≤
∥∥PΩ[µn]∥∥
L
N
N−1
w (Ω)
≤ c1 ‖µn‖L1(∂Ω) ≤ c1c2 ‖µ‖M(∂Ω) .
Set fn = −u
p
n |∇un|
q then fn ∈ L
1
ρ(Ω) and un satisfies −∆un = fn in
Ω, un = 0 on ∂Ω. Again, from Proposition 2.4 and (3.5), we derive
that
(3.7) ‖∇un‖
L
N+1
N
w (Ω,ρdx)
≤ c1
(
‖fn‖L1ρ(Ω) + ‖µn‖L1(∂Ω)
)
≤ c′4 ‖µ‖M(∂Ω)
where c′4 is a positive constant depending only on Ω and N . Thus the
assertion 1 follows from (3.6) and (3.7).
By regularity results for elliptic equations [13], there exist a subse-
quence, still denoted by {un}, and a function u such that {un} and
{|∇un|} converges to u and |∇u| a.e. in Ω.
Assertion 2: {un} converges to u in L
1(Ω).
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Indeed, since un ∈ L
N
N−1
w (Ω), it follow from (2.9) that if G ⊂ Ω be a
Borel subset, then
(3.8)
∫
G
undx ≤ |G|
1
N ‖un‖
L
N
N−1
w (Ω)
≤ c1c2|G|
1
N ‖µ‖
M(∂Ω) .
Hence {un} is uniformly integrable. Therefore the assertion 2 follows
from Vitali’s convergence theorem.
Assertion 3: {upn|∇un|
q} converges to up|∇u|q in L1ρ(Ω).
Indeed, let G be a Borel in Ω, ℓ > 0, λ > 0 and write
(3.9)
∫
G
upn|∇un|
qρdx = I1 + I2 + I3 + I4
where
(3.10)
I1 :=
∫
G∩{x:un≤ℓ,|∇un(x)|≤λ}
upn|∇un|
qρ dx,
I2 :=
∫
G∩{x:un>ℓ,|∇un(x)|≤λ}
upn|∇un|
qρ dx
I3 :=
∫
G∩{x:un≤ℓ,|∇un(x)|>λ}
upn|∇un|
qρ dx,
I4 :=
∫
G∩{x:un>ℓ,|∇un(x)|>λ}
upn|∇un|
qρ dx.
We first notice that
(3.11) I1 ≤ ℓ
pλq
∫
G
ρdx.
Next put An(t) = {x ∈ Ω : un > t}, t > 0 and an(t) =
∫
An(t)
ρdx.
Since 0 ≤ un ≤ P
Ω[µn] and P
Ω[µn] ∈ L
N+1
N−1
w (Ω; ρdx), it follows that
un ∈ L
N+1
N−1
w (Ω; ρdx) . By (2.8) and (2.10), we get
an(t) ≤ t
−N+1
N−1 (‖un‖
∗
L
N+1
N−1
w (Ω;ρdx)
)
N+1
N−1 ≤ t−
N+1
N−1 (‖un‖
L
N+1
N−1
w (Ω;ρdx)
)
N+1
N−1 .
Combining the above inequality with (2.12) yields
(3.12) an(t) ≤ t
−N+1
N−1 (c1c2 ‖µ‖M(∂Ω))
N+1
N−1 := c5t
−N+1
N−1 .
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By integration by part and (3.12), we obtain∫
{x∈Ω:un>ℓ}
upn ρ dx = −
∫ ∞
ℓ
tpdan(t) = ℓ
pan(ℓ) + p
∫ ∞
ℓ
an(t)t
p−1dt
≤ ℓpan(ℓ) + c5p
∫ ∞
ℓ
tp−1−
N+1
N−1dt
≤
c5(N + 1)
N + 1− p(N − 1)
ℓp−
N+1
N−1
Hence
I2 ≤
c5(N + 1)
N + 1− p(N − 1)
λqℓp−
N+1
N−1 .
If λ = ℓ
N
N−1 then
(3.13) I2 ≤
c5(N + 1)
N + 1− p(N − 1)
ℓ
p(N−1)+qN−(N+1)
N−1 .
Similarly, we get
(3.14) I3 ≤
c6(N + 1)
N + 1− qN
ℓ
p(N−1)+qN−(N+1)
N−1 .
Fix r such that
(3.15)
N + 1
N + 1− qN
< r <
N + 1
p(N − 1)
then by Holder inequality,
I4 ≤
(∫
{x:un>ℓ}
uprdx
) 1
r
(∫
{x:|∇un|>λ}
|∇u|qr
′
dx
) 1
r′
.
Due to the choice of r in (3.15), r′ < N+1
Nq
where 1
r
+ 1
r′
= 1. Therefore
(3.16) I4 ≤ c7ℓ
p− N+1
(N−1)r λq−
N+1
Nr′ = c7ℓ
p(N−1)+qN−(N+1)
N−1
where c7 = c5(N+1)(N+1−pr(N−1))
−r(N+1−qr′N)−r
′
. Combining
(3.9), (3.11)-(3.16) yields
(3.17)
∫
G
upn|∇un|
qρdx ≤ ℓ
p(N−1)+qN
N−1
∫
G
ρdx+ c8ℓ
p(N−1)+qN−(N+1)
N−1 .
For any ε > 0, since p(N − 1) + qN < N + 1, we fix ℓ large enough
that the second term on the right-hand side of (3.17) is smaller than
ε
2
. Therefore,∫
G
ρ dx <
ε
2
ℓ−
p(N−1)+qN
N−1 =⇒
∫
G
upn|∇un|
qρdx < ε.
Thus the assertion 3 is a consequence of Vitali’s convergence theorem.
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For every ζ ∈ C20(Ω), we have
(3.18)
∫
Ω
(−un∆ζ + u
p
n |∇un|
q ζ)dx = −
∫
∂Ω
µn
∂ζ
∂n
dS.
From assertion 2 and assertion 3, by taking into account that |ζ | ≤ cρ
in Ω, we can pass to the limit in each term in (3.18) and obtain (1.9);
so u is a solution of (1.8).By Proposition 2.4 u ∈ L
N
N−1
w (Ω) and |∇u| ∈
L
N+1
N
w (Ω; ρdx).
Next, let {µn} be a sequence of positive bounded measures on ∂Ω
which converges to a positive bounded µ in the weak sense of measures
and {uµn} is be a sequence of corresponding solutions of (3.3). Then by
using the same argument as in assertion 2 and assertion 3, we deduce
that there exists a subsequence such that {uµnk} converges to a solution
uµ of (1.8) in L
1(Ω) and {H(x, uµnk ,∇uµnk )} converges to H(x, u,∇u)
in L1ρ(Ω). 
A variant of the stability result in theorem A is the following
Corollary 3.2. Assume either H satisfies (1.6) with 0 < N(p+q−1) <
p+ 1 or H satisfies (1.7) with mp,q < pc. Let {δn} be a decreasing se-
quence converging to 0, µ is a bounded positive measure on ∂Ω and {µn}
is a sequence of bounded positive measure on Σδn converging to µ in the
weak sense of measures and {uµn} be a sequence of corresponding solu-
tions of (3.3) in Dδn. Then there exists a subsequence such that {uµnk}
converges in L1(Ω) to a solution uµ of (1.8) and {H(x, uµnk ,∇uµnk )}
converges to H(x, u,∇u) in L1ρ(Ω).
Proof. As above, we consider the case H satisfies (1.6) because the
case H satisfies (1.7) follows by similar argument. We extend uµn
and |∇uµn| by zero outside Dδn and still denote them by the same
expressions. By regularity results for elliptic equations [13], there exist
a subsequence, still denoted by {uνn}, and a function u such that {uµn}
and {|∇uµn |} converges to u and |∇u| a.e. in Ω. Let G ⊂ Ω be a Borel
set and put Gn = G∩Dδn . By using similar argument as in assertion 2
in the proof of theorem A, thanks to the estimate ||PΩ[µ]|
Σδn
||L1(Σδn ) ≤
c7 ‖µ‖M(Σ), we derive
(3.19)∫
Gn
uµndx ≤ |Gn|
1
N ‖uµn‖
L
N
N−1
w (Dδn )
≤ c1c2|Gn|
1
N
∥∥∥PΩ[µ]|Σδn
∥∥∥
L1(Σδn )
≤ c1c2c7|G|
1
N ‖µ‖
M(Σ) .
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Hence, {uµn} is uniformly integrable. Therefore, due to Vitali’s con-
vergence theorem, up to a subsequence,{uµn} converges to u in L
1(Ω).
Set ρn(x) := (ρ(x)−δn)+. By using a similar argument as in Assertion
3 of the proof of Theorem A and taking into account that
∫
Gn
ρndx ≤∫
G
ρdx, we obtain that for any ε > 0 there exists ℓ > 0 large enough,
independent of n, such that
(3.20)
∫
Gn
ρndx <
ε
2
ℓ−
p(N−1)+qN
N−1 =⇒
∫
Gn
upµn |∇uµn|
qρndx < ε.
Therefore, by Vitali’s convergence, up to a subsequence, {upµn |∇uµn|
q}
converges to up|∇u|q in L1ρ(Ω).
Finally, if ζ ∈ C20 (Ω) we denote by ζn the solution of
(3.21) −∆ζn = −∆ζ in Dδn , ζn = 0 on ∂Dδn .
Then ζn ∈ C
2
0 (Ωδn), ζn → ζ in C
2(Ω) and supn ‖ζn‖C2(Ωδn ) < ∞.
Furthermore,
(3.22)
∫
Dδn
(−uµn∆ζn + u
p
µn |∇uµn|
q ζn)dx = −
∫
Σδn
∂ζn
∂n
dµn
By letting n→∞, we deduce that u is a solution of (1.8). 
Remark. Let µ ∈ M+(∂Ω) and u is a positive solution of (1.8). It
follows from Proposition 2.2 that there exists a constant c depending
on N , p, q, Ω and ‖µ‖
M(∂Ω) such that
(3.23) u(x) ≤ cρ(x)−β1 ∀x ∈ Ω,
(3.24) |∇u(x)| ≤ cρ(x)−β1−1 ∀x ∈ Ω.
Definition 3.3. A nonnegative superharmonic function is called a ∆-
potential if its largest harmonic minorant is zero.
Proposition 3.4. Assume either H satisfies (1.6) with 0 < N(p+ q−
1) < p + 1 or H satisfies (1.7) with mp,q < pc. Let µ ∈ M+(∂Ω). If u
is a positive solution of (1.8) then
(3.25) lim
x→y
u(x)
PΩ[µ](x)
= 1 non− tangentially, µ− a.e.
Proof. Put vµ = P
Ω[µ] − u then vµ > 0 and −∆vµ = u
p
µ|∇uµ|
q ≥ 0
in Ω. It means vµ is a positive superharmonic function in Ω. By
Riesz Representation Theorem (see [12]), vµ can be written as follows:
vµ = vh + vp where vh is a nonnegative harmonic function and vp is a
∆-potential (see [12] for more details). Since the boundary trace of vµ
is a zero measure, it follows the boundary trace of vh and vp is zero
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measure. Hence vh = 0 in Ω, therefore vµ = vp. By [12, Theorem 2.11
and Lemma 2.13], we derive (3.25). 
3.2. Boundary trace.
Definition 3.5. A positive solution u of (1.1) is moderate is u ∈
L1(Ω) and H(., u,∇u) ∈ L1ρ(Ω).
It’s clear to see that
Proposition 3.6. The following statements are equivalent
i) u is a moderate solution of (1.1).
ii) There exists µ ∈M+(∂Ω) such that u is a solution of (1.8).
iii) u is bounded from above by an harmonic function in Ω.
Definition 3.7. Assume µ ∈ M(Σ) and µδ ∈ M(Σδ) for each δ ∈
(0, δ0). We say that µδ → µ as δ → 0 in the sense of weak convergence
of measures if
(3.26) lim
δ→0
∫
Σδ
φ(σ(x))dµδ =
∫
Σ
φ dµ ∀φ ∈ Cc(Σ).
A function u ∈ C(Ω) of (1.1) possesses a measure boundary trace
µ ∈M(Σ) if
(3.27) lim
δ→0
∫
Σδ
φ(σ(x))u(x)dS =
∫
Σ
φ dµ ∀φ ∈ Cc(Σ).
Similarly, if A is a relatively open subset of Σ, we say that u possesses a
trace µ on A in the sense of weak convergence of measures if µ ∈M(A)
and (3.27) holds for every φ ∈ Cc(A).
By adapting the proof of [17, Cor 2.3] to (1.1), we obtain
Proposition 3.8. Let u ∈ C2(Ω) be a positive solution of (1.1). Sup-
pose that for some z ∈ ∂Ω there exists an open neighborhood U such
that
(3.28)
∫
U∩Ω
H(x, u,∇u)ρ dx <∞.
Then u ∈ L1(K ∩ Ω) for every compact set K ⊂ U and there exists a
positive Radon measure ν on Σ ∩ U such that
(3.29) lim
δ→0
∫
Σδ∩U
φ(σ(x))u(x)dS =
∫
Σ∩U
φ dν ∀φ ∈ Cc(Σ ∩ U).
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Definition 3.9. Let u ∈ C2(Ω) be a positive solution of (1.1). A
point z ∈ ∂Ω is a regular boundary point of u if there exists an open
neighborhood U of z such that (3.28) holds. The set of regular points
is denoted by R(u). Its complement S(u) = ∂Ω \ R(u) is called the
singular boundary set of u.
ClearlyR(u) is relatively open and there exists a positive Radon mea-
sure µ on R(u) such that u admits µ := µ(u) as a measure boundary
trace on R(u) and µ(u) is uniquely determined. The couple (S(u), µ)
is called the boundary trace of u and denoted by tr∂Ω(u).
Concerning S(u), we get the following result by employing [17, Lemma
2.8].
Proposition 3.10. Let u ∈ C2(Ω) be a positive solution of (1.1) with
the singular boundary set S(u). If z ∈ S(u) is such that there exists
an open neighborhood U of z such that u ∈ L1(U ∩ Ω), then for every
neighborhood V of z there holds
(3.30) lim
δ→0
∫
Σδ∩V
u dS =∞.
Theorem 3.11. Assume either H satisfies (1.6) with 0 < N(p + q −
1) < p + 1 or H satisfies (1.7) with mp,q < pc. If u ∈ C
2(Ω) is a
positive solution of (1.1), then (3.30) holds for every z ∈ S(u).
Proof. By translation we assume z = 0 ∈ S(u) and (3.30) does not
hold. We proceed by contradiction, assuming that there exists an open
neighborhood G of 0 such that
(3.31) lim inf
δ→0
∫
Σδ∩G
u dS <∞.
It follows from Proposition 3.10 that if U is a neighborhood of z then∫
Ω∩U
u dx = ∞, which leads to lim supδ→0
∫
Σδ∩U
u dS = ∞. For each
n ∈ N∗, we take U = B 1
n
(0). Then there exists a sequence {δn,m}m∈N
tending to 0 as m → ∞ such that limm→∞
∫
Σδn,m∩B 1
n
(0)
u dS = ∞.
Then, for any k > 0, there exists mk := mn,k ∈ N such that
(3.32) m ≥ mk =⇒
∫
Σδn,m∩B 1
n
(0)
udS ≥ k
and mn,k →∞ when n→∞. In particular there exists t := t(n, k) > 0
such that
(3.33)
∫
Σδn,mk
∩B 1
n
(0)
inf{u, t}dS = k.
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By the comparison principle u is bounded from below in Dδn,mk by the
solution v := vδn,mk of
(3.34)
{
−∆v +H(x, v,∇v) = 0 in Dδn,mk
v = inf{u, t} on Σδn,mk .
When n → ∞, inf{u, t(n, k)}dS converges in the weak sense of mea-
sures to kδ0. By Corollary 3.2 there exists a subsequence, still denoted
by {vδn,mk}n, such that vδn,mk → u
Ω
k,0 when n → ∞ where u
Ω
k,0 is the
unique solution of (4.7) and consequently u ≥ uΩk,0 in Ω. Therefore,
(3.35) lim inf
δ→0
∫
Σδ
uζ dS ≥ lim
δ→0
∫
Σδ
uΩk,0ζ dS = k
for any nonnegative ζ ∈ C∞(RN) such that ζ = 1 in a neighborhood
of 0. Since k is arbitrary we obtain
(3.36) lim inf
δ→0
∫
Σδ
u ζ dS =∞
which contradicts (3.31). 
4. Isolated boundary singularities
4.1. Weak singularities. Let us give useful estimates involving solu-
tions with isolated boundary singlarities which play a key role in the
proof of uniquess and removability results in the sequel.
Lemma 4.1. Assume u ∈ C(Ω\{0})∩C2(Ω) is a nonnegative solution
of (1.1) in Ω which vanishes on ∂Ω \ {0}.
i) Assume H satisfies (1.6). Then
(4.1) u(x) ≤ Λ1|x|
−β1 ∀x ∈ Ω,
(4.2) |∇u(x)| ≤ Λ3 |x|
−β1−1 ∀x ∈ Ω,
(4.3) u(x)| ≤ Λ˜3ρ(x) |x|
−β1−1 ∀x ∈ Ω
where Λ1 is defined in (2.4), Λ3 = Λ3(N, p, q,Ω) and Λ˜3 = Λ˜3(N, p, q,Ω)
.
ii) Assume H satisfies (1.7). Then
(4.4) u(x) ≤ Λ2|x|
−β2 ∀x ∈ Ω,
(4.5) |∇u(x)| ≤ Λ4 |x|
−β2−1 ∀x ∈ Ω,
(4.6) u(x)| ≤ Λ˜4ρ(x) |x|
−β2−1 ∀x ∈ Ω
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where Λ2 = Λ2(p, q), Λ4 = Λ4(N, p, q,Ω) and Λ˜4 = Λ˜4(N, p, q,Ω).
Proof. The proof is an adaptation of [19, Lemma 3.3 and Lemma
3.4]. We deal only with the case where H satisfies (1.6) since the case
H satisfies (1.7) can be treated in a similar way. For ǫ > 0, we set
Pǫ(r) =


0 if r ≤ ǫ
−r4
2ǫ3
+ 3r
3
ǫ2
− 6r
2
ǫ
+ 5r − 3ǫ
2
if ǫ < r < 2ǫ
r − 3ǫ
2
if r ≥ 2ǫ
and let uǫ be the extension of Pǫ(u) by zero outside Ω. There exists R0
such that Ω ⊂ BR0 . Since 0 ≤ P
′
ǫ(r) ≤ 1 and Pǫ is convex, uǫ ∈ C
2(RN)
and it satisfies −∆uǫ + u
p
ǫ |∇uǫ|
q ≤ 0. Furthermore uǫ vanishes in B
c
R0
.
For R ≥ R0 we set
Uǫ,R(x) = Λ1
(
(|x| − ǫ)−β1 − (R− ǫ)−β1
)
∀x ∈ BR \Bǫ,
then −∆Uǫ,R+U
p
ǫ,R|∇Uǫ,R|
q ≥ 0. Since uǫ vanishes on ∂BR and is finite
on ∂Bǫ it follows uǫ ≤ Uǫ,R in BR \Bǫ. Letting successively ǫ→ 0 and
R→∞ yields to (4.1).
For ℓ > 0, define T 1ℓ [u](x) = ℓ
β1u(ℓx), x ∈ Ωℓ := ℓ−1Ω. If x0 ∈ Ω,
we set R = |x0| and uR(x) = T
1
R[u](x). Then uR satisfies (1.1) in
ΩR. By (4.1), max{|uR(x)| :
1
2
≤ |x| ≤ 3
2
} ≤ 2β1Λ1. By [7, Theorem
1], there exists Λ3 = Λ3(N,Ω, p, q) such that max{|∇uR(x)| :
3
4
≤
|x| ≤ 5
4
} ≤ Λ3. In particular, |∇uR(x)| ≤ Λ3 with |x| = 1. Hence
|∇u(x0)| ≤ Λ3|x0|
−β1−1.
Finally, (4.3) follows from (4.1) and (4.2). 
Uniqueness can be obtained if µ is a bounded measure concentrated
at a point on ∂Ω.
Theorem 4.2. Assume either H satisfies (1.6) with 0 < N(p+q−1) <
p+ 1 or H satisfies (1.7) with mp,q < pc. Then for every k > 0, there
exists a unique solution, denoted by uΩk,0, of the problem
(4.7)
{
−∆u+H(x, u,∇u) = 0 in Ω
u = kδ0 on ∂Ω.
Moreover, uΩk,0(x) = k(1 + o(1))P
Ω(x, 0) as x → 0. Consequently the
mapping k 7→ uΩk,0 is increasing.
The existence of a solution to (4.7) is guaranteed by Theorem A. The
uniqueness is obtained due to the following lemma.
Lemma 4.3. Under the assumption of Theorem 4.2, let u be a solution
to (4.7). Then
(4.8) GΩ[H(., u,∇u)](x) = o(PΩ(x, 0)) as x→ 0.
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Proof. We prove (4.8) in the case H satisfies (1.6). The case H sat-
isfies (1.7) can be treated in a similar way.
Assertion: For every x ∈ Ω, there hold
(4.9) |∇u(x)| ≤ Λ5k |x|
−N
where Λ5 is a positive constant depending on N, p, q,Ω.
Indeed, since u is a solution of (4.7), it follows from the maximum
principle that u ≤ kPΩ(., 0) ≤ kcN |x|
1−N in Ω where cN is a positive
constant depending on N and Ω. By adapting argument in Lemma 4.1,
we obtain (4.9).
Next, it follows from Lemma 4.3 that
(4.10) GΩ[H(., u,∇u)](x) ≤ c8
∫
Ω
GΩ(x, y) |y|−(N−1)p−Nq dy ∀x ∈ Ω.
Since GΩ(x, y) ≤ c9ρ(x) |x− y|
−N min{|x− y| , ρ(y)} for every x, y ∈
Ω, x 6= y where c9 = c9(N,Ω) (see [18]), we deduce, for ǫ0 ∈ (0, 1), that
(4.11) GΩ(x, y) ≤ c9ρ(x)ρ(y)
1−ǫ0 |x− y|ǫ0−N ∀x, y ∈ Ω, x 6= y,
The above estimate, joint with (4.10), implies that
(4.12)
GΩ[H(., u,∇u)](x)
≤ c10 |x|
N PΩ(x, 0)
∫
RN
|x− y|ǫ0−N |y|1−(N−1)p−Nq−ǫ0 dy.
We fix ε0 such that 0 < ε0 < min {1, N + 1− (N − 1)p−Nq}. By the
following identity (see [8]),
(4.13)
∫
RN
|x− y|ε0−N |y|1−(N−1)p−Nq−ε0 dy = c11 |x|
N+1−(N−1)p−Nq
where c11 = c11(N, ε0), we obtain
G
Ω[H(., u,∇u)](x) ≤ α1c10c11 |x|
N+1−(N−1)p−Nq PΩ(x, 0).
Since N+1−(N−1)p−Nq > 0, by letting x→ 0, we obtain (4.8). 
Proof of Theorem 4.2. Let u be a solution of (4.7) then u(x) =
k PΩ(x, 0)−GΩ[H(., u,∇u)](x). From (4.8), we obtain
(4.14) u(x) = k(1 + o(1))PΩ(x, 0) as x→ 0,
which, along with the comparison principle, implies the uniqueness of
uΩk,0 and the monotonicity of k 7→ u
Ω
k,0. 
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Proposition 4.4. Assume either H satisfies (1.6) with 0 < N(p+ q−
1) < p + 1 or H satisfies (1.7) with mp,q < pc. Then for every k > 0,
there exists a positive constant dk depending on N , p, q, k and Ω such
that
(4.15) dkP
Ω(x, 0) < uΩk,0(x) < kP
Ω(x, 0) ∀x ∈ Ω.
Proof. The second inequality follows straightforward from compari-
son principle. In order to prove the first inequality, put A = {d > 0 :
d PΩ(., 0) < uΩk,0}. Suppose by contradiction that A = ∅. Then for
each n ∈ N, there exists a point xn ∈ Ω such that
(4.16) nuΩk,0(xn) < P
Ω(xn, 0).
Wemay assume that {xn} converges to a point x
∗ ∈ Ω. We deduce from
(4.16) that x∗ /∈ Ω. Thus x∗ ∈ ∂Ω. By Theorem 4.2, x∗ ∈ ∂Ω \ Bǫ(0)
for some ǫ > 0. Following the notations in Section 2, denote by σ(xn)
the projection of xn on ∂Ω. It follows from (4.16) that
uΩk,0(σ(xn))− u
Ω
k,0(xn)
ρ(xn)
>
1
n
PΩ(σ(xn), 0)− P
Ω(xn, 0)
ρ(xn)
.
By letting n → ∞, we obtain
∂uΩ
k,0
∂n
(x∗) ≥ 0 which contradicts Hopf
lemma. Thus A 6= ∅. Put dk = maxA. By combining (4.1) and
boundary Harnack inequality, we deduce that dk depends on N , p, q,
k and Ω. 
Proof of Theorem B.The proof follows from Theorem 4.2 and Propo-
sition 4.4. 
The next result give us existence and uniqueness of weakly singular
solution in the case that Ω is unbounded domain.
Theorem 4.5. Assume either H satisfies (1.6) with 0 < N(p+q−1) <
p + 1 or H satisfies (1.7) with mp,q < pc. Let either Ω = R
N
+ := {x =
(x′, xN ) : xN > 0} or ∂Ω be compact with 0 ∈ ∂Ω (Ω is possibly
unbounded). Then there exists a unique solution uΩk,0 to problem (4.7).
Proof. If ∂Ω is compact, for each n ∈ N large enough, ∂Ω ⊂ Bn(0).
We set Ωn = Ω ∩ Bn(0) and denote by u
Ωn
k,0 the unique solution of
(4.17)
{
−∆u +H(x, u,∇u) = 0 in Ωn
u = kδ0 on ∂Ωn.
Then by the maximum principle,
(4.18) uΩnk,0(x) ≤ kP
Ωn(x, 0) ∀x ∈ Ωn.
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Thus {uΩnk,0} increase to a function u
∗ which satisfies
(4.19) u∗(x) ≤ kPΩ(x, 0) ∀x ∈ Ω.
By regularity theory, {∇uΩnk,0}n converges locally uniformly in Ω\Bǫ(0)
for any ǫ > 0 when n → ∞, and thus u∗ ∈ C(Ω \ {0}) is a positive
solution of (4.7) in Ω vanishing on ∂Ω\{0}. The estimate (4.19) implies
that the boundary trace of u∗ is a Dirac measure at 0, which is in fact
kδ0 due to (4.14) for Ωn, (4.18) and (4.19). Uniqueness also follows
from these estimates. 
4.2. Strong singularities. Proof of Theorem C. By Theorem B
and Lemma 4.1, the sequence {uΩk,0} is nondecreasing and bounded
from above by either Λ1|x|
−β1 or Λ2|x|
−β2. Therefore {uΩk,0} increases
to a function uΩ∞,0. By regularity theory, u
Ω
∞,0 is a solution of (1.1)
vanishing on ∂Ω \ {0}. Moreover, since uΩ∞,0 ≥ u
Ω
k,0 for every k > 0,
tr∂Ω(u
Ω
∞,0) = ({0}, 0). If v ∈ U
Ω
0 then by using the argument as in
the proof of Theorem 3.11, we deduce that v ≥ uΩ∞,0. Hence u
Ω
∞,0 =
minUΩ0 . 
For any ℓ > 0 and any solution of (1.1), define
(4.20)
Ωℓ = ℓ−1Ω, T 1ℓ [u](x) = ℓ
β1u(ℓx), T 2ℓ [u](x) = ℓ
β2u(ℓx) ∀x ∈ Ωℓ.
Proposition 4.6. Let v ∈ C(Ω\{0})∩C2(Ω) be a nonnegative solution
of (1.1) vanishing on ∂Ω \ {0}.
1) Assume H satisfies (1.6). For each ℓ, put vℓ(x) = T
1
ℓ [v](x). Then,
up to a subsequence, {vℓ} converges in C
1
loc(R
N
+ \ {0}), as ℓ → 0, to a
solution of
(4.21) −∆u+ up|∇u|q = 0 in RN+ , u = 0 on ∂R
N
+ \ {0}.
2) Assume H satisfies (1.7). For each ℓ, put vℓ(x) = T
2
ℓ [v](x).
2.i) If p = q
2−q
then , up to a subsequence, {vℓ} converges in C
1
loc(R
N
+ \
{0}), as ℓ→ 0, to a solution of
(4.22) −∆u+ up + |∇u|q = 0 in RN+ , u = 0 on ∂R
N
+ \ {0}.
2.ii) If p > q
2−q
then , up to a subsequence, {vℓ} converges in C
1
loc(R
N
+ \
{0}), as ℓ→ 0, to a solution of
(4.23) −∆u+ up = 0 in RN+ , u = 0 on ∂R
N
+ \ {0}.
2.iii) If p < q
2−q
then , up to a subsequence, {vℓ} converges in C
1
loc(R
N
+ \
{0}), as ℓ→ 0, to a solution of
(4.24) −∆u+ |∇u|q = 0 in RN+ , u = 0 on ∂R
N
+ \ {0}.
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Proof. We first notice that if H satisfies either (1.6) or (1.7) with
p = q
2−q
then vℓ is a solution of (1.1) in Ω
ℓ which vanishes on ∂Ωℓ \{0}.
If H satisfies (1.7) with p > q
2−q
then vℓ satisfies
(4.25) −∆vℓ + v
p
ℓ + ℓ
p(2−q)−q
p−1 |∇vℓ|
q = 0 in Ωℓ, vℓ = 0 on ∂Ω
ℓ \ {0}.
If H satisfies (1.7) with p < q
2−q
then vℓ satisfies
(4.26) −∆vℓ + ℓ
q−(2−q)p
q−1 vpℓ + |∇vℓ|
q = 0 in Ωℓ, vℓ = 0 on ∂Ω
ℓ \ {0}.
Next, it follows from Lemma 4.1 and [7, Theorem 1] that for every
R > 1 there exists a positive numbers M = M(N, p, q, R) and γ =
γ(N, p, q) ∈ (0, 1) such that
(4.27)
sup{|vℓ(x)| + |∇vℓ(x)| : x ∈ ΓR−1,R ∩ Ω
ℓ}
+ sup
{
|∇vℓ(x)−∇vℓ(y)|
|x− y|γ
: x, y ∈ ΓR−1,R ∩ Ω
ℓ
}
≤ M
where Γt1,t2 := Bt2(0) \ Bt1(0) with 0 < t1 < t2. Notice that M and
γ are independent of ℓ ∈ (0, 1) because the curvature of ∂Ωℓ remains
uniformly bounded when 0 < ℓ < 1. Thus there exists a sequence {ℓn}
and a function vR
N
+ ∈ C1(RN+ \ {0}) such that {vℓn} converges to v
RN+
in C1loc(R
N
+ \ {0}) which is a solution of
(4.28)
{
−∆v +H(x, v,∇v) = 0 in RN+
v = 0 in ∂RN+ \ {0}
Moreover,
(4.29)
lim
n→∞
(sup{|(vℓn − v
RN+ )(x) + |∇(vℓn − v
RN+ )(x)| : x ∈ ΓR−1,R ∩Ω
ℓn}) = 0.

Proposition 4.7. Under the assumptions of Proposition 4.6, if v =
uΩ∞,0 then, up to a subsequence, {vℓ} converge to v
RN+
∞ where v
RN+
∞ is a
solution of
(4.30)


(4.21) if H satisfies (1.6)
(4.22) if H satisfies (1.7) with p = q
2−q
(4.23) if H satisfies (1.7) with p > q
2−q
(4.24) if H satisfies (1.7) with p < q
2−q
with boundary trace tr∂Ω(v
RN+
∞ ) = ({0}, 0).
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Moreover, if H satisfies (1.7) then {vℓ} converges to

u
RN+
p,∞,0 if p >
q
2−q
where u
RN+
p,∞,0 is the solution of (1.26) with Ω = R
N
+ ,
u
RN+
q,∞,0 if p <
q
2−q
where u
RN+
q,∞,0 is the solution of (1.27) with Ω = R
N
+ .
Proof. Since vℓ ≥ u
Ωℓ
k,0 for every ℓ > 0, k > 0, v
RN+ ≥ u
RN+
k,0 for every
k > 0. Hence tr∂Ω(v
RN+ ) = ({0}, 0).
If H satisfies (1.7) with p 6= q
2−q
then by uniqueness of strongly sin-
gular solution (see [17] and [19]) either U
RN+
0 = {u
RN+
p,∞,0} if p >
q
2−q
or
U
RN+
0 = {u
RN+
q,∞,0} if p <
q
2−q
. Therefore either vR
N
+ = u
RN+
p,∞,0 if p >
q
2−q
or vR
N
+ = u
RN+
q,∞,0 if p <
q
2−q
. 
We next study structure of the classes Ei (i = 1, 2, 3, 4) (Ei is defined
in (1.23)).
Theorem 4.8. i) Assume either H satisfies (1.6) with N(p+ q− 1) ≥
p + 1 or H satisfies (1.7) with mp,q ≥ pc. Then Ei = ∅ where i = 1 if
H satisfies (1.6), i = 2 if H satisfies (1.7) with p = q
2−q
, i = 3 if H
satisfies (1.7) with p > q
2−q
, i = 4 if H satisfies (1.7) with p < q
2−q
.
ii) Assume either H satisfies (1.6) with 0 < N(p + q − 1) < p + 1 or
H satisfies (1.7) with mp,q < pc. Then Ei 6= ∅ with i ∈ 1, 4 determined
in the statement i).
Proof. Notice that when H satisfies (1.7) with p 6= q
2−q
, the statement
i) and ii) have been proved in [17] and [19]. Moreover, if mp,q = pc then
Ei = {ω
∗
i } with i = 3 if p >
q
2−q
, i = 4 if p < q
2−q
. So we are left with
the case when H satisfies either (1.6) or H satisfies (1.7) with p = q
2−q
and we only give the proof for the case H satisfies (1.6).
Proof of statement i). Denote by ϕ1 the first eigenfunction of −∆
′ in
W 1,20 (S
N−1
+ ), normalized such that maxSN−1+
ϕ1 = 1, with corresponding
eigenvalue λ1 = N − 1. Multiplying (1.18) by ϕ1 and integrating over
SN−1+ , we get
[N − 1− β1(β1 + 2−N)]
∫
SN−1+
ω ϕ1dx
+
∫
SN−1+
ωp(β21 ω
2 + |∇′ω|2)
q
2ϕ1dx = 0.
Therefore if N − 1 ≥ β1(β1 + 2 − N), namely N(p + q − 1) ≥ p + 1,
then there exists no positive solution of (1.18).
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Proof of statement ii). The proof is based on construction a subsolution
and a supersolution to (1.18). By a computation, we can prove that
ω := θ1ϕ
θ2
1 is a positive subsolution of (1.18) with θ1 > 0 small and
1 < θ2 <
β1 (β1+2−N)
N−1
. Next, it is easy to see that ω = θ4, with θ4 > 0
large enough, is a supersolution of (1.18) and ω > ω in S
N−1
+ . Therefore
by [10] there exists a solution ω∗1 ∈ W
2,m(SN−1+ ) (for any m > N) to
(1.18) such that 0 < ω ≤ ω∗1 ≤ ω in S
N−1
+ . By regularity theory,
ω∗1 ∈ C
∞(SN−1+ ). 
The structure of Ei (i = 1, 2) is analyzed in the following theorem.
Theorem 4.9. i) If H satisfies (1.6) with N(p + q − 1) < p + 1 and
p ≥ 1 then E1 = {ω
∗
1}.
ii) If H satisfies (1.7) with mp,q < pc and p =
q
2−q
then E2 = {ω
∗
2}.
Proof. We give below only the proof of statement i) because the state-
ment ii) can be treated in a similar way. Suppose that ω1 and ω2 are two
positive different solutions of (1.18) and by Hopf lemma ∇′ωi (i = 1, 2)
does not vanish on SN−1+ . Up to exchanging the role of ω1 and ω2, we
may assume maxSN−1+
ω2 ≥ maxSN−1+
ω1 and
τ0 := inf{τ > 1 : τω1 > ω2 in S
N−1
+ } > 1.
Set ω1,τ0 := τ0ω1, then ω1,τ0 is a positive supersolution to problem
(1.18).Put ω˜ = ω1,τ0 − ω2 ≥ 0. If there exists σ0 ∈ S
N−1
+ such that
ω1,τ0(σ0) = ω2(σ0) > 0 and ∇
′ω1,τ0(σ0) = ∇
′ω2(σ0) then ω˜(σ0) = 0
and ∇′ω˜(σ0) = 0. This contradicts the strong maximum principle (see
[4]). If ω1,τ0 > ω2 in S
N−1
+ and there exists σ0 ∈ ∂S
N−1
+ such that
∂ω1,τ0
∂ν
(σ0) =
∂ω2
∂ν
(σ0) then ω˜ > 0 and
∂ω˜
∂ν
(σ0) = 0. This contradict the
Hopf lemma (see [4]). 
When RN+ is replaced by a general C
2 bounded domain Ω, the role
of ω∗i is crucial for describing the strong singularities. In that case we
assume that 0 ∈ ∂Ω and the tangent plane to ∂Ω at 0 is ∂RN−1+ :=
{(x′, 0) : x′ ∈ RN−1}, with normal inward unit vector eN .
Let u ∈ C(RN+ \ {0}) be a solution of (1.16). When H satisfies (1.6),
T 1ℓ [u] is a solution of (1.16) and we say that u is self-similar if T
1
ℓ [u] = u
for every ℓ. When H satisfies (1.7) with p = q
2−q
, T 2ℓ [u] is a solution of
(1.16) and we say that u is self-similar if T 2ℓ [u] = u for every ℓ > 0.
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Proposition 4.10. i) If H satisfies (1.6) with N(p + q − 1) < p + 1
and p ≥ 1 then
(4.31) lim
Ω ∋ x→ 0
x
|x|
= σ ∈ SN−1+
|x|β1uΩ∞,0(x) = ω
∗
1(σ),
locally uniformly on SN−1+ .
ii) If H satisfies (1.7) with mp,q < pc then
(4.32) lim
Ω ∋ x→ 0
x
|x|
= σ ∈ SN−1+
|x|β2uΩ∞,0(x) = ω
∗
i (σ),
locally uniformly on SN−1+ where i = 2 if p =
q
2−q
, i = 3 if p > q
2−q
,
i = 4 if p < q
2−q
.
Proof. Case 1: H satisfies (1.6). Since the proof is close to the one
of [19, Proposition 3.22], we present the main ideas.
We first note that T 1ℓ [u
RN+
∞,0] = u
RN+
∞,0 for every ℓ > 0. Hence u
RN+
∞,0 is
self-similar and satisfies (4.31) with Ω replaced by RN+ .
Next, let B and B′ are two open balls tangent to ∂Ω at 0 such that
B ⊂ Ω ⊂ G := (B′)c. Then
(4.33) uB
ℓ′
∞,0 ≤ u
Bℓ
∞,0 ≤ u
RN+
∞,0 ≤ u
Gℓ
∞,0 ≤ u
Gℓ
′′
∞,0 ∀ 0 < ℓ ≤ ℓ
′, ℓ′′ ≤ 1.
Notice that uB
ℓ
∞,0 ↑ u
RN+
∞,0 and u
Gℓ
∞,0 ↓ u
RN+
∞,0 when ℓ → 0 where u
RN+
∞,0 and
u
RN+
∞,0 are positive solutions of (1.1) in R
N
+ , continuous in R
N
+ \ {0} and
vanishing on ∂RN+ \ {0}. By letting ℓ→ 0 in (4.50), we obtain
(4.34) uB
ℓ
∞,0 ≤ u
RN+
∞,0 ≤ u
RN+
∞,0 ≤ u
RN+
∞,0 ≤ u
Gℓ
∞,0 ∀ 0 < ℓ ≤ 1.
Furthermore there also holds for ℓ, ℓ′ > 0,
(4.35)
T 1ℓ′ℓ[u
B
∞,0] = T
1
ℓ′ [T
1
ℓ [u
B
∞,0]] = u
Bℓℓ
′
∞,0 and T
1
ℓ′ℓ[u
G
∞,0] = T
1
ℓ′ [T
1
ℓ [u
G
∞,0]] = u
Gℓℓ
′
∞,0 .
Letting ℓ→ 0 in (4.35) yields
(4.36) u
RN+
∞,0 = T
1
ℓ′[u
RN+
∞,0] and u
RN+
∞,0 = T
1
ℓ′[u
RN+
∞,0].
Thus u
RN+
∞,0 and u
RN+
∞,0 are self-similar solutions of (1.1) in R
N
+ vanishing
on ∂RN+ \{0} and continuous in R
N
+ \{0}. Therefore they coincide with
u
RN+
∞,0.
Finally, since
(4.37) uB
ℓ
∞,0 ≤ T
1
ℓ [u
Ω
∞,0] ≤ u
Gℓ
∞,0 ∀ 0 < ℓ ≤ 1,
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by letting ℓ→ 0 we obtain (4.31).
Case 2: H satisfies (1.7) with p = q
2−q
. The proof is similar to the
one in case 1.
Case 3: H satisfies (1.7) with p > q
2−q
. For any k > 0 and ℓ > 0,
T 2ℓ [u
Ω
k,0] is a solution of (4.25) with boundary trace kδ0. Denote by
uΩ
ℓ
p,k,0 the solution of
(4.38) −∆u+ up = 0 in Ωℓ, u = kδ0 on ∂Ω
ℓ.
Since 0 < ℓ < 1 and p > q
2−q
, by comparison principle, we get
uΩ
ℓ
ℓβ2+1−Nk,0 ≤ T
2
ℓ [u
Ω
k,0] ≤ u
Ωℓ
p,ℓβ2+1−Nk,0.
in Ωℓ. By letting k →∞, we obtain
uΩ
ℓ
∞,0 ≤ T
2
ℓ [u
Ω
∞,0] ≤ u
Ωℓ
p,∞,0
in Ωℓ where uΩ
ℓ
p,∞,0 is the unique problem of
(4.39) −∆u+ up = 0 in Ωℓ, tr∂Ω(u) = ({0}, 0) on ∂Ω
ℓ.
By Proposition 4.7, letting ℓ→ 0 we deduce that
lim
ℓ→0
ℓβ2uΩ∞,0(ℓx) = u
RN+
p,∞,0(x)
where u
RN+
p,∞,0 is the unique solution of (4.23) with strong singularity at
0. Hence, it follows from [17] that uΩ∞,0 satisfies (4.32) with i = 3.
Case 4: H satisfies (1.7) with p < q
2−q
. By similar argument in case
3 and results in [19], we derive (4.32) with i = 4. 
We next construct the maximal strongly singular solution at 0.
Proposition 4.11. i) Assume either H satisfies (1.6) with 0 < N(p+
q − 1) < p + 1 then there exists a maximal element UΩ∞,0 of U
Ω
0 . In
addition, if p ≥ 1 then
(4.40) lim
Ω ∋ x→ 0
x
|x|
= σ ∈ SN−1+
|x|β1UΩ∞,0(x) = ω
∗
1(σ),
locally uniformly on SN−1+ .
ii) If H satisfies (1.6) with mp,q < pc then there exists a maximal
element UΩ∞,0 of U
Ω
0 and
(4.41) lim
Ω ∋ x→ 0
x
|x|
= σ ∈ SN−1+
|x|β2UΩ∞,0(x) = ω
∗
i (σ),
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locally uniformly on SN−1+ where i = 2 if p =
q
2−q
, i = 3 if p > q
2−q
,
i = 4 if p < q
2−q
.
Proof. Case 1: H satisfies (1.6).
Step 1: Construction maximal solution. Let u is a positive solution of
(1.1) which vanishes on ∂Ω\{0}. Since 0 < N(p+ q−1) < p+1, there
exists a radial solution of (1.1) in RN \ {0} of the form
(4.42) US1 (x) = Λ
Ω
3 |x|
−β1 with ΛS1 =
(
β1 + 2−N
βq−11
) 1
p+q−1
.
Therefore, UΩ,∗1 (x) = Λ
∗
1|x|
−β1 with Λ∗1 = max{Λ
S
1 ,Λ1} is a super-
solution of (1.1) in RN \ {0} and dominates u in Ω. For 0 < ǫ <
max{|z| : z ∈ Ω}, we construct a decreasing smooth sequence {ψǫ,n}
on (∂Ω \Bǫ(0)) ∪ (Ω ∩ ∂Bǫ(0)) as follows
0 ≤ ψǫ,n ≤ Λ
∗
1ǫ
−β1, ψǫ,n(x) = Λ
∗
1ǫ
−β1 if x ∈ Ω ∩ ∂Bǫ(0)
ψǫ,n(x) = 0 if x ∈ ∂Ω \Bǫ(0) and dist (x, ∂Bǫ(0)) >
1
n
.
Let uΩǫ,n the solution of
(4.43){
−∆u+ up|∇u|q = 0 in Ω \Bǫ(0)
u = ψǫ,n on (∂Ω \Bǫ(0)) ∪ (Ω ∩ ∂Bǫ(0))
By the comparison principle, u ≤ uǫ,n ≤ U
Ω,∗
1 in Ω \ Bǫ(0). Owing to
Corollary 3.2, {uǫ,n} converges to the solution u
Ω
ǫ of
(4.44)


−∆uǫ + u
p
ǫ |∇uǫ|
q = 0 in Ω \Bǫ(0)
uǫ = 0 on ∂Ω \Bǫ(0)
uǫ = Λ
∗
1ǫ
−β1 on Ω ∩ ∂Bǫ(0).
Consequently, u ≤ uΩǫ ≤ U
Ω,∗
1 . If ǫ
′ < ǫ, for n large enough, uΩǫ′,n ≤ u
Ω
ǫ,n,
therefore
(4.45) u ≤ uΩǫ′ ≤ u
Ω
ǫ ≤ U
Ω,∗
1 (x) in Ω.
Letting ǫ to zero, {uΩǫ } decreases and converges to some U
Ω
∞,0 which
vanishes on ∂Ω \ {0}. By regularity theory, the convergence occurs in
C1loc(Ω \ {0}), U
Ω
∞,0 ∈ U
Ω
0 . Moreover, there holds
(4.46) uΩ∞,0 ≤ u ≤ U
Ω
∞,0 ≤ U
Ω,∗
1 (x).
Therefore UΩ∞,0 is the maximal element of U
Ω
0 .
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Notice that when H satisfies (1.7) with p > q
2−q
, there is no radial
solution of (1.1) in RN \ {0}. We can instead employ a radial superso-
lution of the form
(4.47) US3 (x) = Λ
Ω
3 |x|
−β2 with ΛS3 = β2(β2 + 2−N)
1
p−1
and then we proceed as above to construct the maximal solution.
Step 2: Proof of (4.40). Assume H satisfies (1.6) with p ≥ 1. We first
take into account that U
RN+
∞,0 ≡ u
RN+
∞,0. Indeed, the assertion follows from
the fact that
(4.48) T 1ℓ [U
Ω,∗
1 ]||x|=ǫ = U
Ω,∗
1 ||x|=ǫ ∀ ℓ > 0,
and the Theorem 4.9.
Next, let B and B′ are two open balls tangent to ∂Ω at 0 such that
B ⊂ Ω ⊂ G := (B′)c. Note that T 1ℓ [u
Θ
ǫ ] = u
Θℓ
ǫ
ℓ
for any ℓ, ǫ > 0 and any
domain Θ (with 0 ∈ ∂Θ) where uΘǫ is the solution of (4.44) in Θ\Bǫ(0).
By taking Θ = B and Θ = G successively and by letting ǫ → 0 we
deduce that
(4.49) T 1ℓ [U
B
∞,0] = U
Bℓ
∞,0 and T
1
ℓ [U
G
∞,0] = U
Gℓ
∞,0.
By comparison,
(4.50) UB
ℓ′
∞,0 ≤ U
Bℓ
∞,0 ≤ U
RN+
∞,0 ≤ U
Gℓ
∞,0 ≤ U
Gℓ
′′
∞,0 ∀ 0 < ℓ ≤ ℓ
′, ℓ′′ ≤ 1
and
(4.51)
UB
ℓ′
∞,0 ≤ U
Bℓ
∞,0 ≤ T
1
ℓ [U
Ω
∞,0] ≤ U
Gℓ
∞,0 ≤ U
Gℓ
′′
∞,0 ∀ 0 < ℓ ≤ ℓ
′, ℓ′′ ≤ 1.
Hence UB
ℓ
∞,0 ↑ U
RN+
∞,0 ≤ U
RN+
∞,0 and U
Gℓ
∞,0 ↓ U
RN+
∞,0 ≥ U
RN+
∞,0 as ℓ → 0 where
U
RN+
∞,0 and U
RN+
∞,0 are positive solutions of (1.1) in R
N which vanish on
∂RN+ \ {0} and endow the same scaling invariance under T
1
ℓ . Therefore
they coincide with u
RN+
∞,0. Letting ℓ→ 0 in (4.51) implies (4.40).
Case 2: H satisfies (1.7) with p = q
2−q
. The proof is smilar to the
one in case 1.
Case 3: H satisfies (1.7) with p > q
2−q
. Since uΩ
ℓ
ǫ
ℓ
≤ T 2ℓ [u
Ω
ℓ ], by
letting ǫ→ 0 we obtain UΩ
ℓ
∞,0 ≤ T
2
ℓ [U
Ω
∞,0]. It follows that
uΩ
ℓ
∞,0 ≤ U
Ωℓ
∞,0 ≤ T
2
ℓ [U
Ω
∞,0] ≤ T
2
ℓ [u
Ω
p,∞,0] = u
Ωℓ
p,∞,0
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where uΩ
ℓ
p,∞,0 is the solution of (4.39). Due to Proposition 4.7 and the
uniqueness, we deduce
lim
ℓ→0
T 2ℓ [U
Ω
∞,0] = u
RN+
p,∞,0,
from which (4.41) follows straightforward.
Case 4: H satisfies (1.7) with p < q
2−q
. The proof is similar to the
one in case 3. 
Proposition 4.10 and Proposition 4.11 show that the minimal solution
uΩ∞,0 and the maximal solution U
Ω
∞,0 have the same asymptotic behavior
near 0, which allows us to prove the following result.
Theorem 4.12. Assume either H satisfies (1.6) with N(p+ q − 1) <
p+1 and p ≥ 1 or H satisfies (1.7) with mp,q < pc. Then U
Ω
∞,0 = u
Ω
∞,0.
Proof. We follow the method used in [5, Sec 4].
Case 1: H satisfies (1.6) with p ≥ 1.
We represent ∂Ω near 0 as the graph of a C2 function φ defined in
RN−1 ∩ BR and such that φ(0) = 0, ∇N−1φ(0) = 0 and
∂Ω ∩ BR = {x = (x
′, xN ) : x
′ ∈ RN−1 ∩BR, xN = φ(x
′)}.
We introduce the new variable y = Φ(x) with y′ = x′ and yN = xN −
φ(x′), with corresponding spherical coordinates in RN , (r, σ) = (|y|, y
|y|
).
Let u is a positive solution of (1.1) in Ω vanishing on ∂Ω\{0}. We set
u(x) = r−β1v(t, σ) with t = − ln r ≥ 0, then a technical computation
shows that v satisfies with n = y
|y|
(4.52)
(1 + ǫ11) vtt + (2β1 + 2−N + ǫ
1
2) vt + (β1 (β1 + 2−N) + ǫ
1
3) v +∆
′v
+ 〈∇′v,
−→
ǫ14 〉+ 〈∇
′vt,
−→
ǫ15 〉+ 〈∇
′〈∇′v, eN〉,
−→
ǫ16 〉
− vp |(−β1 v + vt)n+∇
′v + 〈(−β1 v + vt)n+∇
′v, eN〉
−→ǫ 17|
q
= 0,
on QR := [− lnR,∞) × S
N−1
+ and vanishes on [− lnR,∞) × ∂S
N−1
+ ,
where Furthermore the ǫ1j are uniformly continuous functions of t and
σ ∈ SN−1 for j = 1, ..., 7, C1 for j = 1, 5, 6, 7 and satisfy the following
decay estimates |ǫ1j(t, .)| ≤ c12e
−t for j = 1, ..., 7 and |ǫ1j t(t, .)|+|∇
′ǫ1j | ≤
c12e
−t for j = 1, 5, 6, 7. By [5, Theorem 4.7], there exist a constant
c13 > 0 and T > lnR such that
(4.53)
‖v(t, .)‖
C2,γ(SN−1+ )
+ ‖vt(t, .)‖C1,γ(SN−1+ )
+ ‖vtt(t, .)‖C0,γ(SN−1+ )
≤ c13
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for any γ ∈ (0, 1) and t ≥ T + 1. Moreover limt→∞
∫
SN−1+
(v2t + v
2
tt +
|∇′vt|
2)dσ = 0. Consequently, the ω-limit set of v
Γ+(v) = ∩τ≥0∪t≥τv(t, .)
C2(SN−1+ )
is a non-empty, connected and compact subset of the set of E1. By the
uniqueness of (1.18), Γ+(v) = E1 = {ω
∗
1}. Hence limt→∞ v(t, .) = ω
∗
1 in
C2(SN−1+ ).
By taking u = uΩ∞,0 and u = U
Ω
∞,0 we obtain
(4.54) lim
Ω∋x→0
uΩ∞,0(x)
UΩ∞,0(x)
= 1.
For any ε > 0, by the comparison principle, (1 + ε)uΩ∞,0 ≥ U
Ω
∞,0 in
Ω\Bε(0). Letting ε→ 0 yields u
Ω
∞,0 ≥ U
Ω
∞,0 in Ω and thus u
Ω
∞,0 = U
Ω
∞,0
in Ω.
Case 2: H satisfies (1.7) with p = q
2−q
. The assertion is obtained
by a similar argument.
Case 3: H satisfies (1.7) with p > q
2−q
. In this case, we use the
transformation t = − ln r for t ≥ 0 and u˜(r, σ) = r−β2v(t, σ) and obtain
the following equation instead of (4.52)
(4.55)
(1 + ǫ31) vtt + (2β2 + 2−N + ǫ
3
2) vt + (β2(β2 + 2−N) + ǫ
3
3) v +∆
′v
+〈∇′v,
−→
ǫ34 〉+ 〈∇
′vt,
−→
ǫ35 〉+ 〈∇
′〈∇′v, eN〉,
−→
ǫ36 〉 − v
p
−e−
p(2−q)−q
p−1
t |(−β1 v + vt)n+∇
′v + 〈(−β1 v + vt)n+∇
′v, eN〉
−→ǫ 37|
q
= 0
where ǫ3j has the same properties as ǫ
1
j (j = 1, 7). Notice that
lim
t→∞
e−
p(2−q)−q
p−1
t = 0
since p > q
2−q
. By proceeding as in the Case 1, we deduce that uΩ∞,0 =
UΩ∞,0 in Ω.
Case 4: H satisfies (1.7) with p < q
2−q
. Using a similar argument
as in Case 3, we obtain uΩ∞,0 = U
Ω
∞,0 in Ω. 
Proof of Theorem D. The proof follows by combining Theorem 4.8,
Theorem 4.9, Proposition 4.10 and Theorem 4.12. 
Proof of Theorem E.
Case 1: H(., u,∇u) ∈ L1ρ(Ω). It follows from Proposition 3.8 that
R(u) = ∂Ω and hence the boundary trace of u is a bounded Radon
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measure on ∂Ω. Since u = 0 on ∂Ω \ {0}, µ = kδ0 for some k ≥ 0. If
k = 0, then u ≡ 0. If k > 0 then by Theorem 4.2 u = uΩk,0 and (1.14)
follows from Proposition 4.4.
Case 2: H(., u,∇u) /∈ L1ρ(Ω). By Theorem 3.11, tr∂Ω(u) = ({0}, 0).
From Theorem 4.12, u = uΩ∞,0. 
5. Removability
In this section we deal with removable singularities in the case that
H is critical or supercritical.
Proposition 5.1. Assume either H satisfies (1.6) with N(p+ q−1) >
p + 1 or H satisfies (1.7) with mp,q > pc. If u ∈ C(Ω \ {0}) ∩ C
2(Ω)
is a nonnegative solution of (1.1) vanishing on ∂Ω \ {0} then u cannot
be strongly singular solution.
Proof. We consider a sequence of functions ζn ∈ C
∞(RN) such that
ζn(x) = 0 if |x| ≤
1
n
, ζn(x) = 1 if |x| ≥
2
n
, 0 ≤ ζn ≤ 1 and |∇ζn| ≤ c13n,
|∆ζn| ≤ c13n
2 where c13 is independent of n. We take ξζn as a test
function (where ξ is the solution to (3.4)) and we obtain
(5.1)∫
Ω
(u+H(x, u,∇u)ξ)ζn dx =
∫
Ω
u (ξ∆ζn + 2∇ξ.∇ζn) dx = J1 + J2.
Set On = Ω∩{x :
1
n
< |x| ≤ 2
n
}, then |On| ≤ c14(N)n
−N . On one hand
J1 ≤ c15Λi
∫
On
nβi+2ξdx ≤ c16n
βi+1−N
since ξ(x) ≤ c3ρ(x) where
(5.2) i =
{
1 if H satisfies (1.6),
2 if H satisfies (1.7).
On the other hand,
(5.3) J2 ≤ c17Λi
∫
On
nβi+1|∇ξ|dx ≤ c18n
βi+1−N
where i is given by (5.2). By combining (5.1)-(5.3) and then by letting
n→∞ we obtain
(5.4)
∫
Ω
(u+H(x, u,∇u)ξ)dx <∞.
Hence u is a moderate solution of (1.1). Therefore the boundary trace
of u is a bounded measure. Since u = 0 on ∂Ω \ {0}, the boundary
trace of u is kδ0 for some k ≥ 0. 
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Corollary 5.2. Assume either H satisfies (1.6) with N(p+q−1) > p+1
or H satisfies (1.7) with mp,q > pc. If u ∈ C(Ω \ {0}) ∩ C
2(Ω) is a
nonnegative solution of (1.1) vanishing on ∂Ω \ {0} then u ≡ 0.
Proof. We deduce from the assumption, (5.1)-(5.3) that∫
Ω
(u+H(x, u,∇u)ξ)dx = 0,
which implies u ≡ 0. 
Theorem 5.3. Assume either H satisfies (1.6) with N(p+q−1) = p+1
or H satisfies (1.7) with mp,q = pc. If u ∈ C(Ω \ {0}) ∩ C
2(Ω) is a
nonnegative solution of (1.1) vanishing on ∂Ω \ {0} then u ≡ 0.
Proof. By Proposition 5.1, u admits a boundary trace kδ0 with k ≥ 0.
For 0 < ℓ < 1, we set
vcℓ(x) = T
1
ℓ [u](x) = T
2
ℓ [u](x) = ℓ
N−1u(ℓx), x ∈ Ωℓ =
1
ℓ
Ω.
By comparison principle, vcℓ ≤ P
Ωℓ(., 0) in Ωℓ for every ℓ ∈ (0, 1). Due
to Proposition 4.7, up to a subsequence, vcℓ converges to a function v
c
which is a solution of either (4.21) if H satisfies (1.6), or (4.22) if H
satisfies (1.7) with p = q
2−q
, or (4.23) if H satisfies (1.7) with p > q
2−q
,
or (4.24) if H satisfies (1.7) with p < q
2−q
. Moreover, vc ≤ PR
N
+ (., 0) in
RN+ .
If H satisfies (1.7) with p 6= q
2−q
then since mp,q = pc, it follows from
[14] and [19] that vc = 0.
IfH satisfies (1.6) orH satisfies (1.7) with p = q
2−q
then set V = {v : v
is a solution of (1.1) in RN+ , v
c ≤ v ≤ PR
N
+ (., 0)} and put v˜ := supV.
Assertion: v˜ is a solution of (4.28) in RN+ .
Indeed, let {Qn} be a sequence of C
2 bounded domain such that
Qn ⊂ Qn+1, ∪n∈NQn = R
N
+ and 0 < dist (Qn, ∂R
N
+ ) <
1
n
for each
n ∈ N. Consider the problem
(5.5)
{
−∆w +H(x, w,∇w) = 0 in Qn
w = PR
N
+ (., 0) on ∂Qn
Since vc and PR
N
+ (., 0) are respectively subsolution and supersolution
of (4.28), there exists a solution wn of the problem (4.28) satisfying
0 ≤ wn ≤ P
RN+ (., 0) in Qn. Hence, by comparison principle 0 ≤ wn+1 ≤
wn ≤ P
RN+ (., 0) in Qn for each n ∈ N. Therefore, w˜ := limn→∞wn ≤
PR
N
+ (., 0) in RN+ . Again, by [7], we obtain (4.27) with vℓ replaced by wn
and Ωℓ replaced by Qn. Thus w˜ is a solution of (4.28). On one hand,
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by the definition of v˜, w˜ ≤ v˜. On the other hand, v˜ ≤ wn in Qn for
every n, and consequently v˜ ≤ w˜ in RN+ . Thus v˜ = w˜.
For every ℓ > 0, we set wℓ = T
1
ℓ [v˜] = T
2
ℓ [v˜] = ℓ
N−1v˜(ℓx) with x ∈ RN+
then wℓ = supV. Therefore wℓ = v˜ in R
N
+ for every ℓ > 0. Hence v˜ is
self-similar, namely v˜ can be written under the separable form
v˜(r, σ) = rN−1ω∗i (σ) (r, σ) ∈ (0,∞)× S
N−1
+
where ω∗i is the nonnegative solution of either (1.18) if H satisfies (1.6)
or (1.20) if H satisfies (1.7) with p = q
2−q
. Since H is critical, it follows
from Theorem 4.8 that ω∗i ≡ 0, hence v˜ ≡ 0. Thus v
∗ ≡ 0.
Hence
(5.6) lim
n→∞
(sup{
∣∣vcℓn(x)∣∣ + ∣∣∇vcℓn(x)∣∣ : x ∈ ΓR−1,R ∩ Ωℓn}) = 0.
Consequently,
lim
x→0
|x|N−1 u(x) = 0 and lim
x→0
|x|N |∇u(x)| = 0.
Therefore, limx→0(|x|
N ρ(x)−1u(x)) = 0, namely u = o(PΩ(., 0)). By
comparison principle,u ≡ 0. 
Finally, we deal with the case q = 2.
Theorem 5.4. Assume q = 2. If u ∈ C(Ω \ {0})∩C2(Ω) is a nonneg-
ative solution of (1.1) vanishing on ∂Ω \ {0} then u ≡ 0.
Proof. Put
v =
{
1− e−
1
p+1
up+1 if H satisfies (1.6),
1− e−u if H satisfies (1.7) with p = q
2−q
then v ∈ C(Ω \ {0}) ∩ C2(Ω), 0 ≤ v ≤ 1 and v sattisfies
(5.7) −∆v ≤ 0 in Ω, v = 0 on ∂Ω.
Let ηδ be the solution of
(5.8) −∆ηδ = 0 in Dδ, ηδ = v on ∂Dδ
then by the maximum principle v ≤ ηδ ≤ 1 in Dδ. The sequence {ηδ}
converges to an harmonic function η∗ ≥ v as δ → 0. Since 0 ≤ η∗ ≤ 1
and η∗ = 0 on ∂Ω \ {0}, it follows that η∗ ≡ 0. Hence v ≡ 0, so is
u. 
Proof of Theorem F. The proof follows immediately from Corol-
lary 5.2, Theorem 5.3 and Theorem 5.4. 
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