Vers une méthode d'evaluation comparée de mécanismes de regroupements de pixels : Application à la décomposition en composantes connexes et à la croissance de régions pour l'utilisation dans un système de vision robotique temps réel by BONNIN, Patrick et al.
Vers une Me´thode d’Evaluation Compare´e de Me´canismes
de Regroupements de Pixels :
Application a` la De´composition en Composantes Connexes
et a` la Croissance de Re´gions pour l’utilisation dans un
Syste`me de Vision Robotique Temps Re´el
Patrick Bonnin1,2, Olivier Stasse2,1, Vincent Hugel1, Pierre Blazevic1 Maryline Silly3
1Laboratoire de Robotique de Versailles LRV
10-12 Av de l’Europe, 78 140 Ve´lizy, France
2Laboratoire Traitement et de Transport de l’Information L2TI
Av JB Cle´ment, 93 430 Villetaneuse, France
3Institut de Recherche en Informatique de Nantes IRIN
Rue Christian Pauc, La Chantrerie, BP 50609,44 306 Nantes Cedex 03, France
bonnin@robot.uvsq.fr, stasse@l2ti.univ-paris13.fr, hugel@robot.uvsq.fr
pierre@robot.uvsq.fr, maryline.silly@iut-nantes.univ-nantes.fr
Re´sume´ – Nous proposons une me´thode de comparaison et d’e´valuation d’algorithmes de regroupements rapides de pixels pour
l’extraction de composantes connexes et la croissance de re´gion couleur. L’e´valuation est base´e sur deux crite`res : la rapidite´ de
traitement et la qualite´ des re´sultats pour des applications robotiques.
Abstract – We propose a method to compare and to evaluate the algorithms of fast pixel gathering mechanisms for the
connected component extraction and the color region segmentation. The evaluation is based on two criteria: the speed of
processing and the quality of the results for robotic applications.
1 Introduction
La rapidite´ est une proprie´te´ essentielle pour un algo-
rithme de segmentation d’image que l’on cherche a` utiliser
dans un syste`me de vision temps re´el monte´ sur un robot
mobile. En eﬀet, obtenir avec un tel algorithme une ca-
dence de traitement le plus proche possible de la cadence
vide´o (25 Hz) est impe´ratif de`s que le robot mobile doit
suivre un indice visuel de son environnement au cours de
son de´placement, d’autant plus si le robot est un robot
a` pattes, de type quadupe`de ou bipe`de. La robustesse
ne´cessaire de l’algorithme va de´pendre de l’application et
notamment des conditions d’e´clairage, si celles-ci sont ou
non ﬂuctuantes au cours du temps.
La contrainte d’embarcabilite´ du syste`me informatique
est e´galement a` prendre en compte pour un robot mobile
autonome. Elle implique ge´ne´ralement une puissance de
calcul embarque´e restreinte, partage´e entre le syste`me de
vision mais e´galement le syste`me de controˆle commande
du robot (du bas niveau : controˆle des moteurs, au haut
niveau : strate´gie d’accomplissement de la taˆche).
Compte tenu qu’un syste`me de vision doit e´quiper diﬀe´-
rents robots en projet dans le laboratoire pour assurer
diverses taˆches, il n’est pas envisageable de rechercher un
syste`me de vision unique, mais une approche me´thodologi-
que s’adaptant aux diﬀe´rents cas de ﬁgure. Ainsi, nous
recherchons diﬀe´rents ope´rateurs, avec des caracte´ristiques
diﬀe´rentes en terme de puissance de calcul ne´cessaire, et de
qualite´ des re´sultats. L’e´valuation compare´e de ces divers
ope´rateurs en fonction des deux crite`res pre´ce´dents est un
point clef de notre recherche. Elle permettra de re´aliser
l’Ade´quation entre l’ope´rateur de traitement d’image, le
syste`me informatique du robot et l’application envisage´e.
Le syste`me de vision pourra eˆtre classique, c’est-a`-dire
ﬁge´ : une chaˆıne d’ope´rateurs de traitement unique est
choisie a` la conception, ou dynamique. Dans ce dernier cas
nous nous inte´ressons a` la tole´rance aux fautes, c’est-a`-dire
a` la possibilite´ de mettre en oeuvre une proce´dure de sec-
ours au cas ou` les informations de la proce´dure principale
ne seraient pas de´livre´es a` temps [1] et deviendraient par
conse´quent obsole`tes. La rapidite´ est la caracte´ristique
essentielle de la proce´dure de secours.
2 Les Me´canismes de Regroupement
de Pixels
Les deux taˆches essentielles, conﬁe´es au Syste`me de Vision
pour leur partie extraction des informations sont - d’une
part la navigation, - d’autre part l’e´vitement d’obstacles.
C’est le cas par exemple pour l’application RoboCup
[2], compe´tition internationale www.robocup.org, ou` les
robots quadrupe`de AIBO jouent au football en e´quipe,
ainsi que pour le projet RNTL CLEOPATRE, labellise´ en
2001 www.cleopatre-project.org, pour l’e´quipement d’un
robot a` roues de type convoyeur industriel assurant le
transport de charges entre ateliers. Dans les deux applica-
tions, l’environnement est rendu coope´ratif par l’adjonction
de balises visuelles artiﬁcielles colore´es. Compte tenu des
impe´ratifs temps re´el, nous nous limitons a` l’hypothe`se
suivante : le sol est de couleur(s) connue(s), et toute
couleur autre au niveau du sol (la calibration 3D de la
came´ra est connue) est conside´re´e comme un obstacle.
Ainsi, l’information visuelle a` extraire de l’image est
de type Re´gion Colore´e aﬀecte´e d’attributs se´mantique :
couleur, et topologiques : surface, centre de gravite´ boˆıte
englobante. La primitive image Re´gion Colore´e peut eˆtre
conside´re´e alors une primitive Re´gion MultiSpectrale [2],
car l’image couleur est compose´e de trois composantes
spectrales Rouge, Verte et Bleue. Comme en Traitement
d’Image classique, on de´nombre dans la litte´rature en fu-
sion de donne´es de type image, trois niveaux de traite-
ments clairement e´tablis : bas, interme´diaire et haut, cor-
respondants parfaitement [3]. Le bas niveau, appele´ e´gale-
ment Fusion Pixel est clairement le niveau de fusion le plus
rapide [4]. On retrouve a` ce niveau de traitement les algo-
rithmes de classiﬁcation, c’est-a`-dire qu’en fonction de ses
valeurs dans les diﬀe´rentes bandes spectrales, un pixel se
voit aﬀecter aucune, une ou plusieurs (possible mais dan-
gereux) classes. Il suﬃt ensuite de regrouper entre eux
les pixels adjacents aﬀecte´s d’une meˆme classe par une
proce´dure de De´composition en Composantes Connexes
(DCC) sur une seule image mono spectrale re´sultant de la
classiﬁcation. Ainsi, il est possible d’obtenir rapidement
des primitives Re´gions Colore´es a` partir d’une classiﬁca-
tion dans les espaces colorime´triques RVB, YUV ou autre,
suivie d’une de´composition en Composantes Connexes.
En re´sume´, la rapidite´ de ce traitement : classiﬁcation
suivi d’une DCC provient :
• d’une part de la fusion de donne´es a` bas niveau par
l’ope´rateur de classiﬁcation. En eﬀet, la DCC porte
sur une seule image et non trois,
• du fait qu’une faible proportion des pixels de l’image
seront classiﬁe´s. En eﬀet, si l’on de´cide de ne pas
extraire le fond (pixels non classiﬁe´s), la DCC ne
sera que plus rapide.
Conforme´ment a` notre me´thodologie d’implantation [5]
permettant une optimisation temporelle, ces deux proce´-
dures sont regroupe´es au sein d’un meˆme parcours de
l’image.
L’inconve´nient majeur de ce traitement provient de la
proce´dure de classiﬁcation. Celle-ci est re´alise´e a` l’aide
d’un algorithme de multi seuillage qui requiert un cer-
tain nombre de parame`tres ﬁxe´s a priori. Un tel algo-
rithme n’admet quasiment pas de variations des conditions
d’e´clairage. Par conse´quent il est quasiment inutilisable
en environnement exte´rieur, ou` les conditions ﬂuctuent
au cours de la journe´e, sauf si les couleurs sont tre`s dis-
cernables dans l’espace couleur RVB,YUV ou autre.
Seule, une vraie segmentation en re´gions multi spec-
trales [2] [6] est a` meˆme de s’adapter aux variation des
conditions d’e´clairage. En eﬀet la segmentation obtenue,
c’est-a`-dire les re´gions colore´es en terme de regroupement
de pixels est quasi inde´pendante, dans une plage admis-
sible, des conditions d’e´clairage. Seuls les attributs pho-
tome´triques des re´gions vont varier. Il suﬃt donc d’e´tudier
expe´rimentalement leur e´volution en fonction de l’e´clairage
pour une se´mantique en terme de couleur donne´e.
La de´composition en composantes connexes, comme la
segmentation par croissance de re´gions sont base´es sur des
me´canismes de regroupement de pixels [7]. La diﬀe´rence
essentielle est que pour une DCC tous les pixels regroupe´s
posse`dent une meˆme se´mantique ou en d’autres termes
sont code´s a` meˆme niveau de gris dans une image mono-
chrome, alors qu’une re´gion monospectrale ou multispec-
trale regroupe un ensemble de pixels d’intensite´ en mono-
spectrale ou d’intensite´s en multispectral le´ge`rement diﬀe´rentes.
Dans le cas d’une segmentation en re´gions, les parame`tres
de controˆle portent sur les diﬀe´rences d’intensite´s locales
admissibles. Ainsi, une recherche portant sur Les Me´ca-
nismes Rapides de Regroupement de Pixels est pour nous
fondamentale.
Paradoxallement, cette proble´matique est peu e´tudie´e
par les chercheurs en Traitement d’Image de nos jours, car
les ordinateurs ﬁxes sont puissants et des temps de traite-
ments de l’ordre de grandeur de quelques minutes sont
admissibles. On retrouve en revanche cette proble´matique
dans les travaux de anne´es 60 et 70 : [8], [9], [10] etc ... tre`s
certainement car la puissance disponible dans ces anne´es
la` pour des temps de traitements admissibles de l’ordre de
la minute voire de l’heure sur des gros ordinateurs est voi-
sine de celle dont on dispose aujourd’hui dans un syste`me
de vision temps re´el embarque´ devant fonctionner a` la ca-
dence vide´o de 25 Hz, sur un ordinateur classique.
3 Vers uneMe´thodologie d’Evaluation
3.1 Evaluation en Traitement d’Images
L’e´valuation de la qualite´ des re´sultats des ope´rateurs de
traitement d’image a fait l’objet de nombreux travaux
dans la communaute´ internationale et nationale. L’ouvrage
collectif Analyse d’Images : Filtrage et Segmentation [11]
lui consacre deux chapitres.
La diﬃculte´ essentielle est de trouver une segmentation
de re´fe´rence, a priori correcte. La me´thode ge´ne´ralement
utilise´e consiste a` partir d’une image parfaite de synthe`se,
dont la segmentation (image des e´tiquettes par exemple)
ne pose aucun proble`me et constituera la re´fe´rence. L’image
est ensuite bruite´e. La segmentation obtenue par l’ope´rateur
a` tester sur cette image est compare´e a` la segmentation
de re´fe´rence [12]. Le score attribue´ est global sur l’image,
re´sultant de comparaisons locales pixel a` pixel entre les
segmentations. L’e´valuation porte uniquement sur la qualite´
de la segmentation re´sultante en terme d’image : le pixel
a-il e´te´ correctement regroupe´, par rapport a` la segmen-
tation de re´fe´rence ?
3.2 Evaluation en Vision Robotique
En vision robotique, la proble´matique est diﬀe´rente. En
eﬀet, si le temps de traitement est trop long, l’information
de´livre´e, quelle que soit sa qualite´ est obsole`te et le robot
ne peut pas accomplir sa taˆche. Par exemple, la primi-
tive visuelle a` suivre va sortir du champ de vue, ce qui
rend tout asservissement visuel impossible. D’autre part,
l’information utile pour le robot est plus globale, elle se
situe non pas au niveau du regroupement correct des pix-
els, mais au niveau des attributs exploitables des primi-
tives issues de l’image. Par exemple, le centre de gravite´
d’une re´gion peut eˆtre extrait avec suﬃsamment de pre´cision
c’est-a`-dire a` un ou deux pixels pre`s avec une segmenta-
tion dont les frontie`res de re´gions ne sont pas pre´cises au
niveau de la qualite´ e´voque´e ci-dessus.
De plus, l’e´valuation servira :
• d’une part, comme en traitement d’image pour com-
parer les algorithmes,
• mais, d’autre part pour re´aliser l’Ade´quation entre
un algorithme et la puissance disponible du syste`me
embarque´, soit statiquement dans la plupart des cas,
soit dynamiquement en fonction de l’e´tat instan-
tane´ du syste`me informatique, pour un syste`me
de vision dynamique.
La diﬃculte´ essentielle est la de´termination d’une proce´dure
de secours, pour laquelle la robustesse va eˆtre sacriﬁe´e aux
de´pends de la rapidite´.
3.3 Mise en Oeuvre du Crite`re de Ra-
pidite´
Les tests temporels sont eﬀectue´s sous Linux, sur une
machine de puissance connue. Le syste`me d’exploitation
garantissant la pre´cision a` 1/100e`me de seconde [13], nous
eﬀectuons de 100 a` 1000 ite´rations des ope´rateurs, dont le
temps de traitement sur des images de faible re´solution (ex
: 176 colonnes x 144 lignes) est de l’ordre de la milisec-
onde. Nous eﬀectuons e´galement des moyennes de tests
sur la meˆme image, pour tester l’inﬂuence de l’e´tat du
syste`me informatique, ainsi que sur des images diﬀe´rentes.
Nous eﬀectuons aussi des tests a` diverses re´solutions. Cette
batterie de tests nous permet ensuite d’extrapoler a` d’autres
machines.
Le choix des images de test est tre`s important. En eﬀet,
si les variations de temps de traitement ne sont pas trop
importantes d’une image a` l’autre pour une segmentation
en re´gions, car tous les pixels sont traite´s, il n’en est pas de
meˆme pour une classiﬁcation suivie d’une de´composition
en composantes connexes. En eﬀet, la de´composition en
composantes connexes n’aﬀectera que les pixels classiﬁe´s.
Ainsi, l’image test doit nous permettre d’e´valuer le Pire
des Cas, surtout si l’on cherche a` e´valuer une proce´dure
de secours. Mais ce pire des cas ne doit pas eˆtre trop
e´loigne´ de la re´alite´, sinon il conduirait a` un sur dimen-
sionnement du syste`me informatique du robot, donc a` un
couˆt plus e´leve´ ou une dimension du robot plus impor-
tante. Les indices visuels e´tant de taille modeste dans
l’environnement du robot, nous choisissons des images des
images dans lesquelles l’indice recherche´ couvre environ
50% de l’image, c’est-a`-dire que nous plac¸ons la came´ra
proche de l’indice visuel pour la prise de vue.
3.4 Mise en Oeuvre du Crite`re de Qualite´
Pour la de´composition en composantes connexes, il existe
une seule solution exacte, donc l’e´valuation en terme de re-
groupements corrects est aise´e. En revanche, le proble`me
est plus complexe pour l’e´valuation d’une segmentation en
re´gions, ou` la re´fe´rence est diﬃcile a` obtenir (cf § 3.1).
Le proble`me sous jacent estt d’une manie`re ge´ne´rale
l’inﬂuence de l’ordre d’examen des pixels puis des re´gions
a` fusionner sur le re´sultat de la segmentation. La segmen-
tation de re´fe´rence est obtenue par un algorithme quasi
inde´pendant de cette inﬂuence, ce que nous avons de´montre´
dans [7]. Les caracte´ristiques essentielles de cet algorithme
est d’eˆtre guide´ par les donne´es, c’est-a`-dire sans parcours
rigide a priori. La fusion est locale et isotrope couronne
par couronne autour de re´gions embryons, et sans remise
a` jour des parame`tres globaux d’homoge´ne´ite´ en cours
de croissance. Malheureusement, cet algorithme est trop
gourmand en terme en ressources calculatoires.
Une seconde e´valuation de la qualite´, plus en ade´quation
avec les contraintes de la robotique est d’e´valuer les diﬀe´ren-
ces entre les attributs des primitives des segmentations de
re´fe´rence et a` tester : centre de gravite´, surface, boˆıte en-
globante, qui seront utilise´es pour le calcul des parame`tres
3D ne´cessaires au robot.
3.5 Vers une Hybridation des Algorithmes
des Ope´rateurs
L’ope´rateur e´value´ n’est pas conside´re´ comme une ” boˆıte
noire ”. Au contraire, nous de´taillons les caracte´ristiques
de l’algorithme de manie`re qualitative et/ou meˆme quan-
titative en introduisant des variables statistiques dans le
code source, en terme de : nombre d’acce`s pixel pour le
traitement du pixel courant, nombre d’acce`s a` la structure
de donne´es, nombre de re´e´tiquetages ne´cessaires etc ... Le
but est de tenter d’e´tablir des corre´lations entre ces pro-
prie´te´s et les re´sultats de l’e´valuation sur les plans de la
rapidite´ et de la qualite´.
Ces corre´lations nous permettrons de mettre en avant
les caracte´ristiques essentielles, et si possible de proposer
de nouveaux ope´rateurs hybrides.
4 Evaluations Re´alise´es
4.1 Trois Me´canismes Evalue´s
Ce travail est en cours. Pour l’instant nous avons e´value´
trois me´canismes. Les deux premiers sont bien connus, il
s’agit:
• de celui propose´ par A.Rosenﬁeld et JL Pfalz [8]
selon le balayage vide´o et le voisinage passe´ 4 con-
nexe,
• de celui par plages utilise´ dans la bibliothe`que CM
Vision de nos concurrents et amis de Carnegie Mel-
lon University [14]
Nous avons e´galement teste´ un me´canisme plus complexe
comportant un regroupement pyramidal a` deux niveaux,
puis un regroupement paralle`le et isotrope, a` partir de
composantes prises succe´ssivement comme embryon, sim-
ilaire a` la croissance de re´gions propose´e dans [7]. La
partie pyramidale consiste a` diviser l’image en voisinages
de 3x3 pixels, puis a` tenter de regrouper les points au-
tour du point central. Le principe du second niveau est
identique,mais sur les voisinages pre´ce´dents. Il consiste a`
regrouper les 9 voisinages 3x3 du voisinage 9x9 autour du
voisinage 3x3 central.
4.2 Re´sultats d’Evaluation
Concernant la de´composition en composantes connexes,
pour des re´sultats rigoureusement identiques, le regroupe-
ment de pixels par plages s’ave`re de 20 a` 30% plus rapide
que le regroupement 4 connexe. Le troisie`me regroupe-
ment, moins adaptatif, donne des re´sultats en image (cf
3.1) le´ge`rement moins bons. De plus, ne´cessitant des re´e´ti-
quetages interme´diaires lors du regroupement paralle`le, il
s’ave`re eˆtre de deux a` trois fois plus long. En revanche, le
regroupement pyramidal a` deux niveaux est rapide.
Pour la Croissance de Re´gions, les conclusions des re´sultats
temporels sont analogues. En revanche les re´sultats de
segmentation sont meilleurs pour le troisie`me regroupe-
ment, les deux premiers ge´ne´rant des anisotropies de seg-
mentation lie´s au balayage vide´o.
4.3 Suite des Travaux
Nous travaillons actuellement sur l’hybridation des me´ca-
nismes pre´ce´dents. Le regroupement initial est le regroupe-
ment pyramidal a` deux niveaux, qui a` le double avantage
d’eˆtre - rapide, et - isotrope. Ensuite, nous adaptons le
balayage vide´o pixel des deux autres me´thodes au parcours
des regroupements 3x3 et/ou 9x9.
5 Conclusion
Nous avons propose´ une me´thode d’e´valuation compare´e
de me´canismes de regroupements de pixels applique´e a` la
De´composition en composantes connexes et a` la croissance
de re´gions. Cette me´thode a e´te´ applique´e sur plusieurs
regroupements.
Nous sommes entrain d’analyser les corre´lations entre
les caracte´ristiques des algorithmes et les re´sultats de l’e´va-
luation, ainsi que de proposer un nouvel ope´rateur hy-
bride.
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