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ABSTRACT
This article introduces a novel constraining approach for structural optimization,
which aims to support the conceptual engineer during the early embodiment phase
for structural lightweight design. It reduces the time spent on structural engineer-
ing studies by enabling optimization algorithms to detect geometric intersections by
analyzing the mesh information. This article reviews approaches from the literature
focusing on CAD-environments, sampling methods, data analytics and optimization
techniques for design and sizing optimization with FE-models. The evaluated ap-
proaches are integrated into a Python-based optimization environment. Accordingly,
the introduced methodology enables the environment to handle geometric infeasible
designs. The presentation of the first results focuses on the feasibility of structural
assemblies and the results demonstrate the viability of the NSGA-II for optimization
tasks. The example considers the design of a generic b-pillar structure under crash-
safety requirements. Using this approach, the NSGA-II algorithm avoids geometric
infeasible areas and comparably increases structural performance.
KEYWORDS
multidisciplinary design optimization; constraint strategies; lightweight design;
geometric feasibility
1. Introduction
Nowadays, product turnover times are steadily shortening. Furthermore, the structural
complexity of systems is increasing, resulting in a need for new tools and optimization
techniques. To be capable of the challenges in the product development process (PDP),
engineers are often using comparative studies during the conceptual design phase. Be-
fore performing structural analysis, an evaluation with a cost-benefit-analysis helps to
reduce the number of initial designs. Furthermore, methodical and analytical methods
for the conceptual design phase exist, e.g. presented by Fröhlich et al. (2017). In the
subsequent embodiment design phase, finite-element (FE) analysis helps to gain a more
detailed knowledge of the product during the early embodiment and the final detail
design. The requirements of each product lead to different formulations of objectives
and constraints, which can be used to deploy multidisciplinary design optimizations
(MDOs). MDOs help to find the best structural design by an automated structural
optimization process. An example of such an automated process chain for numerical
analysis under analytical constraints is presented by Ghaffarimejlej, Türck, and Vi-
etor (2016). The use of such computational automation and optimization for numeric
simulations can accelerate the embodiment process by considering multiple objectives
and constraints. Exemplarily, cost, manufacturing, weight and crash constraints are
mentioned. These automated processes are not able to detect and handle external ge-
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ometric constraints, which are mostly a result of packaging or design requirements.
Therefore, this article introduces an approach for the detection and handling of geo-
metric infeasibility in MDO routines.
Hence, Section 2 gives an overview of the topic of shape and design optimization
in structural design. The presented main topics are parametric CAD modeling, DoE
methods, metamodeling and optimization techniques. Section 3 introduces a feasibility
assessment approach for multidisciplinary design optimization. A geometric factor is
introduced, which is applied as the infeasibility metric. Section 4 shows the capability
of the approach in combination with an NSGA-II optimization routine, as different
optimization studies are performed for a generic b-pillar. Accordingly, a discussion of
the results takes place in Section 5. The final section summarizes the results and points
out further areas of activity and subsequent steps.
2. Materials and Methods
The following chapter briefly introduces the engineering design process and classifies
optimization approaches in the design process. Secondly, the method of parametric
engineering design is introduced. Metamodeling and surrogate-modeling approaches
are stated in the third section. Finally, an overview of the theoretical foundations and
examples for engineering shape and sizing optimization is given.
2.1. The Engineering Design Process
The engineering design process guides the engineer through the development of new
products. In general, the development process of a product can be split into two parts,
the development and the production phase. The main steps of the product develop-
ment process are stated by Feldhusen and Grote (2013); namely as the planning, the
design process (subdivided into conceptual-, embodiment- and detailed design), the
documentation, and production. After finalization, the product should fulfil multiple
requirements. To sustain these requirements, the design engineer needs to consider all
influencing factors sufficiently. Ideally, all requirements form evaluable criteria that
need to be fulfilled, under consideration of all influencing factors. A perfect product
development process would need ideal product knowledge. In a realistic product de-
velopment process, the real product knowledge will always be of minor depth than
ideal product knowledge. Thus, the foundation for many design decisions is based
on assumptions, estimations and experience. To increase the quality of the final de-
sign, the real product knowledge in conceptual, embodiment, and detail design should
be increased. They are the most vital factors, to ensure well-founded decisions in the
earliest possible phase, Feldhusen and Grote (2013). The fulfilment of multiple require-
ments of every structural component needs to be considered during the automotive
design process. Friedrich (2013) states the main requirements during the automotive
design process for large-scale lightweight products as suitability for series production.
These are primary profitability, lightweight design, stiffness, strength, packaging, crash
performance, NVH, recycling, repair costs, and surface quality. The assessment of all
these requirements should be done as early as possible in the product development
process (PDP), to avoid expensive subsequent adjustments in the later development
process. The use of methods and tools supports a steady process. For the embodiment
phase, different optimization strategies are applicable, Schumacher et al. (2005). After
an initial choice of conceptual design, suitable materials should be selected. Finally,
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the structural design follows. Three classes of structural optimization problems exist,




As topology optimization focusses on the position and arrangement of the structural
elements, shape optimization changes the geometry, while keeping the basic design
elements. Finally, sizing optimization (also referred to as size optimization) varies the
thickness and cross-section parameters, keeping all other parameters unchanged.
Shape optimization approaches use parametric modeling techniques. Furthermore,
the shape optimization methods are split into node-based (referred to as morphing)
and CAD-based shape optimization, see Bletzinger (2018). Node-based approaches are
normally limited in their maximum displacement, as the stretching of elements results
in poor mesh-quality. A low mesh-quality causes the numerical quality to be lower.
Thus, node-based shape optimization approaches have their scope on simpler geometric
optimization tasks. Conversely, CAD-based parametrization techniques exist, where
CAD models are exported to a pre-processor, which creates the FE-model. This kind
of approach is classified as shape optimization. This kind of approach requires the
linkage of CAD and FE-methods, which often leads to errors and laborious processes.
For better geometric design and mesh quality, the automated FE-meshing is striven,
e.g. demonstrated by a NURBS-based approach by Winter et al. (2019). Hence, another
approach to handle this process is the topology-based, implicit CAD structure, e.g.
described by Zimmer (2002).
2.2. Parametric CAD-Modeling for Design Optimization
Simple parametric designs can be realized in nearly all CAD-environments. To avoid
complicated models and error-prone processes, special tools exist, where the issues
with automated parametric designs can be handled. In SFE CONCEPT (Dassault
Systèmes 2020a) , the key feature is the implicit parametric CAD-environment, which
enables point, line, and surface-based parametric models. Joining technologies such as
welding or adhesive bonding define the topological interaction of the basic elements.
By changing the spatial orientation, geometrical changes are implied, as shown in
the introductive paper of Zimmer (2006). Besides, these topological changes may be
recorded and can be used as Design Variables (DVs) for shape and size optimization,
which is demonstrated in the work of Duddeck (2016). Accordingly, the internal pre-
processor of SFE CONCEPT can create FE-meshes from a surface representation
and export these meshes for numerical calculations. With its parametrization and
meshing ability, SFE CONCEPT shortens the conceptual product development process
for structural parts and assemblies. Exemplarily, Rayamajhi, Hunkeler, and Duddeck
(2014) give a detailed introduction into the implicit parametrization technique used in
SFE CONCEPT. For a better understanding of geometric parametrizations, Figure 1
shows a generic b-pillar with implicit parametrization for two possible designs.
Ideally, realizing implicit designs helps to prevent surface penetrations during the
automated design of the pillar structure. The structural potential of the concept may
be further exploited, as optimization algorithms are coupled with the parametric FE-
environment of SFE CONCEPT by batch commands, Hilmann (2011). Different con-
ditions should be fulfilled by the DVs to ensure a clear trending of the influencing pa-
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Figure 1. Implicit parametrization of a generic b-pillar. Left-hand side in original shape with
oblique view. The middle picture shows the maximum DV configuration and right-hand side the
minimum DV configuration. The thickness of the b-pillar is changed in the red cross-sections
rameters and fast convergence of the optimization algorithm. Duddeck (2016) names
the utmost important assumptions and conditions for a suitable choice of DVs and
further measures, for example:
• the number of DVs should be kept as small as necessary to enable a sound opti-
mization procedure and should be large enough to realize all relevant geometrical
changes
• a hierarchic approach should be used, to link sensitivities of DVs directly to the
objectives and constraints
• such sensitivities should apply on the full design space, not relying on local crash
behavior
• the responses need to be comparable between different stages in product devel-
opment and between different types of the product
Accordingly, the right choice of the DVs may help to reduce the time for prediction and
optimization. For such predictions and to reduce the cost-expensive FE-simulations,
metamodels and surrogate models can be used, as stated by Ryberg, Domeij Bäckryd,
and Nilsson (2012). As well, surrogate models are necessary to enable faster optimiza-
tion procedures.
2.3. Metamodeling and Surrogate Modeling
By the automated parameterization and calculation of CAE-models, a widespread of
variants can be evaluated by approaches such as the Design of Experiments (DoE).
Therefore, multiple DVs are set by a given pattern to achieve a wide and representative
range of responses for the given solution space. Searching the best solution for the given
design-range, DoE approaches are limited due to the big amount of computing power
needed. Especially crash simulations have an extensive need for computing resources.
Accordingly, the responses to the DVs should be used to implement mathematical
optimization procedures to find the best design result for the objective function of the
given model. Consequently, such optimization procedures are the key to a fast and
resource-efficient design process. During optimization problems, using mathematical
and physical surrogate models can help to reduce the computational effort, especially
for crash simulations, (Rayamajhi, Hunkeler, and Duddeck 2015). Sub-structures or
linear models with Equivalent Static Load Method (ESLM) can sometimes describe
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sufficiently well the physical behavior. Furthermore, using mathematical surrogate
models for predictions and optimizations helps to reduce the time for predictions even
further. Commonly used types are: Polynomial Regression, Radial Basis Function,
Kriging or Neural Network approaches, (Bäckryd, Ryberg, and Nilsson 2017; Kiani
and Yildiz 2016). Moreover, trending of sensitivities for design variables needs to be
considered, especially if many DVs are used. Often during the optimization, only some
DVs are essential for the objectives and constraints. Besides, multiple constraints are
relevant during crash optimization, as discussed in Schumacher et al. (2005). Examples
are the specific force levels of several parts, high-energy absorption with fold buckling
or the smooth acceleration time-curve.
Following Paas and van Dijk (2018), the uncertainty on a metamodel should be
validated for the final converged result. The uncertainty tends to appear for inappro-
priate regression techniques, lack of data from the DoE, too many DVs, and numerical
uncertainty in the FE-model. An extension of the data by the uncertainty enables the
optimization routine to consider the uncertainties during the optimization run. The
designs, which fail to fulfil the performance constraints are infeasible, (Rayamajhi,
Hunkeler, and Duddeck 2015). Accordingly, the use of penalty functions enables to
embed performance constraints in the fitness function.
2.4. Methods for Multidisciplinary Design Optimization
In the case of automotive crash safety, metaheuristic optimization approaches are
a commonly used “state-of-art” optimization technique. Ordinarily, their ability to
explore large solution spaces within a reasonable time qualifies them. In general, an
MDO can be defined following (Giesing and Barthelemy 1998, p. 2):
”A methodology for the design of complex engineering systems and subsystems
that coherently exploits the synergism of mutually interacting phenomena.”
The aim of such optimization approaches is the minimization (or maximization) of
an unknown objective function f(x) to find the optimal design x∗ for a given design
space χ. The design variables x of the design space need to stay within the lower bound-
ary xlower and the upper boundary xupper. For constrained optimization problems, soft
constraints g(x) and hard constraints h(x) need to be considered during optimization,
(Ryberg, Domeij Bäckryd, and Nilsson 2012; Shahriari et al. 2016). Equation (1) gives




subject to g(x) ≤ 0
h(x) = 0
xlower ≤ x ≤ xupper
(1)
The mentioned single objective optimization is incapable to optimize multiple ob-
jectives. For the minimization of a problem with more than one objective, a multi-










Figure 2. Pareto ideal-design for a Multi-Objective Optimization with two objectives, as a result of multi-





subject to g(x) ≤ 0
(2)
A multi-objective optimization will result in a Pareto-ideal design, as shown in Fig-
ure 2. The resulting set of optimized designs in the Pareto frontier represents multiple
solutions, which fulfil the criteria of the multi-objective optimization task. Therefore,
the designer can choose from a broader set of solutions than a single objective opti-
mization can give, e.g. Ryberg et al. (2012).
2.5. An Overview of Engineering Design and Sizing Optimization
The following section gives an overview of state-of-the-art examples for Body in White
(BIW) optimization approaches, which focus on crash and Noise-Vibration-Harshness
(NVH) optimization. Wang and Cai (2018) implemented a hybrid metaheuristic Par-
ticle Swarm Optimization (PSO) algorithm with the Bacterial Foraging Optimization
(BFO) to optimize the structural performance of a BIW structure. The performance
of the hybrid metaheuristic approach was superior to that of the single algorithms.
Thereby, they used a Radial Basis Function (RBF) as a surrogate model. Moreover,
precedent crash tests assured the validity of the SFE CONCEPT model of Wang and
Cai.
In a comparative study, Kiani and Yildiz (2016) implemented five different meta-
heuristics. The objectives and constraints resulted from NVH and crashworthiness
requirements, using an RBF and miscellaneous algorithms to optimize on that surro-
gate model. In their study, the Differential Evolution Algorithm (DE) outperformed
the Artificial Bee Colony Algorithm (ABC), the Simulated Annealing (SA), the Par-
ticle Swarm Optimization (PSO) and the Genetic Algorithm (GA). The DE improved
the total weight of the BIW by 3 %, while it fulfilled the constraints. Paas and van
Dijk (2018) used the Response Surface Method to build a meta-model of the calculated

















Figure 3. RADIOSS and NASTRAN load case shown for the generic study. The torsional
stiffness of the b-pillar is evaluated in NASTRAN, while the intrusion and summed internal
energy are calculated in RADIOSS.
inner automotive hood panel. The NSGA-II outperformed alternative metaheuristics
for various cross attribute weight optimization tasks. Such standard MDO may in-
volve up to 50 load-cases, 150 DVs, and up to 1000 response functions. Furthermore,
Bayes-Optimization approaches are a popular approach to minimize a given objective
function. It is a model-based approach, in which a sequential posterior updating refines
a prior belief of the objective function. The minimum expected risk approach leads
to acquisition functions, which trade-off explorative and exploitative behavior. This
makes the Bayesian Optimization very attractive for numerical costly evaluations of
the objective function f(x), such as crash optimization, (Shahriari et al. 2016).
3. Fitness Formulation, Feasibility and Assessment of a Generic B-Pillar
Structure
This chapter introduces the generic load case, a methodology for feasibility assessment
and the handling of feasibility in shape optimization approaches. The first section
describes the fitness formulation for the given example. The method for the detection
and handling of infeasible designs is introduced in the second section. It also describes
the manipulation of the fitness of infeasible designs for the given fitness formulation.
3.1. Load case, Fitness Formulation and Penalization
Initially, this section describes the generic load case covered in this article.
The optimization considers two load cases for the objectives and constri-
ants, see Figure 3.
A momentum represents the torsional stiffness of the b-pillar around its
neutral axis. The NASTRAN load case is created by two forces on the
top-end and two fixed bearings at the bottom-end. YC,torsion represents the
torsional-stiffness, which is measured at the top-end force points. The RA-
DIOSS load case serves as the side-impact scenario. An impactor with an
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added mass of one ton and an imposed velocity of 50 km/h hits the b-pillar
in the lateral direction. The maximum intrusion during the whole simula-
tion at 5 points on the inside of the b-pillar is measured. The maximum
value from these 5 points is taken for the intrusion YC,intrusion. The summa-
rized internal energy (elastic and plastic) of the whole b-pillar represents
the absorbed internal energy of YC,energy. Both values are evaluated under
consideration of plasticity. This formulation results in a maximum absorbed
energy, while the intrusion into the passenger compartment stays minimal.
The population fitness is calculated from the responses by the evaluation of the
normalized objective and the summed normalized constraints. As an objective for-
mulation, a direct measure of a percentage formulation is chosen. The mass will be






Therein the mass of an initial part YO,init is used as a reference. The initial part
is calculated by an initial reference combination of the parameters, which might be
chosen from preceding designs. The objective value is calculated referring to the initial
design, with the current objective value of YO. The objective value will be minimized
by the algorithm, see Equation (4).
min
x∈χ
f0(x) = YO,mass (4)
For the normalization of the constrained values, a min-max normalization is used.
The method is exemplarily described by Messac, Ismail-Yahaya, and Mattson (2003)






If a constraint is exceeding a certain threshold, the value is penalized. The im-
plementation of the penalization procedure follows the soft constraint introduced in
Section 2.4. The constraints are set by reference to the initial design YC,init. If the
metrical constraint value of a design YC is violating the corresponding performance
constraint YC,init, the normalized constraint value YC,normalized will be penalized. If the
metrical constraint value YC fullfills the corresponding performance constraint YC,init




2 , YC ≥ YC,init
YC,normalized , else
(6)






fc(x) = α · YC,torsion + β ·
1
YC,energy
+ γ · YC,intrusion (7)
The second objective is the weighted sum of the constrained objectives. The con-
straints YC,torsion, YC,energy and YC,intrusion are penalized if they are violated by the
design. Considering the penetrations, the infeasible designs of the sampling will have
the worst performance of the sample. For the constraints, different approaches have
been used, following a cumulative paper on penalization techniques by Yeniay (2005),
namely static penalties. Following, a high fitness value represents bad structural per-
formance, while a low fitness value implements a high structural performance.
3.2. Feasibility of Assemblies
The following approach is applicable when package restrictions or other types of in-
feasible design occur. Complex geometric changes of new assemblies may cause geo-
metric intersections of surfaces, as mentioned in Section 2.2. Therefore, a feasibility
assessment is introduced which enables the automated check, and if necessary, the
penalization of the infeasible designs. As discussed in Section 2.3 infeasible designs are
the ones, which fail to fulfil any kind of performance constraint. Furthermore, these
constraints can be hard or soft see Section 2.4. The aim of the following geometric
feasibility assessment is the formulation of a soft-constraint, which should be able to
differentiate the scale of the infeasibility and not just identify surface penetrations. In
the following, infeasibility is always the byword for geometric infeasibility.
3.2.1. Methodical Approach
For every created design of an initial sampling or during any optimization process, the
assessment of feasibility is necessary as new designs may exhibit surface penetrations.
For instance, the simple exclusion of infeasible designs may cause the optimization to
fail to converge. The implementation of a routine, which enables proper handling of
infeasibilities, addresses this need. The procedure identifies infeasible designs by an
external mesh check in ANSA (beta cae 2020), which processes the analysis with an
intersection check. The penalization of the fitness function allows the penalization of
infeasible designs by manipulating the fitness value for each of the infeasible designs,
see Figure 4.
In detail, the results of the feasibility check are collected and the responses for the
feasible designs are calculated regarding the demanded load-cases. Above all, the focus
is on the response function, which needs to stay continuous. Therefore, the values of the
penalized sample should not vary in their dimension. By storing the responses for every
sample, an easy penalization of the infeasible designs of the sampling is accomplished.
After finalizing the calculation of the responses, the procedure is handling the inferior
responses to every infeasible design equally. Furthermore, no resources are spent on the
calculation of infeasible designs. The responses are multiplied by an infeasibility factor,
which creates a gradient in the sampling. Notably, this causes the infeasible designs
to exhibit lower structural performance than the rest of the sampling. In such a way,
the infeasible designs remain part of the sampling, supporting the gain of knowledge
over the sampling and the infeasibility is graded.











Figure 4. Schematic procedure for an automated feasibility assessment during optimization
Table 1. Penalization Procedure introduced in Figure 4 demonstrated by an example. The objective
is calculated regarding Equation (3), the single constraints by Equation (5) and the overall
constraints value is calculated following Equation (7), with the given weights
Type
Mass Displacement Summed Intrusion Infeasibility Objective Constraints
in kg in mm Energy in mm Factor in %
in J
Weights 1 α = 0.2 β = 0.4 γ = 0.4
Sample 1 30.00 1.00 80000 20 0.00 79 0.17
Sample 2 35.00 0.50 60000 25 0.00 92 0.65
Sample 3 36.05 1.03 58252 26 1.03 95 0.91
(penalized)
Sample 4 37.85 1.08 56556 27 1.05 100 1.00
(penalized)
technique. Summarizing, the penalization procedure enables the detection of infeasible
designs and helps the optimization routine to mind infeasible areas. As an example of
the approach, Table 1 shows the introduced procedure.
Design 1 and 2 are feasible. Thus, the results are calculated in a normal manner.
Accordingly, Design 3 and 4 are infeasible and their fitness is penalized. As the in-
feasibility factor of Design 4 is larger than the one of Design 3, the penalization of
the fitness results in a higher fitness value. Besides the detection of the infeasibility, a
metric for infeasibility is needed, to create a gradient in the resulting infeasible designs.
This measure enables the optimization algorithm to detect the level of infeasibility.
Hence, a procedure is introduced, which assesses the surface of the penetration.
Following the approach is introduced briefly and complex geometric changes are
processed on the generic b-pillar, which is introduced in Figure 1. The changes in
the parameter of the geometry cause the outer shell (grey) to intersect the restricting
surface (blue), see Figure 5.
The figure shows the change of two DVs in the lower area of the generic b-pillar.
Thus, the intersections occur, when high values for the two DVs are selected.
3.2.2. Infeasibility Factor – Surface Area
The method evaluates the mesh by an element penetration check. The procedure
counts the total surface of the elements AE,total, the surface of the intersecting elements
AE,intersect and the surface of the created groups AE,groups. The small groups are





Figure 5. B-Pillar structure (grey) with restricting surface (blue). Maximum configuration of the 2 DVs
left-hand side with surface penetrations. Right-hand side, mimium configuration without surface penetrations
side-view with restricting surface front view side-view
Figure 6. Detection of the intersecting elements in ANSA. Intersecting elements are colored in red and the
separated groups are colored in cyan. The intersecting and separated groups are clustered each in
small-groups for every separated group of elements. The remaining elements of the part/ assembly are
colored dark grey
groups. Accordingly, a small-group is arranged for every separated group





Following Equation (8), a part with less intersecting elements and smaller separated
groups has a lower infeasibility factor. If no intersecting elements are detected, the
factor turns to zero. In Figure 6 the surface-infeasibility method has been computed
for a random configuration of the generic b-pillar. The intersecting elements surface
AE,intersect is colored red, while the separated surface of the groups AE,groups is colored
in cyan. All remaining elements of the part which are used for the surface AE,total are
colored in dark grey.
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(a) inftotal = 1.0284 (b) inftotal = 1.0275 (c) inftotal = 1.0028
Figure 7. Different DV configurations for the generic b-pillar causing different infeasibility factors. Sorted
from a high infeasibility factor inftotal (left-hand side) to low factor (right-hand side)
The infeasibility factor infA is larger than zero if any infeasibility is detected and
equal to zero if no penetration is detected. The surface area of AE,intersect +AE,groups
will never be larger than the total surface area AE,total. Thus, the factor will always
be smaller than one.
0 ≤ infA ≤ 1 (9)
As the total infeasibility factor inftotal needs to be larger than one, the summed
value is added by the addend θ. Hence, the following condition needs to be fulfilled
θ ≥ 1. The complete infeasibility factor is summarized to inftotal.
inftotal = θ + infA (10)
This infeasibility factor inftotal is applied and tested for three generic examples of
the b-pillar. Thus, two large intersections and a small intersecting area are chosen to
demonstrate the functionality of the factorization, see Figure 7. The three examples
demonstrate the idea for the penalization.
A gradient can be noted for the size of the surface penetrations. The principle
approach seems applicable to this simple example. For a better understanding of the
approach and to demonstrate the functionality for optimization, the routine is analyzed
in the context of an optimization routine.
4. Application of the Procedure for the Structural Optimization of a
Generic B-Pillar
Based on the different approaches that were introduced in Section 2.5, a Python-based
environment for MDO is developed. The environment is coupling SFE CONCEPT with
a DoE and optimization environment. The responses are calculated using a linear and














Evaluation of linear case


















Export of the results
Figure 8. General Process Flow-Chart of the optimization process for shape and size optimization with an
NSGA-II including the infeasibility assessment. Only shape optimization is applied in this example
is a general procedure for shape and size optimization in SFE CONCEPT. Such ap-
proaches have already been implemented for multiple applications, (Duddeck 2008;
Hampl and Nammalwar 2011; Rayamajhi, Hunkeler, and Duddeck 2014). Mostly,
these implementations use optimization platforms like Heeds (SIEMENS 2020) or
ISight (Dassault Systèmes 2020b). In this example, the environment is implemented in
Python to make the routine as flexible as possible. The advantage of choosing Python
is a large number of implementations and libraries for optimization and machine learn-
ing. Initially, the PyDOE-package creates an initial Latin Hypercube Sampling. Due to
the simplicity and performance, compare to Section 2.4, an NSGA-II has been imple-
mented in Python, following Deb et al. (2002). Figure 8 shows the process flow-chart
with the detection and handling of geometric infeasibility.
The penalization scheme is the core of this approach. In detail, all the
designs are evaluated for geometrical feasibility. The calculation of the
feasible designs follows the penalization. Finally, the penalization uses
the scheme presented in Section 4. For further information on the used
software-packages, see 1.
The following chapter tests the performance and applicability of the introduced
method. Therefore, the first Section introduces the application for a simple example
with two design variables under the infeasibility constraint. Accordingly, the second
section presents the results of a more complex optimization task. Both analyses con-
sider a generic b-pillar under two load-cases. Firstly, a linear, torsional load-case and
secondly a non-linear side-impact are regarded. The objective and constraint formu-
lation follows Section 3.1. The specification list shows the evaluated and assessed





• Constraints (weighted sum): Static Torsion, Dynamic Intrusion, Absorbed En-
ergy (Internal Energy)
• Geometric Infeasibility Constraint: Yes
• Linear Numeric Evaluations: Nastran (Altair Engineering 2020a)
• Non-linear Numeric Evaluations: Radioss (Altair Engineering 2020b)
The weights for the constraints are applied as given in Table 1. The minimization of
the objective and constraints function is the aim of the optimization task. Thus, lower
objective- and constraint-function values represent a higher structural performance.
4.1. Optimization of the Infeasibility and Structural Performance for a
two-DVs Example
The section introduces the results for an NSGA-II optimization for the generic b-
pillar structure. The NSGA-II set-up is set to a population size of 40 designs and 10
iterations. In this example, the parameters for the two DVs change the base section of
the b-pillar in the lower area, which was introduced in Figure 1. Figure 5 shows the min.
and max. configurations of the varied two cross-sections. The parametric changes result
in an intersection of the surfaces of the restricting surface for certain combinations of
the values. As discussed, the introduced process is automatically penalizing infeasible
designs of the sampling.
For this example, the combined metric for infeasibility presented in paragraph 3.2.4
is used. Figure 9 presents the sampling response and the result of the algorithm for
the two given DVs. In the figure, the grey symbols represent the initial sampling, and
red marks show the designs of the final iteration. The dots represent feasible and the
crosses represent infeasible samples. The size of the marker represents the objective
value, where a smaller value indicates a higher performance. As the penalization is
demonstrated for multi-objective optimization, the example for the normalized con-
straints violation is not shown, as the penalization produces the same pattern for the
objective and the constraints.
The responses in Figure 9 show, that the infeasible designs have been detected
and successfully penalized. The size change of the crossed designs represents the pe-
nalization. Accordingly, high values for DV 1 and DV 2 more likely result in high
penalization of the created design. This represents the expected behavior, as a larger
feasibility factor stands for a larger penetration. The changing sizes of the dots repre-
sent the calculated fitness values without any penalization from geometric infeasibility.
In the final iteration, the overall fitness of the designs decreased, which is represent-
ing a higher structural performance. Besides the evaluation of the performance, the
average infeasibility factor of the designs plays an important role, to identify the learn-
ing behavior of the algorithm. To underline the learning behaviour of the algorithm
with infeasibility constraint, the infeasibility inftotal is analyzed more closely in the
following section. Additionally, the section gives a more detailed discussion of the
performance of the algorithm with and without the infeasibility factor.
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Figure 9. Sampling with a given sampling size of 40 designs and infeasible samples in the sampling plotted
for the objective. The penetration of any surface results in the infeasibility of the assembly. Infeasible designs
are marked by a (x) and feasible designs by an (o). The red box shows the converged result of the
population based NSGA-II. The DVs are chosen as shown in Figure 5.
4.2. Optimization of the Infeasibility and Structural Performance for a
16-DV Example
Following, an example with 16 DVs is evaluated to test the routine for more
complex tasks. The outer shell is varied by 8 shape DVs, alike is the stiffener of the
b-pillar, see Figure 1. Accordingly, the set-up of the boundary conditions,
load-cases and fitness-weights stays unchanged. The generic b-pillar is opti-
mized for three different configurations. The upper boundaries of the DVs xupper are
increased to higher values in the optimization runs (2) and (3), while the optimization
run (1) exhibits no intersections with the constraining surface. The configuration is
the same as shown in Figure 10, the constraining boundary stays unchanged. As a ref-
erence, an initial design (0) is used, which exhibits no changes in the initial geometry
and no intersections.
The NSGA-II is set-up for a sampling size of 40 and 20 iterations are processed.
In Figure 11, the maximum value infA,max and the mean value infA,mean of infA are
plotted for each generation of a version of the b-pillar with a large surface constraint,
which causes large intersecting areas (3). In Figure 11, θ is neglected, so are the
feasible designs of each generation. The ratio of the number of infeasible to that of
feasible designs of every generation is described with popinf,ratio. The results for the
optimization-run (2) with small intersections are neglected, as only the initial sampling
evinces five infeasible designs and in the following generations, no infeasible designs
are created.
The maximum infA,max and the mean infA,mean value decrease over the first three
generations. Furthermore, the ratio of infeasible designs popinf,ratio decreases signifi-
cantly after the initial sampling. The amount of infeasible designs decreases from 85 %
in the sampling to an average of 15 % in the iterations of the NSGA-II algorithm. The
optimization algorithm can avoid infeasible areas, as the number of infeasible designs
in each generation and the infeasibility factor converge. Besides the convergence of the
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(3) surface constraint large(1) no intersections (2) surface constraint small(0) initial design
Figure 10. Different maximum configurations of the b-pillar, nominal with no intersections (1), small surface
constraints (2) and large surface constraints (3) for the NSGA-II optimizations.
Figure 11. Maximum infA,max, the mean infA,mean surface infeasibility factor infA and the ratio of infea-
sible designs in the iteration popinf,ratio for the configuration (3) with 20 iterations and a sampling size of 40,
optimized with a NSGA-II
16
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Figure 12. Parents printed for each generation of the NSGA-II compared for the unconstrained b-pillar (1),
the constrained b-pillar with surface metric, fitted boundaries and less intersections (2) and the constrained
b-pillar with unfitted boundaries and more intersections (3). Darker elements represent parents which
occur in multiple generations of the NSGA-II
Figure 13. Parents printed for each generation of the NSGA-II compared for the unconstrained b-pillar (blue)
and the constrained b-pillar with unfitted boundaries and more intersections (red)
feasibility factor, the structural improvement of the designs needs to be discussed.
Hence, the following paragraph analyzes the improvement of the objective and the
constraint violation and the convergence of the NSGA-II for different versions. The
higher boundary values cause some of the created designs of the optimization-runs (2)
and (3) to be infeasible. The algorithm exhibits different convergence behavior for the
runs (1), (2) and (3). Figure 12 shows the Pareto plot of all three configurations.
As seen in Figure 12 the unconstrained optimization with fitted design variable
boundaries (1) and the lightly constrained optimization run (2) converges faster than
the largely constrained version (3). The performance of the optimization-run (2) can
be justified by the small number of initial penetrations in the sampling, which is 17.5
% and no infeasible designs in the following generations.
Hence, the initial sampling size needs to be increased, if large penetration is possible.
Figure 13 shows the comparison optimization run (1) and the configuration with large
surface constraints (3) for a larger population size of 300 designs.
The optimization results of configuration (3) can be increased by the larger sampling
size, Figure 13. The configuration (3) still shows a slightly weaker performance.
5. Discussion of the introduced Method for the Detection of
Infeasibilities
The method introduced in Subsection 3.2 enables the detection of infeasibilities and
the scaling of the measure. Hence, larger surface penetrations result in a worse perfor-
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mance than smaller surface penetrations, as demonstrated in Figure 9. This enables
the algorithm to gradually handle the infeasibility.
The results from the previous section show that this approach is applicable for
multi-objective optimization. The algorithm avoids infeasible areas, as these areas are
penalized. The performance of the constrained NSGA-II is comparable to the uncon-
strained NSGA-II if small surface penetrations are present in the initial sampling.
It may underperform compared to the unconstrained NSGA-II if large areas exhibit
infeasibilities and the sampling size stays unchanged, see Subsection 4.2. The improve-
ment of the structure for large infeasibilities can be improved to a comparable level by
the increase of the sampling size. As a result, a higher need for costly computational
evaluations for the mesh-check and numerical calculations arise.
In more detail, the performance which was discussed in Figure 13, is comparable if
the sampling size is chosen appropriately large. The reduction of the feasible designs
of configuration (3) by 85 % of the initial sampling size can be seen as a drawback
for the introduced method for population-based optimization algorithms, see Figure
11. The initial sampling and further generations may shrink critically if the infeasible
areas are generous. Vice versa the unconstrained and lightly constrained optimizations
have an initial benefit. The detection of the right initial size needs to be addressed by
experience or may be handled in future by a classifier algorithm in combination with
a resampling.
6. Conclusion and Outlook
The article introduced a new methodology for the detection of geometric infeasibili-
ties in engineering optimization tasks. The approach aims to help during the embod-
iment design and it fastens the optimization process by the integration and gradual
judgment of infeasibilities. Existing methodologies have been evaluated and areas of
activity are revealed. Chapter 3 introduced the check for feasibility and an NSGA-
II optimization routine, which are both applicable for structural shape and design
optimization tasks. For an exemplary application in SFE CONCEPT, the NSGA-II
algorithm can avoid infeasible areas and converges. Especially the ability of the al-
gorithm to detect the infeasibility and to avoid these areas is highlighted. External
surface representations, like package or design restrictions, can be loaded into the
model and are evaluated without costly calculations with a pre-check.
Large surface intersections may cause the NSGA-II to underperform, as the
population size can be decreased critically. Hence, the upcoming work focuses on
further testing of the feasibility assessment approach. Therefore, different examples
will be evaluated. Different optimization routines should be tested, which are not
population-based. As well, the performance of the population-based algorithm should
be tested with resampling of the initial population. Furthermore, the performance of
different surrogate-models and optimization algorithms will be of major interest.
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