With the increasingly varied applications of deep learning, transfer learning has emerged as a critically important technique. However, the central question of how much feature reuse in transfer is the source of bene t remains unanswered. In this paper, we present an in-depth analysis of the e ects of transfer, focusing on medical imaging, which is a particularly intriguing setting. Here, transfer learning is extremely popular, but data di erences between pretraining and netuing are considerable, reiterating the question of what is transferred. With experiments on two large scale medical imaging datasets, and CIFAR-10, we nd transfer has almost negligible e ects on performance, but signi cantly helps convergence speed. However, in all of these settings, convergence without transfer can be sped up dramatically by using only mean and variance statistics of the pretrained weights. Visualizing the lower layer lters shows that models trained from random initialization do not learn Gabor lters on medical images. We use CCA (canonical correlation analysis) to study the learned representations of the di erent models, nding that pretrained models are surprisingly similar to random initialization at higher layers. This similarity is evidenced both through model learning dynamics and a transfusion experiment, which explores the convergence speed using a subset of pretrained weights.
Introduction
As the applications of deep learning have diversi ed, transfer learning has become a critical tool for model development. In computer vision, the canonical implementation for transfer learning is to pretrain the model on a large dataset, such as ImageNet, and then " netune" the network on the target data.
Despite the popularity of transfer learning, its exact bene ts are poorly understood, with recent papers (He et al., 2018; Ngiam et al., 2018; Kornblith et al., 2018) challenging deep-rooted prior assumptions. One such core assumption is that transfer learning is helpful due to the reuse of learned features. Whether this is really the primary factor, above all other ancillary bene ts of pretraining (e.g. better weight conditioning), remains a major open question. medical images with much less data. But on the other hand, di erences between (natural) images in ImageNet and medical images are considerable (Figure 1 ).
In this paper, we perform a detailed study of the e ects of transfer learning, with a particular focus on medical imaging. Our main contributions are the following:
(1) On two di erent large scale medical imaging applications and a transfer task on CIFAR-10, we
show that transfer learning typically gives negligible nal performance boosts, but results in faster convergence.
(2) Addressing the question of feature reuse vs other ancillary bene ts, we show that a signi cant portion of the convergence speedup can be gained by a better scaling. We propose a new initialization, Mean Var Init, that uses only the mean and variance statistics of the pretrained weights to rescale random initialization. Mean Var Init converges much faster than random init, and as fast as sampling from the full empirical pretrained weight distribution.
(3) We analyze the learned features and representations of the di erent initializations using visualizations and CCA (canonical correlation analysis), nding that lower layers trained from scratch on medical images do not learn Gabor lters. This forms a striking contrast with conventional wisdom on low-level image representations, which had posited Gabor lters to be useful across essentially all image families; indeed, even the human visual system contains analogues of Gabor lters.
(4) We identify surprising similarities between pretrained and untrained initializations at higher layers, and validate these results through studying convergence speeds of a (weight) transfusion experiment -using a partial subset of pretrained weights.
Background and Related Work
In this paper, we study the e ects of transfer learning. Transfer learning (in the context of deep neural networks) denotes the process of rst training a model on a dataset D, and then training the same model on a target dataset D target (known as netuing). The crucial point is that when training ( netuning) on D target , the model is initialized with the weights learned on D. These weights are called the pretrained weights.
Insights on the most e ective methodology and precise e ects of transfer learning continue to develop rapidly. In recent work, Ngiam et al. (2018) studies how the choice of pre-training data impacts performance and found it is not a simple 'the more the better' relation. Kornblith et al. (2018) studies the e ectiveness of ImageNet pretraining on a number of tasks, and found that while ImageNet architectures generalize well across datasets, ImageNet features are less general than previously suggested. Similarly, He et al. (2018) found that for object detection and instance segmentation, training from random initialization achieves comparable performances to ImageNet pretraining. Results from Geirhos et al. (2019) shows that ImageNet trained ConvNets are strongly biased towards texture features. Earlier work has also investigated transfer learning, such as Yosinski et al. (2014) , comparing ne-tuning and frozen features e ects on transfer. Prior work on understanding transfer learning is mostly based on some notion of similarity between the source and target tasks (not the case here) with both empirical (Ge and Yu, 2017; Cui et al., 2018; Zamir et al., 2018) and theoretical analysis (Blitzer et al., 2008; Ben-David et al., 2010; Galanti et al., 2016) . Less work exists comparing learning dynamics and features between transfer learning and learning from scratch, our main focus. 
Data and Experimental Setup
Our primary dataset consists of fundus photographs Gulshan et al. (2016) , large 587 × 587 images of the back of the eye. These images can be used to diagnose the subject with a variety of di erent eye diseases. One such eye disease is Diabetic Retinopathy (DR), which remains a leading cause of blindness despite being treatable if caught early enough Ahsan (2015) . DR is graded on a ve class scale, from no DR (grade 1) to proliferative DR (grade 5) AAO (2002) . There is an important threshold at grade 3 (moderate DR), with grades 3 and above constituting referable DR (requiring immediate specialist attention) and grades 1, 2 corresponding to non-referable DR. Similar to prior work Gulshan et al. (2016) , we train a deep neural network (a Resnet-50, He et al. (2016) ) to classify each image as one of the 5 DR grades, and evaluate the model by computing the area under the sensitivity-speci city curve (AUC) for identifying referable DR.
We also study a second medical imaging dataset, ChestXray14, Wang et al. (2017) which consists of frontal X-ray images (resized to 224 × 224), which can be used to diagnose 14 di erent thoracic pathologies, including pneumonia, atelectasis, hernias and others. Using the setup of Rajpurkar et al. (2017) we train a DenseNet-121 on this dataset, evaulating with AUC. 1 Figure 1 shows some example images from both datasets, as well as the Imagenet dataset, from which the transfer learning is performed. The example images demonstrate drastic di erences in visual features among those datasets.
Finally, we conduct these experiments on natural images, studying transfer learning from CIFAR-100 to CIFAR-10 ( Krizhevsky and Hinton, 2009), using Resnet-50 . Surprisingly, we nd that some of the same conclusions also hold with natural image data, demonstrating the potential of these ndings to be more broadly applicable.
We use a xed set of hyperparameters for all experiments on a dataset. Further implementation details can be foound in the Appendix.
The E ects of Transfer
In this section, we study the e ect of transfer learning on the fundus photograph data. We nd that transfer does not help signi cantly with performance, but does enable faster convergence. To understand the role of feature reuse in transfer, we de ne the Mean Var Initialization, which uses no pretrained features but only the same scaling (via mean and variance statistics) of the pretrained weights. Training from this init both matches transfer performance and signi cantly speeds up random init convergence, even as training dataset size is decreased. We perform additional experiments comparing to sampling from the full empirical distribution and the e ect of batch norm layers. 
The Mean Var Initialization
Neural network weights are typically initialized as iid draws from some distribution. A very popular initialization scheme is the Xavier initialization from Glorot and Bengio (2010) , where a weight w in layer l is drawn from a Gaussian. Letting n l −1 be the number of neurons in layer l − 1 and n l the same for layer l, the Gaussian distribution for the weights is N (0,
This scaling is applied to prevent exploding or vanishing gradients, and the factor of 2 to work with the ReLU activation.
The Mean Var Init is very similar to random initialization but transfers scale information from the pretrained weights. It is a simple way to test the bene ts arising solely from the weight scaling found by transfer learning. More speci cally, let W be our pretrained weights, and W (l ) the weights at layer l. We initialize our new weights w at layer l by drawing from N (µ (l ) , (σ (l ) ) 2 ), where µ (l ) , (σ (l ) ) 2 are the mean and variance of W (l ) . In Figure 2 , we show the distribution of the rst layer weights under the three di erent initializations, and also visualize some of the corresponding lters. Only the ImageNet lters have clear pretrained features.
E ects on Performance and Convergence
As described in Section 3, we train a Resnet-50 (He et al., 2016) on the fundus photograph data. We evaluate the performance of: (1) fundus dataset (3) training from the Mean Var init. The AUC of these three methods, averaged over 5 runs, is shown in Table 1 . We observe that all three training methods (transfer, random init, mean var init) achieve comparable performance, with only very small gains for transfer learning.
However, the three methods have noticeably di erent convergence speeds. Figure 3 shows the convergence of the three di erent models over the rst 100,000 training steps, with the plot to full convergence ( Figure 11 ) in the Appendix. Transfer learning from ImageNet converges the fastest, much faster than random initialization. But we also see that the Mean Var init converges signi cantly faster than random initialization, despite the fact it doesn't reuse pretrained features. (Figure 2 ). This suggests that some of the speedup with transfer from ImageNet is due to better scaling of the weights, instead of solely the learned features. 
Mean Var Init vs Using Knowledge of the Full Empirical ImageNet Weight Distribution
In Figure 2 , we see that while the Mean Var Init might have the same mean and variance as the ImageNet weight distribution, the two distributions themselves are quite di erent from each other. We examined the convergence speed of initializing with the Mean Var Init vs initializing using knowledge of the entire empirical distribution of the ImageNet weights.
In particular, we looked at (1) Sampling Init: each weight is drawn iid from the full empirical distribution of ImageNet weights (2) Shu ed Init: random shu e of the pretrained ImageNet weights to form a new initialization. (Note this is exactly sampling from the empirical distribution without replacement.) The results are illustrated in Figure 4 . Interestingly, Mean Var is very similar in convergence speed to both of these alternatives. This would suggest that further improvements in convergence speed might have to come from also modelling correlations between weights.
Batch Normalization Layers
Batch normalization layers Io e and Szegedy (2015) are an essential building block for most modern network architectures with visual inputs. However, these layers have a slightly di erent structure that requires more careful consideration when performing the Mean Var init. Letting x be a batch of activations, batch norm computes
Here, γ , β are learnable scale, shift parameters, and µ B , σ B are an accumulated running mean and variance over the train dataset. Thus, in transfer learning, µ B , σ B start o as the mean/variance of the ImageNet data activations, unlikely to match the medical image statistics. Therefore, for the Mean Var Init, we initialized all of the batch norm parameters to the identity: γ , σ B = 1, β, µ B = 0. We call this the BN Identity Init. Two alternatives are BN ImageNet Mean Var, resampling the values of all batch norm parameters according to the ImageNet means and variances, and BN Imagenet Transfer, copying over the batch norm parameters from ImageNet. We compare these three methods in Figure 5 , 
Varying the Amount of Training Data
A popular use case for transfer learning is when the target dataset, D target is very small. Here, transfer learning has the potential to both prevent over tting and help with learning better features through the pretraining. We compared transfer to random init/mean var when varying the size of D target .
The performance results are shown in Table 2 . For very small amounts of data (50k examples), there is a slightly larger gap between the ImageNet init and the Random/Mean Var inits, but otherwise the performance remains comparable. Figure 13 in the Appendix plots the corresponding convergence speeds. Random init shows some convergence variance over dataset size, while Mean Var and ImageNet are both quite stable and similar to the full dataset.
Other Datasets
We repeated our core experiments on two additional datasets. The rst is another large scale medical imaging dataset, ChestXray14 Wang et al. (2017) , where again transfer learning is performed from ImageNet. The other is on natural images, on CIFAR-10 Krizhevsky and Hinton (2009). Here the transfer is from CIFAR-100.
Other Datasets: ChestXray14
Chest X-rays are a common diagnostic test that can be used by radiologists to diagnose di erent thoracic diseases. In particular, chest x-rays can be used to diagnose pneumonia, which is an especially common illness. In Rajpurkar et al. (2017) , a deep neural network is used to diagnose pneumonia directly from the chest X-ray images. The neural network model is a DenseNet121 Huang et al. (2017) , which is rst trained on ImageNet, and then netuned on the x-rays. As in Section 4, we study the e ect of the three di erent methods (transfer from ImageNet, Random Init and Mean Var) on model performance and convergence in this setting.
A subset of our performance and convergence results are shown in Table 3 and Figure 6 , with the full results in the Appendix. (Note the ChestXray14 dataset has 13 other disease labels beside pneumonia.) Performance wise, we see that for most diseases, including the primary task of pneumonia detection, all three methods perform comparably, with Mean Var sometimes outperforming pretraining on ImageNet. However, there are a couple of diseases (e.g. Hernia) for which ImageNet pretraining performs better. Convergence wise, we again see that ImageNet converges the fastest, followed by Mean Var and then Random init, with di erent diseases having di erent convergence patterns. Table 4 : Test accuracy on CIFAR10 with the di erent initialization schemes and varying train data size.
Despite the similarites between CIFAR-100 and CIFAR-10, transfer learning does not dominate the other inits except in the very small data setting.
Other Datasets: CIFAR-100 to CIFAR-10
We also run similar experiments on the CIFAR-10 dataset Krizhevsky and Hinton (2009) , with pre-trained weights from the CIFAR-100 dataset. Unlike our medical images and Imagenet data that are di erent in the underlying visual features and statistics, the images of both the CIFAR datasets are from the 80 million tiny images dataset (Torralba et al., 2008) , therefore are more closely related. As described in Section 3, we compare pretraining a Resnet50 on CIFAR-100 and netuning on CIFAR-10 to using the Random/Mean Var Inits and across di erent training dataset sizes.
As the images from CIFAR-100, CIFAR-10 are so closely related, we might expect transfer learning to outperform random init/mean var. However, the performances (Table 4) remain comparable except for when there is very little data. Figure 7 right shows convergence in this small data regime, where there is a clear ordering in convergence speeds between the di erent methods, supporting earlier results. With more data, convergence is approximately the same for all inits (likely due to this being an easier task.)
Analysis of Filters and Representations
So far, we have studied performance and convergence properties of 1) transfer learning 2) random init 3) mean var init. A di erent line of exploration, directly related to the overarching question, is determining whether these three methods learn similar features and representations. To the contrary, we nd that particularly in the lower layers, they di er signi cantly in their learned representations. In fact, both Random Init and the Mean Var Init do not learn Gabor lters at the lowest layer when trained on medical images.
In view of these surprising contrasts in basic properties, we undertake an extensive evaluation to compare both untrained and trained representations under our di erent approaches, using both visualization of lters and activations as well as CCA (Canonical Correlation Analysis). In comparing the middle and higher layers, we nd clear di erences between untrained and trained representations, as well as some surprising similarities between the di erent untrained initialization schemes. Roughly speaking, the strong di erences between the di erent initializations at lower layers begin to go away as we move to higher layers, and all the untrained initializations start to resemble each other in their basic properties more than they resemble their trained states.
Methods
To perform this analysis, we use two main methods:
Filter and Activation Visualization We visualize both the lters (the convolutional kernel for a channel) and hidden activations (the output of a channel for a single datapoint) with a heatmap.
CCA (Canonical Correlation Analysis)
We also compare the hidden representations of di erent neural networks. This is challenging to do naively, because there is no alignment between the hidden layers of two networks: a single neuron in one net might correspond to a group of neurons in di erent net, orderings might be permuted, etc. Magill et al. (2018) has shown the e ectiveness of CCA in performing representational comparisons across neural networks. CCA measures the similarity between the representations learned by two layers L 1 , L 2 . L 1 and L 2 can be same/di erent layers in the same network or same/di erent layers in di erent networks. The activations of L 1 , L 2 over a set of datapoints are computed, and CCA is then used to align these representations. Due to the invariance of CCA to linear transformations, this alignment can be done in a meaningful way, accounting for permutations, neurons mapping to groups of neurons, etc. The end result is a scalar similarity score in [0, 1] with 0 meaning the representations of L 1 , L 2 are not at all similar, and 1 that they are identical. We refer the reader to Morcos et al. (2018) for a detailed overview of the method, and the Appendix for additional details.
(The Lack of) Gabor Filters
It has been well documented that convolutional neural networks trained on computer vision tasks (usually natural image based) learn Gabor lters Krizhevsky et al. (2012) ; Yosinski et al. (2014) . This has led to the emergence of a conventional wisdom that they are essentially universal across image applications, a view consistent with the fact that the human visual system has Gabor lters as well. Surprisingly, therefore, models trained from scratch on medical images do not automatically learn Gabor lters.
In Figure 8 , we visualize some of the lters of the rst conv layer of models trained on the fundus dataset from Section 4 and on the ChestXray14 dataset, Section 5.1. We show the lters at initialization, after training, and the di erence, which illustrates how the lters changed during training. For both Random Init and Mean Var Init, we see that neither the trained lters or the di erence is Gabor-like. By contrast, a model trained on ImageNet from random initialization quickly learns Gabors (see Figure 14 in Appendix E).
These observations suggest that Gabor lters may not be universally useful (or at least universally learned) across all image types, with medical images providing one important example. They also reiterate the question of how much the speedups of transfer learning are due to the necessity of transfer-learned features versus other ancillary factors.
CCA Similarity of Hidden Representations
For higher layers in the network, instead of visualizing the many lters, we apply CCA to understand their representational properties. Building o of Figure 2 , we use CCA to compare the similarity of the representations before and after training for di erent layers and across the three di erent inits. The top of Figure 9 shows heatmaps of these cross comparisons at the end of Block 1, Block 2, Block 3, Block 4 of Resnet-50 He et al. (2016) . Each block consists of four 'units' which themselves consist of three conv-batchnorm-relu progressions as well as a skip connection.
Im N e t U R a n d U M v a r U Im N e t T R a n Because each block's nal layer has a di erent number of neurons and channels, the CCA similarities for each of the heatmaps is at a slightly di erent scale Raghu et al. (2017) . Nevertheless, we can observe some interesting patterns. Firstly, we note that in lower layers (Block 1 nal, Block 2 nal), the ImageNet untrained representations are closer to their trained versions than for the Mean Var init and Random init. We plot this directly in the bottom left pane of Figure 9 . By Block 3, Block 4, we see that all models are equally (dis)similar to their trained representations.
Another pattern we see is the emergence (in Block 3, Block 4) of two 3x3 blocks of comparatively greater similarity, one on the top left and the other on the bottom right. The block on the bottom right is comparisons of representations of the trained ImageNet/Random/Mean Var models. As all these models solve the same task, similarity between their trained representations in higher layers, is not unexpected.
The similarity of the 3x3 block at the top left however, corresponds to representational similarity of the three untrained models. The similarity of Mean Var untrained to Rand Init untrained is not entirely counter-intuitive, at heart stating that di erent random convolutional lters have correlated activations. This helpful inductive bias of random convolutional layers has been studied before in the literature Ulyanov et al. (2018) ; Mahendran and Vedaldi (2015) .
But the surprise is the similarity of the ImageNet init representations to Rand Init and Mean Var. We conjecture that due to the signi cantly di erent statistics of ImageNet and the fundus dataset, at higher layers, even the ImageNet init acts like random convolutional lters on this dataset. This is further evidenced by the bottom left of Figure 9 , where we visualize the activations for two images at the end of Block 3 of the three models. The top row shows the raw activations for the untrained models, and the bottom row the trained activations. Visually, we can see clear similarities between the untrained activations.
In summary, the observations in Figure 9 indicate that in the lower layers, the untrained ImageNet init is most similar to its trained representation, but at higher layers, all three initializations have functionally very similar properties, and are equally dis(similar) to their trained states. Additional results are in the Appendix.
Weight Tranfusion
Motivated by Figure 9 (bottom left), we study the e ects on convergence when performing a weight transfusion: pretrained weights up to a layer L and the rest initialized with Mean Var or Random Init. Figure 9 indicates that transfusing weights up to Block 2 should result in a similar convergence speed to the full ImageNet init, (bottom left plot shows bigger di erence in Blocks 1, 2; heatmaps show similarity between all three inits in Block 3, 4). This is indeed what is we observe in Figures 10, 18.
Discussion
Even as transfer learning has grown in scope, accounting for its e ectiveness has remained an important open problem. The question is particularly compelling for medical images, where transfer learning has enjoyed success despite the clear di erences between medical images and natural image domains. Is transfer learning fundamentally drawing its power through feature reuse, or is better conditioning of the weight distribution playing an important role? Our work addresses these questions with a focus on medical imaging applications. We show that transfer learning gives only minimal nal performance gains, but signi cantly improves convergence speed. In this, weight scaling plays a key role: we identify Mean Var initialization as a simple way to use only scaling information from the pretrained weights, but to achieve substantial convergence gains, equal to i.i.d. sampling from the full empirical distribution.
We also compare the representations obtained through ImageNet pretraining, Mean Var initialization, and random initialization. At lower layers, the di erent approaches yield very di erent representations, with Random Init and Mean Var not learning Gabor lters. At higher layers, representational di erences between the di erent approaches begin to disappear, with pretrained ImageNet lters behaving similarly to random initialization. We explore this further through weight transfusion, porting some pretrained weights into a network built from random or Mean Var initialization. In future work, it would be interesting to develop weight distributions leading to further improvements, which (Section 4.3) might also model weight correlations.
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A Details on Models and Hyperparameters
For experiments on the fundus photographs, we use a standard Resnet50, replacing the 1000 class ImageNet classi cation head with a ve class head for DR diagnosis. In the experiments with CIFAR-10/CIFAR-100, due to the smaller image sizes, we replace the initial block of Resnet50 from large 7 × 7 convolution and max pooling with a single 3 × 3 convolution. The model on the ChestXray14 data is a a DenseNet121 Huang et al. (2017) , from the open source implementation at https://github.com/zoogzog/chexnet.
The models on the fundus photographs are trained with learning rate 0.001 and a batch size of 8 (for memory considerations.) The Adam optimizer is used. In the ChestXray14 experiment, the models are trained via the Adam optimizer with learning rate 0.0001 and weight decay 10 −5 . By using multi-GPU data-parallization, we are able to train with a larger batch size (128) than the original implementation. In the CIFAR experiments, both the pre-trained networks on CIFAR-100 and the netuned models on CIFAR-10 are trained via SGD with momentum 0.9 and weight decay 5 × 10 −4 . The learning rate starts at 0.1, and decays by a factor of 0.2 on epoch 60, 120 and 160. The batch size is 128.
B Full Convergence Curves
In the main text, the convergence curves are zoomed in to show the earlier training stage because later in the training process the curves overlap. The full convergence curves are shown here for references. In particular, Figure 11 is the full version for Figure 3 in the main text. Table 2 in the main text compares the nal performance on varying amount of training data for the fundus photograph dataset. In Figure 13 , the learning curves are shown to compare the convergences for those cases for reference.
C Learning Curves for Varying Data on the Fundus Photographs Dataset

D Other Datasets D.1 ChestXray14
The ChestXray14 dataset has 14 di erent disease labels, and we nd some variation in the results depending on the disease. For the main task of pneumonia detection, we see that the Mean Var init actually outperforms the ImageNet init, Table 5 . There are also small performance gains on a couple of other disease, namely Cardiomegaly and Consolidation.
For a large group of other diseases (Table 5) , performance is comparable (within 0.5% or less) across all of the three initialization schemes. However, we do nd three diseases, Nodule, Hernia and Emphysema for which the ImageNet init performs signi cantly better. We suspect that some of these di erences might be due to noise in the data labelling process for ChestXray14, which has been well documented Oakden-Rayner (2017) . Table 2 for dataset sizes and nal performance.) Aside from Random Init showing greater variance in convergence time, the di erences between the three methods are relatively stable over dataset size.
E Convergence of the First Layer Filters when Training on Imagenet
F CCA and Learning Dynamics
Our implementation of CCA uses the code from https://github.com/goog e/svcca. To get a CCA similarity score, we compute the mean of all CCA correlation coe cients.
F.1 Learning Dynamics
We further investigate the di erences between lower and higher layers by plotting (separately for each initialization) the per layer learning dynamics in Figures 15, 16 , 17. We compute CCA similarity for a layer at timestep t with the same layer at full convergence. The results show that layers closer to the input converge much faster than layers higher up the network, as suggested by the heatmap plots of Section 6.3. This pattern remains true across all initializations, and also shows that the higher layers have similar learning dynamics across all three initializations.
F.2 Transfusion with Mean Var
We perform the same experiment as in Figure 10 except using the mean-var initialization for the rest of the weights instead of random initialization. We observe very similar patterns -using pretrained ImageNet weights up to Block 2 gives much faster convergence. 
