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Abstract
The Grid can be seen as a collection of services each
of which performs some functionality. Grid users often
submit their applications in the form of workflows with
certain Quality of Service (QoS) requirements imposed on
the workflows. These workflows detail the composition
of Grid services and the level of service required from
the Grid. This paper addresses workload allocation tech-
niques for Grid workflows. We model a Grid service as a
G/G/1 queue and minimise failures (QoS requirement vi-
olation) of jobs by solving a mixed-integer non-linear pro-
gram (MINLP). The novel approach is evaluated through
an experimental simulation and the results confirm that the
proposed workload allocation strategy performs consider-
ably better in terms of satisfying QoS requirements of Grid
workflows than scheduling algorithms that don’t employ
such workload allocation techniques.
1. Introduction
Grid Computing [6] has been evolving over recent years
towards the use of service-oriented architectures [8]. Func-
tionality within the Grid exposes itself through a service in-
terface. This functionality may be exposing computational
power, storage, software capable of being deployed, access
to instruments or sensors, or potentially a combination of
the above. As more and more functionality is made avail-
able through these services, users seek to combine the ser-
vices in manners, which allows them to carry out larger
and more complex tasks than an individual service can per-
form. Services are selected which perform the appropriate
functionality for the overall task and are combined together
through a workflow description. This functionality is often
referred to as a component or a workflow task and without
loss of generality these components can be composed them-
selves of a set of components with a workflow description.
We refer to all components as workflow tasks in this paper.
Complex scientific experiments within a Grid are in-
creasingly specified in the form of workflows, which detail
the composition of distributed resources such as computa-
tional devices, data, applications, and scientific instruments.
These resources in turn could be exposed in the form of a
web service. Users who submit a workflow to the Grid will
often have constraints on how they wish the workflow to
perform. These may be described in the form of a Qual-
ity of Service (QoS) document which details the level of
service they require from the Grid. This may include re-
quirements on such things as the overall execution time for
their workflow; the time at which certain parts of the work-
flow must be completed; cost to the user; reliability of ex-
ecution. In order to determine if these QoS constraints can
be satisfied it is necessary to store performance information
of resources and applications within the Grid. Such infor-
mation could also be performance data related to execution
of Grid services; information about speed and reliability;
mean service time and mean arrival rate. Here we see that
existing Grid middleware for resource descriptions [21] and
performance repositories [9] may be used for the storage
and retrieval of this data.
Job scheduling within a Grid is mainly based on two
techniques. Either scheduling is performed based on real
time information such as waiting time in the queue, resid-
ual processing time; or on average-based metrics such as
mean service rate, mean arrival rates. Real time information
based algorithms generally perform better than average-
based strategies [22]. However, obtaining real time infor-
mation from a distributed system such as Grid, leads to high
overheads. Moreover obtaining extremely volatile informa-
tion such as service load, exact waiting times from geo-
graphically distributed Grid services can lead to substantial
delays and consequently to inaccurate scheduling decisions.
Also, it may not be possible to obtain instantaneous infor-
mation at any arbitrary point in time from some Grid ser-
vices. Thus, it is necessary to develop approaches which are
not dependent on obtaining accurate instantaneous informa-
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tion. The use of average-based strategies seems to be an
appropriate approach. Average-based scheduling, for jobs
based on FCFS (First Come First Served) rule in a Grid,
consists of distributing the workload received by a cen-
tral entity such as a brokering service to underlying service
providers. This process is referred to as workload allocation
strategy in this paper. The workload allocation scheme de-
termines the proportion of workload directed to a matching
Grid service. Once the workload gets collected in the queue
of a Grid service, jobs are executed using a FCFS rule.
The remainder of the paper is organised as follows. Sec-
tion 2 describes the Grid model (figure 1) considered and
assumptions held in this paper. Section 3 presents related
work and compares our work with others in the field. Work-
load allocation strategy in terms of minimising job failures
is obtained in Section 4 and the performance of the work-
load allocation strategy is evaluated in Section 5. Finally,
we conclude the paper in Section 6.
2. The Model
In our model of the Grid (see Figure 1) we envisage a
number of co-operating Grid Services. We outline relevant
services below and align them with existing Grid services.
However for simplicity, services such as workflow manage-
ment system, payment service and others are not shown in
figure 1.
             UTILITY GRID
DISCOVERY
SCHEDULER
BROKER
Workflow
QoS  Document
End -User
Packaged Code Services
Execution Services
Running Software 
Services
Monitoring Service
Performance 
Repository
Figure 1. Utility Grid Model
Workflows : Workflows are composed of individual
tasks (jobs), which may be abstract in nature. Workflows
have overall deadline and cost constraints, which are ex-
plicitly specified by the end-user. The workflows also have
reliability constraints for individual tasks, which are again
specified by the end-user. There could also be other con-
straints such as network constraints, availability. A full list
of constraints is beyond the scope of this paper. However
for simplicity, we keep the QoS requirements of workflows
limited to overall deadline and cost constraints and relia-
bility constraints for individual tasks within the workflows.
Reliability of a Grid service is a constant, which is the num-
ber of successful executions divided by the total number
of executions. Deadlines and costs for individual tasks of
workflows are calculated by the brokering service using a
formula given in the experimental evaluation. We define
a workflow failure as failure in meeting the overall work-
flow deadline or the cost limit. Unsuccessful execution of a
workflow task at any point is also a workflow failure. Fail-
ure in meeting deadlines or costs of intermediate workflow
tasks is not a workflow failure. Workflow tasks with higher
reliability requirements, if successfully executed by Grid
services with lower reliability is also not a workflow fail-
ure.
Running Software Service : The owner of a running
software service may wish to expose this themselves to the
Grid and provide both computational resources and soft-
ware. Running software service providers have a fixed lo-
cation of their service and charge users based on metered
usage or subscription. In our model these services exhibit a
queueing behaviour. For simplicity we have kept the model
of these services limited to a single thread only, meaning
only one thread is available at any instant for processing a
job waiting in the queue. Hence the service is essentially
a G/G/1 queue [13]. However this is not a restriction and
other models such as multiple threading model could also
be used in place.
Packaged Code Service : The owner of a software ser-
vice may not have the ability to provide computational re-
sources for their software. Therefore they make it available
for other third parties to execute as packaged service. We
are investigating this approach to software availability [11].
Execution service : These services are computing re-
sources on which packaged code services can be deployed
and executed. In our model, a combination of a packaged
code service and an execution service together forms one
Grid service. We model execution services in a novel fash-
ion as a G/G/1 queue. In this way we provide both QoS
guarantee as well as get rid of advanced reservations. It
remains to be seen whether doing so can provide a perfor-
mance gain. i.e. improve metrics such as average response
times. A naive argument would be that queueing approach
computes a joint response time expectation for a set of jobs,
whereas reservation computes response time expectation for
a single job. Hence performance gain is expected with mod-
elling Grid services via queueing theory approach.
Brokering service : End-users construct and submit ab-
stract workflows to a brokering service [19]. The brokering
service facilitates the tranformation of an abstract workflow
to a more concrete workflow through the discovery of exist-
ing services and performing scheduling. Discovery service
finds services implementing a particular interface matching
a workflow task, as defined in the workflow. As the work-
flow task descriptions that make up the abstract workflow
only describe the meaning of what should be carried out, the
first task of the discovery service is to match these abstract
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meanings with their implementations. Here we see that ex-
isting technologies such as RDF [4], OWL [3] may be used
to describe Grid services. There may be many Grid services
matching any given workflow task. When a workflow task
finishes, further tasks must be started. Hence the brokering
service dispatches tasks (jobs) of new and old workflows to
appropriate Grid services using a workload allocation strat-
egy developed in the next section. The jobs are executed by
the Grid services in the order they are received.
Monitoring Service : Monitoring service takes care of
collecting periodic information of the states of Grid services
from their respective management services. This service
can be queried by the scheduling service in order to obtain
estimates of various parameters such as queue length in or-
der to make accurate scheduling decisions. We assume here
that negligible time is spent by the scheduling service to
obtain information about Grid services from the monitoring
service.
Performance Repository : Performance repository
stores historical performance data of Grid services. The
brokering service takes care of logging performance infor-
mation of services. When the service completes its exe-
cution, the brokering service records its execution profile
and stores in a performance repository [9]. The scheduling
service can then interrogate performance information in or-
der to obtain estimates on the execution times for services
matching the abstract services.
3. Related Work
Various application domains and projects such as OMII-
BPEL, GridCC are using web services as a means for en-
abling loosely coupled and extensible systems [10] [18].
Many web services flow specification languages are emerg-
ing, such as BPEL4WS [1].
In a distributed system such as Grid, job scheduling is
performed at both global and local level [12]. At global
level, workload is distributed to resource clusters and within
them, the local schedulers dispatch jobs to the underlying
resources via a scheduling strategy. Kao et al. [5] use two
homogenous non real time servers to provide a service that
satisfies the QoS requirements of jobs. However they don’t
extend their approach to a distributed system such as Grid
and QoS requirements of jobs are limited only to waiting
times. Moreover it is assumed by Kao et al. that the wait-
ing time requirements of jobs received by a server follow
a uniform distribution. Kao et al. also model the server as
an M/M/1 queue, which does not quite often exist in real
world situations. Zhu et al. extend the work of Kao et al. by
considering more than two servers that aim to satisfy QoS
requirements of jobs [20]. The performance of scheduling
based on minimising failures to meet waiting time require-
ments (the maximum time a job can wait before execution)
of jobs is also evaluated in [20]. However, their work is
confined to a single service with n processing nodes only
and does not consider a distributed system such as Grid.
Zhu et al. also assume that the waiting time requirements of
jobs received by a server follow a uniform distribution and
the server is modelled as an M/M/k queue. He at al. [15]
extend the work of Zhu et al. by developing a workload
allocation strategy for a multicluster Grid. They obtain an
analytical solution for miss rate (jobs failing to meet their
waiting time requirements) of jobs having a slack (waiting
time constraints). They minimise the miss rate by allocat-
ing an optimal workload to clusters. Moreover they also
assume that the waiting time requirements of jobs received
by a cluster follow a uniform distribution and again clusters
are modelled as M/M/k queues.
Buyya et al. [19] propose a Grid Architecture for Com-
putational Economy (GRACE) considering a generic way
to map economic models into a distributed system architec-
ture. The Grid resource broker (Nimrod-G) supports dead-
line and budget based scheduling of Grid resources. How-
ever real time information is required by the resource bro-
ker in order to make accurate scheduling decisions. Zeng
et al. [14] investigate QoS-aware composition of web ser-
vices using integer programming method. The services are
scheduled using local planning, global planning and integer
programming approaches. The execution time prediction of
web services is calculated using an arithmetic mean of the
historical invocations. However Zeng et al. focus on satis-
fying QoS requirements of individual workflows. Moreover
every time scheduling is performed, real time QoS informa-
tion of web services has to be known, so that service level
agreements can be obtained for executing workflow jobs on
web services. We have developed a scheduling strategy us-
ing two-stage stochastic programming approach that aims to
satisfy QoS requirements of workflows with sufficient guar-
antee in a volatile Grid [23]. The strategy aims at satisfying
QoS requirements of individual workflows. However the
strategy developed by us does not require real time infor-
mation for scheduling.
Our work focuses on developing a workload allocation
strategy which minimises failures of jobs (tasks) of work-
flows with QoS requirements in a utility Grid.
4. MINLP For Minimisation Of Job Failures
In this section we obtain a MINLP which minimises fail-
ures of jobs received by Grid services. The MINLP ob-
tains as solutions, the workload allocation and the job as-
signments for Grid services. In mathematics, non-linear
programming (NLP) is the process of solving a system of
equalities and inequalities over a set of unknown real vari-
ables, along with an objective function to be maximized or
minimized. The objective function and the functions asso-
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Table 1. MINLP Parameters
Symbol Function
Ni Number of services matching service type i
Ji Number of jobs matching service type i
Rij Response time of service j of service type i
for workload of λij
cij Cost per second of service j of service type i
fij Reliability of service j of service type i
diy Deadline allocation of job matching service type i
eiy Cost allocation of job matching service type i
giy Reliability requirement of job matching
service type i
xijy Binary selection variable associated with job y
to be executed on service j of service type i
λ Workload received by the brokering service
λi Workload matching services of service type i
λij Workload allocation to Grid service j of
service type i
µij Service rate of service j
of service type i
zdiy , z
c
iy , Penalty variable associated with deadline, cost
zfiy and reliability constraints for job y of
service type i respectively
ciated with the unknown variables in the constraints may
be non-linear in a NLP. If the unknown variables are all re-
quired to be integers, then the problem is called a non-linear
integer programming (NLIP) problem. If only some of
the unknown variables are required to be integers, then the
problem is called a mixed-integer non-linear programming
(MINLP) problem. These are generally NP-hard. MINLPs
can be solved using advanced algorithms such as branch and
bound, outer approximation, generalised Benders decom-
position. Our workload allocation problem turns out to be
a mixed-integer non-linear program which is developed in
the next section. We provide table 1 as a quick reference to
the parameters of the MINLP.
4.1. Workload allocation and job assign-
ment based on failure minimisation of
jobs
In this section, a workload allocation strategy using min-
imisation of failures of jobs for Grid services, using a
MINLP is developed. The Grid consists of different ser-
vices which has a specific service type or functionality asso-
ciated with it. Each service is modelled as a G/G/1 queue
with infinite customer capacity, meaning the number of jobs
that can wait in the queue of a Grid service is infinite. Hence
essentially a Grid service is indeed a G/G/1/∞ queue.
Mean service rate of a Grid service is µij . The number of
Grid services matching a service type i is Ni. The number
of jobs matching a service type i is Ji. Grid service j of
service type i has a unit cost (cost per sec) equal to cij and
reliability equal to fij (constant). We consider that the bro-
kering service receives jobs, with an arrival rate of λ, out of
which λi corresponds to Grid services of service type i. Out
of λi, λij is allocated to jth Grid service of service type i.
Thus the arrival rate can be expressed as the sum of work-
load proportions of Grid services, given by equations 1 and
2.
n∑
i=1
λi = λ (1)
Ni∑
j=1
λij = λi (2)
We develop the three main constraints namely deadline, cost
and reliability constraints one by one. Finally we model the
objective function of the MINLP.
• Deadline Constraint
The workload proportion allocated to Grid service j
of service type i is λij . We can write the expected
average response time Rij [13] of Grid service j of
service type i for workload λij , given by equation 3.
Equation 3 holds true for running software services,
whereas equation 4 for combined packaged code and
execution service. The waiting time in equation 4 is
calculated based on the parameters of the execution
service, whereas the service time parameter is cal-
culated based on equation 24 as shown in the experi-
mental evaluation section. Wij is the waiting time in
the queue, the best known upper bound for which is
given by equation 5. The terms σ2ij(A) and σ2ij(S)
are the variances of the inter-arrival times and service
times of Grid service j of service type i respectively.
Rij = Wij +
1
µij
(3)
Rij = Wij + service time (4)
Wij =
σ2ij(A) + σ
2
ij(S)
2(1− λijµij )
λij (5)
Expected average response time must be less than the
deadline allocation of job assigned to Grid service j of
service type i. We can now write the following dead-
line constraint, given by equation 6.
∀ i, j, y, (Rij − diy)xijy ≤ 0 (6)
The following equality constraints, given by equation
7 must also be met. These constraints take care of as-
signing a job to one and only one Grid service. At the
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same time they also take care of assigning every job.
The binary variable xijy is 1 if job y is selected to be
executed on Grid service j of service type i, else it is
0. Equation 8 ensures that the number of assignments
are less than or equal to the arrival rate λij and also
validates equation 6.
∀i, y,
Ni∑
j=1
xijy = 1 (7)
∀i, j,
Ji∑
y=1
xijy ≤ λij (8)
• Cost Constraint
The cost constraint is similar to deadline constraint,
given by equation 9. Expected average cost must be
less than the allocated cost of a job assigned to Grid
service j of service type i.
∀ i, j, y, (cijRij − eiy)xijy ≤ 0 (9)
• Reliability Constraint
Reliability constraint is given by equation 10. Relia-
bility requirement of a job must be less than the relia-
bility of Grid service j of service type i.
∀ i, j, y, (giy − fij)xijy ≤ 0 (10)
The objective is to minimise total failures, i.e. to min-
imise the number of jobs failing to meet their QoS allo-
cations. The constraints take care of workload allocation
and job assignments. However these constraints may fail,
thus making an infeasible program. Thus to allow for that
we introduce a penalty term (hT z) in the objective. We
wish to minimise the penalty and in turn minimise fail-
ures. We introduce extra variables (z), one per inequality
constraint, that make the constraints feasible at all times.
These variables account for the penalty incurred in failing
to meet the QoS requirements. The coefficient vector (hT )
of these variables is present in the objective of the MINLP.
The values of this vector are the inverse of the terms diy , eiy
and giy present in the LHS of deadline, cost and reliability
constraints. We can now write the minimisation problem
(MINLP) represented by equations 11 to 20.
minimise hTz (11)
subject to
∀ i, j, y, (Rij − diy)xijy ≤ zdiy (12)
∀ i, j, y, (cijRij − eiy)xijy ≤ zciy (13)
∀ i, j, y, (giy − fij)xijy ≤ zfiy (14)
∀i, y,
j=Ni∑
j=1
xijy = 1 (15)
Ni∑
j=1
λij = λi (16)
0 ≤ λij ≤ λi (17)
∀i, j,
Ji∑
y=1
xijy ≤ λij (18)
∀i, j, y, xijy ∈ {0, 1} (19)
∀i, y, zdiy, zciy, zfiy ≥ 0 (20)
The above MINLP can be solved by using appropriate non-
linear optimisation software. We use CPLEX [2], an in-
dustrial quality optimisation software by ILOG to solve the
MINLP. The number of variables and constraints appearing
in the MINLP are around 100. Hence the time taken to solve
the MINLP is negligible.
5. Experimental Evaluation
In this section we present experimental results for the
workload allocation technique described in this paper.
5.1 Setup
Table 2 summarises the experimental setup. We have
performed 3 simulations, the first with workflow type 1, sec-
ond with workflow type 2 and in the third simulation, work-
load is made heterogenous. The workflows experimented
with are shown in figure 2. Workflow type 1 is quite sim-
ple compared to type 2, which is a real scientific workflow.
In the first two simulations, the workflows are all similar,
but having different overall QoS requirements. In the third
simulation, workload is made heterogenous (HW), meaning
any of the three workflows shown as heterogenous work-
load, in figure 2 could be submitted. Apart from that, the
workflows have different overall workflow deadlines. Mean
of a packaged code service (PCS) is measured in millions
of instructions (MI), while speed of Grid resources is mea-
sured in millions of instructions per second (MIPS). We
have performed 10 runs in each different setup of a sim-
ulation and averaged out the values. Initially 500 jobs al-
low the system to reach steady state, the next 1000 jobs are
used for calculating statistics such as mean execution time
of workflows, mean workflow failures and mean utilisation
of a Grid service. The last 500 jobs mark the ending period
of the simulation. The simulation is developed on top of
simjava 2 [7], a discrete event simulation package. The Grid
size is kept small in order to get an asymptotic behaviour of
workflow failures, as coefficient of variation (CV) of work-
flow task execution time or arrival rates (λ) of workflows are
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Table 2. Simulation parameters
Simulation 1 2 3
Grid services per task 6-24 3-12 6-24
Service Speed (kMIPS) 3-14 3-14 3-14
PCS Mean (µp) (kMI) 7.5-35 10-30 7.5-35
PCS CV (σp/µp) 0.2-2.0 0.2-1.4 0.2-2.0
Mean λ (per sec) 1.5-10 0.1-2.0 1.5-3.6
CV λ 0.1-2.0 0.1-2.0 0.1-2.0
Task Mean (µ) (sec) 3-12 3-10 3-12
Task CV = σ/µ 0.2-2.0 0.2-1.4 0.2-2.0
Cost per sec 0.07-0.7 0.07-0.7 0.07-0.7
Service Reliability(%) 50-100 50-100 50-100
Workflows Type 1 Type 2 HW
Workflow deadline(sec) 40-60 80-100 40-60
Workflow Cost 1-5 1-5 1-5
Task Reliability(%) 60-95 60-95 60-95
increased. Deadlines of individual tasks of workflows are
calculated using equation 21. In order to compute dead-
lines of workflow tasks, we put no restriction on the na-
ture of their execution time distributions (general distribu-
tions with finite mean and variance) and compute deadlines
in a way such that 95% of jobs would execute in time un-
der the calculated deadline. Equation 23 is the cumulative
density function of execution time distribution associated
with a workflow task. Such bounds or confidence intervals
on the execution time can be computed using various tech-
niques such as Chebyshev inequality [16], Monte Carlo ap-
proach [17] and Central Limit Theorem [16] or by perform-
ing finite integration, if the underlying execution time PDFs
(Probability Density Functions) are available in analytical
forms. Deadline calculation takes care of all possible exe-
cution paths in a workflow. deadlineW is the overall work-
flow deadline for any possible path in a workflow, as shown
in table 2, while costW is the overall workflow cost. We
provide an example for the first task of workflow 2 (HW) in
figure 2. Mean of the execution time (µ) and coefficient of
variation of the execution time (CV) are specified in table 2
with respect to a reference machine. Equation 21 is scaled
with reference to deadlineW , as it is for the first task of the
workflow. Subsequent workflow tasks’ deadlines are scaled
with reference to the remaining workflow deadline. Simi-
larly equation 22 is scaled with reference to costW , while
subsequent workflow tasks’ costs are scaled with reference
to the remaining budget of the workflow. The service time
parameter in equation 4 is calculated based on equation 24.
deadline1 =
X1∑5
i=1 Xi
deadlineW (21)
cost1 =
X1∑5
i=1 Xi
costW (22)
P (0 ≤ x ≤ Xi) = 0.95 (23)
service time =
(µp + kσp)
processing speed
(24)
P (0 ≤ x ≤ service time) = 0.95 (25)
5.2. Results
We compare our workload allocation scheme (FF) with
traditional job dispatching strategies like global weighted
allocation (GWA) and real time based least-loaded algo-
rithm (RTLL). The GWA scheme calculates the proportion
of workload based on the service rate of a Grid service
based on the equation 26. Hence, higher the service rate,
higher the workload proportion for the Grid service. Thus
GWA has no notion of satisfying the QoS requirements of
jobs. The least-loaded scheme selects the least-loaded Grid
service which can satisfy the QoS requirements of jobs.
Hence least-loaded scheme schedules jobs individually. For
every schedule, it queries real time information from Grid
services.
λij =
µijλi∑Ni
j=1 µij
(26)
The workflows don’t have any slack period, meaning they
are scheduled without any delay as soon as they are sub-
mitted. The main comparison metrics between the schemes
are mean execution time and cost of workflows, workflow
failures and utilisation of Grid services as we increase λ and
CV. However we will keep our discussion limited to failures
as the main comparison between the schemes is their ability
to satisfy QoS requirements.
5.3. Eﬀect of arrival rate and workload na-
ture
Referring to figures 3 and 4, for low arrival rates, FF per-
forms similar to RTLL. However its performance compared
to RTLL drops as λ increases. However FF significantly
outperforms GWA. This trends continues, but the advan-
tage gets reducing as arrival rates increase. This can be ex-
plained as follows. When arrival rates increase, more work
needs to be scheduled in less time and the average response
time and costs are increasing functions of arrival rate, as
is evident from equation 5 in section 4.1. Hence failures
due to missing deadline and cost assignments increase and
as a consequence workflow failures increase. For both low
and high CVs, at low arrival rates, FF performs similar to
RTLL. Referring to figures 5 and 6, for low arrival rates,
FF performs similar to RTLL. However its advantage over
GWA is significant. Referring to figures 7 and 8, the sit-
uation is similar to the above cases. Hence heterogenous
workload does not change the behaviour of the schemes.
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Figure 3. Failures vs λ, CV = 0.2 (Sim. 1)
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Figure 4. Failures vs λ, CV = 1.8 (Sim. 1)
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Figure 5. Failures vs λ, CV = 0.2 (Sim. 2)
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Figure 6. Failures vs λ, CV = 1.4 (Sim. 2)
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Figure 7. Failures vs λ, CV = 0.2 (Sim. 3)
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Figure 8. Failures vs λ, CV = 1.8 (Sim. 3)
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5.4. Eﬀect of CV of execution time of work-
ﬂow tasks
For both low and high CVs of execution time of jobs, the
nature of graphs are similar, however failures increase as
CV increases. In case of heterogenous workload, the graphs
climb more steeply compared to the case of type 1 work-
flow. In all cases FF significantly outperforms GWA. This
shows that the variability of execution time does not sig-
nificantly affect the nature of graphs for different schemes.
However the advantage of a particular scheme over others
reduces as failures reach limiting values asymptotically. As
CV is increased, failures increase because workflow jobs
take longer time to execute and thus tend to complete near
their assigned deadlines or even fail to meet their deadlines.
Moreover they also may fail to meet their assigned costs.
6. Conclusion and Future Work
The effectiveness of the workload allocation strategy is
evaluated through experimentatal simulation. Results con-
firm that workload allocation strategy performs consider-
ably better than the algorithms that do not use these strate-
gies. When the arrival rates are low, the workload al-
location technique performs similar compared to schedul-
ing algorithms based on real time performance information.
Workflow and workload nature also don’t change the per-
formance of the scheme notably. Moreover execution time
variability does not change the performance of the work-
load allocation strategy significantly for both low are high
arrival rates. The queueing formulation allows us to get rid
of advanced reservations.
As future work we would like to perform experiments
with workflows having a slack period, meaning they can
wait for some time before getting serviced. We would
also like to evaluate the performance of our scheme against
reservation based schedulers. We would also like to develop
a stochastic version of the MINLP that will help to further
reduce the incurred penalty and in turn minimise job failures
and also provide QoS guarantee for individual workflows.
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