Abstract-This paper deals with the problem of finite-time and fixed-time observation of linear multiple input multiple output (MIMO) control systems. The nonlinear dynamic observers, which guarantee convergence of the observer states to the original system state in a finite and a fixed (defined a priori) time, are studied. Algorithms for the observers parameters tuning are also developed. The theoretical results are illustrated by numerical examples.
I. INTRODUCTION AND RELATED WORKS
State estimation (observation) is one of the classical control problems [1] , [2] , which still forms a very active research domain [3] , [4] , [5] . Observer design algorithms give background for the development of fault detection [6] and data assimilation [7] systems.
Observation with time constraints (non-asymptotic observation) is important and an interesting problem for both control theory [8] , [9] and practice [10] . On the one hand, finite-time observation is a simple way to realize the separation principle (the control law can be designed and analyzed independently of the observer). On the other hand, the transition processes of many control systems are strongly restricted in time. For example, the state estimate of a walking robot must be provided before each impact with the ground, i.e. calculated within the length of each step [11] .
One of the most popular approaches to system state estimation is the so-called dynamic observer design, which uses a copy of the mathematical model of system with an additional output injection term (see, for example, [2] , [12] , [13] etc). In this approach, the observer is designed firstly by studying the stability of the differential equation that describes the observation error, then, a nonlinear output injection term can be applied in order to guarantee the finitetime or fixed-time (prescribed in advance) convergence of the observation error to zero. To attain this type of convergence, high order sliding mode [14] , [15] , [16] and homogeneous observers [10] , [9] , [3] can be used and they admit a rather simple and constructive representation. However, the practical implementation is often complicated since, to the best of our knowledge, the existence of appropriate observer parameter tuning hasn't been provided for high order systems.
The present paper develops effective computational algorithms for tuning the parameters of a finite-time observer and a novel fixed-time one, both of whom are based on homogeneity properties and the constructive procedures to adjust the observers parameters rely in Linear Matrix Inequalities (LMI) [17] . The ideas used here are a natural analog of the ones presented in [18] applied in the observation context, moreover, in the observers to be presented there is no need of online calculation of the Implicit Lyapunov Function (ILF), reducing considerably the computational requirements of its implementation.
This paper is organized as follows: The next section presents the problem statement and basic assumptions. Next the preliminary results related to finite-time and fixed-time stability and the ILF method are given. Sections IV, V and VI deal with the main results, numerical simulations and concluding remarks, respectively.
Notation: let λ min (P ) and λ max (P ) be the minimum and maximum eigenvalue of the positive definite symmetric matrix P = P T ∈ R n×n , respectively; I n ∈ R n×n denotes the identity matrix; (z 1 , z 2 , ..., z m ) denotes the diagonal matrix with diagonal elements z i , i = 1, 2, ..., m; rown(W ) and coln(W ) are the number of rows and the number of columns of the matrix W , respectively (i.e. if W ∈ R p×q then rown(W ) = p and coln(W ) = q); ker(W ) and range(W ) are the null space and the column space of the matrix W , respectively; null(W ) is the matrix with columns defining the orthonormal basis of the subspace ker(W ).
II. PROBLEM STATEMENT
Let us consider the following linear control system:
where x ∈ R n is the state variable, y ∈ R k is the measured output, u : R → R s is a control input, A ∈ R n×n is the system matrix, B ∈ R n×s is the matrix of input gains and the matrix C ∈ R n×k is the output matrix that links the measured outputs with the state variables. The pair {A, C} is assumed to be observable and rank(C) = k.
The goal is to design a dynamic observer, which estimates the state of the system (1) in a finite or a fixed (defined a priori) time under the assumption that the domain of initial conditions of the system (1) is unknown.
III. PRELIMINARIES
A. Finite-time and fixed-time stability Let us consider the system of the forṁ
where x ∈ R n is the state vector, f : R + × R n → R n is a nonlinear continuous vector field. Let us assume that the origin is an equilibrium point of (2). Definition 1 ([19] , [20] , [21] ). The origin of system (2) is said to be globally uniformly finite-time stable if it is uniformly Lyapunov stable and finite-time attractive, i.e. there exists a locally bounded function T : R n → R + ∪ {0} such that x(t, t 0 , x 0 ) = 0 for all t ≥ t 0 + T (x 0 ), where x(t, t 0 , x 0 ) is a solution of (2) with x 0 ∈ R n . The function T is called the settling-time function of the system (2).
Definition 2 ([22]
). The origin of system (2) is said to be globally fixed-time stable if it is globally uniformly finitetime stable and the settling-time function T is globally bounded by some positive number
The characterization of fixed-time stability property by means of a Lyapunov function can be found in [9] , [22] .
B. Implicit Lyapunov Function Method
The Implicit Lyapunov Function method allows to study the stability of a system without presenting the Lyapunov function in an explicit form. Indeed, the Lyapunov function can remain in an implicit form, for example, as a solution of some algebraic equation (e.g. Q(V, x) = 0), and in order to analyze the stability of the system it is not necessary to solve this equation; it suffices to study certain of its properties alongside with the right-hand side of the system, as stated by the next theorem.
Theorem 3. [18] If there exists a continuous function
C4 for ∀V ∈ R + and ∀x ∈ R n \{0} the inequality
then the origin of system (2) is globally asymptotically stable.
The proof of this theorem is simply based on the classical Implicit Function Theorem [23] . By means of recent results in the ILF method [24] , [25] , [18] it is possible to extend this result to assert finite-time stability.
Theorem 4. [18] If there exists a continuous function
∈ Ω, where c > 0 and 0 < µ ≤ 1 are some constants, then the origin of system (2) is uniformly finite-time stable with the settling-time estimate
The following extension of the previous theorem helps us to analyze the fixed-time stability.
Theorem 5.
[18] Let two functions Q 1 and Q 2 satisfy the conditions C1-C4 of Theorem 3 and
, where c 1 > 0 and 0 < µ < 1 are some constants;
, where c 2 > 0 and ν > 0 are some constants. Then the origin of the system (2) is fixed-time stable and
The presented theorems are used below for analysis and design of finite-time and fixed-time observers. The corresponding implicit Lyapunov function candidate is selected as follows
where V ∈ R + , z ∈ R n , P ∈ R n×n is a symmetric positive definite matrix, i.e. P = P T > 0 and D r (·) is the dilation matrix of the form
with r = (r 1 , r 2 , ..., r m ) T ∈ R m , r i > 0 and n i are natural numbers such that n 1 + ... + n m = n.
IV. OBSERVER DESIGN USING IMPLICIT LYAPUNOV FUNCTION METHOD

A. Finite-Time Observer
Decomposition algorithms for observable linear systems into a canonical form can be found in many papers, e.g [26] , [27] , [28] , [29] . We use the transformation Φ (see Appendix) such that
n 1 = rank(C) and n j = rank(A j−1 j ), j = 2, ..., m. Since C has full row rank, then n 1 = k and C 0 is square and nonsingular. It is worth stressing that the canonical forms and related transformations also exist for nonlinear systems (see, e.g [30] , [13] ). Therefore, the observer design algorithms given below can be easily adapted to the nonlinear case.
Let us consider the following nonlinear observer
wherex(t) ∈ R n is the observer state vector and the function G F T : R k → R n is defined as
where the matrix Φ ∈ R n×n is defined by (32), the matrix C 0 is defined by (31), the matrix F is defined by (5), Dr(·) is the dilation matrix given by (4) with
and the matrix of the observer gains L ∈ R n×n1 is to be defined.
Let the observation error variable be defined as e = Φ(x− x). The error equation has the forṁ
whereÃ ∈ R n×n andC ∈ R n1×n are defined by (5) .
→ I n and the presented observer becomes the classical Luenberger one.
Let us denote
Theorem 6. Let for some µ > 0 and some δ ∈ (0, 1) the system of matrix inequalities
be feasible with P, Z ∈ R n×n and Y ∈ R n1×n then the error equation ( In other words, this theorem claims that any solution of the observer system (6) converges to a solution of the real system (1) in a finite time T , which is dependent on the initial estimation error e(0) ∈ R n . The main idea of the proof is to show that the function Q (defined in the statement of Theorem 6) satisfies all conditions of Theorem 4. The proofs in this work are skipped due to space restrictions.
Corollary 7. The system of matrix inequalities (11)- (14) is feasible for sufficiently small µ > 0.
Indeed, observability of the pair (A, C) implies that the pair (Ã+H r +0.5I n ,C) is also observable. Hence, it can be easily shown that the system of LMIs (11)- (12) is feasible with some positive definite matrix P ∈ R n×n , Y ∈ R n1×n and Z = αI n for sufficiently large α > 0. The matrix inequalities (13) are obviously feasible for sufficiently small δ, µ ∈ (0, 1). Since Ξ(λ) → 0 uniformly on λ ∈ [0, δ −1/2 ] as µ → 0, then the inequality (14) will also hold for sufficiently small µ > 0.
In order to apply Theorem 6 in practice we need to solve the parametrized system of nonlinear matrix inequalities (11)- (14) with respect to variables P , Z, Y and δ for a given µ ∈ (0, 1). If δ ∈ (0, 1) and λ ∈ [0, δ −1/2 ] are fixed, then the system (11)- (14) becomes an LMI, which can be solved using any appropriate mathematical software (e.g. MATLAB). However, the mentioned LMI must be checked for any λ ∈ 0, δ −1/2 . Due to the smoothness of Ξ with respect to λ ∈ R + , this can be done on a proper grid constructed over the interval 0, δ −1/2 . The next corollary provides sufficient feasibility condition of the parametrized matrix inequality (14) . 
The provided result allows to implement a very simple algorithm to solve the parametrized system of matrix inequalities (11)- (14) with fixed δ and µ.
Algorithm 9.
Initialization :
Loop : While the system of LMIs (11), (12), (15) with
with λ i ∈ Σ p , N ← 2N and p ← p + 1.
Since the matrix inequality (I n −Hr)Z+Z(I n −Hr) > 0 is obviously feasible for sufficiently small µ > 0, then in the view of Corollary 7 the presented algorithm always finds the required solution if µ is sufficiently small.
B. Fixed-Time Observer
Let us consider the following observer
where, as before,x ∈ R n is the vector of the observer state and the function G F xT : R k → R n is defined as follows
the matrix Φ ∈ R n×n is defined by (32), the matrix C 0 is defined by (31), the matrix F is defined by (5), L ∈ R n×n1 are the matrices of observer gains to be defined and σ ∈ R n1 . The error equation for e = Φ(x −x) has the forṁ e = Ã + 1 2
where, as before,Ã ∈ R n×n andC ∈ R n1×n are defined by (5). Let us denote
Theorem 10. Let for some µ ∈ (0, 1) and α > 0 the system of matrix inequalities
be feasible with P, Z 1 , Z 2 ∈ R n×n , Y ∈ R n1×n then the error equation (18) with L = P −1 Y is globally fixed-time stable with T max ≤ 2
The proof of this theorem is based on the implicit Lyapunov function method and Theorem 5.
Similarly to Corollary 7 it can be shown that the system of matrix inequalities (21)- (24) is feasible for sufficiently small µ ∈ (0, 1).
Under additional restriction to the matrices Z i the parametric matrix inequality (24) can be simplified.
n×n and the number β > 0 satisfy the following LMIs (27) 
Ξi(λj, γs)ZiΞi(λj, γs) + (λj − λj−1)Ri+
then (24) holds.
Based on this proposition and analogously with the finitetime case, we can provide a simple algorithm for parameter tuning for the fixed-time observer.
Algorithm 12.
Loop : While the system of LMIs (11), (12), (15) with λ i ∈ Σ p is not feasible, do
with λ j ∈ Σ p ,
with γ s ∈ Γ p , N← 2N and p ← p + 1.
V. EXAMPLES
A. Finite-time observer
Let us consider the linear system (1) T . The simulations have been also done for initial conditions : x(0) = 10 3 x * and x(0) = 10 4 x * . In all three cases (Independently of the initial condition) the obtained estimation error is e(1.75) ≤ 2 · 10 −4 . Note that the finite-time observer given above is not appropriate for large initial errors, since it provides e(1.75) ≥ 100 for x(0) = 10 3 x * .
VI. CONCLUSION
This paper presents finite-time and fixed-time observers for linear systems as well as LMI-based algorithms for tuning the observers gains. Since the design is based on a particular transformation to canonical observability form, similar observers can be easily applied to non-linear systems that admit this canonical form. The optimal tuning of the observers parameters in the case of noise in the measurements and system uncertainties is left for future research.
VII. APPENDIX A. Block Decomposition
Let the matrices T i be defined by the following algorithm: 
where C 0 = CĈ 1 , A ij ∈ R ni×nj , n i := rank(C i ), i, j = 1, 2, ..., m and rank(A i i+1 ) = n i+1 . This can be proven, for example, using the ideas of duality and the Lemma 3 from [22] . Since rank(A i i+1 ) = n i+1 = rown(A 
