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a b s t r a c t
In the present paper, the following nonlinear second order difference boundary value
problems
1[p(n− 1)1u(n− 1)] + q(n)u(n)+ f (n, u(n)) = 0, n ∈ Z(1,N),
u(0) = u(N), p(0)1u(0) = p(N)1u(N)
are studied by using the critical theory, and three new multiple results of solutions are
obtained, where Z(1,N) = {1, 2, . . . ,N}, f : Z(1,N)× R→ R is a continuous function in
the second variable, p, q : Z(0,N)→ R and p(n) 6= 0.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Let Z and R be the sets of integers and real numbers, respectively. For a, b ∈ Z , define Z(a) = {a, a + 1, . . .},
Z(a, b) = {a, a+ 1, . . . , b}when a ≤ b.
For some positive integer N with N > 2, we consider the following nonlinear second order difference boundary value
problems (briefly BVP){
1[p(n− 1)1u(n− 1)] + q(n)u(n)+ f (n, u(n)) = 0, n ∈ Z(1,N),
u(0) = u(N), p(0)1u(0) = p(N)1u(N), (1.1)
where f : Z(1,N) × R → R is a continuous function in the second variable, p, q : Z(0,N) → R and p(n) 6= 0. As usual,
define the forward difference operators1 and12 as1u(n) = u(n+ 1)− u(n),12u(n) = 1(1u(n)),∀n ∈ Z .
Eq. (1.1) is a discretization of the following second order differential equation
(p(n)x′(n))′ + q(n)x(n)+ f (n, x(n)) = 0. (1.2)
Eq. (1.2) can be regarded as the more general form of the Emden–Fowler equation appearing in the study of astrophysics,
gas dynamics, fluid mechanics, relativistic mechanics, nuclear physics and chemically reacting systems in terms of various
special forms of f (n, x(n)), for example, see [22,24] and the reference therein.
In contrast with the case of the difference equation, the BVP of the differential equation has been studied by many
authors using various methods and techniques, such as fixed point theory, the Kaplan–Yorke method, critical point theory,
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coincidence degree theory, bifurcation theory, dynamical system theory etc. A series of existence results of BVP for
differential equations have been obtained; we refer the reader to [4,5,11,12,16–20]. However, there are few techniques
for studying the BVP of the difference equation, and thus, the results in the field are very rare. The main techniques used in
the literature are various fixed point theorems and the Newton method, etc. (see [1,6–10,21]).
Recently, a few authors dealt with the similar second order difference equation under various boundary value conditions
by applying the critical point theory, see [13,15,22,23]. In [13], Liang andWeng established two existence results, and when
f (t, z) is odd in the second variable z, they obtained three multiplicity results of solutions for BVP (1.1) by using Clark’s
Theorem in [20]. In [15], Ma–Guo obtained the existence of a homoclinic orbit of BVP by using the usual Mountain Pass
Theorem, and when f (t, ·) is an odd function, they proved that the BVP possessed an unbounded sequence of homoclinic
orbits by invoking the symmetric Mountain Pass Theorem. Yu–Guo [22] studied the existence of solutions under cases that f
is sublinear, superlinear and Lipschitzian in the second variable, respectively.When f is unbounded or bounded, Yu–Guo [23]
obtained the existence of periodic solutions of BVP. When q(n) ≡ 0 for all n ∈ Z(1,N), the existence of solutions for BVP
(1.1) has also been studied by using the critical point theory, for example, see [2,9].
In the present paper, our main purposes are to study the multiplicity and the existence of solutions for BVP (1.1) by
Brezis’s three critical point theorem and the least action principle. Especially, for our multiple results, it is unnecessary that
f (t, z) is odd in the second variable. Our results are new in the discrete setting.
2. Preliminaries
Let E be a real Banach space. Assume that C1(E,R) denotes the set of all continuously differentiable functionals on E. A
critical point of the functional J : E → R is a point u0 ∈ E such that J ′(u0) = 0. Set K = {u ∈ E|J ′(u) = 0}. A constant c ∈ R
is a critical value of J if there exists u0 ∈ K such that J(u0) = c.
Definition 2.1. We say that J ∈ C1(E,R) satisfies the (PS) condition if every sequence {un} ⊂ E such that {J(un)} is bounded
and J ′(un)→ 0 possesses a converging subsequence.
The following lemmas play an important role in proving our main results.
Lemma 2.1 ([17]). Let E be a real Banach space, J ∈ C1(E,R) be weakly lower (upper) semicontinuous and
lim‖u‖→∞ J(u) = +∞ ( lim‖u‖→∞ J(u) = −∞).
Then, there exists u0 ∈ E such that
J(u0) = inf
u∈E J(u) (J(u0) = supu∈E J(u)).
Lemma 2.2 ([14]). Let J ∈ C1(E,R). If J is bounded from below (above) and satisfies the (PS) condition, then
c = inf
u∈E J(u) (c = supu∈E J(u))
is a critical value of J .
Lemma 2.3 ([3]). Let X be a Banach space with a direct sum decomposition X = X1⊕ X2 and k = dim X2 <∞. Let F be a C1
function on X with F(0) = 0, satisfying the (PS) condition and assume that, for some R > 0
F(u) ≥ 0, for u ∈ X1, ‖u‖ ≤ R,
F(u) ≤ 0, for u ∈ X2, ‖u‖ ≤ R.
Assume also that F is bounded below and infu∈X F(u) < 0. Then F has at least two nonzero critical points.
Now, we give the variational functional of BVP (1.1) (see [13]).
Let RN be the N-dimensional Hilbert space with the usual inner product and the usual norm
(u, v) =
N∑
n=1
u(n)v(n), ‖u‖ =
(
N∑
n=1
|u(n)|2
) 1
2
, ∀u, v ∈ RN ,
where u(n) and v(n) denote the nth component of u and v, respectively. Define ‖u‖∞ = maxn∈Z(1,N) |u(n)|, for any u ∈ RN .
Define a functional J on RN as
J(u) = −1
2
((M + Q )u, u)+
N∑
n=1
F(n, u(n)) (2.1)
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for any u = (u(1), u(2), . . . , u(N))> ∈ RN , where F(n, z) = ∫ z0 f (n, s)ds, α> is the transpose of the vector α on RN and
M,Q are N × N matrixes:
M =

p(0)+ p(1) −p(1) 0 · · · 0 −p(0)
−p(1) p(1)+ p(2) −p(2) · · · 0 0
0 −p(2) p(2)+ p(3) · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · p(N − 2)+ p(N − 1) −p(N − 1)
−p(0) 0 0 · · · −p(N − 1) p(N − 1)+ p(0)
 ,
Q =

−q(1) 0 0 · · · 0 0
0 −q(2) 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · −q(N − 1) 0
0 0 0 · · · 0 −q(N)
 .
For convenience, let F(u) =∑Nn=1 F(n, u(n)) =∑Nn=1 ∫ u(n)0 f (n, s)ds. We can easily find that the Fre´chet derivation of J is
J ′(u) = −(M + Q )u+ f (u),
where f (u) is defined as f (u) = (f (1, u(1)), f (2, u(2)), . . . , f (N, u(N)))>.
Expanding out J ′(u), it is easy to verify that u = (u(1), u(2), . . . , u(N))> is a critical point J if and only if {u(n)}N+10 =
(u(0), u(1), u(2), . . . , u(N + 1))> is a solution of BVP (1.1), where u(0) = u(N), p(0)1u(0) = p(N)1u(N).
We can also rewrite J(u) as follows:
J(u) = 1
2
N∑
n=1
[−p(n− 1)|1u(n− 1)|2 + q(n)|u(n)|2 + 2F(n, u(n))], (2.2)
where u(0) = u(N).
For convenience, we need to give some notations. For general N × N matrix M + Q , let λ˜1, λ˜2, . . . , λ˜N denote all the
eigenvalues of matrixM+Q , where λ˜1 ≤ λ˜2 ≤ · · · ≤ λ˜N . If matrixM+Q is positive definite, we denote byµ1, µ2, . . . , µN
its eigenvalues, where 0 < µ1 ≤ µ2 ≤ · · · ≤ µN .
3. The main results
Theorem 3.1. Let f (n, z) satisfy conditions:
(F1) There exists a constant δ > 4p− q such that
lim inf|z|→+∞
f (n, z)
z
≥ δ
for all n ∈ Z(1,N), where
p = max
n∈Z(0,N)
{|p(n)|}, q = min
n∈Z(1,N)
{q(n)}.
(F2) There exists some eigenvalue λ˜k such that
λ˜k < lim inf
z→0
f (n, z)
z
≤ lim sup
z→0
f (n, z)
z
< λ˜k+1,
uniformly for n ∈ Z(1,N).
Then BVP (1.1) has at least two nonzero solutions.
Proof. For any j ∈ Z(1,N), let ξj be an eigenvector of matrixM + Q corresponding to eigenvalue λ˜j such that
(ξi, ξj) =
{
0, i 6= j,
1, i = j.
Let
X1 =
{
x ∈ RN |x =
k∑
j=1
αjξj, αj ∈ R
}
, (3.1)
X2 =
{
y ∈ RN |y =
N∑
j=k+1
βjξj, βj ∈ R
}
. (3.2)
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Then RN has the following decomposition of direct sum
RN = X1 ⊕ X2.
For any δ > ε > 0, (F1) implies that there is a constant r > 0 such that
f (n, z)
z
≥ δ − ε, |z| ≥ r.
Since f is a continuous function in the second variable,M = sup(n,z)∈Z(1,N)×[−r,r] |f (n, z)| is finite. Hence, for z ≥ r ,
F(n, z) =
∫ z
0
f (n, s)ds =
∫ r
0
f (n, s)ds+
∫ z
r
f (n, s)ds
≥ −Mr + δ − ε
2
z2 − δ − ε
2
r2. (3.3)
For z ≤ −r , one has
F(n, z) = −
[∫ −r
z
f (n, s)ds+
∫ 0
−r
f (n, s)ds
]
≥ −Mr + δ − ε
2
z2 − δ − ε
2
r2. (3.4)
Consequently, by (3.3) and (3.4), we have
F(n, z) ≥ −Mr + δ − ε
2
z2 − δ − ε
2
r2, ∀|z| ≥ r
and
F(n, z) ≥ −Mr ≥ δ − ε
2
z2 −Mr − δ − ε
2
r2, ∀|z| ≤ r (3.5)
for all n ∈ Z(1,N). Set ε = 12 (δ − 4p+ q) > 0. Combining (3.3)–(3.5), there exists a constant c such that
F(n, z) ≥ δ − ε
2
|z|2 + c, ∀(n, z) ∈ Z(1,N)× R. (3.6)
Hence, for any u = (u(1), u(2), . . . , u(N)) ∈ RN , by (2.2), one has
J(u) = −1
2
N∑
n=1
p(n− 1)|1u(n− 1)|2 + 1
2
N∑
n=1
q(n)|u(n)|2 +
N∑
n=1
F(n, u(n))
≥ −p
2
N∑
n=1
|1u(n− 1)|2 + q
2
N∑
n=1
|u(n)|2 +
N∑
n=1
F(n, u(n))
≥ −p
2
N∑
n=1
(|u(n)| + |u(n− 1)|)2 + q
2
N∑
n=1
|u(n)|2 + δ − ε
2
N∑
n=1
|u(n)|2 + Nc
≥ −2p
N∑
n=1
|u(n)|2 + q
2
N∑
n=1
|u(n)|2 + δ − ε
2
N∑
n=1
|u(n)|2 + Nc
=
(
δ − ε
2
− 2p+ q
2
)
‖u‖2 + Nc
= ε
2
‖u‖2 + Nc
→ +∞ (‖u‖ → ∞),
which follows by Lemma 2.1 that J is bounded from below. From this, we know that the (PS) sequence must be bounded in
RN . Since RN is the N-dimensional Hilbert space, any (PS) sequence has a convergent subsequence.
By (F2), there exists σ > 0 such that
λ˜k <
f (n, z)
z
< λ˜k+1 (3.7)
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for all |z| ≤ σ and n ∈ Z(1,N). Since X1 is finite dimensional, there is ρ1 > 0 such that ‖x‖∞ < σ as x ∈ X1 and ‖x‖ ≤ ρ1.
Hence, for any x ∈ X1 with ‖x‖ ≤ ρ1, we have
J(x) = −1
2
((M + Q )x, x)+
N∑
n=1
F(n, x(n))
≥ − λ˜k
2
‖x‖2 +
N∑
n=1
∫ x(n)
0
f (n, s)ds
≥ − λ˜k
2
‖x‖2 + λ˜k
2
‖x‖2
= 0
by (2.1) and (3.7).
For any y ∈ X2, similarly, since X2 is finite dimensional, there is ρ2 > 0 such that ‖y‖∞ < σ as y ∈ X2 and ‖y‖ ≤ ρ2. By
(2.1) and (3.7), one has
J(y) = −1
2
((M + Q )y, y)+
N∑
n=1
F(n, y(n))
≤ − λ˜k+1
2
‖y‖2 +
N∑
n=1
∫ y(n)
0
f (n, s)ds
≤ − λ˜k+1
2
‖y‖2 + λ˜k+1
2
‖y‖2
= 0
for any y ∈ X2 with ‖y‖ ≤ ρ2. Take ρ = min{ρ1, ρ2}. Then
J(u) ≤ 0, for u ∈ X1, ‖u‖ ≤ ρ,
and
J(u) ≥ 0, for u ∈ X2, ‖u‖ ≤ ρ.
If infu∈RN J(u) ≥ 0, then J(u) = infu∈RN J(u) = 0 for all u ∈ X1 with ‖u‖ ≤ ρ, which implies that all u ∈ X1 with ‖u‖ ≤ ρ are
solutions of BVP (1.1). If infu∈RN J(u) < 0, Theorem 3.1 follows from Lemma 2.3. This completes the proof. 
Remark 3.1. Our Theorem 3.1 extends Theorem 3.1 in [13]. By the proof of Theorem 3.1, if f (n, z) satisfies only condition
(F1), then J is bounded from below and satisfies the (PS) condition. Hence, BVP (1.1) has at least one solution by Lemma 2.2.
On the other hand, there are many functions satisfying all conditions of Theorem 3.1. For example
f (t, z) = z3esin t + λ˜k + λ˜k+1
2
z, ∀(t, z) ∈ Z(1,N)× R.
Theorem 3.2. If (F2) holds and F(n, z) satisfies (AR) condition, i.e.
(F3) There are constants β > 2 and R1 > 0 such that for any
(n, z) ∈ Z(1,N)× R, |z| ≥ R1,
0 < βF(n, z) ≤ zf (n, z).
Then BVP (1.1) has at least two nonzero solutions.
Proof. The condition (F3) implies that there are constants a1 > 0, a2 > 0 such that
F(n, z) ≥ a1|z|β − a2, ∀(n, z) ∈ Z(1,N)× R. (3.8)
In fact, by (F3), we have
β
z
≤ f (n, z)
F(n, z)
, as z ≥ R1,
β
z
≥ f (n, z)
F(n, z)
, as z ≤ −R1.
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Integrate for z on [R1, z] and [z,−R1], respectively,
β ln
z
R1
≤ ln F(n, z)
F(n, R1)
, as z ≥ R1,
β ln
R1
−z ≥ ln
F(n,−R1)
F(n, z)
, as z ≤ −R1.
That is,
F(n, z) ≥ F(n, R1)
(
z
R1
)β
, as z ≥ R1,
F(n, z) ≥ F(n,−R1)
(−z
R1
)β
, as z ≤ −R1.
Then, as |z| ≥ R1,
F(n, z) ≥ a1|z|β , (a)
where
a1 = R−β1 min{minn∈Z F(n, R1),minn∈Z F(n,−R1)} > 0.
By the continuity of F(n, u), as |z| ≤ R1, there exists a positive constant k such that
F(n, z) ≥ −k ≥ a1|z|β − a1Rβ1 − k. (b)
Combining (a) with (b), one has
F(n, z) ≥ a1|z|β − a2, ∀(n, z) ∈ Z(1,N)× R,
where a2 = a1Rβ1 + k > 0.
Hence, for any u = (u(1), u(2), . . . , u(N)) ∈ RN , by (2.2) and Hölder’s inequality, one has
J(u) = −1
2
N∑
n=1
p(n− 1)|1u(n− 1)|2 + 1
2
N∑
n=1
q(n)|u(n)|2 +
N∑
n=1
F(n, u(n))
≥ −2p
N∑
n=1
|u(n)|2 + q
2
N∑
n=1
|u(n)|2 + a1
N∑
n=1
|u(n)|β − a2N
≥
( q
2
− 2p
)
‖u‖2 + a1N 2−β2 ‖u‖β − a2N
→ +∞ as ‖u‖ → ∞,
where p = maxn∈Z(0,N){|p(n)|}, q = minn∈Z(1,N){q(n)}.
The rest of the proof is similar to that of Theorem 3.1. 
Remark 3.2. There are functions satisfying all conditions of Theorem 3.2. For example
F(t, z) = tβe|z|β + λ˜k + λ˜k+1
4
z2 or f (t, z) = βtβ |z|β−2ze|z|β + λ˜k + λ˜k+1
2
z
for all (t, z) ∈ Z(1,N)× R.
Theorem 3.3. If (F2) holds and f (n, z) satisfies the following condition:
(F4) There exists a constant β > 2 such that
lim inf|z|→+∞
F(n, z)
zβ
> 0,
uniformly for n ∈ Z(1,N), then BVP (1.1) has at least two nonzero solutions.
Proof. The condition (F4) implies that there are constants a1 > 0, r > 0 such that
F(n, z) ≥ a1|z|β , ∀|z| ≥ r,∀n ∈ Z(1,N). (3.9)
X. He, X. Wu / Computers and Mathematics with Applications 57 (2009) 1–8 7
Since f is a continuous function in the second variable, there exists a constant a2 > 0 such that
F(n, z) ≥ −a2
≥ a1|z|β − a1|r|β − a2
:= a1|z|β − a3
for all |z| ≤ r and n ∈ Z(1,N), where a3 = a1|r|β + a2 > 0. Consequently, for any (n, z) ∈ Z(1,N)× R, one has
F(n, z) ≥ a1|z|β − a3.
The rest of the proof is similar to that of Theorem 3.2. 
Remark 3.3. There exist functions satisfying all conditions of Theorem 3.3. For example
F(t, z) = zβ ln2 t + λ˜k + λ˜k+1
4
z2 or f (t, z) = βzβ−1 ln2 t + λ˜k + λ˜k+1
2
z
for all (t, z) ∈ Z(1,N)× R.
Theorem 3.4. Suppose that matrix M + Q is positive definite and the following condition (F5) hold:
(F5) There exists a constant r with 1 < r < 2 such that
lim sup
|z|→+∞
f (n, z)
zr−1
≤ 0,
uniformly for n ∈ Z(1,N). Then BVP (1.1) has at least one solution.
Proof. For any ε > 0, (F5) implies that there is a constant R > 0 such that
f (n, z)
zr−1
≤ ε
for all |z| ≥ R and n ∈ Z(1,N).
Since f is a continuous function in the second variable,M = sup(n,z)∈Z(1,N)×[−R,R] |f (n, z)| is finite. Hence, for |z| ≥ R,
F(n, z) =
∫ z
0
f (n, s)ds =
∫ 1
0
f (n, tz)zdt
=
∫ 1
0
f (n, tz)
(tz)r−1
(tz)r−1zdt
=
∫ 1
0
f (n, tz)
(tz)r−1
t r−1zrdt
≤ |z|r
∫ 1
0
f (n, tz)
(tz)r−1
t r−1dt
≤ ε
r
|z|r .
Consequently, for any (n, z) ∈ Z(1,N)× R, we have
F(n, z) ≤ MR+ ε
r
|z|r . (3.10)
Then, for any u = (u(1), u(2), . . . , u(N)) ∈ RN , by (3.10) and Hölder’s inequality, one has
J(u) = −1
2
((M + Q )u, u)+
N∑
n=1
F(n, u(n))
≤ −λ1
2
‖u‖2 + ε
r
N
2−r
2 ‖u‖r +MRN
→ −∞ (as ‖u‖ → ∞),
which follows by Lemma 2.1 that J is bounded from above. Thus, we know that the (PS) sequence must be bounded in RN .
The (PS) sequence has a convergent subsequence. By Lemma 2.2, BVP (1.1) has at least one solution. 
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Remark 3.4. For any (t, z) ∈ Z(1,N)× R, the function
f (t, z) = 1− etzr−1
or
f (t, z) = 2− zr−1 ln2 t
satisfies the condition of Theorem 3.4.
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