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1.0 INTRODUCTION
Discrete Tchebycheff orthonormal polynomials offer a convenient way to maize
least-;squares polynomial fits of uniformly spaced discrete data. Computer peo
grams to do so are simple and fast, and appear to be less affected by computer
roundoff error, for the higher order fits, than conventional least-squares
programs.
P. Tchebycheff, a Russian mathematician, developed these polynomials about 100
years ago. a Their application to modern computer technology is very germane,
but few people know about them. They are useful for any application of polyno-
mial, least-squares fits: approximation of mathematical functions, noise anal-
ysis of radar data, and real time smoothing (filtering) of noisy data, to name
;a few.
Uniformly spaced, discrete data, as shown below
X_	 n
X1 1 Y1
X2 2 Y2
^N	 N	 YN
has an Ith order leaast-squires polynomial fit given by
y(n) = AoTo+n) + A1T1(n) + A2T2(n) + ... + Ai-TI(n)
	 (1. 1)
whi,re the Ti(n)	 ai ,e the discrete Tchebycheff orthonormal polynomials of	 n.
The	 A t coefficier"s are called the Fourier coefficients and are gi 3en by
N *_
Ai = 1; YnTi(n)
	
(1.2)
n=1
*Erdelyi, A., ed.: H_ ighet,
 Transcendental Functions, volume II, McGraw-Hill
Book Company, 1953, section 10.22.
1
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A simple recursion formula is used to generate the Ti(n) polynomials. Note
an important fact: the Ai coefficients are independent of the order of the
polynomial fit. That is, an I + 1 order fit uses; the same values of Ai as
an Ith order fit, only the AI+1 Y1+1 (n) term is added to increase the fit order.
Let
Yn = Yn + en
	 (1.3)
where Yn is the error-free value of y, and en is the error (noise) adding
to yn. Equations will be developed to estimate the statistics of e, and equa-
tions will be derived showing how accurately Yn and its derivatives can be
predicted.
When en is highly correlated, a surprising result is shown. The fit polyno-
mial at the end points of the fit can be less accurate than the raw data. Thin
newly discovered information bears reemphasizing. There are instances where
the raw (noisy) data is more accurate than that of the polynomial fit (filtered)
data.
2.0 THE DISCRETE TCHEBYCHEFF POLYNOMIALS
First shown will be a set of Tchebyeheff orthogonal polynomials.
TO c 1
T1 = 1 + alln
T2 = 1 + a21n + a22n2
T3	 1 + a 31 n + a32n2 + a33n3
Ti = 1 + ailn + ai2n2 + ai3n3 + ... + aiini
The scalar product of the two variables f(n) and g(n) is defined by
N
(f, g) 
_ E f(n)g(n)
	
(2.1)
n=1
2  
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Since the polynomials are orthogonal, then by definition
(Ti, Tj) = 0 for i 0 J	 (2.2)
This equation may be used to determine the aij coefficients. That is
N
E Ti(n)Tj(n) = 0	 1 1 j	 (2=,0
n1
Note: the original discrete Tchebyoheff polynomials used a summation of
n=0 to n=N-1, opcit.
It has been determined that the norm of T i is given by
N	 ^	 N	 (N .. MN - 2)...(N - i)( Ti, Ti) _ 2; Ti" =(2.4)
n=1	 2i+ 1 (N + 1)(N + 2) ... (N + i)
The orthonormal polynomials are given by
Ti
 = i t  (Ti, Ti)	 ^^ ^^
where
Ti = ai0 + ai1n + a12n2 + ai3n3 + ,.. + mini
Note that
('1'i; Tj)	 u	 for i ^ j
= 1
	 for i = J
The first eight sets of the aid coefficients are shown as Poll(
3
4
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2
all ----
N + 1
a21
	
_g (N + 1)(N + 2)
6
a22	 (N + 1)(N + 2)
6N2 + 15N + 1 1
x'31 = _2 (N + 1)(N + 2)(N + 3)
N + 1
a32 = 30 (N + 1)(N + 2)(N + 3)
20
$33	 (N + MN + 2)(N + 3)
2N 3 + 9N2 + 17N + 10
a 41	 -10	
2t13
 + 1)(N + 2)(N + 3)(N +4)
9N2 + 21N + 17
a42 = 10 (N + U (N + 2)(N + 3)(N + 4)
N + 1
a4 3 = -140 (N 
+ 1)(N + 2)(N + 3)(N + 4)
70
a44	 (N + i)(N + 2)(N + 3)'N + 4)
4
P
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ISO + 105N3 + 365N2
 + 525N + 274
a51	 - (N + 1)(N + 2)(N + 3)(N + 4)(N + 5)
a52 210
	
N3 + 4N2
 + 8N + 5
(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)
4N2
 + 9N + 8a53 = _140 ( N + 1)(N + 2)(N + 3)(N + 4)(N --+-  5)
N+1
a54	 630 (N + 1)(N + 2)(N + 3)(N + ON + 5)
252
a55`. - (N + 1)(N + 2)(N + 3)(N + 4)(N + 5)
N 5
 + 10N 4 ++ 55N3
 + 140N2
 + 1-78N + 84
a 61	 " 4
" (N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + 6)
a62 = !12 10N4 + 60N3 + 215N2 + 315N + 178(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + 6)
a63 
^ -420
	
4N3 + 15N2
 + 32N + 21
(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + 6)
15N2 + 33N + 32
a64 = 210 (N + 
1)(N + 2)(N + 3)(N + 4)(N + 5)(N + 6)
N+1
a65	 -2772 (N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + 6)
5
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924
a66: (N+1)(N+2)(N+3)(N+ON+5
)(N+Wig...
a71	
14N6 + 189N 5 + 1505N 4 + 5880N3 + 13223N2 + 111847N +65311
(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + ON + 7)
18N5 + 150N 4
 + 835N3 + 2100N 2 + 28 11N + 1414
X72	 112 (N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + 6)(N + 7)
50N4 + 275N3 + 1030N2 + 1 540N + 937
a73 -84 (N + 1)(N + 2)(N + 3)(N + 4)(N 5)( ►N + 6)(N + 7)
5N3 + 18N2 + 41N + 26
a7q - 2310 (N + 1)(N
	 (N + 3)(N + 4) (N + 5)(N + 6)(N +'7)
1 8N2 + 39N + 41
X 75	
-924 (N + 1)(N + 2)(N + 3)(N + 4)kN + 5)(N + 6)(N + 7)
N + 1
a76	 12012 (N + M + 2)(N + 3)(N + IM N' + 5)(N + 6)(N + 7)
_	 3432
a77	 (N + 1)(N + 2)(N + 3)(N + ON + 5)(N + 6)(N + 7)
6N7
 + 105N 6 + 1141N5 + 630ON4 + 21763N3 + 4 2399N2 + 4 4 158N i 1r`2h`t
a8 1
 = -12
	
1	
.
(N + 1)(N + ?)(N + 3)(N + 4)(N + 5)(N + 6)(N + 7)(N + 8)
210N6 + 23100 + 1 8375N4 + 6930ON3 + 160951N2 + 187 11ON + 88316
$$`	 6	 (N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + 6)(N + 7)(N + 8)
6
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a83 = -4620
	
2N5 + 150 + 66N3 + 216N2 + 305N + 162
(N i O (N + 2)(N+ 3)IN + 4)(N + 5)(N + 6)(N + 7)(N + 8)
15N4 + 78N3 + 307N2
 + 468N + 305
a84 = 2314 (N + MN + 2)(N + 3)(N + 4)(N + 5)(N + 6)(N + 7)(N + 8)
2N3 + 7N2 + 17N + 12
a85 -3603+ (N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + 6)(N + MN  )
a86 = 12012	 7N2 + 15N + 17(N + 1)(N + 2)(N + 3)(N + ON + 5)(N + 6)(N + MN + 8)
5148+0	 N + 1a8? - -
	 (N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + ON + 7)(N + 8)
12870
a88 = (N
	
N + 2)(N + 3)(N+4 (N + 5)(N + 6)(N + MN + 8)
Note that all the odd order polynomials in the numerators of the above coeffi-
cients have a factc • r of N + 1,
Several interesting relationships concerning the aij coefficients have been
observed. Some of them are
Ti(1) = 1 + a
	
+ a
	
+ '" + a	
(N - 1)(N - 2) ... (N - i)
N	 i1	 i2	 ii	 (2,7)(N + 1)(N + 2) ... (N + i) 
Ti(N) = 1 + ai 1 N + ai2N2 +
	 + aiiNi
 = (-1)i 
(N	 1)(N - 2)..,( N - i)
(N + 1)(N + 2) ... (N + i)
(2.8)
r
7
mom
ai
80iM1g
For
	
i odd, the midpoint value of	 Ti	 is
N
^N+ 1	 N+ 1+ N+ 1	 i
---^--	 1 +A	 *^
For	 i evena
I
i
N + 1	 1 x 3 x 5 x ,,, x(i _ 1)
	
(N - 1)(N -
1
3) ,., (N- i	 - 	 1))
Ti _
2	 2 x u x 6 x	 .; -Xi 	 (N + 2)(N + 4) ,f '(N + i)
(2.10)
Other, more complex relations are shown below. 	 Got
(N + 1)(N + 2) .• -(N + i)
^iA
^	
1_	
(N +^1)(N + 2) • ' , (N +	 )
(2.11)
ai j = aij	 with	 N = -N	 in the numerator, (2.12)
1
Thrd for k	 .. 0,	 1 1	 2,	 . - . ,	 i
i
^i----NJ-kai j = ktaik (2.13)
Jk
(--
i J1
Iik
k (^-k)f
a	
N + 1
To 1.
2
a
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From these two equations, it is easily seen that
i	 J' k)I (NJ-k - (-1) i+k)aij = 0 (2.15)
Also observed were the two important relationships
aii = - !(21 - 1)
a
i 1,
_1
(2.16)
i	 N + i
ai , i-j = - 2(N + 1)aii (2.17)
The Ti(n)	 polynomials have the following symmetry propertiez about
n = (N + 1)/2.
2 
1+ m
	
=(-1)iTi	
N
11
Ti (^  m (2.18)
Other interesting relationships are
N
(nJ, Ti) _
	
nJTi = 0	 for	 0 < j < i (2.19)
n=1
1	 (N + 1)N(N -	 1)(N - 2) ... (N - i)
nTi i = (2.20)
n=1	 ai+1,i	 (N + 1)(N + 2) .•. (N + i + 1)
N 
n i+1	 iT	 =	
1	 (N + 1)N(N - 1)(N - 2)...(N - i)
(2.21)
n=1
	 ai+1,i+1	 (N + 1)(N + 2) ••. (N + i +	 1)
Note from equation 2.19 that	 Ti (i ^> 0)	 has an average value of zero.
The relationship to Legendre polynomials is shown below. 	 Let
9
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11 3t (x +	 0
2
Thon for N + w
Ti(n) + (-1)1,P1(x)	 (2,23)
whopo the Pi(x) uve tho well known Legend •e polynomials,
Tho equations for TO thvoueh T11(n) ave shown below.
To	 (P. 1) 11
,^N
T ,j (n)	 + 'I4 
NIN2	 12
—[(N + WN + 2) - 60 + I)n + (in,)
(P.26)
(N + 1)(N + 2) (N + 3)
N	 PILTNIT	 3115)
.110V + 1 15N + 1141 + 30(N + 1)ri"- - 200)
((N +MN + N(N + '3)(N + )0
I rN	 N* - 1''4 (N''
'10 ( 2	 )^ V 4- W N	 1U)n	 10+	 ON	 1N l'11 + 2 + On"-	 .N3
- VION + 1)11 3 + MO)	 (2.28)
PIOUS Of TO 01POLIS11 VI I (O My shown in figure 1. Tho value of N wan 119.
Noto tho symmehvy abovit, th q
 midpoint of ii = (N + IIA! -- 60, Also note, from
oquation ^,19, that for i ',,, 0 tho motin value or T.I (n) Is zero,
'10
LI.
M
I; I
1 ^
L.
r "'7j
I,
t.
t^.
tT
I I
+
:^
(' .I
4
3R
{j4
fi Ft
1E
{(
_
FF
^
t
f1 r
t
1
r
,y
ti
j ►..z"	 0
M
	
`44
i
+ 4
.3
.2
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3.0 RECURSION EQUATIONS
The recursion equations are the best way to generate the Tchebycheff polyno-
mials and the aij and aij coefficients.
TI(n) = i(N 1
	
((21 - MN + 1 - 2n)Ti-1(n)
- (i - 1)(N + 1 - i)Ti-2`M))
	
(3,1)
where
To(n) = 1
	
(3.2)
T i (n) =	 1	
- N + 1n
(3.3)
The recursion relationship for the Tchebycheff orthonormal polynomials, Ti(n),
is given by
TO = 1 	 V N (3.4)
2	
n
	3(N + 1)
T1	
_ M
(3.5)
N + 1 N(N -	 1)
Si =
1 47 .. 1
7 (3.6)N
Ti(n) = Si C(N + 1 1- 2n)—Ti-l (n) -
	 Ti-2(n)' (3.7)St-1
12
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(3.8)
(3.9)
(3.10)
To generate the aij coefficients in
Ti(n) = a30 + ailn + a i2n2 + ... + aiini
use
ali0 - 1	 i	 0, 1 p ... 0 Y
2(21 - 1)
aii i(—N- -ai-1 i-1	 1 = 1 0 2, ... p T
i
ai,i_1 = - 2(N + 1)aii	 i = 2 r 3, ..., I
aid _
	
	
1	 ( (2 - 1)((N + 1)a i-1,j - tai- lrj=1)i(N + i)
(i - 1)(N + 1 - i)ai_2,j)
where i = 3, 4, ..., Z and 3 = 1, 2, ... ,,i
	
2.
To generate the ai3 coefficients in
F
Ti(n)_ ai0 + ail n + a 12n2 + ... + aiini
use
1 412
 - 1S i
 = -	 i = 2, 3, ..., zi N2 _ i2
a00
N
r
(3.11)
(3.12)
(3.13)
(3.14)
(3.15)
iii = -2Si ai-1+i-1
i
3i,i-1
	
2(N + 1)aii i = 2, 3 , ..., I	 (3.20)
i = 2, 3, ...t I	 (3.19)
80PM19
(3,16)
,-	 3(N + 1)
a10 s N(N
2
N + 1 
a10
2i+ 1 (N+ MN +2)---(N +i
ai0	 N	
(N - 1)(N - 2) ... (N - i)
(3.17)
i = 2 t 3v ..e, I	 (3.18)
aij = Si ^(N + 1}ai-1,j
	
2ai-1^-1	 S' ';ai-2,J]	 (3.21)
for i = 3, 4, ..., Z and ,j = 1, 2, •.., i - 2.
Let
dTi
Ti( n)
	
	
(3.22)
o 
The recursion relationship for the first derivative is obtained by differen-
tiating equation 3.7.
T (n) = Si C:27ri-1 + (N + 1 - 2n)Ti -1( n) - — ' Ti-2(n)]	 (3.23)Si-1
The following interesting relationships can be obtained for derivatives.
8OFM19
For i oven,
N dkTi
I — o	 for k : 1, 3, 5, 7,
n 1 dnk
For i odd,
N dkTiI	 0	 for k = 0, 2, 4, 64 •••
n1 dnk
(3.24)
(3.25)
4.0 LEAST-SQUARES FITS AND ACCURACY
Consider a uniformly spaced set of data to be fit, y • , as shown below.
x	 n
r
X 1 	 1	 Y1
X2	 2	 y2
xN	 N	 yN
where Ax = xi - xi^ 1 is constant, and
'	 1 n = = + 1 !
!	 Ax	 !
t	 !
For an Ith order polynomial fit, let
(4.1)
1 yn ^ AOTO + A1T1 + A2T2 +	 + AITI 1
	 (4.2)
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where
!	 !
! Ai .: I ynTi (n) !	 (4.3)1	 n=1
t	 1
are called the Fourier coefficients. As will be seen, this will result in a
conventional least-squares fit.
The residual is defined by
t rn = yn - Yn 1	 (4.4)
1	 1
For a least-squares fit t the Ai are chosen such that
N 2
S rn
 = 0 is minimized
n1
That is,
N
8	
r = 0
	
for i
	
0, 1, 2, •••, T	 (4.5)
DAi n=1
E
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It is easily seen that
rn	 cYn) 2 + A02 + A, 2 + A22 ♦ ... + Al2
	
n=1	 n=1	 3
NN
- 2AOn11 yn TO - 2A1 I1ynT1 - ...
N
	
- 2AI I ynTI 	(4.6)n1
Differentiating with respect to Ai gives
2Ai - 2 E ynTi = 0
	 (4-7)
n=1
which yields equation 4.3 for Ai
An interesting aspect of a ].east-squares fit is that
!	 N	 !
	
! Y rn = 0 !
	
(4.8)	 a
	
! n`1	 !
This is seen from
	
a	
N 2	 N	 N
ar	 ayn
^ rn 2 1 rn	 = - 21 rn--- = 0	 (4.9)
i	 aAi n=1	 n=1 aAi	 n=.1 aAi
`	 a
17
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or
1	 N _
1	 E rnTi(n)	 0 1	 1 = 0 0 1 0 2 1 ­ 0 0 I	 (4.10)
1	 n=1	 !
1	 1
But '1'p is the constant 1/ NT, which will factor out. Hence, the sum of the
residuals will be zero. Equation 4.10 indicates* that the Fourier coefficients
of the residuals will all be zero, That is, an Ith order polynomial fit of the
residuals will be zero, and so will an I	 1 order fit, an I - 2 order fit, eta.
r
The yn values can be represented as
1	 M	 1
1 yn = yn + E n 1	 (4.11)
!	 1
where yn is the error-free value and en is the error (noise) adding to yn-
It will be assumed tht en is zero mean. That in, the expected value of en
is
E(Cn)	 0	 (4.12)
The autocorrelation function of en is defined by
^i , E(en en+l. )	 (4.1 3)
^i is assumed independent of n, stationary process, and ^i will be
symmetric.
^i	 ^-i	 (4.14)
The standard deviation of en is defined by
oe 	 Fp	 (4.15)
1&
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If the orror is "unoorrelated" in times then
^i g 0	 for i 0 0	 (4.16)
The Fourier ooeffioionta of a are given by
1	 1
1	 N	 1
1 Ei
	 enTi(n) 1
	
(4.17)1 
With a little effort, it oan be shown that
1	 1
!	 N-1 N-k_	 _	 1
1 E(EiE j)	 CrC26i j + 2 ^k I CT,i(n)T j(n + k) + T j(n)Ti(n + k)) 1
1	 k=1 n=1	 1
1	 t
(4,18)
where
Sij = 1	 for i = j
=0	 for i9j
Note that for unoorrelated noise
E(E12 ) = a,.2
	
(4.19)
E(EiE j )	 0	 for i i 3	 (4.20)
It will be assumed that yn is adequately represented by the lth order polyno-
mial
yn	 A07TO + A1T1 + A2T2 + ... + AZ'fx	 (4.21)
i
19
9
a
i
8OFM19
	 ?
where
N
1
Ai
_
YnTi(n) (4.22)
ns 1
a
"Adequately" means that the error in equation 4.21 is small compared to	 o..
The Fourier ooeffioients
•
for	 yh	 Were
Ai = N Yn Ti (n)
n11
M
But	 Yn = yn + en, ao
Ai = Ai + Ei (4.23)
And
Yn = AOTO + A1T1 + ... + AITI
becomes
Yn = Yn + E07Tp + E1T1 + E2T2 + ••. + EITI
i
i
(4.24)
The mean value of the error in	 P.	 is easily seen to be
E(Yn - Yn) = 0 (4.25)
The variance of the error for an
	
Ith order fit is
!
! E(( yn
I	 I-j_	 !
2	 TiTi+jE(EiEi+j) ! (4.26)2-- Yn) } -
I ( 	 +^Oyi2E( i2 )
! Al i=0	 !
20
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For unoorrelated noioe, equations 4.19 and 4.20,
f	 i
1 E( (Yn Yn )2) : (Ic	 T12 1	 (4.27)
!	 i:0	 1
1
From equations 2 . 4, 2.7 and 2 . 8 1 the endpoint values of Ti2 are
!	 1
1	 21 + 1 (N - 1)(N - 2) • ' , (N - P 1
1 T12(1) z Ti2 ( N) 	 (4.28)
(N + 1)(N + 2)..+(N + i) i
For N large and n : 1 or N
- 
1 
2(1 +	 + 5 * 7' +	 + (2X + t)^	 (4.29)E((Yn ,. Yn)2^ .. noe	 ..
or
! K (Y1 - Y1)2)	 E((YN - YN) 2 ) = (I + 1) 2Qc2/N 1	 (4.30)
whore I is the order of tho fit...
H	 from equations 2.4, 2.9, vid 2.10, for the midpoint value of n (N + 0/2
^^, + 1/
Tit v— = 4	 for i odd
4
T1 2 I N2 1 i	 R
	
for i=0
(4.31)
(4.32)
21
N
+	 (Ejo + E 1T1 + EZT2 + ... + EITI)2
n=1
80PH19
{
And for i even
_1
1^	 N+ 1 	2i+1 1x3x5x ••• xU 	 1) 21
Ti2 -
i	 2	 N	 2x4x6x ... xi	 i
(N2 - 1)(N2	 32)...(N2 - U - 1) 2) 1
1	 (N2 - 22 )(N2 - 42)...(N2 - 12 )	 1
I	 1
For N large and n = (N + 1)/2
I	 1
I	 r	 1	 5	 81	 2925 1
E((Yn yn) 2 
= N e2 [1 + 0 + 4 + 0 + 64 + 0 + 0304
 
+
1
t	 z;0	 1	 2	 3	 4	 5	 6	 1
l	 I
(4.33)
(4.34)
The residual is rn = Yn - Yn. Substituting equations 4.11 and 4.24 into this
yields
rn = en - E07TO - E1T1 - E2T2 - .., _ EITI
	
(4.35)
The sum of the residuals squared is
N	 N	 N
rn2	 En2 _ 2 T (EOEnTO + E1EnT1 + ... + EzenTI)
n=1
	
n,1	 nz1
22
A
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11
which becomes
rn2:
	
Ent - 2(E02
 + E 1 2 + .	 + E12) + E02 + E12 + ... + E12
n=1
	
n=1
or
!
I rn2: 1 En2 - E02 _ E1 2 _ E22 _ ... _ E12 j
! n=1	 n=1	 !
Taking the expected value gives
N
E N rn2 = Nae2 _ E(E02) _ E(E12) 	 _ E(EI2)
n=.
Assuming the noise is uncorrelated yields
N
E	 rn2 _ Nae2
 - (I + 1)oe2
n=1
or
!	 1	 N	 !
! aE2	 rn2 !	 (4.38)
!	 N I 77 =1	 !
From equation 4.24, it is seen that
(4.36)
(4.37)
t
i
}
1
23
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dyn dyndTp	 dT1	 dT2	 dTI do
= ^;p— + E 1— + E2_.. + ... + EI—
	
(4-39)
dx	 dx	 do	 do	 do	 do dx
where, from equation 11.1
do	 1	 (4.40)
dx Ax
Assuming uncorrelated noise
	
dyn dyn 2	 aE2
(TO)2
	
dT1 2
	
dTZ
E	 _ .....	 _	 +	 + ... +	 (4,41)
	dx	 dx	 Ax2	 do	 do	 do
where dTp/dn = p . In general, for uncoorrelated noise
IIr	 _	 _	 _
!	 dkyn	 ndky 2
	
v 2	 kTk 
2	
dkTk+1 2
	
dk'f 2
1 G	 -	 --^, + ... + ^—
!	 dx^t	 dxlt	 Ax2k	 dnk	 dnk	 ^ dnk
(4.112)
Figures through 5 show the accuracies of yn and dyn/dx versus N for
uncorz-.fated noise for n = 1, N and (N + 1)/2, figures 6 and 7 show the
accuracies of yn and dyn/dx versus n for uncorrelated noise for N = 99,
The figures are graphically infotimative. Clearly the midpoint estimates of
yn and dyn/dx are much more accurate than the estimates at the end points.
Also at the midpoint value of n - (N + 1)/2, it is seen that the accuracy of
yn is the same for I = p order fit and I = i t I = 2 and I = 3, I = 4 and
I = 5, etc. The reason for this is interesting. Get
r
Iyn = estimate using Ith order fit
24
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Then for n x (N + 1)/2
IY (N+1)/2 ' I+1Y(N+t)/2 	 for I = Qo 2, 
4, .••	 !	 (i► .^i3)
^ I 	 A
Likewise for the midpoint derivative yn = dYn/dx
ly (N+1)/2 ' I+ly(N+1)/2	 for I = 1, 3, 5 1 ..•	 (4.44)
The extension to higher-order derivatives is easily seen from the above.
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5.0 CORRELATED NOISE EXAMPLES
Correlated noise vastly complicates the accuracy equations. In this section,
exponentially correlated noise will be considered when using a second order fit
with N 101 points. A comparison of the fit accuracy will be made with the
uncorrelated noise case. The aut000rrelation function of exponentially
correlated noise is given by
^k = ve2ak = E(Encn+k)	 (511)
where
0 < a < 1
Let
N-k
kTi,j = ^ (Ti(n)T j(n + k) + T j(n)Ti(n + k)) 	 (5.2)
nx1
From equation 4.18
c	 2 N-1
E(EiE j ) = oe 5i j + Ve f aft k'c i j	 (5.3)
k=1
For a second-order polynomial fit, the following can be shown after some ef-
fort.
2
kT00	 N (N	 k)	 (5.4)
kTd1	 kT 10 = 0	 Ca.S)
2 V5	 (N - k)k
kT02 = kfi20	
N (N - 1)(N2 ^ 4)(N - 2k)
	 (5.6)
a
32
ioo
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(5.7)
(5.8)
A	 '
f
4
2 N k
krt11 = N'° ° ( N2 - 1 - 2(N + k)k)
kT
 12 kT
 21 = 0
kT22 = ^J^-2(N - 
k)) - 4)((N2 - 1)(N2 - 4)
(4N2
 - 10)( N + k)k + 6(N + 00)
For a 0 (unoorrelated noise)
(5.9)
E(EO2)
E(E12)
E(E22)
E(EOE2)
E(EOE1)
The following r
E(E02)
E(E12)
E(E22 ) =
E(EOE2)
E(EOE1)
• GC2
• ae2
• a c 
2
• E(E2EO) = 0
• E ( E 1 EO) = E ( E 1 E2) - E( E2E1) = 0
3sults use N = 101.
For a = 0.4
2.3113 31133 ae2
2.2673 55494 ae2
2.2234 65949 ae2
E( E2EO ) = 0.045873 81831 cre?.
= E ( E 1 EO) = E(E 1 E2) = 
E(E2E1) = 0
33
(5.10)
(5.11)
(5.12)
(5.13)
(5.14)
(5.15)
(5.16)
(5.17)
(5.18)
(5,19)
8OFM1 9
For a = 0.8
E( E02) = 8.6039 60396 a E 2
E( E 1 2) = 7.8211 99767 aE 2
E(E22) = 7.0652 98249 aC2
E( EO E2)	 E(E2EO) = -0.67000 73131 oe 2
E(EOE1)	 E(E1EO) = E(E1E2) = E(E2E1) = 0
For a = 0.9
E(E02) = 17.217 86439 act
E(E1 2) = 13.841 98613 ae2
E(E22 ) = 10.933 27966 ae2
E(EOE2 ) = E(E2EO) -- -2.1591 29562 OC2
E(EOE 1) = E(E-EO) = E(E1E2) = E(E2E1) = 0
For a = 0.99
E ( E02 ) = 73 .999 66291 a^,,2
E (E 1 2 ) = 13. 714 80539 cra2
E (E22') = 4.5863 43888 ac-2
E (EOE2 )	 E (E2EO ) = ^4.6841 13901 a,:2
E(EO E 1 ) = E(E1E0) = E(E1E2) = E(E2E1 ) = 0
(5.201
05.21)
(5.22)
(5.23)
(5.24)
(5.25)
(5.26)
(5.27)
(5.28)
(5.29)
(5.30)
(5,;311
(5.32)
(5,33)
(5.34)
34
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for	 a
-
= 0.999
E(EO2) z 97.682 52696 Cc (5.35)
E(E1 2)	 : 1.9576 74533 Qe2 (5-36)
E(E22) = 0.48584 40305 pe2 (5.37)
E( EoE2) = E(E2EO) = 
-0.72319 19335 os2 (5-38)
E( EO E 1) = E(E1EO) = E(E1E2) = E(E2E1) = 0 (5.39)
For	 a = 1
E(EO21 	 01 CFC2
	 (5.40)
E(E1 2) = 0
	 (5.41)
E(E2 2) .: 0	
(5.4,?)
E(EOE2) = ENEO)
	 O	 (5.43)
E(EOE1) = E ( E 1 EO) = E(E 1 E2) t E( E2E1) = 0	 (5.44)
From equation 4.26, for a second order fit, the accuracy of yn is given by
E((yn - yp) 2 ) = T02E(EO2) + T 1 2E ( E 1 2) + T22E(E22)
+ 2TO7T1E(EOE 1 ) + 2T1T2E(E1E2 ) + 2TOT2E(EOE2)
But
E(EOE1) = E ( E 1 E2) = 0
35
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So
E(("Yn - yn) 2) : To2E(Ep2) + T 1 2E( E 1 2) + T22E(E22)
+ 2T j2E(EpE2)
	
(5.45)
where
To = 1/VW	 (5.46)
T1 = 
rN
5^ --- ---(N + 1 2n)	 (5.47)
 N _ 1
1IC5
72 
T (N	 1)(N - 
^^((N + 1)(N + 2) - b(N + 1)n + 6n2) (5.48)
Table 5-I shows the accuracy of yn at the end points of n g 1 and n = N for
various values of a. Note that N = 101 and a second-order fit, is used. Table
5-11 shows the accuracy of yn at the midpoint of n ; (N + 1)/2 = 51 for various
values of a. Note that a = 1 is for a constant-bias error.
36
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TABLE 5-I.- ACCURACY OF y1 AND Y1 0 1 FOR A
SECOND-ORDER FIT AND N = 101
a	 4E(('Y'l - Y1 )2) =	 -^ (Y ^01 - y 101 )2)
0	 0.29270 
ae
o.4
	 .43665 ae
•8	 .78341 ae
s	
.9	 .99538 aE
`	 •99	 1.06989 ae
.999	 1.00784 aE
1	 1 ae j
9 9
t'
TABLE 5
-I1.- ACCURACY OF Y51 FOR A
SECOND-ORDER FIT AND N : 101
a	 V 	 - Y51,2,
9
0	 0.14927 ae
	
1
0.4
	
.22677 aE
.8	 .43300 ac i
a
.9	 .59467 ae
	
a
.99	 •94507 ac
'	 .999	 .99458 aE
L	 1	 1 aE
i
37
8OFM19
The results shown in tables 5-1 and 5-II indicate that increasingly correlated
noise decreas4s the accuracy of the fit. This is not unexpected. However, the
large amount (-, degradation is surprising. From table 5-I, it is seen that if
a > 0.9, the fit error is greater than that using the raw data. This is so sur-
prising that the equations leading to this result were double checked. No
error was found. The calculator used (a Texas Instruments 59) had 13 decimal
digits of internal accuracy, so it is believed that roundoff error was negligible.
Correlated error also affects the equation used to compute the standard devia-
tion of the noise. F rom equation 4.37, for a second order fit,
N
E J1rn2	
= NaC2 - E(E02 ) - E(E 1 2 ) - E(E22 )	 (5.49)
If a = 0, uncorrelated noise,
r(I:,02) = c(E 1 2 ) = E(E22 ) = Qe2
and
N
Get = E'^ rn2 /(N - 3)
	 (5.50)
1n=1
The equations for other values of a, for N = 101, are shown in table 5-I1I.
Note that For ! a = 1, theoretically
N
rn2 = 0,
n^1
thus CT 2 = 0/0, as shown in the table.
38
a dC2
N
0 E ^ rn2 /98
n=1
N
0. 11 E rn2 /94.2
n=1
N
.8 E E rn2 /77.5
n=1
N
.9 E IE rn2 /59.0
n=1
N
.99 E N rn2 /8.70
n=1
N
•999 E rn2 /0.873
n=1
N
1 E 2:rn2 /0
n=1
39
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TABLE 5-III.- EQUATIONS FOR QE2 FOR A
SECOND-ORDER FIT AND N 101
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6.0 NUMERICAL EXAMPLES
A numerical example with correlated noise will be considered first. A second-
order fit will be made with N = 101 total fit points. The true value, Yn,
will be chosen to be zero.
Yn=O	 (6.1)
M
The noisy measurements, yn, will be given by
Yn = Yn + e q (6.2)
A	 A	 * A
Table 6-I shows no Yn, Yn = eno Yn _ Yn = Yn and the residual rn = Yn - Yn-
The acti,aal statistics of e n are (the bar signifies averago value)
0.027	 (6.3)
V:c:n
::F= oe	 0.99	 (6.4)
a = EnEn -1Icje2 = 0.89	 (6.5)
The Fourier coefficients were
A
AO = EO = 0.27273 96938
A
Al = E1 = -6.1441 75478
A
A2 = E2 = 2.4988 18869
Higher-order fits were also made by the computer program and may be of in*"rest.
A
A3 = E3 = 4.3008 65931
A4 = E4 = -0.47203 26435
A
A5 = E5 = 1.7513 69813
x
F	 A
40
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A
A6 = E6 = 1.1905 86888
A
A7 = E7 = -0.49540 58757
`	 A8 = E8 = -0.18221
	 10594
i
A A	 /
From	 A0,
I
Al	 Fend	 A2	 may be computed
~	 A
yn
I
= -1.6150 62680 + 0.05433 34609n - 0.00032 70951n2 (6,6)
The residual statistics are
a
i
= rnrn.wl /rn^ = 0.77	 (actual value 0.89) (6,7)
ue =
	
Y rn2 	 0.75	 (for	 a =45_8 0) (6.8)V
A
Qe
=F77 8-
	rn2 	= :x.84	 (,for	 a = 0.77) (6.9)
A 1
CIE
=	 rn2	 = 0. 97 	 (for	 a =
58
0.9) (6.10)
It is seen from table 6-I that the residuals are, in general, not a very accu-
rate representation of
	 en	 when the noise is strongly correlated. However,
A
}	 oe = 0.97 (actual 0.99) is an excellent estimate when using 	 a = 0.9. However,
one has no way of knowing that
	 a	 is this large and must use
	 a = 0.77, which
gives	 Qe = 0.84, which is low but is stall, a 'ball park's answer.
4 1
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TABLE 6-I.- SECOND-ORDER FIT RESULTS FOR a = 0.9
n Yn
4
Yn 
° Yn + C n
A
Yn " Yn - Yn
n.	
_.
"n = yn - Yn
1 0 0
-1.5611 1.5611
2 0 -0,3494
-1.5077 1.1583
3 0 -.3984 -1.4550 1.0566
4 0
-.4170
-1.4030 0.9860
5 0 -.1493
-1.3516 1.2023
6 0 -1,1816 -1.3008
.1192
7 0
-.9308 -1.2508 .3?00
8 0
-1.3124 -1.2013
-.1111
9 0 -1.5577 -1:9628 -.4051
10 0 -1.2187
-1.1044
-,1143
11 0
-1.3775 -1.0570
-.3205
12 0
-1.9545
-1.0102 -.9443
13 0 -2.2164
-0.9640 -1.2524
14 0
-1,7793 -.9185 -.8608
15 0 -.9189
-.8737
-.0452
16 0 -.3002
-.8295
.5293
17 0 -.3919 -.7859 .3940
18 0 -.3126
-.7430 .4304
19 0 .0943
-.7008
.7951
20 0 -.7876
-.6592 -.1284
21 0 -1.1708
-,6183
-.5525
22 0 -1.1993
-.5780 -.6213
23 0 -1.9765 -.5384
-1.4381
3
Ir
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TABLE 6-I.- Continued
n Yn Yn = Yn + e n yn c Yn - Yn rn = Yn - Yn
24 0
-1.9837
-0.4995
-1.4842
25 0 -2.3802
-.4612
-1.9190
26 0
-1.2493
-.4235
-0.8258
27 0
-1.8161
-.3865
-1.4296
28 0
-0.9532
-.3502
-.6030
2 9 0 -.2960
-.3145
.0185
30 0 .46o0
-.2794
.7394
31 0
.1144
-.2451
.3595
32 0 .6317
-.2113
.84.1io
33 0
.7114
-.1783
..8897
34 o
.4601
-.1458
.6059
35 0
-.0068
-.1141
.1073
3 6 0 .3144
-.0830
.3974
37 0
.2466
-.0525
.2991
38 0
-.6742
-.0227
-.6515
39 0
-.3556
.0064
-.3620
40 0
.0802
.0349
.0453
41 0
-.3638
.0628
-.4266
42 0 -.9590
.0899
-1.0489
43 0
-.7855
.1165
-.9020
44 0
-.1741
.1424
-.3165
4 "5 0 -.3331
.1676
-.5007
46 0
-.4284
.1921
-.6205
43
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TABLE 6-I.- Continued
n Yn
I
Yn = Yn + en Yn 2 Yn - Yn rn o Yn ,, Yn
47 0
-0.4398 0.2161
-0.6559
48 0
.1712
.2393 -.0681
49 0 -.4064
.2619
-.6683
50 .0252
.2839
-.2587
51 0 -,0035
.3052
-.3087
52 0 .6642
.3258
.3384
53 0 .5888
.3458
.2430
54 0 .5507
.3651
.1856
55 0
.9769
.3838 .5931
56 0 1,0063
.4018
.6045
57 0 .6205
.4192
.2013
58 0 1.0289
.4359
.5930
59 0 1.3180 .4520
.8660
60 0
.5744
.4674
.1070
61 0
-.2250
.4822
-.7072
62 0
-.5212
.4963
-1.0175
63 0 -.8818
.5097
-1.3915
64 0
-.1793. .5225
-.7018
65 0 .4494
.5346
-.0852
66 0
.8959
.5461 .3498
67 0 1.0487
.5569
.4918
68 0
.8538 .5671
.2867
69 0 1.6344
.5766 1.0578
44
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TABLE 6-I.- Continued
n Yn
M
Yn 2 Yn + En
n	 A
Yn 2 Yn - Yn
•	 n
rn 2 Yn	 Yn
70 0 1.2763 0.5855 0.6908
71 0 0.9610
.5937
.3673
72 0 1.5397 .6013 .9384
73 0 1.5644 .6082
.9562
74
M
o 1.0447
.6144
.4303
75 0 1.o691
.6200 .4491
76 0 1.0992 .6250
.4742
77 0 1.5997 .6293
.9704
78 0 1.3414 :6329
.7085
79 0 1.7311
.6359 1.0952
80 0 1.6476 .6382 1.0094
81 0
.7782 .6399 .1383
82 0 1.0475 .6409
.4066
83 0 1.0863
.6413
.4450
84 0 .9385
.6410
.2975
d	 85 0 1.1995 .6400 .5595
86 0 1.4800
.6384
.8416
°	 87 0 1.1382
.6362
.5020
88 0 .8963
.6333 .2630
89 0 .9855 .6297
.3558
g0 0 •9773 .6255
.3518
91 0 .8827
.6206
.2621
92 0 .4054
.6151
-.2097
45
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TABU 6-I.- Concluded
n yn Yn = yn + en yn = yn
 - yr!
rn - Y0 - Yn	 n
93 0
-0.2991 0.6089
-0.9080
94 0 .1809
.6021
-.4212
95 0
-.3407
.5946
-•9353
96 0
-.1370
.5864
-.7234
97 0
-.1366
.5776
-.7142
98 0 .4626
.8682
-.1056
99 0
-.0457
.5581
-.6038
100 0
-.8477
.5473
-1..3950
101 0
-.9879
.5359 1.5238
46
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Table 6-I1 shows the results of a second-order fit for	 N = 101 when a = Of
unoorrelated noise. The actual statistics of en	 were (the bar aignif,iea
average value)
En _ 0 (6.11)
ore =	 1.01 (6,12)
a ; Cn Cn,, 1 /cyc2 = -0.02 (6.13)
The Fourier coefficients were
A
AO = Ep = 0
Al	 = El = -0.74789 29138
A2 = E2 = -1.8824 00360
A
A3 = E3 = 0.84175 25686
A4 = E4 = -0.61177 60429,
A
A5 = E5 = 0.22788 77925
A
A6 = E5 = 0.39771 81088
A7	E7 = 0.45247 92538
A8 = E8 = -0.19762 51796
Let the left subscript indicate the order of the fit.
	 Then
Ice ° VW—_
l
 
(for	 a = 0)
I _ 11irn2
(6.14)
47
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....... r^ ^r-	 ..^	 (6,15)x 
Based on the residuals from various order fits,
	
10e z 1.01	 1a	 -0. 03
	
20e = 1.00	 2,	 -0.06
A
3ac a 1,00	 3a ; -0.07
A	 A
	
40E = 1,01	 4a - -0.08
A	 A
	
50c = 1,01	 5a = -0.08
A	 A
	
60E = 1.02	 6a = -0.08
A	 A
Ice	 1.02	 7a = -0.08
A	 A
80e	 1.03	 8a = -0.08
There are very good estimates of the statistics of E . As can be seen from
table 6-11, when a = 0, the values of the residuals are a better estimate of
en than when a = 
0.9, as in table 6-I. using figure 6 for a second-order fit,
and using table 6-1I, it is seen that
E^( Y1 _	 = 0.295	 (actual error = -0.53)
Y101 ) ^ _2	 0.295	
(actual error = -0.28)
E^(Y70  -
A	 2 = 0.75	 (actual. error = 0.21)
E^(Y51 - Y51)
EC(Y27 - Y27) 2 ^ = 0.135
(actual error	 0.01)
E((Y74 _ Y74 ) 2 ) = 0.135 (actual error = 0.14)
48
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TABLE 6-IX.- SECOND-ORDER FIT RESULTS FOR a x 0
n yn Yn = Yn # u n Yn x yn - yn "n ' Yn - Yn
1 0 0 -0.5342 0,5342
2 0 -0.7645 -.5072 -.2573
3 0 -.1547 -.4808 .3261
4 0 -•4955 -.4548 .3593
5 0 .5421 -.4294 .9715
6 0 -2.3196 -.4044 -1.9152
7 0 .3672 -.3799 .7471
8 0 -1.0032 -.3559 -.6473
9 0 -:7668 -.3324 -.4342
10 0 .4976 -.3094 .8070
11 0 -.5562 -.2869 -.2693
12 0 -1.5204 -.2649 -1.2555
13 0 -.9188 -.2434 -.6754
14 0 .5991 -.2223 .8214
15 0 1_.6247 -.2018 1.8265
16 0 1.2377 -.1817 1.4194
17 0 -.2415 -.1622 -.0793
18 0 •1250 -.1431 .2681
19 0 .8721 -.1246 .9967
20 0 -1.9373 -.1065 -1.8308
21 0 -.9830 -.0889 -.8941
22 0 -.2559 -.0718 -.1841
23 0 -1.9367 -.0552 -1.8815
e
0
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TABLE 6-II.- Continued
n Yn
M
Yn ` Yn + Cn
n	 A
Yn R Yn - Yn
n
rn 2 Yn ` Yn
24 0 -0 ► 3525 -0.0391 -0.3134
25 0 -112250
-.0235
-1.2015
26 0 1.9110 -.0084 1.9194
27 0 -1.4747 ,0063
- 1.4810
28 0 1.b237 .0204 1.6033
29 0 1.3178 .0340 1.2838
30 0 1.6566 .0472 1,6094
3 1 0 -,6736 .0598
-•7334
32 0 7}1957
.0720 1.1237
33 0 .3091 .0837
.2254
34 0
-.4176 .0948
-.5124
35 0 -.9450 .1055
-1.0505
36 0 ,7353 .1157 .6196
37 0 -.0781 .1254
-.2035
38 0
-1.9991 .1346
-2.`i337
39 0 .6100 .1433 .4667
40 0 •9293 .1516
.7777
41 0 -.9619
.1593
-1.1212
42 0
-1.3799 .1665
-1.5461
43 0 .2342
.1733 .0609
44 0 1.21," ,^
.1795 1.0657
45 0
-.3694 .1853
-.5547
46 o
-.2553 ,1905 -.4458
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TABLE 6-11-- Continued
n Yn Yq= Yn+ eu
„-	 A
Yn =Yn - Yn rn°Yn - Yn
47 0 -0.0848 0.1953
-0.2801
48 0 1.3064 .199L
1.1068
49 0 -1.2447 .2034
-1.4481
50 0 .9108 .2066
.7042
51 0 -.0421
.2094 -.2515
52 0 1.51'14
.2118 1.2996
53 0
_.o3^3 .2136 -.2459
54 0 .0377
.2149' -.1772
55 0 1.0702
.2157 .8545
56 0 .2583
.2160 .0423
57 0 -.6658
.2159 -•8817
58 0 1.0427
.2152 •8275
59 0 .8489
.2141 .6348
60 0 - 1.4108
.2125 - 1*6233
61 0 -1.6689
.2103 -1.8792
62 0 -,6857
.2077 -.8934
63 0 -.8829 .2046
-1.0875
64 0 1.4321
.2010 1.2311
65 0 1.3926 .1969
1.1957
66 0 1.0972 .1923
.9049
67 0 .5201 .1872 .3329
68 0 -.2309
.1816 -.4125
69 0 1.9175
.1756 1.7419,
5.1
4
	 ..	
_..»<1+c'<v"
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TABLE 6-I1.- Continued
n yn Yn = Yn + en Y	 Yn	 n
..
rn =Yn -Yn
70 0 -0.4912 0.1690
-0.6602
71 0
-.4598
.1619
-.6217
72 0 1.4846
.1544 1.3304
73 0
.3486
.1463
.2023
74 „ o
-.8655
.1378
-1.0033
75 0
.2591
.1288 .1303
76 0
.2764
.1193
• 1571
77 0 1.3345
.1092 1.2253
78 0
=.2742 ,0987
-.3729
79 0 1.1301
.0877 1.0424
8o 0
.1405
.0762
.0643
81 0
-1.6334
.0643
-1.6977
82 0 •7596
.0518 ,7078
83 0 .2921
.0388
.2533
84 0
-.1190
.0253
-.1443
85 0 .7698
.0114
.7584
86 0
.8602
-.0031
.8633
87 0 -.4826
-.0180
-.4646
88 0 -.3199
-.0334
-.2865
89 0
.3776
-.0494
.4270
90 0
.1758
-.0658
.2416
91 0
-.0192
-.0827
.0635
92 0 -•8927 -.1001
-.7926
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TABLE 6-II.- Concluded
n Yn
r
Yn 2 Yn + En
A
Yn 2 Yn - Yn
A
rn 2 Yn	 Yn
93 0 -1.4867 -0.1180 -1.3687
94 0 1.0384
-.1364 1.1748
95 0 -1.1175
-.1553 -0.9622
96 0 .4124 -.1747 .5871
97 0 -.0061 -.1945 .1884
9 8 0 1.3344 -.2149 1.5493
99 0 -1.0373 -.2358 -.8015
100 0
-1.7857
-.2571 -1.5286
101 0 -.4479
-.2789 -.1690
i
7.0 CONCLUSIONS
Discrete Tchebycheff orthonormal polynomials offer a convenient way to make
least-squares polynomial fits of uniformly spared discrete data. Computer pro-
grams to co so are simple and fast, and appear to be less affected by computer
roundoff error, for the higher-order fits, than conventional least-squares
programs.
When analyzing noisy data to obtain the error statistics, use the lowest-order
fit that is "adequate." One way to ascertain this order is to examine Ice to
find the first two values of I (the fit order) that give similar results. The
lower value will be adequate. Probably the best way to obtain accurate resid-
uals for generating error statistics is to use the midpoint residuals of a
sliding polynomial fit of order 0, 2, 4, or 6, etc. Note that the results
are identical to those with fits of 1, 3, 5, or 7, etc. For example, if a
second-order midpoint fit is not adequate, then a fourth-order fit must be tried
since a third-order fit will not alter the value of a midpoint residual.
For real-time polynomial smoothing (filtering), try to avoid using the endpoint
(n = N) estimate. Estimates a short way from the end of the interval can double
the accuracy, particularly if derivatives are needed. Again, the lowest-order
adequate fit should be used.
In section 5.0, it was seen that exponentially correlated noise can greatly de-
crease the fit accuracy. In fact, a very surprising result was obtained. If
the errors adding to the data are very strongly correlated, it is possible that
the end point fit error standard deviation can be worse than %hat using the raw
data.
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