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Abstract:  In  perceptual  processes,  signals  carrying  information  about  a 
stimulus  are  transmitted  through  multiple  processing  lines  to  populations  of 
receptive neurons and thalamocortical  circuits,  leading to  the formation of  a 
spatial ensemble of local field potentials. This paper addresses the problem of 
how the brain integrates patterns embodied in local fields to (re)construct the 
stimulus in a conscious episode. Four examples of human perception are given 
to  illustrate  the  requirements  of  the  integrative  process.  Considering  the 
strategic position of astrocytes, mediating somatic signals carried by blood flow 
and  information  carried  by  the  neuronal  network,  as  well  as  their  intrinsic 
information processing capabilities, these cells are in an adequate condition to 
integrate  spatially  distributed  information.  The  amplitude-modulated  calcium 
waveform in astrocytes is a multiscale phenomenon, simultaneously operating 
on temporal scales of milliseconds and seconds, as well as in micro and macro 
spatial  scales.  Oscillatory  synchrony,  constructive  wave  interference  and 
communication by means of ionic antennas are proposed to constitute a neuro-
astroglial self-organizing mechanism of perceptual integration and feeling of the 
integrated information content. A pilot experiment of a single artificial astrocyte 
is  suggested,  both  as  a  test  for  the  hypothesis  of  astroglial  information 
integration and a multimedia technological application of the model. 
Keywords:  Conscious  Perception,  Local  Field  Potentials,  Astroglial  Network, 
Calcium Wave, Constructive Interference, Ionic Antenna, Self-Organization.
Introduction
This  paper  offers  a  hypothetical  view  of  cognitive  computational 
mechanisms involved in conscious perception. The proposed hypothesis is that 
calcium  ion  waves  in  astrocytes  support  the  integration  of  perceptual 
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information. The critical steps of the argument are still not empirically supported, 
but based on two theoretical assumptions. 
First, I assume that physical waveforms (both micro and macro) contain, 
besides  matter/energy,  potential  patterns  that  become  actualized  in  the 
morphology and physiology of living systems, as well as in their cognitive and 
affective processes. Biological forms emerging in phylo and ontogenetic scales 
-  leading  respectively  to  speciation  and  maturation  of  organisms  -  can  be 
regarded as actualizations of complexes of physical patterns that pre-existed in 
a potential state. These patterns are eventually referred as “properties”, “forms” 
or  “predicates”.  In  Information  and  Cognitive  Sciences,  they  are  treated  as 
“information  content”1,2.  As  Wicken3 appropriately  noted,  the  Shannon  and 
Weaver4 concept  of  information  does  not  capture  “structured  relationships” 
within the message being transmitted. He proposes the concept of  complexity 
(or algorithmic complexity, as defined by Chaitin5) as a better way to refer to 
structured relationships between the elements of the message. According to 
Zurek6:  “Algorithmic information  content…of  a physical  entity  is  given by the 
size, in bits, of  the most  concise message (e.g.,  of  the shortest program for a 
universal computer) which describes that entity with the requisite accuracy”. In 
the study of perception, the “physical entity”  is the stimulus, the message is 
composed of information about properties of the stimulus, and the receiver is 
the brain of living individuals executing cognitive computations on information to 
construct conscious episodes. At the final stage of processing, the properties of 
a stimulus are bound to each other, generating a unitary percept.
The action of Biological Maxwell Demons7, the proteins, allow physical 
information patterns internal and external to living individuals to be actualized in 
their morphology, physiology and behavior, as well as in cognitive and affective 
processes. For instance, during thinking processes neuronal activity displays 
elementary  microstates8 that  combine  to  support  logical  and  analogical 
inferences. Each actualization produces new complexes of elementary patterns, 
which may appear to the individual or to an observer as being completely new. 
In  cognitive  and  affective  processes  in  the  brain,  the  mechanism  for 
actualization is composed of a class of proteins - ion channels - activated by 
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incoming as well as endogenous signals. It should be noted that proteins are 
the mechanisms that allow actualizations, but not the substrate where cognitive 
and affective patterns are embodied. This substrate is a population of calcium, 
sodium, potassium and chloride ions, located in neurons, glia and extracellular 
space. Ionic currents and waves, controlled by macromolecular mechanisms, 
constitute the biological medium for conscious cognitive and affective patterns. 
In the mammalian brain, related - among other characteristics - to the 
development of neocortex and thalamo-cortical-striatal circuits9, an ensemble of 
ligand-gated ion channels receive information by means of transmitter release 
from the pre-synaptic neuron, and control ionic currents in and out the neuronal 
membrane. In astrocytes, the same transmitters bind to metabotropic receptors, 
activating ionic waves in microdomains. Both ionic currents in neurons and ionic 
waves  in  astrocytes  contribute  to  produce  coherent  bioelectric  patterns  that 
putatively reproduce aspects of the stimulus. These patterns are embodied in 
graded and action potentials,  respectively located at dendrites and axons of 
neurons, as well as in calcium waves in astrocytes. They can be partially and 
indirectly measured in several ways (single cell recording, EEG, fMRI, optical 
imaging) and experimentally correlated to the content of reports made by the 
individuals about their experiences. 
My second assumption is that integrated information embodied in ionic 
patterns support the cognitive and affective conscious episodes experienced by 
the living individual.  From the perspective of Quantum Field Theory10,11  ionic 
patterns  found  in  living  systems  can  have  properties  -  superposition  and 
entanglement  -  central  to  quantum  information  processing,  as  studied  in 
Quantum Computing12.  One reasonable  possibility  of  conceiving  superposed 
states  is  that  these  states  are  potentialities  that  become  real  only  when 
actualized by proper mechanisms. This view is compatible with the Everett-De 
Witt’s Many Worlds interpretation of Quantum Theory13.  My understanding is 
that the many words are not all actual at once, but potentialities depending on 
proper mechanisms to become real. Only one potentiality of each constituent 
particle/wave would be actualized for each individual mind at each moment, as 
implied by the idea of Quantum Darwinism14. The entropy-reduction action of 
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proteins  generating  coherent  patterns  in  ionic  populations  suggests  the 
existence of quantum communication in the brain. However, although quantum 
superposition and entanglement are universal at the micro level, the existence 
of  these  processes  or  analogues  (“quantum-like”  coherent  states)  in  ionic 
populations  in  biological  systems,  and  their  putative  roles  in  information 
integration processes, are controversial issues.
According to the second assumption, the content of conscious episodes 
is composed of integrated information patterns embodied in ionic currents and 
waves. This integrated information is experienced by the living individual in the 
context of interaction with the environment. Information in the brain is mostly not 
about  the  brain  itself,  but  about  properties  of  objects  and  processes in  the 
environment. More precisely, it relates to second-order invariants present in the 
domain of interaction of the body and the environment15. These invariants are 
not  properties  of  the  physical  object  itself,  but  stable  patterns  of  object 
movement relevant to the cognitive subject. In this sense, when I use the term 
“stimulus”, I consider that it may not be a physical object, but a second-order 
invariant resulting from a dynamical interaction between the living system and 
the environment.
Consciousness possibly emerges with basic sensations - as hunger and 
thirst - and respective seeking behaviors, necessary to obtain food and water 
from  the  environment,  in  the  context  of  social  collaboration/competition. 
Successful execution of behavior makes possible the construction of somatic 
identity,  the  basis  for  attribution  of  meaning  to  signals  and  respective 
performances in the social context. By “meaning” I mean the subjective reaction 
to  the  received  information  content  (i.e.,  to  the  message  carried  from  the 
stimulus), including expectations of the individual about how the society he/she 
lives  would  react  to  his/her  interpretation  of  the  message.  With  meaning 
attribution,  action-perception  cycles  of  the  living  individual  are  sequentially 
connected in time, creating a continuity of individual experience that influences 
the perception of new stimuli.
My argumentation begins with an outline of the mechanisms of cognitive 
computation in the mammalian brain, focusing on the final integrative process. 
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Four examples of human perception are given, to illustrate some computational 
requirements of the process. These are fulfilled by a model of neuro-astroglial  
interactions presented in a series of publications, including position papers and 
reviews  of  empirical  results.16,17,18,19 Other  related  views  can  be  found  in  a 
special issue of the  Journal of Biological Physics organized by G. Pioggia (J. 
Biol. Phys. 35, 4), as well as in references mentioned in the abovementioned 
publications. 
Discussing  operational  issues  of  the  model,  I  focus  on  putative 
mechanisms of constructive wave interference and communication by means of 
ionic  antennas.  The  pilot  experiment  of  an  artificial  astrocyte  processing  a 
musical stimulus is suggested, both as a test for the hypothesis of astroglial  
information integration capabilities and a technological application of the model. 
Besides auditory perception, future research might apply this model to other 
sensory modalities, e.g. olfactory perception, where astrocytes would take the 
charge of integrating results of odorant detection made by a spatially distributed 
ensemble  of  receptors  in  the  olfactory  bulb.  Consequently,  experimental 
research on artificial consciousness would take advantage of recent advances 
in  scientific  knowledge  of  the  molecular  structures  and  mechanisms  of  the 
mammalian brain. Research informed by these advances is in a better position 
to  study  how the  activity  of  a  spatially  distributed  ensemble  of  receptors  is 
integrated into a unified episode.
On the Dynamics of Molecular Signaling and Local Fields in Perceptual 
Processes
 The  nervous  system  operates  on  information  patterns  coming  from 
external  and internal  environments,  conducted by means of  physical  signals 
and sensed by specialized receptors. Visual information is carried by bioelectric, 
molecular  and  chemical  signaling,  while  auditory  and tactile  information  are 
carried by mechanical/phonon fields. The chemical senses (smell and taste), as 
well  as  the  sensing  of  temperature,  hunger  and  thirst  are  processed  on  a 
molecular basis that is mediated on a microscopic scale by electrostatic fields. 
All  these processes are ultimately  describable in  terms of  causal  processes 
mediated by the electromagnetic force.
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In  humans  and  possibly  other  biological  species, the  actualization  of 
these  patterns  into  ‘gestalts’  (conscious  episodes)  requires  specialized 
mechanisms of detection, selection, broadcasting, integration and attribution of 
meaning,  carried  by  feedforward/feedback  neuronal  circuits  and  neuro-glial 
interactions. These mechanisms - as we currently know them - are located in 
the  Central  Nervous  System  (CNS)  of  animals.  They  include  sensory 
processing in several modalities, cross-modal communication and integration. 
The  specialized  circuits  that  implement  these  operations  result  from  an 
evolutionary process in vertebrates20, leading to a high degree of cross-modal 
plasticity in mammals21.
The processing  of  sensory  information  patterns  and their  combination 
into temporal conscious episodes is a complex process with several phases. 
The pattern of a stimulus (a three-dimensional  object,  and/or invariants in a 
dynamical interaction process) is physically transmitted to brain receptors (e.g. 
in the cells of the retina and/or the olfactory bulb). For instance, light isomerizes 
molecules in receptor cells of the retina. The protein changes configuration and 
initiates  a  cascade  of  molecular  events  that  produces  graded  potentials. 
This translates into the firing rate of ganglion cells, generating a signal that is 
transmitted to the thalamo-cortical visual system.
Transduction of signals from  peripheral sensors (or central sensors, in 
the  case  of  the  retina)  to  the  Central  Nervous System (CNS)  is  carried  by 
nerves,  using  a  population  frequency  code.22,23 In  the  CNS,  perceptual 
processing  begins  with  single-neuron  feature  detection,  filtering  of  salient 
features,  local  broadcasting and activation  of  specialized circuits.  This  initial 
sensory processing phase leads to global feed-forward broadcasting by means 
of  axonal  radial  (cortico-thalamic  and  vice-versa)  and  horizontal  (cortico-
cortical)  connections,  and  feedback  from associative  to  sensory  areas.  The 
feedback has an adaptive function of making the sensory pattern salient in the 
respective context24.
The form of the stimulus is decomposed into an ensemble of signals, 
each one presumably reproducing an aspect of the object and/or process being 
perceived. In the CNS, these patterns match with preexisting receptive fields of 
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neurons, by means of an activation of the respective dendritic graded potential. 
These  potentials  are  generated  mostly  by  ligand-gated  ion  channels  (e.g., 
AMPA glutamatergic receptors) that receive the signal from the stimulus and 
control movements of ions through the neuronal membranes to generate the 
potentials.
The  signal  that  is embodied  in  one  neuron’s  graded  potential  is 
transmitted to other neurons by means of axonal action potentials. At the axon 
terminal, the bioelectric signal (composed mostly of sequential movements of 
sodium and potassium ions in and out of the membrane) is transduced to a 
chemical message carried by neurotransmitters. The latter are released at the 
synaptic cleft and bind to ligand-gated ion channels of the post-synaptic neuron,  
putatively  reproducing  the  information  content  as  the  waveform of  dendritic 
potentials of the second neuron. 
The  brain  makes  use  of  multiple  lines  of  information  processing  to 
compose  a  population  frequency  code,  including  sparse  signaling.  25 The 
sensory message about aspects of the stimulus reaches a spatially distributed 
ensemble of receptors located at several cortical areas. Glutamate is the main 
excitatory  transmitter  in  the  brain,  being  largely  present  in  cortico-cortical 
networks26 and  operating  both  on  excitatory  (as  pyramidal  cortical)  and 
inhibitory neurons (as GABAergic interneurons). Glu operates as an information 
carrier to thalamocortical and cortico-cortical synapses, a role that is crucial for 
the understanding of perceptual processing in the brain. According to Jones27 
“within the brainstem, neurons of the reticular formation, which predominantly 
utilize glutamate as a neurotransmitter, stimulate cortical activation by exciting 
the widespread projecting neurons of the nonspecific thalamo-cortical projection 
system,  which  similarly  utilize  glutamate,  and  neurons  of  the  ventral  extra-
thalamic  relay  systems  located  in  the  posterior  hypothalamus  and  basal 
forebrain, many of which also utilize glutamate”. 
Glu transmission is also a key component in the balance of excitation 
and inhibition that is a necessary condition for cognitive functions28. Glu-induced 
excitation  (i.e.,  membrane  depolarization)  of  interneurons  increases  their 
inhibitory action (GABAergic transmission), inducing the flow of chloride ions to 
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hyperpolarize the membrane of the excitatory ones. The thalamocortical Glu-
GABA canonical circuit is depicted in Figure 1. 
Fig.  1  - Thalamocortical  Glutamatergic  and  GABAergic  Cannonical  
Circuits. Caption: Red: Excitatory; Blue: Inhibitory; TCR: Thalamocortical Relay 
Cell; RTN: Reticular Thalamic Nucleus Cell.
In  the  sensory  cortex,  afferent  patterns  transmitted  through 
thalamocortical  glutamatergic  projections  are  received  and  processed  by 
postsynaptic mechanisms located in dendritic spines29,30,31, producing local intra 
and  intercellular  electromagnetic  fields.  Activation  of  three  kinds  of  Glu 
receptors  (NMDA,  AMPA  and  metabotropic)  converges  to  each  neuron’s 
dendritic  spine  (Figure  2),  where calcium ions (Ca)  entering  through NMDA 
control  Calmodulin  (CaM)  and  Calmodulin-Dependent  Protein  Kinase  II 
(CaMKII)  regulatory  mechanisms.  Calcium  cations  are  largely  employed 
biological ions with a flexible electronic structure able to encode information32. 
CaM and CamKII are proteins that contain several active sites for the ion. The 
informational state of the Ca/CaM/CaMKII molecular complex is dependent on 
the  interaction  with  the  Ca  population  entering  through  NMDA  channels. 
Thalamu
s
Neocortex
 TCR TCR
RTN
I­III
IV
V­VI
Sensory
Signal
Sensory
Signal
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Activation of this complex leads to the activation of several signal transduction 
pathways in the neuron, including a positive feedback on the active synapses, 
by  means  of  CaMKII  phosphorylation  of  AMPA  receptors,  an  important 
mechanism to sustain dendritic potentials.
      
Fig. 2  -  The  Glutamatergic  Synapse.  Glu  released  from the  pre-synaptic  
neuron’s axon terminal is spread in synaptic space and bind to three different  
kinds of receptors (AMPA, NMDA and Metabotropic Glu Receptors – MetGR)  
located at the post-synaptic neuron membrane. The three kinds of receptors  
activate signal-transduction pathways that converge into the dendritic spine.
The NMDA channel is considered to be a coincidence-detector for both 
bottom-up  (sensory  afferent)  and  top-down  (previously  learned)  patterns33, 
since it opens to calcium entry only after two pulses reach the dendrite in a 
small  time  window.  The  first  pulse  is  necessary  to  remove  a  magnesium 
molecule that blocks the channel,  and the other one creates the membrane 
potential that prompts calcium movement. Because of this condition, the NMDA 
channel is possibly important to assure the reliability of percepts in regard to 
stimuli,  since it  is normally opened only if  at least one exogenous excitatory 
signal reaches the NMDA receptor.
At each cortical specialized cell assembly, the message carried by Glu 
transmission is detected and amplified by Glu receptors of each active neuron, 
in a sequence of steps (AMPA, NMDA and metabotropic receptor activation and 
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phosphorylation  of  AMPA  by  CamKII,  thus  sustaining  dendritic  potentials), 
leading to the formation of Local Field Potentials (LFP). A causal connection 
between  these  fields  and  the  phenomenon  of  conscious  perception  is  still  
hypothetical. In sensory processing, each LFP pattern is thought to correspond 
to an aspect  of  the stimulus. Accordingly,  the ensemble of LFPs at a given 
moment  constitutes  a  distributed  spatial  encoding  of  the  stimulus34,35 to  be 
integrated by further processes. 
An operational  concept  of  LFP  was  advanced  by  Logothetis  and 
Pfeuffer36.  Pereira  Jr  and Furlan17 summarize it  in  the  following terms:  “If  a 
microelectrode is  placed out  of  the field  of  the spike-generating source,  the 
totality of potentials in a spherical domain - with the tip of the electrode in the 
center  -  will  be  recorded.  This  signal  is  composed  of  the  weighted sum of 
synaptic (dendritic, subthreshold) events and spikes of hundreds of neurons. 
The resulting signal can be then separated using band-pass filters. Multiple-unit  
spiking activity is obtained by applying a high-pass filter with a cutoff of 400 Hz. 
Recordings obtained with  low-pass filtering  (cutoff  <200 Hz)  reflect  synaptic 
events, and the waveform produced is the Local Field Potential (LFP). While 
spiking  signals  correspond  to  the  output  of  a  neural  population,  LFPs  are 
composed  of  local  dendrosomatic  integrative  events  as  well  as  processes 
generated by input information”. 
Logothetis  and  collagues37 had  also  reported  a  strong  correlation 
between LFP and the  BOLD signal:  “in  visual-stimulus  driven  trials,  spiking 
activity showed strong adaptation, returning to baseline level soon after stimulus 
onset  even  in  trials  when  stimulus  presentation  lasted  for  many  seconds. 
Conversely, both the BOLD signal and the LFP remain both elevated for the 
whole duration of stimulus presentation. So, even though the neural basis of 
BOLD fMRI is not yet fully understood, there is evidence that the LFP response 
underlies it, suggesting that this correlate of cognition reflects input and local  
processing at a neural site.” 
The  attribution  of  causal  roles  to  LFP is  a  controversial  issue  in  the 
history of neuroscience, as discussed by Bullock38: “To study the interrelations 
between  neuronal  unit  spike  activity  and  compound  field  potentials  of  cell 
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populations is both unfashionable and technically challenging.  Neither of  the 
mutual disparagements is justified: that spikes are to higher functions as the 
alphabet  is  to  Shakespeare  and  that  slow  field  potentials  are  irrelevant 
epiphenomena.  Spikes are  not  the  basis  of  the  neural  code but  of  multiple 
codes that coexist with non-spike codes. Field potentials are mainly information-
rich signs of  underlying processes,  but  sometimes they are also signals for 
neighboring cells, that is, they exert influence…We cannot currently estimate 
the relative importance of spikes and synaptic communication vs. extrasynaptic 
graded signals. In spite of a preponderance of literature on the former, we must 
consider the latter as probably important”. Two theories of consciousness are 
based on putative roles of local39 or global40 electromagnetic fields of the brain. 
Recently, the causal role of these fields – also called “ephaptic transmission” - 
was confirmed by Fröhlich and McCormick41 and Anastassiou and colleagues42.
The ensemble of spatially distributed stimulus-related LFPs generated at 
the  CNS embodies  an ensemble  of  patterns  that  reproduce features  of  the 
same object/process or collection of objects/processes. A reconstruction of the 
pattern of the whole stimulus (corresponding to the “binding” operation, in the 
sense of integration of spatially distributed aspects of the same entity43) requires 
an integration mechanism operating on local fields. A reasonable assumption is 
that any informational process of integration of features requires the existence 
of a receptor system that can be affected by the ensemble of LFPs. 
The other  possibility  is  that  local  fields  in  different  parts  of  the  brain 
directly interact to form a whole-brain information system40. Although physically 
not impossible - considering that local fields can quantum-communicate44 - this 
solution collapses the “what is perceived” and the “who perceives” into a single 
physical  entity.  A  better  alternative  is  that  the  ensemble  of  local  fields 
constitutes the “what is perceived” (aspects of the stimulus), while the receptor 
of  this  information  constitutes  the  “who perceives”.  The receptor  system:  1) 
cannot  be  one  for  which  the  actualization  of  one  pattern  prevents  the 
actualization of another one; 2) should be affected by the spatially distributed 
LFPs that encode aspects of the stimulus; 3) should possess the capacity of 
binding the aspects into an unitary and coherent  conscious episode;  and 4) 
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should  have  the  capacity  of  attributing  meaning  to  the  information  patterns 
being processed, thus influencing overt behavior and psychosomatic processes.
The  importance  of the  feature  binding  process  for  the  generation  of 
conscious episodes has been stressed by the information integration theory45,46 
However, Tononi and associates have not provided a biophysical model of the 
mechanisms responsible for the integration process. Here I describe a model of 
such a mechanism and a prototype for the implementation of the model. To give 
an idea of the integration process, first I analyze four examples from human 
perception.
The Integration Problem: Analysis of Examples
In  this  section  I  present  four  examples,  and  briefly  analyze  them,  to 
illustrate  the  corresponding four  requirements  that  a  system should  have in 
order to support conscious integration processes. This reasoning is a conjecture 
to guide the following discussion.
A first example is the classical double-slit experiment made by Thomas 
Young in 1801, showing interference patterns of light. One light beam passing 
through two slits and projected into a screen produces the pattern depicted in 
Figure  3.  The  result  can  be  taken  as  a  proof  that  interferences  of 
particles/waves  can  produce  a  perceptual  phenomenon.  Individual  retinal 
receptors  do  not  have  access  to  the  whole  pattern.  We  reconstruct  and 
consciously  perceive  the  interference  patterns  from  parallel  lines  of 
transmission. A first requirement is that the substrate of a conscious percept 
should be able of reconstructing interference patterns.
Information processing in the brain makes use of classical mechanisms. 
Quantum mechanisms may be also involved, composing a multiscale picture of 
brain  function.  According  to  Freeman  and  Vitiello11,  the  brain  is  “a  system 
whose  macroscopic  behaviour  cannot  be  explained  without  recourse  to  the 
microscopic dynamics of its elementary components”. However, the mechanism 
that supports the corresponding cognitive process of pattern integration in the 
brain cannot be explained by Quantum Theory alone, since these operations 
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occur at  the macro level47.  Cognitive and affective patterns are embodied in 
spatially distributed electromagnetic fields, which - according to decoherence 
theory48 - cannot be in superposed states. The information integration process 
does not depart from quantum superposed states, but from a spatial ensemble 
of local fields, as argued below.
Fig. 3: Interference patterns of light. Simulations of several other kinds of 
interference patterns can be found at  http://scripts.mit.edu/~tsg/www/list.php?
letter=P
The second  and third examples refer  to pre-conscious processes that 
shape conscious experience. Visual illusions are consciously experienced. They 
are  possibly  generated  by  the  same  mechanism  of  information  integration 
responsible  for  the  formation of  ordinary  conscious ‘gestalts’.  Since sensory 
information  is  processed  in  distributed  way,  using  independent  lines  of 
transmission, there must be a mechanism in the brain that integrates the partial 
results  to  form  conscious  ‘gestalts’.  In  the  visual  system,  this  mechanism 
probably begins to operate at the retina, which is considered to belong to the 
CNS.
The  second  example  of  conscious  integration  is  the  Adelson 
Checkershadow Illusion (Figure 4). The squares marked A and B actually have 
the same color and degree of luminance, but we all perceive A as darker than B 
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because of an effect of their surroundings. B is located at the shadow of the 
green  cylinder,  while  A  is  located  at  a  region  of  higher  luminance.  An 
explanation of the phenomenon is that the neuronal receptors of A at a cortical  
column A’ are controlled by compensation mechanisms49 to reduce the gain of 
their response relative to incoming signal, while receptors of B at B’ increase 
the  gain.  The  relevant  aspect  of  the  example  for  the  argument  is  that  the 
integrated form - the checkerboard with the cylinder and its shadow - conditions 
the activity of individual receptors. The corresponding second requirement for 
the conscious substrate system would be that the cognitive functions it carries 
are not independent, but correlated to each other. The conscious perception of 
the dominant form – or the Figure, as it was called by the Gestaltists - interferes 
with  the  perception  of  individual  pixels.  In  visual  processing,  this  correlation 
possibly begins at the retina. For historical reasons, the retinal glial cells that 
execute the function of astrocytes were called Muller Cells.
               
Figure  4:  The  Adelson  Checkershadow  Illusion. Source: 
http://web.mit.edu/persci/people/adelson/checkershadow_illusion.html
A third example, the well-discussed Kanisza Triangle (Figure 5), shows 
that the pre-conscious integration mechanism generates functional dependence 
of receptive fields and the filling in of missing pixels by means of spontaneous 
activation of the corresponding fields. The corresponding third requirement is 
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that  the  conscious  substrate  should  be  able  of  completing  perceived  forms 
according to an internal standard of coherence. This kind of task was discussed 
by Trehub50, who argued for a retinoid-like system in the brain to execute the 
cognitive operations necessary to construct an egocentric spatial representation 
of the world. A recent framework is Operational Architectonics51, departing from 
the spatial structure of conscious episodes and including other three levels (pre-
lingual  pattern  recognition,  higher-order  reflexive  thought  and  complex 
reasoning). The integration process necessary to form Gestalts (as in the case 
of  the  illusory  triangle)  involves  mostly  the  first  two  levels,  while  meaning 
attribution operations may (not necessarily) extend to the higher levels.
                                            
Figure 5: The Kanizsa Triangle.  The figure with illusory contours forming a 
consciously perceived triangle was elaborated by Gaetano Kanizsa in 1976.
The fourth example, Salvador Dali’s distorted clock (Figure 6), illustrates 
the  capacity  of  the  conscious  processing  system  (as  an  outcome  of 
unconscious  and  pre-conscious  operations)  of  attributing  a  meaning  to  the 
informational content of a stimulus. We tend to interpret the picture as being 
about a distorted time, based on the similarity between the form of the stimulus 
(distorted  clock)  and  the  conscious  intentional  form  (distorted  time).  The 
corresponding fourth requirement is that the conscious substrate should be able 
of executing operations of attribution of meaning to the information content of 
perceived patterns.
15
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
do
i:1
0.
10
38
/n
pr
e.
20
11
.6
48
4.
1 
: P
os
te
d 
2 
O
ct
 2
01
1
                         
Figure 6 – Detail of Salvador Dali’s picture “Melting Clock at Moment of  
First Explosion”.
Perceptual Integration:  the  Pereira-Furlan  Neuro-Astroglial  Model  and 
Other Proposals
Scientific  paradigms for  the  understanding  of  astroglial  function  have 
changed radically in the last decades. Several results indicate a participation of 
astrocytes in cognition, consciousness and affective states18. The astrocyte-to-
neuron ratio increases in the phylogenetic scale, suggesting that development 
of cognitive and affective capabilities are proportional to the complexity of the 
astroglial network. One kind of these cells (the varicose projection astrocyte) is 
exclusive to the human brain18. Different degrees and kinds of consciousness in 
the  phylogenetic  scale  possibly  correlate  with  anatomical  and  functional 
properties of the astroglial network.
Astrocytes  release  far  more  glutamate  (Glu)  than  neurons,  decisively 
contributing to form functional cell assemblies. Astroglial Glu is involved in the 
onset of neuronal synchrony, which feeds back on the astrocytes, prompting 
calcium  waves  that  possibly  integrate  neuronally  processed  information, 
supporting  large-scale  cognitive  and  affective  processes17.  Pereira  Jr.  and 
Furlan17 have  argued  that  the  role  of  medium  to  high  frequency  neuronal 
synchrony for consciousness is to facilitate the transfer of information patterns 
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from neuronal functional assemblies to the astroglial network, where they are 
integrated.  Medium  to  high  frequency  neuronal  synchrony  is  argued  to  be 
necessary (although not sufficient) for conscious processing.
Glutamatergic synapses are mostly tripartite (composed of two neurons 
and one astrocyte; see Figure 7). When the astrocyte belonging to the synapse 
receives  information  from  the  pre-synaptic  neuron  and  becomes  activated 
above a threshold, this information is broadcasted by the astroglial  network. 
Based on this capacity of the astroglial network, Pereira Jr and Furlan17 claim 
that it integrates neuronally processed information, at the same time producing 
a  feeling  about  the  content  of  the  information.  Astrocytes  would  not  filter, 
process  and  combine  patterns  in  the  digital-like  fashion  of  neurons,  but 
integrate  and  attribute  affective  meaning  to  them,  modulating  post-synaptic 
neurons (and, finally, behavior) according to the feeling.
Figure 7 – Sketch of  the Physiology  of  Tripartite  Synapses:  During the 
awake  state,  astrocytes  are  primed  by  purinergic  transmission  mediated  by 
metabotropic  receptors  (P2Y),  GABAergic,  cholinergic  and  other 
neurotransmissions (not shown). Glutamate (Glu) released by the presynaptic 
neuron  binds  with  both  astroglial  (MGluR;  possibly  also  astroglial  NMDA 
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receptors,  not  shown in  the  picture)  and  postsynaptic  neuronal  (AMPA  and 
NMDA containing the NR2A subunit) receptors. Synergic action of MGluR and 
other  astroglial  receptors  activate  the  inositol  triphosphate  (IP3)  pathway, 
release  calcium  ions  from  internal  stores  (mitochondria  and  endoplasmatic 
reticulum) and - when a threshold of activity is crossed - induce calcium waves 
in adjacent cells, mostly by means of ATP signaling mediation (represented in 
the figure by the arrow from the astrocyte to the astrocytic network – the latter 
not  depicted).  Astroglial  Glu  binds  mostly  with  neuronal  NMDA  receptors 
containing the NR2B subunit (NR2B), causing calcium ion entry (Slow Inward 
Current - SIC) and binding to CaMKII, then sustaining the excitatory activity of 
the neuron by means of AMPA phosphorylation.
The  astroglial  network  is  placed  between  the  neuronal  network  and 
blood/cerebral fluid signaling, integrating sensory and somatic signals. It can be 
conceived as a Master Hub18 that integrates signals from body and environment 
and signals back to the body and environment.  This processing architecture 
does not require a hypothetical homunculus to receive the processed signals, 
as postulated by Crick  and Koch52.  The Master  Hub takes the  place of  the 
homunculus, but it is not the same kind of entity. The Hub is not a little man; it is  
just  the  connection  that  mediates  an  informational  loop.  The  integration  of 
information that occurs in the Hub is claimed to produce the First-Person view 
of the world, including all kinds of subjective qualitative experiences.
Neurons have frequently been modeled to realize and 'integrate and fire' 
mechanisms53. They integrate information at the dendritic tree, but the resulting 
electromagnetic field is filtered at the axon hillock, such that only discrete pulses 
with  approximately  the  same amplitude  are  sent  through  the  axon  to  other 
neurons.  The  sequences  of  pulses  are  often  interpreted  as  composing  a 
frequency modulated encoding. Spike timing, engendering a temporal code, is 
also considered as a possibility, but even in this case the message would not be 
carried by differences in amplitude.  Basically, neuronal networks operate with 
discrete pulses displaying redundant amplitudes, while astroglial networks can 
operate  with  amplitude  modulation  of  continuous  waves,  making  room  for 
constructive  wave  interference  and  ionic  communication  as  mechanisms  of 
information integration. 
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Networks of neurons sending digital-like signals to each other18 do not 
seem to be an adequate mechanism to bind forms as musical chords, visual 
aspects of a scene, combined tastes in a gastronomic choice, or all of this in the 
same unitary episode. According to Bieberich54 “the emergence of a consciously 
observed world from a neuronal substrate entails a serious topological paradox: 
neuronal  elements  can  be  spatially  separated  whereas  the  space  in  which 
conscious perception takes place is experienced as an inseparable unity”. Of 
course,  neurons  can  transmit  patterns  from  one  location  to  another,  but 
transmission is not integration. 
Neurocentric theories  of  consciousness  are  based  on  the  activity  of 
single  neurons55 or  are  in  need  of  a  homunculus  to  receive  the  result  of 
distributed processes. No matter how many neurons compose a network, or 
how  many  recurrent  steps  it  contains,  a  receiver  is  needed  at  the  end  to 
integrate the results. On the contrary, the astroglial network can form a brain-
large integrated wave that is the endpoint of the conscious process and feeds 
back to the whole organism, thus going without the homunculus.
Bieberich54 attempted to build a hypothesis based on entanglement of 
neuronal  activities.  He  correctly  assumes  that  “any  quantum-computational 
model  for  brain  function  and consciousness will  integrate  in-  and output  by 
classical signal transduction in form of…action potentials”, and argues that “a 
set  of  separated quantum coherent  states in  clustered neurons may form a 
common configuration space by sharing entanglement”. Freeman and Vitiello11 
propose  an  explanation  for  the  same feature  integration  problem based  on 
quantum field theory and a proposed order parameter that “accounts for the 
density of dipole moment exerted by neuron populations at each point in the 
neuropil  through  synaptic  interactions”.  However,  in  both  approaches  the 
material substrate that supports quantum coherence in neurons is missing. 
Hameroff56 tries  to  overcome  this  limitation  of  neuronal  theories  of 
consciousness  by  assuming  that  electric  synapses  would  connect  neuronal 
populations  to  build  a  functional  “hyperneuron”  able  to  integrate  quantum 
coherent  states  generated  in  the  microtubules  of  the  cells.  Although  his 
proposal does address a material substrate, it does not reveal with sufficient 
19
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
do
i:1
0.
10
38
/n
pr
e.
20
11
.6
48
4.
1 
: P
os
te
d 
2 
O
ct
 2
01
1
detail how microtubule activity is connected with the synaptic action potentials 
required by Bieberich54 or the dipoles required by Freeman and Vitiello11. He 
refers  to  a  model  presented  by  Rocha,  Pereira  Jr  and  Coutinho33,  which 
proposes that calcium ions entering the post-synaptic neuron through NMDA 
channels  transmits  synaptic/dendritic  information  to  intracellular  signal 
transduction pathways. The many signal transduction pathways activated by the 
entering  calcium  -  as  the  abovementioned  calmodulin  and  calmodulin 
-dependent kinase pathway, central to the mechanism of memory formation - 
seem  to  indicate  that  synaptic/dendritic  information  could  be  transduced  to 
microtubule  proteins.  Microtubule-associated  protein  kinases  (MAPKs)  are 
activated by intracellular calcium ions, and may possibly control the stability of 
tubulins.  However,  their  biological  role  in  the  process  is  to  mediate  the 
transduction of information to transcription factors and then to the DNA at the 
nucleus of  the cell,  prompting the production of growth factors and proteins 
directed to the active synapses/dendrites.
Pereira and Furlan17,18 approached the perceptual integration problem by 
considering the spatial ensemble of LFPs and their effects on waves of calcium 
ions in the astroglial network. This system consists of a two-layered medium - 
composed of two interacting networks, neuronal and astroglial - for information 
processing  and  integration,  leading  to  the  formation  of  feelings  about  the 
information content and meaning attribution. One proposal of the substrate of 
astroglial cognitive functions is the magnetite hypothesis for memory57, but the 
attribution of mnemonic functions to astrocytes is debatable18.
The amplitude-modulated calcium waveform in the astroglial network is a 
multiscale  phenomenon,  in  the  sense  that  it  simultaneously  operates  on 
temporal scales of milliseconds and seconds, as well as in micro and macro 
spatial scales. This multiscale phenomenon is not strongly fractal, in the sense 
of displaying strict isomorphism across scales (as e.g. the Mandelbrot tree), but 
has a weaker degree of fractality, in the sense of displaying correlations and/or 
homeomorphisms (i.e., partial mappings) across scales. What happens at one 
level (micro or macro) does not need to be a scaled mirroring of what happens 
at the other, but - on the contrary - the multiscale concept implies that events in 
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micro  and macro  scales  are  different,  complementary and  cooperative. The 
result – construction of conscious episodes – requires the coupling of a variety 
micro and macro operations. 
Conscious phenomenology requires two processing times,  one that  is 
proper of neurons and another of astrocytes. Event-Related Potentials (ERPs) 
correlated with conscious events take from 100 to 1000 ms to occur. If  their 
generation was by neuronal transmission through cortico-cortical axons, ERPs 
would  take  only  50  to  100  milliseconds.  The  neuro-astroglial  interaction 
framework for conscious processing operates with two timescales, one neuronal 
(at the range of milliseconds) and other astroglial (in the range of seconds to 
minutes). The astroglial timing also corresponds to the Slow Cortical Potential58 
described  for  BOLD  fMRI  results,  considering  both  positive  correlations 
(between  percepts  and  fMRI  activations)  and  default  networks.  This 
correspondence is not surprising, since astrocytes exert  the control  of  blood 
flow59. 
“Domino” and “carousel” effects were proposed18 to explain how patterns 
embodied  in  activity  of  synchronized  neuronal  networks  can  be  almost 
instantaneously transferred to calcium waves in the astroglial network. After the 
patterns are embodied in calcium waveforms, their integration takes at least 300 
milliseconds to occur. A different case is conscious reasoning, like perceiving a 
grammatical  mistake  in  a  visually  presented  sentence.  In  this  case,  the 
integration  process  in  the  astroglial  network  is  more  complex  and  takes 
additional hundreds of milliseconds, corresponding to the time course of the 
respective  ERPs.  The  most  parsimonious  explanation  of  our  capacity  of 
operating both unconsciously at millisecond times, and consciously at the scale 
of  seconds,  is  a  combination  of  neuronal  and  astroglial  processing  at 
superposed time scales.
Of  course,  not  all  astroglial  activity  correlates  with  consciousness. 
Pereira and Furlan17,18 have attempted to define the kind of astroglial activity 
that  covariates  with  consciousness:  the  large  scale  amplitude  modulated 
coherent  intercellular  calcium  waveform  that  occurs  when  a  threshold  of 
excitation is reached. 
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Patterns  embodied  in  this  wave  are  proposed  to  be  isomorphic  to 
patterns experienced by the individual in the respective conscious episode. In a 
phenomenological approach, we can describe our feelings are wavelike (e.g., 
“waves” of  pleasure or pain,  gladness or sadness,  hunger/thirst  or satiation,  
etc.). If a subject reports “I feel pain when X occurs”, the prediction is that at this 
moment a large calcium wave with the waveform of pain occurs in his/her brain. 
In summary, Pereira Jr. and Furlan18 claim that: a) (in the brain) only astroglial 
networks can form intercellular AM waves; b) these large-scale waves are the 
physical counterpart of conscious mental forms, and c) the forms of conscious 
content are isomorphic (i.e., can be univocally mapped) to the corresponding 
waveforms. 
A sketch of the whole process of cognitive computation leading to the 
formation of a conscious percept is illustrated in Figure 8.
Stimulus Receptors Local Fields Astrocytes Ca Waveform
J
G
H
I
J
K
L
K
I
L
H
G
N
I + F
H+F
G+F
J+F
K+F
L+F
N+M
22
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
do
i:1
0.
10
38
/n
pr
e.
20
11
.6
48
4.
1 
: P
os
te
d 
2 
O
ct
 2
01
1
Figure 8 – Overview of the Process of Cognitive Computation Leading to a  
Conscious Percept. A given stimulus has N properties (including G, H, I J, K, 
L), separately detected and processed by sensory receptors. These signals are 
transmitted to the CNS, leading to the formation of a spatial ensemble of LFPs, 
each  one  reproducing  one  aspect  of  the  stimulus  (G,  H,  I,  J,  K,  L).  Upon 
transmission of these patterns to astrocytes, they elicit respective feelings F(n), 
embodied  in  small  calcium  waves  located  in  astroglial  microdomains.  The 
integration of these waves result in a conscious percept that reproduces the N 
processed properties (information content) and adds to this content a meaning 
M(n), relative to the history of the living individual.
An  explanation  of  the  final  phases  of  this  process  would  be  like  the 
following. During wakefulness, calcium ions trapped in each microdomain have 
already  interacted and  formed robust  local  correlations.  When the  Carousel 
Effect occurs, it induces synchronized change in a population of microdomains. 
These microdomains are connected to each other by means of gap junctions 
and communicate sequentially by means of ATP signaling (the Domino Effect). 
When  the  synchronized  effect  from  a  population  of  neurons  reaches  the 
network of astroglial microdomains, the previous correlations possibly play the 
role of tying ions in the same phonon mode. These tied ions can operate as 
antennas44 that broadcast the pattern received from the neuronal LFP to the 
whole  network.  As  the  neuronal  effect  induces  a  diversity  of  patterns 
(corresponding to each LFP) into different regions of the lattice, the antennas 
communicate the local pattern to the other ionic antennas, forming a hologram 
(Figure 9) that embodies integrated information.
23
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
do
i:1
0.
10
38
/n
pr
e.
20
11
.6
48
4.
1 
: P
os
te
d 
2 
O
ct
 2
01
1
             
Figure  8  –  A  Hologram  Formed  by  Ionic  Antennas  in  the  Astroglial  
Network.  Each  astrocyte,  participating  in  a  Tripartite  Synapse,  receives  
information  from  neurons  and  broadcasts  to  other  astrocytes.   Legend:  
Neurons: Red and Astrocytes: Blue.
Prospects for an Artificial Astrocyte
Empirical and theoretical results about the morphology and physiology of 
astrocytes have been used by a group of researchers – led by Alfredo Pereira 
Jr.,  José  Wagner  Garcia  and  Aristides  Pavani  –  to  construct  an  artificial 
astrocyte at the Center for Technology of Informatics Renato Archer, a federal 
research institution located at the city of Campinas, state of São Paulo - Brasil.  
Initially, we are developing the materials and methods for the construction of a 
prototype. A second stage would be a pilot experiment to test the prototype. As 
the  system  operates  with  ionic  waves,  it  would  be  adequate  to  process 
waveforms with affective connotation. For instance, we intend to use musical 
information to produce dynamic waves in the system, to measure it by means of 
optical imaging, and to visualize the output by means of a visual interface. The 
last  step  in  this  experiment  involves  qualitative  methods  to  evaluate  the 
existence of affective computing by the astrocyte.
24
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
do
i:1
0.
10
38
/n
pr
e.
20
11
.6
48
4.
1 
: P
os
te
d 
2 
O
ct
 2
01
1
This artificial astrocyte is also inspired by models of ion trap computing 
(ITC). The laser technology60 used to control the ions in ITC is substituted by 
piezoelectric transducers. The astrocyte is composed of a star-shaped box with 
metallic  walls,  containing  approximately  one  cubic  centimeter  of  free  space 
inside (Figure 9). The box also contains a gate, through which a calcium cation 
(Ca2+) solution – the closest to calcium solutions found in real astrocytes - is 
pumped. The box is filled with the solution in an adequate concentration, to be 
specified. The six ramifications, three at each opposite side, are used as “input” 
and “output”.  The other four sides (top,  bottom, right and left)  are positively 
magnetized,  forcing the ions to  interact  and to contact  the input  and output 
sides. 
Figure 9: The Artificial  Astrocyte.  Design by Alfredo Pereira Jr.  and José  
Wagner Garcia. Figure drawing by Rozélia Medeiros. The input side contains  
three piezoelectric inducers, insulated from the metallic wall  of the box. The  
inducers  receive  acoustic  signals  captured  by  a  microphone,  amplified,  
decomposed  by  frequency  ranges  and  transmitted  by  a  copper  wire.  The  
25
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
do
i:1
0.
10
38
/n
pr
e.
20
11
.6
48
4.
1 
: P
os
te
d 
2 
O
ct
 2
01
1
inducers transfer the electric  signal  to vibrational  (phonon) patterns,  forming  
calcium waves.  A  circular  glass  window at  the  top  allows  measurement  of  
photonic emissions by means of optical imaging.
Calcium waveforms in the artificial astrocyte have both micro and macro 
aspects. At the macro level, amplitude modulation of kinetic energy of the ions 
by the input produces a spatiotemporal phonon dynamics. The waves produced 
by each inducer interact with the others and generate constructive as well as 
destructive  interference  patterns.  At  the  micro  level,  the  interactions  create 
correlations  of  electronic  states  of  the ions61.  Variations  of  kinetic  energy in 
space and time change the vibrational states of the atoms, transiently altering 
their  electronic  distribution  to  higher  or  lower  energy  configurations.  These 
changes affect other ions placed at other regions of the box, inducing a whole-
system  dynamics.  The  waves  formed  by  the  inducer  would  therefore  be 
integrated both by macro and micro processes. The formation of ionic antennas 
is predicted, since this possibility is compatible with hot IQC44.
In the intended pilot experiment, the input signal to the astrocyte would 
be  music  played  at  one  solo  instrument  by  two  musicians (one at  a  time), 
captured  by  one  microphone,  decomposed  into  three  transmission  lines  by 
means  of  frequency  filters  and  amplified.  The  amplified  signals  would  be 
transmitted  to  the  three  piezoelectric  inducers  by  means  of  pulsed  electric 
currents.  Each  inducer  transmits  one  of  the  filtered  lines  to  the  artificial 
astrocyte system. The musical patterns are then transduced to calcium waves. 
Three waveforms are produced, each one at the surroundings of one inducer. 
These  waveforms  interact  inside  the  box  as  above  described,  presumably 
integrating the patterns released by the three inducers. 
The  output  side  contains  three  piezoelectric  receptors,  also  insulated 
from  the  metallic  wall.  They  receive  vibrational  signals  from  the  calcium 
waveforms and transduce them to electric signals, transmitted by a copper wire 
to a digital encoder that feeds a personal computer, equipped with software to 
transform the  message  into  a  sequence  of  visual  images,  i.e.  movies.  The 
personal computer executes the final step of the processing, transforming the 
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electric  signal  into  a  two-dimensional  movie  projected  on  a  screen,  to  be 
interpreted by professionals of the visual arts. As each performance presumably 
generates a different input to the astrocyte, there will be different outputs, i.e. 
different interpretations of the same musical parts by the pianists are expected 
to generate different movies, reflecting the astrocyte’s information integration 
and affective computing. 
The control experiment would be directly connecting the same inputs to 
the digital converter and then to the computer, generating two other movies to 
be compared to those processed by the artificial astrocyte. The prediction is that 
the astrocyte would integrate and respond to  the musical  content,  therefore 
generating  richer  movies,  to  be  evaluated  by  the  visual  artists.  If  well 
succeeded, this pilot experiment would prove that an artificial astrocyte able of 
computing by means of calcium waveforms can perform information integration 
and affective computing in a coherent fashion that may be partially consistent 
with artistic standards of both musicians and visual artists.
Quantum Computation in the Brain?
The existence  of quantum (or - at least - quantum-like) computation in 
the brain is a controversial issue. Cognitive computation processes, expected to 
occur in natural and artificial cells, may (or may not) include the entanglement of 
superposed microstates of ions. For instance, the dendritic spine may possibly 
work as a calcium ion-trap quantum computer controlled by Ca++ permeable 
ion channels. 
There are several lines of evidence pointing to a central role of dendritic  
spines in the processing of perceptual conscious contents. Sensory messages 
(except  for  olfaction)  are  transmitted  from  thalaums  to  cortex  through 
glutamatergic projections, activating excitatory synapses in pyramidal neurons. 
Spines31 are specialized structures in the post-synaptic density of such neurons, 
trapping  Ca++  ions  that  enter  through  glutamate  receptors.  Neurobiological 
evidence shows that a perturbation of these channels (as the blocking of the 
NMDA  channel  by  ketamine)  leads  to  perceptual  distortions,  hallucination, 
anesthesia and coma62. The quantum computational model of dendritic spines 
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explains the possibility of non-local communication of multiple brain regions in 
the generation of a unitary conscious episode. 
Another possibility is integration of spatially distributed LFP patterns by 
means of astroglial  calcium waves.  Let  A,  B, C… be predicates referring to 
properties of a perceived stimulus. To each predicate three spatial (xwy) and 
one  temporal  (z)  indexes  can  be  assigned,  referring  to  their  location  in 
egocentric  space  and  time.  Upon  reception  of  the  sensory  message,  these 
properties are detected by separate receptors and encoded at the micro level, 
leading  to  the  formation  of  the  respective  LFPs  Axwyz,  Bxwyz,  Cxwyz,  etc. 
Transmission of neuronal LFP information patterns, by means of both chemical 
and  electromagnetic  ways,  reaches  populations  of  calcium  ions  inside 
microdomains  of  individual  astrocytes18,63.  A  (spatially)  large  waveform  is 
produced, as the result of interference and entanglement of patterns embodied 
in smaller waves. In this wave computing system, quantum theory can have an 
explanatory role. If the process were only classical, the large wave would be 
just an addition or cancellation of smaller waves. 
Recently it was shown that quantum entanglement can effectively play a 
role in classical communication64. Although it is practically impossible to occur 
spontaneously, because of decoherence processes, quantum entanglement in 
a macroscopic, hot, wet and noisy system as the brain can be forced by means 
of topological entanglement65,66,67. It refers to “linked loops in three dimensional 
space”, “a non-local structural feature of a topological system”, while “quantum 
entanglement is a non-local structural feature of a quantum system”  65. Another 
important  concept  is  entanglement  entropy68,  describing  the  degree  of 
interdependence of particles/waves composing a many-body system. There is 
an exciting possibility of synthesis of the above concepts, leading to possible 
applications  in  brain  science,  e.g.  for  the  determination  of  the  degree  of 
entanglement of brain states during phase transitions.
However, topological entanglement is not necessarily related to quantum 
entanglement: “seeing the (quantum – APJ) state as analogous to a specific link 
depends upon the choice of basis. From a physical standpoint, seeing the state 
as  analogous  to  a  link  depends  upon  the  choice  of  an  observable”64.  An 
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analysis  of  the  different  neuronal  and  astroglial  ways  of  interconnecting 
suggests  that  linked  neuronal  loops  (as  the  recurrent  signaling  circuits 
discussed  by  Edelman69)  would  afford  topological  but  not  quantum 
entanglement. According to the principles of ion-trap quantum computing, the 
ions involved in neuronal action potentials (mostly Na++ and K+) cannot get 
quantum-entangled  since  they  are  not  trapped,  but  crossing  the  neuronal 
membrane  and  interacting  with  both  the  internal  and  the  external  milieu. 
However, their topological entanglement can induce large-scale integration of 
LFP  patterns  in  the  astroglial  network,  according  to  the  Carousel  Effect18. 
Calcium ions in the network would become briefly quantum-entangled and use 
the resulting inter-ionic tie to form the antennas44 that quantum-communicate, 
thus boosting the formation of large-scale coherent waveforms. 
The  conjoint  operation  of  neuro-astroglial  mechanisms,  including 
topological  and quantum entanglement,  would afford the binding of  different 
aspects of the stimulus. By means of these mechanisms, a unitary conscious 
episode can be constructed from a collection of information patterns embodied 
in the spatial ensemble of LFPs that occur in an individual’s brain at a given 
moment. A conscious episode is conceived as the result of the integration  of 
different aspects of the stimulus, each one instantiated by a spatially distributed 
LFP. This  integration process includes both the  blending and the  binding of 
patterns  (my  thanks  to  Arnold  Trehub  -  private  communication  -  for  the 
distinction  between  “blending”  and  “binding”  of  patterns).  Accordingly,  the 
biophysical  mechanism  of  feature  integration  leading  to  the  formation  of  a 
conscious  unitary  percept  would  have  two  phases:  blending  of  patterns  by 
means of wave interference, and binding of features, by means of the formation 
of a hologram. 
Blending can be formalized as a conjunction of predicates that belong to 
the same perceptual object (e.g., A and B and C). Binding can be formalized as 
the identity of spatial and temporal indexes of the predicates that refer to the 
same places and times in a conscious episode, e.g. when the shape and the 
color  of  a  geometrical  figure  are  referred  to  the  same spatial  and temporal 
locations. Given Axiwiyizi for shape and Bxjwjyjzj for color, then i = j. 
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Classical wave interference would allow only the blending of patterns by 
means of a summation or cancellation of wave momenta. Binding requires also 
the collation of components of the patterns, such that many instantiations of 
many aspects of the same stimulus referred to the same place and time are 
fused  into  a  single  percept.  According  to  the  astroglial  model  of  feature 
integration,  the  patterns  of  the  LFP  spatial  ensemble  are  independently 
transmitted  to  small  calcium  waves  in  astroglial  microdomains.  Trapped 
astroglial calcium ions would become briefly quantum-entangled, as a result of 
their previous interactions in microdomains. The resulting inter-ionic ties would 
help to form antennas44 that quantum-communicate, thus boosting the formation 
of  large-scale  coherent  waveforms  in  the  astroglial  network.  The  antennas 
quantum-communicate with each other, forming a large, whole brain standing 
wave that functionally has the properties of a hologram, thus supporting the 
individual’s experience of an integrated conscious episode.
The requirements  for  quantum  computing,  according  to  current 
technological standards12, are the following:
a) The computer having two parts, a classical and a quantum one. Although the 
classical  part  is  not  absolutely  necessary,  in practice it  is  useful  in  order to 
specify the inputs and outputs to and from the quantum part;
b) A suitable state space. For n qubits, the corresponding state space is a 2n 
-dimensional complex Hilbert space;
c) The ability to prepare states in a computational  basis (as pure entangled 
states);
d)  The ability  to  perform quantum gates;  preferably,  universal  gates  as  the 
Hadamard and CNOT gates; and
e) The ability to perform measurements in a computational basis.
Since both dendritic spines and astrocytes have mechanisms that trap 
ionic  populations  and  manipulate  individual  atoms,  we  cannot  rule  out  the 
possibility  that  such mechanisms could prepare the ions in  superposed and 
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entangled states,  and then perform transformations corresponding to  logical 
gates70. The collective dynamics of the ionic population can be approached by 
schemes for hot ITC71,72, which do not require cooling the ions to their ground 
state - an impossibility for biological systems.
A popular objection to quantum computation in the brain derives from the 
(relatively) hot and noisy conditions of living systems, when compared to the 
experimental settings where ITC have been implemented. However, it should 
be noted that Ca++ ions are cooled in artificial ion-trap quantum computing just to 
improve the accessibility of initial and output states (an important requirement 
for  personal  computers),  not  for  the  generation  and  manipulation  of 
superposition/entanglement  themselves.  Therefore,  isolation  and  low 
temperatures may not be absolute requirements for the existence of ITC, but 
conditions for the engineering of artificial quantum computers able to become 
useful personal computers.
Two  quotes  from  a  commentary  by  Vedral73 convey  the  feeling  that 
emerges  from  successful  experiments  with  QCs.  First,  it  is  becoming 
increasingly clear that classical statistical mechanics predictions, based only on 
the  energy  of  the  system,  are  incomplete  and  mistaken  in  cases  when 
entanglement occurs: "knowing the different energy states that the system can 
occupy is sufficient to construct all the other macroscopic quantities needed to 
describe  the  physical  system  completely.  But,  ultimately,  this  conclusion  is 
erroneous...we need to know both the energy levels and the particular states 
corresponding to these energy levels"73. Such "particular states" corresponds to 
the  quantum  information  of  the  system.  Quantum  information  and 
communication  is  the  key  for  a  specific  kind  of  interaction  that  cannot  be 
explained classically.
Second, since  quantum phenomena are fundamental, why not account 
for  possible  effects  on  biological  processes,  including  brain  processes  that 
support consciousness? Vedral's reasoning goes in this direction: "It is widely 
accepted  that  quantum mechanics  is  our  most  accurate  description  of  how 
atoms combine to form molecules, and it lies behind all chemistry. Chemistry in 
turn provides a basis for biological processes, including the metabolic cycles 
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and the replication machinery making it possible for life to be sustained. So, 
might it be not only that quantum effects are responsible for the behavior of 
inanimate  matter,  but  that  the  magic  of  entanglement  is  also  crucial  in  the 
existence of life?" 73.
Concluding Remarks
This paper builds on two assumptions, about the existence of potential 
mental  forms  in  physical  nature,  and  about  the  substrate  that  supports 
conscious cognitive and affective patterns. 
The actualization of potential forms assumed to exist in nature depends 
on  their  embodiment  in  material  substrates.  In  this  condition,  complexes  of 
elementary  forms  undergo  a  process  that  ultimately  corresponds  to  the 
evolution of the universe. They are combined and recombined, in a "tinkering" 
process that corresponds to self-organizing processes of individual systems. A 
major  evolutionary  step  is  the  emergence  of  living  systems,  when  different 
complexes of elementary forms give rise to different forms of life - biological 
species  and  varieties.  Full  actualizations  occur  when  they  are  received, 
processed  and  made  meaningful  by  conscious  individuals.  At  this  stage, 
conscious qualities ('qualia') express properties of elementary forms. These are 
always manifested as complexes ("gestalts"), always in different combinations 
(conscious episodes), appearing as new to the external observer and to the 
individuals who consciously experience them.
This paper offered an outline of the biophysical mechanisms involved in 
the production of conscious episodes, highlighting the putative role of astrocytes 
in the function of integration of distributed neuronal information and attribution of 
meaning to sensory information content. The astroglial network is in a position 
of supporting conscious processes of the living individual, because it mediates 
the relation of neuronal networks with blood and cerebral fluid signaling, and 
modulates neuronal activity according to the feelings generated in this domain 
of interaction. 
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In  this  framework,  the  completion  of  conscious  perceptual  processes 
requires the participation of the astroglial network integrating neuronal patterns 
by means of calcium waves.  A pilot experiment of a single artificial astrocyte 
was proposed to test such an integrative role, and possibly to inspire practical 
applications. Also the existence of quantum or quantum-like computation and 
communication  within  the  ions  composing  calcium waves  in  astrocytes  was 
discussed, but a safe conclusion on this issue was not possible at this moment.  
The hypothesis of information integration in astrocytes is an empirical issue to 
be  decided  on  experimental  grounds,  while  the  existence  of  entanglement 
within calcium ions in astrocytes is mostly a theoretical question, which – once 
solved – may help to explain the integrative capabilities of these cells.
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