Significant developments in bridge aeroelastic analysis have been made utilizing realistic aerodynamic force modeling for bridges with bluff sections under turbulent winds. With these developments as a background, this paper highlights state-of-the-art developments in the aeroelastic analysis and identifies new frontiers in aerodynamic tailoring of long span bridges. Challenges in the aeroelastic analysis are pointed out that include: the modeling of aerodynamic forces excited by non-stationary wind fields such as hurricanes and thunderstorms and/or for bridges located in complex topography conditions; consideration of nonlinearities in both structural dynamics and aerodynamics; and the ubiquitous issues related to turbulence. In response to these challenges, an advanced analysis framework is offered that focuses on the needs for modeling of aerodynamic and structural nonlinearities, and the effects of turbulence on long span bridges. r
Introduction
Long span bridges are very susceptible to the actions of strong wind. Earlier studies concerning long span bridge flutter was made by Bleich [1] utilizing airfoil flutter theory after the Tacoma Narrows Bridge disaster of 1940. By comparing bridge flutter with airfoil flutter, Selberg [2] suggested an empirical formulation for estimating the bridge flutter onset velocity. The pioneering work of Davenport [3] and Scanlan [4, 5] , among others, concerning bridge buffeting and flutter have led to a number of analytical developments in bridge aerodynamics/aeroelasticity using realistic aerodynamic force modeling of bridges with bluff sections under turbulent winds (e.g., [6] [7] [8] [9] [10] [11] [12] [13] [14] ). With these developments as a background, this paper highlights the state-of-the-art developments in the aeroelastic analysis and identifies new frontiers in aerodynamic tailoring of long span bridges. Challenges in the aeroelastic analysis are pointed out that include: the modeling of aerodynamic forces excited by non-stationary wind fields such as hurricanes and thunderstorms and/or for bridges located in complex topography conditions; consideration of nonlinearities in both structural dynamics and aerodynamics; and the ubiquitous issues related to turbulence. In response to these challenges, an advanced analysis framework is offered that focuses on the needs for modeling of aerodynamic and structural nonlinearities, and effects of turbulence on long span bridges.
Modeling of linear unsteady aerodynamic forces
The aerodynamic forces acting on bluff bridge sections can be represented for most cases by linear approximation and expressed in terms of time-averaged static, and time-varying self-excited and buffeting force components [3, 5] . The aerostatic force components are characterized by static force coefficients; the unsteady selfexcited and buffeting force components are defined by flutter derivatives and admittance functions in the frequency domain, and by aerodynamic impulse response functions in the time domain. In addition, calculation of the integrated forces acting on a finite bridge element requires consideration of the spanwise coherence of forces in terms of joint acceptance functions, resulting in a reduction in the forces compared to those assumed to be spanwise fully coherent.
In the wind velocity range of interest for bridge design, the flow around bluff bridge sections is quite unsteady and not amenable to the quasi-steady theory, which neglects the unsteady fluid memory effect and is only valid at very high wind velocities. Therefore, consideration of unsteady aerodynamic characteristics are essential in the accurate modeling of forces and attendant aeroelastic response. Advances in the identification techniques for quantifying these aerodynamic forcing parameters, utilizing scaled bridge models in wind tunnels, have remarkably improved the accuracy in modeling aerodynamic forces and the prediction of aeroelastic response of overall bridges [15] [16] [17] [18] [19] [20] [21] .
It has been widely understood that the uncoupled self-excited lift and drag, and pitching moment components, induced by the structural motion in respective directions, along with the coupled lift and pitching moment between vertical and torsional directions, are the most important terms in the prediction of aerodynamic damping and flutter behavior of a bridge. On the other hand, contributions of the coupled force components between lateral and torsional and between lateral and vertical directions have been considered to be less significant. However, experience of Akashi Kaikyo Bridge revealed that the coupled drag component due to torsional displacement played a significant role in the realization of negative aerodynamic damping at higher wind velocity range [22] . This was due to the unique aerodynamic feature of this truss section. The self-excited lift and pitching moment for this truss section were very small and the attendant aerodynamic damping was very low as wind velocity increased. In addition, large aerostatic drag force resulted in large negative angles of attack of the bridge section at which the aerostatic drag force exhibited large variations with respect to the angle of attack. These characteristics substantially increased the importance of the coupled drag component induced by the torsional displacement to the realization of negative aerodynamic damping. It is worth mentioning that, while it needs to be further confirmed, the contributions of coupled drag force components will remain insignificant in the case of bridge sections having low aerostatic drag and relatively large self-excited lift and pitching moment such as streamlined box sections.
Approximate inter-relationships among flutter derivatives and the relationship between flutter derivatives and admittance functions have been suggested [19, 23, 24] , which helped to better understand the underlying mechanism and modeling of aerodynamic forces. These relationships were derived based on the approximate definition of the effective angle of incidence attributed to different structural motion components and wind fluctuations. Furthermore, their respective contribution to the aerodynamic forces could be uniquely quantified in terms of corresponding effective angle of incidence. It is noted that these relationships do not necessarily permit a plenary application to every bluff section. Therefore, their application to aeroelastic analysis should be handled carefully unless these are effectively validated. Continued discussion and experimental validation in this context are encouraged.
The frequency dependent aerodynamic force parameters are generally modeled in the frequency domain framework. However, most of the previous studies concerning time domain aeroelastic analysis were based on the quasi-steady assumption due to their inability to model frequency dependent unsteady aerodynamic characteristics in the time domain (e.g., [25] ). In fact, these unsteady force characteristics can be described in terms of impulse response functions in the time domain. The time histories of unsteady aerodynamic forces can be calculated using convolution integrals involving the impulse response functions and structural motions or wind fluctuations (e.g., [14, 17] ).
Utilizing the relationship between both the time and frequency domain forcing functions and expressing the frequency domain forcing functions in terms of rational function approximations (RFAs) of the reduced frequency k ¼ ob=U (where o is the circular frequency of motion; U is the mean wind velocity; B ¼ 2b is the bridge deck width), time histories of unsteady aerodynamic forces corresponding to arbitrary structural motion and wind fluctuations can be calculated [14] . For example, the selfexcited lift per unit span, i.e., L seh ðtÞ; induced by a sinusoidal vertical motion, i.e., hðtÞ ¼ % h 0 e iot ; is described by Scanlan and Tomko [4] and Scanlan [17] L seh ðtÞ ¼ 1 2
where r is the air density; H Ã 1 and H Ã 4 are the flutter derivatives, which are functions of the reduced frequency and depend on the geometrical configuration of the bridge section and the approaching flow, and are defined at the statically deformed position
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of the bridge section under the action of aerostatic forces; and the over-dot denotes the partial differentiation with respect to time t:
In the time domain, L seh ðtÞ corresponding to an arbitrary motion hðtÞ is given by (e.g., [14, 17, 26] )
where I Lh ðtÞ is the aerodynamic impulse response function representing the influence of motion at a certain time instant on the generation of self-excited forces for a certain time period t: Obviously, the relationship between I Lh ðtÞ and H Ã 1 and H Ã 4 is
where % I Lh is the Fourier transform of I Lh ðtÞ: The aerodynamic transfer function between L seh ðtÞ and hðtÞ can be represented as following RFA of k by curve-fitting the flutter derivatives at different reduced frequencies: 
where the aerodynamic states are given by a set of first order differential equations driven by the structural motion:
From the system theory viewpoint, the self-excited forces are modeled as the output of a system with structural response as the input. Their transfer functions are defined in terms of flutter derivatives. Similarly, the buffeting forces are derived as the output of a system with wind fluctuations as the input. Their transfer functions are described in terms of the admittance functions. To calculate the time histories of integrated forces over a given length of an element, modeling of a system characterized by the joint acceptance function is also required [14, 27] . This framework offers a rigorous representation of the frequency dependent unsteady forces in the time domain provided that their unsteady characteristics can be represented by RFAs exactly or with an acceptable level of error.
It is noted that other functions can also be chosen to express the aerodynamic transfer function as the function of reduced frequency k; provided that the selected function satisfies the causality requirement of the system or filter, i.e., the corresponding time response function of the system is zero at negative times. The condition that the real and imaginary parts of the transfer function are Hilbert pairs ensures this causality requirement. The causal transfer function model permits time domain simulation and it is physically realizable. The preceding RFA with positive parameters d Lh; j ðj ¼ 1; 2; y; m Lh Þ satisfies this causality requirement.
Multimode coupled aeroelastic analysis
Aerostatic analysis under time-averaged aerostatic forces is usually performed using a nonlinear iterative procedure taking into account both structural nonlinearity and nonlinear aerostatic forces which are functions of the angle of incidence. However, aerodynamic response around the aerostatic equilibrium can be analyzed using aerodynamic forces linearized at the statically deformed position of the bridge [5] . Akin to other structural dynamic problems, expressing structural equations of motion in terms of reduced-order structural modal coordinates is computationally effective. Scanlan [5] proposed the basic theory for multimode flutter and buffeting analyses. In practice, a mode-by-mode approach neglecting aerodynamic coupling among structural modes has widely been utilized based on the fact that practical flutter problems of long span bridges are most likely dampingdriven flutter and are dominated by the action of a single mode. Although this modeby-mode approach has proven its utility in many applications, experience shows that bridges with longer spans generally require a multimode coupled analysis framework (e.g., [8, 9, 11, 13, 14, 28, 29, 30] ).
The governing equations of dynamic motion of a bridge subjected to winds is expressed in terms of the generalized modal coordinates q as follows:
where M; C and K are the generalized mass, damping and stiffness matrices, respectively; Q se and Q b are the generalized self-excited and buffeting force vectors, respectively, and are expressed as
where A s and A d are the aerodynamic stiffness and damping matrices, respectively; A bu and A bw are the buffeting force matrices; and u and w are the fluctuating wind vectors for the horizontal u-and vertical w-components, respectively. It has been a common practice to assume that low level of damping of motion does not influence generation of self-excited forces, therefore, Q se ðtÞ corresponding to a sinusoidal motion q ¼ % qe st ; where s ¼ ðÀx þ iÞo; can be expressed as
where x is the damping ratio; p ¼ sb=U ¼ g þ ik and g ¼ Àxk: This method of dealing with damping in the aerodynamic parameters is referred to as p2k method.
The equations of bridge motion can be represented in a state-space format having frequency dependent system matrix using the p2k method. Consequently, the changes in modal frequencies, damping ratios and mode shapes as well as flutter behavior, with increasing wind velocity, can be estimated by the solution of a complex eigenvalue problem, omitting the buffeting force term. However, the solution at any given wind velocity needs an iterative calculation for each eigenvalue until the assumed frequency used to evaluate the self-excited aerodynamic forces agrees with that derived from the respective eigenvalue. In the case of closely spaced multimode flutter cases, potential changes in the order of frequencies with increasing wind velocity, does not permit full automation of the iterative target mode identification process, which makes this approach computationally cumbersome [13] .
Generally, Q se ðtÞ corresponding to q ¼ % qe st can be given by the following p domain-based expression that accounts for the influence of damping to the aerodynamic parameters:
As the aerodynamic parameters are usually only available in the k domain, i.e., corresponding to zero damping, the general form of aerodynamic parameters in the p domain, i.e., corresponding to non-zero damping, can be approximated by assuming its analytic continuity in the domain of gX0 and go0 for small g: It can be realized by first expressing aerodynamic parameters in the k domain in terms of a RFA of k and then replacing ik by p ¼ g þ ik for those in the p domain:
where matrix A 1 ; A 2 ; A 3 ; A lþ3 and d l (d l X0; l ¼ l; 2; y; m) are frequency independent coefficients, determined by curve-fitting aerodynamic matrix A s ðikÞ þ ðikÞA d ðikÞ: Application of this p method and incorporating the RFA technique result in frequency independent linear state-space equations of bridge motion with augmented aerodynamic states (e.g., [13] ). This format leads to the calculation of all complex eigenvalues, at a given mean wind velocity, at the same time without iterative procedure. It becomes very attractive for a multimode flutter analysis with closely spaced frequencies. This format also facilitates a time domain simulation of the multimode flutter and buffeting responses. In addition, it provides a convenient format for the design of structural control schemes using modern control theory (e.g., [31] ).
Selection of participating structural modes in a multimode flutter analysis is usually not a difficult issue in practice. In fact, in most cases involving only a few important modes can provide an adequately accurate estimate of flutter behavior. The multimode approach offers more useful insight into the aerodynamic damping and inter-mode aerodynamic coupling that help to better understand the aeroelastic response. The role of each mode and the inter-modes coupled effects to system damping can be clarified from the viewpoint of the system energy variation [13] . The improved understanding of the significance of each structural mode in the aeroelastic response also offers useful information on the interpretation of wind tunnel-based full aeroelastic bridge model studies in which only a few important modes can be accurately modeled. The multimode approach is often computationally effective in comparison with the approach by directly using a finite-element bridge model (e.g., [8] ).
Multimode coupled buffeting analysis has predominantly been conducted in the frequency domain using random vibration theory through spectral analysis. The transfer function matrix between the modal response q and generalized modal buffeting force Q b is given as
Conventional coupled buffeting analysis based on the evaluation of H q ðoÞ using Eq. (13) requires matrix inversion at each discrete frequency which places a high computational demand. Such a time consuming procedure can be avoided by using a frequency independent state-space equations of an integrated system of the bridge and aerodynamics, or using a complex modal decomposition approach [32] .
While the frequency domain approach facilitates modeling of frequency dependent characteristics of unsteady aerodynamic forces, it is limited to linear structural dynamics and aerodynamics and the assumption of stationarity of wind fluctuations. Challenges in aeroelastic analysis remain in the modeling of aerodynamic forces excited by non-stationary wind fields such as hurricane and thunderstorm and/or for bridges located in complex topography conditions [33] [34] [35] [36] , as well as consideration of nonlinearities in both structural dynamics and aerodynamics and the ubiquitous issue of turbulence [12, 37, 38] . Clearly, these challenges can only be adequately addressed in a time or time-frequency domain analysis framework.
Application of RFA technique for expressing unsteady aerodynamics facilitates the time domain simulation of unsteady forces. Utilizing the step-by-step numerical integration procedure, the aeroelastic response under the excitation of given time histories of spatiotemporal wind fluctuations can be simulated [14, 32] . In addition, the aeroelastic bridge system can be further represented in an integrated state-space system driven by a vector-valued white noise, integrating characteristics of wind, aerodynamics and structural dynamics [27] . This framework allows direct calculations of the response covariance matrix using the Lyapunov equation that offers higher computational efficiency in comparison with conventional spectral analysis approach. Fig. 1 shows the frequency and damping loci, as functions of mean wind velocity, for a wind-excited long span suspension bridge having a center span of nearly 2000 m with a streamlined box deck section. The flutter derivatives were calculated based on Theodorsen function. Analyses involving different structural modes indicated that the analysis involving structural modes 2,9,10, which are the fundamental vertical symmetric bending, second lateral symmetric bending and fundamental torsional symmetric modes, respectively, resulted in a flutter onset velocity of 65.3 m/s, which was close to 66.5 m/s predicted when involving the first 15 structural modes. The eigenvalue loci of these complex mode branches were also similar, having a coupled flutter initiated from the complex mode branch 9 as indicated by solid lines. Without delving in a detailed discussion, this behavior may give the impression that the physics of the multimode coupled flutter is different from the general understanding of the coupled flutter in which two fundamental vertical and torsional structural modes are most important to flutter. This general understanding of the coupled flutter has been the foundation of both the preliminary bi-modal flutter prediction and wind tunnel study using spring-supported section models.
Multimode flutter: curve veering of frequency loci
From the frequency and damping loci, it is observed that the eigenvalues of complex mode branches 9 and 10 repel each other without intersection at wind velocities around 65 m/s. The complex mode shapes of these complex mode branches, in terms of the amplitude ratios of the structural mode components are given in Table 1 . It is noted that the structural mode shapes were normalized in accordance with the maximum translateral displacement or torsional displacement multiplied by the half width of the bridge deck to be unity. It can be seen that both complex modes consist of strongly coupled components of the structural modes 9 and 10 with an additional coupled component of the structural mode 2. As wind velocity exceeds 65 m/s, complex mode 9 gradually switches to a mode dominated by coupled components of structural modes 2 and 10. In the same way, complex mode 10 gradually changes to the mode dominated by the structural mode 9. The eigenmodes (eigenvectors) associated with these two eigenvalues are exchanged continuously as if the curves of frequency and damping loci had intersected. This behavior has been termed the ''curve veering phenomenon'' [39] . Away from the veering region, the coupling of structural mode 9 with other modes becomes marginal.
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Compared to the eigenvalues based on the two fundamental modes (structural modes 2 and 10) as shown in dashed lines in Fig. 1 , it is evident that the underlying physics of the multimode coupled flutter involving more than two modes is essentially the same as the bi-modal coupled flutter, despite the fact that the flutter appears to initiate from different branches. The condition under which frequency loci veer was established and it was found that the curve veering was due to the influence of strong aerodynamic coupling among the adjacent structural modes [39] .
Recent studies of coupled flutter using spring-supported bridge section models have shown that even in the case of bi-modal flutter, the heaving branch may also be the origin of so-called ''heaving branch coupled flutter'' [40] . From the viewpoint of curve veering, it was revealed that the heaving mode branch flutter corresponded to the intersection of frequency loci of heaving and torsional mode branches due to the weak influence of the coupled self-excited forces. It was noted that the heaving mode branch flutter was physically consistent with the generally observed torsional mode branch flutter [39] . 
Turbulence effects on flutter
Wind tunnel-based flutter studies done with full-bridge aeroelastic models have often shown flutter onset velocity boundaries to be sharply defined in smooth flows whereas it exhibits rather gradual flutter boundaries in turbulent flows (e.g., [41] ). A number of analytical studies based on randomizing the dynamic pressure and using stochastic techniques have been conducted to predict some general changes in the flutter instability due to turbulence in the approach flows (e.g., [26, 42] ). These studies tacitly assume that the mechanism that relates wind field to the aerodynamic forces remains unchanged in turbulent flow, which may not accurately represent the underlying physics [43, 44] . Scanlan [45] explored the potential mechanism of turbulence on the single-mode torsional flutter due to a decrease in the spanwise correlation of the self-excited forces. Although the stabilizing effects of spanwise coherence loss may be apparent for single-mode flutter scenarios, it is not obvious that will apply to multimode coupled flutter cases. Coherence loss of self-excited forces along the span may stabilize a bridge flutter by reducing negative damping effects, and yet it may destabilize a bridge by reducing favorable damping effects. A recent experimental study supports full correlation of self-excited forces tacitly assumed in most current analytical approaches [46] . This implies that the turbulenceinduced changes in flutter instability of bridges cannot be explained entirely due to a decrease in the coherence of self-excited forces as noted in some studies.
Nonlinear aerodynamic force model/aeroelastic analysis framework
Current linear aerodynamic force models have proven their utility for a number of practical applications, however, these are not suited for addressing completely the challenges posed by aerodynamic nonlinearities and turbulence effects. Experimental studies have shown that the aerodynamic characteristics of many innovative bridge deck designs with attractive aerodynamic performance are very sensitive to the angle of incidence (e.g., [47, 48] ). For these bridge sections, even at low level of turbulence, the effective angle of incidence due to structural motion and incoming wind fluctuations may vary to a level such that the nonlinearities in the aerodynamic forces may not be neglected. Current linear analytical approaches also fall short in predicting the turbulence effects on the flutter boundary.
Diana et al. [12, 37] proposed a nonlinear aerodynamic force model based on the so-called ''quasi-static corrected theory,'' and they analytically investigated the turbulence effects on flutter and buffeting response. This nonlinear force model attempted to incorporate frequency dependent characteristics by decomposing the total response into components with different frequencies.
The present study concerns a detailed discussion of the nonlinear aerodynamic force model and the associated time domain analysis framework proposed by the authors for predicting the aeroelastic response of bridges under turbulent winds [38] . The nonlinear force model separates the forces into the low-and high-frequency components in accordance with the effective angle of incidence corresponding to the frequencies lower than and higher than a critical frequency, e.g., the lowest natural frequency of the bridge, i.e. a e ðtÞ ¼ a l e ðtÞ þ a h e ðtÞ; ð14Þ
where superscripts l and h indicate the low-frequency (including static component) and high-frequency components, respectively. The low-frequency force component can be modeled based on the quasi-steady theory due to its high reduced velocity, while the high-frequency force component is separated into self-excited and buffeting force components which are modeled in terms of the frequency dependent unsteady aerodynamic characteristics at the lowfrequency spatiotemporally varying effective angle of incidence. For example, the high-frequency component of the self-excited lift force due to vertical motion is expressed as
where the impulse response function is a function of both the effective angle of incidence and time. These are related to the flutter derivatives which are functions of both reduced frequency and angle of incidence. The instantaneous low-frequency effective angle of incidence is determined based on the low-frequency component of turbulence and structural motion:
where a s is the static angle of bridge deck under the action of aerostatic forces; and p l and a l are low-frequency components of displacement in lateral and torsional directions, respectively.
When the low-frequency response is relatively small as is the case for long-span bridges, a l e can be approximated by
The analysis framework using the proposed nonlinear aerodynamic force model is summarized in Fig. 2 . Within this framework, the effects of low-frequency component of turbulence on flutter and buffeting responses can be analytically investigated. The effects of turbulence on flutter are modeled through the changes in the effective angle of incidence caused by turbulence and its influence on the selfexcited forces and the flutter instability.
Compared to the stochastic approach that relies simply on randomizing the dynamic pressure, which only includes the longitudinal wind fluctuations, this nonlinear framework incorporates a more physically meaningful influence of turbulence. The basic representation of the nonlinear force model is similar to that proposed by Diana et al. [12, 37] , however, this model provides a clear insight to the relationship between the nonlinear and traditional linear force models, and presents a more efficient computational treatment by way of invoking rational function approximation to take into account the frequency dependent unsteady aerodynamic characteristics. The influence of high-frequency component of turbulence is manifested in terms of the changes in aerodynamic characteristics due to turbulence, which can be conveniently incorporated by employing aerodynamic characteristics derived in turbulent flows.
A long span suspension bridge with a main span of approximately 2000 m and a streamlined multibox deck section was used to illustrate the proposed nonlinear analysis framework and to investigate the influence of nonlinear aerodynamics and turbulence on the bridge response. The equations of bridge motion were described in terms of the first 15 structural modes with the natural frequencies ranging from 0.039 to 0.08 Hz. The logarithmic decrement in each mode was assumed to be 0.02. Fig. 3 shows the flutter derivative A Ã 2 at varying angles of incidence. For each angle of incidence, the flutter derivatives were expressed in terms of rational function approximation derived by a least-squares curve-fitting of the experimental data. The admittance and joint acceptance functions were considered not to vary with the angle of incidence for this example due to lack of experimental data. Although these features can be included in the proposed framework in a straightforward manner. Therefore, the nonlinearity in the buffeting forces was only introduced by the static force coefficients. Fig. 4 shows variations of the damping ratio of a number of important complex mode branches, i.e., mode branches 1, 2, 8, 9, and 10, with the increasing wind velocity at the mean wind angles of incidence of 0 and a s : Modes l and 9 are the first and second symmetric lateral bending modes; modes 2 and 8 are the first and second symmetric vertical bending modes; mode 10 is the first symmetric torsional mode. In the case of 0 , i.e., without the consideration of static deformation, the coupled flutter is predicted with a critical flutter velocity of 94.5 m/s with a mode shape dominated by modes 2 and 10. In the case in which the self-excited forces were linearized around the aerostatic equilibrium of the bridge corresponding to the angle of incidence of a s ; no flutter instability could be observed in the wind velocity range of up to 120 m/s. Remarkable static rotation of the bridge deck at high wind velocities resulted in a significant influence on the modal damping of the torsional mode dominated branch.
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Results demonstrate the significance of including the changes in the aerodynamic force characteristics, with respect to the static angle of the bridge deck, for predicting accurately the aeroelastic response. This becomes even more important when the static rotation of bridge deck is remarkably large and the force characteristics are sensitive to the changes in the mean angle of incidence. On the other hand, it is noted that the results based on the nonlinear analysis are very close to the linear analysis based on the aerodynamic forces linearized at the statically deformed position of the bridge (Fig. 5) . The insensitivity of the aerodynamic nonlinearities on the buffeting response may be due to the fact that the variations of the force characteristics with the spatiotemporally varying effective angle of incidence did not result in an apparent build up or decay of the response, with inherent high aerodynamic damping. In addition, the spatial variation of the effective angle of incidence leads the modulation of the forces acting on different spanwise locations of the bridge deck to cancel one another such that the net effect due to changes in total forces on the bridge becomes less significant. This result does support the utility of the linear aerodynamic force model used in traditional analytical approaches. It is noteworthy that the influence of aerodynamic nonlinearity depends on the level of the effective angle of incidence and the sensitivity of the force characteristics with respect to the effective angle of incidence. For the sake of comparison, nonlinear analysis without the inclusion of the static rotation of bridge deck in the effective angle of incidence was also conducted. The results were compared to those based on the linear analysis and shown in Fig. 6 . The linear buffeting response demonstrates the existence of a flutter instability beyond 94.5 m/s as predicted in the previous linear flutter analysis (Fig. 4) . In the case of wind fluctuations having a turbulence intensity in the vertical direction of s w =U ¼ 7:5%, a slight increase in flutter boundary is observed in the nonlinear analysis, while the responses are close to those based on the linear analysis. In the case of a w =U ¼ 15%, the increase in the flutter boundary due to the nonlinear aerodynamic forces becomes very distinct. The aerodynamic nonlinearities with respect to the low-frequency effective angles of incidence apparently influence the buffeting response (Fig. 7) , with inherent low aeroelastic damping, and stabilize the flutter instability. While the linear analysis always results in a distinct flutter boundary, the nonlinear analysis predicts a gradual increase in response with increasing wind velocity which is similar to the wind tunnel observations of full-aeroelastic bridge models under turbulent flows [41] . This suggests that the effects of turbulence on the flutter of full-bridges may be in part attributed to the aerodynamic nonlinearities, i.e. the nonlinearities in self-excited forces. The overall turbulence effects also include changes in aerodynamic characteristics due to turbulence which were not considered in the example study, but can be immediately included in the analysis when relevant data becomes available. The authors would like to underscore that the proposed analysis framework is one of a few initial attempts to address the challenge of modeling nonlinearity and turbulence in aeroelastic response of bridges. While this study provides an effective analysis framework, additional follow-up studies, like those which followed the early development of linear bridge aeroelastic analysis, would help to refine or validate this approach.

Concluding remarks
This paper highlighted developments in the modeling of aerodynamic forces in both time and frequency domains including multimode coupled aeroelastic analysis of long span bridges. Needs and challenges in aeroelastic analysis were pointed out, including the modeling of aerodynamic forces excited by non-stationary wind fields such as hurricane and thunderstorm and/or for bridges located in complex topography conditions, consideration of nonlinearities in both structural dynamics and aerodynamics, and the ubiquitous issue of turbulence. These challenges can only be adequately addressed in a time or time-frequency domain analysis framework. An advanced nonlinear aerodynamic force model and attendant analysis framework were presented using an example long span bridge, focusing on the needs for modeling of aerodynamic and structural nonlinearities and effects of turbulence on long span bridges.
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