This work is motivated by the question of whether there are spaces X for which the Farber-Grant symmetric topological complexity TC S (X) differs from the BasabeGonzález-Rudyak-Tamaki symmetric topological complexity TC Σ (X). It is known that, for a projective space RP m , TC S (RP m ) captures, with a few potentially exceptional cases, the Euclidean embedding dimension of RP m . We now show that, for all m ≥ 1, TC Σ (RP m ) is characterized as the smallest positive integer n for which there is a symmetric Z 2 -biequivariant map S m × S m → S n with a "monoidal" behavior on the diagonal. This result thus lies at the core of the efforts in the 1970's to characterize the embedding dimension of real projective spaces in terms of the existence of symmetric axial maps. Together with Nakaoka's description of the cohomology ring of symmetric squares, this allows us to compute both TC numbers in the case of RP 2 e for e ≥ 1. In particular, this leaves the torus S 1 × S 1 as the only closed surface whose symmetric (symmetrized) TC S (TC Σ ) -invariant is currently unknown.
Introduction
Farber's topological complexity of a space X, TC(X), can be defined as the sectional category 1 of the double evaluation map e 0,1 : P(X) → X × X, i.e. the fibration which sends a path γ : [0, 1] → X into the ordered pair e 0,1 (γ) = (γ(0), γ (1) ). This concept, originally motivated by the motion planning problem in robotics ( [12] ), has found interesting connections with classical problems in differential topology and homotopy theory. This paper develops on one such a connection.
A number of variants of Farber's TC concept have raised as models of the motion planning problem in the presence of symmetries. Such a line of research was opened up by Farber-Grant in [13] by considering the pullback (restriction) ǫ 0,1 : P op (X) → X × X − ∆ X of e 0,1 under the inclusion X × X − ∆ X ֒→ X × X, where ∆ X = {(x, x) : x ∈ X} is the diagonal. Both X × X and P(X) come equipped with a natural switching involution, namely τ : τ (x 1 , x 2 ) = (x 2 , x 1 ) and (τ · γ)(t) = γ(1 − t). The restricted involutions on X × X − ∆ X and on the space of open paths P op (X) are fix-point free, and ǫ 0,1 becomes a τ -fibration.
Definition 1.1. The symmetric topological complexity of a space X, TC
S (X), is one more than the τ -equivariant sectional category of ǫ 0,1 :
Thus, in the TC S -view, one considers motion planners (i.e. local sections for ǫ 0,1 ) for which the movement from an initial point A to a final point B (with A = B) is the timereverse motion from B to A. The part "one more than" in Definition 1.1 can be thought of as taking into account (a neighborhood of) the diagonal when describing actual symmetric motion planners on X.
The fact that TC
S (X) is not a homotopy invariant of X is one of the motivations for introducing in [2] the following variant of Farber-Grant's TC S : Definition 1.2. The symmetrized topological complexity of a space X, TC Σ (X), is the smallest positive integer n for which X ×X can be covered by n+1 open sets U each of which is closed under the switching involution τ on X ×X, and admits a continuous τ -equivariant section U → P(X) of the (τ -equivariant) double evaluation map e 0,1 : P(X) → X × X.
As noted in [17, Example 2.6 ], e 0,1 is a τ -fibration, so TC Σ (X) can equivalently be defined as the τ -equivariant sectional category of e 0,1 : P(X) → X × X.
Much of the interest in TC
Σ (X) comes from the fact that, being a homotopy invariant of X ([2, Proposition 4.7]), it differs from TC S (X) by at most a unit. In fact, the inequalities
hold for any reasonable space X (see [2, Proposition 4.2] ).
The equality TC Σ (X) = TC S (X) is known to hold for a number of spaces: spheres (see [2, Example 4.5] for even dimensional spheres, and [17] for odd dimensional spheres), simply connected closed symplectic manifolds (as follows from [13, 
e. a map whose restriction to either of the axis is essential. Passing to universal covers, the above fact can be rephrased by saying the TC(RP m ) is the smallest positive integer n for which there is a map b :
(see [1, 14] ).
The TC-Imm-axial phenomenon just described has a symmetric counterpart, summarized in (2) and (3) 
except possibly for m ∈ {6, 7, 11, 12, 14, 15} (see [8, 15, 16] ). In addition, the main result in [4] asserts that Emb(RP m ) agrees, up to 1, with sb(m). Explicitly,
where the first inequality is asserted only if the "metastable range" condition 2 sb(m) > 3m holds (e.g. for m > 15).
To the best of our knowledge, the gap in (3) has not been solved in either direction for general m. In fact, despite Emb(RP m ) has been studied extensively, no explicit projective space RP m with m > 1 and
seems to have been singled out in the literature (but the slightly related Example 2 in [3, page 415] should be noted). The problem can be approached via TC Σ (RP m ), which sits in a subtle way in between the two terms in (4). In fact, our main results (Theorems 1.4 and 1.5 below) are motivated by comparing (1), (2) and (3), namely
(the second chain of inequalities holding, say, for m > 15).
The function sb will be defined later in the paper (Definition 2.1 below). For now, it suffices to remark that the quality that distinguishes sb from sb is that, in the definition of sb, symmetric Z 2 -biequivariant maps are required to have a reasonably well-controlled behavior on the diagonal. Unlike (2) and (3), the characterization of TC Σ (RP m ) in Theorem 1.4 holds without restrictions on m. Loosely speaking, Theorem 1.4 asserts that the TC Σ -analogue of (4) can be ruled out effectively by strengthening slightly the concept of symmetric Z 2 -biequivariant maps. Additionally, it should be stressed that, for most values 3 of m, at most one of the three inequalities in the conclusion of Theorem 1.4 fails to be an equality -the subtle point being the possibility that the potential failing inequality would depend on m.
Theorem 1.5. All three inequalities in the conclusion of Theorem 1.4 are sharp provided m = 2
e with e ≥ 1 :
Theorem 1.5 should be compared with the fact that TC(RP 2 e ) = Imm(RP 2 e ) = 2 e+1 −1, for e ≥ 1. Remark 1.6. The case e = 0 in Theorem 1.5 is indeed exceptional in that, while sb(1) = 1 is obvious (multiplication of complex numbers of norm 1), the equality TC Σ (S 1 ) = 2 is asserted in [6, 17] after subtle considerations. In the final section of this paper we offer a streamlined proof of the equality TC Σ (S 1 ) = 2. We do not expect the equality TC S = TC Σ in Theorem 1.5 to be generic; we believe that the equality TC S (X) = TC Σ (X) would have to fail even for reasonably well-behaved spaces X. In other words, it is hard to think that considering a neighborhood of the diagonal on its own would have to lead to the most efficient way to symmetrically motion plan. It would be interesting if the equality TC S = TC Σ actually failed for some RP m , for then the inequality Emb(RP m ) = sb(m) would be forced.
The author would like to thank Mark Grant and Kee Lam for illuminating email discussions on the topics of this paper, and Don Davis and Mark Grant for sharing with the author of this paper early versions of their preprints [6, 17] .
TC S , TC Σ and equivariant partitions of unity
Although the inequality sb(m) ≤ TC Σ (RP m ) in Theorem 1.4 follows easily from the asserted characterization sb(m) = TC Σ (RP m ), it is convenient to start with:
) by open sets each of which:
• admits a τ -equivariant section s i :
(Recall from the introduction that τ acts on the path
Take a τ -equivariant partition of unity {h i } subordinate to the cover {U i } i , i.e. a family of continuous functions
For the existence of such a partition see, for instance, [17 Recall the factorization P(
• the middle space is the Borel construction
where L x i is the line determined by x i .
The maps σ i := f • s i are τ -equivariant local sections of π, where τ acts on
σ i yields a trivialization of the restriction of π to U i , i.e. a Z 2 -equivariant homeomorphism
, where ǫ ∈ {0, 1} and
Note that Z 2 × U i inherits a τ -involution via λ i ; in fact, since the action (5) commutes with that of τ , we see that this inherited τ -involution on Z 2 × U i takes the form
Let CZ 
, in view of (i) and (7).
Of course Schwarz's goal is to obtain that, in view of (iii), the product i Λ i yields a 
Of course, after a suitable rotation of S n , we can assume that the first Euclidean • contains the diagonal ∆ RP m ,
Proof of the inequality sb(m) ≤ TC
• admits a τ -equivariant section s i : U i → P(RP m ) for the double evaluation map e 0,1 :
We then proceeding as in the previous proof, to find that
This immeditely implies that the resulting symmetric Z 2 -biequivariant map
sends the diagonal ∆ S m into the simplex generated by the various neutral elements g 0 of each factor CZ 2 . (1), the proof we have just given for the inequality sb(m) ≤ TC S (RP m ) can be waived; we included the additional idea in support of Remark 3.1 below.)
Proof of the inequality

Symmetrized motion rules
Definition 2.1 allows us to apply, word for word, the proof of [14, Proposition 6.3] in order to complete the proof of Theorem 1.4. This short section includes the easy details for completeness.
Proof of the inequality TC
are open, and closed under the action of the corresponding switching-axes involutions τ . Furthermore, τ -equivariant (continuous) sections
Only two of these, say (x 1 , x 2 ) and (−x 1 , −x 2 ), have positive image under b i . We then set s i (L 1 , L 2 ) to be the path in P(RP m ) corresponding to the rotation from L 1 to L 2 , through the plane these lines generate, so that x 1 rotates toward x 2 through an angle less than 180
• . As illustrated below, the resulting path s i (L 1 , L 2 ) does not depend on whether (x 1 , x 2 ) or (−x 1 , −x 2 ) is used.
) is the constant path (with constant value L). The proof is complete since
In view of (3), Theorem 1.4 implies that instances with
could only happen when optimal embeddings of RP m are not realizable by symmetric axial maps -a possibility that, to the best of our knowledge, cannot be currently overruled for m > 1. Furthermore, the equalities TC Σ (RP m ) = sb(m) = sb(m) would be forced whenever (9) holds (here we are implicitly assuming that m lies in the range where the first inequality in (3) holds).
Remark 3.1.
A close look at the techniques in this and the previous section reveals that, for any m ≥ 1, TC Σ (RP m ) agrees with the smallest positive integer n for which there is a symmetric Z 2 -biequivariant map S m × S m → S n which is constant on the diagonal. The later fact is the right symmetrization of the corresponding property for TC(RP m ), though the proof in the non-symmetric case reduces to the simpler homotopy fact that an axial map RP m × RP m → RP n , being nulhomotopic on the diagonal, is homotopic to a (necessarily axial) map RP m × RP m → RP n which is in fact constant on the diagonal.
Symmetric squares and TC
can be used to compute the value of TC Σ (RP m ) provided one can settle suitably large lower bounds for sb(m). In this section we start by establishing such estimates in the case m = 2 e ≥ 2, thus proving Theorem 1.5. The method (based on a Borsuk-Ulam-type argument using symmetric squares) is first illustrated in Example 4.1 below for the (geometrically much simpler) case e = 1.
The symmetric square of a space X, SP 2 (X), is the orbit space of X × X by the switching involution τ . We think of X as being embedded (diagonally) both in X × X and in SP 2 (X). Note also that any symmetric axial map
being nullhomotopic (see [19, Lemma 1] ).
Example 4.1. In view of Theorem 1.4 and the well known equality Emb(RP 2 ) = 4, the case e = 1 in Theorem 1.5 will follow once we show sb(2) ≥ 4. So, assume for a contradiction that the composition
is a symmetric axial map. The "axial" condition gives b * (x) = x ⊗ 1 + 1 ⊗ x, where x ∈ H 1 (RP m ; Z 2 ) stands for the generator. This forces b * 1 (x) = x, which is impossible as
Remark 4.2. Davis' observation ( [7] ) that the assertions
( The topology of symmetric squares SP 2 (RP m ) for m > 2 is much more subtle than that for m = 2. In order to deal with the general form of Theorem 1.5, we shall make use of the description in [20] of the mod 2 cohomology ring of SP 2 (X). We give a short description of Nakaoka's results after stating the main goal in this section, Proposition 4.3 below, and observing that it yields Theorem 1.5. The proof of Proposition 4.3 will then follow.
, and the generator φ 1 of this group satisfies φ
Since Emb(RP 2 e ) = 2 e+1 is well known, it is clear that Proposition 4.3 is all that is needed to have the argument in Example 4.1 prove the general case of Theorem 1.5.
Here is a brief summary of Nakaoka's description of the mod 2 cohomology ring of SP 2 (X) for a finite 0-connected polyhedron X ( [20] ). Through the rest of the paper, cochain complexes and cohomology are taken with coefficients mod 2.
The identity and the involution τ induce maps at the cochain level C * (X × X, X), and we let σ : C * (X × X, X) → C * (X × X, X) stand for the corresponding difference morphism. Note that the kernel and the image of σ agree; we let σ C * (X × X, X) stand for the resulting cochain subcomplex, writing σ H * (X × X, X) for its cohomology. The so-called Smith-Richardson short exact sequence
where δ is the usual connecting map associated to the pair (SP 2 (X), X). On the other hand, note that the transfer map C * (X × X) → C * (SP 2 (X)) lands in the relative cochain subcomplex C * (SP 2 (X), X) thus defining a morphism φ :
Lastly, by restricting under the inclusion of pairs (X, ∅) ֒→ (SP 2 (X), X), we get corresponding maps H * (X) → H * +s (SP 2 (X)) and H * (X × X) → H * (SP 2 (X)), which will also be denoted by E s and φ, respectively (the context will clarify which map we refer to).
The results we need from Nakaoka's work [20] are packed in the following omnibus result: Fix a homogeneous basis {b 0 , b 1 , . . . , b m } of H * (X). Let R stand for either ∅ or X, and set
, and the elements φ(b i ⊗ b j ) with i < j. The ring structure is determined by the two relations:
The right-hand side in (a) can be expanded in terms of basis elements by repeated applications of the relations:
The action of the Steenrod algebra is determined by the relations:
Of course, Theorem 4.4 is most useful when we actually know the structure of H * (X) as an algebra over the mod 2 Steenrod algebra, and we then get a full description of H * (SP 2 (X), R) as an algebra over the mod 2 Steenrod algebra. The proof of [11, Theorem 11] can be used, word for word (using τ -equivariant partitions of unit), to prove the auxiliary: 
