Abstract-Path openings and closings are efficient morphological operators that use flexible oriented paths as structuring elements. They are employed in a similar way to operators with rotated line segments as structuring elements, but are more effective at detecting linear structures that are not necessarily locally perfectly straight. While their theory has always allowed paths in arbitrary dimensions, de facto implementations were only proposed in 2D. Recently, a new implementation was proposed enabling the computation of efficient -dimensional path operators. However this implementation is limited in the sense that it is not robust to noise. Indeed, in practical applications, for path operators to be effective, structuring elements must be sufficiently long so that they correspond to the length of the desired features to be detected. Yet, path operators are increasingly sensitive to noise as their length parameter increases. To cope with this limitation, we propose an efficient -dimensional algorithm, the Robust Path Operator, which uses a larger and more flexible family of flexible structuring elements. Given an arbitrary length parameter G, path propagation is allowed if disconnections between two pixels belonging to a path is less or equal to G and so, render it independent of . This simple assumption leads to constant memory bookkeeping and results in a low complexity.
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I. INTRODUCTION

I
N this paper we focus on the description of efficient operators for the detection of thin, elongated, oriented, but not necessarily straight features in -dimensional images, in a noisy context. Due to their thin nature, such features are easily corrupted by noise typically resulting in disconnections. This aspect of image filtering has lead to number of applications in a number of research fields such as vessels detection and segmentation in biomedical imaging [1] - [4] , road network and rivers detection in remote sensing images [5] - [7] wood fiber length measurements in 3D images [8] or fiber extraction from composite material [9] .
While thin and oriented object filtering or segmentation may not be the most popular subject in image processing and analysis, there exist however a large variety of existing approaches. As we deal with morphological operators in this paper we will just briefly detail some of the more common solutions to these problems. For a recent and rather complete line extraction review the reader should refer to [10] . Making the assumption that we are seeking tubular objects in 3D, [11] - [13] use the convolution of the image with multiple scale derivatives of Gaussian kernels. At a given scale, the tensor of second order derivatives (Hessian operator) convolved by Gaussian kernels can be considered as probes, enabling the evaluation of contrast differences between the regions inside and outside the range given by the scale and in a given direction. One can then extract local structure orientation information by an eigenvalue analysis and apply a so-called vesselness function, which yields the strongest response at a scale that best matches the size of the tubular object to detect. In such an approach the difficulties are the appropriate choice of parameters, more precisely the size and number of scales ensuring a good features detection without enhancing the noise. This, of course, while retaining a reasonable computation time.
Here, we consider the subclass of image filters that are defined as neighborhood operators, meaning that the output value of a given pixel is obtained by combining the values of surrounding input pixels in a specified window or structuring element [14] . Among such operators, structuring element based morphological filters are well known for their capacity to extract or filter out features that correspond to a particular given shape. In the case of the detection of line-like structures in an image, straight lines segments covering a large range of orientations can achieve good results [15] . Unfortunately, thin and oriented structures in images are rarely perfectly straight, even locally. Consequently, segment-based operators can fail in detecting locally non-straight features. One solution may be to use shapes that can adapt to these structures. As an extension of straight lines operators, path operators were proposed in [16] , [17] and [18] . They have the ability to adapt to local image structures by increasing the structuring element (SE) flexibility while keeping a sufficient level of anisotropy. They generate a narrow, flexible and oriented family of SEs from a given length and an adjacency relation which sets the global orientation of the path. For both filtering efficiency and computation time, path operators have consistently been proven to yield better results compared to straight lines operators [8] .
A path is a connected one-dimensional subgraph of an image, composed of nodes (or vertices) linked by edges. In images, nodes are composed of pixels, and vertices are defined by an adjacency relation. Typically adjacency relation for paths are a subset of the connectivity relation between neighboring pixels. In 2D, four adjacency relations (see Fig. 1 ) are commonly used. For a given orientation, and for a path opening, the result of the operator image is equivalent to computing the union of the openings with all the paths of length compatible with the adjacency as SEs. For a 3-neighbour adjacency relation this corresponds to considering different paths and so as many openings, which is clearly not practical. In addition, path operators using unbroken paths of length are called "Complete Path Operators." It is possible also to consider paths which allow a However, Talbot and Appleton have proposed an efficient, ordered implementation for both 2D complete and incomplete path operators [19] . Their algorithm complexity is in in the complete case and with missing nodes in the incomplete case. Like the idea of rank-max operators [20] in 2D, incomplete path operators provide the best results for low SNR features detection compared to other classical approaches [10] . However, there are some remaining problems with incomplete path operators as proposed in [19] . First they require a significant amount of extra memory and complexity for path bookkeeping, which increases with the dimensionality. So their implementation represents a significant challenge in 3D and up. To the best knowledge of the authors, such an implementation has not been proposed yet. Also, the parameter is typically an increasing function of . Indeed, as increases, so does the probability of encountering a noise pixel, so must increase also to retain effectiveness. However this impacts negatively the algorithm's computational and memory complexity.
To solve these problems, in the remainder of the paper, we propose a new framework for handling noise pixels. We design a -dimensional algorithm, the robust path operator (RPO), based on the dimensionality-independent path openings implementation of [8] . For each pair of parameters (L,G), a larger family of flexible and incomplete SEs than the incomplete path operator is considered. Given an arbitrary length G, path propagation is allowed if the disconnection length between two elements of an incomplete path is less or equal to G. This renders G independent of . This simple assumption leads to the generation of a more flexible and more efficient family of SEs, due to constant memory bookkeeping requirements and a lower-complexity implementation.
II. THEORETICAL ASPECTS
In this section we briefly recall the theoretical foundations for the complete path operators established in [18] . We also propose a new extension for the robust path operators.
A. Complete Path Operators
Starting from a set of points E (i.e., image domain), we define a spatial connectivity graph (e.g., Fig. 2 ) between these points from an adjacency relation
. The set of all these relations specify the edges going from to . In this context, is called the successor and the predecessor. We define the dilation of subset considering all the points in that have a predecessor in by: (1) A -path of length L is a L-tuple: (2) It is equivalent to saying that:
If is a -path of length , we define the corresponding reverse path: (4) called -path of length . We define the set of -path of length in by and conversely as the set of all -path of length in . Then from a path , we define the set corresponding to path elements. We denote the set of all -path in a subset of by: (5) and conversely the set of all -path of length in by . Path openings are defined as the union of all -path of length contained in : (6) Path closings are defined similarly by complementation, as is usual in mathematical morphology.
B. Incomplete Path Operators
Incomplete paths operators are designed to increase flexibility and noise robustness by allowing an arbitrary number of missing pixels along a -path of length . They are particularly suitable for practical applications as they utilize a larger family of SEs better able to cope with noisy image features.
An incomplete path openings of parameter and of length considers a collection of path with at least vertices inside . Considering as the complementary set of in we have:
Where represents cardinality, i.e., number of nodes. From this definition follows immediately the incomplete path opening which is the union of all path contained in . For (8) C. Robust Path Operators 1) Principle: Given an arbitrary length G, path propagation is allowed if the disconnection length between two elements of the path is less or equal to G . Pixels belonging to this disconnections will be termed noise pixels.
2) Searching for Noise Pixels: As in [18] , we define the operator such that contains every -length -path's first points in ( is defined analogously):
Now we can define a noise path condition meaning that a -path of with must have at least one of its first element's predecessors and at least one of its last element's successors in . For we have:
So we define the set as: (11) 3) -Robust Paths: Here we define the set of -robust -path of length For (12) with (13) So we define the robust path opening as:
It is easy to show that robust path openings (resp. closings) have all the algebraic properties of an opening (resp. a closing): increasingness, idempotence and anti-extensivity (resp. extensivity). Specifically, we rely on previous results showing that complete path operators are openings (resp. closings) [17] . Allowing paths to admit noise pixels simply means that we admit a larger family of structuring elements over which we perform a supremum (resp. an infimum), which does not change the basic properties of these operators.
III. PROPOSED ALGORITHM
This section describes the main changes to robustify the dimensionality independent path operators.
A. Dimensionality-Independent Path Openings
Dimensionality-independent path operators are based on the principles behind complete ordered path operators given by Talbot and Appleton in [19] but provide a more convenient implementation suitable to process n-images. One could correctly implement a grayscale path openings (resp. closings) by stacking the results of all binary path operators from the lowest to the highest threshold (resp. highest to lowest). At the end of the process, the value of the stacked operator at a particular point corresponds to the highest threshold for which the binary operator remains true at that point (meaning that at this grey level, this pixel fits into the structuring element defined by the length and by the adjacency relation).
Here we provide some implementation details about this algorithm. For an opening (resp. a closing) the algorithm starts by creating a linear array of pixels memory addresses ordered by grey level value (low to high for opening and high to low for closing). Starting from the lowest to the highest grey level value, each of the pixels that is still active will be treated independently and will be considered as a "seed" to update
and are set to the target path length value L and all the pixels are set to active, meaning that they are all part of a path of length L at the lowest grey level. Starting from an active "seed" pixel, two propagation passes are made sequentially to update and in the image by enqueuing upstream and downstream active neighbors iteratively. To enqueue temporarily pixels during the propagation passes, a FIFO queue is used. For example, in the upstream pass, starting from an active "seed" , for each of the upstream pixel in the queue, the maximum length of its downstream neighbors is found and increased by one: (15) If is smaller than is assigned to and its upstream active neighbors are enqueued. As the target length was set to L, the propagation would stop after a maximum of L iterations or when there would not be any active neighbors to enqueue anymore. During a propagation pass, all the pixels whose downstream value changed are enqueued in a FIFO queue . After the upstream pass, the downstream pass is done in the same way as for the upstream pass but considering the opposite neighborhood relationship. When the two passes are over, the maximum length of a path which is going through a pixel stored in is computed as:
If falls under the target value , this means that this pixel is not part of a path of length . Its output value is set to the current selected "seed" pixel value. Moreover, as it will no be a part of a path of length further during the process, its status is set to inactive and its downstream and upstream length are set to 0. Note that to render this algorithm suitable for processing nimages, the implementation starts by creating a linear array of pixel memory addresses. From a given pixel, accessing to the desired neighbors is simply performed by adding the corresponding memory address offset. To simply constrain the path to the image domain, a dark border around the image is added in the opening (resp. light border for closing).
This algorithm is slightly more time consuming than the Talbot and Appleton version, however, it can be readily extended to higher dimensions, and also can be extended to provide more robust operators, as we now present.
B. Robust Path Openings
An overview of our proposed algorithm for robust path openings is outlined in Fig. 4 . A more complete form of this algorithm can be found in the Appendix section.
1) Principle:
At each threshold change, given a length G, the set of active pixels is enlarged with the pixels satisfying a specific condition: they belong to a path of maximum length G formed by inactive pixels. These pixels are flagged as noise and their upstream and downstream lengths are not reset. During the propagation of the path, noise pixels act like active pixels and will prevent the propagation from being interrupted by small disconnections. Obviously, in the grayscale case, at each threshold change we have to update the set of noise pixels from previous thresholds considering the newly deactivated pixels.
After the updating procedure, a noise pixel which is no longer a part of a path of maximum length G formed by deactived pixels is enqueued is to update length change in the image, otherwise its status and lengths are not changed. This will ensure that robust path openings will respect the stacking property.
2) Flags Description: As seen above, we need to add a "status" flag to handle noise pixels . For efficiency reasons, two other flags are added to prevent active pixels that are deactivated during the propagation of the path to, enter at next threshold into the noise pixels research procedure (as this pixel cannot be flagged as a noise pixel at the next threshold) and, to prevent from being considered as a "seed" again . This is due to the fact that this pixel will not be a part of a path of length .
3) Determine Noise Pixels: The search procedure of noise pixels is performed at each threshold change when:
• we determine noise pixels from the newly deactivated pixels set.
• we update the set of previous noise pixels. Given an arbitrary length , from a candidate noise pixel, two propagation passes are made from (in upstream and downstream direction) seeking active pixels in the range of a max- imum of G iterations. We define and as respectively the minimum of upstream and downstream iterations necessary to find an active pixel from . If , we flag as noise pixel and enqueue it in , otherwise this pixel cannot be a noise pixel and have to be used as a "seed" to propagate the change in lengths (its corresponding and are set to 0).
Obviously, as long as its status is set to noise, a pixel cannot be considered as a seed. Fig. 3 illustrates two possible cases for . In a), we can find an active pixel (in black) making G iterations considering the upstream and downstream directions. We have and , this pixel is flagged as noise. In b), we have and , this pixel cannot be flagged as a noise pixel.
4) Robust Propagation:
Now that we have extended the set of propagation pixels, we enter into the path propagation function following the same principle as in dimensionality independent path openings [8] . Noise pixels are enqueued in in the same way as active pixels are enqueued. Fig. 11 in the Appendix section gives the robust propagation algorithm. Considering both active and noise pixels, at the end of the two propagation passes, each of the pixels whose or value changes is enqueued in . For each of the pixels in the length of the longest path passing through it is computed as we have seen previously in the explanation of dimensionality independent path openings algorithm. For an active pixel , if this value falls under , its corresponding upstream and downstream lengths are set to 0. Its status is set to inactive. Obviously, this pixel will neither be considered as a "seed" nor as a noise pixel (flags ). For a noise pixel , if this value falls under , its corresponding upstream and downstream lengths are set to 0 and its noise flag is reset. To prevent this pixel to be considered as a seed in the current threshold its flag is set to true. As in Luengo's algorithm it is possible to write directly in the input linear buffer, an additional output buffer is not needed.
5) Border Issue:
As with dimensionality independent path openings algorithm, we add a dark border (resp. bright border for closing) around the image to constrain the path to the image domain. At the initialization step, to prevent these pixels to enter into the noise pixels research function we set their flags to true. Their corresponding lengths and are set to 0.
6) Path Reconstruction:
With no extra cost in execution time, we can modify in a simple way the robust path operator to reconstruct disconnections that affect thin features. The idea is to enhance noise pixels to the highest threshold value for which the binary robust path operator remains true in order to fill the gaps between two active elements of the path (see Figs. 10, 11 in Appendix section). In the case of a robust path opening (resp. closing), with respect to the result of the opening, the result of this reconstruction operator forms a closing (resp. opening). Indeed it is clearly extensive (resp. anti-extensive), it is also increasing and idempotent. However the study of the precise properties of this operator fall outside of the scope of the present article.
IV. EXPERIMENTAL STUDY
In this section, we evaluate the benefits of using robust path openings for the detection of thin human vessels in Magnetic Resonance Angiography (MRA) using the simulated data set presented in [2] . The vessel length and radius are respectively 90 and 2 pixels.
From the evaluation method of [22] and [23] , we set the background at a grey level of 100, the vessel at grey level of 160 which are typical values of MRA acquisition. We then added white Gaussian noise with standard deviation equal to 35 to test the performance of our method (typical MRA noise levels are more around ). We filtered this image with both Complete and Robust path openings of length equal to 90 in the z-axis direction. Fig. 5 shows three dimensional renderings of ground truth, input and result images using the maximum intensity projection method. We can note that disconnections due to noise causes the complete path opening to fail to detect the vessel (orange color for the vessel (c)) whereas the robust path opening provides a higher detection rate (red color for the vessel (d)). As could be expected, the noise is greatly reduced by the complete path opening (green background) but contrast in the feature is also greatly reduced. The robust path opening preserves the feature much better but also some of the noise compared with the complete path opening. This phenomenon results in a higher false alarm rate (yellow color for the background (d)).
To cope with this limitation in a simple fashion, we can apply a shorter complete path openings ( in the same orientation) on the result of the robust path openings to eliminate the smaller residuals. Fig. 5 (e) shows that we are able to detect the feature of interest and to simultaneously reduce significantly the amount of false positives (on this image, the feature is in red and background appears in green). Note that the same colormap is used for images (b) to (e).
V. APPLICATIONS AND TIMINGS
Here we present results regarding to the regular path opening, the incomplete version and the robust version. 
A. Retinal Image for Vessel Extraction
Improving the detection of narrow and low-contrast features while reducing the false positive detections is the goal of vessel extraction in a retinal image. This problem has been widely considered in the past few years [24] - [26] .
Firstly the green channel of the color retinal image is extracted to obtain a grayscale image, as the green channel provides the best signal to noise ratio. Secondly a square top-hat filter is applied on the image to extract the local minima from the image. The top-hat filter extracts the vessels but generates a large amount of noise. We compare the results of complete, incomplete and robust path openings on the top-hat image, performing the union of the four orientations in each case. Fig. 6 shows the thresholded version of all the results on a region of interest (the region of interest was chosen where the vessels are thin and low contrasted). Using complete path openings, the totality of the noise is eliminated, however, we notice that this operator is not able to recover the vessels presenting some disconnections. Incomplete path openings give better results, the vessels are better recovered but some vessels which are very affected by the disconnections are not (if the number of gaps in a path of length is greater than , path propagation is stopped). We can note also the generation of some artefacts due to the linkage of some random noise pixels together. Robust path openings visibly provide the best results for the detection, as some vessels which are not present in the incomplete path openings result were recovered. However, as we are increasing the tolerance of the path opening operators, we generate a larger amount of artifacts. Fig. 7 compares the running times of the different algorithms using the top-hat retinal image as input. As expected, the complexity of the robust path openings is lower compared to incomplete path openings in all cases. For example, for and , robust path openings is 7 times faster than incomplete path openings. Moreover, robust path openings has constant memory requirements irrespective of the parameter . We observe that, given a fixed , the running time of robust path openings is linear with G (about 0.4 G). We can also note that the parameter does not affect computation time much for given a fixed , indeed, we believe that it is regulated between noise pixels research and path propagation.
B. 3D Data
Here we give an example for the use of robust paths for biomedical imaging on 3D data. We propose to process a 3D cerebral angiogram image in order to detect the network of vessels while removing the noise. To do this, we apply both complete and robust path openings of length , performing the union of three orientations (orientations are in the x, y and z axis with a 9-neighbors adjacency relation). Fig. 8 shows that the robust operators have the ability to recover a larger part of the vessels (e.g., the part of the vessel in the red circle) compared to the complete ones while eliminating most of the noise. The running times of complete and robust grayscale path openings are respectively 10.5 and 18.6 seconds (45 and 124 seconds for and respectively). The image dimensions were 256 256 256 8-bit. In this case, our implementation achieves quite good performance since the background is flat. For a non-flat background (in the worst case, for a white Gaussian background) our implementation could result in higher running times. Fig. 9 shows that the robust path openings is able to both detect and then reconstruct the thin and corrupted structures. As noise pixels are handled like active pixels during the propagation of the path, we can make use of the status change of noise pixels to give them the highest value for which they belong to a path. This is very efficient in practice. This could be useful to recover lost information, as is sometime the case after a thinning operation, for instance in vascular network analysis.
VI. CONCLUSION
In this paper, we have defined the robust path operators and we have proposed an efficient algorithm for their computation. We have specified the theoretical foundations of robust path operators. Our algorithm uses a constant amount of memory and its complexity is proportional to the jump length (0.4 G as shown experimentally in 2D). We have shown the effectiveness of our algorithm for detecting thin, oriented features in noisy images on both simulated and real 2D and 3D data, and we have compared our results to complete and incomplete path operators. Timings comparisons with path based algorithms were also achieved and have proven the robust path operators to be quite efficient in practice. Although there is no equivalent implementation of incomplete path operators in 3D for robust path operators to compare with, the authors believe that the 2D results would carry over to 3D as the complexity scales with the number of voxels involved. We have also proposed an extension to robust path openings which can be used to reconstruct the noisy gaps between feature elements. As the robust path operators increase flexibility significantly, in the case of a White Gaussian background, they may generate a higher false alarm rate because isolated noise pixels may be lumped together with aligned pixels. In this paper we have proposed to combine both complete and robust path openings to cope with this limitation. In this case, we reach a high detection rate for a lower false positive detections rate. While the implementation of our algorithm is inspired from the dimensionality-independent path operators, we provide a new framework to cope with disconnections corrupting thin, oriented and flexible noisy features in -dimensional images. Future work will focus on the quantitative evaluation of the efficiency of robust path operators, considering other classical pre-processing methods aiming at the detection of thin, elongated and noisy features in 2D and 3D images. 
