In the Euclidean TSP with neighborhoods (TSPN), we are given a collection of n regions (neighborhoods) and we seek a shortest tour that visits each region. In the path variant, we seek a shortest path that visits each region. We present several linear-time approximation algorithms with improved ratios for these problems for two cases of neighborhoods that are (infinite) lines, and respectively, (half-infinite) rays. Along the way we derive a tight bound on the minimum perimeter of a rectangle enclosing an open curve of length L.
Introduction
In the Euclidean Traveling Salesman Problem (TSP), given a set of points in the plane, one seeks a shortest tour (closed curve) that visits each point. In the path variant, one seeks a shortest path (open curve) that visits each point. If now each point is replaced by a (possibly disconnected) region, one obtains the so-called TSP with neighborhoods (TSPN), first studied by Arkin and Hassin [1] . A tour for a set of neighborhoods is also referred to as a TSP tour. A path for a set of neighborhoods is also referred to as a TSP path.
For the case of neighborhoods that are (infinite) straight lines, an optimal tour can be computed in O(n 5 ) time [2, 8, 9 ] (see also [5] ), and a √ 2-approximation can be computed in O(n) time [5] . For the case of neighborhoods that are (half-infinite) rays, no polynomial time algorithm is known for computing an optimal tour, and a √ 2-approximation can be computed in O(n) time [5] . In this paper we present linear-time approximation algorithms with improved ratios for these problems. The obvious motivation is to provide faster and conceptually simpler algorithmic solutions. As mentioned above, while for the case of rays no polynomial time algorithm is known, for the case of lines, the known algorithms reduce the problem of computing an optimal tour of the lines to that of computing an optimal watchman tour in a simple polygon for which the existent algorithms are quite involved and rather slow for large n [2, 8, 9] .
In this paper we present four improved linear-time approximation algorithms for TSP, for two cases of neighborhoods, that are straight lines, and respectively, straight rays in the plane. We consider two variants of the problem: that of computing a shortest tour and that of computing Ratio Tour (old ratio) Tour (new ratio) Path (old ratio) Path (new ratio) For rays, the previous best approximation for tours was √ 2 ≈ 1.41 [5] (obtained also in linear time, however this was the only approximation known), while for paths there was no approximation known.
Preliminaries. We use the following terms and notations. We denote by x(p) and y(p) the x and y-coordinates of a point p. We say that point q dominates point p if x(p) ≤ x(q) and y(p) ≤ y(q). For a segment s, ∆x(s) and ∆y(s) denote the lengths of its horizontal and vertical projections. The convex hull of a planar set A is denoted by conv(A). The Euclidean length of a curve γ is denoted by len(γ). For a polygon P , let per(P ) denote its perimeter. For a rectangle Q, let long(Q) denote the length of a longest side of Q. For a ray ρ, let ℓ(ρ) denote its supporting line.
The inputs to the two variants of TSP we consider are a set of lines or a set of rays. Let L be a given set of n lines, and let T * (L) be an optimal tour (circuit) of the lines in L. Let R be a given set of n rays, and let T * (R) be an optimal tour (circuit) of the rays in R.
Following the terminology from [3, 7] , a polygon is an intersecting polygon of a set of regions in the plane if every region in the set intersects the interior or the boundary of the polygon. The problem of computing a minimum-perimeter intersecting polygon (MPIP) for the case when the regions are line segments was first considered by Rappaport [7] in 1995. As of now, MPIP (for line segments) is not known to be polynomial, nor it is known to be NP-hard.
Since both lines and rays are infinite (i.e., unbounded regions) finding optimal tours T * (L) and T * (R) are equivalent to finding minimum-perimeter intersecting polygons (MPIPs) for L and R respectively. We can assume without loss of generality that not all lines in L are concurrent at a common point (this can be easily checked in linear time), thus per(T * (L)) > 0. The same assumption can be made for the rays in R, thus per(T * (R)) > 0.
The following two facts are easy to prove; see also [3, 4, 7] . A key fact in the analysis of the approximation algorithms for computing tours is the following lemma. This inequality is implicit in [10] ; a more direct proof can be found in [3] . Lemma 1. [3, 10] . Let P be a convex polygon. Then the minimum-perimeter rectangle Q containing P satisfies per(Q) ≤ 4 π per(P ).
TSP for lines
In this section we prove Theorem 1.
TSP tours. We present a 4 π (1+ε)-approximation algorithm for computing a minimum-perimeter intersecting polygon of a set L of n lines, running in O(n) time. If we set ε = 1/200, we get the approximation ratio 1.28. For technical reasons (see below) we choose ε ∈ [1/300, 1/200] uniformly at random, and the approximation ratio remains 1.28. The algorithm combines ideas from [3, 4, 5] . As in [3] , we first use the fact (guaranteed by Lemma 1) that every convex polygon P is contained in some rectangle Q = Q(P ) that satisfies per(Q) ≤ 4 π per(P ). In particular, this holds for the optimal tours T * (L) and T * (R). Then we use linear programming to compute a (1 + ε)-approximation for the minimum-perimeter intersecting rectangle of L (as in [3] ; see also [5] ). We now show how to compute the rectangle Q i by linear programming. By a suitable rotation (by angle α i ) of the set L of lines in each iteration i ≥ 1, we can assume that the rectangle Q i is axis-parallel. This can be obtained in O(n) time (per iteration). Let {q 1 , q 2 , q 3 , q 4 } be the four vertices of Q i in counterclockwise order, starting with the lower leftmost corner as in Figure 2 . As in [5] , let L = L − ∪ L + be the partition of L into lines of negative slope and lines of positive slope. By setting ε ∈ [1/300, 1/200] uniformly at random, in each iteration i, with probability 1 there are no vertical lines in (the rotated set) L.
Observe (as in [5] ), that a line in ℓ ∈ L + intersects Q i if and only if q 2 and q 4 are separated by ℓ (points on ℓ belong to both sides of ℓ). Similarly, a line in ℓ ∈ L − intersects Q i if and only if q 1 and q 3 are separated by ℓ. The objective of minimum perimeter is naturally expressed as a linear function. The resulting linear program has 4 variables x 1 , x 2 , y 1 , y 2 for the rectangle
, and 2n + 2 constraints.
Let Q * be a minimum-perimeter intersecting rectangle of L. To account for the error made by discretization, we need the following easy fact; see [3, Lemma 2] .
By Observations 1 and 2, and by Lemmas 1 and 2, the algorithm A1 computes a tour that is at most 1.28 longer than the optimal. The algorithm solves a constant number of 4-dimensional linear programs, each in O(n) time [6] . The overall time is O(n).
TSP paths. The key to the improvement is offered by the following. 
Proof.
The next lemma gives a quantitative upper bound on the total length of three shorter sides of a rectangle enclosing a curve. Proof. Let γ be an open curve of length L = len(γ), and let a, b ∈ γ be the two endpoints of γ. We can assume w.l.o.g. that ab is a horizontal segment, and let Q = Q(γ) be a minimal axis-aligned rectangle containing γ. Write z = |ab|. Let w and h the lengths of the horizontal and vertical sides of Q, respectively (i.e., the width and height of Q). It suffices to show that w + 2h ≤ √ 2L. By construction γ meets each side of Q. We trace γ from a to b and subdivide it into a finite number of open sub-curves γ i ; the endpoints of each sub-curve γ i belong to two distinct sides of Q. We denote by s i the segment connecting the two endpoints of γ i . By concatenating these segments (in the same traversal order) we get a polygonal curve connecting a and b. We call this (not necessarily unique) curve, a polygonal curve induced by γ; see Figure 1 . For any segment s, we have ∆x(s) + ∆y(s) ≤ |s| √ 2: indeed, ∆x(s) + ∆y(s) = |s|(sin α + cos α) ≤ |s| √ 2, by a well-known trigonometric inequality (here α ∈ [0, π/2]). By adding the above inequalities for all segments s i (and sub-curves γ i ) we obtain
On the other hand we have ∆x(s i ) ≥ w: indeed, γ starts at a and meets the left and right sides of Q before returning to b, hence the horizontal projections of the segments s i sum up to at least 2w − |ab| = 2w − z ≥ w. Similarly, we have ∆y(s i ) ≥ 2h: indeed, γ starts at a and meets the top and bottom sides of Q before returning to b. Since a and b have the same y-coordinate, the vertical projections of the segments s i cover twice the height of Q. Consequently, we have (∆x(s i ) + ∆y(s i )) ≥ w + 2h.
Putting (1) and (2) together yields
as required. To see that this inequality is tight, let γ be a two-segment polygonal path made from the two unit sides of an isosceles right triangle. Then L = len(γ) = 2, while the rectangle Q enclosing γ has sides √ 2 and √ 2/2 respectively. The lengths of its three shorter sides sum up to
It can be verified that the sum of the three smallest sides of any other enclosing rectangle is larger (details in the Appendix), hence the rectangle Q constructed in our proof is optimal for γ. The proof of Lemma 3 is now complete.
To compute a TSP path for a set of n lines, we use the algorithm A2 we describe next. This algorithm is similar to algorithm A1, described earlier. A2 computes a rectangle in each direction from a given sequence. The only difference in the linear program is that instead of minimizing the perimeter of an intersecting rectangle, 2(x 2 − x 1 ) + 2(y 2 − y 1 ), it minimizes the sum of the lengths of three sides, namely (x 2 − x 1 ) + 2(y 2 − y 1 ). The objective function is not symmetric with respect to the two coordinates axes, and so the number of directions m, from algorithm A1, is m = ⌈ π 2ε ⌉ in algorithm A2. Let now Q * be an intersecting rectangle of L with minimum sum of the lengths of three sides. Analogous to Lemma 2 we have Lemma 4. There exists an i ∈ {0, 1, . . . , m − 1} such that
By Lemma 3 and Lemma 4 the approximation ratio is √ 2(1 + ε), and we set ε = 1/250 (or slightly smaller, as before), to obtain the approximation ratio 1.42. This completes the proof of Theorem 1.
TSP for rays
As noted in [5] : If the lines are replaced by line segments the problem of finding an optimal tour becomes NP-hard. Should the lines be replaced by rays, we get a variant of the problem that lies somewhere in between the variant for lines and that for line segments, and whose complexity is open. In this section we prove Theorem 2.
TSP tours. The algorithm A1 from Section 2 can be adapted to compute a directions. As before, assume that in the ith iteration, the rectangle Q i = {q 1 , q 2 , q 3 , q 4 } is axisparallel. A ray in R is said to belong to the ith quadrant, i = 1, 2, 3, 4, if its head belongs to the ith quadrant when placed with its apex at the origin. Let R = R 1 ∪ R 2 ∪ R 3 ∪ R 4 be the partition of the rays in R (after rotation) as dictated by the four quadrants. See Figure 2 .
Observe that:
• A ray ρ ∈ R 1 intersects Q i if and only if q 2 and q 4 are separated by ℓ(ρ), and the apex (endpoint) of ρ is dominated by q 3 .
• A ray ρ ∈ R 2 intersects Q i if and only if q 1 and q 3 are separated by ℓ(ρ), and the apex of ρ lies right and below q 4 .
• A ray ρ ∈ R 3 intersects Q i if and only if q 2 and q 4 are separated by ℓ(ρ), and the apex of ρ dominates q 1 .
• A ray ρ ∈ R 4 intersects Q i if and only if q 1 and q 3 are separated by ℓ(ρ), and the apex of ρ lies left and above q 2 .
The constraints listed above correct an error in the old √ 2-approximation algorithm from [5] , where it was incorrectly demanded that the apexes of the rays must lie in the rectangle Q i . Indeed, this condition is not necessary, and moreover, may prohibit finding an approximate solution with the claimed guarantee of √ 2. Observe that these intersection conditions can be expressed as linear constraints in the four variables, x 1 , x 2 , y 1 , y 2 . The algorithm A3 computes a minimum-perimeter rectangle intersecting all rays over all m directions. For each of these directions, the algorithm solves a linear program with four variables and O(n) constraints, as described above. As such, the algorithm takes O(n) time [6] . The approximation ratio is 4 π (1 + ε), and we set ε = 1/200 (or slightly smaller, as before), to obtain the approximation ratio 1.28. TSP paths. We need an analogue of Lemma 2 for open curves. This is Lemma 5 below which is obviously also of independent interest. Proof. Let γ be an open curve of length L = len(γ), and let a, b ∈ γ be the two endpoints of γ. We can assume w.l.o.g. that ab is a horizontal segment, and let Q = Q(γ) be a minimal axis-aligned rectangle containing γ. Let w and h be the lengths of the horizontal and vertical sides of Q, respectively (i.e., the width and height of Q). It is easily seen that ∆x(ab ′ ) = 2w − |ab| and ∆x(ab ′ ) = 2h. By Pythagoras' Theorem,
Since the shortest distance between two points is a straight line, len(γ 2 ) ≥ |ab ′ |. It follows that
Obviously, |ab| ≤ w, thus from (4) we deduce that
Substituting
It follows that
Consider the function
Its derivative is
It can be easily verified that f ′ (λ) vanishes at λ = √ 5/2, and that f (λ) is increasing on the interval (1, √ 5/2] and decreasing on the interval [ √ 5/2, ∞). Hence f (λ) attains its maximum at
According to (6), we have per(Q) ≤ L √ 5, as desired. To see that this inequality is tight, let γ be a two-segment polygonal path made from the two equal sides of an isosceles triangle with sides 1, 1, and 4/ √ 5. In this case, L = 2 and per(Q) = 2(4/
It can be verified that the perimeter of any other enclosing rectangle is larger (details in the Appendix), hence the rectangle Q enclosing γ constructed in our proof has minimum perimeter. The proof of Lemma 5 is now complete.
Given R, we compute an approximation of the optimal TSP path by using algorithm A3. Let now γ be an optimal TSP path for the rays in R, where L = len(γ). Since every ray in R intersects γ, every ray in R intersects the rectangle Q = Q(γ), as defined in the proof of Lemma 5. For each of the m directions, the algorithm A3 computes a minimum-perimeter rectangle (of that orientation) intersecting each ray in R. Thus A3 computes a rectangle (i.e., a closed path) that is a (1 + ε)-approximation of the minimum-perimeter rectangle intersecting each ray in R. For ε = 1/1000, its perimeter is at most (1 + ε) √ 5L ≤ 2.24 L, as claimed. This completes the proof of Theorem 2.
Final remarks
Interesting questions remain open regarding the structure of optimal TSP tours for lines and rays, and the degree of approximation achievable for these problems. For instance, the following two problems (one new and one old) deserve attention.
(1) Is there a polynomial-time algorithm for computing a shortest tour (or path) for a given set of rays in the plane?
(2) Can one compute a good approximation of a shortest TSP tour (or path) for a given set of lines in 3-space? Note that this variant with parallel lines reduces to the Euclidean TSP for points in the plane (namely the points of intersection between the given lines and an orthogonal plane), so it is NP-hard. See also [4] . two vertices a and b of ∆ must coincide with a corner of Q, say the lower left corner q 1 . We have a = q 1 , as in Figure 5 . We distinguish two cases: 
