The performance of multiple input multiple output (MIMO) wireless networks is limited mainly by concurrent interference among sensor nodes. Effective link scheduling algorithms with the technology of successive interference cancellation (SIC) can maximize throughput in MIMO wireless networks. Most previous works on link scheduling in MIMO wireless networks did not consider SIC. In this paper, we propose a MIMO-SIC (MSIC) algorithm under the SINR model. First, a mathematical framework is established for the cross-layer optimization of routing and scheduling, with constraints of traffic balance and link capacity. Second, the interference regions are divided to characterize the level of interference between links. Finally, we propose a distributed link scheduling algorithm based on MSIC to eliminate the interference between competing links in the MIMO network. Experimental results show that the MSIC algorithm can increase the end-to-end throughput per unit by approximately 73% on average compared with non-SIC algorithms.
Introduction
Due to the explosiveness of big data, many new highperformance requirements of network throughput, real-time performance, security privacy, and bandwidth have been put forward [1] [2] [3] [4] . It is consequently challenging to design efficient link scheduling algorithms to improve communication efficiency in wireless communication. Wireless network multiple input multiple output (MIMO) technology can transmit multiple data streams simultaneously without increasing bandwidth and enhance data throughput; MIMO has therefore attracted increasing attention [5, 6] .
MIMO refers to the technology of using multiple transmitting antennas and multiple receiving antennas in wireless transmission, which is a major technology of smart antennas in wireless communication networks. The main idea of MIMO is to combine the signals of the receiving and sending antennas to increase transmission reliability and data throughput [7, 8] . The architecture of MIMO wireless communication networks is shown in Figure 1 .
However, concurrent links also generate some problems in communication interference, which reduces the success probability of communication links [9] . The reason is that, due to transmission interference of adjacent channels, mixed superimposed signals will reach the receiver node [10, 11] . The cumulative interference effect of the link depends not only on itself but also on concurrent links. When conflict occurs between concurrent links, transmissions fail due to bad interference. In wireless networks, MIMO gain is closely related to link scheduling.
The link scheduling problem focuses on the study of capacity optimization and throughput maximization [12] and can be divided into the following two types of problems. One is the maximum independent set link (MISL) problem [13] , also known as the capacity maximization problem or single-slot link scheduling problem. In this problem, given a set of communication links, the largest subset of concurrent links that can be transmitted simultaneously in the same time slot must be identified. The other type of problem is the shortest link scheduling (SLS) problem [14, 15] , also known as the delay minimization problem. This problem refers to scheduling a given set of links with a minimum of time slots. This paper studies the former problem, namely, designing a link algorithm that schedules as many links as possible in the same time slot. There are many factors that affect the link scheduling problem, such as different choices of centralized [16] or distributed algorithms [17, 18] . Before the centralized algorithm is executed, various information of the network node is broadcast to the execution node, such as the set of neighbors and the transmit power of the node. As the network scale increases, the time complexity of centralized algorithms will increase dramatically. However, the distributed algorithm only needs to obtain the corresponding information of the neighbors during the execution process. Such information exchange can be achieved only by a broadcast, and the running time of the algorithm is independent of the network scale.
In addition, establishing a reasonable interference model is the key to designing a correct and efficient link scheduling algorithm. The most commonly used interference models can be classified into the protocol interference model [19] and SINR (signal-to-interference-plus-noise ratio) interference model [20, 21] . Under the protocol model, the transmission of a link is deemed successful if no other links within a certain transmission range are active. Therefore, the coexistence relationship between two links is mainly determined by the geometry. Due to its simplicity, the protocol model has been widely used. By contrast, under the SINR model, the coexistence relationship depends on its own channel condition and the level of the aggregated interference. Specifically, a transmission of a link is said to be successful if its SINR value is greater than a predetermined threshold. One challenge under the SINR model is that multiple links can transmit successfully through a common channel, even if they observe some interference signal from each other, in marked contrast to the protocol model. Furthermore, the link relationship is a function of the distance to the neighboring links and their status, which may change over time. Therefore, the link coexistence relationship under the SINR model is "multilateral" and "dynamic." As a result, link scheduling under the SINR model is much more complicated. The literature [22] proves the robustness of SINR models with geometric path loss. The SINR model opens a new avenue for more efficient resource allocation.
SIC is an effective physical layer technology for multipacket reception to combat interference, and it allows other concurrent transmission links to decode correctly [20] . According to the descending order of the receivers' power level, SIC regards the interference signals as a useful signal obeying a specific structure. As SIC is able to resolve the collision, more simultaneous transmission and higher performance could be expected [23, 24] . We therefore focus on link scheduling in MIMO wireless networks with SIC. However, there has been little work on exploring SIC in MIMO networks based on the SINR model.
The main contributions of this paper are as follows. We propose a distributed link scheduling algorithm in MIMO wireless networks with SIC to maximize the link throughput. First, based on the characteristics of MIMO and SIC, we propose a combination of these two technologies to establish the MSIC model, and a mathematical framework is established for cross-layer optimization of scheduling, with constraints of traffic balance and link capacity. Second, due to the global characteristic of the interference, localization of the interference and division of the interference regions are considered. Finally, a distributed link scheduling algorithm based on MSIC to generate a feasible scheduling set is proposed.
The rest of this article is organized as follows: the first and second parts describe the background and current situation. In the third part, the MSIC network model is constructed based on SIC technology, and the cross-layer optimization problem is modeled. In the fourth part, the interference regions are divided, and the detailed process of the distributed link scheduling algorithm based on the MSIC network model is given. The fifth part provides experimental results. The Wireless Communications and Mobile Computing 3 last part summarizes the paper and puts forward the future development trends.
Related Work
The link scheduling problem has been the subject of extensive research. Moscibroda et al. first defined the link scheduling problem and introduced the concept of scheduling complexity under the SINR model [25] . Goussevkaia et al. proved that the link scheduling problem is NP-hard [26] . Dinitz considered single-slot scheduling and gave the first distributed algorithm [27] . Although his goal was to design a distributed algorithm, the technique relies mainly on the machine learning theory of the algorithm. Qian et al. [21] first developed a new "MIMO-pipe" model that captured the rate-reliability trade-off in MIMO communications. However, the "conservative scheduling" achieves a suboptimal performance. Choi et al. combined a two-segment queue structure and carrier sensing technology to design a fully distributed link scheduling algorithm based on the SINR model [17] . In [28] , Chen et al. proposed a low-complexity approximate optimal scheduling algorithm based on a crossentropy optimization framework.
Most previous work in MIMO wireless networks did not consider SIC. We therefore focus on link scheduling in MIMO wireless networks with SIC. The effectiveness of SIC has been verified recently [29] . In [30] , Lv et al. studied link scheduling in a network with SIC but ignored the effects of aggregate interference. Then, in 2012, they took the lead in researching link scheduling under the SINR model in wireless networks with SIC [20] . The algorithm considers the influence of cumulative interference, but it is a greedy algorithm based on independent sets that can obtain an approximate optimal schedule. In [24] , Kontik et al. proposed a heuristic algorithm based on the column generation method using SIC technology to study the problem of minimized scheduling length in single-hop wireless networks. The performance of this algorithm is very close to the optimal linear programming algorithm and has better robustness. SIC technology was shown to effectively improve network performance.
In addition, due to the degree of freedom (DoF) of MIMO, network throughput can be improved by spatial multiplexing (SM). Therefore, the problem of link scheduling based on DoF has also been extensively studied. Based on the DoF concept, Sultan et al. [31] proposed a handover standard that maximizes the capacity of the downlink channel when uplink capacity is maintained at a certain level. To further improve the overall performance of the network, the data link layer, the network layer, and the transmission layer need to be designed cooperatively for optimization. The layered protocol architecture with network adaptability has received widespread attention, such as the joint routing and scheduling optimization scheme [6] and joint power control and link scheduling optimization scheme [32, 33] , but there are still many limitations in the practical applications of these optimization schemes. Therefore, a mathematical framework is established in this paper for the cross-layer optimization of routing and scheduling, with constraints of traffic balance and link capacity.
The System Model

Network Model.
When the links are transmitted in the SINR model, if the signal at the expected receiver is higher than a given threshold, the link is transmitted successfully [17] , that is,
where 푟 푖 ( 푖 ) is the received power at receiver 푖 from sender 푖 ; 푟 푖 is the aggregated interference from the active links in the neighbors of link 푖 ; 0 is the background noise; and is the minimum SINR threshold required for receiver 푖 to decode signals successfully. Consider a set of MIMO networks consisting of communication links = { 1 , ..., 푛 }, where each link 푖 includes a sender 푖 and a receiver 푖 . The Euclidean distance between 푗 and 푖 is 푗푖 = ( 푗 , 푖 ). Thus, the length of link 푖 is 푖푖 . If 푖 is the intended sender, (1) can be converted into
where ( 푗 ) is the transmission power from sender 푗 ; is the path-loss factor; 푡 is the set of all senders that are transmitted concurrently in the same time slot as the expected sender;
耠 is a set of links that are simultaneously scheduled in the same time slot. Assume that all nodes are static and apply MIMO technology with antennas. A node communicates with others through wireless links, and each node has an input links set 푖푛 푖 and an output links set 표푢푡 푖 of node . Suppose a time frame consists of slots, and the state of a link subset in a time slot (1 ≤ ≤ ) depends on link scheduling. For a given slot , the data flow from sender 푗 to 푖 can be expressed as a signal vector
푇 , and the MIMO signal 푗푖 received by receiver 푖 from sender 푗 can be expressed as the following:
where H 푘푖 ∈ 푀×푀 is the channel matrix between sender 푘 and receiver 푖 and is normalized to mean power 1; ◻ † is the Hermitian operations of the corresponding matrix; U 푘 ∈ 푀×푀 is the unitary transmitting precoding matrix at sender 푀×푀 is the unitary receiving decoding matrix at receiver 푖 for signals from sender 푗 ; n i ∈ 푀×1 is a white Gaussian noise vector with variance 0 per element; ‖ ‖ 2 is the norm of the vector. Figure 2 shows that the sender and receiver 2-antenna array and MIMO channel are used at both ends. To simplify calculations, assuming that data streams are uncorrelated, the SINR for the n-th element in 푗푖 is given by the following:
MSIC Model.
The manner in which interference is dealt with effectively affects the performance of the link scheduling algorithm in MIMO networks. The MSIC model is constructed based on SIC under the SINR model. The main idea of SIC is that the power level of the signals from senders received at 푖 are in descending order: [20] . If the strongest signal dissatisfies the SINR constraint, the process of SIC ends. Otherwise this signal will be decoded, while other signals are considered interference and noise. If it is the expected signal, then the transmission is successful; if not, this signal is removed, and the remaining signals are decoded sequentially until the expected signal is decoded successfully.
In detail, the SIC model needs to satisfy the following constraints. Receiver 푖 tries to decode signal from sender 푛 in the order , −1, ..., . Then, the signal with received power 푟 푖 ( 푛 ) can be decoded successfully if and only if
If signal 푖푖 wants to be decoded correctly, it must satisfy the MSIC constraints shown in
Because SIC is used, the receiver can sequentially cancel all interference signals that are stronger than its expected signal if those stronger signals satisfy (6) . Therefore, it is only necessary to consider the residual interference at the sender, which is weaker than the expected signal. Specifically, the residual SINR from sender 푗 to receiver 푖 at time slot is defined as follows:
where sender 푘 in the summation formula includes all senders' signals with weaker power than node 푗 .
Problem Model.
Consider the problem of throughput maximization in MIMO wireless networks. This paper transforms the cross-layer joint scheduling problem into congestion control, routing, and scheduling problems. By using local information, the congestion control problem is solved at the source node of each flow, and the routing and scheduling are transformed into the problem of flow balance and link capacity constraint, which facilitates distributed deployment and ensures network throughput. Let denote a set of active link session flows that describes the flow routing in the network. Denote ( ) and ( ) as the source and destination nodes of session flow ∈ , respectively. Υ( ) represents the reachable end-toend throughput of session flow ∈ , and Υ min is the minimum reachable end-to-end throughput in all sessions, that is, Υ min = min 푓∈퐹 Υ( ). Υ 푙 ( ) represents the number of data rates caused by session flow ∈ on link . The goal of this paper is to maximize the minimum reachable end-to-end throughput Υ min to maximize network throughput.
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We assume a half-duplex node on a MIMO node. If node ∈ is a sender in time slot , the binary variable 푖 ( ) is 1; otherwise, it is 0. Similarly, if node ∈ is a receiver in time slot , the binary variable 푖 ( ) is 1; otherwise, it is 0. For half-duplex mode, the constraint can be written as follows:
Denote 푙 ( ) as the number of data streams over link . If node is not a sender, then there is ∑ 푙∈퐿 표푢푡 푖 푙 ( ) = 0. Otherwise, in order to satisfy the DoF constraint at the sending node, the total number of outgoing data streams should be positive and cannot exceed the number of antennas it owns, that is, 1 ≤ ∑ 푙∈퐿 표푢푡 푖 푙 ( ) ≤ . These two cases can be summarized as follows:
Similarly, according to whether node is an active receiver, we have the following constraint at the receiving node:
For the congestion control problem of the transport layer, each flow in the network determines the data rate of the next slot independently according to the local congestion queue information of the node in the current time slot. The source session flow is compressed into a source rate v 푓 ( ) before being pushed into the queue. Since the local congestion queue length of each node determines the upper limit of the data sum that can be transmitted in the current time slot , there are the following constraints:
The session flow in the network determines the data rate of the next time slot according to the congestion queue constraint. Meanwhile, in order to guarantee the strong robustness of the network, the following inequalities must be satisfied:
For routing and scheduling problems, = max{∑ 푙∈퐿 푙 ( ) * max 푓∈퐹 { 푠 푙 ( ) − 푑 푙 ( )}}, and each link can use local congestion queue information to find a flow * that satisfies
as the weight of link ( 푙 can also be understood as the queue length at link with flow * ). To solve routing and scheduling problems, we will propose a distributed algorithm in Section 4 to generate an active set 푆 耠 of concurrent links. In each time slot, the links in set 푆 耠 can send data to the receivers (we assume that, in each time slot, each active link transmits a packet). Let be converted into the following form:
To achieve the goal of maximizing the minimum endto-end throughput Υ min , a feasible routing scheduling also needs to satisfy the following two constraints: flow balance constraints and the link capacity constraint. We have the following flow balance constraints:
(a) at the source node, we have
(b) at each relay node, we have
(c) at the destination node, we have
It is easy to verify that as long as any two of these equations are satisfied, the other one will also be satisfied. Therefore, it is sufficient to satisfy the first two equations. It is assumed that a fixed modulation and encoding scheme is used for each data stream and that each data stream corresponds to one unit data rate. Since the total data rate on link cannot exceed the average rate of the link, we have the following link capacity constraint:
where the right side represents the average throughput on link of a frame ( time slots). Putting all the constraints together, we have the expression for the throughput maximization problem: 
Distributed Link Scheduling Algorithm Based on MSIC
Division of Interference Regions.
Due to the characteristics of transmission loss, the receiving power 푟 푖 ( 푗 ) of different links is also different [34] . The total interference at receiver 푖 is expressed as follows:
The scheduling problem of using SIC under the SINR model has been proved to be NP-hard [20] . If the stronger signal in the network satisfies (5), it can be decoded and removed due to the adoption of SIC. Therefore, the strength of the receiving power does not completely measure the interference generated by the link. In this paper, in order to describe the interference localization, the interference regions are defined to measure the level of interference.
Different interference regions 푙 푖 , 푙 푖 , and 푙 푖 are divided according to (19) . 푙 푖 , 푙 푖 , and 푙 푖 are concentric ring (circular) regions centered on receiver 푖 of link 푖 , respectively, as shown in Figure 3 (the red circular region is 푙 푖 , the blue ring region is 푙 푖 , and the black dotted ring region is 푙 푖 ). The interference generated by the active link in the 푙 푖 and 푙 푖 regions will interrupt the transmission of link 푖 , and the set of concurrent links in these regions is denoted as 푆 . The cumulative interference generated by the active link in the 푙 푖 region has a negligible effect on the receiver of link 푖 .
According to (2), the maximum cumulative interference value that link 푖 can tolerate is the following:
Therefore, in order to satisfy the MSIC constraints, the sum of the cumulative interference values at receiver 푖 of link 
Assuming that the link 푗 at receiver 푖 from sender 푗 ∈ 푙 푖 is stronger than link 푖 from sender 푖 , SIC is used. That is, receiver 푖 uses SIC to decode these strong signals continuously before decoding the expected signal from sender 푖 . Let all links in a feasible set 푆 of concurrent links be transmitted successfully. When any link 푗 is added to the set 푆 耠 ⊆ 푆 , the link transmission will fail. Obviously, 푆 耠 is the maximum set of concurrent links, and 푆 耠 must satisfy the constraints in (7).
Distributed MSIC Scheduling Algorithm.
In this section, based on the CSMA/CA mechanism and MSIC constraints, we design the distributed single-slot MSIC algorithm to solve the scheduling problems. If the links ∈ 耠 in the network can be transmitted concurrently, then 耠 can be defined as a scheduling set. In each scheduling time slot, each link will run scheduling algorithms to generate a new feasible scheduling set 푆 耠 . Next, considering the MSIC model and interference regions division introduced above, a distributed link scheduling algorithm is proposed under the MSIC constraints. The algorithm flow chart is shown in Figure 4 . Three states of the link are defined: Active, Inactive, and Standby. The four sets correspond to different states, where is the active link set that satisfies the MSIC constraint and can be scheduled in the current scheduling time slot; is the standby link set that has not been judged by MSIC constraints; is the local cache link set in the standby state; and is the candidate link set in the inactive state. Therefore, the state of a link in the current slot can be distinguished by the set of links to which the link currently belongs. The detailed process is as follows. The sender of link broadcasts a Request message to links in { 푙 ∪ 푙 } first. If there is a collision, all of the links select a random back-off time and wait for it. If there is no collision, the sender of all links in { 푙 ∪ 푙 } will add link to set 푙 . When link is added to the current schedule, any link 耠 ∈ { 푙 ∪ 푙 } will determine whether it remains feasible under the MSIC constraints. The specific judgment process is as follows. For each link 耠 ∈ { 푙 ∪ 푙 }, the set of links with sender 푙 耠 ∈ {{ 푙 耠 ∪ 푙 耠 }∩ 푙 耠 } and receiver 푙 耠 is defined as the MSIC link set 푙 耠 . The MSIC constraints will be satisfied when any link 耠 ∈ { 푙 ∪ 푙 } satisfies the following conditions: (i) the total interference 푙 耠 coming from set 푙 耠 does not exceed (1 − ) max 푙 耠 ; (ii) all links ∈ 푙 耠 are feasible; that is, the total interference 푘 coming from set 푘 does not exceed (1 − ) max 푘 . According to the above procedure, if any link 耠 ∈ { 푙 ∪ 푙 } does not satisfy the MSIC constraints, the sender of link 耠 will send an Error message to link indicating that link cannot be added to set 푆 (the current scheduling is not feasible due to the strong interference caused by link ). If link ∈ 푙 does not receive any Error messages from its neighbors, it adds link to set 푙 and removes link from 푙 and 푙 . Then, the sender broadcasts a Success message to all its neighbors to update their link sets , , and . Otherwise, it removes link from 푙 and 푙 and then broadcasts a Remove message to all its neighbors to update their link sets and . After the above process is performed until a new link is added to 푆 , the current scheduling process is still feasible under the MSIC constraints.
(3) MSIC Feasibility Test Stage. After a new 푆
耠 is generated in each slot, all links ∈ 푙 need to make the following decision about whether the MSIC constraints are satisfied. For each link ∈ 푙 , the set of links with sender 푙 ∈ { 푙 ∩ 푙 } and receiver 푙 is defined as another MSIC link set 푙 耠 . Similar to the first procedure, any link ∈ 푙 that satisfies any of the following conditions will dissatisfy the MSIC constraints: (i) the total interference 푙 耠 coming from set 푙 exceeds (1 − ) above process ensures that each link in 푙 satisfies the MSIC constraints under the current scheduling.
In the distributed algorithm, the number of time slots in each scheduling cycle is a fixed value. In each scheduling slot, each link will run the distributed scheduling algorithm to generate a new feasible scheduling set 푆 耠 during scheduling. Once the scheduling is completed, the selected link will transmit a packet during the transmission cycle.
Theoretical Proof of Algorithm
Theorem 1. The set 푆 of scheduling generated by the MSIC algorithm is feasible.
Proof. Based on the MSIC algorithm under interference regions division, each link will run the algorithm independently in each scheduling slot to generate a new feasible scheduling set 푆 耠 . From Algorithm 2, it is known that after a new set 푆 耠 is generated in each time slot, all links ∈ 푙 need to be tested to determine if the MSIC constraints are still satisfied. To ensure that each link in 푙 satisfies the MSIC constraints under the current scheduling, any link that does not satisfy the MSIC constraints will be removed from 푙 . Therefore, the interference links cannot be scheduled at the same time; that is, the links in the current set 푆 耠 are feasible, which ensures the feasibility of the algorithm.
Theorem 2. The time complexity of the MSIC algorithm is
Proof. In the process of MSIC feasibility judgment of Algorithm 1, it is necessary to judge the MSIC constraints formula (4) of any link 耠 ∈ { 푙 ∪ 푙 } and decide whether to add the link to the current scheduling set. This process requires two loop statements to be executed with the algorithm execution complexity of ( 2 ), where represents the number of concurrently transmitted signals. After Algorithm 1 generates a new set 푆 耠 , the MSIC feasibility test is performed in Algorithm 2. The MSIC constraints condition needs to be tested again for all links ∈ 푙 to ensure that any link in 푙 satisfies the MSIC constraints. This process also needs to execute two loop statements with the algorithm execution complexity of ( 2 ). Therefore, the total algorithm execution complexity is ( 2 ).
Theorem 3. The messages complexity of the MSIC algorithm is ( ).
Proof. The message complexity of sending a Request broadcast message is (1). To find a set of links that can be concurrently given by a network of links, an MSIC constraint judgment is performed for each link of sent is at most − 1. For each link of ∈ {{ 푙 ∪ 푙 } ∩ 푙 }, a feasibility test is performed, and the number of Remove or Success messages is up to − 1. When the execution of the algorithm ends, the total number of messages used is up to ( ).
Experimental Results
In this section, the distributed single-slot scheduling problem in MIMO wireless networks is studied under the SINR model. The simulation is the average of 50 trials obtained on a network with 100 links. The network size is 600 * 600, and the distance between the sender and the receiver is selected within the range of [20, 40] . The SINR parameters are set as follows: the threshold value is = 3, the path loss index is = 2.2, the background noise power is = 4 × 10 −7 , and the uniform power is = 2 and = 10.
First, the relationship between the size of different networks and the number of successful transmissions of links is studied. The simulation results are shown in Figure 5 . Under different power allocations, the number of successful transmissions of the link increases as the network size increases, and a larger transmission power can generate a larger neighbor size, which is benefited by the gain of the transmission power. However, when the network size is large, the neighbor size reaches the upper bound, and the gain from increasing the power becomes very small. At the same time, larger power will also cause more interference to other links. At this time, the impact of the interference on transmission is greater than the benefit of the network scale increase, which makes it impossible to satisfy the SINR constraint condition, although it improves its own successful transmission probability and reduces the total size of the successful transmission of the link. Therefore, the transmission scale cannot be sought blindly by increasing the power, and a larger-scale scheduling set can be realized by controlling the network scale. Next, we compare the number of concurrent link transmissions of different algorithms. At the network layer, the routing algorithm based on the least hops is adopted. For convenience, the distance, data rate, bandwidth, and transmission power of the data stream are all normalized to 1.
First, the MSIC algorithm is compared with the recursive largest first (RLF) algorithm and the smallest degree first (SDF) algorithm in [20] . The results in Figure 6 show that the MSIC algorithm can obtain a larger link scheduling scale compared with the other two algorithms. After the SIC is used, all signals with high power in the interference regions can be decoded and removed firstly, and thus the interference reached at the receiver is smaller, and a larger set of concurrent links can be obtained. Then, we study the effect of the parameter on the number of concurrent link transmissions. Figure 7 shows that the number of concurrent links decreases as the parameter increases. When is smaller, the interference radius of each link in the network is larger, and there are more links that can participate in scheduling. The number of concurrent links in each selected scheduling configuration is larger, and the data flow rate is higher. At this time, the network has stronger interference management ability. As the parameters become larger, the interference in the network is larger, thereby allowing fewer links to be transmitted concurrently. The MSIC algorithm can reduce partial interference and increase the number of concurrent transmission links. When = 0.4, there is a close interference region radius between MSIC and MIMO, so = 0.4 is set here.
Next, we study the influence of the number of antennas on network performance. The number of antennas is changed from 2 to 6, and the test is repeated 100 times. We then take the average value of each flow of 100 tests. Ideally, we assume that the transmission rate of one link is equal to the capacity of the point-to-point MIMO link without other transmission interference. As shown in Figure 8 , throughput is nearly linear with the number of antennas, and the MSIC algorithm can achieve a higher minimum flow throughput and a higher total throughput in the network.
To show more detail, the flow rate gains for the four flow sessions are given in Figure 9 . The simulation results show that MSIC brings significant throughput gain to MIMO wireless networks. The network flow rate with SIC functionality is more than half of the network rate without interference cancellation, which means that the reachable unit end-to-end throughput is increased by approximately 73% on average due to the application of SIC. Therefore, the MSIC algorithm has obvious advantages in improving network throughput. 
Conclusions and Future Work
In this paper, the MSIC scheduling algorithm based on SIC in MIMO wireless networks is proposed. First, the MSIC constraints model is constructed under the SINR interference model. Then, interference region division is carried out to describe the level of interference between links. A feasible scheduling set is generated by the distributed link scheduling algorithm to coordinate the link transmission, and the interference between competing links in the MIMO network is cancelled. Experimental results show that the distributed MSIC scheduling algorithm can bring significant performance gain to wireless networks.
Since the algorithm is premised on satisfying the threshold constraint of SINR, the algorithm ends when the SINR value is less than the current threshold. Therefore, the next research goal is how to solve the link scheduling problem when the SINR value is less than threshold.
With the rapid development of the social economy, the application of modern communication technology has been continuously promoted in various fields, and the capacity requirement for networks is increasing. In addition, due to the complexity of the network environment, a single technology will not have a sufficient effect on interference cancellation. Therefore, in future wireless communication networks, a variety of joint applications of multiple interference cancellation technologies will be needed. How to combine these technologies efficiently and achieve a reasonable optimization combination is an important research direction.
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