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1. Introduction  
Biomedical engineering can be defined as a part of the engineering domain that aims at 
better understanding biological systems and proposing new tools for diagnosis and 
therapeutic purposes. Among the activities of the biomedical field, one is dedicated to the 
analysis of the very small blood vessels (microcirculation). The study of the latter is 
important for diagnosis and follow-up of pathologies among which we can find diabetes. 
This chapter deals with Monte Carlo simulations applied to the microcirculation domain.  
The microcirculation comprises the blood vessels of the most peripheral part of the vascular 
tree. Microcirculation includes capillaries, arterioles (small arteries), venules (small veins), 
and arteriovenous anastomosis (shunting vessels). In what follows, only skin 
microcirculation will be studied. Skin microcirculation is an important and complex system 
for thermoregulation, skin metabolism, and transcutaneous penetration. The monitoring of 
skin microcirculation can be useful to assess and to better understand skin physiology and 
diseases.  
The skin microvascular network corresponds to different compartments. Thus, the 
epidermis is the top layer of the skin. Epidermis is avascular. Below the epidermis, the 
dermal papillae contains the capillaries. The latter are responsible for the exchange of 
oxygen and metabolites with the surrounding tissues. Therefore, the blood perfusion 
through capillaries corresponds to the nutritive blood flow. The deeper dermal structures 
contain the arterioles, venules, and shunting vessels. These vessels feed and drain the 
capillary network and aim at maintaining an adequate body temperature.  
In order to monitor microvascular blood flow, the laser Doppler flowmetry (LDF) technique 
has been proposed in the 1970s (for a review see for example Öberg, 1990; Humeau et al., 
2007; Rajan et al., 2009; Cal et al., 2010). LDF allows a non-invasive and real time monitoring 
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of the blood perfusion with a minimal influence in the parameters under study. It is 
applicable in experimental and in clinical settings.  
In the LDF technique, a coherent light is brought to impinge on the tissues under study, 
generally through an optical fibre. The photons are scattered by the moving objects (mainly 
red blood cells) and by static structures. Scattering in moving objects modifies the direction 
and frequency of the photons according to the Doppler principle. Scattering in static 
structures only affects the direction of the photons. The remitted light is brought through 
another optical fibre to a photodetector where optical mixing of light shifted and unshifted 
in frequency gives rise to a stochastic photocurrent. The power spectral density of the latter 
depends on the number of red blood cells and their shape and velocity distribution within 
the scattering volume. The zero order moment scales with the concentration of moving red 
blood cells, provided the red blood cells concentration in tissue is low. The first moment of 
the photocurrent power spectrum scales with the product of the red blood cells 
concentration and average velocity (Bonner & Nossal, 1981). 
In most LDF devices, the light source is a laser diode having a wavelength of 780 nm. 
However, other wavelengths can be used (450-800 nm). Within the visible range, the longer 
the wavelength, the deeper the transmission in tissue. In the range 600 to 1200 nm, the light 
penetrates deeply into tissue because of lower scattering and absorption coefficients. Very 
often the light is brought to and from the tissues under study by optical fibres. In the probe 
tip, the fibres are generally positioned with a core centre spacing of 250 to 500 µm. The 
photons migrate in the tissue in random pathways from the transmitting to the receiving 
fibres. When the distance between the fibre tips increases, the average path length of the 
detected photons increases, as well as the measurement depth (Jakobsson & Nilsson, 1993). 
Moreover, the average path length of the photons and the measurement depth depend on 
the optical properties of the tissue. Therefore, no comparison of perfusion values is possible 
between organs. That is why no absolute units are possible when using LDF. 
The product of the average speed and concentration of moving blood cells in the scattering 
volume corresponds to the LDF signal and is generally referred as perfusion (see an 
example of LDF signal in Figure 1). Microvascular blood perfusion varies with time and 
from place to place (temporal and spatial variability). Therefore, and when using laser 
Doppler flowmeters based on optical fibres and thus for which the sampling volume is 
rather small, differences in perfusion readings appear when recording LDF signals from 
adjacent sites. This constitutes one of the main limitations of the LDF technique. Laser 
Doppler imagers have emerged providing a monitoring of the perfusion in two dimensions. 
LDF can be used in experimental investigations and in clinical trials. Many organs can be 
investigated with the LDF technique: kidney, liver, intestines, brain, skin. Moreover, the 
clinical applications are numerous: diabetes microangiopathy, flap monitoring, peripheral 
vascular disease, plastic surgery, Raynaud’s phenomenon, thermal injury (see for example 
Ray et al., 1999; Humeau et al., 2004; Ziegler et al., 2004; Yamamoto-Suganuma & Aso, 2009; 
Merz et al., 2010; Smit et al., 2010). 
Due to the poor predictability of tissue perfusion for given location and time, LDF signals 
are rarely recorded in basal conditions. Instead, stimuli are often provoked and responses 
are studied to reveal possible malfunctioning of the microcirculation. All in all, the main 
advantages of the LDF technique are the following: non-invasiveness, continuous 
recordings, easy to use, strong theoretical basis. By contrast, the main drawbacks of the 
technique are: no absolute calibration, no possibility to distinguish between 
nutritive (capillary) perfusion and global tissue perfusion, no comparison possible between 
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Fig. 1. Skin LDF signal recorded on the finger of a healthy subject at rest. 
organs due to the variations of the photon path lengths because of the different optical 
properties of the tissues, variation between different individuals and in the same site in the 
same individual after hours, days or weeks. 
In order to better understand microvascular perfusion and LDF signals, and to improve 
laser Doppler flowmeters, numerical simulations of LDF signals have now become 
necessary. Numerical simulations of LDF signals can be performed with Monte Carlo 
methods. The latter rely on computational algorithms using repeated random sampling to 
compute the simulated results. 
2. Monte Carlo simulations 
2.1 Introduction 
In Monte-Carlo simulations, light transport in tissue is described in the form of separate 
photons travelling through the sample. On its way, the photon might be scattered at (or in) 
particles, by which the direction of the photon is changed, or the photon is absorbed. The 
scattering phenomenon will be determined by suitable angle-dependent scattering 
functions. When a boundary between two layers, or between the sample and the 
surrounding medium, or between an internal structure and the surrounding layer, is 
encountered, the photon might be reflected or refracted. This is determined by the well-
known Fresnel relations. In between these events, the photon will propagate, and the optical 
mean free path in that part of the sample will determine the length of the propagation path. 
The actual length of the contributions to the path, the angles of scattering, the choice 
between scattering and absorption, and between reflection and refraction, are determined 
by random number-based decisions. 
Some extra features can be applied to the photons. For instance, photons can be thought of 
as scattering at particles at rest or at moving particles. This effect will cause a Doppler shift 
in the frequency of the photons, which can be registered. Afterwards from the Doppler shift 
distribution of all suitably detected photons the frequency power distribution can be 
derived. Several models are present for this velocity shift: unidirectional or random flow, 
various flow profiles and so on. Another option is to use as the light source not a beam 
impinging from the outside world, but a photon absorption distribution inside the sample. 
In this way, fluorescence or Raman scattering can be mimicked. When recording the path of 
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the photons through the sample, one might deduce the path length distribution, and from 
that the time-of-flight distribution. The latter can be used to predict the distributions of 
phase delays and modulation depths encountered when performing frequency-modulation 
experiments. 
Further, the distribution of positions where photons were absorbed can be used as the 
distribution of sources for calculating the photoacoustic response, to be detected using 
suitable detector elements (or groups of elements, to take interference effects into account) at 
the surface of the sample. 
To start simulating the photon transport, following preparations are needed (see 
www.demul.net/frits): 
- Definition of types of particles (optical properties, concentrations, velocities, etc.) 
- Calculation of angle-dependent scattering functions for all types of particles 
- Definition of the light source, either a pencil beam or a broad divergent beam or an 
internal source 
- Definition of the sample system, consisting of one or more layers with different 
contents, with different optical characteristics and velocity profiles; the sample may 
contain “objects”: (arrays of) cylinders, spheres, cones, rectangular blocks, and mirrors. 
See Figure 2 
- Definition of the detection system, consisting of a poly-element detection window, and 
of its numerical aperture 
 
 
Fig. 2. Structure plot of a two-layer system with a horizontal cylindrical tube, filled with 
various concentrations of scattering/absorbing particles. Laser light (here pencil beam) 
injected along Z-axis. 
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- Definition of the calculation mode: e.g. reflection or transmission, or absorption, or a 
combination of those 
- Extra features, to follow the simulations, like LDF, photoacoustics and frequency 
modulation 
These points will be detailed below. A computer package to carry these simulations is 
available (see the site www.demul.net/frits). All the processes that are presented in this 
section are dealt with in this computer package. The physical mathematics behind it and 
detailed explanations can be found in de Mul (1995, 2004) and the site www.demul.net/frits 
2.2 Transport algorithms 
In order to describe the transport of photons through the sample, one needs algorithms for 
the various events that the photon may encounter. Those are: scattering or absorption, 
reflection or refraction at boundaries, and detection. In addition, a mechanism accounting 
for the destruction of irrelevant photons (e.g. photons that have travelled extremely far from 
the detection window) should be available. 
There are two basic algorithms for handling non-zero absorption in layers or particles. 
Frequently the probability of absorption is taken into account as a “weight factor” for the 
photon. The cumulative effect of applying these subsequent factors at each scattering event 
will reduce its overall weight in calculating averages of relevant variables (such as intensity) 
over a set of emerged photons. An example is the work of Wang & Jacques (1993). An 
advantage is that no photons will be lost by absorption, which can be of importance when 
the absorption is relatively strong. 
Another algorithm does not make use of weight factors, but applies a “sudden death”-
method: the photon is considered to be completely absorbed at once, and will thus be 
removed from the calculation process. This method might be a bit more time consuming, 
especially when absorption is not very low in a relative sense, but it offers the advantage to 
study the positions where the photons actually are absorbed. In this way extra features like 
photoacoustics or fluorescence response can be studied. In view of this option, we have 
chosen for the second method (see the site www.demul.net/frits).  
2.3 Propagation 
The average translation distance L for a photon in a layer or object with scattering particles 
of varying type, in the case of no absorption, is determined by the inverse of the effective 
scattering coefficient, which is the sum of the products of the concentrations and scattering 
cross sections of all types of particles in that layer or object. Now we can deduce the 
expression for the actual path length Δp: 
 )1ln(.=Δ RLp - , (1) 
where R is a random number (0 ≤ R < 1), used for the probability fs (0 < fs ≤ 1) to arrive at a 
path length Δp: 
 fs = 1-exp(-Δp/L). (2) 
However, this path might end prematurely when a boundary at an interface is met. In this 
case the path will partially stretch out into the medium at the other side of the interface. 
When dealing with this part of the path, it should be kept in mind that it has to be corrected 
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in length according to the mean free path for the photons in the two media. See below for a 
full account. 
Now the probability fa for absorption by the medium l (layer or block) before the photon has 
reached the end of path Δpeff ( ≤ Δp) can be defined as: 
 )Δ.exp(1= effaa pμf - , (3) 
where µa is the absorption coefficient. 
By choosing a fresh random number, the probability for absorption on the effective path can 
be calculated. 
Absorption in the system may have two origins, first taking place within the particles 
themselves, and secondly the absorption by the medium itself. Together with scattering, this 
leads to an “average translation length” and an “average absorption length” for the 
medium. 
In a previous paper (Kolinko, 1997) we discussed two equivalent algorithms to determine 
the remaining path length after crossing an interface.  
Figure 3 presents a view of a running simulation in a sample with two layers and two 
objects. 
 
 
Fig. 3. Running graphics of the simulation process of the structure of Fig. 2. View in YZ-plane. 
Photons entering around position (0,0,0). The tube (X-direction) and sphere can be seen. 
2.4 Scattering 
The probability of scattering to the direction given by the angles θ and ϕ is described by the 
scattering function p(θ,ϕ). This function is normalized in such a way that the total scattering 
over the whole 4π solid angle is unity (Figure 4): 
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Fig. 4. Basic scattering geometry in the “scattering system” (subscript s). The incoming and 
scattered wavevectors are denoted by k0 and ks respectively. | k | = 2π/λ, with  
λ = λvacuum / n  (n = refractive index of the medium). 
 
2
0 0
. ( , )sin 1d d p
π π
ϕ θ θ ϕ θ =∫ ∫ . (4) 
For the scattering function, several models are available: Dipole- or Rayleigh-scattering, 
Rayleigh-Gans scattering, Mie scattering, isotropic or peaked-forward scattering. These 
scattering functions have been described in many textbooks. We refer here to the standard 
books of Van de Hulst (1957, 1981). Also models of Henyey and Greenstein (1941) and 
others are used (see below). 
The method of determining the scattering angles θ and ϕ is: 
- For the azimuthal angle ϕ : .2Rϕ π=  
- For the polar angle θ a normalised cumulative function of the scattering function is used, 
with values between 0 and 1, and by choosing R, the corresponding θ  is calculated 
In case polarization effects have to be taken into account, the choice of the angles θ and ϕ  is 
coupled to the polarization state of the photon.  
2.5 Boundaries 
Since the program (see www.demul.net/frits) allows for insertion of special structures and 
objects, like tubes, spheres, mirrors and cones in the layer system, we have to deal with 
boundaries at flat surfaces (like those between layers) and at curved surfaces. 
For flat surfaces, parallel to the layer surface (i.e. perpendicular to the Z-axis), the calculation 
of reflection or refraction angles is according to Snell’s law. The fraction of reflected light is 
given by the Fresnel relations. 
For curved surfaces, or flat surfaces not perpendicular to the Z-axis, the construction of local 
coordinate frames, along the local normal vector, is necessary, which implies foregoing and 
subsequent coordinate rotations from the laboratory system to the local system and back. 
In de Mul (2004, see also www.demul.net/frits) the boundary expressions are derived for 
following curved surfaces (if applicable, with flat end surfaces at top and bottom): 
- Cylinders (parallel to the layer surface, and parallel to the Z-axis, and oblique) 
- Arrays of cylinders (linear or two-dimensional) 
- Spheres, and two-dimensional arrays of spheres 
- Rectangular blocks 
Zs 
Xs 
Ys 
θ 
ϕ 
k0 
ks 
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- Mirrors  (parallel to the layer surface, and parallel to the Z-axis, and oblique) 
- (half) toruses 
Objects can stretch over layer boundaries. In all cases, carefully the path of a photon has to 
be followed. Is the photon reflected or refracted, how far does it propagate in the new 
medium, is there another object within the object, will absorption take place before a 
scattering event, and (in case of arrays of objects) will the photon propagate from one 
member of the array set to another?  
2.6 Scattering functions 
Here we will only mention the expressions for the most commonly used scattering 
functions. For further study, see Van de Hulst (1957, 1980) or the full report (de Mul, 2004, 
or website). Important parameters are µs, µ’s, and µa, the scattering coefficient, the reduced 
scattering coefficient and the absorption coefficient, respectively, all expressed in mm-1, with 
µs and µ’s connected by µ’s = µs (1-g), g being the averaged scattering polar angle: g = <cosθ>. 
For tissue, typical µs-values are 10-200 mm-1 and with typical g-values of 0.90-0.99 this leads 
to typical µ’s - values of 1-2 mm-1. 
- Dipolar (Rayleigh) 
With dipolar scattering, the particles are assumed to be so small that light scattered from 
different oscillating electrical dipoles in the particles will not lead to phase differences upon 
arrival at the point of detection (Van de Hulst, 1957, 1980). Using standard electromagnetic 
dipole radiation theory, or a standard Green’s functions approach, we may derive for the 
intensities I// and I⊥ , proportional to the squares of the field strengths (I = ½cεmE2), thus: 
 
2 4
2 2
// 02 2
2 4
2
02 2
cos .cos .
(4 )
sin . .
(4 )
m
m
k
I I
r
k
I I
r
α θ ϕπε
α ϕπε⊥
=
=
 (5) 
For natural light the total intensity is given by: 
 
2 4 2
0
2 2
1 cos
( )
2(4 )
nat
m
k I
I
r
α θθ πε
+= . (6) 
- Rayleigh-Gans 
When particles grow larger, the phase differences of scattered waves arriving at the 
detection point from different source points in the scattering medium, cannot be neglected 
any more. For small differences in the dielectric constant between particles and surrounding 
medium, the intensity I will be proportional to:  
 
2 2
24 2
2
1 cos ( 1)
~ ( , )
2 (2 )
m
I k V R
θ θ ϕπ
+ −
, (7) 
with: 
 
1
( , ) exp( ).R i dV
V
θ ϕ δ= ∫∫∫ . (8) 
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The phase-difference δ  is given by k• (r-rO), where r and rO are the position vectors from the 
scattering volume element under consideration and the origin in the sample.   
- Mie 
In principle, the rigorous scattering theory, as developed by Mie (see ref. in Van de Hulst, 
1957, 1981), presents analytical expressions for all kind of particles. It departs from the 
Maxwell equations and solves the scalar part of the wave equation, taking boundary 
conditions into account. This leads to complicated expressions for the components of Van de 
Hulst’s scattering matrix, which are only tractable when treated numerically. See Figure 5 
for an example. 
 
 
Fig. 5. Example of a MIE-file. Scattering function according to the Mie-formalism (weight 
1.0) + Henyey-Greenstein with g=0.80 (weight 0.1). 
- Henyey-Greenstein 
The scattering function of Henyey & Greenstein (1941) originates from the astronomical 
field, to calculate the scattering by cosmic particle clouds. Since it can be written in a closed 
analytical form, it can be used as a fast replacement for the Mie-functions. The function 
reads: 
 
2
2 3/2
11
( , )
4 (1 2 .cos )
HG
g
p
g g
θ ϕ π θ
−= + − , (9) 
where g is the averaged cosine of the polar angle θ of the scattering events. This function is 
normalised to unity upon integration over 4π solid angle. It only describes the angle-
dependent behaviour of the scattering. The calculation of the scattering cross section has to 
be done by other means. One option is to insert the total scattering cross section as obtained 
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by Mie-scattering (or another approach, if applicable) as a separate factor in the Henyey-
Greenstein expression. 
- Other functions 
Other scattering functions are: isotropic scattering, peaked forward, or Gegenbauer (which 
is an extension of a Henyey-Greenstein-function). We will not deal with those here. 
2.7 Light sources 
For the injection of photons, one can imagine various mechanisms. Most general is the 
pencil beam, entering from the top. However, other beam profiles can be used as well. In de 
Mul (2004, see web site) several options are implemented: pencil beams (perpendicular and 
oblique), divergent beams, broad parallel beams, ring-shaped beams, isotropic injection and 
internal point sources (one point or distributed).  
Distributed internal sources can be used in simulating Raman or fluorescence scattering, 
consisting of (1) a simulation of absorptions, and (2) injection of new photons from the 
positions of absorption.  
2.8 Detection 
We may distinguish between external detection (at the top or bottom of the sample system: 
“reflection” or “transmission”, or at an internal layer or object boundary) or internal 
detection (upon an absorption event). In this way, the scattering inside a sphere (a human 
head?) can be detected. 
2.9 Photon path tracking 
The tracking of the path of the photon, i.e. recording the coordinates of the scattering events 
and of the intersections with interfaces, can easily result in enormous files. With a scattering 
coefficient μs of about 10-20 mm-1 and a g-factor (average of the cosines of the polar 
scattering angles) of about 0.80 – 0.90, in each mm of the path about 1/μs ≈ 10 scattering 
events will take place. However, due to the large g-factor, the scattering will be 
predominantly in forward direction and it will only be after about 1/μ’s ≈ 1 mm that the 
direction of the photon can be considered as randomised. Therefore, in those cases it is 
better to register only part of the events, namely those at intervals of 1/ μ’s = 1 mm, which 
will decrease the storage space to 144 Mbytes per simulation. 
Therefore, the program offers the options of recording the paths at intervals of 1/μs or 
1/μ’s (see www.demul.net/frits). 
Photons originating from a pencil beam and emerging at equal distances d from the point of 
injection but at different positions on that ring are equivalent. However, visualisation of 
those tracks will end up in an un-untwinable bunch. Therefore, to clarify viewing we may 
rotate the whole paths around the axis of the pencil beam to such an orientation as if the 
photons all emerged at the same position on the ring, e.g. the crossing point with the X-axis.  
See Figure 6 for an example of the path tracking method. 
2.10 Special Features: laser Doppler flowmetry 
Some special features are incorporated in the program (available at www.demul.net/frits). 
LDF is the oldest feature, built in from the beginning of the development of the program, 
and meant to support measurements of laser Doppler perfusion flowmetry in tissue.  
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Fig. 6. Photon path tracking: photon “bananas” arising by scattering from beam entrance 
point to exit area (between 5 and 6 mm). For clarity, all photon paths were rotated 
afterwards as if the photons had emerged on the +X-axis. 
Photoacoustics has been added to simulate the acoustic response to pulsed light. Frequency 
modulation is a modality adding extra information using path length-dependent phase 
delay information.  Here we only deal shortly with LDF. 
As mentioned previously, LDF makes use of the Doppler effect encountered with scattering 
of photons in particles when those particles are moving. The principles are shown in 
Figure 7. Using the definitions of the variables given in that Figure, the Doppler frequency is 
given by: 
 ( )0D sω = − •k k v , (10) 
and with: 
 1
2
2 .sinkδ θ=k , (11) 
we find: 
 1
2
sin .cosD
kv
f θ απ= . (12) 
When applied to tissue, frequently the angles θ and α might be considered randomised. This 
is due to three reasons: 
- Preceding scattering by non-moving particles might cause the direction of the photons 
to be randomised upon encountering moving particles 
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Fig. 7. Principles of LDF. The particle has a velocity v. Vectors k0 and ks denote the incoming 
and scattered light wave vectors, and δk is the difference vector. 
- Most important moving particles are blood cells in capillaries. Due to the (more or less) 
random orientation of the capillaries the velocities will have random directions 
- Travelling from injection point to detection point, in general the photons will encounter 
many Doppler scattering effects, with random velocities and orientations 
All three effects will broaden the Doppler frequency distribution, which ideally would 
consist of one single peak, to a smooth distribution as in Figure 8. This means that it is not 
possible to measure the local velocity, but we only may extract information about the 
averaged velocity over the measuring volume. The averaging concerns the three effects 
mentioned above. 
There are two options to record these LDF-spectra: homodyne and heterodyne, depending 
on the relative amount of non-shifted light impinging on the detector. The first is the mutual 
electronic mixing of the Doppler-shifted signals, and the second is the mixing of those 
signals including mixing with non-shifted light, which can be overwhelmingly present. The 
resulting frequency and power spectra (which is the autocorrelation function of the 
frequency spectrum) will look as sketched in Figure 8.  
 
 
Fig. 8. Homodyne and heterodyne frequency spectra f (ω) and power spectra S(ω). Normally 
the heterodyne peak is much higher than the signals at non-zero frequencies. 
To characterize the frequency spectra use is made of moments of the power spectrum S(ω), 
defined as: 
 
0
. ( ).nnM S dω ω ω
∞
= ∫  (13) 
and the reduced moments: 
Heterodyne 
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0 0 ω ω 
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The zeroth moment is the area under the power spectrum itself, and can be considered as 
proportional to the concentration of moving particles in the measuring volume. Bonner & 
Nossal (1981) showed that the first moment M1 is proportional to the averaged flow, while 
the ratio of the reduced moment M1’= M1 / M0 will be proportional to the averaged velocity. 
Analogously, the reduced moment M2’= M2 / M0 2 will be proportional to the average of the 
velocity-squared. 
3. Monte Carlo simulations applied to the microcirculation domain 
Monte Carlo simulations have been used since the early nineties to provide a better 
understanding on LDF measurements. At the beginning, LDF signals were simulated using 
very simple single layer flow models. Later, complex physical models constructed with the 
purpose to validate and calibrate laser Doppler flowmeters were proposed. LDF signals 
were generally simulated in models mimicking the skin and then compared with real data 
recorded in skin.  
Monte Carlo simulations allow studying the influence of tissue parameters (as optical 
properties and blood velocities) as well as probe configurations and laser light wavelengths 
on LDF signals. Monte Carlo simulations have already provided information 1) on the blood 
microcirculatory flow depth measurements in skin (non-invasive measurements) or in other 
organs (invasive measurements), 2) on the determination of the photon path length, 3) on 
the dependence of LDF signal on multiple scattering, and 4) on the prediction of the speed 
distributions of moving particles.  
In the LDF domain, Monte Carlo simulations were used, for the first time, by Jentink et 
al. (1990). It was the first time that the frequency shifts, due to the moving particles, were 
included in light propagation simulations in scattering and absorbing media.  Monte Carlo 
simulations were used to study the influence of the optical probe configuration and the 
multiple scattering of photons by moving particles in living tissues. A very simple flow 
model, consisting of a homogeneous slab with spheres acting as scatterers, has been used. 
The spheres were moving in random directions, which permitted the simulation of different 
velocity distributions. The velocity angular distribution was modelled with Mie formula. 
Light absorption was taken into account by including a constant probability with two terms, 
one due to the absorption by the spheres, and a smaller one which represented the 
absorption between spheres. Ring shaped detectors were attached in a concentric 
arrangement around the light beam and heterodyne detection was assumed. Homodyne 
detection was ignored. It was observed that, with the increase of source-detector distance, 
the sampling volume increased whereas the intensity of the signal decreased (Jentink et al., 
1990). Therefore, the authors suggested the use of different source-detector separations in 
order to differentiate perfusion in different skin layers. The limited computational speed 
available in the early nineties was a serious limitation for the first studies using Monte Carlo 
simulations. 
A more complex skin tissue model, consisting of three different homogeneous 
layers (epidermis with 0.1 mm thickness, dermis-1 with 0.2 mm thickness, and dermis-2 
with 200 mm thickness) was used in Monte Carlo simulations by Koelink et al. (1994). The 
goal was to determine the sampling volume in LDF measurements using two different 
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wavelengths, 633 nm and 800 nm, and two different source-detector separations, 0.1 and 
2 mm. The optical parameters used were 0.015 and 0.01 mm-1 for the absorption coefficients 
for 633 and 800 nm, respectively, for all three layers. The scattering coefficients used were 25 
and 15 mm-1 for epidermis for 633 and 800 nm, respectively. For dermis-1 and dermis-2, 
they were of 11.2 and 6.8 mm-1 for 633 and 800 nm, respectively. The refractive indexes were 
1.5 for epidermis and 1.4 for dermis-1 and for dermis-2. A Henyey-Greenstein phase 
function with an anisotropy factor g equal to 0.85 for static tissue was used. Microcirculation 
was assumed in the two deeper layers with a concentration of 1x104 red blood cells/mm3 in 
both layers, in random directions. A velocity equal to 1 mm/s was simulated in dermis-1, 
whereas for dermis-2 the velocity was equal to 1 or 4 mm/s in different simulations. The 
scattering cross section, σs, of the red blood cells used was equal to 25.4 and 15 µm2 for 633 
and 800 nm, respectively. The absorption cross section, σa, was equal to 0.065 and 0.042 µm2 
for 633 and 800 nm, respectively. For the scattering phase function of red blood cells the 
Rayleigh-Gans phase function was applied with an anisotropy factor g equal to 0.985 and 
0.98 for 633 and 800 nm, respectively (Koelink et al., 1994). The aim of this work was to 
distinguish the superficial from the deeper blood vessels microcirculation. Measurements in 
skin were compared with simulations showing a reasonable agreement (Koelink et al., 1994).  
With the purpose to compare real data and Monte Carlo simulations of flow, de Mul et 
al. (1995) introduced phantoms (physical flow models) in Monte Carlo simulations. The 
Monte Carlo algorithm used is explained in Section 2. Unlike biological tissues, a phantom 
permits the control on LDF measurements of relevant parameters, such as scatterers velocity 
and concentration, optical properties, and so on. Two models were studied: a liquid flow 
model consisting of a set of liquid layers, and a solid model based on gelatine layers, both 
with a concentration of 1.25 to 1.9 x 106 mm-3 of polystyrene spheres acting as scatterers. The 
goal was also to investigate the relationship between source-detector separation and the 
photons sampling depth, for different incident angles of the laser beam. The angular 
scattering distribution for the polystyrene spheres was given by the Mie formulas with an 
anisotropy factor g = 0.91. The scattering and absorption cross section of the spheres were 
set to 5.5 and 0.03 µm2, respectively, at 780 nm. The effects of homodyne and heterodyne 
scattering were also investigated. The comparisons showed reasonable to good agreement 
between simulations and real measurements using the phantom (de Mul et al., 1995). 
A more complex fluid model applied to Monte Carlo simulations was presented by 
Steenbergen & de Mul (1997). In order to study the phantom capability to mimic real tissue, 
the model had optical properties and layered structure similar to those of living tissues. The 
Monte Carlo algorithm used is explained in Section 2. This phantom, consisting of scattering 
and absorbing films separated by matching oil, was used to evaluate the consequences of 
the stratified structure of the phantom in comparison with real tissues, that have no 
mismatching layers. The phantom was modelled as a semi-infinite repetitive laminate of 
scattering and absorbing layers with 0.08 mm thickness separated by a transparent 
colourless layer of resin or oil with 0.005 mm. The laser light source entered the phantom as 
a pencil beam and the scattered light was detected in a concentric region (radius equal to 
2.5 mm) with the pencil beam. Concerning the optical properties, the angular scattering 
function used was the Henyey-Greenstein distribution with an anisotropy factor g = 0.9. The 
scattering coefficient used was µs = 5, 10, 20 and 40 mm-1 which gave a reduced scattering 
coefficient equal to µ’s = 0.5, 1, 2 and 4 mm-1 respectively. The absorption coefficient used 
was µa = 0.005 mm-1. The refractive index of the phantom matrix was 1.52. The algorithm 
used was similar to the one developed by de Mul et al. (1995). When the photon travelled 
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between a transparent layer and a scattering layer, a new path length was determined using 
a random generator (the path length which has been interrupted by the medium boundary 
was disregarded). At the end, the mismatching problems revealed not to being as restrictive 
as it might have been expected (Steenbergen & de Mul, 1997). 
The coherence effects in the detection of Doppler signals have also been investigated with 
Monte Carlo simulations. Measurements in gelatin phantoms with polystyrene scatterers 
was built to mimic skin tissue characteristics and for calibration and standardization of 
perfusion tools (de Mul et al., 1999). Homodyne and heterodyne detection were 
investigated. For the homodyne experiments, a phantom consisting of just one moving layer 
with 11 mm thickness was used. For the heterodyne experiments, the phantom consisted of 
one static and one moving layer with 4 and 11 mm thickness, respectively, with the same 
scatterers concentration. The simulation model consisted of five layers: an air gap between 
probe and first layer, a fixed layer, another air gap between the first and second layer, a 
moving layer, and an absorbing layer. The homodyne simulations did not match the 
corresponding measurements quite properly, showing a too broad Doppler power spectrum 
that was, in part, reduced by the implemented coherence correction (de Mul et al., 1999). 
The influence of the optical properties and the source-detector separation on the sampling 
depth in LDF measurements were also studied using a sophisticated tissue-like 
phantom (Larsson et al., 2002). Monte Carlo simulations mimicking the phantom were used 
to validate the measurements. The tissue phantom and the simulation model consisted of a 
set of parallel static layers (95 µm thickness) with different optical properties, separated by 
rotatable moving layers (20 to 22 µm thickness). A laser source of 632.8 nm was used and the 
backscattered light was guided to the detector by 7 fibres, with a numerical aperture of 0.37 
and a diameter of 230 µm, arranged in a row. Hollow polystyrene microspheres, with a 
diameter of 1 µm, were used as scatterers, and optical absorbers were added to the static 
layers. The phantom had 4 windows, where the probe could be placed, each one with 
different combinations of optical properties (14.66 and 0.212 mm-1, 44.85 and 0.226 mm-1, 
14.8 and 0.0405 mm-1 and 45.55  and 0.0532 mm-1 for µa and µs, respectively). The probability 
distribution of the photon scattering angle was modelled using the Henyey-Greenstein 
phase function with an anisotropy factor g=0.815. Two models were simulated: 1) with one 
single rotating disk having 14.66 and 0.212 mm-1 for µa and µs, respectively, for two different 
velocities (0.7 and 2.2 mm/s); and 2) with the same optical properties as the four windows 
described above, where single moving disks and multiple moving disks at 1 mm/s could be 
modelled. Measured and simulated data showed good correlation and the simulations 
showed that the sampling depth decreases with the increase of µa or µs and it increases with 
the increase of source-detector fibre separation (Larsson et al., 2002).  
Other Monte Carlo simulations were used to predict sampling depth of light scattering in 
skin, in different situations. The sampling depth for a laser Doppler perfusion imaging 
system, using a simplified model with a single moving layer, was also analyzed (Rajan et al., 
2008).  
Other authors investigated the use of a high power laser source (20 mW), with 785 nm laser 
light source and a source-detector distance of 4 mm (Clough et al., 2009).  
Based on Monte Carlo simulations of light propagation, the measurement depth/volume 
was also estimated for various tissues models (muscle, liver, gray matter, white matter, and 
skin). Both probe-based and imaging systems were studied, at the wavelengths of 453 nm, 
633 nm and 780 nm (Fredriksson et al., 2009). Thus, using Monte Carlo simulations, typical 
measurement depths and volumes for simulated perfusion have been presented, for various 
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types of biological tissues and system setups. The simulations were not compared with in 
vivo measurements (Fredriksson et al., 2009). 
A skin model, that can be used to estimate skin-like tissue perfusion in absolute units, was 
also presented (Fredriksson et al., 2008). The impact on LDF measurements of parameters 
such as layers thickness, blood concentrations, melanin concentration in epidermis, µa, µs 
and g for blood and skin layers were evaluated with Monte Carlo simulations. The 
simulated spectra generated for 7000 different skin configurations, for two different source-
detector separations (0.25 and 1.2 mm), and a 780 nm laser light source, were compared with 
in vivo data. The goal was to validate the best fit model with the measured spectra. In this 
study, the skin model had 6 layers (epidermis, papillary dermis, superior blood net, reticular 
dermis, inferior blood net, and subcutis). Moreover, different blood concentrations were 
chosen with three representative velocities (0.3, 3.0, and 30 mm/s) in each layer, and with a 
parabolic profile (between 0 and twice the mean velocity of the scattering blood 
component). The simulated source and detector were configured to mimic the probe used. 
The calculated spectra were compared with measurements carried out on the forearm and 
on the finger pulp skin, without heating, and with heat provocations on the forearm skin. At 
each scattering occasion it was decided, based on the concentration of blood, the scattering 
coefficient of the blood and the static matrix, if the photon was to be scattered by the static 
matrix, or by a moving red blood cell, causing Doppler shift. The velocity component (0.3, 3, 
or 30 mm/s) that produced the Doppler shift, in simulations, was randomly chosen based 
on the scatterers concentration. The optical power spectrum for the two source-detector 
separations was calculated. The distribution of accumulated frequency shifts for the 
detected photons and the Doppler power spectrum was also calculated as the 
autocorrelation of the optical power spectrum. For the photon launch, a variance reduction 
method, the implicitly capture, was used. In this method, after the first scattering, the 
photon was splitted into 50 new photons, each one with 1/50 of the weight of the original 
photon and it was scattered in random directions. Then, in the following successive Doppler 
scattering occasions, the photon was splitted again into two new photons, if the total 
frequency shift of the photon exceeded nx10/6 kHz (n=1, 2, …, 6). One photon could thus be 
splitted into, at most, 50x26 = 3200 photons. A good combination of thickness of the model 
and of blood concentrations that produced simulated Doppler power spectra that agreed 
well with measured Doppler power spectra, was found (Fredriksson et al., 2008).  
Methods for photon path length determination in LDF have also been proposed by Monte 
Carlo simulations (Jakobsson & Nilsson, 1993; Nilsson et al., 2002; Larsson et al., 2003; 
Varghese et al., 2007). Thus, Jakobsson & Nilsson (1993) used one-layer models of skin, liver 
and brain tissues to study path length distributions for different probe geometries at a 
wavelength of 633 nm. The 3D pathways of single photons were computed and stored. 
Information as the penetration depth, sampling depth, and total photon path length 
between source and detector were stored. The Henyey-Greenstein phase function was used 
as the density function of the scattering angle. The tissues optical properties µa, µs and g (in 
cm-1 for µa and µs) were respectively set equal to 2, 188 and 0.8 for skin, 2.3, 313 and 0.68 for 
liver, 1.3, 48.8 and 0.96 for brain. For the whole blood (unmodified blood), the values were 
respectively equal to 18, 320 and 0.99. For each distance travelled by a photon, the 
probability of absorption was calculated. If absorption occurred, the photon pathway was 
terminated. Different perfusion profiles were simulated in skin tissues model and the optical 
parameters (µa, µs, g) were changed stepwise, one by one. The influence of different red 
blood cell concentrations, in skin tissue was also simulated.  
www.intechopen.com
Monte Carlo Methods to Numerically Simulate Signals Reflecting the Microvascular Perfusion   
 
165 
Using a one-layer model with a wide range of optical properties, relevant to human skin, the 
average path length for various source detector separations up to 2 mm was simulated, 
using Monte Carlo methods (Nilsson et al., 2002). The Monte Carlo simulation software 
used was developed by de Mul (de Mul et al., 1995). A reference space model built to 
develop path length estimation methods with 144 different sets of optical properties (µa, µs, 
and g) and a validation space model for evaluation of the accuracy of the path length 
estimations methods with 75 different sets of optical properties were defined. Different 
methods for predicting the path length were investigated. A multiple polynomial regression 
method, based on spatially resolved diffuse reflectance, proved to be the most effective in 
predicting the average path length as a function of source-detector separation (Nilsson et al., 
2002).  
Larsson et al. (2003) estimated the photon path length and optical properties for source 
detector separation up to 1.61 mm. They used a simulated model consisting of a semi-
infinite slab, with 100 mm thickness, with a low concentration of moving scatterers and with 
a constant velocity (v = 1 mm/s). de Mul software (de Mul et al., 1995) was used and the 
scattering events were simulated with the modified Henyey-Greenstein phase function for a 
632.8 nm laser source. Four different sets of optical properties were simulated. 
Measurements, in vivo, at different human skin sites and, in vitro, in two phantoms were 
used together with simulations in order to obtain the estimated µa, the estimated reduced 
scattering coefficient µ’s, estimated photon path length and normalized and linearized LDF 
perfusion. The path length estimations were applied for normalization of the estimated 
perfusion, removing its optical properties dependency (Larsson et al., 2003).  
The optical path lengths of shifted and unshifted light, as well as the path length dependent 
Doppler broadening were measured in a two-layer tissue phantom (with a superficial static 
layer of different thickness) with a phase modulated low coherence Mach-Zehnder 
interferometer (Varghese et al., 2007). Validation of the experimentally determined thickness 
of the static layer and the optical path length distributions were done with the Doppler 
Monte Carlo methods. The simulated phantom consisted of a static scattering layer with 
variable thickness (between 0.1 and 0.9 mm), between two static glass layers with 0.15 mm, a 
dynamic layer with 20 mm, and a fifth layer with high absorption characteristics (µa = 
10 mm-1). The static and dynamic scattering layers had the same optical properties as they 
had the same scatterers - polystyrene sphere suspension. The refractive index was 1.33, µa 
and µ’s were set to 0.001 and 2 mm-1, respectively, and g = 0.85 for Henyey-Greenstein 
scattering phase function. The thickness of the static layer was estimated from the minimum 
optical path length of Doppler-shifted light. A good agreement between experimentally 
determined thickness of the static layer and Monte Carlo simulation was obtained (Varghese 
et al., 2007). The method was able to measure path length resolved information of non-
shifted and shifted Doppler fractions of photons (Varghese et al., 2007). 
Using Monte Carlo simulations, a few authors worked on the prediction of the speed 
distributions of moving particles based on the laser Doppler spectrum 
decomposition (Fredriksson et al., 2006; Larsson & Stromberg, 2006; Liebert et al., 2006). As 
the velocity depends on the dimension of the blood vessels, the prediction of the speed 
distributions could lead, in vivo, to differentiate between capillary and arterial blood flow. 
Various uniform and Gaussian speed distributions of particles, moving in the turbid media, 
were simulated in order to study the relation between the calculated speed distributions of 
moving particles and the simulated distribution using Monte Carlo simulations (Liebert et 
al., 2006). The Henyey-Greenstein phase function was used for the calculations and several 
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anisotropy factors of the medium were simulated (Liebert et al., 2006). The optical 
properties, µa, µ’s and refractive index n were set to 0.01 mm-1, 1 mm-1 and 1.4, respectively. 
A laser light source of 780 nm was used. The backscattered photons were collected in 
concentric ringshaped detector at 1 mm from the source and a concentration of 1% of 
moving scatterers was used for simulations. The theoretical background of single and multi-
scattering were presented, but it was validated by Monte Carlo simulations for single-
scattering, only. The calculated speed distribution of moving particles matched with the 
assumed simulated Gaussian distributions of the moving particles speeds (Liebert et al., 
2006).  
An algorithm for velocity resolved perfusion measurements, that characterizes the 
microvascular blood flow in three different velocities, was suggested by Larsson & 
Strömberg (2006). This algorithm was derived by fitting a set of predefined Monte Carlo 
simulated, single velocity spectra, to a measured, multiple velocity LDF spectrum, based on 
single Doppler scattering event. The proposed method yields three concentration 
measurements, each associated with a predefined, physiologically relevant, absolute 
velocity. A perfusion phantom with a microsphere solution (or diluted blood), and with 
single or double-tube flow was used for validation. A parabolic flow profile, with average 
flow velocity equal to the real flow velocity, was simulated using the two phantoms with 
different experimental setups. Mie theory was used for the microspheres scattering angle 
distribution and Gegenbauer kernel phase function was used for blood. This study showed 
that the LDF signal can be separated into, at least, three different velocity regions (Larsson & 
Strömberg, 2006). 
Another method based on Doppler power spectrum decomposition into a number of flow 
velocity components, measured in absolute units (mm/s), was proposed (Fredriksson et al., 
2006). With Monte Carlo simulations, the number of Doppler shifts, and the total Doppler 
shift, were recorded for each detected photon. From the simulated optical Doppler spectrum 
resulting from the detected photons, the Doppler power spectrum was calculated. The shift 
distributions thus obtained were used for measured, and calculated, spectra comparisons. 
With the simulated shift distribution, a Doppler power spectrum was calculated, originating 
from a certain combination of velocity components using a mathematical model. The non 
linear Levenberg-Marquardt optimization method was used to fit the calculated and the 
measured Doppler power spectra, giving the set of velocity components in the measured 
sample. Evaluation of the method was achieved with a multi-tube flow phantom, perfused 
with polystyrene microspheres infusion, or human blood. The results showed good velocity 
components estimations for low velocities and low concentrations of moving scatterers, but 
the opposite was found for high velocities and high concentrations. The reason for that was 
attributed to the physical characteristics of the phantom used (Fredriksson et al., 2006). 
A recent study (Binzoni et al., 2009) suggested a reinterpretation of the Monte Carlo 
simulation in order to obtain more information, relevant to LDF measurements. The authors 
suggested a method for photo-electric current determination in Monte Carlo simulations 
which will allow that any algorithm used in real LDF instrument could be tested and 
validated.  
Our research group is using Monte Carlo simulations in order to validate a new laser 
Doppler flowmeter prototype for depth flow discrimination in skin. This prototype uses 
different wavelengths (635, 785, and 830 nm) and different source-detector fibre distances (0, 
0.14, 0.25, and 1.2 mm). The prototype is evaluated, in vitro, in a phantom consisting of six 
layers of Teflon® microtubes (with 0.3 and 0.76 mm inner and outer diameter, respectively). 
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Skimmed milk is used as the moving fluid (Figueiras et al., 2010). Milk has been chosen 
because it has various components that act as scatterers (carbohydrates, fat, and protein). 
Moreover, it does not sediment like microspheres, and it has similar behaviour to intralipid 
solutions (Waterworth et al., 1995). Finally, milk is easier for handling than blood and, 
besides, it is cheaper. However, as milk is unstable, we use the same solution of milk for one 
day only. Milk is pumped in the microtubes with a motorized syringe with different 
velocities: 1.56, 3.12, 4.68, 6.25, 7.78, and 9.35 mm/s. The prototype will also be evaluated, in 
vivo, in healthy human subjects. Real measurements and simulations will then be compared. 
For the three wavelengths and for the four different source-detector fibre separations, LDF 
simulations are carried out with a skin model similar to the one proposed by Fredriksson et 
al. (2009), and with the phantom. For the skin layers, µa is set equal to 0.15, 0.1, and 
0.0122 mm-1, for 635, 785, and 830 nm, respectively. µs is set equal to 20, 13, and 18 mm-1 for 
635, 785, and 830 nm, respectively. Regarding the blood optical properties, µa is set equal to 
0.34, 0.5, and 0.52 mm-1, for 635, 785, and 830 nm, respectively, and µs is set equal to 16, 13, 
and 11 mm-1 for 635, 785, and 830 nm, respectively. Concerning the phantom simulations 
with a 635 nm laser source, the refractive index for milk is 1.346, µa and µs are 0.00052 and 
52 mm-1, respectively. For the tubes, the refractive index is 1.367, µa and µs are equal to 0.001 
and 167 mm-1, respectively. The software used was developed by de Mul (1995). The mean 
photon Doppler shifted depths obtained for the modelled skin and for the phantom are 
presented in Figure 9. For skin simulations, it can be seen that the mean Doppler-shifted 
photon depth increases with the fibre source-detector separation and with the laser 
wavelength. The results obtained for skin are similar to the ones obtained by Fredriksson et 
al. (2009). The results obtained for the phantom are higher when compared with skin 
simulated results. We can explain these differences by the physical structure of the phantom 
that is different from the physical structure of the skin. Moreover, the phantom optical 
properties are different from the ones of simulated skin. Figure 10 shows a software window 
with the power spectrum obtained in the phantom for a wavelength of 635 nm and for 
different velocities: 7.78 mm/s (light green); 6.25 mm/s (red), 4.68 mm/s (pink); 3.12 mm/s 
(green) and 1.56 mm/s (blue). The spectra were taken with a 1.2 mm source detector 
separation. As it was expected the power spectrum increases with the velocity. 
The mentioned works prove the great importance of Monte Carlo simulations applied to 
LDF measurements.  
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Fig. 9. Mean photon Doppler shifted depths obtained in skin simulations for different 
wavelengths: 635 nm (blue curve) with µa and µs equal to 0.15 and 20 mm-1, respectively for 
skin layers, and with µa and µs equal to 0.34 and 16 mm-1, respectively for blood; 
785 nm (green curve) with µa and µs equal to 0.1 and 13 mm-1, respectively for skin layers, 
and with µa and µs equal to 0.5 and 13 mm-1, respectively for blood; and 830 nm (red curve) 
with µa and µs equal to 0.0122 and 18 mm-1, respectively for skin layers, and with µa and µs 
equal to 0.52 and 11 mm-1, respectively for blood. Phantom simulations are also shown for 
635 nm with milk pumped at 1.56 mm/s with µa and µs equal to 0.00052 and 52 mm-1, 
respectively for milk, and equal to 0.001 and 167 mm-1, respectively for the tubes. Different 
source-detector separations (0, 0.14, 0.25 and 1.2 mm) are used.  
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Fig. 10. Software window (software from de Mul, see www.demul.net/frits) showing the 
power spectrum obtained with a 635 nm laser source, in the phantom, for different velocities 
(light green: 7.78 mm/s; red: 6.25 mm/s, pink: 4. 68 mm/s, green: 3.12 mm/s and blue: 1.56 
mm/s) and for 1.2 mm source-detector separation. 
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