In this work, we propose several improvements of the inverse compositional algorithm for parametric registration. We propose an improved handling of boundary pixels, a different color handling and gradient estimation, and the possibility to skip scales in the multiscale coarseto-fine scheme. In an experimental part, we analyze the influence of the modifications. The estimation accuracy is at least improved by a factor 1.3 while the computation time is at least reduced by a factor 2.2 for color images.
Introduction
Image alignment is one of the most widely used techniques in computer vision. The objective of parametric motion estimation methods is to find the global transformation that puts in correspondence the pixels of two images. An accurate and efficient estimation is important in problems such as optical flow estimation, object tracking, video stabilization, image stitching or 3D reconstruction. The task is difficult because it deals with problems like occlusions, noise, local brightness changes or spurious motions. Methods can be classified into intensity-based and feature-based. Intensity-based methods
The Inverse Compositional Algorithm for Parametric Registration
Let M, N, C be three positive integers. Define the spatial domain Ω = Ω M,N = {0, . . . , M − 1} × {0, . . . , N − 1}. Let I 1 and I 2 be two images of size M × N with C channels (e.g. C = 1 for grayscale images and C = 3 for color images). The channels are handled so that, for x ∈ Ω, I 1 (x) = (I
1 (x), . . . , I
1 (x)) T ∈ R C is a vector of length C. The motion between the two images is assumed to be representable by a parametric motion model. Denote by Ψ(·; p) : R 2 → R 2 the transformation parametrized by p ∈ R n . The parametric motion estimation problem is to find a motion parameter p such that ∀x ∈ Ω, I 1 (x) I 2 (Ψ(x; p )) .
(
There is in practice no equality in (1) because, for instance, images contain noise and occlusions may occur. In addition, the motion model in general only approximates the real motion.
Additional hypotheses. In order to apply the inverse compositional algorithm, additional hypotheses are made on the set of transformations {Ψ(·; p), p ∈ R n } and its parametrization.
1. The motion parameter p = 0 corresponds to the identity transformation, i.e. Ψ(x; 0) = x for all x ∈ R 2 .
2. The set of transformations has a group structure under composition of functions.
3. For all x ∈ R 2 , the function p ∈ R n → Ψ(x; p) is differentiable at p = 0.
Transform n Parameters -p Matrix -H(p) Jacobian -J(x, y) Table 1 lists the typical planar transformations and provides examples of parametrization. An example of images related by an homographic transformation is shown in Figure 1 .
The inverse compositional algorithm tries to solve the parametric motion problem with an iterative scheme. Firstly, we start by introducing the mathematical construction on which the algorithm relies on. Secondly, we detail the inverse compositional algorithm along with all its parameters. Then, we discuss the influence of the error function. Finally, we present the coarse-to-fine multiscale approach.
Mathematical Construction
A good candidate for the parameter p * in (1) is a minimizer of the energy
where ρ : R + → R + is an increasing and derivable function called the error function whose influence is discussed in Section 2.3. As there is in general no explicit expression for computing a minimizer, it is approximated using an iterative scheme.
At a given step j ≥ 1, the idea of the inverse compositional algorithm is to refine the current estimated transformation Ψ(·; p j−1 ) with an inverted incremental transformation (hence the name of the algorithm) Ψ(·; ∆p j ) −1 , i.e., Ψ(·; p j ) = Ψ(·; p j−1 ) • Ψ(·; ∆p j ) −1 .
The ideal choice for the increment ∆p j would be a minimizer of the incremental energy ∆p ∈ R n → E 1 (∆p; p j−1 ) = x∈Ω ρ I 2 (Ψ(x; p j−1 )) − I 1 (Ψ(x; ∆p)) 2 ,
as it would give p j = p with (3) under the assumption that (1) holds. But, as for the original energy E 0 , such a minimizer cannot be computed and can only be approximated. Therefore the energy E 1 is approximated as follows using two successive first order Taylor expansions. Let x ∈ Ω.
First approximation. A first order Taylor expansion of the function ∆p ∈ R n → I 1 (Ψ(x; ∆p)) around 0 gives I 1 (Ψ(x; ∆p)) I 1 (x) + ∇I
where
is the Jacobian matrix of the model at x and ∇I 1 (x) = ∂I 1 ∂x (x),
T ∈ M 2,C is the gradient of I 1 at x. The Jacobian matrices J of some typical planar transformations can be found in Table 1 . For C > 1, ∇I 1 actually corresponds to the transposed of the Jacobian matrix of I 1 but to simplify we keep the gradient notation. Let us set
and denote DI the difference image defined by DI(x) = DI(x; p j−1 ) = I 2 (Ψ(x; p j−1 )) − I 1 (x) ∈ R C .
Using (5) in (4), we define the approximated incremental energy
Second approximation. A first order Taylor expansion of the function t ∈ R → ρ( DI(x)
Using the expansion
and t = −2∆p (10), we obtain the approximation
To simplify we denoteρ (x) =ρ (x; p j−1 ) = ρ ( DI(x) 2 ) ∈ R + . We define the Hessian matrix H ∈ M n and the vector b ∈ R n by
Using (12), we define a second approximated incremental energy
Assuming that this quadratic form is non-degenerate (i.e. that the symmetric matrix H is positive definite), we define the increment ∆p j as its unique minimizer that is given by
Algorithm
In practice, the gradient of I 1 is estimated using the central differences scheme, i.e. for x = (x, y) ∈ Ω,
The difference image DI defined in (8) requires the values I 2 (Ψ(x; p j−1 )), which are computed by bicubic interpolation [7] . Neumann boundary conditions are adopted for both, the gradient estimation, and the interpolation. As in [17] , when I 2 (Ψ(x; p j−1 )) has to be evaluated outside of the
its values are arbitrarily set to 0. This may be useful for simulated images as the one shown in Figure 1 but it is not adapted to real data. In Section 3.2 we discuss the impact of this choice and propose a strategy to avoid introducing bias. Given an initialization p 0 ∈ R n , the p j 's can be computed using (3) and (16) , and are expected to be close to a minimizer of the original energy E 0 after enough iterations. The iterations are stopped as soon as the increment ∆p j is small enough. More precisely, for a given threshold > 0, the stopping criterion is ∆p j ≤ .
Because the sequence (p j ) j∈N is not guaranteed to converge, a maximum number of iterations j max is also set. When the error function ρ depends on a threshold parameter we adjust it during the iterations as explained in Section 2.3. The one-scale inverse compositional algorithm is shown in Algorithm 1. This algorithm is an improvement of the Lucas-Kanade method [11] since at each step of the incremental refinement it solves an equivalent minimization problem but more efficiently [2] . As ∇I 1 , G, and G T G do not depend on p j−1 they are precomputed before the incremental refinement. The Hessian H can also be precomputed for the L2 error function (see Section 2.3). Note that precomputing is memory greedy and may be replaced by in-place computations. For instance the precomputation of G T G requires to store n 2 M N values. In addition, the gradient of the reference image is not interpolated during the incremental refinement.
Note that contrast change may deteriorate the algorithm performance since it is not taken into account in (1) . It can be handled by equalizing the input image contrasts, for instance using the Midway Image Equalization algorithm [8] . (17) and (18) using central differences with constant boundary condition. 2 Compute the Jacobian matrix J as in (6) (see Table 1 for typical planar transformations).
// Incremental refinement 5 Initialize p 0 = p and j = 1.
Compute I 2 (Ψ(x; p j−1 )) by bicubic interpolation with constant boundary condition.
13
Update the threshold parameter of the error function ρ as explained in Section 2.3.
14 Computeρ = ρ ( DI 2 ).
15
Compute the vector
16
Compute the Hessian H = x∈Ωρ (x) · G(x) T G(x) and invert it.
17
Compute ∆p
20 until j > j max or ∆p j−1 ≤ ; 21 Return p = p j .
Error Function
The influence of the error function ρ on the model estimation is only determined by its variations, i.e., its derivative ρ through the weighting by ρ ( DI(x) 2 ) in (13) and (14) . In theory, any increasing and derivable function can be chosen as the error function but in the following we only consider the L2 error function, for which the computations are simplified, and the robust error functions, for which the model estimation is robust to outliers. Note that the method can be extended to error functions that are derivable almost everywhere by arbitrarily choosing a representative of the derivative. In particular, it allows to use the truncated L2 error function.
L2 error function. The error function originally considered in [2] was the identity function ρ(s) = s, which results in an L2 error in (2) . It has the advantage of having a constant derivative ρ = 1 so that the Hessian H, defined in (13) , and its inverse can be precomputed before the incremental refinement. Another theoretical advantage is that in Section 2.1 only one first order Taylor expansion is necessary and E 2 = E 3 . However, as it gives the same weight to every pixel, the model estimation is not robust to outliers.
Robust error function. We call robust error function [1, 17] an error function that reduces the influence of high errors in the model estimation. Typically, it is the case when ρ is bounded and ρ (s) −→ s→+∞ 0. The model estimation using a robust error function is more robust to outliers because they have less influence. In particular, it allows to deal with problems like occlusions, noise, local brightness changes or spurious motions. Typical robust error functions considered in [17] are given in Table 2 . Note that they all depend on a threshold parameter λ > 0, which controls the variation of the error function, i.e., the influence of outliers. A small value limits the influence of pixels with a high error while a large value means that all the pixels tend to have the same weighting.
Selection of the threshold parameter. In Algorithm 1, when the error function depends on a threshold parameter that is not specified by the user, it is initialized with a large value λ 0 and then geometrically reduced during the incremental refinement. This strategy successively reduces the influence of outliers, which are gradually eliminated. In practice, at step j of the incremental refinement we use the parameter λ j = max(0.9 j λ 0 , 5), where λ 0 = 80.
Coarse-to-fine Multiscale Approach
The two approximations in Section 2.1 are only valid under the assumption that ∆p is small. Therefore, in order to estimate large displacements, a coarse-to-fine multiscale approach is used.
Gaussian pyramid of an image. Let I be an image, N scales be the number of scales in the pyramid and η ∈ (0, 1) be the downsampling factor. For s ∈ {0, . . . , N scales − 1} we note I s the image of the pyramid at scale s. The Gaussian pyramid is recursively computed for s = 1 to N scales − 1 from I 0 = I by
In order to avoid aliasing and to reduce the noise, the images are smoothed with a Gaussian kernel of standard deviation
where σ 0 = 0.6 is found empirically in [12] . After the convolution (which is computed by applying a discrete kernel with finite support and using the whole-symmetric boundary condition [7] ), the images are resampled using bicubic interpolation with a step 1 η
. In practice, the number of scales N scales is adjusted so that the coarsest scale image is greater than 32 pixels in the shortest dimension. Thus, the maximal number of scales is
Coarse-to-fine approach. The estimation of the motion between I 1 and I 2 using the multiscale approach is done as follows. First, the two Gaussian pyramids (I s 1 ) 0≤s≤N scales −1 and (I s 2 ) 0≤s≤N scales −1 are computed as explained in the previous paragraph. Assuming that the images share a large common part, the motion is initialized at the coarsest scale s = N scales − 1 as p N scales −1 = 0 (i.e., the identity transformation) and is estimated using the one-scale inverse compositional algorithm (Algorithm 1). Then the estimation is refined in the following finer scales. To transfer the motion parameter p s at scale s to the motion parameter p s−1 at scale s − 1, the transformation is updated according to the parametrization. Update rules for the parametrizations of planar transformations proposed in Table 1 are presented in Table 3 . The multiscale inverse compositional algorithm is shown in Algorithm 2. Compute p s−1 from p s by zoom of factor η (see Table 3 for typical planar transformations).
Geman & McClure
s 2 s 2 +λ 2 λ 2 (s 2 +λ 2 ) 27 Return p = p 0
Modifications of the Inverse Compositional Algorithm
In this section we propose simple modifications to the inverse compositional algorithm that allow to improve its performance and precision. These improvements are experimentally verified in Section 4.
Grayscale Conversion
Assume that I 1 and I 2 are color images (i.e. C = 3). We consider a classical alternative for color handling, which consists in averaging the channels to obtain a grayscale image. This is valid since the motion is the same for all the channels. This divides by 3 the number of input pixels and by √ 3 1.7 the noise level. As we will see in Section 4.2.2, there is no clear advantage of using color over grayscale images. Since operating on grayscale images implies less computations, we use it.
Boundary Handling by Discarding Boundary Pixels
Even though it concerns a relatively small amount of pixels, the handling of boundary pixels has a significant impact on the performance of the algorithm. To estimate ∇I 1 (x) at a pixel x close to the boundary of Ω, an arbitrary extension of the domain is needed (constant extension in Algorithm 1 and whole-symmetric extension in Section 3.3). Also the evaluation of I 2 (Ψ(x; p j−1 )) by bicubic interpolation requires an arbitrary extension for position Ψ(x; p j−1 ) that fall close to the boundary
. Therefore, during the motion estimation the boundary pixels are more likely to have incorrect gradient estimates, which deteriorate the performance of the algorithm. When a robust error function is used, the influence of these boundary effects is lessened but is still noticeable.
The handling proposed in [17] , and used in Algorithm 1, only avoids the interpolation of values outside of the image domain. Let x ∈ Ω such that Ψ(x; p j−1 ) falls outside of the domain [0,
. Then, the value I 2 (Ψ(x; p j−1 )) is set to 0. This strategy is only adapted to synthetic
. Ω is the spatial domain where I 1 and I 2 are defined. Ω δ represents the pixels at distance at least δ of the boundary of Ω. Pixels outside of Ω δ are discarded to avoid incorrect gradient estimations.Ω δ is the continuous domain corresponding to the convex hull of Ω δ . The continuous domain Ψ −1 (Ω δ ; p) represents the points whose images by Ψ(·; p) belong toΩ δ . Pixels outside of Ω ∩ Ψ −1 (Ω δ ; p) are discarded to avoid incorrect interpolations. Finally, pixels outside of the gray area are discarded and the computations are made on the pixels of
images where pixels outside the domain are set to 0 during the resampling (see example in Figure 1 ). Otherwise, as in general I 1 (x) has no reason to be close to 0, the model error at x is likely to be high.
Discarding boundary pixels. We propose an alternative strategy that handles all boundary pixels without introducing outliers. It consists in discarding boundary pixels from the sums in the energies introduced in Section 2.1. Note that it has the advantage of reducing the complexity of the algorithm. More precisely, let δ be a non-negative integer and define for p ∈ R
Ω δ represents the pixels at distance at least δ of the boundary of Ω. Pixels outside of Ω δ are discarded to avoid incorrect gradient estimations.Ω δ is the continuous domain corresponding to the convex hull of Ω δ . The continuous domain Ψ −1 (Ω δ ; p) represents the points whose images by Ψ(·; p) belong toΩ δ . Pixels outside of Ω ∩ Ψ −1 (Ω δ ; p j ) are discarded to avoid incorrect interpolations. Finally, the computations are made on the pixels of Figure 2 an example of domain Ω δ,p . At step j of the incremental refinement, the boundary pixels are assumed to be located in Ω \ Ω δ,p j−1 . Boundary pixels are discarded by replacing Ω by Ω δ,p j−1 in the sums of the energies of Section 2.1. Equivalently it comes back to applying the mask 1 Ω δ,p j−1 (x). Consequently, the increment ∆p j is given by
Gradient Estimation on a Prefiltered Image
In Algorithm 1, the gradient ∇I 1 is estimated using the central differences scheme defined by (17) and (18) . In [15] , it was shown that the shift estimation with inverse compositional based-methods can be improved by using other gradient estimators. In particular, the shift estimation becomes more robust under noise. We extend this study to the general context of parametric motion estimation.
Smoothing the input image I 1 reduces its noise and its aliasing, which may lead to a better gradient estimation. Therefore, during the incremental refinement, we do not estimate directly the gradient of I 1 but we replace I 1 and I 2 by prefiltered versionsĨ 1 andĨ 2 and estimate the gradient ∇Ĩ 1 . In order to be compatible with the gradient, the difference image DI is replaced by a prefiltered difference imageDI. Both the gradient estimation and the prefiltering are computed by applying separable kernels. More precisely, a gradient estimation method is determined by a pair of matched prefilter and derivative kernels (stored as vectors):
• the prefilter kernel k is symmetrical,
• the derivative kernel d, which is anti-symmetrical.
The prefilter is defined as k T * k while the horizontal and vertical gradient filters are defined respectively by d
T * k and k T * d. The prefiltered imageĨ 1 whose gradient is estimated is given bỹ
The gradient ∇Ĩ 1 is estimated by computing the partial derivative estimates
Note that computing the gradient estimation with (30) and (31) does not requireĨ 1 . However it is still computed along withĨ 2 in order to get the difference image during the incremental refinement. At step j, the prefiltered difference imageDI is given by
The convolutions with one-dimensional kernels are computed using the whole-symmetric boundary condition [7] . Let I be an image and k 1 and k 2 be two vectors. The filtering k T 2 * k 1 * I is computed by convolving each column of I with k 1 and then convolving each row of the result with k 2 .
All the considered gradient estimation kernels are shown in Table 4 . In practice the kernels k and d were designed simultaneously in order to verify given properties [20, 5] . Note that the central differences estimator corresponds to k = 1 and d = T so that there is no prefiltering required. In the following, when the central difference estimator is chosen, the gradient is computed as in Algorithm 1, i.e., with no prefiltering and the constant boundary condition.
First Scale of the Gaussian Pyramid
When dealing with low quality input images (i.e. noisy), skipping the finest scales in the Gaussian pyramid usually yields results similar to using all the scales in the multiscale algorithm 2. Indeed the images are smoothed during the construction of the Gaussian pyramid reducing noise, alias,
Gradient estimator
Sample number -2 -1 0 chromatic aberration, and zipper effects [10] . The motion estimation at coarser scales is less affected by the artifacts of the input images and the improvement at the finer scales can be negligible. Another advantage of not using the finest scales is that it significantly reduces the complexity of the algorithm. Because of its recursive construction the whole Gaussian pyramid has to be computed, but the motion estimation is only performed at the coarser scales. In order to select the first scale used in the Gaussian Pyramid, we introduce a new parameter s 0 ∈ {0, . . . , N scales − 1}. The modified multiscale approach only refines the motion estimation for the scales N scales − 1 to s 0 . Note that if s 0 ≥ 2, p 0 is computed from p s 0 −1 thanks to the update rule with zoom factor η s 0 −1 (see Table 3 ).
Modified Inverse Compositional Algorithm
Incorporating the proposed modifications to Algorithms 1 and 2, we obtain the modified inverse compositional algorithm. The one-scale and multiscale versions are respectively presented in Algorithms 3 and 4. The additional parameters are:
1. the non-negative integer δ for discarding boundary pixels (see Section 3.2), 2. the pair (k, d) of kernels for the gradient estimation and the prefiltering (see Section 3.3), 3 . the first scale s 0 ∈ {0, . . . , N scales − 1} used in the pyramid (see Section 3.4).
In addition, the user has to specify if the grayscale conversion of Section 3.1 is used.
Experiments
In this section, we evaluate experimentally the impact of the modifications proposed in Section 3 on the motion estimation performance and on the computation time. First, we describe the experimental setup and the error measure used to evaluate the performance on synthetic data. Then we study the influence of the modifications and show to what extent each of them improves the performance of the algorithm. Finally, we compare the non-modified and modified inverse compositional algorithms with a classic parametric motion estimation based on the SIFT keypoints and the RANSAC algorithm.
Algorithm 3: One-scale modified inverse compositional algorithm input : 
3 Compute the Jacobian matrix J as in (6) (see Table 1 for typical planar transformations).
// Incremental refinement 6 Initialize p 0 = p and j = 1.
Compute the domain Ω δ,p j−1 as in (25).
) by bicubic interpolation with constant boundary condition.
12
15
Compute the Hessian
19 until j > j max or ∆p j−1 ≤ ; 20 Return p = p j .
Algorithm 4:
Modified multiscale inverse compositional algorithm input :
If the grayscale conversion is specified by the user, replace I 1 and I 2 by the average of their channels. 2 Create a Gaussian pyramid of images I 
Compute p s−1 from p s by zoom of factor η (see Table 3 for typical planar transformations).
Compute p 0 from p s 0 −1 by zoom of factor η s 0 −1 (see Table 3 for typical planar transformations). 10 Return p = p 
Experimental Setup
To evaluate the performance of a motion estimation method we build, from a reference image, a sequence of noisy warped images whose transformations are known. The role of the reference and warped images is swapped in the estimation algorithm to avoid the accumulation of interpolation error. For each image, the error between the estimated transformation and the ground truth transformation is expressed in terms of end-point error. The mean of the error among the sequence gives an evaluation of the performance of the method.
End-point error. Let I 1 and I 2 be two images linked by a transformation parametrized by p . Let p be the estimated motion parameters provided by a given motion estimation method. The end-point error EPE(p, p )(x) at a pixel x ∈ Ω is defined by
It is the distance between the images of the estimated transformation and the ground truth transformation. The end-point error is a measure of the error that is commonly used in optical flow estimation [18, 19] . An example of end-point error field, i.e the image of end-point errors on Ω, is shown in Figure 3 . The average end-point error EPE(p, p ) is defined as the mean of the end-point errors EPE(p, p )(x) over the domain Ω, i.e.
Building the test sequence. As the error varies with the images, the transformations and the noise, we evaluate the performance of methods by considering the mean of the errors over a sequence of images, which is built as follows. Let I be a reference input image. We draw N images homographies parametrized by (p i ) 1≤i≤N images by randomly shifting the four corners of the domain Ω along both directions. The shifts are drawn independently and uniformly in [−L, L] for a given non-negative integer L. We build a sequence (I i ) 1≤i≤N images of warped images using bicubic interpolation (with whole-symmetric boundary condition), verifying I i = I(Ψ(·; p i )). Finally, we add Gaussian white noise of standard deviation σ to the reference image and the warped images. The role of the reference and warped images is swapped in the estimation algorithm to avoid the accumulation of interpolation error. In other words, we use I 1 = I i and I 2 = I. We compute the average error EPE i as in (34). The error of the method for the image I and the noise level σ, noted EPE to simplify, is evaluated as the mean
Note that this error is not deterministic since it depends on the transformations and the noise realizations.
Influence of the Modifications
In order to evaluate the influence of the modifications proposed in Section 3, we use the experimental setup described in Section 4.1. We introduce one by one the modifications to simplify the presentation of the results. It is a color image of size 584 × 388 taken from the Middlebury database [4] . The reference image
is an example of synthetic image related to I 2 by an homography and obtained by bicubic interpolation with whole-symmetric boundary condition. On the second and third line, the estimated motion p is obtained using either the inverse compositional algorithm or the modified inverse compositional algorithm. For the modifications we use δ = 5, the Farid 5 × 5 kernel estimator, the grayscale conversion and s 0 = 0. For both methods, the right image is actually the root mean square over the channels of the residual I 1 − I 2 (Ψ(·; p)), which is obtained by bicubic interpolation. Without modification, we have EPE=0.00460 and RMSE(I 1 (x), I 2 (Ψ(x; p))) = 0.042838. With modification, we have EPE=0.00022 and RMSE(I 1 (x), I 2 (Ψ(x; p))) = 0.001790.
We take as reference image I the image presented in Figure 3 , which is a color image of size 584 × 388 taken from the Middlebury database [4] . For all the experiments, the sequence of transformations used is the same and is obtained by taking N images = 1000 and L = 20. The noise level σ varies in {0, 3, 5, 10, 20, 30, 50}. In order to perform reliable comparisons, for a given noise level, the noisy images used are the same for all the methods. We use the following parameter values: η = 1 2 , = 0.001, j max = 30 and N scales = N max scales (see (22) ). The error functions used are the L2 and the Lorentzian functions, for which the threshold parameter varies during the incremental refinement as explained in Section 2.3. In order to study the performance of each method, we consider the end-point error (EPE) and the computation time. The displayed computation time corresponds to the CPU time used for the N images = 1000 motion estimations and is expressed in seconds. Note that it also corresponds to the average computation time per image in milliseconds. The experiments were made using an Intel(R) Xeon(R) CPU E5-2650 on a single thread.
Discarding Boundary Pixels
To analyze the influence of the boundary handling, we compare the results of the inverse compositional algorithm described in Section 2 and of the modified version that discards boundary pixels with δ ∈ {0, 5}. The gradient estimation is done using the central difference scheme, all scales are used and there is no grayscale conversion. Note that δ = 0 corresponds to the case where outside pixels are discarded during the interpolation (instead of setting the interpolated values to 0). Considering that, in the following, we use the gradient kernels of Table 4 and bicubic interpolation, the value δ = 5 is large enough to discard all boundary pixels.
The results are presented in Table 5 . It clearly shows that discarding boundary pixels always provides significantly better results in terms of precision and computation time. Discarding boundary pixels with δ = 5 provides slightly better results than with δ = 0 since it handles all the boundary pixels and not only outside pixels during the interpolation (which introduce more error than inside boundary pixels). By discarding boundary pixels, the incremental refinement is not perturbed by arbitrarily introduced outliers so that it has the following consequences.
On the precision. The precision of the estimated model is increased by a factor ranging from 3.7 to 780 for the L2 function and from 1.4 to 22 for the Lorentzian function. Since the robust error functions handle more correctly the outliers, the precision improvements are less important for the Lorentzian error function than for the L2 function. The improvement factor decreases as the noise level increases i.e. as the noise becomes the main source of estimation error. This explains why the ranges of improvement factor are large.
On the computation time. The computation time is divided by a factor ranging from 1.1 to 2 for the L2 function and from 1.1 to 2.4 for the Lorentzian function. At each step the incremental refinement complexity is lessened but it is not sufficient to explain such a reduction. The main reason is that less iterations are required to converge since the incremental refinement does not try to fit the model with the outliers. Globally the improvement factor tends to decrease with the noise level.
Finally, because it improves the precision and the computation time, we strongly recommend to discard boundary pixels with δ = 5. It is done in the following experiments.
Color Handling
To analyze the influence of the grayscale conversion, we compare the results of the modified inverse compositional algorithm with and without grayscale conversion. Boundary pixels are discarded with δ = 5, the gradient estimation is done using the central differences scheme and all scales are used. Table 5 : Influence of the boundary handling. Comparison between the inverse compositional algorithm presented in Section 2 (noted IC) and the modified inverse compositional algorithm that discards boundary pixels with δ = 0 and δ = 5. The gradient estimation is done using the central difference scheme, all scales are used and there is no grayscale conversion. It clearly shows that discarding boundary pixels always provides significantly better results in terms of precision and computation time. The gain is less and less important as the noise level increases.
The results are presented in Table 6 . By using the grayscale conversion the computation time is reduced by a factor ranging from 1.4 to 2.6. Indeed, a reduction was expected since the input number of channels is divided by 3. For large noise value the reduction is globally more important because the input noise is divided by √ 3. For the precision, the results are similar but the grayscale conversion provides the best results for large noise values.
Note that the precision is similar as long as the main structures of the image are preserved by the grayscale conversion. This behavior is confirmed by the experiments presented in Appendix A where additional images were used. On the other hand, we have introduced independent Gaussian noise in each channel, which may not be realistic. For a real image the noise reduction due to the grayscale conversion may not be so important. Nevertheless, we recommend the use of the grayscale conversion because it is much faster and the difference in precision is usually not remarkable.
Gradient Estimation on a Prefiltered Image
To analyze the influence of the gradient estimation, we compare the results of the modified inverse compositional algorithm using each one of the gradient kernels of Table 4 . Boundary pixels are discarded with δ = 5, all scales and the grayscale conversion are used.
The results are presented in Table 7 for the L2 error function and in Table 8 for the Lorentzian error function. The results analysis is not as simple as for the boundary handling influence and the color handling. In general, all the estimators provide similar results in terms of precision (except for the hypomode estimator that gives worse results). However, the central differences estimator provides slightly better results for small noise level, while the Farid 3 × 3 and 5 × 5 estimators [5] are better for larger noise levels. The main difference between the gradient estimators lies in the computation time. For low noise levels the computation times are similar but for large noise levels the Farid 5 × 5 estimator provides significantly better results.
In general, computing the gradient on a prefiltered image provides a gradient estimation more Table 6 : Influence of the color handling. Boundary pixels are discarded with δ = 5, the gradient estimation is done using the central differences scheme and all scales are used. By using the grayscale conversion the computation time is reduced by a factor ranging from 1.4 to 2.6. Indeed, a reduction was expected since the input number of channels is divided by 3. For large noise value the reduction is globally more important because the input noise is divided by √ 3. For the precision, the results are similar but the grayscale conversion provides the best results for large noise values.
robust to noise. In addition, the prefiltered images contain less aliasing and the interpolated values are computed more precisely. Finally, it allows for a faster convergence of the incremental refinement and a more precise motion estimation. Therefore, in the following we use the Farid Table 7 : Influence of the gradient estimator (L2 error function). Comparison of the modified inverse compositional algorithm using the L2 error function and each one of the gradient kernels of Table 4 . Boundary pixels are discarded with δ = 5, all scales and the grayscale conversion are used. In general, all the estimators provide similar results in terms of precision (except for the hypomode estimator that gives worse results). However, the central differences estimator provides slightly better results for small noise level, while the Farid 3 × 3 and 5 × 5 estimators are better for larger noise levels. For low noise levels the computation times are similar but for large noise levels the Farid 5 × 5 estimator provides significantly better results. Table 4 . Boundary pixels are discarded with δ = 5, all scales and the grayscale conversion are used. In general, all the estimators provide similar results in terms of precision (except for the hypomode estimator that gives worse results). However, the central differences estimator provides slightly better results for small noise level, while the Farid 3 × 3 and 5 × 5 estimators are better for larger noise levels. For low noise levels the computation times are similar but for large noise levels the Farid 5 × 5 estimator provides significantly better results.
Central Differences Hypomode
Farid 3 × 3 Farid 5 × 5 Gaussian 3 Gaussian 6 σ =
First Scale in the Gaussian Pyramid
To analyze the influence of the first scale s 0 used in the Gaussian pyramid, we compare the results of the modified inverse compositional algorithm using s 0 ∈ {0, 1, 2, 3}. Boundary pixels are discarded with δ = 5, the Farid 5 × 5 gradient estimator and the grayscale conversion are used. The results are presented in Table 9 for the L2 error function and in Table 10 for the Lorentzian error function.
Evolution with the number of skipped scales s 0 . As expected, the precision and the computation time both decrease with s 0 , i.e. the number of scales skipped. There is a trade-off between precision and speed. By comparing the evolution between the column s 0 and s 0 + 1 we notice that it is less and less interesting to remove scales. Indeed, the decreasing factor for the computation time decreases with s 0 while the increasing factor for the estimation error increases with s 0 . Therefore it is reasonable to only consider s 0 ∈ {0, 1}.
Evolution with the noise level σ. As σ increases, it is more and more interesting to skip the finest scale, i.e. to take s 0 = 1. Indeed, the decreasing factor for the computation time increases with σ while the increasing factor for the estimation error decreases with σ. For large values of σ, the estimation error is similar for s 0 = 0 and s 0 = 1 while the computation time is divided by a factor up to 2.3 for the L2 function and 4.4 for the Lorentzian function.
Finally, we recommend to use s 0 ∈ {0, 1} with a choice depending on the context of application and the aim of the user (precision or speed). Table 9 : Influence of the first scale s 0 used in the Gaussian pyramid (L2 error function). Boundary pixels are discarded with δ = 5, the Farid 5 × 5 gradient estimator and the grayscale conversion are used. The precision and the computation time both decrease with s 0 . There is a trade-off between precision and speed. By comparing the evolution between the column s 0 and s 0 + 1 we notice that it is less and less interesting to remove scales. As the noise level σ increases, it is more and more interesting to skip the finest scale, i.e. to take s 0 = 1. For large values of σ, the estimation error is similar for s 0 = 0 and s 0 = 1 while the computation time is divided by a factor up to 2.3. Table 10 : Influence of the first scale used in the Gaussian pyramid (Lorentzian error function). Boundary pixels are discarded with δ = 5, the Farid 5 × 5 gradient estimator and the grayscale conversion are used. The precision and the computation time both decrease with s 0 . There is a trade-off between precision and speed. By comparing the evolution between the column s 0 and s 0 + 1 we notice that it is less and less interesting to remove scales. As the noise level σ increases, it is more and more interesting to skip the finest scale, i.e. to take s 0 = 1. For large values of σ, the estimation error is similar for s 0 = 0 and s 0 = 1 while the computation time is divided by a factor up to 4.4.
Summary of the Improvements
The study of the modifications proposed previously can be summarized as follows:
• Boundary pixels must be discarded with δ = 5.
• The grayscale conversion must be used for high noise level and should be used in general since the eventual loss in precision is negligible with respect to the gain in speed.
• The central differences and the Farid 5 × 5 gradient estimators provide similar results. But the Farid 5 × 5 estimator is prefered because it is more robust to noise.
• Discarding the finest scale, i.e. taking s 0 = 1, allows for a significant speed up of the motion estimation with a moderate loss of precision, which decreases with the noise level.
Using these recommended modifications:
• Using s 0 = 0. The computation time is at least reduced by a factor 2.2. The estimation accuracy is at least improved by a factor 5 for the L2 function and 1.3 for the Lorentzian function.
• Using s 1 = 1. The computation time is at least reduced by a factor 3.4. For the L2 function, the estimation accuracy is at least improved by a factor 3.4. For the Lorentzian function the estimation accuracy is at most reduced by a factor 0.6.
Comparison with a SIFT+RANSAC Based Algorithm
In order to put in perspective the performance of the proposed modified inverse compositional algorithm, it is compared with a classical feature-based motion estimation algorithm. It uses as features the SIFT keypoints [9, 16] and estimates the model with a RANSAC algorithm [6] . Note that the grayscale conversion is used. A similar algorithm can be found in [14] . For the comparison, we consider the SIFT+RANSAC algorithm, the inverse compositional (IC) algorithm described in Algorithm 2 and the modified inverse compositional (mIC) algorithm. For the modifications we follow the recommendations of Section 4.2.5, i.e., we discard boundary pixels with δ = 5 and use the Farid 5 × 5 kernel estimator, the grayscale conversion and s 0 ∈ {0, 1}.
Synthetic Data
First we compare the algorithms using the same experimental setup and synthetic data as in Section 4.2. The results are presented in Table 11 .
On the computation time. The inverse compositional algorithm, modified or not, is faster than the SIFT+RANSAC algorithm. The computation time increases with the noise level while it decreases for the SIFT+RANSAC algorithm. Using s 0 = 0, the mIC algorithm is 5.6 to 11 times faster for the L2 function and 3 to 8.6 times faster for the Lorentzian function. Using s 0 = 1, the mIC algorithm is 13 to 17 times faster for the L2 function and 13 to 18 times faster for the Lorentzian function.
On the precision. The IC algorithm is in general more accurate than the SIFT+RANSAC algorithm (except when using the L2 function for low noise levels because of the incorrect boundary handling). On the opposite, the mIC algorithm always clearly outperforms the SIFT+RANSAC algorithm and in particular for high noise levels. The precision is 14 to 130 times better for s 0 = 0 and 7 to 31 times better for s 0 = 1.
General remarks on the experiments. We observed that the behavior of the algorithm for other reference images is similar to the reported results. However the improvement factors may differ with the input images. Also, we noticed that in the context of low quality input images the precision may be better while using s 0 = 1.
In our tests the reference and warped images are linked with moderate deformations without occlusion nor contrast change. For larger deformations, the inverse compositional based algorithms may be outperformed by feature-based methods. The occlusions highly increase the error for the L2 error function but are well handled by the robust error functions.
L2
Lorentzian SIFT+R IC mIC s 0 = 0 mIC s 0 = 1 IC mIC s 0 = 0 mIC s 0 = 1 Table 11 : Comparison of motion estimation methods: SIFT+RANSAC (SIFT+R), inverse compositional (IC) algorithm described in Algorithm 2 and the modified inverse compositional (mIC) algorithm with s 0 ∈ {0, 1}. The mIC algorithm discards boundary pixels with δ = 5 and uses the Farid 5 × 5 kernel estimator and the grayscale conversion. The inverse compositional algorithm, modified or not, is always faster than the SIFT+RANSAC algorithm. The computation time increases with the noise level while it decreases for the SIFT+RANSAC algorithm. The IC algorithm is in general more accurate than the SIFT+RANSAC algorithm (except using the L2 function for low noise levels because of the incorrect boundary handling). On the opposite, the mIC algorithm always clearly outperforms the SIFT+RANSAC algorithm and in particular for high noise levels.
Real Data
Secondly, we compare the methods on two images taken from the "Lunch Room" sequence of the PASSTA Dataset [13] . Between the acquisitions, the camera was rotated around its optical center so that the images are linked by an homography. The images I 1 and I 2 , of size 2048 × 2048 and stored in the JPEG format, are displayed in Figure 4 . For the IC and mIC algorithms, we only use the Lorentzian error function. Since the real motion p is unknown, the end-point error cannot be computed. Let denote by p the estimated motion by a given method. The algorithm precision is indirectly evaluated by considering the residual I 1 − I 2 (Ψ(·; p)), which is computed by bicubic interpolation. The root mean square over the channels of the residuals are displayed in Figure 5 . The residuals are inevitably corrupted by JPEG artifacts, noise and interpolation error. The JPEG artifacts and noise are noticeable on flat areas. The interpolation error is localized at discontinuities and can be confounded with the consequence of a bad registration. The SIFT+RANSAC residual has significantly higher values than the IC and mIC residuals. In particular, at the top-right corner of the image (refrigerator edge) the registration is not precise enough. It can be explained by the low density of SIFT keypoints in this zone. The mIC s 0 = 0 residual is slightly lower than the IC and mIC s 0 = 1 residuals on average but more importantly on the image discontinuities, which is interpreted as a better motion estimation. By replacing the real motion p by an estimated motion in the end-point error definition in (33), we define the end-point difference between two motions. It allows for a comparison of the estimated motions. The end-point difference fields between the mIC s 0 = 0 and the three other methods are shown in Figure 6 . The mIC s 0 and SIFT+RANSAC results are considerably different. On average, the end-point difference is greater than 0.5 pixel. They mainly differ at the top-right corner of the image, where the SIFT+RANSAC residual is higher. The mIC s 0 = 0 and mIC s 0 = 1 mainly differ at the top-left corner of the image. The average end-point difference of 0.15 pixel is not negligible. The finest scale must be used to achieve sufficient precision. The IC and mIC s 0 results are closer but still significantly different. On average, the end-point difference is greater than 0.05 pixel. They mainly differ at the boundaries of the domain, which is a consequence of the different boundary pixels handling but also of the images content.
The estimated motions are computed in respectively 39, 42, 18 and 2 seconds for the SIFT+RANSAC, IC and mIC algorithms. The IC algorithm is slower because at each scale the incremental refinement requires a large amount of iterations. For the mIC algorithm it is the case only for the finest scale. It explains why not using the finest scale divides the computation time by 9. ·; p) ), which is computed using bicubic interpolation. The first value between parentheses is the RMSE between I 1 and I 2 (Ψ(·; p)). The second value is the computation time expressed in seconds. The residuals are inevitably corrupted by JPEG artifacts, noise and interpolation error. The JPEG artifacts and noise are noticeable on flat areas. The interpolation error is localized at discontinuities and can be confounded with the consequence of a bad registration. The SIFT+RANSAC residual has significantly higher values than the IC and mIC residuals. In particular, at the top-right corner of the image (refrigerator edge) the registration is not precise enough. It can be explained by the low density of SIFT keypoints in this zone. The mIC s 0 = 0 residual is slightly lower than the IC and mIC s 0 = 1 residuals on average but more importantly on the image discontinuities, which is interpreted as a better motion estimation. Figure 6 : Example of end-point difference fields on real data. The value between parentheses is the average end-point difference. The mIC s 0 and SIFT+RANSAC results are considerably different. On average, the end-point difference is greater than 0.5 pixel. They mainly differ at the top-right corner of the image, where the SIFT+RANSAC residual is higher. The mIC s 0 = 0 and mIC s 0 = 1 mainly differ at the top-left corner of the image. The average end-point difference of 0.15 pixel is not negligible. The finest scale must be used to achieve sufficient precision. The IC and mIC s 0 results are closer but still significantly different. On average, the end-point difference is greater than 0.05 pixel. They mainly differ at the boundaries of the domain, which is a consequence of the different boundary pixels handling but also of the images content.
We detailed the inverse compositional algorithm and proposed to modify it with a correct boundary handling, the grayscale conversion, a more robust gradient estimation applied to a prefiltered image and by skipping scales in the multiscale coarse-to-fine scheme. Discarding boundary pixels is the main source of improvement and must always be done. In general, we recommend to discard boundary pixels with δ = 5 and to use the grayscale conversion and the Farid 5 × 5 gradient estimator. With these settings, the estimation accuracy is at least improved by a factor 1.3 while the computation time is at least reduced by a factor 2.2 when all the scales are used and by a factor 3.4 when the finest scale is not used. For moderate transformations, the modified algorithm outperforms the classical feature-based methods using the SIFT keypoints and the RANSAC algorithm.
For low quality images, for instance because of noise, using the Farid 5 × 5 gradient estimator and the grayscale conversion provides the best results. For high quality images, using the central differences gradient estimator without grayscale conversion may provide slightly better results. When efficiency is preferred over accuracy, the grayscale conversion must be used and the finest scale must be skipped.
A Influence of the Color Handling
In Section 4.2.2, we showed that using the grayscale conversion leads to a reduction of the computation time. In addition, the precision of the estimation is similar and the grayscale conversion even provides the best results for large noise values. However, this analysis was conducted using a single image, which is the RubberWhale image (see Figure 3) . Using the grayscale conversion for other images may deteriorate the precision if the main structures are lost during the conversion. Hopefully, this degenerate case only occurs in images with a specific content.
In this section, we show that the previous analysis remains true on images with classical content. We evaluate the influence of the grayscale conversion using the same experimental setup as in Section 4.1 but with other images. More precisely, we used 12 color images taken from the Middleburry database [4] 3 . As in Section 4.2.2, boundary pixels are discarded with δ = 5, the gradient estimation is done using the central differences scheme and all scales are used.
Results for two images. First, we consider the results for the Grove2 and Urban2 images. These two synthetic color images of size 640 × 480 are shown in Figure 7 . The results are presented in Table 12 and Table 13 . By using the grayscale conversion the computation time is reduced by a factor ranging from 1.6 to 2.6. The precision results are similar but the grayscale conversion provides the best results for large noise values.
Global results
The global results are presented in Table 14 . The displayed end-point error and computation time (in ms per image) correspond to the mean over the 12 test sequences of N images = 1000 images. By using the grayscale conversion the computation time is reduced by a factor ranging from 1.6 to 2.3. The precision results are similar but the grayscale conversion provides the best results for large noise values. Table 12 : Influence of the color handling using the Grove2 image. The experimental setup is the same as in Section 4.1. Boundary pixels are discarded with δ = 5, the gradient estimation is done using the central differences scheme and all scales are used. The computation time is in ms per image. By using the grayscale conversion the computation time is reduced by a factor ranging from 1.6 to 2.6. For the precision, the results are similar but the grayscale conversion provides the best results for large noise values. Table 13 : Influence of the color handling using the Urban2 image. The experimental setup is the same as in Section 4.1. Boundary pixels are discarded with δ = 5, the gradient estimation is done using the central differences scheme and all scales are used. The computation time is in ms per image. By using the grayscale conversion the computation time is reduced by a factor ranging from 1.6 to 2.3. For the precision, the results are similar but the grayscale conversion provides the best results for large noise values. Table 14 : Influence of the color handling (global results using 12 images). The experimental setup is the same as in Section 4.1 except that 12 images from the Middleburry database [4] are used. Boundary pixels are discarded with δ = 5, the gradient estimation is done using the central differences scheme and all scales are used. The displayed end-point error (EPE in pixels) and computation time (in ms per image) correspond to the mean over the 12 test sequences of N images = 1000 images. By using the grayscale conversion the computation time is reduced by a factor ranging from 1.6 to 2.3. For the precision, the results are similar but the grayscale conversion provides the best results for large noise values.
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