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Abstract
We propose a greedy strategy to train a deep network for multi-class classification,
where each layer is defined as a composition of a linear projection and a nonlinear
mapping. This nonlinear mapping is defined as the feature map of a Gaussian
kernel, and the linear projection is learned by maximizing the dependence between
the layer output and the labels, using the Hilbert Schmidt Independence Criterion
(HSIC) as the dependence measure. Since each layer is trained greedily in sequence,
all learning is local, and neither backpropagation nor even gradient descent is
needed. The depth and width of the network are determined via natural guidelines,
and the procedure regularizes its weights in the linear layer. As the key theoretical
result, the function class represented by the network is proved to be sufficiently
rich to learn any dataset labeling using a finite number of layers, in the sense of
reaching minimum mean-squared error or cross-entropy, as long as no two data
points with different labels coincide. Experiments demonstrate good generalization
performance of the greedy approach across multiple benchmarks while showing a
significant computational advantage against a multilayer perceptron of the same
complexity trained globally by backpropagation.
1 Introduction
Since the seminal work by Rumelhart et al. [1], Multilayer Perceptrons (MLPs) have become a
popular tool for classification. This success can in part be explained by the expressiveness of the
resulting function class [2, 3, 4, 5]; in particular, a two-layer network can approximate any continuous
function in a compact domain, to any desired accuracy, albeit with a network size exponential in input
dimension. A helpful perspective on networks of large (or, in the limit, even infinite) width can be
gained from kernel methods, for which the feature spaces can be infinite-dimensional by construction.
For example, the Gaussian process (GP) has been used to understand the limiting behavior of wide
networks [6, 7, 8]: in particular, deep GPs give a mechanism for constructing deep networks where
each layer has infinitely many features [9, 10, 11, 12]. Following GPs, the Neural Tangent Kernel
(NTK) was then proposed to describe the dynamics of the network during training [13, 14], further
elucidating the relationship between MLPs and kernels. Moreover, Belkin et al. [15] has shown how
MLPs and kernels both yield good generalization results despite overfitting, leading them to link
kernel discovery to network training.
In this paper, we introduce a new function class for supervised classification, which builds a kernel
neural network in a greedy layer-wise fashion: we call this the Kernel Dependence Network (KNet).
Each layer is a composition of a linear subspace projection and an infinite-dimensional feature map.
A key advantage is that the network can be trained greedily, layer by layer. KNet solves each layer
by maximizing the dependence between the layer output and the labels, using the Hilbert Schmidt
Independence Criterion (HSIC) as the dependence measure [16]. This can be achieved efficiently,
even without Stochastic Gradient Descent (SGD), via the Iterative Spectral Method (ISM) [17, 18].
This local and greedy strategy is used in place of backpropagation (BP) to obviate the sharing of the
gradient information throughout the network, thereby avoiding exploding/vanishing gradients. As a
∗Signifies equal contribution.
Preprint. Under review.
ar
X
iv
:2
00
6.
08
53
9v
1 
 [s
tat
.M
L]
  1
5 J
un
 20
20
consequence of our formulation, we demonstrate how the natural choice of the network width and
depth also emerges.
A related work by Ma et al. [19] uses a chain of HSIC dependencies to simulate Information
Bottleneck. They employ a standard network structure that is solved by SGD. In contrast, our kernel
perspective replaces the conventional activation function with the feature map of a Gaussian kernel
(GK), resulting in an infinitely wide network that is solved via the kernel trick. Additionally, our
key contribution is the theoretical characterization of the richness of the function class described
by our architecture. We prove a property related to that of finite sample expressivity [20, Section 4]
for classical neural nets. Specifically, we claim that network construction can achieve any desirable
training accuracy given a minimum depth of 2 infinitely wide layers, with the implication of
minimizing Mean Squared Error (MSE) and Cross-Entropy (CE) on the training data.
Similar to traditional MLPs, the richness of KNet promises to fit any training data with an overparam-
eterized network, yet it also experimentally generalizes well on test data. To explain this observation
for standard MLPs, the regularizing effects of architecture choice and optimization strategies have
been used to explore how MLPs generalize [21, 22, 23]. As our second theoretical contribution, we
demonstrate that our architecture and training procedure perform an implicit regularization, similar to
the weight penalization arguments of Poggio et al. [24], and we describe the mechanisms by which
this is achieved. We lastly verify every theoretical guarantee of our model experimentally, where
KNet achieves comparable generalization results to MLPs of comparable complexity trained by BP.
2 Network Model
Let X ∈ Rn×d be a dataset of n samples with d features and let Y ∈ Rn×τ be the corresponding
one-hot encoded labels with τ number of classes. Let  be the element-wise product. The ith sample
and label of the dataset is written as xi and yi. H is a centering matrix defined as H = In − 1n1n1Tn
where In is the identity matrix of size n×n and 1n is a vector of 1s also of length n. Given H , we let
Γ = HY Y TH and let K(·) be the Gaussian kernel (GK) matrix computed using a dataset matrix (·).
We denote the MLP weights as W1 ∈ Rd×q and Wl ∈ Rm×q for the 1st layer and the lth layer;
assuming l > 1. The input and output at the lth layer are Rl−1 ∈ Rn×m and Rl ∈ Rn×m, i.e., given
ψ : Rn×q → Rn×m as the activation function, Rl = ψ(Rl−1Wl). For each layer, the ith row of its
input Rl−1 is ri ∈ Rm and it represents the ith input sample. We denoteWl as a function where
Wl(Rl−1) = Rl−1Wl; consequently, each layer is also a function φl = ψ ◦Wl. By stacking L layers
together, the entire network itself becomes a function φ where φ = φL ◦ ... ◦ φ1. Given an empirical
risk (H) and a loss function (L), our network model assumes an objective of
min
φ
1
n
n∑
i=1
L(φ(xi), yi). (1)
We propose to solve Eq. (1) greedily; this is equivalent to solving a sequence of single-layered
networks where the previous network output becomes the current layer’s input. At each layer, we
find the Wl that maximizes the dependency between the layer output and the label via HSIC [16]:
max
Wl
Tr
(
Γ
[
ψ(Rl−1Wl)ψT (Rl−1Wl)
])
s. t.WTl Wl = I. (2)
Deviating from the traditional concept of activation functions, we use the GK feature map in their
place, simulating an infinitely wide network. Yet, the kernel trick spares us the direct computa-
tion of ψ(Rl−1Wl)ψT (Rl−1Wl); we instead compute the GK matrix given K(WTl ri,WTl rj) =
exp{−||WTl ri −WTl rj ||2/2σ2}. We also deviate from a standard MLP by restricting our solution
space to a linear subspace. If the solution indeed lives on a linear subspace independent of their scale
as suggested by [24, 25, 26], then we can exploit this prior knowledge to narrow the search space
during optimization specific to the Stiefel Manifold, i.e., by adding the constraint of WTl Wl = I .
This prior enables us to solve Eq. (2) by leveraging the iterative spectral method (ISM) proposed by
Wu et al. [17, 18] to simultaneously avoid SGD and identify the network width. Applying ISM to our
model, each layer’s weight is initialized using the most dominant eigenvectors of
Ql0 = RTl−1(Γ− Diag(Γ1n))Rl−1, (3)
2
where the Diag(·) function places the elements of a vector into the diagonal of a square matrix with
zero elements. Once the initial weights Wl0 are set, ISM iteratively updates Wli to Wli+1 by setting
Wli+1 to the most dominant eigenvectors of
Qli = RTl−1(Γˆ− Diag(Γˆ1n))Rl−1, (4)
where Γˆ is a function of Wli computed with Γˆ = Γ  KRl−1Wli . This iterative weight-updating
process stops when Qli ≈ Qli+1 , whereupon Qli+1 is set to Q∗l , and its most dominant eigenvectors
W ∗l becomes the solution of Eq. (2).
ISM solves Eq. (2) directly on an infinitely wide network during training, obtaining W ∗l . However,
during test, we approximate ψ with Random Fourier Features (RFF) [27], simulating a finite width
network passing samples through W ∗l and ψ. Capitalizing on the spectral properties of ISM, the
spectrum of Q∗l completely determines the the width of the network W ∗l ∈ Rm×q , i.e., m is equal to
the size of the RFF, and q is simply the rank of Q∗l . Furthermore, since Eq. (2) after normalization
is upper bounded by 1, we can stop adding new layers when the HSIC value of the current layer
approaches this theoretical bound, thereby prescribing a natural depth of the network. The resulting
network φ after training will map samples of the same class into its own cluster, allowing the test
samples to be classified by matching their network outputs to the nearest cluster center. We formally
define the hyperparameter settings and provide Algorithm 1 in the Experimental section. The source
code is also publicly available at https://github.com/anonymous.
3 Theoretical Origin of Kernel Dependence Networks
Background and Notations. Let S be a set of i, j sample pairs that belong to the same class. Its
complement, Sc contains all sample pairs from different classes. We denote compositions of the first
l layers as φl◦ = φl ◦ ... ◦ φ1 where l ≤ L. This notation enables us to connect the data directly to
the layer output where Rl = φl◦(X). Since KNet is greedy, it solves MLPs by replacing φ in Eq. (1)
incrementally with a sequence of functions {φl◦}Ll=1 where each layer relies on the weights of the
previous layer. This implies that we are also solving a sequence of empirical risks {Hl}Ll=1, i.e.,
different versions of Eq. (1) given the current φl◦ . We refer to {φl◦}Ll=1 and {Hl}Ll=1 as the Kernel
Sequence and theH-Sequence.
Classification Strategy. Classification tasks can be solved using objectives like MSE and CE to
match the network output φ(X) to the label Y . While this approach achieves the desirable outcome,
it also constrains the space of potential solutions where φ(X) must match Y . Yet, if φ maps X to the
labels {0, 1} instead of the true label {−1, 1}, φ(X) may not match Y , but the solution is the same.
Therefore, enforcing φ(X) = Y ignores an entire space of solutions that are functionally equivalent.
We posit that by relaxing this constraint and accept a larger space of potential global optima, it will
be easier during optimization to collide with this space. This intuition motivates us to depart from
the tradition of label matching, and instead seek out alternative objectives that focus on solving the
underlying prerequisite of classification, i.e., learning a mapping of X where similar and different
classes become distinguishable.
Since there are many notions of similarity, it is not always clear which is best for a particular situation.
KNet overcomes this uncertainty by discovering the optimal similarity measure as a kernel function
during training. To understand how, first realize that the i, jth element of Γ, denoted as Γi,j , is a
positive value for samples in S and negative for Sc. By defining a kernel function K as a similarity
measure between 2 samples, Eq. (2) becomes
max
Wl
∑
i,j∈S
Γi,jKWl(ri, rj)−
∑
i,j∈Sc
|Γi,j |KWl(ri, rj). (5)
Notice that the objective uses the sign of Γi,j as labels to guide the choice of Wl such that it increases
KWl(ri, rj) when ri, rj belongs to S while decreasing KWl(ri, rj) otherwise. Therefore, by finding
a Wl matrix that best parameterizes K, HSIC discovers the optimal pair-wise relationship function
KWl that separates samples into similar and dissimilar partitions. Given this strategy, we will formally
demonstrate how learning K leads to classification in the following sections.
Optimization Strategy. MLP is traditionally solved with all the layers jointly via BP. We instead
focus on greedily discovering a Kernel Sequence that compels the H-Sequence to exhibit key
behaviors that enable classification. Here, we discuss how these behaviors lead to an optimal solution.
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First, theH-Sequence must be convergent. We accomplish this by leveraging the Monotone Conver-
gence Theorem (MCT) [28]: it states that a monotone sequence is guaranteed to have a limit if and
only if the sequence is bounded. For KNet, since ψ is the feature map of GK, KWl(ri, rj) is naturally
constrained between [0, 1]. Therefore, given our greedy strategy,H-Sequence converges if we can
achieveHl ≥ Hl−1 at every layer.
Second, while the MCT guarantees convergence, it does not guarantee the quality of its limit. Namely,
the improvement at each layer could be so small such that the overall gain is trivial. To answer
this question, we must investigate the potential contribution from each layer to identify the point of
convergence. In the most ideal case, as L → ∞ the network should converge towards an optimal
kernel that achieves the theoretical upper limit of HSIC, orH∗ = ∑i,j∈S Γi,j . Moreover, we should
be able to achieve this within a finite number of layers.
We investigate these criteria using HSIC as the empirical risk of an MLP and prove that by using the
feature map of a GK as ψ, there exists a sequence of weights {Wl}Ll=1 where these considerations
are simultaneously satisfied. We state this theorem below and provide its proof in App. A.
Theorem 1. For anyH0, there exists a Kernel Sequence {φl◦}Ll=1 parameterized by a set of weights
Wl and a set of bandwidths σl such that:
I. HL can approach arbitrarily close toH∗ such that for any L > 1 and δ > 0 we can achieve
H∗ −HL ≤ δ, (6)
II. as L→∞, theH-Sequence converges to the global optimum, that is
lim
L→∞
HL = H∗, (7)
III. the convergence is strictly monotonic where
Hl > Hl−1 ∀l ≥ 1. (8)
To simplify the proof, Thm. 1 use the average directions of each class Ws at each layer when Ws
is not guaranteed to be an optimal solution. In spite of this deficit, Thm. 1 proves that a global
optimum is attainable given a minimum of two layers, i.e., for any L > 1. While this remarkable
feat is theoretically possible, depending on the data, the σ required for the GK may be extremely
small, leading to an undesirably sharp φ that is overfitting the noise. Fortunately, this issue is
resolved by simply spreading the monotonic improvement across more layers. We have additionally
observed experimentally that by replacing the suboptimal Ws with an optimal W ∗l from ISM (where
∂H/∂W (W ∗l ) = 0), large σ values can be used to still achieve convergence with few layers.
Relating H∗ to Classification. As Hl → H∗, the maximization of Eq. (5) demonstrates how we
learn the similarity function. However, it may be unclear why learning this function also induces an
optimal classification. To understand this deeper, let us first clarify some key notations and concepts.
We refer to the image of ψ and φ as the Reproducing Kernel Hilbert Space (RKHS) and the image
ofW as the Images of the RKHS Dual Space (IDS). This distinction is crucial because each space
dictates the geometric orientations that lead to classification. Keeping this in mind, each layer’s
output can be measured by the within Slw and between S
l
b class scatter matrices defined as
Slw =
∑
i,j∈S
WTl (ri − rj)(ri − rj)TWl and Slb =
∑
i,j∈Sc
WTl (ri − rj)(ri − rj)TWl. (9)
These matrices are historically important [29, 30] because their trace ratio (T = Tr(Sw)/Tr(Sb))
measures class separability, i.e., a small T implies a tight grouping of the same class under Euclidean
distance. Classification is consequently achieved by mapping different classes into these spatial
separations. Crucially, by maximizingH, T is minimized as a byproduct. In fact, we prove that as
Hl → H∗, T approaches 0, and φ will map samples of different classes into separated points.
Note that since T is computed with samples from the image ofW , this particular relationship resides
in IDS. Concurrently, since the inner product defines similarity in RKHS, samples are simultaneously
being partitioned via the angular distance. Indeed, our proof indicates that as Hl → H∗, RKHS
samples within S achieves perfect alignment while samples in Sc become orthogonal to each other,
separated by a maximum angle of pi/2. This dual relationship between IDS and RKHS produces a
vastly different network output right before and immediately after the final activation function, where
different notions of distance (Euclidean and angular) are employed to partition samples. We formally
state these results in the following theorem with the proof in App. B.
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Theorem 2. As l→∞ andHl → H∗, the following properties are satisfied:
I the scatter trace ratio T approaches 0 where
lim
l→∞
Tr(Slw)
Tr(Slb)
= 0 (10)
II the Kernel Sequence converges to the following kernel:
lim
l→∞
K(xi, xj)l = K∗(xi, xj)l =
{
0 ∀i, j ∈ Sc
1 ∀i, j ∈ S . (11)
As corollaries to Theorem 2, the resulting partition of samples under Euclidean and angular distance
implicitly satisfies different classification objectives in each space. In IDS, KNet will map a dataset of
τ classes into τ distinct points. While these τ points may not match the original label, this difference
is inconsequential. In contrast, samples in RKHS at convergence will reside along τ orthogonal axes
on a unit sphere. By realigning these results to the standard bases, solutions that simulate the softmax
are generated to solve CE. Therefore, asHl → H∗, the maximization of Eq. (5) minimizes MSE and
CE in different spaces without matching the actual labels itself: instead, we match the underlying
geometry of the network output. We state the two corollaries below with their proof in App. E.
Corollary 1. GivenHl → H∗, the network output in IDS solves MSE via a translation of labels.
Corollary 2. GivenHl → H∗, the network output in RKHS solves CE via a change of bases.
HSIC and Regularization. Overparameterized MLPs can generalize without any explicit regularizer
[20]. This observation defies classical learning theory and has been a longstanding puzzle in the
research community [31, 32, 33]. Overparameterized with infinite width, KNet experimentally
exhibits a resembling generalization behavior. Moreover, Ma et al. [19] have experimentally observed
that HSIC can generalize even without the WTW = I constraint; we seek to better understand
this phenomenon theoretically. Recently, Poggio et al. [24] have proposed that traditional MLPs
generalize because gradient methods implicitly regularize the normalized weights. We discovered
a similar relationship with HSIC, i.e., the objective can be reformulated to isolate out n functions
[D1(Wl), ..., Dn(Wl)] that act as a penalty term during optimization. Let S|i be the set of samples
that belongs to the ith class and let Sc|i be its complement, then each function Di(Wl) is defined as
Di(Wl) =
1
σ2
∑
j∈S|i
Γi,jKWl(ri, rj)−
1
σ2
∑
j∈Sc|i
|Γi,j |KWl(ri, rj). (12)
Notice that Di(Wl) is simply Eq. (5) for a single sample scaled by 1σ2 . Therefore, as we identify
better solutions for Wl, this leads to an increase and decrease of KWl(ri, rj) associated with S|i andSc|i in Eq. (12), thereby increasing the size of the penalty term Di(Wl). To appreciate how Di(Wl)
penalizesH, we propose an equivalent formulation in the theorem below with its derivation in App C.
Theorem 3. Eq. (5) is equivalent to
max
Wl
∑
i,j
Γi,j
σ2
e−
(ri−rj)TWWT (ri−rj)
2σ2 (rTi WlW
T
l rj)−
∑
i
Di(Wl)||WTl ri||2. (13)
Based on Thm. 3, Di(Wl) adds a negative cost to the sample norm in IDS, ||WTl ri||2, suggesting
that ISM regularizes KNet regardless of WTl Wl = I . In fact, a better Wl imposes a heavier penalty
on Eq. (13) where the overallH may actually decrease.
Complexity Analysis. The complexity analysis of a single ISM iteration as reported by Wu et al.
[17] isO(n3). Since ISM is repeated with L layers, KNet complexity is simplyO(Ln3). For memory,
KNet suffers from the same O(n2) restriction which all kernel methods inherit.
Limitations of Layer-Wise Kernel Dependence Networks. Although our framework presents
many theoretical advantages, we caution that much more research would be required for KNet to
become practically viable. While ISM resolves many existing problems, it also limits the kernels to
the ISM family [18]. Therefore, it currently cannot be extended to solve the traditional activation
functions such as relu and sigmoid. The computational and memory complexity is another practical
obstacle. Therefore, KNet at its current maturity is intended for analysis and is not yet suitable for
large datasets. Although there are already existing solutions [34, 35] to overcome these challenges,
these engineering questions are topics we purposely isolate away from the theory for future research.
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4 Experiments
Datasets. This work focuses on verifying the theoretical guarantees of a greedily trained network
against traditional MLPs of comparable complexity trained by BP. Specifically, we confirm the
theoretical properties of KNet using three synthetic (Random, Adversarial and Spiral) and five popular
UCI benchmark datasets: wine, cancer, car, divorce, and face [36]. They are included along with the
source code in the supplementary, and their comprehensive download link and statistics are in App. F.
Evaluation Metrics. To evaluate the central claim that MLPs can be solved greedily, we reportH∗
at convergence along with the training/test accuracy for each dataset. Here,H∗ is normalized to the
range between 0 to 1 using the method proposed by Cortes et al. [37]. To corroborate Corollaries 1
and 2, we also record MSE and CE. To evaluate the sample geometry predicted by Eq. (10), we
recorded the scatter trace ratio T to measure the compactness of samples within and between classes.
The angular distance between samples in S and Sc as predicted by Eq. (11) is evaluated with the
Cosine Similarity Ratio (C). The equations forH∗ and C are
H∗ = H(φ(X), Y )√H(φ(X), φ(X))H(Y, Y ) and C =
∑
i,j∈Sc〈φ(xi), φ(xj)〉∑
i,j∈S〈φ(xi), φ(xj)〉
. (14)
Experiment Settings. The width of the network is set by ISM to keep 90% of the data variance.
The RFF width is set to 300 for all datasets and the σl that maximizesH∗ is chosen. The convergence
threshold forH-Sequence is set atHl > 0.99. The network structures discovered by ISM for every
dataset are recorded and provided in App. G. The MLPs that use MSE and CE have weights initialized
via the Kaiming method [38]. All datasets are centered to 0 and scaled to a standard deviation of 1.
All sources are written in Python using Numpy, Sklearn and Pytorch [39, 40, 41]. All experiments
were conducted on an Intel Xeon(R) CPU E5-2630 v3 @ 2.40GHz x 16 with 16 total cores.
Algorithm 1 KNet Algorithm
Input : Data X ∈ Rn×d, Label Y ∈ Rn×τ
Output : Network weights W1, ...,WL
while Hl < 0.99 do
Use the output of last layer as input
Add a new layer
Initialize layer weight with Eq. (3)
whileQli 6≈ Qli+1 do
UpdateQli → Qli+1 with Eq. (4)
end
Wl =Most dominant eigenvector ofQ∗l
end
Figure 1: Key evaluation metrics at each layer.
Figure 2: Simulation of Thm. 1 on Random and Adversarial datasets. The 2D representation is shown,
and next to it, the 1D output of each layer is displayed over each line. Both datasets achieved the
global optimumH∗ at the 12th layers. Refer to App. H for additional results.
6
Experimental Results. Since Thm. 1 guarantees an optimal convergence for any dataset with a
suboptimal Ws, we designed an Adversarial dataset to trick the network, i.e., the samples pairs in Sc
are significantly closer than samples pairs in S . We next designed a Random dataset with completely
random labels. We then simulated Thm. 1 in Python and plot out the sample behavior in Fig. 2. The
original 2-dimensional data is shown next to its 1-dimensional IDS results: each line represents the
1D output at that layer. As predicted by the theorem, our network converged at the 12th layer and
perfectly separated the samples based on labels. We emphasize that these achievements are acquired
purely from the simulation of Thm. 1 without resorting to σ ≈ 0 while using a suboptimal solution
Ws. Namely, the smallest σ values used are 0.15 and 0.03 for Random and Adversarial respectively.
Using the optimal W ∗ from ISM, we next conduct 10-fold cross-validation across all 8 datasets and
reported their mean and the standard deviation for all key metrics. The random and non-random
datasets are visually separated. Once our model is trained and has learned its structure, we use the
same depth and width to train 2 additional MLPs via SGD, where instead of HSIC, MSE and CE are
used as the empirical risk. The results are listed in Table 1 with the best outcome in bold.
CanH-Sequence be optimized greedily? TheH∗ column in Table 1 consistently reports results that
converge near its theoretical maximum value of 1, thereby corroborating with Thm. 1. As predicted
by Thm. 2, we also report high training accuracies asHl → H∗. Given the overfitting results from
Fig. 2, will our network generalize? Since smooth mappings are associated with better generalization,
we also report the smallest σ value used for each network to highlight the smoothness of φ learned by
ISM. Correspondingly, with the exception of the two random datasets, our test accuracy consistently
performed well across all datasets. KNet further differentiates itself on a high dimension Face dataset
where it was the only method that avoided overfitting. While we cannot definitively attribute the
impressive test results to Thm. 3, the experimental evidence appears to be aligned with its implication.
obj σ ↑ L ↓ Train Acc ↑ Test Acc ↑ Time(s) ↓ H∗ ↑ MSE ↓ CE ↓ C ↓ T ↓
ra
nd
om
H 0.38 3.30± 0.64 1.00± 0.00 0.38± 0.21 0.40± 0.37 1.00± 0.01 0.00± 0.01 0.05± 0.00 0.00± 0.06 0.02± 0.0
CE - 3.30± 0.64 1.00± 0.00 0.48± 0.17 25.07± 5.55 1.00± 0.00 10.61± 11.52 0.00± 0.00 0.00± 0.00 0.00± 0.0
MSE - 3.30± 0.64 0.98± 0.04 0.63± 0.21 23.58± 8.38 0.93± 0.12 0.02± 0.04 0.74± 0.03 0.04± 0.04 0.08± 0.1
ad
ve
r H 0.5 3.60± 0.92 1.00± 0.00 0.38± 0.10 0.52± 0.51 1.00± 0.00 0.00± 0.00 0.04± 0.00 0.01± 0.08 0.01± 0.0
CE - 3.60± 0.92 0.59± 0.04 0.29± 0.15 69.54± 24.14 0.10± 0.07 0.65± 0.16 0.63± 0.04 0.98± 0.03 0.92± 0.0
MSE - 3.60± 0.92 0.56± 0.02 0.32± 0.20 113.75± 21.71 0.02± 0.01 0.24± 0.01 0.70± 0.00 0.99± 0.02 0.95± 0.0
sp
ir
al
H 0.46 5.10± 0.30 1.00± 0.00 1.00± 0.00 0.87± 0.08 0.98± 0.01 0.01± 0.00 0.02± 0.01 0.04± 0.03 0.02± 0.0
CE - 5.10± 0.30 1.00± 0.00 1.00± 0.00 11.59± 5.52 1.00± 0.00 57.08± 31.25 0.00± 0.00 0.00± 0.00 0.00± 0.0
MSE - 5.10± 0.30 1.00± 0.00 0.99± 0.01 456.77± 78.83 1.00± 0.00 0.00± 0.00 1.11± 0.04 0.40± 0.01 0.00± 0.0
w
in
e H 0.47 6.10± 0.54 0.99± 0.00 0.97± 0.05 0.28± 0.04 0.98± 0.01 0.01± 0.00 0.07± 0.01 0.04± 0.03 0.02± 0.0
CE - 6.10± 0.54 1.00± 0.00 0.94± 0.06 3.30± 1.24 1.00± 0.00 40.33± 35.5 0.00± 0.00 0.00± 0.00 0.00± 0.0
MSE - 6.10± 0.54 1.00± 0.00 0.89± 0.17 77.45± 45.40 1.00± 0.00 0.00± 0.00 1.15± 0.07 0.49± 0.02 0.00± 0.0
ca
nc
er H 0.39 8.10± 0.83 0.99± 0.00 0.97± 0.02 2.58± 1.07 0.96± 0.01 0.02± 0.01 0.04± 0.01 0.02± 0.04 0.04± 0.0
CE - 8.10± 0.83 1.00± 0.00 0.97± 0.01 82.03± 35.15 1.00± 0.00 2330± 2915 0.00± 0.00 0.00± 0.00 0.00± 0.0
MSE - 8.10± 0.83 1.00± 0.00 0.97± 0.03 151.81± 27.27 1.00± 0.00 0.00± 0.00 0.66± 0.06 0.00± 0.0 0.00± 0.0
ca
r
H 0.23 4.90± 0.30 1.00± 0.00 1.00± 0.01 1.51± 0.35 0.99± 0.00 0.00± 0.00 0.01± 0.00 0.04± 0.03 0.01± 0.0
CE - 4.90± 0.30 1.00± 0.00 1.00± 0.00 25.79± 18.86 1.00± 0.00 225.11± 253 0.00± 0.00 0.00± 0.00 0.00± 0.0
MSE - 4.90± 0.30 1.00± 0.00 1.00± 0.00 503.96± 116.64 1.00± 0.00 0.00± 0.00 1.12± 0.07 0.40± 0.00 0.00± 0.0
fa
ce
H 0.44 4.00± 0.00 1.00± 0.00 0.99± 0.01 0.78± 0.08 0.97± 0.00 0.00± 0.00 0.17± 0.00 0.01± 0.00 0.00± 0.0
CE - 4.00± 0.00 1.00± 0.00 0.79± 0.31 23.70± 8.85 1.00± 0.00 16099± 16330 0.00± 0.00 0.00± 0.00 0.00± 0.0
MSE - 4.00± 0.00 0.92± 0.10 0.52± 0.26 745.17± 281.56 0.94± 0.07 0.11± 0.12 3.50± 0.28 0.72± 0.01 0.00± 0.0
di
vo
rc
e H 0.41 4.10± 0.54 0.99± 0.01 0.98± 0.02 0.71± 0.41 0.99± 0.01 0.01± 0.01 0.03± 0.00 0.00± 0.05 0.02± 0.0
CE - 4.10± 0.54 1.00± 0.00 0.99± 0.02 2.62± 1.21 1.00± 0.00 14.11± 12.32 0.00± 0.00 0.00± 0.00 0.00± 0.0
MSE - 4.10± 0.54 1.00± 0.00 0.97± 0.03 47.89± 24.31 1.00± 0.00 0.00± 0.00 0.73± 0.07 0.00± 0.01 0.01± 0.0
Table 1: Each dataset contains 3 rows comparing the greedily trained KNet usingH against traditional
MLPs trained using MSE and CE via SGD given the same network width and depth. The best results
are in bold with ↑ / ↓ indicating larger/smaller values preferred.
Since Thm. 1 also claims that we can achieveH∗ −Hl < δ in finite number of layers, we include in
Table 1 the average length of theH-Sequence (L). The table suggests that theH-Sequence converges
quickly with 9 layers as the deepest network. Additionally, notice in Fig. 2 where 12 layers are
required for the suboptimal Ws to convergence. In contrast, ISM used much smoother and larger σs
(0.38 and 0.5 0.15 and 0.03) and only requires 3 layers to achieve the same result.
The execution time for each objective is also recorded for reference in Table 1. Since KNet can be
solved via a single forward pass while SGD requires many iterations of BP, KNet should be faster.
The Time column of Table 1 confirmed this expectation by a wide margin. The biggest difference
can be observed by comparing the face dataset,H finished with 0.78 seconds while MSE required
7
745 seconds; that is almost 1000 times difference. While the execution times reflect our expectation,
techniques that vastly accelerate kernel computations [34, 35] would be required for larger datasets.
Predicted by Thm. 2, KNet induces low T and C as shown in Table 1, implying that samples in S and
Sc are being pulled together and pushed apart based on Euclidean and angular distance in IDS and
RKHS. Given this geometry, will its optimal arguments also induce a low MSE and CE? We evaluate
these predictions from Corollaries 1 and 2 by keeping the same network weights while replacing the
final objective with MSE and CE. Our corroborating results are highlighted in the columns of MSE
and CE in Table 1. Interestingly, while using HSIC induces a low MSE and CE, training via BP using
MSE or CE does not necessarily translate to good results for each other.
Within the network, Fig. 1 plots out all key metrics at each layer during training. Here, the H-
Sequence is clearly monotonic and converging towards a global optimal of 1. Moreover, the trends
for T and C indicate an incremental clustering of samples into separate partitions. We are unsure
why C consistently forms a hunchback pattern, this implies an initial expansion in the dimension of
the data following compression. However, we note that this behavior is also observed with traditional
networks by Ansuini et al. [42]. Corresponding to low T and C values, the low MSE and CE errors
at convergence further reinforces the claims of Corollaries 1 and 2. Note that these identical patterns
are consistent and repeatable across all datasets as shown in App. J.
We lastly highlight a visual pattern for the Kernel Sequence in Fig. 3. We rearrange the samples of
the same class to be adjacent to each other. This allows us to quickly evaluate the kernel quality
via its block diagonal structure. Since GK is restricted to values between 0 and 1, we let white and
dark blue be 0 and 1 respectively where the gradients reflect values in between. Our proof predicts
that the Kernel Sequence should converge to the optimal kernel K∗, i.e., the Kernel Sequence should
evolve from an uninformative kernel into a highly discriminating kernel of perfect block diagonal
structures. Corresponding to the top row, the bottom row plots out the samples in IDS at each layer.
As predicted by Thm. 2, the samples of the same class incrementally converge towards a single point
in IDS. Again, this pattern is observable on all datasets, and the complete collection of the kernel
sequences for each dataset can be found in App. I.
Figure 3: A visual confirmation of Thm. 2. The kernel matrices per layer produced by the Kernel
Sequence are displayed in the top row with their corresponding outputs in IDS in the bottom row.
Conclusion. We have presented a new model of MLP for classification that bypasses BP and SGD.
Our model, KNet, is guaranteed to reach the global optimum of HSIC in finite steps. The resulting
geometric orientation of the samples minimizes the scatter ratio while produces an optimal kernel,
K∗. This results in a geometric orientation that consequently solves MSE and CE in different spaces.
Indeed, these patterns are predictable by our theorems and experimentally reproducible. Therefore,
KNet opens the door to a new perspective to analyze MLPs.
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Appendix A Proof for Theorem 1
Theorem 1: For anyH0, there exists a Kernel Sequence {φl◦}Ll=1 parameterized by a set of weights
Wl and a set of bandwidths σl such that:
I. HL can approach arbitrarily close toH∗ such that for any L > 1 and δ > 0 we can achieve
H∗ −HL ≤ δ, (15)
II. as L→∞, theH-Sequence converges to the global optimum, that is
lim
L→∞
HL = H∗, (16)
III. the convergence is monotonic where
Hl > Hl−1 ∀l. (17)
Lemma 1. Given σ0 and σ1 as the σ values from the last layer and the current layer, then there
exists a lower bound forHl, denoted asL (σ0, σ1) such that
Hl ≥ L (σ0, σ1). (18)
Basic Background, Assumptions, and Notations.
1. The simulation of this theorem for Adversarial and Random data is also publicly available
on https://github.com/anonymous.
2. Here we show that this bound can be established given the last 2 layers.
3. σ0 is the σ value of the previous layer
4. σ1 is the σ value of the current layer
5. τ is the number of classes
6. n is total number of samples
7. ni is number of samples in the ith class
8. S is a set of all i, j sample pairs where ri and rj belong to the same class.
9. Sc is a set of all i, j sample pairs where ri and rj belong to different same classes.
10. Sβ is a set of all i, j sample pairs that belongs to the same βth classes.
11. r(α)i is the i
th sample in the αth class among τ classes.
12. We assume no ri 6= rj pair are equal ∀i 6= j.
13. Among all ri 6= rj pairs, there exists an optimal r∗i , r∗j pair where 〈r∗i , r∗j 〉 ≥ 〈ri, rj〉∀ri 6= r∗i and rj 6= r∗j . We denote this maximum inner product as
uσ0 = 〈r∗i , r∗j 〉. (19)
14. In KNet, each ri sample is assumed to be a sample in the RKHS of the Gaussian kernel,
therefore all inner products are bounded such that
0 ≤ 〈ri, rj〉 ≤ uσ0 . (20)
15. We let W be
Ws =
1√
ζ
[∑
ι r
(1)
ι
∑
ι r
(2)
ι ...
∑
ι r
(τ)
ι
]
. (21)
Instead of using an optimal W ∗ defined as W ∗ = arg maxW Hl(W ), we use a suboptimal
Ws where each dimension is simply the average direction of each class: 1√ζ is a normalizing
constant ζ = ||Ws||22 that ensures WTs Ws = I . By using Ws, this implies that the H
we obtain is already a lower bound compare H obtained by W ∗. But, we will use this
suboptimal Ws to identify an even lower bound. Note that based on the definition W ∗, we
have the propertyH(W ∗) ≥ H(W )∀W .
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16. We note that the objectiveH is
H =
∑
i,j∈S
Γi,je
− (ri−rj)
TWWT (ri−rj)
2σ21
︸ ︷︷ ︸
W
−
∑
i,j∈Sc
|Γi,j |e
− (ri−rj)
TWWT (ri−rj)
2σ21
︸ ︷︷ ︸
B
(22)
where we let W be the summation of terms associated with the within cluster pairs, and let
B be the summation of terms associated with the between cluster pairs.
Proof.
The equation is divided into smaller parts organized into multiple sections.
For sample pairs in S. The first portion of the function can be split into multiple classes where
W =
∑
S1
Γi,je
− (r
(1)
i
−r(1)
j
)TWWT (r
(1)
i
−r(1)
j
)
2σ21
︸ ︷︷ ︸
W1
+...+
∑
Sτ
Γi,je
− (r
(τ)
i
−r(τ)
j
)TWWT (r
(τ)
i
−r(τ)
j
)
2σ21︸ ︷︷ ︸
Wτ
(23)
Realize that to find the lower bound, we need to determine the minimum possible value of each
term which translates to maximum possible value of each exponent. Without of loss of generality
we can find the lower bound for one term and generalize its results to other terms due to their
similarity. Let us focus on the numerator of the exponent from W1. Given Ws as W , our goal is
identify the maximum possible value for
(r
(1)
i − r(1)j )TW︸ ︷︷ ︸
Π1
WT (r
(1)
i − r(1)j )︸ ︷︷ ︸
Π2
. (24)
Zoom in further by looking only at Π1, we have the following relationships
Π1 = r
(1)T
i W︸ ︷︷ ︸
ξ1
− r(1)Tj W︸ ︷︷ ︸
ξ2
(25)
ξ1 =
1√
ζ
r
(1)T
i
[∑
ι r
(1)
ι
∑
ι r
(2)
ι ...
∑
ι r
(τ)
ι
]
(26)
=
1√
ζ
r
(1)T
i
[
(r
(1)
1 + ...+ r
(1)
n1 ) ... (r
(τ)
1 + ...+ r
(τ)
nτ )
]
(27)
ξ2 =
1√
ζ
r
(1)T
j
[∑
ι r
(1)
ι
∑
ι r
(2)
ι ...
∑
ι r
(τ)
ι
]
(28)
=
1√
ζ
r
(1)T
j
[
(r
(1)
1 + ...+ r
(1)
n1 ) ... (r
(τ)
1 + ...+ r
(τ)
nτ )
]
(29)
By knowing that the inner product is constrained between [0, uσ0 ], we know the maximum
possible value for ξ1 and the minimum possible value for ξ2 to be
ξ1 =
1√
ζ
[1 + (n1 − 1)uσ0 n2uσ0 n3uσ0 ... nτuσ0 ] (30)
ξ2 =
1√
ζ
[1 0 0 ... 0] . (31)
Which leads to
Π1 =
1√
ζ
(ξ1 − ξ2) = 1√
ζ
[(n1 − 1)uσ0 n2uσ0 n3uσ0 ... nτuσ0 ] (32)
Since ΠT2 = Π1 we have
Π1Π2 =
1
ζ
[(n1 − 1)2u2σ0 + n22u2σ0 + n23u2σ0 + ...+ n2τu2σ0 ] (33)
=
1
ζ
[(n1 − 1)2 + n22 + n23 + ...+ n2τ ]u2σ0 (34)
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The lower bound for just the W1 term emerges as
W1 ≥
∑
S1
Γi,je
− [(n1−1)
2+n22+n
2
3+...+n
2
τ ]u
2
σ0
2ζσ21 . (35)
To further condense the notation, we define the following constant
Ng =
1
2ζ
[n21 + n
2
2 + ...+ (ng − 1)2 + ...+ n2τ ]. (36)
Therefore, the lower bound for W1 can be simplified as
W1 ≥
∑
S1
Γi,je
−N1u
2
σ0
σ21 (37)
and the general pattern for any Wg becomes
Wg ≥
∑
Si
Γi,je
−Ngu
2
σ0
σ21 . (38)
The lower bound for the entire set of S then becomes∑
i,j∈S
Γi,je
− (ri−rj)
TWWT (ri−rj)
2σ21 = W1 + ...+Wτ ≥
τ∑
g=1
∑
Sg
Γi,je
−Ngu
2
σ0
σ21
︸ ︷︷ ︸
Lower bound
. (39)
For sample pairs in Sc. To simplify the notation, we note that
−Bg1,g2 = −
∑
i∈Sg1
∑
j∈Sg2
|Γi,j |e
− (r
(g1)
i
−r(g2)
j
)TWWT (r
(g1)
i
−r(g2)
j
)
2σ21 (40)
= −
∑
i∈Sg1
∑
j∈Sg2
|Γi,j |e
−Tr(W
T ((r
(g1)
i
−r(g1)
j
))((r
(g1)
i
−r(g2)
j
))TW )
2σ21 (41)
= −
∑
i∈Sg1
∑
j∈Sg2
|Γi,j |e
−Tr(W
TA
(g1,g2)
i,j
W )
2σ21 (42)
(43)
We now derived the lower bound for the sample pairs in Sc. We start by writing out the entire
summation sequence forB.
B = −
∑
i∈S1
∑
j∈S2
|Γi,j |e
−Tr(W
TA
(1,2)
i,j
W )
2σ21
︸ ︷︷ ︸
B1,2
− ...︸︷︷︸
Bg1 6=g2
−
∑
i∈S1
∑
j∈Sτ
|Γi,j |e
−Tr(W
TA
(1,τ)
i,j
W )
2σ21
︸ ︷︷ ︸
B1,τ
−
∑
i∈S2
∑
j∈S1
|Γi,j |e
−Tr(W
TA
(2,1)
i,j
W )
2σ21
︸ ︷︷ ︸
B2,1
− ...︸︷︷︸
Bg1 6=g2
−
∑
i∈S2
∑
j∈Sτ
|Γi,j |e
−Tr(W
TA
(2,τ)
i,j
W )
2σ21
︸ ︷︷ ︸
B2,τ
...
−
∑
i∈Sτ
∑
j∈S1
|Γi,j |e
−Tr(W
TA
(τ,1)
i,j
W )
2σ21
︸ ︷︷ ︸
Bτ,1
− ...︸︷︷︸
Bg1 6=g2
−
∑
i∈Sτ−1
∑
j∈Sτ
|Γi,j |e
−Tr(W
TA
(τ−1,τ)
i,j
W )
2σ21
︸ ︷︷ ︸
Bτ−1,τ
(44)
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Using a similar approach with the terms from W , note thatB is a negative value, so we need to
maximize this term to obtain a lower bound. Consequently, the key is to determine the minimal
possible values for each exponent term. Since every one of them will behave very similarly, we
can simply look at the numerator of the exponent fromB1,2 and then arrive to a more general
conclusion. Given Ws as W , our goal is to identify the minimal possible value for
(r
(1)
i − r(2)j )TW︸ ︷︷ ︸
Π1
WT (r
(1)
i − r(2)j )︸ ︷︷ ︸
Π2
. (45)
Zoom in further by looking only at Π1, we have the following relationships
Π1 = r
(1)T
i W︸ ︷︷ ︸
ξ1
− r(2)Tj W︸ ︷︷ ︸
ξ2
(46)
ξ1 =
1√
ζ
r
(1)T
i
[∑
ι r
(1)
ι
∑
ι r
(2)
ι ...
∑
ι r
(τ)
ι
]
(47)
=
1√
ζ
r
(1)T
i
[
(r
(1)
1 + ...+ r
(1)
n1 ) ... (r
(τ)
1 + ...+ r
(τ)
nτ )
]
(48)
ξ2 =
1√
ζ
r
(2)T
j
[∑
ι r
(1)
ι
∑
ι r
(2)
ι ...
∑
ι r
(τ)
ι
]
(49)
=
1√
ζ
r
(2)T
j
[
(r
(1)
1 + ...+ r
(1)
n1 ) ... (r
(τ)
1 + ...+ r
(τ)
nτ )
]
(50)
By knowing that the inner product is constrained between [0, uσ0 ], we know the minimum
possible value for ξ1 and the maximum possible value for ξ2 to be
ξ1 =
1√
ζ
[1 0 0 ... 0] (51)
ξ2 =
1√
ζ
[n1uσ0 1 + (n2 − 1)uσ0 n3uσ0 ... nτuσ0 ] (52)
Which leads to
Π1 =
1√
ζ
(ξ1 − ξ2) = 1√
ζ
[1− n1uσ0 −(1 + (n2 − 1)uσ0) −n3uσ0 ... −nτuσ0 ] (53)
Since ΠT2 = Π1 we have
Π1Π2 =
1
ζ
[(1− n1uσ0)2 + (1 + (n2 − 1)uσ0)2 + n23u2σ0 + ...+ n2τu2σ0 ]. (54)
The lower bound for just theB1,2 term emerges as
−B1,2 ≥ −
∑
S1
∑
S2
|Γi,j |e
− (1−n1uσ0 )
2+(1+(n2−1)uσ0 )
2+n23u
2
σ0
+...+n2τu
2
σ0
2ζσ21 . (55)
To further condense the notation, we define the following function
Ng1,g2(uσ0) =
1
2ζ
[n21u
2
σ0 + n
2
2u
2
σ0 + ...
+ (1− ng1uσ0)2 + ...+ (1 + (ng2 − 1)uσ0)2
+ ...+ n2τu
2
σ0 ].
(56)
Note that while for S, the uσ0 term can be separated out. But here, we cannot, and thereforeN
here must be a function of uσ0 . Therefore, the lower bound forB1,2 can be simplified into
−B1,2 ≥ −
∑
S1
∑
S2
|Γi,j |e
−N1,2(uσ0 )
σ21 (57)
15
and the general pattern for anyBg1,g2 becomes
−Bg1,g2 ≥ −
∑
Sg1
∑
Sg2
Γi,je
−Ng1,g2 (uσ0 )
σ21 . (58)
The lower bound for the entire set of Sc then becomes
−
∑
i,j∈Sc
|Γi,j |e
− (ri−rj)
TWWT (ri−rj)
2σ21 = −B1,2 −B1,3 − ...−Bτ−1,τ (59)
≥ −
τ∑
g1 6=g2
∑
i∈Sg1
∑
j∈Sg2
|Γi,j |e
−Ng1,g2 (uσ0 )
σ21
︸ ︷︷ ︸
Lower bound
. (60)
Putting S and Sc Together.
H = W +B (61)
≥
τ∑
g=1
∑
Sg
Γi,je
−Ngu
2
σ0
σ21
︸ ︷︷ ︸
Lower bound ofW
−
τ∑
g1 6=g2
∑
i∈Sg1
∑
j∈Sg2
|Γi,j |e
−Ng1,g2 (uσ0 )
σ21
︸ ︷︷ ︸
Lower bound ofB
. (62)
Therefore, we have identified a lower bound that is a function of σ0 and σ1 where
L (σ0, σ1) =
τ∑
g=1
∑
Sg
Γi,je
−Ngu
2
σ0
σ21 −
τ∑
g1 6=g2
∑
i∈Sg1
∑
j∈Sg2
|Γi,j |e
−Ng1,g2 (uσ0 )
σ21 . (63)
From the lower bound, it is obvious why it is a function of σ1. The lower bound is also a function
of σ0 because uσ0 is actually a function of σ0. To specifically clarify this point, we have the next
lemma.
Lemma 2. The uσ0 used in Lemma 1 is a function of σ0 where uσ0 approaches to zero as σ0
approaches to zero, i.e.
lim
σ0→0
uσ0 = 0. (64)
Assumptions and Notations.
1. We use Fig. 4 to help clarify the notations. We here only look at the last 2 layers.
2. We letH0 be theH of the last layer, andH1, theH of the current layer.
3. The input of the data is X with each sample as xi, and the output of the previous layer are
denoted as ri. ψσ0 is the feature map of the previous layer using σ0 and ψσ1 corresponds to
the current layer.
Figure 4: Figure of a 2 layer network.
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4. As defined from Lemma 1, among all ri 6= rj pairs, there exists an optimal r∗i , r∗j pair where
〈r∗i , r∗j 〉 ≥ 〈ri, rj〉 ∀ri 6= r∗i and rj 6= r∗j . We denote this maximum inner product as
uσ0 = 〈r∗i , r∗j 〉. (65)
Proof.
Given Fig. 4, the equation forH0 is
H0 =
∑
i,j∈S
Γi,je
− (xi−xj)
TWWT (xi−xj)
2σ20 −
∑
i,j∈Sc
|Γi,j |e
− (xi−xj)
TWWT (xi−xj)
2σ20 (66)
=
∑
i,j∈S
Γi,j〈ψσ0(xi), ψσ0(xj)〉 −
∑
i,j∈Sc
|Γi,j |〈ψσ0(xi), ψσ0(xj)〉 (67)
Notice that as σ0 → 0, we have
lim
σ0→0
〈ψσ0(xi), ψσ0(xj)〉 =
{
0 ∀i 6= j
1 ∀i = j . (68)
In other words, as σ0 → 0, the samples ri in the RKHS of a Gaussian kernel approaches
orthogonal to all other samples. Given this fact, it also implies that the σ0 controls the inner
product magnitude in RKHS space of the maximum sample pair r∗i , r
∗
j . We define this maximum
inner product as
〈ψσ0(x∗i ), ψσ0(x∗j )〉 ≥ 〈ψσ0(xi), ψσ0(xj)〉 (69)
or equivalently
〈r∗i , r∗j 〉 ≥ 〈ri, rj〉 (70)
Therefore, given a σ0, it controls the upper bound of the inner product. Notice that as σ0 →
0, every sample in RKHS becomes orthogonal. Therefore, the upper bound of 〈ri, rj〉 also
approaches 0 when ri 6= rj . From this, we see the relationship
lim
σ0→0
uσ0 = lim
σ0→0
exp−(|.|/σ20) = 0 (71)
, where |.| is bounded and has a minimum and maximum, because we have finite number of
samples.
Lemma 3. Given any fixed σ1 > 0, the lower boundL (σ0, σ1) is a function with respect to σ0 and
as σ0 → 0,L (σ0, σ1) approaches the function
L (σ1) =
τ∑
g=1
∑
Sg
Γi,j −
τ∑
g1 6=g2
∑
i∈Sg1
∑
j∈Sg2
|Γi,j |e
− 1
ζσ21 . (72)
At this point, if we let σ1 → 0, we have
lim
σ1→0
L (σ1) =
∑
i,j∈S
Γi,j (73)
= H∗. (74)
Proof.
Given Lemma 2, we know that
lim
σ0→0
uσ0 = 0. (75)
Therefore, having σ0 → 0 is equivalent to having uσ0 → 0. Since Lemma 1 provide the equation
of a lower bound that is a function of uσ0 , this lemma is proven by simply evaluatingL (σ0, σ1)
as uσ0 → 0. Following these steps, we have
L (σ1) = lim
uσ0→0
τ∑
g=1
∑
Sg
Γi,je
−Ngu
2
σ0
σ21 −
τ∑
g1 6=g2
∑
i∈Sg1
∑
j∈Sg2
|Γi,j |e
−Ng1,g2 (uσ0 )
σ21 , (76)
=
τ∑
g=1
∑
Sg
Γi,j −
τ∑
g1 6=g2
∑
i∈Sg1
∑
j∈Sg2
|Γi,j |e
− 1
ζσ21 . (77)
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At this point, as σ1 → 0, our lower bound reaches the global maximum
lim
σ1→0
L (σ1) =
τ∑
g=1
∑
Sg
Γi,j =
∑
i,j∈S
Γi,j (78)
= H∗. (79)
Lemma 4. Given anyHl−2, δ > 0, there exists a σ0 > 0 and σ1 > 0 such that
H∗ −Hl ≤ δ. (80)
Proof.
Observation 1.
Note that the objective ofHl is
Hl = max
W
∑
i,j∈S
Γi,je
− (r
(S)
i
−r(S)
j
)TWWT (r
(S)
i
−r(S)
j
)
2σ21
−
∑
i,j∈Sc
|Γi,j |e
− (r
(Sc)
i
−r(S
c)
j
)TWWT (r
(Sc)
i
−r(S
c)
j
)
2σ21 .
(81)
Since the Gaussian kernel is bounded between 0 and 1, the theoretical maximum ofH∗ is when
the kernel is 1 for S and 0 for Sc with the theoretical maximum asH∗ = ∑i,j∈S Γi,j . Therefore
Eq. (80) inequality is equivalent to ∑
i,j∈S
Γi,j −Hl ≤ δ. (82)
Observation 2.
If we choose a σ0 such that
L ∗(σ1)−L (σ0, σ1) ≤ δ
2
and H∗ −L ∗(σ1) ≤ δ
2
(83)
then we have identified the condition where σ0 > 0 and σ1 > 0 such that∑
i,j∈S
Γi,j −L (σ0, σ1) ≤ δ. (84)
Note that the L ∗(σ1) is a continuous function of σ1. Therefore, a σ1 exists such that L ∗(σ1)
can be set arbitraty close toH∗. Hence, we choose an σ1 that has the following property:
H∗ −L ∗(σ1) ≤ δ
2
. (85)
We next fix σ1, we also knowL (σ0, σ1) is a continuous function of σ0, and it has a limitL ∗(σ1)
as σ0 approaches to 0, hence there exits a σ0, where
L ∗(σ1)−L (σ0, σ1) ≤ δ
2
(86)
Then we have:
L ∗(σ1)−L (σ0, σ1) ≤ δ
2
and H∗ −L ∗(σ1) ≤ δ
2
. (87)
By adding the two δ2 , we conclude the proof.
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Lemma 5. There exists a Kernel Sequence {φl◦}Ll=1 parameterized by a set of weights Wl and a set
of bandwidths σl such that
lim
l→∞
Hl = H∗, Hl+1 > Hl ∀l (88)
Before, the proof, we use the following figure, Fig. 5, to illustrate the relationship between Kernel
Sequence {φl◦}Ll=1 that generates the H-Sequence {Hl}Ll=1. By solving a network greedily, we
separate the network into L separable problems. At each additional layer, we rely on the weights
learned from the previous layer. At each network, we find σl−1, σl, and Wl for the next network. We
also note that since we only need to prove the existence of a solution, this proof is done by Proof by
Construction, i.e, we only need to show an example of its existence. Therefore, this proof consists of
us constructing aH-Sequence which satisfies the lemma.
Figure 5: Relating Kernel Sequence toH-Sequence.
Proof.
We first note that from Lemma 4, we have previously proven given anyHl−2, δ > 0, there exists
a σ0 > 0 and σ1 > 0 such that
H∗ −Hl ≤ δl. (89)
This implies that based on Fig. 5, at any given layer, we could reach arbitrarily close toH∗. Given
this, we list the 2 steps to build theH-Sequence.
Step 1: Define {En}∞n=1 as a sequence of numbersH∗ − H
∗−H0
n on the real line. We have the
following properties for this sequence:
lim
n→∞ En = H
∗, E1 = H0. (90)
Using these two properties, for anyHl−1 ∈ [H0,H∗] there exist an unique n, where
En ≤ Hl−1 < En+1. (91)
Step 2: For any given l, we choose δl to satisfies Eq. (89) by the following procedure, First find
an n that satisfies
En ≤ Hl−1 < En+1, (92)
and second define δl to be
δl = H∗ − En+1. (93)
To satisfy Eq. (89), the following must be true.
H∗ −Hl−1 ≤ δl−1. (94)
and further we found n such that
En ≤ Hl−1 < En+1 =⇒ H∗ − En ≥ H∗ −Hl−1 > H∗ − En+1. (95)
Thus combining Eq. (93), Eq. (94), and Eq. (95) we have
δl−1 > δl. (96)
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Therefore, {δl} is a decreasing sequence.
Step 3: Note that {En} is a converging sequence where
lim
n→∞H
∗ − H
∗ −H0
n
= H∗. (97)
Therefore, {∆n} = H∗ − {En} is also a converging sequence where
lim
n→∞H
∗ −H∗ + H
∗ −H0
n
= 0 (98)
and {δl} is a subsequence of {∆l}. Since any subsequence of a converging sequence also
converges to the same limit, we know that
lim
l→∞
δl = 0. (99)
Following this construction, if we always chooseHl such that
H∗ −Hl ≤ δl. (100)
As l→∞, the inequality becomes
H∗ − lim
l→∞
Hl ≤ lim
l→∞
δl, (101)
≤ 0. (102)
Since we know that
H∗ −Hl ≥ 0 ∀l. (103)
The condition of
0 ≤ H∗ − lim
l→∞
Hl ≤ 0 (104)
is true only if
H∗ − lim
l→∞
Hl = 0. (105)
This allows us to conclude
H∗ = lim
l→∞
Hl. (106)
Proof of the Monotonic Improvement.
Given Eq. (91) and Eq. (93), at each step we have the following:
Hl−1 < En+1 (107)
≤ H∗ − δl. (108)
Rearranging this inequality, we have
δl < H∗ −Hl−1. (109)
By combining the inequalities from Eq. (109) and Eq. (100), we have the following relationships.
H∗ −Hl ≤ δl < H∗ −Hl−1 (110)
H∗ −Hl < H∗ −Hl−1 (111)
−Hl < −Hl−1 (112)
Hl > Hl−1, (113)
(114)
which concludes the proof of theorem.
Lemma 6. Given 1√
ζ
as a normalizing constant for Ws = 1√ζ
∑
α rα such that W
TW = I , then
Ws is not guaranteed to be the optimal solution for the HSIC objective.
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Proof. We start with the Lagrangian
L = −
∑
i,j
Γi,je
− (ri−rj)
TWWT (ri−rj)
2σ2 − Tr(Λ(WTW − I)). (115)
If we now take the derivative with respect to the Lagrange, we get
∇L = 1
σ2
∑
i,j
Γi,je
− (ri−rj)
TWWT (ri−rj)
2σ2 (ri − rj)(ri − rj)TW − 2WΛ. (116)
By setting the gradient to 0, we have 1
2σ2
∑
i,j
Γi,je
− (ri−rj)
TWWT (ri−rj)
2σ2 (ri − rj)(ri − rj)T
W =WΛ. (117)
QlW =WΛ. (118)
From Eq. (118), we see that W is only the optimal solution when W is the eigenvector of Ql.
Therefore, by setting W to Ws = 1√ζ
∑
α rα, it is not guaranteed to yield an optimal.
Appendix B Proof for Theorem 2
Theorem 2: As l→∞ andHl → H∗, the following properties are satisfied:
I the scatter ratio approaches 0 where
lim
l→∞
Tr(Slw)
Tr(Slb)
= 0 (119)
II the Kernel Sequence converges to the following kernel:
lim
l→∞
K(xi, xj)l = K∗ =
{
0 ∀i, j ∈ Sc
1 ∀i, j ∈ S . (120)
Proof. We start by proving condition II starting from theH objective using a GK
max
W
∑
i,j∈S
Γi,jKW (ri, rj)−
∑
i,j∈Sc
|Γi,j |KW (ri, rj) (121)
max
W
∑
i,j∈S
Γi,je
− (ri−rj)
TWWT (ri−rj)
2σ2 −
∑
i,j∈Sc
|Γi,j |e−
(ri−rj)TWWT (ri−rj)
2σ2 (122)
Given thatHl → H∗, and the fact that 0 ≤ KW ≤ 1, this implies that the following condition must
be true:
H∗ =
∑
i,j∈S
Γi,j =
∑
i,j∈S
Γi,j(1)−
∑
i,j∈Sc
|Γi,j |(0). (123)
Based on Eq. (89), our construction at each layer ensures to satisfy
H∗ −Hl ≤ δl. (124)
Substituting the definition ofH∗ andHl, we have
∑
i,j∈S
Γi,j(1)−
∑
i,j∈S
Γi,jKW (ri, rj)−
∑
i,j∈Sc
|Γi,j |KW (ri, rj)
 ≤ δl (125)
∑
i,j∈S
Γi,j(1−KW (ri, rj)) +
∑
i,j∈Sc
|Γi,j |KW (ri, rj) ≤ δl. (126)
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Since every term within the summation in Eq. (126) is positive, this implies
1−KW (ri, rj) ≤ δl i, j ∈ S (127)
KW (ri, rj) ≤ δl i, j ∈ Sc. (128)
So as l→∞ and δl → 0, every component getting closer to limit Kernel, i.e, taking the limit from
both sides and using the fact that is proven is theorem 1 liml→∞ δl = 0 leads to
lim
l→∞
1 ≤ KW (ri, rj) i, j ∈ S (129)
lim
l→∞
KW (ri, rj) ≤ 0 i, j ∈ Sc (130)
both terms must instead be strictly equality. Therefore, we see that at the limit point KW would have
the form
K∗ =
{
0 ∀i, j ∈ Sc
1 ∀i, j ∈ S . (131)
First Property:
Using Eq. (127) and Eq. (128) we have:
1− δl ≤ e−
(ri−rj)TWWT (ri−rj)
2σ2 i, j ∈ S (132)
e−
(ri−rj)TWWT (ri−rj)
2σ2 ≤ δl i, j ∈ Sc. (133)
As liml→∞ δl = 0, taking the limit from both side leads to:e−
(ri−rj)TWWT (ri−rj)
2σ2 = 1 ∀i, j ∈ S
e−
(ri−rj)TWWT (ri−rj)
2σ2 = 0 ∀i, j ∈ Sc
. (134)
If we take the log of the conditions, we get{
1
2σ2 (ri − rj)TWWT (ri − rj) = 0 ∀i, j ∈ S
1
2σ2 (ri − rj)TWWT (ri − rj) =∞ ∀i, j ∈ Sc
. (135)
This implies that as l→∞ we have
lim
l→∞
∑
i,j∈S
1
2σ2
(ri − rj)TWWT (ri − rj) = lim
l→∞
Tr(Sw) = 0. (136)
lim
l→∞
∑
i,j∈Sc
1
2σ2
(ri − rj)TWWT (ri − rj) = lim
l→∞
Tr(Sb) =∞, (137)
This yields the ratio
lim
Hl→H∗
Tr(Sw)
Tr(Sb)
=
0
∞ = 0. (138)
Appendix C Proof for Theorem 3
Theorem 3: Eq. (5) objective is equivalent to∑
i,j
Γi,je
− (ri−rj)
TWWT (ri−rj)
2σ2 (rTi WW
T rj)−
∑
i
Di(W )||WT ri||2. (139)
22
Proof. Let Ai,j = (ri − rj)(ri − rj)T . Given the Lagranian of the HSIC objective as
L = −
∑
i,j
Γi,je
− (ri−rj)
TWWT (ri−rj)
2σ2 − Tr[Λ(WTW − I)]. (140)
Our layer wise HSIC objective becomes
min
W
−
∑
i,j
Γi,je
− (ri−rj)
TWWT (ri−rj)
2σ2 − Tr[Λ(WTW − I)]. (141)
We take the derivative of the Lagrangian, the expression becomes
∇WL(W,Λ) =
∑
i,j
Γi,j
σ2
e−
Tr(WTAi,jW )
2σ2 Ai,jW − 2WΛ. (142)
Setting the gradient to 0, and consolidate some scalar values into Γˆi,j , we get the expression∑
i,j
Γi,j
2σ2
e−
Tr(WTAi,jW )
2σ2 Ai,j
W = WΛ (143)
1
2
∑
i,j
Γˆi,jAi,j
W = WΛ (144)
QW = WΛ. (145)
From here, we see that the optimal solution is an eigenvector of Q. Based on ISM, it further proved
that the optimal solution is not just any eigenvector, but the eigenvectors associated with the smallest
values of Q. From this logic, ISM solves objective (141) with a surrogate objective
min
W
Tr
WT
1
2
∑
i,j
Γˆi,jAi,j
W
 s. t.WTW = I. (146)
Given DΓˆ as the degree matrix of Γˆ and R = [r1, r2, ...]
T , ISM further shows that Eq. (146) can be
written into
min
W
Tr
(
WTRT
[
DΓˆ − Γˆ
]
RW
)
s. t.WTW = I (147)
max
W
Tr
(
WTRT
[
Γˆ−DΓˆ
]
RW
)
s. t.WTW = I (148)
max
W
Tr
(
WTRT ΓˆRW
)
− Tr (WTRTDΓˆRW ) s. t.WTW = I (149)
max
W
Tr
(
ΓˆRWWTRT
)
− Tr (DΓˆRWWTRT ) s. t.WTW = I (150)
max
W
∑
i,j
Γˆi,j [RWW
TRT ]i,j −
∑
i,j
DΓˆi,j [RWW
TRT ]i,j s. t.W
TW = I. (151)
Since the jump from Eq. (146) can be intimidating for those not familiar with the literature, we
included a more detailed derivation in App. D.
Note that the degree matrix DΓˆ only have non-zero diagonal elements, all of its off diagonal are 0.
Given [RWWTRT ]i,j = (rTi WW
T rj), the objective becomes
max
W
∑
i,j
Γˆi,j(r
T
i WW
T rj)−
∑
i
Di(W )||WT ri||2 s. t.WTW = I. (152)
Here, we treat Di as a penalty weight on the norm of the WT ri for every sample.
To better understand the behavior of Di(W ), note that Γˆ matrix looks like
Γˆ =
1
σ2

[
ΓSe−
(ri−rj)TWWT (ri−rj)
2σ2
] [
−|ΓSc |e−
(ri−rj)TWWT (ri−rj)
2σ2
]
...[
−|ΓSc |e−
(ri−rj)TWWT (ri−rj)
2σ2
] [
ΓSe−
(ri−rj)TWWT (ri−rj)
2σ2
]
...
... ... ...
 . (153)
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The diagonal block matrix all Γi,j elements that belong to S and the off diagonal are elements that
belongs to Sc. Each penalty term is the summation of its corresponding row. Hence, we can write
out the penalty term as
Di(Wl) =
1
σ2
∑
j∈S|i
Γi,jKWl(ri, rj)−
1
σ2
∑
j∈Sc|i
|Γi,j |KWl(ri, rj). (154)
From this, it shows that as W improve the objective, the penalty term is also increased. In fact, at its
extreme asHl → H∗, all the negative terms are gone and all of its positive terms are maximized and
this matrix approaches
Γˆ∗ =
1
σ2
[ΓS ] [0] ...[0] [ΓS ] ...
... ... ...
 . (155)
From the matrix Γˆ∗ and the definition of Di(Wl), we see that as KW from S increase,
Since Di(W ) is the degree matrix of Γˆ, we see that asHl → H∗, we have
D∗i (W ) > Di(W ). (156)
Appendix D Derivation for
∑
i,j Ψi,j(xi − xj)(xi − xj)T = 2XT (DΨ −Ψ)X
Since Ψ is a symmetric matrix, and Ai,j = (xi − xj)(xi − xj)T , we can rewrite the expression into∑
i,j Ψi,jAi,j =
∑
i,j Ψi,j(xi − xj)(xi − xj)T
=
∑
i,j Ψi,j(xix
T
i − xjxTi − xixTj + xjxTj )
= 2
∑
i,j Ψi,j(xix
T
i − xjxTi )
=
[
2
∑
i,j Ψi,j(xix
T
i )
]
−
[
2
∑
i,j Ψi,j(xix
T
j )
]
.
If we expand the 1st term, we get
2
n∑
i
n∑
j
Ψi,j(xix
T
i ) = 2
∑
i
Ψi,1(xix
T
i ) + . . .+ Ψi,n(xix
T
i ) (157)
= 2
n∑
i
[Ψ1,1 + Ψ1,2 + ...]xix
T
i (158)
= 2
n∑
i
dixix
T
i (159)
= 2XTDΨX (160)
Given Ψi as the ith row, next we look at the 2nd term
2
∑
i
∑
j
Ψi,jxix
T
j = 2
∑
i
Ψi,1xix
T
1 + Ψi,2xix
T
2 + Ψi,3xix
T
3 + ... (161)
= 2
∑
i
xi(Ψi,1x
T
1 ) + xi(Ψi,2x
T
2 ) + xi(Ψi,3x
T
3 ) + ... (162)
= 2
∑
i
xi
[
(Ψi,1x
T
1 ) + (Ψi,2x
T
2 ) + (Ψi,3x
T
3 ) + ...
]
(163)
= 2
∑
i
xi
[
XTΨTi
]T
(164)
= 2
∑
i
xi [ΨiX] (165)
= 2 [x1Ψ1X + x2Ψ2X + x3Ψ3X + ...] (166)
= 2 [x1Ψ1 + x2Ψ2 + x3Ψ3 + ...]X (167)
= 2XTΨX (168)
(169)
24
Putting both terms together, we get∑
i,j
Ψi,jAi,j = 2X
TDΨX − 2XTΨXa (170)
= 2XT [DΨ −Ψ]X (171)
(172)
Appendix E Proof for Corollary 1 and 2
Corollary 1: GivenHl → H∗, the network output in IDS solves MSE via a translation of labels.
Proof.
As Hl → H∗, Thm. 2 shows that sample of the same class are mapped into the same point.
Assuming that φ has mapped the sample into c points α = [α1, ..., αc] that’s different from the
truth label ξ = [ξ1, ..., ξc]. Then the MSE objective is minimized by translating the φ output by
ξ − α. (173)
Corollary 2: GivenHl → H∗, the network output in RKHS solves CE via a change of bases.
Assumptions, and Notations.
1. n is the number of samples.
2. τ is the number of classes.
3. yi ∈ Rτ is the ground truth label for the ith sample. It is one-hot encoded where only the
jth element is 1 if xi belongs to the jth class, all other elements would be 0.
4. We denote φ as the network, and yˆi ∈ Rτ as the network output where yˆi = φ(xi). We also
assume that yˆi is constrained on a probability simplex where 1 = yˆTi 1n.
5. We denote the jth element of yi, and yˆi as yi,j and yˆi,j respectively.
6. We define
Orthogonality Condition: A set of samples {yˆ1, ..., yˆn} satisfies the orthogonality
condition if {〈yˆi, yˆj〉 = 1 ∀ i, j same class
〈yˆi, yˆj〉 = 0 ∀ i, j not in the same class . (174)
7. We define the Cross-Entropy objective as
arg min
φ
−
n∑
i=1
τ∑
j=1
yi,j log(φ(xi)i,j). (175)
Proof.
From Thm. 2, we know that the network φ output, {yˆ1, yˆ2, ..., yˆn}, satisfy the orthogonality
condition at H∗. Then there exists a set of orthogonal bases represented by Ξ = [ξ1, ξ2, ..., ξc]
that maps {yˆ1, yˆ2, ..., yˆn} to simulate the output of a softmax layer. Let ξi = yˆj , j ∈ Si, i.e.,
for the ith class we arbitrary choose one of the samples from this class and assigns ξi of that
class to be equal to the sample’s output. Realize in our problem we have < yˆi, yˆi >= 1, so if
< yˆi, yˆj >= 1, then subtracting these two would lead to < yˆi, yˆi − yˆj >= 0, which is the same
as yˆi = yˆj . So this representation is well-defined and its independent of choices of the sample
from each group if they satisfy orthogonality condition. Now we define transformed labels, Y as:
Y = Yˆ Ξ. (176)
Note that Y = [y1, y2, ..., yn]T which each yi is a one hot vector representing the class member-
ship of i sample in c classes. Since given Ξ as the change of basis, we can match Yˆ to Y exactly,
CE is minimized.
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Appendix F Dataset Details
No samples were excludes from any of the dataset.
Wine. This dataset has 13 features, 178 samples, and 3 classes. The features are continuous and
heavily unbalanced in magnitude. The dataset can be downloaded at https://archive.ics.uci.
edu/ml/datasets/wine.
Divorce. This dataset has 54 features, 170 samples, and 2 classes. The features are discrete and
balanced in magnitude. The dataset can be downloaded at https://archive.ics.uci.edu/ml/
datasets/Divorce+Predictors+data+set.
Car. This dataset has 6 features, 1728 samples and 2 classes. The features are discrete and balanced
in magnitude. The dataset can be downloaded at https://archive.ics.uci.edu/ml/datasets/
Car+Evaluation.
Cancer. This dataset has 9 features, 683 samples, and 2 classes. The features are discrete and
unbalanced in magnitude. The dataset can be downloaded at https://archive.ics.uci.edu/
ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic).
Face. This dataset consists of images of 20 people in various poses. The 624 images are vector-
ized into 960 features. The dataset can be downloaded at https://archive.ics.uci.edu/ml/
datasets/CMU+Face+Images.
Random. This dataset has 2 features, 80 samples and 2 classes. It is generate with a gaussian
distribution where half of the samples are randomly labeled as 1 or 0.
Adversarial. This dataset has 2 features, 80 samples and 2 classes. It is generate with the following
code:
# ! / u s r / b i n / env py thon
n = 40
X1 = np . random . r and ( n , 2 )
X2 = X1 + 0 .01∗ np . random . randn ( n , 2 )
X = np . v s t a c k ( ( X1 , X2 ) )
Y = np . v s t a c k ( ( np . z e r o s ( ( n , 1 ) ) , np . ones ( ( n , 1 ) ) ) )
Appendix G Wl Dimensions for each 10 Fold of each Dataset
We report the input and output dimensions of each Wl for every layer of each dataset in the form of
(α, β); the corresponding dimension becomes Wl ∈ Rα×β . Since each dataset consists of 10-folds,
the network structure for each fold is reported. We note that the input of the 1st layer is the dimension
of the original data. However, after the first layer, the width of the RFF becomes the output of each
layer; here we use 300.
The β value is chosen during the ISM algorithm. By keeping only the most dominant eigenvector of
the Φ matrix, the output dimension of each layer corresponds with the rank of Φ. It can be seen from
each dataset that the first layer significantly expands the rank. The expansion is generally followed by
a compression of fewer and fewer eigenvalues. These results conform with the observations made by
Montavon et al. [43] and Ansuini et al. [42].
Data Layer 1 Layer 2 Layer 3 Layer 4
adversarial 1 (2, 2) (300, 61) (300, 35)
adversarial 2 (2, 2) (300, 61) (300, 35)
adversarial 3 (2, 2) (300, 61) (300, 8) (300, 4)
adversarial 4 (2, 2) (300, 61) (300, 29)
adversarial 5 (2, 2) (300, 61) (300, 29)
adversarial 6 (2, 2) (300, 61) (300, 7) (300, 4)
adversarial 7 (2, 2) (300, 61) (300, 34)
adversarial 8 (2, 2) (300, 12) (300, 61) (300, 30)
adversarial 9 (2, 2) (300, 61) (300, 33)
adversarial 10 (2, 2) (300, 61) (300, 33)
Data Layer 1 Layer 2 Layer 3
Random 1 (3, 3) (300, 47) (300, 25)
Random 2 (3, 3) (300, 46) (300, 25)
Random 3 (3, 3) (300, 46) (300, 25)
Random 4 (3, 3) (300, 47) (300, 4)
Random 5 (3, 3) (300, 47) (300, 25)
Random 6 (3, 3) (300, 45) (300, 23)
Random 7 (3, 3) (300, 45) (300, 25)
Random 8 (3, 3) (300, 45) (300, 21)
Random 9 (3, 3) (300, 45) (300, 26)
Random 10 (3, 3) (300, 47) (300, 25)
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Data Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6
spiral 1 (2, 2) (300, 15) (300, 6) (300, 7) (300, 6)
spiral 2 (2, 2) (300, 13) (300, 6) (300, 7) (300, 6) (300, 6)
spiral 3 (2, 2) (300, 12) (300, 6) (300, 7) (300, 6) (300, 6)
spiral 4 (2, 2) (300, 13) (300, 6) (300, 7) (300, 6) (300, 6)
spiral 5 (2, 2) (300, 13) (300, 6) (300, 7) (300, 6)
spiral 6 (2, 2) (300, 14) (300, 6) (300, 7) (300, 6)
spiral 7 (2, 2) (300, 14) (300, 6) (300, 7) (300, 6)
spiral 8 (2, 2) (300, 14) (300, 6) (300, 7) (300, 6) (300, 6)
spiral 9 (2, 2) (300, 13) (300, 6) (300, 7) (300, 6)
spiral 10 (2, 2) (300, 14) (300, 6) (300, 7) (300, 6)
Data Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6
wine 1 (13, 11) (300, 76) (300, 6) (300, 7) (300, 6) (300, 6)
wine 2 (13, 11) (300, 76) (300, 6) (300, 6) (300, 6) (300, 6)
wine 3 (13, 11) (300, 75) (300, 6) (300, 7) (300, 6) (300, 6)
wine 4 (13, 11) (300, 76) (300, 6) (300, 6) (300, 6) (300, 6)
wine 5 (13, 11) (300, 74) (300, 6) (300, 7) (300, 6) (300, 6)
wine 6 (13, 11) (300, 74) (300, 6) (300, 6) (300, 6) (300, 6)
wine 7 (13, 11) (300, 74) (300, 6) (300, 6) (300, 6) (300, 6)
wine 8 (13, 11) (300, 75) (300, 6) (300, 7) (300, 6) (300, 6)
wine 9 (13, 11) (300, 75) (300, 6) (300, 8) (300, 6) (300, 6)
wine 10 (13, 11) (300, 76) (300, 6) (300, 7) (300, 6) (300, 6)
Data Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6
car 1 (6, 6) (300, 96) (300, 6) (300, 8) (300, 6)
car 2 (6, 6) (300, 96) (300, 6) (300, 8) (300, 6)
car 3 (6, 6) (300, 91) (300, 6) (300, 8) (300, 6)
car 4 (6, 6) (300, 88) (300, 6) (300, 8) (300, 6) (300, 6)
car 5 (6, 6) (300, 94) (300, 6) (300, 8) (300, 6)
car 6 (6, 6) (300, 93) (300, 6) (300, 7)
car 7 (6, 6) (300, 92) (300, 6) (300, 8) (300, 6)
car 8 (6, 6) (300, 95) (300, 6) (300, 7) (300, 6)
car 9 (6, 6) (300, 96) (300, 6) (300, 9) (300, 6)
car 10 (6, 6) (300, 99) (300, 6) (300, 8) (300, 6)
Data Layer 1 Layer 2 Layer 3 Layer 4 Layer 5
divorce 1 (54, 35) (300, 44) (300, 5) (300, 5)
divorce 2 (54, 35) (300, 45) (300, 4) (300, 4)
divorce 3 (54, 36) (300, 49) (300, 6) (300, 6)
divorce 4 (54, 36) (300, 47) (300, 7) (300, 6)
divorce 5 (54, 35) (300, 45) (300, 6) (300, 6)
divorce 6 (54, 36) (300, 47) (300, 6) (300, 6)
divorce 7 (54, 35) (300, 45) (300, 6) (300, 6) (300, 4)
divorce 8 (54, 36) (300, 47) (300, 6) (300, 7) (300, 4)
divorce 9 (54, 36) (300, 47) (300, 5) (300, 5)
divorce 10 (54, 36) (300, 47) (300, 6) (300, 6)
Data Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6 Layer 7 Layer 8 Layer 9 Layer 10
cancer 1 (9, 8) (300, 90) (300, 5) (300, 6) (300, 6) (300, 5) (300, 4) (300, 5) (300, 6) (300, 6)
cancer 2 (9, 8) (300, 90) (300, 6) (300, 7) (300, 8) (300, 11) (300, 8) (300, 4)
cancer 3 (9, 8) (300, 88) (300, 5) (300, 6) (300, 7) (300, 7) (300, 6) (300, 4)
cancer 4 (9, 8) (300, 93) (300, 6) (300, 7) (300, 9) (300, 11) (300, 8)
cancer 5 (9, 8) (300, 93) (300, 9) (300, 10) (300, 10) (300, 11) (300, 9) (300, 7)
cancer 6 (9, 8) (300, 92) (300, 7) (300, 8) (300, 8) (300, 7) (300, 7)
cancer 7 (9, 8) (300, 90) (300, 4) (300, 4) (300, 5) (300, 6) (300, 6) (300, 6) (300, 6)
cancer 8 (9, 8) (300, 88) (300, 5) (300, 6) (300, 7) (300, 8) (300, 7) (300, 6)
cancer 9 (9, 8) (300, 88) (300, 5) (300, 7) (300, 7) (300, 7) (300, 7)
cancer 10 (9, 8) (300, 97) (300, 9) (300, 11) (300, 12) (300, 13) (300, 6)
Data Layer 1 Layer 2 Layer 3 Layer 4
face 1 (960, 233) (300, 74) (300, 73) (300, 46)
face 2 (960, 231) (300, 75) (300, 73) (300, 43)
face 3 (960, 231) (300, 76) (300, 73) (300, 44)
face 4 (960, 232) (300, 76) (300, 74) (300, 44)
face 5 (960, 231) (300, 77) (300, 73) (300, 43)
face 6 (960, 232) (300, 74) (300, 72) (300, 47)
face 7 (960, 232) (300, 76) (300, 73) (300, 45)
face 8 (960, 230) (300, 74) (300, 74) (300, 44)
face 9 (960, 233) (300, 76) (300, 76) (300, 45)
face 10 (960, 231) (300, 76) (300, 70) (300, 43)
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Appendix H Sigma Values used for Random and Adversarial Simulation
The simulation of Thm. 1 as shown in Fig. 2 spread the improvement across multiple layers. The σl
andHl values are recorded here. We note that σl are reasonably large and not approaching 0 and the
improvement ofHl is monotonic.
Figure 6
Figure 7
Given a sufficiently small σ0 and σ1, Thm. 1 claims that it can come arbitrarily close to the global
optimal using a minimum of 2 layers. We here simulate 2 layers using a relatively small σ values
(σ0 = 10−5) on the Random (left) and Adversarial (right) data and display the results of the 2 layers
below. Notice that given 2 layer, it generated a clearly separable clusters that are pushed far apart.
Figure 8: Random Dataset with 2
layers and σ = 10−5
Figure 9: Adversarial Dataset with 2
layers and σ = 10−5
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Appendix I Graphs of Kernel Sequences
A representation of the Kernel Sequence are displayed in the figures below for each dataset. The
samples of the kernel matrix are previously organized to form a block structure by placing samples of
the same class adjacent to each other. Since the Gaussian kernel is restricted to values between 0 and
1, we let white and dark blue be 0 and 1 respectively where the gradients reflect values in between.
Our theorems predict that the Kernel Sequence will evolve from an uninformative kernel into a highly
discriminating kernel of perfect block structures.
Figure 10: The kernel sequence for the wine dataset.
Figure 11: The kernel sequence for the cancer dataset.
Figure 12: The kernel sequence for the Adversarial dataset.
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Figure 13: The kernel sequence for the car dataset.
Figure 14: The kernel sequence for the face dataset.
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Figure 15: The kernel sequence for the divorce dataset.
Figure 16: The kernel sequence for the spiral dataset.
Figure 17: The kernel sequence for the Random dataset.
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Appendix J Evaluation Metrics Graphs
Figure 18
Figure 19: Figures of key metrics for all datasets as samples progress through the network. It is
important to notice the uniformly and monotonically increasingH-Sequence for each plot since this
guarantees a converging kernel/risk sequence. As the T approach 0, samples of the same/difference
classes in IDS are being pulled into a single point or pushed maximally apart respectively. As C
approach 0, samples of the same/difference classes in RKHS are being pulled into 0 or pi2 cosine
similarity respectively.
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Appendix K Optimal Gaussian σ for Maximum Kernel Separation
Although the Gaussian kernel is the most common kernel choice for kernel methods, its σ value
is a hyperparameter that must be tuned for each dataset. This work proposes to set the σ value
based on the maximum kernel separation. The source code is made publicly available on https:
//github.com/anonamous.
Let X ∈ Rn×d be a dataset of n samples with d features and let Y ∈ Rn×τ be the corresponding
one-hot encoded labels where τ denotes the number of classes. Given κX(·, ·) and κY (·, ·) as two
kernel functions that applies respectively to X and Y to construct kernel matrices KX ∈ Rn×n and
KY ∈ Rn×n. Given a set S , we denote |S| as the number of elements within the set. Also let S and
Sc be sets of all pairs of samples of (xi, xj) from a dataset X that belongs to the same and different
classes respectively, then the average kernel value for all (xi, xj) pairs with the same class is
dS =
1
|S|
∑
i,j∈S
e−
||xi−xj ||2
2σ2 (177)
and the average kernel value for all (xi, xj) pairs between different classes is
dSc =
1
|Sc|
∑
i,j∈Sc
e−
||xi−xj ||2
2σ2 . (178)
We propose to find the σ that maximizes the difference between dS and dSc or
max
σ
1
|S|
∑
i,j∈S
e−
||xi−xj ||2
2σ2 − 1|Sc|
∑
i,j∈Sc
e−
||xi−xj ||2
2σ2 . (179)
It turns out that is expression can be computed efficiently. Let g = 1|S| and g¯ =
1
|Sc| , and let
1n×n ∈ Rn×n be a matrix of 1s, then we can define Q as
Q = −gKY + g¯(1n×n −KY ). (180)
Or Q can be written more compactly as
Q = g¯1n×n − (g + g¯)KY . (181)
Given Q, Eq. (179) becomes
min
σ
Tr(KXQ). (182)
This objective can be efficiently solved with BFGS.
Below in Fig. 20, we plot out the average within cluster kernel and the between cluster kernel values
as we vary σ. From the plot, we can see that the maximum separation is discovered via BFGS.
Relation to HSIC. From Eq. (182), we can see that the σ that causes maximum kernel separation is
directly related to HSIC. Given that the HSIC objective is normally written as
min
σ
Tr(KXHKYH), (183)
by setting Q = HKYH , we can see how the two formulations are related. While the maximum
kernel separation places the weight of each sample pair equally, HSIC weights the pair differently.
We also notice that the Qi,j element is positive/negative for (xi, xj) pairs that are with/between
classes respectively. Therefore, the argument for the global optimum should be relatively close for
both objectives. Below in Figure 21, we show a figure of HSIC values as we vary σ. Notice how the
optimal σ is almost equivalent to the solution from maximum kernel separation. For the purpose of
KNet, we use σ that maximizes the HSIC value.
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Figure 20: Maximum Kernel separation.
Figure 21: Maximal HSIC.
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