Abstract-Power conservation is one of the most important issues in wireless ad hoc and sensor networks, where nodes are likely to rely on limited battery power. Transmitting at unnecessarily high power not only reduces the lifetime of the nodes and the network, but also introduces excessive interference. It is in the network designer's best interest to have each node transmit at the lowest possible power while preserving network connectivity. In this paper, we investigate the optimal common transmit power, defined as the minimum transmit power used by all nodes necessary to guarantee network connectivity. This is desirable in sensor networks where nodes are relatively simple and it is difficult to modify the transmit power after deployment. The optimal transmit power derived in this paper is subject to the specific routing and medium access control (MAC) protocols considered; however, the approach can be extended to other routing and MAC protocols as well. In deriving the optimal transmit power, we distinguish ourselves from a conventional graph-theoretic approach by taking realistic physical layer characteristics into consideration. In fact, connectivity in this paper is defined in terms of a quality of service (QoS) constraint given by the maximum tolerable bit error rate (BER) at the end of a multihop route with an average number of hops.
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INTRODUCTION
I N an ad hoc wireless network, where nodes are likely to operate on limited battery life, power conservation is an important issue. Conserving power prolongs the lifetime of a node and also the lifetime of the network as a whole. In addition, transmitting at low power reduces the amount of excessive interference. The fundamental question which naturally arises is: "What is the optimal transmit power to be used?" This is the fundamental question that we try to answer in this paper. Obviously, a suitable criterion of optimality has to be introduced.
One of the goals of forming a network is to have network connectivity-that is, each node should be able to communicate with any of the other nodes, possibly via multiple hops. The connectivity level of an ad hoc wireless network depends on the transmit power of the nodes. If the transmit power is too small, the network might be disconnected (i.e., there may be multiple disconnected clusters of nodes instead of a single overall connected network). However, as mentioned earlier, transmitting at excessively high power is inefficient because of the mutual interference in the shared radio channel and the limited battery lifetime. Thus, it is intuitively clear that the optimal transmit power is the minimum power sufficient to guarantee network connectivity [1] , [2] , [3] .
Ideally, the transmit power of a node should be adjusted on a link-by-link basis to achieve the maximum possible power savings [2] , [3] , [4] , [5] , [6] . Nonetheless, due to the absence of a central controller in a "pure" ad hoc network with flat architecture, performing power control on a linkby-link basis is a complicated and cumbersome task. A simpler solution, which is more viable for implementation, is to have all the nodes use a common transmit power. This is desirable in sensor networks where nodes are relatively simple and it is difficult to modify the transmit power after deployment. In addition, the performance difference, in terms of traffic carrying capacity, between adjusting the power locally and employing a common transmit power is small, especially when the number of nodes is large [1] .
In this paper, we investigate the optimal transmit power for an ad hoc wireless networking scenario where all nodes use a common transmit power. Although the optimal common transmit power derived in this paper is subject to the routing and the medium access control (MAC) protocol considered, the approach can be extended to other routing and MAC protocols as well. Other studies which consider common transmit power exist [1] , [7] , [8] , [9] . In [7] and [8] , the minimal transmission range at which a network is connected with high probability is studied. In [9] , the authors investigate the minimal common transmit power sufficient to preserve network connectivity. These works, however, follow a graph-theoretic approach which only takes into account the distances between nodes. More specifically, the authors consider that two neighboring nodes can communicate if they are within the communication range of each other and two nodes that are not neighbors can communicate if there is a multihop path connecting them. It is important to point out that, although there may be a path connecting two nodes, communication between them may not be possible as the quality of service (QoS) in terms of tolerable bit error rate (BER) at the end of a multihop route may not be satisfied. We discuss this in more detail in Section 3. As opposed to the conventional graph-theoretic approach, in this paper, the optimal transmit power sufficient to maintain network connectivity is found according to a physical layer-oriented QoS constraint given by the maximum tolerable BER at the end of a multihop route with an average number of hops.
In this paper, we evaluate the optimal transmit power both analytically (in the case of regular topology) and via simulations (in the case of random topology). Moreover, we investigate the interrelation between optimal transmit power, data rate, and node spatial density. In addition to our earlier work [10] , this paper also investigates 1) the impact of different propagation pathloss exponents (on different links of a multihop route) on the performance of a common transmit power control scheme and 2) the interrelation between transmit power, connectivity, and network longevity. Furthermore, in this paper, we provide a rigorous analysis of exact interference power and BER using a detection theory approach, as opposed to simply assuming that the interference on each link is the average power as considered in [10] . We also validate our analysis with simulation.
The rest of this paper is organized as follows: In Section 2, we describe the model and the assumptions that will be used in the derivation of the optimal transmit power. In Section 3, we define network connectivity. We introduce a communication-theoretic model for evaluating route BER in Section 4. The minimum transmit power sufficient to maintain network connectivity in both regular and random topologies is analyzed in Section 5. The performance in terms of node/network lifetime and effective transport capacity is evaluated in Section 6. Numerical results, along with their implications, are presented in Section 7. Finally, we provide a discussion of related work and conclusions in Section 8 and Section 9, respectively.
MODEL AND ASSUMPTIONS
In this section, we describe the basic ad hoc wireless network communication model and the basic assumptions considered in the this paper.
Network Topology
Throughout the paper, we consider a scenario where N nodes are distributed over a surface with finite area A. The node spatial density is defined as the number of nodes per unit area and is denoted as s ¼ 4 N=A. To avoid edge effects, we assume the network surface to be the surface of a torus with length 2R on each edge, as shown in Fig. 1 . However, the analytical technique presented in this paper can be applied to other types of surfaces as well. In a real scenario, the performance predicted by our analysis may not be extremely precise for nodes on the edge of the network surface. In this case, a more precise performance evaluation may be obtained via simulations. Nonetheless, the results presented in this paper provide a representative description of a realistic network behavior.
In addition to a simple scenario with square grid network topology considered in [10] , in this paper, we also consider a realistic scenario with two-dimensional Poisson node distribution. In a network with square grid topology, shown in Fig. 1a , each node has four nearest neighbors at a fixed distance. In contrast, the positions of nodes in a network with a two-dimensional Poisson topology are random and independent of each other, as shown in Fig. 1b . The probability mass function (pmf) of the number of nodes N a over a surface of area a in the case with two-dimensional Poisson topology is given by 
where, in this case, s corresponds to the average number of nodes per unit area or the average node spatial density. Considering the same value of s for both types of networks with regular and random topologies makes the comparison between them fair and meaningful. In this paper, we only consider ad hoc wireless networks with stationary nodes. Examples of such networks are sensor networks [11] and wireless mesh networks [12] . The extension to a scenario where nodes are mobile can be done following the approach proposed in [13] .
Routing
We assume a simple routing strategy such that a packet is relayed hop-by-hop, through a sequence of nearest neighboring nodes, until it reaches the destination. In addition, we assume that a source node discovers a route prior to data transmission [14] . Discovery of a multihop route from a source to a destination is a crucial phase in a wireless networking scenario with flat architecture. The focus of this paper, however, is on the characterization of the steady state behavior of on-going peer-to-peer multihop communications. Therefore, we will assume that a route between source and destination exists. We discuss routing in networks with regular and random topologies in the following sections.
Square Grid Topology
Due to the regularity of this topology, the distance to the nearest neighbor, denoted by r link , is fixed, and a route is constituted by a sequence of hops with equal length. The distance r link can be computed as follows: One can first observe that constructing a square lattice of N nodes over a surface of a torus with area A is equivalent to fitting N small square tiles of area r 2 link into a large square of area A. Hence, it must hold that Nr 2 link ¼ A and, therefore, the distance to the nearest neighbor can be written as
Two-Dimensional Poisson Topology
In the case of random topology, we still consider a routing scheme where each intermediate node in a multihop route relays the packets to its nearest neighbor in the direction of the destination. In particular, we assume that an intermediate node in the route selects the nearest node within a sector of angle toward the direction of the destination as the next hop [15] . An example of a multihop route constructed in this way is shown in Fig. 2 . In this case, a route can be visualized as a deviation from the straight line between source and destination, referred to as reference path. Unlike in a scenario with grid topology, in a network with two-dimensional Poisson topology, the distance from a node to its nearest neighbor is not a constant. Let W be a random variable denoting the distance to the nearest neighbor in a twodimensional Poisson node distribution. It can be shown that, keeping the node spatial density fixed, for large N (i.e., as N ! 1), the CDF of the distance to the nearest neighbor in a torus is
where
À Á . Note that the total surface area of a torus with length 2R on each edge is equal to 4R 2 . Hence, the node spatial density in this case is s ¼ N=4R 2 . Substituting this value back in (3) and computing F W ðRÞ, it follows that Pr½W R, i.e., F W ðRÞ, is almost 1 if N ! 10. In other words, W is almost surely lower than R. Consequently, for N ) 10 (which will be true for all scenarios considered in this paper), we can neglect the case where W > R without significant impact on the accuracy of the analytical results.
Using the fact that W R with very high probability and generalizing the CDF given in (3) to a scenario where a node looks for a neighboring node within a sector of angle , the CDF of W can be written as
0 w R 0 otherwise:
More details on the derivation can be found in [16] .
Medium Access Control Protocol
In this paper, we consider a simple reservation-based MAC protocol introduced in [17] and defined as reserve-and-go (RESGO). 1 In this protocol, a source node first reserves intermediate nodes on a route for relaying its packets to the destination-characterization of this phase is beyond the scope of this paper. A transmission can begin after a route is discovered and reserved. The main idea of the protocol is that a source node or a relay node generates an exponential random backoff time before it transmits or relays each packet. After the random backoff time expires, a node can start transmitting a packet. The random backoff time helps reduce interference among nodes in the same route and also among nodes in different routes. Throughout this paper, we assume that the random backoff time is exponential with mean 1= t . In other words, given that a node has packets to send, packets are transmitted with rate t (dimension: [pck/s]). Note that this is generally different from the traffic generation rate, g .
CONNECTIVITY
As discussed earlier, the optimal common transmit power is the minimum power sufficient to preserve network connectivity. In this section, we formalize the definition of network connectivity. Conceptually, an ad hoc wireless network is often viewed as a graph, where vertices represent the nodes and edges represent the links connecting neighboring nodes. From a graph-theoretical perspective, a network is connected if there is a path (possibly multihop) connecting any node to any other node in the network. However, using this notion of connectivity for an ad hoc wireless network, where a communication channel is error-prone, can be misleading. Since the wireless links are susceptible to errors, the QoS in terms of route BER deteriorates as the number of hops in a route increases. Consequently, the performance may be unacceptable, although there is a sequence of links to the destination.
In order to take the physical layer characteristics into account, in this paper, we consider network connectivity from a communication-theoretic viewpoint. In particular, a network is said to be connected if any source node can communicate with a BER lower than a prescribed value BER th to a destination node placed at the end of a multihop Fig. 2 . Possible multihop route in a random topology. W corresponds to the distance to the nearest neighbor, È corresponds the projection angle, and corresponds to the angle which a node looks for a neighbor in the direction of the destination.
route with an average number of hops [19] . To be conservative, in most of this paper, we consider an ideal worst-case scenario where an information bit is relayed on each link of a route toward a destination without retransmissions. However, it will be shown that use of retransmission techniques lowers the BER and thus decreases the minimum power required to maintain the network connectivity. We will discuss this in more detail in Section 7.1.
In addition, note that this notion of connectivity corresponds to requiring that, on average, a communication between a source and a destination can be guaranteed with a desired quality. However, it does not guarantee that a source can communicate with every node in the network with this QoS. A more stringent connectivity requirement, such that a source can communicate with every node in the network with the desired QoS, can also be enforced. The approach proposed in this paper can be straightforwardly extended by considering the BER at the end of a multihop route with the maximum possible number of hops. In the next section, we derive a simple analytical expression for the average number of hops in the cases with grid and random topologies.
Square Grid Topology
Due to the spatial invariance on a torus, we can assume without any loss of generality that a source node is at the center of the network (see Fig. 3 ). If a destination node is selected at random, the minimum number of hops to reach the destination can range from 1 to 2i max , where i max is the maximum tier order. In other words, it takes 1 hop to reach a destination which is a neighbor of a source node in Tier 1, and it takes 2i max hops to reach the farthest node from the center in Tier i max . The average number of hops can be obtained by counting the number of hops on a route from the source to each destination node and finding the average value. Assuming that each destination is equally likely, the average number of hops on a route can be written as
The first summation term in (5) corresponds to the number of hops it takes to reach any of the four nodes in alignment with the source at the center of the network in all possible tiers, the second summation corresponds to the number of hops to reach nodes on the four corners of each tier, and, finally, the third summation corresponds to the number of hops to reach the other nodes in each tier. With straightforward algebra, (5) can be simplified to
Since i max ' ffiffiffiffi ffi N p =2, when the number of nodes is sufficiently large, from (6), one obtains:
Two-Dimensional Poisson Topology
In this case, we define an average route as a route between a source and a destination separated by an average Euclidean distance between two randomly chosen points on a torus. We now propose an approach for computing the average path length. Let Z be the random variable denoting the distance between a source and a destination. It can be shown that the pdf of Z is [15] f Z ðzÞ ¼
Based on (8), the following average distance between a source and a destination node can be obtained:
Intuitively, the average number of hops in a route must be proportional to the average hop length, i.e., the average distance between two neighbors. For instance, one can expect that a route will consist of many hops if each hop length is short. In our analysis, we assume that each hop deviates, with respect to the reference path, by an angle È, where È is uniformly distributed in the interval ðÀ=2; =2Þ -the angles È and are shown in the example considered in Fig. 2 . By projecting each hop onto the reference path, the average number of hops between a source and a destination can be approximated as follows:
where E½W cos È is the average projected hop length. In general, W and È are not independent. However, as discussed in Section 2.1, since it is highly likely that W R, in this case, it can be shown that W and È are basically independent. Therefore, it follows that
The expected values of W and cos È can be straightforwardly obtained from the pdfs of W and È. In fact, assuming 2. To be precise, in the derivation of n rand in (10), one should consider E½W cos È= at the denominator on the right-hand side. However, in the remainder of this paper, we assume that is given and all the expected values have to be interpreted as conditional expectations. In general, the angle is likely to be known. For example, in a routing protocol where a node does not select the next relay node that is in the opposite direction of the destination, the angle is .
that the network area is large (i.e., R is large), it can be shown that E½W ' ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi =ð2 s Þ p and E½cos È ' ð2=Þ sinð=2Þ [15] . Finally, using (9), (10) , and the simplified expression for E½W cos È, it can be shown that
where we have used the fact that s ¼ N=A.
BER AT THE END OF A MULTIHOP ROUTE
Since the network connectivity is defined in terms of BER quality at the end of a multihop route, in this section, we present an approach to evaluate the route BER.
Square Grid Topology
BER with Exact Interference Analysis
In this section, we analyze the link BER and the route BER using a detection-theoretic approach. Generally, the received signal observed at the receiver is the sum of three components: 1) the intended signal from a transmitter, 2) the interfering signals from other nodes, and 3) the thermal noise. Since the interfering signals come from other nodes, we assume that the total interfering signal can be treated as an additive noise process independent of the thermal noise process. The received signal r during each bit period can be expressed as
where s sig is the signal from the transmitter, s j is the signal from an interfering node j, and w thermal is the thermal noise signal. In the following, we will derive these three components.
Consider a link between the transmitter and the receiver shown in Fig. 3 . Assuming that a signal is attenuated with a distance raised to the power , where is the pathloss exponent, the power of the intended signal from the transmitter as observed at the receiver can be written as [20] 
and P t is the transmit power, G t and G r are the transmitter and receiver antenna gains, f c is the carrier frequency, and c is the speed of light. In this paper, we assume that the antennas at the nodes are omnidirectional (G t ¼ G r ¼ 1), and the carrier frequency is in the unlicensed 2.4 GHz band. Assuming a binary phase shift keying (BPSK) modulation, there can be two cases for the amplitude of the received signal: 1)
is transmitted-note that E b is the bit energy of the received signal.
The thermal noise power can be written as follows:
where F is the noise figure, k ¼ 1:38 Â 10 À23 J/K is the Boltzmann's constant, T 0 is the room temperature (T 0 ¼ 300 K), and B is the transmission bandwidth. The received thermal noise signal is simply w thermal ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi F kT 0 B p . Due to spatial invariance (torus assumption), without any loss of generality, one could compute the amount of interference experienced by a receiving node as if it were at the center of the network. Fig. 3 illustrates a scenario where the receiver is at the center of the network and the other nodes are grouped in concentric square tiers. Consider a potential interfering node j at a distance j r link from the receiver, where j is a multiplicative factor which depends on the position of node j. For example, a node at the corner of the first tier would have a multiplicative factor ¼ ffiffi ffi 2 p because it is at the distance ffiffi ffi 2 p r link from the receiver. The interference power from node j can be written as
For each interfering node j, the amplitude of the interfering signal can be classified into one of these three cases: 1)
is transmitted, and 3) s j ¼ 0 if node j does not transmit. The probability that an interfering node will transmit and cause interference depends on the MAC protocol employed. Considering the RESGO MAC protocol and assuming that each node transmits packets with fixed length L (dimension: [b/pck]), it can be shown that the interference probability is equal to the probability that an interfering node transmits during a vulnerable interval of duration L=R b [17] . This probability can be written as
The link BER can now be computed. Since we are considering a linear binary modulation, without loss of generality, we can assume that the transmitter transmits "+1". Thus, in this case,
. Let us define a random vectorS int ¼ fs 1 ; s 2 ; . . . ; s NÀ2 g, where s j is the amplitude of the signal of an interfering node j received at the receiver. Note thatS int is random because each s j can take one of these three different values with the probability given below:
with probability1 À p tran :
Assuming that the threshold for bit detection is placed at 0, the bit error probability can be written as
where the summation is carried out over all possible interference configurations given byS int . Given the random vectorS int , the conditional error probability can be expressed as
Assuming that a bit detected erroneously at the end of a link is not corrected in successive links, the BER at the end of a route with n grid links, denoted as BER grid route , can be written as
Since we assume that each intermediate node decodes the signal before forwarding to the next node in a route, this is regarded as decode-and-forward transmission. The case where each intermediate node simply combines the received signal and relay the signal without decoding can also be considered following the approach in [21] , [22] . Note that the size of the vectorS int increases as the number of nodes in the network increases. Moreover, the values thatS int can take (and, hence, its pmf) are of the order of 3 N . Thus, considering all nodes in the network as potential sources of interference may not be practical. However, our study shows that the dominant interference signals come from the nodes in the first tier around the receiver, and interference from nodes in other tiers are not significant. In Fig. 4 , we compare the route BER in two scenarios: 1) interference signals are from nodes in the first tier only and 2) interference signals are from nodes in both the first tier and the second tier. The results are obtained assuming that the number of nodes is N ¼ 289, the transmit power is P t ¼ 1 mw, the packet size is L ¼ 1;000 b/pck, and the packet transmission rate is t ¼ 0:5 pck/s. The considered data rates are R b ¼ 2 Mb/s and R b ¼ 100 kb/s. It can be observed that the route BER in scenarios 1) and 2) are not significantly different for both data-rate values. As a result, without significant loss of accuracy, one can estimate the route BER by considering only the interference from nodes in the first tier.
To verify our analysis, we also compute the route BER via Monte-Carlo simulations. In the simulation, each node transmits packets according to the RESGO MAC protocol. For each bit received by the receiver, the detection decision is made based on the total received signal (i.e., the signal from the transmitter, the interference signals, and the thermal noise). If the received bit is different from the original bit sent by the transmitter, it is declared as a bit error. Through a Monte-Carlo approach, the link BER can then be obtained by calculating the ratio between the number of bits received in error and the total number of bits received. Finally, the route BER can be obtained from the link BER using (21). In Fig. 5 , we compare the route BER obtained from analysis with that obtained by simulation. The parameters used are the same as those in Fig. 4 . It can be observed that both analytical and simulation results are in good agreement.
Approximate Analysis
The link BER and the route BER can be rigorously evaluated with the approach presented in Section 4.1.1. However, in this section, we provide an approximation approach which allows us to calculate the link BER and the route BER more conveniently. In this approach, the link BER is evaluated by assuming that, in each link, the total interference signal can be modeled as a Gaussian process with variance corresponding to the total average interference power. While we used this approach in our earlier works [10] , [23] , a more accurate analysis reveals that this approach has limited validity. We now show how to correctly use this approach. In order to do this, we first evaluate the average interference power as observed by the receiver. Since each node transmits with a common power P t , if all nodes simultaneously transmit, it can be shown that the total interference power experienced by the receiver at the center of the network is [17] 
The first term in the summation corresponds to the four nodes in each tier that are aligned with the receiver at the center of the network, the second term in the summation corresponds to contribution from the four nodes at the corners of each tier at distance ffiffi ffi 2 p ir link from the receiver, and, finally, the last term in the summation corresponds to the contribution of all the other nodes in each tier. Note that, in each tier, there are eight nodes at distance ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi i 2 þ j 2 p r link from the receiver, for j < i.
With the RESGO MAC protocol, each node transmits with probability p tran and, thus, the average interference power can be written as
Considering BPSK signaling and assuming that the interfering noise is Gaussian, the BER on each link of a route can be written as [24] 
The route BER can then be evaluated using (21) . The route BER from the exact interference analysis presented in Section 4.1.1 shows the existence of a BER floor for increasing values of the node spatial density or transmit power. A typical BER floor can be observed in Fig. 5 . This is intuitively expected because, after the network becomes dense enough, increasing the node spatial density (i.e., reducing the hop length) no longer improves the link SNR, as the interfering nodes also become close enough to the receiver. However, the route BER predicted by the Gaussian assumption for the interference signal presents a much lower BER floor. Via a careful analysis, the route BER floor can be approximated with the following expression:
Motivated by the above considerations, one finds out that an accurate approximate expression for the route BER can be written as
In Fig. 6 , to verify the accuracy of this approximation, we compare the route BER obtained from the exact interference analysis (e.g., using the approach in Section 4.1.1) with that obtained from the approximate analysis (e.g., using (27) ) for two different values of data rate. The parameters used are the same as those in Fig. 4 . It can be observed that the route BER obtained from the approximation closely matches the route BER obtained from the exact interference analysis.
Random Topology
In the case of random topology, it is difficult to obtain exact analytical expressions for the link BER and the route BER. Therefore, we resort to a simulation approach for the evaluation of the BER. For each communication link, a transmitter and receiver pair is generated. The distance between the transmitter and the receiver (i.e., W ) is randomly generated from the hop length distribution given in (4). Then, a number of interfering nodes within the circle of radius 2W centered at the receiver are generated according to a two-dimensional Poisson distribution. Their positions are uniformly distributed. For each node, we schedule transmissions of packets according to the RESGO MAC protocol. For each bit received at the receiver, a threshold-based decision is made. The detected bit is declared as an error if it differs from the original bit sent by the transmitter. The link BER is obtained by computing the ratio of the number of erroneous bits and the total number of received bits. To obtain the route BER, we generate a route with n rand links and compute the route BER as follows:
where BER linki is the BER of the ith link of a route. The average route BER is then obtained by computing the arithmetic average of a large number of realizations of BER rand route .
OPTIMAL COMMON TRANSMIT POWER
In this section, we derive the optimal common transmit power for ad hoc wireless networks with grid and random topologies, respectively.
Optimal Common Transmit Power for Networks with Square Grid Topology
With the exact BER analyzed in Section 4.1.1, one can always numerically find the minimum transmit power which would satisfy the desired BER threshold, provided that the BER threshold is above the BER floor. However, it is more insightful to derive an analytical expression for the optimal transmit power. In this section, we will derive an expression for the optimal transmit power for a given maximum tolerable route BER from the approximate route BER expression given in (27) . In a network with grid topology, the common transmit power used by each node should be large enough so that the BER at the end of a multihop route with an average number of hops n grid , given by (5), is lower than the maximum tolerable value, denoted as BER th . If the required BER th is higher than BER floor , there exists a power which can satisfy this requirement. This transmit power is such that the following inequality must be satisfied:
Substituting expression (25) for BER linkgrid into (29), one can rewrite (29) as
Substituting F kT 0 R b for P thermal , the expression given in (24) for E½P grid int , and rewriting (30) in terms of P t , one obtains the following expression for the optimal transmit power:
and I grid is given by (23) . The expression given in (31) corresponds to the optimal transmit power when BER floor BER th for a given data rate R b , node spatial density (r link ' 1= ffiffiffiffi s p ), number of nodes in the network (n grid ' ffiffiffiffi ffi N p =2), antenna gains, and carrier frequency ( depends on them).
Optimal Common Transmit Power for Networks with Random Topology
In a network with two-dimensional Poisson node distribution, the hop length is random. Consequently, it is difficult to find a closed-form expression for the optimal transmit power. In this case, we resort to simulations. For a given data rate and transmit power, we compute the average route BER with the approach described in Section 4.2. The same process is repeated for different combinations of data rate and transmit power. At the end, we thus obtain the average route BERs for different combinations of data rate and transmit power, and these are used to obtain contours of power-data rate pairs in correspondence to which the route BER is equal to maximum tolerable BER th values.
PERFORMANCE METRICS 6.1 Node and Network Lifetime
Network lifetime is an important performance indicator for wireless ad hoc and sensor networks. There are several definitions of network lifetime. While network lifetime is defined as the time to the first node failure in [25] and [26] , it is defined in terms of the fraction of surviving nodes in the network in [27] . In this paper, following [25] and [26] , we consider the time to the first node failure as the network lifetime (i.e., a worst-case approach).
In this section, we present a simple analysis for computing the average lifetime of a node. We assume that the RESGO MAC protocol is used and every node has an initial finite battery energy denoted by E batt . For a given data rate R b , the time taken to transmit one packet is L=R b . Therefore, the total amount of energy consumed per transmitted packet can be written as
Since packets are transmitted with average rate t , the average energy depleted per second is simply t E packet . Finally, the total time it takes to completely exhaust the initial battery energy can be written as
Note that, due to uniform traffic assumption (i.e., all nodes generate approximately the same amount of traffic load), on average, all nodes exhaust their battery at the same time. In addition, this simple analysis does not take into account the energy consumed when a node is receiving and processing packets. In reality, the lifetime of a node will be shorter than what is predicted by our analysis. Recent studies have shown that the energy consumption ratio when a device is in idle mode, receiving mode, and transmitting mode is 1:1.2:1.68 (see, e.g., [28] ). Therefore, transmitting is the most "expensive" (from a battery consumption perspective) activity. Power consumption in idle and receiving modes can be taken into account by properly extending the proposed approach.
Effective Transport Capacity
The effective transport capacity (dimension: [b-m/s]) is an important wireless network performance metric which simultaneously captures the amount of information generated and the distance over which it can be transported in the network [23] . As is evident from (21), the BER at the end of a multihop route increases as the distance traversed by an information bit increases, i.e., as the number of hops increases. Consequently, the distance that an information bit can traverse while maintaining sufficiently low BER may be less than the length of a multihop route with an average number of hops (i.e., a message could reach the destination, but the final BER could be so high that the destination could not decode the received message correctly). The following QoS condition, in terms of tolerable BER at the end of a multihop route with n hops, formalizes the requirement of sufficiently low route BER:
where BER ðnÞ route is the BER at the end of a n-hop route. We refer to the distance which a bit can traverse, while satisfying a desired BER QoS condition, as maximum sustainable distance. The effective transport capacity of a single route can then be defined as
where d s is the maximum sustainable distance and d a is the distance associated with an average multihop route. Note that, in (36), the traffic transmission rate is used, whereas one should consider a traffic generation rate which represents the average rate of information flowing in a route. However, since we have assumed in this paper that a node always has packets to send, the average flow rate in a route, in this case, is equal to the average transmission rate t . The value minðd s ; d a Þ can be interpreted as the average sustainable distance. It represents the distance that a bit, on average, can traverse. A fundamental underlying assumption in (36) is that only the source node of a route contributes "effective" information (on average, a source node transmits t L bits every second). In this sense, the intermediate nodes act as relay nodes, but they do not contribute to the effective transport capacity in terms of information bits. However, relay nodes do contribute to the effective transport capacity in the sense of increasing the distance traversed by each bit transmitted by the source.
In this paper, the effective transport capacity of the network is obtained by adding the single-route effective transport capacities of all the disjoint routes in the network. 4 Assuming that each route has an average number of hops, the number of disjoint routes corresponding to a scenario where each node belongs to a particular route (either as the source, the destination, or a relay) in networks with grid and random topologies can be estimated as N=n grid and N=n rand , respectively. The extension of the proposed analysis to a scenario where multihop routes can cross can be done by following the approach in [29] .
In the following section, we derive analytical expressions for d s and d a in networks with square grid topology and networks with two-dimensional Poisson topology, respectively. The corresponding effective transport capacities in both cases can be obtained using (36).
Square Grid Topology
First, we compute the maximum sustainable distance. In the case of square grid topology, the route BER at the end of a generic n-hop route can be obtained by replacing n grid in (27) with n. Thus, (35) will be satisfied if
Solving (27) for n, the maximum sustainable number of hops can be written as
Since all hops in a network with grid topology have the same length r link , the maximum sustainable distance is simply the product of the maximum sustainable number of hops and the hop length:
Similarly, the average route distance in a grid topology, i.e., d 
Random Topology
As in the case of a network with grid topology, in order to obtain the single-route (and the aggregate) effective transport capacity of a network with random topology, we need to compute the maximum sustainable distance and the average route distance. In this case, however, the maximum sustainable distance is obtained via computer simulations. We construct a route by recursively generating links whose lengths are obtained according to the CDF given in (4) . After the generation of a link, the route BER is then computed and compared with the threshold value, i.e., BER th . If the BER is lower than BER th , a new link will be generated and added to the route. This procedure is repeated until the route BER exceeds BER th . The maximum sustainable distance is obtained by adding the lengths of the links of the formed multihop route. A sufficiently large number of multihop routes are generated and the average sustainable distance is computed by averaging over the maximum sustainable distances corresponding to the route realizations.
What now remains to be computed is the average route distance in a random topology, i.e., d rand a
. The average number of hops in a route between a source and a destination is n rand . To find the average distance, one can compute the expected value of the route distance in a n rand -hop route, that is,
where W i is the hop length of the ith link. Since n rand is a deterministic quantity, (40) can be simplified to
RESULTS AND DISCUSSION
Numerical results, along with their implications, are presented and discussed in this section. The values of the major network parameters are given in Table 1 unless specified otherwise.
Optimal Transmit Power and Data Rate
In Fig. 7 , the optimal common transmit power is shown as a function of the data rate. The optimal power-data rate curves are shown for various values of BER th . For each case of BER th , both the optimal transmit power computed numerically with the exact interference analysis and the optimal transmit power computed with the approximation given in (31) are shown. It can be observed that the optimal transmit power increases as the data rate increases. This can be explained as follows: Although transmitting packets at a higher data rate reduces the vulnerable time (and, hence, smaller interference), increasing the data rate (i.e., bandwidth) also increases the thermal noise. Therefore, the minimum transmit power required to sustain the network connectivity has to increase accordingly. We also observe a close match between the optimal transmit power predicted with the approximation and the one obtained numerically from the exact interference analysis. In addition, it can be observed from Fig. 7 that there is a critical data rate, beyond which the desired BER th cannot be satisfied for any transmit power. The critical data rate occurs at the point where the BER floor for that particular data rate becomes higher than the desired BER th . Consequently, for an uncoded transmission and without retransmission, no transmit power can achieve the desired BER threshold.
The optimal transmit power is also minimized at the data rate near the critical point. This suggests that the data rate also plays an important role in the design of wireless ad hoc and sensor networks-that is, for a given node spatial density, if the data rate is carefully chosen, the transmit power can be minimized, prolonging the network's lifetime.
A scenario with random topology is shown in Fig. 8 for the case where BER th ¼ 10 À3 . Similar to the case of grid topology, the optimal transmit power increases as the data rate increases. However, in the case of random topology, as expected, a much higher transmit power is required to sustain connectivity. This is due to the fact that the hop length is random. In other words, a long hop is likely to be present in a multihop route, and this significantly reduces the route BER [15] . In addition, in the case of random topology, higher data rates are required to support connectivity.
The optimal transmit power shown in Fig. 7 is computed based on the assumption that there is no packet retransmission on each link of a route. In some applications, packet retransmission may also be used. In Fig. 9 , we compare the optimal transmit power in three different scenarios: 1) no retransmissions on each link, 2) one retransmission is allowed on each link, and 3) five retransmissions are allowed on each link. The BER th considered in this case is 10 À3 . It can be observed that allowing retransmission can decrease the minimum transmit power required to keep the network connected. This is because retransmission improves the BER and, thus, a lower transmit power is required to get a packet to the destination with the desired quality. It can also be observed that the critical data rate shifts leftward as the number of retransmissions increase. Thus, by allowing retransmission, the network connectivity can be supported at lower data rates. Fig. 7 . Optimal common transmit power in a network with square grid topology. Only interference from nodes in the first tier around the receiver is considered. 
Optimal Transmit Power and Node Spatial Density
Fig . 10 illustrates the optimal transmit power as a function of the node spatial density. In this scenario, the data rate is fixed at R b ¼ 4 Mb/s, and the considered BER th values are 10 À2 and 10 À3 , respectively. Both the optimal transmit power computed numerically with the exact interference analysis and the optimal transmit power computed with the approximation given in (31) are compared. It can be observed that the optimal transmit power decreases linearly in the log scale as the node spatial density increases. This can be explained as follows: When the network is sparse (i.e., low node spatial density), the minimum transmit power has to be increased in order to preserve connectivity. However, as the network becomes denser, the nodes are closer to their neighbors and, therefore, the power required to sustain connectivity decreases.
Note that the BER floor for the scenario considered in Fig. 10 is fixed because the data rate R b , the number of nodes N, the traffic transmission rate t , and the packet length L are fixed. As long as the desired BER th is greater than this BER floor , there is always a minimum power to sustain the connectivity at any node spatial density. On the other hand, in the case where BER th is less than the BER floor , no transmit power can satisfy the desired connectivity criteria at any node spatial density, unless forward error correction or retransmission techniques are used.
Effects of Strong Propagation Pathloss
In a realistic communication environment, some links may experience higher pathloss than others due to impairments such as shadowing [20] . In order to study how pathloss affects the optimal common transmit power, next, we consider scenarios where some links in a multihop route are characterized by higher pathloss than the others. We study the impact of these high pathloss links on the optimal transmit power by varying the number of these links in a multihop route with an average number of hops. Fig. 11 illustrates the optimal common transmit power as a function of the data rate in a scenario where the RESGO MAC protocol is used and the network topology is a square grid. Four scenarios are considered:
1. all links in an average multihop route are characterized by a pathloss exponent ¼ 2, 2. the m ¼ 1 link is characterized by a pathloss exponent ¼ 3, whereas the other links in the route are still characterized by ¼ 2, 3. the m ¼ 3 links are characterized by a pathloss exponent ¼ 3, whereas the other links in the route are still characterized by ¼ 2, and 4. all links in the route are characterized by a pathloss exponent ¼ 3. In the scenarios where the pathloss exponents for different links are not the same, attenuation of the signals originating from interfering nodes will also vary. If the pathloss for each interfering node, relative to the receiver, were known, then the exact interference power could be computed. However, this would only correspond to a specific realization of the network, where one needs to determine the propagation loss on each individual link from any node to any other nodes.
In order to estimate the interference power, we assume, for simplicity, that the interference power from interfering nodes attenuate with a common pathloss exponent c , given by the following heuristic expression:
In other words, (42) for the common pathloss exponent corresponds to a weighted average between 2 and 3. The intuition behind (42) is that, if the number of links per route with ¼ 2 is large, then the pathloss exponent of each interfering node to the receiver should be close to 2; on the other hand, if the number of links with ¼ 3 is large, then the pathloss exponent of each interfering node to the receiver should be close to 3. We emphasize that the expression in (42) is only a heuristic. However, the results obtained with this analysis provide, at least trendwise, meaningful insights. Generally, it can be observed from Fig. 11 that the power required to sustain network connectivity increases as the number of links with ¼ 3 increases. Moreover, the transmit power has to be increased substantially even if only one link in a multihop route experiences higher pathloss than the others. This has a significant implication. It suggests that the use of a common transmit power will work well in situations where each link experiences relatively the same level of propagation loss. If it is highly likely that at least one link per route is going to experience unusually high pathloss, then it is not efficient to use a common transmit power because all nodes have to significantly raise their transmit power to recover from the degradation caused by a few high pathloss links. A possible solution to this problem is to modify the routing protocol in such a way that, at the moment of route creation, link quality is selected as one of the routing criteria [30] , [31] . With this capability, a routing protocol may be able to select a multihop route which bypasses high pathloss links. Another potential solution is obviously considering local power control [4] , [5] , [6] . These possible extensions are currently under investigation.
Connectivity Robustness to Node Spatial Density Changes
The optimal transmit power analyzed earlier is the minimum transmit power, which is sufficient to maintain network connectivity at a particular node spatial density. In some situations, the node spatial density of a network can change over time, for example, when nodes join/leave the network or when the batteries of some nodes are exhausted. A network can lose connectivity immediately if the node spatial density is lower than the initial value for which the power is optimally chosen. In order to provide robustness against a possible node spatial density reduction, nodes may transmit at a power level higher than the required minimum level. In this section, we evaluate the connectivity robustness as the network becomes sparser. We define the initial density at which the network starts forming as
is the initial number of nodes in the network. Keeping the network area constant, the node spatial density decreases if the number of nodes becomes lower than N 0 . 5 We denote the decrease in the number of nodes as ÁN
is the final number of nodes after some nodes disappear from the network-some nodes could either move out of the network or their batteries could be exhausted. Fig. 12a shows a plot of ÁN as a function of the transmit power. In this scenario, the initial number of nodes is N 0 ¼ 289 and the network surface area is A ¼ 10 8 m 2 . The minimum transmit power required to sustain the network connectivity for this initial node spatial density is P Ã t 0 ¼ 1:6 mW. In this figure, for each transmit power, the node spatial density and the number of nodes N f at which the network can still maintain connectivity is calculated.
This allows one to obtain ÁN, which, in this figure, can be interpreted as the connectivity robustness against a change in terms of node spatial density. For example, ÁN ¼ 100 indicates that a network can still maintain connectivity even if 100 nodes disappear.
It can be observed from Fig. 12a that, as the transmit power increases, ÁN increases. 6 This is intuitively expected because, for higher transmit power, the network can tolerate lower node spatial densities, i.e., it can work even if the network becomes sparser. However, as the transmit power level increases, the rate of gain, in terms of connectivity robustness, asymptotically decreases. While connectivity robustness can be increased with higher transmit power, this comes at the expense of the nodes' and network's lifetimes. Fig. 12b illustrates the behavior of the lifetime of a node as a function of the transmit power. In particular, the lifetime of a node is given by (34) . As expected, the node lifetime decreases as the transmit power increases to support communication in a sparser network. 5. The proposed analysis can be straightforwardly extended to a scenario where the number of nodes is fixed and the network area increases.
6. The decrease in the number of nodes (ÁN) is computed as if the nodes are still in a square grid topology after ÁN nodes disappear from the network. In reality, nodes will probably disappear from the network in a random fashion, and the topology is likely to be random after some nodes disappear. Thus, the power required to maintain network connectivity is expected to be much higher than what is shown in Fig. 12 . However, the results shown in Fig. 12 provide a meaningful insight in terms of the trend involved.
As shown in Fig. 12a and Fig. 12b , it is clear that there is a trade-off between connectivity increase and nodes' longevity. This trade-off is clearly shown in Fig. 13 , where network lifetime is shown as a function of the connectivity robustness. It can be observed that the slope of the curve becomes steeper as ÁN increases. This suggests that trading network lifetime for connectivity is beneficial when the level of connectivity is small; however, the benefit decreases at high values of ÁN. In other words, to have high protection against node spatial density changes, significant network lifetime has to be sacrificed.
The increased robustness against node spatial density reduction is also exhibited by the behavior of the effective transport capacity. Fig. 14 shows the behavior of the effective transport capacity, in a scenario with square grid topology, as a function of the number of nodes. The results are obtained assuming that the data rate is R b ¼ 4 Mb/s, the network area is A ¼ 10 8 m 2 , and the desired level of BER is BER th ¼ 10 À3 . By keeping the area constant, an increase of the number of nodes corresponds to an increase of the node spatial density. Three levels of transmit powers are considered: 1) P
, and 3) 5 Â P Ã t 0 . Considering the effective transport capacity curve, one is mostly interested in the region where the network is connected. This is the region where an information bit can be transported over an average route while satisfying the QoS constraint on the maximum tolerable BER, i.e., BER th [23] . The solid curve in Fig. 14 indicates the effective transport capacity in the region where the network has connectivity. The connectivity region for each considered transmit power starts from the point where each dashed curve reaches the solid curve and ends at the knee of the curve (e.g., around N ¼ 425). It can be seen from Fig. 14 that, when the transmit power is increased from P Ã t0 to 2 Â P Ã t 0 , the connectivity region of the network increases. More specifically, the network gains connectivity at N ¼ 289 in the case where the transmit power is P Ã t 0 , whereas it gains the connectivity at a much lower number of nodes (e.g., around N ¼ 160) in the case where the transmit power is 2 Â P Ã t 0 . Hence, transmitting at a power higher than the minimum required level can increase the connectivity range, in the sense that communications can be supported also in sparser networks. In other words:
. if the network is already connected, increasing the transmit power does not increase the effective transport capacity; . if the network is not connected, increasing the transmit power might make it connected, increasing dramatically the effective transport capacity.
Practical Determination of the Optimal Transmit Power
In this paper, we have presented an analytical approach to determine the optimal common transmit power for network connectivity. Next, we briefly discuss how this optimal transmit power can be determined practically. There are at least two possible strategies based on the capability of the devices. First, in a wireless network where a device can operate with only a single power level, the optimal transmit power can be determined at the design phase. For example, one can estimate the number of nodes and the size of the coverage area that a wireless sensor network will be deployed across and then configure a device such that it operates at the optimal transmit power. Alternatively, if the transmit power of a device is preconfigured at the manufacturing stage, in the network planning phase, one can determine the minimum node spatial density required for this transmit power. This enables a network designer to determine the minimum number of nodes to be deployed in the coverage area. Second, if each device has an option of changing its transmit power, a distributed power control algorithm can be used. By adapting the COMPOW algorithm [1] , the minimum common transmit power for which the route BER satisfies the desired QoS can be determined. Assuming that each device has several discrete power levels, this can be done as follows: Starting from the maximum power level, each node creates a routing table corresponding to this power level. This allows each node to identify all the possible destinations that it could reach. For each destination, a node sends a probing packet to check the route BER at the destination. The same process is repeated for the other available power levels. The minimum power which yields the same routing table as if the maximum power were used and satisfies the required route BER is the optimal power level. A careful reader may note that our approach does not take an opportunistic longer hop routing approach, although it may become available when the transmit power becomes larger. However, we emphasize that, although the transmit power is enough to reach a node further than the nearest neighbor, it may still not be enough to reach the destination with the desired level of BER. Certainly, there are trade-offs between choosing the nearest neighbor and choosing the furthest node in a transmission range. The latter is similar to selecting a route with the lowest number of hops to the destination. For more detail on the trade-offs between these two routing strategies, we refer the interested reader to [30] , [31] .
RELATED WORK
There are a number of distributed power control algorithms reported in the literature, and it is important to emphasize that they are designed to achieve different objectives. In [32] , Foschini and Miljanic proposed a distributed power control algorithm for a cellular network such that the minimum signal-to-interference ratio requirement per user is met. An algorithm proposed by Bambos and Kandukuri [33] attempted to balance the power and delay trade-off by using local information such as last transmitted power level, last interference level, and backlog at the transmitter to determine the appropriate power to transmit in the next time slot. In [34] , Monk et al. proposed an algorithm which aims at improving channel efficiency. In [35] , Elbatt et al. proposed a power management scheme for improving the end-to-end network throughput. In [25] , Chang and Tassiulas proposed a routing algorithm which aims at balancing the energy consumption among the nodes. However, none of these distributed power control algorithms were designed with the objective of ensuring network connectivity.
For our purpose, a distributed power control algorithm should adjust the power such that the minimum power is used to achieve network connectivity. Distributed power control algorithms that are designed with network connectivity and network longevity as their objectives also exist. Some examples of these algorithms are [3] , [6] , and [27] . One example of distributed power control algorithms, called COMPOW, for determining the minimum common transmit power that keeps the network connected is proposed in [1] . In this algorithm, it is assumed that each device has several discrete power levels to use. The COMPOW algorithm works as follows: Starting from the maximum transmit power level, each node creates a routing table corresponding to this power level. Thus, each node can identify all possible destinations in the network that it could reach. The same process is repeated for every available power level. The common power level to use is the lowest power level that enables each node to reach every destination as if the maximum power were used. By adapting the COMPOW algorithm, the minimum common transmit power for which the route BER satisfies the desired QoS can be determined. However, to the best of our knowledge, none of the previous studies has considered the network connectivity from a communication-theoretic viewpoint [16] , [36] , where the desired QoS in terms of BER at the end of a multihop route is enforced, as presented in this paper.
A similar analysis of BER at the end of a multihop route, as presented in this paper, also exists in the literature. In [21] , Boyer et al. provide a detailed analysis of the route BER in both the decoded relaying multihop channel case and the amplified relaying multihop channel case. In our analysis, we only consider the decoded relaying channel case-that is, we assume that each intermediate node decodes a received bit before forwarding to the next node in the route. However, our BER analysis also includes multiple access interference, whereas this is not considered in [21] .
CONCLUSIONS
In this paper, we have investigated the optimal common transmit power for wireless sensor networks. In particular, the optimal common transmit power has been defined as the minimum transmit power sufficient to preserve network connectivity. As opposed to following the conventional graph-theoretic approach, we consider connectivity from a more realistic viewpoint by taking into account the characteristics of a wireless communication channel. Our study shows that, for a given data rate and a given maximum tolerable BER at the end of a multihop route, there exists an optimal transmit power. Moreover, for a given value of the maximum tolerable route BER, there exists a global optimal data rate for which the optimal common transmit power is the minimum possible. This suggests that the data rate, if chosen carefully, can guarantee significant savings in terms of transmit power, prolonging the battery life of devices and network lifetime. This is useful in designing wireless sensor networks. Since the node spatial density of a sensor network is typically known a priori (i.e., the number of sensors and the coverage area are known), a network designer can determine the optimal power and the optimal data rate to operate. Conversely, in the case where the transmit power and the data rate of a sensor node is preconfigured, a network designer can use the approach presented in this paper to determine the minimum node spatial density required to keep the network connected.
However, caution should be exercised when using the common power control scheme proposed in this paper, as its performance is significantly affected by the variation in propagation pathloss. In other words, the common power control scheme performs well in the case where each link in the network experiences similar propagation pathloss. When variation in propagation pathloss occurs, the transmit power needs to be increased substantially even though there is only one link per route which experiences high pathloss. A possible solution to this problem is to add intelligence into the routing protocol. More precisely, a routing protocol that takes link quality as one of its route selection criteria could be an attractive option. However, if it is not possible to avoid a high propagation loss link by means of routing, local power control may be required.
In addition, there are trade-offs between robustness to change in network connectivity and network longevity. Considering a transmit power higher than the optimal value helps preserve connectivity of networks in the presence of node spatial density change. However, this comes at the expense of node/network lifetime. Moreover, in a scenario where the network is connected, our results show that increasing the transmit power does not increase the effective transport capacity at all.
Finally, the analytical framework presented in this paper can be further extended to study other interesting scenarios. For example, one may extend this work to estimate the optimal transmit power for other MAC and routing protocols. The channel model can also be modified to take into account multipath fading.
