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Abstract
Liquid mixtures are ubiquitous in industry and in nature, and demonstrate re-
markably more complex behaviour than pure fluids, which is still to be revealed.
Particularly, commercial coolants are mixtures and the complexity in their flow
behaviour is due to the interplay between phenomena driven by thermal and
concentration gradients. This thesis considers predominantly binary mixtures
wherein one component is more volatile than the other. The thesis focuses on
multiphase dynamics presented in liquid mixtures. Given the volatility difference,
there is always phase-change under temperature gradients. A bubble generated
in that mixture has dynamics which will be subjected to the surrounding flow,
temperature and concentration fields. The bubble will eventually grow until it
occupies the entirety of the tube leaving behind a thin evaporating layer of the
mixture. Thus the thesis work focusses on i) investigations of the bubble dynam-
ics (during its slow growth phase) and ii) the instabilities in the evaporating layer
(once the bubble occupies the whole cross section of the tube). The first part
of this thesis investigates the counter/co-current thermocapillary propulsion of
bubbles in the so-called self-rewetting liquids by means of direct numerical sim-
ulations (DNS) and validated by experiments. In self-rewetting liquids, surface
tension presents a peculiar non-monotonic dependence on temperature. A DNS
model based on the volume-of-fluid method is developed to study the dynamics
of bubbles inside of a horizontal channel with constant flow rate and constant
temperature gradient in the flow direction. A parametric study is performed
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to investigate the influence of the viscous drag and thermocapillary forces on
the bubble motion. Four distinct regimes of bubble migration are determined:
counter-current propulsion, damped oscillations, sustained oscillations and co-
current migration. A map is provided in the parameter space of Reynolds and
capillary numbers showing these regimes. Each regime is discussed in detail and
the mechanism that leads to sustained oscillations at low capillary numbers is dis-
cussed. The results are compared against the theoretical prediction for the bubble
equilibrium position and frequency of the oscillations reported in the literature.
Next, experiments are performed to investigate the thermocapillary migration
of bubbles in self-rewetting liquids inside of a horizontal circular channel with
constant flow rate and constant temperature gradient in the flow direction. The
motion of the bubbles is recorded with a CCD camera from the top while the
temperature at the channel wall is recorded with an IR-camera from the side.
The influence of the flow rate and the temperature gradient on the bubble mo-
tion is investigated. It has been observed that the flow rate has a decreasing
linear relationship with the bubble velocity while the temperature gradient has
an increasing linear relationship with the bubble velocity during the counter-
current motion. The experiments validate the numerical findings and these are
presented in the flow-regime map. The third part of this thesis is devoted to the
study of the stability of the evaporation of a horizontal thin liquid layer which
consists of a binary mixture of volatile liquids heated from below by means of
linear stability analysis and transient numerical simulations. The effect of vapour
recoil, thermo- and solute-capillarity and the van der Waals interactions are con-
sidered. The long-wave approximation is used to derive the evolution equations
for the free interface and the concentration of the components. A linear stability
analysis is performed to derive the growth rate of the instabilities for the case
of quasi-equilibrium evaporation and non-equilibrium evaporation. The devel-
oped linear theory describes two modes of instabilities: i) a monotonic instability
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mode where the perturbations simply grow until the liquid layer is ruptured if
the thermo-capillary and the solute-capillary force enhance each other and ii) an
oscillatory instability mode where perturbations oscillate if the thermo-capillary
and the soluto-capillary forces compete with each other. A parametric study
is performed to investigate how these modes depend on the ratio between the
thermal and solutal Marangoni numbers and on the volatility ratio of the com-
ponents. The mechanisms of the instabilities are discussed in detail. The linear
theory is validated against transient simulations and show a good agreement in
the comparison of the growth rates. Lastly, the evolution of the interface for the
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ũv Velocity field of the vapour phase
w̃ z-component of the velocity field
x̃ x-coordinate of the Cartesian system
z̃ z-coordinate of the Cartesian system
Γ Ratio of the temperature coefficient of surface tension
Γi Non-dimensional temperature coefficient of surface tension of component
i = A, B




δ Ratio of the reference surface tension
ε Ratio between the thickness and the width of the liquid layer
γ̃i Temperature coeficient of surface tension of component i = A, B
κ̃A Thermal diffusivity of component A
λ̃ Thermal conductivity of the liquid phase
CONTENTS XXI
λr Thermal conductivity ratio
λ̃v Thermal conductivity of the vapour phase
µ̃ Dynamic Viscosity of the liquid phase
µ Dynamic Viscosity ratio
ν̃A Kinematic viscosity of component A
ρ̃ Density of the liquid phase
ρ̃v Density of the vapour phase
σ̃ Surface tension of the mixture
σ̃i Surface tension of component i = A, B




1.1 a) Chapters 3 and 4: counter-current propulsion and migration of small
bubbles in early stages (in this regime, phase change is ignored), stud-
ied via Direct Numerical Simulations and experiments. b) Chapter 5:
Bubble has grown to occupy most of the tube (late stages) due to phase
change. Instabilities in evaporating binary fluid layer are studied via
stability analysis and transient simulations. . . . . . . . . . . . . . . 3
2.1 Schematic of the Young’s experimental apparatus. This figure has been
obtained from Young et al. [1]. . . . . . . . . . . . . . . . . . . . . . 8
2.2 Schematic representation of Shanahan & Sefiane’s experiment showing
the variation of surface tension along the channel. This figure has been
obtained from Shanahan & Sefiane [2]. . . . . . . . . . . . . . . . . . 13
3.1 Schematic of the mathematical model and, on top, the surface tension
coefficient related to the temperature along the channel wall. . . . . . 21
3.2 The temperature field at the moment that the bubble is introduced.
The red line corresponds to the temperature referring to the surface
tension minimum and the black circle is the interface of the bubble. . . 24
3.3 The variation of surface tension through the channel for a strong tem-
perature gradient B = 0.1 and σr = 5.732. . . . . . . . . . . . . . . . 25
3.4 Schematic of the domain for the 2D problem used for the validation. . 26
XXIII
XXIV LIST OF FIGURES
3.5 Validation of the numerical model. a) Comparison against the results
presented in Ma & Bothe [3] for the set of parameters Re = Ma = 0.72
and Ca = 0.0576 and a domains size of L = H = 4R. b) Comparison
against the results presented in Nas & Tryggvason [4] for the set of
parameters Re = 5, Ma = 20 and Ca = 0.01666 and domains size of
L = 8R and H = 4R. . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.6 Time evolution of (a) the center of mass zb and (b) velocity ub of
the bubble for the set of base parameters with Re = 16 and Ca =
1.15 × 10−2. At the right the panels showing the bubble motion with
the streamlines (black lines), the bubble interface (blue line) and the
isothermal line for T = 1 corresponding to the minimum in surface
tension (red line). . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.7 Map with the four bubble behaviours in theRe vs Ca parameters space.
Region (i) is the counter-current propulsion, region (ii) the damped
oscillations, region (iii) the sustained oscillations, and region (iv) the
co-current migration. . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.8 Time evolution of (a,b) the center of mass, zb, and (c,d) the aspect
ratio of the bubble for different capillary numbers with Re = 8 (left)
and Re = 800 (right). . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.9 Time evolution of the bubble center of mass, zb, showing the transition
from region (I) to region (II) increasing the Reynolds number for Ca =
5.73× 10−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.10 Time evolution of the bubble center of mass, zb, and the aspect ratio
Ar at the equilibrium position, showing the transition to region (IV)
increasing the capillary number for (a) Re = 8 and (b) Re = 800. . . . 35
3.11 Time evolution of the bubble center of mass, zb, showing the transition
to region (III) decreasing the capillary number for (a) Re = 8 and (b)
Re = 800. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
LIST OF FIGURES XXV
3.12 The vector field and the isothermal line corresponding to the surface
tension minimum showing the transition to sustained oscillations for
Re = 8. (a) and (b) are stable equilibrium positions showing how ze
moves in direction to the surface tension minima by decreasing Ca and
(c) and (d) are the right most (top) and the left most (bottom) position
during the oscillation around ze that arise and increase their amplitude
by decreasing Ca. . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.13 Comparison between the numerical bubble equilibrium position forRe =
8 and Re = 800, and the theoretical prediction. . . . . . . . . . . . . 37
3.14 Bubble shape at the equilibrium position for different values of Re and
Ca = 5.73× 10−2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.15 (a) Frequency and (b) amplitude of the oscillations in function of the
Reynolds number for Ca = 5.73× 10−4. . . . . . . . . . . . . . . . . 38
4.1 Schematic diagram of the test section. . . . . . . . . . . . . . . . . . 43
4.2 The experimental apparatus designed to analyse the motion of bubbles
inside a heated circular channel with constant flow rate. . . . . . . . . 44
4.3 Sequence of images taken at every 5 s showing the motion of a bubble
with initial diameter of 0.25 mm through a heated circular channel with
constant flow rate, Q = 1.5 ml/min, from left to right and constant
temperature gradient, β = 1.15 K/mm (∆T = 46 oC), in the same
direction. On top it is shown the temperature along the channel wall
taken by the IR-camera before the injection of the bubble. . . . . . . 47
4.4 Time evolution of the bubble position (left) and temperature along the
wall (right) for different flow rates and temperature gradients, where
Db/DCH is the ratio between the bubble diameter and channel diameter
and ∆T is the temperature difference between the inlet and outlet. The
experimental error in the position is ±0.02 mm and in the temperature
is ±1 oC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
XXVI LIST OF FIGURES
4.5 Experimental points for different flow rates and temperature gradients
on the map generated via simulations with the different regimes of
bubble motion: counter-current propulsion (balck), damped oscillations
(blue), sustained oscillations (red), and co-current migration (gray). . . 50
4.6 Bubble average velocity, vb as a function of the temperature gradient,
β, for Q = 1 ml/min (vf = 1.3 mm/s) and Q = 1.5 ml/min (vf =
2 mm/s), where vf is the average flow velocity. . . . . . . . . . . . . 51
4.7 Bubble average velocity, vb, as a function of the flow rate (average
flow velocity, vf ) for two temperature gradients, β = 0.75k/mm and
β = 1K/mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.1 Schematic of the physical system describing an evaporating thin liquid
film on top of a horizontal heated solid substrate in a periodic domain. 56
5.2 Time evolution of a) the height of the flat interface, b) the evaporative
flux of components A and B, and c) the temperature difference between
the solid substrate and the interface of the liquid layer, for K = 0 and
K 6= 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3 Behaviour of growth rates r+ and r− versus the wavenumber k, for
K = 0, with a) E = 0 and b) E = 10−5. Other parameters are the set
of base parameters given in Table 5.2. . . . . . . . . . . . . . . . . . 75
5.4 Behaviour of growth rates r+ and r− versus the wavenumber k, for
K 6= 0, with a) E = 0 and b) E = 10−5. Other parameters are the set
of base parameters given in Table 5.2. . . . . . . . . . . . . . . . . . 78
5.5 a) Schematic of the oscillatory instability for the case where component
A is less volatile than B and has higher surface tension. b) Schematic
of the monotonic instability for the case where component A is more
volatile than B and has higher surface tension. . . . . . . . . . . . . . 78
LIST OF FIGURES XXVII
5.6 Growth rates r+ and r− versus the wavenumber k for K 6= 0. Oscil-
latory instability mode for a) MT = 10 and b) MT = 100. Monotonic
instability mode for c) MT = 1000. . . . . . . . . . . . . . . . . . . . 79
5.7 Growth rates r+ and r− versus the wavenumber k for K 6= 0. Monotonic
instability mode for a) Mc = 10. Oscillatory instability mode for b)
Mc = 100 and c) Mc = 1000. . . . . . . . . . . . . . . . . . . . . . . 80
5.8 Growth rates r+ and r− versus the wavenumber k for K 6= 0. Monotonic
instability mode for a) α = 0.5. Oscillatory instability mode for b)
α = 1 and c) α = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.9 Regions of the map with respect to the volatility ratio and surface
tension ratio in the parameter space of α versus Mc/MT . . . . . . . . 82
5.10 Map showing the regions of monotonic instability mode (crosses) and
oscillatory instability mode (bullets) in the parameter space of α versus
Mc/MT for a) E = 10
−4, b) E = 10−5 and c) E = 10−6. . . . . . . . . 82
5.11 Map showing the regions of monotonic instability mode (crosses) and
oscillatory instability mode (bullets) in the parameter space of α versus
Mc/MT for a) Λ = 0.1, b) Λ = 1 and c) Λ = 2. . . . . . . . . . . . . . 83
5.12 a) Growth rate versus the wavenumber derived from the linear stabil-
ity analysis for the case of monotonic instability mode with α = 0.5.
b) Growth rate of the amplitude of the initial perturbation over time
derived from the transient simulation. . . . . . . . . . . . . . . . . . 85
5.13 a) Growth rate versus the wavenumber derived from the linear stability
analysis for the case of oscillatory instability mode with α = 2.28. b)
Growth rate of the maximum amplitude of the oscillations over time
derived from the transient simulation. . . . . . . . . . . . . . . . . . 85
5.14 Time evolution of the interface for α = 0.5 showing the monotonic
instability mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
XXVIII LIST OF FIGURES
5.15 Time evolution of the interface for the parameters in Table 5.2 showing
the oscillatory instability mode. . . . . . . . . . . . . . . . . . . . . 88
5.16 Time evolution of the interface for the parameters in Table 5.2 showing
the oscillatory instability mode. . . . . . . . . . . . . . . . . . . . . 88
5.17 Modes of the Fourier transform of a) the interface (s1 = 2.21e − 4,
s2 = 7.20e − 4, s3 = 9.92e − 4), b) the temperature (s1 = 2.44e − 4,
s2 = 7.36e−4, s3 = 1.04e−3) and c) the concentration (s1 = 2.57e−4,
s2 = 7.40e− 4, s3 = 1.07e− 3). d) First mode of the Fourier transform
of the interface (H), temperature (T) and concentration (C). . . . . . 89
List of Tables
3.1 Properties for 5 wt.% butanol/water mixture at 70 oC. . . . . . . . . 21
4.1 Uncertainty of the equipments. . . . . . . . . . . . . . . . . . . . 44
4.2 Experimental conditions. . . . . . . . . . . . . . . . . . . . . . . . 46
5.1 Properties for water and ethanol at 80 oC. . . . . . . . . . . . . . . . 62
5.2 Dimensionless quantities for a 50% water/ethanol mixture. . . . . . . 63
XXIX
XXX LIST OF TABLES
Chapter 1
Introduction
Liquid mixtures are ubiquitous in industry and in nature, and demonstrate re-
markably more complex behaviour than pure fluids. The complexity in their
flow behaviour is due to the interplay between phenomena driven by thermal and
concentration gradients. Essentially, variations in temperature and concentra-
tion lead to surface tension gradients that can drive bubble motion and cause
instabilities in liquid films. These phenomena are investigated in this thesis.
The variation in surface tension along a liquid-gas interface due to variations
in temperature and/or concentration is know as Marangoni effect [5]. Surface
tension gradients induce shear stresses along the interface that result in fluid mo-
tion from low to high surface tension regions. When the surface tension gradients
are due to temperature this phenomena is refereed to as thermal Marangoni effect
or as thermocapillary effect, and when it is due to concentration it is refereed to
as solutal Marangoni effect or as solutocapillary effect.
The thermocapillary effect is particularly important on the motion of bubbles
inside liquids subject to temperature gradients. Any mixture flowing in a mi-
crochannel or a microtube when subjected to heating or temperature gradients,
at early times, will experience phase-change resulting in formation of bubbles. For
instance, in evaporative cooling micro-devices the evaporation of liquid will gen-
erate bubbles that will be driven by the temperature profile of the heated device
1
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[6]. Therefore, understand the dynamics of bubble under temperature gradients is
crucial for the operation of these devices in order to prevent counter-flow motion
and trapping of bubbles that can compromise the operation of these devices lead-
ing to dry-out and consequently overheating. These bubbles can migrate in the
fluid (FIG. 1.1a) due to thermal or concentration gradients, the so-called thermo-
soluto-capillary effect. The first aspect this thesis considers is the migratory or
counter-current propulsive behaviour of bubble motion submerged in a binary liq-
uid mixture. Full two-phase direct numerical simulations (DNS) are performed,
that are validated against rigorous experiments. The simulations (validated by
experiments) reveal a full spectrum of bubble motion as a function of flowrates
and temperature gradients.
Under prolonged phase change, at late times, the bubble grows large enough
to occupy the entire micropipe - such that there is a residual thin layer of the
binary liquid mixture around the bubble (FIG. 1.1b). The second aspect this
thesis considers are the instabilities in evaporation liquid layers formed of this
binary mixture. Linear stability analysis is performed to reveal behaviour in the
linear regime and transient simulations to reveal non-linear behaviour during later
times. Therefore, a full temporal stability analysis is performed on evaporating
binary liquid mixtures.
For most liquids surface tension has a linearly decreasing relation with temper-
ature and in this case, the thermocapillary effect drives the liquid around the bub-
bles in direction to cold temperatures while the bubble is propelled towards hot
temperatures. However, a remarkably different behaviour happens in a specific
type of binary mixtures composite of aqueous solutions of high-carbon alcohols,
called ‘self-rewetting’ fluids, where surface tension has a parabolic dependence
on temperature [7]. In this case, the bubbles are propelled towards the surface
tension minimum and can be trapped around this minimum. If the bubbles are
at low temperature regions where surface tension has a negative slope they are
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Figure 1.1: a) Chapters 3 and 4: counter-current propulsion and migration of small
bubbles in early stages (in this regime, phase change is ignored), studied via Direct
Numerical Simulations and experiments. b) Chapter 5: Bubble has grown to occupy
most of the tube (late stages) due to phase change. Instabilities in evaporating binary
fluid layer are studied via stability analysis and transient simulations.
propelled towards hot temperatures, while if the bubbles are at high tempera-
ture regions where surface tension has a positive slope they are propelled towards
cold temperatures. The first part of this thesis (Chapters 3 and 4) considers
binary mixtures with a parabolic dependence of surface tension on temperature,
while the second part of this thesis (Chapter 5) considers binary mixtures with a
linearly decreasing dependence of surface tension on temperature.
The solutocapillary effect plays an important role on liquid mixtures com-
posite of components with different volatilities. The uneven evaporation of the
components induces concentration variations resulting in surface tension gradi-
ents. The interplay between the thermocapillary and the solutocapillary effect
can lead to different modes of instability in liquid layers. When the thermo-
capillary and solutocapillary effects enhance each other, a monotonic instability
mode, where the perturbations at the interface simply grow until the liquid layer
is ruptured, is observed. Whereas when the thermocapillary and solutocapillary
effects compete with each other, an oscillatory instability mode is observed where
the perturbations at the interface oscillate growing in amplitude. Thin film flows
4 1.1. ORGANIZATION OF THIS THESIS
have a variety of engineering applications including coating flows [8], paint layers
[9] microfluidics [10, 11], and biophysical applications such as lung airways and
linings [12], and tear-film flows [13].
This thesis presents a direct numerical simulation (DNS) model to study the
thermocapillary propulsion of bubbles using a self-rewetting liquid within a tube
with constant flow rate and constant temperature gradient. This study reveals for
the first time, distinct bubble regimes under the range of the parameters investi-
gated. The transition between these regimes is investigated and a mechanism for
the sustained oscillations observed experimentally [2] is discussed. Experiments
on the thermocapillary propulsion of non-confined bubbles in self-rewetting liq-
uids are performed to support the numerical findings. Finally, linear stability
analysis and transient simulations are performed in thin liquid layers comprising
binary mixtures with linearly decreasing dependence of surface tension on tem-
perature and the main mechanisms of the instabilities modes found are discussed.
1.1 Organization of this Thesis
The remainder of this thesis is organised as follows. An overview of the most rel-
evant works for the subject of this investigation is presented in Chapter 2. This
chapter is divided in two sections according to the physical phenomena investi-
gated in subsequent chapters, namely thermocapillary migration of bubbles and
instabilities in liquid layers. Chapter 3 presents a numerical investigation of the
thermocapillary migration in self-rewetting liquids. A two-phase direct numerical
simulations model is presented and the dynamics of bubbles is investigated for
a wide range of flowrates and temperature gradients. Chapter 4 presents exper-
imental work on thermocapillary migration of bubbles in self-rewetting liquids
including validation of the numerical simulations in Chapter 3. The influence of
the temperature gradient and the flow rate inside the channel is discussed. Chap-
ter 5 is devoted to the investigation of instabilities in thin liquid layers comprising
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binary mixtures of components with different volatilities and a linearly decreasing
dependence of surface tension on temperature. A system of evolution equations
is derived employing the long-wave approximation and a linear stability analysis
is performed. A parametric study is performed to investigate the growth rate and
type of the instabilities and the evolution of the interface during the evaporation
process is analysed by means of transient simulations. Lastly, conclusions and
future work are presented in Chapter 6.




The flow driven by variable surface tension along the liquid-gas interface in multi-
phase systems is a mechanism of great importance to many industrial, biological
and everyday applications. Non-uniformities in surface tension create stresses at
the interface that may induce fluid motion on the surround fluid by viscous forces.
This phenomena known as the Marangoni effect, can be induced either by tem-
perature gradients, concentration gradients or both. The thermo/soluto-capillary
effect is particularly important for the motion of bubbles and drops, because the
fluid motion induced by the variation of surface tension along the interface may
be exploited to propel bubbles and drops in the opposite direction to the surface
tension gradient. In the past decades a variety of theoretical and experimental
investigations have addressed this phenomenon; many of the fundamental aspects
of this field has been summarized by Subramanian et al. [14].
2.1.1 Experiments
In a seminal paper, Young [1] demonstrated that the motion of bubbles in pure
liquids can be controlled by a thermal gradient. Applying a negative vertical
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Figure 2.1: Schematic of the Young’s experimental apparatus. This figure has been
obtained from Young et al. [1].
temperature gradient in a viscous fluid, the authors showed that the buoyancy
forces acting on an air bubble can be balanced by the thermocapillary forces. The
bubble can thus be trapped within the bulk fluid, or even overcome the effect of
gravity and move downwards. A schematic of the experimental apparatus used
by Young is presented in FIG. 2.1. Young [1] also derived an analytical expression
for the terminal velocity of a non-deformable spherical bubble in an ambient fluid
under a vertical temperature gradient, for the limit of zero Reynolds (Re) and
Marangoni (Ma) numbers, i.e. negligible inertia and thermal convection.
Many experimental studies have addressed this phenomenon in reduced grav-
ity environments using rectangular test cells and maintaining different steady
temperatures on the opposite walls of the cell along the long axis [15, 16, 17,
18, 19, 20, 21] as well as in normal gravity, using matched densities [22, 23, 24]
and other techniques to reduce the effects of buoyancy [25]. In the above works,
the fluid considered presents surface tension as a linearly decreasing function of
temperature. In this thesis, we consider a carrier fluid that presents a surface
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tension as a parabolic function of temperature. Also, we focus on experiments
with thermocapillary propulsion of a single small bubble (Db ≈ 0.2 mm) against
flow in a tube (D = 4 mm) under a temperature gradient. We focus on small
bubbles to minimise the effect of buoyancy.
2.1.2 Theoretical approaches
Motivated by novel microgravity applications, a series of works [26, 27, 28, 29,
30, 31] extended Young’s analysis to investigate the effects of thermal convec-
tion under the assumption of negligible buoyancy. Subramanian [26, 27] used the
method of matched asymptotic expansions for solving the governing equations for
small Ma and concluded that thermal convection may act to reduce the terminal
bubble velocity. Balasubramaniam & Chai [28] extended the applicability of pre-
vious works showing that for small Ma the derived terminal velocity is an exact
solution of the Navier-Stokes equation for arbitrary Re. Shankar & Subramanian
[29] extended the limit of small Ma using improved series from the Euler trans-
formation and showed that the scaled bubble velocity decrease with increasing
Ma. Balasubramaniam & Subramanian [30, 31] investigated the effect of large
Ma in the bubble migration velocity. The authors concluded that, in the limit
of both small and large Re, the bubble terminal velocity reaches an asymptotic
limit for large Ma.
2.1.3 Numerical modelling
On the numerical side, some authors have focused on studying the effects of ther-
mal convection on the thermocapillary bubble migration under the assumption
of non-deformable interface. Szymczyk & Siekmann [32] investigated by means
of a finite difference method (FDM) the effect of energy convection for small Ma
in the limit of creeping flow confirming the analytical results obtained by Subra-
manian and the classical solution by Young [1]. For large Ma with non-zero Re
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the authors showed that for constant Prandtl (Pr) number the bubble speed can
be represented as a function of Re. Shankar & Subramanian [29] investigated
small (Ma < 20) and large (20 < Ma < 200) Marangoni numbers using FDM
and showed that the scaled bubble velocity decreases with Ma and approaches an
asymptotic value for large Ma. Balasubramaniam & Lavery [33] investigated the
thermocapillary migration for a large range of Re (10−7 < Re < 2000) and Ma
(10−7 < Re < 1000) and concluded that the bubble velocity is more influenced
by Ma than Re. Ma et al. [34] investigated the convective transport inside a
drop and, unlike previous results, they found that the terminal drop velocity ini-
tially decreases as Ma increases from zero, then attains a minimum, and finally
increases with Ma when it is large.
Numerical studies considering other numerical strategies are also available
in the literature. Haj-Hariri et al. [35] performed three-dimensional simula-
tions using the level-set method to investigate the effects of shape deformations,
momentum and energy convection during the thermocapillary migration. The
authors found that the drop motion is slowed down by energy convection and
shape deformations. Nas & Tryggvason [4] and Nas et al. [36] investigated the
effect of Re and Ma on the interaction of multiple deformable bubbles/drops
using front-tracking and FDM for two- and three-dimensional simulations. The
authors found that bubbles and light drops line up perpendicular to the tem-
perature gradient, while spacing themselves evenly across the channel. Yin et
al. [37] investigated the effect of Re and Ma, and the density and specific heat
ratios on spherical and non-deformable drops using an axisymmetric model with
finite-difference front-tracking scheme. The authors found that fairly large Ma
may lead to fluctuation in drop velocities before reachup the terminal velocity.
Ma & Bothe [3] investigated the thermocapillary migration using the Volume of
Fluid (VOF) method for high convective heat transfer covering a wide range of
Ma (Ma ≤ 5000) and achieved a good agreement with experimental data in the
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regime of high convective heat transport. In the above models, the effect of con-
finement and flow on the thermocapillary migration has not been studied. This
thesis focuses on numerically modelling propulsion of a single bubble in a tube
of circular cross-section subject to temperature gradient. The size of bubble and
the tube correspond to the experiments presented in the thesis. Bubble migra-
tory/propulsion behaviour is analysed over a range of flow rates (0.1 < Re < 104)
and temperature gradients (10−5 < Ca < 10−1). A VOF approach using Basilisk
[38] is employed for this purpose and axisymmetry is assumed.
2.1.4 Self-rewetting fluids
All the above approaches, however, have been concerned with liquids character-
ized by a linearly decreasing dependence of surface tension on temperature. Little
analytical and numerical attention has been given to liquids whose surface ten-
sion evolves non-linearly with temperature; these are the so-called self-rewetting
liquids. Abe et al. [7] coined this term to describe liquids with the ability to move
towards hotter surfaces driven by the positive surface tension gradient. Mostly
composed of non-azeotropic diluted aqueous solutions of high-carbon alcohols,
these liquids are characterized by a parabolic dependence of surface tension on
temperature with a well defined minimum, which leads to a positive surface ten-
sion gradient for a range of high temperatures [39] in contrast with the negative
gradient found in common liquids.
The anomalous positive surface-tension gradient of self-rewetting liquids has
caught the attention of scientists for heat transfer applications. Experiments have
been carried to investigate critical heat flux in pool boiling [40, 41], heat transfer
enhancement in heat pipes systems [42, 43], micro-oscillating heat pipes [44] and
subcooled pool boiling [45]. In parallel, Vochten et al. [46] and Vochten & Pe-
tre [47] performed a thermodynamic study on the heat of reversible adsorption
with self-rewetting liquids. More recently, droplet spreading driven by thermo-
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capillarity using self-rewetting liquids was studied by Karapetsas et al. [48] by
means of lubrication theory and a finite element method (FEM). The authors
showed that when the surface tension minimum is located within the droplet, the
thermocapillary stresses lead to rapid spreading. In addition, the rising bubble
problem using self-rewetting liquids was investigated by Tripathi et al. [49] using
a VOF model for a range of Bond and Galileo numbers, and different steepness
of surface tension function. They demonstrated that the bubble motion can be
reversed and then held stationary. In the Stokes flow limit, Tripathi et al. [49]













where R is the initial radius of the bubble, g is the gravity acceleration, ρA is
the liquid density, β1 and β2 are the first and second temperature coefficients of
surface tension, respectively, and γc is the temperature gradient.
The counter-current thermocapillary migration of highly confined bubbles in
self-rewetting liquids in high aspect ratio channels has been recently examined for
the first time by Shanahan & Sefiane [2] by means of experiments and theory. The
authors used a heated micro-channel containing 5 wt% water-butanol mixture,
with a constant flow rate and subject to a thermal gradient parallel to the flow
direction. The schematic of the experiment is presented in FIG. 2.2. For small
bubbles, R ' 0.35mm, the authors observed that the bubble approaches asymp-
totically an equilibrium position close to the surface tension minimum, where the
viscous and thermocapillary forces balance. Larger bubbles, R ' 1.1mm how-
ever, lead to steady oscillations around the equilibrium position. The authors also
presented a mathematical analysis to describe this phenomenon. Considering the
net thermocapillary force of surface tension, the viscous forces associated to the
surrounding liquid and the effect of inertia, they derived the bubble equilibrium
position and the frequency of the oscillations. Unlike Sefiane & Shanahan [2],
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Figure 2.2: Schematic representation of Shanahan & Sefiane’s experiment showing
the variation of surface tension along the channel. This figure has been obtained from
Shanahan & Sefiane [2].
who focus on large bubbles tightly confined in channels, the sizes considered in
this thesis allow the bubble to be fully suspended in the tube.
2.2 Instabilities in Liquid Layers
The stability of thin liquid films was reviewed by Oron et al. [50] and Crester &
Matar [51].
2.2.1 Heating without phase-change
The study on instabilities in liquids layers dates back to the work of Benard [52]
who carried out an original experiment in which a horizontal liquid layer was
resting in a open dish heat from below, and found a regular hexagonal cellular
pattern (Bénard cells) with fluid rising at the centre and falling along the sides.
Some years later Rayleigh [53] developed a theoretical study to explain this phe-
nomenon via a driving force due to differential buoyancy in the bulk of the liquid.
Only later it was discovered that the hexagon pattern resulted from surface ten-
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sion instabilities caused by temperature fluctuations i.e. thermocapillarity on the
interface (Pearson [54]).
Pearson [54] observed that drying paint films often display steady cellular cir-
culatory flow similar to those examined by Bénard [52] in liquid layers heated
from below. In the former case, the cellular pattern was observed even when
the free surface was on the underside of the paint layer and the gravity vector
was effectively reverted. Therefore, Pearson [54] concluded that density gradi-
ent cannot be the mechanism causing the instabilities in this case and proposed
surface tension forces as the driving force of the cellular patterns. Pearson [54]
performed a stability analysis on a liquid layer heated from below by means of
small-disturbance theory, similar to that developed by Rayleigh [53]. In his anal-
ysis surface tension was assumed a linearly decreasing function of temperature,
the interface was non-deformable and gravity was neglected. Pearson [54] de-
rived critical values of the Marangoni number, referred by him as a dimensionless
number B, corresponding to the case of convective instabilities. Pearson’s [54]
stability analysis was extended by Scriven & Sternling [55] by accounting for the
possibility of shape deformations of the free surface. They found that there is
no critical Marangoni number for the onset of stationary instability and that the
limiting case of ’zero wave-number’ (i.e. waves of very large wavelengths in a
thin film) is always unstable. Scriven & Sternling [55] also provided a criterion to
distinguish visually whether buoyancy or surface tension dominate cellular con-
vection in liquid pools. While in surface tension driven instabilities, the flow is
towards the free surface in shallow sections and away in deeper sections, this rela-
tionship is just the opposite in buoyancy-driven flows, as observed by Jeffreys [56].
In this thesis, we present a detailed linear stability analysis for an evaporating
layer and further evaluate their late-stage non-linear behaviour using transient
simulations.
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2.2.2 Effect of long-range molecular forces
Long-range molecular forces become important for stability of the layers (films)
when the thickness of the film is of order 1000 Å or lower. Sheludko [57] showed
that, for layer thickness of the order of 100 Å, the instability is driven by long-
range molecular forces due to van der Waals attractions and results in the rupture
of the layer. The critical thickness at which a non-draining film becomes unstable
due to van der Waals attractions was considered by Vrij [58]. He used a static
stability analysis to calculate the marginally stable thickness at which small dis-
turbances first start to grow. A dynamic linear stability theory for an isothermal
film on a horizontal plate was developed by Ruckenstein & Jain [59], based on
the Navier-Stokes equations modified with an extra body force due to van der
Waals attractions. The theory shows that an initial disturbance periodic along
the bounding plane has a critical wavelength much larger than the mean depth of
the layer. The analyses above presume that the undisturbed liquid film is both
non-draining and laterally unbounded. Gumerman & Homsy [60] examined the
consequences of relaxing such restrictions. They used lubrication theory to calcu-
late the film draining and examine the effects of the presence of sidewalls. They
found the effect of sidewalls to be very important since the long-wave instabilities
treated by Ruckenstein & Jain [59] are sensitive to these, while the effects of
draining seem less important. Williams & Davis [61] posed a nonlinear stability
theory based on the long-wave nature of the response. They derived a partial
differential equation which describes the evolution of the interface shape sub-
ject to surface tension, viscous forces, and the van der Waals attractions. They
found that the nonlinear measure of the rupture time is always smaller than the
equivalent measure given by a linearized theory. Davis [62] discussed the gen-
eralization of the result to a non-volatile film on a heated plate, accounting for
thermocapillary and gravity-wave effects. Most of the above work considers a
single-component layer. In our theoretical model, we account for van der Walls
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forces for evaporation of liquid layers comprising a binary mixture.
2.2.3 Effect of phase-change
When the plate that supports the film is heated, new modes of instability develop
on the evaporating liquid surface. Hickman [63] noted that vapour recoil can
induce hydrodynamic instability. Due to conservation of mass flux during phase
change, a liquid particle at the interface accelerates greatly when it becomes
vaporized, since the vapour particle has much lower density than does the liquid
particle. The back reaction on the interface is called vapour recoil. A disturbance
in the evaporating interface can result in a local increase in the evaporation rate
at a surface depression or ‘trough’, producing a local increase in the normal force
due to vapour recoil. The associated pressure gradient drives liquid towards the
‘crests’, amplifying the disturbance.
The effect of rapid evaporation on the stability of a liquid-vapour interface
was analysed by Palmer [64] using linear stability analysis. He considered that
the evaporation rate depends on the interfacial temperature and investigate the
coupling between the ‘differential vapour recoil’ mechanism and the Marangoni
effect. Palmer [64] showed that the rapidly evaporating liquid is unstable to
local variations in evaporation rate, local surface depression being produced by
stronger vapour recoil and sustained liquid flows being driven by the resultant
shear exerted on the liquid surface by the vapour. If the depressed region experi-
ences a local increase in surface temperature, then the induced gradient in surface
tension induces a thermocapillary flow of warmer liquid from the trough to the
cooler crests to amplify the disturbance. Palmer highlighted the existing compe-
tition between the destabilizing surface tension and vapour recoil mechanisms to
determine the disturbance wavelength which will be most rapidly amplified.
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2.2.4 Non-equilibrium effects
Burelbach et al. [65] extended the nonlinear theory developed by William & Davis
[61] to include evaporative, thermocapillary, and non-equilibrium effects, in addi-
tion to disjoining pressures induced by van der Waals attractions. They derived
long-wave evolution equations for the interface shapes that govern the stability of
the layers subject to the above coupled mechanisms to investigate film instabilities
and rupture. They show that increasing the degree of thermocapillarity decreases
the time for rupture of the film. Goussis & Kelly [66] analysed the importance
of the layer thickness on thermocapillary instabilities. In sufficiently thick lay-
ers instabilities can take the form of relatively short wavelengths which are of
the order of the layer’s depth, as Pearson [54] demonstrated. This instability is
associated with the interaction of the basic temperature with the perturbation
velocity field and effects of convection are important. For sufficiently thin films
surface tension stabilizes short wavelengths so the instability takes the form of
large wavelengths disturbances. This instability is associated with the modifica-
tion of the basic temperature by the deformation of the free surface. The work
presented in this thesis, accounts for the non-equilibrium thermodynamic effects
during phase-change, in particular, when components in the liquid mixture layer
exhibit competing volatilities.
2.2.5 Surfactant laden Layers
Most work comprising multicomponent liquid layers only consider the presence of
surfactants (in addition to the liquid layer). These mainly consider the effect of
surfactants on the behaviour of evaporating thin films [67, 68, 69, 70, 71, 72, 73].
For instance, Hatziavramidis [67] studied the stability of thin evaporating films
including the flow effects arising from surface tension gradients due to tempera-
ture and concentration variations, in addition to van der Waals forces and surface
tension. By means of linear stability analysis he shows that the flows driven by
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surface tension gradients originating from surfactant concentration variations are
in a direction opposite to that of similar flows originating from temperature vari-
ations. The former usually dominate and stabilize evaporating films. Danov et
al. [68] generalized the work of Burelbach et al. [65] to account for the presence
of a non-volatile dissolved surfactant. Here, the interfacial mass loss due to evap-
oration, the van der Waals attraction, the Marangoni effect due to thermal and
concentration gradients, and the effect of interfacial viscosity on film stability
were discussed. They found that increasing the initial surfactant concentration
stabilizes the film only upt to the moment of reaching tangential immobbility of
the interface due to the increase of its interfacial viscosity and elasticity. After
that, the additional increase of surfactant concentration leads only to a decrease
of interfacial tension, lowering the film stability. Mikishev & Nepomnyashchy [72]
consider the effect of insoluble surfactant on the stability of evaporating liquid
layer. They used long-wave approximation to derive a system of nonlinear equa-
tions. By means of linear stability analysis they found two modes of instabilities,
a monotonic and an oscillatory intability mode, and analysed them in terms of the
Marangoni number. This thesis illustrates a full temporal linear stability anal-
ysis for an evaporating liquid layer comprising of two miscible components with
competing volatilities. Transient simulations are also performed to understand




bubbles in self-rewetting liquids
This chapter presents a Direct Numerical Simulation (DNS) model based on the
two-phase conservation of mass, momentum and energy towards understanding
the counter/co-current thermocapillary propulsion of bubbles inside a channel
with constant flow rate and constant temperature gradient using self-rewetting
liquids without phase change. In self-rewetting liquids, surface tension presents a
peculiar non-monotonic dependence on temperature. This will result in a rather
different behaviour of the thermocapillary migration of bubbles compared with
liquids with a decreasing monotonic dependence of surface tension on temperature
previously reported in the literature.
Direct numerical simulations (DNS) based on the volume-of-fluid (VOF) method
using Basilisk [38] are performed in order to study the dynamics of bubbles in
self-rewetting liquids. The model accounts for interface deformations and for the
normal and tangential components of surface tension. The bubble behaviour ob-
served is classified into regimes and the transition between the regimes, the effect
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of the bubble deformation on its equilibrium position, and the amplitude and
frequency of the observed oscillations are discussed.
3.1 Mathematical modelling
3.1.1 Problem statement
We consider the motion of an axisymmetric gas bubble with radius R̃o under the
action of thermocapillary forces inside a cylindrical tube of length L̃ and inner
radius H̃, as sketched in FIG. 3.1; the tilde denotes dimensional variables. A
constant Poiseuille flow with average velocity ũf is established in the tube while
a temperature gradient in the flow direction β̃ = dT̃ /dz̃ is imposed along the
channel walls. The liquid is a binary mixture comprising butanol (5 wt%) and
water with properties as shown in Table 3.1 [2]. It must be pointed out that
the liquid phase is treated as a single fluid while the gas phase is modelled as a
saturated vapour bubble. Phase-change effects are thus neglected. Both fluids
are considered incompressible, viscous and immiscible. The density, dynamic
viscosity, specific heat capacity and thermal conductivity are denoted by ρ̃l, µ̃l,
c̃pl, k̃l for the liquid, and ρ̃g, µ̃g, c̃pg, k̃g for the gas, respectively. The surface
tension is defined by a parabolic function of temperature as,
σ̃ = σ̃o + γ̃(T̃ − T̃o)2 (3.1)
where T̃o is the temperature corresponding to the surface tension minimum σ̃o,
and γ̃ = (1/2)d2σ̃/dT̃ 2|T̃o is the second order temperature coefficient of surface
tension. The variation of surface tension, related to the temperature along the
channel wall, the position zo, associated to the surface tension minimum, and the
bubble equilibrium position ze are shown schematically in FIG. 3.1.
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ρ [kg m−3] 967
µ [N sm−2] 0.43× 10−3
α [m2 s−1] 1.5× 10−7
σo [N m
−1] 30.62× 10−3
γ [N m−1K−2] 1.19× 10−6















Figure 3.1: Schematic of the mathematical model and, on top, the surface tension
coefficient related to the temperature along the channel wall.
3.1.2 Scaling
The current scaling defines the tube diameter D̃ = 2H̃ as the length scale, the
temperature difference between the temperature corresponding to the surface
tension minimum and the inlet temperature ∆T̃ = T̃o − T̃1 as the temperature
scale and the average flow velocity is taken as the reference velocity, Ũo = ũf .
Taking the liquid properties as reference, the resulting scaling reads:
x̃ = D̃x, ũ = Ũou, t̃ =
D̃
Ũo
t, p̃ = ρ̃lŨ
2
o p, T̃ = T̃1 + ∆T̃ T
ρ̃ = ρ̃lρ, µ̃ = µ̃lµ, c̃p = c̃plcp, k̃ = k̃lk, σ̃ = γ̃(∆T̃ )
2σ (3.2)
where x̃ = (z̃, r̃) is the longitudinal and radial coordinates, ũ = (ũ, ṽ) the ve-
locity vector, t̃, p̃, and T̃ the time, pressure and temperature, respectively. The
temperature gradient β̃ is scaled by ∆T̃ /D̃.
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3.1.3 Governing equations
Applying the previous scaling to the conservation of mass, momentum and energy
renders the following set of dimensionless equations respectively,































∇ · (k∇T ) (3.5)
where Re = ρ̃lŨoD̃/µ̃l is the Reynolds number, Ca = µ̃lŨo/γ̃(∆T̃ )
2 the capillary
number and Pe = ŨoD̃/α̃l the Peclet number. In the surface tension term at
the r.h.s. of momentum equation, σκn̂ is the normal stress at the interface and
∇sσ the tangential stress. The interface curvature is defined as κ = −∇s · n̂,
the unit vector normal to the interface as n̂ = ∇c/|∇c|, where c is the volume
fraction of the liquid phase, the gradient operator tangent to the interface as
∇s = ∇ − n̂(n̂ · ∇), and a Dirac delta function as δ = |∇c| that has a positive
finite value at the interface and zero elsewhere.
In order to model the two-phase system, the fluids are identified by the liquid
volume fraction c, which takes 1 for the liquid phase, 0 for the gas phase and
0 < c < 1 at the interface. The volume fraction is advected through the domain
by the following conservation equation,
∂c
∂t
+∇ · (cu) = 0 (3.6)
Since the gas volume fraction is simply (1−c), one can use the so-called single-
fluid formulation, in which the physical properties of both fluids are defined by a
single set of scalar fields for the whole domain. In this formulation, the governing
equations for both fluids can be solved as a single set of equations, where the
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dimensionless fluid properties are given by an arithmetic average as,
φ = c+ (1− c)φr (3.7)
where φ = ρ, µ, cp, k are the single fluid properties and φr are the properties ratios
defined as ρr = ρg/ρl, µr = µg/µl, cpr = cpg/cpl and kr = kg/kl.
To close the set of equations the dimensionless surface tension takes the form,
σ = σref + (T − 1)2 (3.8)
where σref = σ̃0/γ̃(∆T̃ )
2 is the dimensionless reference surface tension. For the
parabolically-varing surface tension as defined here its gradient along the interface
is given by∇sσ = 2(T−1)∇sT , which accounts for the thermocapillary tangential
stress.
3.1.4 Boundary and initial conditions
The impermeable no-slip and fixed temperature boundary conditions are applied
to the wall of the cylindrical channel, while the symmetry boundary conditions
are imposed to the axis of the channel. Specifically,
At r = H : u = 0, v = 0, T = Tin +Bz (3.9)
At r = 0 :
∂u
∂r







where B = (D̃/∆T̃ )β̃ is the non-dimensional temperature gradient and Tin the
inlet temperature of the flow.
At the inlet, we impose the Poiseuille flow velocity profile, which in dimension-
less form is given by u(r) = Re∆P
4L
(H2 − r2), where ∆P = 8L/ReH2. Similarly,
the inlet temperature is prescribed using Dirichlet boundary condition. At the
outlet we define an open boundary with pressure equal to zero,
At z = 0 : u = u(r),
∂p
∂z
= 0, T = Tin (3.11)
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Figure 3.2: The temperature field at the moment that the bubble is introduced. The
red line corresponds to the temperature referring to the surface tension minimum and
the black circle is the interface of the bubble.
At z = L :
∂u
∂z




The initial conditions will be given by the Poiseuille velocity field and a linear
temperature gradient along the flow direction. Note that these will later be
affected by the presence of the bubble.
After the temperature field adjusts to the effect of convection, at t = 10,
the bubble is introduced at the downstream side of the channel in the region of
positive surface tension gradient, FIG. 3.2.
3.1.5 Numerical method
The axisymmetrical governing equations are solved using the open-source Basilisk
code [38]. The code makes use of the finite volume method, the Bell-Colella-
Glaz advection scheme [74] and an implicit viscosity solver. The interface is
captured by the Volume of Fluid method [75] and the surface tension is calculated
using the well-balanced continuum surface force model [76, 77] with the height-
function method [78] to calculate the interface curvature. We use the capillary
time restriction [76] given by dt =
√
ρ∆3/πσ, where ∆ is the smallest mesh size,
to prescribe the time-step size, and ensure that convergence is achieved upon
mesh refinement.
In what follows, we present results for the following set of base parameters:
ρr = 1/1000, µr = 1/100, kr = 1/30, cpr = 1/4, σr = 5.732, B = 0.1, and
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Figure 3.3: The variation of surface tension through the channel for a strong temper-
ature gradient B = 0.1 and σr = 5.732.
Pe = 0.1; which represent the liquid-gas system in the experiments presented
in Shanahan & Sefiane [2] in the presence of a strong temperature gradient and
with a small Peclet number to avoid substantial thermal advection by the bulk
fluid flow. FIG. 3.3 shows the variation of surface tension along the channel for
the set of base parameters.
3.1.6 Tangential component of surface tension and vali-
dation
The tangential component of surface tension force was implemented in the Basilisk
solver. To that end the tangential component is expressed as a function of the




































here the gradients of the volume traction c and the temperature T are computed
at the centre of the cells using a central difference scheme. In accordance with
the staggered grid formulation, after the forces are computed at the centre of the
cells they are interpolated to the face of the cells and included in the momentum
equation as velocity source terms.
This implementation is validated against a classical 2D problem of thermo-














Figure 3.4: Schematic of the domain for the 2D problem used for the validation.
capillary migration reported in the literature [4, 3]. It considers the motion of
a bubble with initial radius Ro, immersed in a quiescent liquid with an imposed
temperature gradient ∆T in the horizontal direction, as sketched in FIG. 3.4.
The domain is a rectangular box of size L×H with periodic boundary condi-
tions in the y-direction and bounded by rigid walls with no-slip condition in the
y-direction and no penetration in the x -direction. The right wall is hot, the left
wall is cold, and initially the temperature of the whole domain varies linearly in
the x-direction. The bubble starts at the center of the box and it is surrounded
by the bulk fluid. The fluid properties of the gas bubble are denoted by the
subscript g while the properties of the liquid by the subscript l. Both fluids are
incompressible, viscous and immiscible and governed by the same conservation
equations as described by eqs. 3.3-3.6, with the Marangoni number, Ma, in the
place of the Peclet number, Pe. For this case the surface tension is a decreasing
linear function of temperature, written in dimensionless form as,
σ = 1− CaT (3.14)
where Ca is the capillary number, T is the temperature and the temperature
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a) b)
Figure 3.5: Validation of the numerical model. a) Comparison against the results
presented in Ma & Bothe [3] for the set of parameters Re = Ma = 0.72 and Ca = 0.0576
and a domains size of L = H = 4R. b) Comparison against the results presented in
Nas & Tryggvason [4] for the set of parameters Re = 5, Ma = 20 and Ca = 0.01666
and domains size of L = 8R and H = 4R.
scale is given by T = (Thot − T )/(Thot − Tcold).
The results were compared against the set of parameters reported in Ma &
Bothe [3] and Nas & Tryggvason [4]. For all sets of parameters the properties
ratios are ρr = µr = αr = 0.5. In FIG. 3.5a the results are compared against
Ma & Bothe [3] using Re = Ma = 0.72 and Ca = 0.0576, and in FIG. 3.5b
the results are compared against Nas & Tryggvason [4] using Re = 5, Ma = 20
and Ca = 0.01666. In both cases the velocity of the bubble presents the same
behaviour as reported in the literature and converges upon mesh refinement.
3.2 Theoretical prediction
In the work by Shanahan & Sefiane [2] they proposed a theoretical explanation
for the counter-current migration of bubbles in a channel with constant flow rate
and constant temperature gradient along the flow for liquids with a parabolic
dependence of surface tension on temperature. They consider the inertial term,
the viscous drag on the bubble and the net force of surface tension, using the
















2(z̃ − z̃o) = 0 (3.15)
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where ṽf is the average flow velocity and z̃o is the position corresponding to the
surface tension minimum.




















where Re and Ca are the same as defined before.
For the case of small bubbles where the inertial term can be neglected, the
solution of eq. 3.16 presents decaying exponential behaviour and the bubble
equilibrium position, presented here in dimensionless form, is given by,




For the case with inertia the solution of eq. 3.16 involve exponentials with
either real or imaginary arguments, the former corresponds to decaying expo-
nential behaviour and the latter to oscillatory behaviour. The angular frequency








The theoretical prediction for the bubble equilibrium position, ze, and for the
frequency of the oscillations, f = w/2π, will be used later to compare against the
numerical results.
3.3 Results and Discussion
We start the discussion of our results by showing a typical case of counter-current
thermocapillary migration of a bubble inside a channel with self-rewetting fluid
and positive temperature gradient. FIG. 3.6 illustrates the time evolution of the
centre of mass, zb, and velocity, ub, of the bubble together with a sequence of
panels showing the bubble motion. Unlikely in more classic fluids, the bubble is
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propelled against the flow towards the cold side until it comes to a halt at an
equilibrium point located to the right of the surface-tension minimum. For sim-
ple fluids with a linear dependence of surface tension on temperature we would
expect that the bubble migrates towards the hot side of the channel. This un-
usual behaviour is because the bubble is introduced in a region where the surface
tension has a positive slope thereby making the thermocapillary stresses to drive
the fluids surrounding the bubble towards the hot side while the bubble is pro-
pelled in the opposite direction against the flow. FIG. 3.6(b) shows that, the
bubble first accelerates counter-current, reaches a maximum velocity, and then
decelerates until its velocity goes to zero at the equilibrium position. As the
bubble moves in direction to the surface tension minimum, the slope of surface
tension gradient (driving force) becomes weaker because of the parabolic profile
of surface tension, thereby reducing the thermocapillary forces acting on the bub-
ble. The equilibrium position is that at which the thermocapillary forces balance
the drag forces exerted by the flow. Note that the bubble can never reach the
point of minimum surface tension since the Marangoni force vanishes there, and
there is thus no force to oppose to the viscous drag. In the simulation we found
an equilibrium position of ze = 12.38 which is close to the equilibrium position
predicted by eq. 1 ze = 12.08, considering the set of base parameters, Re = 16
and Ca = 1.15 × 10−2, with the surface tension minimum located at zo = 10.36
and the local flow velocity uf = 2.
The influence of the confinement on the bubble motion was analysed by ob-
serving the effect of H on the bubble velocity while keeping Re constant. For
H < 3R a reduction on the bubble velocity was observed because of the increase
in the drag force due to the proximity of the wall, while for H > 4R a reduction
on the bubble velocity was observed because of the deviation in the temperature
gradient from linearity due to the thermal advection cause by the Poiseuille flow.
Therefore, H = 4R was chosen in order to not have influence from the proximity
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Figure 3.6: Time evolution of (a) the center of mass zb and (b) velocity ub of the
bubble for the set of base parameters with Re = 16 and Ca = 1.15×10−2. At the right
the panels showing the bubble motion with the streamlines (black lines), the bubble
interface (blue line) and the isothermal line for T = 1 corresponding to the minimum
in surface tension (red line).
of the wall neither from thermal advection on the bubble velocity. In this work
the tube diameter was chosen as the length scale in order to have Re based on
the flow.
3.3.1 Regime map
Based on the dynamics of the bubble during the thermocapillary migration we
build a map on the parameter space of Re and Ca by running a series of simu-
lations in the rage 0.1 < Re < 104 and 10−5 < Ca < 10−1. This is illustrated in
FIG. 3.7. In this map we clearly identify four different possible behaviours of bub-
ble motion: i) ‘counter-current propulsion’ where the bubble migrates against the
flow and asymptotically approaches a stable equilibrium position; ii) ‘damped os-
cillations’ where the bubble migrates against the flow and oscillate before it comes
to a halt at a stable equilibrium position; iii) ‘sustained oscillations’ where the
bubble presents steady oscillations around its equilibrium position; iv) ‘co-current
migration’ where the channel flow is much stronger than thermocapillarity and
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Figure 3.7: Map with the four bubble behaviours in the Re vs Ca parameters space.
Region (i) is the counter-current propulsion, region (ii) the damped oscillations, region
(iii) the sustained oscillations, and region (iv) the co-current migration.
the bubble is dragged away downstream.
In this map Re represents the ratio between inertia to viscous forces while Ca
represents the ratio between viscous to thermocapillary forces. Re is controlled
by the average flow velocity Uo and Ca is predominantly controlled by the tem-
perature difference ∆T . The left region of the map is characterized by low inertia
and as Re increase by increasing Uo and ∆T to make Ca constant, it goes to the
region of high inertia in the right part of the map. For high Ca (low ∆T ) the
viscous forces dominate over the thermocapillary forces and the bubble is pushed
by the fluid flow shifting the equilibrium position ze downstream away from the
location of the surface tension minimum. This is represented by the co-current
migration regime in the upper region of the map. As Ca decreases by increas-
ing ∆T the thermocapillary forces get stronger and the bubble starts to propel
against the flow and ze is shifted upstream in direction to the location of the
surface tension minimum. This is represented by the counter-current propulsion
(low inertia) and damped oscilations (high inertia) regimes in the middle region
of the map. For low Ca (high ∆T ) the thermocapillary forces are much stronger
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than the viscous forces and ze reaches very close to the location of the surface
tension minimum and the bubble start to oscillate around ze. The oscillations
have high frequency and low amplitude in the low inertia region at the left side of
the map and low frequency and high amplitude in the high inertia region at the
right side. This is represented by the sustained oscillations regime in the lower
part of the map.
While Shanahan & Sefiane’s [2] experiments considered laterally confined bub-
bles, this work considers fully suspended bubbles in cylindrical tubes and reveals
regimes of bubble motion for the first time. It also shows the dependency of Re
and Ca on the flow regimes and how increasing the thermocapillary forces leads
to the sustained oscillations.
3.3.2 Flow regimes
The role of Re and Ca on the bubble dynamics through four different regimes
in the map is illustrated in FIG. 3.8. Here, the trajectory of the bubble’s centre
of mass, zb, and the time evolution of aspect ratio, defined as the height by the
width, Ar = h/w, for different values of Re and Ca are shown. FIG. 3.8(a,b)
shows that as Ca is increased, ze is shifted away from the location of the surface
tension minimum that is around z = 10 due to a decrease in the thermocapillary
forces in relation to the viscous force exerted by the bulk fluid. For Re = 800, ze
is shifted even more downstream because the bubble deformation becomes more
relevant for high values of Re and Ca. For high values of Ca the bubble goes into
the co-current migration regime where the thermocapillary forces are not strong
enough to propel the bubble against the flow. In this regime the viscous forces
dominate over the thermocapillary forces. At moderate values Ca > O(10−3) and
low Re the bubble presents a steady propulsion against the flow characterizing
the counter-current propulsion regime. Increasing Re at moderate values Ca >
O(10−3), the bubble starts to be subject to damped oscillations due to the increase
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Figure 3.8: Time evolution of (a,b) the center of mass, zb, and (c,d) the aspect ratio
of the bubble for different capillary numbers with Re = 8 (left) and Re = 800 (right).
of inertia in relation to viscous forces. In these two regimes there is a competition
between the viscous and thermocapillary forces. As we decrease Ca, ze shifts
upstream and the bubble starts to present sustained oscillations around ze as can
be seen with Ca < 10−3. In this regime the thermocapillary forces dominate over
the viscous forces.
The bubble deformation is analysed in FIG. 3.8(c,d). This figure shows that
for the cases with co-current motion, where the bubble moves in the flow direc-
tion at high Ca, the bubble deformation increase monotonically as the bubble
moves towards its equilibrium position. For the cases where the bubble migrates
against flow, the bubble deformation has a peak of largest deformation when zb
reaches the maximum slope during the counter-current motion. For Re = 8 the
largest deformation increases as we decrease Ca showing that in this case the
bubble deformation is mainly dependent on the bubble velocity that increases
by decreasing Ca. While for Re = 800 the largest deformation increases with
Ca showing a transition where the bubble deformation is more sensitive to the
34 3.3. RESULTS AND DISCUSSION
normal forces acting on the bubble that reduces by increasing Ca. For the case
of sustained oscillations and high Re the deformations became smaller as the
amplitude of the oscillations decrease reducing the maximum velocity achieved
by the bubble at each oscillation. During the oscillations the co-current motion
has smaller bubble deformation than the counter-current motion as the bubble
experiences stronger viscous forces in the later case.
3.3.3 Transition regions
In FIG. 3.9 we analyse the transition from region (i) to region (ii) in the map.
In this figure it is shown the trajectory of the bubble, zb, and the aspect ratio
Ar. FIG. 3.9(a) shows that, as we increase Re the bubble dynamics change
from an asymptotically movement towards the equilibrium position to damped
oscillations before coming to a halt at the equilibrium position. This is due to the
increase in inertia that retards the action of the thermocapillary forces allowing
the bubble to oscillate before halt at its equilibrium position. The amplitude of
these oscillations increase as we increase Re. In the map we can see that as Ca
increases the thermocapillary force is reduced and we need higher contribution
of inertia (higher Re) to see the damped oscillations. FIG. 3.9(b) shows that
increasing Re results in the largest deformation (first peak) and as the bubble
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Figure 3.9: Time evolution of the bubble center of mass, zb, showing the transition
from region (I) to region (II) increasing the Reynolds number for Ca = 5.73× 10−3.
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Figure 3.10: Time evolution of the bubble center of mass, zb, and the aspect ratio
Ar at the equilibrium position, showing the transition to region (IV) increasing the
capillary number for (a) Re = 8 and (b) Re = 800.
current motion of the second oscillation.
The transition to region (iv) on the map is illustrated in FIG. 3.10. The
co-current migration is characterized when the bubble equilibrium position is to
the right side of its initial position, i.e. ze > 20. Increasing Ca reduces the
effect of the thermocapillary forces; at some point it is not strong enough to
overcome the viscous forces of the bulk fluid and to propel the bubble counter-
current. Therefore, the bubble is carried by the flow and as it moves away from
the surface tension minimum, the thermocapillary forces increase, because of the
increase in the slope of the surface tension curve, until it balances the viscous
forces keeping the bubble in a stable equilibrium position. We can see in FIG.
3.10 that increasing Re makes ze to be shifted more to the right because of the
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Figure 3.11: Time evolution of the bubble center of mass, zb, showing the transition
to region (III) decreasing the capillary number for (a) Re = 8 and (b) Re = 800.
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Figure 3.12: The vector field and the isothermal line corresponding to the surface
tension minimum showing the transition to sustained oscillations for Re = 8. (a) and
(b) are stable equilibrium positions showing how ze moves in direction to the surface
tension minima by decreasing Ca and (c) and (d) are the right most (top) and the left
most (bottom) position during the oscillation around ze that arise and increase their
amplitude by decreasing Ca.
the bubble. This dependence of the equilibrium position on bubble deformation
explains why the boundary to region (iv) drops down towards lower Ca as we
increase Re.
The transition to sustained oscillations is illustrated in FIG. 3.11 and 3.12.
The sustained oscillations arise when the thermocapillary forces are strong enough
to bring ze close to the surface tension minimum. This is characterized when
the isothermal line corresponding to the surface tension minimum almost crosses
the centre of the bubble, FIG. 3.12(b). After the bubble gets close enough to
the location of the surface tension minimum the thermocapillary force almost
balances against the flow inertia (ρU2o ) causing the bubble to oscillate around ze.
The map shows that the transition to sustained oscillations depends only on Ca
for most part of the map in agreement with the fact that this transition depends
on the location of ze considering that the theoretical equilibrium position does
not depend on Re. Only for Re > 1000, where we have very high contributions
of inertia the oscillations start to depend on Re as well.
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Figure 3.13: Comparison between the numerical bubble equilibrium position for Re =
8 and Re = 800, and the theoretical prediction.
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Figure 3.14: Bubble shape at the equilibrium position for different values of Re and
Ca = 5.73× 10−2.
3.3.4 Equilibrium position
The results are compared against the theoretical equilibrium position prescribed
by eq. 3.17. In FIG. 3.13 we can see that ze in the simulations follows the same
trend as the theory and it has an exponential growth in the log scale indicating it
grows linearly with Ca as predicted by theory. We can also see a good agreement
for low capillary numbers, while for Ca > 10−2 the numerical results start to
deviate from theory. This deviation is because the theory does not account for
bubble deformation that starts to be relevant for high Ca and Re. Comparing
the equilibrium position for different Re we can see an even higher deviation for
Re = 800, what is in agreement with the fact that this deviation is caused by the
bubble deformation that increases with Re and Ca.
The effect of bubble deformation on ze is illustrated in FIG. 3.14. In this
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figure we analyse the change of the bubble aspect ratio in relation to Re for
Ca = 5.73 × 10−2 and how it affects ze. Increasing Re results in the bubble
being more ellipsoidal. This ellipsoidal shape increase the drag force acting on
the bubble by the fluid flow, thereby shifting ze downstream in the channel. For
Ca = 5.73 × 10−2 the equilibrium position predicted by eq. 3.17, that accounts
only for spherical shape, was ze = 18.96. FIG. 3.14 shows that the deviation of
ze in the numerical results from the theory increase as the bubble become more
ellipsoidal.
3.3.5 Sustained oscillations
In FIG. 3.15(a) we compare the frequency of the oscillations for Ca = 5.73×10−4
against the theoretical prediction, eq. 3.18. The numerical results follow the
same trend as the theory; the frequency is inversely proportional to Re. The
frequency decreases with Re because of the increase of inertia in comparison to the
thermocapillary forces. The discrepancy between the theory and the numerical
results is because the theory does not account for the presence of the Poiseuille
flow and the bubble deformations. In FIG. 3.15(b) it is shown the amplitude of
the oscillations as a function of Re. As Re increases the inertia becomes stronger
allowing the bubble to oscillate with higher amplitude. This figure also illustrates
that the amplitude grows with an one-half power law with respect to Re.
(a) (b)
0.51
Figure 3.15: (a) Frequency and (b) amplitude of the oscillations in function of the
Reynolds number for Ca = 5.73× 10−4.
CHAPTER 3. NUMERICAL INVESTIGATION OF THERMOCAPILLARY
PROPULSION OF BUBBLES IN SELF-REWETTING LIQUIDS 39
3.4 Conclusion
A numerical investigation by means of DNS on the thermocapillary propulsion
of bubbles in non-isothermal self rewetting liquids was performed. The effect of
the Reynolds and capillary numbers on the bubble dynamics was investigated
and a map was built showing the regions of four distinct behaviours: i) ‘counter-
current propulsion’ where the bubble moves against the flow and asymptotically
approach the equilibrium position staying stationary; ii) ‘damped oscillations’
where the bubble moves against the flow and oscillates before stay stationary at
the equilibrium position; iii) ‘sustained oscillations’ where the bubble presents
steady oscillations around its equilibrium position after the transient counter-
current motion; and iv) ‘co-current migration’ where the bubble moves in the
flow direction and stop at an equilibrium position away from its initial position.
The results were compared against the theoretical prediction for the equi-
librium position and the frequency of the oscillations. The results confirm the
theoretical prediction showing that the equilibrium position increases linearly
with the capillary number. Our results indicate that the transition to sustained
oscillations depends only on the capillary number for a large part of the map and
only for high Reynolds numbers it starts to depend on the Reynolds number as
well. It was also observed that the frequency of theses oscillations is inversely
proportional to the Reynolds number while its amplitude of the oscillations in-
crease with an one-half power law with respect to the Reynolds number. Chapter




propulsion of bubbles in
self-rewetting liquids
This chapter presents experiments on thermocapillary migration of bubbles in
a horizontal heated channel with constant flow rate and constant temperature
gradient using a self-rewetting liquid. Most previous experimental studies on
thermocapillary migration of bubbles were performed using ordinary liquids where
surface tension decreases linearly with temperature [15, 16, 17, 18, 19, 20, 21,
22, 23, 24, 25]. For that case the variation in surface tension drives the liquid
around the bubble to cold temperatures while the bubble is propelled in the
opposite direction towards hotter regions of the liquid. As for ordinary liquids,
the variation of surface tension is fairly constant leading to a constant migration
velocity of the bubble for a given bubble size and a temperature gradient. In the
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where σT is the temperature coefficient of surface tension, ∇T is the temperature
gradient imposed in the liquid phase, R is the radius of the bubble, and µ is the
dynamic viscosity of the liquid.
However, for self-rewetting liquids where the surface tension has a parabolic
dependence on temperature with a well-defined minimum, a different behaviour
may be expected. In the previous work by Shanahan & Sefiane [2] it was shown
that bubbles generated by boiling in the hot side of a horizontal heated channel
migrates against the flow towards cold temperatures in a self-rewetting liquid
following an exponential motion decay. This observation is in contrast with the
expected behaviour for thermocapillary migration of bubbles in ordinary liquids.
In order to gather experimental data on this problem, an experimental appa-
ratus is designed to analyse the thermocapillary migration of bubbles in a self-
rewetting liquid inside a horizontal channel with constant flow rate and constant
temperature gradient. This allows to investigate the effect of the temperature
gradient and the flow rate on the bubble dynamics. The results of these exper-
iments are also used to support the findings of the numerical work presented in
Chapter 3 of this Thesis.
4.1 Experimental Set-up
An experimental apparatus was designed to capture the thermocapillary motion
of bubbles inside a horizontal circular channel with constant flow rate and a
constant temperature gradient in the flow direction using a self-rewetting liquid
which is a mixture of water and butanol. A schematic of the experimental set-up
is presented in FIG. 4.1. The test section consists of a channel made of borosilicate
glass and has dimensions of 4 mm diameter and 100 mm length. The exterior of
the channel is coated with a transparent and conductive thin layer of tantalum
that allows to generate the heat flux while maintaining the interior of the channel
visible. The coated channel has an emissivity ε of approximately 0.78 [79]. Two
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Figure 4.1: Schematic diagram of the test section.
crocodile clamps are attached to the surface of the channel with a distrance of 40
mm between each other and connected to a DC power supply (Kikusui PMX350-
0.2A DC Power Supply), enabling heating the 40 mm section of the channel
by passing a current through the resistive coating. The channel is connected
to a syringe pump (Kd Scientific, KDS 100 LEGACY SYRINGE PUMP) by a
plastic tube allowing to control the liquid flow rate and the exit of the channel
is connected to a glass beaker where the working fluid is collected. To inject the
bubbles, a very small plastic tube with 0.1 mm of interior diameter is placed in the
downstream side of the channel and connected to a syringe controlled by a manual
microinjector. Small air bubbles (D ∼ 0.2 mm) are injected in the downstream
side of the channel (hot side) while a constant flow rate is maintained from left to
right inside the channel and a constant temperature gradient in the same direction
along the channel surface. The temperature gradient is the result of uniform
heating of the wall and flow through the channel. The motion of bubbles is
captured from the top by a CCD camera (USB3.0 Compact CMOS Camera STC-
MBCM401U3V-NIR) and the temperature at the channel surface is captured
from the side by an IR camera (FLIR, SC4000). The experimental apparatus is
presented in FIG. 4.2. The working fluid used is a 5% wt. butanol/water mixture.
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Figure 4.2: The experimental apparatus designed to analyse the motion of bubbles
inside a heated circular channel with constant flow rate.
The accuracy of the equipments used in this experiment is presented in Table 4.1.
The bubble motion is captured by a CCD camera mounted above the channel
facing downwards and it is recording at 25 frames per second. The CCD camera
is connected to a dedicated computer and the images are recorded using the
software StCamSWare. A cold light is placed below the channel to improve the
video’s contrast without affect the temperature of the channel. The records are
analysed with ImageJ to measure the bubble position over time and the bubble
size. The temperature of the channel is recorded from the side using an IR camera.
The IR camera is connected to a computer and the images are recorded using the
software ThermaCAM Researcher. After the temperature of the channel stabilise,
a snapshot of the recording is taken and a CSV file containing the temperature





Table 4.1: Uncertainty of the equipments.
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Before every new experimental run, the channel is completely emptied to
remove all bubbles from inside glass surface and the liquid is slowly pumped
inside the channel using the syringe pump in order to avoid the presence of any
bubbles within the channel. After that, the DC power supply is turned on and
the voltage is adjusted to obtain the desired temperature at the channel surface.
During the first 3 minutes, the channel starts to heat up until the temperature
along the channel stabilises and the temperature gradient is generated. Following
this, further 5 minutes is allowed to make sure that the temperature in the liquid
has stabilised. Then a snapshot of the temperature field is taken using the IR-
camera, the CCD camera starts to record and then a single bubble is injected
using the manual microinjector and its motion is recorded until it stops. This
procedure is repeated for every experimental run.
4.2 Results
This section presents the results on thermocapillary propulsion of bubbles in
self-rewetting liquids. First, a typical thermocapillary propulsion of a bubble is
shown and then the trajectories of bubbles for different flow rates and temper-
ature gradients is presented. The experimental data are superimposed on the
map previously generated by simulations and finally the effects of flow rate and
temperature gradient on bubble velocity are discussed.
4.2.1 Typical thermocapillary propulsion
The motion of bubbles inside a horizontal circular channel with constant flow rate
flowing from left to right and constant temperature gradient in the same direction
is investigated for different flow rates and temperature gradients using a 5% wt.
butanol/water mixture, see Table 4.2. Under these conditions three main forces
are acting on the bubble. The viscous drag force due to the liquid flow will be
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pushing the bubble in the flow direction, the thermocapillary force will drive the
bubble in the opposite direction of the local surface tension gradient and the
buoyancy force will drive the bubble upwards. As pointed out by Bratukhin &
Zuev [25] a necessary condition for bubble motion in the horizontal direction is
the presence of a thin liquid film between the bubble and the top wall. This
prevents the creation of a contact line that will make the bubble stick to the wall.
To this end small bubbles are used in order to minimize the effect of gravity and
reduce the buoyancy force acting on the bubble. The size of bubble diameter
used in this experiment ranges from Db = 0.15 mm to Db = 0.27 mm.
In ordinary fluids, surface tension has a linearly decreasing dependence on
temperature. This makes the thermocapillary stresses drive the fluid around the
bubble to cold temperatures while the bubble is propelled in the opposite di-
rection towards the hot temperatures. However, in self-rewetting liquids surface
tension has a parabolic dependence on temperature with a well defined minimum.
Therefore, when the bubble is at temperatures higher than that corresponding
to the surface tension minimum, the surface tension gradient is positive and the
thermocapillary stresses drive the fluid around the bubble to the hot temperatures
while the bubble is propelled to the cold temperatures towards the surface tension
minimum. The reader should note that at the surface tension minimum, the sur-
face tension gradient is zero and the thermocapillary forces acting on the bubble
Re Q(ml/min) ∆V (V ) ∆T (oC)
5.96 0.5 70 ∼ 33
5.96 0.5 80 ∼ 35
11.93 1 80 ∼ 29
11.93 1 90 ∼ 37
11.93 1 100 ∼ 45
17.90 1.5 90 ∼ 32
17.90 1.5 100 ∼ 40
17.90 1.5 110 ∼ 48
23.86 2 110 ∼ 40
23.86 2 120 ∼ 48
Table 4.2: Experimental conditions.
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Figure 4.3: Sequence of images taken at every 5 s showing the motion of a bubble
with initial diameter of 0.25 mm through a heated circular channel with constant flow
rate, Q = 1.5 ml/min, from left to right and constant temperature gradient, β =
1.15 K/mm (∆T = 46 oC), in the same direction. On top it is shown the temperature
along the channel wall taken by the IR-camera before the injection of the bubble.
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vanish there. Therefore the bubble should stop as it approaches the surface ten-
sion minimum. Under current experimental conditions, the equilibrium position
of the bubble will be one in which the fluid drag force and thermocapillary force
balance.
A typical thermocapillary migration of a bubble under the conditions stated
before is illustrated in FIG. 4.3. After the temperature gradient stabilises with
a value of β = 1.15K/mm(∆T = 46 oC), the bubble is injected on the hot side
where the surface tension gradient is positive and the wall temperature is around
83 oC (where the cold side is around 40 oC). The thermocapillary forces drive
the bubble against the flow and it migrates until it stops near surface tension
minimum at a wall temperature around 55 oC. In the literature, many studies
measured surface tension of self-rewetting liquids as a function of the temperature
using different techniques and for the 5% wt. water/butanol mixture some of
these studies found a surface tension minimum around 70 oC (Vochten & Petre
[47], Savino et. al. [43], Shanahan & Sefiane [2]), while others found it around
50 oC (Savino et. al. [42], Wu et. al. [80], Naresh et. al. [81]). The later case
is in better agreement with our findings considering that the bubble should stop
before reaching the surface tension minimum as beyond that point there are no
forces to oppose the viscous drag force of the fluid flow.
The axial position of the bubble with respect to the liquid inlet over the time
for different flow rates and temperature gradients are presented in FIG 4.4. It
can be seen from this figure that for lower flow rates, Q = 0.5 (ml/min) and
Q = 1 (ml/min), the bubble presents a linear motion while for higher flow rates,
Q = 1.5 (ml/min) and Q = 2 (ml/min), the motion of the bubble follows an
exponential decay. This is due to the fact that as the flow rate increases the
temperature gradient deviates from linear and the slope becomes greater at high
temperatures and lower at low temperatures. It can also be noted that as the flow
rate is increased the bubble migrates to lower temperatures. This is because the
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Figure 4.4: Time evolution of the bubble position (left) and temperature along the
wall (right) for different flow rates and temperature gradients, where Db/DCH is the
ratio between the bubble diameter and channel diameter and ∆T is the temperature
difference between the inlet and outlet. The experimental error in the position is
±0.02 mm and in the temperature is ±1 oC.
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higher flow rates promote the existence of the thin liquid layer between the bubble
and the wall allowing the bubble to reach closer to the surface tension minimum
before adhering to the wall. In FIG. 4.5 it can be seen all the experimental
data are superimposed on the map previously generated via simulations. All the
data fall in the region where the simulations predict a counter-current motion
followed by sustained oscillations. However no oscillations were observed in the
experiments after the counter-current motion. A possible reason for this is the
fact that only small bubbles, Db ∼ 0.2 mm, were used in this experiment. In a
previous work by Shanahan & Sefiane [2] these oscillations were only observed
for big bubbles, D > 2 mm.
4.2.2 Effect of temperature gradient
The temperature gradient is the main mechanism in the thermocapillary migra-














Figure 4.5: Experimental points for different flow rates and temperature gradients
on the map generated via simulations with the different regimes of bubble motion:
counter-current propulsion (balck), damped oscillations (blue), sustained oscillations
(red), and co-current migration (gray).
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Figure 4.6: Bubble average velocity, vb as a function of the temperature gradient, β,
for Q = 1 ml/min (vf = 1.3 mm/s) and Q = 1.5 ml/min (vf = 2 mm/s), where vf is
the average flow velocity.
of the bubble and how strong will be the thermocapillary flow.
The effect of the temperature gradient on the average bubble velocity is anal-
ysed. The average bubble velocity is calculated taking the total distance travelled
by the bubble divided by the time that it takes. In FIG. 4.6 the influence of the
temperature gradient, β, on the average bubble velocity, vb, for different aver-
age flow velocities, vf , is presented, where the average flow velocity is defined as
vf = Q/A. The data points are averaged over five experiments and the error bars
are calculated using the standard deviation. The figure shows that the average
bubble velocity has a linear increase with the temperature gradient for two dif-
ferent flow rates considered, Q = 1 (ml/min) and Q = 1.5 (ml/min). It can be
seen from FIG. 4.6 that for the lowest flow rate the average bubble velocities are
higher due to the weaker viscous drag force and the slope of the the fitted line is
also higher. It means that the effect of the temperature gradient on the average
bubble velocity is reduced as flow rate is increased.
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Figure 4.7: Bubble average velocity, vb, as a function of the flow rate (average flow
velocity, vf ) for two temperature gradients, β = 0.75k/mm and β = 1K/mm.
4.2.3 Effect of flow rate
The flow rate is directly related to the viscous drag force acting on the bubble.
As the flow rate increases the drag force also increases. Since the drag force is
opposing the thermocapillary force in our experimental conditions, the increase
in the drag force will slow down the bubble motion.
The effect of the flow rate on the average bubble velocity for two temperature
gradients, β ∼ 0.75 (K/mm) and β ∼ 1 (K/mm), is presented in FIG. 4.7. The
data points are averaged over five experiments and the error bars are calculated
using the standard deviation. In this figure it can be seen that as the flow rate
increases the average bubble velocity decreases linearly. The slope of the fitted
line corresponding to the lower temperature gradient is higher compared to the
higher temperature gradient. This indicates that, as the temperature gradient
increases the average bubble velocity is less affected by the increase in the viscous
drag force.
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4.3 Conclusions
The thermocapillary migration of small bubbles inside a heated horizontal chan-
nel with constant flow rate and constant temperature gradient has been examined
experimentally using a self-rewetting liquid. An experimental apparatus has been
designed to capture the motion of the bubble using a CCD camera and the tem-
perature along the channel wall using an IR-camera.
The results highlight the unusual behaviour of the thermocapillary migration
of bubbles in self-rewetting liquids. For all the flow rates and temperature gradi-
ents considered in this experiment the bubble migrates against the flow to colder
regions of the fluid. This is in contrast with the usual behaviour observed in
ordinary fluids where the bubble migrates to higher temperatures.
Testing different flow rates and temperature gradients was possible to analyse
how these parameters affect the bubble behaviour. A linear increase in the average
bubble velocity when increasing the temperature gradient was observed. This
increase in the average bubble velocity was higher for lower flow rates. It was also
observed a linear decrease in the average bubble velocity when increasing the flow
rate with a higher increase for lower temperature gradients. In this experiments
no oscillations were observed after the counter-current motion possibly due to the
small size of the bubbles.
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Chapter 5
Evaporation of liquid layers
comprising binary mixtures
This chapter an analytical model to investigate the stability and dynamics of the
evaporation of an horizontal thin liquid layer composed of a binary mixture of
volatile liquids heated from below is presented. The long-wave approximation is
used to derive the evolution equations for the free interface and the concentration
of the components that govern the two-dimensional stability of the layer. The
effect of vapour recoil, thermo- and soluto-capillarity and the van der Waals
interactions are considered. A linear stability analysis is performed to derive the
growth rate of the instabilities for the case of quasi-equilibrium evaporation and
non-equilibrium evaporation.
The liquid layer consider here is the one formed around the bubble after the
bubble grows and occupies the whole cross section of the tube leaving a thin
liquid layer around it.
The developed linear theory describes two modes of instabilities, a monotonic
instability mode and an oscillatory instability mode. By means of transient simu-
lations the dependence of these instabilities on the destabilising effects considered
is analysed. The transient simulations also help investigate the dynamics in the
non-linear regime.
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Figure 5.1: Schematic of the physical system describing an evaporating thin liquid film
on top of a horizontal heated solid substrate in a periodic domain.
5.1 Problem formulation
The evaporation of a thin liquid layer which consists of a mixture of volatile liquids
A and B is investigated. The volatilities of the components are dependent on their
respective vapour (saturation) pressures, with the component with highest vapour
pressure exhibiting the highest volatility. The mixture is assumed to be ideal
while the liquid layer is considered to be Newtonian, with density ρ̃, specific heat
capacity c̃p, thermal conductivity λ̃, and viscosity µ̃, which depend on the local
concentration of the two volatile components; the tildes stand for dimensional
quantities. The surface tension σ̃, also depends on the local concentration as well
as the local temperature T̃ (as given by eq. 5.20). The liquid layer is the on
top of a horizontal, uniformly heated solid substrate and is in contact with the
vapour phase with average bulk temperature T̃g; the gas consists of the vapour
of the binary mixture. It is assumed that, initially, the liquid layer has thickness
H̃o and width L̃o. In the present work, it is considered a very thin liquid layer
and therefore L̃o greatly exceed H̃o so that the ratio, ε = H̃o/L̃o, is assumed to be
very small. The latter assumption permits the use of lubrication theory, which
will be employed below to derive a set of evolution equations that govern the
evaporation process.
The Cartesian coordinate system, (x̃, z̃), is used to model the dynamics and
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solve for the velocity field, ũ = (ũ, w̃), where ũ and w̃ correspond to the horizontal
and vertical components of the velocity field, respectively, the temperature field
T̃ and the concentration of component A, c; since we deal with a binary mixture
the concentration of component B will be given by 1− c. The liquid-gas interface
is located at z̃ = h̃(x̃, t̃) whereas the liquid-solid interface is located at z̃ = 0. A
sketch of the physical system is presented in FIG. 5.1.
The flow is incompressible and governed by the mass, momentum, energy and
concentration conservation equations given by,
ũx̃ + w̃z̃ = 0 (5.1)
ρ̃(ũt̃ + ũũx̃ + w̃ũz̃) = −p̃x̃ + (µ̃ũx̃)x̃ + (µ̃ũz̃)z̃ (5.2)
ρ̃(w̃t̃ + ũw̃x̃ + w̃w̃z̃) = −p̃z̃ + (µ̃w̃x̃)x̃ + (µ̃w̃z̃)z̃ (5.3)
ρ̃((c̃pT̃ )t̃ + ũ(c̃pT̃ )x̃ + w̃(c̃pT̃ )z̃) = (λ̃T̃x̃)x̃ + (λ̃T̃z̃)z̃ (5.4)
ct̃ + ũcx̃ + w̃cz̃ = D̃A(cx̃x̃ + cz̃z̃) (5.5)
where p̃ is the pressure and D̃i is the diffusion coefficient of component i (i =
A,B). The subscripts x̃, z̃ and t̃ denotes spatial and temporal partial differenti-
ation, respectively.
The dependence of the properties of the liquid layer on the local concentration
of the two components can be evaluated using the following rule of mixtures,
µ̃ = cµ̃A + (1− c)µ̃B (5.6)
λ̃ = cλ̃A + (1− c)λ̃B (5.7)
c̃p = cc̃p,A + (1− c)c̃p,B (5.8)
while the density is considered to be constant, ρ ≈ ρA ≈ ρB, under the assumption
that the film is very thin, thus the gravitational effects are negligible.
Along the free surface (z̃ = h̃(x̃, t̃)), it is necessary to distinguish between
the liquid mixture velocity, ũ and the velocity of the interface ũs = (ũs, w̃s). If
n = (−h̃x, 1)/(1 + h̃2x)1/2 is the outward unit normal vector on the interface and
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J̃ denotes the total evaporative flux defined as J̃ = J̃A + J̃B then,




whilst the tangential components of both velocities, ũτ = ũ − (ũ · n)n = ũs −
(ũs · n)n, are the same. Moreover, at z̃ = h̃(x̃, t̃) the velocity field satisfies the
local mass, force and energy balance in the liquid and gas phase written as,
J̃ = ρ̃(ũ− ũs) · n = ρ̃v(ũv − ũs).n (5.10)
J̃2
ρ̃v
− p̃+ n · τ̃ · n = 2H̃σ̃ + Π̃− p̃v + n · τ̃v · n (5.11)
n · τ̃ · t = ∇̃sσ̃ · t + n · τ̃v · t (5.12)




[(ũv − ũs) · n]2 − 12 [(ũ− ũs) · n]
2
]
+ λ̃∇̃T̃ · n
−λ̃v∇̃T̃v · n + (τ̃ · n) · (ũ− ũs)− (τ̃ v · n) · (ũv − ũs) = 0 (5.13)
Here ρ̃v, λ̃v, ũv, T̃v, denote the density, thermal conductivity, velocity field and
temperature in the vapour phase, respectively. τ̃ denotes the stress tensor, J̃i and
L̃v,i denote the evaporative flux and specific internal latent heat of vaporization,




the unit tangential vector on the interface, 2H̃ is the mean curvature of the free
surface and ∇̃s is the surface gradient operator, respectively defined as,
2H̃ = −∇̃s · n, ∇̃s = (I− nn) · ∇̃ (5.14)






where A is the Hamaker constant.
Along the moving interface (z̃ = h̃(x̃, t̃)) it is also imposed the boundary
condition for the concentration
−D̃A(n · ∇̃(ρ̃Ac))z=h + ρ̃Ac(ũ− ũs) · n = J̃A (5.16)
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and the kinematic boundary condition,
f̃(x, z, t) = z̃ − h̃(x, t), Df̃
Dt̃
= 0 (5.17)
h̃t + ũsh̃x − w̃s = 0 (5.18)
At the liquid-solid interface (z̃ = 0), it is set,
ũ = w̃ = 0, T̃ = T̃w (5.19)
where T̃w is the temperature of the heated solid substrate.
To complete the description, a constitutive equation that describes the depen-
dence of the interfacial tension on the local concentration and interfacial temper-
ature is required. To this end, it is employed the following constitutive equation,
σ̃ = cσ̃A + (1− c)σ̃B (5.20)
which assumes that the surface tension depends on the local concentration of
the two components while we assume the following linear dependence on the
temperature [5],
σ̃A = σ̃A,o +
∂σ̃A
∂T̃
(T̃ |h − T̃o) (5.21)
σ̃B = σ̃B,o +
∂σ̃B
∂T̃
(T̃ |h − T̃o) (5.22)
Here T̃o denotes a reference temperature and σ̃i,o is the surface tension of pure
component i (i = A,B) at this temperature; we may assume T̃o = T̃g, where T̃g
is the equilibrium vapour temperature.
Finally, we need to employ a constitutive equation for the evaporation fluxes,






(T̃ |h − T̃g) (5.23)
It relates the mass flux J̃i of component i = A,B at the interface to the local
surface temperature T̃ |h, where Mi is the molecular weight and Rg is the universal
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gas constant.
Assuming that the gas phase is an ideal gas it is possible to express the
vapour density in terms of the partial pressure, ρ̃v,i = p̃v,iMi/RgT̃g. Moreover,
using Raoult’s law the partial pressure can be related to the mole fraction of each
component leading to p̃v,i = cip̃
o
i . Using these relationships the evaporation fluxes










(T̃ |h − T̃g) (5.24)
We assume that the density, viscosity, and thermal conductivity in the liquid








However, we retain the vapour density in eq. 5.10, where it multiplies the
vapour velocity, which may be large.
5.2 Scaling
For the non-dimensionalization of the problem, length is scaled by the initial mean
film thickness H̃o, the viscous scales are used for velocity, time and pressure, the
equilibrium vapour temperature T̃g is taken as the reference temperature and the
properties of component A are taken as reference. The resulting scaling reads,











p, h̃ = H̃oh,
T̃ = T̃g + ∆T̃ T, J̃i =
λ̃A∆T̃
H̃oL̃vA






∆T̃ = T̃w − T̃g, ρ̃ ≈ ρ̃A ≈ ρ̃B, µ̃ = µ̃Aµ, c̃p = c̃pAcp, λ̃ = λ̃Aλ, σ̃ = σ̃A,oσ
here ν̃A is the kinematic viscosity of component A.
This scaling renders the following non-dimensional system of governing equa-
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tions,
ux + wz = 0 (5.26)
ut + uux + wuz = −px + (µux)x + (µuz)z (5.27)
wt + uwx + wwz = −pz + (µwx)x + (µwz)z (5.28)
Pr[(cpT )t + u(cpT )x + w(cpT )z] = (λTx)x + (λTz)z (5.29)
ct + ucx + wcz = Pe
−1(cxx + czz) (5.30)
where Pr = ν̃A/κ̃A is the Prandtl and Pe = ν̃A/D̃A the Peclet numbers. Here κ̃A
is the thermal diffusivity of component A.
At the interface z = h(x, t), the scaled mass, energy, normal stress and tan-
gential stress balance are given by,
EJ = (−hx(u− us) + w − ws)(h2x + 1)−
1
2 (5.31)
JA + ΛJB +
E2
2LD2
J3 + λ(−hxTx + Tz)(hx + 1)−
1
2 = 0 (5.32)





















µ(2hx(wz − ux) + (1− h2x)(uz + wx)) = Ca−1(h2x + 1)
1
2 (σx + hxσz) (5.34)
Here J = JA + JB is the total mass flux, E = λ̃A∆T̃ /ρ̃Aν̃AL̃vA is the non-
dimensional parameter characterizing the evaporation rate, Λ = L̃vB/L̃vA is the
latent heat ratio of the components, D = ρ̃v/ρ̃ is the ratio of vapour to liquid den-
sities, Ca = ρ̃Aν̃
2
A/σ̃A,oHo is the capillary number, Mc = (σ̃A − σ̃B)H̃o/ρ̃Aν̃Aκ̃A is
the solutal Marangoni number, MT = γ̃A∆T̃ H̃o/ρ̃Aν̃Aκ̃A is the thermal Marangoni
number, L = H̃2o L̃vA/ν̃2A is a measure of the latent heat of component A, and
A = A/6πρ̃Aν̃2AH̃o is the non-dimensional parameter related to the Hamaker
constant A.










= E(cJ − JA) (5.35)
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The scaled kinematic boundary condition is given by,
ht + uhx − ws = 0 (5.36)
Using the kinematic boundary condition the mass balance at the interface
reads,
EJ = (w − ht − uhx)(h2x + 1)−
1
2 (5.37)
The scaled constitutive equation for the evaporative flux J is written as,
KJA = cT (5.38)
KJB = (1− c)αβ
3
2 ΛT (5.39)





volatility ratio, where p̃oi is the vapour pressure of component i = A,B. The
parameter K measures the degree of non-equilibrium at the evaporating interface














For K = 0 it corresponds to the quasi-equilibrium limit, where the tempera-
ture at the interface is constant and equal to the equilibrium vapour temperature,
T̃g. For K
−1 = 0 it corresponds to the non-volatile case in which the total evap-
orative flux J is equal to zero.
Water Ethanol
ρ [kg m−3] 971.82 757
µ [N sm−2] 0.351× 10−3 0.432× 10−3
λ [W m−1K−1] 0.669 0.169
cp [J kg
−1K−1] 4.197× 103 3.030× 103
Lv [J kg
−1] 2.309× 106 0.960× 106
σ [N m−1] 62.69× 10−3 17.3× 10−3
γ [N m−1K−1 0.17× 10−3 0.09× 10−3
M [kg mol−1] 18.015× 10−3 46.07× 10−3
D [m2 s−1] 7.53× 10−9
Table 5.1: Properties for water and ethanol at 80 oC.
CHAPTER 5. EVAPORATION OF LIQUID LAYERS COMPRISING
BINARY MIXTURES 63
H̃o 0.1µm 1µm 10µm
K 1.543 0.1543 0.0154
Ca 2.02× 10−2 2.02× 10−3 2.02× 10−4
MT 2.953 29.53 295.28
MC 78.841 788.41 7.88× 103
A 4× 10−4 4× 10−5 4× 10−6













Table 5.2: Dimensionless quantities for a 50% water/ethanol mixture.
The scaled surface tension coefficient is given by,
σ = δ + (1− δ)c− ΓA(δΓ + (1− δΓ)c)T |h (5.41)
where δ = σ̃B,o/σ̃A,o is the ratio of the reference surface tension, Γ = ΓB/ΓA and
Γi = γ̃i/σ̃i,o∆T̃ is the non-dimensional parameter associated to the temperature
coefficient of surface tension, γ̃i = −∂σ̃i/∂T̃ ; for the components i = A,B.
Table 5.1 shows the properties of water and ethanol at 80 oC and Table 5.2
shows the dimensionless quantities for a 50% water/ethanol mixture for different
thicknesses of the liquid layer. The parameters derived from a liquid layer with
1µm thickness will be the set of base parameters used in this work.
5.3 Base state
In order to perform a linear stability analysis it is necessary to select a base state
which will be perturbed with infinitesimal disturbances. As such we select a film
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which retains its flat shape as evaporates slowly so that it is possible to consider
that the base state is quasi-static. Therefore the base state is time-dependent
since the heated film is evaporating; the base state quantities will be denoted
by an overbar. As a quasi-static base state with a flat evaporating interface
is considered, there is no dependence on the lateral coordinate x and the base
state velocity field is zero. Under these assumptions the momentum, energy and
concentration conservation equations become,
p̄z = 0 (5.42)





At the interface z = h(t) the energy and the normal stress balance become,
J̄A + ΛJ̄B +
E2
2LD2












= E(c̄J − JA) (5.47)
The kinematic boundary condition becomes,
EJ̄ = −h̄t (5.48)
while the constitutive equation for the evaporation flux is given by,
KJ̄A = c̄T̄ (5.49)
KJ̄B = (1− c̄)αβ
3
2 ΛT̄ (5.50)
At the solid boundary z = 0, the boundary condition is,
T̄ = 1 (5.51)
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Since we consider a slowly evaporating film, E is considered to be small and
to retain the effect of mass loss in the kinematic boundary condition, time is
rescaled on the evaporative scale,
t′ = Et, z′ = z (5.52)
The total mass flux J̄(t′) and the liquid temperature T̄ (z′, t′) are considered
to be of order unity, while pressure p̄(t′) of order E−1. These dependent variables
are expanded in power of E,
J̄A = JAo + EJA1 + E
2JA2 + ... (5.53)
J̄B = JBo + EJB1 + E
2JB2 + ... (5.54)
T̄ = To + ET1 + E
2T2 + ... (5.55)
p̄ = E−1(po + Ep1 + E
2p2 + ...) (5.56)
while the film thickness h̄(t′) and the concentration c̄(t′) are considered an un-
specified order-one function.
We assume L  1 in order to neglect the kinetic energy in the energy balance.
D is generally very small since it is simply the ratio of vapour density over the
liquid density, thus we consider D = D̄E3 in order to keep the vapour recoil in
the normal-stress balance, where D̄ is an order one quantity.
Applying the time rescaling and substituting the expansions on the base state,
in the small E limit the leading-order base state system becomes
po,z′ = 0 (5.57)





At z′ = h(t′) : Jo = −h̄t′ (5.60)
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KJo,A = c̄To (5.63)
KJo,B = (1− c̄)αβ
3
2 ΛTo (5.64)
c̄1,z′|z′=h̄ = c̄oJo − JA,o (5.65)
At z′ = 0 : To = 1 (5.66)
along with the initial condition
t′ = 0, h̄ = 1 (5.67)
The resulting leading-order base state solution is






(λ̄K + Λ̄2)2 − 2λ̄Λ̄1Λ̄2Et (5.68)
T̄ = 1− Λ̄2z√




(λ̄K + Λ̄2)2 − 2λ̄Λ̄1Λ̄2Et
(5.70)
J̄B =
λ̄(1− c̄)αβ 32 Λ√







[(λ̄K + Λ̄2)2 − 2λ̄Λ̄1Λ̄2Et]
(5.72)
c̄ = 0.5 (5.73)
where,
λ̄ = c̄+ (1− c̄)λr (5.74)
Λ̄1 = c̄+ (1− c̄)αβ3/2Λ (5.75)
Λ̄2 = c̄+ (1− c̄)αβ3/2Λ2 (5.76)
FIG. 5.2 shows the time evolution of the basic state quantities. For K = 0
the film thickness goes to zero at tD =
Λ̄2
2λ̄Λ̄1E
, FIG. 5.2a. The evaporative flux









and the most volatile component (component B) has a stronger evaporation flux
during the evaporation process, FIG. 5.2b. Both go to infinity at the film dis-
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appearance time, tD, since for K = 0 the temperature difference between the
interface and the heated substrate is constant during the evaporation process, see
FIG. 5.2c. For K 6= 0 the film disappearance time is tD = 2λ̄K+Λ̄22λ̄Λ̄1E . The evapo-
















at the disappearance time. The temperature difference be-
tween the interface and the solid substrate is initially TW − T̄ |h = Λ̄2λ̄K+Λ̄2 and
decreases to zero as the height of the film become smaller and the temperature
at the interface approaches the substrate temperature.
a) b) c)
Figure 5.2: Time evolution of a) the height of the flat interface, b) the evaporative flux
of components A and B, and c) the temperature difference between the solid substrate
and the interface of the liquid layer, for K = 0 and K 6= 0.
5.4 Long-wave approach
Assuming that the evaporation is a slow process and the horizontal scale of the
liquid layer is much larger than the vertical one the long-wave approximation can
be applied. To that end the governing system of equations is rescaled using the
small parameter ε = H̃o/L̃o by writing,
X = εx, Z = z, τ = εt (5.77)
We assume that u, JA, JB, T are of order one while w is of order ε in order to
preserve continuity and p is of order ε−1. These dependent variables are expanded
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in powers of ε,
u = Uo + εU1 + ... (5.78)
w = ε(Wo + εW1 + ...) (5.79)
JA = JAo + εJA1 + ... (5.80)
JB = JBo + εJB1 + ... (5.81)
T = To + εT1 + ... (5.82)
p = ε−1(Po + εP1 + ...) (5.83)
For the concentration profile in the vertical direction we consider the rapid
diffusion approximation [82, 83, 84], in which the concentration, c, is decom-
posed into a z-averaged component and a small perturbation incorporating the z
dependence,
c(X,Z, τ) = Co(X, τ) + ε
2Pe∗C1(X,Z, τ) (5.84)
where Pe∗ = ε−1Pe. Since, ε2Pe∗  1, the decomposition of c allows to consider
a limit in which the vertical concentration gradients are negligible. In the small
ε limit, we have the following leading order system of governing equations,
Uo,X +Wo,Z = 0 (5.85)
Po,X = (µUo,Z)Z (5.86)
Po,Z = 0 (5.87)
(λTo,Z)Z = 0 (5.88)







Along the interface (Z = h(X, τ)), the boundary conditions become,
E∗Jo = Wo − hτ − UohX (5.90)
Jo,A + ΛJo,B = −λTo,Z (5.91)
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[M∗cCo,X −M∗T [(1− δΓ)Co,XT + (δΓ + (1− δΓ)Co)TX ]] (5.93)




Since E is considered to be small we assume E∗ = ε−1E to include mass loss
in the kinematic boundary condition and D∗ = ε−3D to retain vapour recoil in
the normal stress balance. The kinetic energy in the energy balance is neglected
by assuming L = O(ε4). We assume M∗T = ε−1MT and M∗c = ε−1Mc to retain
the thermocapillary and solutal effect in the tangential stress balance. We also
assume Ca∗ = ε−3Ca and A∗ = εA to retain the effect of surface tension and
disjoining pressure in the normal stress balance, respectively.
At the wall (Z = 0), we have,
Uo = Wo = 0, To = 1 (5.95)
The constitutive equation at the leading order reads,
KJo,A = CoTo (5.96)
KJo,B = (1− Co)αβ
3
2 ΛTo (5.97)
The leading order surface tension coefficient is given by,
σ = δ + (1− δ)Co − ΓA(δΓ + (1− δΓ)Co)To|h (5.98)
First, we solve the energy conservation eq. 5.88, subject to the energy balance
eq. 5.91 and the wall boundary conditions eq. 5.95 to find the liquid temperature
field,




To find the velocity, we solve x-component of the conservation of momentum
eq. 5.86, subject to the tangential stress balance eq. 5.93, and the wall boundary










[M∗cCo,X −M∗T [(1− δΓ)Co,XT + (δΓ + (1− δΓ)Co)TX ]]Z
µPr
(5.100)
From the conservation of mass eq. 5.85, subject to the wall boundary condi-
















cCo,X −M∗T [(1− δΓ)Co,XT + (δΓ + (1− δΓ)Co)TX ]]XZ2
2µPr
(5.101)
From the kinematic boundary condition eq. 5.90, and integrating over Z the
conservation of concentration, eq. 5.89, together with the boundary condition for





















































Next we use the following definitions,
Λ1 = αβ
3/2Λ + (1− αβ3/2Λ)C (5.106)
Λ1,x = (1− αβ3/2Λ)Cx (5.107)
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Λ2 = αβ
3/2Λ2 + (1− αβ3/2Λ2)C (5.108)
Λ2,x = (1− αβ3/2Λ2)Cx (5.109)
δo = δ + (1− δ)C (5.110)
δo,x = (1− δ)Cx (5.111)
Γo = δΓ + (1− δΓ)C (5.112)
Using the expressions in Appendix A, the eqs. (5.104) and (5.105) can be



















































































5.5 Linear stability analysis
5.5.1 Quasi-equilibrium evaporation (K = 0)
We consider first the quasi-equilibrium case, so the interfacial temperature is
constant and equal to the equilibrium temperature. In this case there is no
thermocapillary effect and the solutal Marangoni effect is the main mechanism of
instability. For K = 0, eqs. 5.113 and 5.114 take the form,





























































Considering the linear stability of this state, we perturb the base state in the
following form,
h(x, τ) = hb(τ) +H(τ)e
ikx (5.117)
C(x, τ) = Cb + C1(τ)e
ikx (5.118)
where k is the wavenumber. The base solution for h and C, eq. 5.68 and 5.73,





2Eλt, Cb = 0.5 (5.119)
where Λ1b = αβ
3/2Λ + (1− αβ3/2Λ)Cb and Λ2b = αβ1/3Λ2 + (1− αβ3/2Λ2)Cb.
Substituting the perturbed solution, eqs. (5.117) and (5.118) into the system


































































(Λ1b − 1)Cb(1− αβ3/2Λ2)
Λ22b
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where µb = µr + (1− µr)Cb, λb = λr + (1− λr)Cb and δb = δ + (1− δ)Cb, and µr
and λr are the viscosity and thermal conductivity ratios, respectively.
Below we use the frozen interface approximation [], which assumes that the
characteristic time of the change of the layer thickness is large compared to the
development of the disturbances. This allows to disregard the dependence of
hb and τ considering it as a constant parameter. In this case, we consider the
following disturbances,
H(τ) = H(0)erτ , C1(τ) = C1(0)e
rτ (5.122)
where r denotes the growth rate of the disturbances and H(0), C1(0) the imposed
































































(Λ1b − 1)Cb(1− αβ3/2Λ2)
Λ22b










Taking the determinant of the Jacobian of the system equal to zero, renders























(Λ1b − 1)Cb(1− αβ3/2Λ2)
Λ22b



































(Λ1b − 1)Cb(1− αβ3/2Λ2)
Λ22b






























(Λ1b − 1)Cb(1− αβ3/2Λ2)
Λ22b
















































The eq. 5.125 defines the type of instability during the evaporation process.
There is two possibilities: a) Two real roots that correspond to the monotonic
damping or growth (depending on the sign of the root) of the disturbances: the
two roots correspond to the growth rate of the two different modes, i.e. the
interfacial and the concentration mode. b) Two complex roots that correspond
to the oscillatory instability: the real part of r gives the growth rate and the
imaginary part the frequency of the instability.
FIG. 5.3a shows that without evaporation the solution given in eq. 5.125
has real eigenvalues and is stable. In this case the only mechanisms present are
capillarity and diffusion which both have a stabilizing effect. With evaporation,
FIG. 5.3b, the system has complex eigenvalues and is unstable. In this case the
solutal Marangoni effect is present and it leads to an oscillatory instability mode.
5.5.2 Non-equilibrium evaporation (K 6= 0)
We now consider the non-equilibrium evaporation, where the interfacial temper-
ature is not constant and depends on the evaporative fluxes.
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a) b)
Figure 5.3: Behaviour of growth rates r+ and r− versus the wavenumber k, for K = 0,
with a) E = 0 and b) E = 10−5. Other parameters are the set of base parameters given
in Table 5.2.
Applying the following perturbation,
h(x, t) = hb(t) +H(t)e
ikx (5.127)
C(x, t) = Cb + C1(t)e
ikx (5.128)
into the system of equations 5.113 and 5.114 and linearize it with respect to H



















































































(Λ1b − 1)Cb(1− αβ3/2Λ2)
(λbK + Λ2bhb)2










Applying the frozen interface approximation, H(τ) = H(0)erτ , C1(τ) =
C1(0)e















































































(Λ1b − 1)Cb(1− αβ3/2Λ2)
(λbK + Λ2bhb)2










Taking the determinant of the Jacobian of the system equal to zero, renders






























(Λ1b − 1)Cb(1− αβ3/2Λ2)
(λbK + Λ2bhb)2












































(Λ1b − 1)Cb(1− αβ3/2Λ2)
(λbK + Λ2bhb)2







































(Λ1b − 1)Cb(1− αβ3/2Λ2)
(λbK + Λ2bhb)2























































In non-equilibrium evaporation, the interfacial temperature is not constant
and the thermal Marangoni effect is present. Without evaporation the initial
perturbation is promoted by the thermal Marangoni effect leading to a monotonic
instability mode, as shown in FIG. 5.4a. With evaporation, the solutal Marangoni
effect is also present and for the parameters considered here it competes with the
thermal Marangoni effect leading the system to an oscillatory instability mode,
as shown in FIG. 5.4b.
5.5.3 Mechanisms of the instability
A schematic of the main mechanisms of instability is shown in FIG. 5.5. First
we discuss the instability for the case of the standard parameters present in Ta-
ble 5.2 where the component A has lower volatility and higher surface tension
than component B. When an initial perturbation is applied to the system the
temperature of the interface becomes hotter at the trough due to the proximity
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a) b)
Figure 5.4: Behaviour of growth rates r+ and r− versus the wavenumber k, for K 6= 0,
with a) E = 0 and b) E = 10−5. Other parameters are the set of base parameters given
in Table 5.2.
to the hot substrate. Therefore, the thermal Marangoni effect drives the liquid
from the hotter trough in direction to the colder crest promoting the perturba-
tion. However, due to the higher volatility of component B, it evaporates faster
at the trough increasing the concentration of component A that has higher sur-
face tension. As the concentration of component A increases at the trough, the
solutal Marangoni effect becomes stronger and at some point it may overcome
the thermal Marangoni effect and starts to drive the liquid in direction to the
trough, as shown in FIG. 5.5a. As a consequence, the interface starts to level until
the trough become a crest and the previous crests become troughs. This process
repeat causing oscillations at the interface and the evaporation goes through an
oscillatory instability mode. However, when component A has higher volatility
and higher surface tension than component B the solutal Marangoni effect has the
Figure 5.5: a) Schematic of the oscillatory instability for the case where component A
is less volatile than B and has higher surface tension. b) Schematic of the monotonic
instability for the case where component A is more volatile than B and has higher
surface tension.
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opposite behaviour. The concentration of component B increases at the trough
due to the higher volatility of component A and the solutal Marangoni effect
drives the liquid from the trough in direction of the crest, promoting the ther-
mal Marangoni effect, as shown in FIG. 5.5b. In this case the evaporation goes
through a monotonic instability mode. Therefore when there is competition be-
tween thermal and solutal Marangoni effects the oscillatory instability is possible
only when the solutal Marangoni can overcome the effect of thermal Marangoni,
while when the thermal and solutal Marangoni effects enhance each other, driving
the flow in the same direction, the instability is always monotonic.
5.5.4 Parametric analysis
A parametric analysis on the stability of the evaporating thin liquid layer is per-
formed for the case of K 6= 0 in the limit of small evaporation number, E = 10−5 .
In the limit of small evaporation number the main mechanisms of instability dur-
ing the evaporation are the thermal Marangoni effect and the solutal Marangoni
effect. Therefore, the effect of the thermal Marangoni number and the solutal
Marangoni number on the growth rate of the instabilities are analysed as well the
effect of the volatility of the components.
FIG. 5.6 presents the effect of the thermal Marangoni number on the insta-
bility. For lower thermal Marangoni numbers the solutal Marangoni effect dom-
a) b) c)
Figure 5.6: Growth rates r+ and r− versus the wavenumber k for K 6= 0. Oscillatory
instability mode for a) MT = 10 and b) MT = 100. Monotonic instability mode for c)
MT = 1000.
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inates as the concentration of component A increases and the perturbation that
was initially promoted by the thermal Marangoni effect is reversed and evapora-
tion process goes through an oscillatory instability mode, FIG 5.6a,b. However,
for higher thermal Marangoni numbers the solutal Marangoni effect is not strong
enough to reverse the initial perturbation. In this case the thermal Marangoni
effect dominates, promoting the initial perturbation, and the evaporation process
goes through a monotonic instability mode, FIG 5.6c.
The effect of the solutal Marangoni number on the instability is presented in
FIG. 5.7. For lower solutal Marangoni numbers the thermal Marangoni effect
dominates promoting the initial perturbation and the evaporation process goes
through a monotonic instability mode for the most unstable wavenumber while
the oscillatory mode is also unstable for longwave disturbances, see FIG. 5.7a.
For higher solutal Marangoni numbers the solutal Marangoni effect dominates
over the thermal Marangoni effect, reversing the initial perturbation, and the
evaporation process goes through an oscillatory instability mode, FIG. 5.7b,c.
FIG. 5.8 presents the effect of volatility of the components on the instability.
For α = 0.5 the volatility of component A is higher, so it evaporates faster at the
trough increasing the concentration of component B. As the component B has
lower surface tension (δ = 0.276) the surface tension at the trough is reduced and
the solutal Marangoni effect drives the liquid away from the trough in direction
to the crest that has higher concentration of component A, assisting the thermal
a) b) c)
Figure 5.7: Growth rates r+ and r− versus the wavenumber k for K 6= 0. Monotonic
instability mode for a) Mc = 10. Oscillatory instability mode for b) Mc = 100 and c)
Mc = 1000.
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a) b) c)
Figure 5.8: Growth rates r+ and r− versus the wavenumber k for K 6= 0. Monotonic
instability mode for a) α = 0.5. Oscillatory instability mode for b) α = 1 and c) α = 2.
Marangoni effect to promote the initial perturbation. In this case the evaporation
process goes through a monotonic instability mode as shown in FIG. 5.8a. For
α = 1 both components has the same volatility, however, for the set of base
parameters considered, the component B still have higher evaporation flux due
to its dependence on the latent heat and molar weight. Therefore as for the case
of α = 2, where the component B is the most volatile, the component B will
evaporate first, increasing the concentration of component A at the trough. This
will increase the surface tension at the trough and the solutal Marangoni effect
will lead to an oscillatory instability mode, FIG. 5.8b,c.
FIG. 5.10 and 5.11 presents maps with the regions of monotonic and oscilla-
tory instability modes in the parameter space of the volatility ratio, α, and the
ratio of solutal and thermal Marangoni numbers, Mc/MT , for different values of
the evaporation number, E, and the latent heat ratio Λ, respectively. FIG. 5.9
shows the regions of the map with respect to the properties of the components.
For Mc/MT > 0 the component A has higher surface tension and the solutal
Marangoni effect drives the liquid in the direction of regions with higher concen-
tration of component A. For Mc/MT < 0 the component B has higher surface
tension and the solutal Marangoni effect drives the liquid in direction to regions
with higher concentration of component B. For Mc/MT = 0 both components
have the same surface tension and the solutal Marangoni effect is absent in that
case.
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Figure 5.9: Regions of the map with respect to the volatility ratio and surface tension
ratio in the parameter space of α versus Mc/MT .
a) b)
c)
Figure 5.10: Map showing the regions of monotonic instability mode (crosses) and
oscillatory instability mode (bullets) in the parameter space of α versus Mc/MT for a)
E = 10−4, b) E = 10−5 and c) E = 10−6.




Figure 5.11: Map showing the regions of monotonic instability mode (crosses) and
oscillatory instability mode (bullets) in the parameter space of α versus Mc/MT for a)
Λ = 0.1, b) Λ = 1 and c) Λ = 2.
In FIG. 5.10 it can be seen that for the case where the component A is less
volatile, α > 1, and has higher surface tension, Mc/MT > 0, a smaller ratio
between the solutal and thermal Marangoni numbers is needed to achieve the
oscillatory instability mode as α increases. This is because the solutal Marangoni
effect is proportional to how fast the lower surface tension component evaporates.
Therefore increasing the volatility of the lower surface tension component requires
a lower ratio between the solutal and thermal Marangoni number in order for the
solutal Marangoni effect overcome the thermal Marangoni effect and lead the
system to the oscillatory instability mode.
At the other end of the map, when the component B is the less volatile, α < 1,
and has higher surface tension, Mc/MT < 0 the system also goes into an oscil-
latory instability mode as the ratio between the solutal and thermal Marangoni
number become more negative. However, in that case it seems not to be affected
by the volatility ratio, α, in the range of parameters investigated. In this figure it
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also can be noted that as the evaporation number, E, decreases, the regions with
the oscillatory instability mode are suppressed. This is because as the evaporation
rate decreases it decreases the ratio of evaporation between the two components
making the solutal Marangoni effect weaker, so a higher ratio between the solutal
and thermal Marangoni number is needed to have an oscillatory instability mode.
FIG. 5.11 shows the effect of the latent heat ratio, Λ, on the different regimes
of instability. In this figure it can be seen that the regions of oscillatory instability
are shifted horizontally as the latent heat changes. This is because the evaporation
flux of the components, eq. 5.24, is proportional to the vapour pressure, p̃oi , as
well as the latent heat, L̃v,i. Therefore as the latent heat ratio increases a lower
volatility ratio is needed for the component B to evaporate faster than component
A.
5.6 Linear regime: validation with numerics
The linear stability analysis is validated against the transient simulations pre-
sented in Section 5.7. The growth rates derived from the linear stability analysis
and from the transient simulations are compared for the cases of monotonic in-
stability mode and oscillatory instability mode. The growth rate of the initial
perturbation in the transient simulations is calculated using the following expres-









where in the monotonic case A is the amplitude of the instability and Ȧ is its
time derivative, and in the oscillatory case Amax is the maximum amplitude of
the oscillations and Ȧmax is its time derivative.
First, we consider a case which exhibits a monotonic instability. In FIG.
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a) b)
Figure 5.12: a) Growth rate versus the wavenumber derived from the linear stability
analysis for the case of monotonic instability mode with α = 0.5. b) Growth rate of the
amplitude of the initial perturbation over time derived from the transient simulation.
5.12a we depict the dispersion curve where it is shown that the most unstable
wavenumber is at k = 0.082 corresponding to a growth rate of r = 1.85 × 10−3.
We perform a transient simulation for a domain with size that is equal to the
wavelength of the most unstable mode and evaluate the growth rate in FIG. 5.12b.
In the transient simulation the growth rate of the amplitude of the instability is
approximately r = 1.92×10−3, showing a good agreement with the linear stability
analysis.
In FIG. 5.13 the comparison of the growth rates for the oscillatory instability
a) b)
Figure 5.13: a) Growth rate versus the wavenumber derived from the linear stability
analysis for the case of oscillatory instability mode with α = 2.28. b) Growth rate of the
maximum amplitude of the oscillations over time derived from the transient simulation.
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mode is shown. In the linear stability analysis, FIG. 5.13a, the most unstable
wavenumber is at k = 0.058 corresponding to a growth rate of r = 2.35×10−4. In
the transient simulation, using a domain with size equal to the wavelength of the
most unstable mode, the initial growth rate of the amplitude of the oscillations
is r = 2.7× 10−4, FIG. 5.13b, showing a good agreement with the linear stability
analysis.
5.7 Non-linear regime: analysis and numerical
results
The evolution of the system is solved numerically with a bespoke code using the
finite element method. The weak formulation of the equations is presented in
Appendix B. The computational domain is discretized in space using 100 ele-
ments and the solution is advanced in time using the implicit Euler method. The
resulting set of nonlinear algebraic equations are solved in each time step using
the Newton-Raphson method. Convergence was achieved upon mesh refinement.
The size of the domain comprises the interval 0 < X < π/kM , where kM is the
most unstable wave number. Periodic boundary conditions are applied on the
lateral endings and we use the following initial condition,
h(X, 0) = 1 + 5× 10−7Cos(kMX) (5.137)
The time evolution of the interface of a thin liquid layer composed of a binary
mixture heated from below using the set of base parameters presented in Table
5.2 and α = 0.5 (FIG. 5.12) is presented in FIG. 5.14. For this set of parameters
the component A has higher volatility and higher surface tension than component
B. Initially a small perturbation, O(10−6), is applied and it grows exponentially
as the interface evaporates. When the perturbation is applied the temperature
of the interface at the trough becomes hotter and the perturbation is promoted
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Figure 5.14: Time evolution of the interface for α = 0.5 showing the monotonic
instability mode.
by the vapour recoil at the trough, by the thermal Marangoni effect that drives
the liquid away from the hotter trough, and by the solutal Marangoni effect
due to the higher evaporation of component A at the trough that decreases the
surface tension at that location. In this case the evaporation process presents a
monotonic instability mode. The time taken for the rupture of the liquid layer
was tR = 6.16× 103.
FIG. 5.15 presents the time evolution of the interface for the set of base pa-
rameters present in Table 5.2 that corresponds to the oscillatory instability mode
(FIG. 5.13). For this set of parameters the component A has lower volatility and
higher surface tension than component B. In this case the initial perturbation,
O(10−6), is initially promoted by the vapour recoil and the thermal Marangoni
effect due to the higher temperature at the trough. However, as the concentration
of component A increases at the trough due to the higher volatility of component
B, the solutal Marangoni effect become stronger and starts to drive the liquid
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Figure 5.15: Time evolution of the interface for the parameters in Table 5.2 showing
the oscillatory instability mode.
Figure 5.16: Time evolution of the interface for the parameters in Table 5.2 showing
the oscillatory instability mode.




Figure 5.17: Modes of the Fourier transform of a) the interface (s1 = 2.21e − 4,
s2 = 7.20e − 4, s3 = 9.92e − 4), b) the temperature (s1 = 2.44e − 4, s2 = 7.36e − 4,
s3 = 1.04e−3) and c) the concentration (s1 = 2.57e−4, s2 = 7.40e−4, s3 = 1.07e−3).
d) First mode of the Fourier transform of the interface (H), temperature (T) and
concentration (C).
in the direction of the trough, reversing the amplitude of the initial perturba-
tion. This process repeats at causing oscillations at the interface. The computed
rupture time was tR = 3.15 × 104 that is much higher than in the monotonic
case. In order to test the effect of the size of the domain, we consider this case
with a double size domain, FIG. 5.16. The evolution of the interface presents the
development of the same structures in both case showing no dependence on the
size of the domain.
FIG. 5.17 shows the modes of the Fourier transform of the interface, tempera-
ture and concentration. Each subsequent mode which appears has a higher slope
than the previous one. The ratio between the slope of the modes for the interface
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deformation are s2/s1 = 3.23 and s3/s1 = 4.49, for temperature are s2/s1 = 3.01
and s3/s1 = 4.24, and for concentration s2/s1 = 2.88 and s3/s1 = 4.16. In FIG.
5.17d it can be seen that the first mode of the interface and temperature are
in phase, while the concentration is out of phase. It means that the temper-
ature changes instantaneously with the interface, increasing when the interface
bends down and decreasing when it bends up, while the concentration has a min-
imum/maximum value when the amplitude of the interface and temperature is
zero and increase/decrease when the interface bends down/up and the tempera-
ture is hotter/colder. This means that as the interface is enriched by the most
volatile component, evaporation ensures local cooling of the interface - thereby
leading to the conclusion that the interfacial and thermal fluctuations are bound
to the soluto-Marangoni instability.
5.8 Conclusions
The stability of the evaporation of an horizontal thin liquid layer which consist
of a binary mixture of volatile liquids heated from below has been investigated
by means of linear stability analysis and transient simulations. To that effect,
long-wave approximation has been employed to derive the evolution equations for
the free interface and the concentration of the components. The linear stability
analysis has been validated by comparing the solution for the growth rate of the
instabilities against the transient simulations.
Two modes of instabilities have been described by the linear theory, i.e. a
monotonic instability mode and an oscillatory instability mode. By performing a
parametric analysis it was possible to identify how these modes depend on the ra-
tio between the thermal and solutal Marangoni number and on the volatility ratio.
When the most volatile component has the lower surface tension the thermal and
solutal Marangoni effect compete with each other. In this case, when the solutal
Marangoni effect dominates the system presents an oscillatory intability mode,
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while when the thermal Marangoni effect dominates the system presents a mono-
tonic instability mode. On the other hand, when the most volatile component
has the higher surface tension both the thermal and the solutal Marangoni effect
assist each other promoting the initial perturbation and leading to a monotonic
instability mode.
The last section of this chapter presents the evolution of the interface com-
puted numerically for the monotonic and oscillatory instability mode. The mono-
tonic case considered was the one where the thermal and solutal Maragoni effect
assist each other to promote the initial perturbation. In this case, the time for
the liquid layer reaches the rupture was lower when compared to the oscillatory
case where the thermal and solutal Marangoni effect compete with each other. In
the oscillatory case it was observed that the oscillations in the temperature field
are in phase with the oscillations at the interface, while the oscillations in the
concentration is out of phase due to the time that it takes for the evaporation of
the components to change the concentration.
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Chapter 6
Conclusions and Future Work
This chapter presents an overview of the main findings from the thesis and suggest
a few directions for future work.
6.1 Conclusions
The motion of bubbles driven by thermocapillary flows in self-rewetting liquids
and the instabilities in evaporating thin liquid layers composed of a binary mix-
ture under the influence of thermocapillary and solutocapillary flow was investi-
gated in this thesis.
A two-phase DNS model based on the Volume-of-Fluid method has been de-
veloped to examine the thermocapillary propulsion of bubbles in self-rewetting
liquids inside a channel with constant flow rate and constant temperature gra-
dient in the flow direction (Chapter 3). The dynamics of the bubbles has been
investigated over a range of flowrates (represented by Reynolds number, Re) and
temperature gradients (represented by capillary number, Ca). The thesis re-
veals for the first time, distinct bubble regimes under the range of parameters
investigated. At high capillary numbers (low temperature gradients) the thermo-
capillary flow is not strong enough to overcome the inertial forces of the liquid
flow and the bubble is carried away with the flow. At moderate capillary num-
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bers (moderate temperature gradients) thermocapillary forces propel the bubble
against the liquid flow sometimes followed by halting at the equilibrium position
(typically in the right side of the surface tension minimum) for low Reynolds num-
bers, and by damped oscillations for high Reynolds numbers. As the capillary
number decreases (temperature gradient increases) the bubble equilibrium posi-
tion is shifted in direction to the surface tension minima and after a critical value
the bubble starts to present sustained oscillations around its equilibrium position.
The numerical results for the bubble equilibrium position and frequency of the
sustained oscillations were compared against the theoretical prediction presented
by Shanahan & Sefiane [2] showing good agreement.
An experimental apparatus has been designed to investigate the thermocap-
illary propulsion of bubbles in self-rewetting liquids (Chapter 4). To this end
a horizontal circular channel with constant flow rate and a constant temper-
ature gradient along the flow direction was used. The motion of the bubbles
was recorded by a CCD camera from the top and the temperature along the
channel wall was captured by an infrared camera from the side. Different flow
rates and temperature gradients were used and the counter-current propulsion of
the bubbles was captured in the range of parameters investigated. During the
counter-current motion the velocity of the bubbles presented a decreasing linear
relationship with the flow rate due to the increase of the inertial force of the liquid
flow, and a increasing linear relationship with the temperature gradient due to
the increase the the thermocapillay flow propelling the bubble.
The last part of this thesis has been devoted to the study of instabilities in a
evaporating horizontal thin liquid layer consisting of a binary mixture of volatile
liquids heated from below. This was analysed by means of linear stability analysis
(for early time, linear growth) and transient simulations (for late time, non-linear
growth) (Chapter 5). The growth rates calculated from the transient simulations
were cross-validated against those obtained from linear stability analysis and were
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in good agreement. A parametric study on the growth rate of the instabilities was
performed. The analysis revealed two modes of instabilities: a monotonic insta-
bility mode and an oscillatory instability mode. It was found that the instability
modes depend on the interplay between the thermocapillary and solutocapillary
effects. The evaporation process presents the monotonic instability mode when
the thermocapillary and solutocapillary forces promote each other driving the
flow in the same direction or when the instability is simply dominated by the
thermocapillary forces. In this mode, the perturbations simply grow, leading
to the rupture of the liquid. The oscillatory instability mode occurs when the
thermocapillary and solutocapillary forces compete with each other presenting a
periodic dominance between the two forces. In this mode, the perturbations at
the liquid interface oscillates, growing in amplitude and eventually leading to the
rupture of the liquid layer. The evolution of the interface was investigated by
means of transient simulations for each mode and the growth rate of the insta-
bilities was compared against the linear theory showing a good agreement. The
transient simulations also revealed that the interfacial and thermal fluctuations
at the interface are enslaved to the concentration gradients (in turn, driven by
evaporation).
6.2 Future Work
The numerical model developed to investigate the thermocapillary migration of
bubbles presented in Chapter 3 considered only the case of saturated vapour bub-
bles in a liquid with constant concentration field. This model can be extended
to include the effects of phase change and variable concentration field to inves-
tigated the effects of the solutocapillary effect on the bubble motion. Also, the
DNS model assumes axisymmetry which may be valid for low Re. But bubble
fluctuations and behaviour in reality are not axisymmetric and hence a full 3D
simulation study is needed. Also - the assumption of axisymmetry restricts the
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model to only cylindrical geometries such as micro-pipes. However chips used
for cooling are configured as square or rectangular channels, thus a full 3D mod-
elling approach is needed towards mapping the full 3D temperature, flow and
concentration fields.
In the analytical model to study evaporation of thin liquid layers composed
of binary mixtures presented in Chapter 5 we considered only mixtures with a
linearly decreasing relation of surface tension on temperature. This model can
be modified to investigate the case of mixtures with a parabolic dependence of
surface tension on temperature.
Appendix A
Linear stability analysis
Here we derive some expressions in terms of h and C used in Section 5.4. From
eq. 5.99, the temperature is given by,
T = 1− Λ2Z
λK + Λ2h
(A.1)













From eq. 5.98 surface tension and its derivatives takes the form,

















σZ = 0 (A.7)
From eq. 5.92 the pressure and its derivative reads,


































Here the finite element method weak formulation is derived. First the Karman-
Pohlhausen approximation is applied to eqs. 5.85-5.89. From mass balance,
momentum, energy and concentration equation we get,














(CJ − JA) (B.3)
Next we derive the weak formulation. For the continuity equation we have,∫ [




φidx = 0 (B.4)
∫ [






0 = 0 (B.5)
















0 = 0 (B.6)
For the momentum equation we have,∫ [
hpx − (µUz)|h0
]
φidx = 0 (B.7)
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For the evaporative flux we have,∫
[KJA − CT ]φidx = 0 (B.8)∫
[KJB − (1− C)αβ3/2ΛT ]φidx = 0 (B.9)












φidx = 0 (B.10)
∫ [











0 = 0 (B.11)
The temperature reads,
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