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在する．これらは Java 言語で実装された LMNtal 処理系上に実装され，アトム主導テス
トと呼ばれる技法 [9] に深く関連付けられている．一方で，Java 言語による処理系の次の








本研究で用いる LMNtal と同じ多重集合書き換えを扱う言語として Constraint Han-
dling Rules (CHR) [10] が存在し，多重集合書き換えのコンパイル手法の最適化の研究
[11]も進められている．
また，コンパイラの研究・開発・教育を容易にすることを目的として開発された COINS
コンパイラ・ストラクチャ [12] にも様々な最適化器を備えており，SSA 形式の用いた最
適化 [5]が存在する．
1.2 論文構成
本論文では第 2章に LMNtal 言語の概要に付いて述べ，第 3章で LMNtal プログラム
を実行する LMNtal 抽象機械とその機械語である LMNtal 中間命令列に付いて述べる．
第 4章，第 5章で LMNtal 中間命令列の最適化手法について述べる．第 4章では複数の
中間命令列を一つの中間命令列に纏めることによる最適化を提案し，第 5章で，アトム再



















さらに，a(s1; :::; sm)，b(t1; :::; tm) は si(1  i  m)と tn が同じリンクならば，



























ルール左辺のプロセス文脈 $p[X1; :::; XmjA] の引数 X1; :::; Xm は，その文脈が持って
いなければならない自由リンクのを指定しており，これをプロセス文脈の明示的な自由リ













unary型 unary 型は ground 型の部分型である．これは unary 型は ground 型の制約
を満たさなければならないことを意味する．その上で，unary型は単一の 1価アト
ムからなるプロセスである．
int型 int型は unary型の部分型である．また int型はそのアトムが整数アトムである
プロセスである．
froat型 　 oat型は unary型の部分型であり，そのアトムが浮動小数点アトムである
プロセスである．













int 型に対する制約として `=:='，`=\=' 制約がある．`=:=' 制約は二つのプロセス文
脈に対して等しい数値のときのみ適用され，`=\=' 制約は等しくないときのみ適用され
る．さらに大小比較演算として `<'，`=<'，`>'，`>='があり，両辺には四則演算も記述
できる．また，oat型も同様に `=:=.'や `> :'といった演算子が用意されている．
7第 3章
LMNtal 抽象機械





この中間命令列を入力とし，実行を行うものが LMNtal 抽象機械であり，LMNtal 中間
命令列はこの抽象機械の機械語であるといえる．この抽象機械を実装したものが実行時処








発した SLIM(Slim Lmntal IMplimentation)が存在する．SLIMでは軽量化，高速化を
目標として java処理系とは差別化を図っている．





3.2 LMNtal 抽象機械と LMNtal 中間命令列
































findatom [1, 0, a_1]
deref [2, 1, 0, 0]
func [2, b_1]




removeatom [1, 0, a_1]
removeatom [2, 0, b_1]








ヘッド命令列ではまず a アトムか b アトムがを探さなければならない．この例では
3.4 膜主導テストにおける中間命令列 10
ndatom命令を用いて a アトムを探している．次に deref命令と func命令により先ほど















ム，膜，ルールの数を確認する．その後，この膜のなかから a アトムを探すため ndatom
命令を呼んでいる．この a アトムもマッチングの始点となるアトムである．

















findatom [2, 1, a_1]
derefatom [3, 2, 0]
isint [3]




removeatom [2, 1, a_1]
removeatom [3, 1]
removemem [1, 0]









次に a アトムからリンクを辿り，$out アトムと$in アトムを探している．このアトム
は自由リンク管理アトムであり，それぞれ outside proxy, inside proxyとよぶ．これは実
装上の理由から膜を貫くようなリンクに対し，膜の外側に outside proxyを，膜の内側に
inside proxyが挿入される．
リンクを辿り b アトムまで辿りついたら lockmem命令により b アトムが存在してい
る膜を取得し，その膜について検査する．
3.5 SSA 形式と LMNtal 中間命令列 12
--memmatch:
spec [1, 6]
findatom [1, 0, a_1]
deref [2, 1, 0, 1]
func [2, $out_2]
deref [3, 2, 0, 0]
func [3, $in_2]
deref [5, 3, 1, 0]
func [5, b_1]








removeatom [2, 0, a_1]
removeatom [3, 0, $out_2]
removeatom [4, 1, b_1]
removeatom [5, 1, $in_2]
removemem [1, 0]







図 3.3 例 3.3の中間命令列
3.5 SSA 形式と LMNtal 中間命令列
1.1節で述べたように，LMNtal 中間命令列は SSA 形式と呼ばれる，変数が一度だけ
代入される形式で表される．本節ではこれについて述べる．
図 3.4 のプログラムを SSA 形式にしたものが図 3.5 である．図 3.4のプログラムでは
3.5 SSA 形式と LMNtal 中間命令列 13 
a = 0;
a = a + 1; 
図 3.4 SSA 形式でないコードの例
 
a0 = 0;
a1 = a0 + 1; 
図 3.5 SSA 形式のコードの例
変数 a に二回代入が行われているが，図 3.5のプログラムでは変数の付け替えが行われて
おり，破壊的な代入が存在していないことが分かる．
 





b = a; 
図 3.6 分岐のあるプログラム
 





a2 = (a0, a1);
b = a2; 
図 3.7 分岐のある SSA 形式のプログラム
分岐のあるプログラムを SSA 形式へと変更した例が図 3.6と図 3.7である．図 3.6の
プログラムでは変数 a について代入されている箇所が二箇所存在している．この場合
SSA 形式では合流地点に 関数と呼ばれる関数を定義する．この 関数は変数 a0 に値
が代入されている場合は a0 を返し，変数 a1 に値が代入されている場合は a1 を返すよ
うな関数である．
3.4節で述べたように，LMNtal 中間命令列もヘッド命令列，ガード命令列，ボディ命
令列のそれぞれは SSA 形式で表されている．また，これらの中間命令列の間には jump
命令が存在しており，これは変数の破壊的な代入を行っており一見 SSA 形式ではないよ














spec [formals, locals ]
アトムや膜を保持する配列のサイズを仮引数を formals ，実引数を locals として
設定する．初期化作業であるため，spec 命令は命令列の先頭部に生成される．













命令列 instructions を実行し，成功したらこの loop 命令の実行を繰り返す．
jump [instructions, mems, atoms, vars ]
これまでに取得した膜やアトム，およびそれ以外のデータのリストをそれぞれ




findatom [dstatom, srcatom, funcref ]





deref [destatom, srcatom, srcpos, destpos ]
アトム srcatom の第 srcpos 引数のリンク先が，あるアトムの第 dstatom にロード
する．第 dstpos 引数以外の引数に接続していたら失敗である．
func [srcmem, srcatom ]
アトム srcatom がファンクタ funcref を持つかどうかを検査する．持っていなけ
れば本命例は失敗である．
eqatom [atom1, atom2 ]
atom1 と atom2 が同じアトムを参照しているかどうかを検査する．
neqatom [atom1, atom2 ]
atom1 と atom2 が異なるアトムを参照しているかどうかを検査する．
anymem [dstmem, srcmem, type, name ]






lockmem [dstmem, freelinkatom, name ]




allocatom [dstatom, funcref ]
ファンクタ func を持つアトムを生成し，その参照を dstatom として定義する．制
約条件に定数を記述する際に用いられる．
isint [atom ]
アトム atom が整数アトムであるかどうかを検査する．同様の命令に 1価アトムか
どうかを検査する isunary, 浮動小数点アトムかどうかを検査する isoat がある．
ilt [intatom1, intatom2 ]
整数アトム intatom1，intatom2 が制約 intatom1 < intatom2 を満たしているか
どうか検査する．
同様の命令に ile, igt, ige があり，浮動小数点型にも t, e, fgt, fge がある．
iadd [dstintatom, intatom1, intatom2 ]
整数アトム用の加算命令．intatom1 + intatom2 の計算結果の整数アトムを生成
し，dstintatom にロードする．
同様の命令に isub, imul, idiv, imod があり，浮動小数点型にも fadd, fsub, fmul,
fdiv がある．
natoms [srcmem, count ]
膜 srcmem にあるアトムの個数が count 個であるかどうかを検査する．
3.6 中間命令語 17
nmems [srcmem, count ]
膜 srcmem にある子膜の個数が count 個であるかどうかを検査する．
ボディに関する命令語
最後にボディに関する命令語を紹介する．
newatom [dstatom, srcmem, funcref ]
膜 srcmem にファンクタ funcref を持つアトムを生成し，生成したアトムへの参
照を destatom にロードする．
同様な命令に，膜を生成するための newmem がある．
newlink [atom1, pos1, atom2, pos2, mem1 ]
膜mem1 にあるアトム atom1 の第 pos1 引数と，アトム atom2 の第 pos2 引数の
間に両方向リンクを張る．
getlink [link, atom, pos ]
アトム atom の第 pos 引数に格納されたリンクオブジェクトへの参照を link に代
入する．
relink [atom1, pos1, atom2, pos2, mem ]
膜 mem にあるアトム atom1 の第 pos1 引数と，アトム atom2 の第 pos2 引数の
リンク先の引数とをリンクで接続する．
inheritlink [atom1, pos1, link2, mem ]
膜mem にあるアトム atom1 の第 pos1 引数と，膜mem にあるリンク link2 のリ
ンク先を接続する．
derefatom [dstatom, srcatom, pos ]
アトム srcatom の第 pos 引数のリンク先のアトムへの参照を dstatom にロード
する．
removeatom [srcatom, srcmem, funcref ]




















n($i) :- $i mod 2 =:= 0 | even($i).
n($i) :- $i mod 2 =\= 0 | odd($i). 
図 4.1 偶奇の判定を行うプログラム
このプログラムは n アトムに繋がっている数字の偶奇を判定し，偶数が繋がっている n






findatom [1, 0, 'n'_1]
derefatom [4, 1, 0]
isint [4]
allocatom [3, 2_1]








findatom [1, 0, 'n'_1]
derefatom [4, 1, 0]
isint [4]
allocatom [3, 2_1]




















ム 1回の書換えにおいて m 回の計算を行わなくてはならないためである．





findatom [1, 0, 'n'_1]
derefatom [4, 1, 0]
isint [4]
allocatom [3, 2_1]



















































findatom [1, 0, 'n'_1]
derefatom [4, 1, 0]
isint [4]






















1. 対象とする中間命令列を全て branch 命令の引数とする．
2. 複数の branch 命令を順番に並べる.
3. 命令列の最後に stop 命令を発行する．
4.2 設計 24
これによって図 4.5のような中間命令列は図 4.6 のように統合することができる．
--memmatch:
spec [1, 3]




















1. 最初は複数の並んだ branch 命令の直後は spec 命令であるので，spec 命令を
branch 命令の前に出すと共に，spec 命令の第二引数を複数の spec 命令の第二引
数の最大のものとする．




















問題ないが，図 4.7のような命令列の場合はさらにもうひとつの branch 命令を発
行し，図 4.8のように変換する．
図 4.7 では三つの branch 命令が存在するが上二つの branch 命令の直後は ndatom
[1, 0, 'a' 0] と同一であるが，一番下の ndatom [1, 0, 'b' 0] は一致していない．




































1. 対象とする中間命令列を loop 命令の引数とする．





branch [[ // 新しく発行された branch 命令































1. loop 命令の引数の命令列の中で spec 命令や allocatom 命令などのループ中で不
変な命令を loop 命令の上へ移動させる．














flag(true) :- a, flag(false). 
図 5.1 フラグ管理された a アトムを生成するルール
フラグが true の時に a アトムを生成するルールを図 5.1に示す．このルールは ag ア
トムに繋がっているアトムが true アトムだったときに a アトムを生成し，フラグを false
に戻すルールである．
アトムの再利用を行わない場合は，ag アトムを消去してから，新たに ag アトムを生
成するが．一方でアトムの再利用を行う場合は，左辺で取得した ag アトムをそのまま
用いて false アトムと繋げばよい．
図 5.1のプログラムを中間命令列にコンパイルしたものが図 5.2 である．この中間命令




findatom [1, 0, 'true'_1]
deref [2, 1, 0, 0]
func [2, 'flag'_1]
commit ["_flag", 0]
removeatom [1, 0, 'true'_1]
removeatom [2, 0, 'flag'_1]
newatom [3, 0, 'a'_0]
newatom [4, 0, 'false'_1]
newatom [5, 0, 'flag'_1]




図 5.2 フラグ管理された a アトムを生成するルールの中間命令列
newatom 命令によって追加される．




findatom [1, 0, 'true'_1]
deref [2, 1, 0, 0]
func [2, 'flag'_1]
commit ["_flag", 0]
removeatom [1, 0, 'true'_1]
newatom [3, 0, 'a'_0]
newatom [4, 0, 'false'_1]





図 5.2 に対してアトムの再利用化を行った中間命令列が図 5.3 である．この中間命令列
では removeatom 命令，newatom 命令，freeatom 命令が消去されており，LMNtal 抽
象機械は ag アトムにたいするデータ構造の生成と削除を行わないことになる．
5.2 従来手法の問題点






SLIM では getlink 命令を適切に扱うことは難しい． 




findatom [1, 0, 'a'_1]
findatom [2, 0, 'b'_1]
uniq [[]]
commit ["_aXbY", 0]
getlink [7, 1, 0]
getlink [8, 2, 0]
newatom [5, 0, 'c'_1]
newatom [6, 0, 'd'_1]
newlink [2, 0, 1, 0, 0]
inheritlink [5, 0, 7, 0]





従来のアトム再利用最適化では relink 命令を getlink 命令と inheritlink 命令の二つに
分割して行われる．しかしこの中間命令列では初期アトムが a(b) の場合に不正なリンク
の処理を行ってしまう．二つの getlink 命令によって a アトムと b アトムに繋がれた 2





従来手法ではリンクの付け替え作業を getlink 命令と inheritlink 命令を用いていたが，
これらはリンクの参照を保持する命令なため，双方向である LMNtal のリンクとは相性
が悪い．
そこで本手法では newlink 命令と relink 命令のように双方向性を維持したリンクの繋
ぎ換えを行う命令を用いてアトムの再利用を行う．
5.3.1 最適化の手順
1. まず，再利用するアトムを特定する．これは，removeatom 命令，newatom 命令，
freeatom 命令が同じアトムかつ同じ膜に対して行われていた場合が該当する．
2. 次に 1で特定したアトムについてレジスタ番号を付け替える．
3. newlink 命令よりも relink 命令が前に出てくるように並び替える．
4. このとき二つの relink 命令に関して，リンクを破壊的に代入している場合，getlink
命令と inheritlink 命令を発行し，リンクを一時的に退避させてからリンクの繋ぎ
換えを行う．








findatom [1, 0, 'a'_1]
findatom [2, 0, 'b'_1]
uniq [[]]
commit ["_aXbY", 0]
removeatom [1, 0, 'a'_1]
removeatom [2, 0, 'b'_1]
newatom [3, 0, 'b'_1]
newatom [4, 0, 'a'_1]
newatom [5, 0, 'c'_1]
newatom [6, 0, 'd'_1]
newlink [3, 0, 4, 0, 0]
relink [5, 0, 1, 0, 0]







この例では a アトムと b アトムを再利用し，c アトムと d アトムを新に作成する．よっ
て，a アトムと b アトムの自由リンクをまず，c アトムと d アトムに繋いでから a アト






findatom [1, 0, 'a'_1]
findatom [2, 0, 'b'_1]
uniq [[]]
commit ["_aXbY", 0]
newatom [5, 0, 'c'_1]
newatom [6, 0, 'd'_1]
relink [5, 0, 1, 0, 0]
relink [6, 0, 2, 0, 0]






本研究では最適化器を LMNtal プログラムとして実装を行った．LMNtal で実装する
にあたっての実装手法を本章で紹介する．
6.1 最適化器を含んだ処理系全体の構成
従来の LMNtal 処理系は??節で述べたように，LMNtal プログラムを中間命令列へと
コンパイルし，その中間命令列を SLIM などの LMNtal 抽象機械上で実行する．
実装した最適化機を含む処理系は LMNtal プログラムはまず中間命令列へと変換され，
これが最適化器へ入力される．最適化器は中間命令列をより効率のよい中間命令列へと変
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ているかを解説する． 
a.
a :- b. 
図 6.1 一つのルールからなる LMNtal プログラム
図 6.1は一つの初期アトムと一つのルールからなる簡単なプログラムである．
図 6.2は従来の中間命令列のテキスト表現である．これを LMNtal シンタックスで書
かれた中間命令列が図 6.3 である．以下に LMNtal で記述された中間命令列のデータ構
造を述べる．
rulesets 膜 中間命令列はただ一つの rulesets 膜によって表現され，中間命令列の情報
は全てこの膜の中に格納される．この膜には一つの initRuleset 膜，0 個以上の
ruleset 膜，一つの rulesetList リストが存在する．この膜には自由リンクは存在し
ない．
initRuleset 膜 initRuleset 膜は初期ルールを含むルールセットを表す膜である．この膜
にはルールセット番号を表す ruleset アトム，一つの rule 膜，一つの ruleList リ
ストが存在する．また， rulesetList リストへ繋がる自由リンクが一本存在する．
ruleset 膜 ruleset 膜は一つのルールセットを表す膜である．この膜にはルールセット番
号を表す ruleset アトム，一つ以上の rule 膜，一つの ruleList リストが存在する．
また， rulesetList リストへ繋がる自由リンクが一本存在する．
rule 膜 rule 膜は一つのルールを表す膜である．この膜には命令列に uniq 命令が含まれ
るかどうかを表す hasUniq アトム，中間命令列を表す compiledRule リストが存
在する．また，ruleList リストへ繋がる自由リンクが一本存在する．
compiledRule リスト compiledRule リストが一つの中間命令列を表すリストである．一




rulesetList リスト，ruleList リスト rulesetList リスト，ruleList リストはそれぞれ rule-
set 膜，rule 膜を要素にもつリストである．これらのリストによってルールセット
とルールの順番を保存している．本来，LMNtal のルールセットやルールは集合で







jump [L135, [0], [], []]
--guard:L135:
spec [1, 1]














findatom [1, 0, 'a'_0]
commit ["_ab", 0]
dequeueatom [1]
removeatom [1, 0, 'a'_0]



























[findatom, [1, 0, functor('a', 0)]],
[commit, ["_ab", 0]],
[dequeueatom, [1]],
[removeatom, [1, 0, functor('a', 0)]],





















列へと変換する．このようなパイプライン処理は LMNtal の seq ライブラリと相性がよ
い．ここでは seq ライブラリを簡単にしたものを紹介する． 
seq_end@@
H = seq_run({$p, @p}/, []) :- H = {$p}.
seq_run@@
H = seq_run({$p, @r}/, [ {$z, @p} | Rest ]) :-
H = seq_run({$p, $z, @p}, Rest). 
図 6.4 簡略化した seq ライブラリのルール























図 6.5 seq ライブラリを用いたモジュール直列化
れることになるので，それを前提とした実装を行えばよい．
6.4 LMNtal 中間命令列に対するパターンマッチング
LMNtal のルールは LMNtal グラフのパターンマッチングによる記述を行う．中間命
令列は 6.2 節で述べたように，LMNtal グラフで表現されているので，中間命令列をパ
ターンマッチングする LMNtal プログラムを記述できる．本節では最適化器の実装を通
してパターンマッチを効果的に用いた LMNtal プログラムを紹介する．
6.4.1 多引数 ground を用いたリストのプログラム






6.4 LMNtal 中間命令列に対するパターンマッチング 41 
list = [5, 4, 3, 2, 1].
L = [$i, $j | T] :- $i > $j | L = [$j, $i | T]. 
図 6.6 ソートを行うラム
一部を二つ取得し，その二つのサブリストがユーザの意図した順序で繋がっていることを





list = [5, 4, 3, 2, 1].
L0 = [$i | T0], $sublist[T0, L1], L1 = [$j | T1]
:- $i > $j, ground($sublist)
| L0 = [$j | T0], $sublist[T0, L1], L1 = [$i | T1]. 









多引数の ground を用いることで，一本の LMNtal プログラムによって記述可能である．
図 6.7 のプログラムよりは多少複雑になっているが，このプログラムでも removeatom
命令，newatom 命令, freeatom 命令が同一のリスト上にこの順で並んでいることを確認
6.4 LMNtal 中間命令列に対するパターンマッチング 42
compiledRule = [
[spec, [1, 6]],
[findatom, [1, 0, functor('true', 1)]],
[deref, [2, 1, 0, 0]],
[func, [2, functor('flag', 1)]],
[commit, ["_flag", 0]],
[removeatom, [1, 0, functor('true', 1)]],
[removeatom, [2, 0, functor('flag', 1)]],
[newatom, [3, 0, functor('a', 0)]],
[newatom, [4, 0, functor('false', 1)]],
[newatom, [5, 0, functor('flag', 1)]],





図 6.8 最適化前の LMNtal シンタックスによる中間命令列
している．




L0 = [[removeatom, [$i0, $j0 , functor( F0, $k0)]] | M0 ],
$insts1[M0, L1],
L1 = [[newatom, [$i1, $j1 , functor( F1, $k1)]] | M1 ],
$insts2[M1, L3],
L3 = [[freeatom, [$i3]] | M3 ]
:- int($i0), int($j0), unary(F0), int($k0),
int($i1), int($j1), unary(F1), int($k1),
int($i3),
ground($insts0), ground($insts1), ground($insts2),
F0 = F1, $k0 =:= $k1, $i0 =:= $i3, $j0 =:= $j1
| rule_reuse({reuse($i0, $i1), $reuses[]}, N0),
$insts0[N0, N1], $insts1[N1, N2], $insts2[N2, M3].
 


































1M 2M 3M 4M 5M 6M 7M 8M 9M 10M
最適化前 (s) 0.54 0.95 1.33 1.74 2.14 2.55 2.93 3.34 3.77 4.14
最適化後 (s) 0.43 0.69 0.97 1.25 1.53 1.83 2.08 2.38 2.66 2.96
表 7.1 アトム再利用による最適化の効果
この例題ではアトムの生成と消去の回数をパラメータとして実験を行った結果が図 7.1





7.2 評価実験 46 
{
p(100).
p($i) :- $i > 0, $j = $i - 1 | p($j), n($i).
}.
even_odd{
n($i), :- $i mod 2 =:= 0 | even($i).
n($i), :- $i mod 2 =\= 0 | odd($i).
}.
{$p[], @p}/, even_odd{@q} :- $p[], @q. 
図 7.3 偶奇の判定を行うプログラム
このプログラムではまず無名膜の中で n アトムをパラメータの個数分作成し，その反応
が止まると，作成したアトムと even odd 膜の中のルールを混ぜ，反応が始まる．
2.5k 5k 10k 20k 40k
最適化前 (s) 0.28 0.75 2.54 9.86 38.88
最適化後 (s) 0.04 0.05 0.08 0.14 0.25
表 7.2 中間命令列の編み上げによる最適化の効果
このプログラムでは 4.1 節で示したように，中間命令列の編み上げを行わない場合は








1M 2M 3M 4M 5M 6M 7M 8M 9M 10M
最適化前 (s) 0.54 0.95 1.33 1.74 2.14 2.55 2.93 3.34 3.77 4.14
最適化語 (s) 0.31 0.52 0.70 0.89 1.07 1.24 1.45 1.61 1.82 2.03
表 7.3 ループ不変命令の削除による最適化の効果
パラメータが 10M のとき，アトム再利用単体では約 40 % の性能向上であったが，ア














LMNtal プログラムによる最適化器の実装 作成した最適化器は LMNtal によって実装
を行った．これによって LMNtal の記述性の高さを確認した．
8.2 今後の課題
本研究では LMNtal 抽象機械上のループを 中間命令列に落とし込んだが，今後の課題
としてその他のループ最適化アルゴリズムの実装を行う事が考えられる．
また，本研究では最適化器を LMNtal プログラムで実装したが，未だにコンパイラの大
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initRuleset{ $rs } :- initRuleset(X), {+X, $rs}.
arrangeRuleSetMem@@






H = myseq.run({$p, @p}/, []) :- H = {$p}.
seq_run@@
H = myseq.run({$p, @r}/, [ {$z, @p} | Rest ]) :-





























L0 = [[removeatom, [$i0, $j0 , functor( F0, $k0)]] | M0 ],
$insts1[M0, L1],
L1 = [[newatom, [$i1, $j1 , functor( F1, $k1)]] | M1 ],
$insts2[M1, L3],
L3 = [[freeatom, [$i3]] | M3 ]
:- int($i0), int($j0), unary(F0), int($k0),








optimizingRule({reuse($i0, $i1), $reuses[]}, N0),





optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[relink, [$i, $j, $k, $l, $m]] | M],





optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[relink, [$i1, $j, $k, $l, $m]] | M].
reuse3@@
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optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[newlink, [$i, $j, $k, $l, $m]] | M],





optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[newlink, [$i1, $j, $k, $l, $m]] | M].
reuse4@@
optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[newlink, [$i, $j, $k, $l, $m]] | M],





optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[newlink, [$i, $j, $i1, $l, $m]] | M].
// 不要な relink を削除する
reuse5@@
L = [[relink, [$i, $j, $k, $l, $m]] | M]
:- int($i), int($j), int($k), int($l), int($m),
$i =:= $k,
$j =:= $l
| L = M.
// newlink は relink より後ろに移動
reuse6@@
L0 = [[newlink, [$i0, $j0, $k0, $l0, $m0]] | M0],
$insts[M0, L1],
L1 = [[relink, [$i1, $j1, $k1, $l1, $m1]] | M1]
:- int($i0), int($j0), int($k0), int($l0), int($m0),
int($i1), int($j1), int($k1), int($l1), int($m1),
ground($insts)
|
L0 = [[relink, [$i1, $j1, $k1, $l1, $m1]] | M0],
$insts[M0, L1],





L = [[spec, [1, $n]] | M],
$insts0[M, L0],
L0 = [[relink, [$i0, $j0, $k0, $l0, $m0]] | M0],
$insts1[M0, L1],
L1 = [[relink, [$i1, $j1, $k1, $l1, $m1]] | M1]
:- int($n), $nn = $n+1,
int($i0), int($j0), int($k0), int($l0), int($m0),





L = [[spec, [1, $nn]] | M],
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$insts0[M, L0],
L0 = [[getlink, [$n, $i0, $j0]],
[relink, [$i0, $j0, $k0, $l0, $m0]] | M0],
$insts1[M0, L1],









L = [[dequeueatom, [$n]] | M]
:- int($n)
| L = M.
// enqueueatom を削除する
removeEnq@@
L = [[enqueueatom, [$n]] | M]
:- int($n)
| L = M.
}.
copyRules@@
{ $rs, @rs, rule(R), {+R, $r}},
reuseInit{@p0},reuse1_1{@p1_1}, reuse1_2{@p1_2}, reuse2{@p2}, reuseExit{@p3},
removeDeqEnq{@q},
:-
reuseInit{@p0},reuse1_1{@p1_1}, reuse1_2{@p1_2}, reuse2{@p2}, reuseExit{@p3},
removeDeqEnq{@q},
{ reused_rule = myseq.run( {$r},






{ $rs, @rs, reused_rule(X), {+X, $r, @r}}
:-
{ $rs, @rs, rule(X), {+X, $r, @r}}
}.
reuseMain@@











ruleset(X), {+X, $ruleset, {$ruleA}, {$ruleB}, @r},
merge_init{$mi[], @mi}, merge_body{@mb}, merge_common{$mc[], @mc},
merge_common_end{@mce}
:- merged_ruleset = myseq.run(
{$ruleset, {$ruleA}, {$ruleB}, $mi[], @mi},
[{@mb}, {$mc[], @mc}, {@mce}] ),




ruleList = List, max{@max}, or_rule{@or}
:-
merge ({compiledRule(Insts, L), hasUniq(false),
Insts = [A | L], A = [spec, [1, 0]], @max, @or }, List).
max{
max_a@@
R = max($a, $b) :- int($a), int($b), $a >= $b | R = $a.
max_b@@




R = or(false, false) :- R = false.
or_a@@
R = or(true, $b) :- unary($b) | R = true.
or_b@@





merge ( {compiledRule(L, T), $insts[L, T], @p}, [] ) :-
ruleList = [{+R, compiledRule(L), $insts[L, T], T = [[stop, []]]}],
rule(R).
merge_opt@@
merge( {compiledRule([[spec, [1, SpecB]] | InstH], InstT),
$insts[InstH, InstT, SpecB], hasUniq($uniqA), @p },
[ {compiledRule = [[spec, [SA, SB]] | L ], hasUniq($uniqB), $p[L],
$sa[SA], $sb[SB], +R } | T] ),
rule(R)
:- int($sa), int($sb), unary($uniqA), unary($uniqB) |
merge( { compiledRule([[spec, [1, MAX]] | InstL], InstT),
$insts[InstL, L1, SpecB], MAX = max(SpecB, $sb),




merge_common_body{@ms}, rule(R), {+R, $l, @l}
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:- merge_common_body{@ms}, common(R), {+R, $l, @l, @ms}.
merge_common_body{
merge_spec@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[findatom, [$a0, $a1, functor($af, $a2)]] | TailA],
ListB = [[findatom, [$b0, $b1, functor($bf, $b2)]] | TailB],
:- int($a0), int($a1), unary($af), int($a2),
int($b0), int($b1), unary($bf), int($b2),
$a0 =:= $b0, $a1 =:= $b1, $af = $bf, $a2 =:= $b2
| L = [[[branch, List]] | Tail],
List = [[findatom, [$a0, $a1, functor($af, $a2)]],
[[branch , TailA]], [[branch , TailB]], [stop, []]].
merge_deref@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[deref, [$a0, $a1, $a2, $a3]] | TailA],
ListB = [[deref, [$b0, $b1, $b2, $b3]] | TailB],
:- int($a0), int($a1), int($a2), int($a3),
int($b0), int($b1), int($b2), int($b3),
$a0 =:= $b0, $a1 =:= $b1, $a2 =:= $b2, $a3 =:= $b3
| L = [[[branch, List]] | Tail],
List = [[deref, [$a0, $a1, $a2, $a3]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_allocatom@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[allocatom, [$a0, intFunctor($af, $a1)]] | TailA],
ListB = [[allocatom, [$b0, intFunctor($bf, $b1)]] | TailB],
:- int($a0), int($af), int($a1),
int($b0), int($bf), int($b1),
$a0 =:= $b0, $af =:= $bf, $a1 =:= $b1
| L = [[[branch, List]] | Tail],
List = [[allocatom, [$a0, intFunctor($af, $a1)]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_func@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[func, [$a0, functor($af, $a1)]] | TailA],
ListB = [[func, [$b0, functor($bf, $b1)]] | TailB],
:- int($a0), unary($af), int($a1),
int($b0), unary($bf), int($b1),
$a0 =:= $b0, $af = $bf, $a1 =:= $b1
| L = [[[branch, List]] | Tail],
List = [[func, [$a0, functor($af, $a1)]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_isint@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[isint, [$a0]] | TailA],
ListB = [[isint, [$b0]] | TailB],
:- int($a0), int($b0), $a0 =:= $b0
| L = [[[branch, List]] | Tail],
List = [[isint, [$a0]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_imod@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[imod, [$a0, $a1, $a2]] | TailA],
ListB = [[imod, [$b0, $b1, $b2]] | TailB],
:- int($a0), int($a1), int($a2),
int($b0), int($b1), int($b2),
$a0 =:= $b0, $a1 =:= $b1, $a2 =:= $b2
| L = [[[branch, List]] | Tail],
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List = [[imod, [$a0, $a1, $a2]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_derefatom@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[derefatom, [$a0, $a1, $a2]] | TailA],
ListB = [[derefatom, [$b0, $b1, $b2]] | TailB],
:- int($a0), int($a1), int($a2),
int($b0), int($b1), int($b2),
$a0 =:= $b0, $a1 =:= $b1, $a2 =:= $b2
| L = [[[branch, List]] | Tail],
List = [[derefatom, [$a0, $a1, $a2]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_branch@@
L = [[[branch, [[stop, []]] ]] | Tail]
:- L = Tail.
merge_branch@@
L = [[[branch, ListA]] | Tail],
ListA = [[[branch, ListB]] | TailA]
:- L = [[[branch, ListB]], [[branch, TailA]] | Tail].
merge_branch@@
L = [[Inst, Param], [[branch, List]], [stop, []]]







































compiledlRule = [[spec, [$i0, $i1]] | L0],
$list[L0, L1],
L1 = [[allocatom, [$j0, intFunctor($j1, $j2)]] | L2]
:- int($i0), int($i1), int($j0), int($j1), int($j2),
$newIndex = $i1 + 1,
ground($list)
|
compiledRule = [[spec, [$i0, $newIndex]],
[moved_allocatom, [$i1, intFunctor($j1, $j2)]]
| L0],
$list[L0, L1],
L1 = [reindex($j0, $i1) | L2].
allocatommerge@@
L0 = [[moved_allocatom, [$i0, intFunctor($i1, $i2)]] | T0],
L1 = [[moved_allocatom, [$j0, intFunctor($j1, $j2)]] | T1],
L2 = [reindex($k0, $k1) | T2]
:- int($i0), int($i1), int($i2),
int($j0), int($j1), int($j2),
int($k0), int($k1),
$i1 =:= $j1, $i2 =:= $j2,
$j0 =:= $k1
|
L0 = [[moved_allocatom, [$i0, intFunctor($i1, $i2)]] | T0],
L1 = T1,




L = [reindex($i0, $i1) | []]
:- int($i0), int($i1)
| L = [].
allocatom_reindex@@
L = [reindex($i0, $i1),
[Instruction, Param] | T]
:- int($i0), int($i1)
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| L = [[Instruction, [reindex_p($i0, $i1) | Param]],
reindex($i0, $i1) | T].
reindex_p_nil@@
L = [reindex_p($i0, $i1)]
:- int($i0), int($i1)
| L = [].
reindex_p_true@@
L = [reindex_p($i0, $i1), $j | T]
:- int($i0), int($i1), int($j),
$i0 =:= $j
| L = [$i1, reindex_p($i0, $i1) | T].
reindex_p_false@@
L = [reindex_p($i0, $i1), $j | T]
:- int($i0), int($i1), int($j),
$i0 =\= $j
























{$rs, @rs, looped_rule({$r, @r})}
:-
{$rs, @rs, rule({$r, @r})}.
}.
loopMain@@











stdout(X, Y), R = io_print(Y, Z) :- string(Z) | R = stdout(io.print(X, Z)).
printseq2@@






outport(X), rulesetList(Y) :- outport = print_rulesetList (X, Y).
printRulesetListNil@@
R = print_rulesetList(X, []) :- R = X.
printRulesetListInit@@
R = print_rulesetList(X,
[{+IRS, ruleset($n), rule(Rule), @rs,
ruleList = [ {+Rule, compiledRule($insts) } ] } | T]),
initRuleset(IRS)
:- int($n)










[{+RS, ruleset($n), ruleList($rl), @rl } | T]),
ruleset(RS)
:- int($n)
| R = print_rulesetList(
print_ruleList(
io_print_line(




R = print_ruleList(X, []) :- R = X.
printRuleList@@
R = print_ruleList(X,
[ {+Rule, hasUniq(false), compiledRule($insts)} | T]),
rule(Rule)








[ {+Rule, hasUniq(true), compiledRule($insts)} | T]),
rule(Rule)
:- R = print_ruleList(
print_insts(






R = print_insts(X, []) :- R = X.
print_insts_loop@@
R = print_insts(X, [[[loop, Insts]] | T])








R = print_insts(X, [[[branch, Insts]], [stop, []] | T ])






[[stop, []] | T ]).
print_insts_branch@@
R = print_insts(X, [[[branch, Insts]], [[branch, NextInsts ]] | T ])






[ [[branch, NextInsts]] | T] ).
print_insts@@
R = print_insts(X, [[$inst, OpList] | T ])
:- unary($inst)











Ret = list_to_string( [] ) :- Ret = "[]".
list_to_string2@@
Ret = list_to_string( [X | T] )
:- Ret = str.concat("[", inner_list_to_string([ X | T ])).
inner_list_to_string1@@
Ret = inner_list_to_string([]) :- Ret = "]".
inner_list_to_string2@@
Ret = inner_list_to_string([ I, J | T])
:- Ret = str.concat( str.concat(elm_to_string(I), ", "),
inner_list_to_string([J | T])).
inner_list_to_string3@@
Ret = inner_list_to_string([ I | [] ])
:- Ret = str.concat( elm_to_string(I), inner_list_to_string([]) ).
elm_to_string1@@
Ret = elm_to_string(null) :- Ret = "null".
elm_to_string2@@
Ret = elm_to_string($i) :- int($i) | Ret = str.from($i).
Ret = elm_to_string(rulesetNum($i))
:- int($i)
| Ret = str.concat("@", str.from($i)).
elm_to_string3@@
Ret = elm_to_string(intFunctor($f, $i))
:- int($f), int($i)
| Ret = str.concat( str.concat(str.from($f), "_"), str.from($i)).
elm_to_string_proxyFunctor@@
Ret = elm_to_string(proxyFunctor($f, $i))
:- unary($f), int($i)
| Ret = str.concat( str.concat( $f, "_"), str.from($i)).
elm_to_string_stringFunctor@@
Ret = elm_to_string(stringFunctor($f, $i))
:- unary($f), int($i)
| Ret = str.concat( str.concat( str.concat("\"", str.from($f)),
"\"_"), str.from($i)).
elm_to_string_moduleFunctor@@
Ret = elm_to_string(moduleFunctor($f1, $f2, $i))
:- unary($f1), unary($f2), int($i)
| Ret = str.concat( str.concat( str.concat( str.concat(
str.concat( "'", str.from($f1)), "'.'"), str.from($f2)),
"'_"), str.from($i)).
elm_to_string4@@
Ret = elm_to_string(functor($f, $i))
:- unary($f), int($i)
| Ret = str.concat(str.concat(str.concat("'", str.from($f)), "'_"),
str.from($i)).
elm_to_string5@@
Ret = elm_to_string($i) :- string($i)




:- Ret = list_to_string([]).
elm_to_string_intList@@
Ret = elm_to_string([H | T])





do, outport(X) :- outport = io_print(X, "\nInline\n//").
printseq_slash@@

















:- ret = myseq.run({$rs, @rs, @printseq, $oi, @oi, @insts},
[{$slash, @slash}, {@dio}]).
}.
