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Abstract. In this paper we present a method to predict service levels in utility 
companies, giving them advanced visibility of expected service outcomes and 
helping them to ensure adherence to service level agreements made to their cli-
ents. Service level adherence is one of the key targets during the service chain 
planning process in service industries, such as telecoms or utility compa-
nies.  These specify a time limit for successful completion of a certain percentage 
of tasks on that service level agreement.  With the increasing use of automation 
within the planning process, the requirement for a method to evaluate the current 
plan decisions effects on service level outcomes has surfaced.  
We build neural network models to predict using the current state of the ca-
pacity plan, investigating the accuracy when predicting both daily and weekly 
service level outcomes.  It is shown that the models produce a high accuracy, 
particularly in the weekly view.  This provides a solution that can be used to both 
improve the current planning process and also as an evaluator in an automated 
planning process. 
Keywords: Neural Network, NN, Prediction, Service Levels, Early Stopping 
Strategy, Planning 
1 Introduction 
A key target during the service chain planning process [1] in service industries, such as 
telecoms or utility companies, is ensuring adherence to service level agreements [2].  
These specify a time limit for successful completion of a certain percentage of tasks on 
that service level agreement.  With the increasing use of automation within the planning 
process [3], the requirement for a method to evaluate the current planning decisions 
effect on service level outcomes has surfaced. Further to that, with the criticality of 
service levels to the company’s performance, improvements to current techniques are 
also paramount.  
For this purpose we present a neural network (NN)[4][5][6] model to predict the 
upcoming service levels based on the current status of the plan and investigate the ac-
curacy this model achieves using some anonymized real world data.  The model pre-
dicts the service levels daily, but does so in such a way that aggregate predictions can 
also be produced allowing a weekly prediction to assist the current planning process.  
  
As such the actual volume of tasks successfully completed are predicted and then used 
to calculate the service level percent, rather than predicting the percentage directly. 
In this paper we first define this service level prediction problem in section 2, de-
scribing the general problem and introduce our specific real world example.  We then 
outline our NN model we used to solve the problem in section 3.  Section 4 contains 
the results achieved by this solution, looking at both the daily accuracy and the aggre-
gated weekly prediction accuracy, before we conclude in section 5. 
2 The Service Level Prediction Problem 
2.1 General Problem Definition 
The service level prediction problem is that of accurately predicting the percentage of 
tasks, Ri, by service level agreement, i, which will be successfully completed on time 
given the current state of the plan. The time allowed varies depending on which service 
level agreement the task in question is covered by.   
The current state of the plan is defined by the current planned completions, Cj by 
skill, j, the start of day workstack levels, Sj, by skill, j, the intakes Ij(the number of new 
tasks entering the plan) by skill, j, and the available capacity, Vk, by resource types, k.    
 𝑅𝑖 = 𝑓𝑖(𝐶, 𝑆, 𝐼, 𝑉) (1) 
Here C, S , I and V define the input set of all completions, workstacks, intakes and 
capacities respectively, fi is the function of these inputs to produce the service level of 
service level agreement i. 
In addition, given that service level agreements are a commitment to complete tasks 
of that type successfully within a certain time frame, historic values of the inputs also 
need to be considered.  For example, if the service level agreement for a particular task 
is to complete a certain number successfully within two days then the intake from two 
days ago would contain some tasks that required completion by today.  We further de-
fine Cjt as the planned completions by skill j t days before the prediction date, similarly 
for Sjt and Ijt as the workstack and intake for skill j t days prior respectively and Vkt as 
the capacity for resource type k t days prior.  For example the input Cj2 would be the 
planned completion for skill j two days before the prediction date.  Defining T as the 
maximum number of days and the sets CT, ST, IT and VT as the sets of all completions, 
workstacks, intakes and capacities respectively, where 0 <= t <= T gives the updated 
problem definition. 
 𝑅𝑖 = 𝑓𝑖(𝐶𝑇 , 𝑆𝑇 , 𝐼𝑇 , 𝑉𝑇) (2) 
2.2 Problem Example 
The data used in this paper consisted of 203 data points, each data point representing a 
day.  For each data point (or day) there was the plan state (C, S, I, V) and resulting 
service levels, Ri, for 56 separate areas.  The plan state included the capacity levels for 
3 resource types and the completions, intakes and workstacks for 6 skills giving 21 
 input values for each plan day.  The service levels were for tasks on two different ser-
vice level agreements. 
To allow the outputs to be aggregated (e.g. to produce a weekly service level report 
or an aggregated value for multiple areas) then the number of tasks successfully com-
pleted, Yi, and the number failed, Fi, require predicting separately for each service level 
i.  This way they can be summed to calculate the percentage of tasks successfully com-
pleted at any reporting level required.  The resulting service level for any aggregated 
level being calculated using the total success and failure predictions of the individual 
predictions as follows. 
 𝑅𝑖 =  
𝑌𝑖
𝑌𝑖 +  𝐹𝑖
⁄  (3) 
Here Yi and Fi are still a function of the current plan state for the prediction date and 
the plan state for the past 4 days (chosen after correlation analysis) giving similar equa-
tions to 2. 
 𝑌𝑖 = 𝑔𝑖(𝐶4, 𝑆4, 𝐼4, 𝑉4) (4) 
 𝐹𝑖 = ℎ𝑖(𝐶4, 𝑆4, 𝐼4, 𝑉4) (5) 
3 Neural Network Solution Method 
3.1 Model Construction 
A feedforward multi-layered perceptron [7] neural network was chosen as they are 
widely used for forecasting [8].  A single hidden layer, containing 12 nodes, was used 
to predict each of the outputs, Yi and Fi, individually, giving a single output node.  The 
number of input nodes varied for each output as we dynamically selected the inputs to 
use from the plan state sets of C4, S4, I4 and V4.  Each layer used the sigmoid activation 
function [9].  The network was implemented using the Encog [10] library in Java. 
With such a large number of inputs there is a risk of noise impacting the accuracy of 
the trained models.  As such we also employed a dynamic filtering technique previously 
used in [11] to use each input’s non-linear correlation with the output that the current 
model is being built for to select which inputs to use.  Some initial quick tests showed 
that choosing a value of 0.5 proved to be a good cutoff point.  Thus, during the con-
struction of the model to predict each output in each area only inputs with a correlation 
value of 0.5 or greater were used. 
3.2 Training 
The models were trained using the resilient backpropagation algorithm [12] with 25 
random restarts.  The training data was split into two sets, the training set and the vali-
dation set.  The models being trained using the training set and having their final accu-
racies evaluated on the validation set.   
  
Further, to avoid overfitting, the early stopping strategy [13] was used.  In the early 
stopping strategy, after each training iteration, the current accuracy of the model is 
tested using the validation set.  Once the accuracy on the validation set stops improving 
and starts to decrease then overfitting has started to occur so the training process is 
halted.   
4 Results 
4.1 Experimental Method 
For each area we split the data into 178 training points and 21 for testing.  This data 
was further clustered by day of the week giving 25 to 26 training points and 3 testing 
points per cluster.  For the training process the training portion was split further, re-
moving 5 points for validation leaving 20-21 points for training. 
We then used this data to create and train a model for each of the 4 outputs (Y1, Y2, 
F1 and F2) for each of the 56 areas for each day of the week.  Each model was trained 
using the training data points and then tested on the test data.  The accuracies of the 
predictions against the testing data are presented for each experiment. 
4.2 Daily Prediction Results 
  Table 1 shows the accuracy of the daily predictions grouped by day of the week.  For 
example the Monday entry shows the average accuracies for predictions made using 
the Monday models created for each of the 56 areas.  The accuracy is shown for the 
success prediction model, Yi, and failure prediction model, Fi, for both of the service 
levels i, along with a column showing the resulting accuracy when the models are com-
bined to give the service level prediction Ri. 
The accuracy for the individual models (success or failure) are fairly low, being 
about 52.4% accurate on average for the two service levels at predicting failures.  Fail-
ures are low volume however so this is to be expected.     
Table 1. Average accuracy of predictions using the early stopping strategy over all areas by day 
of the week 
Y1 F1 R1 Y2 F2 R2
Sat 80.3% 56.4% 89.7% 87.1% 59.4% 92.9%
Sun 61.0% 4.2% 86.1% 52.3% -4.0% 63.8%
Mon 86.2% 55.0% 93.9% 87.8% 67.3% 93.8%
Tue 84.6% 58.7% 95.3% 74.6% 48.4% 83.2%
Wed 87.8% 62.8% 95.9% 86.7% 64.5% 93.2%
Thu 87.6% 61.8% 93.0% 85.9% 63.3% 93.3%
Fri 89.0% 66.1% 95.0% 88.8% 70.0% 93.0%
Average 82.4% 52.2% 92.7% 80.5% 52.7% 87.6%
Day Of Week
Service Level 1 Service Level 2
 
 
 This changes when we combine the success and failure model outputs to generate 
predictions of the resulting service level, Ri.  The average accuracy across all days and 
both service levels in this case is about 90.2% even when including the lower accuracy 
produced by the reduced volumes on a Sunday.  Considering the goal of the problem is 
to predict the service level this is a much better evaluator and as such we can see this 
model is useable in practice. 
4.3 Weekly Prediction Results 
To further evaluate the usefulness of this model to the current planning procedures, 
whereby senior planners take a weekly view of each areas workstacks to decide where 
might need additional resourcing, we also analyzed the accuracy of the predictions 
when aggregated to the weekly level.  The success and failure models were summed 
for each of the three weeks and used to calculate the resulting service level for that 
week.  We then counted the number of times the error was less than a certain percentage 
in each area and also calculated the average accuracy across all 56 areas for each week. 
Table 2 shows the weekly results achieved.  The weekly level prediction showing an 
expected improvement over the daily accuracy, producing an average of 96.7% across 
all areas across all weeks.  We can also see that around 78.6% of the time the error of 
the prediction in an individual area is less than 5% increasing to 92.9% when extending 
the range to 8%.  This shows that decisions can be taken using this model with reason-
able certainty, particularly as some of the higher error values are caused by areas with 
lower volumes.  Something the senior planner would have knowledge of. 
Table 2. Weekly accuracy across all areas using early stopping strategy 
< 8% < 5% < 2% Avg Acc < 8% < 5% < 2% Avg Acc
1 56 49 26 97.4% 46 41 22 96.4%
2 54 49 23 97.2% 52 42 21 96.4%
3 52 44 24 96.8% 52 39 18 96.3%
Week
Service Level 1 Service Level 2
 
5 Conclusion 
In this paper we identified the requirement for a service level predictor to assist the 
evaluation of plan solutions generated by automated planning methods as well as the 
opportunity to improve the current planning process.  We defined this service level 
prediction problem, stating the general problem in equation 2 and introducing a specific 
real world example.  Initial analysis of the data showed the requirement to include 4 
days plan states as part of the inputs and we further split the problem into predicting 
the success (equation 4) and failure (equation 5) separately to allow their combination 
to produce a service level prediction at any level of aggregation.    
We then described the neural network model we used to solve these problems, in-
cluding a method to dynamically filter the larger number of inputs created by the addi-
tion of the past plan states.   
  
The resulting model was then evaluated on the real world data, where we showed 
that we were producing good daily accuracy to give a reasonable evaluation of plan 
solutions as well as give current planners indication of days where problems are occur-
ring.  In addition we showed that the accuracy at the weekly level, where it would be 
used within the current planning process, was very good providing a good tool to assist 
decisions relating to release of additional resources to specific areas. 
With the current planners problem solved the next step is now to utilize this solution 
to evaluate solutions in an automated planning application.  Additional work could also 
be followed in investigating other solution techniques, such as developing the model 
using support vector machines [14]. 
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