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RESOLUTION AND TOR ALGEBRA STRUCTURES OF GRADE
3 IDEALS DEFINING COMPRESSED RINGS
KELLER VANDEBOGERT
Abstract. Let R = k[x, y, z] be a standard graded 3-variable polynomial ring,
where k denotes any field. We study grade 3 homogeneous ideals I ⊆ R defining
compressed rings with socle k(−s)ℓ ⊕ k(−2s + 1), where s > 3 and ℓ > 1 are
integers. The case for ℓ = 1 was previously studied in [6]; a generically minimal
resolution was constructed for all such ideals. The paper [7] generalizes this
resolution in the guise of (iterated) trimming complexes. In this paper, we
show that all ideals of the above form are resolved by an iterated trimming
complex. Moreover, we apply this machinery to construct ideals I such that
R/I is a ring of Tor algebra class G(r) for some fixed r > 2, and R/I may
be chosen to have arbitrarily large type. In particular, this provides a new
class of counterexamples to a conjecture of Avramov not already constructed
by Christensen, Veliche, and Weyman in [4].
1. Introduction
Let (R,m, k) be a regular local ring with maximal ideal m and residue field k. A
result of Buchsbaum and Eisenbud (see [3]) established that any quotient R/I of
R with projective dimension 3 admits the structure of an associative commutative
differental graded (DG) algebra. Later, a complete classification of the multiplica-
tive structure of the Tor algebra TorR• (R/I, k) for such quotients was established
by Weyman in [8] and Avramov, Kustin, and Miller in [2].
Given an m-primary ideal I = (φ1, . . . , φn) ⊆ R, one can “trim” the ideal I
by, for instance, forming the ideal (φ1, . . . , φn−1) + mφn. This process is used by
Christensen, Veliche, and Weyman (see [4]) in the case that R/I is a Gorenstein ring
to produce ideals defining rings with certain Tor algebra classification, negatively
answering a question of Avramov in [1].
This trimming procedure also arises in classifying certain type 2 ideals defining
compressed rings. More precisely, it is shown in [6] that every homogeneous grade
3 ideal I ⊆ k[x, y, z] defining a compressed ring with socle Soc(R/I) = k(−s) ⊕
k(−2s + 1) is obtained by trimming a Gorenstein ideal. A complex is produced
that resolves all such ideals; it is generically minimal. This resolution is then used
to bound the minimal number of generators and, consequently, parameters arising
in the Tor algebra classification.
In the current paper, we continue with this theme. In particular, much of the
work done in [6] can be generalized to the case that I is a homogeneous grade 3 ideal
I ⊆ k[x, y, z] defining a compressed ring with Soc(R/I) = k(−s)ℓ ⊕ k(−2s+ 1) for
some ℓ > 1. The values s and 2s−1 are interesting because they are extremal; more
precisely, it is not possible to have a quotient ring as above with socle minimally
generated in degrees s1 and s2, with s2 > 2s1. We show that all such ideals are
Date: April 15, 2020.
1
2 KELLER VANDEBOGERT
then obtained as iterated trimmings of a Gorenstein ideal (see Proposition 3.14),
and the Tor algebra structure may be computed in similar fashion.
We employ a piece of machinery from [7], namely an iterated trimming complex,
in order to resolve all homogeneous grade 3 ideals I with Soc(R/I) = k(−s)ℓ ⊕
k(−2s+ 1) for some ℓ > 1. This complex arises as a natural generalization of the
complex constructed in [6] and has applications to the resolution of a variety of
other classes of ideals, explored in [7].
The paper is organized as follows. In Section 2, we recall the construction of
trimming complexes as given in [7]. In Sections 3 and 4, we consider grade 3
homogeneous ideals I ⊆ k[x, y, z] (a standard graded polynomial ring over a field
k) defining a compressed ring with Soc(R/I) = k(−s)ℓ⊕ k(−2s+1). We first show
that all such ideals define a ring with tipping point (see Definition 3.4) s and type
6 s+ 2. Using this information we deduce the previously mentioned fact that I is
obtained as the iterated trimming of a grade 3 Gorenstein ideal. In particular, I is
resolved by the complex of Section 2. Moreover, we show precisely when such rings
have Tor algebra class G(r), and r is computed in terms of the minimal number of
generators of I and the variable ℓ.
In Section 5, we show that there are ideals of arbitrarily large type of class
G(r), for any r > 2. The construction of these ideals is remarkably simple and is
a generalization of the ideals constructed in [6]. One sees that the machinery of
iterated trimming complexes allows for a quick proof that these ideals satisfy all
of the required hypotheses of Proposition 4.4. In particular, these ideals provide a
class of counterexamples to the conjecture of Avramov that is not already contained
in [4].
2. Iterated Trimming Complexes
We recall the construction of trimming complexes. All proofs of the following
results may be found in Section 2 and 3 of [7].
Setup 2.1. Let R = k[x1, . . . , xn] be a standard graded polynomial ring over a
field k. Let I ⊆ R be a homogeneous ideal and (F•, d•) denote a homogeneous free
resolution of R/I.
Write F1 = F
′
1 ⊕
(⊕m
i=1Re
i
0
)
, where each ei0 generates a free direct summand
of F1. Using the isomorphism
HomR(F2, F1) = HomR(F2, F
′
1)⊕
( m⊕
i=1
HomR(F2, Re
i
0)
)
write d2 = d
′
2+ d
1
0+ · · ·+ d
m
0 , where d
′
2 ∈ HomR(F2, F
′
1), d
i
0 ∈ HomR(F2, Re
i
0). Let
ai denote any homogeneous ideal with
di0(F2) ⊆ aie
i
0,
and (Gi•,m
i
•) be a homogeneous free resolution of R/ai.
Use the notation K ′ := im(d1|F ′
1
: F ′1 → R), K
i
0 := im(d1|Rei0 : Re
i
0 → R), and
let J := K ′ + a1 ·K
1
0 + · · ·+ am ·K
m
0 .
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Proposition 2.2. Adopt notation and hypotheses of Setup 2.1. Then for each i =
1, . . . ,m there exist maps qi1 : F2 → G
i
1 such that the following diagram commutes:
F2
qi1
~~⑤⑤
⑤
⑤
⑤
⑤
⑤
⑤
di0
′

G1
mi1
// ai
,
where di0
′
: F2 → R is the composition
F2
di0
// Rei0
// R ,
the second map sending ei0 7→ 1.
Proposition 2.3. Adopt notation and hypotheses as in Setup 2.1. Then for each
i = 1, . . . ,m there exist maps qik : Fk+1 → G
i
k for all k > 2 such that the following
diagram commutes:
Fk+1
qik

dk+1
// Fk
qik−1

Gik
mik
// Gik−1
Theorem 2.4. Adopt notation and hypotheses as in Setup 2.1. Then the mapping
cone of the morphism of complexes
(2.1)
· · ·
dk+1
// Fk


q1k−1
...
qmk−1



dk
// · · ·
d3
// F2
d′2
//


q11
...
qm1



F ′1
d1

· · ·
⊕
mik
//
⊕m
i=1G
i
k−1
⊕
mik−1
// · · ·
⊕
mi2
//
⊕m
i=1G
i
1
−
∑ℓ
i=1 m
i
1(−)·d1(e
i
0)
// R
is acyclic and forms a resolution of the quotient ring defined by K ′+ a1 ·K
1
0 + · · ·+
am ·K
m
0 .
As an immediate consequence, one obtains:
Corollary 2.5. Adopt notation and hypotheses of Setup 2.1. Assume furthermore
that the complexes F• and G• are minimal. Then for i > 2,
dimk Tor
R
i (R/J, k) = rankFi+
m∑
j=1
rankGji−rank
(
q1i
...
qmi

⊗k
)
−rank
(
q1i−1
...
qmi−1

⊗k
)
.
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Similarly,
µ(J) = µ(K)−m+
m∑
j=1
µ(aj)− rank
(
q11
...
qm1

 ⊗ k
)
. 
3. Compressed Rings of Higher Type
In this section and Section 4 we generalize some of the work done in [6]. In
particular, Corollary 3.15 says that the ideals introduced in Setup 3.6 are resolved
by the iterated trimming complex of Theorem 2.4. In Proposition 4.4, we show
that under suitable hypotheses, all ideals introduced in Setup 3.6 define rings of
Tor algebra class G(r) for some r (see Definition 4.1). This information will be
used to produce rings of Tor algebra class G with arbitrarily large type in Section
5.
Definition 3.1. Let A be a local Artinian k-algebra, where k is a field and m
denotes the maximal ideal. The top socle degree is the maximum s with ms 6= 0
and the socle polynomial of A is the formal polynomial
∑s
i=0 ciz
i, where
ci = dimk
Soc(A) ∩mi
Soc(A) ∩mi+1
.
An Artinian k-algebra is standard graded if it is generated as an algebra in degree
1.
Definition 3.2. A standard graded Artinian k-algebra A with embedding dimen-
sion e, top socle degree s, and socle polynomial
∑s
i=0 ciz
i is compressed if
dimkm
i/mi+1 = min
{(e− 1 + i
i
)
,
s∑
ℓ=0
cℓ
(
e − 1 + ℓ− i
ℓ− i
)}
for i = 0, . . . , s.
3.3. Let n > 1 be an integer and k denote a field of arbitrary characteristic. Let
V be a vector space of dimension n over k. Give the symmetric algebra S(V ) =:
R and divided power algebra D(V ∗) the standard grading (that is, S1(V ) = V ,
D1(V
∗) = V ∗). The notation Si := Si(V ) denotes the degree i component of the
symmetric algebra on V . Similarly, the notation Di := Di(V
∗) denotes the degree
i component of the divided power algebra on V ∗.
Given a homogeneous I ⊆ S(V ) defining an Artinian ring, there is an associated
inverse system 0 :D(V ∗) I. Similarly, for any finitely generated graded submodule
N ⊆ D(V ∗) there is a corresponding homogeneous ideal 0 :S(V ) N defining an
Artinian ring.
If I is a homogeneous ideal with associated inverse system minimally generated
by elements φ1, . . . , φk with degφi = si, then there are induced vector space
homomorphisms
Φi : Si →
k⊕
j=1
Dsj−i
sending f 7→ (f · φ1, . . . , f · φk).
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Definition 3.4. Adopt notation as in 3.3. Let I ⊆ S(V ) be a homogeneous ideal
with associated inverse system minimally generated by elements φ1, . . . , φk with
degφi = si. Let m denote the first integer for which Φm is a surjection. Then m is
called the tipping point of I; this is well defined since the rank of the domain and
codomain of each Φi is increasing/decreasing in i, respectively (and the codomain
is eventually 0).
Notice that the tipping point m of I and the initial degree of I agree unless Φm
is an isomorphism, in which case the initial degree of I is m+1 (see Remark 1.8 of
[5]).
Proposition 3.5 ([5], Lemma 1.13). Adopt notation as in 3.3. Let φ be a homo-
geneous element of D(V ∗) of degree s. Then the tipping point of the ideal 0 :S(V ) φ
is ⌈s/2⌉. In addition, the induced maps Φi satisfy the following properties for every
integer i.
(a) Homk(Φi, k) = Φs−i
(b) Φi is surjective if and only if Φs−i is injective.
Setup 3.6. Let k be a field and let R = k[x, y, z] be a standard graded polynomial
ring over a field k. Let I ⊂ R be a grade 3 homogeneous ideal defining a compressed
ring with Soc(R/I) = k(−s)ℓ ⊕ k(−2s+ 1), where s > 3.
Write I = I1 ∩ I2 ∩ · · · ∩ Iℓ ∩ It for I1, . . . , Iℓ homogeneous grade 3 Gorenstein
ideals defining rings with socle degrees s and It a homogeneous grade 3 Gorenstein
ideal defining a ring with socle degree 2s − 1. The notation R+ will denote the
irrelevant ideal (R>0).
Theorem 3.7. Adopt notation and hypotheses of Setup 3.6. Then the tipping point
of I is equal to s. In particular, ℓ 6 s+ 1.
The proof of Theorem 3.7 will follow easily after a series of Lemmas.
Lemma 3.8. Adopt notation and hypotheses of Setup 3.6. Then the tipping point
of I is > s.
Proof. Adopt the notation of 3.3; we may view R as S(V ) for some 3-dimensional
vector space over k. By counting initial degrees, we eliminate all possibilities except
for the case that Φs−1 : Ss−1 → D
⊕ℓ
1 ⊕Ds is an isomorphism and I has initial degree
s. Counting ranks, this implies ℓs = 1− s 6 0, which is a clear contradiction. 
Lemma 3.9. Adopt notation and hypotheses of Setup 3.6. Then It defines a com-
pressed ring.
Proof. Adopt the notation of 3.3; we may view R as S(V ) for some 3-dimensional
vector space over k. Let φi ∈ Ds denote the inverse system for each Ii and φt ∈
D2s−1 denote the inverse system for It. By Lemma 3.8, the maps Φi for i > s
are surjective; Proposition 3.5 guarantees that the map f 7→ f · φt is surjective for
f ∈ Ss.
For i > s, the maps Φi : Si → D2s−1−i are identically the maps f 7→ f · φt
for f ∈ Si. By assumption, these are surjections; by Proposition 3.5, It defines a
compressed ring. 
Lemma 3.10. Adopt notation and hypotheses of Setup 3.6. Then the tipping point
of I is 6 s+ 1.
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Proof. Suppose for sake of contradiction that the tipping point is > s + 2. Adopt
the notation of 3.3; we may view R as S(V ) for some 3-dimensional vector space
over k. Let φi ∈ Ds denote the inverse system for each Ii and φt ∈ D2s−1 denote
the inverse system for It.
By Proposition 3.5, It has tipping point s. If I has tipping point > s+ 2, then
Φs+1 : Ss+1 → Ds−2 is injective; this is impossible by counting ranks. 
Lemma 3.11. Adopt notation and hypotheses of Setup 3.6. Let φ1, . . . , φs+1, ψ1, . . . , ψb
denote a minimal generating set for It, where deg φi = s, degψi = s+1. Then the
ideal
(φ1, . . . , φs+1−ℓ, ψ1, . . . , ψb) +R+φs+2−ℓ + · · ·+R+φs+1
defines a ring of type ℓ+ 1. In particular, (It)>s+1 defines a ring of type s+ 2.
Remark 3.12. By Proposition 3.3 of [6] combined with Lemma 3.9, It is mini-
mally generated by homogeneous forms φ1, . . . , φs+1, ψ1, . . . , ψb, where deg φi = s,
degψi = s+1 and b < s+ 1, so it makes sense to choose a generating set as in the
statement of Lemma 3.11.
Proof. This is a consequence of Corollary 2.5. Let J := (φ1, . . . , φs+1−ℓ, ψ1, . . . , ψb)+
R+φs+2−ℓ + · · ·+ R+φs+1. In the notation of Theorem 2.4, notice that G
j
• = K•,
the Koszul complex resolving R+, for all j = 1, . . . , i. Counting degrees on the
diagram of Proposition 2.3, we find
deg qj2 > s− 1 > 0
so that qj2 ⊗ k = 0, for all j = 1, . . . , i. Since q
j
3 = 0 for each j = 1, . . . , i, Corollary
2.5 implies that
dimk Tor
R
3 (R/J, k) = rankF3 +
i∑
j=1
rankK3
= i+ 1

Proof of Theorem 3.7. By Lemmas 3.10 and 3.8, we only need to check that the
tipping point cannot equal s + 1. Assume that I has tipping point = s + 1. This
implies that the map
Φs : Ss → D
⊕ℓ
0 ⊕Ds−1
is an injection. Counting ranks, ℓ +
(
s+1
2
)
>
(
s+2
2
)
. If we have equality, then Φs
is an isomorphism, implying that the tipping point is 6 s. Thus there is strict
inequality, and ℓ > s+ 2.
This implies I has type > s + 3 and initial degree s + 1. However, Lemma 3.9
forces It to be compressed. Counting ranks in each homogeneous component and
using the definition of compressed, we must have I = (It)>s+1. By Lemma 3.11, I
has type s+ 2; this contradiction yields the result. 
Corollary 3.13. Adopt notation and hypotheses of Setup 3.6. Then for each i 6 ℓ,
the ideal
Ii ∩ · · · ∩ Iℓ ∩ It
defines a compressed ring with socle k(−s)ℓ−i ⊕ k(−2s+ 1).
RESOLUTIONS AND TOR ALGEBRA STRUCTURES 7
Proof. Adopt the notation of 3.3; we may view R as S(V ) for some 3-dimensional
vector space over k. Let φi ∈ Ds denote the inverse system for each Ii and φt ∈
D2s−1 denote the inverse system for It.
For j < s, the map f 7→ f · φt is injective, since It defines a compressed ring by
Lemma 3.9. Similarly, for j > s, the map Φj : Sj → D
⊕ℓ
j ⊕D2s−1−j associated to
the ideal I is surjective. The map Φ′j associated to the ideal Ii ∩ · · · ∩ Iℓ ∩ It is the
composition of Φj with the canonical projectionD
⊕ℓ
j ⊕D2s−1−j → D
⊕ℓ−i
j ⊕D2s−1−j.
As a composition of surjections, Φ′j is a surjection for j > s. 
Proposition 3.14. Adopt notation and hypotheses of Setup 3.6. Then there exists
a minimal generating set
φ1, . . . , φs+1, ψ1, . . . , ψb
for It such that
I = (φ1, . . . , φs+1−ℓ, ψ1, . . . , ψb) +R+φs+2−ℓ + · · ·+R+φs+1,
where deg φi = s, degψi = s+ 1, and b < s+ 1.
Proof. Observe that, by definition of compressed,
dimk(I)s = s+ 1− ℓ.
Choose a basis φ1, . . . , φs+1−ℓ for Is; notice that dimk(It)s = s + 1, so we may
extend this set to a basis
φ1, . . . , φs+1
for (It)s. Since I>s+1 = (It)>s+1, there exist elements ψ1, . . . , ψb ∈ (It)s+1 such
that
Is+1 = (R+(φ1, . . . , φs+1))s+1 + Spank{ψ1, . . . , ψb}.
In particular, the assumption that I defines a compressed ring forces every minimal
generating set to be concentrated in two consecutive degrees. This immediately
yields that
I = (φ1, . . . , φs+1−ℓ, ψ1, . . . , ψb) +R+φs+2−ℓ + · · ·+R+φs+1.

Corollary 3.15. Adopt notation and hypotheses of Setup 3.6. Then the complex
of Theorem 2.4 is a free resolution of R/I. Moreover, if s is even and It is generic,
this resolution is minimal.
Proof. By Proposition 3.4 of [6], a generic choice of It for s even will have quadratic
minimal presenting matrix. In the notation of Theorem 2.4, each Gi• is the Koszul
complex resolving k, and F• is the minimal free resolution of It. Counting degrees
on the diagrams of Propositions 2.2 and 2.3, each qik has entries generated in positive
degree for 1 6 i 6 ℓ, whence qik ⊗ k = 0. 
4. Tor Algebra Structures for Higher Type Ideals
Definition 4.1 ([2], Theorem 2.1). Let (R,m, k) be a regular local ring with I ⊂ m2
and ideal such that pdR(R/I) = 3. Let T• := Tor
R
• (R/I, k). Then R/I has Tor
algebra class G(r) if, for m = µ(I) and t = type(R/I), there exist bases for T1, T2,
and T3
e1, . . . , em, f1, . . . , fm+t−1, g1, . . . , gt,
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respectively, such that the only nonzero products are given by
eifi = g1 = fiei, 1 6 i 6 r.
Such a Tor algebra structure has
T1 · T1 = 0, rankk(T1 · T2) = 1, rankk(T2 → Homk(T1, T3)) = r,
where r > 2.
The proof of Theorem 4.2 is essentially that of [4, Theorem 2.4].
Theorem 4.2. Adopt the notation and hypotheses of Setup 3.6. Then the rank of
the induced map
δI : Tor
R
2 (R/I, k)→ Homk(Tor
R
1 (R/I, k),Tor
R
3 (R/I, k))
is at least µ(I)− 3ℓ.
Proof. Throughout the proof, use the notation
TAi := Tor
R
i (A, k),
where A is any R-module. Notice that by Proposition 3.14,
It/I ∼= k
ℓ.
Considering the long exact sequence of Tor associated to the short exact sequence
0 // ItI
ι
// R
I
p
// R
It
// 0 ,
one counts ranks to find that
rankTorR2 (p, k) = µ(I)− 2ℓ, rankHomk(Tor
R
1 (p, k), T
R/It
3 ) = µ(It)− ℓ.
Consider the following commutative diagram:
T
R/It
2
δIt
// Homk(T
R/It
1 , T
R/It
3 )
Homk(Tor
R
1 (p,k),T
R/It
3
)

T
R/I
2
Tor2(p,k)
OO
ε
// Homk(T
R/I
1 , T
R/I
3 )
T
R/I
2
δI
// Homk(T
R/I
1 , T
R/I
3 )
Homk(T
R/I
1
,TorR3 (p,k))
OO
.
Since It is Gorenstein, δIt is an isomorphism. This implies that rank δI > rank ε >
(µ(I)− 2ℓ)− ℓ, which yields the result. 
Corollary 4.3. Adopt the notation and hypotheses of Setup 3.6 and let b be as in
Lemma 3.11. If ℓ 6 s+ b− 1−min{ℓb, 3}, then R/I has Tor algebra class G(r) for
some r > µ(I)− 3ℓ.
Proof. It suffices to show that, in the notation of the proof of Theorem 4.2, the
map δI has rank at least 2. By Corollary 2.5,
µ(I) = µ(It) + 2ℓ− rank
(
q11
...
qm1

⊗ k
)
.
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Since µ(It) = s+ 1 + b and rank
(
q11
...
qm1

⊗ k
)
6 min{ℓb, 3}, we deduce that
rank(δI) > s+ 1 + b−min{ℓb, 3} − ℓ > 2.

The following is a generalization of Lemma 8.6 in [6].
Proposition 4.4. Adopt the notation and hypotheses of Setup 3.6 and let b be as
in Lemma 3.11. If ℓ 6 s + b − 1 − min{ℓb, 3}, then R/I has Tor algebra class
G(µ(I)− 3ℓ).
Proof. In the notation of the proof of Theorem 4.2, it suffices to show that
rank δI 6 µ(I)− 3ℓ.
Observe that dimk(T
R/I
1 )s = s+ 1− ℓ, so that
dimk(T
R/I
1 )s+1 = µ(I)− s− 1 + ℓ.
Moreover, counting ranks on the degree s+1 homogeneous strand of the long exact
sequence of Tor associated to the short exact sequence
0→
It
I
→
R
I
→
R
It
→ 0,
we obtain
dimk(T
R/I
1 )s+1 − dimk(T
R/I
2 )s+1 = 3ℓ
=⇒ dimk(T
R/I
2 )s+1 = µ(I)− s− 1− 2ℓ.
Similarly, a rank count on the degree s+ 2 strand yields
dimk(T
R/I
2 )s+2 = s+ 4ℓ.
By counting degrees, the only nontrivial products can occur between (T
R/I
1 )s, (T
R/I
2 )s+2
and (T
R/I
1 )s+1, (T
R/I
2 )s+1; this implies that
rank δI 6 dimk(T
R/I
1 )s + dimk(T
R/I
2 )s+1
= s+ 1− ℓ+ µ(I)− s− 1− 2ℓ
= µ(I)− 3ℓ.
Combining this with Corollary 4.3, we find that R/I must be class G(µ(I)−3ℓ). 
5. Realizability in The Higher Type Case
In this section, we recall a collection of matrices introduced in Section 7 of [6]. It
will be particularly easy to apply the construction of Theorem 2.4 to these matrices
to produce interesting classes of ideals.
Definition 5.1. Let U jm (for j 6 m) denote the m ×m matrix with entries from
the polynomial ring R = k[x, y, z] defined by:
(U jm)i,m−i = x
2, (U jm)i,m−i+1 = z
2, (U jm)i,m−i+2 = y
2 for i 6 m− j
(U jm)i,m−i = x, (U
j
m)i,m−i+1 = z, (U
j
m)i,m−i+2 = y for i > m− j
and all other entries are defined to be 0.
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To see the pattern, we have:
U12 =
(
x2 z2
z y
)
, U13 =

 0 x2 z2x2 z2 y2
z y 0

 , U23 =

0 x2 z2x z y
z y 0


Definition 5.2. Define V jm (for j < m) to be the (2m+1)×(2m+1) skew symmetric
matrix
V jm :=

 O Ox2 (U
j
m)
T
−(Ox2)
T 0 y
2
O
−U jm −(
y2O)T O


and if j = m, then Vmm is the skew symmetric matrix
V jm :=

 O Ox2 (Umm )T−(Ox2)T 0 yO
−Umm −(
yO)T O


Observation 5.3. Let V jm be as in Definition 5.2. Then the ideal of submaximal
pfaffians Pf(V jm) is a grade 3 Gorenstein ideal with graded Betti table
0 1 2 3
0 1 0 0 0
2m− j − 1 0 2m+ 1− j j 0
2m− j 0 j 2m+ 1− j 0
4m− 2j − 1 0 0 0 1
In particular, Pf(V jm) defines a compressed ring.
Theorem 5.4. Let R = k[x, y, z] be a standard graded polynomials ring, where k
is a field. Let r > 2 and N > 1 be integers with r + N > 5. Then there exists
a homogeneous grade 3 ideal I with type(R/I) > N and such that R/I has Tor
algebra class G(r).
Proof. Observe that by Proposition 4.4, it suffices to produce a grade 3 homoge-
neous ideal I defining a compressed ring of type ℓ > N with µ(I)− 3ℓ = r.
Assume first that r+N is even. Set m := r+N−22 and let M := V
0
m. The ideal of
submaximal Pfaffians Pf(M) has r+N − 1 minimal generators. Consider the ideal
I := (Pf1(M), . . . ,Pfr(M)) +R+(Pfr+1(M), . . . ,Pfr+N−1(M)).
Let (F•, d•) denote the minimal free resolution of Pf(M) and (G•,m•) the Koszul
complex resolving R+. In the notation of Theorem 2.4, the maps q
i
1 : F2 → G1
satisfy qi1 ⊗ k = 0 for all i = 1, . . . , N − 1. This follows by a simple degree count,
using the fact that d2 has only quadratic entries. Employing Corollary 2.5, I is
minimally generated by r + 3(N − 1) elements.
Similarly, since d3 has entries in degree > 2, a degree count shows q
i
2⊗ k = 0 for
all i = 1, . . .N − 1. This means that R/I is a ring of type N . Using Corollary 2.5
to count Tor ranks in each graded component, R/I has Betti table
0 1 2 3
0 1 0 0 0
r +N − 3 0 r 0 0
r +N − 2 0 3(N − 1) r + 4(N − 1) N − 1
2(r +N − 2)− 1 0 0 0 1
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In particular, R/I is compressed with Soc(R/I) ∼= k(−(r+N − 2))N−1⊕ k(−2(r+
N − 2)+ 1). Since r+N − 2 > 3, I falls into the hypotheses of Proposition 4.4 and
hence has Tor algebra class G(r + 3(N − 1)− 3(N − 1)) = G(r).
Assume now that r+N is odd. Set m := r+N−12 and let M := V
0
m. The ideal of
submaximal Pfaffians Pf(M) has r +N minimal generators. Consider the ideal
I := (Pf1(M), . . . ,Pfr(M)) +R+(Pfr+1(M), . . . ,Pfr+N (M)).
By an argument identical to the even case, one finds that I is minimally generated
by r+3N elements and defines a compressed ring of type N +1. Since r+N − 1 >
3, I falls into the hypotheses of Proposition 4.4 and hence has Tor algebra class
G(r + 3N − 3N) = G(r). 
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