Abstract. This paper is concerned with the motion of electrically charged particles in \curved" innite strip. The equations of motion are ' = ?P; @ 2 =@t 2 = ?r' ( ; t) ; and P = P 0 ? ?1 J ? ?1 ; with initial and boundary conditions, where ' is the electric potential, is the particle trajectory, P is the charge distribution, and J is the Jacobian. The lower boundary ? 0 of the strip is grounded. Therefore, once a particle reaches ? 0 ; it loses its charge and becomes immobile. We prove existence and uniqueness of solutions for small time. For nearly axially symmetric initial data, we also show that the solution can be extended until the time when all the particles have migrated to ? 0 . A numerical simulation based on our model is implemented. The results indicate that particles tend to accumulate less around the convex parts of ? 0 and more around the concave parts.
' = M on ? 1 (1.2) and ' = 0 on ? 0 : (1. 3)
The particles may collide, but collisions are assumed to be "soft" in the sense that nothing mechanically happens when two particles move into the same spot. We also neglect gravity. Then the only force acting on the particles is the electric eld ?r': If we denote by (x; t) the particle trajectory then, by Newton's law, d 2 (x; t) dt 2 = ?r'( (x; t); t) : (1.4) By conservation of mass we also have P (x; t) = P 0 ?1 (x; t) J ?1 (x; t) ; P (x; 0) = P 0 (x) ; (1.5) where P 0 (x) is the initial distribution, J is the Jacobian and ?1 is the inverse of the mapping x 7 ! (x; t) that we require to be 1-1. Finally, we prescribe the initial conditions (x; 0) = x; t (x; 0) = 0 (x) : (1.6) The model (1.1){(1.6) was developed and studied by the authors 3] in case is the entire space R n : It was proved that a unique solution exists for a small time interval 0 t T; but, in general, not for all time (since P (x; t) may blow up in nite time). For a class of initial data, however, the solution was proved to exist for all time t 3] .
We note that if we introduce the Eulerian variables z = (x; t) ;ṽ (z; t) = t (x; t) then (1.4) becomesṽ t (z; t) + (ṽ r z )ṽ (z; t) = ?r x ' (z; t) :
(1.7) 2 Di erentiating in t the relation J ( (x; t)) P (z; t) = P 0 (x) (which is another way of writing (1.5)) and using the well-known formula @ @t J ( (x; t)) = (r ṽ) J ( (x; t)) ; we obtain P t + r (Pṽ) = 0; (1.8) which is the standard form of conservation of mass. Although equations (1.7), (1.8) together with (1.1) look similar to the Euler-Poisson system 5], it is di cult to work with this form of the model, because we cannot very well account for the particles that leave the domain : We shall therefore stick to the Lagrangian variable x and the formulation (1.1){(1.6).
The geometry of the domain and the boundary conditions (1.2), (1.3) are motivated by a problem in electrostatic spray painting 1] 2, Chap. 4]. The surface of the sprayer is located at ? 1 = fx n = 1g and the workpiece (which is being painted) is ? 0 : The workpiece is grounded (' = 0) whereas a potential M is maintained at ? 1 . The potential M is chosen appropriately large in order to force the particles to move towards ? 0 ( see Remark 3.1 for the dependence of M on the initial data and ? 0 ; see also (4.18 ) and (4.19) for a special case). The electrostatically charged paint particles stream through from ? 1 toward ? 0 and, as they reach the workpiece ? 0 ; they stick to it to form a paint layer. In the present model we assume that, once reaching ? 0 ; the particles lose their electrostatic charge. We also assume that the thickness of the layer formed by the particles that accumulate on the boundary ? 0 is small compared to the thickness of the strip ; so that the domain may be assumed to be xed in time. Finally, and most importantly, we consider here only the submodel whereby no new particles are injected from ? 1 into at times t > 0; i.e., all the charged particles are already in at time t = 0.
We de ne \ nishing time" as the time after which a portion of the workpiece does not get any more paint, and \global-nishing time" as the time when all the paint has migrated to the workpiece.
In Sections 2 and 3 we shall establish local existence and uniqueness for the system (1.1){(1.6) by an adaptation of the method in 3]. We shall show that the solutions can be extended to t < T C 0 = p M: Under some conditions we shall also prove that the solutions exist roughly up to the nishing time.
In Section 4 we shall consider the case of axially symmetric data:
g (x 0 ) = 0; P 0 (x) = P 0 (x n ) ; 0 (x) = (0; bx n ) ; (1.9) and establish global solution, i.e., the solution exists for 0 < t < T; where T the global-nishing. It is also shown that T p M ! p 2 as M ! 1:
In Section 5 we shall consider a perturbation problem with the initial data g (x 0 ) = "h (x 0 ) ; P 0 (x) = p 0 ; 0 (x) = 0;
where p 0 is a positive constant and " is a small parameter. Using the method of Section 3 and deriving some a priori estimates, we show that there is a unique solution for 0 t T " where T " ! T 0 as " ! 0 and T 0 p 2= p M (for large M) is the globalnishing time for the problem with " = 0:
In Section 6 we consider for simplicity the case n = 2 and establish the asymptotic expansion " = 0 + " 1 + O " 2 ; f " = f 0 + "f 1 + O " 2 ; ' " = ' 0 + "' 1 + O " 2 ; (1.10) where (' 0 ; 0 ; f 0 ) is the solution of an axially symmetric system and (' 1 ; 1 ; f 1 ) is the solution of the linearized problem about (' 0 ; 0 ; f 0 ) :
We are interested in the thickness W " (x 0 ) (along the normal direction to ? 0 ) of the layer of the particles that have accumulated at a point (x 0 ; x n ) of the workpiece ? 0 during the time interval 0 t T " : Using (1.10), we can write W " (x 0 ) = W 0 + "W 1 (x 0 ) + O " 2 (1.11) where W 0 is a constant. In Section 7 we compute numerically the solution of linearized problem and, in particular, the term W 1 (x 0 ). The numerical results explore the relation of W 1 (x 0 ) to the geometry of the workpiece.
2. A general existence theorem. We anticipate that the particles will move downwards toward the workpiece ? 0 : Denote by ? t the surface consisting of all points x in such that the trajectory s 7 ! (x; s) hits ? 0 at time t; and write ? t = f(x 0 ; f (x 0 ; t)) : x 0 2 R n?1 g;
i.e., f (x 0 ; t) is the function such that its graph is ? t : Note that g (x 0 ) f (x 0 ; t) 1 and f (x 0 ; 0) = g (x 0 ) : We assume that as soon as the trajectory s 7 ! (x; s) hits ? 0 ; it becomes inactive (i.e., immobile and with zero charge). Therefore we need to consider the function (x; t) only for x in the closure of the domain of a set K: We can now reformulate problem (1.1){(1.6) more precisely: Find functions ' (x; t) ; P (x; t); (x; t) and f (x 0 ; t) satisfying ' (x; t) = ?P (x; t) X t in ; (2.1) tt (x; t) = ?r'( (x; t); t) if f (x 0 ; t) < x n < 1; (2.2) P (x; t) = P 0 ?1 (x; t) J ?1 (x; t) in t ; (2.3) n (x 0 ; f (x 0 ; t) ; t) = g ( 1 (x 0 ; f (x 0 ; t) ; t) ; :::; n?1 (x 0 ; f (x 0 ; t); t)) ; (2.4) g (x 0 ) f (x 0 ; t) 1 (2.5) where = ( 1 ; 2 ; :::; n ) ; together with the boundary conditions ' = 0 on ? 0 ; ' = M on ? 1 ; ' is bounded in , (2.6) 5 and the initial conditions (x; 0) = x; t (x; 0) = 0 (x) ; f (x 0 ; 0) = g (x 0 ) : (2. This condition is motivated by the physical assumptions that the particles in move downward and that no new particles are injected from ? 1 at time t > 0:
To prove existence and uniqueness we introduce the space C m+ ( ) of functions in for which the rst m derivatives are -H older continuous; the norm will be denoted by k k C m+ ( ) : For any function ' (x; t) de ned in 0; T]; we shall brie y write k'k C m+ instead of k'( ; t)k C m+ ( ) ; and r' for the spatial gradient. Throughout the paper, we make the following assumptions: g 2 C 2+ R n?1 ; g 1 ? 2 0 ( 0 > 0); P 0 2 C ; P 0 0; (2.10) 0 2 C 1+ ; 0 n (x) 0;ñ (y) 0 (x) 0 for x 2 ; y 2 ? 0 ; (2.11) whereñ is the inward normal vector to ? 0 : In this and the next section we also assume, for simplicity, that 0 = 0 and P 0 = 0 for jxj large. It is sometimes inconvenient to work directly with the function (x; t) because the domain t (of its spatial variable x) varies with time t: We therefore introduce a new function ; de ned in 0; T]; by (x 0 ; x n ; t) = (x 0 ; z n ; t) ; or (x 0 ; x n ; t) = (x 0 ; w n ; t); (2. where z n is de ned in (2.14), and n (x 0 ; g (x 0 ) ; t) = g ( 1 (x 0 ; g (x 0 ) ; t); :::; n?1 (x 0 ; g (x 0 ) ; t)) :
Note that in (ii), the assumption on ( ? id) ; instead of ; is to avoid technical diculties in handling unbounded function ; since (x; 0) = x:
For any ( ; f) 2 K ( ; T); we shall de ne a mapping A( ; f) = ~ ;f in such a way that ( ; f) is a solution of (2.1){(2.7) if and only if it is a xed point of A: We construct the mapping A in several steps:
Step 1. Given ( ; f) ; de ne by (2.13), P by (2.3) and ' by (2.1), (2.6).
Step 2. Set ' = ' 1 
where C 0 depends only on kgk C 2+ :
Step 3. De ne~ (x; t); for any x 2 ; as the unique solution of the method of successive iterations shows that indeed there exists a unique solution to (3.6). Set F (x 0 ; x n ; t) =~ n (x; t) ? g ~ 1 (x; t) ; :::;~ n?1 (x; t) : From the implicit function theorem it then follows that there exists a unique function x n =f (x 0 ; t) of F x 0 ;f (x; t); t 0: (3.9)
We now use (2.13) to de ne~ corresponding to~ ;f; and then de ne A( ; f) = ~ ;f .
Step 4. We claim that (a) g (x 0 ) f (x 0 ; t) 1 ? 0 ;f t (x 0 ; t) > 0; andf (x 0 ; 0) = g (x 0 ) ; (b)~ (x; t) 2 forf (x 0 ; t) < x n < 1; (c) ~ ;f (hence ~ ;f ) is independent of the particular extension' of ':
To prove (a), we rst observe that from (3.7) and (3.9) at t = 0, it followsf (x 0 ; 0) = g (x 0 ) : Next r' ~ (x; s) ; s ds < 0 at x n =f (x 0 ; t); where we used (3.5), (2.11); consequently, F t x 0 ;f (x 0 ; t) ; t < 0: Since, by (3.9), (D n F)f t (x 0 ; t) + F t x 0 ;f (x 0 ; t) ; t = 0; (3.11) it follows (using also (3.8)) thatf t > 0: Finally, sincef (x 0 ; 0) = g (x 0 ) 1 ? 2 0 ; we obtain g (x 0 ) f (x 0 ; t) 1 ? 0 .
The assertion (b) can be veri ed as follows. Since F x 0 ;f (x 0 ; t); t 0 and F (x 0 ; x n ; t) is strictly monotone increasing in x n ; it follows that F (x 0 ; x n ; ; t) > 0 if x n >f (x 0 ; t) : Hence, by (3.7), n (x; t) > g ~ 0 if x n >f (x 0 ; t) :
It remains to show that~ n (x; t) 1 in the setf (x 0 ; t) < x n < 1: Suppose this is not true. Then we can nd a point (x 0 ; t 0 ) such thatf (x 00 ; t 0 ) x 0 n < 1;~ n (x 0 ; t 0 ) = 1 and~ n (x 0 ; t) 1 for t t 0 : From (3.6), We now show (c). By (b),~ (x; t) 2 iff (x 0 ; t) x n 1; and thereforê ' ~ (x; t); t = ' ~ (x; t) ; t : Hence for any x 2 ;~ (x; t) is a solution of (2.2) for t < min t (x) ; T ; wheret (x) is the largest number less that T such thatf x 0 ;t (x) x n : Suppose that ' is another extension of ': Then by the above procedure we can dene ; f and F corresponding to '. By (b), we know that (x; t) solves (2.2) for t < min t (x) ; T : By uniqueness of the solution to (2.2) (for xed x), we then obtaiñ (x; t) = (x; t) for t < min t (x) ; t (x) : It follows (from (3.7)) that F (x 0 ; x n ; t) = F (x 0 ; x n ; t) for t min t (x) ; t(x) and, since the solution to F (x 0 ; x n ; t) = 0 is unique, f (x 0 ; t) = f (x 0 ; t) : We thus conclude that~ is independent of the extension of ':
Step 5. To prove that A maps K ( ; T) into itself (for small T and large ), we need to estimate the C 1+ -norms of~ andf . Using the method in 3], we can show that ~ ( ; t) C 1+ + ~ t ( ; t) C 1+ 0 C 1+ + tC ( ; M) (3.12) for 0 t T; where C ( ; M) depends on the initial data and on ; M. By (3.6), (3.10), (3.11) and C 1+ estimates of~ t in (3.12), we also have r~ ( ; t) ? I n L 1 tC ( ; M) ; f t ( ; t) C C 0 + tC ( ; M) ;
where the constant C 0 depends only on the initial data. The rst inequality implies r~ ?1 ( ; t) L 1 tC ( ; M) (1 ? tC) ?1 : Since also (x; 0) = x; if we choose large enough and T su cient small (depending on and M;) then ~ ;f 2 K ( ; T):
Having constructed the mapping A, we now de ne successively Proof of Theorem 2.1.
For simplicity, we consider only the case 0 = 0 and 0 1=2 ( 0 as in (2.10)). 
Since the solution ( ; f) is the xed point of the mapping A de ned in the proof of A continuity argument then completes the proof of Theorem 2.1. Remark 3.1. One can see from the proof that M 1 in the Lemma 3.1 can be any number large than C 1 C ?1 2 ; where C 1 and C 2 are obtained from certain elliptic a priori estimates and depend also on the geometry; the dependence can be made more speci c by looking carefully into the proofs of these a priori estimates. In the case that Physically, the nishing time is the moment when some particles situated initially on the top boundary of the region have travelled all the way to the workpiece. No more paint is deposited on some parts of the workpiece after that time. Remark 3.2. In general a solution may not exist for long time. For systems in the whole space, there are examples (see 3, Theorem 7.1]) of initial data for which the solutions do not exist beyond a nite time T 0 ; due to the fact that Jacobian J ( ) degenerate as t ! T 0 . For the special geometry of the present paper, non-existence may result also from the loss of the C 1+ regularity of f: In addition, near the nishing time T; the thickness of t may vary sharply and this would further speed up development of singularities through the deterioration of C 2+ norm the potential ' 1 in (3.1). It is not clear whether a singularity would occur before the nishing time. In some special cases, existence of solutions until \very close" to the nishing time can be proved, as will be seen in the next three sections. For general initial data, we have the following estimates for the nishing time for large M: Notice that the function ' 2 from (3.2) depends only on g (which determines the domain ). In the case g = 0; ' 2 (x) = x n and, consequently, (3.24) holds. We shall see in x4 that in that case, the solution exists exactly up to the nishing time extended to the cases where P 0 and 0 do not have compact supports. We shall be interested in global solutions, that is, solutions that exist until time T when all the particles have migrated to ? 0 ; i.e., P (x; T) = 0: We rst restrict our attention to axially symmetric data, i.e., P 0 (x) = P 0 (x n ) ; g (x 0 ) = 0 (4.1) and 0 (x) = (0; :::; 0; b n x n ) ; b n 0; (4.2) in the next section we shall consider a small perturbation of such data. Set 0 = fx 2 R n : 0 < x n < 1g :
Since the data are axially symmetric with respect to x n -axis, we expect that the solution will also be axially symmetric. Thus, we seek a solution in 0 of the form 8 > > > > > < > > > > > :
' (x; t) = ' 1 (x n ; t) + Mx n ;
i (x; t) = x i for 1 i n ? 1; n (x; t) = n (x n ; t) ; f (x 0 ; t) = f (t) where we used the fact that n (f (t) ; t) = 0; here A (t) is a function that will be determined later on. It follows that D n ' 1 (x n ; t) = From (4.6) we have, by di erentiation, D n n (x n ; t) = (1 + b n t) + t 2 2 P 0 (x n ) : (4.8) Substituting this into the right-hand side of (4.7), we nd the following expression for A (t) : To compute n (1; t) we integrating (4.8) (with respect to x n ) and use the fact that n (f (t) ; t) = 0 : n (1; t) = (1 + b n t)(1 ? f (t)) + t 2 From (4.9) and (4.10), one sees that the right-hand side of (4.15) is Lipschitz continuous in f (t) ; f 0 (t) and t: Therefore, by standard ODE theory, equation (4.15) together with the initial conditions f (0) = f 0 (0) = 0 has a unique solution as long as 1 + b n t > 0:
Consider rst the case that b n < 0: If we substitute (4.10) into (4.9) we nd, after some manipulation, that for t ; 
The rst inequality in (4.12) follows since the left-hand side in (4.22) is negative for large M: The second inequality can be proved analogously. Remark 4.1. If P 0 is piecewise continuous then we can extend Theorem 4.1 by establishing existence and uniqueness of a solution f in interval (t i ; t i+1 ) where x = f (t i ) and x = f (t i+1 ) are two adjacent discontinuities of P 0 (x): One can show that f (x) is Lipschitz continuous at t = t i ; and f (t) is continuously di erentiable with f 0 (t) > 0 if t 6 = t i :
We next show that system (4.9){(4.11) is equivalent to system (2.1){(2.7) with the data (4.1) and (4.2). 24 Theorem 4.2. Let (A (t); f (t)) be a solution of (4.9){(4.11) established in Theorem 4.1. Then the functions in (4.3) with ' 1 and n de ned by (4.5) and (4.6) form the unique solution of (2.1){(2.7).
Proof. Actually the only thing that remains to be proved is that 0 n (x n ; t) 1 if f (t n ) x n 1; 0 t T (T = T(M; b n )): (4.23)
To prove it, we di erentiate (4.10) and use (4.14) and (4.20) . It follows that D t n (1; t) 0: Since n (1; 0) = 1 (by (4.10)), we conclude that n (1; t) 1 for t T;
and consequently, since D n n (x n ; t) > 0 (by (4.8)), we have n (x n ; t) 1 and n (x n ; t) 0 if f (t) x n 1 (since n (f (t) ; t) = 0).This completes the proof of (4.23). where " is small, p 0 > 0 is a constant, and h (x 0 ) is a C 2+ function. For simplicity, we assume that " > 0; h (x) 0: By slightly modifying the proof of Theorem 2.1, one can show that there exists a unique solution ( " ; f " ; ' " ) ; for 0 t T for some T > 0 which is independent of ". We shall use the following notations: " = f(x 0 ; x n ) : "h (x 0 ) < x n < 1; x 0 2 R n?1 g; "t = n (x 0 ; x n ) : f " (x 0 ) < x n < 1; x 0 2 R n?1 o ; ? " = f(x 0 ; x n ) : x n = "h (x 0 ) ; x 0 2 R n g; ? "t = f(x 0 ; x n ) : x n = f " (x 0 ) ; x 0 2 R n g; the set " "t is de ned similarly. In this section 0 and ? 0 are understood as " and ? " respectively, for " = 0: To establish global existence, we need the following lemmas.
Lemma 5.1. Let 0 < a < 1; g 1 (x 0 ) 2 C 2+ (R n?1 ) ; g 2 (x 0 ) 2 C 1+ (R n?1 ) ; and b (x 0 ) 2 C 2+ (R n?1 ) : For any " small such that a + k"g 2 k L 1 < 1; set G " = f(x 0 ; x n ) : "g 1 (x 0 ) < x n < a + "g 2 (x 0 )g; G 1 = f(x 0 ; x n ) : "g 1 (x 0 ) < x n < 1g ; G 0 = f(x 0 ; x n ) : 0 < x n < ag:
Suppose u " is a bounded solution of u " = qX G" in G 1 ; (5.2) u " = 0 on x n = 1; u " = b (x 0 ) on x n = "g 1 (x 0 ) ; where q 2 C (G 1 ) : Then there exists a positive constant " 0 (depending on g 1 ; g 2 and a) such that k" 0 g 1 k C 2+ + k" 0 g 2 k C 1+ 1; and for j"j There is actually a di erence between the treatments in 3] and in (5.10). In 3], we break the domain of integration G " into two parts. One part is a ball tangent to the boundary whereas the measure of the remaining part is less than "C: Here we take, instead of a ball, the intersection of G " with a half space that is tangent to @G " at a boundary point; then the remaining region is contained in a strip of width less than "C:
The rest of the estimates are essentially same. From (5.9) and (5.10) it follows that ku " ? u 0 k C 2+ (G"\B 1 ) "C (kqk C + kbk C 2+ ) + C ku " ? u 0 k C 1+ (G") :
Using partition of unity, we get ku " ? u 0 k C 2+ (G") "C (kqk C + kbk C 2+ ) + C ku " ? u 0 k C 1+ (G") ;
and then, by interpolation and (5.7), the estimate (5.4) (in case a = 1=2) follows. For general a > 0; we use the scaling: w " (x) = u " (2ax) : Then w " = 4a 2q XG " in G 1 =2a;
w " = 0 on x n = 1 2a ; w " =b on x n = "g 1 2a ; whereb (x 0 ) = b (2ax 0 ) ;q (x) = q (2ax) ;g 1 (x 0 ) = g 1 (2ax 0 ) ;G " = G " =2a: By the maximum principle,
From the proof of the case a = 1=2; we see that the estimates on the C -norm of the rst two derivatives remain true if we replace the domain G 1 by G 1 = for 1; and the constants C do not depend on : Hence ; at t = T + T; where T is independent of ": By applying Theorem 2.1 once again, we can extend the solution up to 0 t T + 2 T; if " is small enough. Repeating the above procedure a nite number of times, we obtain a solution for 0 t T 0 ? : Note that at each step, we may need to decrease the size of ": However, the length of the time interval is xed, until we reach T 0 ? : 32 6. Asymptotic expansion. In this section, we consider system (2.1){(2.9) with data (5.1), and seek a more precise asymptotic expansion then (5.11), namely f " (x 0 ; t) = f 0 (t) + "f (1) (x 0 ; t) + " 2 f (2) " ; (6.1) " (x; t) = 0 (x; t) + " (1) (x; t) + " 2 (2) " ; (6.2) ' " (x; t) = ' 0 (x; t) + "' (1) ?p 0 H (x; y; t) for 0 < y < 0;2 (1; t) ; 0 for 0;2 (1; t) < y < 1; (6.9) ' (1) (x; y; t) = ?(A(t) + M) h (x) on ? " ; (6.10) ' (1) (x; y; t) = 0 on ? 1 ; (6.11) 33 where A (t) is de ned in (4.9). Furthermore, di erentiating the relation, ";2 (x; f " (x; t) ; t) = "h (x) ";1 (x; f " (x; t); t) with respect to " and taking " = 0; we get D y 0;2 (f 0 (t) ; t) f (1) (x; t) + (1) (x; f 0 (t) ; t) = h (x) :
Since, by (4.25), D y 0;2 (y; t) = Q (t) ?1 ; we conclude that f (1) (x; t) = h (x) ? (1) (x; f 0 (t) ; t) Q (t) :
(6.12)
We have thus formally obtained a linearized system (6.5){(6.12). We shall prove that this system has a unique solution and that the asymptotic formulas (6.1){(6.3) hold with f (2) " ; (2) " ; ' (2) " bounded. Note that f (1) does not appear in the system (6.5){(6.11) and, once the system is solved, we can express f (1) in terms of (1) by the formula (6.12).
Theorem 6.1. Let ( 0 ; f 0 ) be the solution (4.25){(4.28) for 0 t T 0 such that f 0 (T 0 ) = 1. Then there exists a unique solution (1) ; f (1) of (6.5){(6.11) for 0 t < T 0 : Furthermore, (1) and D t (1) can be continuously extended to 0 0; T 0 ); and (1) ( ; ; t); D t (1) ( ; ; t) belong to C 1+ ( 0 ) :
Proof. We rst x a T 1 < T 0 and derive a priori estimates. Clearly, 0;2 (1; t) = Q (t) Di erentiating (6.6) and (6.7) in the spatial variables and using the above estimate, we obtain, by Gronwall's inequality, r (1) C ( t) + r (1) t C ( t) C; (6.13) where C depends on T 1 ; 0;2 (1; t) ; A (t) and M:
We now proceed to prove existence for a small time interval 0 t T 2 : For any (1) ( ; ; t) 2 C 1+ ( t ), 0 t T 2 T 1 such that (1) and D t (1) are continuous in (x; y; t), we de ne H by (6.5) and ' (1) by (6.9){(6.11). Substituting (1) and ' (1) into the right-hand sides of (6.6) and (6.7), we solve the left-hand sides by integration, using the initial condition (6.8); we denote the solution by^ (1) = ^ (1) 1 ;^
2 : By Lemma 5.1 (and the derivation of (6.13)), it is easily seen that the mapping (1) 7 !^ (1) is contraction if T 2 is small. Therefore there exists a unique xed point, which is then a solution of the linearized problem (6.5){(6.11) for 0 t T 2 : Using (6.13), we can further extend the solution to 0 t T 2 + with depending only on the constant C on the right-hand side of (6.13). By a step-by-step argument, the solution can be extended up to t = T 1 : Uniqueness can be proved in the same way as in Theorem 2.1. Since T 1 can be chosen arbitrarily close to T 0 ; the theorem follows.
Remark 6.1. By applying Lemma 5.1 to ' x , we deduce that if q 2 C 1+ ; b 2 C 3+ ; then ' 2 C 3+
In Theorem 5.3 we have established existence of a uniqueness solution ( " ; f " ; ' " ) for (2.1){(2.9) for 0 t T " , where T " T 0 ; T " ! T 0 as " ! 0: We next wish to justify that the formal expansions (6.1){(6.3). It will be convenient to correspond " ; 0 and (1) to " ; 0 and (1) as in (2.13). Theorem 6.2. Let ( " ; f " ; ' " ) be a solution of system (2.1){(2.9) with data (5.1) in 0 t T " . Then there exists a constant C such that for 0 t T " f " ? f 0 + "f (1) C 1+ C" 2 ; (6.14) Proof. For simplicity, we assume that both " and (1) are de ned in " "t : Then (6.15) is equivalent to " ? 0 + " (1) C 1+ ( " "t ) C" 2 : (6.16) In "t ; (2) " satis es " ; 36 we obtain (using the regularity of ' 0 in Remark 6.1) krI 2 ( ; t)k L 1 ( "t) C" 2 r (2) " ( ; t) L 1 ( "t) + 1 ; krI 2 ( ; t)k C ( "t)
C" 2 (2) " ( ; t) C 1+ ( "t) + 1 :
Using these estimates in (6.19) and (6.20), we nd that where C depends on k " ( ; t)k C 1+ ( "t) . Substituting (6.3) into (2.1) and using (6.9), one sees that ' (2) 
