Concrete mix design is a process based on sound technical principles for proportioning of ingredients in right quantities. This paper demonstrates the applicability of Artificial Neural Networks (ANN) Model for approximate proportioning of concrete mixes. For ANN a trained back propagation neural network is integrated in the model to learn experimental data pertaining to predict 7, 14 and 28-day compressive strength which have been loaded into a model, containing 55 concrete mixtures. The ANN model proposed is based on 5 input parameters such as cement, sand, coarse aggregate, and water and fineness modulus. The proposed concrete mix proportion design is expected to reduce the number of trials in laboratory as well as field, saves cost of material as well as labor and also saves time as it provides higher accuracy. The concrete designed is expected to have higher durability and hence is economical.
INtroDUCtIoN

C
oncrete is the most widely used construction material because of its flowability in most complicated form i.e. its ability to take any shape while wet, and its strength development characteristics when it hardens. Concrete production is a complex process that involves the effect of several processing parameters on the quality control of concrete pertaining to workability, strength etc. These parameters are all effective in producing a single strength quantity of compressive strength.
Artificial intelligence has proven its capability in simulating and predicting the behaviour of the different physical phenomena in most of the engineering fields. Artificial intelligence is receiving greater attention from the building industry to aid in the decision-making process in areas such as diagnostics, design, and repair and rehabilitation. In civil engineering, design of concrete mix is difficult and sensitive. The classical way for the determination of concrete mix design is based on uncertainty and depends on expert ideas.
Concrete is essentially a mixture which comprises of paste and aggregates. In concrete mix design and quality control, the uniaxial compressive strength of concrete is considered as the most valuable property, which in turn is influenced by a number of factors. The concrete mix design is based on the principles of workability of fresh concrete, desired strength and durability of hardened concrete which in turn is governed by water-cement ratio law. The strength of the concrete is determined by the characteristics of the mortar, coarse aggregate, and the interface. For the same quality mortar, different types of coarse aggregate with different shape, texture, mineralogy, and strength may result in different concrete strengths. There are various types of mixes such as nominal mix, standard mix and design mix. Nominal mixes are mixes of fixed cement-aggregate ratio which ensures adequate strength. However, due to the variability of mix ingredients the nominal concrete for a given workability varies widely in strength. The nominal mixes of fixed cement-aggregate ratio (by volume) vary widely in strength and may result in under-or over-rich mixes. For this reason, the minimum compressive strength has been included in many specifications. These mixes are termed standard mixes. In designed mixes the performance of the concrete is specified by the designer but the mix proportions are determined by the producer of concrete, except that the minimum cement content can be laid down. The common method of expressing the proportions of ingredients of a concrete mix is in the terms of parts or ratios of cement, fine and coarse aggregates. For e.g., a concrete mix of proportions 1:2:4 means that cement, fine and coarse aggregate are in the ratio 1:2:4 or the mix contains one part of cement, two parts of fine aggregate and four parts of coarse aggregate. The proportions are either by volume or by mass which provides two design methods. The concrete mix design can be carried out using IS standard code or US system of units. The tests for compressive strength are generally carried out at about 7, 14 or 28 days from the date of placing the concrete. The testing at 28-days is standard and therefore essential and at other ages can be carried out, if necessary.
ANNs have been applied to many civil engineering applications with some degree of success. ANNs have been applied to geotechnical problem like prediction of settlement of shallow foundations [1] . Many researchers have used ANN in structural engineering developing various neural network models [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] .
Artificial Neural Network (ANN)
Neural networks are networks of many simple processes, which are called units, nodes, or neurons, with dense parallel interconnections. The connections between the neurons are called synapses. Each neuron receives weighted inputs from other neurons and communicates its outputs to other neurons by using an activation function. Thus, information is represented by massive cross-weighted interconnections. Neural networks might be single-or multi layered. The singlelayer neural networks present processing units of the neural networks, which take input from the outside of the networks and transmit their output to the outside of the networks; otherwise, the neural networks are considered multi layered. The basic methodology of neural networks consists of three processes: Network training, testing, and implementation. The connection weights of the neural network are adjusted through the training process, while the training effect is referred to as learning. Training of neural networks usually involves modifying connection weights by means of a learning rule. The learning process is done by giving weights and biases computed from a set of training data or by adjusting the weights according to a certain condition. In other words, neural networks learn from examples and exhibit some capability for generalization beyond the training data. Then, other testing data are used to check the generalization. The initial weights and biases joining nodes of an input layer, hidden layers, and an output layer are commonly assigned randomly. The weights and biases are changed for the output of networks to match required data values. As input data are passed through hidden layers, sigmoidal activation functions are generally used. During the training procedure, the data are selected uniformly. A specific pass is completed when all data sets have been processed. Generally, several passes are required to attain a desired level of estimation accuracy. The final sets of weights and biases comprise the long-term memory, or synapses, of respective events. Consequently, learning corresponds to determining the weights and biases associated with the connections in the networks. The backpropagation networks were used in this study. The learning mechanism of the back-propagation networks is a generalized delta rule that performs a gradient descent on the error space to minimize the total error between the actual calculated values and the desired ones of an output layer during modification of connection weights. In other words, a least mean square procedure is carried out to find the values of the connection weights that minimize the error function by using a gradient descent method.
Artificial neural networks (ANNs) are multi-layered, data driven, trainable systems. They have been successfully used to predict various concrete properties. Their prediction ability, however, depends, to a large extent, on the completeness and accuracy of the experimental database used in the training process. The multi-layer perceptron networks (MLP) are the most widely used ANNs in engineering applications due to their ability to implement nonlinear transformations for functional approximation problems and to map a given input(s) into a desired output(s). The main objective in building an ANNbased model is to train a specific network architecture using a comprehensive database to search for an optimum set of weights (connection strengths between its processing units) for which the trained ANN can predict accurate values of outputs for a given set of inputs from within the range of the training data. A neural network model requires no functional relationship among the variables, as is the case with most of other regression analysis techniques. A neural network based modelling algorithm requires setting up of different learning parameters (like learning rate, momentum), the optimal number of nodes in the hidden layer and the number of hidden layers so as to have a less complex network with a relatively better generalization capability.
The use of ANN offers the following useful properties and capabilities:
Uniformity of analysis and design • In this study, multilayer perceptron (MLP): a feed forward artificial neural network model is implemented. A large test database has been extensively surveyed and collected. It is then carefully examined to establish the input vectors and the desired output vectors. Finally, a new model is proposed based on ANN and then verified against experimental data which has been collected from different sources.
Materials used and Database
The main ingredients are given below which form a part of the input data along with fineness modulus:
The success of the model to predict the 7, 14 and 28-days compressive strength depends upon the magnitude of the training data. A database of about 55 mixes was retrieved from various literatures to predict the results from ANN models. The predicted results obtained from neural network were compared with the experimental values obtained experimentally. The training of ANNs was carried out using pair of input vector and output vector. The complete list of data is given in the Table 1 for the inputs and Table 2 for the actual outputs. The ranges for the various parameters for ANN modeling have been listed in Table 3 . 
Application of ANN
The multilayer perceptron approach has been used for developing of model. In the study the neural network is using back propagation training algorithm in this study. Back propagation is common method of training artificial neural networks so as to minimize the objective function. It is a supervised learning method and a generalization of the Delta rule. The activation function used is the log-sigmoidal function. A sigmoid curve is produced by a mathematical function having an "S" shape. Often, sigmoid function refers to the special case of the logistic function shown below ( Fig. 1) and defined by the formula:
The procedure for determining the output from the inputs is as given: 1. Sum up weighted inputs, i.e. IN Nodj = ∑ (Wij xi) i=1 Where; Nodj is summation for jth-hidden node, IN is total number of input nodes, Wij is connection weight ith input and jth hidden node, xi is normalized input at ith input node.
2. Transform the weighted input: Outj = 1 / (1+ e -Nodj ) Where; Outj is output from jth hidden node.
3. Sum up the hidden node outputs: HN Nodk = ∑ (Wjk Outj)k j=1 Where; Nodk is summation for kth output node, HN is total number of hidden nodes, Wjk is connection weight between jth hidden and kth output node. Back propagation method of training of ANN has been done. From a desired output, the network learns from many inputs. It is a supervised learning method, and is a generalization of the delta rule. The learning rate is a common parameter in many of the learning algorithms, and affects the speed at which the ANN arrives at the minimum solution. In back propagation, the learning rate is analogous to the step-size parameter from the gradient-descent algorithm. The momentum parameter is used to prevent the system from converging to a local minimum or saddle point. A high momentum parameter can also help to increase the speed of convergence of the system. The values of learning rate (L) and momentum (M) used in the study are 0.2 and 0.1 respectively. The training time (T) for each network is 400.
The normalization of the data had been done by using the software WEKA used in carrying out the ANN analysis. In the pre-process, the minimum, maximum, mean and standard deviation for each feature is computed and used in the sigmoidal function transformation. This maintains the resolution of most values that are within a standard deviation of the mean. Thus, it puts the normalized data in a range of 0 to 1. The cross-validation technique with 20 folds has been carried out which is a standard tool in analytics and is an important feature for helping one developed and fine-tune the data mining models.
results and Analysis
The acceptance or rejection of the model developed is determined by its ability to predict the 7, 14 and 28 days compressive strength of concrete mix used. The correlation coefficient (Cc),, root mean square error (RMSE), and mean absolute error (MAE) is used to judge the performance of the neural network approach in predicting the results. Since the neural networks are trained on actual test data, they are trained to deal with inherent noisy or imprecise data. As new data become available, the neural network model can be readily updated by retraining with patterns which include these new data. Table 4 give the actual, predicted values along with error for 7, 14 and 28 days compressive strength. Table 5 gives the summary of Correlation Coefficient, Mean Absolute Error and Root Mean Square Error obtained to predict the 7, 14 and 28 days compressive strength. To compare the performance of models, graphs between actual and predicted strengths are plotted as shown in Figures 2, 3 and 4 The results suggest that most of the points are lying within ±10% of the line of perfect agreement, which suggest that neural network, can effectively be used to predict the strengths. 
CoNCLUSIoNS
Concrete is a highly complex material, and prediction of the accurate compressive strength of concrete is quite a difficult task to model. The proposed ANN Artificial intelligence models will save time, reduce the waste of material and the design cost. In the study, Artificial intelligence controller was proposed for determination of the Compressive strengths at various ages 7, 14 and 28 days. The graphs show a marginal difference between the actual and predicted values. This difference is acceptable as the method is approximate. From the end user (engineers) point of view, outcome of the model is significant on following counts; it provides a way to capture inherent vagueness in the design. It offers flexibility for the mix design expert to decide appropriate value for parameters like 7, 14 and 28 compressive strength. Successful prediction of the outputs was done by all the methods, which indicated that ANN could be useful modeling tool for engineers and research scientists in the area of cement and concrete.
The correlation coefficients (Cc) for 7, 14 and 28 days is 0.8926, 0.8540 and 0.8787 respectively. The ANN model helps to capture experimental data and to use it expeditiously during the design of fresh batches of trial mixes. The analysis demonstrates the feasibility of using neural networks for capturing non-linear interactions between various parameters in complex civil engineering systems. Thus, it can be concluded that the application of ANN is more user-friendly and more explicit model can be made which help the concrete industry to avoid the risk of faulty or deficient concrete that often entails durability and safety problems.
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