Abstract. GPS Speed Measurement, just like position measurement, is a very widely-applied field. GPS can not only determine the real-time location of carriers in motion, but also determine the instantaneous speed of carriers . Therefore, at present, GPS speed measurement is also very widely applied. In view of the disadvantage that the present common filtering algorithm cannot track targets precisely and efficiently, a finite-difference extended Kalman filter (FDEKF) algorithm is presented to be used in GPS tracking in the reentry stage. This algorithm obtains priori and posteriori error covariance matrices using finite-difference operation, avoids nonlinear function derivation operation and the calculation of Jacobian matrix and Hessian matrix, reduces difficulty in calculation, enlarges the range of application and enhances the convergence of filtering process. The filtering accuracy is significantly improved.
Introduction
GPS speed measurement is a branch of GPS system application. When a GPS system is determining the instantaneous position of carriers, it can also determine the instantaneous speed of carriers.
The basic principle of GPS satellite positioning is to determine the point location, using ranging intersection in geomatics, i.e., to intersect the spatial position of satellite in the satellite navigation and positioning system, from more than three known ground points, and then intersect the position of unknown ground points from more than three spatial positions known to the satellite [1] . The GPS satellite launches ranging signals and navigation messages. Navigation messages contain the location information of satellite. When a ground user's GPS receiver receive signals from more than three GPS satellites at a certain moment simultaneously, it measures the distance between the observation station (the user's location) and more than three GPS satellites and solves the spatial coordinates of GPS satellites at this moment. Thereby, the location of the observation station is solved, using distance intersection.
GPS speed measurement obtains GPS signals from a GPS receiver installed on a carrier in motion and gets its speed. Although the running speeds of all carriers in motion are different, whether they are in uniform motion or not, as long as GPS signal receivers are installed on carriers, their running speed can be measured in real time. GPS receivers obtain three observed values: pseudorange, carrier phase and Doppler shift. Among them, pseudorange and carrier phase are mostly used in GPS positioning, while the observation accuracy of Doppler shift depends on the types of receivers, primarily used for speed measurement.
Currently, federated filtering algorithm and centralized filtering algorithm are commonly used in navigation. Federated filtering algorithm is used to set Kalman filter in a GPS receiver. It is a special kind of decentralized Kalman filter. Since a decentralized Kalman filter fuses positioning solutions output from a GPS receiver with DR data, it is still subject to non-model errors produced by Kalman filter in the GPS receiver [2] ,his paper presents finite-difference extended Kalman filter (FDEKF) algorithm, calculates the partial derivative operation of non-linear function in FDEKF algorithm using finite difference and improve the precision of GPS speed measurement (2) The state estimate and corresponding error covariance matrix at the moment 1
Where k F is the Jacobian matrix of nonlinear function ( ) k k f X . Take the value derived from the state estimate of the previous moment
The measurement forecast is:
The Kalman gain is:
(5) Define the state estimate and its error covariance matrix at the moment 1 k  till all measurements at the moment 1 k  as:
Finite-difference Extended Kalman Filter Algorithm
The idea of finite difference was first put forward by Schei. The theoretical basis of this algorithm is to calculate the partial derivative of nonlinear functions, using the technique of polynomial approximation and first-order central difference. It has the ability of second-order nonlinear approximation. Assume that the nonlinear function ( ) y f x  , then its second-order finite central difference at x x  can be expanded as:
From Comparison Expressions (4) and (5), it can be seen that the first 3 terms in the right of Expression (5) are the same as the second-order Taylor expansion. The last 2 terms are corresponding to high-order terms. Their precisions are controlled by h . Obviously, the precision of expansion derived from central difference, instead of first and second-order derivatives is higher than that of general second-order Taylor series and fit for different nonlinear functions. The one-step implementation process of FDEKF is as follows [3] .
(1) The filter initialization is the same as EKF. Introduce the Cholesky decomposition of the following four matrices:
(3) Forecast error covariance matrix: First of all, using first-order central difference, calculate the Cholesky decomposition of forecast error covariance matrix approximately as follows:
Where h is the adjustment coefficient of steps. Assume
approximately (this is the optimal for Gaussian distribution). (4) The measurement forecast is:
The filter gain is:
The filter estimate and estimate error covariance matrix are:
10) (6) The Choleskey decomposition of estimate error is:
Calculation and Analysis
The FDEKF algorithm in this paper is compared with EKF and UKF algorithms, respectively. The root-mean-square errors of their locations and speeds (represented as P E and V E respectively) are shown in Figures 1 and 2 . The average root-mean-square errors (represented as P E and V E respectively) and the average calculation time are shown in Table 1 . Figure 6 , it can be seen that clock errors mostly fall into the interval between -60ns and -80ns, suggesting that this receiver clock has good stability. The final convergence values of coordinates are shown in Table 3 . 
Conclusion
Through an analysis of experimental data in this paper and calculation results of filter clock error, the clock error situation is the same as before filter. But the jump range of curve is greatly reduced, which demonstrates that this FDEKF approach is effective. It can improve the precision of GPS timing and achieve the purpose of accurate speed measurement.
In the calculation process of Kaman filter, it is necessary to pay attention to the selection of value in dynamic noise correlation matrix. If the value of g is small, then the convergence speed is low. If the value of g is large, then the variance of estimate error will increase. Therefore, the value of g should be based on actual situation. In order to avoid filtering divergence, an adaptive filtering algorithm can be used.
