A Neural Network Model for the Development of Simple and Complex Cell Receptive Fields Within Cortical Maps of Orientation and Ocular Dominance by Olson, Steven J. & Grossberg, Stephen
Boston University
OpenBU http://open.bu.edu
Cognitive & Neural Systems CAS/CNS Technical Reports
1996-08
A Neural Network Model for the
Development of Simple and
Complex Cell Receptive Fields
Within Cortical Maps of Orientation
and Ocular Dominance
https://hdl.handle.net/2144/2320
Boston University
A NEURAL NETWORK MODEL FOR THE DEVELOPMENT 
OF SIMPLE AND COMPLEX CELL RECEPTIVE FIELDS WITHIN 
CORTICAL MAPS OF ORIENTATION AND OCULAR DOMINANCE 
Steven J. Olson and Stephen Grossberg 
August 1996 
Revised November 1997 
Technical Report CAS/CNS-96-021 
Permission to copy without fcc all or part of this material is granted provided that: 1. The copies arc not 
made or distributed for direct commercial advantage; 2. the report title, author, document number, <md 
release date appear, and notice is given that copying is by permission of the BOSTON UNIVERSITY 
CENTER FOR ADAPTIVE SYSTEMS AND DEPARTMENT OF COGNITIVE AND NEURAL 
SYSTEMS. To copy otherwise, or to republish, requires a fee and I or special permission. 
Copyright © I 996 
Boston University Center for Adaptive Systems and 
Department of Cognitive and Neural Systems 
677 Beacon Street 
Boston, MA 02215 
A Neural Network Model for the Development of 
Simple and Complex Cell Receptive Fields 
Within Cortical Maps of Orientation and Ocular Dominance 
Steven J. Olson1 and Stephen Grossberg2 
Department of Cognitive and Neural Systems 
and 
Center for Adaptive Systems3 
Boston University 
August 1996 
Revised November 1997 
Technical Report CAS/CNS-TR-96-021 
Boston, MA: Boston University 
Running Title: Development of Visual Cortical Maps 
corresponding author: 
Professor Stephen Grossberg 
Department of Cognitive and Neural Systems 
Boston University 
677 Beacon Street 
Boston, MA 02215 
617-353-7858 FAX 617-353-7755 steve@cns.bu.edu 
l. Supported in part by the Air Force Offlce of Scientific Research (AFOSR F49620-92-J-
0334), British Petroleum (BP 89A-1204), the National Science Foundation (NSF IRI-90-
24877), and the Office of Naval Research (ONR N00014-91-J-4100). 
2. Supported in part by the Defense Advanced Research Projects Agency and the Office of 
Naval Research (ONR N00014-91-J-4100 and ONR N00014-95-1-0409). 
3. Acknowledgments: Thanks to Diana J. Meyers for her valuable assistance in the prepa-
ration of the manuscript. 
ABSTRACT 
Prenatal development of the primary visual cortex leads to simple cells with spatially distinct and 
oriented ON and OFF subregions. These simple cells are organized into spatial maps of orienta-
tion and ocular dominance that exhibit singularities, fractures, and linear zones. On a finer spatial 
scale, simple cells occur that are sensitive to similar orientations but opposite contrast polarities, 
and exhibit both even-symmetric and odd-symmetric receptive fields. Pooling of outputs from 
oppositely polarized simple cells leads to complex cells that respond to both contrast polarities. A 
neural network model is described which simulates how simple and complex cells self-organize 
starting from unsegregated and unoriented geniculocortical inputs during prenatal development. 
Neighboring simple cells that are sensitive to opposite contrast polarities develop from a combi-
nation of spatially short-range inhibition and high-gain recurrent habituative excitation between 
cells that obey membrane equations. Habituation, or depression, of synapses controls reset of cell 
activations both through enhanced ON responses and OFF antagonistic rebounds. Orientation and 
ocular dominance maps form when high-gain medium-range recurrent excitation and long-range 
inhibition interact with the short-range mechanisms. The resulting structure clarifies how simple 
and complex cells contribute to perceptual processes such as texture segregation and perceptual 
groupmg. 
Key Words: development, self-organization, visual cortex, VI, lateral geniculate nucleus, simple 
cell, complex cell, cortical map, ocular dominance column, orientation column, orientation tun-
ing, neural network 
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1. Introduction: Development of Cortical Orientation and Ocular Dominance 
Maps with Oppositely Polarized Simple Cells. 
Development of the primary visual cortex prior to visual experience produces orientationally 
tuned cortical neurons, classifiable according to the criteria of Hubel and Wiesel ( 1962) as either 
simple or complex; after several weeks of visual experience these cortical cells evolve adult 
responsivity (Hubel and Wiesel, 1974; DeAngelis eta!., 1993; Ghose eta!., 1994). The prenatal 
segregation of geniculocortical afferents into ocular dominance columns also occurs indepen-
dently of visual experience (Horton and Hocking, 1996). Monocular, but not binocular, depriva-
tion during the first few weeks of visual experience can lead to drastic changes in the arrangement 
of ocular dominance patches (Hubel eta!., 1977), but these changes may be blocked by the elimi-
nation of neural activity (Stryker and Harris, 1986), suggesting that an activity-dependent process 
is responsible for the development of ocular dominance. 
Adult cortical cells are arranged into vertical columns with similar orientation tuning and 
ocular dominance, and these columns are arranged into smoothly changing two-dimensional maps 
of orientation and ocular dominance (Hubel and Wiesel, 1962, 1963, 1968). The cortical map of 
orientation is arranged in swirling patterns around orientation centers in both cats (Bonhoeffer 
and Grinvald, 1991; Grinvald eta!., 1994) and monkeys (Blasdel and Salama, 1986; 
Blasdel, 1992b), but the patchy pattern of ocular dominance in cats (LeVay eta!., 1978; Lowe! 
and Singer, 1987; Anderson el a!., 1988; Uiwel eta!., 1988) differs somewhat from the stripe-like 
pattern in monkeys (LeVay eta!., 1975; Hubel eta!., 1977; Bubel eta!., 1978; LeVay eta!., 1985; 
Blasdel, 1992a, b; Obermayer and Blasdel, 1993). In both species these patterns are evident at a 
spatial scale of about l mm. 
At a much smaller spatial scale, nearby cortical simple cells tend to exhibit opposite spa-
tial phase (Pollen and Ronner, 1981 ), and these cells may be connected by functionally inhibitory 
connections (Palmer and Davis, I 98 I; DeAngelis eta!., 1991; Liu eta!., 1992). The proposed 
arrangement of simple cells with complementary ON and OFF zones into mutually inhibitory 
pairs helps to explain the source of local intracortical inhibition which provides functional antag-
onism between ON and OFF zones in simple cell receptive fields (Bubel and Wiesel, 1962). This 
complementary representation also helps to explain the robust expression of orientation tuning 
following blockade of ON retinal ganglion cells by the application of APB (Schiller, 1982). These 
facts arc summarized well by models in which ON and OFF geniculate affcrents synapse onto 
pairs of mutually inhibitory simple cells (e.g. Shulz et al., 1993; Gove eta!., 1995). 
Complex cells also respond to oriented stimuli, but do not have well segregated ON and 
OFF receptive field subregions. Complex cells are found in almost every layer of V 1 
(Gilbert, 1977), and are important components of cortical models of visual perception (e.g., 
Grossberg and Mingolla, 1985a, b). Several models of how individual complex cells achieve their 
orientation tuning without segregated ON and OFF regions have been described, each of which 
pools simple cell responses with differing spatial phases at a single complex cell (Grossberg and 
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Mingolla, 1985a, b; Spitzer and Hochstein, 1985; Emerson ct a!., 1992; Jacobson eta!., 1993; 
Gove eta!., 1995). 
2. Some Previous Map Development Models 
A number of theoretical models demonstrate how simple cell response characteristics and 
global maps can be simultaneously self-organized by local processes. One of the earliest models 
showed how a neural network with weights modified by an associative learning rule can produce 
orientation tuning when presented with oriented inputs (von der Malsburg, 1973; 
Grossberg, 1976b). Linsker (1986a, b, c) subsequently demonstrated the self-organization of ori-
entationally tuned without oriented inputs. Other modeling work has shown how ocular domi-
nance maps can arise from uncorrelated inputs (Swindale, 1980; Kohonen, 1982, 1989; Miller 
eta!., 1989; Rojer and Schwartz, 1989, 1990), how maps of orientation can form 
(Swindale, 1982), how maps of orientation and ocular dominance may develop simultaneously 
(Durbin and Mitchison, 1990; Obennayer eta!., 1990; Obennayer eta!., 1992; Sirosh and 
Miikkulainen, 1994; Swindale, 1992), and how the development of orientationally tuned simple 
cells and their arrangement into cortical maps may progress synchronously (Miller, 1992, 1994). 
Each of these models computes its maps with somewhat different equations. Some models, for 
example, focus on the learning that alters neural connections without modeling the dynamics of 
the cells themselves; e.g. Miller ( 1992, 1994). The fact that all of these models realize three com-
putational principles (Grossberg and Olson, 1994)- a source of noise, a band pass filter, and nor-
malization across all feature dimensions - clarifies what all these different models have in 
common from a computational viewpoint. These three factors arc sufficient to generate cortical 
maps which exhibit the singularities, fractures, and linear zones that arc found in vivo 
(Blasdel, 1992a, b). 
3. Self-Organizing Cortical Maps and The Triple-0 Map 
A neural network model is described here that builds upon these earlier developmental 
models. The model was first presented in Olson and Grossberg ( 1996).This model demonstrates 
the self-organization of cortical maps of ocular dominance and orientation, while simultaneously 
developing neighboring oricntationally tuned simple cells that arc sensitive to opposite contrast 
polarities, and that exhibit either even-symmetric or odd-symmetric receptive fields. As shown 
below, these paired simple cells provide a natural explanation for such facts as how subcortical 
application of APB influences cortical orientation tuning and how cortical complex cells come to 
pool signals from oppositely polarized simple cells within a developing cortical map. 
This model is generically called a Self-Organizing Cortical Map, or SOCM. In order to 
distinguish this SOCM from previous ones, it may be called a Trip le-O Map model after its ability 
to self-organize Orientation, Ocular dominance, and Opponent contrast cells in a map. Previous 
models, which develop one or two of the first properties, are thus Singlc-0 or Double-0 Map 
models. 
In order to achieve these results, the dynamics of both cortical cells and their intercellular 
interactions need to be explicitly modeled. In particular, the model starts with arrays of spatially 
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contiguous opponent cortical cells for which offset of activity in one cell (or cell population) of a 
pair can lead to a transient antagonistic rebound of activity in the opponent cell (or cell popula-
tion) of the pair. When embedded in a model whose dynamics realize the three computational 
properties listed above, these opponent cells develop into simple cells with similar orientation tun-
ing but sensitivity to opposite contrast polarities. 
CONTRA 
LATERAl 
IPSI-
LATERAl 
RETINA LGN SIMPLE COMPLEX 
Figure 1. Model Overview: Inputs to the two eyes project forward to ON and OFF 
cells in the LGN. ON and OFF LGN cells from both eyes converge on cortical simple 
cells, which are arranged into mutually inhibitory pairs. The simple cells in turn 
project forward to complex cells. Model complex cells thus derive their orientation 
tuning from the underlying simple cells 
As sketched in Figure I, the model also needs to simulate the processing performed at ear-
lier stages in the visual pathway, most notably the relevant properties of the LGN (Schiller, 1992). 
Retinal signals from the two eyes project forward to ON and OFF cells in the LGN. ON and OFF 
geniculate inputs from both eyes converge onto each cortical simple cell via adaptive pathways. 
Driven by an activity-dependent associative learning rule, segregation of these geniculocortical 
connections are responsible for the development of orientation tuning in the model. 
LGN Preprocessing 
The relevant section of the visual field is represented by a two-dimensional array of inten-
sity values, L +, ranging between 0 and I. Each of the values of this image corresponds roughly 
to the net photoreceptor activity within a small patch of foveal retina. Neural responses in the ret-
ina and in the LGN may be divided into two main groups: ON ( +) cells and OFF (-) cells. Pro-
cessing in the LGN is thus broken into two complementary streams corresponding to the 
representation by ON and OFF LGN cells of the pattern of light on the retina. Activity in each of 
the model ON cells (N+) obey membrane, or shunting, equations (Hodgkin and Huxley, 1952; 
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Grossberg, 1973) with feedforward on-center, off-surround interactions (with positional indices 
suppressed): 
dN+ 
= -~N+ +(I-N+)(a 1G(0'1) *L')-(1 +N+)(a2G(0'2)*L+). (I) dt 
Two-dimensional spatial convolution is indicated by the '*' operator, and the array G( 0') is a 
two-dimensional Gaussian with its peak at the center of the array at (i0, j 0 ) as defined by 
(i- io)2 + (j- io)2 
G( 0', i, j) = e a' (2) 
The convolution operator shifts the center of the Gaussian in the usual way. Without the excitatory 
or inhibitory inputs, the passive decay term, -~N+, causes the activity of each cell to exponen-
tially decay towards 0. Sensitivity to excitatory inputs a 1 G( 0' 1) * L' decreases as the cell's activ-
ity level approaches 1 according to the term (I - N'.), just as sensitivity to inhibitory inputs 
a 2G( 0 2) * L + decreases as the activity approaches -I according to the term (I + N+). The 
behavior of this equation models neural hyperpolarization and depolarization in response to con-
ductance changes. Activity in each model OFF cell (N .. ) responds to the complement of the input 
image 
according to 
dN 
dt 
and 
= 
- + L (j, k) = I - L (j, k) 
(a! G(O'I)- a2G(02)) * L N = ----'---'----=---:::____ __ 
~ + (o:IG(O'I) + a2G(0'2)) * C 
(3) 
(4) 
(5) 
(6) 
The amplitudes of the two Gaussian kernels, G( 0' 1) and G( 0 2) in the above convolutions are 
scaled by a 1 and a 2 so that the volumes under the two surfaces are equal to 1.0. In discrete form, 
o:ILG(O'l)(j, k) 
j, k 
= a 2I, G( 0 2)(j, k) = 1.0 
j, k 
(7) 
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Equations (5) and (6) ensure that activity in the LON field is locally correlated: local cor-
relations in the LON drive the development of local correlations in the receptive fields of down-
stream cortical simple cells. Changing the size of the two kernels changing cr 1 and o-2 alters the 
extents of the on-center/off-surround processing realized by (5) and (6) and results in a corre-
sponding change to the typical size of simple cell sub fields that the model will produce. 
Cells in the LON do not respond at a constant firing frequency to constant patterns of light 
entering the retina. Rather, in response to activating stimuli, LON cells quickly achieve a high fir-
ing rate which then decays over time (Cleland et al., 1971 ). Neither the exact shape of the 
response curve nor the precise timing of the habituation is important for the purposes of these 
simulations, but time dependence of model LON cell responses enables the model to respond 
robustly to new inputs (see below). This habituative property is implemented by multiplying the 
maximal response of each geniculate cell, N+ or N-, by a Gaussian function of time since the 
start of the last pattern presentation, t 1 : 
(/·-fl)2 
-~-,-
lc(t) a; (8) e 
Utilizing such a function, rather than explicitly modeling frequency-dependent habituative LON 
dynamics, helps to reduce the computational load which, as noted below, is considerable. More 
realistic frequency-dependent habituativc processes in the cortex are dynamically modeled using 
diJfercntial equations. 
Weighted Geniculocortical Connections 
Each model simple cell (or cell population) x;(i. k) receives direct connections from only a 
subset of LON ON and OFF cells, as shown in Figure 2. These signals, s' (/, 111) and s·· (1, 1n), are 
copied from a circular region of diameter n 1 of the LON activity patterns, N+ ( u, v) or N- ( u, v) , 
shifted downwards with increasing land to the right with increasing values of 1n 
Each simple cell t;(j, k) has a separate set of synaptic wci~hts w;1k(l, 1n)_ and wijk(l, m) 
through which it filters the LON ON and OFF cell input patterns s (/, m.) and s (l, m). The dot 
products of these weight images and the LON activity patterns arc calculated to determine the 
bottom-up inputs I; to the simple cells, scaled by the time-dependent decay function A.: 
(9) 
Simple Cell Dynamics 
Each simple cell (or cell population) x;(.i, k) obeys a membrane, or shunting, equation and com-
bines bottom-up LON input and recurrent positive feedback from the corresponding simple cell 
Y;C.f, k), as shown in Figure 3. The recurrent excitation is multiplied by a habituating transmitter 
gate z;(.f, k). In all, 
dx I 
dt -A,x; + (B,.- x;)l C);+ E,f(T(y;))z;l (10) 
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CELLS, x;(l,m) 
LGNON (N+) 
ANDOFF(W) 
CELLS 
Figure 2. LGN Input Organization: Each presumptive simple cell x/j,k) receives 
input from a circular region of LGN ON and OFF cells via weighted pathways. Indi-
cesj, k represent the position within the larger LGN images from which input to the 
x units is taken. 
with 
T(y)={yify>O. 
0 otherwise 
(11) 
Each simple cell (or cell population) Y;U, k) receives feeclforward excitation from the corre-
sponding simple cell x;(j, /c) and inhibition from the competing simple cell x 11 (.i, k). This recur-
rent local circuitry is functionally similar to the feed forward model of Shulz et a! ( 1993), and 
accounts for ON and OFF subregion inhibition (Hubcl and Wiesel, 1962), opponency between 
paired simple cells (Palmer and Davis, 1981; Pollen and Ronner, 1981; Liu et al., 1992), and the 
survival of orientation tuning following blockade of activity in the ON afTerents (Schiller, 1982). 
In addition, nonadaptive lateral connections provide short-range distance-dependent excitation 
and longer-range distance-dependent inhibition: 
dyi 
dt = -· A,Y; + (B,- .v;)( C,x; + D 1,a1,G( 0 1) * f(T(y;))) 
where opponent cells are designated by the index h: 
h={Oif1= 
1 if i=O 
The signal functionfin (12) is defined by 
(12) 
( 13) 
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f(y) = (!4) 
. 2 2 . 
.f I + y 
Such sigmoidal signal functions enable the recurrent competitive field in ( 12) to achieve the use-
ful properties of contrast enhancement and noise suppression (Grossberg, 1973), both of which 
are needed for pattern processing in a noisy environment. In the present case, within-channel exci-
tatory connections and between-channel inhibitory connections cause they cells to compute the 
difference of the cortical inputs, / 0 and I 1 , to the two opponent channels. When weights w + and 
w- are random, as they are before learning, these differences are very small and need to be ampli-
fied to enable cortical units are to interact laterally with other cortical cells in such a way as to 
learn a map of orientation and ocular dominance through weight changes (see below). 
s s 
Figure 3. Local Connectivity: A single dipole unit is composed of a pair of input 
cells x;(J,k), feedback cells Y;(J,k), and habituating gates z;(i,k) which is made up 
of two channels, corresponding to units with subscript 0 and to units with sub-
script 1, reS]>ectively. Each simple cell x;(i,k) receives LGN ON(+) and OFF(-) 
signals along weighted pathways. Vertical feedforward excitation (solid arrows) 
within and reciprocal feedforward inhibition (dashed arrows) between the 
channels produce an antagonistic relationship between simple cells. Positional 
indices (j,k) have been dropped. 
The x H y feedback loop amplifies such small input differences. This is accomplished 
through high-gain recurrent connections (with large values of Cv and E.,. relative to the size of the 
input gain, C,, in (I 0) and ( 12)). Similar feedback has been used in models of boundary segmen-
tation (e.g., Gove eta!., 1995) and has been reported in neural measurement of cortical neurons 
(Chung and Ferster, 1997; Douglas eta!., 1995; Stratford eta!., 1996). Once a pattern of activa-
tion is instantiated in the network by high-gain feedback, lower-gain subsequent inputs may be of 
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insufficient magnitude to force the selection of a new pattern. To amplify input differences, the 
gain on the feedback loop needs to be large relative to the bottom-up input gain, but to respond 
efficiently to changing input patterns, the input gain must be large relative to the feedback gain. 
Habituative or Depressing Synapses 
This apparent paradox is resolved by adapting or habituating the feedback gain using a 
habituative transmitter,z;, that gates the feedback signal as in (I 0). This transmitter obeys the 
equation: 
dz; 
dt A,( I- z;)- BJ(T(y;))z; (15) 
(Grossberg, 1969, 1972). When the y cell signal f(T(y;)) is zero, Z; gradually accumulates to a 
maximal value of I via the term A,( I- z;) in (15). However, when Y; is active, z; is inactivated 
via the mass action term BJ(T(y;))z; and reduces the effective gain on the x H y feedback 
loop. The time-dependent decay H(t) of input, as in (9), also alleviates the problem by allowing 
the effective input gain to be relatively large whenever a new input is presented. This sort of habit-
uative synapse has been used to explain a variety of perceptual data that involve visual cortex 
(Francis, 1996a, 1996b; Francis and Grossberg, 1996a, 1996b; Francis et a!., 1994; Grossberg, 
1976b, 1980, 1987, 1997; Grunewald and Grossberg, 1996). Abbott et al. (1997) have reported 
habituating cells in rat visual cortex and model them using (15). Their model also represents indi-
vidual spikes. They call the habituation synaptic depression. Chance eta!. (1997) have used habit-
uative synapses to simulate a number of temporal nonlinearitics in the experimentally reported 
responses of simple cells. 
The medium-range excitatory connections and long-range inhibitory connections, shown 
in Figure 4, produce medium-range correlations and long range anti-correlations in the develop-
ing maps of orientation and ocular dominance. These patterns of correlation and anticorrelation 
lead to the formation of coordinated maps of ocular dominance and orientation (Durbin and 
Mitchison, 1990; Obermayer eta!., 1990; Obermayer eta!., 1992; Swindalc, 1992; Grossberg and 
Olson, 1994; Sirosh and Miikkulainen, 1994). 
Complex Cell Receptive Field 
The activities of the simple cells, Y;, of both contrast polarities, combine additively 
through non-adaptive distance-dependent Gaussian connections to yield complex cell responses: 
( 16) 
The parameter cxk is chosen such that the volume under the surface of the Gaussian is equal to 
1.0. 
Because simple cells with complementary receptive field profiles are found at nearby posi-
tions in the final simple cell map, complex cells which sum these responses exhibit similar 
COMPLEX 
CELLS 
SIMPLE 
CELLS 
LGN 
CELLS 
II 
------
Figure 4. Lateral Connectivity and Complex Cells: Distance dependent connection 
strengths between y units realize a band pass filter. Complex cells respond accord-
ing to the weighted sum of simple cell responses. 
response profiles to light and dark stimuli. The smoothness of a complex cell's response to light 
and dark stimuli in different positions in the receptive field may be controlled by varying the size 
of the region of the simple cell map that the complex cell samples. Small regions, corresponding 
to values of 0 k ncar 0, lead to segregated patches in the complex cell receptive field correspond-
ing to ON and OFF subregions in the underlying simple cells. Large values of 0 k lead to a more 
uniform spatial response distribution within the receptive field. 
For small values of 0 k, the orientation preference of complex cells echoes the orientation 
preference of simple cells directly below them. With larger values of 0 k, each complex cell sam-
ples a broader range of simple cells and hence a broader range of orientations. The organization of 
the simple cell orientation map, which ensures that nearby simple cells have similar orientation 
preference, reduces the loss of orientation tuning that such broad sampling would otherwise dic-
tate. Only when the sampling region is on the same order as the periodicity of the orientation map, 
with 0 k > 2a 1 , would orientation tuning in the complex cells be compromised. 
Learned Modification of Geniculocortical Path Weights 
_At the beginning of a learning simulation, each clement in each of the weight arrays w~k 
and wi}k in (9) is selected from a uniform random distribution between 0 and 0.1 (Press 
et a!., 1992). Modification of receptive field properties over time is clue to changes in the long-
term weights on the bottom-up connections. These weights arc modified according to the follow-
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ing associative learning rule (Hebb, 1949), called the instar learning rule or gated steepest descent 
learning rule (Grossberg, 1976a, b; see also Kohonen, 1989; Obermayer eta!., 1992; 
Singer, 1983): 
( 17) 
( 18) 
According to this learning rule, changes in the weights are made only when the postsynaptic cor-
tical unit x;(j, k) is active. Then the weights slowly change to track the input signals impinging 
on the corresponding pathways. The instar rule is thus the simplest rule that can incorporate both 
Hebbian and anti-Hebbian learning properties. The instar learning rule also normalizes the 
weights when activity in the presynaptic and postsynaptic neural fields is normalized by their 
shunting on-center off-surround dynamics, and renders the sum of the elements of each cortical 
unit's weight arrays approximately constant. 
In order to observe map formation in the system described by (I)-( 18), a large number of 
dipole elements Djk must be simulated. Since the weights change slowly compared to the rate of 
change of the other variables of the system (guaranteed by a small value of the expression 
A,,)'(x;(j, k) -- r) in (17) and (18)), it is possible to use the following approximation scheme for 
each input cycle, c: 
(I) a new random LGN input image L +is selected; 
(2) the weights arc assumed to remain constant, and solutions for the remaining fast dynami-
cal variables, xiJk(c 111 ), arc numerically computed at several time intervals co through T11 
using an adaptive stepsize Runge-Kutta algorithm (Pressel a!., 1992)- the number of 
steps nand the size of each step is determined by the numerical integration algorithm; 
(3) the weights are updated, using discrete-time approximations to (17) and (18) and the time-
averaged numerical solutions, xiik(c), of each xi.ik for the duration of cycle c: 
+ + - + + 
wijk(c +I) = wijk(c) + A 11,x!)k(c)(s1k(c)- wijk(c)) ( 19) 
and 
(20) 
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where 
11 
(21) 
This singular perturbation procedure eliminates the need to evaluate the evolution of the weights 
at the fast time scale of the rest of the activation dynamics and greatly reduces the number of com-
putations required at each cycle. 
3. Model Simulations of a Triple-0 Self-Organizing Cortical Map 
To simulate map formation at the same cortical resolution presented by Miller (1994) 
requires 32 x 32 dipoles in the system, each with 6 clements (2 x's, 2 y's, and 2 z's), for a total of 
6144 elements. Numerically integrating a system of 6144 variables using an adaptive stepsize 
algorithm such as the Runge-Kutta method would be possible, but somewhat inconvenient, except 
for the fact that the system is stiff (Press ct a!., 1992). Algorithms such as adaptivc-stepsize 
Runge-Kutta take tiny time steps in order to obtain acceptably accurate solutions. In practice, the 
Runge-Kutta algorithm takes on the order of 106 steps to compute a single cycle of the integration 
phase. 
By comparison, algorithms designed for stiff systems can perform much better. However, 
available stiff algorithms use more sophisticated techniques for estimating the influence that 
changes in one dynamical variable have on another and require multiple inversions of the Jaco-
bian matrix (a matrix of size n x n for a system with n variables). Each matrix inversion (in gen-
eral) requires on the order of n3 operations (which translates to 2.3x 101 1 operations in a system of 
6144 variables) and the storage of n2 matrix clements (which translates to about 3x108 clements 
or 1152 megabytes of storage). Readily available computers cannot handle such large problems. 
Therefore, two approximations of the system are studied: a one-dimensional slice of the complete 
dynamical system in order to demonstrate how a map of orientation can develop, and a two-
dimensional operational approximation (see Appendix) to the complete dynamics that self-orga-
nizes ocular dominance and orientation maps with simple cell neighbors sensitive to opposite con-
trast polarities. 
One-Dimensional Simulations: Development of Opponent Simple Cell Orientation Columns 
Figure 5 shows the responses through time of the variables that make up one opponent 
pair, or dipole, of simple cells. Every 50 time units, each clement of the input image L + is 
selected from a uniform random distribution, representing spatially uncorrelated retinal activity. 
The presentation of a new input, which occurs every 50 time units, causes a small increase in the 
level of activity of the target simple cell x in (I 0), at a rate proportional to the total input. As activ-
ity in these x units increase, each y unit in ( 12) is excited by its corresponding x unit, and inhibited 
by the opponent x unit. Each y unit is thus sensitive to inputs to the corresponding x unit that arc 
larger than those to the complementary x unit. As activity in the y units increases, a positive 
x H y feedback loop becomes active, driving the active x andy units towards their maximal lev-
els and the opponent x andy units towards their minimal levels. The gradual decay of the transmit-
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Figure 5. Network Dynamics: Sample of five pulses used in weight modification 
procedure (see text). (a) input pulses / 0 (solid) and / 1 (dashed) determined hy equa-
tions (1) • (9) with each element of L chosen randomly between 0 and 1. Solution 
traces of the variables comprising one dipole; (b) x 0 (solid) and x 1 (dashed); (c) Yo 
(solid) and y 1 (dashed); and (d) z0 (solid) and z1 (dashed). Parameters used were 
Aw=0.002, A x=1, Bx=1, Cx=1, Ex=6, Ay=3, By=1, Cy=6, Dy=1.5, Ey=6, Fy=1, Gy=2, 
Az=0.005, Bz=0.0444, n1=l6, nz=32,f1=0.3333, cr1=10, crE=2.5, cr1=5, cr1=2, cr2=5, 
o:£=0.2257, o:1=0.1129, o:1=0.0796, o:2=0.0134, ~=0.2, 1"=0.2. These same pammeters 
were used for all one-dimensional simulations shown. All simulations shown were 
run on an SGI Power Challenge using programs written inC, C++, aud MatLab. 
ter z term in ( 15) of the active channel results in a deet·ease in the gain of the feedback loop and 
causes a gradual decay of activity in the active units. The decrease in feedback gain enables new 
inputs to drive the selection of other cortical units, notably the opponent simple cells. 
These network dynamics arc capable of robustly driving the learning of simple cell recep-
tive field profiles. Since each x unit receives nearly complementary input images from the ON and 
OFF LGN cells according to (5) and (6), 
15 
+ -N = 1-N , (22) 
the total input to each input cell xijk in (1 0) is approximately 
+ + -
N (wiJk + (I- w,1k)), (23) 
which is a linear approximation of the feedforward component of the response of each simple cell 
xiik or Yijk. Since the members of each pair compete subtractively with one another, the response 
of units y0 is 
(24) 
which simplifies to 
(25) 
The linearized weight image, 
(26) 
is thus a linear approximation of the feedforward component of the receptive field of each unit Yo. 
The gradual evolution of the linearized weight images is shown in Figure 6. From their ini-
tially random state, the weight images arc slowly transformed by associative learning into ori-
ented, stable patterns. These weight profiles are similar to receptive field profiles of cortical 
simple cells. Furthermore, as shown in Figure 6f, nearby model simple cells tend to have similar 
orientation preferences, with orientation preference changing smoothly as the simulated cortex is 
traversed in a manner comparable to orientation preference of cells in the visual cortex along tan-
gential electrode penetrations (Bubel and Wiesel, 1963). 
A closer look at the weight images corresponding to a single opponent pair of simple cells 
(Figure 7) reveals that, after development, model ON and OFF weight images corresponding to a 
single simple cells are complementary. This might be expected of any system capable generating 
segregated ON and OFF subregions, but the fact that the ON weight images (as well as the OFF 
weight images) of opponent simple cells within a single dipole are complementary as well is an 
important result of this model. The mutual inhibitory connections from each x unit to the comple-
mentary y unit ensure that only one of the two positive x H y feedback loops in each dipole can 
become active at a time. Since the associative learning rule modifies the feedforward weights to 
make the response to subsequent presentations of the same pattern stronger, and since comple-
mentary x units respond in a statistically anticorrelated fashion, the corresponding weight images 
sample complementary input images and develop opposite spatial phases. Such complementary 
receptive field profiles have been recorded in vivo (Liu eta!., 1992; Pollen and Ronner, 1981) 
from nearby cortical cells. 
Figure 7 
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Figure 6. Development of Weight Profiles: Linearized weight images w Jk corresponding 
to each of 32 cortical locations. Weight profiles gmdually develop from initially disor· 
dered state and eventually converge to their final values. (a) Initial linearized weights; (b) 
after 250 training cycles; (c) after 500 presentations; (d) after 750; (e) after 1000; and (f) 
aftet· 6000 presentations. 
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a) b) 
c) d) 
Figure 7. Opponency of Final Weight Profiles: Self organization leads to the 
development of opposite polarity ON and OFF weight profiles in opponent simple 
cells. Weight images after 6000 training presentations: (a) w~( 1, 24); (b) 
w; (1, 24) ; (c) w 7 ( 1, 24) ; (d) w ~ ( 1, 24) 
A second important result is that non-overlapping, oriented ON and OFF subregions 
develop in the model geniculocort.ical cell weights. Simple cells in primary visual cortex receive 
direct excitatory connections from distinct regions of the LGN (Liu eta!., 1992; Reid and 
Alonso, 1995). These distinct ON and OFF subregions provide direct oriented input to cortical 
simple cells (Schiller, 1982; Hawken and Parker, 1984; Reid and Alonso, 1995; Ferster 
eta!., 1996). This model thus suggests how prenatal development leads to the segregation of ini-
tially intenningled ON and OFF inputs to cortical cells into oriented excitatory subregions. 
Two-Dimensional Simulations: Development of a Triple-0 Map 
In the two-dimensional model, the one-dimensional cortical slice simulated above is 
expanded to a two-dimensional sheet and the complete activity dynamics are simplified to obtain 
computational tractability (see Appendix). This simplification permits a study of the interaction of 
orientation and ocular dominance map dcve)opment. j:lach simple cell receives input from LGN 
fields corresponding to the contralateral (NC+ and NC-·) and the ipsilateral (N1+ aqd N 1-) eyes. 
Tl . . I II . . h l h I b I I c + c- 1 + d 1~se rnputs converge onto srmp e ce s vra werg tee pat ways a e ec wijk , wijk , wijk, an 
w;.ik. As in the one-dimensional case, linearized weights arc calculated in order to examine the 
response profiles of the cortical units. Linearized weight images corresponding to each eye are 
calculated, as in (26), by: 
18 
(27) 
and 
(28) 
Linearized contralateral and ipsilateral weight images are shown in Figures 8 and 9. Both 
possess regions with swirling patterns of oriented ON and OFF subregions. Interspersed with 
these are relatively neutral regions with little spatial ON/OFF discrimination. A comparison of the 
two figures reveals that the high contrast regions of the ipsilateral weights line up with the low 
contrast regions of the contralateral weights, and visa versa. Each high contrast area in the con-
tralateral weight image corresponds to a region dominated by the contralateral eye. In order to 
examine the global map of orientation independently of ocular dominance, binocular linearized 
weights are defined as 
_B _c _/ 
w Jk = w Jk + wJk . (29) 
This is not to imply that the simple cells in the model are binocular. In fact it is because each sim-
ple cell is close to being monocular that ipsilateral and contralateral linearized weights may be 
meaningfully combined as in equation (29). 
Linearized binocular weight images arc shown in Figure I 0. As in the one-dimensional simula-
tions, individual units develop oriented weight images that are strongly suggestive of the receptive 
field profiles of cortical simple cells. The gradual swirling arrangement of physiological orienta-
tion maps is also evident. 
To more closely examine these orientation preference maps, a quantitative measure of bin-
ocular orientation selectivity is computed directly from w~k by constructing a collection of 
images Bein· of small (two pixel by eight pixel) light (i=l) and clark (i=O) bars on a neutral back-
ground (0.5) at twelve orientations 8, and every possible position (x, y) in a 16 x 16 grid. 
Responses to these test stimuli arc then: 
r~(j, k) = 2:, 13 0;,, .. wll(j, k). (30) 
i, X,)' 
Following Blasdel (1992a), the responses at each cortical position to each orientation are vectori-
ally summed to yield orientation preference 
[ I,r~(j, k)sin(28): JOB( . I) - I . 9 .1, " - -a tan --"---=B______ . 2 '2,r8 (j, k)cos(28) 
e 
(31) 
19 
Figure 8. Ipsilateral Linearized Weights: 24 x 24 subset of weight images w~k. 
and orientation selectivity 
(32) 
20 
Figure 9. Ipsilateral Linearized Weights: 24 x 24 subset of weight images w~k. 
Quantities PB and Sll define a map of orientation that is shown in Figure 11. At each position 
(j, k), a small line segment with orientation PB(j, k) and length proportional to SB(j, k) is 
21 
Figure 10. Binocular Linearized Weights: 24 x 24 subset of weight images w.~k. 
drawn to represent orientation preference and selectivity. This map exhibits the swirling, gradu-
ally changing character of biological orientation maps as well as the key features of these maps: 
singularities- regions of low selectivity around which all other orientations are grouped, linear 
zones- regions in which orientation changes relatively linearly with cortical distance, and frac-
tures- regions in which orientation changes rapidly along one spatial direction and slowly or not 
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Figure II. Orientation Map: Subset of tbe simulated binocular orientation map. Key 
features of the biological orientation maps are present here: (a) singularities; (b) lin-
ear zones; (c) fractures. 
at all in the orthogonal direction. Each of these key features is present in the simulated orientation 
map shown in Figure 11. 
An index of ocular dominance is computed by subtracting the total weight contributed by 
the ipsilateral eye from the total weight contributed by the contralateral eye at each cortical posi-
tion: 
E(j, k) 2.:, ((w;;~ (l, m) + w~; (l, m))- (w;i:(l, m) + w~~(l, m))) (33) 
i, !, Ill 
Figure 12 shows the complete orientation map superimposed on the map of ocular dominance. 
Regions dominated by the contralateral eye, with E(j, k) ~ 0, are colored white, and regions 
dominated by the ipsilateral eye, with E(j, k) < 0 arc colored grey. As with physiological maps, 
this map of ocular dominance is made up of interlaced dark and light patches corresponding to 
regions dominated by each eye. Ocular dominance and orientation preference are related in much 
the same way as are physiological maps: regions dominated by one eye or the other (correspond-
ing here to extreme values of E) tend to line up with regions of low orientation selectivity, and 
regions of high selectivity tend to be aligned with the borders of the ocular dominance bands 
(Blasdel, 1992b), as shown in Figure 13. Earlier modeling work has shown that using an anisotro-
pic filter can produce striped ocular dominance maps that even more closely resemble the patterns 
, .... 
~~:: :-: 
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Figure 12. Orientation P1·eference and Ocular dominance maps: Orientation preference 
at each position is indicated by a line segment at the preferred orientation with length 
proportional to ol'ientation selectivity. Regions dominated by the contralateral eye are 
colored white, regions dominated by the ipsilateral eye are grey. 
observed experimentally in monkeys (Swindale, 1980; Rojcr and Schwartz, 1989, 1990; Gross-
berg and Olson, 1994). This could be accomplished within the present modeling framework either 
through the usc of an anisotropic pattern of lateral connections among simple cells or through an 
anisotropic pattern of geniculocortical connectivity. 
The response properties of thq simple and complex cells in the model are probed by con-
structing appropriate input images L c and L1 , and computing the cortical response to each input 
using equations (34)-(50) in the Appendix. Measuring the response of e~1ch cortical cell to ori-
ented light ( 1.0) and dark (0.0) bars on a neutral (0.5) background in L c and a uniform neutral 
pattern in L1 leads to the construction of contralateral orientation tuning curves for simple and 
complex cells. Figures 14 and 15 show contralateral orientation tuning curves for six representa-
tive simple and complex cells, measured with oriented bars of length 12 and width 3. Similar 
response, tuning curves result from presenting bars to the network in L1, and uniform neutral stim-
uli in L c. Both simple and complex cells tend to have a range of orientations for which they arc 
well-tuned, and response falls off as the orientation is moved away from the preferred orientation. 
The orientation tuning of simple cells is approximately equal to that of complex cells. 
In rhesus monkey, most cells exhibit tuning curves between 20 and I 00 degrees wide, with 
the median at about 40 degrees for simple cells and 50-60 degrees for complex cells (Schiller 
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Figure 13. Scatter Plot of Orientation Selectivity Versus Ocular Dominance: The dis-
tribution •·eveals that large values of sB tend to lie near cortical regions dominated by 
neither eye (E near 0), and that regions of extreme ocular dominance tend to have 
fairly low orientation selectivity. 
eta!., 1976) when orientation tuning was measured as the width of the tuning curve at a level 
equal to I I J2 of the maximum response. In cat it is between 40 and 75 degrees (median 50 
degrees) for simple and between 20 and 81 degrees (median 47 degrees) for complex cells 
(Gilbert, 1977), when orientation tuning was measured as the width of the tuning curve at 1/2 the 
maximum response. Although direct comparison of these numbers is difficult because of the dif-
ferent definitions of tuning width, the measurements arc in general agreement with one another 
and with the width of the tuning curves produced by the model. 
Model cells exhibit a range of orientation tuning, but most tend to exhibit tuning curves 
approximately 50 degrees wide (measured at a level equal to 1/2 the maximal response). A subset 
of simple cells exhibit hi-lobed orientation tuning curves with peaks in the orientation tuning 
curves at nearly orthogonal oricntations.An example of is shown in the lower right curve in Figure 
14 and is comparable to hi-lobed cells found in macaque visual cortex (De Valois eta!., 1982). 
Simple cell orientation tuning curves are also quite sensitive to bar position and contrast, a fact 
which is not surprising given the spatially distinct ON and OFF subregions they exhibit (see 
below). Because they pool inputs from many simple cells, the orientation tuning curves of com-
plex cells are much less sensitive to stimulus position and contrast, and also tend to be broader 
and smoother than simple cell tuning curves. 
ON and OFF regions of simple and complex cell receptive fields were probed using ori-
ented bars at that orientation which produced the maximal response. Light and dark bars at the 
best orientation are presented at varying positions in each cell's receptive field in a path running 
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Figure 14. Simple Cell Orientation T\ming: Model cell response plotted against test bar 
orientation for six characteristic model simple cells. 
orthogonal to the preferred orientation. Figures 16 and 17 show the positional tuning curves of six 
representative simple and complex cells. Both model cell types show spatially localized receptive 
field profiles which tend to be aligned with the centers of the extent of their geniculate inputs. 
Like cortical simple cells, simple cells in the model have well-segregated ON and OFF subregions 
which lead to strong response when light and dark bars, respectively, are presented within the 
regions. These receptive field profiles possess multiple ON and OFF subregions reflecting both 
even-symmetric and odd-symmetric receptive field types. Some simple cells exhibit only ON 
responses (or conversely, only OFF responses), such as the cell shown in the center-right tuning 
curve of Figure 16. Complex cells have poorly segregated ON and OFF subfields, often respond-
ing equally well to light and dark bars at each position in their receptive fields. 
One of the novel aspects of the model is the development of spatially contiguous simple 
cells with opposite spatial phases or contrast polarities. These adjacent cortical simple cells pro-
vide input to a subsequent layer of complex cells, which thus pool signals from both contrast 
polarities. The fact that these opponent pairs of simple cells have receptive profiles which are anti-
correlated implies that the ON weight profiles of paired simple cells become complementary (as 
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Figure 15. Complex Cell Orientation Tuning: Model cell response plotted against test 
bm· orientation for six characteristic model complex cells. 
do the OFF weight profiles of the paired cells). This fact. along with the fact that ON and OFF 
weight profiles corresponding to a single simple cell become complementary, implies that the ON 
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Figure 16. Simple Cell Positional Tuning: Response elicited by bars at optimal m·ien-
tation, averaged over position in receptive field (measured orthogonal to bar orienta-
tion). Position 0 corresponds to a stimulus centered in the portion of the LGN 
providing direct feedforward input to the simple cell. Solid lines: responses to light 
bars, dashed lines: responses to dark bars. 
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Figure 17. Complex Cell Positional Tuning: Response elicited by bars at optimal m·ien-
tation, averaged over position in receptive field (measured orthogonal to bar orienta-
tion). Solid lines: 1·esponses to light bars, dashed lines: responses to dm·k bars. 
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Figure 18. Simple Cell Opponency: (a) Value of each weight w~:,:(l, m) fl'Om the ON 
LGN to units x 01k versus weight w~jk(l, m) from the OFF LGN. They are clearly anti-
correlate(\. (b) Value of each weight wg1:(1, m) fl'Om the ON LGN to units x0 .k versus 
weight w{J~(I, m) from the OFF LGN to the antagonistic units x 1 Jk. Because1 of the 
opponency developed by the model cells, each cell has an ON region that is correlated 
with the OFF region of its opponent. 
weight profile of a simple cell becomes complementary to the OFF weight profile of the cell's 
antagonist. These tendencies are clearly evident in the scaller plots in Figure 18. 
4. Discussion 
The Self-Organizing Cortical Map (SOCM) model developed in this study extends earlier 
work on map formation (von dcr Malsburg, 1973; Grossberg, 1976a, b; Will shaw and von dcr 
Malsburg, 1976; Bienenstock eta!., 1982; Kohonen, 1989; Miller eta!., 1989; Rojer and 
Schwartz, 1989, 1990; Miller, 1992, 1994; Grossberg and Olson, 1994; Sirosh and 
Miikkulaincn, 1994) and orientation tuning development (Linsker, 1986a, b, c; Miller, 1994) to 
show how neighboring simple cells that arc sensitive to opposite contrast polarities can self-orga-
nize as part of the developmental process that generates cortical maps of orientation and ocular 
dominance. In addition to the source of noise, band pass filter, and response normalization that arc 
present in other models, the current model makes use of cell dynamics to control map develop-
ment. In contrast, the Miller (1994) model describes rules for learning neural connections without 
describing the dynamics of the cells between which these connections form. Using cell dynamics 
enables us to model how short-range inhibitory connections may lead to the generation of locally 
opponent simple cells with segregated ON and OFF subregions. These simple cell pairs interact 
via medium-range excitatory and long-range inhibitory connections that control the formation of 
cortical maps of orientation and ocular dominance. These several processes, acting together, 
enable the present SOCM model to show, for the first time, how Triplc-0 Map properties (Orien-
tation, Ocular Dominance, Opponency) self-organize during the map development process. The 
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fact that nearby simple cells develop opponent contrast polarities in the model allows in turn, a 
simple description of complex cell self-organization to be proposed. 
Orientation tuning in the model is an emergent property of a network in which bottom-up 
random inputs to locally opponent simple cells drive high-gain local feedback and latent! on-cen-
ter off-surround interactions between simple cells. There is strong evidence that, after develop-
ment, cortical simple cells receive ON and OFF inputs via a well oriented geniculocortical 
projection pattern (Ferster, 1986; Liu ct al., 1992; Volgushev eta!., 1993; Reid and 
Alonso, 1995). These inputs are arranged in alternating patches corresponding to the ON and OFF 
subregions of simple cell receptive fields (Schiller, 1982; Hawken and Parker, 1984; Fcrster 
eta!., 1996). Like earlier models of simple cell development (Linsker, 1986a, b, c; Miller, 1994), 
associative learning in model simple cell weights leads to this pattern of segregated ON and OFF 
inputs. 
Orientation tuning can also be altered under appropriate conditions by the blockade of the 
cortical inhibitory neurotransmitter GABA (Sillito, 1975; Sillito, 1979; Vidyasagar and 
Mueller, 1994). These results suggest that intracortical connectivity can influence orientation tun-
ing. In the model, the development of orientation tuning benefits from lateral inhibition within the 
cortical map, which serves to contrast enhance small differences in random activity before the 
map develops, along with well oriented geniculocortical affcrents. The apparently contradictory 
fact that application of the excitatory neurotransmitter acetylcholine does not lead to a decrease in 
orientation tuning, and may actually serve to enhance tuning (Sill ito eta!., 1985), may also be 
explained within the context of the model. General application of an excitatory transmitter would 
have the effect of increasing the level of activity in the x andy cells, tending to produce a shift in 
the balance of lateral excitation and inhibition. Compensating for the increased activity in y units 
would be a general increase in inhibition, which would Lend to maintain a relatively constant level 
of mean cortical activity (Grossberg, 1976a, b). However, this increased level of excitation could 
also turn up the gain in the x 0-> y feedback loop, resulting in substantially enhanced responses to 
preferred stimuli. 
Intracellular blockade of inhibition has been found to have little effect on the orientation 
selectivity of cortical cells in vivo (Nelson eta!, 1994). In the present model, orientation tuning is 
an emergent property of feed forward excitation and recurrent excitation and inhibition. Blocking 
the ability of a cell to respond to inhibitory inputs will thus not have substantial irnpacl on its ori-
entation tuning. This conclusion is in accord with the model of Somers ct a! ( 1995), which also 
suggests that orientation tuning arises through the interaction of feedforward excitation coupled 
with recurrent cortical excitation and "iso-orientation" inhibition. After self-organization takes 
place in the present model (the Somerset a!. model docs not self-organize), nearby cortical cells 
exhibit similar orientation preference, and thus the medium range connections provide tuned 
recurrent cortical excitation. Similarly the long-range inhibitory connections provide inputs from 
a broader spatial, and hence a broader orientation range to make up the "iso-orientation" inhibi-
tion described by Somerset a!. ( 1995). 
The complementary structure of the antiphase cells and the nature of local inhibition 
within each competitive pair leads to robust orientation selectivity in the model. Even when one 
population of geniculate inputs are deactivated, orientation tuning will remain. In vivo, the selec-
tive blockade of activity of ON ganglion cells (and hence the ON LON cells to which they 
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project) by the application of DL-2-amino-4-phosphonobutyric acid (APB) led to the elimination 
of light-edge responses in cortical simple cells, but had no effect on orientation selectivity 
(Schiller, 1982). In the model, removing the excitatory influence of ON cells from the x units 
would eliminate the responsiveness of the cells to bright bars within the normal ON region of the 
receptive fields, but the spatially-opponent OFF subregions in the two channels of each dipole 
would provide a receptive field of nearly unchanged shape. 
The development of spatially contiguous simple cells that are sensitive to opposite con-
trast polarities clarifies how complex cells could develop by pooling signals from oppositely 
polarized simple cells. In fact, starting with pairs of such oppositely polarized simple cells, 
Grunewald and Grossberg ( 1996) have modeled how disparity-sensitive complex cell receptive 
fields can develop, despite the fact that the simple cells which activate them are anticorrelatcd. 
This study also uses habituative, or depressing, synapses to self-organize its receptive fields. 
The pooling process whereby complex cells get their inputs from simple cells plays an 
important role in cortical models of visual perception. In these models, complex cells pool half-
wave rectified output signals from pairs of oppositely polarized but similarly oriented simple 
cells. The model complex cells hereby compute an oriented, full-wave rectification of the image. 
Such an operation has become standard in models that have succeeded in explaining many data 
about human texture segregation (Grossberg and Mingolla, 1985b; Chubb and Sperling, 1989; 
Grossberg and Pessoa, 1996; Sutter eta!., 1989). Because these model complex cells pool signals 
from opposite contrast polarities, they can respond all along the perimeter of objects whose rela-
tive contrast with respect to their backgrounds reverse along the perimeter. This property plays a 
key role in explaining many human psychophysical data about perceptual grouping, 3-D vision, 
and figure-ground separation (e.g., Grossberg and Mingolla, 1985a, 1985b; Grossberg, 1994; 
Francis eta!., 1994; Grossberg, 1995; Francis and Grossberg, 1996). Taken together, these psy-
chophysical and neurobiological data, and their explanation using complex cells that pool oppo-
nent simple cell outputs, provide strong converging evidence that simple cells provide an 
important input pathway to complex cells. 
An ongoing debate concerns whether only simple cells project to complex cells (Bubel 
and Wiesel, 1968). The present model supports the hypothesis first presented by Bubel and Wie-
sel that orientation luning in complex cells is initially derived from pooling the response of multi-
ple simple cells. This hierarchical arrangement has been attacked based on several observations. 
Cross correlation analysis of simple and complex cell action potentials seems to suggest that there 
exist relatively few direct simple to complex connections (Hoffmann and Stone, 197 I; Ghose 
et al., I 994). If it is the case, as suggested by this model, that each complex cell pools the 
responses of many simple cells, firing of each simple cell may be only weakly correlated with fir-
ing in any complex cell. Although model simple to complex cell connections help to instantiate 
orientation tuning in model complex cells, the model is silent on the issue of whether additional 
oriented inputs reach complex cells. In vivo, complex cells may respond with shorter latencies via 
monosynaptic connections to activity in LGN cells (Palmer and Davis, I 981; Tanaka, 1983; 
1985), and two-dimensional visual noise displays, which are sufficient to drive complex cells, fail 
to drive simple cells (Hammond and MacKay, I 977). These observations suggest that complex 
cells receive a short-latency direct connection from LGN cells, but neither excludes the possibility 
that simple cells provide a major input to the complex cells. 
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Complex cells in layers 2 and 3 have been shown to have long-range connections to other 
superficial cells with similar preferred orientations (Gilbert and Wiesel, 1989). These connections 
spread evenly across large regions of the cortex shortly after birth, gradually coalesce, and eventu-
ally form the clustered patterns seen in the adult (Callaway and Katz, 1990). In accord with the 
need for correlated visual input to drive the final development of long-range connections, it has 
been shown that binocular deprivation leads to poor segregation of these developing connections 
(Callaway and Katz, 1991). In the model, as orientation tuning gets initiated due to prenatal 
amplification and smoothing of initial random biases in geniculocortical connections, activity-
dependent processes could lead to initial clustering of long-range connections, and correlations 
present in the visual environment could subsequently produce long-range correlations in the map 
of complex cells, which could in turn drive associative learning of the adult pattern of long-range 
connections (Callaway and Katz, 1990). The model of Grossberg and Williamson ( 1997) begins 
to explore how such long-range connections develop both before eye opening and after visual 
inputs become effective. 
Appendix: Two-Dimensional Approximations 
The number of dynamical variables in the system of differential equations described in the 
methods section precludes a two-dimensional study of orientation selectivity. Accordingly this 
dynamical system is approximated to yield an algorithm that is computationally tractable. With 
this approximation, it is also possible to include upcorrclatccl ON and OFF retinal inputs from the 
C+ ( -- /+ /·--
contralateral (C) and ipsilateral (I) eyes (L , L ·· , L , and L ) to investigate the joint devel-
opment of orientation and ocular dominance maps. 
The monocul<\r eqqations (5)-(9) arc generalized in a straightforward way to construct 
LGN · · c + c- I+ I I- . I I f' I l 1· I I mput Images s.ik , s .ik , s.ik , anc s.ik will segregatec re c s corrcsponc mg to contra atera 
and ipsilateral layers of the LGN: 
( C( ) C( ))""/C+ NC.'·= cxE,aE-cxi,ai ····" 
~ + (cxEG(ai) + cxiG(ai)) * LC+ 
c N = 
(ai,G(ar)- CX/J(ai)) * l"c-
~ + (cxi!G(a1) + cxiG(ai))" Lc-
(cxi,G(ai)- cx1G(ai)) * LI+ 
~ + (cxEG(a1;) + cxiG(a1)) * L1+ 
(cx~:G(aE)- cxiG(a1)) * L1-
~ + (cx1,G(aE) + cx1G(a1)) * L 1-
(34) 
(35) 
(36) 
(37) 
As shown in Fipure 2, each cortical cell x;C.f, k) receives input signals /''"ci, k), ./- (.i, k), 
/' (.i, k) , and s - (.i, k) from circular regions of the LGN images shifted clown and to the right 
with increasing values ofj and k. The time-dependent component of (9) is removed to give 
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Figure 19. Two-Dimensional Model: In addition to two cortical dimensions, inputs from 
both eyes are simulated. Contralateral (C) and ipsilateral (l) ON and OFF LGN cells 
project via weighted rctinotopically arranged pathways to each x unit. The two-dimen-
sional model approximates the dynamical system as a progression of open (o) and closed 
l;(j, k) (38) 
The dynamical system is evaluated by first considering only the action of the feed forward 
inputs. Equations (I 0) - ( 15) are approximated by assuming a linear approximation to the activity 
in the x units (see Figure 19): 
XI· = ti + l'· I ·I 
which, when a new input is presented and Y; is still negligible, becomes 
(39) 
(40) 
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where the superscript (o) denotes "open loop". Because of the inhibitory connections from oppo-
nent x cells, only one x H y feedback loop at each position, the one receiving the larger total 
input, can become active at any time. Activity in they units is driven by the thresholded difference 
between opponent channel activity values scaled by the input gains. The total lateral cortical feed-
back, A, also contributes to each y unit that is part of an active feedback loop: 
where His with the heaviside function: 
{ 
0 if x:S:O H(x) = 
I otherwise 
Equations (41) and (42) lead to expressions for the open loop (o) y activity: 
( 0) Yo = ET(/0 -1 1) 
and 
(41) 
(42) 
(43) 
(44) 
(45) 
when the fecdforward term dominates, as it does whenever a new input is presented. The lateral 
feedback interactions (A) are approximated as a convolution of the total feedforward activation 
with a difference of Gaussians: see equation ( 12). Thus 
(46) 
Terms A in (46) are used to calculate the closed loop y values, denoted by /c), when the A term 
dominates the £ term: 
(47) 
and 
(c) y 1 = T(A)H(/ 1 -10 ). (48) 
The final closed loop activity in the x units is then, by (39): 
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(c) (c) 
xi =Yi · (49) 
The activities of the simple cells, y;c), combine additively through distance-dependent 
Gaussian connections to yield complex cell responses: 
K ( (c) (c)).,. G( ) = ak Yo + Y 1 ... cr k · (50) 
As in the dynamical system, LGN-to-simple cell weights are modified according to an 
instar learning rule: 
(5 I) 
(52) 
(53) 
(54) 
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