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ABSTRACT
The role of acoustics in architectural planning processes is often
neglected if the designer lacks necessary experience in acoustics.
Even if an acoustic consultant is involved he might be presented
with limited options after the initial planning process. Some dis-
advantageous decisions might be hard to reverse then. To improve
and facilitate the construction process permanent immediate feed-
back should be given to the designer. Planning cannot be imaged
today without live 3D visual rendering. But also acoustics should
be rendered in real-time to provide the same type of intuitive feed-
back. Therefore a real-time room acoustics auralization was im-
plemented into a popular CAD-Modeling tool. Binaural room im-
pulse responses are continuously updated using image sources and
ray tracing algorithms and convolved in real-time with audio feed
from recorded sounds or the user’s microphone. The CAD model
can be freely modified during the simulations including geometry,
surface materials and source and receiver positions. Using stream-
ing low-latency convolution, an immediate feedback is provided to
the user.
1. INTRODUCTION
Nowadays the most important tool during the design process of
an architect is the CAD-editor. It enables the architect not only to
use it as a planning tool, but it also offers the possibility to expe-
rience his ideas in three dimensions without erecting the physical
structure. Especially when it comes to buildings and rooms which
are used for the presentation of acoustical signals, such as concert
halls or conference rooms, it becomes important to also include
the acoustical characteristics in the design process. For the visual
appearance, it is possible to use rendering tools producing a photo-
realistic image of the model. To achieve the same level of quality
for the audio feedback, an auralization based on room acoustics
simulations is required. Room acoustic simulation algorithms are
usually based on the assumption that a sound wave is interpreted
as a ray which behaves in a similar way as a light ray (Geometrical
Acoustics). Often a hybrid model is used to simulate a room im-
pulse response, combining the image sources methods[1] and the
ray tracing algorithm [2].
Based on the geometry as well as on surface properties, acous-
tic simulation software (e. g. CATT-acoustic [3]) is able to provide
realistic auralizations of the room as well as a reliable prediction
of the room acoustic parameters. The same simulation models are
also integrated in immersive Virtual Reality systems[4], allowing
the user to interact intuitively in a virtual environment while expe-
riencing multimodal feedback. Similar room acoustics simulation
techniques are expected to be applied in the entertainment indus-
try soon, e. g. for real-time sound rendering in computer games [5].
These models however focus not on providing the realistic acous-
tical reproduction of the environment, but on rendering plausible
audio feedback with reduced computational effort, without inter-
fering the high computational demands of the visual rendering.
However, all of these listed applications of room acoustic sim-
ulations do not represent a suitable easy-to-use tool, which the ar-
chitect can use to analyse and experience the room acoustics in his
building. The available room acoustic tools are often expert tools,
requiring extensive knowledge about room acoustics and the sim-
ulation techniques. Virtual Reality systems are very expensive and
also do not represent a convenient tool due to the system’s com-
plexity. By integrating an auralization software into the popular
3D modeling software SketchUp, we are able to provide an easy to
operate tool, which helps to understand the effects of room acous-
tics as well as enriches the architectural design process.
2. STATE OF THE ART
Extensive research in the areas of room acoustics, binaural hearing
and spatial reproduction made it possible to develop algorithms to
simulate [6] and auralize [7][8] virtual sound fields. Because of
the steady increase of computational power, today’s room acoustic
simulation software (e. g. ODEON [6], CATT or EASE) is able to
calculate accurate results by generating room impulse responses
in a reasonable amount of time, including effects such as absorp-
tion, scattering and diffraction[9]. In various surveys, the accu-
rarcy of different room acoustic simulation software has been val-
idated and compared to measurements[10][11][12]. These tools
help the user to predict and understand the room acoustics in the
room of interest. A binaural synthesis based on measured Head-
Related-Transfer-Functions[13] offers the possibility to listen to
virtual sources in the room. These auralizations are however of-
ten only possible for a static receiver-source situation in the room
or, in case of dynamic situations, depend on precalculated and
interpolated simulation results [14] or on the usage of computer
clusters[15]. Although editing options for CAD models are given
in most simulation tools, the possiblities are usually very limited
and an external dedicated 3D design tool is much more powerful
and often preferred. To eliminate this lack of interactivity with the
model, this work presents the implementation of a real-time au-
ralization software, directly integrated in the SketchUp modeling
software and providing binaural feedback through headphones to
the user.
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3. REAL-TIME AURALIZATION IN SKETCHUP
The real-time auralization tool can be seperated in three parts: the
SketchUp plug-in, the simulation client(s) and the real-time convo-
lution module. The concepts and aspects of their implementation
of these software modules are presented in the next sections. Fig. 1
gives an overview of the system. The plug-in (Section 3.1) not only
includes the graphical user interface, but also acts as a server for
the scene data. It contains a network interface which provides the
relevant data for the room acoustic simulation to one or more sim-
ulation clients (Section 3.2). The results of the simulation (e. g. a
binaural room impulse response) are sent to the convolution mod-
ule (Section 3.3) and played back to the user.
SketchUp Plug-In 
Simulation Client(s)
Room Acoustics 
Libraries 
room acoustics
 simulation
scene data
graphical user interface
update control
spatial 
audio 
playback
user
streaming 
convolution
filter 
synthesis
playback control
simulation control
Figure 1: System components of the auralization system
3.1. SketchUp plug-in
SketchUp1 is a popular modeling tool, which can easily be learned
by beginners and efficiently be operated by expert users. Its func-
tionality can be extended by adding plug-ins using the scripting
language Ruby. In order to run a room acoustic simulation, the ba-
sic functionality of SketchUp (setting up a room and assigning wall
materials) had to be extended. The implemented plug-in realizes
the selection and positioning of sound sources and receivers and
automatically sends all acoustically relevant data to the simulation
client:
• Room polygons
• Assigned wall materials
• Receiver characteristics
• Source characteristics
• Auralization configuration
A data update is only sent if the situation was changed by the
user. Different update rates are used, while source and receiver
positions are updated at a high rate (~100 Hz), geometry changes
are sent at lower rates (~10 Hz).
To properly modify the situation, the graphical user interface
of SketchUp had to be extended with special functionality required
for the auralization. These extensions are presented in the follow-
ing subsections.
1www.sketchup.com
Sources and Receivers
Besides the room model, for an acoustic transfer path at least one
source and one receiver must be defined. Therefore the plug-in in-
troduces additional buttons on the program surface to place acous-
tic sources and receivers. The objects also contain an adequate
visual model (see Fig. 2) and can freely be moved with the move-
function of SketchUp. By right-clicking on the object it is possi-
ble to assign a source directivity, an anechoic sound file or sound-
card input channel for the playback (sources), and HRTF data (re-
ceivers). If multiple receivers are added to the scene, the user has
to pick one receiver as the active receiver. The sound sources of the
scene can be muted and unmuted also by right-clicking on them.
To run an auralization, the scene has to contain at least one source.
However, adding one dummy-head receiver is not essential, be-
cause one receiver object is always represented by the position and
orientation of the camera viewing the scene. By pressing the but-
ton in the toolbar, the user is able to switch between the camera-
and dummy-head-receiver object.
Geometry and Materials
For the modification of the geometry and the wall materials, no
extensions were required. Accurate results of the room acoustic
simulations can however only be provided if the room does not
contain any holes and all materials are assigned on the inside of
the room. If the acoustical properties (absorption and scattering)
should be considered by the room acoustic simulation, a database
file with the same name of the assigned SketchUp material has to
be included in the material database of the simulation. By pressing
a button in the toolbar, the user can visualize the acoustical proper-
ties of the selected material (absorption and scattering coefficient
for third-octave bands).
Control Panels
The control panel, displayed on the right side in Fig. 2, includes the
most important settings of the room acoustic simulation (e. g. Im-
age Source order, Ray Tracing particles) and of the auralization.
The simulation components can be switched on and off. Buttons
for playback and volume control are included in the toolbar. An-
other panel, which is currently being developed, enables the user
to distribute the workload of the acoustical simulations to multiple
simulation clients.
3.2. Simulation Client
Room Acoustic Simulation
The simulation is based on the software library RAVEN [16][17],
developed at the Institute of Technical Acoustics, RWTH Aachen.
The interfaces of the RAVEN module include functions to define
the scene and run simulations in various configurations. Results
of the RAVEN simulation models have been validated for various
situations, e. g. in [18].
RAVEN defined state-of-the-art algorithms and includes hy-
brid acoustic simulation models to generate single components of
a room impulse response. Fig. 3 shows an energetic room impulse
response including the direct sound, the early reflections (calcu-
lated by the image sources method) and the reverberation (gen-
erated either by a ray tracing algortihm or a statistical artificial
reverberation model). The artificial reverberation was integrated
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Figure 2: Graphical user interface of the auralization tool integrated in the modeling software SketchUp
to demonstrate the difference between and the two reverberation
models. As the generation of an artificial reverberation requires
significantly less computations in comparison to the ray tracing, it
can also be used to provide plausible reverberation feedback with-
out violating the real-time condition in case of only low computa-
tional capacities being available. The seperation of the simulation
components is reasonable in terms of psychoacoustics, algorithms
and data structures [17, 19]. It also offers the possibility to seper-
ately auralize each part of the impulse response.
time
en
er
g
y
or
si
m
u
la
ti
o
n
 
m
o
d
el
s
Image 
Sources
Direct
Sound
Ray Tracing
Artificial Reverberation
Figure 3: Simulation models and their contribution to the energetic
impulse response
Simulation Objects
For each active source-receiver combination of the scene, one sim-
ulation object is created. For a simulation job, a multi-threading
approach is applied, which generates parallel simulation threads
according to the configuration of the object (see Table 1). Each
simulation component has its own thread, running at different pri-
ority levels and update rates. Once one simulation task is finished,
the contribution of the simulation result is exchanged in the to-
tal room impulse response. Adjusted to the psychoacoustical de-
mands of a highly interative situation (e. g. quick receiver move-
ment in the camera mode), the calculation of the direct sound audi-
bility and filter response is executed at a higher priority level than
the image sources and the reverberation threads.
Table 1: Example of a simulation object, generating a binaural
room impulse response containing direct sound and reverberation
based on a ray tracing
sourceID 1
receiverID 3
DirectSound enabled
EarlyReflections disabled
ReverberationMode Ray Tracing
FilterMode Binaural
The resulting filter parts of the simulations are cached. If the
user enables one simulation component after it has been disabled,
it is immediately available. This also applies for switching back
and forth between different receiver positions - the room impulse
response for the source to the reactivated receiver can be quickly
loaded from the working memory without repeating a simulation.
This keeps the latency for direct comparisons at a minimum level.
Update handling
A scene modification by the user can affect the auralization in dif-
ferent ways. While a small movement of the source might modify
the situation of the direct sound and the early reflections signif-
icantly, the perceived reverberation of the room hardly changes.
158
Proc. of the EAA Joint Symposium on Auralization and Ambisonics, Berlin, Germany, 3-5 April 2014
To classify the modifications made by the user, a class was imple-
mented to analyse the current modification. Fig. 4 shows all pos-
sible modification types. HRTF and Directivity occur if the users
selects a different directional characteristic for the receiver or the
source in the scene.
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Figure 4: Classification of a scene modification
A room modification however represents the most defacing
modification. While for an insignificant geometry modification
(Geometry #1, e. g. dividing a plane of the room without any acous-
tical effect for the simulation), no update is required and a mate-
rial exchange only leads to an update of the ray tracing simulation
and image source filter, a normal room modification (Geometry
#2, e. g. shifting a wall or adding objects to the room) necessi-
tates an update of the spatial data structures as well. Spatial sub-
division is usually applied to reduce the high number of intersec-
tion tests which occur during Geometrical Acoustic simulations
[20][21]. For static room geometries with typical polygon counts,
the usage of a Binary Space Partioning tree [22] leads to the low-
est computation times. For modifiable room geometries however,
it has been found that other spatial data structures, e. g. the Spatial
Hashing (SH) technique, should be prefered because the update
of a spatial hashmap is faster in comparison to the update of the
BSP tree[23]. In the here presented auralization tool, both of these
spatial data structures are used, according to the situation of the
scene. In general, the BSP tree is used to reduce the number of
necessary intersection tests within the direct sound, image source
and ray tracing calculations. In case of a geometry modification,
the calculations of the early parts of the room impulse responses
are based on the SH structure, reducing the latency of these calcu-
lations significantly.
3.3. Convolution and Streaming
The real-time convolution and streaming module of the auraliza-
tion tool can be used as a stand-alone application, which can be
controlled via a network interface. During the standard application
of the tool however, it runs on the same computer as the SketchUp
software, providing the acoustic feedback through headphones di-
rectly to the user. The module supports the convolution and play-
back of multiple stereo channels, which allows to auralize multiple
sound sources at once. The convolution is based on a Fast Fourier
Transformation (FFT) convolution algorithm, performing an effi-
cient block-based Overlap-Save convolution [24]. Subdividing of
the room impulse responses in multiple parts of equivalent length
realizes a quick convolution with low latency times. Cross fading
is applied to avoid audible artifacts caused by the exchange of fil-
ters during the convolution. The headphone playback of the binau-
ral signals is realized using low-latency ASIO sound card drivers.
Crosstalk cancellation filters for the playback of binaural signals
through loudspeakers [25] are currently being integrated.
3.4. Performance Analysis
The performance of the auralization software not only depends on
the used hardware, but also on the configuration of the simulation
as well as on the complexity of the auralized scene. Instead of an
extensive performance analysis for various situations, the calcu-
lation times of only one typical example is discussed here. This
situation is characterized by the parameters shown in Table 2.
Table 2: Description of the example scenario
Room model Concertgebouw Amsterdam
Number of polygons 505
Room volume 20786.3 m3
Image Source Order 1
Ray Tracing particles 1500 (per octave band)
Radius dection sphere 1 m
Length of Filter 2 s
Reverberation time 2.7 s
The analysed scenario contains one source and receiver, both
located inside the concert hall. According to the described param-
eters and the equations given in [19], the standard deviation of the
energy envelope of the late decay is less than σL = 0.8 dB.
Fig. 5 visualizes the timeline of the most relevant steps in case
of a geometry modification. The calculations were carried out on a
common desktop computer (Intel Core i7 @ 3.40 GHz processor,
8 GB RAM).
simulation
filter synthesis
update & analyse: 
scene data / spatial data structures
0 20 40 60 80 400 420 440
data transfer & scene update
analyse scene modification
SH
BSP
Direct Sound (DS)
Image Sources (IS)
Ray Tracing (RT)
RT filterDS filter
IS filter
ms
Figure 5: Timeline of a simulation update after a geometry modi-
fication for the given example situation
As a reaction on the user modifying the geometry, the scene
data is updated and the modification is analysed by the simula-
tion client. Both spatial data structures are recalculated in different
threads by the geometry controller. The calculation of the Spatial
Hashing update takes approximately 3 ms, while it takes 25 ms
to update the BSP tree. As soon as the SH update is finished, the
simulations of the direct sound and the image sources are executed.
Including the binaural filter synthesis, the updated results are sent
to the convolution engine after a total processing time of 24 ms
(DS) and 34 ms (IS). The simulation thread of the ray tracing al-
gorithm is started as soon as the BSP update has finished. The ray
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tracing calculation is waiting for the updated BSP-tree because the
overall calculation time of a ray tracing based on SH would be
significantly higher (700 ms). In a future version, the spatial data
structure will be implemented transparently and the ray tracer will
already start working on the SH table until the BSP is available.
As the binaural filter synthesis of the reverberation is based on
an highly accurate approach, which includes spatial information
(HRTF data) for each reflection of the room impulse response, the
calculation times are relatively high. Different methods for the
synthesis of a perceptually equivalent late part of the impulse re-
sponse are currently investigated [26] and will be implemented.
The convolution and reproduction of the binaural signal adds an-
other 5 to 10 ms of delay to the simulation latency, depending on
the used buffer size of the sound card driver.
The range of calculation times (one source, one receiver) for
similar conditions (configuration, model, hardware) are shown in
Table 3.
Table 3: Range of calculation times for the simulation jobs and the
filter synthesis.
Simulation Component Simulation Time Filter Synthesis
Direct Sound 0.5 .. 2 ms 1 .. 5 ms
Image Sources 1 .. 15 ms 1 .. 10 ms
Ray Tracing 250 .. 1500 ms 25 .. 75 ms
A total response time of almost 500 ms violates the real time
requirement. However, as the user is not able to perceive minor
changes in the reverberation and the most important changes (di-
rect sound and early reflections) can be updated in less than 50 ms
even in case of highly interative situations (e. g. flying through the
virtual scene in the camera mode), the response times are regarded
as sufficiently low. Additionally, because typically, a user of the
SketchUp software is not able of doing more than one geometry
modification within one second, a system response including the
update of the room’s reverberation within one second constitutes
immediate feedback for the user.
4. APPLICATION
The auralization plug-in is currently successfully being used for
demonstrations and exhibitions as well as in university courses in-
cluding architecture, room acoustics and Acoustic Virtual Reality
at different universities. Students are able to design and modify a
room while receiving immediate acoustic feedback. This enables
them to learn about room acoustics in a playful manner, e. g. ex-
changing wall materials helps to understand the effects of absorp-
tion and scattering. The tool provides a perceptual measure of the
room acoustic parameters, which can be calculated and visualized
with a tool named SketchUp-Visualiser [27], which is also devel-
oped at the Institute of Technical Acoustics, RWTH Aachen. A
convenient feature of the tool is the investigation of different lis-
tening positions by placing multiple receivers at different seats in
the audience. By using the switch-receiver function, it is possi-
ble to quickly switch between different listener positions in a con-
cert hall (see Fig. 6). The dummy heads represent the listening
positions, the orange dummy head indicates the currently active
receiver.
Figure 6: Switching receiver positions in a concert hall
5. CONCLUSION
This work describes the implementation and the possible appli-
cations of a real-time auralization tool which is embedded in the
popular 3D modeling software SketchUp. The development of the
graphical user interface was focused on a seamless integration into
the software as well as on the intuitive control of the auralization
also by non-expert users. The simulation client realizes a state-
of-the-art room acoustic simulation, efficiently combining multi-
ple simulation models to create a binaural room impulse responses
which is directly processed by the low-latency convolution engine
of the tool. The simultaneous use of two spatial data structures is
applied to keep the latency of the auralization at a minimum level.
Additionally, an elaborated update management reduces the simu-
lation workload in various cases of user interaction.
Although not all simulation results can be calculated in real-
time, the auralization tool is able to auralize interactive situations
based on physically correct simulation results without significant
delays. Because of the parallelized threading concept with a pri-
oritization on quick updates of psychoacoustically dominant parts
of the impulse response, the auralization of one sound source in a
room can easily be calculated on a single standard desktop com-
puter or laptop, providing an immersive listening experience with
multimodal feedback. Currently it is successfully being used for
teaching and demonstrations, e. g. in lab courses about room acous-
tics and spatial hearing. Combined with the calculation and visu-
alization of room acoustic parameters in SketchUp, the presented
auralization software represents a convenient and reliable tool also
for room acoustic consultants.
In future, the usage of multiple simulation clients for the au-
ralization of multiple sources at once will be tested and investi-
gated. Models for priority management in case of larger scenes
with multiple sources will be researched and applied to the soft-
ware. The modular software concept also supports the extension
of the software with different simulation and reproduction meth-
ods, with Higher-Order Ambisonics and VBAP recently being im-
plemented [28].
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