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１まえがき
ニューラルネットワーク（NeuralNetwork：以下,ＮＮと記す）を用いた場合に限らず,時系列予測では
時系列に潜む隠れた特徴をいかに読み取るかが大きな問題となる．ＮＮは過去の時系列データを学習させ
ることによりその特徴を掴むことができる．但し,学習によって時系列の特徴を掴めたからといって正確な
予測ができるわけではない．それはＮＮが既知のパターンを認識させる場合には高い精度を誇るが,未知パ
ターンの認識は困難であり，ＮＮへの入力パターンによっては全く見当違いな予測値を出力するからである．
その為,ＮＮによる時系列予測には時系列の学習を行う訓練データと予測時の入力となるテストデータが必
要である．しかし,現実の予測問題にはテストデータが存在せず，このような状況でのＮＮによる予測は非
常に困難である[１１
本研究では時系列予測を効率的に行うＮＮの構築法を提案する．本提案は予測時のテストデータを訓練
データから擬似テストデータとして作り出し,予測を行うというものである．そしてこれをＮＮの代表的な
学習アルゴリズムである誤差逆伝播（BackPropagation：以下,ＢＰと記す）法に適用した場合の有効性に
ついて検討する．
２ＮＮによる時系列予測の概要
ＮＮは脳の神経細胞のネットワークを工学的にモデル化したものであり，文字や音声等のパターン認識お
よび予測などの認知的な仕事を最も得意とし，それらの分野において実用的な応用事例がでている．また，
時系列とはデータが時間に依存して出力されるものであり，例えばデパートの１日の売上高や円の相場など
である．この時系列における予測とは過去の時系列のデータを元に,未来におけるデータの動向を占うとい
うものである．
時系列予測をＮＮに行わせる場合,まずは時系列の特徴を掴むために訓練データが必要になる．これは予
測を行う地点よりも過去の時間におけるデータの動向であり，先程の例で考えると，デパートの過去数ヶ月
間もしくは数年間の売上状況となる．この訓練データを用いてネットワークを学習させることにより，この
時系列に適用するＮＮが構築できる．そして，このネットワークを使用して予測を行うが，このときにテス
トデータがある場合（図１）とない場合（図２）では予測の仕方が大きく違ってくる．
テストデータとは予測時にネットワークへの入力となるデータであり，これは予測を行う時刻よりも過去
の正確なデータである．その為，あらかじめテストデータが用意されている場合は,ある程度の予測波形は
保証される．
一方,テストデータがない場合，ＮＮの構造は図３のように時刻ｔの出力（予測値）眺十，を時間遅延さ
せて次の時刻の入力に利用するというものである．しかし，このようなネットワーク構造で逐次予測を行っ
ていくと，予測を行う度に予測値に微妙なずれが生じ,誤差が蓄積されていくことになる．すると，いずれは
入力が訓練データに存在しない未知のパターンになってしまい,正確な予測はおろか，一定の値しか出力し
ないようになる（図4)．
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本研究ではテストデータがない場合に起こるこのような状態を防ぐ為に,訓練データから擬似的にテスト
データを導出し,テストデータのない場合の予測でも効率的に予測が行える手法を提案する．
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図３テストデータがない場合のＮＮの構造
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図４テストデータがある場合とない場合のMackey-G1assの予測波形の比較
３擬似テストデータの導出
本研究で行った擬似テストデータの導出方法はまず,訓練データ分のＮＮを作成し,それを予測時に比較
して最も近いＮＮを選び出して,予測を行うというものであり，具体的には以下のように行われる（図５）．
stepl:時刻ｔごとの重みultjjを訓練データＤ(｡‘｡,｡‘,,…,dtjv）を用いて学習させ,訓練データ分のＮＮ
を作成する．
step2:予測時刻ｔｐのネットワークへの入力パターンを訓練データ時刻to～ｔＮのときの入力パターンと比
較し,最も近い入力パターンを持つ時刻ｔｃを選出する．
step3:時刻ｔｃのときの重みTDtcijを持つMVtcを用いて,擬似的な予測をすることにより，擬似テストデー
タを作成する．
予測時の入力各ＮＮの入力と比較
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図５擬似テストデータ作成のイメージ
４ＢＰについて
ＮＮの学習には与えられた問題に対して正しい答えを示唆する教師あり学習と正しい答えを示唆しない教
師なし学習があるが,ＢＰは前者の代表的な学習アルゴリズムである．これはネットワークを進んでいく信
号の流れとは逆方向に向かって再帰的に誤差の修正が行われていくのでＢＰ法と呼ばれている．学習の仕方
を具体的に説明すると以下のようになる．
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図６ＮＮの入出力の構造
いま，図６のように入力ユニットにｐ番目のパターンを提示するものとして,ｊ番目の入力ユニットへの
入力信号をzpi，ｊ番目の出力ユニットからの出力信号をZﾉｐｊ，ｊ番目の出力ユニットに対して提示する教
師信号をz},jとする．また,uUijはユニットｉからユニットノヘの重みを表しルjはｐ番目のパターンのと
きのユニットｊの内部状態を表す.ＮＮの入出力は次式で表される．
gPj＝力(spj） (4.1）
Ｅｕｗ (4.2）Spj＝
軸化隅U。い）
ここで,１，０はそれぞれ入力ユニット，出力ユニットの集合を表し,Ｈはそれ以外のユニットを表す．こ
こでた(･)はニューロンの入出力関数であり,一般的に次式で表されるシグモイド関数が用いられる．
（4.4）鋤＝1丁百IF戸FzH百万
このときに誤差測度Ｅｐを，
恥=;工｡;，
’
(4.5）
｛ ！/ｐｊ－ＺｌＤｊｊ/ｊＥＯｕｔｐｕＭｚｙｅｒＯｏｔ/DｅｒＭ８ｅ (4.6）ただし,ePj＝
のように定義すると，
型２－聖2旦旦辺＝亜2zpi-0u）dja8pjOTUjjOspj (4.7）
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が成り立つ．従って，
貼響篝 (4.8）
とすると，
竺旦＝JpjzpiaTUij
となり，ｐ番目のパターンに対して,重みｕノガを，
(4.9）
⑩艀ｗ＝､USL､＋△plDij (4.10）
△，町＝－りゐ脚‘
のように修正することができる．また,このときのJpjは，
(4.11）
（ 生，＝巧(spj)epjユニットノが出力層：ユニットｊが出力層以外の層：ルーf:(8.ｸ)(丁 (4.12）Jpj＝巧(３，，)(ｎJ，州）
とする．
５実験内容及び結果
本実験では時系列データとして,次式で表されるMackey-G1assの微分方程式及び，
を使用した．
SunspotとStockPrice
２１空L2L-bz(t)+α,+z(ｵｰｧ),｡〃(t－７） （5.1）dt
Mackey-Glassの各種パラメータはα＝0.2,6＝0.1,T＝１７とし，このパラメータにおいて波形はカオス
の振る舞いを見せる[2｝Sunspotは1700年から1999年までの年間平均発生量[3]で,StockPriceは1985
年１月から1987年12月までのS&P500の各週末の終値である[4]､予測に使用した学習区間及び予測区間
は表１のとおりである．また,ネットワーク構造及び学習パラメータは共に,入力層10,中間層10,出力層
1,学習係数0.05,シグモイド関数の傾き0.5,慣性項の係数0.5とした．
表１各時系列における学習区間と予測区間
時系列Mackey-G1assSunspotStockPrice
学習区間Ｏ～９９９
予測区間１０００～１０９９
０～２６９０～１３９
２７０～２９９１４０～１５５
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図７，図８，図９はMackey-G1ass,Sunspot,StockPriceにおける予測値の比較であり，これらにはtarget，
①predictionl,②prediction2,③prediction3の４種類の波形が示されている．①はＢＰのみで予測を行っ
たもので②は擬似テストデータのみを出力したもので③は②を①の入力パターンとして予測を行ったもの
である．
図７に示されるMackey-G1ass及び図９のStockPriceの時系列波形に対しては②が最もtargetに近い波
形を出力していることがわかる．これは②が擬似とはいえ,これ自体が非常に精度の高い予測である為,ＢＰ
を使った①や③よりも良好な結果が得られるためである．これとは逆に図８に示されるSunspotの予測波
形では③が最も優れていることがわかる．これは②の手法がデータ重視の出力をするのに対し,①は規則性
や周期を重視した予測をするためである．そのため,ＢＰによって比較的周期の掴み易い時系列では③が最
も有効である．
６まとめ
本研究ではテストデータの存在しない場合の効率的な時系列予測のために,訓練データと予測時の入力パ
ターンを比較することにより擬似テストデータを導出する手法を提案した.本手法をＮＮの代表的な学習法
であるＢＰに適用し,三つの時系列データに対する予測結果より，本手法の有効性が確認された．しかし,扱
う時系列により効果に違いがある為,問題に応じてこの入力パターンの選出方法を変えることや,ＢＰ以外
における有効性も検討する必要があると思われる．
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Recently,artificialneuralnetwork(NN)havebeenwidelyusedinvariousfieldsfbrclassificationand
patternrecognitionmainlybecauseoftheirfeatureextractionpotentialfbrthegiveninputdataset・Due
tothisfbatureextractionability,therehavebeenlnanypapersconcerningtimeseriespredictionwith
NN，Ａ１ｍｏｓｔａｌｌｏｆｔｈｅｓｅｐａｐｅｒｓｕｓｅａｐｒｅｐrovidedtestdatasetasabenchmarkproblem、However，no
testdatafbrthecaseofrealworldtimeseriespredictionproblemsexistslnthispaper,wepresentan
efIectivetimeseriespredictionwithNN,byconstructingpseudotestdatafromgiventrainingdata．
