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● 科研費 基盤(C)  多様な予測に対応した情報量規準の開発：計算統計的アプローチ 伊庭（代表）/矢野（分担）
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𝜈𝜈 𝑦𝑦𝑖𝑖 Epos [𝜃𝜃] −�
𝑖𝑖
Covpos[𝜈𝜈 𝑦𝑦𝑖𝑖 𝜃𝜃 , log 𝑝𝑝 (𝑦𝑦𝑖𝑖|𝜃𝜃)]
重み付き尤度𝑤𝑤𝑖𝑖∗log 𝑝𝑝(𝑦𝑦𝑖𝑖|𝜃𝜃)によって定義される事後分布
評価関数ℎ 𝑦𝑦𝑖𝑖,𝑛𝑛𝑛𝑛𝑛𝑛 𝜃𝜃 >0から定義される予測分布の重み𝑤𝑤𝑖𝑖付きKL損失
に一般化 （特異モデルではhと尤度の間などに条件が必要）
重み付き平均対数損失− ∑𝑖𝑖 Ey𝑛𝑛𝑛𝑛𝑛𝑛 𝑤𝑤𝑖𝑖 log Epos[ℎ 𝑦𝑦𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛 𝜃𝜃 ] を推定（以下2倍）
平均対数損失−Eynew log𝑝𝑝 𝑦𝑦𝑛𝑛𝑛𝑛𝑛𝑛 𝑦𝑦 =






Geisser and Eddy (1979)
Gelfand and Dey  (1994)
ギブス損失に対する情報量規準（とりあえず正則モデルに限定）
任意の損失関数𝜈𝜈 𝑦𝑦𝑛𝑛𝑛𝑛𝑛𝑛 𝜃𝜃 について
平均ギブス損失−Eynew Epos 𝜈𝜈 𝑦𝑦𝑛𝑛𝑛𝑛𝑛𝑛 𝜃𝜃 を推定 （以下負号除きN倍）
（簡単のため重みなしの形で書いたが一般化は容易； 右も同様）
プラグイン推定に関する情報量規準
任意の損失関数𝜈𝜈 𝑦𝑦𝑛𝑛𝑛𝑛𝑛𝑛 𝜃𝜃 について
パラメータの事後期待値Epos[𝜃𝜃]をプラグインしたときの平均損失







Epos , Varpos , Covpos[ ]: 事後分布による期待値，分散，共分散
MCMCサンプルに重みをつけることで表現
