There has been some numerical evidence on the conservativeness of an adaptive one-way GBH procedure for multiple testing the means of equally correlated normal random variables.
to multiple testing the means of equally correlated normal random variables; see, e.g., [4, 5, 7] .
However, a theoretical investigation into this does not seem to exist in the literature. In this note, we provide an analytic, non-asymptotic FDR upper bound for the GBH 1 in the aforementioned multiple testing scenario. The bound is not tight but quantifies the maximal FDR of the GBH 1 correspondingly. As by-products, Lemma 3 extends Lemma 3.2 of [4] , and Lemma 4 extends Lemma 1 of [7] , both to the setting where p-values are not necessarily super-uniform.
We begin with the testing problem. Let X i , i ∈ {0} ∪ N m , be i.i.d. standard normal, where N s is defined to be the set {1, . . . , s} for each natural number s. For a constant ρ ∈ (0, 1), let
Then Y i 's are exchangeable and equally correlated with correlation ρ. We simultaneously test m hypotheses H i : µ i = 0 versus H i : µ i > 0 for i ∈ N m .
This scenario has been commonly used as a "standard model" to assess the conservativeness of an FDR procedure under dependence by, e.g., [2, 5, 6, 7] . For each H i , consider its associated p-value
where Φ is the CDF of the standard normal distribution. The GBH 1 , to be applied
, is stated as follows:
• Group hypotheses: let the g non-empty sets {G j } g j=1 be a partition of N m , and accordingly
• Construct data-adaptive weights: fix a λ ∈ (0, 1), the tuning parameter, and for each j and G j , set
where R j (λ) = i∈G j 1{p i ≤ λ} and R (λ) = m i=1 1{p i ≤ λ} with 1A being the indicator function of a set A, and n j = |G j | is the cardinality of G j .
• Weight p-values and reject hypotheses:
and apply the BH procedure to {p i } m i=1 at nominal FDR level α ∈ (0, 1).
Here is our main result:
When λ ∈ (0, 1/2] and ρ ∈ (0, 0.34), the FDR of GBH 1 is upper bounded by
In the theorem we restrict λ ∈ (0, 1/2] mainly because researchers often choose λ = α or λ = 1/2 in practice (see [5] and [7] ). Also, the requirement for ρ ∈ (0, 0.34) is to ensure some integrals to be finite in the proof of Theorem 1, and the interval (0, 0.34) is obtained by solving 2 − a 2 / a 2 − 1 > 0 and 5a + 1 − 3a 3 − a 2 / a 2 − 1 (3a + 1) > 0 resulting from the calculations for the integrals in (6) However, the case of ρ = 0 corresponds to independence among the normal random variables and hence among the p-values, for which the FDR of GBH 1 is upper bounded by α. So, B (λ, ρ, α) is not tight. This is mainly because we used the suprema of several quantities related to M (ρ, x 0 ); see Lemma 2 and Lemma 3.
Proof of Theorem 1
We provide a streamlined proof of Theorem 1 in Section 2.1 and relegate auxiliary results in Section 2.2 and Section 2.3.
A streamlined proof
Let V and R be respectively numbers of false rejections and total rejections of GBH 1 , we first consider the conditional expectation E ( V /R | X 0 = x 0 ). Since V /R = 0 is set when R = 0, we can assume R > 0 throughout the article. Let I 0 be the index set of true null hypotheses among the m hypotheses, G j0 = G j ∩ I 0 the index set of true null hypotheses for group j, and n j0 = |G j0 | the cardinality of G j0 . Further let p = (p 1 , ..., p m ) be the vector of the m p-values, and p −i the vector obtained by excluding p i from p. Then
where for each j ∈ N g and k ∈ G j
1{p i ≤ λ}, and the inequality is due to the fact that w j is non-decreasing in p j k for all j ∈ N g , k ∈ G j and w j ≥ w
where M (ρ, x 0 ) is defined by Lemma 2 and the inequality (2) holds by Lemma 3. Set
Applying Lemma 4 with h in place ofh to the expectation in (3) gives
where the last equality follows from g j=1 h (R j (λ, x 0 )) = 1. Letα be the FDR of the GBH 1 procedure. Then with (4) we obtain
where φ denotes the PDF of the standard normal distribution, (5) is due to Lemma 2, (11) and (12), and in (6) we have:
∞ 0 e −y dy = a 2 − 1 2 − a 2 ;
Therefore,
where B (λ, ρ, α) is given in the statement of Theorem 1.
An upper bound related to the probability of a conditional false rejection
For t ∈ [0, 1] and i ∈ I 0 , we have the "probability of a conditional false rejection" as
which induces the ratio
Note that g (0) = 0 is set since lim t→0 g (t) = 0 holds, and that g(1) = 1. The key result in this subsection is an upper bound on g (or f introduced later), given by Lemma 2.
First, let us verify that g is upper bounded on [0, 1]. Setting a = 1 To this end, we need the following:
Proof. By the mean value theorem,
where ξ = θ(ax + b) + (1 − θ)x for some θ ∈ (0, 1). On the other hand,
However, the identity
holds for all t ∈ [0, 1] and i ∈ I 0 . So, for all x ∈ R,
where C 1 and C 2 are nonzero constants. Solving for θ from the above equation yields θ = 1 a+1 , and substituting it back into (8) gives (7) .
With Lemma 1, we can obtain an upper bound for f (or g) as follows:
x 0 > 0 .
Proof. We will divide the arguments for two cases. Case (1): b ≥ 0 (i.e., x 0 ≤ 0). Regardless of the values of a and b, we have f (
On the other hand,
., x 0 > 0). We have 2 subcases. Ifx ∈ (−∞, 0), then f (x) < a by the same argument as above. Ifx ∈ 0, −b a−1 , then
for x ≥ 0 by [3] , and
where the inequality follows from Lemma 1. Now we can easily verify that on 0, −b a−1 ,
Bounding the expectation involving the number of rejections
In this subsection, we present two results that are related to conditional expectations involving the number of rejections. Write the number R of rejections of the GBH 1 procedure as R (p i , p −i ) for
Lemma 3. For c > 0, j ∈ N g , k ∈ G j0 and with M (ρ, x 0 ) being defined by Lemma 2,
Proof. We will write number of rejections conditional on p −j k , i.e.,
for simplicity. Since w j non-decreases with p j k , R (p j k ) is non-increasing in p j k .
and inf Y (x 0 ) exist, which are denoted by X * (x 0 ) and Y * (x 0 ) respectively. Clearly, X * (x 0 ) ≤ cY * (x 0 ). So,
where the last inequality follows from Lemma 2.
Since conditional on X = x 0 , the p-value p j k is no longer super-uniform when ρ = 0, Lemma 3 extends Lemma 3.2 of [4] , the latter of which in our notations has M (ρ, x 0 ) = 1 when the p-values
are independent and super-uniform.
Lemma 4. For any non-negative, real-valued, measurable functionh,
when λ ∈ (0, 1/2], j ∈ N g and k ∈ G j0 .
Proof. By simple algebra, 
where (10) is due to the independence among the p-values conditioned on X = x 0 and the inequality is due to the fact that n j0 − V j (λ, x 0 ) ≤ n j − R j (λ, x 0 ). Now considerP (λ, x 0 ) = Pr( p i > λ | X 0 = x 0 ) for λ ∈ (0, 1/2] and i ∈ I 0 . Theñ
whereas when b < 0,P
where we have applied (9) to obtain the second inequality. When k ∈ G j0 , j k has to be equal to some i ∈ I 0 , which justifies the claim on P (λ, x 0 ).
Lemma 4 extends Lemma 1 of [7] , in that, when ρ = 0, i.e., when the p-values are independent, P (λ, x 0 ) = 1 − λ holds for the former and hence reduces to the latter.
