Abstract. In this work we introduce and analyse a new adaptive PetrovGalerkin heterogeneous multiscale finite element method (HMM) for monotone elliptic operators with rapid oscillations. In a general heterogeneous setting we prove convergence of the HMM approximations to the solution of a macroscopic limit equation. The major new contribution of this work is an a-posteriori error estimate for the L 2 -error between the HMM approximation and the solution of the macroscopic limit equation. The a posteriori error estimate is obtained in a general heterogeneous setting with scale separation without assuming periodicity or stochastic ergodicity. The applicability of the method and the usage of the a posteriori error estimate for adaptive local mesh refinement is demonstrated in numerical experiments. The experimental results underline the applicability of the a posteriori error estimate in non-periodic homogenization settings.
Abstract. In this work we introduce and analyse a new adaptive PetrovGalerkin heterogeneous multiscale finite element method (HMM) for monotone elliptic operators with rapid oscillations. In a general heterogeneous setting we prove convergence of the HMM approximations to the solution of a macroscopic limit equation. The major new contribution of this work is an a-posteriori error estimate for the L 2 -error between the HMM approximation and the solution of the macroscopic limit equation. The a posteriori error estimate is obtained in a general heterogeneous setting with scale separation without assuming periodicity or stochastic ergodicity. The applicability of the method and the usage of the a posteriori error estimate for adaptive local mesh refinement is demonstrated in numerical experiments. The experimental results underline the applicability of the a posteriori error estimate in non-periodic homogenization settings.
1.
Introduction. This paper is devoted to the analysis and validation of an adaptive heterogeneous multiscale finite element method (HMM) for solving nonlinear monotone elliptic problems with fast oscillations, i.e. we are looking for the solution u of the following type of equations:
Here, A (x, ·) is a monotone function, whereas A (·, ξ) contains a fast, microscopic behaviour. The parameter is a (possibly abstract) characterization of the multiscale nature of A . In periodic settings it typically represents the period length of one microscopic oscillation, i.e. we have A (x, ·) = A(x, x − x , ·) for suitable A. Different from previous approaches in the linear elliptic case, we propose a PetrovGalerkin variant of the HMM in the nonlinear setting. Our primary goal in this contribution is the derivation of a rigorous a-posteriori error estimate in the heterogeneous setting and the deduction of an efficient mesh adaption strategy based on the theoretical results.
Equations such as (1) have a wide range of applications especially in hydrology and industrial engineering. However, solving the problems accurately typically results in a tremendous computational demand, since the microstructure has to be resolved completely. In a lot of scenarios it is impossible to approach this issue with standard methods such as standard finite elements. Therefore, the usage of alternative strategies is indispensable. There is a large field of methods which are specifically designed for solving such multiscale problems.
A well known analytical approach is homogenization of the original equation. Here, we let tend to zero to identify a coarse-scale limit problem which is cheap to solve. The strong L 2 -limit of the sequence u is called the homogenized solution. The explicit identification of the limit problem is primarily restricted to periodic and stochastic settings, even though there are exceptions. The treatment of nonlinear elliptic problems is for instance presented in [7] and [41, 31, 32] . A general analytical framework for numerical homogenization of monotone elliptic operators and quasiconvex energies is proposed by Gloria [16] . In the work of Gloria, a variety of known multiscale methods (including HMM) are recovered and a-priori convergence results are obtained in a generalized setting.
In this contribution we approach (1) with the general concept of the heterogeneous multiscale finite element methods (HMM), initially introduced by E and Engquist [10, 11, 12] . The idea is to perform detailed fine-scale computations in a certain number of small cells around quadrature points. An average of these results is passed to a coarse grid discretization of the original problem to obtain effective macroscopic problem descriptions. There are various realizations of the HMM (c.f. [1] ). Linear elliptic problems are for instance treated in [13, 6, 38, 23] and parabolic problems in [4, 33, 24, 22] . However, there are only few contributions that study heterogeneous multiscale methods for nonlinear elliptic problems. If there is a nonlinearity in u (i.e. A (x, u (x))∇u )) a-priori errors estimates are obtained in [13] and recently by Abdulle and Vilmart [3] . In this article, we deal with a nonlinearity in the gradient of u . To our knowledge, this is the first contribution where the fully discrete HMM in the case A (x, ∇u (x)) is studied analytically. The nonlinearity in the gradient also yields several computational issues which were lately discussed in [25] where our Petrov-Galerkin HMM was originally introduced.
Concerning other types of numerical multiscale methods and their treatment of nonlinear elliptic problems, we refer to the multiscale finite element method (MsFEM) as proposed in [14] and [15] or the variational multiscale method presented in [35] .
The focus of this work is to derive an a-posteriori error estimate for the mentioned HMM for nonlinear elliptic problems. A-posteriori error estimates for the heterogeneous multiscale method in the linear elliptic and periodic setting can be found in [38] (in the energy norm) and in [23] (in the L 2 -norm). An a-posteriori estimate that depends on knowledge of the homogenized matrix is given in [5, 2] . Error estimation for advection-diffusion problems with large expected drift are derived in [22] . A posteriori error estimates for the variational multiscale method [26, 27] were given in [28, 29, 30, 34] and for the multiscale finite element method in [21] . So far, a-posteriori error estimates for the HMM were only proved for linear problems and under particular assumptions on the microstructure of A .
In this contribution, we do not only give the first a posteriori error estimate for nonlinear monotone problems, we also derive this estimate in a very general homogenization setting that does not assume periodicity or stochastic ergodicity. To our knowledge this is the first such result for numerical multiscale methods in general, without explicit knowledge of the homogenized operator. In particular, we start with formulating a HMM for nonlinear elliptic problems in a variational formulation in a general heterogeneous setting. On the basis of this formulation, we identify the limit u c of a sequence of HMM approximations and state a corresponding averaged/homogenized problem that is fulfilled by u c . Next, we split the error
. In this work, we only estimate u HM M − u c L 2 (Ω) and assume that the remaining modeling error remains small which is reasonable due to convergence results and error estimates obtained in [16, 17, 18, 19] by Gloria. Furthermore, in the linear setting, also a-posteriori error estimates for u c − u L 2 (Ω) are already at hand (see [42, 36, 37, 40] ) and could be transferred to the nonlinear setting. Since this is a work on its own, we will not discuss this part in more detail in this contribution.
Outline: In Section 2 we introduce the heterogeneous multiscale finite element method for monotone operators. In particular, this method can be used to efficiently determine the homogenized solution of a nonlinear elliptic multiscale problem with -periodic coefficients (see [25] for comparison). In Section 3 we present a macroscopic approximation of (1) and state that a sequence of HMM approximations converges to this macroscopic limit solution. In Section 4 we give an a-posteriori estimate for the error between HMM approximation and macroscopic limit solution which is the main result of this contribution. The a posteriori error estimate as well as the convergence result from Section 3 are proved in Section 5. The method and its estimate are numerically validated in Section 6. Here, we also introduce two algorithms for an adaptive mesh refinement of the underlying coarse grid. Note that in this work, we are not concerned with limits for → 0, but we keep the small parameter fixed.
2. The nonlinear elliptic problem and a corresponding HMM.
2.1.
Problem and analytical setting. In the following we are concerned with solving the subsequent nonlinear elliptic multiscale problem: find u ∈ H 1 0 (Ω) with
Here, Ω ⊂ R d denotes a polygonal bounded domain with dimension d ≤ 3 and f ∈ L 2 (Ω). We note that the index is only used to indicate the multiscale character of a function, but we do not form a limit in . The index could be also omitted in the following analytical considerations. However, we believe that is reasonable to keep the index, since it helps to understand the various contributions of our final error estimates.
To ensure existence and uniqueness of u ∈ H 1 0 (Ω) we need some additional assumptions on
Assumption 2.1 (Continuity and monotonicity of A ). Let |·| denote the Euclidean norm on R d . We assume that there exist two constants 0 < α ≤ β < ∞ such that Figure 1 . Sketch of a cell Y T,κ with edge length κ and barycenter at quadrature point x T located within the macro-grid element T .
uniformly for almost every x in Ω:
A (x, 0) = 0.
We note that the subsequent theory of this paper can be generalized to other types of monotone operators (such as the p-Laplacian) that fulfill the properties
However, for simplicity and readability of this article we restrict ourselves to the case p = 2. Remark 1. If Assumption 2.1 is fulfilled, the Browder-Minty theorem guarantees a unique solution of problem (2) (c.f. [39] ).
To formulate the numerical multiscale method, we introduce the following notation. Let Y = (− d denote the 0-centered unit cube. Scaling Y with a positive κ ∈ R and shifting it by x ∈ R d , we use the notation x + κY := {x + κy| y ∈ Y }. We define the space of Y -periodic H 1 -functions with zero averagẽ
Let T H denote a regular simplicial partition of Ω with elements T . x T denotes the barycenter of T ∈ T H and the set of interior edges is defined as
Analogously, we introduce T h , a regular, periodic partition of Y . Γ(T h ) is the corresponding set of faces (including the faces on ∂Y ) and y K the barycenters of K ∈ T h . For κ ∈ R, κ > 0 and T ∈ T H we define Y T,κ := x T + κY (cf. are not captured by the multiscale method, even though extrapolation may be applied. In particular, the discretized diffusion operator will be restricted on Ω δ T H . Definition 2.2 (Discrete elliptic operator). Assuming sufficient regularity for a reasonable point-wise evaluation of A , we define the (piecewise constant) discretized monotone elliptic operator by:
If A is not continuous, A h can be defined via local averaging.
The discrete HMM approximation space is given by
and the solution spaces for the local reconstructions by
All the spaces are equipped with the associated H 1 -semi-norms.
Definition 2.3 (Reconstruction operator)
. For δ > 0 we introduce the nonlinear local reconstruction operator R T :
is defined as the solution of
Here, E T :
is the space of all affine functions on Ω.
Note that R T is well defined, since the so-called cell problems (6) always admit unique solutions. For instance, if we define an operator of type B :
then B is still strongly monotone (due to the properties of A stated in Assumption 2) and therefore coercive in the sense lim v h →∞
, therefore has a unique solution.
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PATRICK HENNING AND MARIO OHLBERGER 2.2. The heterogeneous multiscale finite element method. Before stating the method, we sketch the idea. Note that the subsequent procedure for deriving a realization of the HMM is equivalent to the variational multiscale approach (the 'VMM way', cf. [29] ). Let us assume that we have a separation of coarse-and fine-scale part: u ≈ u coarse + u f ine . If we suppose the same for our test functions (i.e. Φ = Φ coarse + φ f ine ), we obtain from (2)
Choosing φ f ine = 0, we have
and with Φ coarse = 0, we get
Discretizing (7) and (8) and restricting the computations on representative cells x quad + δY yields the basic concept of HMM. Note that ∇ φ f ine does not become small, due to the possibly large gradient behaving like 1 . In the following we state a heterogeneous multiscale finite element method for monotone elliptic problems in a Petrov-Galerkin setting. This formulation of the method was initially introduced by Henning and Ohlberger [25] .
Definition 2.4 (HMM for monotone operators
Here, R T (depending on δ) denotes the local reconstruction operator, as defined in (6) . For the parameter δ we assume δ ≥ 0 and typically Y T,δ ⊂ T for all T ∈ T H (which implies the choice δ < H). For details on how to solve the nonlinear problem (9), we refer to the HMM-Newton scheme proposed in [25] .
The method has four tuning parameters:
• H: the resolution of the macroscopic grid on Ω;
• h: the relative resolution of the scaled sampling domain Y (i.e. the accuracy with which we solve the local problems); • 0 determines the size of the sampling domain Y T, 0 ; • δ: the edge length of the oversampling domain Y T,δ (the domain on which we solve the local problems).
• On the contrary, is a fixed parameter, which only depends on the model problem and which cannot be changed! In a scale separated heterogeneous setting it is usually not possible to identify a unique parameter in our original problem, thus we need a guess for the characteristic length scale of the microscopic oscillations. 0 should correspond with this guess. In general, 0 should be chosen such that the behaviour of A in Y T, 0 is representative for its behaviour in Y T,δ . This means that δ should be larger than the mentioned characteristic length scale. An expedient choice for the case of a periodic microstructure with period is δ = 0 = , and for the non-periodic case δ = m 0 , m ∈ N >1 . Note that the method also makes sense for H ≤ 0 . Then it can be interpreted as a domain decomposition scheme with oversampling.
Alternatively to the Petrov-Galerkin formulation (9), it is often proposed for linear problems to use R T (Φ H ) instead of Φ H as a test function in (10) (cf. [10] ). An advantage of such choice is that we can guarantee a unique solution of the HMM problem in this case, which is a direct effect of the monotonicity property of A . In the Petrov-Galerkin formulation, this is only clear if we skip oversampling (i.e. for δ = 0 ), since then the additional contribution of R T (Φ H ) is zero and the methods are identical. However, if this is not the case, the method with R T (Φ H ) incorporates a small inaccuracy produced by the contribution of the reconstruction. This contribution is unnatural, if we think of the 'VMM way' of deriving the multiscale method. Although we expect the contribution to remain small in the case δ ≥ 0 , there is no guarantee for this. For instance, assuming that A has a strongly heterogeneous structure on each representative cell Y T, 0 , summation over small inaccuracies may worst case end up in a perceptible failure. Beside existence and uniqueness of a solution, another advantage of replacing Φ H by R T (Φ H ) holds for the linear setting, i.e. for the case that A is linear in the second variable with
Then, we obtain a symmetric linear system of equations which is cheap to solve. However, in the non-linear setting the advantage becomes a disadvantage, since the method becomes extremely expensive. It involves determining the reconstructions R T (Φ i ) for any base function Φ i . These are |T H | nonlinear problems to solve and |T H | additional functions to store. Moreover, the solver does neither become faster nor does the approximation become more accurate, so that the only reasonable choice for the treatment of non-linear problems is the usage of the Petrov-Galerkin HMM. For a further discussion and analysis of the Galerkin versus Petrov-Galerkin setting we refer to [22] ).
3. Limit problem and convergence of the HMM. In this section we introduce a δ-0 -averaged homogenized problem. Furthermore, we state a convergence result of the HMM-approximations from Definition 2.4 towards this limit problem. The corresponding proof is given in Section 5. Furthermore, we state a model assumption that guarantees the existence of the HMM approximation u H,h . For the definition of the δ-0 -averaged limit problem, let us denote χ 0 δ Y the characteristic function of 0 δ Y . We next introduce the scaled cut-off function
Denoting B δ (Ω) := {x ∈ R d | ∃x ∈ Ω : |x −x| < δ}, we suppose that A keeps its properties if we replace Ω by
and the image Q(ξ) of correction operator Q :
Note that Q is well defined due to the properties of A ,δ .
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Definition 3.1 (The δ-0 -averaged operator). In the following we call
The essential model assumption in this section is the strong monotonicity of A 0 . Under certain assumptions on 0 and δ, A 0 indeed inherits the monotonicity from A . This was shown in [17] in the framework of convex energies. However, since we do not want to restrict δ and 0 any further, we simply presume the desired property. In particular if δ = 0 the monotonicity is directly obtained from A and we even get the same constant α. Therefore, the following assumption is not a strong assumption: Assumption 3.2 (Model assumption). We suppose that the δ-0 -averaged operator A 0 is strongly monotone withᾱ > 0, i.e.:
Definition 3.3 (The δ-0 -averaged equation). With the preceding assumptions and defining
we have a unique solution
Next, we give an alternative formulation of the δ-0 -averaged equation. This alternative formulation is of a two-scale type since we artificially forced a scale separation. The following formulation of the problem (including oversampling) is new. 
is the unique solution of the following two-scale equation:
A third possibility of formulating equation (16) and (17) is given by Gloria [17] as a minimization problem for convex energies. From the works of Gloria [16, 17] we have the following result that gives a relation of our δ-0 -averaged equation to the original problem and its homogenization.
Theorem 3.5 (Gloria [16, 17] ). Let u c be defined through Definition 3.3, u the solution of the homogenization problem (2) and u 0 the homogenized solution (i.e. the weak H 1 -limit of u for → 0). Then, the following convergence result holds
up to extraction of a subsequence, where it is assumed that either δ − 0 ( ) → 0 for → 0, or
Let us note that in the periodic homogenization case (A (·) = A( x )) we might take δ = 0 = and it follows from two-scale convergence (c.f. Allaire [7] ) that u c coincides with the homogenized solution u 0 . Indeed, in the periodic setting, we can verify that (17) is equivalent to the typical homogenized two-scale equation as proposed by Allaire.
The primary goal of this contribution is the derivation of an a posteriori error estimate between u H,h and the δ-0 -averaged limit u c . We focus on the a posteriori approach, as it gives us a tool that we will use to derive efficient local grid adaptive variants of the method, as presented and discussed in Section 6. Of course it would also be possible to derive a priori error estimates (with explicit orders of convergence) in the given setting with ideas analog to the analysis provided e.g. in [23] in the linear case. We will not detail such analysis here as it is not the focus of this contribution. However, in order to make sure that u H,h converges to u c under the given assumptions, we state a corresponding convergence result: Theorem 3.6 (Convergence of the HMM). Suppose that Assumptions 2.1 and 3.2 hold true and that h is sufficiently small. Then there exists a solution u H,h of the HMM problem (9) for any given triangulation T H of Ω. Furthermore, if u c denotes the solution of the δ-0 -averaged problem, we have
The proof of this convergence result is given in Section 5.
4.
A posteriori error estimates for HMM with oversampling. In this section we state an a-posteriori error estimate for the heterogeneous multiscale finite element method introduced in Definition 2.4, where our focus is on the L 2 -error between HMM approximation u H,h and the δ-0 -averaged limit solution u c . Beside the general assumptions stated in Section 2 (including Assumptions 2.1 and 3.2), we suppose that we have sufficiently regular data, i.e.
We introduce the subsequent definitions and notations. In the following u H,h always denotes the solution of the HMM given by equation (9) . The discrete scale-
Furthermore, we define the restriction of the triangulation
For simplification, we assume that T 0,δ h , on its own, is a regular, periodic triangulation of 0 δ Y . The corresponding set of all faces, the set of inner faces and the set of outer faces are denoted by:
Let us define outer normals and gradient jumps as follows: 
where x mi is a sequence in M i , with x mi → x.
In order to use jumps over pairwise opposite faces of Γ out (T κ h ), we also need to introduce the set Γ(T κ h )/ ∼ κY : Definition 4.2 (Equivalence relation on sets of faces). For i ∈ {1, ..., d}, m ∈ {1, 2} we define the mapping g
The set of all these mappings plus identity is given by G := {g 
In addition, for any coarse grid face E ∈ Γ(T H ) the local residual error indicators are defined through
We now present an a-posteriori error estimate for the L 2 -difference between HMM approximation u H,h and the coarse-scale solution u c . Under the given assumptions, the estimate is reliable. The proof of the subsequent theorem is given in Section 5. 
Here, by C we denote generic constants not depending on H, h and . If 0 = δ (i.e. if do not use oversampling) the Assumptions 3.2 and 5.11 are automatically fulfilled and the generic constants C are also independent of 0 and δ.
Note that this estimate could be combined with an estimate for u − u c L 2 (Ω)
to obtain an estimate for u H,h − u L 2 (Ω) . However, as u H,h converges to u c , the error u − u c L 2 (Ω) has to be considered as a modelling error that depends on δ but cannot be reduced with mesh refinement. Convergence for → 0 was pointed out in Theorem 3.5.
For the heterogeneous multiscale method (9) the a-posteriori error estimate (19) consists of two components: one part to estimate the approximation error and one part to estimate the residual error. If we use a sufficiently accurate approximation of the coefficient function A , the order of convergence of the HMM is dominated by the residual indicators η res E andη res T . Due to the fact that gradient jumps typically yield convergence of order O(H 1 2 ), we expect a quadratic order of convergence for this method (in H and h). Indeed, proceeding similar to the proofs in Section 5, we could derive an a-priori error estimate which formally confirms this. Such a-priori error estimates were carried out in [23] for the linear case following similar ideas.
Remark 2 (Efficiency & lower bounds). It is possible to derive a local lower bound for the L 2 -error between u H,h and u c , which is of the following type:
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Here, U (T ) denotes a patch of grid elements adjacent to T and e T approx denotes a local data approximation error. Such an estimate shows efficiency for the error estimator in Theorem 4.4. To keep brevity of the presentation, we skip a detailed proof. Nevertheless, let us give a short draft: To show the efficiency estimate, we can proceed similar to the linear setting and in the case of an H 1 -error. After deriving a lower bound for the local contributions of the H 1 -error, we need a linearized local problem (similar to the linearized problem in Section 5) to use the Caccioppoliinequality to bound the local error in the H 1 -semi-norm by a local L 2 -error.
5. Proofs of Theorem 3.6 and Theorem 4.4. We now prove our two main results.
5.1. Proof of Theorem 3.6. The first part of this section is concerned with proving the convergence result of Theorem 3.6. Furthermore, we detail the meaning of sufficiently small h as mentioned in the theorem. Without loss of generality, we postulate two nested families of triangulations (T Hi ) i∈N of Ω and (T hi ) i∈N of Y with
On the basis of the extended reconstruction operator, we start with reformulating the reconstruction problems (or cell problems) by splitting R T in macroscopic and microscopic contributions:
Lemma 5.1 (Discrete correction operator). We define the image Q h (ξ) of the discrete correction operator
Here, we recall that A ,δ h is a discretization of A ,δ given by:
With the definitions above, A h given by (10) and T ∈ T H , we get the equations
We verify Q h (∇Φ H (·)) = Q h (Φ H ) to prove the results. First we note that the following holds for every x ∈ T :
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By (2.3) we therefore obtain for allφ h ∈ W h (Y T,δ ):
To derive the equation for A h we can use (23) to proceed similarly:
Since the quadrature formula is exact for piecewise constant functions (on T ∈ T H ), we get the result by summation:
To shorten notation, we introduce Q(Φ)(x, y) := Q(∇ x Φ(x))(x, y) for Φ ∈ H 1 0 (Ω) and Q h (Φ H )(x, y) := Q h (∇ x Φ H (x))(x, y) for Φ H ∈ V H . From now on we primarily use Q instead of Q. For simplification, we also replace A h yields no further difficulties, but we get an additional approximation error that converges to zero for h → 0. We need two further lemmata to prove the main result. The first one describes the continuity of the operators Q and Q h : Lemma 5.2. The following inequality holds almost everywhere in x and for all ξ 1 , ξ 2 ∈ R d :
The same result holds true for Q h , h ∈ {h i |i ∈ N}.
Proof. We start with using the coercivity of A ,δ and the definition of Q to obtain:
This together with the orthogonality of gradients of periodic functions with constant vectors yields:
This ends the proof .
Next, we define X z which is a nonlinear subspace of L 2 (Ω,H 1 (Y )) required for the convergence proof.
Definition 5.3. For a given z > 0, forᾱ denoting coercivity constant in (14) and for
we define the nonlinear space X z by:
The next lemma helps us to give a criterion on the size of h so that we can guarantee a HMM solution.
Lemma 5.4. For all z > 0, there exists i 0 ∈ N, such that:
Proof. Let us first note that we do not need the specific structure of K(z) for this proof. K(z) could be replaced by an arbitrary positive constant.
Since we have a nested family of triangulations T hi , the negation of (25) reads
Since
H ) i is a bounded sequence in a finite dimensional Hilbert space. We therefore have a strong H 1 -limit of Φ i H (up to a subsequence). It is denoted by Φ H . On the other hand, Q is a continuous operator due to (24) which implies
for all i ≥ i 0 . All together with sufficiently large i 0 :
This is a contradiction to (26) .
Remark 3.
Analogously to the preceding proof we can alternatively show that for all C > 0 and for all * > 0 there exists i 0 ∈ N such that for all i ≥ i 0 and for all
We are now prepared to prove the convergence result for the HMM. Recall that for simplicity we replaced A 
With this condition, there exists a HMM approximation u Hj ,hi for all j ∈ N and for all i ≥ i 0 . Moreover, we have:
Proof. The possibility to choose i 0 for (27) is a direct consequence of Lemma 5.4.
In the first part of this proof, we fix H ∈ {H j |j ∈ N} and h ∈ {h i |i ∈ N}. We define
H (x s ) = δ ks , where x s denotes the s'th inner node of the triangulation T H . With this, we introduce a norm on R N by:
Next, we define
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For (A h − A)(Φ H , Φ H ) we use Céa's lemma for monotone operators which reads
to obtain:
If we restrict ourselves to ξ with |ξ| V H = K(z), we may use Lemma 5.4 to obtain that there exists i 0 ∈ N (i 0 independent of ξ) so that for all i ≥ i 0 :
Combining this with (28) we get for all i ≥ i 0 and for all ξ ∈ R N with |ξ| V H = K(z):
, we can use a simple conclusion from the Brouwer fixed point theorem to obtain that we have a solutionξ i ∈ R N of the problem g H . It remains to identify the limit of the HMM approximations. First, we have that (u H,hi ) i≥i0 is a bounded sequence in V H (bounded by (K(z))). Due to the finite dimension of V H , there exists u H ∈ V H so that u H,hi i→∞ → u H strongly in H 1 (Ω) (convergence of subsequences can be replaced by convergence of the whole sequence due to the characterization of the limit problem which always yields a unique solution). With (24) , (29) and Remark 3 (with C = K(z)) we furthermore obtain:
Due to the strong convergence of u H,hi to u H and the strong convergence of Q hi (u H,hi ) to Q(u H ) we obtain that u H solves
for all Φ H ∈ V H . Since A 0 is strongly monotone, we use Céa's lemma to get strong convergence of u H in H 1 (Ω) to u c (we have uniqueness of the limit, due to uniqueness in the limit problem). This ends the proof.
Proof of Theorem 4.4.
The rest of this section is devoted to the proof of the a-posteriori error estimate, where we use the notation introduced in Section 4. Furthermore, we suppose that the assumptions stated at the beginning of Section 4 hold true. We start with formulating a dual problem to the δ-0 -averaged problem (17) . This is used for deriving an error identity for
To state a linearized dual problem of the δ-0 -averaged problem, we first need to introduce the mean value linearization of A ,δ :
we define the entries of the meanvalue linearizationĀ ,δ (ζ 1 , ζ 2 ) of A ,δ by:
Here, a
,δ i
denotes the ith component of the operator
Due to the following lemma,Ā ,δ (ζ 1 , ζ 2 ) is an elliptic matrix with coercivity constant α.
Lemma 5.7. Let (X, · ) denote a reflexive Banach space with dual space X and let B : X → X denote a nonlinear operator with Fréchet derivative B : X → L(X, X ). If B is strongly monotone, i.e.
we have
The proof is a simple conclusion from the strong monotonicity. Next, we introduce the mean value linearized correction operatorQ(ζ 1 , ζ 2 ):
whereQ(ζ 1 , ζ 2 )(ξ) is defined (see (12) for comparison) as the solution of:
Note thatQ(ζ 1 , ζ 2 ) is well defined because of the coercivity ofĀ ,δ (ζ 1 , ζ 2 ). We
)) for formulating the dual problem :
(Ω) denote the solution of the δ-0 -averaged problem (16) and let u H,h ∈ V H denote the HMM approximation given by (9) . We define the entries of the matrixÂ ,δ by:
whereĀ ,δ is given by Definition 5.6. Note, sinceĀ ,δ (ζ 1 , ζ 2 ) is a coercive matrix with coercivity constant α (c.f. (3)) independent of ζ 1 and ζ 2 , we also have that A ,δ is a coercive matrix with constant α. Analogously we defineQ bŷ
Proof of Theorem 4.4. For brevity we omit dx and dy in this proof. Let L H :
Lagrange interpolation operators (eg. [9] , Section 2). Since T h is a periodic partition of Y , periodicity is preserved by the interpolation operator. Therefore,L h : (20) and (22) respectively. Using the definitions of z c , z f and u f := Q(u c ) we obtain the following error identity:
In the next step, we use Remark 4:
Using (17) and artificially inserting A ,δ h yields:
To conclude the identity we require (22) and the definition of u H,h (Galerkin orthogonality):
With the properties of the Lagrange interpolation and with estimate (34) we get:
For II 1 we obtain:
where
. II 2 is treated in the same way. For III, we have:
Here, C Γ denotes the maximum number of faces per simplex T ∈ T H . Similarly we treat IV:
Putting the estimates together, we obtain the final estimate (19) .
Remark 6. In the case that we only have L ∞ −regularity for A , the Lagrange interpolation operator in the preceding proof of Theorem 4.4 must be substituted by the Clément interpolation operator. Then, we only have linear order of convergence (in H and h), different constants but the indicators remain the same with the exception that we must substitute H • is the smallest angle of a re-entrant corner. In the right figure we display the diffusion coefficient c (given by (37) ) which rapidly takes values between 0.1 and 7.6. We see a very slight micro-structural behavior.
6. Numerical experiments. In this section we are concerned with testing various realizations of the heterogeneous multiscale finite element method for a nonlinear elliptic model problem in which the diffusion operator contains fast, non-periodic oscillations. We apply the HMM to solve this problem efficiently. The elliptic problem reads as follows:
Here, the domain Figure 3 and the (rapidly oscillating) nonlinear diffusion operator A is given by
, where c(
On the left hand side of Figure 3 , we see a plot of c on Ω. Note that we do not have full H 2 -regularity for the solution of this problem because Ω is not a convex domain.
This model problem involves a heterogeneous microstructure which makes it impossible to apply standard homogenization techniques. The wavelengths of the oscillations are decreasing the closer they come to the axis x = 0 and they are increasing the closer they come to the axises x = 1 and y = 0. Furthermore, there is an additional macroscopic contribution. This implies that is only an abstract parameter which does not explicitly occur in our model problem.
In the subsequent realizations of the HMM = 0 occurs only as the size of the cells Y T, 0 over which we average the reconstructions. Here, various reasonable choices for are possible. In the following, increasing 0 does not mean that we change the model problem, it simply means that we change the realization of the HMM.
We also note that the microstructure in the problem above is still quite coarse in comparison to real applications. We did not use a finer structure since we need a highly accurate reference for the exact solution u. Due to the heterogeneity, we had to perform an expensive fine-scale FEM computation which led to a nonlinear algebraic system of equations with almost 8 million unknowns. In the following we refer to u as the 'exact' solution. It is plotted in Figure 4 .
The model problem above and the corresponding results below can be seen as an example for a large set of other tests that we carried out and which all led to similar outcomes. For further numerical experiments and details on the implementation of the method, we refer to [25] .
6.1. HMM approximations for different values of 0 and δ. In this subsection we are concerned with various realizations of the HMM. We compare the method with oversampling and the method without oversampling, where we have a look at the results for different values of 0 and δ.
From now on, the global error indicator ξ(u H,h ) is defined according to the right hand side in (19 we define the experimental order of convergence (EOC) of e H,h
Analogously, we define the EOC with respect to the estimated error ξ(u H,h ). The HMM errors for different values of H, h, 0 and δ are given in Table 1 . In the left hand side we fix the macro-grid with a resolution of H = 2 −3 . The micro-structure is resolved by means of combinations of h and δ. Note that the effective local resolution is equal to δh. In the left list of Table 1 we fix H and decrease the effective resolution of the microstructure, in the right list of Table 1 we simultaneously decrease H. We see that, concerning the balance between error size and computational complexity, the best results are obtained for choosing 0 = 0.05 and δ = 0.1. This is a bit surprising since the cells become so small in this scenario, that there exists a subregion of Ω where the size of a cell falls below the wavelength of an oscillation. However, Table 1 suggests that it is more reasonable to choose a small δ and to solve the cell problems accurately.
In Table 2 we quantify the convergence behaviour. If we only compare the first three results, we see an average experimental order of convergence of 1.8. This is essentially what we expected, since we do not have H 2 -regularity for the solution. More precisely, one can show [20] that the order of convergence is (1 + and γ denotes the smallest angle of a re-entrant corner. In our model problem we have γ ≈ 116.57
• , which yields a theoretical order of convergence of approximately 1.74. For more details on the regularity with corner singularities we refer to [20] .
After the first three results, the EOC is breaking down and we obtain that EOC ((2 −4 ,2 −6 )→(2 −5 ,2 −7 )) = 1.008. This is due to the fact that the HMM is reaching maximal accuracy. The exact solution still contains very small oscillations which can be observed in Figure 4 . These oscillations of u cannot be captured by the locally averaged HMM-approximation u H,h , since the method in the form presented here only converges to a homogenized solution u c . The
is around 0.0002. We can not fall below this value. Nevertheless, we can see by Figure 6 .1 that this accuracy is completely sufficient and that we have a very good matching of the corresponding isolines. Table 2 . L 2 -errors between the exact solution and HMM approximations for decreasing macro-and micro-mesh sizes. estimated errors is similar to the convergence of the error itself. We can say that the quotient between ξ(u H,h ) and e H,h L 2 (Ω) is of order 10. This indicates numerical efficiency of the error estimator as already predicted in Remark 2. Applications of the error estimator for adaptive mesh refinements are given in Section 6.2.
In Table 4 we state the results of the HMM with and without oversampling. Results are comparable if the macro grid was identical and if δ 1 h 1 = δ 2 h 2 (i.e. if they have the same resolution of the micro structure). In the table we only refer to h as the resolution Y for the HMM with oversampling. A little surprisingly we 0.000215419 0.00022142 Table 4 . In this table, we compare the error for the HMM with oversampling (u H,h , 0 = 0.05, δ = 0.1) and without oversampling (v H,h , 0 = δ = 0.05) for the same macro-and micro resolution. observe that approximations produced by the HMM with oversampling are only slightly better than the results of the HMM without oversampling. A comparison of the isolines in Figure 6 displays that a difference is hardly perceptible. However, the reasons for this seems to lie in the periodic boundary condition for the cell problems. Even though it is a wrong boundary condition, it is very flexible and can easily adapt to the present situation. If we use for instance a Dirichlet boundary condition for the cell problems, the impact will be larger due to stronger boundary layer effects. However, in other situations, we could find a complementary scenario and an adequately chosen Dirichlet boundary condition might turn out to be better. Anyway, oversampling is typically an important (and helpful) part of the method.
6.2. Adaptive strategies. In this section we use the a-posteriori error estimate stated in Theorem 4.4 to construct two algorithms for an adaptive mesh refinement. For this purpose, we define the local error indicators by: Table 5 . The HMM-computations in both tables refer to a microgrid size of h = 2 −6 and a cell size of δ = 2 0 = 0.1. Cycle stands for cycle of the algorithm. The (coarse) initial macro-grid triangulation is illustrated in Figure 3 . The tolerance for the estimated error is set to T OL = 0.005. In left table we can see the results of Algorithm 1 which requires 8 cycles. In the right table we can see the results of Algorithm 2 which only requires 4 cycles (where the first cycle involves the initial uniform refinement). would be good candidate such that ξ(uH ,h ) < T OL. Formally, this is only a strategy to determine a required number of uniform refinement steps, but we can also use it for an adaptive algorithm: here we go half the way to T OL with a uniform refinement (first step), then we have a sufficiently fine macro-grid to apply adaptive mesh refinement (remaining steps till the algorithm aborts). In all these subsequent steps, we subdivide the grid into three regions, which are distinguished according to no refinement, one refinement and two refinements. Details are given in Algorithm 2.
By Table 5 we see that the number of cycles can be halved by using Algorithm 2 instead of Algorithm 1. Indeed, Algorithm 2 also needs only half the CPU time of Algorithm 1. In Figure 7 we depict a refined grid, produced by the second adaptive algorithm. This grid is given exemplarily for the behaviour of the refinement procedure, which specifically takes place around the corner singularities at the top of the domain Ω.
7.
Conclusion. In this work we analysed a heterogeneous multiscale finite element method for monotone elliptic operators. In order to derive a corresponding general a-posteriori error estimate, we identified the analytical limit problem of the HMM in a nonperiodic and non ergodic setting. On the basis of this identification, the estimate was achieved by means of an error identity deduced from a suitable dual problem. The applicability of the method and an analysis of the associated a-posteriori error estimate was demonstrated in numerical experiments in a heterogeneous setting. We observed a nice convergence behaviour for the L 2 -error, as well as for the estimated L 2 -error, for which we obtain numerical efficiency. Decomposing the global error indicator into local contributions, we were able to formulate adaptive algorithms. The usability of the algorithms was demonstrated in additional numerical computations.
