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1. INTRODUCTION 
As shown in Part I of this work [3], certain kinds of nonlinear difference 
equations can be reformulated as variational problems with associated 
extremum (maximum and minimum) principles. Apart from their own 
intrinsic interest, these extremum principles provide a basis for the 
approximation of solutions through the use of variational methods. Such 
an approach, however, involves the difficulty of estimation of errors in 
approximate solutions, and to supplement these studies we develop here an 
alternative approach based on the idea of comparison theorems and their 
use in obtaining sequences that provide upper and lower bounds on the 
exact solution. 
The difference equations that concern us are described by 
04, =./lx,,, d,L n = 1, 2 ,..., N, 
i,=o, 4,+,=0, 
(1.1) 
(1.2) 
where 
and the x,, are ordered points such that 
o=x,<x, <x2< ... <x,<xfq+,= 1 (1.5) 
with spacing h. We shall consider the class of Eqs. (1.1) for which 
.f’(-%n 4,) -=c 0 for #n>O (1.6) 
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and further we suppose that f is a differentiable function of 1+3, such that 
$ (x,, 4,) GO for all x,, 4,. (1.7) 
n 
As shown in Part I, if there is a solution to (l.l), (1.2), then (1.7) ensures 
that it is unique, and (1.6) ensures that it is nonpositive, in fact 
9,, < 03 n = 1, 2 ,..., N. (1.8) 
2. COMPARISON THEOREMS 
Following the analogy with differential equations we suppose that we 
can choose a function CJ~,: such that 
D4F; df(-x,,, 4,4)? n = 1, 2 ,..., N, 
d,“=O, df;,, =o 
Then from (1.1) and (2.1) we have 
(2.1) 
(2.2) 
D(d,4 - 4,l) G.f(X,,> d,4) -S(&, d,)> n = 1, 2,..., N 
=((j-d )Y?!L ,I 
” &J,, 
by the mean value theorem, where 6, = 4, + ~(4: -$,,), 0 -CC < 1. Using 
(1.7) we can write this as 
D(d,4 -d,,) d -w,” -d,) 
for some real j*,. Setting 
o,, = 4: - dn 
we therefore have the set of inequalities 
(2.3 
(2.4 
Dw,,+~~w,,dO, n = 1, 2 ,..., N. (2.5) 
Our aim now is to show that 
w,, G 0, n = 1, 2,..., N (2.6) 
which will then establish 4,” as a lower bounding function to the exact 4,. 
If we put 
ccj=2fP J (2.7) 
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the set of inequaities in (2.5) is 
--o,+a,o, -0,60, 
-u1 +azo,-o,dO, 
--02+a3~,-~4<0, 
with 
a,=& UN+, =o. 
From the first inequality in (2.8) 
1 
WI<--w,, 
aI 
and from the second inequality 
a2w2 <w, + u3. 
Using (2.10) on the right of this inequality we obtain 
or 
1 
a202<---2+u3 
@I 
1 
0,6-O,, 
B 
where 
fi=a,-t. 
From the third inequality in (2.8) we have 
a3w3 6 co2 + w4 
and using (2.11) on the right we obtain 
1 
a,w,<-w,+w, 
B 
or 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
I 
o,d-04, 
Y 
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where 
Y=“,-l=a,-l 1 
B :‘( > lx>---, Ul (2.14) 
We can continue in this way down the inequalities in (2.8) and obtain 
1 
~k<---Wk+,, k = 1, 2,..., N (2. 
vk 
15) 
where 
v, =x, (2. 16) 
We note that 
VI =u, 32, 
1 1 3 
v,=cQ-->,2--=-, 
El 2 2 
1 2 4 
lya,-vz>2-3=3’ 
vk b kfl>l. 
k 
From (2.15) it follows that 
(2.17) 
(2.18) 
1 1 1 1 
co,<-wo,<----0,6 w,d .. . <-co -0 
VI Vl v2v3 v, .“VN 
Ntl- . (2.19) 
Vl v2 
Hence 
O,<O, n = 1, 2 ,..., N. (2.20) 
We therefore have established the lower bounding result: 
(1) if we can choose 4: such that 
m,” Gf(xn> d,“,? n = 1, 2,..., N 
#,“=O, &+, =o, 
(2.21) 
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then 
~,“el~ n=o, l)...) N+ 1, (2.22) 
where 4, is the solution of (1.1) and (1.2). 
In the same way, we can prove the upper bounding result: 
(2) if we can choose 0,” such that 
DO,” 2 ./“(-~?I) 4,” 1, n = 1, 2,..., N 
d,“=O, dlc’,, =o, 
(2.23) 
then 
d,,GO;, n = 0, l,...) N + 1, (2.24) 
where 4, is the solution of (1.1) and (1.2). 
Combining these two results we therefore obtain the upper and lower 
bounds 
~,“aLW~ n = 0, 1 ,..., N + 1. (2.25) 
The bounds in (2.25) imply that a solution of (1.1) which satisfies the 
boundary conditions (1.2) must be unique. For if 4, and $, are any 
solutions, we can let 0,” = $, and 4,” = $,, to find that 4, = Ic/,,. An alter- 
native uniqueness proof was given in Part I [3]. 
One way to obtain bounding functions 4,” and 0:’ in practice is to choose 
two functions,f, and fU such that 
and 
.fL(%l, 4,) ~.f(xm d,,) for all x,,, d,, (2.26) 
.f”(Xn3 4,) ~.f(X,,> d,,) for all x,, d,, (2.27) 
and let 4,” and 4,” be solutions of 
and 
04,” =.fuh, d,“), n = 1, 2 ,..., N, 
#=O, c/4;+, =o. 
(2.28) 
(2.29) 
Because of (2.26) and (2.27) the inequalities in (2.21) and (2.23) are then 
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satisfied. The functionsf, andf, can be chosen to be linear functions, and 
so the difference equations (2.28) and (2.29) are readily solved analytically 
for the bounding functions 4,” and 4 F. This procedure for obtaining upper 
and lower bounding functions has been exploited recently for differential 
equation problems by Villadsen and Michelsen [7], Varma and Strieder 
[6], and Arthurs and co-workers [l, 2, 41. 
3. AN APPLICATION 
To illustrate these ideas we consider the example studied variationally in 
Part I [3] for which 
.ff, =S(xm 4,) = -h2(x,5 + 34,, + 1043. (3.1) 
This satisfies conditions (1.6) and (1.7) and so (i) the exact solution 4, is 
nonpositive and (ii) the upper and lower bounding results of Section 2 
apply. 
3.1. Lower Bound Function 1 
We begin with the lower bound and to guide us in our initial choice of 
suitable functions fL for use in (2.28), we show in Fig. 1 the appropriate 
part of the function (3.1) corresponding to the region in which 4, lies, 
namely, 
d,, G 0. (3.2) 
Our first choice for fL, which we denote by f I’), is the tangent to ,f, at the 
FIG. 1. Functions f,, fp). and Sr’. 
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point (4,, fn)8n=0 in the d,, f, plane. From Fig. 1 we see that this tangent 
lies below f, for nonpositive 4, and is given by 
fl"(x,, 4,) = -K’cp, - h2x,Z, (3.3) 
where 
K= = 3h2. (3.4) 
For this choice of fL the inequality (2.26) holds and by (2.28) the 
corresponding lower bounding function 4,““’ satisfies 
D~,""'=flf'(X,, cj,""'), 
that is, 
-~,“(:1+(2+K=)~,L(‘)-~nL(11= -h4nz, n = 1, 2 )...) N, 
with 
#‘kO 4 ) f;‘:‘, = 0 
where we have used (3.3) and 
x,, = nh, n=o, l)...) N-k 1. 
The complete solution of (3.6) and (3.7) is 
c$,~“~ = -2h4Kp4 - h4Ke2n2 + Ar; + Br’;, n=o, l)...) N+ 1, 
where 
K2 = 3h2 
rI 
I 
= 
r2 
l+;K2&Jm, 
A=2h4K-4(1 -r,N+‘)+h4Kp2(N+ l)= 
Ntl -,-N-t-’ 3 rl 2 
B = 2h4Kd4(ry+ ’ - 1) - h4K-2(N+ 1)2 
,.N+l-,.N+l 1 2 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
Table I contains the values of the lower bounding function (3.9) 
corresponding to 
h=O.l, N= 9. (3.11) 
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TABLE I 
Lower Bounding Function 4,““’ 
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
0 
- 0.005 780 556 7 
-0.011 634 530 2 
-0.017 437 539 6 
- 0.022 863 675 2 
-0.027 375 720 9 
-0.030 209 038 3 
- 0.030 348 626 9 
-0.026 498 674 4 
-0.017 043 681 8 
0 
3.2. Lower Bound Functions 2, 3 ,... 
From Table I we see that the exact function d,, is bounded globally 
below by the value of qS,4(‘) for n = 7, so that 
-aI 6~,<0, (3.12) 
where 
3, = 0.030 348 626 9. (3.13) 
This allows us to find an alternative lower bound function by taking forfL 
the tangent at the point (qS,,, f,) with 4, = -cI,. This tangent lies below f,, 
for nonpositive d,, (see Fig. 1) and is given by 
jy(Xn, 4,) = -R’& - /2*x; - 20!z*cl:, (3.14) 
where 
IT* = h2(3 + 3oc+ (3.15) 
To find the corresponding lower bounding function &(2) we solve (2.28) 
with expression (3.14) for fL, that is, we solve 
- qq!“, + (2 + IT*) &y”’ - f$,““‘, = -h4n2 - 20h*a:) 
n= 1, 2 ,.,., N, (3.16) 
with 
$q*) = 0 tjf;‘:‘, = 0. (3.17) 
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The complete solution of (3.16) and (3.17) is 
4,““) = --0 - h4i?*n2 + Cry + Drl;, n=o, l)...) N+ 1, (3.18) 
where 
R2 = h’(3 + 30x;), 
v = 2h4Rm4 + 20h2ctfEp2, 
rl 
I = t-2 l+fR’*,/m, 
c= 
v(1 -rf+’ ) + h4i?*(N+ l)* 
Nfl -,.N+’ > r1 2 
D= 
u(rr+’ - l)-h4KP2(N+ l)* 
N+l 
r1 
-,.N+’ 
2 
(3.19) 
Table II contains the values of the lower bounding function (3.18) 
corresponding to 
h=O.l, N=9, 
tl, = 030 348 626 9. 
(3.20) 
From Table 11 we see that we have an improved global lower bound for 
c$,,, so that instead of (3.12) and (3.13) we can say that 
-a,dd,60, (3.21) 
TABLE II 
Lower Bounding Function q5,““’ 
0.0 0 
0.1 -0.005 783 419 2 
0.2 -0.0116363486 
0.3 -0.017435993 3 
0.4 -0.022 8579450 
0.5 -0.0273663604 
0.6 -0.030 197 738 0 
0.7 -0.030337 801 1 
0.8 -0.026490 790 3 
0.9 -0.017 040232 8 
1.0 0 
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TABLE III 
Lower Bounding Function dk 
.xrl d!i 
0.0 0 
0.1 -0.005 783 410 0 
0.2 -0.011 636 334 7 
0.3 -0.017 435 978 0 
0.4 -0.022 857 930 4 
0.5 -0.027 366 347 8 
0.6 -0.030 197 727 4 
0.7 -0.030 337 792 3 
0.8 - 0.026 490 783 3 
0.9 -0.017 040 227 9 
1.0 0 
where 
Lx2 = 0.030 337 801 1. (3.22) 
We can now evaluate d:(z) m (3.18) with M, replaced by CI~, and continue in 
this way until the limit a of these global lower bounds is obtained. The 
process converges rapidly, in six steps, and we find that 
CI = 0.030 337 792 3. (3.23) 
With this value of CI replacing a,, the function 
4,” = qy’(tx, = a) (3.24) 
is the best overall lower bounding function for 4, obtainable from a single 
tangent. Table III contains the value of this function 4,” corresponding to 
h=O.l, N=9. (3.25) 
3.3. Upper Bound Function 
To obtain an upper bounding function 4,” for 4, we use the fact that 4, 
lies between --c( and 0, where c1 is given by (3.23), and we take for fo the 
chord joining the points (0, f(x,, 0)) and ( -a, f(x,, -CL)). From Fig. 2 we 
see that this chord lies abovef,, for nonpositive QI,, and is given by 
with 
f&m #,,I= -k24,-h2x;, (3.26) 
k2 = 3h2 + 10h2Cr2. (3.27) 
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FIG. 2. Functions ,f, and ,fC, 
Hence the inequality (2.27) holds and by (2.29) the associated bounding 
function 4,” satisfies 
with 
-q3,“+ , + (2 + k2) 4; - 4Y-I = -h4n2, n = 1, 2 )...) N, (3.28) 
f#+J=O, qs;,, =o. (3.29) 
Equations (3.28) and (3.29) have the same form as Eqs. (3.6) and (3.7) 
with K* replaced by k2, and so the complete solution is 
4,: = -2h4k 4 - h4k *n2 + Et-7 + Fr;‘, n=o, l)...) NS 1, (3.30) 
where 
k* = 3h2 + lOh*a*, 
rl 
r2 
=l+;k’&Jkm, 
E=2h4kp4(1 -rr,N+‘)+h4kp2(iV+ i)* (3.31) 
rN+l-rN+l 9 
I 2 
F= 2h4km4(ry+’ - l)-h4kp2(N+ l)* 
N+I rl -@‘+I 2 
with tl given by (3.23). Table IV contains the values of this function 4,” 
corresponding to 
h=O.l, N=9. (3.32) 
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TABLE IV 
Upper Bounding Function 4: 
0.0 0 
0.1 - 0.005 774 903 9 
0.2 -0.011 623 586 5 
0.3 - 0.01 I 422 046 5 
0.4 - 0.022 844 771 2 
0.5 -0.027 354 941 8 
0.6 -0.030 188 278 2 
0.7 - 0.030 330 041 5 
0.8 - 0.026 484 497 5 
0.9 -0.017 035 925 8 
1.0 0 
From Tables III and IV we see that the functions 4,” and 4,” provide very 
close bounds for the exact function d,,. The numerical solution of Ortega 
and Poole [S] and the variational solutions of Part I [3] lie very near but 
just outside these bounds. 
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