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Fig. 1. Transmitter and receiver schematic of an M-ary orthogonal signaling scheme using square-law detection, equal gain combining, first- and second-stage
decisions as well as RS or RRNS channel coding.
i.e., when a symbol was detected erroneously and hence era-
sure is required, while the second term accrues from the unin-
tentional erasure of a symbol, which was detected correctly, due
to its mapping into . Consequently, in order to minimize the
decoding error probability for RS codes or RRNS codes using
“errors-and-erasures” decoding, the optimum erasure insertion
strategy to minimize the codeword decoding error probability
is that of maximizing the erasure probability under the hypoth-
esis —which corresponds to the first term of (3)—and, si-
multaneously, minimizing the erasure probability under the hy-
pothesis , which corresponds to the second term of (3). Then
theerroneouslydemodulated symbols should beerasedwith the
highest probability, while the correctly demodulated symbols
should be erased with the lowest probability.
Let be the decision variables of
an -ary orthogonal signaling scheme in the context of
making a decision, as to whether output an -ary symbol
or to insert an erasure. Specially, if all decision variables
are considered, the erasure insertion
scheme is optimum in the sense of minimizing Bayes’s risk
[5], [6]. In Viterbi’s RTT, the decision variable subjected to an
erasure insertion was defined as [3]
(5)
where and represent the max-
imum and the “second maximum” of the decision variables of
,respectively.Ifonly isobserved,thisera-
sure decision scheme is also optimum. However, in the RTT,
only the maximum and the “second maximum” of the decision
variables are employed for making an era-
sure insertion decision; hence the RTT is not optimum. By con-
trast, in our proposed OTT, the decision variable subjected to an
erasure insertion is defined as
(6)
where only the maximum, i.e., the actual demodulator output is
observed. Hence, the OTT is not the optimum decision metric
either. However, our numerical results in Section V show that
the OTT outperforms the RTT over the dispersive fading chan-
nels considered, which is likely to be a consequence of the fact
thattheassociatedPDFsbecomelessseparableafterthedivision
of the maximum by the “second maximum.” This is because the
performanceof an erasure insertionscheme dependson the sep-
arability of the PDFs under different hypotheses ( and ).
We note here that the OTT might not be suitable for channels
having partial or multitone interference, where the partial or
multitone interference may result in an erroneous output associ-
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ofpartialormultitoneinterferenceonallcorrelationbranchesof
the -ary orthogonal demodulator [3], Viterbi’s ratio defined
in (5) is less prone to erroneous decisions, when subjected to in-
terference. Due to the associated advantages and disadvantages
oftheRTTandOTT,inthispaperthesemetricsarestudiedcom-
paratively. However, since the optimum Bayesian erasure inser-
tion approach is analytically intractable [5], [6], where all deci-
sion variables are considered, the analysis
of this particular case is not considered in this paper.
The decoding performance of RS codes or RRNS codes can
be quantified in terms of the codeword decoding error prob-
ability, , which can be computed as follows. Let
be
if the demodulated code symbol before
FEC decoding is correct
if the demodulated code symbol before
FEC decoding is erased
if the demodulated code symbol before
FEC decoding is in error.
(7)
According to thecoding theory of RS[1] and RRNS codes[14],
[15],an RSorRRNScodecancorrectanysetof symbol
errors and symbol erasures provided that .
Hence, with the aid of (7), it can be shown that a codeword can
be correctly decoded using “errors-and-erasures” decoding, if
the sum of corresponding to the code sym-
bols of the codeword, i.e., , does not exceed .
Consequently, the probability of codeword decoding errors
using “errors-and-erasures” decoding can be expressed as
(8)
If we assume that the positions of symbol errors and symbol
erasureswithinacodewordareindependent,forexample,dueto
sufficiently long interleaving, then the codeword decoding error
probability, can be expressed in the form of [6]
(9)
where , and and rep-
resent the symbol error probability and symbol erasure prob-
ability before channel decoding, respectively, which are given
by (2) and (3). Equation (9) lends itself to the computation of
the codeword decoding error probability, if the code is not ex-
cessively long. However, if the RS or the RRNSs codewords
are long, the well-known Gaussian approximation [7] can be
invoked, in order to simplify the computation, since under the
assumption that the symbol errors and erasures are indepen-
dent, the term approaches a Gaussian distribution ac-
cording to the central limit theorem, whose mean value is given
by [7], and variance by
Var [7]. Conse-
quently, the codeword decoding error probability in (8) can be
approximated as
(10)
where is the Gaussian -function, which is defined as
, and
(11)
(12)
where is the code rate.
Note that since RRNS codes use different bases or moduli
for the different symbols’ representation, the probabilities of
, and for different symbols in a codeword are different
after the above-discussed two-stage decisions. Hence, the equa-
tions developed in this section can only be used for approxi-
mating the performance of RRNS codes using moduli, which
are close to each other. Fortunately, in practice, the values of
the relative prime moduli in RRNS codes are usually indeed se-
lected to be as close as possible. Hence, if the RRNS code is
notexcessivelylong,satisfactoryapproximationsusingRScode
based equations can usually be achieved. Consequently, in our
analysis, we will not distinguish between these codes, noting
that the equations constitute an approximation for RRNS codes.
Above we have developed the erasure insertion theory for the
“errors-and-erasures” decoding of RS codes or RRNS codes.
Nonbinary RS and RRNS code symbols are amenable to trans-
mission using -ary orthogonal signaling schemes. For ex-
ample, an -ary orthogonal signaling scheme using ,
i.e., 6-bit symbols, has been proposed for the reverse link of
IS-95 [23]. Let us now focus on studying the performance of
the -aryorthogonalsignalingschemeemployingRSorRRNS
codes and using “errors-and-erasures” decoding.
III. FURTHER STUDY OF VITERBI’S RTT ERASURE INSERTION
SCHEME OVER A RAYLEIGH FADING CHANNEL
Viterbi’s RTT has been widely studied in different fading-
and interference-impaired environments [3]–[9] using both
analysis and simulations. In this section, we develop an analyt-
ical framework for invoking the RTT over frequency-selective
fading channels by deriving the PDFs of the RTT under the
hypotheses of and . With the aid of these PDFs, we then
analyze the distribution characteristics of the RTT and derive
the decoding error probability of RS codes or RRNS codes.
Consider the wireless communication system of Fig. 1
using -ary orthogonal signaling over an independently and
slowly fading Rayleigh channel, having independent, iden-
tically distributed (iid) multipath components. Each signaling
waveform in the symbol interval is equiproabable and
contains the same energy . The received signal is corrupted by
additive white Gaussian noise (AWGN) having double-sided
power spectral density of . The noise associated withYANG AND HANZO: PERFORMANCE ANALYSIS OF CODED -ARY ORTHOGONAL SIGNALING 217
Fig. 4. OTT: The PDF of Y =m a x f￿g according to (25) and (26) under the
hypotheses of H and H using M =3 2 ; 64; 128; 256, L =3 ;￿ =5dB
over multipath Rayleigh-fading channels.
Fig. 5. OTT: The PDF of Y = maxf￿g according to (25) and (26) under the
hypotheses of H and H using ￿ =0 ; 10; 20 dB, L =3 ;M= 256 over
multipath Rayleigh-fading channels.
of the RTT, as shown in Figs. 2 and 3. For a given
value of SNR per bit and for different values of , the dis-
tributions of and associated with the OTT
are significantly different, and the distribution peaks will sig-
nificantly shift to the right-hand side, when increasing the value
of . Furthermore, upon comparing Fig. 3 to Fig. 5 associated
with dB and 10 dB, we find that the distributions of
and for the RTT are more overlapped with
each other thanthe distributions of and for
the OTT. As we discussed previously, the efficiency of an era-
sure insertion scheme depends on the separability of the distri-
butions under the hypotheses of and . Therefore, for a
given SNR value and a given value, the codeword decoding
error probability of the OTT will be lower than that of the RTT,
as shown in Figs. 8–11.
Fig. 6. RTT: codeword decoding error probability versus the SNR per bit, ￿
and the threshold, ￿ for the erasure insertion scheme of RTT computed from
(23), (24), and (9) using parameters of L =2 ;M=3 2and the RS(32, 20),
GF(32) code over multipath Rayleigh fading channels.
Fig. 7. OTT: codeword decoding error probability versus the SNR per bit, ￿
and the threshold, Y for the erasure insertion scheme of OTT computed from
(27), (28), and (9) using parameters of L =2 ;M=3 2and the RS(32, 20),
GF(32) code over multipath Rayleigh fading channels.
Let be a threshold associated with making an erasure de-
cision based on the OTT. Then the correct symbol probability,
, and symbol error probability, , after erasure insertion but
before FEC decoding can be expressed as
(27)
(28)
and the erasure probability can be computed from (4). Fi-
nally, the codeword decoding error probability, , after “er-
rors-and-erasures” decoding can be computed by substituting
into (9) or (10).218 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 19, NO. 2, FEBRUARY 2001
Fig. 8. Codeword decoding error probability versus the threshold for the
RS(32, 20) code using ‘errors-and-erasures’ decoding with parameters of
M = n =3 2 ;k=2 0 , L =2and ￿ =9dB, 12 dB over multipath Rayleigh
fading channels.
Fig. 9. Minimum SNR per bit, ￿ , required to achieve the codeword
decoding error probability of 1 ￿ 10 in (10) versus RS code rate
R = k=nperformance comparison between “error-correction only” decoding
(ECOD) and “errors-and-erasures” decoding (E D) using the parameters of
M = n =6 4and L =1 ; 2; 3 over multipath Rayleigh fading channels.
V. NUMERICAL RESULTS AND DISCUSSION
In thissection,the performanceof RSand RRNS codes using
“errors-and-erasures” decoding is estimated and compared to
that of using “error-correction-only” decoding.
As an example, Figs. 6 and 7 show the codeword decoding
error probability of (9) overmultipath Rayleigh fading channels
for the RS(32, 20) code over the Galois field GF(32) GF
corresponding to 5-bit symbols using “errors-and-erasures” de-
coding. In the computations for Fig. 6, erasures were inserted
according to Viterbi’s RTT scheme, while in Fig. 7, erasures
were introduced according to the OTT scheme. In these fig-
ures, the codeword decoding error probabilities were computed
for different values of SNR per bit and for different thresh-
olds, in order to find the optimum thresholds for both erasure
schemes. From the results we observe that for a constant SNR
per bit, and for both erasure insertion schemes, there exists
an optimum threshold, for which the “errors-and-erasures” de-
coding achieves the minimum codeword decoding error prob-
Fig. 10. Codeword decoding error probability versus SNR per bit,
￿ for the RS(32, 20) code using “error-correction-only” decoding
(ECOD) and “errors-and-erasures” decoding (E D) with parameters of
M = n =3 2 ;k =2 0 and L =1 ; 3 over multipath Rayleigh fading
channels.
Fig. 11. Codeword decoding error probability versus SNR per bit, ￿
for the RNS(10,6) code using error-correction-only decoding (ECOD) and
“errors-and-erasures” decoding (E D) with diversity orders of L =1 ; 3; 5
and moduli values of f121; 123; 125; 127; 128; 129; 131; 133; 137; 139g
over multipath Rayleigh fading channels.
ability. Hence, an inappropriate threshold may lead to much
higher codeword decoding error probability than the minimum
seen in the figures. Observe furthermore that for the erasure in-
sertion scheme using Viterbi’s RTT, the optimum threshold as-
sumes values around 1.5 to 2.0, even though the SNR per bit
changes over a large dynamic range from about 6 to 15 dB. By
contrast,for theerasure insertionschemeusing theOTT, theop-
timum thresholds are subject to more variations as a function of
theSNRperbitthantheerasureinsertionschemeusingtheRTT.
As shown in Fig. 7, the optimum thresholds range from 6 to 11,
when the SNR per bit changes from 6 to 15 dB. However, when
using the optimum threshold for any given SNR per bit value,
the codeword decoding error probability of the OTT becomes
lower than that of the RTT.
The above observation can be further augmented with the aid
of Fig. 8, where the codeword decoding error probability versus