Abstract. In this paper, existence criteria for positive solutions of the following nonlinear first order boundary value problem with nonlinear nonlocal boundary condition
Introduction.
Consider the first order boundary value problem (BVP in short) with nonlinear nonlocal boundary condition x ′ (t) =r(t)x(t) + p(t) for some positive real constant c.
The motivation for this present study has come from the following problem x ′ (t) =r(t)x(t) + p(t) x n (t) 1 + x m (t)
, t ∈ [0, 1], (6) λx(0) =x(1) + Λ(τ, x(τ )), τ ∈ [0, 1], (7) where λ > . Consequently, λ > (1 + β)e
The first equation (6) in the BVP (6)- (7) is a particular case of the Hematopoiesis model or model for blood cell production [8] :
The method of study for the existence of positive solutions of the BVP (6)- (7) has come from the works in [3] for continuous case, and from [9] in discrete case.
In a remarkable work, Mackey and Glass [7] , introduced the above equation (9) in order to model the process of Hematopoiesis. Here x(t) is the density of the mature circulating cells, the delay τ > 0 denotes the time of maturation which is necessary from the start of the production of immature cells in the bone marrow and their release into blood circulation. When n = 0, Eq.(9) describes the hematopoiesis with a monotone decreasing production rate and when n = 1, Eq.(9) describes the hematopoiesis with single-humped production rate. In the last decade, researchers have focussed on the study of positive periodic solutions of the equation (9) . A clear description on various aspects of this model can be found in [5] and [8] .
In this work we study a nonlinear and nonlocal BVP associated with (9) without delay. We shall find the existence of number of positive solutions of the BVP (6)- (7) with various possibilities on the positive parameters m and n, as a consequence of studying the existence of positive solutions of the BVP (1)- (2) . We have obtained the following theorems on the existence of positive solutions for the BVP (1)-(2).
holds. Then the BVP (1)- (2) has at least one positive solution.
holds. Then the BVP (1)- (2) has at least one positive solution. Now, we consider the BVP (6)- (7) . First, suppose that 0 ≤ n ≤ 1. Then lim x→∞ f (x) x = 0 implies that Theorem 2 can be applied to the BVP (6)- (7) . On the other hand, lim inf x→0+
x ̸ = 0 implies that Theorem 1 can not be applied to the BVP (6)- (7) . Hence, by Theorem 2, the BVP (6)- (7) has a positive solution.
Next, we consider the case when n ≥ m + 1. Then
implies that Theorem 2 cannot be applied to this example. On the other hand,
implies, by Theorem 1, that the BVP (6)- (7) has a positive solution. Note that (12) holds for any n > 1. Thus, for any n > 1, the BVP (6)-(7) has a positive solution.
Finally, we consider the case 1 < n < m+1. Since both the conditions (10) and (11) are satisfied, the above Theorems 1 and 2, although guarantee existence of a positive solution independently, they do not throw any light on the number of positive solutions admitted by the BVP (6)- (7) . Therefore, we use the following theorem to find the number of positive solutions admitted by the BVP (6)- (7). 
holds. Then the BVP (1)-(2) has at least two positive solutions.
In order to apply Theorem 3 to the BVP (6)- (7) for the case 1 < n < m + 1, we need to find a constant c 2 > 0 such that (14)
for c 2 ≤ ∥x∥ ≤ λc 2 holds. For x ∈ K and c 2 ≤ ∥x∥ ≤ λc 2 , we have
This, in turn, implies that (14) holds if
. Then the inequality (15) follows from (8) . Thus for the case 1 < n < m + 1, by Theorem 3, the BVP (6)- (7) admits at least two positive solutions.
Anderson in [1] and Padhi et. al in [10] applied Leggett-Williams multiple fixed point theorem [6] to obtain sufficient conditions for the existence of three positive solutions of the BVP (1)- (2). Padhi et al. [10] improved the results obtained in [1] . Although, the conditions of Theorem 3 imply the conditions obtained in [1] and [10] , the conditions of Theorem 3 are easy to use. An extensive use of the Leggett-Williams fixed point theorem can be found in [8] on the existence of positive periodic solutions of first order functional differential equations with applications in population dynamics. Motivated by the work of Anderson [1] , Cetin and Topal in [2] used monotone iteration method and established an iterative scheme for existence and approximation of two positive solutions for the following nonlinear nonlocal first-order multipoint BVP with sign changing nonlinearities
where r :
.., n are continuous and the
This work has been divided into three sections. Section 1 contains the motivation, statements of the main theorems, namely Theorems 1-3, and the illustrative example considered in this paper. Leray-Schauder theorem has been used to prove Theorems 1 and 2, whereas Leggett-Williams multiple fixed point theorem is used to prove Theorem 3. Some required basic notations and the statements for this fixed point theorems are given in Section 2. The proofs of the main Theorems 1-3 are given in Section 3.
Preliminaries.
We shall use the following notations for our use in the sequel: Let X be a Banach space. For any cone K on X, we denote 
Then A has at least three fixed points x 1 , x 2 and x 3 in K c 4 . Furthermore, we have
Proofs of the Main Results.
Clearly, the BVP (1)- (2) is equivalent to the integral equation
where G(t, s) is the Green's Kernel, given by
Proof of Theorem 1: Let X = C[0, 1]; then X is a Banach space endowed with the sup. norm. From (10), there exist constants ϵ and B > 0 such that
holds, where ϵ > 0 is chosen such that it satisfies
On X, we define a convex set K on X by
(t); x(t) ∈ X, x(t) ≥ 0, x(t) is nondecreasing, x(t) ≤ B},
and an operator A :
where G(t, s) is the Green's Kernel given in (17). The operator A in (20) can be rewritten as
Let x ∈ K. Then the positivity of f i , i = 1, 2, ..., m and Λ j , j = 1, 2, ..., n shows that (Ax)(t) ≥ 0 for all t ∈ [0, 1]. Now, we show that the fixed points of the operator A are the solutions of the BVP (1)-(2). In fact, if x = Ax, then from (21), we have
Hence the boundary condition (2) is satisfied. Again differentiating (21) with respect to t, with Ax = x, we obtain
which shows that x(t) satisfies (1). Moreover, (Ax)
≤ e
≤B. (23)
This proves that A(K) ⊂ K. One may easily verify that A is completely continuous.
In order to use Theorem 4, we consider x ∈ K with x(t) = µ(Ax)(t), 0 < µ < 1. Then, using (23), we have
which implies that the set {x ∈ K : x = µAx, 0 < µ < 1} is bounded. Hence, by Theorem 4, the operator A has a fixed point in X, which is a positive solution of the BVP (1)-(2). This completes the proof of the theorem.
Proof of Theorem 2:
Let X = C[0, 1]; then X is a Banach space endowed with the sup. norm. From (11), there exist positive constants ϵ and N such that
where ϵ is chosen such that (18) is satisfied. Let
For the above choice of ϵ and γ, we consider a constant B by
Now, we define a convex set K on X by (19) and an operator A : (20), where G(t, s) is the Green's Kernel given in (17). One may verify that A is completely continuous. Proceeding as in Theorem 1, we can prove that a fixed point of the operator A in the convex set K is equivalent to the existence of a positive solution of the BVP (1)- (2), (Ax)(t) ≥ 0 and Ax is nondecreasing for 0 ≤ t ≤ 1. Now, we show that Ax ≤ B for 0 ≤ t ≤ 1, where B is defined in (24). For 0 < x ≤ B, from (22), we have
≤B. (25)
This proves that A(K) ⊂ K.
Next, suppose that x ∈ K with x(t) = µ(Ax)(t), 0 < µ < 1. Then, using (25), we have
which, in turn, implies that the set {x ∈ K : x = µAx, 0 < µ < 1} is bounded. Hence, by Theorem 4, the operator A has a fixed point in X, which is a positive solution of the BVP (1)- (2). This completes the proof of the theorem. where ϵ > 0 is chosen so that it satisfies the property (18). Let
Choose a constant c 4 > 0 such that
Next, we consider (10). Then there exist constants ϵ and c 1 ∈ (0, c 2 ) such that
where ϵ satisfies the property (18). 
