A colloidal model system with tunable disorder: Solid-fluid transition and discontinuities in the limit of zero disorder by C. Richter et al.
DOI 10.1140/epje/i2011-11107-7
Regular Article
Eur. Phys. J. E (2011) 34: 107 THE EUROPEAN
PHYSICAL JOURNAL E
A colloidal model system with tunable disorder: Solid-ﬂuid
transition and discontinuities in the limit of zero disorder
C. Richter1, M. Schmiedeberg2,a, and H. Stark1
1 Institut fu¨r Theoretische Physik, Technische Universita¨t Berlin, Hardenbergstr. 36, D-10623 Berlin, Germany
2 Institut fu¨r Theoretische Physik 2: Weiche Materie, Heinrich-Heine-Universita¨t Du¨sseldorf, D-40204 Du¨sseldorf, Germany
Received 10 May 2011
Published online: 10 October 2011
c© The Author(s) 2011. This article is published with open access at Springerlink.com
Abstract. We study a colloidal model system where disorder can be continuously tuned from no disorder
—corresponding to a system that can crystallize— to large disorder where geometrical frustration occurs.
The model system consists of colloidal particles with screened electrostatic repulsion. They can only move
on single lines which are parallel and equidistant to each other. We introduce disorder by modulating
the particle line density. The system exhibits a solid-to-ﬂuid transition which we study by the structure
factor and the temporal evolution of the mean-square distance of nearest neighbors on neighboring lines.
A determining feature is the occurrence of discontinuities when disorder is tuned to zero. We observe that
the peak height of the pair correlation function in the solid phase does not extrapolate to the value of the
perfect crystal. Similarly, the mean interaction energy and the screening length at which the solid-ﬂuid
transition occurs seem to be discontinuous when the limit of zero disorder is approached.
1 Introduction
In a geometrically frustrated system crystallization is pre-
vented for geometrical reasons. Even in thermal equilib-
rium, the system is trapped in a highly degenerate dis-
ordered ground state which leads to complex phases as
can be observed, e.g., in magnets [1], ferroelectric mate-
rials [2], water ice [3], ceramics [4], or high-temperature
superconductors [5]. Probably, the most famous example
of a geometrically frustrated system consists of spins on a
triangular lattice that try to form anti-ferromagnetic or-
der [6]. Such so-called spin glasses became a standard ex-
ample to study structural and dynamical properties of dis-
ordered systems. A similar frustration has been observed
in buckled colloidal monolayers [7]. Spin-ice-like behav-
ior in a colloidal system can also be achieved by trapping
colloids in a special arrangement of optical double-well
traps [8]. Furthermore, on a curved surface, disks usually
cannot crystallize into a triangular phase and therefore
highly degenerate disordered phases occur [9,10]. A frus-
trated solid phase also displays a transition to a ﬂuid. How
this transition crosses over into the perfect crystal-to-ﬂuid
transition when frustration is reduced, is an interesting
and open problem. It is important for many frustrated
systems, e.g., for disks on curved surfaces in the limit of
small curvature.
Here we introduce a colloidal model system whose dis-
order can be continuously tuned by a control parameter.
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It is able to cross over from a system which is allowed to
crystallize to one with a disordered ground state due to
geometric frustration. This enables us to study dynamical
and structural properties of the model system, such as pair
correlation functions and mean-square displacements, un-
der various degrees of disorder. Interestingly, these prop-
erties do not simply extrapolate from the disordered into
the crystalline phase when disorder is reduced to zero.
We consider a two-dimensional system of charge-stabi-
lized colloidal particles which can only move on parallel
and equidistant lines. The colloids interact according to a
repulsive screened Coulomb potential. Since the colloidal
particles are not allowed to jump from one line to another,
the number of particles on each line is conserved. The
mean density is chosen such that in the limit of strong re-
pulsion or large screening length the colloids form a trian-
gular crystal if the number density on all lines is the same.
However, if the ratio of number densities from neighbor-
ing lines is irrational, a periodic structure is not possible
and the colloids are trapped in a geometrically frustrated
state. Therefore, by varying the colloidal number densities,
we are able to control whether the system crystallizes or
assumes a frustrated state (cf. ﬁg. 1). By decreasing the
range of the electrostatic interaction, colloids from neigh-
boring lines are able to pass each other and the system
displays a solid-to-ﬂuid transition also within the disor-
dered phase. In this paper, we will study this transition
by investigating the structure factor, the mean interaction
energy, and the temporal evolution of particle distances.





































































Fig. 1. (Color online) (a) When the colloids occupy all lines with an equal number, they form a triangular crystal. (b,c) The
colloidal line density diﬀers from line to line and is aperiodic. Hence, the colloidal particles cannot order periodically. For low
disorder (b) defects localized in horizontal ribbons across the lines occur, whereas for larger disorder (c) triangular ordering is
hardly visible any more. The number of nearest neighbors is indicated by the color of a particle: black denotes 6 neighbors, red
5, orange 4, green 7 and cyan 8. The lines on which the colloids move are shown in blue. The Voronoi cells of the particles are
depicted in gray. (d-f) Pair correlation function g(x, y). (d) For the triangular crystal in (a), (e) for the phase with defects in
(b), and (f) for the disordered phase shown in (c). The inverse screening length κ in all cases is κd = 1.5 where d is the distance
between neighboring lines. The parameter A introduced in eq. (3) to quantify disorder is 0 in (a,d), 0.033 in (b,e) and 0.149
in (c,f).
At a ﬁrst glance, the external control of the number
density on each line seems artiﬁcial. However, one can
think of a system where the external potential consists
of parallel one-dimensional potential wells with diﬀerent
depths. At low potential strength, the colloids can cross
the barriers between the wells and the number densities in
equilibrium depend on the depths of the wells. By increas-
ing the depths of the potential wells, the colloidal parti-
cles can no longer jump from one well into another and
we obtain our model system from a system with quenched
disorder in a random potential. It is possible to realize the
system experimentally. For example, one can conﬁne col-
loidal particles to potential wells created by fast scanning
laser beams along lines. Another possibility is the inter-
ference pattern of two laser beams with incommensurate
wavelengths. The pattern creates a potential landscape for
the colloids, where the distances between the wells and
their depths follow a one-dimensional quasicrystalline se-
quence [11,12]. For small potential strengths, when the
colloids can easily jump from one well into another, peri-
odic phases are still possible. However, for large strengths
of the quasicrystalline potential, a disordered frustrated
phase occurs. A similar system consists of the vortices in
a type-II superconductor where an external potential can,
e.g., be realized by magnetic ﬁelds [13–15].
If a two-dimensional colloidal suspension is placed into
a one-dimensional periodic potential, the particles are usu-
ally equally distributed along the lines where the potential
is minimal. If such a potential acts on the ﬂuid phase close
to the transition into a crystal, the crystalline phase can be
induced by increasing the strength of the potential [16,17].
For even higher potential strength, the induced crystal
may melt again [18,19]. This phase behavior can be ex-
plained by considering the elastic properties, the ﬂuctu-
ations, and the defects in the colloidal system [20,21].
Note that the defects in a system with homogeneously
distributed colloids are thermally induced and therefore
are created at high temperatures as pairs of dislocations
which unbind at even higher temperature. In our system,
where the number density in neighboring potential wells
can be diﬀerent by construction, the defects correspond
to vacancies or interstitials and occur even at small tem-
peratures for A > 0. Therefore, the disordered solid for
A > 0 in our system is diﬀerent from the smectic phases
described in [20,21] where the colloids are homogeneously
distributed. Furthermore, reentrant melting at very high
potential strength does not occur in our system, because
we do no allow the colloids to ﬂuctuate perpendicular
to the lines which is required to observe reentrant melt-
ing [20,21,19]. The phase behavior in a periodic potential
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was also studied for incommensurate densities [22,23]. In
our system we keep the mean density constant such that
for A = 0 the density is always commensurate to the line
spacing and the colloids can crystallize into a perfect tri-
angular crystal.
In sect. 2 we introduce our model system and comment
on details of the simulations. We analyze the structure of
the observed phases in sect. 3, determine the mean val-
ues of their interaction energies per colloid in sect. 4, and
study their dynamics in sect. 5, in particular the temporal
evolution of particle distances. We use the results from the
dynamic studies to construct the phase diagram presented
in sect. 6. Finally, we conclude in sect. 7.
2 Model and simulation details
We consider colloidal particles that can only move on lines
which are arranged parallel to each other with a distance
d between neighboring lines. The colloids are charged and












where r is the distance between two colloids, κ the inverse
Debye screening length, r the dielectric constant of wa-
ter, R the radius of a colloid, and Z∗ its eﬀective surface
charge.
We perform Brownian dynamics simulations for the
position y(j)(t) of a colloid on the line with index j. It









φ (|r− r′|) + fT,y(t). (2)
Here, γ is the friction coeﬃcient, the sum is over all parti-
cles with positions r′ within a cutoﬀ radius of 5d, and fT,y
is the thermal random force with zero mean 〈fT,y(t)〉 = 0
and variance 〈fT,y(t)fT,y(t′)〉 = 2γkBTδ(t − t′), where T
is temperature. In our simulations, we set R/d = 0.178,
Z∗ = 7800, r = 78, and T = 298.15K, and use the inverse
screening length κ as parameter to control the strength of
the particle repulsion.
The share of particles that occupies line j at position
xj = jd is given by the function
nj =
1−A sin (jkd)∑
j′ [1−A sin (j′kd)]
. (3)
Here A is the parameter that controls the amount of dis-
order in the system and the wave number k is chosen such
that nj never repeats, i.e., the wavelength 2π/k is incom-
mensurate to the line spacing d. In the following we em-
ploy k = 2π/(τd), where τ = (1 +
√
5)/2 is the number
of the golden mean. In our simulations, N particles are
placed on the lines by ﬁrst distributing colloids according
to the integer parts of Nnj . Then the remaining colloids
are successively placed on the lines with the largest non-
integer parts of Nnj . The total number of colloids N is
chosen such that they can form a perfect triangular lattice
if nj is the same for all lines.
For A = 0 the particle density on all lines is the same
and a transition from a ﬂuid to a crystalline phase occurs
when the inverse screening length κ decreases. For A > 0
the density diﬀers from line to line, is aperiodic, and the
particles cannot form a crystalline structure.
To achieve an equilibrium state, the system is ﬁrst pre-
pared at a very large inverse screening length κd = 30 such
that the particle interactions are small and the particles
on neighboring lines can easily pass each other. The in-
verse screening length is then slowly decreased until the
ﬁnal value of κd is reached. Before any structural or dy-
namical data is taken, the system is simulated for an
additional time t = γd2/(kBT ) to ensure equilibration.
The time steps of the simulations are chosen between
Δt = 5 × 10−5γd2/(kBT ) and Δt = 10−4γd2/(kBT ),
depending on the interaction strength. We use periodic
boundary conditions and the simulation box usually con-
tains at least N = 400 particles. The mean particle dis-
tance 2d/
√
3 is chosen such that without disorder (A = 0)
a perfect hexagonal ordering occurs. To exclude possible
ﬁnite-size eﬀects, we checked that further increase of the
system size did not change our results.
3 Structure
We determined the pair correlation function g(x, y) as well
as the structure factor for diﬀerent values of the inverse
screening length κd and the parameter A used to control
disorder in the system. In ﬁg. 1 snapshots and the corre-
sponding pair correlation functions are shown. For A = 0
(ﬁg. 1(a,d)) the line density is equal on all lines and a
crystalline structure is observed. For non-zero A, disorder
is introduced into the system and the line density varies
from line to line. As demonstrated in ﬁg. 1 for A = 0.0333
(ﬁg. 1(b,e)) and A = 0.149 (ﬁg. 1(c,f)), the peaks of the
pair correlation function become lower and broader when
disorder increases with A. In ﬁg. 2 the peak height of the
maximum, which describes the correlation of neighboring
particles on the same line, is plotted for constant κd = 1.5
as a function of the control parameter A. Interestingly, for
0 < A < 0.1 the peak height is approximately linear in A.
However, linear extrapolation to A = 0 does not repro-
duce the peak height of the crystalline order at A = 0.
Therefore, the peak height seems to change discontinu-
ously between the crystalline and disordered solid phase.
For A > 0.1, the peak height reaches a constant small
value indicating a remaining weak local order as in the
ﬂuid phase.
We also analyzed the height of the ﬁrst maximum in
the structure factor, which is a measure for how well pe-
riodicity along a line is developed. In ﬁg. 3 we show the
peak heights plotted against the inverse screening length
κd for diﬀerent values of A. For small A we observe a clear
transition from a solid phase at small κd, where there is a
pronounced peak in the structure factor, to a ﬂuid phase


















Fig. 2. Height gmax = g(0, ymax) of the leading maximum of
the pair correlation function at ymax = 2d/
√
3 plotted against
the control parameter A for an inverse screening length κd =
1.5. The inset compares the corresponding peaks for A = 0
























Fig. 3. Height Smax of the ﬁrst maximum of the structure fac-
tor plotted against the inverse screening length κd for diﬀerent
values of the control parameter A.
at high values of κd. Here, only the typical local order of
a ﬂuid remains leading to a nearly vanishing Smax. The
same small value for Smax is observed for A > 0.1 for
all κd. This means that any periodic ordering has van-
ished in the disordered solid phase (at small κd) and that
its local order is indistinguishable from a ﬂuid (at large
κd). Therefore, the solid-ﬂuid transition for large disor-
der cannot be identiﬁed by static quantities such as the
pair correlation function or the structure factor. Instead,
in sect. 5 we will introduce and study a dynamic criterion
based on the temporal evolution of particle distances.
4 Mean interaction energy
A further interesting quantity that helps to characterize
the diﬀerent phases of our model system is the mean value
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Fig. 4. (a) Mean interaction energy per particle E as a func-
tion of the control parameter A for diﬀerent inverse screening
lengths in systems with N = 1024 colloids. The energies are
normalized to the values E(A = 0) for each κd. Note that, in
general, the curves do not extrapolate to 1 for A → 0. The
lines are ﬁts to the quadratic polynomial aA2 + bA+ c with ﬁt
parameters a, b, and c. The energy increases linearly in A for
small κd (solid phase) and purely quadratic for large κd (ﬂuid
phase). (b) Fit parameters a and b quantifying, respectively,
the quadratic and linear parts of the ﬁtting curves in (a). The
third ﬁt parameter, c, denotes the energy diﬀerence between
the system without disorder (A = 0) and the extrapolation
A → 0 from systems with A > 0.
of the interaction energy E(A) per colloid. Figure 4(a)
plots E(A) as a function of A for diﬀerent values of the
inverse screening length κd. We ﬁtted quadratic polyno-
mials of the form aA2 + bA + c with ﬁt parameters a, b,
and c to the energy curves. Figure 4(b) shows the ﬁtting
parameters as a function of κd. For small values of κd,
when the system is solid, the energy increases linearly in
A meaning a ≈ 0 in ﬁg. 4(b). However, in the ﬂuid phase
at large κd, there is a pure quadratic dependence on A
as demonstrated by a > 0 and b ≈ 0 in ﬁg. 4(b). As we
will show in sects. 5 and 6, for intermediate κd the sys-
tem is solid for small A and ﬂuid for large A. Therefore, a
quadratic (a > 0) as well as a linear (b > 0) contribution
to the energy E(A) exists.
The quadratic dependence of E(A) in the ﬂuid phase
(large κd) can be explained as follows: For weak interac-
tions between the colloids, neighboring lines are basically
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decoupled and slide past each other. Then, the total mean
interaction energy should mainly be additive in the inter-
action energies Ej for the diﬀerent lines j. We expand Ej
around the mean value ρ of the line density realized at
A = 0:








where ρ+Δρj is the line density at A > 0 and Δρj assumes
positive and negative values. Since the total number of
particles is ﬁxed, we have
∑
j Δρj = 0. Therefore, in the
total mean interaction energy of decoupled lines the linear


















where NL is the number of lines. As a consequence, for
large κd the lowest correction to the mean energy is indeed
quadratic in Δρj , which is proportional to A.
For small κd, neighboring lines strongly interact and
do not slide past each other. The decomposition of the to-
tal interaction energy into contributions from single lines
(eq. (4)) is no longer possible and, therefore, the lowest
correction of the energy with respect to changing disorder
is linear in A.
In summary, the mean interaction energy as a function
of A is a good indicator of how important the interac-
tions between neighboring lines are. For small κd, neigh-
boring lines strongly interact and to lowest order the en-
ergy changes linearly in A. For large κd, neighboring lines
are decoupled from each other and the energy is quadratic
in A.
We report a further interesting observation. For inter-
mediate κd a transition from a solid to a ﬂuid phase occurs
with increasing A. In particular, in the range of κd from
about 10.1 to 12.5, the system is solid for A = 0 but melts
into a ﬂuid as soon as disorder is introduced (A > 0),
as we will show in sects. 5 and 6. Within or close to this
range of κd, the interaction energy for A = 0 diﬀers from
the extrapolated value E(A → 0) and, therefore, c > 1 in
ﬁg. 4(b). So, the mean interaction energy of a crystal is
not the same as the energy of a disordered system in the
limit of vanishing disorder.
5 Dynamical properties
In ﬁg. 3 the ﬁrst maximum Smax in the structure factor
indicated a phase transition from a solid to a ﬂuid phase
with increasing κd when A was small. However, for large
A it does not diﬀerentiate between both phases. Major
diﬀerences become only visible in dynamical properties.
In particular, the system becomes ﬂuid as soon as neigh-








































Fig. 5. (a) Mean-square distance between nearest neighbors
plotted against time for an inverse screening length κd = 12
and diﬀerent values of the control parameter A. (b) Prefac-
tor cNN determined from a ﬁt of the time dependence of
the nearest-neighbor distance to the function (〈rNN (t)2〉 −
〈rNN (0)2〉)/d2 = cNN [t/(βγd2)]0.5. cNN is plotted against the
inverse screening length κd for diﬀerent values of the control
parameter A. The system is solid for cNN = 0 and ﬂuid for
cNN > 0.
In order to determine the phase boundary between the
the disordered solid and ﬂuid phase for all values of A, we
studied the relative motion of two colloids from neighbor-
ing lines that started as nearest neighbors at time t = 0.
Figure 5(a) shows the temporal evolution of their mean-
square distance 〈rNN (t)2〉. If 〈rNN (t)2〉 assumes a con-
stant value for t →∞, colloids on neighboring lines cannot
pass each other. They are caught in a cage formed by their
immediate neighbors and, therefore, their nearest neigh-
bors do not change in time. This behavior is the signature
of a solid phase. In ﬁg. 5(a), where 〈rNN (t)2〉−〈rNN (0)2〉
is plotted for an intermediate value κd = 12, the only
solid is the crystalline phase at A = 0. For all non-zero
A, 〈rNN (t)2〉 grows continuously in time since colloids on
neighboring lines can pass each other. This is the signature
of the ﬂuid phase. We observe that colloids with respect
to their reference particles ﬁrst display normal diﬀusion
(〈rNN (t)2〉 − 〈rNN (0)2〉 ∝ t). However, colloids on the
same line cannot pass each other and they ultimately have
to show single-ﬁle diﬀusion, where the mean-square dis-
placement only increases proportional to t0.5 [26–28]. The














Fig. 6. Phase diagram depending on the inverse screening
length κd and the control parameter A. The points indicating
the phase boundary are the values where the dynamic param-
eter cNN shown in ﬁg. 5(b) is 0.015. It seems that the phase
boundary is discontinuous for A → 0. The line is a linear ﬁt to
the points for A > 0.
same also applies to the reference particles in our system.
As a consequence, at later times the mean-square distance
〈rNN (t)2〉 − 〈rNN (0)2〉 in ﬁg. 5(a) passes over to a regime
where it grows proportional to t0.5. For various parame-
ters κd and A, we ﬁtted (〈rNN (t)2〉 − 〈rNN (0)2〉)/d2 =
cNN [t/(βγd2)]0.5 to our data and determined the prefac-
tor cNN . In a solid cNN is zero, whereas cNN > 0 in a
ﬂuid. We plot cNN in ﬁg. 5(b) as a function of κd for dif-
ferent values of A. From this plot, we can then observe
the transition from a solid phase at small κd to a ﬂuid at
large κd.
6 Phase diagram
The circles in the phase diagram of ﬁg. 6 indicate where
cNN as a function of κd changes from 0 in the frustrated
solid phase to a value cNN > 0 in the ﬂuid. For increasing
A, the phase transition boundary moves to smaller val-
ues of κd. Therefore, a disordered phase with larger val-
ues of A can be ﬂuidized more easily than a system with
less disorder. Interestingly, a linear extrapolation of the
phase boundary to A = 0 gives an inverse screening length
κd ≈ 10.1. However, this does not agree with the crystal-
to-ﬂuid transition at A = 0 that occurs at κd = 12.5. This
implies that the phase boundary is discontinuous in agree-
ment with the strong discontinuity of the mean interaction
energy reported in sect. 5 in the same κd range.
7 Summary and outlook
We have introduced a model system that allows to con-
trol disorder continuously so that it crosses over from an
ordered crystal into a geometrically frustrated state. The
ﬁrst peak in the structure factor reveals a solid-to-ﬂuid
transition in the frustrated phase but only when disorder
is suﬃciently small. In order to localize the transition and
to determine it also for large disorder, we have studied the
temporal evolution of the mean-square distance of near-
est neighbors on neighboring lines. The transition to the
ﬂuid phase occurs when the lines start to slide past each
other. This enables us to localize solid and ﬂuid phases
in a phase diagram with the degree of disorder and the
inverse screening length of the electrostatic interaction as
control parameters.
A determining feature of our system is the occurrence
of discontinuities when disorder is tuned to zero. For ex-
ample, the peak height of the pair correlation function
in the solid phase does not extrapolate to the value of
the perfect crystal. Similarly, the mean interation energy
and the screening length at which the solid-ﬂuid transi-
tion occurs seem to be discontinuous when the limit of
zero disorder is approached. In the limit of inﬁnite system
size, it is possible to observe frustrated states that are ar-
bitrarily close to a crystal. Further investigations of such
states close to zero disorder should lead to a deeper un-
derstanding of how ordered and disordered systems diﬀer.
Among further properties that might be interesting
to study in the future are the degeneracy of disordered
ground states and the phonon spectrum and eigenmodes
that are often employed to characterize glassy or jammed
systems (cf., e.g., [29,30]). With our model system it is
possible to determine how these properties change if the
crystalline state is approached from a disordered solid
phase. Especially, it will be interesting and important for
the characterization of disordered systems to determine
and understand which quantities change discontinuously
at the transition into the ordered state.
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