We investigated the plasma conditions for obtaining highly efficient extreme ultraviolet light from laserproduced tin plasmas for lithography of next generation semiconductors. Based on accurate atomic data tables calculated using the detailed configuration accounting code, we conducted 1-D radiation hydrodynamic simulations to calculate the dynamics of tin plasma and its emission of extreme ultraviolet light. We included the photo-excitation effect in the radiation transport. Our simulation reproduced experimental observations successfully. Using our verified code, we found that a CO 2 laser can be useful in obtaining higher conversion efficiencies up to 4%. 
Simulation Model
Extreme ultraviolet (EUV) emission from laserproduced plasmas can be used as the light source used in lithography of next generation semiconductors [1] . For industrial applications, we must understand the physical process of EUV emission from laser-produced plasmas, and optimize various parameters in the laser and target conditions. Tin is considered to be the most attractive for EUV emission as its plasma emits 13.5 nm EUV with a 2% bandwidth [2] . To simulate EUV emission from laserproduced tin plasmas, we developed a 1-D Lagrangian radiation hydrodynamic code, "Star-1D." In our code, we used the one-fluid and two-temperature model, i.e., a single momentum equation for fluid and an energy equation for each of ion and electron. Thus, the following four equations are solved:
+α(T e − T i ),
−α(T e − T i ) + Q L + Q r .
Here v, ρ, p i , p e (e = electron and i=ion) and q are, the velocity, mass density, ion pressure, electron pressure and respectively. c vi and T i represent the specific ion heat and ion temperature, and c ve and T e represent the specific electron heat and electron temperature, respectively. κ i and κ e are the ion [3] and electron conductivities [4] , respectively. α(T e − T i ) in Eqs. (3) and (4) is the electron-ion temperature relaxation term. Here α is determined by the Spizer relaxation time [5] . In Eqs. (3) and (4), the ion and electron heat conductions are calculated simultaneously and we applied the flux-limited Spitzer-Harm model [6] with a flux-limiter of 0.1. The source term Q L in Eq. (4) is the heating term due to the laser heating term for electrons. For the laser absorption process, we assumed the inverse-bremsstrahlung [7] . The laser energy deposited between the vacuum plasma boundary and the critical surface is calculated by ray-tracing with 100 rays. The laser absorption coefficient is given by the energy deposition rate due to the inverse-bremsstrahlung process. The energy damping rate due to inverse-bremsstrahlung ν abs is given by ν abs = 1.
, where Z * is the effective charge defined as Z * = z 2 / z , indicates averaging over the ion species. lnΛ is the Coulomb logarithm [8] . n is the normalized electron density, which is defined as n = n e /n critical . n e and n critical are the electron density and the critical density of laser, respectively. k B is the Boltzmann constant. λ µm is the laser wavelength in µm unit, respectively. f is the reduction factor of the laser absorption due to the Langdon effect [9] , which is important for long-wavelength laser irradiation.The laser energy deposition for each calculation mesh is calculated by P exp (−ν abs Δt), where P is the local laser ray power, and Δt is the time required for the laser ray to pass through each mesh size at its group velocity v g = c(1 − n) 1 [10] , and for electrons at the low-temperature and high-density limit, we use the QEOS model [10] . The source term Q r in Eq. (4) is the heating term due to radiations. For evaluating the radiation transport, we applied the multi-group diffusion approximation model [11] using the flux-limiter, as given below.
where, D ν is the diffusion coefficient defined by
. E ν is the photon energy density at the energy hν. Ω is the x-ray propagation direction, which is set to be the spatial coordinate in this paper, and c is the speed of light. For solving Eq. (5) numerically, the photon energy ranging from 0 to 1.5 keV was divided into 1500 bins. η ν and χ ν are the emissivity and the attenuation coefficient (density × opacity). They were obtained from the Hullac code, where atomic energy levels are calculated with the detailed configuration accounting, and the electron population at each atomic level is calculated by solving rate equations among the many atomic energy levels [12] . Energy levels calculated using Hullac were adjusted to those of experimental observation by charge exchange spectroscopy [13] . The conventional method is used to calculate their emissivity η ν CRE and opacity κ ν CRE based on the Collisional Radiative Equilibrium (CRE) model [14] . However, the conventional CRE model has no photo-excitation or photo-ionization, because it is assumed to be an optically thin plasma, where the optical thickness which is defined as
ν (x )dx should be less than 1. For tin plasma χ EUV can be large due to its large opacity in EUV region, and may result in a EUV optical thickness
EUV (x )dx of more than 1, in which the assumption of an optically thin plasma is not valid, and the re-absorption of x-ray radiation is not negligible. Such a condition should be regarded as the optically thick. In the optically thick limit, where
ν (x )dx 1, the radiation field and electrons in the material are in the local thermal equilibrium (LTE), and the radiation field becomes Planck radiation given by the local electron temperature T e (x) as the results of successive photo-excitation (absorption) and photo-emission in the material. In such a condition, we can calculate the electron population of each energy levels, which is consistent with the Planck radiation field, and also the emissivity η ν LTE and opacity κ ν LTE based on the LTE assumption can be evaluated. We use the Novikov method in order to include the photo-excitation in our simulation [15] . In this model, the emissvity and opacity are obtained by the interpolation of that with CRE and LTE as follows,
Here, ξ ν = E ν (x, t)/U ν (T e (x), t) and E ν is the calculated radiation energy density with energy hν and U ν is the Planck radiation energy density given by the local temperature T e . x is the space and t is the time. In this model, in the optically thin limit (ξ ν 1) CRE emissivity and opacity are used. In the optically thick limit (ξ ν 1), LTE emissivity and opacity are used. In the intermediate region (0 < ξ ν < 1), emissivity and opacity are calculated according the degree of planckian ξ ν for each photon energy hν. In our calculation, we use the emissivity η LTE (n e , T * e ) and opacity ξ LTE (n e , T * e ) so as to give Z LTE (n e , T * e ) = Z LTE (n e , T e (x )). Using T * e instead of T e (x ), we can consider the photo-excitaiton only, but not photo-ionization. The Novikov model requires that the electron population with LTE and CRE be slightly different due to the photon process. Including photo-ionization may make the population very different for LTE and CRE, and the interpolation scheme becomes invalid.
In Fig. 1 , we show a typical profile of the ion density n i , electron temperature T e , ionization degree Z , ξ EUV defined as the ξ EUV = at the laser peak timing based on the collisional radiative equilibrium (CRE) model, and CRE model with the photoexcitation, respectively. A 1.06 µm wavelength laser is irradiated on the tin plate with a 2.2 ns Gaussian pulse duration. The laser intensity is 1.0 × 10 11 W/cm 2 . We see that ξ EUV are located between 0 and 1 around the EUV emission region. Compared with radiation transport based on the CRE model, the Novikov model (represented by w/ photo-excitation (PE)) gives a higher EUV source S * and EUV flux, due to the increase in the excited electron population and decrease of opacity. Figure 2 shows a comparison of calculated EUV conversion efficiencies (CE) from the incident laser energy to EUV, with a conventional CRE model (CRE), Novikov model (CRE with photo-excitation (PE)), and the experimental observations [16] . In the experiments, a 1.06 wavelength 2.2 ns duration pulse (FWHM) was irradiated on the tin plate. The laser spot diameter is 660 µm for a laser intensity less than 2 × 10 11 W/cm 2 , and 270 µm for a laser intensity more than 2 × 10 11 W/cm 2 . Sound velocity has an order of 10 6 cm/s for the tin EUV plasma. In this experimental condition, the plasma expansion length is estimated to be less than 150 µm, and is less than the laser 043-2 spot diameter. The estimation of scale length is consistent with Fig. 1 , where we see the density scale length of EUV emission region is about 50 µm.(1/e definition). Thus, one dimensionality is confirmed in this experiment. In Fig. 2 , we see that EUV CE calculated with CRE and PE is in good agreement with the experimental results. EUV CE with CRE, however, shows a different trend and a large discrepancy can be seen especially for the low laser intensities. EUV spectra are shown in Fig. 3 . We show two different conditions of the laser intensity of 4 × 10 10 W/cm 2 in Figs. 3 (a) and (b) , and the laser intensity of 1×10 11 show shallow absorption dips; however, they do not appear in the experimental results. Our calculations are entirely one dimensional, however, a real plasma includes the 3-D expansion. We think that these differences in spectra are due to the non-1D expansion effect in the real plasma and resulted in decrease of the EUV optical depth. However, differences are not so large, and we can regard this condition as the 1-D plasma. From above comparison, we verified that our radiation hydrodynamic simulation can reproduce the experimental EUV CE and its spectrum for a one-dimensional tin plasma quantitatively with a high accuracy . ulation code. We show the calculated EUV CE for the 10.6 µm wavelength (CO 2 ) laser with various laser intensities in Fig. 4 . We see that a high EUV CE up to 4% can be obtained around a laser intensity of 1 × 10 10 W/cm 2 . This optimum laser intensity is one order lower than that for the 1.06 µm laser wavelength laser. As the laser pulse duration increases, EUV CE gradually decreases due to the larger EUV optical depth. In Fig. 4 , a 10 ns duration pulse gives a maximum EUV CE of 4%. Next, we show the calculated EUV CE for the 0.25 µm wavelength laser with various laser intensities in Fig. 5 . Compared with the CO 2 case in Fig. 4 , the shorter 0.26 µm wavelength laser gives a lower EUV CE. As the laser pulse duration increases beyond 0.5 ns, the EUV CE decreases to less than 1%. Also, the optimum laser intensity for a maximum EUV CE is around 10 12 W/cm 2 , which is one order higher than that with the 1.06 µm wavelength laser. Comparing Figs. 2, 4 , and 5, we can conclude that a longer wavelength laser provides higher EUV conversion efficiency for a one-dimensional plane plasma of tin. This result is consistent with the analysis by the power balance model developed by Nishihara et al. [17] . In Fig. 6 , we show a comparison of EUV spectra for 10.6 µm wavelength, CO 2 laser and 1.06 µm laser at a laser intensity of 3 × 10 10 W/cm 2 and 10 ns duration pulse. Obviously, the spectrum for the CO 2 laser is narrower than for the 1.06 µm laser. In real industrial applications, 10.6 µm wavelength CO 2 lasers are widely used. From this analysis, we can conclude that a CO 2 laser is useful for obtaining higher EUV CE from a laser-produced tin plasma in a one-dimension plane geometry for exteme Ultraviolet lithography. 
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Summary
In summary, we developed a 1-D radiation hydrodynamic code that included the photo-excitation effect. Photo-excitation is not negligible in a laser-produced tin plasma emitting EUV. The inclusion of photo-excitation gives a higher EUV CE compared to that with the conventional CRE model without PE, and reproduces the experimental observations for a laser-produced one-dimensional plasma of tin. Our simulation results showed that longer wavelength CO 2 laser yields higher EUV CE. With CO 2 laser, we estimated the EUV CE to be as high as 4% at a laser intensity of 1 × 10 10 W/cm 2 . Our analysis is limited
