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Hierarchical H2 Control of Large-Scale Network Dynamic Systems
Nan Xue and Aranya Chakrabortty
Abstract—Standard H2 optimal control of networked dy-
namic systems tend to become unscalable with network size.
Structural constraints can be imposed on the design to coun-
teract this problem albeit at the risk of making the solution non-
convex. In this paper, we present a special class of structural
constraints such that the H2 design satisfies a quadratic
invariance condition, and therefore can be reformulated as a
convex problem. This special class consists of structured and
weighted projections of the input and output spaces. The choice
of these projections can be optimized to match the closed-
loop performance of the reformulated controller with that
of the standard H2 controller. The advantage is that unlike
the latter, the reformulated controller results in a hierarchical
implementation which requires significantly lesser number of
communication links, while also admitting model and controller
reduction that helps the design to scale computationally. We
illustrate our design with simulations of a 500-node network.
Index Terms—Optimal Control, Quadratic Invariance, Net-
work Systems, Controller Reduction.
I. INTRODUCTION
Driven by recent advances in cyber-physical systems,
control synthesis for large-scale network dynamic systems
has become an increasingly prevalent topic in the control and
network communities [1]. Physical networks such as power
systems, wireless sensor networks, or the recently emerging
internet-of-things consist of numerous heterogeneous sub-
systems that may be defined across complex topologies and
wide geographical spans. The typical numbers of subsystems
in these networks can scale from thousands to millions,
making the design of tractable control mechanisms very
challenging. To tackle the curse of dimension, traditional
model reduction-based techniques such as singular pertur-
bations [2], balanced truncation [3], and controller reduction
[4] have been developed decades ago to facilitate the analysis
and control of large-scale systems, in general. However,
these techniques are not readily applicable to networks as
their control schemes are mostly unstructured, and hence
agnostic of the network topology that contains important
constraints for both design and implementation. One such
pertinent constraint is communication. For example, conven-
tional feedback controllers such asH2 optimal controllers are
defined over unstructured dense transfer matrices, and thus
implementing this control would necessitate an impractically
large number of communication links for even a moderately
sized network.
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Starting from the idea of decentralized control [5], several
seminal papers have developed design tools to impose de-
sired implementation structure on controllers. One of them,
the work in [6], states that a decentralized optimal control
admits a convex reformulation if the structural constraint
on the controller is quadratic invariant (QI) under the plant
model. Built around quadratic invariance, papers including
[6], [7] and [8] incorporate sparsity structures in the con-
troller, aiming to reduce the communication density and to
cope with delays. The restriction of these designs is that the
sparsity pattern meeting the QI condition is highly dependent
on the sparsity of the open-loop network, and therefore,
the choice of sparsity can be limited. Moreover, the design
complexities of these controllers are dictated by the order of
the open-loop plant, and thus can become unscalable for very
large-scale networks. A suboptimal design is proposed in [9]
to generalize the choice of sparsity structure by relaxation
algorithms using l1-weighted norm. The design, however, is
still computationally demanding.
Motivated by these challenges, in this paper we present
a special class of structural constraint for designing H2
controllers. The constraint set is defined by two projec-
tions over the input and output spaces, which result in a
hierarchical implementation of the controller. The imple-
mentation mechanism works as follows. Selected network
subsystems send their output measurements to a designated
set of coordinators. These coordinators take the average of
these measurements, and exchange the information between
themselves to generate a H2 control law. Each coordinator,
thereafter, broadcasts this control signal to its respective
set of subsystems. The overall execution, therefore, is com-
pletely hierarchical, and requires lesser number of commu-
nication links. Preliminary work incorporating this hierarchy
has been proposed in our recent paper [10] for a LQG
controller built upon the idea of clustering based projection.
However, the design there is restricted by the choice of
certain design parameters that guarantee closed-loop stability.
In this paper we formalize the design in [10] into a general
H2 framework, where such restrictions do not exist. The
hierarchical structure is proven to meet the QI condition
irrespective of the structure of the plant, as a result of which,
the control problem is reformulated as a standard uncon-
strained H2 control. The reformulated problem preserves the
hierarchical structure inside its input and output matrices, and
thus allows for model and controller reduction techniques to
reduce the design complexity without breaking the structure
of the controller. The reduction technique adopted in this
paper is Hamiltonian-based approximation for solving the
underlying algebraic Riccati equations (ARE), as proposed
in [11]. The recent paper [12] also addresses similar goals
as ours using receding-horizon control, but the scalability
of their controller is subject to the sparsity structure of the
open-loop network. Related hierarchical designs have been
proposed in [13], [14], however, they do not exploit the
convex reformulation provided by quadratic invariance.
The remainder of this paper is organized as follows.
Section II defines the hierarchical constraint, and formulates
the problem of hierarchical H2 control. The same problem
is parameterized and reformulated into an unconstrained H2
control via quadratic invariance in Section III. Section IV
presents a Hamiltonian-based reduction technique to simplify
the design of the reformulated controller. The optimality gap
between the hierarchicalH2 and unconstrainedH2 problems
is discussed in Section V, where we also propose a design on
clustering sets to tighten the gap. Validations of our proposed
designs are illustrated via simulations of large-scale networks
in Section VI. Section VII concludes the paper and presents
some future works.
Notation The following notations will be used throughout
this paper: |I|c: cardinality of a set I, diag(m): diagonal
matrix with vector m on its principal diagonal, diag(M,N):
block-diagonal matrix with matrices M and N on its princi-
pal diagonal, tr(M): trace operation on a matrixM , ‖M‖F :
Frobenius norm of a matrix M , i.e. ‖M‖F =
√
tr(MMT ).
A transfer function matrix (TFM) is defined as g(s) =
C(sI − A)−1B + D, with a realization form of g(s) =[
A B
C D
]
. Rsp and Rp denote respectively the set of real-
rational strictly proper TFMs and the set of real-rational
proper TFMs. RH∞ denotes the set of all stable TFMs from
Rp, and RH2 denotes the set of all stable TFMs from Rsp.
The H∞ norm of g(s) ∈ RH∞ is defined by ‖g(s)‖H∞ =
supω σ¯[g(jω)], where σ¯ denotes the largest singular value.
The H2 norm of g(s) ∈ RH2 is defined by ‖g(s)‖H2 =√∫∞
−∞ tr[g
∗(t)g(t)]dt =
√
1
2pi
∫∞
−∞ tr[g
∗(jω)g(jω)]dω.
Furthermore, a Lyapunov equation is a matrix equation in
the form of
AΦ + ΦAT +BBT = 0,
and an algebraic Riccati equation (ARE) is written as
ATX +XA+ CTC +XBD−1BTX = 0.
We use Φ = LYAP(A,B) and X = ARE(A,B,C,D) to
respectively denote solutions from these two equations.
II. PROBLEM FORMULATION
We motivate our design from the standard formulation of
H2 optimal control. Consider a transfer function matrix G(s)
in a realization form
G(s) =
[
G11 G12
G21 G22
]
=

 A B1 B2C1 0 D12
C2 D21 0

 , (1)
where G22 is the plant model with A ∈ R
n×n, B2 ∈ Rn×nu
and C2 ∈ R
ny×n. The plant G22 is defined over ns ≤ n
interconnected subsystems with each modeled by
x˙i(t) = Aiixi(t) +
ns∑
i6=j
Aijxj(t) +B2,iiui(t)
yi(t) = C2,iixi(t), i = 1, ..., ns
, (2)
where Aii, B2,ii and C2,ii are submatrices with compatible
dimensions from A, B2 = diag(B2,11, ..., B2,nsns) and
C2 = diag(C2,11, ..., C2,nsns). Note that for ny, nu ≤ n,
B2,ii and C2,ii can be null matrices, that is, a subsystem can
have no input or output. Consider a standard H2 optimal
control for G(s), we begin with the following assumptions.
A1. (A,B2) is stabilizable and (C2, A) is detectable
A2. D21D
T
21 ≻ 0 and D
T
12D12 ≻ 0
A3. (A,B1) and (C1, A) have no uncontrollable or unob-
servable modes on the imaginary axis
A4. DT12C1 = 0 and B1D
T
21 = 0
Assumptions (A1-A3) are standard assumptions to formulate
H2 optimal control [15]. Assumption (A4) is made to sim-
plify the notations for presenting the technical results. Our
proposed design is still valid if this assumption is removed.
Let K(s) ∈ R
nu×ny
p denote the controller of interest. The
lower linear fractional transformation (LFT) of G(s) and
K(s) is defined by
f(G,K) := G11 +G12K(I −G22K)
−1G21. (3)
With these notations, the constrained H2 optimal control
problem considered in this paper can be posed as
minimize ‖f(G,K)‖H2
subject to K stabilizes G
K ∈ S
, (4)
where S ⊆ R
nu×ny
p represents the subset of all strictly
proper transfer function matrices that satisfy certain struc-
tural constraints. Note that when S = R
nu×ny
p , (4) becomes
the unconstrained H2 design. In practice, the unconstrained
case usually yields a controller defined over a dense transfer
function matrix. As a result, implementation of this con-
troller for any large-scale network dynamic systems where
n, nu and ny may scale up to millions, would necessitate
an impractically large number of communication links. To
bypass this challenge, in this paper we propose a hierarchical
structure for the constraint S, that can significantly simplify
the implementation of K(s). Another advantageous property
of this structure is that it allows (4) to be reformulated as a
convex optimization problem as will be unfolded in Section
III. The basic mechanism behind the hierarchical formulation
is the partitioning of subsystems into a set of non-overlapping
groups or clusters. This grouping strategy can be arbitrary,
and is not necessarily dictated by any system property. The
constraint S for this hierarchy can then be formulated as
follows.
Definition 2.1: Given the index set of subsystems as V =
{1, ..., ns}, and an integer r, where 0 < r ≤ ns, define
r non-empty, distinct, and non-overlapping subsets of V
respectively denoted as I = {I1, ..., Ir}, such that I1 ∪
... ∪ Ir = V . We denote the collection of subsystems in Ii,
i = 1, ..., r as a cluster.
We next define two structured projection matrices Pu and Py
for clusters I1, ..., Ir as follows.
Definition 2.2: Given a non-zero vector wu ∈ R
nu and
the input index set Vu={1, ..., nu}, define r non-overlapping
and non-empty subsets denoted as Iu = {Iu1 , ..., I
u
r }, such
that Iui includes indices of all the inputs in cluster Ii for
i = 1, ..., r. The input projection matrix Pu ∈ R
r×nu is
defined by
Pu,[ij] :=
{ wu,[j]
‖wu,[Iu
i
]‖2 , j ∈ I
u
i
0, otherwise
, (5)
where the vector wu,[Iu
i
] is non-zero. The output projection
matrix Py is defined in the same way by vector wy ∈
R
ny , output index set Vy={1, ..., ny} and subsets I
y =
{Iy1 , ..., I
y
r }.
Based on the projections Pu and Py , the constrained
subspace S of all hierarchical controllers can be formally
stated as follows.
Definition 2.3: The subspace S ∈ R
nu×ny
p admits a hi-
erarchical structure defined over projection matrices Pu ∈
R
r×nu and Py ∈ Rr×ny if there exists a lower-dimensional
transfer matrix S˜ ∈ Rr×rp such that
S = PTu S˜Py. (6)
The controllers in S contains the projection structures of
Py and Pu, which lead to a sequential two-layer hierarchical
control architecture. We illustrate this architecture along with
the implementation of controllers in S by the following
example.
Example 2.4: Consider a networked system shown in the
bottom layer of Fig. 1, where four subsystems are indexed by
V = {1, 2, 3, 4}, and are connected by a simple line graph.
All four subsystems are assumed to have scalar outputs,
and only the first three are equipped with inputs, i.e. Vy =
{1, 2, 3, 4} and Vu = {1, 2, 3}. The system is partitioned
into two clusters I1 = {1, 2} and I2 = {3, 4}. Let both wu
and wy to be vectors of all ones. Then given I
u
1 = {1, 2},
Iu2 = {3}, I
y
1 = {1, 2} and I
y
2 = {3, 4}, the projection
matrices can be constructed as
Pu =
[ 1√
2
1√
2
0
0 0 1
]
, Py =
[
1√
2
1√
2
0 0
0 0 1√
2
1√
2
]
.
Denoting S˜ =
[
s1 s2
s3 s4
]
, the hierarchical subspace S follows
as
S = PTu S˜Py =


s1
2
s1
2
s2√
2
s1
2
s1
2
s2√
2
s3
2
s3
2
s4√
2
s3
2
s3
2
s4√
2

 .
Therefore, to implement the controller in S, we designate
two coordinators, one for each cluster. These are denoted as
O1 and O2 in Fig. 1. The implementation of S can then be
shown by the following three steps with illustrations in Fig.
1.
• Step 1 - Output averaging (y¯ = Pyy): Each coor-
dinator receives output measurements from its desig-
nated cluster, and computes the averaged output y¯i =∑
j∈Iy
i
wy,[j]yj
‖w
y,[I
y
i
]
‖2 for i = 1, ..., r.
• Step 2 - Lower-dimensional control (u¯ = S˜y¯): Next,
the coordinators communicate with each other, and
exchange the averaged outputs y¯i, i = 1, ..., r. Each
coordinator then computes a lower-dimensional H2
control input u¯i = S˜i,:y¯, i = 1, ..., r in a distributed
manner.
• Step 3 - Control inversion (u = PTu u¯): In the final
step, each coordinator broadcasts the control signal uIu
i
to subsystems in its cluster by a simple scaling of u¯i,
i = 1, ..., r.
By applying such a hierarchical structure, the total num-
ber of communication links required for implementing the
control would be at most ns +
(
r
2
)
. This can be much
cheaper than
(
ns
2
)
required for the all-to-all communication
in unstructured controllers. This structure also fits many
common cyber-physical networks such as power systems
where the subsystems may represent synchronous generators
and loads, the clusters may represent utility companies, and
coordinators may represent the control centers of each re-
spective company. The proposed hierarchical implementation
can also preserve data privacy between coordinators as only
an averaged output y¯ is shared between them. Therefore,
no coordinator can infer the output measurements from
subsystems assigned to other coordinators.
Compared to [10], where the LQG design is facilitated by
only a single output projection matrix, the hierarchy in S
is defined over both input and output projections. We next
present the main results of this paper, starting with the convex
reformulation for the constrained design (4).
III. CONVEX REFORMULATION BY QUADRATIC
INVARIANCE
In this section, we present the convex reformulation for
the hierarchical H2 problem (4) facilitated by the quadratic
invariant property of S. The following well-known results of
Youla parameterization will be used to unfold the solution.
Theorem 3.1: [15] Let F and L be such that A+LC2 and
A + B2F are Hurwitz. Then all controllers that internally
stabilize G(s) can be parameterized by
K(s) = f(Knom, Q), (7)
with any Q ∈ RH∞ and Knom defined as
Knom =

 A+B2F + LC2 −L B2F 0 I
−C2 I 0

 . (8)
Furthermore, the closed-loop transfer function equals to
f(G,K) = T11 + T12QT21, (9)
തݕଵ ൌ ݕଵ ൅ ݕଶʹ
1 2 3 4
ݕଵ ݕଷ ݕସݕଶ തݕଶ ൌ
ݕଷ ൅ ݕସʹ
Ȫଵ Ȫଶ
(a) Step 1 - Output averaging
തݑଵ ൌ ݏଵ തݕଵ ൅ ݏଶ തݕଶ
1 2 3 4
തݑଶ ൌ ݏଷ തݕଵ ൅ ݏସ തݕଶȪଵ Ȫଶതݕଵതݕଶ
(b) Step 2 - Lower-dimensional control
1 2 3 4
ݑଵ ݑଷݑଶݑଵ ൌ ݑଶ ൌ
തݑଵʹ ݑଷ ൌ തݑଶ
Ȫଵ Ȫଶ
(c) Step 3 - Control inversion
Fig. 1: Hierarchical architecture for implementing any controller in S .
where T is given by
T =
[
T11 T12
T21 T22
]
=

 Aˆ Bˆ1 Bˆ2Cˆ1 0 D12
Cˆ2 D21 0




A+B2F −B2F B1 B2
0 A+ LC2 B1 + LD21 0
C1 +D12F −D12F 0 D12
0 C2 D21 0

 . (10)
Given J , T11, T12 and T21 from Theorem 3.1, one can
rewrite the original H2 problem (4) into a model matching
problem with respect to the Youla parameter Q as
minimize ‖T11 + T12QT21‖H2
subject to Q ∈ RH∞
K(s) = f(Knom, Q) ∈ S
. (11)
Note that K(s) = f(Knom, Q) ∈ S is not an affine
constraint in Q, in general. However, it has been shown in
[6] thatK ∈ S is equivalent to the affine constraint Q ∈ S in
Youla domain if the subspace S is quadratic invariant under
the plant model G22. We introduce the notion of quadratic
invariance according to [6] as follows.
Definition 3.2: The subspace S is called quadratic invari-
ant under G22 if KG22K ∈ S for all K ∈ S.
From this definition, it can be easily verified that for any
controller K = PTu K˜Py ∈ S, quadratic invariance holds for
our hierarchical constraint S under G22 given that
KG22K = P
T
u (K˜PyG22P
T
u K˜)Py ∈ S
for K˜PyG22P
T
u K˜ ∈ R
r×r
sp . As K ∈ S is equivalent to Q ∈
S, (11) becomes
minimize ‖T11 + T12QT21‖H2
subject to Q ∈ RH∞, Q ∈ S
. (12)
To this end, we can find the optimal solution for (4) as
follows.
Theorem 3.3: If (A,B2P
T
u ) is stabilizable and (PyC2, A)
is detectable, the hierarchical H2 problem (4) admits an
optimal solution Kopt = P
T
u K˜optPy ,
K˜opt =
[
A+B2P
T
u F2 + L2PyC2 −L2
F2 0
]
, (13)
where R1 = PuD
T
12D12P
T
u , R2 = PyD21D
T
21P
T
y , F2 =
−R−11 PuB
T
2 X and L2 = −Y C
T
2 P
T
y R
−1
2 . Matrices X =
XT  0 and Y = Y T  0 are unique solutions of AREs 1
X = ARE(A,B2P
T
u , C1, R1), (14)
Y = ARE(AT , CT2 P
T
y , B
T
1 , R2). (15)
Proof: From (6), the constraint Q ∈ S implies that
there exists Q˜ ∈ Rr×rp such that Q = P
T
u Q˜Py . By replacing
Q with PTu Q˜Py , (12) becomes
minimize ‖T11 + T12P
T
u Q˜PyT21‖H2
subject to Q˜ ∈ RH∞
. (16)
Now consider an intermediate TFM T¯ defined as
T¯ =
[
T11 T12P
T
u
PyT21 T22
]
=

A+B2F −B2F B1 B2P
T
u
0 A+ LC2 B1 + LD21 0
C1 +D12F −D12F 0 D12P
T
u
0 PyC2 PyD21 0

 .
Given that (A,B2P
T
u ) is stabilizable and (PyC2, A) is de-
tectable, there exists matrices F¯ and L¯ such that A+B2P
T
u F¯
and A+ L¯PyC2 are both Hurwitz. Therefore, by choosing F
and L as PTu F¯ and L¯Py respectively in T¯ , the TFM within
the H2 norm in (16) can be rewritten as the LFT form
T11 + T12P
T
u Q˜PyT21 = f(G¯, K¯), (17)
where G¯ is specified by
G¯ =

 A B1 B2PTuC1 0 D12PTu
PyC2 PyD21 0

 (18)
and K¯ is any stabilizing controller for G¯ parameterized
by Theorem 3.1. By (17), the problem (16) becomes an
unconstrained H2 design for G¯, which yields the optimal
controller K˜opt as in (13). The optimal hierarchical con-
troller, therefore, follows as Kopt = P
T
u K˜optPy .
Note that the hierarchical structure of Kopt is defined
by pre- and post-projections PTu and Py over a lower-
dimensional controller K˜opt. This allows applications of
conventional unstructured model reduction techniques for
designing K˜opt, without breaking the hierarchical structure
of Kopt. We present one such reduction technique in the next
section to simplify the design of Kopt.
1Removing Assumption A4 will add extra coupled terms to A, R1 and
R2. Interested readers can refer to [15] for the expressions. This parameter
change, however, does not affect design procedures presented in this paper.
IV. HAMILTONIAN-BASED APPROXIMATION
Constructing the optimal controller Kopt requires two
matrices X and Y from AREs (14) and (15). Given that X
and Y are defined by the same ARE operator, we will present
the results in this section based on X only. We define the
Hamiltonian matrix for (14) as
H :=
[
A −M
−CT1 C1 −A
T
]
, (19)
where M = B2P
T
u R
−1
1 PuB
T
2 . The eigenvalues of H are
symmetric about the imaginary axis [15]. Suppose that H is
diagonalizable and that the columns of the matrix
[
Z1
Z2
]
2n×n
span the stable invariant subspace of H , i.e.
H
[
Z1
Z2
]
=
[
Z1
Z2
]
Λ−, (20)
where Λ− = diag([λ−1 , ..., λ
−
n ]) consists of all the eigen-
values of H in the left-half plane. The matrix X can then
be found by X = Z2Z
−1
1 [15]. Computing the full stable
eigenspaces above, however, is subject to O(n3) complexity,
and thus can become unscalable for a large network. In order
to make the hierarchical design applicable, we next consider
the problem of finding an approximate and computationally
simpler solution for X , noted as X¯ (and Y¯ for Y ).
We introduce a few notations based on the stable invariant
subspace ofH defined in (20). Let Λ−κ ∈ R
κ×κ be a principal
submatrix of Λ−, and denote the corresponding subspace
partitions by Z1κ ∈ R
n×κ and Z2κ ∈ Rn×κ, i.e.
Λ− =
[
Λ−κ
Λ−κ¯
]
, Z1 =
[
Z1κ Z1κ¯
]
, Z2 =
[
Z2κ Z2κ¯
]
.
Using the lower-dimensional Hamiltonian subspaces Z1κ and
Z2κ, one can construct an approximate solution for (14) as
X¯ = Z2κ(Z
T
2κZ1κ)
−1ZT2κ. (21)
This approximation form has been previously proposed in
[11], although the choice of the κ eigenvalues contained in
Λ−κ was not determined. In contrast, motivated by conven-
tional frequency-weighted model reduction, we decide the
partitioning of Λ− from the minimization problem
minimize
X¯
‖(X − X¯)Wx‖H2 , (22)
where Wx = (sI − A +MX)
−1B1 is a frequency weight
representing the closed-loop output response. Due to the non-
convex nature of the model reduction, it is intractable to find
an exact minimum for (22). Therefore, we approach (22) by
an upper bound minimization derived as follows.
Theorem 4.1: DenoteEκ=Z2κ¯−Z2κ(Z
T
2κZ1κ)
−1ZT2κZ1κ¯.
The objective function in (22) is upper bounded by
‖(X − X¯)Wx‖H2 ≤ ǫ‖Eκ‖F , (23)
where ǫ :=
√∑n
i=κ+1 Cii, and C ∈ R
n×n is a Cauchy-like
matrix defined by
Cij := −
1
λ−i + λ
−
j
[Z−11 B1B
T
1 Z
−T
1 ]ij . (24)
Proof: See Appendix.
From Theorem 4.1, the norm of interest ‖(X−X¯)Wx‖H2
is linearly bounded by a scalar ǫ. The minimization in (22)
can then be approached by minimizing ǫ with respect to the
choice of Λ−κ . It is worth emphasizing that the value of Cii
is inversely proportional to the magnitude of the closed-loop
eigenvalue λ−i for i = κ+ 1, ..., n. Therefore, one heuristic
way for minimizing ǫ can be to order the eigenvalues of Λ−
as 0 < |λ−1 | ≤ ... ≤ |λ
−
n |, and let Λ
−
κ contain the first κ
eigenvalues with the smallest magnitudes. In that case, λ−κ+1
till λ−n will have larger magnitudes, and thus both Cii and ǫ
will be smaller positive numbers. Hence, computation of X¯
will require only the eigenspace of these first κ eigenvalues,
which can be completed in O(nκ2) time using Krylov-
subspace based techniques, i.e. Arnoldi algorithm [17]. This
complexity is more tractable than O(n3) of finding an exact
solution X . The matching between X and X¯ becomes better
as the gap between λ−κ and λ
−
κ+1 increases. If
0 < |λ−1 | ≤ ... ≤ |λ
−
κ | ≪ |λ
−
κ+1| ≤ ... ≤ |λ
−
n |, (25)
which means that closed-loop network is naturally clustered
into κ coherent groups [1], ǫ becomes negligible, indicating
a close matching between X and X¯ . The computational
complexity for X¯ can be further reduced if κ is a sufficiently
small number.
The approximate solution X¯ , however, does not come
without a drawback. In general, X¯ can only stabilize A −
MX¯ over the subspace Z1κ, and hence a small κ will
not necessarily stabilize an unstable plant. Therefore, we
briefly comment on the stabilizability condition of X¯ to
conclude this section. First, some useful properties of X¯ are
summarized as follows.
Lemma 4.2: [11] The approximate solution X¯ given by
(21) satisfies X¯  X , and its residue can be written as
R(X¯) := AT X¯ + X¯A+ CT1 C1 − X¯MX¯ = C¯
T
1 C¯1, (26)
where C¯T1 = [I − Z2κ(Z
T
2κZ1κ)
−1ZT1κ]C
T
1 .
A simple stability condition then follows immediately from
Lemma 4.2.
Theorem 4.3: The approximate solution X¯ is stabilizing
if CT1 C1 − C¯
T
1 C¯1  0, and (C
T
1 C1 − C¯
T
1 C¯1, A) has no
unobservable modes on the imaginary axis.
Proof: By moving C¯T1 C¯1 to the left hand side of
(26), (26) becomes an ARE in the form of AT X¯ + X¯A +
CT1 C1 − C¯
T
1 C¯1 − X¯MX¯ = 0. The stabilizability for X¯
then follows from standard conditions in [15] based on
(CT1 C1 − C¯
T
1 C¯1, A).
Theorem 4.3 implies that one sufficient condition for
stabilizing an unstable system is to choose a positive-definite
matrix CT1 C1 with a large norm. The flip side, however,
is that this would lead to a larger control effort, thereby
amplifying the measurement noise in the H2 design. An
alternative is to gradually increase the value of κ, and check
for closed-loop stability. Theorem 4.3 can thus be used as
a stability test, requiring computation of only Yκ and Zκ
without any need for checking the eigenvalues of A−MX¯ .
V. DESIGN OF HIERARCHICAL CONSTRAINT S
The results presented so far produces a stabilizing con-
troller Kopt, which minimizes the values of ‖f(G,K)‖H2
for any given choice of S in (4). In this section, we show
that it is also possible to design S such that this norm is
close to the unconstrained H2 problem, that is the problem
in (4) without the constraint K ∈ S.
A. Quantification of the Optimality Gap
The unconstrained H2 problem can be written in model
matching form as
minimize ‖J1(Q)‖H2 = ‖T11 + T12QT21‖H2
subject to Q ∈ RH∞
. (27)
We start with the following two lemmas.
Lemma 5.1: The optimal solution of (27) is given by
Q∗ = −WLW¯R = −W¯LWR, (28)
where WL, W¯L, WR and W¯R are defined as
WL =
[
Aˆ+ Bˆ2Fˆ I
Fˆ 0
]
, W¯L =
[
Aˆ+ Bˆ2Fˆ Fˆ
Bˆ2Fˆ Fˆ
]
,
WR =
[
Aˆ+ LˆCˆ2 Lˆ
I 0
]
, W¯R =
[
Aˆ+ LˆCˆ2 Lˆ
LˆCˆ2 Lˆ
]
,
Fˆ = −(DT12D12)
−1BˆT2 Xˆ, Xˆ = ARE(Aˆ, Bˆ2, Cˆ1, D
T
12D12),
Lˆ=− Yˆ CˆT2 (D21D
T
21)
−1, Yˆ=ARE(AˆT , CˆT2 , Bˆ
T
1 , D21D
T
21),
and matrices Aˆ, Bˆ1, Bˆ2, Cˆ1 and Cˆ2 are defined in (10).
Proof: The solution for the model matching problem
(27) follows from spectral factorization. See [15].
Lemma 5.2: The constrained H2 problem (12) is equiva-
lent to the unconstrained problem
minimize ‖J2(Q)‖H2 = ‖T12P
T
u PuQP
T
y PyT21
+ T11‖H2
subject to Q ∈ RH∞
. (29)
Proof: See Appendix.
With Lemma 5.1 and 5.2, we can quantify the optimality
gap between the constrained and unconstrainedH2 problems
as follows.
Theorem 5.3: Denote the optimal values of (27) and (29)
by J1∗ and J2∗ respectively. The optimal value J2∗ is upper
bounded by
J22∗ ≤ J
2
1∗ + 2ξJ1∗ + ξ
2, ξ = ǫ1ξu + ǫ2ξy + ǫ2ξy, (30)
where ǫ1 = ‖T12‖H∞‖T21‖H∞‖W¯R‖H∞ and ǫ2 =
‖T12‖H∞‖T21‖H∞‖W¯L‖H∞ are bounded scalars, and ξu
and ξy are defined by
ξu = ‖(I−P
T
u Pu)FˆΦ
1
2
u ‖F , ξy = ‖(I−P
T
y Py)Lˆ
TΦ
1
2
y ‖F ,
Φu = LYAP(Aˆ+ Bˆ2Fˆ , I), Φy = LYAP((Aˆ + LˆCˆ2)
T , I).
The equality of (30) is attained at ξu = ξy = 0.
Proof: See Appendix.
Smaller values of ξu and ξy will result in a smaller value
of ξ, and therefore, in a tighter gap between J1∗ and J2∗.
Also note that ξu and ξy are monotonic functions of Pu and
Py , respectively. Therefore, as a relaxation we design Pu and
Py from
minimize
Pu
ξu & minimize
Py
ξy . (31)
B. Design of Pu and Py
The projections Pu and Py are defined over two vari-
ables, i.e. the clustering sets (Iu, Iy) and clustering weights
(wu, wy). Under the scope of this paper, we consider solving
only the clustering sets (Iu, Iy) from (31), as these sets
define the combinatorial structure of S. To gain full degree of
freedom in designing (Iu, Iy), we make the following choice
of (wu, wy) to satisfy the stabilizability and detectability
conditions required for Theorem 3.3.
Lemma 5.4: (A,B2P
T
u ) is stabilizable and (PyC2, A) is
detectable if wu = Vlvu and wy = Vrvy for any vu and vy
that satisfy
V Tl B2B
T
2 Vlvu 6= 0, V
T
r C
T
2 C2Vrvy 6= 0, (32)
where 0 is a vector with all zero entries. Matrices Vl and
Vr denote the left and right eigenvector matrices such that
ATVl = VlΛ+, AVr = VrΛ+, and Λ+  0 is a diago-
nal matrix that contains all unstable eigenvalues (including
imaginary eigenvalues) of A.
The proof is omitted as this lemma follows directly from
PBH test. The implication of Lemma 5.4 is that when the
open-loop system (1) is not stable, vectors wu and wy can
be chosen to meet linear inequalities in (32), which can be
done by linear programming. When the open-loop system
(1) is stable, the stabilizability and detectability conditions
become trivial. In this case, one can choose wu and wy to
be any non-zero vectors, e.g. a vector of all ones.
Once (wu, wy) are fixed, it has been shown in our recent
paper [1] that the minimization (31) with respect to (Iu, Iy)
is equivalent to an unsupervised clustering optimization. A
simple yet efficient heuristic algorithm to solve this problem
is weighted k-means [16]. Therefore, one can design the clus-
tering sets by simply providing data matrices (FˆΦ
1
2
u , LˆTΦ
1
2
y ),
weight vectors (wu, wy), and number of clusters r as inputs
to the k-means algorithm, i.e.
Iu = kmeans(FˆΦ
1
2
u , wu, r) & I
y = kmeans(LˆTΦ
1
2
y , wy, r).
(33)
VI. NUMERICAL EXAMPLE
In this section we verify the performance of our proposed
designs using a first-order consensus network. The plant G22
is described by ns = 500 integrators that are interconnected
by the network topology shown in Fig. 2, where each
node represents a single integrator. The dynamics at each
integrator is modeled by
x˙i = ui +
ns∑
j=1,j 6=i
aij(xj − xi), i = 1, ..., ns,
where ui is a scalar control input, and aij ≥ 0 represents
the connection strength between the ith and jth oscillators.
V2
V4
V3
V1
Fig. 2: Network topology for a 500-node network.
We assume the state xi to be measurable, i.e., yi = xi. The
design parameters C1 and B1 are chosen as identity matrices
scaled by 10, and D12 and D21 are chosen as identity
matrices. For the hierarchical constraint S, the weight vectors
(wu, wy) are chosen as vectors of all ones, which allow
Pu and Py to satisfy the stabilizability and detectability
conditions in Theorem 3.3. The clustering sets Iu and Iy
are selected as four groups of integrators indexed by V1 =
{1, ..., 125}, V2 = {126, ..., 250}, V3 = {251, ..., 375} and
V4 = {376, ..., 500}, where inside the groups integrators are
densely connected while the groups themselves are sparsely
connected, as shown in Fig. 2. This results in four naturally
coherent clusters. Given this constraint S, the optimal hierar-
chical controller Kopt requires 3.6418 seconds to solve, and
yields an H2 norm ‖f(G,Kopt)‖H2 = 2.3191.
We first verify the Hamiltonian-based approximation with
respect to choices of κ from 1 to 6, and plot the corre-
sponding computation costs and H2 norms yielded by the
approximated controllers in Fig. 3. For comparison, H2
norms shown on the right axis are normalized/divided by
2.3191 from the optimal case. As κ increases, the normalized
H2 norm decreases, and becomes close to 1 when κ ≥
4, indicating a close performance matching between the
approximated controller and Kopt. On the left axis, the
computation cost for the approximated controller scales up
as κ increases. When κ ≤ 4, the computation costs are all
under 0.3 seconds, which are much lower compared with
3.6418 seconds for Kopt. Therefore, at the intersection point
κ = 4, one can design an approximated controller in a much
lower cost, yet still get the similar performance as Kopt.
This performance is mainly facilitated by the 4 smallest
dominant eigenvalues resulting from the natural clustering
of the open-loop network shown in Fig. 2. The 4 dominant
eigenvalues also explain the sudden increase in computation
time at κ = 5, where the convergence of Arnoldi algorithm
become slower in searching the one extra non-dominant
eigenvalue. It is worth mentioning that if the open-loop
system is not naturally clustered, the H2 norm can increase.
The computation cost, however, will not change significantly.
The scalability of our design is further tested upon con-
sensus networks whose dimensions range from 100 to 10000
with aij generated randomly. The resulting computation
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Fig. 3: Performance results for Hamiltonian-based reduction.
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Fig. 4: Scalability results for computation time
costs for solving the Hamiltonian-based approximation ver-
sus that of Kopt are plotted in Fig. 4. As n scales up,
the approximate approach becomes remarkably cheaper than
the optimal case. For example, at n = 4000, solving the
optimal case is already beyond our computing capacity, while
the approximate approach can be completed within only
17 seconds. This verifies the tractability of our design in
handling large-scale networks.
We finally illustrate the design of S for the same 500-
node network. The clustering sets (Iu, Iy) in this example
are determined from (33) with respect to r = 1, ..., 6, and
then used to design the controllerKopt. We show in Fig. 5 the
ratio between J2∗ and J1∗, which as defined in Section V are
the resulting optimal values of constrained and unconstrained
H2 problems respectively. The ratio J2∗/J1∗ as shown in
Fig. 5 decreases monotonically, and becomes close to 1 at
r = 4. The clusters generated by r = 4 actually resembles
the four coherent groups in Fig. 2. This verifies our proposed
design in finding a hierarchical structure that tightens the gap
between constrained and unconstrained H2 problems.
VII. CONCLUSION
In this paper we presented a hierarchical H2 optimal
controller that provides benefits for both design and im-
plementation for large-scale network dynamic systems. The
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Fig. 5: Optimality results for design of S
advantage of the hierarchical structure is that it satisfies
quadratic invariance property for any generic network model,
and allows a convex reformulation for the original problem.
The reformulated design can be simplified by conventional
controller reduction techniques without breaking the hierar-
chical structure of the controller. In addition, we proposed a
preliminary design of the clustering sets to tighten the gap
between unconstrained and constrained H2 problems. Our
future work will be to extend this design to the clustering
weights.
APPENDIX
Proof of Theorem 4.1
By applying the definition of H2 norm, the objective
function in (22) can be rewritten as
‖(X − X¯)Wx‖H2 = ‖(X − X¯)Φ
1
2 ‖F ,
where Φ = Φ
1
2Φ
T
2 = LYAP(A−MX,B1). Note that from
(20) we can find that A−MX = Z1Λ
−Z−11 , which means
Λ− contains all the eigenvalues of closed-loop state matrix
A −MX on the eigenspace Z1. Hence, the controllability
Gramian Φ follows directly from [18] as Φ = Z1CZ
T
1 . Also
given the expansion of the error matrix (X − X¯) as
(X − X¯) =
[
0 Zκ¯ − Z2κ(Z
T
2κZ1κ)
−1ZT2κZ1κ¯
]
Z−11 ,
the norm ‖(X − X¯)Φ
1
2 ‖F follows
‖(X − X¯)Φ
1
2 ‖F =
√
tr[(X − X¯)Φ(X − X¯)]
=
√
tr(EκCκ+1:n,κ+1:nETκ ) = ‖EκC
1
2
κ+1:n,κ+1:n‖F
≤ ‖Eκ‖F ‖C
1
2
κ+1:n,κ+1:n‖F = ‖Eκ‖F
√
tr(Cκ+1:n,κ+1:n).
Expanding the trace above then yields (23).
Proof of Lemma 5.2
Given that Pu and Py are orthonormal matrices, it can
be verified from PBH test that (A,B2P
T
u Pu) is stabilizable
and (PTy PyC2, A) is detectable. Following the same rationale
in the proof of Theorem 3.3, J2 can be rewritten as J2 =
f(G˘, K˘), where G˘ follows
G˘ =

 A B1 B2PTu PuC1 0 D12PTu Pu
PTy PyC2 P
T
y PyD21 0


and K˘ is any stabilizing controller for G˘ parameterized by
Theorem 3.1. An important property is that the inversion of
the matrix PuD
T
12D12P
T
u (or PyD21D
T
21P
T
y ) follows
(PuD
T
12D12P
T
u )
−1 = Pu(PTu PuD
T
12D12P
T
u Pu)
−1PTu .
Given this equality, we can find that
ARE(A,B2P
T
u Pu, C1, P
T
u PuD
T
12D12P
T
u Pu) = X,
ARE(AT , CT2 P
T
y Py, B
T
1 , P
T
y PyD21D
T
21P
T
y Py) = Y,
from which it can be verified that the state space solution of
(29) is same as Kopt from Theorem 3.3. Therefore, (29) is
equivalent to (12).
Proof of Theorem 5.3
Denote the complement of matrices Pu and Py by P¯u and
P¯y respectively, the function J1(Q) can be written as
J1(Q) = T11 + T12(P
T
u Pu + P¯
T
u P¯u)Q(P
T
y Py + P¯
T
y P¯y)T21.
By letting Q = Q∗, we can write
‖J2(Q∗)‖2H2 = J
2
1∗ + ‖Je‖
2
H2 + 2‖J
1
2
e J
1
2
1 (Q∗)‖
2
H2 ,
where Je=T12P
T
u PuQ∗P¯
T
y P¯yT21+T12P¯
T
u P¯uQ∗P
T
y PyT21+
T12P¯
T
u P¯uQ∗P¯
T
y P¯yT21. Note that Je = 0 when ξu = ξy = 0,
or equivalently P¯Tu P¯uQ∗ = Q∗P¯
T
y P¯y = 0. As a result, the
equation above yields the equality J1∗ = ‖J2(Q∗)‖2H2 =
J2∗. The bound in (30) simply follows the inequality
J22∗ ≤ ‖J2(Q∗)‖
2
H2 = J
2
1∗ + ‖Je‖
2
H2 + 2‖J
1
2
e J
1
2
1 (Q∗)‖
2
H2
≤ J21∗ + ‖Je‖
2
H2 + 2J1∗‖Je‖H2 ≤ J
2
1∗ + ξ
2 + 2ξJ1∗.
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