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Quantum information is a radical departure in
information technology, more fundamentally
different from current technology than the digital
computer is from the abacus.
W. D. Phillips, Nobel laureate [Cal17]
1 Introduction
Although the scientific community is in agreement that quantum information processing
will offer advantages for certain applications [Lad10], such as Shor’s quantum algorithm
for integer factorization [Sho94] and simulating quantum systems [Fey82; Llo96; Bul09;
Cir12], it is not clear yet which technology (physical system or material) can be used to
ultimately build a quantum computer [Lad10].
Furthermore, quantum simulators based on quantum computers might also become
important for conventional semiconductor technology, as it is approaching the limits of
Moore’s law [Moo98; Moo75], which states that the number of transistors on a chip will
double every two years [Wal16]: Following this law, the elements on microchips become
successively smaller so that an end of this process might either be given by fundamental
physical limits, if the elements become so small that quantum mechanical effects need
to be considered, or will even make the transistors unreliable, or by economic limits, if
the cost for a transistor will no longer decrease but increase due to downscaling [Wal16].
Quantum simulators might also be used for developing emerging artificial nanotechnology
or for understanding the nanomachinery of biological molecules [Lad10].
A quantum computer is based on the quantum analog to a classical bit: the so-called
qubit. It maintains the properties, which distinguish it from a classical bit, such as
entanglement and quantum interference, during the coherence time T2.
There are several ways to realize a quantum computer, i. e., candidates for physical
representations of qubits: The implementation of quantum algorithms with photons (flying
qubits) [Pol09] was demonstrated and even multi-photon entanglement and interfer-
ometry [Pan12] were achieved. The Knill-Laflamme-Milburn (KLM) scheme allows for
scalable quantum computing, which is solely based on single-photon sources, single-photon
detectors, and linear optics [Kni01]. While photon-based quantum computing is less
challenged by decoherence compared to other quantum systems, the loss of photons remains
a problem [Lad10].
Another candidate is a superconducting qubit, consisting of a superconducting circuit
with a defined inductance and capacitance. However, this circuit is interrupted by a
thin insulating layer, a so-called Josephson junction, to induce anharmonicity to the
otherwise harmonic LC-resonator. Recently, quantum error correction was demonstrated
on a superconducting circuit with nine qubits [Kel15]. However, according to Ref. [Lad10]
understanding and eliminating decoherence remains a huge challenge, which might require
material engineering on the microscopic level.
The nuclear spins, on the other hand, represent the physical system with the most
preliminary technological development [Lad10], as the nuclear spins have been studied in
nuclear magnetic resonance (NMR) experiments [Blo46; Pur46] since 1946 and for magnetic
resonance imaging (MRI) [Dam71; McR07; Dam77] since 1971. While a set of 12 nuclear
spin qubits was successfully manipulated using liquid-state NMR techniques [Neg06] and
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Shor’s algorithms was realized using seven qubits in a molecule [Van01], the suitability of
this physical system for quantum computers remains limited, since the coherence times of
the nuclear spin qubits are rather short compared to the timescales for their initialization
and measurement [Lad10].
Qubits in the form of trapped ions, in turn, exhibit coherence times that are much longer
than the necessary operations for computations (initialization, multi-qubit control, and
readout). They show long T1 and T2 times (cf. Section 2.4.2), high homogeneity and can
be entangled by laser-induced coupling of the spins [Lad10]. Furthermore, entanglement
of more than 10 qubits was demonstrated [Mon11]. However, scaling this system and
simultaneously maintaining the high-fidelity control is a critical challenge [Lad10; Lei03].
While the scalability of trapped ions is limited by the requirement to cool and trap them,
semiconductor based qubits, e. g., quantum dots (QDs) and impurities, are integrated
into a solid-state host, which could allow for a better scalability and easier cooling of
systems with many qubits [Lad10]. The localization of one or more electrons or holes
due to the potential of the semiconductor nanostructure, impurity or impurity complex
leads to discrete energy levels, forming a so-called artificial atom [Lad10], and reduces the
decoherence of the qubit due to environmental influences. Artificial atoms in the form
of QDs have been realized in two different ways: Electrostatically defined QDs, where
the confinement is accomplished by voltages on lithographically defined metallic gates
(cf., e. g., Ref. [Han07]), and self-assembled QDs, where the confinement results from the
difference of the bandgaps of the dot and host material. While a long coherence time
T2 = (3.0± 0.3)µs was demonstrated [Gre06b] for electron spins in self-assembled QDs,
they exhibit a bigger inhomogeneity compared to impurities in semiconductors and the
nuclear spins of the mainly used III-V materials limit the coherence time [Cla09].
Many different kinds of impurities in semiconductors are considered as possible candidates
for qubits: The 31P impurity in silicon, where the donor-bound electron [Tyr03], as well
as the nuclear spin [Pla13; Ste12; Sae13; Muh14] are considered as a candidate for a
qubit. Here, a coherence time T2 = 60ms of the donor-bound electron spin in a silicon
host with natural abundances of isotopes at a temperature of about 7K [Tyr03], and
a T2 time of up to 39min of the nuclear spin of the ionized 31P donor using dynamic
decoupling at room-temperature [Sae13] were demonstrated. Other candidates for qubits
are electron spins bound to defects in silicon carbide (SiC) [Chr15] that is already used
for high power semiconductors and optoelectronics. For this material system, a coherence
time of about 1ms at cryogenic temperatures [Chr15; Seo16] and coherent control of
the electron spin [Wid15] were demonstrated. The silicon-based candidates would offer
technological advantages due to the techniques, developed for manufacturing conventional
semiconductors. However, despite the long coherence times and technological possibilities,
efficient methods to couple these qubits have yet to be developed.
An electron spin bound to the negatively charged nitrogen-vacancy center in diamond
exhibits a coherence time of about 0.6 s at liquid nitrogen temperature [Bar13] and the
coherence time of the nuclear spin of the 13C isotope in the vicinity of a nitrogen-vacancy
exceeded 1 s [Mau12]. However, the photoluminescence from nitrogen-vacancies is weaker
than for typical quantum dot transitions [Lad10], so connecting them to each other via
flying qubits should prove more difficult.
In contrast to this, the fluorine donor impurity in the wide-bandgap group II-VI semi-
3conductor ZnSe (ZnSe:F), studied in this work, shows strong optical characteristics [San09;
Lad10]. The transition of the exciton bound to a donor that was isolated in a ZnSe/ZnMgSe
nanostructure exhibits a small inhomogeneous linewidth and bright photoluminescence
(recombination time of about 210 ps [Gre12]). Quantum interference between photons of
this transition has been demonstrated [San09]. Similar to phosphor-doped silicon, the single
donor-bound electron spin in its ground state can be used as a spin qubit. Greilich et al.
studied the spin coherence of an ensemble of donor-bound electron spins in homogeneously
fluorine-doped ZnSe epilayers with different dopant concentrations and demonstrated an
inhomogeneous dephasing time T ∗2 of up to 33 ns, which remained stable at temperatures of
up to 40K. The longitudinal spin relaxation time T1 of up to 1.6 µs, demonstrated in this
thesis (cf. Chapter 4 and Ref. [Hei15b]), hints at a coherence time T2 in the microsecond
range by far exceeding the inhomogeneous dephasing time T ∗2 . Further steps towards the
application of this material system for quantum information include indistinguishable single
photon emission [San09], fluorine ion implantation to ensure a controlled location of single
donor impurities [Kim12], entangled photon pairs from independently tuned and remote
semiconductor emitters [San12], photon antibunching [De 10], and optical control of the
electron spin qubit [Kim12; Sle13].
This work provides a better understanding of the ZnSe:F material system. We gain
further insight by extending the time-resolved Kerr rotation (TRKR) technique with helicity
modulation with variable frequency as well as additional radio frequency (RF) excitation.
Furthermore, we develop the spin inertia method (cf. Chapter 4 and Ref. [Hei15b]) that
allows us to determine the longitudinal electron spin relaxation time T1 in a broad range
of longitudinal magnetic fields BF and at different temperatures. The method is especially
suitable to study the dynamics of strongly localized electron spins, where a measurement
of the Hanle curve would not yield the correct spin relaxation time.
Moreover, this work demonstrates that despite the low natural abundance of isotopes
with nonzero nuclear spin in ZnSe strong nuclear effects can be observed (cf. Chapter 5 and
Ref. [Hei15a]) so that the possibility to grow samples from isotopically purified constituents
(zinc and selenium) with zero nuclear spin is promising. Such samples will be nuclear spin
free except for the spin of the fluorine donor and thus should exhibit increased electron
spin coherence times.
The inhomogeneously polarized nuclei, in turn, are controlled coherently (cf. Chapter 6
and Ref. [Hei16]) by additional RF excitation, where we use the advantages of optical
dynamic nuclear polarization and optical detection, such as high sensitivity and selectiv-
ity [San06]. This allows us to measure the nuclear inhomogeneous dephasing time T ∗,N2
as well as the nuclear spin coherence time TN2 . Moreover, modifying the standard TRKR
technique, it is possible to estimate the longitudinal nuclear spin relaxation time TN1 under
the conditions of the TRKR experiment (cf. also Chapter 6).

If I have seen further, it is by standing on ye
shoulders of giants.
Sir Isaac Newton, 1675 [Wes94]
2 Theoretical Background
This chapter introduces the basic physical concepts, which are necessary to understand
and analyze the experiments, presented in this thesis.
2.1 Fluorine-doped Zinc Selenide
The spins of electrons and nuclei in the II-VI semiconductor zinc selenide (ZnSe) are the
subject of the research in this work. Here, the Roman numbers refer to the 2nd and the
6th group of the periodic table. In this section, the main properties of this material are
discussed.
2.1.1 Crystal Structure
Figure 2.1 Schematic of the unit cell of ZnSe (stick and ball model), drawn with VESTA [Mom11]
in analogy to Ref. [Gru16b]. It contains four zinc (gray spheres) and four selenium (orange spheres)
atoms (stoichiometric ratio 1 : 1). Each atom of both constituents binds to four atoms of the other
constituent (tetrahedral coordination).
The compound ZnSe crystallizes in the so-called zincblende structure. However, the term
zincblende actually refers to the compound ZnS only, which can be found in two different
phases: the sphalerite and wurtzite structure [Gru16b]. The correct, though hardly used
term, is sphalerite structure. A diatomic base of a zinc atom at (0, 0, 0) and a selenium
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atom at (1/4, 1/4, 1/4) is arranged in a face-centered cubic (fcc) lattice. Thus, it can also
be described by two fcc sublattices, which are shifted with respect to each other by a
quarter of the body diagonal. Figure 2.1 shows the unit cell of this crystal as a stick and
ball model. The coordination number of both zinc and selenium is four so that each atom
is bonded to four atoms of the other element. The stacking order along the body diagonal
is given by aAbBcCaAbBcC..., so this crystal exhibits no inversion symmetry (point group
Td) [Gru16b]. It is important to note that the III-V semiconductor GaAs also crystallizes
in the sphalerite structure. Please refer to Refs. [Yak01; Ast02; Paw11] for details on the
optical properties of ZnSe structures.
In this thesis, ZnSe epilayers (cf. Section 3.3) modulation doped with fluorine (F) during
molecular beam epitaxy (MBE) are studied. The fluorine dopant replaces the selenium
atom, and each fluorine atom provides one additional electron, which is bound to the donor
at low temperatures. Due to the large binding energy Ea = (29.3± 0.6)meV [Mer72], the
electron bound to the fluorine impurity in ZnSe represents a promising candidate for a
spin qubit [Gre12]. Its electron spin with a g factor ge = 1.1± 0.1 exhibits a long spin
dephasing time T ∗2 (cf. Section 2.4.2) of up to 33 ns, which was shown to remain stable
at temperatures of up to 40K [Gre12]. Indistinguishable single photons were obtained
from single donors isolated in ZnSe micropillars [San09]. By means of these nanostructures
photon entanglement with photons from two emitters [San12], separated by macroscopic
distances, and optical interference of a single electron spin [De 10; Kim12; Sle13] were
demonstrated.
Moreover, this material system offers a high homogeneity, in the past restricted to atomic
systems, and combines it with the controlled location in a semiconductor [Gre12]: Although
in this thesis only modulation doped samples are studied, ion implantation of the fluorine
donors, which allows for an exact control of the location, was demonstrated as well [Kim12].
A further advantage is the low natural concentration of isotopes with nonzero nuclear
spin in the ZnSe host crystal, since the interaction of the electron spins with the fluctuating
nuclear fields is seen as a main factor leading to electron spin decoherence [Mer02; Gre12].
Table 2.1 lists the different isotopes with nonzero nuclear spin I. Despite their relatively
low concentrations strong signatures of electron-nuclear interaction were demonstrated
for the 67Zn and especially for the 77Se isotope in this thesis. Furthermore, low threshold
Table 2.1 Parameters of the isotopes with nonzero nuclear spin (I ̸= 0) according to Ref. [Gre12].
Abundance χ Nuclear spin I Hyperfine constant A
67Zn 4.11% 5/2 3.7 µeV
77Se 7.58% 1/2 33.6 µeV
19F 100% 1/2 200 µeV
microdisk lasers, based on the donor-bound exciton transitions, were demonstrated for this
material system. [Paw08; Paw09].
2.1.2 Band Structure
The band structure depicts the energy levels of the electrons as a function of the modulus
of the wave vector k in a crystal and therefore is of great importance for optical studies of
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the electron spin coherence. Due to the principle of the conservation of momentum, only
nearly vertical optical transitions from one band to another (interband transitions) are
possible, since the length of the light k vector, k = 2π/λ, is very small compared to the
size of the Brillouin zone k ≤ π/a0 [Gru16a]. Here, a0 is the lattice constant of the crystal.
Figure 2.2 shows a schematic of the ZnSe band structure near the Γ point (k = 0) at the
center of the Brillouin zone. The minimum of the conduction band (CB, j = 1/2, mj = ±1,
black line) and the maxima of the valence bands (heavy hole (HH, j = 3/2, mj = ±3/2):
green line; light hole (LH, j = 3/2, mj = ±1/2 ): orange line; split-off hole (SH, j =
1/2mj = ±1/2): blue line) are located at the Γ point (direct semiconductor) [Dya84].
Here, j denotes the total angular momentum quantum number and mj its projection. Eg
is the so-called band gap, denoting the energy difference between the energy maximum of
the valence band and the energy minimum of the conduction band. Note the degeneracy
HH LH SH
ECB
k
Eg
SO
Figure 2.2 Bandstructure of ZnSe near the Γ point. HH (green line) denotes the heavy hole band,
LH (orange line) the light hole band, SH (blue line) the split-off hole and CB the conduction band
band. Eg is the band gap separating the CB from the valence bands (HH and LH), where the third
valence band, the SH band is split-off from the other two due to spin-orbit interaction with the LH
band (energy difference ∆SO, marked by the gray arrow). In analogy to Ref. [Dya84].
of the HH and LH band at the Γ point. The schematic in Fig. 2.2 is based on the spherical
approximation [Dya84]. It is valid for sufficiently small k, at which the warping of the
energy surfaces of the HH and LH band, exhibiting actually cubic symmetry, can be
neglected. In this approximation, the energies of the different bands are given by the
following equations for the conduction band
ECB = Eg +
ℏ2k2
2m∗e
, (2.1)
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the HH band
EHH =
ℏ2k2
2m∗HH
, (2.2)
and the LH band
ELH =
ℏ2k2
2m∗LH
. (2.3)
Here, Eg = 2.82 eV [Paw11] denotes the band gap at a temperature T = 2K, k the
modulus of the k vector, m∗e = 0.145me [Gre12] the effective electron mass (CB), m∗HH =
0.96me [Paw11] the effective HH mass and m∗LH = 0.27me [Paw11] the effective LH mass.
Note that the energy difference (gray arrow) between the HH or LH band and the SH band
at the Γ point is denoted
∆SO = EHH − ESH = ELH − ESH (2.4)
and caused by the spin-orbit interaction with the LH band. The energy of the SH cannot
be described properly in the spherical approximation so that no effective mass is given for
this band. The schematic, shown in Fig. 2.2, is sufficient to understand the experiments,
presented in this work, but represents a very rough approximation.
A more accurate description of the band structure can be given using k · p perturbation
theory (p : momentum operator) [Yu96; Gru16a]: According to the Bloch theorem [Blo29]
the stationary Schrödinger equation (cf. Eq. (G.1) in Ref. [Gru16a])
Hψnk =
(
− ℏ
2
2me
∇2 + U(r)
)
ψnk = En(k)ψnk (2.5)
for electrons in a periodic potential U(r) = U(r +R) has a solution of the following form
ψnk(r) = exp (ikr)un,k(r), un,k(r) = un,k(r +R). (2.6)
Here, R denotes direct lattice vectors and n labels the eigenstate of the electron with the
corresponding energy En(k). Inserting Eq. (2.6) into Eq. (2.5) we obtain the following
equation for the periodic Bloch function un,k(r)(
− ℏ
2
2me
∇2 + U(r) + ℏ
me
k · p
)
un,k(r) =
(
En(k)− ℏ
2k2
2me
)
un,k(r) (2.7)
Near the Γ point, the k · p term represents only a small perturbation [Gru16a] so that we
obtain the following equation for a nondegenerate (besides spin degeneracy) band up to
second order in k
En(k) = En(0) +
3∑
i,j=1
⎛⎝ ℏ2
2me
δij +
ℏ2
me
∑
l ̸=n
pinlp
j
ln
En(0)− Ej(0)
⎞⎠ kikj , (2.8)
where l runs over so-called remote bands and pinl = ⟨un0|pi|ul0⟩ denotes the momentum
matrix element.
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2.1.3 Lattice Mismatch
Studying heterostructures, we must take into account that at boundaries between different
compounds mechanical stress can occur due to the different lattice constants and crystal
structures. The samples under study in this work are ZnSe epilayers grown on GaAs
substrate (cf. Section 3.3 for details), so it is important to consider how this II-VI on III-V
heteroepitaxy alters the ZnSe crystal structure and thereby changes its band structure.
The lattice mismatch between two crystals is given by the following equation [Tra97]
ε = asub − aepi
asub
, (2.9)
and with the lattice constants of GaAs asub = 5.6533nm and ZnSe aepi = 5.6686nm [Paw11]
we obtain
ε ≈ −0.27%.
The negative sign indicates that the ZnSe crystal experiences compressive strain. However,
this lattice mismatch is quite small. For example, a wurtzite AlN layer (buffer layer for GaN
epitaxy) grown on (001)-oriented hexagonal sapphire (α-Al2O3) has a lattice mismatch
of ε = 13.29% [Yos83; Tra97]). It is possible to grow ZnSe structures, which exhibit only
a small amount of compressive strain by molecular beam epitaxy on GaAs substrates.
Nevertheless, this small lattice mismatch is sufficient to lift the LH and HH degeneracy at
the Γ point (cf. Section 2.1.2 and Fig. 2.3(b)) in the samples under study [Gre12].
Note that the strain depends on the temperature [Tho95], i. e., it increases with increasing
temperature due to the different thermal expansion coefficients of GaAs and ZnSe, which
becomes important for nanostructures, e. g., micropillars: Their structural quality can
decrease with the number of cooling cycles (to cryogenic temperatures) that might be
necessary for the measurements.
2.2 Optical Selection Rules
Optical selection rules are important to understand how and which kind of spin polarization
is induced in the studied samples. They represent the key concept necessary to understand
the process of optical orientation (cf. Section 2.4). Direct transitions between different
bands in a semiconductor can be described using the correspondence principle [Dya84]: A
quantum transition from the initial state i to the final state f, e. g., the transition from
a subband of the valence band to the conduction band at k = 0, can be described by a
classical dipole with the frequency ωif = (Ef − Ei)/ℏ. Here, Ei and Ef are the energies of
the initial and final states, respectively. The amplitude of the optical transition is given by
the corresponding dipole matrix element
Mif = ⟨i|er|f⟩ , (2.10)
where r is the modulus of the position vector, e is the elementary charge, and er forms the
dipole moment operator. Taking into account only Mif ̸= 0, we find that only transitions
fulfilling
∆l = 1 (2.11)
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Figure 2.3 (a) Scheme of the optical selection rules of a bulk crystal with sphalerite structure.
HH and LH denote the heavy hole and the light hole, respectively. The relation 3:1 (blue) state the
relative intensity of the HH (thick lines) and the LH (thin, dashed lines) transitions, where right
circularly polarized light (σ+) is denoted by green lines and left circularly polarized light (σ−) by
orange lines. In analogy to Refs. [Gru16e; Dya84]). (b) Scheme of the optical selection rules of
a strained crystal with sphalerite structure or a quantum well. The strain on the crystal or the
confinement in the quantum well lifts the LH and HH degeneracy, so that the LH states have a
lower energy than the HH states at the Γ point. In analogy to Ref. [Gru16d]).
are possible. Here, l is the quantum number of the square of the angular momentum operator
L2 (azimuthal quantum number). Furthermore, according to the energy conservation
principle only photons with an energy
Eγ = ℏωif (2.12)
can excite the corresponding single-photon transition in the semiconductor. Here, ωif is the
frequency of the corresponding dipole and ℏ is the reduced Planck constant. A photon, as
a massless particle with spin S = 1 (Boson, cf. Section 2.3.1), can only have a spin angular
momentum Sz = ±ℏ = ±ℏmz, mz = ±1 (mz : magnetic quantum number). Combining
this with the principle of angular momentum conservation, one finds that all single-photon
transitions must obey
∆mj = ±1, (2.13)
where ∆mj is the difference of the projection of the total angular momentum mj of the
initial and the final state [Gru16e; Dya08]. Following these considerations and taking into
account the band structure of a sphalerite crystal, one can determine the scheme of optical
selection rules, presented in Fig. 2.3.
Figure 2.3(a) illustrates the selection rules for a strain-free bulk crystal, while Fig. 2.3(b)
depicts the rules for a strained crystal or a quantum well. Thus, it displays the situation
for the samples under study, which are strained as a result of the II-VI (ZnSe) on III-V
(GaAs) heteroepitaxy. The strain on the ZnSe layer lifts the HH and LH degeneracy at the
Γ point [Gre12] and thus only the scheme in Fig. 2.3(b) will be considered in the following.
Figure 2.4 shows the two basic complexes of quasiparticles as they occur in experiments on
coherent spin dynamics [Yak08], where only undoped and n-doped samples are considered
here. These complexes can be excited optically (resonant excitation) following the rules
discussed before. The generation of a spin-oriented exciton (X, see Fig. 2.4(a)) results in
an electron spin coherence, which can be studied during the exciton lifetime (typically
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Figure 2.4 Scheme of optically excited complexes. (a) Undoped semiconductor: The optical
excitation results in the formation of a bound electron-hole pair, a so-called exciton (X). (b) n-doped
semiconductor: Formation of a negatively charged exciton trion (T−) with a singlet electron
spin ground state (S = 0). It can be described as an exciton bound to a resident electron, e. g.,
donor-bound electron, in the semiconductor. The open circles symbolize electrons, and the full
circles symbolize holes. In analogy to Ref. [Yak08].
30 ps to 1 ns) [Yak08]. In contrast to this, the generation of a negatively charged exciton
(trion (T−), see Fig. 2.4(b)) does not result in any obvious electron spin polarization or
electron spin coherence, since the state with the lowest energy (T−) is formed by two
antiparallel electron spins (singlet, S = 0) and one hole [Ast02; Yak08]. However, there are
two ways to explain how an optical excitation, as it is illustrated in Fig. 2.4(b), can result
in the generation of electron spin coherence. Furthermore, it was already demonstrated
experimentally (cf. Ref. [Gre06a]). (i) In a transverse external magnetic field (Voigt
geometry, BV) a circularly polarized laser pulse creates a coherent superposition of the
electron and the trion state [Gre06a; Ken06; Sha03; Yak08]. (ii) Considering the whole
ensemble of initially randomly oriented resident (donor-bound) electron spins, which precess
about the external field BV one can also explain the generation of electron spin coherence:
The optical excitation of trions with a finite lifetime removes a specific spin orientation
from this ensemble so that, in turn, the ensemble becomes spin polarized in the opposite
direction (polarization with the opposite sign) [Yak08].
2.3 Spin
Considering the electron as a charged, moving particle, one can explain the occurrence of
its magnetic moment using only classical physics. However, in this way one will not obtain
the correct result. Furthermore, there remain experimental observations [Ger22b; Ger22a],
which can be only explained taking into account the essentially quantum mechanical nature
of the electron spin, the fact that the electron has a half-integral spin S = 1/2 and that
this is an intrinsic property of the electron.
In this section, the main interactions related to the electron spins in semiconductors are
described.
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2.3.1 Pauli Exclusion Principle
According to the spin-statistics theorem [Fie39; Pau40] the spin of a particle determines
whether multiple particles of the same kind have a Fermi-Dirac statistic [Fer26; Dir26] or a
Bose-Einstein statistic [Bos24]. The behavior of particles with integral spin is determined
by the Bose-Einstein statistic, while the Fermi-Dirac statistic describes the behavior of
particles with half-integral spin. The electron has a half-integral spin (see discussion before).
Thus, it is a so-called “fermion,” and its behavior is determined by the Fermi-Dirac statistic.
The Pauli exclusion principle, in turn, restricts the number of fermions per quantum state
to one [Pau25]. This restriction on the number of electrons per quantum state is of huge
importance for the structure of atoms, their chemical properties and condensed matter
physics in general [Dya08].
2.3.2 Exchange Interaction
Another consequence of the spin-statistics theorem is that the Coulomb interaction between
electrons becomes spin-dependent: The electron wave function must be antisymmetric with
respect to an interchange of the quantum-mechanically indistinguishable electrons. Thus,
either the spin or the coordinate part of the wave function must be antisymmetric. If two
electrons have parallel spins, the spin part is symmetric so that the coordinate part of the
wave function must be antisymmetric [Dya08]. As a result, the Coulomb energy of electrons
with parallel spins is reduced due to the increased spatial separation of the electrons with
an antisymmetric coordinate part of the wave function. The exchange interaction explains,
e. g., the occurrence of ferromagnetism.
2.3.3 Zeeman Energy
In 1896 Pieter Zeeman discovered that the spectral lines of atoms shift in an external
magnetic field [Zee97]. The magnetic momenta of the electrons couple to the magnetic
field B. The strength of this interaction for the electron spin is given by the following
equation [Kal08]
HZe,e = µBgeBS, (2.14)
where µB = 5.7884× 10−5 eVT−1 = 9.274× 10−24J/T is the Bohr magneton [Moh15], ge
is the electron g-factor (in vacuum: ge/2 = 1.00115965218085 [Odo06; Gab07]) and B is the
magnetic field. Note that the value of ge and its sign strongly depend on the composition
of the sample and its structure.
2.3.4 Larmor Precession
In 1897 Sir Joseph Larmor [FRS97] provided an explanation for the Zeeman effect based on
the rotation of ions in an external magnetic field around a center. Based on this assumption,
he could explain the splitting and the polarization of spectral lines in an external magnetic
field. Hence, the precession of an electron spin or a nuclear spin about the axis defined
by the external magnetic field, the so-called quantization axis, has been named “Larmor
precession”. For these considerations, without loss of generality the magnetic field shall
be aligned along the x axis. One can derive the frequency of this precession, the so-called
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“Larmor frequency,” from classical physics in analogy to a spinning top precessing about
an axis defined by the gravitational force. However, the correct Larmor frequency for the
electron can only be obtained by taking into account the inherently quantum mechanical,
intrinsic angular momentum of the electron - the electron spin (cf. Sec. 2.3). It is given
by [Gri12]
ωL =
µBgeB
ℏ
, (2.15)
In analogy to the electron spin, the Larmor precession frequency of the nuclear spins is
given by the following equation
ωN =
µNgNB
ℏ
, (2.16)
where µN = 3.1525× 10−8eV/T = 5.051× 10−27J/T is the nuclear magneton [Dya08;
Moh15] and gN the g factor of the nucleus [Kal08]. It is related to the gyromagnetic ratio
γ, commonly used for NMR experiments, via γ = µNgNℏ .
2.3.5 Spin-Orbit Interaction
The spin-orbit interaction is of most importance to this thesis, since without this interaction
no “optical orientation” (cf. Section 2.4) of the electron spins would be possible [Dya08].
Only the spin-orbit interaction provides a coupling between the angular momentum L
and the electron spin S and thereby provides a means to change the electron spin by
illumination with circularly polarized light. The spin-orbit interaction for an atom is given
by the following expression [Ger10]
Hso =
ℏ2
2mec2
· 1
r
dΦ
dr
S ·L, (2.17)
where ℏ is the reduced Planck constant, me the free electron mass, c the speed of light in
vacuum, Φ the potential of the electric field of the nucleus, and L the angular momentum
of the electron. Note that the eigenstates of Hso and therefore of the whole system are
eigenstates of the total angular momentum operator J = L+ S, but not of the angular
momentum operator L or the spin angular momentum operator S.
One should also stress that the form Hso for a semiconductor depends on its structure and
the model used to describe it. In the case of a sphalerite crystal, it leads to a coupling of the
crystal momentum k to the total angular momentum J of the corresponding quasiparticle
(electron or hole). In k · p perturbation theory it has the following form [Yu96; Gru16a]
Hso =
ℏ
4m2ec2
(σ ×∇U)p, (2.18)
where σ is the vector of the Pauli matrices [Yu96]:
σ =
⎛⎜⎝σxσy
σz
⎞⎟⎠ ; σx =
(
0 1
1 0
)
; σy =
(
0 −i
i 0
)
; σz =
(
1 0
0 −1
)
(2.19)
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Due to the spin-orbit interaction the term Hso, given by Eq. (2.18), must be added to
Eq. (2.5) and Eq. (2.7). Furthermore, the momentum operator p in the k · p term in
Eq. (2.7) is replaced by
π = p+ ℏ4m2ec2
(σ ×∇U)p. (2.20)
2.3.6 Hyperfine Interaction
The interaction of electron spins and nuclear spins is of great importance for the spin
dynamics of electrons in semiconductors. In most semiconductors the coupling of the spin
systems is mediated by the Fermi contact interaction [Kal08], which is described by the
following equation.
Hhf =
∑
n
cn (SIn) . (2.21)
Here, S is the electron spin, In is the nuclear spin of the nth nucleus, and the coefficient
cn is given by the following equation
cn = v0An|Ψ(rn)|2, (2.22)
where v0 is the unit cell volume, An the hyperfine constant of the nth nucleus, and Ψ(rn) the
envelope wave function of the electron at this nucleus. Note that the hyperfine interaction
of holes is not caused by the Fermi contact interaction, since their Bloch wave function
is p-type and, as a consequence, their probability density at the position of the nucleus
is zero. Thus, the hyperfine interaction of nuclei and holes is 4− 5 orders of magnitude
weaker than the interaction of nuclei and electrons in the conduction band [Kal08; Grn77],
since the nuclear spins and the hole spins are coupled by the much weaker dipole-dipole
interaction [Dya08].
2.3.7 Knight Field
An effect of the hyperfine interaction between electrons and nuclei was discovered by W.
D. Knight [Kni49] in 1949. He found a shift of the nuclear magnetic resonance (NMR)
frequency in metals in comparison with the NMR frequencies of the same isotopes in
corresponding salts, using radio frequency (RF) techniques. This shift can be explained
by the effective hyperfine field of the conduction electrons acting on the nuclei. This
field results from the spin polarization (magnetization) of these electrons, which is caused
by the external magnetic field used for the NMR measurement. However, exciting the
sample with circularly polarized light provides another way to polarize the electron spins
(see also Section 2.4) and occurs in the experiments, which are the subject of this thesis.
Here, in contrast to Ref. [Kni49], a spin polarization of localized, donor-bound electrons is
created [Kal08; Hei15a], whose so-called Knight field (effective hyperfine field) at the n-th
nucleus is given by
BK = − v0An
µNgN,n
|Ψ(rn)|2S. (2.23)
Here, gN,n is the g factor of the n-th nucleus. Considering only a single nucleus at a
distance r from a donor site the magnitude of the Knight field is given by
BK(r) = beS exp (−2r/aloc), (2.24)
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where aloc is the localization radius of the donor-bound electron, and the maximal Knight
field amplitude be is given by the following equation
be = − Av0
γSeℏπa3loc
. (2.25)
2.3.8 Overhauser Field
An average polarization of the nuclear spins of the nuclei of the lattice, in turn, results in
a magnetic (hyperfine) field acting on the electron spins, which does not depend on the
degree of localization of the electrons [Kal08]. Its effect on the electron Zeeman splitting,
the so-called Overhauser shift [Ber78], was discovered by A. W. Overhauser [Ove53] in
1953. Its strength is given by
BN =
v0
∑
nAn ⟨In⟩
µBge
. (2.26)
2.3.9 Nuclear Spin Temperature
In 1951 R.V. Pound demonstrated that the low entropy of the nuclear spin system (NSS)
can be conserved for long times under certain conditions [Pou51; Fle84]. This observation,
in turn, led to the concept of a spin temperature: The state of a system in thermodynamic
equilibrium can be described by its temperature. The NSS has the peculiarity that it is
effectively decoupled from the lattice of the crystal: An energy transfer between the latter
and the NSS occurs on the timescale given by the nuclear spin relaxation time TN1 , while
the NSS is driven towards thermodynamic equilibrium by spin-spin relaxation processes,
whose timescale is given by the nuclear spin coherence time TN2 [Fle84]. Thus, providing
the relation
TN1 ≫ TN2 (2.27)
holds the NSS can be treated as a system in thermodynamic equilibrium and can be
described by the nuclear spin temperature θnuc. For a system with nuclear spin I = 12 , as
the selenium 77Se spins studied in this thesis, it is given by the following equation [Fle84]
1
θnuc
= 2
µN
B · S + beS2
(B + beS)2 + ξB2L
, (2.28)
where BL is the root mean square local field due to nuclear dipole-dipole interactions and
ξ ≈2 to 3 is a dimensionless parameter, characterizing the spin-spin interaction. Note that
the terms ∝ be allow for a cooling of the NSS even in a transverse magnetic field B ⊥ S
and describe the cooling in the Knight field BK (cf. Section 2.3.7) of the electrons [Fle84].
2.3.10 Interaction of Electron and Nuclear Spin Systems
Figure 2.5 schematically illustrates the complex interaction of the electron and nuclear
spin systems under the conditions of optical orientation of the electron spin system. The
electron and nuclear spin systems are coupled via the hyperfine interaction (black arrows).
The excitation with circularly polarized light (blue arrow) creates an average electron spin
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polarization. The Knight field BK of the spin-polarized electrons leads to a polarization of
the nuclear spin system. The nuclear spins, in turn, act back on the electron spins system
via the Overhauser field BN. The electron spin polarization or the electron Zeeman splitting
resulting from the mutual feedback of electrons and nuclei can be detected optically (light
blue arrow).
Figure 2.5 Schematic of the “internal feedback” [Fle84] in the system of electron and nuclear
spins. The black arrows illustrate the coupling of these systems, which is mediated by the effective
hyperfine fields, resulting from the electron (BK) and nuclear spin polarization (BN), respectively.
The electron spin polarization is created by excitation with circularly polarized light (blue arrow),
influenced by the nuclear Overhauser fieldBN, and can be measured with different optical techniques
(light blue arrow). In analogy to Ref. [Fle84].
2.4 Optical Orientation
Although all spins, including the nuclear spins, in a sample, which is exposed to a magnetic
field, exhibit Larmor precession, a well-defined, spin-polarized state of the ensemble of
carriers allows one to measure this Larmor precession more easily and to gain better insight
into the spin dynamics of the system under study. The so-called “optical orientation”
of carriers is achieved through circularly polarized optical excitation of the semiconduc-
tor [Dya84] and is the key concept for all experiments, performed for this work. Due to
optical selection rules (cf. Section 2.2), the absorption of circularly polarized photons
results in the creation of spin-polarized carriers. The spin of these carriers may relax with
the characteristic time τS during the lifetime τ of these carriers [Dya84; Hei15b]. However,
in n-type semiconductors the spin polarization is achieved by replacing unoriented, resident
electrons with optically generated, spin-oriented electrons. Thus, the spin polarization
prevails after the recombination of the photoexcited carriers. The spin relaxation time τS
of the spin-oriented, resident electrons can exceed by far the lifetime of the photo-generated
carriers, which is the case in the material system studied in this thesis (see Chap. 4 and
Ref. [Hei15b]).
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2.4.1 Spin Lifetime
As discussed above, the following processes determine the electron spin relaxation in n-type
semiconductors: the recombination of spin-oriented, photogenerated carriers, the spin
relaxation, which may occur during their lifetime, as well as the spin relaxation of spin-
oriented resident electrons. Depending on the excitation density, more or less spin-oriented
resident electrons and photogenerated carriers, which are spin-oriented as well, are present
in the sample at the same time. Thus, the spin lifetime TS
1
TS
= 1
τS
+ 1
τ
(2.29)
also depends on the excitation density [Dya84] via the recombination time τ of the
photogenerated carriers. It is given by (see Ref. [Hei15b])
τ = n0
G
, (2.30)
here n0 is the resident electron concentration and G is the rate of electron-hole generation,
which influences the macroscopic spin polarization due to the recombination of electrons
with photogenerated holes. Hence, one usually aims to extrapolate to zero excitation density
(G→ 0, 1/τ → 0) and in this way obtains the spin relaxation time τS (see Chapter 4).
2.4.2 Spin Relaxation and Spin Coherence
Longitudinal Spin Relaxation
The application of an external magnetic field B can change the spin relaxation time τS , and
usually a different terminology in analogy to the studies on nuclear spins, preceding similar
experiments on electron spins, is used. The magnetic field leads to a certain alignment of the
electron and nuclear spins due to their respective Zeeman energies (cf. Section 2.3.3). This
alignment occurs in the direction parallel or antiparallel to B, depends on the temperature
for a system in thermodynamic equilibrium, and results in a net magnetization M ≠ 0. As
a result of the electron and the nuclear Zeeman splitting, spin-flips are accompanied by
an energy transfer. After a sufficiently long time the system reaches its thermodynamic
equilibrium, corresponding to an equilibrium magnetization Meq. The time scale, on which
the system reaches the thermodynamic equilibrium, is defined as the longitudinal spin
relaxation time or spin-lattice relaxation time. It will be denoted T1 for the electron spins
and TN1 for the nuclear spins in the following. For nuclei, this process is approximately
exponential and two cases, illustrated in Fig. 2.6(a) and (b), can be distinguished [Lev01].
Please refer to Chapter 4 for a measurement of T1 and Chapter 6 for a measurement of
TN1 .
Transverse Spin Relaxation: Homogeneous Dephasing
It is important to note that the timescale given by the T1 time is not the only important
timescale for the spin dynamics. Especially regarding quantum information applications,
the transverse spin relaxation time or spin coherence time, denoted T2 (electron spins) and
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Figure 2.6 (a) Build-up of a net magnetization Meq of the nuclear spins upon “switching on” the
external field B. (b) Decay of this magnetization Meq to zero after “switching off” the external
field B. Both processes are characterized by the longitudinal nuclear spin relaxation time TN1 . In
analogy to [Lev01].
TN2 (nuclear spins), is of great importance, since it limits the time a spin qubit exhibits
“true” quantum behavior, e. g., superposition or entanglement, and allows one to perform
operations based on quantum computing models [DiV00].
In the case of the electron spins, the transverse relaxation can be observed in experiments
using the Voigt geometry, where the magnetic field BV is applied perpendicular to the k
vector of the light wave (BV ⊥ k). The optical orientation (see the previous discussion)
then results in a superposition of the two eigenstates spin-up |↑⟩ and spin-down |↓⟩ defined
with respect to the field BV. In other words, the process of optical orientation results in
a net magnetization, which is transverse to the external magnetic field BV. Thus, the
spins exhibit Larmor precession (cf. Section 2.3.4) about the axis given by BV (in the
plane ⊥ BV). The transverse spin relaxation time or spin coherence time T2 determines
the timescale, on which the phase of the precession of the transverse spin components is
lost [Yak08]. Irreversible processes of different physical origin lead to the dephasing or
decoherence of a single spin or an ensemble of spins for which an average T2 time can
be defined. It is important to note that in contrast to the longitudinal relaxation the
transverse relaxation is not accompanied by an energy transfer so that any scattering event
can cause spin decoherence [Yak08].
The T2 time is difficult to obtain from measurements on an ensemble of electron spins
due to the contributions of inhomogeneous dephasing to the dephasing of the polarization
of the ensemble (cf. the following discussion). One can use an optical realization of the
Hahn echo sequence [Hah50] or rely on the phenomenon of spin mode-locking [Gre06b].
Furthermore, one could obtain it from measurements on a single spin.
In the case of the nuclear spins the definition of the spin coherence time TN2 is the same
as of the electron spin coherence time T2. It can be obtained from measurements on an
ensemble of nuclear spins using the Hahn echo sequence, but it is not feasible to measure
the TN2 time of a single nuclear spin using RF techniques. Please refer also to Section 2.3.9
for the implications of TN2 and TN1 for the spin temperature approach. The decay with
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TN2 can be explained by microscopic, fluctuating magnetic fields acting on the nuclear
spins [Lev01].
Transverse Spin Relaxation: Inhomogeneous Spin Dephasing
As stated before, the measurement of T2 on an ensemble electron of spins requires special
experimental techniques or conditions [Hah50; Gre06b]. The macroscopic coherence, studied
in this case, does not decrease with T2, but with the considerably shorter inhomogeneous
spin dephasing time T ∗2 [Yak08]. It is given by the following equation
1
T ∗2
= 1
T2
+ 1
T inh2
. (2.31)
In addition to the irreversible processes, leading to a decay of the transverse spin components
with T2, the decay of the macroscopic coherence is accelerated by a reversible phase shift
between different spins of the ensemble due to a dispersion of precession frequencies [Yak08].
This phase shift occurs with the inhomogeneous spin relaxation time T inh2 . Two different
mechanisms, causing the phase shift, can be distinguished: (i) At zero and very weak
magnetic fields T inh2 is determined by fluctuating nuclear fields BN, which lead to Larmor
precession about BN and thereby to a frequency dispersion of the electron spins. (ii) At
strong magnetic fields, in turn, properties intrinsic to the sample, e. g., differences between
donor sites in bulk semiconductors, monolayer fluctuations in semiconductor quantum
wells (QWs) and size and shape dispersion of quantum dots (QDs) lead to a spread of
g factors and thus to a dispersion of precession frequencies. The g factor spread leads
to a 1/B dependence of T inh2 and therefore to a decrease of T ∗2 with increasing magnetic
field [Sch11].
Similar to T ∗2 of the electron spins one can define the inhomogeneous nuclear spin
dephasing time T ∗,N2 , which is given by the following equation
1
T ∗,N2
= 1
TN2
+ 1
TN,inh2
. (2.32)
Here, the Larmor frequency dispersion, leading to a phase difference between different
spins in the ensemble, is caused by the variation of the magnetic field, either due to the
variation of the macroscopic magnetic field over the sample volume [Lev01] or effective,
static fields in the sample, e. g., the Knight field BK of the electrons. This phase difference
occurs with the time TN,inh2 .
2.4.3 Hanle Effect
The Hanle effect denotes the depolarization of the electron spin by a transverse magnetic
field [Dya08]. It is important, since it can be used to measure the electron spin lifetime TS
as an alternative to the spin inertia effect, presented in Chapter 4 of this work. The Hanle
effect was first observed by Wood and Ellett in 1924 [Woo24; Dya08] as a dependence of
the degree of polarization of mercury vapor fluorescence on the orientation of the direction
of observation with respect to the magnetic field of the earth. W. Hanle studied it in more
detail and provided the theoretical model to describe the underlying physics [Han24]: The
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excitation with circularly polarized light polarizes the spins of the carriers along the light
wave k vector, while a transverse, external magnetic field BV leads to Larmor precession
of the spins about the axis defined by this field. The stronger the field, the more rotations
the spins perform during their lifetime TS . Thus, in a strong magnetic field TS ≫ 1ωL the
average spin polarization along the k is reduced due to these rotations. The so-called
Hanle curve describes this behavior [Dya84; Hei15b]
Sz(BV) =
Sz(0)
1 + (BV/B1/2)2
. (2.33)
The half width of this Lorentz curve is given by
B1/2 =
ℏ
geµBTS
. (2.34)
One can obtain the Hanle curve by measuring the degree of circular polarization ρc of
the photoluminescence (PL, cf. also Section 3.2.1) as a function of the magnetic field
BV [Dya84]. Alternatively, it can be determined from a measurement of the Kerr rotation
(KR) angle θKR (cf. Section 2.4.4), e. g., from a time-resolved Kerr rotation experiment
(cf. Section 3.2.2), in dependence on BV. Commonly, a continuous-wave (CW) excitation
is used to excite the PL or measure the Kerr rotation, resulting from the CW excitation.
However, Astakhov et al. determined similar spin relaxation times τS of resident electrons
in CdTe/CdMgTe QWs from a KR measurement using a pulsed excitation and one using a
CW excitation [Ast08b].
2.4.4 Kerr Rotation
Figure 2.7 Rotation of the polarization axis of a linearly polarized beam (dashed orange arrow)
about the angle θKR. The complex Kerr rotation also leads to an elliptic shape (ellipticity εKR) of
the polarization (orange ellipsis). Here, a and b denote the semiaxes of the polarization ellipsis.
Modified from Ref. [Mur11].
All measurements of the electron spin dynamics presented in this thesis rely on the
magneto-optical Kerr effect [Jah00], which allows one to measure the magnetization Mof
a medium by the rotation of the polarization plane of light reflected from the surface of
2.4 Optical Orientation 21
this medium. The complex magneto-optical rotation θ˜ of the reflected light can be defined
as a superposition of the Kerr rotation θKR and the Kerr ellipticity εKR
θ˜ = θKR + iεKR (2.35)
and we find the following relation to the magnetization M
θ˜ = F˜M, (2.36)
where F˜ is the generalized Fourier coefficient determined by the sample properties and the
experimental setup [Koo03; Koo07].
Figure 2.7 illustrates the complex Kerr rotation of an initially linearly polarized beam
(dashed orange arrow). As a result of the optical Kerr effect, the polarization has now an
elliptic shape (orange ellipsis), and its axis is rotated about the angle θKR.
The magnetization, causing the complex Kerr rotation, can result from the application of
external magnetic field B, a non-vanishing spin polarization S ̸= 0 or both. Thus, we can
determine changes of the average spin polarization by measuring, e. g., the Kerr rotation
angle θKR.
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3 Experimental Details
This chapter provides an overview of the basic principles of the experimental setup, the
function and interplay of the equipment, the experimental methods and the samples under
study.
3.1 Equipment and Setup
3.1.1 Optical Cryostat
Since all measurements required cryogenic sample temperatures (T < 45K) and most of
them also an external magnetic field, they were conducted with the sample placed in an
optical cryostat - the Oxford Instruments 3D Vector Magnet.
To achieve cryogenic temperatures a sufficient insulation from the environment at a
temperature of T ≈ 293K is necessary. To that end, the sample compartment, called
variable temperature insert (VTI) and consisting mainly of a long cylindrical tube with a
diameter of about 25mm and four windows near the bottom, is “suspended” (mounted with
as less mechanical contact as possible) in a vacuum chamber. This chamber is evacuated
to pressures on the order of 1× 10−6mbar. As a result, the thermal conductivity by
convection is reduced to a minimum, and the remaining coupling to the environment would
occur mainly by thermal radiation. The power P of the thermal radiation of a black body
is given by the Stefan–Boltzmann law [Ste79; Bol84]
P = σAT 4, (3.1)
where A is the area of the black body and σ = 5.670 367× 10−8Wm−2K−4 [Moh15] is
the Stefan-Boltzmann constant. Thus, the contribution of thermal radiation to the heat
exchange between two “black bodies” strongly depends on the temperature difference
between them. Therefore, the cryostat employs two coolants stored in different compart-
ments “suspended” in the vacuum volume. The one closest to the enclosure of the cryostat,
containing the outer, so-called room-temperature windows, is filled with liquid nitrogen
(boiling temperature: 77K) and shields the inner compartment, as well as the VTI by
a metal tube, which is in thermal contact with the nitrogen volume. This construction
drastically reduces the evaporation of the liquid helium stored in the inner volume, since
liquid helium has a boiling temperature of 4.2K and a much lower heat capacity than
liquid nitrogen. The helium volume surrounds the VTI so that the metal tube at liquid
nitrogen temperature around the VTI serves mainly as a shield for the helium volume. This
further reduces the evaporation of helium, since the VTI can be heated up to temperatures
of up to 300K and has a relatively large thermal contact to the environment due to the
sample holder and the thermal radiation through the windows. A metal enclosure, the
so-called nitrogen shield, is mounted to the bottom of the nitrogen volume and surrounds
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the bottom part of the helium volume, containing the split coil magnets (cf. discussion
in the following), and the bottom part of the VTI. As the VTI, the nitrogen shield has
four windows, facing the VTI and room-temperature windows. Due to thermal contact
to the nitrogen shield, these so-called nitrogen windows are at a temperature close to the
boiling point of liquid nitrogen and therefore provide an additional shield of the VTI and
the helium volume against thermal radiation.
A thin capillary tube connects the VTI to the helium volume. The flow of liquid helium
through this capillary tube can be regulated by an electrically controlled needle valve
to cool the sample either by a controlled gas flow or by immersion in liquid helium. A
second means to regulate the sample and VTI temperature is provided by an electrical
heating with an ohmic resistor, located in the bottom part of the VTI, which is formed by
a massive copper cylinder. Furthermore, this cylinder contains a calibrated semiconductor
resistor, which allows for a measurement of the temperature of this cylinder.
The motor of the needle valve, the electric heating and the semiconductor resistor at the
bottom of the VTI, as well as the optional semiconductor resistor at the sample holder, are
connected to an electronic temperature controller. The device features a controller circuit
that is able to stabilize the temperature at the semiconductor resistor at the bottom of the
VTI. The available temperatures range from about 5K to 300K without pumping on the
VTI. Setting temperatures below 5K can lead to a flooding of the VTI with boiling helium,
which hinders the optical access to the sample due to significantly increased scattering.
However, pumping on the liquid helium induces a phase transition to the superfluid phase
(Helium II, cf. Refs. [Kap38; All38]) and one can reach a temperature of about 1.8K. The
biggest advantage of the superfluid phase is its very low viscosity and, in turn, very high
thermal conductivity, which prevents the formation of bubbles.
It is not recommended to heat up the VTI to temperatures exceeding 285K and one
should cool down from elevated temperatures > 200K at reduced speed (needle valve
not completely opened), since the windows of the VTI are mounted and sealed using
two-component adhesive and leaks of this sealing can be caused by thermal stress. Note
that the temperature in the vicinity of the sample (sensor at the sample holder) and at the
bottom of the VTI can deviate by about 8K to 10K.
The helium volume not only provides the coolant for the VTI, but contains three
superconducting split coil solenoids that are made from niobium-titanium. They allow us
to apply magnetic fields of up to B = 3T in any direction of space and are maintained
in a superconducting state by immersion in liquid helium. Each coil is operated by a
separate power supply labeled according to the alignment of the respective pair of split
coils: “X” (perpendicular to the optical axis, but parallel to the surface of the optical table,
Voigt geometry, field BV, cf. orange ellipses in Fig. 3.5), “Y” (parallel to the optical axis
and to the surface of the table, Faraday geometry, field BF, cf. blue ellipses in Fig. 3.5)
and “Z” (perpendicular to the optical axis and the surface of the table). Note that it
was necessary to compensate residual fields along the directions defined by the other, not
magnetized split coils. Especially, if we performed measurements at relatively low magnetic
fields on the order of a few tens of mT. We observe that ramping up the field along a coil
to more than 200mT magnetizes parts of the cryostat and causes hysteresis effects. To
compensate these fields, we performed either an RSA measurement (“X” or “Z” axis) or a
polarization recovery measurement (“Y” axis) along the axis, which should be compensated.
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The measurement yielded the zero position, which we installed on the power supply to
compensate the residual field along the corresponding axis.
3.1.2 Sample Holder
Figure 3.1 Schematic of the bottom part of the sample holder to illustrate the mounting of the
sample and the position and alignment of the RF coil.
The sample holder consists of a long tube that is inserted into the VTI. It allows us
to adjust the vertical position of the sample in the VTI and its angle with respect to the
optical axis. The sample holder without a radio frequency (RF) coil was equipped with
two hall sensors (first: Faraday geometry (“Y” axis); second: Voigt geometry (“X” axis))
to measure the respective components of the magnetic field and one semiconductor resistor
to measure the temperature in the vicinity of the samples. The sample holder with an RF
coil was equipped with one hall sensor (Voigt geometry (“X” axis)).
Figure 3.1 shows a schematic of the bottom part of the sample holder, illustrating the
mounting of the sample and the position of the RF coil. Here, it is important that the RF
coil was placed directly at the sample surface and the RF signal from the arbitrary function
generator (AFG, Tektronix AFG 3022) was amplified by a class AB RF amplifier with
complementary transistor output stages (cf. Fig. 3.2) for all RF measurements presented
in Chapter 6. Otherwise, the coil used for these measurements could not provide the
necessary RF power for the experiments. In contrast to this, the measurements, presented
in Chapter 5, were performed without additional amplification of the RF signals from the
AFG.
3.1.3 Electro-Optical Modulators
The linear electro-optic effect or Pockels effect [Pas17], discovered by Pockels [Poc94] in
1894, is the change of the refractive index by an externally applied, static electric field. This
effect creates an additional birefringence in an optically uniaxial nonlinear crystal, e. g., a
potassium dihydrogen phosphate (KDP) crystal [Dem11]. This birefringence depends on
the orientation of the external, static electric field Estat with respect to the optical axis so
that one distinguishes the transverse (k ⊥ Estat) and the longitudinal electro-optic effect
26 3 Experimental Details
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Figure 3.2 Circuit diagram of the Class AB RF ampliﬁer, used for the RF measurements presented
in Chapter 6. Depending on the power supplies used for the transistors the maximum power is
P ≤ 40W. Modiﬁed from Ref. [Stö17].
(k ‖ Estat) [Bil49; Zwi44]. These eﬀects are used in so-called Pockels cells in electro-optical
modulators (EOMs) to modulate the phase, the polarization or the intensity of laser beams.
Furthermore, EOMs can be used as intensity modulators in actively mode-locked lasers.
An EOM provided the modulation of the helicity of the pump beam for the experiments
in this work, where two diﬀerent EOMs were used. These required slightly diﬀerent setups.
(i) The LINOS LM 0202 5W P acts as a switching half-wave plate, which can rotate the
polarization plane of the linearly polarized (Glan-Taylor prism (Glan)) pump pulses up to
90◦ depending on the voltage applied to its crystal by the digital high voltage ampliﬁer
(LINOS DIV-20). The digital high voltage ampliﬁer, in turn, is controlled by the AFG
(Tektronix AFG 3022) connected to its transistor-transistor logic (TTL) input. When a
“1” (about 4V to 5V) is applied to this input, the voltage adjusted at the “high” setting
of the ampliﬁer is applied to the EOM and leads to a rotation of the polarization plane
of 90◦, while the “oﬀset” voltage is applied for a “0” (0V to 1V) at this input and the
polarization plane is not rotated. Thus, the EOM switches the pump polarization between
two perpendicular linear polarizations. In combination with the quarter-wave plate this
results in a switching between a left- (σ−) and a right-circularly (σ+) polarized laser beam.
(ii) The Polytec 350-105 Laser Modulator, in turn, acts as a switching quarter-wave
plate, which can “convert” the linearly polarized laser beam into a circularly polarized one.
It is also provided with a dedicated high voltage ampliﬁer (Modell 25D controller) and
can be controlled with a TTL signal from the AFG. It features a “bias voltage adjustment”
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to set the optical operating point of the system, e. g., set one circular polarization at a logical
“0”(0V to 1V) at the TTL input, and a “drive voltage adjustment” to set the additional
voltage applied at a logical “1” (about 4V to 5V). The “drive voltage” is adjusted so
that the EOM provides the circular polarization with the opposite sign, compared to the
circular polarization at the “bias voltage”.
Figure 3.3 Scheme to test the polarization achieved with the EOMs. The optical elements were
placed in the path of the pump beam shortly before the cryostat. Only one focusing lens followed
after the flipable mirror. The purple lines denote the pump beam. After passing through a
Glan-Taylor prism, which ensures a clean linear polarization, and the (a): LINOS LM 0202 5W P
and a λ/4 plate or the (b): Polytec 350-105 Laser Modulator its polarization is analyzed using
a λ/4 plate, a Glan and a fast photodiode (Thorlabs DET10A/M), connected to an oscilloscope.
The diode was terminated with a 50Ω load to achieve fast operation.
Figure 3.3 illustrates the schemes to allow for a helicity modulation of the pump
beam (purple line) using either the LINOS LM 0202 5W P (cf. Fig. 3.3(a)) or the Polytec
350-105 Laser Modulator (cf. Fig. 3.3(b)) and to test the achieved degree of circular
polarization. To this end a flipable mirror was put in the path of the pump beam so that
its polarization could be analyzed using quarter-wave plate and a Glan. A fast photodiode
(Thorlabs DET10A/M) connected to an oscilloscope allowed us to determine the polarization
for a “0” or “1” TTL signal and check the degree of circular polarization. Here, it is
important to note that a 50Ω resistor (termination) was required to achieve the fast rise
time of the diode of about 1 ns.
3.1.4 Mode-locked Lasers
Compared to continuous-wave (CW) light sources mode-locked lasers are more suitable
to perform time-resolved measurements and can measure coherent spin dynamics directly.
Instead of a standing wave in the resonator, a light pulse travels around the resonator,
and at certain times short, but intense light pulses are emitted from the laser system.
The concept of a mode-locked laser was described by Lamb [Lam64] in 1964 and realized
experimentally the same year by Hargrove et al. [Har64].
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The laser system, used for the experiments in this work, was a Coherent Mira 900-D
titan:sapphire laser or alternatively its high power variant Coherent Mira 900-D HP.
Except for the tuning range of 700 nm to 1000 nm (HP: 700 nm to 980 nm) and the average
output power P ≈ 1W (HP: P > 2.8W) the specifications of both lasers are identical:
They emit pulses of width of about 2 ps at a repetition frequency of fR = 75.75MHz,
which corresponds to a repetition period of TR = 13.2 ns. Both lasers are pumped by
a frequency-doubled, diode-pumped Nd:YVO4 solid state laser (Coherent VERDI V-18,
maximum power P = 18W).
3.1.5 Second Harmonic Generation
To obtain the necessary energies to study the spin coherence in the ZnSe epilayers, we need
to double the frequency ω of the Ti:sapphire laser (cf. Section 3.1.4) using a beta barium
borate (BBO) crystal [Fra61]. Thus, instead of being restricted to the titan:sapphire energy
range from about 1.25 eV to 1.7 eV, we could also work at photon energies from 2.5 eV
to 3.4 eV [Hei15a], which was necessary to study the electron spin coherence in the ZnSe
epilayers.
In the experiments, presented in this thesis, the crystal was located in a dedicated
device (Photop TP-2000B), which contained a half-wave plate to adjust the polarization
and focusing optics. Furthermore, it allowed us to adjust the angle of the crystal with
respect to the k vector of the fundamental laser beam with the frequency ω. Thereby, we
achieved the phase matching condition and increased the efficiency of the conversion of
two photons with the frequency ω to one photon with the frequency 2ω.
3.2 Experimental Techniques
3.2.1 Photoluminescence Spectroscopy
A photoluminescence spectrum allows us to obtain information on the electron states of
the sample. A light source (here a CW laser) provides photons whose energy Eexc must
exceed the band gap Eg of the semiconductor or the band gap of the barrier material for
heterostructures, e. g., quantum wells (QWs) or quantum dots (QDs). Upon absorption by
the material, a photon excites an electron from the valence band (VB) into the conduction
band (CB), while a vacancy in the valence band, called hole, remains (cf. Section 2.1.2).
Due to the condition Eexc > Eg the excited electrons have an energy, which exceeds
the minimum energy of the CB. Thus, an electron can either relax non-radiatively to an
energetically lower state up to the minimum of the CB and then recombine with a hole
under emission of a photon or immediately recombine radiatively with a hole. In any case,
the energy of the emitted photon is equal to the energy difference between the hole and
the electron state due to the conservation of energy. As a result, a PL spectrum consists of
a series of peaks whose relative amplitude is proportional to the relative oscillator strength
of the underlying transitions and the occupation of the corresponding electron states (cf.
actual PL spectra of the studied samples in Section 3.3). Figure 3.4 shows the scheme
used for the PL measurements. A CW diode laser (Coherent Cube, Part No. 1069413)
provided an excitation of the sample with a photon energy Eexc = 3.05 eV. A cut mirror
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Figure 3.4 Scheme used for PL measurements. The continuous-wave (CW) diode laser provided
the optical excitation of the studied samples, which were mounted in the optical cryostat, described
before. The laser beam was redirected by a cut mirror, a further mirror and then focused onto the
sample surface. A system of lenses and mirrors collected the resulting PL and coupled it into an
optical fiber. This fiber, in turn, was connected to the entrance slit of the imaging spectrometer. The
flippable mirror in front of the fiber entrance allowed us to either image the sample surface on the
auxiliary charge-coupled device (CCD) camera or measure the PL spectrum with the spectrometer.
coupled its beam into the optical path, used for the collection of the PL and for imaging
the sample on the auxiliary CCD camera [Boy70]. The same lens, which collected the PL,
focused the laser beam onto the sample surface. This optical excitation resulted in the
emission of PL from the sample provided it fulfilled the condition Eexc > Eg.
This PL was collected and coupled into the fiber by the assembly of mirrors and lenses
adjusted for this purpose. The output of the fiber was connected to the entrance slit of the
imaging spectrometer. The spectrometer, an Acton SpectraPro 2500, was an imaging
Czerny-Turner monochromator [Cze30] with a focal length of 0.5m and three different
diffraction gratings (1. 600 gr/mm blazed at 500 nm, 2. 1200 gr/mm and 3. 2400 gr/mm
holographic-visible).
In a Czerny-Turner monochromator, the light from the entrance slit falls upon the first
of two aspherical mirrors so that a collimated beam is reflected onto the diffraction grating
mounted on a motorized turret. This turret allows us to adjust the center wavelength and
switch between the different gratings on the turret. The grating diffracts the light from the
first mirror onto the second aspherical mirror (cf. schematic in Fig. 3.4), which collimates
it and reflects it onto the CCD chip.
The Princeton Instruments PIXIS: 256F-OE CCD featured a 1024× 256 pixels UV-
enhanced silicon, Peltier cooled photodiode matrix (26.6mm× 6.7mm) that was read-out
by an integrated controller.
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3.2.2 Time-resolved Kerr Rotation Technique
Mode-locked lasers providing ultra-short laser pulses offer the advantage of time-resolved
measurements. One of the most common time-resolved spectroscopy techniques is the
pump-probe technique. The basic principle of this technique is to excite or to prepare the
system under study in a specific state with the pump pulse and then observe the response
or evolution of the system with the probe pulse.
The time-resolved Kerr rotation (TRKR) technique represents a realization of this
technique, which is especially suitable to study the electron spin dynamics and based on
the magneto-optical Kerr effect (cf. Section 2.4.4). Figure 3.5 shows a schematic of the
employed TRKR setup. The frequency of the laser pulses, emitted by the mode-locked
titan:sapphire laser, was doubled by the SHG box and then they were divided into a pump
and a probe beam by a beam splitter (BS). The probe beam was directed to the sample on
a fixed optical path, while the pump beam was passed through a mechanical delay line,
which allowed us to vary the temporal distance between the arrival of the pump and probe
pulses at the sample.
The circularly polarized pump pulses create a macroscopic spin polarization of the
ensemble of donor-bound electron spins. The helicity of the pump was modulated by an
EOM with the modulation frequency fm. The pump helicity modulation frequency fm
was varied from 10 kHz to 1000 kHz. The macroscopic spin polarization, in turn, leads to
a rotation of the polarization plane (see Section 2.4.4) of the reflected, initially linearly
polarized probe pulses, which was measured with a balanced photodetector (New Focus
NFI-2107-FS-M, bandwidth 10MHz) in combination with a half-wave plate and a Wollaston
prism. This detector was connected to either the Stanford Research Systems SR 844
or the Signal Recovery 7265 lock-in amplifier, depending on the modulation frequency:
The Stanford Research Systems SR 844 can be used for modulation frequencies from
25 kHz to 200MHz, while the Signal Recovery 7265 works at modulation frequencies
from 0.1Hz to 250 kHz. Please note that the data obtained from measurements with
different lock-in amplifiers were normalized to each other by performing a measurement at
the same conditions at a modulation frequency, which fell in the range of both lock-ins,
e. g., 200 kHz or 250 kHz, for two times using first one and then the other lock-in. This
approach was used for the measurements presented in Chapter 4.
For the measurements, presented in Chapters 5 and 6, a different lock-in amplifier was
used: The Zurich Instruments HF2LI can be used at modulation frequencies fm from
DC to 50MHz so that it was not necessary to switch the lock-in to change fm. However,
please note that frequencies exceeding 2MHz can only be demodulated, if the internal
reference of the lock-in amplifier is used for the modulation.
The high repetition frequency fR = 75.75MHz of the mode-locked lasers, used in this
thesis, in combination with lock-in amplifiers greatly improved the signal-to-noise ratio,
since we averaged over a few hundred laser pulses in one helicity modulation cycle. The
signal from one helicity modulation cycle, in turn, was averaged again several thousand
times by the lock-in amplifier, e. g., 5000 times at a helicity modulation frequency of
fm = 50 kHz and a time constant (TC) of 100ms.
Figure 3.6 shows a TRKR measurement for sample #1 at a modulation frequency
fm = 100 kHz at zero magnetic field. The peak at ∆t = 0 results from the simultaneous
3.2 Experimental Techniques 31
3D Vector Magnet
Modelocked Ti:Sapphire
75.75 MHz, 1.5 ps pulses
SHG
(BBO)
Delay Line
BS
Pump
Probe
GFGF
Glan
Balanced
Photoreceiver
/2 plate
Lock-In Amplier
PBS
Modulation Methods Used
U
EOM: LINOS LM 0202 5W P
+ /4 plate +/-
M
od
ul
at
io
n
Electrodes
EOM works as a switching /2 plate:
Switches b/w 2 perpend. lin. polariz.
Glan
Sample
R
et
ro
re
fle
ct
or
Diode-Pumped
Nd:YVO4 + SHG
U
EOM: Polytec 350-105 Laser Modulator
+/-
Electrodes
EOM works as a switching /4 plate
Figure 3.5 Schematic of the TRKR setup. A degenerate pump-probe conﬁguration is used for
most of the experiments, nevertheless, the pump (dark violet) and the probe (blue) are drawn in
diﬀerent colors to enable good diﬀerentiation between both beams. The optical components are
partly denoted by the following abbreviations: “BBO” (beta barium borate), “BS” (beam splitter),
“GF” (neutral gray ﬁlter, neutral density ﬁlter), “Glan” (Glan-Taylor prism), “λ/2 plate” (half-wave
plate), “PBS” (polarizing beam splitter, drawn schematically, a Wollaston prism with a beam
separation of 20◦ is used), “λ/4 plate” (quarter-wave plate), “SHG” (second harmonic generation).
The accumulation of ellipses in the cryostat schematically show the arrangement of the split coils,
where the series of blue ellipses illustrate the split coil for the magnetic ﬁeld in Voigt geometry
(BV) and the orange ellipses the split coil for the magnetic ﬁeld in Faraday geometry (BF).
arrival of the pump and the probe pulse. Then the KR signal decays, as the spin polarization
decreases. However, the nonzero KR signal at negative time delay indicates that the spin
polarization induced by the pump pulses decays on a timescale that exceeded the laser
repetition period TR = 13.2 ns. This allowed us to measure the spin polarization shortly
before the arrival of the next pump pulse, as it was used for the PR and RSA measurements.
The orange arrow in Fig. 3.6 shows the exact probe pulse position at Δt = −20 ps used for
these measurements.
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Figure 3.6 TRKR measurement at B = 0T, performed at a pump power of PPu = 1.5mW and a
probe power of PPr = 0.7mW.
3.3 Investigated Samples
The samples under study were homogeneously fluorine-doped ZnSe:F epilayers, grown by
molecular-beam epitaxy on a (001)-oriented GaAs substrate (see layer structure of the
samples illustrated in Fig. 3.7). The epilayer was separated from the substrate by a 20-
nm-thick Zn0.85Mg0.15Se barrier layer to prevent carrier diffusion into the substrate. This
Figure 3.7 Layer structure of the studied samples. A thin buffer layer of ZnSe, grown on (001)-
oriented GaAs substrate, is followed by a higher band gap ZnMgSe barrier. The top layer is formed
by a fluorine-doped ZnSe epilayer. The structure of Samples #1 and #2 is identical except for the
fluorine concentration nF in the top layer.
barrier, in turn, was grown on top of a thin ZnSe buffer layer to reduce the defect density
at the III-V/II-VI heterointerface. Two samples with different fluorine concentrations
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were investigated in this thesis. Here, the fluorine concentration nF depended on the
applied fluorine flux during growth [Gre12] and was estimated from capacitance-voltage
measurements using Schottky contacts [Gre12]. Sample #1 had a fluorine concentration of
nF ≈ 1× 1015 cm−3, while sample #2 had a fluorine concentration nF ≈ 1× 1018 cm−3 that
was three orders of magnitude higher than for sample #1 and close to the metal-insulator
transition (Mott Transition) [Mot67]. Combining the estimated Bohr radius of aB =
4.825 nm of the donor-bound electron (see Ref. [Gre12]) with the Mott criterion [Gru16c]
2aB =
3
2πn
1/3
F,c (3.2)
⇒ aBn−1/3F,c ≈ 0.24, (3.3)
we can estimate the critical fluorine concentration, at which the metal-insulator transition
should occur
⇒ nF,c ≈ 0.014
a3B
,
⇒ nF,c ≈ 1.2× 1017 cm3.
Thus, sample #2 had a fluorine concentration that was already above the estimated
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Figure 3.8 PL spectra of samples #1 and #2, measured at B = 0 and T = 1.8K. A CW laser
(Eexc = 4.05 eV) provided the necessary above barrier excitation.
critical concentration for the Mott transition. However, we can still observe PL from the
sample (see Fig. 3.8).
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Figure 3.8 shows the photoluminescence spectra of samples #1 and #2. We can assign
their peaks to the optical transitions corresponding to different exciton complexes (cf.
Ref. [Paw06; Gre12]), marked by the following abbreviations: FX denotes the free exciton
lines, containing light hole (LH) and heavy hole (HH, cf. Section 2.1.2), while D0X denotes
the respective lines of the donor-bound excitons (trions, cf. Section 2.2).
3.4 Experimental Configurations
3.4.1 Resonant Spin Amplification Configuration
The resonant spin amplification (RSA) configuration of the TRKR technique represents a
very sensitive tool to measure the effective magnetic field felt by the electron spins, i. e., to
determine the electron Larmor precession frequency very precisely (cf. Ref. [Kik98]). In
contrast to the “standard” configuration of the TRKR technique the time delay was not
varied in the RSA configuration. It was fixed at small negative time delay ∆t = −20 ps
of the probe pulse relative to the pump pulse (cf. orange arrow in Fig. 3.6), while the
magnetic field in Voigt geometry (BV ⊥ k) was scanned to vary the Larmor precession
frequency of the electron spins.
One can imagine the precessing electron spins as a very fast clock intrinsic to the system.
The experimenter then lets this clock interact with a fast external clock, provided by the
mode-locked titan:sapphire laser. At certain magnetic fields BV, the frequencies of these
two clocks synchronize, and each following pump pulse increases the spin polarization.
These BV can be calculated using the phase synchronization condition (PSC) [Yug12]
ωL = NωR, N ∈ N (3.4)
⇔ µBgeBV
ℏ
= NωR, (3.5)
⇔ BV = NℏωR
µBge
. (3.6)
Figure 3.9 schematically illustrates how the spin-polarized electron ensembles created
by succeeding pump pulses superimpose either with destructive phase (blue line, upper
curve) or constructive phase (red line, lower curve). Here, the blue line shows the “worst-
case,” a superposition with opposite phase that leads to a significant reduction of the
spin polarization after the arrival of the 2nd pump pulse. Note that in this simplified
schematic only spins polarized by three consecutive pump pulses were considered and
superimposed according to Eq. (3.7), while at the experimental conditions the number of
pulses to consider should be infinitely large (cf. Refs.[Yug12; Bel16]).
This results in the phenomenon called resonant spin amplification (RSA) at these
particular magnetic fields [Kik98], which reveals itself as a series of period peaks in the
Kerr rotation signal in dependence on the magnetic field. By summing up the contributions
of each pump pulse to the macroscopic spin polarization along the z axis for a fixed time
delay ∆t (in analogy to Ref. [Yug12])
Sz(ωL,∆t) =
∞∑
j=0
S0 exp
(
−∆t+ jTR
T ∗2
)
cos (ωL(∆t+ jTR)), (3.7)
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Figure 3.9 Schematic to illustrate the effect of Larmor precession of resident electrons polarized
from different pump pulses. The electron spins oriented by different pumps have either a constructive
phase (red line, lower curve) or a destructive phase (blue line, upper curve) with respect to each
other.
we obtain
Sz(ωL,∆t) = S0 exp
(
−∆t+ TR
T ∗2
)cos (ωL∆t)− exp (−TRT ∗2 ) cos (ωL(∆t+ TR))
cos (ωL∆t)− cosh
(
TR
T ∗2
) . (3.8)
This expression depends on the magnetic field BV via the electron Larmor precession
frequency ωL (cf. Eq. (2.15)) and allows one to determine the inhomogeneous spin dephasing
time from a nonlinear fit to an RSA spectrum, see, e. g., Ref. [Gre12]. Furthermore, we can
measure the effective magnetic field, felt by the ensemble of electron spins, very precisely,
if the g factor is known, e. g., from a TRKR measurement.
3.4.2 Polarization Recovery Configuration
The polarization recovery measurements also employed the pump-probe scheme. As in the
RSA configuration, the time delay ∆t of the probe pulse with respect to the arrival of the
pump pulse was not varied in the polarization recovery configuration, but fixed at a small
negative value ∆t ≈ −20 ps (cf. orange arrow in Fig. 3.6). Measuring the KR signal at this
temporal position simplifies the interpretation of the results, since these can only arise from
long-living spins, whose polarization decays on a timescale exceeding the laser repetition
period TR [Hei15b]. For example, the exciton recombination time in fluorine-doped ZnSe
is about (210± 40) ps (D0X-HH, cf. Ref. [Gre12]) so that the KR signal at negative time
delays ∆t should originate only from the resident electrons in the epilayer that are bound
to the fluorine donors at low temperatures.
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The circularly polarized pump pulses create a macroscopic spin polarization of the
ensemble of donor-bound electrons by optically pumping one of the two eigenstates |↑⟩ and
|↓⟩ of the spin of the donor-bound electron, where the eigenstates are defined by the external
magnetic field applied in the Faraday geometry. The macroscopic spin polarization of the
donor-bound electrons hereby occurs due to the replacement of these initially non-polarized
electrons with spin-polarized electrons (see Sec. 2.4 and Refs. [Hei15b; Dya84]).
The helicity of the pump pulses was modulated by the EOM with the modulation
frequency fm. The pump helicity modulation leads to a spin polarization that alternates
between the |↑⟩ and the |↓⟩ state. The pump helicity modulation frequency fm was varied
from 10 kHz to 700 kHz, which was the key for the spin inertia measurements. Note that
we observed a change of the pump polarization upon altering fm (only LINOS LM 0202 5W
P EOM) so that we waited a few minutes each time fm was changed and used the scheme,
illustrated in Fig. 3.3(a), to check and readjust the pump polarization.
3.4.3 Measurement of the Nuclear Spin Relaxation Time
To estimate the nuclear spin relaxation time at the conditions of the TRKR experiment we
had to quickly switch between to different helicity modulation frequencies fm,1 and fm,2.
To that end, we employed two AFGs, connected to a TTL multiplexer. The multiplexer
was based on a Texas Instruments SN74LS257AN integrated circuit (high-performance
multiplexer with an average propagation delay of 12 ns). Taking into account the rise time
of 8 ns of the EOM (Polytec 350-105 Laser Modulator), we conclude that the switching
of the modulation frequency occurs on a timescale that is much shorter than the measured
nuclear spin relaxation time on the order of a few milliseconds.
The KR signal was continuously demodulated at both modulation frequencies (fm,1 and
fm,2) by two lock-in amplifiers to allow for the recording of the transients upon switching
fm. The time constants (TCs) of the lock-ins were set to a few tens of microseconds to
allow for a time resolution of a few hundred microseconds. We obtained a time-resolved
signal by recording the output signals of the lock-ins with a National Instruments NI
USB-6251 fast analog-digital converter (ADC). The ADC was triggered using the same
signal (faux) as the TTL multiplexer. Note that the short TCs of the lock-ins led to a signal
to noise ratio (SNR) that was much worse than for the TRKR measurements, where the
much longer TC of 100ms resulted in an averaging of the KR signal. Here, we improved
the SNR by averaging over about 100 switching cycles, triggered at a rate determined by
the frequency faux, with a LabVIEW program. Note that the ADC actually had a time
resolution of 50 ns so that the limiting factor for these measurements were the TCs of the
lock-ins. See Section 6.1 for details and results.
Figure 3.10 shows a schematic of the connections of these electronic devices. Note
that the different blocks do not necessarily represent separate devices, but are drawn
separately to simplify the scheme. For example, the Tektronix AFG 3022 featured two
channels, and the Zurich Instruments HF2LI contained two demodulators. Note that the
scheme, shown in Fig. 3.10, was extended by an optical shutter (Thorlabs SH05 shutter
head and Thorlabs SC10 controller) to simultaneously block the pump and the probe
beam and estimate the nuclear spin relaxation time in the dark. The shutter had a close
activation time of 4.08ms. It was also triggered with the frequency faux. However, we used
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Figure 3.10 Schematic to illustrate the electronic devices used for the measurement of the nuclear
spin relaxation time and their connections to each other. The black lines denote connections, made
with Bayonet Neill Concelman (BNC) cables.
a separate channel of the AFG to set a relative phase compared to the trigger of the ADC
and the TTL multiplexer and thereby triggered the shutter shortly after switching fm (cf.
Section 6.1 for details.).
3.4.4 Optically Detected Nuclear Magnetic Resonance
The goal of an optically detected nuclear magnetic resonance (ODNMR) measurement
is to determine the nuclear magnetic resonance (NMR) frequency fNMR in the external
magnetic field. Thus, we measured the KR signal at a fixed time delay (RSA configuration,
∆t = −20 ps) and a fixed, transverse magnetic field BV in dependence on the frequency fRF
of a CW radio frequency (RF) excitation, where the RF amplitude ARF was kept constant.
Preferably, we selected a magnetic field BV, where the KR signal was particular sensitive
to a change of the nuclear spin polarization/the Overhauser field BN (cf. Section 2.3.8
and Chapters 5 and 6 for details).
Figure 3.11 shows a schematic of the electronic devices used and how they were con-
nected. To increase the signal-to-noise ratio an additional amplitude modulation (frequency:
faux = 18Hz, modulation depth: 100%) of the RF excitation was used (double modula-
tion technique). The first lock-in amplifier (Lock-In 1) was connected to the balanced
photodetector and demodulated the signal modulated with the pump helicity modulation
frequency fm, where the relation fm ≫ faux held. Its output was connected to the input of
the second lock-in amplifier (Lock-In 2), which thereby determined the difference of the
KR signal with and without RF excitation. The first function generator AFG 1 triggered
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Figure 3.11 Schematic to illustrate the electronic devices used for an ODNMR measurement and
their connections to each other. The black lines denote connections, made with BNC cables.
the helicity modulation with the EOM and provided the reference for Lock-In 1. The
function generator AFG 2 was controlled by a Labview program that scanned fRF in a
specified range and recorded the KR signal as a function of fRF. The AFG was set to
produce a sine wave and its external trigger input, controlling the amplitude modulation,
was connected to the reference output of AFG 3 that was set to the frequency faux and
provided the reference for Lock-In 2.
3.4.5 Rabi Oscillations
The goal of the Rabi oscillations was to determine the proper RF pulse width τp for the
measurements, based on coherent control of the nuclear spins (Ramsey fringes, Hahn echo;
cf. the description in the following). The KR signal in dependence on τp was measured at
fixed magnetic field BV and at the corresponding resonance frequency (fRF = fNMR(BV)),
determined from a preliminary ODNMR measurement (cf. Section 3.4.4).
The electronic devices and their connection were the same as for the ODNMR measure-
ments. However, for the Rabi oscillation measurements, AFG 2 was set to “n-burst mode”,
where n denotes the number of cycles at the frequency fRF = fNMR. Thus, the trigger from
AFG 3 did not modulate the amplitude of its output signal, but triggered a burst with a
length of n cycles so that Lock-In 2 measured the difference of the KR signal with and
without this RF pulse with a width τp(n) = n · (2π/fNMR). A Labview program varied the
number of cycles n so that we obtained the KR signal in dependence on the pulse width
τp. Please refer to Section 6.2.1 for a detailed explanation of the physics underlying the
Rabi oscillation measurement.
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3.4.6 Ramsey Fringes
Figure 3.12 Schematic to illustrate the electronic devices used for a Ramsey fringes measurement
and their connections to each other. The black lines denote connections, made with BNC cables.
The measurement of so-called Ramsey fringes required an additional device compared
to the Rabi oscillation measurements: A computer-controlled delay generator (Quantum
Composers 9528 Digital Delay Pulse Generator) allowed us to apply RF pulses with
variable delay ∆t (cf. schematic in Fig. 3.12). The measurements were performed at fixed
magnetic field, where the resonance frequency fRF = fNMR(BV) was determined from a
preliminary ODNMR measurement at the same BV. From a preliminary Rabi oscillations
measurement, following the ODNMR measurement, we obtained the pulse width τp of a π/2
pulse at constant RF amplitude ARF (cf. Section 6.2.2 for a discussion of the underlying
physics).
The delay generator, triggered with the rate faux, send a sequence of two short (µs) TTL
pulses with a delay ∆t between the pulses. Each pulse, in turn, triggered AFG 2 to send
an RF pulse (“n-burst mode,” n = (τp · fRF)/2π) of a pulse width τp. Here, the Channels
A and B of the delay generator were both set to the “Channel A output.” Channel A send
a pulse immediately upon the external trigger, while the pulse from channel B was delayed
with respect to the pulse from Channel A/the external trigger. A LabVIEW program varied
this delay ∆t between the Channels A and B of the delay generator so that we obtained
the KR signal as a function of the time delay ∆t between the π/2 pulses. Due to the finite
pulse width τp, the delay ∆t was defined as the temporal distance between the middle of
the π/2 pulses. Note that the clock of the delay generator was set to “internal,” while the
trigger was set to “external.”
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3.4.7 Hahn Echo
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Figure 3.13 Pulse sequence used for the Hahn echo measurement, recorded with an oscilloscope.
The orange lines and arrows show the definition of the time delay ∆t. Taking into account the
finite pulse width τp, the intervall 2∆t started at the beginning of the first π/2 pulse and ended
after the action of the final π/2 pulse on the sample.
The Hahn echo sequence requires an additional π pulse in between the two π/2 pulses
so that the scheme, shown in Fig. 3.12, could be used for the Hahn echo measurements,
too. The only difference to the Ramsey fringes measurement was the configuration of the
delay generator. We used the fact that a π pulse can be constructed of two consecutive
π/2 pulses. The pulses from channels B, C and D were set to the “channel A output.” All
channels were set to 1µs TTL pulses. Channel A triggered the first π/2 pulse, followed by
a trigger pulse from channel B at t = ∆t− τp (cf. Fig. 3.13) and a “consecutive” trigger
pulse from channel C at t ≈ ∆t. Thus, the trigger pulses from Channels B and C triggered
AFG 2 to send a π pulse. To finish the Hahn echo sequence (cf. Section 6.2.3 for the
underlying physics) Channel D sent the trigger pulse at t = 2∆t − τp for the final π/2
pulse.
3.4.8 Relative Phase Between RF Excitation and Helicity Modulation
For the experiments on the orientation of the Knight field BK, presented in Section 5.3.3,
we needed to set and measure the relative phase φ between the helicity modulation and the
RF excitation with the coil. Figure 3.14 shows a schematic of the used devices and their
connection to each other, where each line symbolizes a BNC cable. The phase between
both can only be well-defined, if they are set to the same frequency (fRF = fm). We used
two channels of the same AFG and configured it to operate Channel 2 at the frequency of
Channel 1, while we could adjust the relative phase between the channels. Channel 2 was
connected to a 5Ω resistor in line with the RF coil. Connecting a BNC cable before and
after the resistor to different channels of a digital oscilloscope, we could measure the voltage
drop, which is directly proportional to the current through the resistor, as the difference of
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Figure 3.14 Schematic of the devices uses to test the phase between the helicity modulation and
the RF excitation and their connections to each other. The black lines denote connections, made
with BNC cables.
the signals of both channels. Due to the conservation of charge, the current through the
resistor and the coil were the same. Furthermore, this oscilloscope was connected to the
fast photodiode, used to check the pump polarization and the adjustment of the EOM (cf.
Fig. 3.3).

The system of spins can be pushed on and pulled
on with external magnetic fields, so one can do
many tricks with resonances, with relaxation
effects, with spin-echoes, and with other effects.
It serves as a prototype of many complicated
thermodynamics systems.
Richard Feynman [Fey13]
4 Electron Spin Dynamics - The Spin
Inertia Effect
In this chapter the phenomenon, called “spin inertia effect” in Ref. [Hei15b], will be demon-
strated on polarization recovery (PR) measurements for the nominally undoped sample #1
(nF ≈ 1× 1015 cm−3) and the strongly doped sample #2 (nF ≈ 1× 1018 cm−3, cf. also
Section 3.3). Here, PR refers to the suppression of the effect of the fluctuating nuclear fields
on the electron spin polarization in an external magnetic field. An external field applied in
any direction with respect to the sample surface and the electron spin polarization reduces
the effect of the average hyperfine field of the fluctuating nuclear spins on the electron
spin polarization [Mer02]. Here, we applied the magnetic field in the Faraday geometry
(parallel to the pump k-vector) to simplify the interpretation of the results and to allow us
to measure the longitudinal spin relaxation time T1 in a broad range of external magnetic
fields.
4.1 Polarization Recovery in a Longitudinal Magnetic Field
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Figure 4.1 Kerr rotation (KR) signal as a function of the magnetic field BF. The PR measurement
was performed at PPu = 1.5mW and PPr = 0.5mW. We find C = 2.05 arb. units and D =
1.12 arb. units, so the relation C : D is about 1.83 : 1 (cf. discussion in the text).
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The true gain of a measurement at a fixed, negative time delay ∆t (here: ∆t ≈ −20 ps) is
to measure the Kerr rotation (KR) signal in dependence on the magnetic field. Here, the
dependence of the KR signal on the magnetic field in Faraday geometry BF was investigated
by performing a PR measurement (cf. Ref. [Hei15b] and Section 3.4.2). Figure 4.1 shows
such a PR measurement. The magnetic field BF was varied from −18mT to 18mT,
while all other parameters were kept constant. The KR signal is symmetrical around its
minimum at BF = 0T and shows a saturation behavior for increasing BF. We speak of
the phenomenon of “polarization recovery”: The spin polarization along the direction
of observation is decreased at zero or small magnetic fields, while this depolarization of
the spins is decreasing with increasing magnetic field in Faraday geometry BF. The KR
signal only measures the projection of S on the direction of observation and the electron
spin system is not isolated from the rest of the semiconductor, but also interacts with the
nuclear spins via the hyperfine interaction (cf. Sec. 2.3.6 and note that there are further
interactions, e. g., with phonons, not taken into account here). At external magnetic fields
that are weaker or comparable to the randomly oriented hyperfine fields resulting from the
nuclear spin fluctuations, the Larmor precession of the electron spins in these hyperfine
fields leads to a decrease of the electron spin polarization [Mer02; Hei15b]. Due to their
random orientation, these fields can be described as an isotropic field, whose components
along the x, y and z axes have equal strength or probability p = 1/3 [Pet08]. The z axis
is oriented along the external magnetic field and the optical axis so that this component
of the average hyperfine field does not alter the spin polarization. However, the x and y
components lead to a Larmor precession of the electrons spins, initially oriented along the
z axis, and thereby each component decreases the projection of the spin polarization on
the direction of observation (∥ z) by 1/3. This behavior and the resulting dependence of
the PR amplitude APR on BF are described by the following equation [Pet08; Gre12]
APR(BF) = A0
[
1− 2/31 + (BF/BN)2
]
. (4.1)
Here, BN is the magnitude of the fluctuating hyperfine fields, and A0 is the PR or KR
amplitude at magnetic fields BF ≫ BN, where the influence of the fluctuating hyperfine
fields is suppressed by the stronger external field. The blue arrows in Fig. 4.1 illustrate
the depth of the PR dip C and the remaining PR amplitude D at BF = 0. According
to the considerations above their ratio should be 2 : 1. We find C = 2.05 arb. units and
D = 1.12 arb. units, so their ratio is about 1.83 : 1. This deviation can be caused by
an offset of the measured signal, which might occur due to scattered pump light, since
no double modulation (no modulation of the probe) was used. The theoretical model
(Eq. (4.1)) allows us to estimate the average hyperfine field BN. To account for small
deviations of the zero position of the hall sensor (cf. also Section 3.1.1) and for other
imperfections of the experimental setup (offset (see discussion before, etc.)) two additional
fitting parameters are added to Eq. (4.1)
APR(BF) = A0
[
1− 2/31 + ((BF −B0)/BN)2
]
+Aoff. (4.2)
Here, B0 is the shift of the zero magnetic field position, and Aoff is the offset.
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Figure 4.2 PR measurement, performed at PPu = 1.5mW and PPr = 0.5mW. The red line shows
the best fit to the data based on Eq. (4.2).
Figure 4.2 shows a fit to the data using Eq. (4.2). All parameters of the best fit are shown
in Tab. 4.1. The fit yields an average hyperfine field BN = (3.89± 0.02)mT. This is
two times larger than the result of Greilich et al. [Gre12] who found a half-width at half
maximum (HWHM) BN = 1.65mT for a ZnSe epilayer with a higher fluorine concentration
(nF ≈ 6× 1017 cm3) than sample #1 (nF ≈ 1× 1015 cm3). The difference of the HWHM of
Table 4.1 Parameters of the best fit to the PR data shown in Fig. 4.2. The errors are obtained
from the fit.
A0 2.96± 0.01 arb. units
BN 3.89± 0.02 mT
Aoff 0.23± 0.01 arb. units
B0 −0.22± 0.01 mT
the PR dip for sample #1 and the one reported in Ref. [Gre12] cannot be solely explained
by the fluctuating hyperfine fields that should be identical for both samples. This becomes
clear when estimating the inhomogeneous dephasing time T ∗2 from this result with the
following equation [Gre12]
T ∗2 =
2
√
3ℏ
µBgeBN
= (9.21± 0.05) ns. (4.3)
This time is considerably smaller than the result from a fit to the zero RSA peak of
T ∗2 = 33ns, determined for sample #1 in Ref. [Gre12]. Thus, we suggest that the difference
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of the width of the PR dip and the Hanle peak (zero RSA peak, cf. also Section 2.4.3),
which is not predicted by the theory of Merkulov et al. [Mer02], might originate from some
sample specific anisotropy or novel effect, whose investigation is out of the scope of this
thesis.
4.2 The Spin Inertia Effect
4.2.1 Observation of the Spin Inertia Effect
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Figure 4.3 Polarization recovery curves, measured at fm =75 kHz, 150 kHz, 200 kHz, and 250 kHz.
All measurements for sample #1 at PPu = 1.5mW and PPr = 0.5mW.
Figure 4.3 shows the dependence of the PR signal on the pump helicity modulation
frequency. We observe a decrease of the magnitude of the PR signal with increasing pump
helicity modulation frequency fm, while its dependence on BF or the shape of the PR
with a dip around BF = 0 with a full-width at half maximum (FWHM) of about 7.8mT
remains the same [Hei15b]. The strong decrease of the magnitude of the PR signal in a
frequency range from 75 kHz to 250 kHz suggests that the electron spin relaxation time τS
(cf. Section 2.4.2) is on the order of a few µs [Hei15b].
In what follows this phenomenon, tentatively called “spin inertia effect” in Ref. [Hei15b],
shall be investigated quantitatively.
4.2.2 Theoretical Model to Extract the Electron Spin Relaxation Time
Starting from the concepts of optical orientation, presented in Ref. [Mei84], we develop a
model that describes the observed dependence of the PR signal on fm and allows us to
determine the electron spin relaxation time [Hei15b]. Both samples, even the nominally
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undoped sample #1, are n-type semiconductors. Thus, the epilayer contains resident
electrons. The resident electrons are bound to the fluorine donors at low temperatures.
Exciting the D0X-HH transition with circularly polarized light results in a replacement of
these initially unpolarized electrons with photogenerated, spin-oriented electrons [Hei15b;
Dya84]. As a result, the macroscopic spin polarization of the donor-bound electrons
increases. However, this process competes with the electron spin relaxation with the time
τS and the possible recombination of the spin-oriented electrons with photogenerated
holes. The corresponding time constant τ = n0G for the latter depends on the electron-hole
generation rate G ∝ PPu and the concentration of resident electrons n0. Combined τS and
τ yield the spin lifetime TS (cf. Eq. (2.29) in Section 2.4.1)
1
TS
= 1
τS
+ 1
τ
,
⇔ 1
TS
= 1
τS
+ G
n0
,
⇒ 1
TS
= m · PPu + b, (4.4)
where the last line contains parameters which are accessible in the experiment and can be
used for a linear fit. The parameter m ∝ 1/n0 is the slope of this fit. We calculate the
spin relaxation time τS from the y-intersection b = 1/τS .
Figure 4.4 qualitatively illustrates the effect of a finite spin lifetime TS on the spin
polarization under helicity-modulated excitation with the modulation frequency fm (see
also Section 3.4.2). TS is the time it takes to reach a steady-state spin polarization
S0. The steady-state polarization S0, in turn, depends on the experimental conditions
(1/τ ∝ G ∝ PPu), the spin relaxation time and optical selection rules. The sign of the
macroscopic spin polarization depends on the helicity (σ+- or σ−-polarized) of the exciting
light. Thus, a switching of the helicity changes the sign of the macroscopic spin polarization
with the time TS . It depends on the speed or frequency fm of the helicity modulation of the
pump whether or not the steady-state spin polarization for a constant circular polarization
S0 can be reached before the helicity of the pump is inverted again.
In the following, the employed pulsed excitation (cf. Sections 3.1.4 and 3.2.2) shall be
treated as a continuous-wave (CW) excitation. The observations in Fig. 4.3 hint at a spin
lifetime TS in the microsecond range. Thus, the modulation periods of high frequencies,
e. g., fm = 250 kHz, were also in the microsecond range. Comparing a modulation frequency
of fm = 250 kHz to the laser repetition frequency fR = 75.75MHz yields the following
relation
1
fm
= 4µs≫ 1
fR
. (4.5)
At these conditions, the sample is exposed to a train of about 150 pump pulses of the
same circular polarization (σ+ or σ−) before the pump helicity is inverted again. The high
number of pulses justifies the approximation of the pulsed excitation by a CW excitation
with the same average power. Employing this approximation, a quantitative model is
developed.
The following kinetic equation describes the time dependence of the macroscopic spin
polarization along the direction of observation Sz in the absence of static magnetic
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Figure 4.4 Spin polarization (model calculations, see Eqs. (4.10) and (4.11)) under helicity
modulated excitation with the frequency fm in the limiting cases 2πfm ≪ 1/TS (orange lines) and
2πfm ≥ 1/TS (blue lines) [Hei15b]. (a) Spin polarization along the direction of observation (Sz):
The orange line illustrates the case when the modulation with fm is slow compared to the time scale
given by the spin lifetime TS . Thus, the steady-state spin polarization ±S0 is reached before the
helicity of the pump is inverted again. It seems to follow the helicity of the exciting light without
“inertia.” In contrast to this, the spin polarization cannot reach ±S0 if the helicity is switched fast
compared to the time scale given by TS (blue line). (b) Modulus of the spin polarization along
the direction of observation |Sz| for both limiting cases. Here, the influence of a fast modulation
(blue line, 2πfm ≥ 1/TS) becomes even more obvious: While for a slow modulation (orange line,
2πfm ≪ 1/TS) |Sz| is equal or close to the steady-state value |S0| for the almost whole modulation
period, |Sz| is strongly decreased in the opposite case (blue line, 2πfm ≥ 1/TS) and the relation
|Sz| < S0 holds for the whole modulation period.
fields [Dya84; Hei15b]
dSz(t)
dt =
Si − Sz(t)
τ
− Sz(t)
τS
. (4.6)
Here, Si is the initially injected spin polarization whose sign depends on the laser polarization
and optical selection rules. The first term on the right side Si/τ describes the increase of
the spin polarization due to the optically generated electron spins with the time τ . However,
the possible recombination of already spin-polarized electrons with photogenerated holes
leads to a decrease of the spin polarization. This is described by the term −Sz(t)/τ . All
other processes leading to a decrease of the spin polarization are represented by the term
−Sz(t)/τS .
For a constant circular polarization of the pump, Sz does not change (steady-state)
dSz(t)
dt = 0,
4.2 The Spin Inertia Effect 49
and we obtain the stationary solution S0
S0 = Si
τS
τS + τ
= Si
GτS
GτS + n0
. (4.7)
However, in this experiment, the injected spin polarization changes its sign with the helicity
modulation frequency fm so that we have to modify Eq. (4.6) and solve the following
equation
dSz(t)
dt =
S0(t)− Sz(t)
τ
− Sz(t)
τS
, (4.8)
where S0(t) = Si(t) τSτS+τ is a square-wave signal with the frequency fm, a constant amplitude|S0| and a duty cycle of 50% [Hei15b].
The lock-in amplifier averages the KR signal, which is proportional to the concentration
of resident electrons n0 and their average spin polarization along the z direction Sz = Sz(t),
over the modulation period Tm = 1/(2πfm) and records the modulus of the following
correlator
L(fm) = ⟨n0Sz exp(i2πt/Tm)⟩|Tm ,
=
Tm∫
0
n0Sz exp(i2πt/Tm)
Tm
dt. (4.9)
To determine |L(fm)| we first need to solve Eq. (4.8), where we treat both half cycles
separately. Without loss of generality S0(t) shall be equal to +|S0| in the first half cycle
from t = 0 to t = Tm/2 and the solution is given by
Sz(t) = |S0|
⎛⎝1− 2e− tTS
1 + e−
Tm
2TS
⎞⎠ , (4.10)
while in the second half cycle from with S0(t) = −|S0| from t = Tm/2 to t = Tm Sz can be
determined to
Sz(t) = |S0|
{
−1 + 2
(
e
Tm
2TS − 1
1 + e
−Tm
2TS
)
e−
1
TS
}
. (4.11)
Combining Eqs. (4.9) to (4.11), we determine the following correlator
L(fm) = − 2n0|S0|
π(i+ 2πfmTm)
(4.12)
and its modulus
|L(fm)| = L0√1 + (2πfmTS)2 , L0 = 2n0|S0|π , (4.13)
which is the actual quantity measured by the lock-in amplifier. Here, Eq. (4.13) allows us
to extract the spin lifetime TS by measuring the KR amplitude at the same conditions, e. g.,
temperature T , magnetic field BF and pump power PPu, for different helicity modulation
frequencies fm and determine TS from a fit to the KR amplitude in dependence on fm.
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However, the spin lifetime TS depends on the pump power (G ∝ PPu, cf. Eq. (4.4)).
Therefore, it is no suitable quantity to characterize the electrons spin dynamics. To obtain
the spin relaxation time τS , which is independent of the pump power and equal to the T1
time in a magnetic field, we have to determine TS for several different PPu, plot the inverse
spin lifetime 1/TS against PPu and extrapolate to zero pump power (cf. Eq. (4.4))
lim
G→0
1
TS
(G)→ 1
τS
. (4.14)
In the following section, this procedure is used to determine the spin relaxation time of the
donor-bound electron spins in sample #1 and sample #2.
4.2.3 Measurement of the Spin Relaxation Time
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Figure 4.5 Measurements of PR amplitudes at constant magnetic field BF = 5mT in dependence
on fm for sample #1 at two different pump powers (PPu = 0.5mW and 5mW). The red lines are
nonlinear fits to the corresponding data using Eq. (4.13).
Figure 4.5 shows measurements of PR amplitudes in dependence on fm, performed at
two different pump powers PPu = 0.5mW and 5mW. The amplitude was determined at
BF = 5mT from PR measurements, as shown in Figs. 4.1 and 4.3. At both pump powers,
the PR amplitudes remain nearly constant at low modulation frequencies on the order
of a few 10 kHz, while the amplitudes exhibit a strong decrease above 100 kHz (“cutoff
frequency”). The red lines show best fits to the data using Eq. (4.13) with the amplitude of
the correlator L0 and the spin lifetime TS as the fitting parameters. Table 4.2 shows these
parameters. Note that the errors stated are obtained from the fit, and possible systematic
errors might exceed these errors by far. While at the higher pump power PPu = 5mW we
obtain TS = 1.0 µs, the spin lifetime increases to 1.5 µs at PPu = 0.5mW. This indicates
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Table 4.2 Parameters of the best fits to the PR amplitude in dependence on fm for PPu = 0.5mW
and 5mW, shown in Fig. 4.5. The errors are obtained from the fit.
PPu
5mW L0 3.8± 0.1 arb. units
TS 1.0± 0.1 µs
0.5mW L0 2.5± 0.1 arb. units
TS 1.5± 0.1 µs
that a stronger optical excitation indeed speeds up the electron spin relaxation. To
investigate this further and to check the validity of Eq. (4.4), we performed additional
measurements at PPu = 1.7mW, 2.3mW, and 3.3mW.
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Figure 4.6 Inverse spin lifetime 1/TS in dependence on the pump power. The red line is a linear
fit to the data using the following equation: 1/TS = m · PPu + b (see Eq. (4.4))
Figure 4.6 shows the inverse spin lifetime 1/TS in dependence on the pump powerPPu,
where the TS are obtained from nonlinear best fits to the PR amplitude as a function of
the modulation frequency with Eq. (4.13). The red line is a linear fit to the data using
Eq. (4.4). Table 4.3 shows the parameters of this fit. We calculated τS from the fitting
Table 4.3 Parameters of the linear fit shown in Fig. 4.6. The errors are obtained from the fit.
m 0.07± 0.01 µs−1mW−1
b 0.64± 0.04 µs−1
parameter b (y-intersection)
τS =
1
b
. (4.15)
According to Gaussian error propagation, the relative error of the spin relaxation time ητS
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is equal to the relative error of the y-intersection ηb. It can be calculated as follows
ηb =
σb
b
, (4.16)
ηb = 6.03%.
Here, the absolute error of the y-intersection σb = 0.04µs−1mW−1 is used. Using Eq. (4.15)
and ητS = ηb, we obtain a spin relaxation time
τS = (1.6± 0.1) µs.
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Figure 4.7 The blue line is a “typical” PR measurement for sample #1, performed at a pump power
of PPu = 5mW. The orange diamonds show spin relaxation times τS for sample #1 in dependence
on BF (right scale), calculated from PR measurements. The PR amplitude in dependence on fm at
fixed BF and PPu yields the spin lifetime TS (cf. Fig. 4.5). The spin relaxation τS is extrapolated
from 1/TS as a function of PPu.
Figures 4.5 and 4.6 show data determined at fixed magnetic field BF = 5mT. However,
these data were obtained from “full” PR measurements, which cover a range from about
−20mT to 20mT, so we can use these measurements to investigate the magnetic field
dependence of τS in this range. The orange diamonds in Fig. 4.7 show spin relaxation times
in dependence on BF, calculated from the PR amplitude in dependence on fm at fixed
magnetic field. τS remains nearly constant in the studied magnetic field range, and the
range of the data set is of the same order of magnitude as the error of the fit στS ≈ 0.1 µs.
The blue line in Fig. 4.7 shows a PR measurement for the same magnetic field range as the
τS data.
While the spin relaxation time τS remains nearly constant in the displayed magnetic
field range, the KR signal increases from its minimum at BF = 0 to its saturation value
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at about 20mT (cf. Section 4.1). This is in good agreement with the behavior shown in
Fig. 4.3, where the spin inertia effect occurs as a decrease in the overall amplitude of the
PR curves (cf. A0 in Eq. (4.2)) with increasing modulation frequency fm, but does not
seem to alter the shape of the PR curves. However, we still might observe a dependence of
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Figure 4.8 Two PR measurements over an extended magnetic field range at PPu = 7mW. The
orange line shows a measurement at fm = 75 kHz. The data, obtained at at fm = 400 kHz, (blue
line) are multiplied by a factor of 5, so that we can compare the shape of the curves more easily.
the spin relaxation time on BF at stronger fields exceeding the range of a PR measurement.
Figure 4.8 shows two PR measurements performed over an extended magnetic field range
from about −0.01T to 0.47T. The pump power is PPu = 7mW for both measurements.
The PR curve measured at fm = 75 kHz (blue line) exhibits a dip at BF = 0, increases to
its saturation value at about 0.02T and then remains constant. The same behavior can be
observed for the PR curve, measured at fm = 400 kHz. Here, the data are multiplied by a
factor of 5 to simplify the comparison of both curves. These observations suggest that τS
does not depend on BF in the investigated range. Figure 4.9 shows the result of additional
measurements at different BF of even larger magnitude. The diamond symbols show the
PR amplitude in dependence on fm at BF = 0.5T, 1.0T, 1.5T, 2.0T, and 2.5T for sample
#1. The PR amplitudes do not exhibit any dependence on the magnetic field, and the
whole data set fits well to the best fit to the data at BF = 0.5T (red line) using Eq. (4.13).
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Figure 4.9 PR amplitude in dependence on fm measured at BF = 0.5T, 1.0T, 1.5T, 2.0T, and
2.5T. The red line is a fit to the data at BF = 0.5T using Eq. (4.13), but also fits well to the data
at other BF. The pump power is at PPu = 7mW for all measurements.
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Figure 4.10 PR amplitude in dependence on fm measured at BF = 5mT at the following
temperatures T = 1.8K, 29K, and 45K. The red line is a fit to the data at T = 1.8K using
Eq. (4.13). The pump power is at PPu = 1.2mW for all measurements.
To gain further inside into the spin dynamics of the donor-bound electrons, we investigate
a possible temperature dependence of the spin relaxation time τS . Figure 4.10 shows the
PR amplitude in dependence on fm measured at T = 1.8K, 29K, and 45K. The pump
power is at PPu = 1.2mW and the amplitudes are determined from the measured PR
curves at the magnetic field position BF = 5mT. The PR amplitude decreases at elevated
4.2 The Spin Inertia Effect 55
temperatures and the data at T = 29K are normalized to the measurement at T = 1.8K
and fm = 100 kHz. The red line is a best fit to the data at T = 1.8K yielding TS = 1.5µs.
The shape of the PR amplitude in dependence on fm remains nearly the same at the higher
temperatures, and the data are consistent with the fit. Thus, we conclude that the spin
lifetime TS and as a consequence also the spin relaxation time τS (see Eq. (4.4)) do not
exhibit any dependence on the temperature T in the range from 1.8K to 45K.
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Figure 4.11 Measurements of PR amplitudes at constant magnetic field BF = 5mT in dependence
on fm for sample #2 at two different pump powers (PPu = 0.2mW and 1.5mW). The red lines are
nonlinear fits to the corresponding data using Eq. (4.13).
As a first test of the influence of the donor concentration, we determine the spin relaxation
time τS of the donor-bound electrons in sample #2 (nF ≈ 1× 1018 /cm3), whose donor
concentration is three orders of magnitude higher than for sample #1 (nF ≈ 1× 1015 /cm3.
Figure 4.11 shows the corresponding measurements to determine the spin lifetime TS at
different pump powers for this sample. Here, the amplitude at BF = 5mT in dependence
on the modulation frequency is obtained from PR measurements. Note that the procedure
and even more important the conditions were the same as those used for sample #1 (see
Figs. 4.5 and 4.6), while the wavelength of the laser is adjusted to ensure resonant D0X-HH
excitation.
In addition to the shown dependencies at PPu = 0.2mW and 1.5mW, the spin lifetime
was also determined from measurements at PPu = 0.5mW and 0.75mW. Figure 4.12 shows
the resulting inverse spin lifetime as a function of PPu and a linear fit to the data. The
extrapolated spin relaxation time is τS = (1.09± 0.03) µs (see Eqs. (4.15)). Here, the
error is given by Gaussian error propagation of the error of the intersection b of the fit (cf.
Eq. (4.16)).
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Figure 4.12 Inverse spin lifetime 1/TS in dependence on the pump power PPu for sample #2. The
red line is a linear fit to the data using the following equation 1/TS = m · PPu + b (see Eq. (4.4)).
4.3 Discussion
The measured spin relaxation times τS = (1.6± 0.1)µs for sample #1 (nF ≈ 1× 1015 /cm3)
and τS = (1.09± 0.03) µs for sample #2 (nF ≈ 1× 1018 /cm3) are not among the longest
determined in experiment. For example, Jarmola et. al. demonstrated a T1 time of
about 200 s at T = 10K for electron spins bound to nitrogen-vacancies (NVs) in synthetic
diamond with a low NV center concentration (cf. also discussion of different material
systems in Chap. 1). Akimov et al. [Aki06; Aki09] determined spin-flip times of about
10µs for an electron spin in a single CdSe/ZnSe quantum dot.
However, the spin relaxation times τS determined for fluorine-doped ZnSe are long
enough to hint on a certain potential of this material system as a quantum bit. From
a purely scientific point of view not the determined spin relaxation time for sample #1
itself, but its independence of the temperature T in the studied range from 1.8K to 45K
and of the longitudinal magnetic field BF from 0T to 2.5T is a surprising result. One
commonly observes a dependence of the spin relaxation time on the magnetic field, e. g.,
T1 ∝ B−νF , 3 ≲ ν ≲ 4 for electrons bound to donor impurities [Fu06; Lin16].
While Colton et al. [Col04] measured a T1 of up to 1.4 µs in an n-doped GaAs/AlGaAs
heterostructure (1µm GaAs epilayer) with a donor concentration of nD = 3× 1015 /cm3, Fu
et. al [Fu06] demonstrated a T1 time of a few µs in an n-doped high purity GaAs sample,
but here the donor concentration (nD ≈ 5× 1013 cm−3) was two orders of magnitude
smaller. Thereby, the huge discrepancy between the results for the same material was
assigned to the increased spin-spin interaction in the higher doped sample by the authors
of the latter publication. Thus, the spin relaxation time in weaker doped ZnSe layers might
be increased as well.
For the discussion of possible spin relaxation mechanisms in the studied samples in
particular, but also from a more general point of view, it is useful to describe the spin
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relaxation as the effect of temporally fluctuating magnetic fields on the electron spin [Hei15b].
If these fields fluctuate on timescales, which are very short compared to the spin relaxation
time (τS ≫ τc, τc: correlation time of the fluctuating magnetic fields), they are averaged
dynamically, and the spin relaxation can be described by the relatively simple Eq. (4.6).
The spin relaxation time does not change for magnetic fields BF from 0T to 2.5T, and we
can conclude that the fluctuating fields can overcome the Zeeman splitting of the electron
spins even at 2.5T. This implies that the field, which describes the dominating relaxation
mechanism must have a wide frequency range and, thus, a correlation time τc, which is
limited by (energy-time uncertainty principle) [Hei15b]
τc <
ℏ
µBgeBF
≈ 4.0 ps.
As a consequence, the following discussion of possible relaxation mechanisms focuses on
processes which could occur on very short timescales [Hei15b]:
1. Spin-flip scatterings by phonons (Elliott-Yafet mechanism) [Ell54; Ake15].
2. Spin relaxation due to spin-orbit coupling and its modulation by lattice vibrations
(phonons) [Pin57].
3. Jumps of electrons between different donor: The exchange interaction between
electrons on neighboring donors and jumps of electrons to unoccupied donor sites
can lead to electron spin flip-flop transitions [Kav08].
4. Scattering between free and donor-bound electrons, which leads to electron spin flips
due to the exchange interaction.
5. Charge fluctuations in the environment of the donors, which, e. g., could occur during
the pulsed optical excitation with a pulse width of about 1.5 ps [Hei15b].
We can discard the 1. process, since we do not observe a dependence of the spin relaxation
time τS on the temperature T in the range from 1.8K to 45K and a spin relaxation rate
due to phonon scattering should exhibit a temperature dependence.
The 2. process can be excluded as an explanation for the spin relaxation in the studied
magnetic field range, because according to Eq. (12) in Ref. [Pin57] the inverse relaxation
time (1/T1)SO resulting from this mechanism is proportional to the fourth power of the
Zeeman splitting between the |↓⟩- and the |↑⟩-state - in other words to the fourth power
of the Larmor frequency ωL = (E↑ − E↓)/ℏ = (geµBBF)/ℏ. Thus, τS and the T1 time
respectively should exhibit a B−4F dependence. However, Fu et al. [Fu06] measured a
T1 time of several milliseconds of the donor-bound electrons in n-doped GaAs (see also
Ref. [Lin16]) and found that this particular mechanism occurred only at sufficiently high
magnetic fields (BF > 5T). Here, the magnitude of the field at which the mechanism
became dominant could be approximated with the following inequality
geµBBF > kBT. (4.17)
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For the parameters of the samples ge = 1.1± 0.1 [Gre12], the experiment T = 1.8K and the
values of the constants [Moh15] µB = 5.7884× 10−5 eVT−1 and kB = 8.6173× 10−5 eVK−1
we obtain
BF > (2.4± 0.2)T,
which is close to the maximum of the investigated field range. Thus, it might be interesting
to investigate the magnetic field dependence at even lower temperatures or at higher
magnetic fields using a different cryostat with only a single split-coil.
The spin relaxation due to jumps of electrons between donor-sites (3. process) was
described theoretically by Kavokin [Kav08]. Calculations by Korenev (see Ref. [Hei15b])
with the parameters of the material system studied here yielded a jump time, which by far
exceeds the estimated 4 ps.
The 4. process is implausible, because the binding of the electrons to the fluorine donors
should depend on the temperature in the range from 30K to 45K [Hei15b]. Furthermore,
the laser was tuned into resonance with the donor-bound heavy hole exciton, so there
should not be any photo-excited electrons with excess energy relaxing to this state, which,
in turn, could be scattered by the donor-bound electrons.
Thus, the only mechanism remaining is the 5. process - charge fluctuations in the vicinity
of the donors, which could be caused by the pulsed laser excitation. However, we tested
the influence of a pulsed pump on the spin relaxation time τS by performing measurements
with a CW pump, while the probe beam remained a train of picosecond pulses. The change
of τS was negligible and neither its dependence on the magnetic field (τS = τS(BF)) nor its
dependence on the temperature exhibited any changes compared to the measurements with
the pulsed pump beam. Nevertheless, this mechanism is the most likely explanation apart
from new and unknown mechanisms. Here, it is important to note that these observations
only allow us to exclude a direct influence of the pulsed pump beam. Even a CW excitation
can induce charge fluctuations due to the fast carrier recombination within hundreds of
picoseconds [Gre12; Hei15b].
4.4 Conclusion
The spin inertia method is neither the first nor the only method to measure the longitudinal
spin relaxation time of electrons in semiconductors. However, it represents a novel approach
to study the longitudinal spin dynamics and offers some advantages, especially in comparison
to the “common” measurement of the Hanle curve [Han24; Hap72; Ale73; Bud02].
The method based on the Hanle effect employs the Larmor precession of the electron
spins in a magnetic field applied in the Voigt geometry as a “clock” intrinsic to the system.
However, to calculate the spin lifetime TS from the half-width at half maximum B1/2
of the Hanle curve an independent measurement of the electron g factor ge is required.
The method does not allow one to determine the spin relaxation time τS as a function of
the magnetic field, while the spin inertia method, which uses an external “clock,” can be
used to determine τS in the whole range of longitudinal magnetic field limited only by the
specifications of the magnet. Furthermore, the measurement of the Hanle curve only yields
the spin lifetime TS (the spin relaxation time τS in the limit of zero excitation density),
if the relaxation time approximation is valid [Hei15b], i. e., the relaxation is caused by
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processes with short correlation times (Markovian processes [Mar90; How12]). Then one
can assume a dynamic averaging of the magnetic fields of different origin, which cause
the relaxation of the electron spin. If, however, the electrons spins are strongly localized
as it is the case in the material system under study or, e. g., in QDs, this approximation
is not valid, because here the dwell time of an electron at the fluorine donor or in the
QD is long compared to the precession period in the hyperfine fields of the nuclei with
nonzero nuclear spin. As a result, the width of the Hanle curve is then determined by the
inhomogeneous spin dephasing time T ∗2 in these fields [Eps01; Dzh02; Mer02; Kuz13] and
not by the spin lifetime TS or the spin relaxation time τS and longitudinal spin relaxation
time T1, respectively, in the limit of zero excitation density.
In contrast to this, the spin inertia method can and has been used to study material
systems with strongly localized electron spins - here the electron spins bound to the fluorine
donors in ZnSe - where there is no dynamic averaging of the magnetic fields of different
origin, i. e., the measurement of the Hanle curve does not allow one to determine the T1
time. It can be used to measure the T1 time in the whole range of longitudinal magnetic
field starting from zero field. However, two requirements have to be fulfilled to employ this
method [Hei15b]:
1. It must be possible to optically create a detectable spin polarization (at least a few
percent).
2. The spin relaxation time or the lifetime of the polarized carriers should be neither
too long (line filter of the lock-in amplifier) nor too short (maximum frequency of
the EOM, the lock-in amplifier or the balanced photoreceiver; increased risk of a
frequency dependent response of the equipment or cables). For the setup employed
here the author recommends to study samples with estimated τS from about 100 ns
to 5ms.
These two rather technical requirements are the only limitations of the spin inertia method,
but one should characterize the frequency dependence of all equipment before the measure-
ments to ensure an accurate result.
Below a comparison to other methods, which did not involve a measurement of the Hanle
curve, is presented. The comparison is made in chronological order.
Colton et al. determined the T1 time of electron spins in n-doped GaAs from time-resolved
measurements of the degree of circular polarization of the PL of free excitons [Col04].
Here, nanosecond pulses (pump: 256 ns, probe: 16 ns) were cut from a CW laser using an
acousto-optical modulator (AOM). Both pulses were circularly polarized and their time
delay was varied. A photoelastic modulator (PEM, retardance: λ/4 plate) in combination
with a linear polarizer in the detection path analyzed the PL excited by the probe pulses. A
disadvantage of this pioneering scheme compared to the spin inertia method is that the probe
pulses also alter the spin polarization, since they are circularly polarized. Furthermore,
the time resolution is limited by the minimum pulse width of about 15 ns compared to
mode-locked lasers with pulses in the femtosecond range and the detection relies on the
fast spin exchange of photoexcited and resident electrons [Vek76; Pag81; Pag82; Col04].
Akimov et al. used another method, which is very similar to the spin inertia method,
to study the electron spin dynamics in a CdSe/ZnSe Stranski-Krastanov quantum dot
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(QD) [Aki06; Aki09]. While the helicity was also modulated, here the detection relied on
a time-resolved measurement of the polarization degree of the emission from the trion
ground state singlet, but the transients upon switching the helicity were recorded directly.
The method presented in this thesis is a very similar approach adapted to the pump-probe
regime. However, it is important to note that this modification of the method with the
pulsed excitation has an advantage, when it is employed to study samples with resident
carriers: The measurement of the KR signal at a small negative time-delay prior to the
arrival of the next pump pulse simplifies the interpretation of the origin of the signal.
Usually, the exciton recombination time τX is much shorter than the laser repetition period
TR (here: τX = 210 ps≪ TR [Gre12]) so that the signal before the next pump pulse should
originate from spin-polarized resident electrons only. In contrast to this, the trion lifetime
had to be taken into account for the analysis of the transients in Refs. [Aki06; Aki09].
Fu et al. used a technique, which was based on optical pumping to the |↑⟩-state
and a consecutive PL excitation measurement of the repopulation of the |↓⟩-state, to
measure the magnetic field dependence of the T1 time of the donor-bound electrons in high
purity n-doped GaAs. In contrast to the spin inertia method and the work of Colton et
al. [Col04], the magnetic field was applied in the Voigt geometry. However, the spectral
filtering, employed for the detection of the spin polarization, only worked for magnetic
fields BV > 4T. Thus, this method can only yield a lower limit of the T1 time at BV < 4T,
which is a disadvantage compared to the spin inertia method.
Heiss et al. determined the hole spin relaxation time T h1 directly from the degree of circular
polarization of the electroluminescence of an ensemble of singly charged InGaAs/GaAs
QDs [Hei07]. To that end, single QD layers were located in the intrinsic region of a
n− i−metal photodiode. The charge of the dots and the spin polarization were prepared
optically, stored and subsequently read out by a forward bias pulse at the photodiode after
a variable time delay ∆t. Using this scheme the hole spin relaxation time in dependence
on the temperature and the magnetic field was investigated, where the maximal time
T h1 = (270± 180)µs was measured at T = 8K and B = 1.5T. While allowing for a direct
measurement of the spin relaxation time, this technique is limited to sample structures
(diodes, gated QDs) that allow one to apply a voltage to induce electroluminescence.
Moreover, it is more perturbative than the spin inertia method, since the system is strongly
disturbed by the current injection.
Another direct approach was based on measurements of the photoinduced circular
dichroism (PCD) using the optical pump-probe technique [Fra11], where the range of
possible delays between the pump and the probe was extended by increasing the interval
between the pump pulses with a pulse picker and by modulating the probe beam at
fm = 470 kHz. This way the hole spin relaxation time T h1 = (650± 100) ns in InAs/GaAs
QDs was measured, but according to the authors the signal-to-noise ratio decreased for
increased intervals between the pump pulses and the decrease of the average pump power
with increasing interval required a complex model rather than a simple mono-exponential
decay. In addition to this modification of the “conventional” pump-probe scheme, a second
method, called dark-bright time-scanning spectroscopy (DTS), was used to verify this
result and a similar hole spin relaxation time of T h1 = (900± 100) ns was measured. The
DTS was based on a differential absorption measurement (PCD measurement), where the
intensity of the pump beam was modulated using an acousto-optical modulator (AOM),
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which allowed one to set bright and dark intervals of variable duration. Thus, this method
is similar to the spin inertia method and according to the authors of Ref. [Fra11] can be
used for a similar range of relaxation times from 50 ns to 1ms.
In Ref. [Col12] a direct measurement of the electron spin relaxation time T1 in an
n-doped 14 nm GaAs quantum well (QW), based on a two-color pump-probe scheme, was
demonstrated. Removing the influence of the nuclear polarization with an additional radio
frequency excitation a T1 time of about 1µs was measured at T = 1.5K and BF = 1.5T.
While the spin polarization was determined from the KR of the linearly polarized probe
beam as in the “traditional” TRKR technique, the time-delay between pump and probe
was controlled by electronic gating, which allowed for much longer delays than a commonly
used mechanical delay line. The probe pulses were cut from a CW laser with an AOM
(pulse width about 10 ns) and the pump pulses provided by fast diode laser so that the
time resolution of this scheme was limited.
Belykh et al. extended the “traditional” pump-probe Faraday rotation technique with
tailored trains of pump pulses down to single pulses, cut out from the pulse train of a
mode-locked laser with a repetition rate of 76MHz with an EOM, and by increasing the
interval between probe pulses with a pulse picker [Bel16]. This scheme provided access to
a very long time range compared to a mechanical delay, but in contrast to Ref. [Col12] still
offered a picosecond time resolution. Thereby, the submicrosecond electron spin dynamics
in n-type bulk GaAs was measured, where a spin relaxation time T1 of up to 270 ns was
observed. Compared to the spin inertia method the so-called extended pump-probe Faraday
rotation spectroscopy offers many advantages, e. g., resolving nontrivial spin dynamics
and access to electron or hole spin synchronization under periodic laser excitation [Bel16],
but is more demanding in terms of the necessary equipment and suffers from a decreased
signal-to-noise ratio due to the decreased average pump and probe power. Thus, the spin
inertia method can be an alternative to this more universal and sophisticated method, if
the signal-to-noise ratio is already low in “traditional” pump-probe Faraday spectroscopy
or the necessary equipment is not available.

There is nothing that nuclear spins will not do for
you, as long as you treat them as human beings.
Erwin Hahn [Lia99]
5 Inhomogeneous Nuclear Spin
Polarization
Zhukov et al. [Zhu14] demonstrated that despite contrary claims in the literature [Ast08a;
Fli10; Gre12; Col12] a helicity modulated excitation does not necessarily suppress the
build-up of a dynamic nuclear polarization (DNP). Moreover, the authors even developed an
all-optical nuclear magnetic resonance (NMR) technique. It was based on the time-resolved
Kerr rotation (TRKR) in the resonant spin amplification (RSA) configuration and relied
on a helicity modulated pump beam to address the NMR. In this chapter, the nature of
the observed NMR in fluorine-doped zinc selenide will be investigated.
5.1 Observation of Nuclear Polarization under
Helicity-modulated Excitation
Despite the claims in the literature we observe signatures, indicating nuclear effects, in the
RSA spectra (cf. Section 3.4.1) for samples #1 and #2, which were measured using a helicity
modulated pump beam. Figure 5.1(a) shows several RSA spectra of sample #2, measured
at different pump powers PPu ranging from 0.1mW to 8mW. The measurements were
performed at a temperature of T = 1.8K, a helicity modulation frequency of fm = 185 kHz,
and a probe power of PPr = 0.5mW. The spectra are normalized and translated vertically
relative to each other in order to stress the key observation: The positions of the peaks in
the range from 15mT to 40mT change in dependence on the pump power PPu compared
to their position at PPu = 0.1mW. This behavior shall be denoted “shift” from here on.
The left inset is a magnified illustration of the peak at BV = 28.5mT that shows how
the shift compared to the peak position at PPr = 0.1mW increased when increasing the
pump power. The shift as a function of the pump power (right inset) exhibits a saturation
behavior.
We calculated the difference between the peak positions at PPu = 8mW compared to
the positions at PPu = 0.1mW as a function of the peak position (magnetic field BV) at
PPu = 0.1mW (see black solid circles in Fig. 5.1(b), the black lines are shown as a guide
to the eye). Figure 5.2 shows how the peak positions, needed for the calculation of this
shift, were obtained: To reproducibly determine the peak positions, the Peak Analyzer of
Origin Pro 9.0 was used to fit Lorentz curves (Lorentzians) to the peaks
θKR(BV) = Aoff +
∑
i
2Ai
π
BFWHM,i
4(BV −Bc,i)2 +B2FWHM,i
. (5.1)
Here, Aoff is the offset of the KR signal; Ai are the amplitudes of the Lorentzians and
BFWHM,i their full-width at half maximum (FWHM). Most important are the location
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Figure 5.1 (a) Normalized RSA spectra, measured at different pump powers. The left inset
illustrates the changes of a single peak with increasing pump power PPu, while the right inset shows
the dependence of the peak position on PPu. (b) Pump power induced change of the peak position
(peak shift) as a function of the peak position (magnetic field BV) at PPu = 0.1mW.
parameters Bc,i of the Lorentzians, yielding the RSA peak positions. The resulting
dependence exhibits a dispersive profile with the resonance at BV ≈ 23mT, i.e., the peaks
at smaller BV than the resonance are shifted in the direction of smaller magnetic field,
while the peaks at higher magnetic field are shifted towards higher magnetic fields.
However, the peak at BV = 23.85mT (PPu = 0.1mW), i.e., the peak at the resonance
position, deviates from a single Lorentzian and exhibits a small additional peak at the left
flank at PPu ≥ 0.5mW. The magnitude of this additional peak increases with increasing
pump power, while its position remains unchanged at BV = 22.6mT. Explanations of these
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Figure 5.2 Example of the determination of the RSA peak position. Here the RSA spectrum at
PPu = 0.1mW, also depicted in Fig. 5.1, was fitted with Lorentzians (blue lines) using the Peak
Analyzer of Origin Pro 9.0. The green line is the baseline data used for the fit, and the red
line represents the superposition of all Lorentzians.
phenomena will be given in Section 5.4. For now the dispersive profile shall be referred to
as broad signature and the small additional peak as narrow signature.
Considering the theory of RSA, the spacing of the RSA peaks should be given by the
phase synchronization condition (cf. Section 3.4.1 and Ref. [Yug12])
ωL = N
2π
TR
, N ∈ N, (5.2)
µBgeB
ℏ
= N 2π
TR
. (5.3)
RSA is a very sensitive method to measure the Larmor precession frequency of the
electron spins. However, the magnitude of the magnetic field B, which determines the
Larmor frequency ωL, is not necessarily solely determined by the external magnetic field
BV. It can be a superposition of the external field and additional fields within the sample,
which change the effective magnetic field leading to the Larmor precession.
Thus, a shift of the RSA peaks reflects a change of the Larmor precession frequency
ωL and we conclude that this change is caused by an additional magnetic field. It was
demonstrated that nuclear magnetic resonances (NMRs) could be provided all-optically by
helicity-modulated excitation in the RSA regime [Zhu14]. We calculated the magnetic field
of NMR of the 77Se isotope at a resonance frequency fNMR = fm = 185 kHz and obtained
BNMR =
2πfm
γSe
BNMR ≈ 22.68mT, (5.4)
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Figure 5.3 (a) RSA spectra (sample #2), measured at a broad, symmetric range of magnetic field
at fm = 250 kHz and T = 1.8K for two pump powers. The spectrum at PPu = 0.2mW (blue) is
multiplied by a factor of 20 and translated vertically to allow for an easier comparison of the peak
positions. (b) Pump power induced peak shift, determined as described before, as a function of the
peak position (magnetic field BV) at PPu = 0.2mW.
where γSe = 5.125 387× 107 rad s−1T (see Ref. [Har02]) was the gyromagnetic ratio of the
selenium nuclei. The field BNMR is at the resonance of the observed dispersive profile of
the shift, supporting the hypothesis that the shift originates from a polarization of the
nuclear spins of this isotope. We further suggest that this polarization is induced by the
helicity-modulated optical excitation at a frequency fm = 185 kHz, since the resonance
at BNMR, revealing itself in the form of the dispersive profile of the shift and in the
form of the small additional peak in the RSA spectra, corresponds to an NMR frequency
fNMR = 185 kHz = fm. Thus, we conclude that both the narrow signature and broad
signature are caused by the nuclear spin polarization of the 77Se nuclei and shall be referred
to simply as resonance in the following.
To further support this and to check for possible effects of other isotopes with nonzero
nuclear spin, e. g. the 67Zn isotope (See also Table 2.1 in Section 2.1), we performed an
RSA measurement at a bigger, symmetric range of magnetic field BV. Figure 5.3(a) shows
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the corresponding RSA spectra, measured at T = 1.8K, fm = 250 kHz and pump powers
of PPu = 8mW (orange, top spectrum) and PPu = 0.2mW (blue, bottom spectrum). The
spectrum at PPu = 0.2mW is multiplied by a factor of 20 and translated vertically for an
easier comparison of both spectra. The dashed lines mark the calculated positions of NMR
(BNMR, cf. Eq. (5.4)) at fm = 250 kHz for the 77Se (dashed, purple lines) and the 67Zn
(dashed, green lines) isotopes, where the gyromagnetic ratio γZn = 1.676 688× 107 rad s−1T
(cf. Ref. [Har02]) was used.
Both spectra exhibit a decreasing amplitude when increasing BV. The spectrum at
PPu = 8mW exhibits two small additional peaks that are both located between two RSA
peaks and are quite close to the calculated values BNMR = ±30.65mT. However, we do
not observe such peaks for zinc (see dashed, light red lines at BNMR = ±93.68mT).
The power induced shift as a function of the peak position/magnetic field BV, shown in
Fig. 5.3(b), reveals resonances of both the 77Se and the 67Zn isotope (cf. Table 2.1). The
magnitude of the peak shift Ashift, defined by the difference between the maximum shift
towards stronger magnetic field and the maximum shift towards weaker magnetic field, is
much weaker in the case of zinc. While for the selenium isotope we find Ashift ≈ 0.99mT
at BV < 0 and Ashift ≈ 1.07mT at BV > 0, the magnitude of the shift is almost 10 times
smaller for the zinc isotope - Ashift ≈ 0.15mT at BV < 0 and BV > 0.
This discrepancy of the shift for both isotopes is probably caused by the different natural
abundances χ of the isotopes (χSe = 7.58% and χZn = 4.11%, cf. Ref. [Gre12] and
Table 2.1) and their different hyperfine constants (ASe = 33.6 µeV and AZn = 3.7 µeV, cf.
Ref. [Gre12]). The 67Zn isotope has a nuclear spin of I = 52 , and the nuclear Zeeman
levels are split six-fold (2I + 1), while selenium with I = 12 does not exhibit a quadrupole
moment and the nuclear Zeeman levels represent a two-level system. Thus, the nuclear
spin transitions of 67Zn are not limited to a single transition, i. e., the central (first order)
transition from Iz = −12 to Iz = 12 determining the gyromagnetic ratio γZn, but the
resonance exhibits additional, weaker transitions between the other levels. We assume that
this makes the processes, leading to a nuclear spin polarization (cf. discussions in this
chapter), less efficient for zinc - another reason for the difference of Ashift between zinc and
selenium.
Nevertheless, the RSA measurements are sensitive enough to observe at least the central
transition of the 67Zn isotope, which demonstrates the high sensitivity of optical methods
for studying nuclear effects (cf. also Ref. [San06]). In the following, we will focus on the
effects related to the 77Se isotope. Indeed those effects are much stronger, and this isotope
dominates when it comes to electron-nuclear interaction in this material system.
5.2 Experimental Investigations of the Shift of the RSA
Peaks
To learn more about the nature of the shift of the RSA peaks, caused by the nuclear
spins of the 77Se isotope, and to obtain hints at underlying mechanisms of nuclear spin
polarization, we investigate its dependence on the magnetic field, the temperature, and
the electron spin polarization. Figure 5.4 shows the shift of the RSA peaks around the
NMR of 77Se at different magnetic field ranges and modulation frequencies fm. Here, the
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Figure 5.4 Shift of RSA peaks (sample #2) at different modulation frequencies fm=100 kHz,
400 kHz, 700 kHz, and 1000 kHz and magnetic field ranges, respectively. The shift was calculated
from the difference of the peak positions of RSA spectra at PPu = 10mW and at PPu = 0.2mW.
T = 1.8K.
resonance shifts when changing fm. This observation supports the hypothesis that the
nuclear polarization is induced by the helicity-modulated excitation with the modulation
frequency fm. Using Eq. (5.4) we calculated BNMR for the 77Se isotope and performed
RSA measurements in a small range of magnetic field BV around the resonance, where two
RSA spectra, one at PPu = 0.2mW and one at PPu = 10mW, were recorded. The shift
was then calculated from these spectra as described before.
Although the shift and its dispersive profile were studied at a magnetic field range from
0mT to 140mT and at modulation frequencies fm from 100 kHz to 1000 kHz, the shape of
the dispersive profile and the magnitude of the shift Ashift remain nearly the same.
Figure 5.5 illustrates the shift of the RSA peaks (sample #1) at different temperatures
T=1.8K, 18K, and 26K. We observe a reduction of the shift of the RSA peaks with
increasing temperature. This behavior is in contrast to the electron spin dynamics: The
longitudinal spin relaxation time of the donor-bound electrons is independent of the
temperature in the range from 1.8K to 45K (cf. Chapter 4) and Greilich et al. (see
Ref. [Gre12]) reported that the inhomogeneous spin dephasing time T ∗2 was stable up to
temperatures of T = 40K. Thus, the observation of a temperature dependence of the shift
of the RSA peaks might be caused by a decrease in the efficiency of the processes, which
lead to this shift, or by an increase in the nuclear spin temperature (cf. Section 2.3.9) due
to the increased lattice temperature.
The magnetic field dependence and the temperature dependence support the two hy-
potheses about the origin of the shift:
1. The shift of the RSA peaks is caused by the nuclear spins of the 77Se isotope.
2. The shift is induced by the helicity-modulated excitation of the donor-bound electron
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Figure 5.5 Shift at of RSA peaks (sample #1) at different temperatures T=1.8K, 18K, and 26K.
The shift was calculated from the difference of the peak positions of RSA spectra at PPu = 10mW
and at PPu = 0.2mW. The modulation frequency was set to fm = 200 kHz for all measurements.
spins.
The latter hypothesis leads to the assumption that the nuclear spins are influenced by
the electron spin polarization, induced by the circularly polarized pump pulses and, thus,
alternating with the modulation frequency fm. We examine the influence of the degree of
the circular polarization of the pump beam and thereby the degree of the electron spin
polarization on the shift of the RSA peaks (cf. Section 2.2). To that end, we altered
the adjustment of the EOM so that it modulated the pump beam between two elliptical
polarizations (cf. Section 3.1.3). Note that the conditions for these measurements were
chosen to reflect those of the measurements of the RSA spectra in dependence on the
pump power PPu (see Fig. 5.1(a) and (b)), so that we can easily compare the behavior as a
function of these two parameters.
Figure 5.6(a) shows several RSA spectra measured at different degree of circular polar-
ization ρc of the pump beam ranging from 15% to 100%. Note that due to the nature of
the Kerr rotation effect the magnitude of the RSA signals is proportional to the degree of
electron spin polarization and thereby also proportional to the circular polarization degree,
so the spectra are normalized and translated vertically with respect to each other for a
better comparison of the peak positions. The positions of the RSA peaks change with
increasing ρc and the magnitude of the small additional peak increases when increasing
ρc, similar to the behavior observed for the pump power dependence of the RSA spectra,
illustrated in Fig. 5.1(a).
In analogy to the analysis of the power dependence of the shift (cf. right inset of
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Figure 5.6 (a) RSA spectra (sample #2) at different degrees of circular polarization ρc of the
pump beam. (b) Position of the RSA peak at BV ≈ 28.4mT (ρc = 15%) as a function of the degree
of circular polarization ρc. (c) Relative peak shifts for different circular polarization degrees in
dependence on BV. The data are normalized to the shift of the peak at BV = 24mT. The shift was
calculated as the difference of the peak positions at the given ρc and at ρc = 15%. The modulation
frequency was set to fm = 185 kHz, the pump power was at PPu = 10mW, and the temperature
was kept at T = 1.8K for all measurements.
Fig. 5.1(a)) Fig. 5.6(b) shows the position of the RSA peak at BV ≈ 28.4mT as a function
of the degree of circular polarization ρc of the pump beam. The peak position shifts
towards higher magnetic field with increasing ρc as it is the case for increasing PPu, but
quantitatively the behavior differs: While the dependence of the position of this peak on
PPu exhibits a saturation behavior, here we can fit the peak position as a function of ρc by
a quadratic function
Ashift(ρc) = c2 · ρ2c + c0. (5.5)
The nonlinear fit of Eq. (5.5) to the data yields c2 = 7.64× 10−5mT/%2 and c0 = 28.38mT.
The fit is shown by the red line in Fig. 5.6(b).
Figure 5.6(c) shows the dependence of the normalized shift (normalized to the shift of the
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peak at BV ≈ 24mT) on the peak position (magnetic field BV) measured at ρc = 15%. The
decay of the shift with increasing BV is accelerated at lower degrees of circular polarization
ρc.
These results stress the importance of the electron spin polarization for the observed
shift of the RSA peaks. The position of the resonance at the field of NMR of the 77Se
isotope indicates that the shift is related to the nuclear spins of this isotope. However,
comparing the Larmor precession frequencies of the electrons ωL and the nuclei ωN we find
that the Larmor precession frequency of the electron spins is several orders of magnitude
larger. Their ratio was calculated using the following equation
ωL
ωN
= geµBBV/ℏ
γSeBV
≈ 1940. (5.6)
Thus, the nuclei should only be able to interact with the time-averaged electron spin
polarization, which is constant for each half-cycle of the helicity modulation (cf. discussion
in Section 4.2.2). The question remains, how the electron spins, precessing in the yz plane,
can induce a nuclear spin polarization along the x axis (∥ BV). Thus, we performed a
complete tomography of the average electron spin.
5.3 Tomography of the Electron Spin
5.3.1 Sz Component: Time-resolved Kerr Rotation Measurements
Although RSA is a very sensitive method to determine the Larmor precession frequency ωL
and thereby the effective magnetic field acting on the electron spins, it has the restriction
that this very precise measurement can be performed only at certain external magnetic
fields BV at the position of the RSA peaks. Between these peaks, the KR signal is minimal,
since the spin polarization from different pumps destructively interferes. The distance
between the RSA peaks, in turn, is determined by the laser repetition frequency ωR and
the electron g factor ge (cf. Eq. (3.6) in Section 3.4.1). Only the former, ωR can be altered
without altering parameters, which are relevant for the studied physics, e.g., the excitation
wavelength. However, this requires the use of a pulse picker and can only reduce the
described problem to a certain extend due to the finite width of the RSA peaks, determined
by the inhomogeneous spin dephasing time T ∗2 .
There is another, technically less demanding possibility to determine the Larmor pre-
cession frequency ωL of the electron spins and thereby the nuclear fields, leading to the
shift of the RSA peaks, in very fine steps. We fixed the magnetic field and performed a
time-resolved Kerr rotation measurement using (almost) the full range of the delay line.
Here, an additional retroreflector was used to double the range of the accessible delay. We
performed a sequence of measurements at different magnetic fields BV, increased in steps
of 1mT.
Figure 5.7 shows a single TRKR spectrum at BV = 25.3mT. We observe oscillations,
indicating a Larmor precession of the spins of the donor-bound electrons about the
superposition of the external magnetic field BV and possible nuclear fields BN. The red
line is a fit to the data using the following equation
θKR(t) = A0 cos (ωLt+ φ) exp (−(t/T ∗2 )) +Aoff. (5.7)
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Figure 5.7 Single TRKR spectrum (sample #2) measured at BV = 25.3mT, fm = 185 kHz,
PPu = 8mW, and T = 1.8K. The delay line was scanned at constant BV at steps of 2.5mm, which
corresponded to time steps of about 33.4 ps. The red line is the best fit to the data according to
Eq. (5.7).
This allows us to determine the electron Larmor frequency ωL and other quantities, such
as the inhomogeneous spin dephasing time T ∗2 . Note, however, that the focus here is on
the precise determination of ωL and that large T ∗2 ≈ TR on the order of the laser repetition
period can only be precisely determined from RSA measurements. Table 5.1 shows the
parameters of the best fit to the data. Figure 5.8 shows a contour plot interpolated from 33
Table 5.1 Parameters of the best fit to the TRKR data at BV = 22.3mT shown in Fig. 5.7. The
errors are obtained from the fit.
A0 18.2± 0.3 arb. units
ωL 2.600± 0.003 GHz
φ 0.06± 0.01 1
T ∗2 5.9± 0.1 ns
Aoff 4.14± 0.05 arb. units
TRKR spectra, measured at BV ranging from 7mT to 38mT. The increase of the number
of minima and maxima when increasing the field BV indicates that the Larmor precession
frequency ωL increases with increasing BV. This is expected due to the nature of the
Zeeman energy (cf. Eq. (2.15)). However, the spectra exhibit deviations from a strictly
monotonic increase: Around the field of NMR BNMR = 22.68mT we observe a small kink,
marked by the dashed black circle. This indicates that the nuclear fields alter the electron
Larmor frequency ωL. By performing these series of measurements at two different pump
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Figure 5.8 Contour plot interpolated from the TRKR spectra at different BV. The measurements
were performed at fm = 185 kHz, PPu = 8mW and T = 1.8K. BV was varied using incremental
steps of 1mT. The time step is about 33.4 ps. The black dashed circle marks the kink in the
monotonic dependence of the oscillations on the magnetic field BV.
powers PPu = 8mW and PPu = 0.12mW, we calculated the shift ∆B from the difference
of the Larmor frequencies, obtained from the fits to the data using the following relation
∆B = ℏ (ωL(PPu = 8mW)− ωL(PPu = 0.12mW))
µBge
(5.8)
and the electron g factor ge = 1.1 [Gre12].
This allows us to determine the dispersive profile at a finer resolution of the magnetic
field BV. Furthermore, we calculated the spin polarization along the z direction Sz(t) for
the whole laser repetition period TR using Eq. (5.7) and the parameters of the fits to the
measured data, where the offset parameter Aoff was set to zero. Integrating Sz over TR we
obtained the average spin polarization Sz as a function of the magnetic field BV, depicted
in Fig. 5.9(a). The averaging of the Sz component is expected to result in a finite value at
low magnetic fields BV at which the Larmor precession period TL and the inhomogeneous
spin dephasing time T ∗2 fulfill the following relation [Hei15a]:
TL =
2π
ωL
≳ T ∗2 (5.9)
Combining this relation with Eq. (2.15), we estimate the magnetic field range with finite
spin polarization
BV ≲
2πℏ
geµBT ∗2
= 7.9mT. (5.10)
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Figure 5.9 (a) Average spin polarization along the z direction Sz as a function of BV calculated
using the nonlinear fits with Eq. (5.7) to the data depicted in Fig. 5.8. (b) Peak shift determined
from TRKR measurements, depicted in Fig. 5.8 and from RSA measurements (cf. Fig. 5.1). In
analogy to Ref. [Hei15a].
Following these considerations, we do not expect a significant spin polarization along the
z axis Sz at magnetic fields BV up to 140mT, where the shift of the RSA peaks is still
observed. The dependence of Sz on BV calculated from the experimental data, shown in
Fig. 5.9(a) allows us to test this hypothesis.
We observe a quickly decaying, finite polarization Sz in the range of BV from 10mT to
15mT, while it remains at Sz ≈ 0 at fields BV > 15mT. We interpret the decay occurring
from 10mT to 15mT as the tail of the Hanle curve (cf. Section 2.4.3 and Refs. [Han24;
Hei15a; Dya84]), which resembles a Lorentzian centered at BV = 0, whose half-width at
half maximum (HWHM) is given by Eq. (5.10).
The maximum of the shift occurs at the resonance BNMR = 22.68mT (77Se, cf. Eq. (5.4))
at this modulation frequency fm = 185 kHz, where the tail of the Hanle curve already
decreases to zero. Keeping in mind that the magnitude of the shift Ashift and the shape of
its dispersive profile remain constant at magnetic fields BV ranging from 0mT to 140mT
(cf. Fig. 5.4), in stark contrast to the observed dependence of the spin polarization along
the z axis Sz, we conclude that the high nuclear fields, corresponding to strong shifts of
the RSA peaks, are probably induced by a spin polarization along the x or the y axis.
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5.3.2 Sx Component: Possible Shift of the NMR Frequency
The results so far indicate that the shift of the RSA peaks results from a magnetic field
BN of nuclear origin, which should have at least a certain component along the x direction
(∥ BV) to cause the observed shift of the RSA peaks. Thus, the nuclear spin polarization
of the 77Se isotope might result from a finite average electron polarization along the x
direction Sx.
However, such a spin polarization should result in an effective magnetic field acting on
the nuclear spins, the so-called Knight field (cf. Ref. [Kni49]). It will be denoted BK in
the following. This field, in turn, would alter the nuclear Larmor precession frequency ωN.
It would not only be determined by the external field BV, but by the superposition of
BV and BK. Thus, the idea of the measurements, presented in the following, is to check
for a deviation of the nuclear Larmor frequency or NMR frequency as a function of BV
from that described by Eq. (2.16) in Chapter 2. Especially, a significant offset at BV = 0T
would indicate a Knight field BK along the x direction.
Experimentally, we tested this by optically detected nuclear magnetic resonance (ODNMR,
cf. Section 3.4.4) measurements. A small radio frequency (RF) coil (cf. Section 3.1.2) near
the sample surface resonantly heated the nuclear spin system, if the resonance condition
fRF = fNMR was met. A double modulation technique was used to increase the signal-to-
noise ratio, where an amplitude modulation with 100% modulation depth was applied to
the RF excitation (cf. Section 3.4.4 for the experimental details) in addition to the helicity
modulation of the pump beam with the frequency fm.
Figure 5.10(a) depicts an RSA spectrum at fm = 50 kHz to illustrate the magnetic field
position BV (orange dashed line) at which the RF measurement, shown in Fig. 5.10(b),
was performed. We chose the position BV = 5.1mT on the right flank of the RSA peak left
of the small resonance, since this position is expected to be most sensitive to a resonant
heating of the nuclear spins. This heating reduces the shift of this peak and thereby leads
to an increase of the KR signal at fixed BV = 5.1mT.
The KR signal as a function of the RF frequency fRF is depicted in Fig. 5.10(b). At
fRF ≈ 40 kHz the KR signal shows a peak with a width of about 2.3 kHz (full-width at half
maximum (FWHM), cf. fit using Eq. (5.11)). Note that the RF amplitude ARF = 0.05Vpp
(Vpp=“Volt peak to peak”) was chosen as low as possible to avoid a broadening of the
NMR [Hei15a]. The exact NMR frequency can be determined by a fit of a Lorentzian to
the data
θKR(fRF) =
2A0
π
Γ
4 · (fRF − fNMR)2 + Γ2 +Aoff. (5.11)
This fit, illustrated by the red line in Fig. 5.10(b), yields a resonance frequency of fNMR =
(39.27± 0.02) kHz. Table 5.2 is a summary of all parameters of the fit and their errors.
Here, A0 is the amplitude, Γ the FWHM, and Aoff the offset.
By performing measurements at different BV in the range from 4mT to 20mT and the
corresponding fits with Eq. (5.11) we determine the NMR frequency fNMR as a function of
the magnetic field BV, shown in Fig. 5.10(c). The red line is a linear fit to the data using
the following equation
fNMR(BV) = BV ·m+ b. (5.12)
The data are weighted using the errors from the fits of the Lorentzians (cf. Eq. (5.11)).
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Figure 5.10 (a) RSA spectrum measured at fm = 50 kHz. The orange dashed line is the magnetic
field position BV at which the RF measurement, shown in panel (b), was performed. (b) Kerr
rotation at fixed BV = 5.1mT in dependence on the applied RF frequency fRF. The red line is a
nonlinear fit using Eq. (5.11). (c) Dependence of fNMR on BV. Red line is a linear fit to the data.
All measurements at T = 1.8K and PPu = 8mW. In analogy to Ref. [Hei15a].
We find a slope of m = (7.78± 0.03) kHzmT−1, which is about 4.5% lower than the value
from the literature (cf. Ref. [Har02]) γSe/(2π) ≈ 8.157 kHzmT−1. From the y-intersection
b = (−0.4± 0.2) kHz we estimate the magnitude of a possible Knight field BK along the x
direction
BK =
2πb
γSe
= (49± 25) µT, (5.13)
where the relative error of the Knight field BK is equal to the relative error of the y-
intersection ηb = σb/b according to Gaussian error propagation. These findings indicate
that the Knight field, resulting from a possible average spin polarization along the x
direction Sx, is on the order of a few tens of µT.
Table 5.2 Parameters of the best fit to the KR signal at BV = 5.1mT in dependence on fRF
shown in Fig. 5.10(b). The errors are obtained from the fit.
A0 18.2± 0.3 arb. units
fNMR 39.27± 0.02 kHz
Γ 2.31± 0.05 kHz
Aoff 0.009± 0.009 arb. units
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5.3.3 Sy: Compensation of the Knight Field with RF Fields
As discussed before (cf. Eq. (5.6) and its discussion in Section 5.2), the electron Larmor
frequency ωL is much bigger than the nuclear Larmor frequency ωN so that any interaction
between the electron spin system and the nuclear spin system should originate from an
average electron spin polarization, which is temporally constant or constant on the time-
scale given by the nuclear Larmor precession period TN = 2π/ωN. To test for the latter
possibility, we used the same arbitrary function generator (AFG) to trigger the EOM and
provide the RF voltage, where both channels were set to the same frequency: fm = fRF.
This ensures that the Knight field, following the helicity-modulation, and the oscillating
magnetic field, originating from the RF coil, had defined a phase with respect to each
other. This phase φ was controlled with the AFG and was determined from the voltage
drop at an additional resistor connected in line with the RF coil (cf. Section 3.4.8).
The advantages and peculiarities of this approach can be best explained in the frame of
the rotating wave approximation, where we change to a coordinate system rotating with
the frequency 2πfm about the x axis in the direction of the nuclear precession (rotating
frame system(RFS)). In the RFS, the nuclear spin, the parts of the average electron spin
polarization S following the helicity modulation and the corresponding Knight field BK, as
well as the magnetic field of the RF coil BRF, do not exhibit any precession, but are fixed.
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xBV
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Figure 5.11 (a) Illustration of the xz plane in the laboratory frame. The pump beam kpump, the
part of the average spin polarization following the helicity modulation S and the RF field BRF
are oriented along the z direction, where the z components of S and BRF alternate sign with fm,
denoted by the double arrows. The external magnetic field BV is oriented along the x direction.
(b) Illustration of the xz′ plane in a frame rotating about the x axis with 2πfm. Here kpump cannot
be shown, but the rotating frame is more suitable to illustrate the Knight field BK (yellow arrow),
which results from the average electron spin polarization S (orange arrow).
Figure 5.11 illustrates this transition and the concept of these measurements by depicting
these vectors in both the xz plane of the laboratory frame (a) and in the xz′ plane of
the rotating frame (b). For simplicity the nuclear spin is not shown yet. In Fig. 5.11(a)
(laboratory frame) S and BRF are shown as a blue-orange and a purple-red double arrow
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to emphasize that they alternate sign with fm. Due to the transformation to the frame
rotating about the x axis (cf. Fig. 5.11(b)), they become fixed vectors, but their relative
orientation/angle with respect to each other depends on the relative phase φ between the
helicity modulation and the RF voltage.
Here, they are shown in parallel configuration to illustrate the main idea of the measure-
ments presented in the following: The goal is to determine suitable parameters for the RF
excitation to compensate or at least to decrease the effect of the Knight field BK on the
nuclei. While both the RF amplitude ARF and the phase φ should influence the shift of
the RSA peaks, its dependence on the phase is of special importance, because it allows us
to conclude which component of the average spin polarization S induces the nuclear spin
polarization through its corresponding Knight field BK.
To that end, we performed a series of measurements: We varied the parameters of the
RF excitation and recorded the KR signal. The KR signal is recorded for an interval of
20 s for each pair of parameters (ARF,φ), where the first and last 5 s of the interval the KR
signal was measured without RF excitation and a consecutive interval of 10 s in the middle
was measured with RF excitation. The measurements were performed in this way (i) to
ensure that there is enough time to repolarize the nuclei in between the RF excitations
and (ii) to average over laser power fluctuations and other noise to improve the signal to
noise ratio. Figure 5.12 shows an example of such a measurement.
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Figure 5.12 KR signal in dependence on the time at BV = 26.0mT, PPu = 10mW, and T = 1.8K.
From t = 5 s to t = 15 s an RF excitation with ARF = 3.0Vpp and φ = 90° was applied to the
sample (sample #2), while no RF excitation was applied during the rest of the time.
To determine the change induced by the RF excitation, we averaged both the KR signal
without RF excitation and the signal with RF excitation and calculated their difference.
Here, specific intervals (“RF off”(blue lines): 0 s to 5 s and 18 s to 20 s; “RF on”(orange
line): 5.6 s to 15 s) were selected for the averaging to exclude to a good extend the transients
connected with the switching of the RF excitation. Here, a common average for both “RF
off”-intervals was calculated.
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Figure 5.13 shows the difference of KR signals with and without RF excitation, calculated
as described before, at fixed magnetic field (Fig. 5.13(a) BV = 26.0mT and Fig. 5.13(b)
BV = 27.8mT) in dependence on ARF and φ. The magnetic field position BV = 26.0mT
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Figure 5.13 (a) Contour plot: KR signal difference at fixed BV = 26.0mT and fm = fRF = 185 kHz
in dependence on the RF amplitude ARF (x axis) and the phase φ between the RF excitation and
the helicity modulation. The graphs to the right of the contour plot show cuts through this plot at
fixed phase φ = −90° (b) and RF amplitude ARF = 5Vpp (c), respectively. (d) Same as in (a), but
at BV = 28.7mT. All measurements at T = 1.8K and PPu = 8mW. In analogy to Ref. [Hei15a].
(Fig. 5.13(a)) corresponds to the right flank of the first RSA peak following the resonance at
BNMR = 22.68mT. Thus, a reduction of the shift of this peak, caused by the RF excitation,
should lead to a decrease of the KR signal (denoted by blue color), while an increase of
the shift should lead to an increase of the KR signal (denoted by red color). We observe
that the higher is the RF amplitude ARF, the stronger is the change of the KR signal,
but the efficiency of this change and its sign strongly depend on the phase φ between the
helicity modulation of the pump and the RF excitation. It exhibits a maximum (red region
in the contour plot) around φ = 90° and a minimum (blue region in the contour plot)
around φ = −90°. The cut through the contour plot at ARF = 5Vpp, shown in Fig. 5.13(c),
confirms this observation.
We interpret the maximum of the KR signal difference occurring at RF excitation with
φ = 90° as an amplification of the nuclear spin polarization by the RF field. The minimum
of the KR signal difference at φ = −90° suggests that here the nuclear spin polarization is
reduced by this field.
The phase that compensates the shift of the RSA peak most efficiently is φ = −90°. This
hints at the orientation of the Knight field BK, which induced the nuclear spin polarization.
This phase difference between the helicity modulation and the RF field means that the
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Knight field, oscillating with the helicity modulation frequency fm, is oriented along the y
axis in the laboratory system at the beginning of a modulation cycle, rotates about the
external field BV, and, thus, becomes oriented parallel to the z axis (+z direction). Since
this rotation takes a finite time, a quarter of the modulation period Tm4 , it equals a phase
difference of 90° in the RFS. Thus, the Knight field is best compensated, when the RF
field is applied directly along the −z direction (φ = −90°). The reduction of the Knight
field, in turn, decreases the nuclear spin polarization and, thereby, compensates the shift
of this RSA peak (see also Figs. 5.11 and 5.14).
The occurrence of the maximum KR signal at a phase of φ = 90° supports this inter-
pretation. This phase φ corresponds to an RF field applied along the +z direction, which
should enhance the effect of the Knight field oriented in the same direction and therefore
increase the shift of the RSA peak. The observed increase of the signal most likely results
from an increased shift of the RSA peak, so this observation confirms the considerations
on the orientation of the Knight field described before.
The dependence of the difference of the KR signals (“RF on” - “RF off”) on the RF
amplitude ARF is shown by the cut through the contour plot at φ = −90° (Fig. 5.13(b)).
It decreases with increasing ARF, and this decrease saturates at ARF = 5Vpp. Performing
Rabi oscillation measurements (cf. Section 3.4.5), we estimate the strength of the effective
field at the saturated RF amplitude level ARF = 5Vpp to BRF ≈ 170µT (cf. Section 3.4.5,
Eq. (6.4), and Chapter 6). However, it is important to note that this saturation amplitude
is determined at fixed magnetic field BV = 26.0mT and thus a possible dependence of the
saturation effect on the distance from the field of NMR BNMR is not tested here.
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Figure 5.14 Illustration of the Knight field BK and the RF field BRF in the rotating frame systems
(RFSs) at BV −BNMR > 0 and a phase of φ = −90° (a) and φ = 90° (b), respectively. In analogy
to Ref. [Hei15a].
The previous observations (cf. Fig. 5.4) already suggest that the shift of the RSA peaks
and therefore the underlying mechanism, e.g., the Knight field component inducing the
nuclear spin polarization, should not depend on BV in the range from 0mT to 140mT. To
further confirm this hypothesis, we performed the same measurements at BV = 28.7mT.
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This magnetic field corresponds to the left flank of the second peak following the RSA
peak, which exhibits the small additional peak at BV = BNMR. Since the KR signal was
measured on the left flank instead of on the right flank as in Fig. 5.13(a), the interpretation
of an increase or a decrease of the KR signal difference (“RF on” - “RF off”) is reversed.
Thus, blue color denotes an increase of the shift of the RSA peak, while red color means
that the shift was reduced by the RF excitation.
Except for a reversed dependence of the KR signal difference on the RF excitation the
overall behavior is very similar to that at BV = 26.0mT (cf. Fig. 5.13(a)). The shift
and thus the nuclear spin polarization is reduced at φ = −90° and increases at φ = 90°,
which indicates that the Knight field component inducing the nuclear spin polarization
has a constant phase relative to the RF excitation and is oriented along the y axis at the
beginning of the modulation cycle. Note that the asymmetry of the change of the KR
signal difference probably results from the specific position on the flank of the RSA peak,
e. g., the slopes for a shift towards higher and lower magnetic fields differ.
As in Fig. 5.13(b) the effect of the RF excitation at φ = −90° saturates at ARF = 5Vpp.
However, the magnitude of the induced change differs, which probably is a result of a
different position on the flank compared to Fig. 5.13(a).
The effect of an RF excitation with fRF = fm was investigated further by recording
RSA spectra, while the sample was exposed to the RF field. Figure 5.15(a) shows several
RSA spectra, measured for sample #2 at a pump power of PPu = 10mW, a helicity
modulation/RF frequency of fm = fRF = 185 kHz, a phase of φ = −90° and RF amplitudes
ARF in the range from 1.2Vpp to 2.4Vpp. In addition, two spectra measured without
RF excitation are shown: The spectrum at the bottom of the waterfall plot (black line)
is measured at low power (PPu = 0.2mW) and serves as a reference (cf. also vertical
dashed black lines referring to their positions) to calculate the shift of the RSA peaks of
all other spectra, while the top spectrum (light orange line) is recorded at high power
(PPu = 10mW) and serves as a reference for the shift of the peaks without the influence of
the RF excitation.
Starting from the second spectrum from the top of the waterfall plot (blue line, ARF =
1.2Vpp) the measurements are performed with increasing RF amplitude ARF (increment:
0.2Vpp). The data are arranged in this way to illustrate how the increasing RF amplitude
let the peaks approach the positions at PPu = 0.2mW (bottom spectrum (black line) and
cf. vertical dashed black lines denoting its peak positions). Here, the peaks close to the
resonance even exhibit a shift in the opposite direction compared to the reference spectrum
(black line, PPu = 0.2mW) without RF excitation.
In addition to the shift of the peak positions we observe another deviation from the high
power RSA spectrum without RF excitation (top spectrum, light orange line, PPu = 10mW):
While the shift of the peaks aroundBNMR in the opposite direction only becomes pronounced
at “higher” RF amplitudes ARF ≥ 1.8Vpp, the small, additional peak almost completely
disappeared already at ARF = 1.2Vpp. The corresponding RSA spectrum (second spectrum
from the top, blue line) only exhibits a slight kink at its former position. This kink was
even inverted at higher RF amplitudes ARF.
Figure 5.15(b) shows the shift of the RSA peak positions under RF excitation compared
to the reference spectrum at PPu = 0.2mW without RF excitation. Similar to the
measurements at fixed magnetic field (cf. Fig. 5.13), we observe a decrease of the shift of
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Figure 5.15 (a) RSA spectra (sample #2) under RF excitation at φ = −90°, PPu = 10mW,
T = 1.8K, fm = fRF = 185 kHz, and different RF amplitudes ARF (cf. legend in (b)). The RSA
spectrum at the bottom of the waterfall plot (black line, PPu = 0.2mW) and the spectrum at the
top (light orange line), PPu = 10mW) are measured without additional RF excitation and serve
as a reference to calculate the shift. The vertical dashed black lines mark the peak positions of
the bottom spectrum. (b) Shift of the RSA peaks in relation to their position at PPu = 0.2mW
without RF excitation as a function of the magnetic field (their positio)n at low power without RF
excitation.
the RSA peaks at φ = −90° under RF excitation for all ARF. As the shift itself depends
strongly on the distance BV −BNMR from the resonance, we expect that the influence of
the RF excitation will also depend on it.
Indeed the data support this hypothesis: While an RF amplitude of ARF = 1.2Vpp is
sufficient to decrease the shift of the peaks on the left side and the right side of BNMR to
a large extent, the effect on the shift of the peaks at the tails of the dispersive profile is
significantly weaker. The spectra at higher ARF add further support to these considerations:
Although the first peaks on both sides of the resonance already shifted in the opposite
direction with increasing ARF, so that the dispersive profile was inverted close to BNMR,
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the peaks at the tails exhibited only a weak shift in the opposite direction. Note that the
shift of all spectra exhibits a significant, positive offset, which is subject of further studies
and is out of the scope of this work.
5.4 Theoretical Model of the Shift of the RSA Peaks
All-optical NMR, as it occurs in the form of the resonances of the 77Se and the 67Zn
isotopes in the RSA spectra, can be the result of two different processes [Zhu14]: resonant
heating or resonant cooling of the nuclear spin system (NSS). The former occurs when
the exciting light has a constant helicity, but is intensity modulated with a frequency
fm ≈ fNMR. The optical pumping (cf. Ref. [Coh66]) with variable intensity results in
fluctuations in the number of photoexcited electrons and thus the optically induced spin
polarization S. Hence the Knight field BK, which is directly proportional to S, oscillates
with fm. This field efficiently heats up the NSS at fm ≈ fNMR and thereby decreases the
polarization of the nuclear spins [Zhu14]. The process of resonant heating is observed in
Fig. 5.10(a), where the KR signal in dependence on the RF frequency fRF at fixed BV was
measured. The only difference is that here the nuclei are not heated by the oscillating
Knight field BK, but by the RF field BRF. In both cases, the nuclear spin heating occurs
as an absorption-like signal (cf. Fig. 5.10(a)).
The main observation - the shift of the RSA peaks - can be explained by resonant
cooling of the NSS, which can occur under helicity modulated optical excitation. A helicity
modulation is usually considered to reduce or even suppress dynamic nuclear polarization
(DNP) [Ast08a; Fli10; Gre12; Col12]. However, it is important to note that this is not
always the case and it depends on the exact experimental conditions and the properties of
the sample under study. If the helicity modulation period Tm is longer than the transverse
relaxation time of the nuclear spins TN2 (cf. [Hei16] and Chapter 6) [Mei84; Zhu14] or
the helicity modulation frequency fm is tuned into resonance with the nuclear Larmor
frequency or NMR frequency fNMR, a significant DNP can be observed [Zhu14]. In the
latter case, the DNP is the result of resonant nuclear spin cooling in the oscillating Knight
field BK, which in contrast to resonant heating exhibits a dispersive profile [Zhu14], as it
is observed for the shift of the RSA peaks in dependence on the magnetic field BV.
5.4.1 Classical Nuclear Spin Cooling in the Rotating Frame System
To describe this process in relation to the experimental results, we should recall the
experimental configuration and its peculiarities. Figure 5.16(a) shows the orientation of
the pump beam k vector kpump, the resulting average electron spin S, oscillating with fm
and the external field BV in the laboratory frame system (LFS). Since the strongest shift
and most pronounced additional, small RSA peaks are observed for the 77Se nuclei, only
the nuclear spins of this isotope shall be considered in the theoretical model. According to
Ref. [Fle84], dynamic nuclear polarization is the result of nuclear spin flips in the Knight
field BK of the electron spins, which is given by the following equation
BK = beS. (5.14)
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Figure 5.16 (a) Illustration of the spin orientation and the external magnetic field in the xz plane
of the laboratory frame system (LFS). The orange and blue arrows denote the average spin S for a
σ+- and σ−-polarized pump, respectively. Since the pump helicity is modulated with fm, the spin
oscillates between an orientation along the z and the −z direction: S = S(t) The turquoise arrow
denotes the orientation of the pump beam k vector kpump (along the z direction), while the external
magnetic field BV is oriented along the x direction and perpendicular to S and kpump. (b) Scheme
of internal and external magnetic fields in the rotating frame system (RFS). BK (gray arrow) and
S are the average Knight field and spin, respectively. The superposition of the field BK resulting
from the average spin and the external field BV leads to a total magnetic field Btotal (green arrow),
which deviates from the x direction. The red and light red arrows denote the induced nuclear spin
polarization of 77Se and its projection on the x axis, respectively. In analogy to Ref. [Hei15a].
Here be denotes the maximal Knight field amplitude at the center of the donor and is given
by
be = − ASev0
γSeℏπa3loc
, (5.15)
where aloc is the localization radius of the electron at the donor and v0 is the primitive cell
volume with a two-atom basis [Fle84; Hei15a]. It is given by v0 = a30/4. Here a0 = 0.566 nm
denotes the lattice constant of ZnSe [Paw11].
Near the resonance (BV ≈ BNMR), the Knight field BK precesses synchronously with
the nuclear spins (cf. Fig. 5.16(b)) and provides a temporally constant energy flow into
the NSS. This energy flow, in turn, results in the build-up of a nuclear spin polarization I.
If the external field BV is close to the field of NMR BNMR, the projection of the nuclear
spin polarization on the x axis is given by
Ix =
(S ·BK)(BV −BNMR)
(BV −BNMR)2 +B2K +B2L
. (5.16)
Here, BL denotes the root mean square local field resulting from the nuclear dipole-dipole
interactions [Fle84; Zhu14; Hei15a]. The build-up of the nuclear spin polarization can be
interpreted as nuclear spin cooling in the RFS. The Knight field, oscillating at a frequency
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of 2πfm, is described by a superposition of two components rotating about the x axis
(magnetic field) in opposite directions. At BV ≈ BNMR the component, which rotates in
the same direction as the nuclear spin, is the important one, while the other one can be
neglected. Since the selenium spins have γSe > 0, the nuclear spins rotate counterclockwise
in the yz′ plane. The Knight field component rotating in the same direction as the nuclear
spins is constant. Therefore, the nuclear spin polarization is projected onto the direction of
the external magnetic field BV (x direction) by the superposition of the constant Knight
field BK and the external magnetic field BV, which results in a total magnetic field
Btotal = (BV −BNMR) +BK deviating from the x direction. The projected component of
the nuclear spin Ix alters the electron Larmor precession frequency and thereby causes the
shift of the RSA peaks, which will be explained in more detail in the following. Note that
according to Eq. (5.16) Ix vanishes at the resonance BV = BNMR in agreement with the
dispersive profile of the shift of the RSA peaks.
The shift is caused by a nuclear field BN acting back on the electron spins, the so-called
Overhauser field [Ove53]. In analogy to the Knight field BK, the Overhauser field BN
results from the collective magnetic moments of a polarized spin ensemble - here the nuclear
spins. Thus, its projection on the x axis BN,x is directly proportional to Ix:
BN,x =
ASeχSeIx
µBge
(5.17)
Here, ASe = 33.6µeV is the hyperfine constant of selenium, taken for a primitive cell with
two nuclei [Syp11b; Syp11a], and χSe = 0.0758 is the natural abundance of the 77Se isotope.
Combining Eq. (5.16) and Eq. (5.17) we can begin to explain the observed shift of the
RSA peaks: The projection of the nuclear spin polarization on the x axis as a function of
the magnetic field BV has a dispersive profile, where its sign is determined by the detuning
BV−BNMR from the NMR. The superposition of the external field and the Overhauser field
leads to an effective field Beff = BV +BN,x, determining the Larmor precession frequency
ωL = µBgeℏ (BV +BN,x) of the electron spins so that it deviates from the expected strictly
linear dependence on BV. These equations can explain the observed shift, but we should
keep into account the sign of the observed shift, determined by the signs of all quantities in
Eqs. (5.15) to (5.17). The gyromagnetic ratio γSe > 0 and the hyperfine constant ASe > 0
have a positive sign, so that Eq. (5.15) yields be < 0. Thus, for ge > 0, as it is the case in
this material, Eqs. (5.16) and (5.17) reproduce the sign of the induced shifts, illustrated
in Figs. 5.1(b), 5.3(b), 5.4, 5.5 and 5.9(b). According to Eq. (5.17), the Overhauser field
component BN,x is positive at BV < BNMR and thus leads to a shift of the RSA peaks
towards smaller BV, while it is zero at BV = BNMR and becomes negative at BV > BNMR
so that the RSA peaks shift towards higher magnetic field.
Combining Eq. (5.14) and Eq. (5.16) yields
Ix =
beS2(BV −BNMR)
(BV −BNMR)2 + b2eS2 +B2L
. (5.18)
The induced nuclear spin polarization and the resulting shift of the RSA peaks should
exhibit an S2 dependence, which is in very good agreement with the experimentally
observed dependence (cf. Fig. 5.6(b)). In addition, it also fits to the fast decrease of the
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shift with increasing detuning from the resonance illustrated by the data in Fig. 5.6(c),
because there also is an S2 term in the denominator of Eq. (5.18).
5.4.2 Nuclear Spin Polarization and Nuclear Spin Diffusion
To test if the model can describe the observe shift also quantitatively, we search proper
parameters to simulate the data calculated from fits to the TRKR spectra, which are
shown by the blue triangles in Fig. 5.9(b). The simulation was performed on the basis of
the following equation, obtained by combining Eq. (5.17) and Eq. (5.18)
BN,x(BV) =
ASeχSe
µBge
beS2(BV −BNMR)
(BV −BNMR)2 + b2eS2 +B2L
. (5.19)
This equation contains only two free parameters: the spin polarization S and the maximal
Knight field amplitude be. Here, we find that the spin polarization should be fixed at
S = 0.07 (cf. the following discussions) and the only remaining parameter is be.
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Figure 5.17 Peak shifts calculated from TRKR spectra (blue triangles, left axis, shifted downwards
to compensate for the offset) and the nuclear field component BN,x according to the theoretical
model represented by Eq. (5.19) for two different maximal Knight field amplitudes be = −10mT
(orange line) and be = −100mT (green line). The purple line represents BN,x, obtained from a
nonlinear best fit to a model, which takes into account that the magnitude of the Knight field
depends on the distance from the donor (cf. Eq. (5.27).
Figure 5.17 shows two attempts to determine the proper maximal Knight amplitude
be to fit the model to the experimentally determined shift (blue triangles): While a
value of be = −10mT results in a very steep, fast decaying dispersive profile around
BV ≈ BNMR, whose maximum exceeds the experimentally determined value, a higher value
of be = −100mT leads to a broader, slowly decaying dispersive profile, which mirrors the
long tails of the experimental data, but not the steep change around the resonance. We
already assume that a superposition of profiles with different be might be able to model
the observed profile, but how do we motivate or explain this superposition?
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The flaw of the model given by Eq. (5.19) is that it assumes a homogeneous Knight
field over the whole localization volume of the donor-bound electron [Hei15a], while the
probability density of the electron
Ψ2(r) = 1
πa3loc
exp (−2r/aloc) (5.20)
and therefore also the magnitude of its Knight field
BK(r) = beS exp (−2r/aloc) (5.21)
depend on the distance from the donor r.
The approximation by a homogeneous Knight field BK is only valid, if nuclear spin
diffusion due to flip-flop processes between neighboring nuclei leads to a uniform nuclear
spin polarization (cf. Refs. [Blo54; Dya08]). This approximation was successfully used
to explain the occurrence of the small additional peak in RSA spectra, measured for
a fluorine-doped ZnSe epilayer (sample #1 in this thesis) and other kinds of material
systems (CdTe/CdMgTe QW heterostructure, a single ZnSe/ZnMgSe QW and a GaAs
epilayer) [Zhu14].
It is important to note that nuclear spin flips are only allowed, if they obey the law of
conservation of energy. Thus, the energy difference due to the nuclear spin flip-flops must
not exceed the energy ℏγSeBL, which can be compensated by the nuclear dipole-dipole
reservoir. To estimate if the spin diffusion is possible in this material we first need to
calculate the average distance between neighboring nuclei with non-zero nuclear spin (77Se).
It is determined by the lattice constant a0 = 0.566 nm and the natural abundance of 77Se
χSe = 0.0758
R = a0
χ
1/3
Se
≈ 1.34 nm. (5.22)
This allows us to obtain the difference of the Knight field at two neighboring 77Se nuclei
in dependence on the distance r from a donor, and compare it to the local nuclear field
BL ≈ 0.006mT [Zhu14]
beS exp (−2r/aloc)[1− exp (−2R/aloc)] ≤ BL. (5.23)
From this equation, we obtain an estimation of the distance r from the donor at which
nuclear spin diffusion becomes possible.
We also need to determine the maximal Knight field amplitude be. The localization
radius of the donor-bound electron can be calculated from its donor binding energy or
activation energy Ea ≈ 27meV [Gre12] (see also Ref. [Mer72]) and its effective mass
m∗e = 0.145me [Gre12] via the following equation [Hei15a]
aloc =
ℏ√
2m∗eEa
≈ 3.4 nm, (5.24)
where me = 0.511MeV is the electron rest mass [Moh15]. Evaluating Eq. (5.15) with
aloc = 3.4 nm yields a significant Knight field of
be ≈ −370mT
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at the donor center, which can be explained by the strong localization of the electron at
the donor. As stated before (cf. also Ref. [Hei15a]), the average spin polarization has a
value of S = 0.07 and together with the Knight field amplitude be = −370mT allows us
to estimate the area around a donor, where the nuclear spin diffusion would violate the
principle of conservation of energy. Using Eqs. (5.22) and (5.23), we find that the nuclear
spin polarization should be spatially inhomogeneous in a radius of about 3.9aloc around a
donor.
At the doping level nF ≈ 1× 1018 cm−3 of sample #2 the average distance d¯ between
them can be calculated as
d¯ =
( 3
4πnF
)1/3
≈ 6.2 nm ≈ 1.8aloc. (5.25)
As a result, nuclear spin diffusion should be completely hindered in sample #2, since the
distance from a donor at which nuclear spin diffusion would become possible is not reached
at this dopant concentration.
For sample #1 with a donor concentration of nF ≈ 1× 1015 cm−3 we find
d¯ ≈ 62 nm ≈ 18aloc
so that here the nuclear spin diffusion is possible at least in the volume between the donors.
However, the spin diffusion should still be hindered at distances r < 3.9aloc and the nuclear
spin polarization is very small outside this volume (cf. discussion of Fig. 5.18). Thus, the
main contribution to the shift should stem from inhomogeneously polarized nuclei, as it is
the case for sample #2. These considerations are supported by the observed shifts of the
RSA peaks and the corresponding dispersive profiles for sample #1, which are very similar
to those for sample #2.
Following these considerations, we improve the model by taking into account the spatial
inhomogeneity of the nuclear spin polarization. Due to the spherical symmetry of the
Knight field of the donor-bound electrons, the induced nuclear spin polarization is still
isotropic, but depends on the distance from the donor. It is given by
Ix(r) =
beS2 (BV −BNMR) exp (−2r/aloc)
(BV −BNMR)2 + b2eS2 exp (−4r/aloc)
, (5.26)
where the small local nuclear field BL is neglected. To determine the projection of the
Overhauser field on the x direction, we integrate over the Ix(r) at different distances from
the donor and weigh them with the probability density of the donor-bound electron
BN,x =
ASeχSe
µBge
∫
Ix(r)Ψ2(r)4πr2dr. (5.27)
The best fit (purple line) to the data (blue triangles), using Eq. (5.27) and shown in
Fig. 5.17, yields be = −370mT and S = 0.07.
Now that we know the parameters for the model it is instructive to illustrate the
characteristic quantities (BK, BL, Ix) as a function of their distance from the donor.
Figure 5.18 shows on a logarithmic scale how the magnitude of the Knight field BK (gray
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Figure 5.18 Illustration of the Knight field BK (gray line, left axis), the local nuclear field BL (blue
line, left axis), and the projection of the nuclear spin polarization on the x axis Ix as a function of the
distance from the donor as a function of the localization radius of the donor-bound electron aloc. The
data were calculated using Eqs. (5.21) and (5.26) with following parameters: be = 370mT, S = 0.07,
and aloc = 3.4 nm, resulting in a maximal Knight field amplitude BK(0) = beS = 25.9mT. The
yellow filling marks the nuclear spin diffusion area, beginning at r > 3.9aloc. In analogy to
Ref. [Hei15a].
line, left axis) intersects with the local nuclear field BL (blue line, left axis) at a distance
of about 3.9aloc. At this distance (dashed line, border to the yellow-filled nuclear spin
diffusion area) the projection of the nuclear spin polarization on the x axis Ix already
decreases by three orders of magnitude (factor 1200) compared to its maximal value directly
at the donor center. Thus, the nuclear spin polarization in the nuclear spin diffusion area
is homogeneous, yet very small compared to the polarization in the spatial inhomogeneous
area (r < 3.9aloc). Moreover, evaluating the integral
3.9aloc∫
0
Ψ2(r)4πr2dr (5.28)
we find that the donor-bound electron is to 98% confined to the area with a spatial
inhomogeneous nuclear polarization [Hei15a]. Thus, even at the dopant level of sample #1,
where should be a large volume of homogeneously polarized nuclei in between the donor
centers, the main contribution to the Overhauser field component BN,x should originate
from the inhomogeneously polarized nuclei in the vicinity of the donors.
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5.4.3 Estimations of the Sy Spin Polarization
We do not find a significant spin polarization along the z axis Sz at magnetic fields
BV > 15mT, which is in good agreement with the dependence Sz = Sz(BV) predicted
by the Hanle curve (cf. Section 2.4.3). The half-width of the Hanle curve is given by (cf.
Eq. (2.34))
B1/2 =
ℏ
geµBT ∗2
≈ 1.26mT. (5.29)
Here the natural constants [Moh15] ℏ = 6.5821× 10−16 eV s, µB = 5.7884× 10−5 eVT−1,
the electron g factor ge = 1.1± 0.1 [Gre12], and the inhomogeneous spin dephasing time
T ∗2 ≈ 8 ns (sample #2, cf. Ref. [Gre12]) were used. Thus, according to the Hanle curve,
the average spin polarization should be reduced by a factor(
BV/B1/2
)2 ≈ ( 20mT1.29mT
)2
≈ 240. (5.30)
However, the nonlinear fit using Eq. (5.27) to the dispersive profile of the experimentally
determined shift (see the purple line in Fig. 5.17) yields a constant, average spin polarization
of S = 0.07 and the dispersive profile of the shift itself does not exhibit any changes for
increasing external field BV even up to 140mT. This observation allows us to assume
that, in contrast to the considerations regarding the Hanle curve of the electron spins, a
significant average spin polarization is present at a wide range of magnetic fields BV. The
experiments using additional RF fields with fm = fRF hint at an average spin polarization
along the y direction Sy. Thus, we estimate the average spin polarization components Sy
and Sz based on the theory by I.A. Yugova, presented in Ref. [Zhu14]. Figure 5.19(a) shows
both components as a function of the magnetic field BV. The data were calculated using
Eq. (13) from Ref. [Zhu14], where the averaging was done over one laser repetition period TR.
Realistic parameters T ∗2 ≈ 10 ns and TR = 13.2 ns were chosen for the calculations [Hei15a],
where we assumed an optical pulse area [Zhu14]
Θ =
∫
2⟨d⟩E(t)dt/ℏ = 0.5. (5.31)
Here, ⟨d⟩ is the dipole transition matrix element, and E(t) is the electric field of the laser
pulse. A pulse area of Θ = π results in a 100% generation of the donor-bound excitons
(D0X-HH).
For these realistic parameters the Sz component exhibits a significant polarization only
around BV = 0 and decays to nearly zero for BV > 10mT in good agreement with
the experimental data (cf. Fig. 5.9(a)), while the Sy component decays much slower
with increasing BV. The inset emphasizes their difference at higher fields. According to
Ref. [Zhu14] the vector sum of the components decreases with increasing magnetic field as
1/BV. Note that both components exhibit small oscillations in dependence on the magnetic
field BV.
Figure 5.19(b) illustrates the relative phase between the two spin polarization components
in dependence on the magnetic field BV. Except for a narrow region around BV = 0, we
find a nearly constant phase difference of 0.5π or 1.5π of Sy relative to Sz for BV > 5mT,
which is in good agreement with the experimental results presented in Fig. 5.13. As said
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Figure 5.19 (a) Average spin components (orange line: Sy, blue line: Sz) in dependence on the
magnetic field BV. The inset emphasizes the difference of the magnitudes of the Sy and the Sz
component at elevated magnetic fields BV from 30mT to 40mT. (b) Phase ϕ between the spin
components Sy and Sz simulated at two different spin dephasing times T ∗2 = 3TR (red line) and
T ∗2 = 0.5TR (black line). Note that the colors correspond to the curves, shown in the inset. This
inset illustrates the phase oscillation amplitude ϕosc in dependence on the optical pulse area Θ
for three different spin dephasing times. The longer the spin dephasing takes in relation to the
repetition period TR, the larger the theoretically predicted phase oscillation amplitude ϕosc. In
analogy to Ref. [Hei15a].
before, the phase between Sy and Sz is only nearly constant: It exhibits small oscillations.
The inset of Fig. 5.19(b) shows these oscillations as a function of the optical pulse area
Θ and for three different inhomogeneous spin dephasing times T ∗2 in units of the laser
repetition period TR. The longer the spin dephasing time is in relation to the repetition
period TR, the larger the theoretically predicted phase oscillation amplitude ϕosc, which
explains the small oscillations of both components in Fig. 5.19(a).
Following these considerations and the experimental results, only the spin polarization
component Sy could explain the occurrence of the shift, resulting from a polarization of the
nuclei, even at higher magnetic fields BV. Nevertheless, the total average spin polarization
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S should decay with the inverse external magnetic field ∝ 1BV according to the theory
presented in Ref. [Zhu14]. The nuclear spin polarization, in turn, is proportional to S2
(cf. Eq. (5.26) and the experimental results, shown in Fig. 5.6) and thus in contrast to
the experimental results, presented in Fig. 5.4, should decay as B−2V . These experimental
results (Fig. 5.4) hint at the existence of a significant average spin polarization component
even at elevated external magnetic field up to BV = 140mT.
This assumption is further supported by the experiments on the compensation of the
Knight field BK with an additional RF field BRF(cf. Fig. 5.13), which demonstrate that
there is a significant average spin polarization component Sy in the range of the investigated
fields BV from 20mT to 40mT. Taking into account these two experimental observations,
we conclude that a strong average spin polarization component Sy exists and does not
change in the studied magnetic field range from 0mT to 140mT, which contradicts the
theoretical simulation, presented in Fig. 5.19. The spin polarization component Sy causes
the nuclear spin polarization, which, in turn, leads to a shift of the RSA peaks at higher
excitation densities.
5.5 Conclusion
We present a detailed study of the electron-nuclear interaction at the conditions of a
time-resolved Kerr rotation (TRKR) experiment. Despite the low natural abundance of
isotopes with nonzero nuclear spin in the studied material system ZnSe (cf. Table 2.1), we
observe significant effects resulting from the nuclear spins. Since the low natural abundance
is emphasized as an advantage of this material system [Gre12], these effects might seem
surprising at first. Comparing the maximum Overhauser field BN in InGaAs QDs reported
by Auer et al. [Aue09]
BmaxN = 6.9T
with estimations for our material system according to Eq. (5) from Ref. [Tes08]
BmaxN =
ISeχSeASe + IZnχZnAZn
geµB
≈ 25.3mT, (5.32)
the strong effects resulting from the nuclear spin polarization are even more surprising.
However, adapting the considerations of Akimov et al. [Aki06], who studied CdSe/ZnSe
quantum dots (QDs), for donor-bound electrons in ZnSe, we can explain the strong nuclear
signatures in the resonant spin amplification (RSA) signals: The strength of the electron-
nuclear hyperfine interaction is not only characterized by the isotope abundances χ and
the hyperfine constants A, but also by the number of nuclei NL effectively seen by the
electron [Aki06].
Due to the low natural abundance and the strong localization of the electron spin at the
fluorine donor the number of nuclei interacting with a single electron spin is very small.
About 790 77Se and 430 67Zn nuclei interact with a donor-bound electron confined to its
localization volume with radius aloc [Gre12], so the total number of nuclei with nonzero
spin in this volume is about NL = 1220. This is in stark contrast to the situation in typical
III-V QDs, where NL is in the range from 1× 105 to 1× 106 [Aki06]. Taking into account
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that the effect of the Knight field BK on a single nucleus scales like A/NL, we can explain
the significant electron-nuclear interaction in the studied material system.
We use the TRKR in RSA configuration and obtain a deep insight into the electron-
nuclear spin dynamics. The optical orientation of the electron spins by the pump beam
results in a dynamic nuclear polarization (DNP) at high pump power and reveals itself as
a shift of the RSA peak positions. Zhukov et al. already demonstrated that the TRKR
technique in RSA configuration allows one to all-optically measure the nuclear magnetic
resonance (NMR) frequency, where the NMR in the external field BV (Voigt geometry) was
addressed by the helicity modulation frequency of the pump beam. While in that study the
pump was modulated using different photoelastic modulators (PEMs), which allowed only
for a modulation at certain, fixed frequencies, in this work an electro-optical modulator
(EOM) modulated the pump beam and allowed us to vary the helicity modulation frequency
fm in a broad range. Furthermore, we focus on the detailed study of a single material
system and the nature of the inhomogeneous nuclear spin polarization, revealing itself not
only in the form of the small additional peak in the RSA spectra, but also in the form of
the shift of the RSA peaks.
To obtain an even better understanding, we performed TRKR measurements in the same
magnetic field range as the RSA spectra, where BV was increased in incremental steps of
1mT. This allows us to determine the induced nuclear fields not only at the positions of
RSA peak but also in between the peaks. The increased magnetic field resolution reveals
the sharp transition at BV = BNMR.
The experimental findings allow us to develop and test a quantitative model, describing
the observed shifts of the RSA peaks at high pump power with all their peculiarities. The
model is based on classical nuclear spin cooling in the rotating frame system, which results
in a DNP. This conclusion is supported by the position of the small additional peak in the
RSA spectra and its dependence on the helicity modulation frequency fm. The shape and
the width of the dispersive profile of the shift of the RSA peaks indicate that the DNP is
driven by the inhomogeneous Knight field BK of the donor-bound electrons. Measurements
using an additional RF field indicate that the field BK is pointing along the y direction
and does not depend on the external magnetic field BV in the studied range from 20mT
to 40mT. Furthermore, the dispersive profile of the peak shift, measured at increased
modulation frequencies fm to shift it to higher BV, exhibits no changes in the studied
BV range from 0mT to 140mT. The model equation for the nuclear polarization along
the x direction allows us to estimate the value of the Knight field BK. This value, in
turn, leads to the conclusion that the nuclear spin diffusion is hindered within a radius of
about 3.9aloc around a fluorine donor center. Taking into account the average distance
between donors for sample #2 of d¯ ≈ 1.8aloc, we conclude that no nuclear spin diffusion
can take place in this sample so that the DNP results in an inhomogeneous nuclear spin
polarization explaining the occurrence of the broad dispersive profile of the shift of the
RSA peaks. While the average distance between donors is much larger for sample #1
(d¯ ≈ 18aloc) and thus nuclear spin diffusion is possible in the area between the donors, the
magnitude of the Knight field BK at distances exceeding 3.9aloc is very small, and so the
main contribution to the Overhauser field BN should originate from the inhomogeneous
nuclear spin polarization within r < 3.9aloc.
While the presented model accurately describes the observed dispersive profile of the
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shift of the RSA peaks, except for the offset of the dispersive profiles, which is out of
the scope of this thesis and is subject of further studies, the significant, constant spin
polarization component Sy providing the DNP contradicts the theoretical model presented
in Ref. [Zhu14]. According to this model the modulus of the average spin polarization
should decay as B−1V and, in turn, should lead to a reduction of the shift of the RSA peaks.
However, this is not observed in experiment and this suggests that there is a relatively
strong spin polarization component Sy that does not depend on the magnetic field BV in
the studied range. This component Sy could result from certain intrinsic anisotropies of
fluorine-doped ZnSe. The fluorine donor, placed in the lattice at a selenium site, could
cause such an anisotropy. A further possible explanation is an anisotropy of the electron
spin generation, resulting from strain in the crystal lattice.
However, a DNP mechanism, which does not rely on a relatively strong, constant spin
polarization component Sy, was considered and investigated experimentally. At sufficiently
high pump power the DNP could be provided via the optical Stark effect, which denotes the
interaction of the absorption resonance with the circularly polarized light. Korenev [Kor11]
described that in the case of pulsed excitation the laser pulses can induce an electron spin
polarization component Sx along the external field BV, if the electron spins precess in
phase with multiples of the laser repetition frequency (cf. phase synchronization condition
for RSA peaks (Eq. (3.6))). Due to the interaction with the absorption resonance, the sign
of the induced spin polarization should depend on the energy difference between absorption
and excitation. Thus, we determined the shift of the RSA peaks at excitation energies
below and above the D0X-HH resonance. We observe no sign changes of the induced shift
and conclude that the DNP is not provided via the optical Stark effect.
It is for low fields,[...], that a theoretical
examination making use of thermodynamic
principles yields new quantitative predictions. In
particular, a spin temperature is analytically
defined, and its identity with thermodynamic
temperature is experimentally established.
A. Abragam and W. G. Proctor [Abr58]
6 Dynamics of the Nuclear Spin
Polarization
In Chapter 5, the induced spatially inhomogeneous nuclear spin polarization is explained
using a model based on the concept of classical nuclear spin cooling (see also Ref. [Hei15a]).
However, this concept implies that the nuclear spin system (NSS) can be described using
the spin temperature approach (cf. Section 2.3.9). Thus, the spin relaxation time TN1
and the spin coherence time TN2 of the ensemble of nuclear spins must fulfill the following
relation (cf. Eq. (2.27))
TN1 ≫ TN2 , (6.1)
where both characteristic times of the NSS will be measured at the conditions of the
pump-probe experiment in this chapter.
6.1 Measurement of the Nuclear Spin Relaxation Time TN1
To determine the first of these two times, we develop an all-optical approach. It is based on
a fast switching between two different pump helicity modulation frequencies fm,1 and fm,2
(cf. Section 3.4.3 for a description of the employed electronic components). Note that all
measurements presented in this chapter were performed for sample #2 (nF ≈ 1× 1018 cm−3,
cf. Section 3.3) at the following conditions (unless specified otherwise): PPu = 8mW,
PPr = 0.5mW and T = 1.8K. The first modulation frequency fm,1 (example measurement
in Fig. 6.1: fm,1 = 100 kHz) was selected to ensure that the magnetic field of the optically
addressed nuclear magnetic resonance (example: BNMR = 12.3mT) is close to the external
field (example: BV = 15.7mT) so that the KR signal is maximally influenced by the nuclear
polarization, corresponding to the shift of the RSA peak near the resonance. We chose
the second modulation frequency fm,2 = 1050 kHz so that the distance between the field of
NMR BNMR = 128.7mT (cf. Eq. (5.4)) and the external field (example: BV = 15.7mT)
was very large. This ensures that the nuclear polarization becomes very small upon
switching to fm,2 despite the extended tails of the dispersive profile of the shift of the RSA
peaks, described in Section 5.1. As a result, the change of the KR signal due to the change
of fm will be maximal, if the external field BV is set to the right flank of the RSA peak
following the resonance (cf. Fig. 6.1(a)). This is the case for the example measurement,
where the magnetic field position BV is illustrated by the arrow in Fig. 6.1(a). Note the
relatively large KR signal difference between fm,1 and fm,2 at this field, which improves the
signal-to-noise ratio of the KR transient recorded upon switching the helicity modulation
frequency.
Figure 6.1(a) shows a comparison of two RSA spectra: The spectrum at fm,1 = 100 kHz
is illustrated by the blue line and the one at fm,2 = 1050 kHz by the green line. All
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Figure 6.1 (a) RSA spectra (sample #2), measured at fm,1 = 100 kHz (blue line) and fm,2 =
1050 kHz (green line). The optically induced NMR of the 77Se isotope at fm,1 = 100 kHz is shown
by the gray arrow, and the red arrow marks the magnetic field position (BV = 15.72mT) for the
measurement shown in Fig. 6.1(b). (b) KR signal transients at fixed BV, induced by switching
from fm,2 (green line) to fm,1 (blue line). The red line shows a double exponential fit to the data.
Its parameters are given in Table 6.1. In analogy to [Hei16].
peak positions slightly differ for the two modulation frequencies, where the peak at fm,1
following the NMR of the 77Se (see gray arrow) exhibits the largest shift with respect to
the corresponding peak at fm,2.
Figure 6.1(b) illustrates the transient upon switching the modulation frequency from
fm,2 to fm,1 averaged over many switching cycles. The measurement at fixed BV allows us
to detect the change of the KR signal due to the shift of the RSA peak, which, in turn,
results from a change of the spin polarization of the 77Se nuclei. Upon switching from fm,2
to fm,1 at t = 0 the KR signal increases and saturates in less than a second. The transient
from 0 s to 0.9 s is fitted with a double exponential function, given by the following equation
θKR(t) = Aoff −A1 exp
(
− t
τ1
)
−A2 exp
(
− t
τ2
)
. (6.2)
Here, A1 and A2 are the amplitudes of the exponential functions, τ1 and τ2 their rise times
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and Aoff is the offset of the KR signal. Table 6.1 shows the parameters of the best fit
to the data. Since the transient is the result of a repolarization of the nuclear spins, a
Table 6.1 Parameters of the best fit to the transient shown in Fig. 6.1(b). The errors are obtained
from the fit.
A1 0.0425± 0.0001 arb. units
A2 0.0189± 0.0001 arb. units
τ1 13± 1 ms
τ2 136± 1 ms
Aoff 0.066 03± 0.000 01 arb. units
possible explanation of this double exponential behavior might be the inhomogeneity of
the Knight field BK and the nuclear spin polarization, discussed in the previous chapter
(cf. Chapter 5). Then the minimal repolarization time τ1 should stem from the strongly
polarized nuclei near the donor centers, which, in turn, interact with the strongest Knight
field BK and thus are most sensitive to a change of the helicity modulation frequency. We
suggest that the maximal repolarization time τ2 corresponds to a repolarization of the
weaker polarized nuclei at the edge of the localization volume of the donor-bound electrons,
where a much weaker Knight field BK leads to a slower repolarization process. Figure 6.2
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Figure 6.2 Maximal τ2 (left y axis, orange squares) and minimal τ1 (right axis, violet circles)
polarization time as a function of the magnetic field BV. The corresponding lines are shown as a
guide to the eye. The off-resonant (nuclei) frequency fm,2 was kept at 1050 kHz for all measurements,
while fm,1 was varied together with BV and set to the following values 50 kHz, 100 kHz, 200 kHz,
300 kHz, 400 kHz, and 500 kHz. PPu = 8mW, PPr = 0.5mW, and T = 1.8K. In analogy to [Hei16].
summarizes the results of several measurements, which are similar to the one depicted
98 6 Dynamics of the Nuclear Spin Polarization
in Fig. 6.1(a) and (b). We performed the measurements at different magnetic fields BV,
where the first modulation frequency fm,1 was adapted to ensure that we achieved a high
degree of nuclear spin polarization and thus a maximal change of the KR signal upon
switching to fm,2. We determine an estimation of the maximal τ2 (left y axis, orange
squares) and minimal τ1 (right axis, purple circles) polarization time as a function of BV.
The corresponding orange and purple lines are shown as a guide to the eye. We observe an
increase of both polarization times τ1 and τ2 with increasing magnetic field BV. A possible
explanation of this behavior is the increasing difference between the electron (cf. Eq. (2.15))
and nuclear (cf. Eq. (2.16)) Zeeman splitting. In summary, the nuclear polarization time,
which corresponds to the nuclear spin relaxation time TN1 at the conditions of the TRKR
experiment, is between about 10ms (minimal polarization time τ1 at BV = 10.3mT) and
about 400ms (maximal polarization time τ2 at BV = 132.2mT).
However, we expect a much longer time TN1 in the dark due to the lack of spin-polarized
electrons, whose Knight field BK leads to nuclear spin flips. To check this hypothesis,
we performed an additional measurement, where the repolarization process due to the
switching of fm was interrupted with an optical shutter (Thorlabs SH05 shutter head
and Thorlabs SC10 controller, cf. also Section 3.4.3). Figure 6.3 depicts the results of
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Figure 6.3 KR transient (blue line) upon switching from fm,1 = 50 kHz to fm,2 = 1050 kHz, where
the depolarization of the nuclear spins was started and then interrupted for 8 s by the mechanical
shutter. Note that the time axis (x axis) exhibits a break from 0.0275 s to 8.0025 s to allow for a
better comparison of the signal before closing the shutter and after reopening it. The dashed line
at the KR signal level upon closing the shutter is shown as a guide to the eye. The inset illustrates
the whole interrupted depolarization process (blue line) and shows the same transient without an
interruption by a shutter (green line) for comparison. The dashed line in the inset is also a guide to
the eye. In analogy to Ref. [Hei16].
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this measurement. The modulation frequency was switched from fm,1 to fm,2 at t = 0 and
shortly afterward the shutter was closed (t ≈ 24ms). As a result, the depolarization process
is started, but is interrupted for 8 s. Nevertheless, the KR signal level (see dashed line)
before closing and after reopening the shutter are nearly identical. Thus, we conclude that
blocking the illumination of the sample slows down the depolarization or repolarization
process by preventing electron-nuclear spin flip-flops with spin-polarized electrons. The
fact that no nuclear spin relaxation occurs during the dark time allows us to conclude that
the nuclear spin relaxation time in the dark TN,dark1 should exceed several tens of seconds.
Please note that the measurement presented here only provides a lower limit for TN,dark1 .
In summary, an all-optical technique allows us to determine the order of magnitude of
the nuclear spin relaxation time TN1 at the conditions of the TRKR experiments, presented
in the previous chapters (cf. Chapter 4 and Chapter 5), and also to obtain a lower limit of
this time in the dark TN,dark1 . However, to obtain the nuclear spin coherence time TN2 , we
have to achieve coherent control of the nuclear spins and thus have to leave the all-optical
regime.
6.2 Coherent Control of the Nuclear Spins
The coherent control of the 77Se nuclei in sample #2 was achieved by an additional radio
frequency (RF) excitation with a small coil near the surface of the sample, which was
similar but not identical to the one used in Sections 5.3.2 and 5.3.3. We performed all
measurements using a double modulation technique (cf. Sections 3.4.4 to 3.4.7 for details).
6.2.1 Preliminary Measurements
Resonant RF pulses are most effective to manipulate the nuclear spins. Thus, we first
determine the NMR frequency at fixed external magnetic field BV by an optically detected
nuclear magnetic resonance (ODNMR) measurement. Figure 6.4 shows an RSA spectrum
(blue line), measured at a helicity modulation frequency of fm = 50 kHz. The orange
arrow marks the magnetic field position BV = 7.5mT, where the ODNMR measurement
(cf. Section 3.4.4 for the technical details) was performed. The inset depicts the result
of the actual ODNMR measurement with continuous-wave (CW) RF excitation: the KR
signal (blue line) at fm = 50 kHz as a function of the RF frequency fRF at fixed RF
amplitude ARF = 0.5Vpp (Vpp=“Volt peak to peak”). Here, fRF was varied from 56.5 kHz
to 65.5 kHz. The KR signal exhibits a dip at about 61 kHz, which we interpret as the
result of a decrease of the nuclear spin polarization along the external magnetic field
BV due to resonant heating of the nuclear spin system (NSS). The red line is a fit of a
Lorentzian (cf. Eq. (5.11)) to the data. Table 6.2 shows the parameters of this fit, where the
NMR frequency fNMR = (60.93± 0.01) kHz is the most important parameter. Performing
measurements, based on the same approach, we determined the NMR frequency fNMR
for each magnetic field position BV before proceeding with the further measurements,
presented in the following. To achieve coherent control of the nuclear spin ensemble, we
had to switch from a CW RF excitation to a pulsed RF excitation, where the variation of
the pulse width τp allowed us to control the effect on the nuclear spins. The measurement,
depicted in Fig. 6.5, shows the KR signal (blue line) at fm = 50 kHz as a function of the RF
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Figure 6.4 Kerr rotation signal (blue line) in dependence on the magnetic field BV (RSA spectrum).
The orange arrow marks the magnetic field BV = 7.5mT for the measurement, shown in the inset.
The inset depicts the KR signal in dependence on fRF, where the red line is a nonlinear fit using
Eq. (5.11). The values of the fitting parameters are given in Table 6.2. In analogy to Ref. [Hei16].
Table 6.2 Parameters of the best fit to the KR signal in dependence on fRF, shown in Fig. 6.4.
See also Eq. (5.11). The errors are obtained from the fit.
Amplitude A0 −950± 25 arb. units
NMR frequency fNMR 60.93± 0.01 kHz
FWHM Γ 2.19± 0.06 kHz
Offset Aoff −8± 2 arb. units
pulse width at a fixed RF amplitude ARF = 4Vpp. It exhibits oscillations, which we can
explain by the rotation of the nuclear spins about the effective magnetic field Beff produced
by the RF coil. These oscillations are known as so-called Rabi oscillations [Rab37; Rab38;
Rab39]. The red line in Fig. 6.5 shows a fit to the data, using the following equation
(exponentially damped oscillation):
θKR(τp) = A0 exp
(
−τp
τ0
)
sin (2πfRabiτp + φ) +Aoff (6.3)
Table 6.3 shows the values of the parameters of the best fit to the data. Here, the Rabi
frequency fRabi is the most important parameter, since it allows us to estimate the effective
magnetic field Beff of the RF coil [Hei16]
Beff =
2πfRabi
γSe
. (6.4)
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Figure 6.5 Kerr rotation (blue line) in dependence on the RF pulse width τp at BV = 7.5mT,
ARF = 4Vpp and fRF = 60.9 kHz ≈ fNMR. The red line is a nonlinear fit to the data (cf. Eq. (6.3)
and Table 6.3. The inset illustrates the effective magnetic field Beff of the RF coil (violet squares
with error bars) as a function the applied RF amplitude ARF (cf. Eq. (6.4) and discussion in the
text). The red line is a weighted linear fit to the data using Eq. (6.5). In analogy to Ref. [Hei16].
Combining the Rabi frequency fRabi ≈ (2.61± 0.01) kHz, determined from the fit to the
Table 6.3 Parameters of the best fit to the data shown in Fig. 6.5. The errors are obtained from
the fit.
Amplitude A0 114± 4 arb. units
Rabi frequency fRabi 2.61± 0.01 kHz
Phase φ 1.0± 0.1 1
Decay constant τ0 70± 4 µs
Offset Aoff 165± 1 arb. units
data in Fig. 6.5, with the gyromagnetic ratio of 77Se γSe = 5.125 387× 107 rad s−1T (see
Ref. [Har02]) we obtain an effective field of
Beff ≈ (320± 1) µT,
where the relative errors of fRabi and Beff are identical according to Gaussian error
propagation.
The inset shows the effective magnetic field of the coil as a function of the applied RF
amplitude ARF and thereby summarizes the results of several of such measurements (violet
squares with error bars). The red line is a weighted linear fit to the data according to the
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following equation:
Beff(ARF) = m ·ARF (6.5)
The fit yields a slope of
m = (79.1± 0.2)µTV−1pp .
It is important to note that the frequency dependence of the effective field produced
by the coil is not studied here. However, this rather technical detail is not important for
the validity of the results on the nuclear spin dynamics, presented in the following. The
NMR frequency and Rabi oscillation measurements were performed prior to the following
measurements for each magnetic field position BV to determine the proper parameters for
the Ramsey and Hahn echo measurements.
6.2.2 Measurement of the Inhomogeneous Nuclear Spin Dephasing
Time
Using the methods (ODNMR and Rabi oscillation measurements) described in the previous
chapter, we determined the parameters for the actual measurements, relying on a coherent
control of the nuclear spins. Using these parameters we performed different experiments.
The Ramsey method [Ram49; Ram50; Ram95] employs a sequence of two π/2 pulses with
a variable delay ∆t between the pulses (cf. Section 3.4.6 for the details of the experimental
setup). The inset of Fig. 6.6 illustrates how we determined the width τp of a π/2 pulse
from a Rabi oscillation measurement (KR signal (blue line) in dependence on the pulse
width τp). The orange arrow marks the length of a π/2 pulse. The measurement using the
Ramsey method (cf. Fig. 6.6) was performed at the same conditions as the Rabi oscillation
measurement. The blue line illustrates the KR signal at fm = 50 kHz as a function of
the time delay ∆t. Here, ∆t was the distance between the middle of the pulses (width
τp ≈ 65 µs) and the distance of 65µs was subtracted. The KR signal exhibits oscillations
with a period of (2.3301± 0.0001) µs, determined from the fit with an exponentially damped
oscillation shown by its envelope (red lines). Please refer to Eq. (6.3) for the fitting function
(Rabi frequency fRabi replaced with “Ramsey frequency” fRamsey) and to Table 6.4 for the
values of the parameters of the best fit. We can explain the oscillations in Fig. 6.6 using
Table 6.4 Parameters of the best fit to the data shown in Fig. 6.6. The errors are obtained from
the fit.
Amplitude A0 133± 2 arb. units
Ramsey frequency fRamsey 429.16± 0.02 kHz
Phase φ 5.99± 0.01 1
Decay constant τ0 160± 5 µs
Offset Aoff 647.1± 0.4 arb. units
the “graphical” representation of a quantum mechanical two-level system, developed by
Felix Bloch [Blo46], the so-called Bloch sphere. The north pole of the sphere represents the
ground state |0⟩, while the south pole corresponds to the excited state |1⟩; both are defined
with respect to the external magnetic field BV. The equator represents the superposition
state of |0⟩ and |1⟩ with equal probability of both states, where each point on the equator
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Figure 6.6 Kerr rotation signal (blue line) in dependence on the time delay ∆t. BV = 52.7mT,
fRF = 429.5 kHz, ARF = 10Vpp and τp ≈ 65 µs. The red lines show the envelope of the best fit of
a damped oscillation to the data. The inset shows the Kerr signal (blue line) as a function of the
pulse width τp. The orange arrow marks the width of the π/2 pulse used for the measurement of
the Ramsey fringes. In analogy to Ref. [Hei16].
corresponds to a different relative phase between these two eigenstates. The actual state of
the system is denoted by the Bloch vector
|Ψ⟩ = cos
(Θ
2
)
|0⟩+ exp (iϕ) sin
(Θ
2
)
|1⟩ . (6.6)
This graphical representation is illustrated in Fig. 6.7. It is important to note that this
representation can be used for single spins as well as the collective magnetization or average
spin polarization of an ensemble. There it can be useful to draw more than one Bloch
vector to illustrate, e.g., dephasing processes.
The first π/2 pulse applied during the Ramsey method rotates the Bloch vector of the
ensemble of the nuclear spins from the north pole (|Ψ⟩ = |0⟩, Θ = 0) to the equator
(Θ = π/2) of the Bloch sphere. The system is in a superposition state, and the spins
precess in the equatorial plane with the nuclear Larmor frequency, which is determined
by the Zeeman splitting of the nuclear spins. The relative phase ϕ changes due to the
precession and the subsequent π/2 pulse rotates the Bloch vector either back to the north
pole (|0⟩) or to the south pole (|1⟩) depending on the time delay ∆t between the pulses,
which determines the change of ϕ. This explains the oscillations of the KR signal in
dependence on ∆t, so-called Ramsey fringes. We should also note that the frequency of
these oscillations corresponds to the nuclear Larmor frequency in the external magnetic
field BV: fRamsey = ωN2π = fNMR.
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Figure 6.7 Schematic of a Bloch sphere [Blo46]. Each point on the surface of the sphere (Bloch
vector) denotes a specific superposition state of the eigenstates |0⟩ and |1⟩ or an average polarization
of an ensemble of spins. Rendered with Asymptote with code in analogy to Ref. [Glo12].
We can explain the exponential decay of the signal in Fig. 6.6 by the following considera-
tions: Due to inhomogeneities in the sample, different 77Se spins of the ensemble may have
slightly different nuclear Larmor frequencies ωN. Thus, the average polarization decreases
during the precession on the equator of the Bloch sphere, which, in turn, results in a smaller
KR signal upon rotation to the |0⟩ or |1⟩ state by the second π/2 pulse. It is important
to note that this is not the only effect decreasing the average polarization. Nevertheless,
the decay constant τ0 of the fit (envelope is shown by red lines in Fig. 6.6) represents the
inhomogeneous nuclear spin dephasing time T ∗,N2 , which describes the dephasing due to
ensemble inhomogeneities as well as other mechanisms, e.g., spin flips. At the experimental
conditions (BV = 52.7mT), the initially coherently precessing nuclei run out of phase
during the time
T ∗,N2 = τ0 = (160± 5)µs.
6.2.3 Measurement of the Nuclear Spin Coherence Time
To determine the nuclear spin coherence time TN2 , we have two options:
1. Measure Ramsey fringes of a single spin, which is not feasible for nuclear spins.
2. Eliminate the dephasing due to ensemble inhomogeneities. Here, it is important that
the inhomogeneous dephasing is a reversible effect.
We realize the second option by applying a π pulse, while the spins precess about the equator
of the Bloch sphere. The π pulse then inverts the orientation of the spins. Modifying the
Ramsey method with an additional π pulse in between the two π/2 pulses we obtain the
Hahn echo sequence [Hah50]. The first π/2 pulse rotates the spins to the equator of the
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Bloch sphere, where they precess with the nuclear Larmor frequency ωN. As a result, the
spin ensemble dephases during the interval ∆t before the arrival of the π pulse, which
inverts the orientation of all spins of the ensemble. The spins, in turn, rephase during the
next interval ∆t, so that the dephasing due to ensemble inhomogeneities during the first
interval ∆t is reversed. After a time 2∆t a subsequent π/2 pulse rotates the average spin
of the ensemble to the south pole (|1⟩) of the Bloch sphere, which leads to a Hahn echo
(nuclear spin echo) [Hei16; Hah50]. Since it was experimentally very difficult to measure
the amplitude exactly at the occurrence of the nuclear spin echo and to time the arrival of
the second π/2 pulse properly, we only set the first interval exactly to ∆t, but varied the
arrival time of the final π/2 pulse and measured the KR as a function of the time after the
arrival of this pulse.
200 250 300 350 400 450 500 550
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R
Time, t (µs)
Figure 6.8 KR signal (blue line) as a function of the time t of the arrival of the second π/2 pulse.
fm = 50 kHz, fRF = 77.9 µs, BV = 52.7mT. The time delay, determining only the interval between
first π/2 pulse and the π pulse, was at ∆t = 100µs.
Figure 6.8 shows an example of such a measurement. The KR signal exhibits oscillations
that we interpret as a signature similar to the Ramsey fringes, shown in Fig. 6.6. We
suggest that the absence of a pronounced nuclear spin echo peak results from the weak
inhomogeneity of the nuclear spin ensemble, addressed by our rather long RF pulses (cf.
also Section 6.3). However, we calculated the echo amplitude at t = 2∆t using the result
of a fit of an exponentially damped oscillation to the KR signal as a function of time. The
echo amplitude, determined from these fits and shown in Fig. 6.9, decays exponentially with
the nuclear spin coherence time TN2 . The inset in Fig. 6.9 illustrates the RF pulse sequence
used for the Hahn echo measurement at BV = 9.6mT, fRF = 77.9 kHz, and ARF = 10Vpp.
We determined the width of a π/2 pulse τp ≈ 50µs (four cycles at 77.9 kHz) from a Rabi
oscillation measurement and the π pulse, in turn, was constructed of two successive π/2
pulses. The orange lines and arrows in the inset depict how the time delay ∆t was defined.
Figure 6.9 illustrates the actual result of the Hahn echo measurement - the nuclear spin
echo amplitude (blue squares with error bars) as a function of the time 2∆t between the
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Figure 6.9 Nuclear spin echo amplitude as a function of the total time 2∆t between the arrival of
the first π/2 pulse and after the arrival of the second π/2 pulse. The red line is the best fit to the
data using Eq. (6.7) (cf. Table 6.5 for the values of the fitting parameters). The inset shows the
RF pulse sequence used for the measurements. The orange lines illustrate how the interval ∆t was
determined. In analogy to Ref. [Hei16].
π/2 pulses. The red line is a fit to the data using the following equation:
Aecho(2∆t) = A0 exp
(
−
(
2∆t
TN2
))
+Aoff (6.7)
Table 6.5 shows the values of the parameters of the best fit to the data. We obtain a
Table 6.5 Parameters of the best fit to the data shown in Fig. 6.6. The errors are obtained from
the fit.
Amplitude A0 125± 3 arb. units
Nuclear spin coherence time TN2 520± 25 µs
Offset Aoff 7± 1 arb. units
nuclear spin coherence time of
TN2 = (520± 25) µs.
6.3 Discussion
Note that ideally all employed pulses should be instantaneous compared to all characteristic
timescales of the system under study, i.e., the nuclear Larmor precession period 2π/ωN,
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the inhomogeneous nuclear spin dephasing time T ∗,N2 and the nuclear spin coherence time
TN2 . This consideration also holds for the measurement of the Ramsey fringes described
before. However, we should note that the same physics applies in the case, where the
pulse width τp is longer than the Larmor precession period 2π/ωN of the nuclear spins,
but is still shorter than the inhomogeneous spin dephasing time T ∗,N2 [All12]. A longer
pulse duration results in the selection of a spectral subensemble of the inhomogeneously
broadened spin ensemble. This, in turn, leads to a reduction of the amplitude of the
signal, but should not alter the measured TN2 time (Hahn echo measurement). However, it
might lead to a slightly longer inhomogeneous nuclear spin dephasing time T ∗,N2 (Ramsey
fringes measurement), since the subensemble exhibits less inhomogeneity than the whole
inhomogeneously broadened spin ensemble. Our considerations are supported by the fact
that the nuclear spin coherence time TN2 ≈ 520µs ≈ 3T ∗,N2 is not much longer than the
nuclear inhomogeneous spin dephasing time T ∗,N2 despite the strongly inhomogeneous
Knight field BK and the inhomogeneous nuclear spin polarization in the studied sample
(sample #2, cf. Chapter 5).
Nevertheless, the results presented in this chapter allow us to conclude that the nuclear
spin temperature approach is valid in the fluorine-doped ZnSe material system at the
conditions of the time-resolved Kerr rotation (TRKR) experiments, presented in Chapters 4
and 5, since the following relation holds
TN1 ≈ 10ms≫ TN2 ≈ 520 µs.
Thus, we can explain the inhomogeneous nuclear spin polarization, studied in Chapter 5,
using the classical model of nuclear spin cooling.
Comparing the results presented here with the data from the literature we find that
they are in reasonable agreement: Sanada et al. measured a nuclear spin dephasing time
of T ∗,N2 = 90µs and a nuclear spin coherence time of TN2 = 270 µs for GaAs/(Al,Ga)As
quantum wells (QWs). Similar times (T ∗,N2 = 16µs and TN2 = 310µs) were determined for
a single GaAs/(Al,Ga)As quantum dot (QD) [Mak11]. Thus, the times for systems with
weaker localized electrons in QWs as well as for systems with strongly localized electrons
(QDs) are on the same order of magnitude as those reported in this thesis. However, we
should note that there is an import difference between the GaAs and the ZnSe material
system: In GaAs/(Al,Ga)As all nuclei have a nonzero spin and all these spins interact not
only via dipole-dipole interaction, but also via quadrupole interaction, since I > 12 for all
nuclei. This interaction plays an import role in the GaAs material system [Che14].
6.4 Conclusion
We perform a complete study of the nuclear spin dynamics at the conditions of the
TRKR experiments. Known advantages of optical detection are exploited: Despite the low
natural abundance of the nuclear spins in the ZnSe epilayer, we observe clear signatures of
the nuclear spin polarization, which is an example of the high sensitivity of the optical
detection [San06]. Furthermore, the optical detection allows us to selectively study the
nuclear spins in the epilayer in the vicinity of the fluorine donors. This high selectivity is a
further advantage compared to methods solely based on RF excitation and detection [San06].
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The detection of the nuclear spin polarization by means of coherently precessing elec-
tron spins (cf. also the pioneering work in Ref. [Zhu14], the results in Chapter 5, and
Ref. [Hei15a]) instead of the circular polarization degree of the photoluminescence, as it
is commonly used to detect nuclear fields by measurements of the Hanle curve (cf. for
example Refs. [Che09; Fli10; Che11]), offers an additional advantage [Zhu14]: The width of
the Hanle curve and thereby the magnetic field range (BV range) for the measurements are
determined by the electron spin relaxation time τS or inhomogeneous spin dephasing time
T ∗2 . This is an especially severe limitation for systems with very long τS or T ∗2 , where the
Hanle curve is as narrow as a few tenth of mT [Zhu14]. As a result, one cannot resolve the
contributions of different isotopes to the Overhauser field BN on the magnetic field axis.
In contrast to this, the detection of the nuclear fields by coherently precessing electron
spins allows us to address and resolve a single isotope by working at higher magnetic fields
BV, where the nuclear Zeeman splitting of the isotopes becomes so large that the NMR
frequencies of different isotopes, addressed by the pump helicity modulation frequency fm,
split up on the magnetic field scale BV [Zhu14; Hei16].
A further advantage of the detection by coherently precessing electron spins is the
possibility to determine the nuclear Overhauser field BN [Ove53] even for an ensemble of
electron spins, where one cannot resolve the Zeeman splitting in the field BN spectrally as
it is the case for single dot spectroscopy [Hei16; Mak11; Che13b; Che13a].
[...] nature isn’t classical, dammit, and if you
want to make a simulation of nature, you’d better
make it quantum mechanical, and by golly it’s a
wonderful problem, because it doesn’t look so
easy.
Richard Feynman [Fey82; Tra12]
7 Summary
In this thesis, a comprehensive study of the spin dynamics in the fluorine-doped ZnSe
material system is presented. Here, the dynamics of the ensemble of the donor-bound
electron spins is investigated via the time-resolved pump-probe Kerr rotation technique.
Modifying the “standard” scheme with helicity modulation of the pump beam with variable
frequency, we develop the spin inertia method (cf. Chapter 4 and [Hei15b]). Studying
the coherently precessing donor-bound electron spins in the resonant spin amplification
(RSA) configuration at different modulation frequencies allows us to characterize the
inhomogeneous nuclear spin polarization of the constituent isotopes with nonzero nuclear
spin (I ̸= 0, cf. Chapter 5 and Ref. [Hei15a]). This polarization is the result of dynamic
nuclear polarization (DNP) in the inhomogeneous Knight field BK of the precessing electrons.
We employ a novel approach, using additional radio frequency (RF) excitation during
RSA measurements and at fixed magnetic fields in RSA configuration. This approach
allows for a deeper understanding of the underlying mechanism. The RF excitation
also provides coherent control of the nuclear spins of the 77Se isotope, demonstrated in
Chapter 6 and Ref. [Hei16]. The coherent control allows us to measure the inhomogeneous
nuclear spin dephasing time T ∗,N2 = (160± 5)µs and the nuclear spin coherence time
TN2 = (520± 25) µs of the 77Se nuclei under the conditions of the pump-probe experiment,
presented in Chapter 5. Moreover, the longitudinal nuclear spin relaxation time TN1 is
determined under these conditions. Here, we use a novel approach based on the fast
switching between two different modulation frequencies (cf. Section 3.4.3), where a fast
analog-digital converter (ADC) recorded the corresponding KR signal transients.
In Chapter 4, the spin inertia method is explained and used to measure the longitudinal
spin relaxation time T1 of the ensemble of donor-bound electrons in a wide range of
magnetic fields BF, temperatures, and pump powers. The T1 time of about 1.6 µs of the
donor-bound electron spins in the weakly doped sample #1 (nF ≈ 1× 1015 cm−3) remains
nearly constant at external magnetic fields BF (Faraday geometry) varied from zero up
to 2.5T and in a temperature range 1.8K to 45K. These observations impose strong
restrictions on possible spin relaxation mechanisms: We rule out scattering between free
and donor-bound electrons, jumping of electrons between different donor centers, scattering
between phonons and donor-bound electrons, and with less certainty charge fluctuations
in the environment of the donors caused by the 2 ps pulsed laser excitation, while charge
fluctuations still could result from the fast recombination (≈ 210 ps [Gre12]) of the D0X-HH
complex. Measurements of the strongly doped sample #2 (nF ≈ 1× 1018 cm−3) yield
a slightly shorter longitudinal spin relaxation time T1 ≈ 1.1 µs, where the difference to
the weaker doped sample #1 might be caused by increased interaction between spins at
neighboring donor centers. These longitudinal spin relaxation times hint at a potential
electron spin coherence time T2 in the microsecond range, especially of donor-bound electron
spins isolated in nanostructures, e. g., Refs. [San09; De 10; Kim12; Sle13]. This underlines
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the potential of the ZnSe:F material system for quantum information applications (cf. also
discussion in Chapter 1).
We find that an excitation with helicity-modulated laser pulses results in a transverse
nuclear spin polarization that we detect as a change of the Larmor precession frequency
of the donor-bound electron spins in a magnetic field applied in the Voigt geometry (cf.
Chapter 5). The frequency shift in dependence on the magnetic field BV shows a pronounced
dispersion-like shape with resonances at the fields of nuclear magnetic resonance BNMR of
the constituent zinc and selenium isotopes that are addressed by the helicity modulation
frequency fm of the pump beam. We study the frequency shift as a function of the external
magnetic field BV, the temperature and under the influence of additional RF excitation.
The width of the resonance and its shape hint at a strong spatial inhomogeneity of the
nuclear spin polarization in the vicinity of a fluorine donor. Considering the results of a
complete tomography of the average electron spin, we suggest a mechanism of the optically
induced nuclear spin polarization that is based on the concept of resonant nuclear spin
cooling driven by the inhomogeneous Knight field BK of the donor-bound electrons. This
explanation relies on the validity of the spin temperature approach that we, in turn, verify
by the measurements presented in Chapter 6.
Using the all-optical induction and detection of the nuclear spin polarization by coherently
precessing electron spins we measure the longitudinal nuclear spin relaxation time TN1
of the 77Se isotope in a magnetic field range from 10 to 130 mT under illumination (cf.
Chapter 6). We extend the optical TRKR spectroscopy with RF methods to measure
the inhomogeneous nuclear spin dephasing time T ∗,N2 = (160± 5)µs and the nuclear spin
coherence time TN2 = (520± 25) µs of this isotope. This way, we maintain the advantages of
the optical detection, such as high selectivity and sensitivity [San06], while the RF methods
provide coherent control of the nuclear spins. The TN1 time is on the order of several
milliseconds, while the TN2 time is several hundred microseconds. The experimentally
determined condition TN1 ≫ TN2 verifies the validity of the classical model of nuclear spin
cooling that describes the optically induced nuclear spin polarization in Chapters 5 and 6.
The strong nuclear effects, presented in Chapters 5 and 6 of this thesis, support the
considerations of Greilich et al. [Gre12] that despite the low natural abundance of isotopes
with nonzero nuclear spin in the ZnSe host crystal, the spin coherence of the donor-bound
electrons is still limited by the fluctuating hyperfine fields. Taking into account the
longitudinal electron spin relaxation time T1, measured in Chapter 4, this indicates that
structures, grown from isotopically purified, nuclear spin free ZnSe, could exhibit increased
electron spin coherence times T2 of several microseconds. Still, a possible influence of the
nuclear spin of the fluorine donor on the electron spin coherence needs to be clarified.
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Abbreviations
λ/2 plate half-wave plate
λ/4 plate quarter-wave plate
ADC analog-digital converter
AFG arbitrary function generator
AOM acousto-optical modulator
BBO beta barium borate
BNC Bayonet Neill Concelman
BS beam splitter
CB conduction band
CCD charge-coupled device
cf. from Latin confer=“compare”
CW continuous-wave
D0X-HH donor-bound exciton
DNP dynamic nuclear polarization
DTS dark-bright time-scanning spectroscopy
EOM electro-optical modulator
fcc face-centered cubic
FWHM full-width at half maximum
FX free exciton
GF neutral gray filter
Glan Glan-Taylor prism
HH heavy hole
HWHM half-width at half maximum
KLM Knill-Laflamme-Milburn
KR Kerr rotation
LFS laboratory frame system
LH light hole
MBE molecular beam epitaxy
MRI magnetic resonance imaging
NMR nuclear magnetic resonance
NSS nuclear spin system
ODNMR optically detected nuclear magnetic resonance
PBS polarizing beam splitter
PCD photoinduced circular dichroism
PEM photoelastic modulator
PL photoluminescence
PR polarization recovery
PSC phase synchronization condition
130 Abbreviations
QD quantum dot
QW quantum well
RF radio frequency
RFS rotating frame system
RSA resonant spin amplification
SH split-off hole
SHG second harmonic generation
SNR signal to noise ratio
T− trion
TC time constant
TRKR time-resolved Kerr rotation
TTL transistor-transistor logic
VB valence band
VESTA visualization for electronic and structural analysis
VTI variable temperature insert
X exciton
ZnSe zinc selenide
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Symbols
A Hyperfine constant or area.
A0 Parameter for the amplitude in non-linear fits.
a0 Lattice constant of the crystal (here usually ZnSe).
A1 Parameter for the amplitude in non-linear fits.
A2 Parameter for the amplitude in non-linear fits.
aB Bohr radius.
Aecho Hahn echo (nuclear spin echo) amplitude.
aepi Lattice constant of the crystal, which shall be grown on the substrate.
asub Lattice constant of the substrate, on which the crystal shall be grown.
An Hyperfine constant of the nth nucleus.
Ai Parameter for the amplitude of the i-th peak.
aloc Localization radius of the electron at the donor.
Aoff Offset parameter in non-linear fits.
APR Polarization recovery amplitude.
ARF Amplitude of the signal applied to the RF coil.
ASe Hyperfine constant of the 77Se isotope.
Ashift Magnitude/Maximum of the RSA peak shift induced by a particular
resonance.
AZn Hyperfine constant of the 67Zn isotope.
b Fitting parameter for the y-intersection for a linear fit.
be Maximal Knight field amplitude at the center of the donor.
B1/2 Halfwidth of the Hanle curve.
BN Vector representation of the Overhauser field.
BN Overhauser field (absolute value) or strength of the average fluctuating
hyperfine field.
BmaxN Maximal Overhauser field.
BN Overhauser field vector or vector of the average fluctuating hyperfine
field.
BN,x x-component of the Overhauser field.
B Magnetic field (absolute value).
B0 Deviation of zero on magnetic field scale (hall sensor) from actual zero
position.
Bc,i Center position of Lorenz peak (RSA peak).
Beff Effective magnetic field determining the electron Larmor precession
frequency or effective magnetic field produced by the RF coil.
BFWHM,i Full-width half maximum of the i-th Lorenz peak (RSA peak).
BF Magnetic field (absolute value) in Faraday geometry.
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BL Root mean square local field due to the nuclear dipole-dipole interactions.
BNMR Magnetic field at nuclear magnetic resonance.
BRF Magnetic field produced by the RF coil at the sample.
BV Magnetic field (absolute value) in Voigt geometry.
B Magnetic field vector.
BNMR Vector representation of the field of nuclear magnetic resonance
BRF Vector representation of the magnetic field produced by the RF coil at
the sample.
Btotal Vector representation of the superposition of different magnetic fields.
BV Vector representation of the external magnetic field (Voigt geometry).
C Depth of the PR dip at BF = 0.
c Speed of light in vacuum: 299 792 458m s−1 [Moh15].
c0 Coefficient of the constant term in a polynomial.
c2 Coefficient of the quadratic term of a polynomial.
χ Natural abundance of an isotope.
χSe Natural abundance of the 77Se isotope with nonzero nuclear spin.
χZn Natural abundance of the 67Zn isotope with nonzero nuclear spin.
D Remaining PR amplitude at BF = 0.
d¯ Average distance between donors.
∆B Shift of RSA peaks (usually compared to their position at low PPu.)
∆l Difference of the azimuthmal quantum numbers l.
∆mj Difference of the projection of the total angular momentum mj .
∆SO Energy offset of the split-off hole band due to spin-orbit interaction.
∆t Time delay between the pump and the probe pulses can be varied by
moving the retroreflector on the delay line.
⟨d⟩ Dipole transition matrix element.
E Electric field of the laser beam/pulse.
e Elementary charge.
Ea Donor binding energy or activation energy
Eexc Photon energy of the laser.
Eg Energy difference between maximum energy in the valence band and
minimal energy in the conduction band of a semiconductor or insulator.
ε Lattice mismatch between two crystals.
En Energy (eigenenergy) of the n-th electron eigenstate.
εKR Kerr ellipticity.
E↓ Energy of the spin-down (|↓⟩) state in a longitudinal magnetic field BF.
E↑ Energy of the spin-down (|↓⟩) state in a longitudinal magnetic field BF.
Estat Static electric field, e.g. used in electro-optical modulators
ηb Relative error of the y-intersection b in linear fits.
ητS Relative error of the spin relaxation time .
faux Auxiliary reference frequency.
fm Pump helicity modulation frequency.
fm,1 First pump helicity modulation frequency.
fm,2 Second pump helicity modulation frequency.
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fNMR Nuclear magnetic resonance frequency.
fRabi Rabi frequency.
fRamsey Ramsey frequency.
fRF Frequency of the radio frequency (RF) excitation.
F˜ Generalized Fresnel coefficient.
G Electron-hole generation rate (photogeneration).
g g-factor, dimensionless quantity, which measures the magnetic moment
or gyromagnetic ratio of a particle or nuclei [Odo06; Gab07].
γ Gyromagnetic ratio.
Γ Full width half maximum (FWHM) of a Lorentzian or Γ point: Center
of the Brillouin zone (k = 0).
γSe Gyromagnetic ratio of the 77Se isotope.
γZn Gyromagnetic ratio of the 67Zn isotope.
ge Electron g-factor
gN,n g-factor of the nth nucleus.
gN g-factor of nuclear spin.
ℏ Reduced Planck constant.
Hhf Hamilton operator of the electron-nuclear hyperfine interaction.
Hso Hamilton operator of the spin-orbit interaction.
HZe,e Hamilton operator of the electronic Zeeman energy.
I Nuclear spin.
ISe Nuclear spin of 77Se.
IZn Nuclear spin of 67Zn.
I Nuclear spin vector. Can either refer to the vector representation of the
components of the spin of a single nucleus or to the macroscopic spin
polarization of an ensemble of nuclear spins.
Ix x-component of the nuclear spin.
Iz z-component of the nuclear spin.
j Total angular momentum quantum number.
J Total angular momentum operator.
kB Boltzmann constant.
|0⟩ Ground state of quantum mechanical two-level system (eigenstate).
|1⟩ Excited state of quantum mechanical two-level system (eigenstate).
|↓⟩ Electron spin in spin-down state.
|↑⟩ Electron spin in spin-up state.
|Ψ⟩ State of a quantum mechanical system.
BK Magnitude of the Knight fieldF.
BK Vector representation of the Knight field.
k Modulus of the wavevector of an electromagnetic wave or of a particle,
e.g. electron.
k Wavevector of an electromagnetic wave or of a particle, e.g. electron.
kpump Wavevector of the pump beam, a pump pulse.
L Correlator measured by the lock-in amplifier.
l Azimuthal quantum number.
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L0 Value of the correlator measured
λ Wavelength.
L Angular momentum vector.
m Fitting parameter for the slope in linear fits. Here m ∝ 1/n0.
me Free electron mass in vacuum (rest mass).
m∗e Effective electron mass.
m∗HH Effective heavy hole mass.
mj Projection of the total angular momentum.
m∗LH Effective light hole mass.
M Modulus of the magnetization vector.
Meq Modulus of the equilibrium magnetization vector.
µB Bohr magneton, a physical constant and a unit for the magnetic moment.
µN Nuclear magneton.
M Magnetization vector.
mz Magnetic quantum number.
n0 Resident electron concentration.
nD Concentration of donors in an n-doped semiconductor.
nF,c Critical concentration of the fluorine dopant, at which the metal-insulator
transition occurs.
nF Concentration of the fluorine dopant.
NL Number of nuclei in the localization of the donor.
ν ν ∈ R, exponent of the magnetic field dependence of τS
fR Repetition frequency of the pulsed laser.
ωR Laser repetition frequency.
P Power.
p Probability, p ∈ [0, 1].
Φ Potential of the electric field.
φ Parameter for the phase in non-linear fit of oscillations and relative phase
of the RF excitation.
ϕ Phase between the spin components Sy and Sz or azimuthal angle (phase)
of the Bloch vector.
ϕosc Amplitude of the oscillations of the phase between the spin components
Sy and Sz.
PPr Average power of the probe beam.
PPu Average power of the pump beam.
Ψ Envelope wave function of the electron.
p Momentum vector/momentum operator.
ρc Degree of circular polarization.
R Average distance between neighboring isotopes with non-zero nuclear
spin.
r Modulus of the electron position vector.
r Electron position vector.
S Modulus of the electron spin vector. Can either refer to the vector
representation of the components of the spin of a single electron or to
the macroscopic spin polarization of an ensemble of electron spins.
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S0 Steady-state spin polarization, which is determined by G ∝ PPu, n0, Si
and τS .
σ Stefan-Boltzmann constant.
στS Absolute error of the spin relaxation time τS .
σb Absolute error of the y-intersection b in linear fits.
σ Vector of the Pauli matrices.
σx Pauli matrix for x-component of the spin.
σy Pauli matrix for y-component of the spin.
σz Pauli matrix for z-component of the spin.
Si z-component of the initially generated spin polarization, which depends
on the pump helicity and optical selection rules.
σ− Left-circular polarization.
σ+ Right-circular polarization.
S Electron spin vector. Can either refer to the vector representation of the
components of the spin of a single electron or to the macroscopic spin
polarization of an ensemble of electron spins.
Sx x-component of the electron spin. Can either refer to the x-component
of the spin of a single electron or to the macroscopic spin polarization of
an ensemble of electron spins.
Sy y-component of the electron spin. Can either refer to the z-component
of the spin of a single electron or to the macroscopic spin polarization of
an ensemble of electron spins.
Sz z-component of the electron spin. Can either refer to the z-component
of the spin of a single electron or to the macroscopic spin polarization of
an ensemble of electron spins.
T Absolute/thermodynamic temperature, here the Kelvin scale shall be
used.
t Time: Newtonian, absolute time, since relativistic corrections are not
important for the phenomena studied in this thesis.
T1 Longitudinal spin relaxation time of the electron spin.
TN1 Longitudinal spin relaxation time of the nuclear spin.
TN,dark1 Longitudinal spin relaxation time of the nuclear spin without optical
excitation.
T2 Transverse spin relaxation time/coherence time of the electron spin.
T inh2 Inhomogeneous spin relaxation time (due to a dispersion of the precession
frequencies) of the electron spins.
TN2 Transverse spin relaxation time/coherence time of the nuclear spin.
TN,inh2 Inhomogeneous spin relaxation time (due to a dispersion of the precession
frequencies) of the nuclear spins.
T ∗2 Inhomogeneous spin dephasing time of the electron spins.
T ∗,N2 Inhomogeneous spin dephasing time of the nuclear spins.
τ Recombination time of photogenerated carriers.
τ0 Decay time of a mono exponentially damped function.
τ1 1st rise time of double exponential fit.
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τ2 2nd rise time of double exponential fit.
τc Correlation of the donor-bound electrons with the donor.
τp Pulse width of RF or laser pulses.
τS Electron spin relaxation time, equals the T1 time in a magnetic field in
Faraday geometry.
τX Exciton recombination time.
Θ Optical pulse area.
θKR Kerr rotation angle or amplitude.
θnuc Nuclear spin temperature.
θ˜ Complex Kerr rotation.
TL Electron Larmor precession period.
Tm Helicity modulation period.
TN Period of the nuclear Larmor precession.
TR Laser repetition period.
TS Electron spin lifetime.
un,k Periodic Bloch function.
v0 Unit cell volume.
ω Frequency of the electromagnetic wave (light).
ωL Larmor precession frequency of the electron spin.
ωN Larmor precession frequency of the nuclear spin.
x Coordinate on the x axis of a cartesian coordinate system.
ξ Dimensionless parameter.
y Coordinate on the y axis of a cartesian coordinate system.
z Coordinate on the z axis of a cartesian coordinate system.
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