Abstract: Impervious surfaces have been widely recognized as an indicator for urbanization and environment monitoring. Plenty of methods have been proposed to extract impervious surfaces using remote sensing images. However, accurately extracting impervious surface is still a challenging task due to the confusion between impervious surface and bare soil. Thus, this paper presents a hybrid approach consisting of spectral-spatial feature sparse representation (SS-SR) and post-processing to extract urban impervious surface from hyperspectral images. We first extracted spectral and spatial features from hyperspectral images. Then, the spectral and spatial information of a pixel is represented by the vector stacking strategy. Each pixel vector can be represented by a linear combination of a few atoms from a learned dictionary, which is more suitable for impervious surface estimation. The sparse coefficients were automatically learned and then used for extracting impervious surface. The proposed impervious surface extraction method was evaluated with four hyperspectral datasets. We compared our algorithms with the state-of-the-art per-pixel based impervious surface extraction methods. The encouraging experimental results demonstrate the SS-SR algorithm generally outperforms the classic support vector machines and random forest. The improvement is more significant when combining SS-SR with post-classification approach.
Introduction
Impervious surfaces, such as houses, cement or asphalt roads, parking lots and other artificial surface, are defined as anthropogenic features through which water cannot infiltrate into soil [1] . Due to the impermeable feature, impervious surfaces heavily affect the urban hydrological and energy balances. Accurately extracting the extent and spatial distribution of impervious surfaces is crucial for urban heat island analysis, land use change, and climate modeling. Meanwhile, improving the impervious surface estimation is important but challenging due to the complexity of urban surface.
The remote sensing technique has become a very important research tool in the study of urban impervious surface [2] [3] [4] [5] . In general, there are three types of datasets for estimating impervious surface in terms of spectral resolution: single band satellite images (i.e., Defense Meteorological Satellite Program's Operational Line-scan System (DMSP-OLS)) [5] [6] [7] [8] , multispectral images [9] [10] [11] [12] and hyperspectral images [13] [14] [15] . Multispectral satellite images, especially from the Landsat platforms, have been extensively studied for mapping impervious surface because they are easy to obtain globally. Initially, Ridd (1995) proposed the vegetation, impervious surface, soil (VIS) model using multispectral remote sensing data. Urban land surface is composed as a linear combination of the three kinds of features at a certain ratio [16] . Then, Wu used vegetation, high-albedo, low-albedo and soil as endmembers, and impervious surface abundance was obtained by high albedo and low albedo abundances [17] . Deng and Wu proposed a spatially adaptive spectral mixture analysis technique to extract and synthesize endmembers; results indicated that the method performed well in mapping sub-pixel impervious surface abundance [18] . Deng and Wu also proposed a method, which combines pixel-based support vector machine (SVM) classification and multiple endmember spectral mixture analysis [19] . The results demonstrate the significantly better performance of the method. Song and Sexton used a logistic model that characterized impervious cover change from time series Landsat imagery, which reliably derived the magnitude, timing, and duration of impervious surface change at a per-pixel basis [12] . Besides the sub-pixel based method, Xu introduced a per-pixel based impervious surface mapping method using decision tree [20] . Based on these rules, impervious surfaces were effectively extracted. Zhang used multiband optical and SAR data to improve the mapping accuracy of impervious surfaces with random forest [4] . Zhang and Weng applied dense time series Landsat imagery and decision tree classifier to extract annual impervious surface, which was effective and efficient in mapping impervious surface changes [10] . Shao characterized impervious surfaces by fusing the Gao Fen-1 (GF-1) and Sentinel-1A at the decision level with random forest, which reduced the confusions between low reflectance of impervious surfaces and the low reflectance of the bare land and water [21] . Li and Lu used linear spectral mixture analysis, decision tree and post-processing to extract Hangzhou impervious surface area and its dynamic change [11] . The research illustrated the spatial patterns of urban distribution and expansion in different directions. These studies have contributed to the study of impervious surfaces.
With the development of earth observation technology, hyperspectral data will globally be acquired on a timely and frequent basis. Given the advantages of spectral information for describing different surface land cover types, the hyperspectral images become important data sources for impervious surface extraction [22, 23] . A number of sub-pixel [2, 24, 25] and per-pixel [26] based methods have been proposed to extract the impervious surface from hyperspectral images. Among these approaches, support vector machine (SVM) has shown a good performance for impervious surface extraction when a limited number of training samples is available. Okujeni explored support vector regression approach to map sub-pixel impervious surface, and illustrated the superiority of the hyperspectral dataset for improved impervious surface mapping compared to multispectral data [22] . Linden used the airborne imaging spectrometer hyperspectral mapper (HyMap) and SVM to estimate per-pixel impervious surface [26] . The aforementioned methods can effectively use the spectral information; however, they do not consider the spatial context. Recent trends indicate that spatial information can further reduce the labeling uncertainty in hyperspectral image classification [27] . On the other hand, accurately estimating impervious surface from hyperspectral images is still a challenging problem to be solved in the study area. Although SVM has been a powerful tool to solve the impervious surface estimation problem [28] , it is worthwhile to notice that they are no longer efficient for the processing of high-dimensional data due to the so-called curse of dimensionality. To train a SVM classifier, it is necessary to select a small and complete subset of features. However, it is time consuming and difficult to manually select all the representative features from images.
More recently, sparse representation has been applied to unmixing [29] [30] [31] and classification [32, 33] tasks with state of the art results. However, it has been investigated less frequently to improve the impervious surface extraction accuracy. Thus, we develop a per-pixel estimation algorithm using spectral-spatial sparse representation for automatically selecting representative features in hyperspectral images. The sparse feature selection procedure can avoid overfitting and improve model performance [34] . Hyperspectral images can be compactly represented by a few atoms that carry most of the information from a certain basis vectors called a dictionary [35] . An unknown pixel is approximately represented by a sparse linear combination of atoms from the dictionary. Pixels with similar spectral-spatial properties will have similar sparse coefficients which represent the positions of selected atoms and related weight values. Therefore, the impervious surfaces areas of test samples can be determined according to the estimated sparse coefficients. The characteristics of our proposed method are listed as follows: (1) the strategy of combining the spectral features with multichannel gray level co-occurrence matrix (GLCM) spatial features can well reveal the land cover properties; (2) a spectral-spatial feature sparse coding algorithm is introduced to increase the discrimination among impervious surface, bare soil and muddy water; and (3) the proposed sparse representation model is combined with post-classification processing to further enhance impervious surface estimation performance.
The remainder of this paper is organized as follows. Section 2 presents the datasets and the proposed spectral-spatial feature sparse representation (SS-SR) and post-processing approach in detail. Section 3 illustrates the experimental results and analysis, followed by the conclusion with some suggestions for future works.
Materials and Methods

Dataset and Preprocessing
Medium spatial resolution hyperspectral images were widely applied in impervious surface estimation. Few papers were published on impervious surface extraction using high spatial resolution hyperspectral images. In this paper, both medium spatial resolution (Earth Observing-1 (EO-1) Hyperion datasets) and high spatial resolution (ROSIS datasets) hyperspectral images were used in the study. . Radiometric correction is performed one the image using the calibration parameter file. Radiometric calibration is performed on the image using the Environment for Visualizing Images (ENVI) Radiometric calibration module. Then, we used ENVI Fast Line-of-sight Atmospheric Analysis of Hypercubes (FLAASH) module for atmospheric correction. Two subsets of the image are extracted for impervious surface estimation (Figure 1 ). The two datasets are located in the south-central part of Maryland, USA. One dataset of the image has a spatial coverage of 120 × 120 pixels. The other dataset of the image contains 200 × 190 pixels. In addition, reference data are collected from the 2006 National Land Cover Database (NLCD) products [36] [37] [38] . Based on NLCD, the dominating land cover classes in the study area are open water, open space (impervious surface account for less than 20% of total cover), low intensity (impervious surface account for 20% to 49% of total cover), medium intensity (impervious surface account for 50% to 79% of total cover) and high intensity (impervious surface account for 80% to 100% of total cover), deciduous forest, evergreen forest, cultivated crops and woody wetlands. In this paper, two types of land cover, which are medium intensity and high intensity developed areas, are obtained to build the reference impervious surface ground truth (Figure 1) . Most of the two study areas are covered with non-impervious surface.
Another two images were acquired with the Reflective Optics System Imaging Spectrometer (ROSIS-03) sensor over an urban area surrounding the city of Pavia, Italy, on 8 July 2002 [27] . The original image provides 115 bands with a spectral range from 430 to 860 nm. The spatial resolution of the two datasets is 1.3 m per pixel. One of the ROSIS-03 sensor datasets was acquired near the Engineering School, University of Pavia [14] . The image has a spatial coverage of 610 × 340 pixels. Twelve spectral bands were removed due to noise, and 103 bands remained for the study. Three band false color composite image and the ground truth map are shown in Figure 2a . There are nine classes in the reference ground truth: asphalt, meadow, gravel, tree, metal sheet, bare soil, bitumen, brick and shadow. We reclassified the ground truth into two classes: impervious surface (asphalt, gravel, painted metal sheets, bitumen and self-blocking bricks) and non-impervious surface (meadows, trees and bare soil). Since shadow areas in the study area do not have corresponding ground truth, such as impervious surface (e.g., asphalt) or non-impervious surface (e.g., meadows and trees) [4] , they are treated as background area in the classification. Figure 2b illustrates the reference land cover map of university of Pavia dataset. The second ROSIS-03 sensor dataset is the center of Pavia. The original image size was 1096 × 1096 pixels. A poor quality area in the image was removed. The remaining "two-part" image has a spatial coverage of 1096 × 715 pixels. Thirteen spectral bands were removed due to noise, and 102 bands remained for the study. Three bands false color composite image and the ground truth map are shown in Figure 3 . There are nine classes in the original reference ground truth: bricks, asphalt, bitumen, tile, water, trees, meadows, soil and shadows. Then, bricks, asphalt, bitumen and tile are combined as impervious surface, while waters, trees, meadows and soil are combined as nonimpervious surface. Figure 3b illustrates the reference land cover map of university of Pavia dataset. The second ROSIS-03 sensor dataset is the center of Pavia. The original image size was 1096 × 1096 pixels. A poor quality area in the image was removed. The remaining "two-part" image has a spatial coverage of 1096 × 715 pixels. Thirteen spectral bands were removed due to noise, and 102 bands remained for the study. Three bands false color composite image and the ground truth map are shown in Figure 3 . There are nine classes in the original reference ground truth: bricks, asphalt, bitumen, tile, water, trees, meadows, soil and shadows. Then, bricks, asphalt, bitumen and tile are combined as impervious surface, while waters, trees, meadows and soil are combined as non-impervious surface. Figure 3b illustrates the reference land cover map of university of Pavia dataset. 
Methods
Extracting impervious surface is very challenging given the high dimensional input data and the small amount of training data. In this paper, we propose a hybrid method for extracting impervious surface from hyperspectral images based on spectral-spatial sparse representation and post-classification. Different from the two-step (classification and combination) approach [4] , the proposed method allows an "end to end" classification. The extraction of impervious surface is directly acquired without a combination procedure. We first extracted spectral and spatial features from hyperspectral images. We randomly selected training samples and test samples according to a certain percentage. Then, dictionary learning was carried out with an online dictionary learning algorithm [39] . Subsequently, the fast implementation of the LARS algorithm was used to learn the sparse coefficient. The least absolute shrinkage and selection operator (LASSO) algorithm [40] produces a sparse model with better prediction accuracy. We then applied the proposed sparsitybased algorithm to four hyperspectral datasets for impervious surface extraction. A majority filter was used for post-classification refinement procedure, helping to improve appearance of the estimation result. The method was finally evaluated using the reference ground truth data. A flowchart of the method is shown in Figure 4 . All of the experiments were performed using MATLAB R2015b on an Intel Core i3-3220 3.3 GHz 12 GB RAM Windows 7 (64-bit) machine. 
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Feature Extraction
Normalized difference vegetation index (NDVI) and normalized difference water index (NDWI) are sensitive to vegetation and water [20] . These two extra bands were added to EO-1 Hyperion datasets to aid the spectral discrimination of vegetation and water from impervious surface and soil. Further, spatial feature is needed to reduce the classification uncertainty when only spectral feature is used. The popular gray level co-occurrence matrix (GLCM) is a spatial feature extraction approach, which is widely used for remote sensing image information extraction [41, 42] . The widely used strategy is to get the GLCM from the first principal component of principal component analysis, which lost a lot of useful information. In this paper, a multichannel GLCM approach [35] is applied to analyze the spatial feature, which is more suitable for texture representation. In terms of the window size of texture measures, GLCM values are calculated with an inter-pixel distance of 1 and with three window size (3 × 3, 5 × 5, and 7 × 7). The literature calculates the statistics of the matrix in four directions (0°, 45°, 90° and 135°) and then computes the mean value. Moreover, two texture measures are chosen in the study: first moment and second moment. Extracting the first moment could be viewed as applying a low pass filter to the image, which can remove noise. The second moment feature is suitable for description of different urban land cover types [43] .
Spectral-Spatial Sparse Representation
The problem of "curse of dimensionality", resulting from numerous features and strong intrafeature correlations [44, 45] , makes the analysis of hyperspectral data fairly complicated and hard work. The fundamental scientific question is what is the appropriate representation of impervious surface that is rich enough to distinguish other land cover with hyperspectral feature. Therefore, this study introduce sparse representation theory to find a subspace for the high dimension spectralspatial feature, which reduces the computational cost and increases feature discrimination between impervious surfaces and non-impervious surfaces. Because most pixels contain just a few materials, sparse representation models consider each pixel as a combination of just a few basis vectors from a dictionary [46] . The proposed methods involve two steps: dictionary learning and sparse representation. Let [ ]
be the training set of a hyperspectral image, where m is band number and n denotes for training pixels. The linear model can be written as follows: 
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Spectral-Spatial Sparse Representation
The problem of "curse of dimensionality", resulting from numerous features and strong intra-feature correlations [44, 45] , makes the analysis of hyperspectral data fairly complicated and hard work. The fundamental scientific question is what is the appropriate representation of impervious surface that is rich enough to distinguish other land cover with hyperspectral feature. Therefore, this study introduce sparse representation theory to find a subspace for the high dimension spectral-spatial feature, which reduces the computational cost and increases feature discrimination between impervious surfaces and non-impervious surfaces. Because most pixels contain just a few materials, sparse representation models consider each pixel as a combination of just a few basis vectors from a dictionary [46] . The proposed methods involve two steps: dictionary learning and sparse representation. Let X = [x 1 , · · · , x i , · · · , x n ] ∈ R m×n be the training set of a hyperspectral image, where m is band number and n denotes for training pixels. The linear model can be written as follows:
where D is a m × k dictionary of a few elements, α i is the sparse coefficients containing a k × 1 vector and ε is a m × 1 vector collecting the additive noise. The classical ordinary least squares (OLS) estimates are obtained by minimizing the squared error between x i and Dα i . The OLS estimates often have low prediction accuracy [40] . Then, the noise-tolerant sparse representation optimization is used in this paper:
where α i 0 represents the 0 norm of a, which computes the number of nonzero elements, and δ denotes the error tolerance due to the noise. Because of the NP-hard characteristic, the formula is difficult to solve. To tackle this issue, the 0 norm can be replaced by 1 norm. The optimization formula is transferred into: min
where α i 1 is the 1 norm for the sparsity result. In theory, it has been proven that the solution of the above problem is unique when α is sparse enough, and it can have the same sparse solution instead of the 0 norm. Optimizing the objective function can be written as a joint optimization problem about the dictionary D and sparse coefficients α. Depending on the particular application, dictionary learning may take different forms; we use the following equation:
where λ is a regularization parameter trading off between mean squared error and 1 norm, and C is a constraint set for dictionary. In order to solve the dictionary learning problem, Julien Mairal (2010) proposed the online dictionary learning algorithm which has a low memory requirement and low computational cost [39] . Then, the fast implementation of the LARS algorithm [47] is adopted in our study to get the sparse coefficient associated with the learned dictionary. Given a matrix of X and a dictionary D, the algorithm returns a matrix of coefficients A = [α 1 , . . . , α i , . . . , α n ] ∈ R k×n . The algorithm is very efficient when the solution is very sparse and the problem size is reasonable. The coefficients are then used to classify the corresponding pixel using a linear support vector machine.
Classification Strategy and Accuracy Assessment
In this study, a hybrid approach is adopted to estimate impervious surfaces. Firstly, randomly chosen spectral-spatial sparse features and corresponding ground reference (impervious or non-impervious) are employed to train a classifier. Secondly, the classifier is directly used to predict the label (impervious or non-impervious) of test data. The test samples are classified using a linear SVM trained on the linear combination of coefficients, known as the sparse representation. In addition, post-classification refinement procedure was applied with majority filter, helping to overcome the minor salt and pepper appearance of the extraction result. Filtering is executed based on a sliding window, and the label of the central pixel is determined by the majority value of their neighboring pixels. In the study, the filter kernel is set to 3 × 3. An edge and corner pixel requires at least 4 and 3 similar value before replacement will occur. For inner pixels, the number of neighboring pixels of a similar value must be larger than 6; then a replacement can occur. The resulting value in the sliding window is assigned to the central pixel.
Five accuracy indices are adopted as the objective metrics to evaluate the accuracy of results. There are producer's accuracy, user's accuracy, overall accuracy (OA), average accuracy (AA), and the Kappa coefficient. The OA and Kappa are widely used to access the accuracy of impervious surface estimation [48, 49] . The OA is calculated by the ratio between rightly classified impervious surface test samples and the total number of test samples. The AA is the average of the accuracy values for each class.
Results and Analysis
In this section, we provide a series of experimental results to evaluate the effectiveness of the proposed impervious estimation algorithms on four hyperspectral datasets. Because it takes a lot of time and labor to obtain ground truth data in reality, the experiments we designed are based on small training datasets. Support vector machine (SVM) and random forest (RF) have proven successful in extraction of impervious surface [50] [51] [52] . Hence, the extraction accuracies are compared visually and quantitatively with the following methods: SVM applied to spectral data with RBF kernel (SPE-SVM), SVM applied to spectral-spatial data with RBF kernel (SS-SVM), RF applied to spectral data (SPE-RF), RF applied to spectral-spatial data (SS-RF), spectral feature sparse representation (SPE-SR). For the SVM-based methods (SVM, SS-SVM) all parameters (RBF kernel parameter σ, regularization parameter C) are obtained by simple cross-validation. The optimal number of decision trees should be the first position when the kappa coefficient reaches the highest [4] . In our application, 20 decision trees are used for impervious surface extraction. The sparse regularization factor λ was allowed to take values from 0.1 to 0.9. To choose the number of dictionary atoms, values were chosen from (1/8, 1/4, 1/2) as the number of training data. The sparse representation of spectral-spatial features with these atoms is likely to exhibit discriminative capabilities.
Experiments with the Hyperion Data
As shown in Figure 1 , Hyperion data refer to two datasets in this study. There are 1506 impervious surface pixels in dataset 1, and 12,894 non-impervious surface pixels. In our first experiment, 10% of the Hyperion dataset 1 are randomly used for training, and the remaining 90% are chosen for testing. The results are averaged over five runs. The images show impervious surfaces in hot pink and non-impervious surfaces in light green. The training and test data are visually illustrated in Figure 5a ,b respectively. Figure 1c shows the ground truth classes. The classification maps on dataset 1 obtained from different algorithms are shown in Figure 5c -h. The circled area shows that the SS-SR yielded impervious surface closer to the reference ground truth map (Figure 1) .
The estimation accuracy for impervious surface, the producer's accuracy, user's accuracy, overall accuracy, average accuracy, and the kappa coefficient are shown in Table 1 surface test samples and the total number of test samples. The AA is the average of the accuracy values for each class.
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The estimation accuracy for impervious surface, the producer's accuracy, user's accuracy, overall accuracy, average accuracy, and the kappa coefficient are shown in Table 1 using different methods on the test data. In most cases, algorithms with spectral-spatial information outperforms the methods with only spectral information. The results of SPE-SVM are OA = 0.9337, and Kappa = 0.5834. The results of SS-SR are OA = 0.9402, and Kappa = 0.6570. The relatively low kappa values might be due to the training impervious surface sample size being too small to get better results. The accuracy assessment indicates that the proposed SS-SR method can produce higher accuracy than other methods in the estimation of impervious surface from hyperspectral imagery. In the second experiment, there are 2747 impervious surface pixels in dataset 2, and 35,253 nonimpervious surface pixels; 10% of the Hyperion dataset 2 are randomly selected for training, leaving 90% for testing. The training and testing sets are shown in Figure 6a In the second experiment, there are 2747 impervious surface pixels in dataset 2, and 35,253 non-impervious surface pixels; 10% of the Hyperion dataset 2 are randomly selected for training, leaving 90% for testing. The training and testing sets are shown in Figure 6a Figure 6 with experiment results for the data are illustrated in Table 2 . Figure 6 with experiment results for the data are illustrated in Table 2 . Accuracy assessment results for Hyperion dataset 2 are shown in Table 2 . The algorithms based only on spectral feature provide poor results compared with the other algorithms that take into account spatial information. The SS-SR provides better OA and Kappa results than the SS-SVM and SS-RF, which shows that SS-SR is successful in selecting discriminative spectral-spatial features of hyperspectral images. The results were OA = 0.9573 and Kappa = 0.6368. Table 1 . Accuracy assessment for Hyperion dataset 1. Table 2 . Accuracy assessment for Hyperion dataset 2. 
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Experiments with the University of Pavia Image
The next hyperspectral image used in our study is the University of Pavia image. About 1% of the image pixels are used for training, leaving 99% for testing. Figure 2b illustrates the ground-truth impervious and non-impervious surface. The estimation maps are presented in Figure 7c -h, and the accuracy assessment results are summarized in Table 3 . Some impervious surface materials are made of rock, sand or clayish soil. Thus, impervious surfaces and soil exhibit similar spectral characteristics [53] . One can see from the circled area from Figure 7c -f that SVM and RF have difficulty in separating soil from impervious surfaces. The circled area shows bare soil pixels are wrongly classified as impervious surface. Figure 7g ,h shows the visual results obtained by sparse representation method, the sparsity-based methods lead to a much finer estimation map than SVM algorithms. Accuracy assessment results for Hyperion dataset 2 are shown in Table 2 . The algorithms based only on spectral feature provide poor results compared with the other algorithms that take into account spatial information. The SS-SR provides better OA and Kappa results than the SS-SVM and SS-RF, which shows that SS-SR is successful in selecting discriminative spectral-spatial features of hyperspectral images. The results were OA = 0.9573 and Kappa = 0.6368. Table 1 . Accuracy assessment for Hyperion dataset 1. Table 2 . Accuracy assessment for Hyperion dataset 2. 
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The next hyperspectral image used in our study is the University of Pavia image. About 1% of the image pixels are used for training, leaving 99% for testing. Figure 2b illustrates the ground-truth impervious and non-impervious surface. The estimation maps are presented in Figure 7c -h, and the accuracy assessment results are summarized in Table 3 . Some impervious surface materials are made of rock, sand or clayish soil. Thus, impervious surfaces and soil exhibit similar spectral characteristics [53] . One can see from the circled area from Figure 7c -f that SVM and RF have difficulty in separating soil from impervious surfaces. The circled area shows bare soil pixels are wrongly classified as impervious surface. Figure 7g ,h shows the visual results obtained by sparse representation method, the sparsity-based methods lead to a much finer estimation map than SVM algorithms.
We can see in Table 3 that Producer's accuracy, User's accuracy, OA, AA, and Kappa for the image are notably higher than the Hyperion datasets experiments. This is because the Pavia image has higher spatial resolution and lower spectral mixture. In this case, SPE-SR outperforms SPE-SVM and SPE-RF, and SS-SR outperforms SS-SVM and SS-RF. SS-SR yields the best results due to its ability to select representative spectral and spatial features.
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The fourth image, the Pavia center image, is also collected by the ROSIS sensor. In this experiment, around 1% of the labeled data are chosen as the training samples (Figure 8a) , and the remaining 99% for testing (Figure 8b) . The impervious and non-impervious surfaces estimation maps are drawn on Figure 8c -h. Figure 3b illustrates the ground-truth map. Some pixels of the lake are in a muddy state due to the lack of water circulation in the study area. This could result in stronger 
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The fourth image, the Pavia center image, is also collected by the ROSIS sensor. In this experiment, around 1% of the labeled data are chosen as the training samples (Figure 8a) , and the remaining 99% for testing (Figure 8b) . The impervious and non-impervious surfaces estimation maps are drawn on Figure 8c -h. Figure 3b illustrates the ground-truth map. Some pixels of the lake are in a muddy state due to the lack of water circulation in the study area. This could result in stronger reflectance by water and increase the confusion between water and impervious surface. The misclassification in the extraction results of SPE-SVM and SS-SVM are due largely to the confusion between bare soil, water and impervious surface. The rectangular area depicts bare soil and muddy water pixels are recognized as impervious surface in Figure 8c -f. The confusion results of random forest mainly come from two aspects: bare soil and impervious surface, bricks and non-impervious surface. The circled area of Figure 8f shows the misclassification between bricks (impervious surface) and non-impervious surface. The proposed SPE-SR and SS-SR method can correctly recognize most of the impervious surface and remove bare soil and muddy water pixels in Figure 8g ,h.
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The extraction results using SPE-SVM, SS-SVM, SPE-RF, SS-RF, SPE-SR and SS-SR are summarized in Table 4 . The SVM based algorithms provide poor results compared with the other algorithms. The SVM has difficulty in distinguishing muddy water from impervious surfaces using spectral-spatial features. SS-RF gets higher accuracy than SPE-RF. The SS-SR provides the best results. The results shows that SS-SR is successful in selecting discriminative spectral-spatial features of hyperspectral images. Pavia center image was taken as a case study to show the selection of atoms from a dictionary. Figure 9 illustrates the sparse coefficients in the Pavia center image experiment. We constructed a dictionary made up of 690 atoms. After learning the dictionary, the algorithm returns a matrix of sparse coefficients, which are used as features to extract impervious surface. The coefficients represent the choice of dictionary atoms. We choose one pixel per class for impervious surface and non-impervious surface, shown in the following figures. Their locations are (732, 116) and (290, 462). The extraction results using SPE-SVM, SS-SVM, SPE-RF, SS-RF, SPE-SR and SS-SR are summarized in Table 4 . The SVM based algorithms provide poor results compared with the other algorithms. The SVM has difficulty in distinguishing muddy water from impervious surfaces using spectral-spatial features. SS-RF gets higher accuracy than SPE-RF. The SS-SR provides the best results. The results shows that SS-SR is successful in selecting discriminative spectral-spatial features of hyperspectral images.
Pavia center image was taken as a case study to show the selection of atoms from a dictionary. Figure 9 illustrates the sparse coefficients in the Pavia center image experiment. We constructed a dictionary made up of 690 atoms. After learning the dictionary, the algorithm returns a matrix of sparse coefficients, which are used as features to extract impervious surface. The coefficients represent the choice of dictionary atoms. We choose one pixel per class for impervious surface and non-impervious surface, shown in the following figures. Their locations are (732, 116) and (290, 462). Table 4 . Accuracy assessment for Pavia center image. 
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Post-Classification Refinement
Per-pixel based methods would result in the so-called "salt and pepper" effect in the estimation results. In this paper, a majority filter was used to weaken the "salt and pepper" appearance of the extraction results. The post-classification method was carried out directly on the four SS-SR classification results. Visual inspection shows that our method could further improve the impervious surface estimation. The salt and pepper effect can be clearly seen in Figure 10a ,b,d,e. Compared with the raw result, the effect in Hyperion dataset 1 and dataset 2 is partly corrected by the majority filter. Meanwhile, a lot of misclassifications occurred between bare soil, muddy water and impervious surfaces, which can be seen in Figure 10g ,h,j,k. The misclassifications are partly corrected by the postclassification refinement.
An accuracy assessment was conducted to compare the results. In the Hyperion dataset 1 experiment, the SS-SR with majority filter yields kappa of 0.6663, with the SPE-SVM kappa of 0.5834. In the University of Pavia experiment, the SS-SR with post-classification yields kappa of 0.9919, with the SPE-SVM kappa of 0.9519. The results of OA and Kappa indicate that all of the images achieved a relatively higher accuracy. The two other experiments also prove the superiority of this algorithm. The improvements could be due to the spatial information in the neighbor pixels being effectively used in the approach. It is demonstrated that the post-classification approach is capable of providing more accurate results than the raw classification. The detailed statistical results are presented in Table 5 . Table 5 . Accuracy assessment for impervious surface estimation using different algorithm. 
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An accuracy assessment was conducted to compare the results. In the Hyperion dataset 1 experiment, the SS-SR with majority filter yields kappa of 0.6663, with the SPE-SVM kappa of 0.5834. In the University of Pavia experiment, the SS-SR with post-classification yields kappa of 0.9919, with the SPE-SVM kappa of 0.9519. The results of OA and Kappa indicate that all of the images achieved a relatively higher accuracy. The two other experiments also prove the superiority of this algorithm. The improvements could be due to the spatial information in the neighbor pixels being effectively used in the approach. It is demonstrated that the post-classification approach is capable of providing more accurate results than the raw classification. The detailed statistical results are presented in Table 5 . 
Discussion
The Classification Accuracy for Impervious Surface
Impervious surface, bare soil and muddy water from wide band reflectance data of multispectral remote sensing images are not spectrally distinct. It is difficult to distinguish impervious surface from bare soil with similar spectral signatures. Due to the urban land cover diversity and the spectral confusion of low spectral remote sensing images, hyperspectral images have become a promising approach to improve impervious surface estimation. In this study, EO-1 Hyperion and ROSIS image datasets were used to characterize and quantify the spatial patterns of impervious surfaces. The spectral and spatial features were combined by layer stacking method, which is easy to implement. In general, the combined use of hyperspectral images spectral and spatial features improved the Overall accuracy and Kappa compared to using only spectral information for extracting impervious surfaces. The spatial resolution of Hyperion images is coarse for mapping per-pixel impervious surface, especially in the complex urban land surface. The impervious surface areas are often underestimated in the rural area when using Hyperion datasets. Possible reasons could be that most of the land is covered by non-impervious surfaces in the rural area, the imbalanced impervious and non-impervious surfaces lead to the underestimation. The spatial resolution of ROSIS images is suitable for extracting per-pixel impervious surface. The higher extraction accuracy of ROSIS datasets than that of Hyperion is probably due to the higher spatial resolution of the former, which makes it more suitable to detect impervious surface details. When bare soil and muddy water are mixed with impervious surfaces, they are difficult to separate by RBF kernel SVM. The results of random forest are slightly less accurate than SS-SR, but run faster. In this study, it is found that the confusion between impervious and non-impervious surface (such as bare soil, etc.) can be significantly reduced using spectral-spatial sparse representation and majority filter. The results imply that our method of impervious surface estimation is consistent, and thus has the potential to be applied to other hyperspectral remote sensing images. Another issue is related to post-classification refinement. The size of majority filter kernel is an important parameter. When the land cover is complex, it is suitable to use a small window. This research shows that complete extraction of impervious surfaces are still difficult and post-processing methods are needed to further separate them from non-impervious surfaces. The increased accuracy of the hybrid approach could promote the development of land use change, heat island effect and urban expansion research.
The Computational Costs
The computational costs were evaluated on four hyperspectral datasets. All of the experiments were performed using MATLAB R2015b. The results are illustrated in Figure 11 . The computation times of SPE-SVM, SS-SVM, SPE-RF, SS-RF, SPE-SR and SS-SR were gradually increasing. We can see in Figure 11 that RF algorithm cost the shortest time. Compared with SVM and RF, the running time of SPE-SR and SS-SR were relatively long, but still the general computer can afford. Algorithms with spectral-spatial features took longer time than that with only spectral features. The calculation time of the majority filter is generally not more than 1 s. It is worth noting that the computational costs mainly from the computational complexity of the sparse representation algorithms. Further refinements can be done by optimizing the algorithm and adopting high performance computing hardware. 
Conclusions
The major contribution of this study is to improve impervious surface estimation from hyperspectral images using sparse representation and post-processing refinement. To test the effectiveness of the SS-SR approach, four hyperspectral datasets were used to estimate the impervious surface. In the study, producer's accuracy, user's accuracy, overall accuracy (OA), average accuracy (AA), and the Kappa were used for accuracy assessment. The results show SS-SR yields better results due to its ability to select representative spectral and spatial features. The postclassification approach is capable of providing more accurate results than the raw classification. The combined use of SS-SR and majority filter algorithm is effective to improve the impervious surface mapping, by reducing the confusions between impervious surface and bare soil, as well as muddy water surface. Experimental results on four hyperspectral datasets demonstrate the superiority of the proposed hybrid method over several well-known impervious surface estimation algorithms. Compared with traditional SPE-SVM, the integration of SS-SR with majority filter enhanced the average kappa by 8.27% (EO-1 Hyperion datasets) and 6.23% (ROSIS Pavia datasets). Our hybrid approach increased the average kappa by 7.60% (EO-1 Hyperion datasets) and 2.35% (ROSIS Pavia datasets) compared with classical SPE-RF. Although the impervious surfaces can be extracted with relatively higher accuracy using our approach, the estimation process is found to be time-consuming. In the future study, we intend to focus on the computationally-efficient implementation of the proposed method. 
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