Abstract. Size-change termination is a widely used means of proving termination where source programs are first abstracted to size-change graphs which are then analyzed to determine if they satisfy the sizechange termination property. Here, the choice of the abstraction is crucial to the success of the method, and it is an open problem how to choose an abstraction such that no critical loss of precision occurs. This paper shows how to couple the search for a suitable abstraction and the test for size-change termination via an encoding to a single SAT instance. In this way, the problem of choosing the right abstraction is solved en passant by a SAT solver. We show that for the setting of term rewriting, the integration of this approach into the dependency pair framework works smoothly and gives rise to a new class of size-change reduction pairs. We implemented size-change reduction pairs in the termination prover AProVE and evaluated their usefulness in extensive experiments.
Introduction
Proving termination is a fundamental problem in verification. The challenge of termination analysis is to design a program abstraction that captures the properties needed to prove termination as often as possible, while providing a decidable sufficient criterion for termination. The size-change termination method (SCT) [20] is one such technique where programs are abstracted to size-change graphs which describe how the sizes of program data are affected by the transitions made in a computation. Size is measured by a well-founded base order. A set of size-change graphs has the SCT property iff for every path through any infinite concatenation of these graphs, a value would descend infinitely often w.r.t. the base order. This contradicts the well-foundedness of the base order, which implies termination of the original program. Lee et al. prove in [20] that the problem to determine if a set of size-change graphs has the SCT property is PSPACE-complete. The size-change termination method has been successfully applied in a variety of different application areas [2, 6, 18, 24, 27, 28] .
Another approach emerges from the term rewriting community where termination proofs are performed by identifying suitable orders on terms and showing that every transition in a computation leads to a reduction w.r.t. the order. This approach provides a decidable sufficient termination criterion for a given class of orders and can be considered as a program abstraction because terms are viewed modulo the order. Tools based on these techniques have been successfully applied to prove termination automatically for a wide range of different programming languages (e.g., Prolog [22, 26] , Haskell [16] , and Java Bytecode [23] ).
A major bottleneck when applying SCT is due to the fact that it is a 2-phase process: First, a suitable program abstraction must be found, and then, the resulting size-change graphs are checked for termination. It is an open problem how to choose an abstraction such that no critical loss of precision occurs. Thus, our aim is to couple the search for a suitable abstraction with the test for sizechange termination. To this end we model the search for an abstraction as the search for an order on terms (like in term rewriting). Then we can encode both the abstraction and the test for the SCT property into a single SAT instance.
Using a SAT-based search for orders to prove termination is well established by now. For instance [7, 8, 12, 25, 29] describe encodings for RPO, polynomial orders, or KBO. However, there is one major obstacle when using SAT for SCT. SCT is PSPACE-complete and hence (unless NP = PSPACE), there is no polynomial-size encoding of SCT to SAT. Thus, we focus on a subset of SCT which is in NP and can therefore be effectively encoded to SAT. This subset, called SCNP, is introduced by Ben-Amram and Codish in [5] where experimental evidence indicates that the restriction to this subset of SCT hardly makes any difference in practice. We illustrate our approach in the context of term rewrite systems (TRSs). The basic idea is to give a SAT encoding for the following question:
For a given TRS (and a class of base orders such as RPO), is there a base order such that the resulting size-change graphs have the SCT property?
In [28] , Thiemann and Giesl also apply the SCT method to TRSs and show how to couple it with the dependency pair (DP) method [1] . However, they take the 2-phase approach, first (manually) choosing a base order, and then checking if the induced size-change graphs satisfy the SCT property. Otherwise, one might try a different order. The implementation of [28] in the tool AProVE [14] only uses the (weak) embedding order in combination with argument filters [1] as base order. It performs a naive search which enumerates all argument filters. The new approach in this paper leads to a significantly more powerful implementation.
Using SCNP instead of SCT has an additional benefit. SCNP can be directly simulated by a new class of orders which can be used for reduction pairs in the DP framework. Thus, the techniques (or "processors") of the DP framework do not have to be modified at all for the combination with SCNP. This makes the integration of the size-change method with DPs much smoother than in [28] and it also allows to use this integration directly in arbitrary (future) extensions of the DP framework. The orders simulating SCNP are novel in the rewriting area.
The paper is structured as follows: Sect. 2 and 3 briefly present the DP framework and the SCT method for DPs. Sect. 4 adapts the SCNP approach to term rewriting. Sect. 5 shows how to encode the search for a base order which satisfies the SCNP property into a single SAT problem. Sect. 6 presents our experimental evaluation in the AProVE tool [14] . We conclude in Sect. 7.
Term Rewrite Systems and Dependency Pairs
We assume familiarity with term rewriting [3] and briefly introduce the main ideas of the DP method. The basic idea is (i) to describe all (finitely many) paths in the program from one function call to the next by special rewrite rules, called dependency pairs. Then (ii) one has to prove that these paths cannot follow each other infinitely often in a computation.
To represent a path from a function call of f with arguments s 1 , . . . , s n to a function call of g with arguments t 1 , . . . , t m , we extend the signature by two new tuple symbols F and G. Then a function call is represented by a tuple term, i.e., by a term rooted by a tuple symbol, but where no tuple symbols occur below the root. The DP for this path is the rule F (s 1 , . . . , s n ) → G(t 1 , . . . , t m ).
The DP framework operates on DP problems (P, R), which are pairs of two TRSs. Here, for all s → t ∈ P, both s and t are tuple terms, whereas for all l → r ∈ R, both l and r are base terms, i.e., they do not contain tuple symbols. In the initial DP problem (P, R), P contains all DPs and R contains all rules of the TRS. Then, to show that this problem does not allow infinite chains of function calls, there is a large number of processors for analyzing and simplifying such DP problems. We refer to [1, 13, 15, 17] for further details on the DP framework.
The most common processor for simplifying DP problems is the reduction pair processor. In a reduction pair ( , ≻), is a stable monotonic 4 quasi-order comparing either two tuple terms or two base terms. Moreover, ≻ is a stable well-founded order on terms, where and ≻ are compatible (i.e., ≻ • ⊆ ≻ and • ≻ ⊆ ≻). Given such a reduction pair and a DP problem (P, R), if we can show a weak decrease (i.e., a decrease w.r.t. ) for all rules from R and all DPs from P, we can delete all those DPs from P that are strictly decreasing (i.e., that decrease w.r.t. ≻). In other words, we are asking the following question:
For a given DP problem (P, R), is there a reduction pair that orients all rules of R and P weakly and at least one of the rules of P strictly?
If we can delete all DPs by repeatedly applying this processor, then the initial DP problem does not allow infinite chains of function calls. Consequently, there is no infinite reduction with the original TRS R, i.e., R is terminating.
Size-Change Termination and Dependency Pairs
Size-change termination [20] is a program abstraction where termination is decidable. As mentioned in the introduction, an abstract program is a finite set of size-change graphs which describe, in terms of size-change, the possible transitions between consecutive function calls in the original program.
Size-change termination and the DP framework have some similarities: (i) size-change graphs provide a representation of the paths from one function call to the next, and (ii) in a second stage we show that these graphs do not allow infinite descent. So these steps correspond to steps (i) and (ii) in the DP method.
The main difference between SCT and the DP method is the stage when the 4 If monotonicity of is not required, we speak of a non-monotonic reduction pair. Fig. 1 . Size-change graphs from Ex. 2 undecidable termination problem is abstracted to a decidable one. For SCT, we use a base order to obtain the finite representation of the paths by size-change graphs. For DPs, no such abstraction is performed and, indeed, the termination of a DP problem is undecidable. Here, the abstraction step is only the second stage where typically a decidable class of base orders is used. The SCT method can be used with any base order. It only requires the information which arguments of a function call become (strictly or weakly) smaller w.r.t. the base order. To prove termination, the base order has to be well-founded. For the adaptation to TRSs we will use a reduction pair ( , ≻) for this purpose and introduce the notion of a size-change graph directly for dependency pairs.
If the TRS has a DP F (s 1 , . . . , s n ) → G(t 1 , . . . , t m ), then the corresponding size-change graph has nodes {F 1 , . . . , F n , G 1 , . . . , G m } representing the argument positions of F and G. The labeled edges in the size-change graph indicate whether there is a strict or weak decrease between these arguments.
Definition 1 (size-change graphs). Let ( , ≻) be a (possibly non-monotonic) reduction pair on base terms, and let F (s 1 , . . . , s n ) → G(t 1 , . . . , t m ) be a DP. The size-change graph resulting from this DP and from ( , ≻) is the graph (V s , V t , E) with source vertices
Size-change graphs are depicted as in Fig. 1 . Each graph consists of source vertices, on the left, target vertices, on the right, and edges drawn as full and dashed arrows to indicate strict and weak decrease (i.e., corresponding to "≻" and " ", respectively). We introduce the main ideas underlying SCT by example.
Example 2.
Consider the TRS {(1), (2)}. It has the DPs (3) and (4).
We use a reduction pair based on the embedding order where s(x) ≻ x, s(y) ≻ y, s(x) s(x), s(y) s(y). Then we get the size-change graphs in Fig. 1(a) . Between consecutive function calls, the first argument decreases in size or becomes smaller than the original second argument. In both cases, the second argument weakly decreases compared to the original first argument. By repeated composition of the size-change graphs, we obtain the three "idempotent" graphs in Fig. 1(b) . All of them exhibit in situ decrease (at F 1 in the first graph, at F 2 in the second graph, and at both F 1 and F 2 in the third graph). This means that the original size-change graphs from Fig. 1(a) satisfy the SCT property.
Earlier work [28] shows how to combine SCT with term rewriting. Let R be a TRS and ( , ≻) a reduction pair such that if s ≻ t (or s t), then t contains no defined symbols of R, i.e., no root symbols of left-hand sides of rules from R.
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Let G be the set of size-change graphs resulting from all DPs with ( , ≻). In [28] the authors prove that if G satisfies SCT then R is innermost terminating.
Example 3. If one restricts the reduction pair in Ex. 2 to just terms without defined symbols, then one still obtains the same size-change graphs. Since these graphs satisfy the SCT property, one can conclude that the TRS is indeed innermost terminating. Note that to show termination without SCT, an order like RPO would fail (since the first rule requires a lexicographic comparison and the second requires a multiset comparison). While termination could be proved by polynomial orders, as in [28] one could unite these rules with the rules for the Ackermann function. Then SCT with the embedding order would still work, whereas a direct application of RPO or polynomial orders fails.
So our example illustrates a major strength of SCT. A proof of termination is obtained by using just a simple base order and by considering each idempotent graph in the closure under composition afterwards. In contrast, without SCT, one would need more complex termination arguments.
In [28] the authors show that when constructing the size-change graphs from the DPs, one can even use arbitrary reduction pairs as base orders, provided that all rules of the TRS are weakly decreasing. In other words, this previous work essentially addresses the following question for any DP problem (P, R):
For a given base order where R is weakly decreasing, do all idempotent size-change graphs, under composition closure, exhibit in situ decrease?
Note that in [28] , the base order is always given and the only way to search for a base order automatically would be a hopeless generate-and-test approach.
Approximating SCT in NP
In [5] the authors identify a subset of SCT, called SCNP, that is powerful enough for practical use and is in NP. For SCNP just as for SCT, programs are abstracted to sets of size-change graphs. But instead of checking SCT by the closure under composition, one identifies a suitable ranking function to certify the termination of programs described by the set of graphs. Ranking functions map "program states" to elements of a well-founded domain and one has to show that they (strictly) decrease on all program transitions described by the size-change graphs.
In the rewriting context, program states are terms. Here, instead of a ranking function one can use an arbitrary stable well-founded order ⊐. Let (V s , V t , E) be a size-change graph with source vertices V s = {F 1 , . . . , F n }, target vertices V t = {G 1 , . . . , G m }, and let ( , ≻) be the reduction pair on base terms which was used for the construction of the graph. Now the goal is to extend the order ≻ to a well-founded order ⊐ which can also compare tuple terms and which satisfies the size-change graph (i.e., F (s 1 , . . . , s n ) ⊐ G(t 1 , . . . , t m )). Similarly, we say that ⊐ satisfies a set of size-change graphs iff it satisfies all the graphs in the set.
If the size-change graphs describe the transitions of a program, then the existence of a corresponding ranking function obviously implies termination of the program. As in [28] , to ensure that the size-change graphs really describe the transitions of the TRS correctly, one has to impose suitable restrictions on the reduction pair (e.g., by demanding that all rules of the TRS are weakly decreasing w.r.t. ). Then one can indeed conclude termination of the TRS.
In [21] , a class of ranking functions is identified which can simulate SCT. So if a set of size-change graphs has the SCT property, then there is a ranking function of that class satisfying these size-change graphs. However, this class is typically exponential in size [21] . To obtain a subset of SCT in NP, [5] considers a restricted class of ranking functions. A set of size-change graphs has the SCNP property iff it is satisfied by a ranking function from this restricted class.
Our goal is to adapt this class of ranking functions to term rewriting. The main motivation is to facilitate the simultaneous search for a ranking function on the size-change graphs and for the base order which is used to derive the sizechange graphs from a TRS. It means that we are searching both for a program abstraction to size-change graphs, and also for the ranking function which proves that these graphs have the SCNP (and hence also the SCT) property. This is different from [5] , where the concrete structure of the program has already been abstracted away to size-change graphs that must be given as inputs. It is also different from the earlier adaption of SCT to term rewriting in [28] , where the base order was fixed. As shown by the experiments with [28] in Sect. 6, fixing the base order for the size-change graphs leads to severe limitations in power.
The following example illustrates the SCNP property and presents a ranking function (resp. a well-founded order ⊐) satisfying a set of size-change graphs.
Example 4. Consider the TRS from Ex. 2 and its size-change graphs in Fig. 1(a) . Here, the base order is the reduction pair ( , ≻) resulting from the embedding order. We now extend ≻ to an order ⊐ which can also compare tuple terms and which satisfies the size-change graphs in this example. To compare tuple terms F(s 1 , s 2 ) and F(t 1 , t 2 ), we first map them to the multisets { s 1 , 1 , s 2 , 0 } and { t 1 , 1 , t 2 , 0 } of tagged terms (where a tagged term is a pair of a term and a number). Now a multiset S of tagged terms is greater than a multiset T iff for every t, m ∈ T there is an s, n ∈ S where s ≻ t or both s t and n > m.
For the first graph, we have s 1 ≻ t 1 and s 1 t 2 and hence the multiset { s 1 , 1 , s 2 , 0 } is greater than { t 1 , 1 , t 2 , 0 }. For the second graph, s 1 t 2 and s 2 ≻ t 1 also implies that the multiset { s 1 , 1 , s 2 , 0 } is greater than { t 1 , 1 , t 2 , 0 }. Thus, if we define our well-founded order ⊐ in this way, then it indeed satisfies both size-change graphs of the example. Since this order ⊐ belongs to the class of ranking functions defined in [5] , this shows that the sizechange graphs in Fig. 1(a) have the SCNP property.
In term rewriting, size-change graphs correspond to DPs and the arcs of the size-change graphs are built by only comparing the arguments of the DPs (which are base terms). The ranking function then corresponds to a well-founded order on tuple terms. We now reformulate the class of ranking functions of [5] in the term rewriting context by defining SCNP reduction pairs. The advantage of this reformulation is that it allows us to integrate the SCNP approach directly into the DP framework and that it allows a SAT encoding of both the search for suitable base orders and of the test for the SCNP property. In [5] , the class of ranking functions for SCNP is defined incrementally. We follow this, but adapt the definitions of [5] to the term rewriting setting and prove that the resulting orders always constitute reduction pairs. More precisely, we proceed as follows: step one: ( , ≻) is an arbitrary reduction pair on base terms that we start with (e.g., based on RPO and argument filters or on polynomial orders). The main observation that can be drawn from the SCNP approach is that it is helpful to compare base terms and tuple terms in a different way. Thus, our goal is to extend ( , ≻) appropriately to a reduction pair (⊒, ⊐) that can also compare tuple terms. By defining (⊒, ⊐) in the same way as the ranking functions of [5] , it can simulate the SCNP approach. step two: ( N , ≻ N ) is a reduction pair on tagged base terms, i.e., on pairs t, n , where t is a base term and n ∈ N. Essentially, ( N , ≻ N ) is a lexicographic combination of the reduction pair ( , ≻) with the usual order on N. step three:
is a full reduction pair (i.e., it is the reduction pair (⊒, ⊐) we were looking for). The level mapping ℓ determines which arguments of a tuple term are selected and tagged, resulting in a multiset of tagged base terms. On tuple terms, ( µ,ℓ , ≻ µ,ℓ ) behaves according to ( N,µ , ≻ N,µ ) on the multisets as determined by ℓ, and on base terms, it behaves like ( , ≻).
Thus, we start with extending a reduction pair ( , ≻) on base terms to a reduction pair ( N , ≻ N ) on tagged base terms. We compare tagged terms lexicographically by ( , ≻) and by the standard orders ≥ and > on numbers.
Definition 5 (comparing tagged terms). Let ( , ≻) be a reduction pair on terms. We define the corresponding reduction pair ( N , ≻ N ) on tagged terms:
The motivation for tagged terms is that we will use different tags (i.e., numbers) for the different argument positions of a function symbol. For instance, when comparing the terms s = F(s(x), y) and t = F(x, s(x)) as in Ex. 4, one can assign the tags 1 and 0 to the first and second argument position of F, respectively. Then, if ( , ≻) is the reduction pair based on the embedding order, we have s(x), 1 ≻ N x, 1 and s(x), 1 ≻ N s(x), 0 . In other words, the first argument of s is greater than both the first and the second argument of t.
The following lemma states that if ( , ≻) is a reduction pair on terms, then ( N , ≻ N ) is a reduction pair on tagged terms (where we do not require monotonicity, since monotonicity is not defined for tagged terms). This lemma will be needed for our main theorem (Thm. 12) which proves that the reduction pair defined to simulate SCNP is really a reduction pair.
Lemma 6 (reduction pairs on tagged terms). Let
is a non-monotonic reduction pair on tagged terms. 6 The next step is to introduce a "reduction pair" ( N,µ , ≻ N,µ ) on multisets of tagged base terms, where µ is a status which determines how ( N , ≻ N ) is extended to multisets. Of course, there are many possibilities for such an extension. In Def. 7, we present the four extensions which correspond to the ranking functions defining SCNP in [5] . The main difference to the definitions in [5] is that we do not restrict ourselves to total base orders. Hence, the notions of maximum and minimum of a multiset of terms are not defined in the same way as in [5] .
Definition 7 (multiset extensions of reduction pairs). Let ( , ≻) be a reduction pair on (tagged) terms. We define an extended reduction pair ( µ , ≻ µ ) on multisets of (tagged) terms, for µ ∈ {max, min, ms, dms}. Let S and T be multisets of (tagged) terms.
(max order) S
max T holds iff ∀t ∈ T. ∃s ∈ S. s t. S ≻ max T holds iff S = ∅ and ∀t ∈ T. ∃s ∈ S. s ≻ t.
(min order) S
min T holds iff ∀s ∈ S. ∃t ∈ T. s t. S ≻ min T holds iff T = ∅ and ∀s ∈ S. ∃t ∈ T. s ≻ t.
Here ≻ ms is to the standard multiset extension of an order ≻ as used, e.g., for the classical definition of RPO. However, our use of tagged terms as elements of the multiset introduces a lexicographic aspect that is missing in RPO.
Example 8. Consider again the TRS from Ex. 2 with the reduction pair based on the embedding order. We have {s(x), y} max {x, s(x)}, since for both terms in {x, s(x)} there is an element in {s(x), y} which is weakly greater (w.r.t. ). Similarly, {x, s(y)} max {y, x}. However, {x, s(y)} ≻ max {y, x}, since not every element from {y, x} has a strictly greater one in {x, s(y)}. We also have {x, s(y)} min {y, x}, but {s(x), y} min {x, s(x)}, since for y in {s(x), y}, there is no term in {x, s(x)} which is weakly smaller.
We have {s(x), y} ≻ ms {x, s(x)}, since even if we take {s(x)} ≻ max {x}, we still do not have y s(x). Moreover, also {s(x), y} ms {x, s(x)}. Otherwise, for every element of {x, s(x)} there would have to be a different weakly greater element in {s(x), y}. In contrast, we have {x, s(y)} ≻ ms {y, x}. The element s(y) is replaced by the strictly smaller element y and for the remaining element x on the right-hand side there is a weakly greater one on the left-hand side. Similarly, we also have {s(x), y} dms {x, s(x)} and{x, s(y)} ≻ dms {y, x}.
So there is no µ such that the multiset of arguments strictly decreases in some DP and weakly decreases in the other DP. We can only achieve a weak decrease for all DPs. To obtain a strict decrease in such cases, one can add tags.
We want to define a reduction pair ( µ,ℓ , ≻ µ,ℓ ) which is like ( N,µ , ≻ N,µ ) on tuple terms and like ( , ≻) on base terms. Here, we use a level mapping ℓ to map tuple terms F (s 1 , . . . , s n ) to multisets of tagged base terms.
Definition 9 (level mapping). For each tuple symbol F of arity n, let π(F ) ⊆ 1, . . . , n × N such that for each 1 ≤ j ≤ n there is at most one m ∈ N with j, m ∈ π(F ). Then ℓ (F (s 1 , . . . , s n )) = s i , n i i, n i ∈ π(F ) .
Example 10. Consider again the TRS from Ex. 2 with the reduction pair based on the embedding order. Let π be a status function with π(F) = 1, 1 , 2, 0 . So π selects both arguments of terms rooted with F for comparison and associates the tag 1 with the first argument and the tag 0 with the second argument. This means that it puts "more weight" on the first than on the second argument. The level mapping ℓ defined by π transforms the tuple terms from the DPs of our TRS into the following multisets of tagged terms:
Now we observe that for the multisets of the tagged terms above, we have
So due to the tagging now we can find an order such that both DPs are strictly decreasing. This order corresponds to the ranking function given in Ex. 4.
Finally we define the class of reduction pairs which corresponds to the class of ranking functions considered for SCNP in [5] .
Definition 11 (SCNP reduction pair). Let ( , ≻) be a reduction pair on base terms and let ℓ be a level mapping. For µ ∈ {max, min, ms, dms}, we define the SCNP reduction pair ( µ,ℓ , ≻ µ,ℓ ). For base terms l, r we define l ( ) µ,ℓ r ⇔ l ( ) r and for tuple terms s and t we define s ( ) µ,ℓ t ⇔ ℓ(s) ( ) N,µ ℓ(t).
So we have s ≻ max,ℓ t for the DPs s → t in Ex. 2 and the level mapping ℓ in Ex. 10. Thm. 12 states that SCNP reduction pairs actually are reduction pairs.
Theorem 12. For µ ∈ {max, min, ms, dms}, ( µ,ℓ , ≻ µ,ℓ ) is a reduction pair.
We now automate the SCNP criterion of [5] . For a DP problem (P, R) with the DPs P and the TRS R, we have to find a suitable base order ( , ≻) to construct the size-change graphs G corresponding to the DPs in P. So every graph (V s , V t , E) from G with source vertices V s = {F 1 , . . . , F n } and target vertices V t = {G 1 , . . . , G m } corresponds to a DP F (s 1 , . . . , s n ) → G(t 1 , . . . , t m ). Moreover, we have an edge (F i , G j , ≻) ∈ E iff s i ≻ t j and (F i , G j , ) ∈ E iff s i t j .
In our example, if we use the reduction pair ( , ≻) based on the embedding order, then G are the size-change graphs from Fig. 1(a) . For instance, the first size-change graph results from the DP (3).
For SCNP, we have to extend ≻ to a well-founded order ⊐ which can also compare tuple terms and which satisfies all size-change graphs in G. For ⊐, we could take any order ≻ µ,ℓ from an SCNP reduction pair ( µ,ℓ , ≻ µ,ℓ ). To show that ⊐ satisfies the size-change graphs from G, one then has to prove F (s 1 , . . . , s n ) ≻ µ,ℓ G(t 1 , . . . , t m ) for every DP F (s 1 , . . . , s n ) → G(t 1 , . . . , t m ). Moreover, to ensure that the size-change graphs correctly describe the transitions of the TRS-program R, one also has to require that all rules of the TRS R are weakly decreasing w.r.t.
(cf. the remarks at the beginning of Sect. 4). Of course, as in [28] , this requirement can be weakened (e.g., by only regarding usable rules) when proving innermost termination.
As in [5] , we define ⊐ as a lexicographic combination of several orders of the form ≻ µ,ℓ . We define the lexicographic combination of two reduction pairs as
Here, s 1×2 t holds iff both s 1 t and s 2 t. Moreover, s ≻ 1×2 t holds iff s ≻ 1 t or both s 1 t and s ≻ 2 t. It is clear that ( 1×2 , ≻ 1×2 ) is again a reduction pair.
A suitable well-founded order ⊐ is now constructed automatically as follows. The pair of orders (⊒, ⊐) is initialized by defining ⊒ to be the relation where only t ⊒ t holds for two tuple or base terms t and where ⊐ is the empty relation. As long as the set of size-change graphs G is not empty, a status µ and a level mapping ℓ are synthesized such that ( µ,ℓ , ≻ µ,ℓ ) orients all DPs weakly and at least one DP strictly. In other words, the corresponding ranking function satisfies one size-change graph and "weakly satisfies" the others. Then the strictly oriented DPs (resp. the strictly satisfied size-change graphs) are removed, and (⊒, ⊐) := (⊒, ⊐) × ( µ,ℓ , ≻ µ,ℓ ) is updated. In this way, the SCNP approach can be simulated by a repeated application of the reduction pair processor in the DP framework, using the special class of SCNP reduction pairs.
So in our example, we could first look for a µ 1 and ℓ 1 where the first DP (3) decreases strictly (w.r.t. ≻ µ1,ℓ1 ) and the second decreases weakly (w.r.t. µ1,ℓ1 ). Then we would remove the first DP and could now search for a µ 2 and ℓ 2 such that the remaining second DP (4) decreases strictly (w.r.t. ≻ µ2,ℓ2 ). The resulting reduction pair would be (⊒, ⊐) = ( µ1,ℓ1 , ≻ µ1,ℓ1 ) × ( µ2,ℓ2 , ≻ µ2,ℓ2 ). While in [5] , the set of size-change graphs remains fixed throughout the whole termination proof, the DP framework allows to use a lexicographic combination of SCNP reduction pairs which are constructed from different reduction pairs ( , ≻) on base terms. In other words, after a base order and a ranking function satisfying one size-change graph and weakly satisfying all others have been found, the satisfied size-change graph (resp. the corresponding DP) is removed, and one can synthesize a possibly different ranking function and also a possibly different base order for the remaining DPs (i.e., different abstractions to different sizechange graphs can be used in one and the same termination proof).
Example 13. We add a third rule to the TRS from Ex. 2: f(c(x), y) → f(x, s(x)). Now no SCNP reduction pair based only on the embedding order can orient all DPs strictly at the same time anymore, even if one permits combinations with arbitrary argument filters. However, we can first apply an SCNP reduction pair that sets all tags to 0 and uses the embedding order together with an argument filter to collapse the symbol s to its argument. Then the DP for the newly added rule is oriented strictly and all other DPs are oriented weakly. After removing the new DP, the SCNP reduction pair that we already used for the DPs of Ex. 2 again orients all DPs strictly. Note that the base order for this second SCNP reduction pair is the embedding order without argument filters, i.e., it differs from the base order used in the first SCNP reduction pair.
By representing the SCNP method via SCNP reduction pairs, we can now benefit from the flexibility of the DP framework. Thus, we can use other termination methods in addition to SCNP. More precisely, as usual in the DP framework, we can apply arbitrary processors one after another in a modular way. This allows us to interleave arbitrary other termination techniques with termination proof steps based on size-change termination, whereas in [28] , size-change proofs could only be used as a final step in a termination proof.
Automation by SAT Encoding
Recently, the search problem for many common base orders has been reduced successfully to SAT problems [7, 8, 12, 25, 29] . In this section, we build on this earlier work and use these encodings as components for a SAT encoding of SCNP reduction pairs. The corresponding decision problem is stated as follows:
For a DP problem (P, R) and a given class of base orders, is there a status µ, a level mapping ℓ, and a concrete base reduction pair ( , ≻) such that the SCNP reduction pair ( µ,ℓ , ≻ µ,ℓ ) orients all rules of R and P weakly and at least one of P strictly? We assume a given base SAT encoding . base which maps base term constraints of the form s ( ) t to propositional formulas. Every satisfying assignment for the formula s ( ) t base corresponds to a particular order where s ( ) t holds.
We also assume a given encoding for partial orders (on tags), cf. [8] . The function . po maps partial order constraints of the form n 1 ≥ n 2 or n 1 > n 2 where n 1 and n 2 represent natural numbers (in some fixed number of bits) to corresponding propositional formulas on the bit representations for the numbers.
For brevity, we only show the encoding for SCNP reduction pairs ( µ,ℓ ,≻ µ,ℓ ) where µ = max. The encodings for the other cases are similar: The encoding for the min comparison is completely analogous. To encode (dual) multiset comparison one can adapt previous approaches to encode multiset orders [25] .
First, for each tuple symbol F of arity n, we introduce natural number variables denoted tag F i for 1 ≤ i ≤ n. These encode the tags associated with the argument positions of F by representing them in a fixed number of bits. In our case, it suffices to consider tag values which are less than the sum of the arities of the tuple symbols. In this way, every argument position of every tuple symbol could get a different tag, i.e., this suffices to represent all possible level mappings. Now consider a size-change graph corresponding to a DP δ = s → t with s = F (s 1 , . . . , s n ) and t = G(t 1 , . . . , t m ). The edges of the size-change graph are determined by the base order, which is not fixed. For any 1 ≤ i ≤ n and 1 ≤ j ≤ m, we define a propositional formula weak δ i,j which is true iff s, tag 
To facilitate the search for level mappings, for each tuple symbol F of arity n we introduce propositional variables reg F i for 1 ≤ i ≤ n. Here, reg F i is true iff the i-th argument position of F is regarded for comparison. The formulas s max,ℓ t and s ≻ max,ℓ t then encode that the DP s → t can be oriented weakly or strictly, respectively. By this encoding, one can simultaneously search for a base order that gives rise to the edges in the size-change graph and for a level mapping that satisfies this size-change graph.
For any DP problem (P, R) we can now generate a propositional formula which ensures that the corresponding SCNP reduction pair orients all rules from R and P weakly and at least one rule from P strictly:
Similar to [7, 29] , our approach is easily extended to refinements of the DP method where one only regards the usable rules of R and where these usable rules can also depend on the (explicit or implicit) argument filter of the order.
Implementation and Experiments
We implemented our contributions in the automated termination prover AProVE [14] . To assess their impact, we compared three configurations of AProVE. In the first, we use SCNP reduction pairs in the reduction pair processor of the DP framework. This configuration is parameterized by the choice whether we allow just max comparisons of multisets or all four multiset extensions from Def. 7. Moreover, the configuration is also parameterized by the choice whether we use classical size-change graphs or extended size-change graphs as in [28] . In an extended size-change graph, to compare s = F (s 1 , . . . , s n ) with t = G(t 1 , . . . , t m ), the source and target vertices {s 1 , . . . , s n } and {t 1 , . . . , t m } are extended by additional vertices s and t, respectively. Now an edge from s to t j indicates that the whole term s is greater (or equal) to t j , etc. So these additional vertices also allow us to compare the whole terms s and t. By adding these vertices, size-change termination incorporates the standard comparison of terms as well.
In the second configuration, we use the base orders directly in the reduction pair processor (i.e., here we disregard SCNP reduction pairs). In the third configuration, we use the implementation of the SCT method as described in [28] a fair comparison, we updated that old implementation from the DP approach to the modular DP framework and used SAT encodings for the base orders. (While this approach only uses the embedding order and argument filters as the base order for the construction of size-change graphs, it uses more complex orders (containing the base order) to weakly orient the rules from the TRS.) We considered all 1381 examples from the standard TRS category of the Termination Problem Data Base (TPDB version 7.0.2) as used in the International Termination Competition 2009. 7 The experiments were run on a 2.66 GHz Intel Core 2 Quad and we used a time limit of 60 seconds per example. We applied SAT4J [19] to transform propositional formulas to conjunctive normal form and the SAT solver MiniSAT2 [10] to check the satisfiability of the resulting formulas. Table 1 compares the power and runtimes of the three configurations depending on the base order. The column "order " indicates the base order: embedding order with argument filters (EMB), lexicographic path order with arbitrary permutations and argument filters (LPO), recursive path order with argument filters (RPO), and linear polynomial interpretations with coefficients from {0, 1} (POLO). For the first configuration, we used three different settings: full SCNP reduction pairs with extended size-change graphs ("SCNP all"), SCNP reduction pairs restricted to max-comparisons with extended size-change graphs ("SCNP max"), and SCNP reduction pairs restricted to max comparisons and nonextended size-change graphs ("SCNP fast"). The second and third configuration are called "reduction pairs" and "SCT [28] ", respectively. For each experiment, we give the number of TRSs which could be proved terminating ("proved") and the analysis time in seconds for running AProVE on all 1381 TRSs ("runtime"). The "best" numbers are always printed in bold. For further details on the experiments, we refer to http://aprove.informatik.rwth-aachen.de/eval/SCNP. The table allows the following observations:
(1) Our SCNP reduction pairs are much more powerful and significantly faster than the implementation of [28] . By integrating the search for the base order with SCNP, our new implementation can use a much larger class of base orders and thus, SCNP reduction pairs can prove significantly more examples. The reason for the relatively low speed of [28] is that this approach iterates through argument filters and then generates and analyzes size-change graphs for each of these argument filters. (So the low speed is not due to the repeated composition of size-change graphs in the SCT criterion.) (2) Our new implementation of SCNP reduction pairs is more powerful than using the reduction pairs directly. Note that when using extended size-change graphs, every reduction pair can be simulated by an SCNP reduction pair.
(3) SCNP reduction pairs add significant power when used for simple orders like EMB and LPO. The difference is less dramatic for RPO and POLO. Intuitively, the reason is that SCNP allows for multiset comparisons which are lacking in EMB and LPO, while RPO contains multiset comparisons and POLO can often simulate them. Nevertheless, SCNP also adds some power to RPO and POLO, e.g., by extending them by a concept like "maximum". This even holds for more powerful base orders like matrix orders [11] . In Appendix B, we present a TRS where all existing termination tools fail, but where termination can easily be proved automatically by an SCNP reduction pair with a matrix base order.
Conclusion
We show that the practically relevant part of size-change termination (SCNP) can be formulated as a reduction pair. Thus, SCNP can be applied in the DP framework, which is used in virtually all termination tools for term rewriting.
Moreover, by combining the search for the base order and for the SCNP level mapping into one search problem, we can automatically find the right base order for constructing size-change graphs. Thus, we now generate program abstractions automatically such that termination of the abstracted programs can be shown.
The implementation in AProVE confirms the usefulness of our contribution. Our experiments indicate that the automation of our technique is more powerful than both the direct use of reduction pairs and the SCT adaptation from [28] .
Appendix A. Proofs
Lemma 6 (reduction pairs on tagged terms). Let ( , ≻) be a reduction pair. Then ( N , ≻ N ) is a non-monotonic reduction pair on tagged terms.
Proof. Reflexivity of N follows directly from reflexivity of and of ≥. Transitivity of N and ≻ N as well as compatibility follow from a simple case analysis on whether we have strict or weak decrease in the term components. Wellfoundedness of ≻ N follows from the well-foundedness of lexicographic combinations of well-founded orders.
We now prove stability of N by contradiction. Assume that N were not stable, i.e., there exist two tagged terms s, c , t, d and a substitution σ with s, c N t, d and sσ, c
which is a contradiction to the stability of ≻ and . Stability of ≻ N is completely analogous.
In the proof of Thm. 12, we make use of multiset covers [25] as an equivalent representation for the multiset extension ms and ≻ ms . This is not only convenient for the proof, but multiset covers can also be used to express the multiset extension in a way which is natural to encode as a propositional formula.
Definition 14 (multiset cover). Let S and T be multisets with |S| = n and |T | = m. A multiset cover γ, ε is a pair of mappings γ : 1, ..., m → 1, ..., n and ε : 1, ..., n → false, true such that for each 1 ≤ i ≤ n, if ε(i) = true, then j γ(j) = i is a singleton set.
For any t j ∈ T , γ(j) = i intuitively means that t j is covered by s i (i.e., s i ≻ t j or s i t j ). Moreover, ε(i) indicates whether s i covers elements from T strictly or weakly. Hence, we can now express the ms-extension via multiset covers:
-S ms T holds iff S = s 1 . . . , s n , T = t 1 , . . . , t m , and there exists a multiset cover γ, ε such that for all i, j:
-S ≻ ms T holds iff S ms T and ε(i) = false for some i (i.e., some s i is replaced by zero or more strictly smaller elements).
Proof. We first illustrate the proof for µ = max (the proof for µ = min is analogous). For base terms, ( max,ℓ , ≻ max,ℓ ) is like ( , ≻) and thus, here it is clearly a reduction pair. Thus, it suffices to consider comparisons between tuple terms. 
Since N and ≻ N are compatible by Lemma 6, we obtain
and thus s ≻ max,ℓ t.
2.
max,ℓ is reflexive and both max,ℓ and ≻ max,ℓ are transitive and stable The claim F (s) max,ℓ F (s) is equivalent to ℓ(F (s)) N,max ℓ(F (s)), which means 
. By s t and c ≥ c, we also have s, c N t, c .
4.
≻ max,ℓ is well founded Analogous to the proof that the standard multiset extension of an order ≻ is well founded iff ≻ itself is well founded.
We now illustrate the proof for µ = ms (the proof for µ = dms is analogous).
1.
ms,ℓ and ≻ ms,ℓ are compatible, and both ms,ℓ and ≻ ms,ℓ are transitive We only show ≻ ms,ℓ • ms,ℓ ⊆ ≻ ms,ℓ . The proofs for ms,ℓ • ≻ ms,ℓ ⊆ ≻ ms,ℓ , ≻ ms,ℓ • ≻ ms,ℓ ⊆ ≻ ms,ℓ , and ms,ℓ • ms,ℓ ⊆ ms,ℓ are analogous. Let s = F (s), t = G(t), and u = H(u) where s ≻ ms,ℓ t ∧ t ms,ℓ u.
Clearly, s ≻ ms,ℓ t means that there exists a multiset cover γ 1 , ε 1 such that
and ∃ i, c ∈ π(F ).¬ε(i)
Moreover, t ms,ℓ u means that there exists a multiset cover γ 2 , ε 2 such that:
We now construct a multiset cover γ 3 , ε 3 to show that s ≻ ms,ℓ u holds as well. Let γ 3 (k) = γ 1 (γ 2 (k)) and let
To see that γ 3 , ε 3 actually is a multiset cover showing s ≻ ms,ℓ u, we need to prove:
This holds by construction.
. Hence, we have:
Likewise, by transitivity of ≻ N and compatibility of N and ≻ N , ¬(ε 1 (i) ∧ ε 2 (j)) implies s i , c ≻ N u k , e . Since γ 1 , ε 1 and γ 2 , ε 2 are multiset covers, ε 1 (i) ∧ ε 2 (j) holds iff ε 3 (i) holds, which shows the proposition.
(c) ∃i.¬ε 3 (i).
This holds due to ∃i.¬ε 1 (i) and ¬ε 1 (i) ⇒ ¬ε 3 (i).
2.
ms,ℓ and ≻ ms,ℓ are stable, and ms,ℓ is reflexive. This follows from the respective properties of N and ≻ N .
3.
ms,ℓ is monotonic Since ms,ℓ is obviously monotonic on base terms, we only consider the case where s, t are base terms with s ms,ℓ t (i.e., s t), where F is a tuple symbol, and one has to show s ′ ms,ℓ t ′ for the tuple terms s ′ = F (u 1 , . . . , u i−1 , s, u i+1 , . . . , u n ) and t ′ = F (u 1 , . . . , u i−1 , t, u i+1 , . . . , u n ). Here the multiset cover γ, ε with ∀i
4. ≻ ms,ℓ is well founded This can be shown via an adaption of the proof that the standard multiset extension of an order ≻ is well founded iff ≻ itself is well founded. We additionally need to use transitivity and compatibility of ( N , ≻ N ).
Appendix B. Combining SCNP with Matrix Orders
Example 15. Consider the following rewrite system R 1 , which is taken from the termination problem data base (TRS/Zantema 06/03.xml). When attempting to prove termination by the standard techniques of the DP framework (such as the dependency graph processor or the reduction pair processor with matrix orders over the naturals), the initial DP problem is eventually transformed into the DP problem (P 1 , R 1 ) with P 1 = {A(a(b(b(x)))) → A(a(x))}.
We can conclude the termination proof of R 1 by deleting the DP of P 1 using the reduction pair processor. To this end, one can use the following matrix order based on an interpretation M of dimension 4 and matrix entries from {0, 1}. This example can easily be modified into an example where an SCNP reduction pair is required. The idea is to exploit that SCNP allows us to perform a "max comparison" on the level of the tuple symbols of the dependency pairs. This is a feature that many base orders like matrix orders over the naturals cannot provide.
To this end, we introduce a unary function symbol dup and a binary function symbol collapse. Then we add a rule where dup applied to the left-hand side of the DP in P 1 rewrites to two copies of the corresponding right-hand side of the DP, wrapped inside the symbol collapse.
dup (A(a(b(b(x) )))) → collapse (A(a(x) ), A(a(x)))
We also have to make sure that we can still continue the rewrite sequence as before. So we add rules to eliminate any of the copies again.
collapse(x, y) → dup(x) collapse(x, y) → dup(y)
We now unite the rules from R 1 with these three new rules and obtain a TRS R 2 that turns out to be very challenging for current automated termination tools. (a(a(a(x) collapse(x, y) → dup(y)
When attempting the termination proof in the DP framework, after a few proof steps, we get the DP problem (P 2 , R 2 ) where P 2 consists of the following dependency pairs.
DUP(A(a(b(b(x))))) → COLLAPSE(A(a(x)), A(a(x)))
COLLAPSE(x, y) → DUP(x) COLLAPSE(x, y) → DUP(y)
Now we can delete the first dependency pair using an SCNP reduction pair with the status µ = max. This reduction pair uses the previous matrix order M when comparing base terms. For comparing tuple terms, it uses a level mapping ℓ with ℓ(DUP) = { 1, 0 } and ℓ(COLLAPSE) = { 1, 0 , 2, 0 } (i.e., here we do not really need the tags in the level mapping). Thus, the first DP is strictly decreasing because for every term in the multiset {A(a(x)), A(a(x))} of arguments on the right-hand side there is a strictly larger term in the multiset {A(a(b(b(x))))} of arguments on the left-hand side. After this proof step, applying the dependency graph processor on the resulting DP problem concludes the termination proof for R 2 . Note that without SCNP reduction pairs, termination of this example is not easy to prove. When disabling SCNP reduction pairs, AProVE can no longer accomplish the termination proof and we aborted the proof attempt after 15 minutes. Here, we used the reduction pair processor with reduction pairs from the regarded class of base orders (i.e., matrix orders over the naturals with matrices of dimension 4 and entries from {0, 1}). Indeed, none of the tools that participated in the termination competition 2009 for standard term rewriting succeeded in finding a termination proof for R 2 . This shows that even for very powerful classes of orders like matrix orders, it is not difficult to come up with examples where SCNP reduction pairs enable an automated termination proof whereas none could be found otherwise.
