ABSTRACT Feature selection plays an important role in data mining and pattern recognition. However, most existing feature selection methods suffer from stagnation in local optimal and/or high computational cost. In general, the feature selection process can be considered as a global optimization problem. The swarm intelligence algorithm can effectively find the optimal feature subset due to its global search ability. But it usually consumes very long running time when dealing with large data sets. In this paper, feature selection is transformed into a global optimization problem, which provides a fast and efficient method based on swarm intelligence algorithm. First, we propose a global optimization framework for filter-based feature selection and its mathematical model. Furthermore, to solve the feature selection problem for acoustic defect detection, we combine the shuffled frog leaping algorithm (SFLA) with an improved minimumredundancy maximum-relevancy (ImRMR), named SFLA-ImRMR. In the experiments, a back propagation neural network is employed to evaluate the classification performance of the selected feature subset on the test sets of acoustic defect detection. The results show that SFLA-ImRMR achieved similar performance to the other algorithms within the shortest time.
I. INTRODUCTION
Acoustic defect detection is the process of detecting whether an object is defected by analyzing the audio signal of the object. In this paper, it is considered as a classification task. The acoustic defect detection system involves four main steps: (1) making the sound of measured object by knocking or other methods, (2) collecting sound wave and converting it into electrical signal via a sensor, (3) extracting a number of features from the audio signal, and (4) training a classifier using the extracted features to distinguish among different class instances.
Generally, a large number of features are extracted to better represent the target concept. However, not all features are significant since many of them could be either redundant or even irrelevant to the classification task. These features may reduce the performance of classifier and increase the computational cost. Therefore, selecting an appropriate feature subset is critical to develop pattern classification systems under the framework of supervised learning.
Ideally, we would like to use only features having high separability power while ignoring or paying less attention to the redundant and irrelevant features. For instance, in order to obtain an acoustic defect detection system with high classification accuracy, it would be necessary to exclude features which do not contribute to the classification. The procedure is considered as feature selection.
Feature selection is defined as selecting a subset of M features from a set of N features, where M < N , such that the value of a criterion function is optimized over all subsets of size M [1] . It can reduce data dimension by removing irrelevant and redundant information from a data set [2] . This procedure of feature selection can reduce not only the cost of collecting features, but in some cases it can also provide a better classification accuracy due to finite sample size effects [3] . A limited yet salient feature set can simplify both the pattern representation and the classifier that are built on the selected representation. Consequently, the resulting classifier will be more efficient.
The challenge of feature selection mainly focus on the large search space, where the total number is O(2 N ). Feature selection is becoming more challenging as N is increasing [2] . In most situations, it is impossible to exhaustive search for feature selection. With the increasing attention to feature selection, a number of feature selection algorithms have been proposed, reviews on feature selection can be seen in [4] - [9] . But most existing feature selection methods suffer from stagnation in local optimal and/or high computational cost. Then feature selection have been considered as a global optimization problem. Its goal is to find out the subset with the best performance from the original feature set under an evaluation criterion. The optimal search of the feature subset is an NP-hard problem [10] . Many optimization algorithms including genetic algorithms (GAs) [11] , [12] , genetic programming (GP), and particle swarm optimization (PSO) [13] have been applied to solve feature selection problems due to their global search abilities. But they usually consume very long running time when they are used to address the large data size problem [14] .
To overcome this limit, this paper focuses mainly on optimization problem based feature selection for achieving similar or even higher classification accuracy than other methods within shorter time. Firstly, we propose the optimization framework for feature selection and its mathematical model that uses an efficient evaluation criteria called improved mRMR (ImRMR) from mRMR [15] . Furthermore, based on swarm intelligence algorithm and information theory, a filter-based single-objective feature selection algorithm combining the Shuffled Frog Leaping Algorithm (SFLA) and the ImRMR is proposed, which called SFLA-ImRMR. In the experiments, based on BPNN, we compare the performance of our algorithm with related methods on the test sets of acoustic defect detection. The results show that SFLA-ImRMR achieved similar performance to the other algorithm with the minimal time consumption.
The remainder of this paper is organized as follows. Section II describes the related knowledge of feature selection. Section III introduces relevant work of feature selection based on swarm intelligence algorithm. Section IV gives a detailed presentation for the proposed SFLA-ImRMR algorithm. Section V presents some experimental results of our algorithm for acoustic defect detection. Finally the conclusion is given in Section VI.
II. KNOWLEDGE OF FEATURE SELECTION
A typical feature selection method includes four basic steps, a generation processing, an evaluation function, a stopping criterion, and validation processing [4] . The generation processing is a search procedure, the evaluation function is to evaluate the subset under examination, the stopping criterion is to decide when feature selection is finished, and the validation processing is to check whether the subset is valid. Discussions on feature selection usually center on two technical aspects: evaluation criteria and search strategies [16] . We review both of them below.
A. EVALUATION CRITERIA
Evaluation criteria is to define an appropriate evaluation function to assign a score to a set of features and measure the discriminating ability of the features to distinguish the different class labels. Based on evaluation criteria, all feature selection methods can be categorized in two general groups: filter and wrapper [17] . The filter selection methods utilize an independent criterion to select a proper feature subset before the learning process of a given classifier is performed. The criterion of filter can be divided into four categories: distance, information, dependence and consistency. The wrappers methods use the performance of a given classifier (i.e., classifier error rate measures) as the evaluation method. Filter and wrapper all have their own advantages and disadvantages, such as filter selection algorithm are computationally more efficient than wrapper since they measure the effectiveness of selected features using criteria that can be tested quickly. Besides, an effective filter can obtain a feature subset which suits different learning algorithms. However, it could lead to nonoptimal feature subset, especially, when the features dependent on the classifier. Although wrapper can obtain better performance, but the algorithm itself is less efficient, and tend to be over fitting phenomenon [18] .
B. SEARCH STRATEGIES
Search strategy is to find the optimal subset of features among all feasible subsets in a reasonable amount of time in a sense of optimizing the value of the evaluation function [19] . Search strategies can be classified into three categories: (1) complete, (2) heuristic, and (3) random.
The first one does a complete search for the optimal subset according to the evaluation function used. An exhaustive search is complete. Exhaustive search is the most straightforward approach to optimal feature selection. However, the cost of computing is too high in most situations. If the original feature set contains N number of features, the size of the search space is O(2 N ) in feature selection. Therefore, different heuristic search methods are used to reduce the search without jeopardizing the chances of finding the optimal subset. Heuristic search methods mainly include Sequential forward selection (SFS) [20] , sequential backward selection (SBS) [21] , ''plus-l-take-away-r'', floating search methods, sequential backward floating selection (SBFS) and sequential forward floating selection (SFFS) etc. Such methods are fast and easy to implement, and the size of the search space is only O(N 2 ). However, since these strategies make local decisions, they cannot be expected to get globally optimal. In random search, probabilistic steps or a sampling process are employed. Although the search space is also O(2 N ), but it can be reduced via setting a maximum number of iterations possible [22] . In addition to the maximum number of iterations, suitable parameters are a must in a random search strategy, and the suitability of the selected parameters is the key to getting the final good performance. VOLUME 6, 2018
III. FEATURE SELECTION BASED ON SWARM INTELLIGENCE ALGORITHM
In this paper, as an optimization algorithm, the swarm intelligence algorithm is used to solve feature selection problems. Based on the constraint, searching a feature subset with maximal evaluation value is the optimization objection.
A. SWARM INTELLIGENCE ALGORITHM
Currently the most commonly used search method is heuristic search or random search. But both of them have some limits in solving the NP-hard problem. While the swarm intelligence algorithms have the unique advantages to solve the NP-hard problem. First of all, the swarm intelligence algorithm is the imitation of the biological search behavior. It is easy to implement and has high feasibility. Secondly, the swarm intelligence algorithm also has random behavior, which can effectively avoid the result falling into the local optimal. Therefore, the swarm intelligence algorithm have been applied to solve feature selection problems.
Swarm Intelligence (SI) is the group of natural metaheuristics inspired by the collective behavior of decentralized and self-organized swarms. SI generally models the collective intelligence mechanism in swarms of social insects, birds or other animals. The collective intelligence of swarms is mainly based on the information exchange between each individual in the group [23] .
Typical SI-based computation algorithms including ACO, PSO, ABC, FA, BA, SFLA, AFSA and PIO. These algorithms have different operators and control parameters. However, the basic operations of SI-based computation algorithms generally include initialization, update, evaluation and selection. In terms of performance, they have their own advantages and disadvantages. SI-based approaches are used to address various optimization problems, and applied to solve real world problems in different areas including computer networks, security, robotics, biomedical engineering, control systems, parallel processing, data mining, power systems, and production engineering. Moreover, swarm intelligence algorithm are also applied to feature selection, which used as the search techniques. Among these algorithm, PSO [13] , and ACO [25] , [26] are typical examples, and other algorithms recently applied to feature selection, including SFLA, ABC [27] and so on.
B. THE OPTIMIZATION FRAMEWORK FOR FEATURE SELECTION
Given an original feature set F with N input features, there are 2 N candidate subsets S with M features, that S ⊆ F. The objective of feature selection is to select an optimal feature subset S from F. The optimization framework for feature selection can be seen in figure 1 .
As shown in figure 1 , feature selection algorithm initializes the feature subsets S with a feasible candidate subset, which are randomly generated based on constraints. Here the candidate subset is the initial solution of the swarm intelligence algorithm. Then, the fitness value of the subset is calculated by evaluation criteria of feature selection. In each iteration, the solution is updated by the optimizing process based on its constraints, until the stopping criterion is satisfied. Finally, as the optimization result, the best final subset will be output.
Constraints are added to the optimizing process, so that the updated subset is feasible each iteration. This framework removes the validation steps of updated subsets in evaluation. Therefore, the optimization framework for feature selection has the advantages of faster convergence rate and higher efficiency.
C. THE MATHEMATICAL MODEL OF FEATURE SELECTION PROBLEM
As an optimization problem, the feature selection problem can be described with decision variables, objective function and constraints. The objective function depend on types of data. From the different distribution of some features shown in figure 2, it can be verified that there exist three types of features including strongly relevant (i.e., figure 2 (c), (e) and (f)), weakly relevant (i.e., figure 2 (b)) and irrelevant features (i.e., figure 2 (d) ). According to literature [24] , the goal of objective function is to get the subset containing strongly relevant features and weakly relevant but non-redundant features. The mRMR is efficient to measures of relevance and redundancy of features [15] . But it is difficult to evaluate the quality of features via mRMR in acoustic defect detection. For the reason that the mutual information (MI) between the feature and the class label is less than the MI among candidate features in most situations. One situation can be shown in figure 3. To overcome this limit, we propose an improved mRMR which can eliminate the irrelevant and redundant features for audio signal. During feature selection, the candidate subset is represented by a vector S = {s 1 , s 2 , . . . , s M }. To increase the weight of relevance between features and class label in evaluation criteria, we calculate relevance via D(S, L) that is the sum value of all mutual information values between individual feature S i and class label L. It can be expressed by (1) and the redundancy of among features are calculated as (2) .
where R is the average of the MI among different candidate features. We define the operator Evato combine D and R as (3). The criterion described as (3) is called improved minimal-redundancy-maximal-relevance (ImRMR). According to information theory, we know that the MI is symmetrical. And the symmetry means that the value of Eva is independent of the order of features in S.
On this basis, the mathematical model of feature selection can be described by (4) . It corresponds to the evaluation criteria of feature selection.
IV. SELECTING FEATURES BASED ON SFLA-ImRMR ALGORITHM
Shuffled Frog Leaping Algorithm (SFLA) is a meta-heuristic which is designed to find a global optimal solution by performing an informed heuristic search using a heuristic function [28] . It combines the advantages of the geneticbased memetic algorithm (MA) and the social behavior-based PSO algorithm [13] . SFLA is a kind of swarm intelligence algorithm featured with the characteristics of few parameters, fast convergence rate and strong global optimization ability [29] . So we select SFLA as the search strategy for feature selection in this paper.
A. REPRESENTATION OF FEATURE SUBSET
Before the feature selection algorithm discussion, the representation of feature subset needs to be determined. Each feature subset corresponds to a feature combination scheme. We adopt a real-value encoding taken from literature [31] . The combination scheme can be represented by a onedimensional array consisting of 0 to N − 1, and the elements of the array cannot be repeated. N indicates the number of original feature set. The elements of the array denote the index of original feature. We set feature combination scheme as an individual a i . As described above, a i include M elements, and it can be expressed as (5).
where P denotes the population size. One of the feature combination schemes can be shown in figure 4 .
B. FITNESS FUNCTION
As a kind of optimization algorithm, SFLA is implemented via changing the fitness function to address different problem. For feature selection problems, fitness function is used to measures the goodness of a candidate feature subset. It corresponds to the objective function in optimization algorithm. The fitness value Fit can be calculated by (6) .
C. SFLA-ImRMR ALGORITHM This feature selection algorithm combined SFLA with the ImRMR is called SFLA-ImRMR algorithm. For better understanding, the flowchart of SFLA-ImRMR is shown in figure 5 . SFLA simulates the feeding and migration process of the frog population. It has a better performance solving discrete optimization problems than other swarm intelligence algorithm. The SFLA contains three steps: grouping, leaping and shuffling. Firstly, initial population P = {X 1 , X 2 , . . . , X N } with N frogs are randomly generated. Here position of the frog is the representation of the feature subset. After evaluating the fitness of each frog, all the frogs are ranked in descending order according to their fitness. The frog which has the best fitness is marked as X g . Then the initial population is divided into n groups, each of which contains m frogs, that N = m×n. And the allocation process can be described as (7) .
Secondly, in each group, the frog with the best fitness is marked as X b while the one with the worst fitness is marked as X w . Then every X w leaps towards to X b in each group according to the following formula:
where r is a random number between 0 and 1. After the leap, if the fitness of the new frog X w is bigger than before, this new frog replace the original one. Otherwise, we update the X w again according to (8) but with replacing X b by X g . If there is still no improvement, then a new frog randomly generated is used to replace the original one. Thirdly, after each X w completes its leap, all the frogs are shuffled and sorted again.
After updating all groups, the next iteration continues. The algorithm ends until the stopping criterion is satisfied.
From the description of SFLA above, X w updates its position according to the best individual (i.e., local optimum within the group or global optimum of population). In order to perfectly implement SFLA-ImRMR algorithm in feature selection, we propose an appropriate implementation method according to the optimization framework for feature selection. The method mainly adjust the process of initializing populations and leaping based on constraints. The detail steps are described as following: 1) Initializing Population: According to definition of feature selection, the constraint of feature selection is that the candidate feature subset is non-repetitive. So the frog's position is initialized by a random array without repetitive elements. This method can guarantee the feasibility of the feature subset.
2) Leaping: The frogs communicate with each other and exchange information by leaping. The individual frog's position is changed by adjusting its leaping step size. We adjust the method of changing leaping step size by the following two aspects and an example of leaping is shown in figure 6 .
(1) As describe in section III, the fitness value of feature subset independent of its order. If leaping step size D = {d 1 , d 2 , . . . , d M } is directly calculated by the (8) instead of considering the constraint, it may generate an invalid feature subset when there exist same section between X w and X b . To avoid this, the position of X w and X b are respectively divided into two sections including same section and different section. For the same section, the leaping step size d i of ith feature is set as 0, i.e., keeping the same section constant.
(2) The leaping step size is variable since the random parameter r. As a result the direction of leaping is uncertain. At this time, X w may not constringe about the best frog. To avoid this, for the different section, the leaping step size of this section is set as 0 or the difference between X w and X b according to the integer value of r with rounding.
The method can meet the requirements of feature selection which are, the feature subset size limit is to the specified value. And it have the advantages of faster convergence rate and higher efficiency.
D. VALIDATION PROCEDURE
The validation procedure is not a part of the feature selection process itself, but a feature selection method in practice must be validated [4] . The purpose of feature selection is to find feature subsets which have stronger classification ability. In this subsection, firstly, we briefly introduce a method which is used to validate the classification performance of the selected feature subset. Then the indicators used to evaluate the performance of the subset are introduced.
The BPNN can achieve the nonlinear mapping of features and class label. In this paper, a three-layer BPNN is used to check whether the subset is valid. The input for the network is the selected feature subset. The node number M of input layer is the dimension of the selected feature. Since this paper addresses binary classes problems, the output layer only need one node. While the node number of hidden layer is often set to 2M + 1. Besides, we set the function based on LevenbergMarquardt algorithm as the training function of the neural network, the maximum of training times is 1000, and the maximum times for testing errors is 10.
The following indicators are usually used to evaluate the classification performance of selected feature subset in BPNN, including precision (P), recall (R), and F-measure (F). These indicators are calculated according to the confusion matrix of classification result, which is shown in TABLE 1.
In TABLE 1, the positive class refers to the defective object since the aim of the detection system is to find out those objects containing structural damage. On contrary, the negative class refers to the defect-free object. So TP refers to the number of defective objects correctly detected, FP refers to the number of defective objects incorrectly detected, FN refers to the number of defect-free objects incorrectly detected, TN refers to the number of defect-free objects correctly detected. The precision, recall and F-measure are calculated by (10) , (11) and (12) .
From the (12), the F is calculated by P and R. F-measure is commonly used in the classification model since it consider VOLUME 6, 2018 both precision and the recall. So we use F-measure to evaluate the classification performance in this paper.
V. EMPIRICAL RESULT
In order to conduct the experiment, the feature selection algorithms are implemented in C++ language and tested on an Intel core i7 computer with 3.4 GHz and 8 GB RAM, running Microsoft Windows 7 operating system. Besides, the validation procedure with BPNN is implemented in MATLAB language.
A. DATA SETS
To validate the performance of feature selection implemented with swarm intelligence algorithm on real-world test problems, this subsection sets glass bottles as experiment objects. Firstly, we set 2000 percussion signals generated from 1000 defective and 1000 defect-free bottles as experiment data. Then, we divide all data into the training set with 1200 signals and the test set with 800 signals.
According to [2] , we know that the number of instances in a dataset significantly influences the performance and design of experiments. So we need combine feature selection and instance selection into a single process which may improve both the effectiveness and efficiency of the data preprocessing process. Therefore, we select 800 samples for feature selection from 1200 train set.
Before feature selection, we extract numerous features from the train set. For each percussion signal, 816 acoustic features are extracted. Among them, 15 features are from time domain, 16 features are from frequency domain, 50 features are from time-frequency domain, the others are extracted from 15 frame signals divided by percussion signals. Finally, a percussion signal can be represented by these 816 features. Generally, only a few features among all extracted features significantly correlate with a defect in a single sample. In order to reduce the computational complexity, we make a rough choice before feature selection. So in our experiment, we randomly generated 4 datasets from these 816 features.
In order to further analyze the advantages of SFLA-IMRMR, simulation experiments data setting shown in TABLE 2.
B. PARAMETER SETTING FOR ALGORITHMS
In this paper, an evolutionary algorithm (GAs) and four swarm intelligence algorithms (PSO, ABC [58], FWA [59] and SFLA) are applied to the feature selection to solve acoustic defect detection problem. These algorithms are respectively designed by combining the ImRMR.
As described in (8) , the optimization objective is to get the maximum Eva. The termination condition is that the number of iterations reaches 1000. In our experiments, the same conditions are used to compare the performance among these algorithm, i.e., the original feature set, and the method to evaluate feature subsets. Moreover, the maximum of generation/iteration times for these algorithms take the same values. The parameters of algorithms are shown in TABLE 3.
C. EXPERIMENTS AND ANALYSIS
In order to compare the performance of different algorithms, we evaluated from two aspects, the evaluation value of the final optimal solution and the execution time of the algorithm. Besides, the classification performance of optimal feature subset is used to validate the selected features. These five algorithms are implemented separately based on 9 different experiments. Each algorithm is executed Execution time as shown in figure 7(a) , the execution time of SFLA is obviously shorter than the other four algorithms. It can be seen in figure 7(b) , the optimal value obtained by the five algorithms is better than the random method. In other word, the feature selection is effective for classification problems. Moreover, the results show that SFLA achieved similar performance as the other 3 algorithms excepting PSO.
We use the deviation degree to describe the advantages and disadvantages of each algorithm relative to the benchmark algorithm, i.e., SFLA. The deviation degree of the execution time, optimal value and classification performance are respectively represented by α, β and γ . These variable can be defined by the following formula:
where T * , V * and F * respectively represent the execution time, optimal value and classification performance of these algorithms excepting benchmark algorithm. T , V and F respectively represent the execution time, optimal value and classification performance of the benchmark algorithm.
In this paper, we set SFLA-ImRMR as the benchmark algorithm to calculate the deviation degree of each algorithm. The bigger value of α is, the shorter the running time of SFLA is, which means lower computational cost. Moreover, based on SFLA, the value of β is used to measure the search capability of these four algorithms. When β is negative and the bigger the absolute value is, the stronger the search capability of the algorithm. On the other hand, when β is positive and the bigger the absolute value is, the weaker the search capability of the algorithm. The comparison of α and β of these four algorithms is shown in TABLE 6. According to TABLE 4 and  TABLE 5 , SFLA-ImRMR algorithm is superior to the other four algorithms on the whole.
For the acoustic defect detection problems, the classification performance of optimal feature subset selected by these algorithms are better than the random feature subset. The effectiveness of feature selection algorithm is proved in TABLE 7. Based on TABLE 8 , SFLA, GA, ABC and FWA deliver very similar results in classification performance. Moreover, the execution time of SFLA is the shortest. Therefore, SFLA is the most suitable search algorithm for feature selection in acoustic defect detection problems. Comparing  TABLE 5 and TABLE 7 , these show that for filter-based evaluation criteria, a feature subset that reaches the highest evaluation score does not necessarily guarantee the best results of a classifier model. Although there is no strictly linear relationship between classification performance and evaluation criteria, but there is a reasonable correlation between subset quality and the classification performance. Generally when the number of feature subset is same, the bigger the evaluation value of feature subset is, the better the classification performance. It means that the ImRMR is an effective evaluation criteria, which can effectively evaluate the goodness of feature combination scheme. Besides, we can get this conclusions as following.
(1) Experiments 1 and 2 show that fewer features selected from the same origin feature set may obtain better classification performance. (2) According to Experiments 4, 6 and Experiments 3, 5, we find that a variety of original features are more beneficial to selecting a better feature subset in some cases. On the other hand, if the original feature set is too large, it will be adverse.
(3) Comparing experiments 5, 6 and 7, we find that when the dimension of the selected feature subset reaches a certain value, its classification performance hardly increases or even decreases.
VI. CONCLUSION
In this paper, we propose a new global optimization framework for filter-based feature selection. Then, an improved mRMR is proposed according to the practical application. What's more, to solve feature selection problems for acoustic defect detection, we propose a fast feature selection algorithm (SFLA-ImRMR) which employs constraints to guarantee the feasible of candidate feature subsets during optimizing process to reduce the processing time. Also, the corresponding fitness function and search algorithms (i.e., SFLA) are described for proposed method. Finally, some contrast experiments are given to show the efficiency and accuracy.
According to the experimental analysis in the previous section, the SFLE-ImRMR is a fast feature selection algorithm. But there is a limit, before the feature selection, the dimension of final feature subset needs to be determined. The setting of this dimension is completely based on the experiment or the researcher's experience.
A number of future research suggestions for the future of SFLA-IMRMR: 1) The weight of relevancy and redundancy in the ImRMR could be adjusted for actual data;
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