As explanation for the landmark navigation abilities of insects, the template hypothesis is currently clearly dominating the parameter hypothesis. In a series of computer simulations, this paper investigates the conspicuous behavior of desert ants in experimental setups with expanded landmark arrays. It is shown that a parameter-based model accounts much better for the data than different template models.
Introduction
Social insects like bees, wasps, and ants exhibit two visual competences that are often related to each other: pattern recognition, specifically used for flower identification, and landmark navigation, necessary to pinpoint feeding sites and nests. In both cases, images have to be stored and related to other images experienced later, either to make a decision about whether to approach an object or not, or to derive a direction of movement towards a target position. Two hypotheses exist on how images are stored in an insect's brain: the "template hypothesis" assumes the storage of a photograph-like, retinotopically fixed image, while the "parameter hypothesis" postulates that sets of parameters are extracted from an image and stored (reviews: Wehner, 1981; Srinivasan, 1994; Heisenberg, 1995; Giurfa & Menzel, 1997; Lehrer, 1997; Ronacher, 1998) .
In pattern recognition, intensely studied in honeybees, both template and parameter hypotheses coexist and are considered as different processing options available to the insects (Ronacher, 1998) . Early work in this field attempted to explain pattern recognition by parameters like "contour density", while later research provided support for the use of template images (Wehner, 1981; Srinivasan, 1994) . Recent studies suggest that bees can generalize over different patterns and use abstract aspects like their orientation, spatial frequency, and symmetry (Srinivasan, 1994; Lehrer, 1997) .
For landmark navigation, early explanations where inspired by "Gestalt" concepts. Anderson (1977) , in the tradition of Tinbergen (1932) and van Beusekom (1948) , suggested that landmark images are not stored pictorially, but that properties of the overall landmark configuration are remembered. In his experiments, bees where trained to find a food source in a circle of eight landmarks. When in the tests three of the landmarks were removed, the bees did not search in the position where a retinal match with the remaining five landmarks could be established, but deeper inside the semi-circle. Anderson supposed that the bees try to re-establish a measure of "surroundedness" by landmarks. Although the actual mechanism suggested by Anderson also exhibits features of an image matching algorithm, this concept has a close relation to the parameter hypothesis. A recently developed model, the "average landmark vector model", provides a mathematical expression for "surroundedness" which is a clear instance of the parameter hypothesis (Lambrinos et al., 2000; Möller, 2000) .
However, all other work in insect landmark navigation tended toward the alternative template hypothesis. The storage of a template image, and an appropriate process that relates the template to the currently perceived image to derive a movement direction, were suggested as explanation for the behavior of hoverflies (Collett & Land, 1975) , desert ants (Wehner & Räber, 1979; Wehner et al., 1983 Wehner et al., , 1996 , and honeybees (Cartwright & Collett, 1983; Gould, 1987) . Recently, though, some aspects of the behavior of desert ants received new attention (Nicholson et al., 1999; Möller et al., 1999a) . In all experiments with desert ants where the landmark array was expanded between training and test while leaving the landmark size unchanged, the otherwise sharply focused search peak completely disappears (Wehner & Räber, 1979; Wehner et al., 1983 Wehner et al., , 1996 . This behavior is not observed in bees, and template models developed to explain the behavior of bees consequently fail to reproduce this effect (Cartwright & Collett, 1983) . Nicholson et al. (1999) and Möller et al. (1999a) tried to explain the behavior by partial image matching, but -as will become obvious below -these models can only reproduce the fact that the search peak disappears, but fail to reproduce the specific search patterns that can be observed.
This paper argues that the behavior of desert ants in expanded landmark arrays can better be explained with a parameter-based than with a template-based model. Different algorithmic models are investigated in computer simulations which all relate to the experiments by Wehner & Räber (1979) with two landmarks; these experiments will be recapitulated in section 2. The models also have been applied with similar results to data gained in a slightly modified setup with two landmarks (Wehner et al., 1983) , and in an-other setup where an array of three landmarks was expanded (Wehner et al., 1996) . It will first be shown that template models fail to explain the behavior in expanded landmark arrays, both in the case of full image matching (section 3.1) and of partial image matching (section 3.2). It is then suggested that the specific behavior in an expanded array calls for a parameter which integrates aspects of the entire landmark panorama. A parameter model is derived from this idea and tested in section 4. Wehner & Räber (1979) trained individuals of the desert ant species Cataglyphis bicolor to find the entrance hole of the nest in the center between two black cylinders. The distance between the nest and each cylinder was 1m; from the nest entrance, the cylinders subtended an angular height of 10.8¥ and an angular width of 6.6¥ . Animals returning to the nest entrance were caught and transferred to a test field, where they were confronted with one of three landmark setups; see figure 1. Setup A was identical with the training setup (control), in setup B the landmarks were moved to the double distance from the center, and in setup C, landmarks with double size were put in double distance from the center.
Experimental Data
In experiment A and C, the search of the animals is concentrated at the point in the center of the array, where the animals in both cases perceive the same image. The search peak is wider in experiment C, probably because landmarks in larger distance determine a position with smaller precision. In experiment B, in contrast, the animals only occasionally pass the location in the center of the landmark array, but otherwise search in a roughly circular area around each of the landmarks. Note that this area does not contain the two positions halfway between each landmark and the center (see section 3.2). An additional control experiment confirmed that the animals can be trained to setup B, therefore the visibility of the relatively small landmarks can be excluded from the discussion.
Template Models
The experimental results described above as well as similar results in setups with three landmarks (Wehner et al., 1996) have been interpreted as support for the template hypothesis. It has been argued that the animals, rather than applying a generalized strategy such as a search in the center between the two landmarks, try to approach a location where they perceive the same landmark panorama as they saw at the target location in the training setup. The information stored about the target location has been supposed to be a relatively unprocessed image of the landmark panorama. Landmark distance does at least not play a crucial role for navigation, since it is apparently ignored in setup C. Control experiment with the landmark array used in the training ( § An algorithmic description of a template model has to explain, how a home direction can be derived from the stored template and the currently perceived image. A movement in this direction should decrease the discrepancies between the two images and therefore bring the animal closer to the target location. The template models studied in the following are based on the assumption that landmarks are handled as separate entities in the images. A comparison of the images can therefore only relate landmark images according to two measures: the difference in bearing under which they appear, and their difference in apparent size. These two measures have been used in different ways in the template models investigated below, and in none of the models could the behavior in the critical case B be reproduced. Cartwright & Collett (1983) developed an algorithmic template model, subsequently called "snapshot model", in order to explain the results of their bee experiments. The model assumes that a one-dimensional panorama -the template or snapshot -is stored in the target location, in which landmarks appear as dark sectors in front of a brighter background. The height of the landmarks is ignored, but the landmark size is in principle covered by the apparent width of the landmarks for the experiments considered here. The matching process assumed by this model is visualized in figure 2. Both template and current view are supposed to be aligned with respect to the same external reference. For bees this condition is easily fulfilled, since they face in the same magnetic compass direction when acquiring the template or searching for the target location (Collett & Baron, 1994) . How this alignment might be accomplished by ants which can not move in arbitrary directions relative to their body orientation, is unknown. From the differences in bearing and in apparent size between a landmark in the template and the closest landmark in the current image, two contribution vectors are derived. One is a tangential vector pointing in a direction where the difference in bearing between the paired landmarks would be reduced. In the direction of the other, radial vector, the difference in apparent size would decrease. Both vectors are attached to the snapshot sector, i.e. the attributes "radial" and "tangential" refer to this point in the circular view. The method tries to simultaneously reduce all differences in bearing and apparent size by moving in the direction of the sum of all contributions vectors; it is therefore a "full" image matching process that considers all landmarks at the same time. Note that the home vector has to be continuously updated in the process, since it does not directly point towards the target location from all positions (see figure 2) .
Full Image Matching

Proportional vector contributions
The details of the matching process and the home vector computation have been chosen by Cartwright & Collett (1983) so that the results of their bee experiments would be optimally reproduced. The model can be modified in numerous ways without impairing the general homing ability, but the behavior of the models often differs considerably in specific setups. The two model versions chosen in this paper demonstrate different effects in the critical experiment B. The version visualized in figure 2 uses "proportional" vector contributions which in their length linearly depend on the differences in bearing and apparent size of the landmark sectors. As figure 3 shows, this model completely fails to explain the animals' behavior in the expanded landmark array (experiment B). The trajectories do in all three experiments converge towards the location in the center between the two landmarks, except for some attractor points left and right of the array which are the result of landmark occlusion. The model would predict focused search peaks in the center location for all three tests, a behavior that can not be found in experiment B (see figure 1 ).
Why all trajectories end in the center location in the critical case B becomes obvious by looking at the vector contributions in figure 2. The two tangential vectors pull the animal towards the line connecting the two landmarks. On this line, the tangential contributions disappear, but the sum of the radial contributions would guide the animal towards the center. Close to the center, both radial vectors point outwards, since the images of the two landmarks are smaller in the current view than in the template. The difference in apparent size, and therefore the corresponding vector length, will be larger for the right landmark, if the animal is located left of the center, which will result in a home vector Wehner & Räber (1979) . Starting positions of the trajectories are located on two lines. Trajectories are stopped after a number of steps or if they reach the vicinity of the target location; small gray dots mark their final points. Landmarks and target location are depicted as in figure 2. In the critical case B, a search peak in the center location is predicted.
pointing to the right and vice versa. Close to one of the landmarks, both radial vectors would point in the direction of the center location. In the center location itself, the two radial vectors would cancel each other. Although in this location no perfect match between the images can be achieved, since the landmarks both appear smaller than in the template, it is an attractor point of the system.
Vector contributions with constant length
However, the behavior of the proportional snapshot model in the critical case can not be generalized to all versions of the snapshot model. If, as suggested in the original paper (Cartwright & Collett, 1983) , contribution vectors have constant length and only depend in their direction on the sign of the differences in bearing and size, trajectories run towards a line of attractor points between the two training positions of the landmarks (figure 4). This model would explain a wider search density peak in experiment B, and therefore comes somewhat closer to reality, but also fails to reproduce the search in the vicinity of the landmarks. As figure 5 shows, the tangential vector would again bring the animal to the line connecting the two landmarks. Having arrived there close to one of the landmarks, the two radial vectors are directed towards the center. Closer to the center than halfway between each landmark and the center, one of the radial vectors is reversed and cancels the other; therefore all movement stops on this line. A model entirely without radial contributions would result in a longer line of attractor points, but can not explain the specific search pattern observed either.
Proportional vector contributions and those with constant length are special cases of functions describing how length and direction of the radial vectors depend on the dif-ference in apparent size; in both cases, this function is monotonous. With an appropriately chosen non-monotonous function, two isolated attractor points close to the locations halfway between each landmark and the center are generated, but also these two points are rarely visited by the animals in experiment B.
Figure 5: Home vector computation in the snapshot model with vector contributions that have constant length. The simulation uses a length ratio of 1:3 between tangential and radial contributions as originally suggested by Cartwright & Collett (1983) . The diagram is explained in figure 2.
Partial Image Matching
As explanation for the conspicuous behavior of the ants in experiment B, Nicholson et al. (1999) and Möller et al. (1999a) suggested navigation models that can be summarized by the term "partial image matching". Instead of considering all landmark pairs (snapshot -current view) simultaneously for the computation of the home vector, only a single pair of landmarks is selected at a time. The model by Nicholson et al. (1999) is based on the assumption that one landmark is selected and frontally fixated by the animal which then approaches this landmark until the size match is established. The model by Möller et al. (1999a) directly derives from the snapshot model: the movement of the animal tries to first reduce the differences in bearing and apparent size for one selected pair of landmarks, and only after this is accomplished selects another pair of landmarks. Figure  6 visualizes the matching process of this model. One landmark sector is selected from the template. The closest sector in the current view is paired with this sector. The proportional contribution vectors are computed as in the model described in section 3.1.1. The animal follows the home vector for the currently chosen snapshot sector, until an appropriate measure indicates that the match between the two landmark images is established, and then randomly switches to another sector. Möller et al. (1999a) . In the state shown in the figure, the image of the left landmark is selected from the template image and paired with the closest landmark sector in the current image. The two contribution vectors are added and the resulting home vector will lead the animal towards a location in the middle between left landmark and center. The diagram is explained in figure 2.
The behavior of this model in the three experiments is shown in figure 7. Searching behavior was emulated by including inertia and compass noise in the model. In experiment A and C, the search concentrates on the two locations in the center. Note that due to inertia the simulation of experiment C shows a larger search area compared to A which corresponds to the experimental data. With landmarks in larger distance, the home vector is smaller for the same displacement from the goal, so that it takes longer to slow down the movement of the simulated animal after having passed an attractor position. Once the vicinity of the center is reached in A and C, the switching between the two landmark images in the template does not have an effect any longer, since in both cases the same position is approached. This is different for the critical case B, though: here, the selection of another template landmark results in a movement between two separate search regions. In each of the regions, one landmark image in the template can be brought into correspondence with the current landmark image, but as soon as the switching criterion is fulfilled, the animal approaches the other location. Although this behavior reproduces the fact that the center search region disappears in experiment B, the two locations where the search concentrates instead are as rarely visited by the animals as the center of the array (see figure 1) . Figure 7 : Behavior of the partial image matching model by Möller et al. (1999a) simulated for the experiments by Wehner & Räber (1979) . The animal is released at the point close to the lower margin of the diagram. In experiment B, the central search peak is replaced by two separate search peaks halfway between the landmarks and the center. The animal occasionally switches between the two peaks. Inertia and compass noise have been added to emulate a searching behavior.
A B C
Parameter Model
None of the template models investigated in the previous section can satisfactorily explain the behavior observed in experiment B. Although some of them can reproduce the fact that the search does not focus on the center any longer, the animals would be expected to search either halfway between each landmark and the center, or on the connection line between these two points. In the region where the animals actually search for the nest entrance, however, both landmarks appear different from their image in the template. It can be concluded that the animals seem to neither navigate with respect to the image of the entire landmark array nor with respect to the image of a single landmark.
Since the template matching idea has to be abandoned, it should be analyzed if it could be a certain parameter extracted from the entire landmark panorama that is reestablished in the regions around the landmarks. If the animal would measure the length of the landmark contours projected on its eyes, the center would not be the right place to search in experiment B, since this measure would be too small at this location. Closer to one of the landmarks, though, there will be points where this landmark appears larger and the other one considerably smaller, and the total length of their contours matches with the stored length. This correspondence will be found on a closed curve around each landmark, and the distance between this curve and the closest landmark will be smaller than the original distance between nest and landmark.
The "contour model" presented in the following uses two parameters: contour length as discussed above, and "contour eccentricity". The reason why it was necessary to introduce eccentricity as the second parameter will be explained after the complete model was described. Contour length and contour eccentricity are two measures which are radially symmetric. Contour length can be interpreted as the number of edge filter elements activated by an image on the retina. Contour eccentricity is determined by assigning a radial unit vector to each active edge element, summing all these vectors, and computing the length of the resulting vector. This measure will tell the animal something about the "center of gravity" of contours in the environment. In this respect, the model bears resemblance to the average landmark vector model (Lambrinos et al., 2000; Möller, 2000) . Moreover, insects seem to be capable of determining the center of gravity of a figure, as Ernst & Heisenberg (1999) found for pattern recognition in Drosophila flies.
In the simulation, the two measures are computed in a simplified way and specifically for the cylinder setup, instead of actually mapping an image on a sensory surface. 
The total contour length
is summed over all landmarks. The contour eccentricity p q ! $ # & % i s directly derived from the contour length under the assumption that the landmarks cover a relatively small part on the retina, so that all radial vectors belonging to that landmark would approximately point in the same direction. Therefore only one radial unit vector pointing towards the center of each landmark is determined, and its length is multiplied by the perceived contour length of this landmark:
For the target location
i s stored. As it will be typically the case for parameter models of landmark navigation, a distance measure between the stored parameter set and the current values of these parameters will be computed, in the following called "potential" and denoted by & ! 5 # & %
. In the specific model, the potential is a weighted sum of the absolute distances between the stored and the current value for each of the two parameters:
Also the way this potential function is used for navigation can be considered to be typical for parameter models. In a certain location
can be sampled from the potential function by the animal. To derive a home direction, however, it needs to compute the gradient in this function. This can only be accomplished by a method that estimates the gradient from multiple steps in different directions and the sampled values of the potential after each step. In the model presented here, the simulated animal moves in steps with constant length . After a maximum number of steps in the same direction have been executed, or if the potential did not decrease any longer, the method inserts a test step with the same length, but in perpendicular direction to the last step (randomly left or right). If a 1 w as the last regular step, which changed the potential from E t o 1 , and a 1 w as the perpendicular test step after which the potential value was sampled, the estimated (negative) gradient vector
The next step vector a is obtained by averaging the estimated gradient d R
, and the last regular step vector a 1
, both normalized to unit length (indicated by the superscript ) , and normalizing the result to the step length
This averaging has the effect of making the animal move along valleys in the potential function; without averaging it would start to oscillate after its descent into valley. Figure  8 shows a simulation of the model for the experiments under consideration. The weight was chosen to be n f7
for this model, the step length was ö p cm, and the maximum number of subsequent regular steps was q s r
. The diagram shows the potential function for the three experiments, and the descent of the simulated animal along the estimated gradient. In experiment A, the animal moves towards the center of the landmark array where the potential function has its global minimum. A similar behavior is seen in experiment C, with the difference that the potential function increases more slowly when going outward from the center. In experiment B, the animal avoids the center of the array and approaches one of the landmarks. Around each landmark, there is a roughly circular valley in the potential function; the simulated animal descends into this valley and moves erratically along its bottom. The circular array has a distance from the landmark which is smaller than the half distance between each landmark and the center, as it can be observed in the ant experiments shown in figure 1.
Experiment B could already be reproduced with contour length alone, i.e. ẗ u . The necessity to include contour eccentricity as the second parameter in the model results from the behavior in experiment A and C for v w
. Along an eight-shaped curve with the crossing point in the center of the array, the potential function will be minimal, as is shown in figure 9 for experiment A. The animal will descend into this array and search around the landmarks, from time to time passing the target location. Although the ants occasionally do circle around the landmarks in experiment A, the search density peak in the center could not be explained by this model. Adding the eccentricity term, which is zero in the target location as visible in figure 10 , deepens the valley in the center and restricts the search to that location. The behavior in case B is not affected by this modification.
Discussion
Template vs. Parameter Models
Desert ants exhibit a conspicuous behavior when they are trained to a target location in the center of a landmark array, but tested in another array where the distance to the landmarks was increased. Wehner & Räber (1979) and Wehner et al. (1983) observed that the animals search in an area close to each of the landmarks but almost never visit the location in the center of the array. From these experiments it was concluded that the ants resort to a simple template matching strategy instead of extracting generalized information from the landmark array, like the fact that the nest was midway between the landmarks (Wehner & Räber, 1979; Wehner et al., 1983 Wehner et al., , 1996 . This rejected idea comes close to the parameter hypothesis which claims that it is not a template image that is stored but only a set of parameters extracted from the image.
It is true that the strategy "search midway between the landmarks" would not explain the behavior in this experiment. Actually, this concept would be related to the "contour model" presented above, if only the contour eccentricity would be considered. However, the experiment does not rule out other parameter-based strategies. In fact, a parameter-based model using the total contour length of the landmark panorama as parameter reproduces the behavior clearly better than all template models that have been studied. Some of the template models do at best reflect the fact that the search peak disappears from the center, but could never explain the specific search pattern observed in the experiment. The parameter model, on the contrary, could not only reproduce the circling behavior, but the distance of the circle from the landmark obtained in the simulation closely corresponds to the distance visible in the experimental data. The search area does not include the position halfway between landmarks and target location which is the location that would be visited according to a template model with partial matching.
As Nicholson et al. (1999) mentioned, different species of social insects, all wellstudied with regard to their navigational skills, seem to employ different strategies. The specific effect studied in this paper was only observed in desert ants so far, while bees are not affected by changes in the landmark distance (Cartwright & Collett, 1983) . Other evidence in favor of the template hypothesis comes from experiments with water striders (Junger, 1991) and wood ants (Judd & Collett, 1998) . In both species, templates seem to be stored retinotopically -the animals attempt to keep the landmarks at fixed discrete positions on the retina. However, both experimental paradigms differ from the navigation experiments discussed above. The water striders were presented with a single point-like landmark, thus the setup already excludes the use of parameters like contour length as suggested in this paper -landmark elevation, however, could be a suitable parameter. In the wood-ant experiments, two landmarks of different type were frequently swapped in the training, and the target was located in close vicinity of one of the landmarks, so that this setup bears closer resemblance to a pattern recognition task than to a navigation task.
It could well be that the repertoire of some species embraces multiple strategies, among them template-and parameter-based strategies, and that according to criteria like the shape of the available landmarks, the distance between target and landmark, or the task conditions, the most appropriate strategy is selected. So do the cylindrical landmarks used in the desert-ant setups have no special features that would allow their identification. As bee experiments have shown (Gould, 1987) , additional landmark features can drastically alter the behavior in otherwise identical setups: with differently colored landmarks, bees apparently employ template matching in the setup originally used by Anderson (1977) . The simulations in this paper demonstrate that parameter-based strategies may be one of multiple options, at least for some species and under some circumstances.
Neural Complexity
Template-matching is an apparently simple strategy, but only with respect to pattern recognition. If the animal has the opportunity to return to the same location and orientation with respect to a certain pattern, a matching between a retinotopically stored pattern and the current image can be accomplished by an extremely parsimonious neural apparatus. In landmark navigation, however, the task itself is to return to a certain location, so that template and current image will usually be distorted with respect to each other, rendering a simple template matching impossible. The neural effort to implement a strategy that establishes correspondences between the two images is relatively high, as was shown in a simulation study by Möller et al. (1999b) . In contrast, the neural system required to determine the two measures used in the parameter-based "contour model" is simple. Input to the network is the edge-filtered image, and the first parameter, total contour length, corresponds to the total activity of the edge-filter layer. The second parameter, contour eccentricity, was studied in the context of the "average landmark vector model". An analog electronic implementation of this model revealed that the effort to implement the computation and summation of radial vectors, as required to determine contour eccentricity, is rather small (Möller, 2000) .
A parameter-based navigation model also requires no landmark detection as the template models do. In order to establish correspondences between certain regions in two images, it has to be determined which parts of an image are considered as landmarks. In the contour model it would be sufficient to just detect the border between the local skyline and the sky as background. Although in the simulation only the contours of the landmarks have been considered, the horizon visible between the landmarks could by included without affecting the behavior of the model.
Open Questions
In experiment B, seven of the ten animals occasionally switched in their search between the two landmarks on relatively straight paths. This effect is not covered by the contour model, but could be interpreted as a separate behavior of "beacon aiming" as observed in bees and wasps (Collett & Rees, 1997) . It also has to be emphasized that some aspects of the model are likely to require modification when new experimental results in similar setups become available. The contour eccentricity is a scalar measure so far. It could also be treated as a vector, but this would need a mechanism that aligns the vector with respect to an external coordinate system. If the training location would not be located in the center of the two landmarks, a scalar eccentricity would entail multiple attractor regions on different sides of the array, while a vector eccentricity would confine the search to the correct location.
In all simulations above it was assumed that only one strategy is in operation, however, as was discussed in section 5.1, insects may have a repertoire of different strategies which are activated under certain conditions. It could therefore be that the animals use a template strategy in setup A and C, but switch to another strategy in setup B -they may, for example, take landmarks as beacons, approach them, and get caught in some type of circling behavior. Such an assumption would of course render modeling work practically impossible, as long as the behaviors and their preconditions can not be identified. While such an explanation can not be excluded based on the presently available experimental results, it would attribute an additional ability to the animals. In setup B, the animals never directly approached the location in the center of the landmarks (in fact, they hardly visited it at all), while in the majority of the experiments in setup A and C they were steering more or less directly towards the center. Thus, in setup B the animals would have to decide in advance that the template strategy on which they rely in all other cases (and also when trained and tested in setup B) will not be suitable in this case. For this they would have to be able to predict that there will be no location where a template match can be established in setup B, without having first visited the prominent candidate location in the center -an ability which appears to be rather complex for an insect.
The simulations presented in this paper refer to only one type of experimental paradigm applied to one insect species. Taking into account the possibility that different species employ different navigation strategies (see section 5.1), future tests to distinguish between template and parameter model should first preferably continue with the same species (Cataglyphis bicolor). Moreover, since even a single species can have a repertoire of several strategies, the setup should only undergo minor modifications. In the present experiment, both the set of contour parameters and the shape of the landmark (which would be considered in a template strategy) are changed in test B. In an additional test D, the contour parameters should be left unchanged, but the form of the landmarks should be changed, for example by increasing the radius and reducing the height accordingly in relation to setup C. If the ants were actually using the contour model, this additional setup should produce a pronounced search peak in the center, although, as in test B, no match with the stored template can be established. What would happen in test D if the ants use a template model is difficult to predict -they might switch to their "default" beacon aiming and circling behavior -, but they should at least behave as in test B and not search in the center.
The template models investigated in this paper are of course only special instances of the general template concept. In particular, they are all based on the assumptions of the snapshot model (Cartwright & Collett, 1983) : landmarks are treated as separate entities, and their differences in bearing and height are transformed into vector contributions. It can not be ruled out with certainty that other instances of the template hypothesis exist which would explain the behavior in experiment B.
