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Axion is a hypothetical elementary particle which was postulated to solve the charge conjugation-
parity problem in the Standard Model of particle physics. However, axion has not yet been observed
in nature and remains mysterious. Interestingly, the axion field emerges in effective theory of topo-
logical insulators and attracts extensive attention in condensed matter physics. The time-reversal
and inversion symmetries constrain the axion field to be quantized. Once the time-reversal and in-
version symmetries are broken, the axion field becomes dynamical along with magnetic fluctuations,
so-called the dynamical axion field. Here, we define the pseudospin Chern number to explicitly
characterize the topological property of the dynamical axion state. Inspired by recent advances
in intrinsic magnetic topological materials, we further show that the topological dynamical axion
states can be hopefully achieved in MnBi2Te4-based magnetic van der Waals superlattices, which
should greatly facilitate the study of axion electrodynamics in condensed matter physics.
Introduction. Recently, many analogues of elemen-
tary particles, which were originally discovered in particle
physics, have been found as the quasi-particle excitations
in condensed matter physics. For example, the mass-
less Weyl and Dirac fermions in topological semimet-
als [1] and mysterious Majorana fermions in topologi-
cal superconductors[2, 3]. Among them, the search of
axion state attracts intensive interest in condensed mat-
ter physics [4–42]. As a hypothetical elementary par-
ticle, the axion is a possible component of dark mat-
ter of the Universe [43]. Axion gained new vigour from
the effective theory of topological insulators (TIs) [2, 4],
which is described by an axion Lagrangian density Lθ =
(θ/2pi)(α/2pi)E ·B. Here α = e2/~c is the fine structure
constant, E and B represent electric and magnetic fields,
and the dimensionless pseudoscalar θ is a parameter de-
scribing the insulator, which is referred to as the axion
field in axion electrodynamics [44]. Generically, θ breaks
time-reversal symmetry (TRS) and inversion symmetry
(IS). With periodic boundary conditions in space-time,
θ has the 2pi-periodicity and it is constrained to pi for
time-reversal-invariant TIs and 0 for normal insulators.
Such quantized axion term in TIs will lead to the topo-
logical magnetoelectric effect [4–10, 12–14] and unique
magneto-optical Faraday and Kerr effects [30, 45–49].
Once both TRS and IS are broken, θ deviates from the
quantized value of 0 or pi, as has been shown for TIs with
the presence of antiferromagnetic (AFM) order [50, 51]
and antiferromagnet chromia [52, 53]. Intriguingly, the
inherently fluctuating AFM order will induce fluctuations
of the axion field θ as a dynamical variable with spa-
tial and temporal dependence [12, 50, 51, 54, 55]. Such
a dynamical axion field could give rise to rich interest-
ing effects, such as, dynamical chiral magnetic effect and
anomalous Hall effect [44, 56], instability in an external
electric field [57, 58], and so on.
Up to now, two important issues on the dynamical ax-
ion state still remain open. First, since the broken TRS
invalidates the Z2 topological invariant in TIs, it remains
unknown whether it is available to topologically distin-
guish the dynamical axion state in the TI-based “topo-
logical magnetic insulator” (TMI) [50] with a large static
θ ∼ pi from that in antiferromagnet chromia with a small
static θ ∼ 0. Second, the experimental demonstration is
hindered by the lack of realistic materials. Though an-
tiferromagnet chromia is a candidate with a dynamical
axion state, it suffers from a small value of θ [53]. It
is highly desirable to find realistic materials with a large
θ ∼ pi. For TMIs, the challenge is the realization of AFM
order in time-reversal-invariant TIs.
Here, we propose the topological dynamical axion state
(TDAS) with nonzero pseudospin Chern number [59–62]
and a large static axion angle θ ∼ pi. In the following, we
will show that the axion state in TMIs is just the TDAS.
Further, inspired by recent studies on MnBi2Te4-family
intrinsic magnetic insulators [26, 27, 39–41, 63–69],
we find that the TDAS can be hopefully achieved
in MnBi2Te4-based magnetic van der Waals (vdW)
superlattices through TRS- and IS-breaking structural
designs. Interestingly, the natural vdW heterostructures
of (MnBi2Te4)m(Bi2Te3)n have been experimentally
fabricated [69–71], which may provide an ideal platform
to study the axion electrodynamics.
Low-energy effective model and pseudospin Chern
number. For TMI, without loss of generality, we start
from the typical low energy effective model of Bi2Te3-
family TIs [72] and then treat the AFM order as a
perturbation [50]. In the nonmagnetic state with the
preserved IS, the four low-lying states are the bonding
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2states |P1+z , ↑ (↓)〉 from Bi atoms and antibonding states
|P2−z , ↑ (↓)〉 from Te atoms, where the superscript ‘+’
(‘−’) represents positive (negative) parity. In the ordered
basis of (|P1+z , ↑〉, |P1+z , ↓〉, |P2−z , ↑〉, |P2−z , ↓〉), the sym-
metry operations of the D3d group at Γ are represented,
for example, TRS T = τ0 ⊗ iσyK, IS P = τz ⊗ σ0,
rotation symmetries C3z = exp[τ0 ⊗ (−ipi/3)σz] and
C2x = exp[τ0⊗ (−ipi/2)σx], where K denote the complex
conjugate, τ0 and σ0 are 2 × 2 identity matrices, τx,y,z
and σx,y,z are Pauli matrices acting in the orbital and
spin spaces, respectively. Keep the most relevant terms
up to quadratic order of k, and the effective four-band
Hamiltonian is given by [72]
H0(k) =0(k)I4×4 +
5∑
i=1
di(k)Γ
i,
d1,2,...,5(k) =
(
A2ky,−A2kx, A1kz,M(k), 0
)
,
(1)
where 0(k) = C + D1k
2
z + D2(k
2
x + k
2
y), M(k) = M +
B1k
2
z+B2(k
2
x+k
2
y), and the five Dirac matrices are repre-
sented as Γ1,2,...,5 = (τx⊗σx, τx⊗σy, τy⊗σ0, τz⊗σ0, τx⊗
σz), which satisfy the Clifford algebra {Γi,Γj} = 2δi,j .
The TI phase requires the condition of M/Bi=1,2 < 0.
Hereafter, we assume Bi=1,2 to be positive, and M < 0
(M > 0) corresponds to the TI (normal insulator).
The AFM order breaks both P and T simultaneously,
and, to the leading order, it will give rise to the follow-
ing P-, T - breaking mass term δHAFM = m5Γ5 [50].
Furthermore, if the AFM order preserves the combined
PT symmetry, only the identity matrix I4×4 and
above five linearly independent anticommuting Dirac
matrices Γ1,2,...,5 are allowed, which is required by
the PT (= τz ⊗ iσyK) symmetry of the four-band
Hamiltonian [73]. Consequently, the total Hamiltonian
is written as H(k) = H0(k) + m5Γ5. Note that the
antiunitary PT symmetry with (PT )2 = −1 ensures the
double-degeneracy of each band.
Without the AFM order, the band inversion results in
a time-reversal-invariant 3D TI featured by a Z2 topo-
logical invariant and a single massless Dirac-cone surface
state on surfaces. However, the AFM order will invali-
date the Z2 index and open a gap in the Dirac-cone sur-
face states. To clarify the topological property of such a
magnetic topological state, we calculate the pseudospin
Chern number [59–62] for different 2D slices in the 3D
Brillouin zone by treating one momentum as a parame-
ter. The definition of pseudospin Chern number relies on
a smooth decomposition of the occupied valence bands
into two sectors through projecting a properly chosen
pseudospin operator Sˆ into valence bands as PvSˆPv with
Pv as the projection operator. Diagonalization of PvSˆPv
gives rise to two branches with eigenvalues ±S(k), and
corresponding eigenvectors |ϕ±〉. The pseudospin Chern
FIG. 1. (a) The kz-dependent pseudospin spectrum at kx =
ky = 0, and the gap closes at kzc =
√−M/B1. (c) Three
representative pseudospin spectra in the 2D slice (kx-ky) for
|kz| < kzc (left), |kz| = kzc (middle), and |kz| > kzc (right).
(b) Wilson loops for pseudospin spectra in the 2D slice (kx-
ky) as a function of kx for |kz| < kzc (blue line) and |kz| > kzc
(red line), corresponding to CS− = 1 and 0, respectively. Here,
the lower branch in the pseudospin spectrum is chosen as the
“occupied” state. (d) Under open-boundary conditions in the
y-direction, the evolution of the band structure for (from left
to right) kz = 0, 0.2kzc, 0.6kzc, and 1.2kzc. We can see that
gapped edge states appear when |kz| < kzc. The parameters
are typically chosen as C = D1 = D2 = 0, A1 = A2 =
B1 = B2 = 1, M = −0.3, and m5 = 0.03, which are given in
dimensionless form for simplicity.
number can be defined for each branch as
CS± =
1
2pi
∫
d2kΩµν± , (2)
where Ωµν± = −2Im〈∂ϕ±∂kµ |
∂ϕ±
∂kν
〉 is the Berry curvature in
the 2D slice (kµ-kν). As long as S(k) 6= 0, the pseu-
dospin spectrum gap does not close, and the pseudospin
Chern number remains well defined and invariant.
Specifically, we treat kz as the parameter and inves-
tigate the 2D slices (kx-ky). We find the appropriate
pseudospin operator Sˆ = τzσz in the current basis of
3H(k) [73]. The kz-dependent pseudospin Chern number
can be analytically derived as [73]
CS±(kz) = ±
1
2
[
− sgn(B2) + sgn(M +B1k2z)
]
, (3)
which is independent of m5, and also applies to the TI
case with m5 = 0. Since B1 and B2 are positive, in
the trivial magnetic insulator phase with normal-ordered
band structure and positive M , CS±(kz) always equals
zero, whereas in the TMI with negative M , one can
obtain CS±(kz) = ∓1 for |kz| < kzc =
√−M/B1 and
CS±(kz) = 0 for |kz| > kzc, as shown with different CS−
in Fig. 1(a). It is noteworthy that the change of CS±(kz)
here is accompanied by the closing of the pseudospin-
spectrum gap at kc = (0, 0,±kzc) instead of the conven-
tional energy gap which persists in the whole 3D momen-
tum space. This is illustrated by the |kz|-dependence of
s at kx = ky = 0 in Fig. 1(a) and three representative
pseudospin spectra in the kx-ky plane in Fig. 1(c) with
|kz| < |kzc| (left column), |kz| = |kzc| (middle column),
and, |kz| > |kzc| (right column), respectively. The change
of CS± from kz = 0 to kz → ∞ in the TMI essentially
comes from the inverted band structure with M < 0 at
Γ point. This enables us to define a Z2 topological index
as
ν = (−1)CS−(kz=0)+CS−(kz=∞), (4)
where kz = ∞ should be replaced by kz = pi in Bloch
bands, and ν = −1 (or +1) corresponds to the TDAS
(or topologically trivial axion state) phase. Similarly,
when treating kx (or ky) as a parameter, the corre-
sponding pseudospin operator can be constructed as
Sˆ = τ0σx (or τ0σy), with kx- (or ky-) dependent pseu-
dospin Chern number CS±(kx(or y)) = ±(1/2)
[−sgn(B1)+
sgn(M + B2k
2
x(or y))
]
[73], leading to CS±(kx(or y)) = ∓1
for |kx(or y)| < kxc(or yc) =
√−M/B2 and CS±(kx(or y)) =
0 for |kx(or y)| >
√−M/B2 [73].
Moreover, the pseudospin Chern number can also be
described by the Wilson loops, where the lower band of
the two pseudospin branches is treated as the “occupied”
band (see the SM for details [73]). Two representative
Wilson loop spectra for the 2D slice (kx−ky) with a fixed
kz and varying kx are presented in Fig. 1(b), as shown
by the blue (|kz| < kzc) and red lines (|kz| > kzc) with
CS− = +1 and 0, respectively, which obviously indicates
a one-to-one correspondence between the winding of the
pseudospin Wilson loop spectrum and the pseudospin
Chern number.
Protected massive Dirac surface states. Due to the
AFM order and the topologically nontrivial property in
TDAS insulators, a single massive Dirac-cone surface
state is protected in all surfaces, which can be clearly
seen by transforming the above continuum model to a
tight-binding model on a cubic lattice. The low-energy
FIG. 2. Schematic illustration of the crystal structures of the
AFM (MnBi2Te4)2(Bi2Te3) superlattice, where the unit cell
consists of a Bi2Te3 quintuple layer (QL) sandwiched between
two MnBi2Te4 septuple layers (SLs).
effective Hamiltonian of the massive Dirac-cone surface
states along the z-direction can be derived as [73]
hzsurf = ±
[
A2(kyσx − kxσy) +m5σz
]
, (5)
where “+” and “−” refer to the bottom and top sur-
face states, respectively, indicating a gap of 2m5 for
the surface bands. While for the surface states along
x and y directions, the effective Hamiltonians are given
by hxsurf = ∓(A2kyσz + A1kzσy + m5σx) and hysurf =
±(−A2kxσz +A1kzσx −m5σy), respectively [73].
The existence of the surface states can be under-
stood from the nontrivial pseudospin-Chern numbers
as follows. Take the surface along y-direction as an
example, by considering kz as a parameter, each 2D
slice (kx-ky) with nonzero C
S
±(kz) = ∓1 for |kz| < kzc
will exhibit edge states under open-boundary conditions
along y-direction. For TIs without the TRS-breaking
m5 term, the edge states are gapless only for the
time-reversal-invariant kz = 0 slice, and are gapped
for other kz slices (see Fig. S1) [73]. While for TMIs
with a nonzero m5, all edge states are gapped, with the
minimal gap 2m5 appearing in the kz = 0 slice shown
in Fig. 1(d). With increasing |kz| from 0 to kzc, the
maximum level spacing between the edge (red lines)
and bulk states (blue lines) decreases and eventually
vanishes beyond |kz| = kzc. As a result, the massive
Dirac-cone surface state on the y- surface can be seen as
a collection of these gapped edge states, which should be
bounded by critical momenta kxc and kzc in the surface
Brillouin zone. Similar analysis can be carried out for
other surfaces. Note that though these surface states
are gapped, they are still protected, as ensured by the
nontrivial pseudospin-Chern number.
Magnetic van der Waals superlattices. Taking advan-
tage of the recent discovery of MnBi2Te4-based intrin-
sic magnetic topological insulators, it is promising to re-
alize the TDAS in (MnBi2Te4)m(Bi2Te3)n superlattices
where both T and P are broken by specific structural
4FIG. 3. (a,b), The band structures (a) without and (b) with SOC. The fat bands indicate a SOC-induced band inversion
between p orbitals of Bi (red) and Te (blue) around the Fermi energy. (c) The density of states near the Fermi energy. (d) The
evolution of the band structure with increasing the SOC strength. (e) The dependence of the band gap on the SOC strength.
Inset: the minimum gap (∼ 7.6meV) at about the SOC λ = 0.68.
FIG. 4. (a) The evolution of the static axion field θ0 (blue line) and g
−1 (red line) of Mn2Bi6Te11 with tuning the SOC strength
λ from 0 to 1, showing a rapid change near the transition point around λ = 0.68. (b) Evolutions of the energy gap with
increasing the SOC strength for this family superlattices of X2Y6Z11 (X=Eu/Mn, Y=Bi/Sb, and Z=Se/Te). (c) Insets of the
energy gaps near the minimum point in (b).
designs with suitably chosen m and n. Here, we take
(MnBi2Te4)2(Bi2Te3) as an concrete example, written as
Mn2Bi6Te11. Its crystal structure is schematically shown
in Fig. 2. The basic stacking block consists of one Bi2Te3
quintuple layer (QL) sandwiched between two MnBi2Te4
septuple layers (SLs). Based on first-principles calcu-
lations, the magnetic structure is the A-type AFM or-
der between nearest SLs and the out-of-plane ferromag-
netic (FM) order in each SL. The exchange interaction in
Mn2Bi6Te11 expects to be weaker than that in MnBi2Te4
due to the intercalation layer Bi2Te3.
In the nonmagnetic phase, Mn2Bi6Te11 takes the
rhombohedral crystal structure with the same space
group D53d (R3¯m) as Bi2Te3. Each atomic layer has a
triangular lattice structure, which is stacked in the ABC
order [26]. The three-fold rotation axis is defined as the
z axis, a two-fold rotation axis is defined as the x axis,
and a bisectrix axis (in the reflection plane) is defined as
5the y axis. The P is preserved, with the inversion center
at the middle Te site of each Bi2Te3 QL. Once the AFM
order is considered, both T and P are broken, but the
combination PT symmetry is preserved.
The total energies of different magnetic configurations
are calculated, shown in Fig. S2 [73]. The (001)AFM
state is found to be the magnetic ground state of
Mn2Bi6Te11. The band structures of the (001)AFM state
without and with SOC are presented in Fig. 3(a) and
3(b), respectively. The fat band structures demonstrate
that the highest valence bands and the lowest conduction
bands are dominated by p orbitals of Bi and Te atoms.
The SOC induces the “band inversion” between the va-
lence and conduction bands. The inverted band gap is
about 0.18eV, as seen from the density of states shown
in Fig. 3(c). Furthermore, in Fig. 3(d) and 3(e), we plot
the evolution of the energy gap with gradually tuning the
SOC (λ0) by λ ∗ λ0. The energy gap first decreases to
a minimum without closing at about λ = 0.68 (see the
inset in Fig. 3(e)) where the “band inversion” happens,
and then increases again. The minimum gap ∼ 7.6 meV
results from the mass term induced by the AFM order.
The electronic structure of Mn2Bi6Te11 can be cap-
tured by the above low-energy effective model, and
the detailed parameters are provided in the SM [73],
which can be obtained by fitting with band structures
from first-principles calculations. The negative value
of M describes the inverted band structure. To in-
vestigate surface states of Mn2Bi6Te11, we employed
maximally localized Wannier functions [74], shown in
Fig. S4(a) [73], where the MnBi2Te4 SL is chosen as the
surface termination. The expected gapped Dirac surface
state is clearly seen. We also calculate the Fermi surface
in Fig. S4(b) [73], which is consistent with the effective
model analysis. When the energy level is increased,
k-cubic terms must be taken into account, leading to a
triangular Fermi surface, as shown in Fig. S4(c) [73], in
contrast to the hexagonal Fermi surface in Bi2Te3, since
the T is broken.
Mn2Bi6Te11 has both band-inverted bulk bands and
gapped surface states, and expects to realize the TDAS.
Based on the low energy model, we have explicitly
calculated the static part θ0 [50, 73] of the axion term as
a function of the SOC strength from λ = 0 to λ = 1, as
shown in Fig. 4(a). Due to the presence of m5 term, θ0
deviates from 0 or pi. With increasing the SOC strength,
θ0 continuously change from 0 with M  |m5| (normal
insulator) to a large value ∼ pi with M  −|m5| (TI).
A rapid increase of θ0 is found around the transition
point around λ = 0.68 at the minimum gap, which
is consistent with the first-principles calculations in
Fig. 3(e). Intriguingly, in the presence of quantum or
thermal AFM fluctuations, the axion field will become
dynamical with θ = θ0 + δθ(x, t), and to linear order,
δθ(x, t) = δm5/g, where δm5 is proportional to the am-
plitude fluctuation of AFM order along the z-direction,
and g is the coefficient.
Discussion. The axion eletrodynamics [50] may lead to
various exotic physical effects, which in turn makes it pos-
sible to experimentally detect the dynamical axion field.
For example, the axionic polariton, as a collective mode
emerging from the coupling between light and axionic
mode, can be detected by the attenuated total reflection
measurement [50]. Moreover, the time dependence and
spacial variations of the AFM-order-based dynamical ax-
ion field may also generate observable dynamical chiral
magnetic effect and anomalous Hall effect, respectively
[56, 75]. Furthermore, the instability of the dynamical
axion field can result in a complete screening of an ex-
ternal electric field above a critical value [57].
To facilitate the experimental detection of the dynam-
ical axion state, a large proportionality coefficient g−1
between δθ and the AFM fluctuation δm5 is highly pre-
ferred. In Fig. 4(a), we plot g−1 as a function of the SOC
strength for Mn2Bi6Te11 (see the red line). It clearly
shows that the value of g−1 in the topologically nontrivial
side (M < 0) is generically one order of magnitude larger
than that in the topologically trivial side. It is worthwhile
to mention that g−1 becomes significantly large when
approaching the band transition point from the topologi-
cally nontrivial side (M → 0−)[75]. This can be achieved
via chemical replacement by lighter elements with smaller
SOC (e.g. Bi by Sb, Te by Se). We present the de-
tailed band structures (see Fig. S5 [73]) and gap evolu-
tion with tuning the SOC strength in Fig. 4(b) and (c) for
the family superlattices X2Y6Z11 (X=Eu/Mn, Y=Bi/Sb,
and Z=Se/Te), some of which are also promising candi-
dates to realize the TDAS.
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I. CONSTRAINT OF PT SYMMETRY ON Γ
MATRICES
A general 4 × 4 Hamiltonian H(k) can always be ex-
panded by sixteen linearly independent 4× 4 Hermitian
matrices as
H(k) =
∑
i,j=0,x,y,z
dij(k)τi ⊗ σj , (S1)
where τi and σj are Pauli matrices, and τ0 and σ0 are
2× 2 identity matrices. The PT symmetry requires that
PT H(k)(PT )−1 = H(k), (S2)
which leads to
PT (τi ⊗ σj)(PT )−1 = τi ⊗ σj . (S3)
∗ zhanghj@nju.edu.cn; wjingphys@fudan.edu.cn
By inserting the explicit form of the PT operator τz ⊗
iσyK (K denotes the complex conjugate) of the main
text into the above equation, we obtain that only the
identity matrix I4×4 and the following five 4×4 Hermitian
matrices
τx ⊗ σx, τx ⊗ σy, τy ⊗ σ0, τz ⊗ σ0, τx ⊗ σz (S4)
are allowed by PT symmetry. These five matrices anti-
commute with each other and exactly correspond to the
five Dirac matrices Γi=1,2,3,4,5 in the main text.
II. DERIVATION OF THE PSEUDOSPIN
CHERN NUMBER
In this section, we present the detailed calculation of
the pseudospin Chern number. We begin by rewriting
the total effective Hamiltonian H(k) of the continuum
model in the main text in the ordered basis of (|P1+z , ↑〉,
|P1+z , ↓〉, |P2−z , ↑〉, |P2−z , ↓〉) as
H(k) =τx(A2kyσx −A2kxσy +m5σz)
+A1kzτy +M(k)τz,
(S5)
where the constant energy term has been dropped,
M(k) = M + B1k
2
z + B2k
2
‖ with k‖ =
√
k2x + k
2
y, and
the Pauli matrices τi and σi with i = x, y, z, act in the
orbital and spin subspaces, respectively. For simplicity
and without loss of generality, A1, A2, B1, B2, and m5,
are assumed to be positive. The energy spectrum is then
easily obtained as
Ec/v(k) = ±
√
A22k
2
‖ +A
2
1k
2
z +M(k)
2 +m25, (S6)
where c (v) stands for the doubly-degenerate conduction
(valence) bands. Note that the band gap remains open
regardless of the value of m5. For simplicity, we will first
calculate the pseudospin Chern number in the absence
of m5 term which applies to the three-dimensional (3D)
topological insulator, and then we will show that the re-
sults remain unchanged in the presence of m5 term, since
it cannot close the pseudospin spectrum gap, which is re-
quired to change the pseudospin Chern number.
The definition of pseudospin-Chern number stems from
a smooth decomposition of the occupied valence bands
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2into two sectors through projecting a properly chosen
pseudospin operator onto them as PvSˆPv with Pv being
the projection operator. Without m5, the wavefunctions
of the valence bands of Eq. (S5) can be written as a
direct product [1, 2]
ψ±(k) = χ±(k)⊗ φ±(k), (S7)
where
φ±(k) =
1√
2
[
1, ∓ieiθk]T,
χ±(k) =
[
sin
αk
2
,∓e±iβk cos αk
2
]T
,
(S8)
are two-component wavefunctions in the spin and orbital
subspaces, respectively. Here,
eiθk =
kx + iky
k‖
,
αk = arccos
M(k)
E(k)
,
eiβk =
A2k‖ + iA1kz√
A22k
2
‖ +A
2
1k
2
z
,
(S9)
where E(k) =
√
A22k
2
‖ +A
2
1k
2
z +M(k)
2.
Based on the fact that the pseudospin Chern number
can only be defined in a two-dimensional (2D) system,
we can treat one of the three momenta kx, ky, and kz as
a parameter to reduce the noninteracting 3D system into
a collection of decoupled 2D slices.
A. kz-dependent pseudospin Chern number
First we consider kz as a parameter, and the pseu-
dospin operator can be constructed by inspecting the
time-reversal-invariant kz = 0 plane as follows. It should
be emphasized that TRS is not a must here, since the
pseudospin Chern number remains intact regardless of
TRS [2]. The intention of including TRS here is to sim-
plify the process of looking for a proper pseudospin op-
erator. When kz = 0, via a basis transformation through
the unitary matrix
Uz =
 1 0 0 00 0 0 10 1 0 0
0 0 −1 0
 , (S10)
the Hamiltonian can be block-diagonalized as
UzH(kz = 0)U†z =
(
hz(k) 0
0 hz(−k)∗
)
, (S11)
where
hz(k) = (M +B2k
2
‖)σz +A2kyσx −A2kxσy, (S12)
and hz(−k)∗ is connected to hz(k) by TRS. The Hamil-
tonian in Eq. (S11) resembles the celebrated BHZ model
[3] for quantum spin Hall effect with opposite Chern num-
bers for hz(k) and hz(−k)∗, respectively, in the inverted-
band regime (M/B2 < 0). Consequently, we can natu-
rally define a pseudospin operator in the above trans-
formed basis as τz. In the original basis, it is represented
as
Sˆ = U†z τzUz = τzσz. (S13)
By projecting Sˆ to the valence bands subspace on the
|ψ+〉, |ψ−〉 basis, we get
PvSˆPv =
( 〈ψ+|Sˆ|ψ+〉 〈ψ+|Sˆ|ψ−〉
〈ψ−|Sˆ|ψ+〉 〈ψ−|Sˆ|ψ−〉
)
=
(
0 tk
t∗k 0
)
,
(S14)
where
tk = e
−2iβk cos2
αk
2
+ sin2
αk
2
. (S15)
The pseudospin spectrum can then be obtained as
S±(k) = ±|tk|, (S16)
with corresponding eigenstates
ϕS±(k) =
1√
2
[
ψ+(k)± t
∗
k
|tk|ψ−(k)
]
. (S17)
When the pseudospin is conserved (e.g., when kz = 0),
the pseudospin spectrum always equals ±1, as it should
be. However, when the pseudospin conservation is bro-
ken (e.g., when kz 6= 0), the pseudospin spectrum will
generally deviate from ±1, leading to the formation of
two islands around +1 and −1, respectively, with a gap
separating them. As long as the pseudospin gap exists in
the whole kx-ky slice, a usual Chern number can be de-
fined for each branch, which is termed as the pseudospin
Chern number [1]
CS±(kz) =
1
2pi
∫
d2kΩxy± (kz), (S18)
where Ωxy± (kz) = ieˆz · [∇k × 〈ϕS±|∇k|ϕS±〉] is the Berry
curvature in the kx-ky plane at a fixed kz value.
Before the detailed calculation of CS(kz), we look
for the gap-closing conditions for the pseudospin spec-
trum, since the change of CS requires a gap closing-and-
reopening process. The pseudospin spectrum gap closes
when tk = 0, leading to
(αk, βk) =
(pi
2
,
pi
2
)
or
(pi
2
,
3pi
2
)
, (S19)
which are satisfied at (kx, ky, kz) = (0, 0,±kzc), with
kzc =
√−M/B1. By expressing the Berry curvature in
the polar coordinate in the kx-ky plane, the Berry curva-
ture can be simplified as [1]
Ω±(kz) =
1
2k‖
∂
∂k‖
P±(k‖, kz), (S20)
3where P±(k‖, kz) is given by
P±(k‖, kz) = 2i〈ϕS±|
∂
∂θk
|ϕS±〉. (S21)
The kz-dependent pseudospin Chern number can then be
derived as
CS±(kz) =
1
2
[P±(∞, kz)− P±(0, kz)]
=
1
2
[(− 1∓ sgn(B2))− (− 1∓ sgn(M +B1k2z))]
=± 1
2
[− sgn(B2) + sgn(M +B1k2z)].
(S22)
Since B1 and B2 are positive, and M is negative for the
inverted band structure in our model, the above expres-
sion leads to
CS±(kz) =
{ ∓1, |kz| <√−M/B1;
0, |kz| >
√−M/B1. (S23)
Note that if M > 0 (band structure in the normal
order), CS±(kz) always equals zero, indicating a trivial
phase. Furthermore, as expected, the boundaries be-
tween distinct regions of CS±(kz) are consistent with the
gap closing conditions of the pseudospin spectrum at
kz = ±
√−M/B1. In addition, the total Chern num-
ber of the valence bands is given by
C(kz) = C
S
+(kz) + C
S
−(kz) = 0. (S24)
Now we consider the effect of the AFM m5 term on the
pseudospin spectrum. With this term, the wavefunction
in Eq. (S8) becomes
φ+(k) =
[
cos
ηk
2
,−ieiθk sin ηk
2
]T
,
φ−(k) =
[
sin
ηk
2
, ieiθk cos
ηk
2
]T
,
χ±(k) =
[
sin
α′k
2
,∓e±iβ′k cos α
′
k
2
]T
,
(S25)
with
ηk = arccos
m5√
A22k
2
‖ +m
2
5
,
α′k = arccos
M(k)√
A22k
2
‖ +A
2
1k
2
z +M(k)
2 +m25
,
eiβ
′
k =
√
A22k
2
‖ +m
2
5 + iA1kz√
A22k
2
‖ +A
2
1k
2
z +M(k)
2 +m25
.
(S26)
After some algebra, the pseudospin operator can be de-
rived as
PvSˆPv =
( − cos(ηk) cos(α′k) e−iβ′k sin(ηk)bk
eiβ
′
k sin(ηk)b
∗
k cos(ηk) cos(α
′
k)
)
,
(S27)
where bk = cosβ
′
k − i cos(α′k) sin(β′k). It is found that in
the presence ofm5 the pseudospin spectrum get modified,
but the gap is still closed in the kz = ±
√−M/B1 slices
at (kx, ky) = (0, 0) and remains open for other kz slices.
Consequently, according to the adiabatic continuity ar-
gument, the pseudospin Chern number CS±(kz) keeps the
same as that in the absence of m5 term obtained above.
Nevertheless, we have also carried out the detailed calcu-
lation as in Eq. (S22), which leads to the same expression
CS±(kz) = ±(1/2)
[ − sgn(B2) + sgn(M + B1k2z)] as ex-
pected.
B. kx(or y)-dependent pseudospin Chern number
Then we investigate the kx- and ky- dependent pseu-
dospin Chern numbers CS(kx) and C
S(ky) by treating
kx and ky as parameters, respectively.
Similar to the above analysis, by inspecting the kx = 0
plane, the transformation matrix can be chosen as
Ux =
1√
2
 1 1 0 00 0 1 11 −1 0 0
0 0 1 −1
 , (S28)
which block-diagonalizes H(kx = 0) to a BHZ-type
Hamiltonian in the absence of m5 term as
UxH(kx = 0)U†x =
(
hx(k) 0
0 hx(−k)∗
)
, (S29)
with
hx(k) = (M+B1k
2
z+B2k
2
y)σz+A2kyσx+A1kzσy, (S30)
which has a Chern number of +1 in the inverted regime
of M < 0, while hx(−k)∗ has an opposite Chern number.
The pseuospin operator τz is then transformed back to
Sˆ = U†x(τzσ0)Ux = τ0σx. (S31)
By taking an analogous procedure as in the kz case (the
calculation becomes simpler in the transformed basis),
it is straight forward to obtain the kx-dependent pseu-
dospin Chern number in ky-kz slices both without and
with m5 term as
CS±(kx) = ±
1
2
[− sgn(B1) + sgn(M +B2k2x)]. (S32)
where B2 and B1 are assumed positive. When M < 0
(inverted band structure), this leads to
CS±(kx) =
{ ∓1, |kx| <√−M/B2;
0, |kx| >
√−M/B2. (S33)
When M > 0, all ky-kz slices are topologically trivial
with CS±(kx) = 0
4Similarly, when treating ky as a parameter, the trans-
formation matrix and pseudospin operators are given by
Uy =
1√
2
 i 1 0 00 0 i 11 i 0 0
0 0 1 i
 , Sˆ = U†y (τzσ0)Uy = τ0σy.
(S34)
After some algebra, the results for CS(ky) turns out to
be the same as Eqs. (S32) and (S33) upon replacing kx
by ky.
III. WILSON-LOOP CHARACTERIZATION
In this section, we adopt the Wilson-loop method [4]
to characterize the topological property associated with
the above pseudospin Chern number. In contrast to the
conventional Wilson loops defined from the ground state
of real band structures, here we focus on the bands in
the pseudospin spectrum and treat the lower one of the
two pseudospin branches as the “occupied” valence band.
The Wilson-loop operator for the single “occupied” band
is then simply given by
W(L) = 〈u(k0 +G)|
∏
{ki}Ni=1∈L
Pocc(ki)|u(k0)〉, (S35)
where |u(k)〉 is the eigenstate of the “occupied” band,
and Pocc(k) = |u(k)〉〈u(k)| is the projection operator
to the “occupied” band, and the bar in
∏
means path
ordering. The unitary Wilson-loop operator has a single
eigenvalue eiγ , where γ corresponds to the U(1) Berry
phase.
As a concrete illustration, we first treat kz as a param-
eter to investigate the evolution of γ(kx) in the 2D kx-ky
slice by choosing the Wilson-loop along the ky direction.
Note that to calculate the Wilson-loop operator, we must
transform the above continuum model to a lattice one,
and the result of the pseodospin Chern number CS±(kz)
changes to
CS±(kz) =
{ ∓1, cos kz > 1 + M2B1 ;
0, cos kz < 1 +
M
2B1
.
(S36)
where (−4B1 < M < 0) is assumed, and CS±(kz) = 0 for
other values of M .
As shown by the blue line in Fig. 3(c) with kz = 0,
when cos kz > 1+M/2B1, the Wilson-loop spectra γ(kx)
exhibits a nontrivial winding along kx, which corresponds
to a nonzero pseudospin Chern number CS−(kz) = +1,
while when cos kz < 1 + M/2B1, there is no winding
of γ(kx) (see the red line with kz = pi), corresponding
to a trivial CS−(kz) = 0. When treating kx or ky as a
parameter, the Wilson-loop spectra in the ky-kz or kx-kz
slice exhibits similar behaviors as above, which will thus
not be shown.
IV. EFFECTIVE MODEL HAMILTONIANS FOR
SURFACE STATES
In this section, we explicitly derive the low-energy ef-
fective Hamiltonians of the surface states in the presence
of the AFM order. We start from the lattice version of
the continuum model in the main text, which can be de-
scribed by the Hamiltonian H =
∑
kH(k)c†kck with
H(k) =0(k) +
5∑
i=1
di(k)Γ
i,
d1,2,...,5(k) =
(
A2 sin ky,−A2 sin kx, A1 sin kz,M(k),m5
)
,
(S37)
where 0(k) = C+2D1+4D2−2D1 cos kz−2D2(cos kx+
cos ky), M(k) = M+2B1+4B2−2B1 cos kz−2B2(cos kx+
cos ky), and the five Dirac matrices are represented as
Γ1,2,...,5 = (τx⊗σx, τx⊗σy, τy⊗σ0, τz⊗σ0, τx⊗σz) in the
ordered basis of (|P1+z , ↑〉, |P1+z , ↓〉, |P2−z , ↑〉, |P2−z , ↓〉).
For later convenience, we also define Γij = (1/2i)[Γi,Γj ].
For simplicity, we will neglect the constant energy term
0(k) in the following discussions.
A. surface states in z-direction
First we consider the surface states along the z di-
rection by taking periodic boundary condition (PBC)
in x- and y- directions and open boundary condition
(OBC) in z-direction. By treating the good quantum
numbers kx and ky as parameters and Fourier trans-
forming kz into position space through the substitution
ck = (1/L)
∑
z e
ikzzckx,ky,z, we can obtain an effective
reduced one-dimensional tight-binding Hamiltonian as
H(kx, ky) =
∑
z
(
Mc†kx,ky,zckx,ky,z +N c
†
kx,ky,z
ckx,ky,z+1
+N †c†kx,ky,z+1ckx,ky,z
)
,
M =
[
M + 2B1 + 4B2 − 2B2(cos kx + cos ky)
]
Γ4
+A2(sin kyΓ
1 − sin kxΓ2),
N = i
2
A1Γ
3 −B1Γ4.
(S38)
Considering the exponentially localized nature of the sur-
face states, we can take the ansatz ψα(z) = λ
zφα, where
φ is a four-component spinor with α = 1, ..., 4, λ is a com-
plex number, and z denotes the lattice site from z = 0 to
L. Then the real-space eigenequation Hψ = Eψ amounts
to
λNαβφβ + λ−1N †αβφβ +Mαβφβ = Eφα. (S39)
In the absence of the AFM m5Γ5 term, the system is both
time-reversal (TR) and particle-hole symmetric, and con-
sequently a zero-energy solution E = 0 for the surface
5state is expected at the Γ point, leading to the simplified
equation[
iA1
2
(λ− λ−1)Γ3 +
(
−B1(λ+ λ−1) +M(0)
)
Γ4
]
φ = 0,
(S40)
where M(0) = M + 2B1. Multiplying both sides by Γ4
yields
A1
2
(λ− λ−1)Γ34φ =
[
−B1(λ+ λ−1) +M(0)
]
φ, (S41)
where Γ34 ≡ (1/2i)[Γ3,Γ4] = τxσ0, with eigenvalues
±1. For Γ34φ = φ, the eigenvectors are given by
φ1+ = (1/
√
2)[1, 0, 1, 0]T and φ2+ = (1/
√
2)[0, 1, 0, 1]T,
respectively, and λ can be solved as
λ1,2 =
M(0)±
√
M(0)2 + (A21 − 4B21)
A1 + 2B1
. (S42)
Note that if λ is a solution for Γ34φ = φ, then λ−1 will
be the solution for the opposite eigenvalue Γ34φ = −φ,
with eigenvectors φ1− = (1/
√
2)[−1, 0, 1, 0]T and φ2− =
(1/
√
2)[0,−1, 0, 1]T. The surface state localized at the
bottom (top) surface with z = 0 (z = L) requires |λ1,2| <
1 (|λ1,2| > 1) for a normalizable solution, leading to the
condition −4B1 < M < 0, which is consistent with the
band inversion condition at Γ point in the topological
regime. Since A1/B1 > 0 in our model, |(A1−2B1)/(A1+
2B1)| < 1, and thus we get |λ1,2| < 1 in Eq. (S42),
indicating that φs+ (φs−) with s = 1, 2, corresponds to
the bottom (top) surface state.
As for the bottom surface state, the boundary condi-
tion of ψα(0) = 0 gives rise to the solution at the Γ point
ψs+(z) = (λ
z
1 − λz2)φs+, s = 1, 2. (S43)
Away from the Γ point and in the presence of the TR-
breaking mass term m5Γ
5, the effective Hamiltonian of
the bottom surface state can be obtained by expressing
these terms in the above basis as a 2× 2 matrix as
hz=0surf = A2(kyσx − kxσy) +m5σz. (S44)
Similarly, for the top surface state, the effective Hamil-
tonian can be expanded in the two-dimensional φ1− and
φ2− subspace as
hz=Lsurf = −
[
A2(kyσx − kxσy) +m5σz
]
. (S45)
Obviously, both the top and bottom surface states de-
scribe massive Dirac fermions with the energy dispersion
E = ±
√
A22(k
2
x + k
2
y) +m
2
5, (S46)
while they exhibit opposite fractional Hall conductance
as σb,t = ±(e2/2h)sgn(m5) [5], which cancel each other
as a manifestation of the axion insulator state.
Furthermore, by projecting the real spin operator into
to the surface states, it is found that the σ matrix in
the effective Hamiltonians of Eqs. (S44) and (S45) is
proportional to the real spin. Consequently, both surface
states in the z-direction will exhibit helical inplane spin
textures, as shown in Figs. S4(b)-(c).
B. surface states in x- and y- directions
For the surface state along x-direction, similar proce-
dures can be taken, leading to the condition of λ
A2
2
(λ− λ−1)Γ24φ =
[
B2(λ+ λ
−1)−M(0)
]
φ, (S47)
where Γ24 = −τyσy, and the eigenequation of Γ24φxs± =
±φxs± with s = 1, 2, generates four eigenstates
φx1+ =
1√
2
[1, 0, 0, 1]T, φx2+ =
1√
2
[0,−1, 1, 0]T
φx1− =
1√
2
[−1, 0, 0, 1]T, φx2− =
1√
2
[0, 1, 1, 0]T.
(S48)
Similar analysis shows that φxs+ and φ
x
s− states are local-
ized on the x = L and x = 0 surfaces, respectively. The
effective Hamiltonians are then derived as
hx=Lsurf =A2kyσz +A1kzσy +m5σx
hx=0surf =−A2kyσz −A1kzσy −m5σx,
(S49)
with the massive Dirac spectrum given by
E = ±
√
A22k
2
y +A
2
1k
2
z +m
2
5. (S50)
Finally, along y- direction, we get the condition
A2
2
(λ− λ−1)Γ14φ =
[
−B2(λ+ λ−1) +M(0)
]
φ, (S51)
with Γ14 = −τyσx and the eigenstates
φy1+ =
1√
2
[i, 0, 0, 1]T, φy2+ =
1√
2
[0, i, 1, 0]T
φy1− =
1√
2
[−i, 0, 0, 1]T, φy2− =
1√
2
[0,−i, 1, 0]T.
(S52)
The φys+ and φ
y
s− states are found to be localized on the
y = 0 and y = L surfaces, respectively, and the effective
Hamiltonians are given by
hy=Lsurf =−A2kxσz +A1kzσx −m5σy
hy=0surf =A2kxσz −A1kzσx +m5σy,
(S53)
with the spectrum
E = ±
√
A22k
2
x +A
2
1k
2
z +m
2
5. (S54)
It is worth mentioning that the AFM m5Γ
5 term gaps all
surface Dirac cone states with a gap of 2m5, regardless
of the surface orientation.
C. Open-boundary spectrum
In Fig. S1(a), we choose open-boundary conditions
along y-direction and present four representative energy
6Fig. S 1. (a) Four representative energy spectra for the TI
phase with m5 = 0 and (from left to right) kz = 0, 0.2kzc,
0.6kzc, and 1.2kzc. The other parameters are the same as in
Fig. 1(d) in the main text. (b) The massless surface Dirac
cone in TIs and (c) The massive surfac Dirac state for TMIs.
spectra for the TI phase with m5 = 0 and (from left to
right) kz = 0, 0.2kzc, 0.6kzc, and 1.2kzc. The edge states
are gapless in the time-reversal-invariant kz = 0 slice,
but are gapped in other kz slices. The collection of these
edge states form the massless surface Dirac cone of TI as
shown in Fig. S1(b), which becomes massive with a 2m5
gap shown in Fig. S1(c) in the presence of m5 term in
the TMI.
V. DETAILS OF Mn2Bi6Te11
A. Total energy calculation
In Fig. S2, we present the total energy obtained from
first-principles calculations for different magnetic ordered
states of Mn2Bi6Te11, namely, the (001) AFM, (100)
AFM, (001) FM, and (100) FM, among which the (001)
AFM is the magnetic ground state.
B. k · p parameters
By fitting with band structures from first-principles
calculations, the detailed k · p parameters are given by
C = 0.0232 eV, D1 = 1.77 eV A˚
2, D2 = 10.82 eV A˚
2,
A1 = 0.30 eV A˚, A2 = 1.76 eV A˚, B1 = 2.55 eV A˚
2,
B2 = 14.20 eV A˚
2, M = −0.09 eV, m5 = 3.8 meV.
The fitted energy dispersions along kz, kx, and k101 di-
rections, are presented in Figs. S3(a)-(c), where the red
Fig. S 2. Total energies for different magnetic ordered states
of Mn2Bi6Te11.
dashed (blue solid) lines are obtained from k · p model
(ab initio calculations). Note that there is some am-
biguity in determining the parameters by fitting to the
energy dispersion. Nevertheless, they suffice to describe
the qualitative features of the band structure around Γ
point, especially the band inversion.
C. Surface LDOS
In Fig. S4(a), by constructing maximally localized
Wannier functions on the basis of first-principles calcu-
lations [6], we present the local density of states of the
(111) (or z-direction) surface terminated by a MnBi2Te4
septuple layer. The Fermi surfaces of the massive surface
state near and away from the conduction band bottom
are shown in Figs. S4(b) and S4(c), with circular and
triangular shapes, respectively. Both of them exhibit a
spin-momentum locked helical spin-texture.
VI. CALCULATION OF THE STATIC AXION
ANGLE
As shown above, because of the PT -symmetry, only
the identity matrix I4×4 and the five linearly independent
anticommuting Dirac matrices Γ1,2,...,5 appear in the to-
tal Hamiltonian. The θ value of our model can thus be
simply calculated via the formula [7]
θ =
1
4pi
∫
d3k
2|d|+ d4
(|d|+ d4)2|d|3 
ijkldi∂xdj∂ydk∂zdl, (S55)
where i, j, k, l take values from 1, 2, 3, 5 and |d| =√∑5
n=1 d
2
n with the lattice-regularized components of
d1,2,...,5 in the continuum model.
VII. BAND STRUCTURES FOR OTHER
COMPOUNDS
In Fig. S5, we present the detailed band structures
obtained from first-principles calculations without and
with SOC for other compounds, X2Y6Z11 (X = Eu,Mn,
7(a) (b) (c)
Fig. S 3. Energy dispersions obtained from k · p model (red dashed lines) and ab initio calculations (blue solid lines) along (a)
kz direction, (b) kx direction, and, (c) k101 direction.
(a) (b) (c)
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Fig. S 4. (a) The local density of states on the (111) surface terminated by the Mn1Bi2Te4 septuple layer. Fermi surfaces
of the massive Dirac surface state at different energy level (b) near and (c) away from the conduction band minimum, with
circular and triangular shapes, respectively. Both of them exhibit helical spin-momentum locked features.
Y = Bi,Sb, and Z = Se,Te) in the Mn2Bi6Te11-family.
The fatband structures have been labeled for each com-
pound, which clearly demonstrate the SOC-induced band
inversion around the Γ point. This indicates that these
compounds are also promising candidates for TMIs.
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8Fig. S 5. Band structures without (upper row) and with (lower row) SOC for other compounds in the Mn2Bi6Te11-family,
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