





A. Pendekatan dan Jenis Metode Penelitian 
  Pendekatan yang digunakan dalam penelitian ini ialah dengan 
menggunakan penelitian kuantitatif. Pendekatan atau penelitian kuantitatif 
ialah jenis penelitian dengan meneliti seberapa besarkah pengaruh variabel 
bebas (independent variabel) terhadap variabel terikat (dependent variabel).
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Jenis penelitian kuantitatif ini dimaksudkan untuk menjelasakan atau 
memaparkan fenomena-fenomena dan juga gejala untuk menjelaskan data 




  Jenis dari penelitian ini yaitu bersifat deskriptif kuantitatif, sebab 
penelitian ini dilakukan untuk menjelaskan suatu fenomena empiris, jenis data 
yang dikumpulkan atau digunakan adalah data kuantitatif. Data kuantitatif 
ialah data yang diukur dalam skala numerik atau angka (Kuncoro, 2001 dalam 
Hamdani 2013). Data kuantitatif yang diperoleh merupakan data panel yaitu 
gabungan dari data time series dan data cross section antara lain yaitu jumlah 
perusahaan, data jumlah upah, dan jumlah tenaga kerja seluruh kabupaten di 
provinsi jawa tengah pada tahun 2014 sampai 2018. 
B. Populasi 
  Populasi dalam penelitian adalah keseluruhan data dari obyek 
penelitian yang dapat berupa manusia, hewan, tumbuh-tumbuhan, udara, 
gejala, nilai, peristiwa, sikap hidup, dan lainnya. Maka objek-objek tersebut 
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dapat menjadi suatu sumber penelitian.
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 Dengan hal tersebut, maka populasi 
dalam penelitian ini adalah seluruh unit usaha atau Industri Besar dan 
Menengah (IBM) di jawa tengah. Alasan penulis mengambil Industri Besar 
dan Menengah antara lain karena tersedianya data di BPS atau Jawa Tengah 
Dalam Angka yang lengkap serta mudah untuk di akses. 
C. Objek Penelitian 
  Objek penelitian merupakan suatu hal yang menjadi tumpuan dalam 
sebuah penelitian agar lebih teratur. Di dalam penelitian ini, terdapat objek 
penelitian berupa variabel dependent yaitu jumlah perusahaan dan upah serta 
dependent variabel yaitu penyerapan tenaga kerja. Maka dari itu, penelitian 
yang dilakukan ini memiliki tujuan untuk mengetahui apakah jumlah 
perusahaan dan upah memiliki pengaruh atau berpengaruh terhadap 
penyerapan tenaga kerja. Penelitian ini dilakukan di seluruh kabupaten 
provinsi jawa Tengah, antara lain adalah kota semarang, kota solo, 
temanggung, demak dan lain sebagainya. Yang mana sumber data didapatkan 
dari Jawa Tegah Dalam Angka, dimana terdapat 29 kabupaten serta 6 kota. 
D. Operasionalisasi Variabel 
  Menurut Koetjaraningrat, operasional variabel yaitu suatu bentuk 
operasional dari variabel-variabel yang digunakan dalam penelitian, serta 
biasanya berisi definisi, konseptual, indikator yang akan digunakan serta alat 
ukur yang akan digunakan (bagaimana cara mengukurnya) serta penilaian alat 
ukur.
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 Penelitian ini menggunakan operasional variabel sebagai berikut: 
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Variabel X1: jumlah Perusahaan, adalah jumlah seluruh perusahaan atau Unit 
Usaha yang terdaftar di dalam biro pusat statistic provinsi jawa tengah. Jadi 
semakin banyak jumlah perusahaan dan upah (rupiah) yang yang ada serta 
dikeluarkan maka akan mengakibatkan terserapnya jumlah tenaga kerja 
(manusia) sebagai sumber penggerak industri. 
Variabel X2: jumlah Upah, adalah besaran upah (rupiah) yang dapat diterima 
oleh tenaga kerja di seluruh kabupaten provinsi jawa tengah. 
Variabel Y: Jumlah penyerapan tenaga kerja, adalah banyaknya tenaga kerja 
yang digunakan dalam suatu unit perusahaan atau jumlah tenaga kerja yang 
bekerja serta terserap dalam perusahaan di kabupaten provinsi jawa tengah. 
E. Metode Pengupulan Data 
  Pengumpulan data ialah suatu proses untuk mengumpulkan data 
primer maupun data sekunder dalam sebuah penelitian. Sebab bertujuan untuk 
memecahkan masalah yang akan di teliti serta untuk menguji hipotesis 
pengumpulan data yang sebelumnya telah dikumpulkan.
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 Jenis data yang digunakan dalam penelitian ini adalah data kuantitatif, 
dimana data yang diukur dalam suatu skala numerik atau angka. Sedangkan 
data yang digunakan bersumber dari data sekunder yang bersumber dari 
instansi pemerintah yang telah dipublikasikan serta yang diolah kembali dari 
data sekunder yang lalu diterbitkan oleh instansi pemerintah seperti Badan 
Pusat statistic (BPS) Provinsi Jawa Tengah dalam angka lembaga pemerintah 
yang telah diakui memiliki ligalitas dalam menerbitkan data statistic di negara 
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Indonesia maupun di Dinas Tenaga Kerja serta Badan Perencanaan daerah. 
Data yang digunakan di dalam penelitian ini antara lain adalah: 
1. Data jumlah Unit Usaha atau Perusahaan di kabupaten dan kota provinsi 
jawa tengah. 
2. Data jumlah upah. 
3. Data jumlah tenaga kerja di kabupaten dan kota provinsi jawa tengah. 
F. Analisis Data 
1. Analisis Diskriptif 
 Analisis diskriptif adalah metode atau cara mendeskripsikan, 
menggambarkan, menjabarkan, atau menguraikan data sehingga mudah 
dipahami. Analsis deskriptif mengacu pada bagaimana menata atau 
mengorganisasi data, menyajikan, dan menganalisis data. Menata, 
menyajikan, dan menganalisis data dapat dilakukan dengan menentukan nilai 
rata-rata hitung, median, modus, standar deviasi, dan persen/proporsi. Atau 
untuk menggambarkan data adalah dengan membuat tabel, distribusi 
frekuensi, dan diagram atau grafik. 
2. Identifikasi Lokasi Industri Menengah dan Besar 
Dalam mengidentifikasi lokasi, keruangan (spasial), dan unsur-unsur 
geografis Industri Besar dan Menengah digunakan analisis statistik deskriptif 
dan Sistem Informasi Geografis (SIG).  SIG merupakan alat yang bermanfaat 
untuk mengidentifikasi ke lokasi mana Industri Besar dan Menengah 
cenderung mengumpul atau menyebar. Dalam penelitian ini analisis spasial 
dan analisis statistik deskriptif digunakan untuk mengidentifikasi lokasi dan 
diskripsi Indusri Besar dan Menengah pada tingkat kabupaten dan kota di 
Provinsi Jawa Tengah. 
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Identifikasi daerah industri besar dan menengah dapat dilakukan 
dengan mengklasifikasikan intensitas provinsi didasarkan atas jumlah tenaga 
kerja ke dalam peringkat “sangat tinggi”, “tinggi”, “sedang” dan “rendah”. 
Agar memperoleh distribusi data yang mendekati normal maka tenaga kerja 
industri besar dan menengah dibobot dengan jumlah total tenaga kerja tiap 
kabuaten dan kota. Dengan pengklasifikasian menurut intensitas tenaga kerja, 
maka kita dengan mudah memahami bagaimana distribusi tenaga kerja 
industri besar dan menengah pada tingkat kabupaten dan kota di Provinsi 
Jawa Tengah. 
Pengklasifikasian tiap-tiap kabupaten dan kota ini didasarkan atas 
metode distribusi yang menggunakan rata-rata (mean) dan standar deviasi 
(SD), dimana simbol Ø = (jumlah tenaga kerja). 
Hasil dari perhitungan klasifikasi intensitas dengan jumlah tenaga 
kerja industri besar dan menengah sebagai nilai indikator di kelompokkan 
dalam tabel penentuan klasifikasi intensitas pada tabel berikut ini: 
Tabel 3.1 Penentuan Klasifikasi Intensitas 
 Klasifikasi Intensitas Nilai Indikator 
Sangat Tinggi ø > mean + SD 
Tinggi mean + 1⁄2 SD ≤ ø < mean + SD 
Sedang mean – 1⁄2 SD ≤ ø < mean + 1⁄2 SD 
Rendah Ø < mean – 1⁄2 SD 






3. Sistem Informasi Geografis (SIG) 
Pada dasamya, istilah sistem informasi geografis merupakan 
gabungan dari tiga unsur pokok: sistem, informasi, dan geografis. SIG 
merupakan salah satu sistem informasi yang menekankan pada unsur 
informasi geografis. Istilah "Geografis" merupakan bagian dari spasial 
(keruangan). Kedua istilah ini sering digunakan secara bergantian atau 
tertukar hingga timbul istilah yang ketiga, geospasial. Ketiga istilah ini 
mengandung pengertian yang sama di dalam konteks SIG.  
Penggunaan kata geografis mengandung pengertian suatu 
persoalan mengenai bumi. Istilah "informasi geografis" mengandung 
pengertian informasi mengenai tempat-tempat yang terletak di permukaan 
bumi, pengetahuan mengenai posisi di mana suatu objek terletak di 
permukaan bumi, dan informasi mengenai keterangan-keterangan (atribut) 
yang terdapat di permukaan bumi yang posisinya diberikan atau diketahui. 
Dengan memperhatikan pengertian sistem informasi, maka SIG merupakan 
suatu kesatuan formal yang terdiri dari berbagai sumberdaya fisik dan logika 
yang berkenaan dengan obyek-obyek yang terdapat di permukaan bumi. SIG 
juga merupakan sejenis perangkat lunak yang dapat digunakan untuk 
pemasukan, penyimpanan, manipulasi, menampilkan, dan keluaran informasi 
geografis berikut atribut-atributnya (Prahasta, 2001:51-52). 
4. Analisis Regresi Berganda 
Pada penelitian ini peneliti menggunakan data panel. Beberapa 
keunggulan dari data panel bagi penelitian ekonomi dibandingkan data cross 
section atau data time series. Keuntungan pertama, data panel biasanya 
menyediakan jumlah observasi yang lebih banyak sehingga meningkatkan 
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degree of freedom, menguji kolineritas antar variabel penjelas, sehingga 
meningkatkan efisiensi estimasi ekonometri. Keuntungan kedua, karena data 
panel memungkinkan peneliti untuk menganalisis pernyataan-pernyataan 
ekonomi yang tidak dapat diselesaikan dengan data cross section ataupun 
time series. Oleh karena data cross section diyakini merefleksikan perilaku 
jangka panjang sementara data time series menunjukkan dampak jangka 
pendek, maka kombinasinya dalam data panel memungkinkan perumusan 
struktur dinamis yang komprehensif (Lall dan Yilmaz, 2000).  
Penelitian yang dilakukan adalah jenis penelitian deskriptif dengan 
pendekatan kuantitatif. Penelitian deskriptif adalah penelitian yang dilakukan 
untuk mengetahui nilai suatu variabel mandiri, baik satu variabel atau lebih 
(independen) tanpa membuat suatu perbandingan, atau tanpa menghubungkan 
antara satu variabel dengan yang lainnya (Sugiyono, 2010:11) 
Penelitian yang akan dilakukan ini menggunakan analisis data 
panel yaitu data panel adalah gabungan dari data time series dengan data 
cross section. data cross section yaitu data yang diperoleh dari waktu ke 
waktu terhadap banyak individu, sedangkan data time series adalah data yang 
dikumpulkan dari waktu ke waktu terhadap satu individu. analisis data panel 
sendiri yaitu alat analisis regresi dimana data dikumpulkan atau diperoleh 
secara individu (cross section) serta diikuti pada waktu tertentu (time series). 
sehingga data panel adalah gabungan dari data cross section dengan data time 
series, (Mahulete, 2016) 
Dengan melakukan analisa data maka dapat memberikan solusi 
atau gambaran di dalam pemecahan masalah dari sebuah penelitian yang 
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dilakukan dalam penelitian. Alat analisis yang digunakan adalah SPSS 24 
yang mana memiliki persamaan: 
Log Y=                     +   
Log Y = penyerapan tenaga kerja 
    = konstanta 
      = jumlah perusahaan 
      = jumlah upah 
   = standar eror 
Namun dikarenakan terdapat satuan hitung masing-masing variabel 
independen, maka analisis regresi dalam penelitian ini menggunakan model 
persamaan regresi yang sudah di transformasikan kedalam bentuk logaritma, 
sehingga memiliki persamaan sebagai berikut: 
                              
Apabila variabel – variabel dalam model tersebut di definisikan 
kembali maka akan diperoleh model sebagai berikut.  
                     
             
a. Pengujian Hipotesis 
1) Uji Koefisien Regresi Parsial (Uji T) 
Asumsi penggunaan uji t (t-test) yaitu jika signifikan t hitung 
lebih besar daripada t table, sehingga dapat dinyatakan signifikan yang 
artinya secara parsial variabel bebas berpengaruh terhadap variabel 
terikat dan sebaliknya. Apabila t lebih besar 5% atau hitung < t table, 
maka secara parsial variabel bebas tidak memiliki pengaruh terhadap 
variabel yang berkaitan. 
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Adapun langkah dalam melakukan uji t yaitu sebagai berikut: 
a) Merumuskan Hipotesis 
   :   = 0, yaitu artinya tdak memiliki pengaruh secara parsial dari 
variabel bebas (X) terhadap variabel terikat (Y). 
   :    ≠ 0, yaitu terdapat pengaruh secara parsial dari variabel bebas 
(X) terhadap variabel terikat (Y). 
b) Menentukan tingkat signifikan 
Untuk menentukan tingkat signifikan (lefel of significansi) dapat 
ditentukan dengan besaran α = 5% serta degree of freedom (df) 
sebesar (n-k-l) dimana k merupakan jumlah dari variabel independent 
c) Menghitung         
Untuk menghitung atau mencari         dapat di lakukan dengan 
menggunakan rumus sebagai berikut: (Suharyadi dan Purwanto 
2004:523 dalam hamdani 2013) 




d) Membandingkan        dengan        
untuk menentukan    diterima atau    ditolak adalah: 
jika         <        berarti   diterima dan   di tolak 
jika         >        berarti   diterima dan   di tolak 
2) Uji Koefisien Regresi Secara Bersama-sama (Uji F) 
    Asumsi penggunaan uji f ialah jika nilai signifikan F lebih 
kecil dari 5% atau F hitung > dari F table, maka dapat dinyatakan 
signifikan yang berarti bersamaan variabel bebas memiliki pengaruh 
terhadap variabel terikat dan sebaliknya, jika signifikan F lebih besar 
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dari 5% atau F hitung < F table berarti secara bersamaan variabel 
bebas tidak memiliki pengaruh terhadap variabel terikatnya. 
 Adapun langkah-langkah dalam menentukan Uji F adalah sebagai 
berikut: 
a) Merumuskan hipotesis 
   :       = 0, yang artinya adalah tidak terdapat pengaruh secara 
simultan (bersamaan) dari seluruh variabel bebas (   ,   ) terhadap 
variabel terikat (Y). 
   :         0, yang artinya terdapat pengaruh secara simultan 
(bersamaan) dari variabel bebas (   ,   ) terhadap variabel terikat (Y). 
b) Menentukan tingkat signifikan 
 Untuk dapat menentukan tingkat signifikan (level of significansi) 
dapat ditentukan dengan besaran α =5% serta degree of freedom (df) 
sebesar (K-10 sebagai derajat pembilangnya, serta (n-k) untuk derajat 
penyebutan dimana n adalah jumlah observasi serta k adalah variabel 
penjelasnya. 
c) Menghitung         
 Untuk mencari atau menghitung         dapat di lakukan dengan 
rumus sebagai berikut: (Gujarati 2002: 183) 
          
   (   )
(     )  (   )
 
Keterangan: 
   = Koefisien determinasi 
n  = Jumlah sampel  
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k  = Jumlah variabel bebas 
d) Membandingkan          dengan        
untuk menentukan    diterima atau    ditolak adalah: 
jika         <        berarti   diterima dan   di tolak 
jika         >        berarti   diterima dan   di tolak 
3) Uji Koefisien determinasi (Uji   ) 
 Uji    digunakan untuk dapat mengetahui hingga seberapa besar 
presentase variasi dalam variabel terikat pada model dapat dijelaskan 
oleh variabel bebasnya. Dimana juka nilai dari    mendekati 1 maka 
terdapat hubungan yang erat antara variabel terikat terhadap variabel 
bebas dan penggunaan model tersebut dibenarkan. Sedangkan apabila 
koefisien determinasi ialah untuk mengetahui seberapa besar 
presentase sumbangan variabel bebas terhadap variabel tidak bebas 
atau terikat yang dinyatakan dalam presentase. Tetapi tidak dapat 
dipungkiri juka ada kalanya dalam penggunaan koefisien determinasi 
(  ) terdapat bias terhadap satu variabel bebas yang dimasukkan ke 
dalam model. Sebagai ukuran kesesuaian garis regresi dengan data,    
menemui masalah karena tidak memperhitungkan derajat bebas. Nilai 







Tabel 3.2 Pedoman Untuk Memberikan Interpretasi Koefisien 
Determinasi 











(Sugiyono: 2005 dalam Hamdani :2013) 
4) Uji asumsi klasik 
Suatu model penelitian secara teoritis dapat menghasilkan nilai 
parameter penduga yang tepat bila memenuhi uji asumsi klasik dalam 
sebuah regresi, yaitu meliputi uji Normalitas, uji Multikoliniearitas, 
uji Heteroskedastisitas, dan uji Autokorelasi. 
a) Uji Normalitas 
Uji Normalitas dimaksudkan untuk menguji apakah nilai 
residual yang telah distandarisasi pada model regresi berdistribusi 
normal atau tidak. Nilai residual dikatakan berdistribusi normal jika 
nilai residual terstandarisasi tersebut sebagian besar mendekati nilai 
rata-ratanya. Nilai residual terstandarisasi yang berdistribusi 
normal jika digambarkan dengan bentuk kurva akan tergambar 
bentuk lonceng (bell-shaped curve) yang kedua sisinya melebar 
sampai tidak terhingga. Berdasarkan uji normalitas tersebut maka 
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uji normalitas disini tidak dilakukan per variabel (univariate) tetapi 
hanya terhadap nilai residual terstandarisasinya (multivariate)
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 Uji Normalitas adalah salah satu bagian dari uji persyaratan 
analisis data atau uji asumsi klasik, berarti sebelum melakukan 
analisis yang sesungguhnya, data penelitian tersebut haruslah di uji 
kenormalan distribusinya serta data yang baik adalah data yang 
normal dalam pendistribusiannya. Dasar pengambilan keputusan 
dalam uji normalitas yaitu: jika nilai signifikan lebih besar dari 
0,05 maka data tersebut berdistribusi normal. Sebaliknya, apabila 
nilai signifikan lebih kecil dari 0,05 maka data tersebut tidak 
berdistribusi normal. 
b) Uji Multikolinearitas 
 Pengertian Kolinearitas sering dibedakan dengan 
Multikolinearitas. Kolinearitas berarti terjadi korelasi linier yang 
mendekati sempurna antar dua variabel bebas. Sedangkan 
Multikolinearitas berarti terjadi korelasi linier yang mendekati 
sempurna antar lebih dari dua variabel bebas. Uji Multikolinearitas 
bertujuan untuk menguji apakah dalam model regresi yang 
terbentuk terdapat korelasi yang tinggi atau sempurna diantara 
variabel bebas atau tidak. Jika dalam model regresi yang terbentuk 
terdapat korelasi yang tinggi atau sempurna diantara variabel bebas 
maka model regresi dinyatakan mengandung gejala Multikolinier.
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 Uji Multikolinearitas ialah hubungan antar variabel 
independen yang ada dalam model regresi mempunyai hubungan 
linier yang baik dan mendekati sempurna (koefisien korelasinya 
tinggi atau bahkan 1). Suatu model regresi yang bagus seharusnya 
mendekati sempurna kepada variabel bebasnya. Konsekuensi 
adanya Multikolinearitas yaitu koefisien korelasi variabel tidak 
tertentu dan kesalahan menjadi sangat besar atau tidak terhingga. 
 Syarat uji multikolinearitas antara lain: 
   Apabila tolerance < 0,1 atau inflation factor (VIF) > 10 → 
terjadi Multikolinearitas 
c) Uji Heterokedastisitas 
Heterokedastisitas berarti ada varian variabel pada model regresi 
yang tidak sama atau konstan. Sebaliknya, jika varian variabel pada 
model regresi memiliki nilai yang sama atau konstan maka disebut 
dengan homoskedastisitas. Yang diharapkan pada model regresi 
adalah yang homoskedastisitas. Masalah heteroskedastisitas sering 
terjadi pada penelitian yang menggunakan data cross-section.
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Scatterplot digunakan untuk mendeteksi terdapat atau tidaknya 
penyimpangan pada asumsi klasik, yaitu heteroskedastisitas. Syarat 
uji heteroskedastisitas ialah: 
(1) jika ada pola tertentu, seperti titik-titik yang ada membentuk 
pola tertentu yang teratur (bergelombang, melebar, 
menyempit) maka terjadilah heteroskedastisitas. 
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(2) jika terdapat pola yang jelas, seperti titik-titik menyebar diatas 
dan di bawah angka 0 pada sumbu Y, maka tidak terjadi 
heteroskedastisitas. 
d) Uji Autokorelasi 
   Uji autokorelasi bertujuan untuk mengetahui apakah antara 
anggota serangkaian data observasi yang diuraikan menurut waktu 
(time-series) atau ruang (cross section).
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   Autokorelasi ialah hubungan yang terjadi antara residual 
dari pengamatan satu dengan pengamatan yang lainnya. Model 
regresi yangh baik seharusnya tidak menunjukkan adanya 
autokorelasi. Autokorelasi dapat diartikan sebagai korelasi yang 
terjadi antara anggota observasi yang terletak berderetan secara 
serial dalam bentuk atau korelasi antara tempat yang berdekatan 
jika datanya cross series. Cara untuk mendeteksi terdapat atau 
tidaknya autokorelasi, maka Durbin Watson akan dibandingkan 
dengan Durbin Watson table dengan kriteria sebagai berikut: 
 Tabel 3.3. Ketentuan Nilai Durbin Watson 
DW KESIMPULAN 
0<DW,dl Ada Autokorelasi 
Dl DW,du Tanpa Kesimpulan 
Du<DW<2 Tidak Ada Autokorelasi 
2<DW<(4-du) Tidak Ada Autokorelasi 
(4-du)<DW<(4-dl) Tidak Ada Autokorelasi 
(4-dl)<DW<4 Ada Autokorelasi 
         Sumber: (sritua: 1993 dalam Hamdani :2013) 
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