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Floer Homology on Symplectic Manifolds i 
Abstract 
The Floer homology was invented by A. Floer to solve the famous 
Arnold conjecture, which gives the lower bound of the fixed points 
of a Hamiltonian symplectomorphism. 
Floer's theory can be regarded as an infinite dimensional version 
of Morse theory. The aim of this dissertation is to give an exposition 
on Floer homology on symplectic manifolds. We will investigate the 
similarities and differences between the classical Morse theory and 
Floer's theory. We will also explain the relation between the Floer 
homology and the topology of the underlying manifold. 
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摘 要 
著名的Arnold猜想為辛流形上一哈密頓流的不動點的數目給出 
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In 1965 V. 1. Arnold conjectured in [2] that a symplectic diffeo-
morphism of a compact symplectic manifold M onto itself possesses 
at least as many fixed points as a smooth function on M has critical 
points, whenever this diffeomorphism is homologous to the identity 
(i.e. a Hamiltonian symplectomorphism). If we require the function 
to have non-degenerate critical points, i.e. a Morse function, then 
this number would be the sum of the Betti numbers of M, as is well-
known in classical Morse theory. Therefore it is natural to look for 
a Morse-type theory to solve this version of Arnold's conjecture. If 
the diffeomorphism is sufficiently near to the identity this was solved 
by Arnold [1] himself and also A. Weinstein [37]. Without this as-
sumption, there are some scattered results, like Conley-Zehnder [6 
for the 2n-torus case using variational approach and M. Gromov's 
15] result of existence of at least one fixed point when 7T2{M) = 0, 
using pseudo-holomorphic curves. The breakthrough came from 
Floer's approach of combining these two ideas in a series of papers, 
notably [11], which proves the Arnold conjecture in the monotone 
case. His method can be understood as an infinite dimensional ver-
sion of Morse theory, and is known as Floer homology now. The 
later development can be regarded as the extension of his work. We 
will outline his method under some additional assumptions on the 
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second homotopy group of M. 
In chapter 1，we introduce some materials of the classical Morse 
theory, which is very similar to Floer's theory in many ways. Of par-
ticular importance are the Morse homology theorem and the Morse 
inequalities, which are used in the proof of the Arnold conjecture. 
Readers familiar with classical Morse theory may skip this chapter 
and proceed to chapter 2 directly, or they may start at section 1.2 
instead to skim through Floer's approach of Morse homology. 
In chapter 2, we outline the background and the necessary tools 
needed in the proof of Arnold's conjecture and also the construction 
of Floer homology groups. This chapter provides an overview of this 
dissertation and should be read prior to chapter 3 and chapter 4. 
In chapter 3，we present the basic knowledge of Predholm the-
ory which is used to establish the manifold structure of the moduli 
space of trajectory. We prove the index formula for a Predholm 
operator using Maslov index, which is often easier to calculate than 
the Predholm index. This gives the local dimension of the Moduli 
space. The readers can skip the details without affecting their un-
derstanding of the whole picture if they are willing to accept some 
of the technical results. 
In chapter 4, we look at the construction of Floer homology 
groups in a more detailed way. Two important techniques are the 
gluing argument and the Gromov's compactness theorem, which can 
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often be combined together perfectly to give many of the impor-
tant results in this chapter. The success of Floer homology comes 
when we relate it to the Morse homology of a (time-independent) 
Morse-Smale function, which is obtained by transforming the time-
dependent Hamiltonian function to a nice Morse-Smale function by 
a process known as Floer continuation. Of course the Morse ho-
mology groups are much well-understood, and we can extract infor-
mation about the fixed points from them. In particular the Arnold 
conjecture follows as an easy corollary after proving that the Floer 
homology groups are isomorphic to the singular homology groups 
of M up to a shift of grading. 
The remarks are usually some simple observations and notes. 
They are of secondary importance. 
I was invited to the wonderful world of Floer's theory by my 
advisor about one year ago and I would like to write some notes 
about it in a way which (I hope) is elementary and down to earth. 
However due to my lack of knowledge and time I find it impossible 
to cover everything in detail even if I aim at writing only a very 
tiny portion of this theory. Nevertheless I still hope these notes 
are accessible by a graduate or undergraduate student with a basic 




Floer homology can be understood as an infinite dimensional version 
of the Morse theory. In fact many ideas in Floer homology are 
analogous to that of the Morse homology. Especially the Morse 
homology theorem and the Morse inequalities are useful in proving 
the Arnold conjecture. It is therefore useful to look at the more 
classical case of Morse theory first. Two good references are [4 
and [25], see also [34] for a more analytic approach which is closely 
related to Floer's theory. 
1.1 Introduction 
Definition 1.1. Let M^ be a smooth finite dimensional manifold. 
Let / : M — ]R 6e a smooth function, then p G M is a critical point 
of f if df{p) = 0. It is a Morse function if for any critical point 
p, the Hessian Hf{p) of f at p is non-degenerate. Equivalently, in 
4 
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local coordinates, the determinant of the Hessian matrix at p given 
by 
棚 = ( 备 州 
is nonzero, where Xi, • • • ,Xn are the local coordinates around p. 
We will denote the set of critical points of f by C{f). 
Definition 1.2. Let f be a Morse function and p is a critical point 
of f. Then the Morse index of f at p, 
X{p) = A(p, /) number of negative eigenvalues of Hf{p). 
The following Morse lemma gives a nice local representation of 
f near a critical point: 
Lemma 1.3 (Morse lemma). Let f be a Morse function and p is a 
critical point of f. Then there exists an open neighborhood U of p 
and a chart h : U M^ such that in this coordinates, 
foh-\x) = f{p)-xl xl + 4+1 + ….+ 4， 
where k = A(p). 
Corollary 1.4. The critical points of a Morse function are isolated. 
In particular, if M is compact, there are only finitely many critical 
points. 
Basically, one wants to study the global topology of a manifold 
M through a Morse function by extracting the local information 
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from the critical points of f . More precisely, define the sublevel set 
M" {x e M : f{x) < a}, we would like to see the change in 
topology (homotopy type) of these sublevel sets when the value of 
f runs across a critical point. The following two theorems are useful 
for us to understand these changes. 
Theorem 1.5. If a < b and there is no critical value of f in [a, b], 
then M^ and M^ are diffeomorphic: 
AT ^ M\ 
Moreover, M^ is a deformation retract of M^, so the inclusion 
M® ^ Mb is a homotopy equivalence. 
Theorem 1.6. Suppose p is a critical point of f with Morse index 
X, f{p) 二 c and exists £ > 0 such that there is no other critical 
point in - e] except p, then the homotopy type of 
is obtained by attaching a X-cell e\ := {x € M^  : ||x|| < 1} to : 
by an attaching map (j) : de\ — where de\ is the boundary 
of e\. (Here ^ means "homotopy equivalence”. ) In fact, there 
is a subset e C diffeomorphic to e\ such that U e is a 
deformation retract of M^^^. 
More generally, if there are exactly k critical points Pi," 'Pk ^ 
/-i(c)，X{pi) = Xi and e > 0 is as above, then 
M'^' ^ M ' - ' eA, U • •. e � . 
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Theorem 1.6 follows more or less from the Morse lemma, at least 
when there is only one critical value between c — e and c + In-
tuitively, let be a neighborhood of a critical point p as given by 
the Morse lemma. The homotopy type of the sublevel set {x e U : 
f(x) < a} in U changes only when the value of f runs across the 
critical point c and by analyzing the sublevel sets, the change is 
exactly given by attaching a A-cell to 
Choose a Riemannian metric g on M, The choice of the particular 
metric is not very important as it turns out that Morse homology is 
independent of the choice and "most" metric are good (satisfies the 
Morse-Smale condition). Consider the flow ipt ： M ^ M generated 
by the negative gradient vector field of f : 
f 
iu^) = -vfm^)) ,11、 
< (1.1) 
'00 = id 
V 
Definition 1.7. Let p be a critical point of f，then the unstable 
manifold of p is defined by 
Wip) := {x e M : lim 'iptix) = p} 
t-^—oo 
and the stable manifold of p is defined by 
W\p) := {x e M : lim 秘x) = p}. 
i—>CXD 
As the names suggest, W'^{p) and W^{p) are indeed embedded 
submanifolds of M ([19] corollary 6.3.1). 
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Definition 1.8. A Morse function f is said to satisfy the Morse-
Smale condition if for any critical points p and q of f , and 
intersect transversally, i.e. for every x G fl H^s(g)， 
The flow in (1.1) is then called a Morse-Smale flow and (/, g) 
is called a Morse-Smale pair. 
Example 1.9. Let / : T^ ^ R 6e the height function on the torus 
T2 (with induced metric g from M^^ as shown in the figure (the 
arrows denote the directions of the flow): 
P 
ff\ 
s / 、f 
w 
This function is not Morse-Smale. The unstable manifold of the 
saddle point q coincides with the stable manifold of the saddle point 
r. So at any point of intersection, the two tangent spaces do not 
span the whole tangent space at that point. However, if we perturb 
f (org) a little, this phenomenon will disappear. In fact, and 
W^{r) will not even intersect This can be thought of intuitively as 
if we tilt the torus a little bit: 
Chapter 3. Fredholm Theory 9 
w 
In fact the Morse-Smale condition is "generic" (in the sense of 
Baire). 
Theorem 1.10 (Kupka-Smale). ([27], [36]) For a compact smooth 
Riemannian manifold M，the set of smooth Morse-Smale gradient 
vector fields is a generic subset of the set X of smooth gradient fields 
on M. 
Here a subset of X is "generic" means it contains a countable 
intersection of open dense subset of X (in C � topology). As the 
Riemannian metric gives a homeomorphism between the space of 
gradient vector fields and the space of exact one-forms {df : / € 
M)} ^ M)/R on M, it implies that the set of Morse-
Smale functions is also a generic subset of R). 
Definition 1.11. Let p, q be critical points of a Morse function f. 
The space of trajectory M.(p, cj) — M{p, q; /, g) connectingp and 
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q is defined as 
(jij 
M{p, q) ：二 {u e M) : 丁 = -V / (7 i ) , lim u{t) = p, lim u(t) = gj. 
at t^—oo t—oo 
M. (p, q) naturally embeds into M by 
i : u u(0). 
Under this identification, we have the diffeomorphism ([34] propo-
sition 2.31) 
Theorem 1.12. Let (1.1) be Morse-Smale and p, q are critical 
points of /. Then q) is a smooth manifold and 
dimM{p,q) = X{p) - X{q). 
There is a natural action of M on M{jp, q) by (r, u) i-^ u{t + •). 
Suppose f{q) < a < f{p) and a is not a critical value of /，define 
M^'ijp.q) L(M(j),qy) n /-1(a). Then by the implicit function 
theorem and theorem 1.12, q) is a smooth submanifold of 
M of dimension A(p) — X{q) — 1. It is easy to show the following 
proposition. 
Proposition 1.13. The map 
少 a : R x A r ( p ’ g ) MM 
{t,X) I-^ U{T + •) 
is a R-equivariant diffeomorphism, where i£(0) = x and M acts by 
translation on the first factor o / R x q). 
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Definition 1.14. Define the space of unparametrized trajec-
tory 
M { p , q ) 塊 講 
We will say u G q) is a parametrized trajectory and its 
八 
image u G M( j )�q) an unparametrized trajectory if it is necessary 
to distinguish these two. By proposition 1.13, we have a diffeomor-
phism 
f : M{p, q) = M{p, q)/R ^ q). 
A 
So in particular M (p, q) is also a smooth manifold and 
A 
dim M{p,q) = X{p) — X{q) — 1. 
1.2 Morse Homology 
In this section we assume that M is compact and let (1.1) be a 
Morse-Smale flow on M. We will outline the construction of Morse 
homology. We do this not only because some of its results are used 
in Floer's proof of Arnold conjecture, but also because it is very 
similar to the construction of Floer homology, only simpler. A de-
tailed account can be found in [34] and also [30]. As we will see, 
many of the arguments here will be carried out again in chapter 4. 
For simplicity we will work with Z2 coefficient, so we can ignore the 
problem of orientation. 
八 
When 入(p) — A(q) = 1, M(p, q) is zero-dimensional, we would like 
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to count the number of points in it. Therefore we have to know that 
A 
A4{p, q) is compact. First we need the notion of a n-dimensional 
smooth manifold with corners, which is a second countable Haus-
dorff space such that each point has a neighborhood with a home-
omorphism with x [0’ oo广 for some 0 < A; < n, and such that 
the transition maps are smooth. This generalizes the concept of a 
manifold with boundary and for n < 1 they are the same. Now 
recall C ( / ) is defined to be the set of critical points of f . We have 
the following compactness result. 
A 
Proposition 1.15. Suppose p, q G C(/). Then M(j),q) has a nat-
A 
ural compactification to a smooth manifold with corners M (p, q) by 
adjoining all the order k broken (unparametrized) trajectories: 
J 从PO,:PI�X M(puP2) X … X M(pk,pk+i), 
where po = p, p^+i = Q o/nd all pi，s are distinct This is called the 
compactification by broken trajectories. 
The proof has two parts. One is a compactness result, which 
A 
states that any sequence Un G M{p, q) has a convergence subse-
quence that converges in an appropriate sense (see theorem 4.3) 
towards some broken trajectories of order k. The second part is 
a "gluing argument" which asserts that any order k parametrized 
broken trajectories can by "glued" together (with a gluing param-
eter in [i?, oo广）to form a trajectory in M(j), q) (see theorem 4.9). 
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For example, an order one broken trajectories (called simply broken 
trajectories) is a pair (u,v), where u G M.(p, q) and v G A4(q,r), 
they can be "glued" together at q to get ujj^pV G M (p, r) for suffi-




7 / ( convei^ encetowards /jp\ Glumg 




Figure 1.1: Convergence and gluing of simply broken trajectories. 
These two arguments can be regarded as the converse of each other. 
The important consequence of proposition 1.15 is that when A(p)— 
A 
X{q) = 1, then zero-dimensional M(p, q) is compact since there is 
no broken trajectories to be added for compactification, i.e. it is 
finite. So at last we are able to make the following definition. 
Definition 1.16. For p, q e C{f) and A(p) - A(g) 二 1， 
{dp, q) ：= #«A (^P，g) (mod 2). 
Denote Ck span^^{P ^ C[f) : X{p) = k}. Then the boundary 
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operator 
dk ： Ck Ck-i 
is defined by 
dkP •= Y1〈办’"〉" 
qeCk-i 
where p € Ck. The Morse-Smale- Witten chain complex, or 
just the Morse complex, is defined as (C*, d^). 
Proposition 1.17. The boundary operators satisfy 
dk o dk+i = 0. 
Proof. Let p G C^+i, this statement is equivalent to 
E E {dp.r){dr,q)q = 0 (mod 2). 
reCk qeCk-i 
So fixing p e Cyt+i, q G Ck-i, we have to prove 
[〈办，參，g�= # U M(p,r)xM(r,q) (1.2) 
reCk reCk 
is an even number. 
This is proved by the following observation. Each component of 
A 
the 1-dimensional compact manifold with boundary M(p, q) which 
is not a circle must be a closed bounded interval (having two end-
points) by the classification theorem. By proposition 1.15, each end-
A A 
point of these intervals is of the form of (w, v) G MSjp�r) x q) 
for some r G Ck-
Chapter 3. Fredholm Theory 15 
脅 — 
(1 
Since there must be an even number of such endpoints in M{p, q), 
it follows that the number in (1.2) is an even number. 
• 
Definition 1.18. Define the k-th Morse homology group of 
(M; f, g) 
HMk{M-f,g) :=ker汰/imafc+i. 
Example 1.19. Let / : S^ —> R the height function given by the 
following figure (g can be any metric): 
A q t 
A a J 
There are four critical points. The critical points p, q are of index 
1 and the critical points r, s are of index 0. 
dp 二 dq = r + s and dr = ds = 0. 
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Therefore 
and 
This agrees with the singular homology ofS^. Although this 
example is simple, this is not an incident 
Let (/o,仍)，(/i, pi) be two Morse-Smale pairs. It is a remarkable 
fact that the Morse homology groups HM^{M\ /•，如）and HM^{M\ f i ,g i ) 
are in fact isomorphic. One approach is to identify each of these 
Morse homology groups to the singular homology groups of M (see 
theorem 1.24). However Floer found an elegant alternative approach 
which establish a more natural isomorphism between H M ‘ M ; /•, go) 
and HM^{M\ /i，pi), through a process he called continuation, with-
out invoking the singular homology of M. The following explicit 
construction is from [18 . 
Let ( Q , d )^ be the Morse complexes of ( / “ 访)，i = 0,1. The idea is 
that we can continuously transform (/•，例）to (/i,仍）by a smooth 
homotopy (ft, gt), t G [0,1], where gt is a Riemannian metric on 
M for all t. (Note that the space of all Riemannian metrics on M 
is contractible. ) We then define a vector field V = V{t, x) on 
0，1] X M by 
v{t, x) := (1 - t)t{l + grad力/i 
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where grad /^^  is the (time-dependent) gradient vector field of ft ： 
M — R with respect to the metric gt on M. Note that the (1 — 
t)t{l + t )^ is the negative gradient of the function + — 1)2/4 
on R. It is chosen because this function has a critical point of index 
1 at 亡=0 and a critical point of index 0 at ^ = 1 with no critical 
point in between. Actually this V is the negative gradient vector 
field of the function {t + l)2(t — 1)2/4 + ft{x) on [0,1] x M, where 
the metric at the point (t, x) is given by the first fundamental form 
fl 0 \ 
,I(t, x) being the first fundamental form of gt dX x . 
\0 I{t,x)J 
We can define its critical points, stable and unstable manifolds and 
flow lines just as the case of gradient flow on M before. As before we 
also require the stable and unstable manifold to intersect each other 
transversely. If (/•，如）and (/i,仍）are Morse-Smale then a generic 
homotopy between them satisfies this condition. Such homotopy is 
called admissible. However for such homotopy, it may (and often 
must) happen that for some time t 0，1，the pair {fuQi) is not 
Morse-Smale on M. 
Observe that for 亡=0,1, the flow on [0,1] x M is the same as the 
flow on M of (/o,po) and (/i,仍）respectively. Note also that there 
are only two kinds of critical points of F, one is of the form (0,p) 
where p G C® and the other is of the form (1, q) where q G C}. Also 
the index of (0,p) is 1 + A(p, /。）and the index of (1, q) is / i ) . 
A 
Thus (1, q)) is zero-dimensional if A(p,/。）== A(g, / i ) = k 
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and is compact. We then define 小 一 Cl hy 
树P) X]他 
A 
where {(pp, q) := #«A/(((0,_p)，（1’ g)) (mod 2), i.e. the number of 
unparametrized trajectories in [0,1] x M connecting (0，p) and (1, q) 
modulo two. 
Proposition 1.20. (j) is a chain map. i.e. 
�(f)=小。 
A 
Proof. The proof is similar to that of 1.17. Denote Mi{p, q):= 
A /N 
q; fi, Qi) for 2 = 0,1. Mi{p, q) can be naturally identified with 
M{{i,p), (z, q)). Let p G and q G we have to show 
(mod 2) (1.3) 
reC'k 颇 + 1 
Equivalently, there is an even number of pairs of unparametrized 
simply broken trajectories between p and q. By proposition 1.15, 
there are two kinds of endpoints of the one-dimensional compact 
manifold «A^((0’p), (1, g)). One kind is in the form of {u, v) G 
A A 
Mo{p, r) X «M((0，r)，（1, g)), where r G C^. This corresponds to 
the term on the left of equation (1.3), the other kind of endpoint 
A A -
is of the type {w,r) G M((0,p), (1, s)) x Mi(s,q) with 5 G 
which corresponds to the right hand side of (1.3). Since there must 
be an even number of endpoints, the result follows. • 
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7) 论 
u、’ \ \ 、 ’ r 
"—k r > * q 
i = 0 公 ？：二 1 
Proposition 1.21. Suppose {f^, g^) and are two smooth 
homotopies between (/o, go) and ( / i ,仍)as above, and (jP，respec-
tively denotes their induced chain maps. Then c/P and are chain 
homotopic, i.e. there exists 少=屯a； : C�+i such that 
/ 一 = o 屯 + 屯。炉. 
Sketch of proof. Again the proof is similar to that of proposition 
1.17. First find a smooth A-homotopy { ft i9t) between (/f,免0) 
and (//，乐 1)，A 6 [0,1], such that = (fugi) for all A and 
z = 0,1. Then ( / / S必 can be regarded as a family { ( / 山 : 
d e D} parametrized by the 2-gon D := [0,1] x [0, l ] / { (0, A i ) � 
(0，入2) and (1,Ai)〜（1，A2)}. 
ifl.ol) 
Again we find a function h : D ^R with an index two critical point 
at the vertex vq :— {0} x [0,1] and an index 0 critical point at the 
vertex Vi := {1} x [0,1] with no other critical point and the negative 
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gradient —Vh{d) of h at the two edges are (1 — t)t{l + t)-^. Define 
the vector field V = x) on D x M by 
y 二 - gradjd 
where grad^fd is the gradient vector field of fd with respect to the 
metric gd. For a generic choice of {fd.Qd), V is Morse-Smale. The 
only critical points of V on D x M are of the type (vo,p) with index 
A(p, /o) + 2 where p e C^ and (t*!, q) with index A(g, / i ) where 
Q e C l Define ^ ： C^ Cg+i by 
geCfc+i 
A 
By analyzing the endpoints of the one-dimensional manifold ((fo, p) (^ >1, r)) 
for p G C®, r e Cl, we get the result. • 
Proposition 1.21 shows that there exists a homomorphism of the 
Morse homology groups 
If 7i is a homotopy from (/o,例）to (/i，仍）as above, we denote the 
induced chain map by (jxy^  Let 72 be a homotopy from (/i,仍） 
to (/2，P2). Then we can concatenate the two paths, which by 
reparametrizing and perturbing it if necessary, can be assumed to 
be a smooth admissible homotopy from (/o,例）to (/2,仍)，call it 
7 2 * 7i. 
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Proposition 1.22. and 力 o 力 are chain homotopic. 
This is again proved by the compactness-gluing argument and 
is omitted here. For a constant homotopy from ( / , g) to itself, the 
induced homomorphism of homology is obviously the identity. For 
two pairs (/•, go) and {fi ,gi) and any homotopy 7 = (Jt, Qt) between 
them, since the inverse homotopy compose with it is homotopic is 
identity, therefore by the previous proposition each such is an 
isomorphism. Therefore 
Theorem 1.23. For two Morse-Smale pairs (/o, go) and (/1，仍)on 
M, the corresponding Morse homology groups are isomorphic 
So we can speak of "the" Morse homology of M without actually 
specifying a particular Morse-Smale pair. Furthermore, it is actually 
the same as singular homology of M. 
Theorem 1.24 (Morse homology theorem). The Morse homology 
is isomorphic to the singular homology of M 
There are many proofs, see for example [12], [30]，[38]. One 
idea is to relate the singular homology of M with that of a CW 
complex. We can build a CW complex Kwhose /c-cells corresponds 
to the critical points of f with Morse index k as follows. Since 
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M is compact there exists Cq < • • • < c/ such that q's are all the 
critical values of f . Suppose a is not a critical value with Ck—i < 
a < Ck and that M® has the homotopy type of a CW complex, that 
is M® is homotopy equivalent to a CW complex K. By theorem 
1.5 and 1.6, is homotopy equivalent to M® U^ ^ e i^ U .. • U小j 
ex- where Ai，…,Aj are exactly the indices of the j critical points 
corresponding to Ck. Then is homotopy equivalent to K U* 
eAi U • • • U-tjj. e\. for some gluing maps ipi : dex. — K. (See [25]). 
M® is empty if a < Cq and by induction M^ has the homotopy type 
of a CW complex. Let ao, • • • , ai are such that cq < ao < ci < • •. < 
ci < ai, then there is a sequence of homotopy equivalences 
Mao c M^ i C ... C Ml = M 
Ko C i^i C - - - C Ki = K 
each extending the previous one. So M is homotopy equivalent to 
the CW complex K. Then the singular homology of M is isomor-
phic to the cellular homology of K. Both the CW complex and the 
Morse complex are generated by the critical points of f graded by 
the indices, furthermore it can be proved that the boundary oper-
ator of the CW complex and that of the Morse complex are the 
same (after identification). Intuitively, it is because the "attaching 
degree" of a /c-cell relative to a (/c — l)-cell is equal to the number 
of components of the intersection between the unstable manifold 
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of the corresponding index-/c critical point and the stable manifold 
of the corresponding critical point with index k — I (mod 2). The 
following is a corollary of the Morse homology theorem. 
Theorem 1.25 (Weak Morse inequalities). Let M^ be a compact 
manifold. Let Ck denotes the number of critical points of index k of 
f and bk ：= dim Hk{M^ Q) denotes the k-th Betti number. Then 
h < Ck and 
X{M) = ； f > l ) � ； f > l ) � 
k=0 k=0 
In particular the number of critical points of f is bounded below by 
the sum of the Betti numbers: 
n n 
k=0 k=0 
We also have the stronger inequalities. 
Theorem 1.26 (Morse inequalities). For a compact manifold, 
bk-h-i+.. • + ( - ! ) % < Ck-Ck-i-h'. - + ( - 1 ) ^ for allk = 0,-" ,n 
For the proof, see for example [25 . 
Chapter 2 
Symplectic Fixed Points and 
Arnold Conjecture 
2.1 Introduction 
Let u) be a connected 2n-dimensional compact symplectic 
manifold without boundary, i.e. cj is a closed non-degenerate 2-
� 
form on M. Then uj determines an isomorphism : T*M TM, 
namely for a G a v, where v G TpM is the unique vector 
satisfying a = •). Let H = H{t,x) : R x M R be a 
smooth function on M, called a Hamiltonian function, such that 
it is periodic in time (periodic means 1-periodic unless otherwise 
stated): 
H{t,x) = II(t + l,x). 
Then Ht = H{t,.) can be regarded as a time dependent periodic 
family of function on M, The image of the one form —dHt under 
24 
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denoted by Xt, is called the Hamiltonian vector field generated 
by Ht. That is, 
-dHt = u{Xu')-
Consider the Hamiltonian system of ordinary differential equations 
x{t)=Xt{x{t)). (2.1) 
The solutions for (2.1) generates a flow ipt ' M M: 
f 
i^t = xtiiJt) 
< 
ipo = id 
V 
Let ip = he the time 1 map. Clearly, the fixed points of 功 
corresponds to the periodic solutions to (2.1). 
Definition 2.1. Define 
:= {periodic solutions of (2.1)}. 
As the solutions are periodic, we can also define it as P{H) :: {x : 
M/Z 4 M I solves (2.1)}. 
By identifying x with x(0), sometimes we will use x to denote 
either a periodic solution of (2.1) or a fixed point of ip. We will also 
identify R / Z with S^  throughout. 
Remark 2.2. For all t, ijjt is a symplectomorphism, i.e. i/j^uj = uj, 
as tpQUJ = UJ and by Cartan's formula, 
^ 讽⑴=i^KLx.uj) = = =似-ddHt) = 0, 
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where Lxt denotes the Lie derivative along Xt- A symplectomor-
phism generated by a Hamiltonian vector field is called a Hamilto-
nian or exact symplectomorphism. 
Definition 2.3. A fixed point x is called non-degenerate if 
det(/ - #(a;(0))) ^ 0. 
i.e. 1 is not an eigenvalue of (i'0(x(O)). H is said to be regular if 
all its corresponding fixed points are non-degenerate. 
Arnold conjectured that the number of non-degenerate periodic 
solutions to this equation is at least the sum of the Betti numbers 
of M. 
Conjecture 2.4 (Arnold conjecture). Suppose all the periodic so-
lutions of (2.1) are non-degenerate. Then 
2n 
2 = 0 
where hi == dim Hi{M, Q) is the i-th Betti number of M. 
Remark 2.5. 1. A fixed point x can be identified with the point 
(x, x)at the intersection of the graph T :— {(x, ipix)) : x G M} 
of with the diagonal A {(x, x) : x G M} in M x M. 
Then x is non-degenerate if and only if r intersects with A 
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transversely at (x, x): 
= ① (ke. 门 了 = 0」 
={{v,他⑷）:” e T:,M} nM} 
公 dijjxiv) • V for non-zero v G TxM. i.e. x is non-degenerate. 
2. Non-degenerate x G P[H) are isolated: by choosing a suitable 
local coordinates, we can regard : M^^ 一 M^^ such that x has 
local coordinates 0 and so 力(0) = 0. Then ^/(功—zc?)(0) has 
non-zero determinant and thus ijj — id is a local diffeomorphism 
around 0 by inverse mapping theorem. So locally 功(a;) / x 
except X = 0. Therefore for compact M，P[H) consists of 
finite number of 'points. 
Remark 2.6. 1. Since is isotopic to the identity map, by the 
Lefschetz fixed point theorem, the number of fixed points of 
2n 
is greater than or equal to | 1”6小 So Arnold conjecture 
i=0 
gives a stronger estimate in this case. 
2. The comparison of Lefschetz fixed point theorem with Arnold 
conjecture is analogous to that of Poincare-Hopf theorem, which 
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with Morse theory, which states that for a gradient vector field 
•/ induced by f (by giving M a Riemannian metric), 
2n 
#{x e M V / ( x ) = 0} 二 G M : df{x) = 0} > ^ 
i=Q 
The last inequality comes from theorem 1.25, the weak Morse 
inequality. Actually the original statement of Arnold is that 
every Hamiltonian symplectomorphism on M has at least as 
many fixed points as a function on M has critical points (see 
[1], [2]), this is clear in particular when H is a time indepen-
dent Morse function: 
3. For the special case where Ht 三 H, i.e. H is independent oft. 
Then 
X is a critical point of H ^ dH{x) 二 0 
令 XH[X) 二 0 
^x{t) = xe P{H). 
2n 
In particular if H is a Morse function, then > ^^ bi. 
i=Q 
The Arnold conjecture of the above form has now been proved in 
full generality. Floer ([7], [8], [9], [12]) invented the Floer homology 
for the monotone case, which is the analogue of Morse homology 
on finite dimensional smooth manifolds, by studying the "gradient 
flow" of a certain action functional on the loop space of M. There is 
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also another version of Arnold conjecture for degenerate fixed points 
(see [16], [10]). 
2.2 The Variational Approach 
According to classical Morse theory, the existence problem of closed 
geodesies is restated by the variational approach as the existence of 
the critical points (which are by definition loops in M) of the energy 
functional E 
E{x) := I \x\'^dt 
for X : S^  —» M in some appropriate loop space of M. One then is 
naturally led to apply the same method to study the critical points 
of the action functional associated to a Hamiltonian system: 
A{x) = - [ u*u + [ Ht[x(t))dt (2.2) 
Jb Jsi 
where 灘 — x : S^  ^ M. 
A natural inner product structure is introduced on the appropriate 
loop space so as to define the gradient of A. Then the zeroes of 
the gradient of A, i.e. its critical points can be identified to the 
solutions of the Hamiltonian equation (2.1). 
However the classical Morse theory approach fails in this infinite 
dimensional setting due to several reasons. 
Unlike the energy functional, the action functional is both unbounded 
above and below, so there is no absolute minimum or maximum 
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which we can start a Morse complex for cellular decomposition. 
Moreover, the "Morse index" would not be finite as in the classical 
cases, as the subspaces on which the Hessian is positive or negative 
definite are both infinite dimensional. Finally the gradient of the 
action functional grad A defined above does not give a well-defined 
flow on the loop space we considered. 
However there is still hope. Floer realized that the essential con-
ditions for Morse theory is still satisfied if we reduce it to the rel-
ative gradient flow, that is a flow between two fixed critical points 
X and y of A. We also use a relative Morse index which, roughly 
speaking, measures the codimension of the "unstable manifold" of 
y with respect to the "unstable manifold" of x. Floer found the 
right analytical setup to analyze the space M.{x, y). He then used 
the structures of these spaces to extract an invariant which is now 
called Floer homology. 
2.3 Action Functional and Moduli Space 
Definition 2.7. The contractible loop space C of M is defined 
to be all the contractible loops in M. i.e. C := {x £ M) 
X is contractible}. 
Denote D {z 6 C : |2：| < 1} to be the closed unit disk. 
So for X G C, there exists an extension it : D —> M such that 
u(产)=x(t). 
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We will assume throughout that u vanish over the second homotopy 
group 7r2(M) of M. i.e. 
I V*UJ = 0 (2.3) 
J§2 
for any smooth v : S"^ ^ M, noting that this integral depend only 
on the homotopy class of v. This assumption is needed for the well-
definedness of the action functional on M and is also crucial for the 
compactness of the so called moduli space. A symplecic manifold 
with this condition is called aspherical and we will denote this 
condition as a;(7r2(M)) = 0. 
Definition 2.8. The action functional A = AH : C ^ R is 
defined by 
AH{X) : = - [ f Ht{x{t))dt, 
JB JO 
where u M is an extension of x to the unit disk. 
Remark 2.9. A is well defined by the following reason. Suppose 
Ui,U2 both extends x, then we can “glue，，the two maps along their 
boundary to get a map from to M. More precisely, let C M^  be 
the unit sphere and let tt : (x, y, z) (o:, y) by the projection onto 
the X — y plane. Define v •• M by 
f 
UI{7T{P)) if P is on the upper hemisphere, 
v{p)= < 
以2(7r(P)) ^fp is on the lower hemisphere. 
\ 
Then v is a well defined continuous map and f织 UiCJ — u^cj = 
Jg2 v*uj = 0. Therefore A is a well defined function. 
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q ' o 
叱 y 
It turns out that Arnold conjecture is easier to prove in the so 
called monotone case. Here we will make an even stronger assump-
tion. Let J be an almost complex structure which is compatible 
with CO, i.e. J G C~(End(TM)), J^ = —I and 
p(€，v) = � e , v) := w(€，地 T 具 (2.4) 
defines a Riemannian metric on M. Then by the symmetry of g, 
both (JU and g are J-invariant, i.e. {J^, Jrj) — rj) and Jrf)= 
T]). Such J exists in abundance and in fact the space J of all 
compatible almost complex structures of M is contractible (see for 
example [23]). Then (TM, J) is a complex vector bundle over M 
with first Chern class ci = Ci(TM, J) G Z). ci is indepen-
dent of the choice of J as we can join two such complex structures 
Ji, J2 by a path and thus induce an isomorphism between (TM, Ji) 
and (TM, J2) as complex vector bundle. 
We will assume throughout, as in (2.3), that ci vanishes on 7r2(M): 
[ v * c i = 0 (2.5) 
for any ？;: S^  ^ M. This assumption, denoted by ci(7r2(M)) 二 0, 
is needed to give a well-defined Maslov type index for the critical 
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point of A and thus a grading of the Floer homology groups. Let 
us state again our assumptions. 
Assumption 2.10. We will assume throughout that both UJ and ci 
vanishes on 7r2(M); 
/ v*u = 0 and / v*ci = 0 
for anyv G C�(S2，_M). 
Remark 2.11. 1. Floer [11] actually proved the Arnold conjec-
ture in the more general case where M is monotone. This 
means 
/ V*CI = C v*u 
7§2 J§2 
for any v : S'^ M, where c is a positive constant. The 
weakly monotone case was proved by Hofer-Salamon [17] and 
Ono [26]. The general case was proved by Fukaya-Ono [14], 
Liu-Tian [21] and Ruan [29]. 
2. In the monotone case, by rescaling u if necessary, /炉 ^�1 
for any v : M. The argument in remark 2.9 shows that 
A is a well defined circle-valued function. 
£ is a very large space and is not a finite dimensional manifold 
(except when M is a point). For x e C,we define a "tangent vector" 
to be a vector field on x, i.e. ^{t) G T工⑴M. In other words, is a 
section of the induced bundle x*TM. Fix let ys = y{s,.) be a one-
parameter variation of contractible loop such that 费(0’t) = ^{t) 
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and 2/(0, t) = x{t). Explicitly, we can choose y(5, t) = exp工⑴(<s . 
(M is a compact Riemannian manifold once J is chosen). Let u : 
ID) 一 M be an extension of x in the sense that 彻” = x { t ) . Note 
that we can extend y�s,.) by the "gluing" map y|§ix[o’s]#^ for each 
s. 
Z ^ im 
/ / ( � 0 
Then 
dA{x)i = I ( - [ - 厂 Ht{y{s,t))dt) 
s=o Jo Jo Jo 
广1 dr 
= I H - ^ O ^ D H T I M ^ 
Therefore dA{x) = 0 uj{x,.) 二 —dHt. i.e. x{t) = Xt{x{t)). 
So critical points of the action functional correspond to the con-
tractible periodic solutions to the Hamiltonian equation. Define 
J := {cj-compatible almost complex structure on M} 
and let J ^ J. Let g be the induced Riemannian metric. Let 
e TxC, so ^(t),r](t) G Tx{t)M. We define a Riemannian metric 
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on C by 
Jo 
Then 
(grad 或 0 = dA{0 
=[H士,如 dm))dt 
Jo 
= / (a;(Ji;, J^) + {VHt,0)dt (V is the gradient w.r.t. g) 
Jo 
= [ { J x + VHuOdt 
Jo 
So 
grad A{x){t) = Jx{t) + VHt{x{t)). (2.6) 
A negative gradient flow line of A is it: M —> 5 Us{') such that 
芸=-grad A � • 
By the above calculations, regarding u = u(s,t) ：二 i ^ s � : M x 
(M/Z) M, u is given by the partial differential equation 
du du 
二 - J f 释 、 
i.e. g + + VH{t, u) = 0. (2.7) 
We denote the left hand side of the above equation by 
d(u) = dnAu):=芸 + J⑷芸 + •卯，u) . 
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Remark 2.12. 1. The equation (2.7) can also be written as 
du 、，� ^ 
This is because JVHt = Xt as -dHt = {-VHt, . � = uj{-VHt, J-)= 
2. If u{s, t)三satisfying (2.7) is independent of s, then x{t) 
is a critical point of A as grad A{x)=-絮=0， thus it is a 
periodic solution for (2.1). 
If Ht 三 constant，then (2.7) becomes 
du ^du ^ 
that means u is a J-holomorphic curve. (A J-holomorphic 
curve is a map u from a Riemann surface (E, i) to an almost 
complex manifold (M, J) such that J o du = du o i，see [15]) 
3. Finally if x) = H{x) is independent of t, then for those 




i.e. it satisfies the gradient flow equation for H. This observa-
tion will be useful to relate the Morse homology with the Floer 
homology as we will see later in this section (see also section 
4.5). 
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We are going to apply Morse-type theory to study the gradient 
flow line of A and more importantly, understand how the behavior 
of the critical points of A relates with the topology of M. However 
there are some problems preventing us from directly applying the 
classical Morse theory to the action functional. 
In finite dimensional Morse theory, every gradient flow line of a 
Morse function / on a compact manifold M "begins，，and "ends" at 
a critical point. More precisely, if 7 � is a gradient flow line then 
lim 7 � exists and the two limits are both critical points. However 
亡—士 00 
this is not true for the symplectic Floer theory. Actually this is true 
only when u is bounded. 
Definition 2.13. Let u G x S\M). The energy of u is 
defined by 
u is said to be bounded if E{u) < 00. 
Theorem 2.14. Suppose u = u{s,t) G C � ( R x (R/Z) ,M) is a 
contractible solution of (2.7). Then E{u) < 00 if and only if there 
exists x"^ G P{H) such that 
lim u{s,t) = x'^(t), (2.9) 
s~> 士 00 
the limits being uniform in t. 






Figure 2.1: Flow line of symplectic action. 
Proof. We prove For u satisfying (2.9), 
。，、 1 厂1 厂⑴，du ^ du � 2 
所 … = d o JJTS + 瓦 — 义 办 ） 、 減 
1 r f \ du 2 du 口飞T ( �2 
r f^ du\ , 
= / — at as 
J-oc Jo OS 
广 du 2 
= -— ds where • is the norm in L 
J-oo ds 
= J 〈尝， - g r a d A)ds 
广 d 
二 / ⑵ 石 ( - • 淋 
=A[x-) - < oo. (2.10) 
We will prove the converse in theorem 4.2. • 
Suppose u solves (2.7) and E(u) < oo, then u is called a bounded 
solution of (2.7) and denote the space of all bounded solutions of 
(2.7) by M. Given 士 G P{H), we also define 
I 
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Definition 2.15. The moduli space of hounded solutions 
=M(x-,x+;H, J) 
：二 {u e C^IR X S\M) I u solves (2.7) and lim u{s,t) = x^{t)} 
s—士 oo 
- { n G X §1, M) I d(u) 二 0 and lim u(s, t) = 土(t)}. 
s—±oo 
In view of theorem 2.14, it is clear that 
M = y M{x,y). 
x,yeP{H) 
Theorem 2.14 suggests that suggests that instead of considering the 
flow of A on the loop space one should look at the space of 
bounded energy solutions of its gradient flow equation. 
Remark 2.16. If u e with E{u) = 0, then 絮三 Q and 
so u = u{t) satisfies 奢=Xt(u)，therefore u{t) = x~{t) = G 
P[H). In particular if x— • and M{x~, x'^) + (j) then the proof 
of theorem 2.14 shows that A{x~) > This is analogous to 
the fact in classical Morse theory that the value of a Morse function 
f on M decreases strictly along a non-constant gradient flow line. 
Remark 2.17. minimizes E among all curves with bound-
Chapter 2. Symplectic Fixed Points and Arnold Conjecture 40 
ary conditions (2.9)； this follows from 
1 广 f \ du Bu Bu nrn�7 . 
1 广 du du 1 r ,du j , \ � j 
= - / / -tt + J-^ + dtds+ / 〈丁，一grad Aov)�ds 
2 J-oo Jo ds dt 7 - 0 0 ds 
1 poo 广1 o o 2 
- - / / ^ + J^ + V// dtds + A{x-)-A{x^). 
2 J-oo Jo OS at 
There is a natural R-action on M{x~, x'^) given by r . u{s, t)= 
u{r-\-s, t) for r G M. Define the moduli space of unparametrized 
bounded solutions 
We study M{x,y\ H, J) locally by linearizing d u e M{x,y) 
to get a differential operator F{u). More precisely, differentiating 
equation (2.7) in the direction of a vector field G C°^(u*TM) on 
u leads to the first order linear differential operator F{u) = Dd{u): 
= VS^ + J{U)VT^ + (V 州)瓦 + V^VHTIU) 
where V denotes the covariant derivative with respect to the Rie-
mannian metric given by (2.4). It turns out that if x, y are non-
degenerate then F{u) is a Predholm operator with a finite index 
between two appropriate Sobolev spaces. We want to smoothly ex-
tend 5 as a section of a Banach bundle over a Banach manifold, so 
that A4(x~, 0；+) is the zero section of d and argue that 0 is a regular 
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value of d if we choose a suitable J. After this has been done we 
can apply implicit function theorem to conclude that M{x~, x'^) is 
a smooth manifold with the dimension near u given by the index of 
FH. 
Definition 2.18. (H, J) is called a regular pair if 
1. All contractible x G P(H) are non-degenerate, and 
2. If x^ G P(丑)are contractible and u e then F{u) 
is surjective. 
Due to an infinite dimensional version of Sard's theorem by Smale 
35] (see also [13], [33] for the details), we have a transversality 
result: 
Proposition 2.19. There is a dense subset of smooth almost com-
plex structure J^eg C C� (End(TM) ) such that for all J € J^eg and 
u G M., F{u) is onto, i.e. (iif, J) is regular. 
So by implicit function theorem and by choosing a regular pair, 
we have 
Theorem 2.20. For a regular pair (H, J), M{x~, x'^] H, J) is a fi-
nite dimensional smooth manifold for x"^ G P{H) and the dimension 
of M.{x~^ x'^) is given by the index: 
dim«M(:r—, :r+) == index F{u). 
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We will see that index F � can be in turn calculated by the 
difference of a Maslov-type index /i： 
index F(u) = fi{x~) — 
The Maslov index ju : P{H) — Z associates an integer to every 
contractible periodic solution x G P{H) of (2.1). The Maslov index 
will play the role of grading the Floer homology groups just like the 
Morse index does in Morse homology. 
2.4 Construction of Floer Homology 
It follows from the manifold structure oiM{x~ , and a compactness-
gluing argument using the Gromov's compactness theorem [15] that 
we have the following theorem. 
Proposition 2.21. Suppose {H, J) is regular, 士 G PfJT) such that 
A 
— = 1. Then M(x~, a;"^ ) is a compact 0-dimensional 
manifold, i.e. it consists of finite number of points. In other words 
the set of connecting trajectories (modulo shifting) between x" and 
x'^ is finite. 
This result is used to construct the boundary operator in Floer 
homology. The so called compactness-gluing argument is very useful 
and it is used repeatedly to prove several results as we will see in 
chapter 4. Let [H, J) be a fixed regular pair. For simplicity, we 
work with Z2 coefficient only. 
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Definition 2.22. Define the k-th Floer chain complex as the 
vector space over Z2 generated by the periodic solution x G P[H) of 
(2.1) with Maslov index k 
Ck '= span^^{x e P{H) : fi{x) = k}. 
= 1，define 
{dx, y) := #«A^(x’ y) {mod 2). 
The boundary operator dk - Ck ^ Ck_i is defined as 
dkX ：= ^ {dx, y)y for x e Ck 
yeCk-i 
and extends it linearly. d^) is called the Floer chain complex. 
By analyzing an appropriate moduli space using the compactness-
gluing argument again, Floer proved the following in the monotone 
case, establishing the existence of Floer homology: 
Theorem 2.23 (Floer [11]). 
dk o dk+i = 0. 
Definition 2.24. Define the Floer homology groups of the pair 
{H, J) on {M,uj) 
HFk{M;H, J) -kera^/imSfc+i. 
It is remarkable that these homology groups turn out to be in-
dependent of the choice of the pair [H, J). One important theorem 
is 
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Theorem 2.25 (Floer continuation [11]). Suppose (丑。，J% (丑 J " ) 
are two regular pairs on M. Then there exists a natural isomorphism 
如 : H F ^ { M ] 尸）— H F , { M ; H^, J � 
Furthermore, if (JP, J") is another regular pair，then 
0明 o 0 外 = ( f � a n d � 二 id. 
With the observation that if H{t, x) = H{x) is independent of t, 
then the gradient flow line u = u{s) of H\ 
字=-VH(u). (2.11) 
CLo 
actually solves the RD.E. (2.7). This makes a relation to Morse 
theory. In fact we can find a sufficiently C^ small Morse function H 
independent of t and an almost complex structure J e J such that 
(H, J) is regular and every bounded solution u of (2.7) is indepen-
dent of t. Then in this case all x G P{H) are exactly the critical 
points of H, furthermore the Maslov index of x G P{H) agrees with 
the Morse index of x regarded as a critical point up to a shifting of 
n, so the Floer's complex of {H, J) agrees with the Morse complex 
of the gradient flow (2.11). Therefore 
HFk{M; H, J)兰 H, J). 
Note that until now we can deduce something about the existence of 
periodic solutions to (2.1). Finally by the Morse homology theorem 
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(theorem 1.24) the Morse homology is isomorphic to the singular 
homology of M: 
HMK(M', H, J)^HK{M-Z2). 
So combining all these we have 
Theorem 2.26 (Floer[ll]). The Floer homology is isomorphic to 
the singular homology of M up to a shift of grading: 
HFk{M- H, J)兰 Hk+n(M; Z2), -n<k< n. 
In particular by the weak Morse inequalities (theorem 1.25), 
Floer [11] proved the Arnold conjecture as a corollary. 
Theorem 2.27 (Arnold conjecture). If all the periodic solutions to 
(2.1) are non-degenerate, then 
2n 




We would like to study the moduli space M{x~, which turns 
out to be a smooth finite dimensional manifold for a generic choice 
of the pair (H, J). This space can be analyzed locally by covariant 
differentiating equation (2.7) in the direction of a smooth vector 
field ^ G on w G This leads to the first 
order linear differential operator F{u) = Dd{u): 
Qn 
F{u) i = + J{u)SJti + + V^VHtiu) (3.1) 
where V denotes the covariant derivative with respect to the metric 
induced by some almost complex structure J G J. This operator 
in turn is studied by Predholm theory. However, in order to use 
Predholm theory, we cannot work only on the space of 
smooth sections of u*TM as this space is not a Banach space. We 
need to find an alternative functional setting. 
There are several goals to achieve in this chapter. Firstly we have 
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to find the right analytical setup: we want to regard (9 as a section 
of a Banach bundle over a certain Banach manifold, so that we can 
identify A4{x~, x^) as the zero of this section. Secondly we want to 
show that d is Fredholm by linearizing it at w G M{x~^ (we can 
differentiate d at u without specifying a connection because u is a 
zero of this section) and prove that the linearized operator F(u) is 
a linear Fredholm operator, the surjectivity of F(u) means that the 
section d intersects with the zero section transversely. After this 
has been done, we can then apply the implicit function theorem for 
Banach manifolds to show that M{x~, is a finite dimensional 
smooth manifold if in addition, 0 is a regular value of d. This not 
always true, but is true for a generic choice of H and J, as we will 
see in the chapter 4. In addition to proving d is Fredholm, we also 
get a formula for the index of d in terms of the Maslov index of a;士， 
so that we can calculate the dimension of M(x~, x'^) by calculating 
the Maslov index of i.e. it depends on its endpoints only. 
3.1 Fredholm Operator 
Definition 3.1. Let X，Y be Banach spaces. A bounded linear 
operator F : X — Y is a Fredholm operator if it has a finite 
dimensional kernel and cokernel and it has a closed range. 
The (Fredholm) index of F is defined by 
index F ：二 dim ker F — dim cokerF 二 dim ker F — codim R(F) 
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where R{F) denotes the range of F. 
The set of Predholm operators F[X, Y) from X to F in open 
in the set L{X, Y) of bounded linear operators with norm topology. 
The index is continuous on Y). Furthermore, Predholm opera-
tor and its index is stable under compact perturbation. This means 
that ii F : X -^Y IS Predholm and : X —> F is a compact linear 
operator, then F+K is also Predholm and index {F+K) = index F. 
The nonlinear extension of the above notion fits in the context of 
smooth manifolds, or Banach manifolds, which can be regarded as 
a smooth manifold in which each point has a neighborhood diffeo-
morphic to an open set in a Banach space, which can be infinite 
dimensional (see [20]). Let M, N be two connected manifolds. A 
C^ map f : M N is Predholm if for each x e M, the differen-
tial df{x) : T^M Tf � N is Predholm. The Predholm index of f 
is defined as the index of df{s). Since df is continuous and M is 
connected the index is independent of x by the above remark. 
3.2 The Linearized Operator 
It was Floer who found the appropriate functional setting to set up 
his theory of Floer homology. 
Let rr土 G be a pair of non-degenerate solutions of (2.1) and 
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n : M X S^  —> M be smooth such that 
hm^u{s,t) = X 士⑷， (3.2) 
lim 空=i:士and lim ，二 0 (3.3) 
s—士oo dt 土00 ds � ) 
where all limits are uniform in t. For such u, and for a smooth 
compactly supported vector field f G i.e. i {s ,t) € 
Tu(s,t�M, the LP norm of f is given by 
m\LP = { r � \ a s專 t d s ) � 
J-oo Jo 
We define the Hilbert space LP{U*TM) as the completion of all 
smooth compactly supported vector fields on u*TM with respect to 
this norm. We also define 
:= G LP{u*TM) | V^^, V^^ G LP{u*TM)} 
where Vg^, H denotes the covariant derivative of ( with respect 
to s and t respectively in the weak sense. Now let ^ G 
and define exp^ : M x S^  M by t) exp咖t) (^ («s，力). 
Define 
V�P = p i ’ ’ , : r + ) 
{exp<e I u e C � ( R X S\M) with (3.2), (3.3),^ G 
Then it can be proved that V '^^  is a Banach manifold with tangent 
space (see [34]) 
TV�P = y 
ueV^'P 
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This is a Banach bundle on with characteristic fiber x 
§1，股271). Analogously we define the Banach bundle 
l/(pi,P*TM) ：二 y LP{u*TM) 
over V � P with characteristic fiber x Then in this 
setting we can extend (9 as a smooth section d : V �P — 
from V�P into the bundle for p > 2. For u G V�P with 
d{u) = 0，the linear differential operator F{u) : — 
LP{u*TM) defined by 
f)ni 
F{u) i := V,^ + J{u)Vti + ( V ^ J M ) ^ + V^VHt{u) (3.4) 
can be viewed as the differential of (9 at tz G We will show that 
F{u) is Fredholm. 
3.3 Maslov Index 
Recall that the group of 2n x 2n symplectic matrices Sp{2n^ M) ：二 
{A e M(2n,R) : A^JQA = Jo}, where 
( 0 / \ 
Jo = 
and I e M(n，M) is the n x n identity matrix. There is a natural 
embedding of the unitary group U{n) into 5p(2n, M), namely L : 
U{n) — 5p(2n, M) given by 
(X -Y\ 
i-.X + iY ^ . 
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This embedding is in fact a group homomorphism and we identify 
U(n) with its image in Sp(2n, M). Salamon and Zehnder showed 
that there is a natural continuous extension p of the determinant 
map det : U(n) — w i t h some natural properties. However this 
is no longer a homomorphism. The general setting is as follows. 
Let y be a finite dimensional real symplectic vector space. That 
means V is equipped with a non-degenerate skew-symmetric bilinear 
form 0； : V X V^  — R. Let Sp{V,uj) = {A e L(y) : 二 a;}. Then 
Proposition 3.2 ([5], [32]). For each (V, cj) as above，there is a 
unique continuous map p — py : Sp{V^ OJ) — satisfying the fol-
lowing conditions: 
1. (Naturality). If T : {Vi^lui) — (V2, CJ2) is a symplectic isomor-
phism and A G Sp{2n,R), then p{TAT-^) = p{A). 
2. (Product). If {V,uj) = {Vi 0 © 的)，then p{Ai 0 A2) 二 
p(Ai)p(A2) where A1QA2 E Sp(V,cj) is given by 0 ^ 2 ( 2 : 1 , = 
3. (Determinant). If A G 5'p(2n, M) Pi [/(n) is given by A 二 + 
iY), then p{A) = det(X + iY). 
4- (Normalization). If A has no eigenvalue of the form e说 G 
then p{A) = ±1. 
Note that we do not differentiate different p when the domain of 
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definition is clear. We now turn into the Maslov index for symplectic 
paths. 
Definition 3.3. CP"" := : [ 0 , 1 ]办 ( 2 n , I R ) :屯 ( 0 ) = / , d e t ( / -
^(1)) + 0}. Such paths are called non-degenerate paths. 
For a curve 屯:[0,1] —^  5'p(2n, M), there exists a lifting a : 
0,1] R such that p o 少⑴ 二 e;冗冲)，define A ( 屯 ) ： 二 a{l) - a(0), 
clearly this is independent of the choice of a. 
Definition 3.4. Sp* = 5p(2n,R)* ：二 {^ 4 G Sp{2n, M) : det{A -
Lemma 3.5 ([33]). Sp* has two path-connected components 
办士 = Sp{2n, M)土 ：= {A e Sp{2n, R) : 士 det(A - I) > 0}. 
Moreover, every loop in Sp* is contractible in Sp{2n^ M). 
Let 二 -I and VT" = diag(2, _1,...，—1，1/2, _1,...，—1). 
It can be proved that G Sp全.By the above lemma, for 屯 G CP* 
so that A :=屯（1) G Sp*, there exists 屯 : [ 0 , 1 ] Sp* such that 
^(0) - A 对 1) G 
By lemma 3.5, for fixed A G Sp*, is independent of choice of 
for if we choose two such paths ^ 丄^，^ 2, then they are homotopic 
in Sp{2n, R) relative to their endpoints and thus can be lifted to M 
with the same endpoints. 
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Definition 3.6. For 少 G the Maslov index of ^ is defined 
by 
Proposition 3.7. 
1. /i(^) G Z. 
2. /i(^o) = 分屯0 cmd 屯 1 are homotopic in JCV*. 
3. Suppose 少⑷=exp(Jo5't) where S = S^ e M(2n’R) is a 
non-singular symmetric real matrix with norm |5| < 2兀.Then 
少 G CV* and 
where X{S) denotes the number of negative eigenvalues of S 
counted with multiplicity. 
Proof. We will prove (3). Choose a path Pr G S0{2n) such that 
PQ = I and SI ：二 P[SP is a diagonal matrix, r G [0,1]. Then 
St ：二 Pr^Pr is a Symmetric path joining S = Sq to a, diagonal 
matrix D and 入(St) is independent of r. 
Now for = < 271", we have g < 27r|:r| for x + 
0 2TH is not an eigenvalue of JQD. 
T h e n cr(exp(Jo^V)) = ( j ( e x p ( J o D ) ) = { e " : /i G ( T { J O D ) } 1 • 
cr(exp(Jo5'r)). This implies 少^ G for all r where 少 � � ： 二 
exp( Jo^Vt). 
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So we can assume S is diagonal. Without loss of generality we 
assume that 
S = diagO，...，£，—£，... ’ _ £ ) 
where 0 < 6： < 2兀 and there are k = X{S) many —e's. 
Decompose S into 2 x 2 blocks, with each block equals to one of the 
following: 
I e 0 \ I £ 0 \ I -8 0 
So = ， = , S2 = . 
乂 0 s 乂 \0 -e J -e J 
These are the case in (iii) for n = 1. 
( c o s ( £ t ) sm(et) \ , . . 
exp( JoS'ot)= � = 如 ) . 
y — sm{et) cos(£t) J 
By the determinant property in proposition 3.2, p(exp(Jo5ot))= 
e-气 Since 0 < e < 27r, / i (^) = - 1 = A(5o) - 1 in this case. 
Similarly, for 5 - ^i, 少）= 0 = \{S) - 1 and /i(^) 二 1 for 
S = 82- All together, this implies 
二 A(5) — n 
in general. • 
Proposition 3.8. Let x : D ^ M smooth. Then there exists a 
(unitary) trivialization ^ : D x — x*TM: {z,^) ^(z)^ such 
that 
$ Jo = J(|>, ^rj) = rf) and g慨,^rj) = fr] 
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where Jo, cjq are the standard almost complex structure and the stan-
dard symplectic structure in R^^ respectively. Two such trivializa-
tions are homotopic. 
Proof. Since D is contractible, by choosing a complex trivialization 
of x*TM as complex vector bundle and applying Gram-Schmidt pro-
cess, we obtain a smooth complex orthonormal frames {t*i，... , Vn} 
on X*TM. Then define 少(e;) = f j , ^{EN+I) = JVI for 2 = 1, • • • ,n. 
Suppose now 少i,歪2 are two such trivializations. Then : 
ID) — /7(n) is homotopic to the constant map z H / as L/(n) is path 
connected. This shows that and <l>2 are homotopic. • 
Let X E M) be a contractible solution to (2.1): 
X = Xt{x) 
so that there exists x : D M with 无(e�冗” = x { t ) . Then by 
proposition 3.8, there exists a symplectic orthogonal trivialization 
of X*TM, which induces 
歪� (力+ 1 ) — t ^ t � M 
a trivialization of x*TM. 
Lemma 3.9. If ci{7T2{M)) = 0 (assumption (2.5)), then the trivial-
ization $ is independent of the choice of the extension x : D —> M. 
Proof. Suppose : 3 M satisfies == x^e''^''^) 二 
which induces the two trivializations 少， o f x*TM and x'*TM 
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respectively. By a small perturbation (slight "thickening" of the 
disk) if necessary we can assume that 
for 1 — 5 < r < 1, and similarly for 否'and 
The map ix : S^ = C U {oo} M defined by 
^{z) if < 1 
u{z)= < 
�少 ' (1 /乏） i f > 1 
is smooth. As Ci{u) = 0 the C^ bundle u*TM is trivial. Hence there 
exists a symplectic orthogonal trivialization 9 : x M^^^  —> u*TM. 
Hence by proposition 3.8, the two trivializations and ^'{t) are 
both homotopic to G)(e彻”. • 
Let 少:[0，1] X IR2n x*TM be a symplectic orthogonal trivial-
ization of x*TM, i.e. ^t = 歪⑴：几 ^ T^{t)M for t G [0,1]. Recall 
that i/jt is the flow of Xt. Define the path 
^{t) t e [0,1] (3.5) 
where dtptixo) denotes the differential map of tpt at the point xq = 
x(0). Then 屯⑷ is a path into Sp{2n, R) because 少 ⑴ * 吻 = = 
CL>O- Also,少(0) = I and ^(1) G Sp* by the non-degenerate condi-
tion, i.e.少 G CV*, clearly this condition depends on dipt only and 
is independent of the choice of 否. " 
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Definition 3.10. For a contractible periodic solution x G P(H) of 
(2.1)，define the Maslov index of x by 
Remark 3.11. If we choose two trivializaiions 龟，电',by proposition 
3.8, they are homotopic and so induces homotopic paths 少，屯'G 
CP* , by proposition 3.7,少 and 少'have the same Maslov index. 
Therefore /i(x) is independent of choice of ^ and hence 屯. 
3.4 Fredholm Index 
Definition 3.12. Let^:Rx (E/Z) =RxS^ be a map. The 
LP norm of ^ is defined to be 
KIIlp = ||<^ ||i>(]RxSi,R2n) ( [ [ 储 ds)i. 
J-oo Jo 
Define 
LP{R X R2n | 丨旧 < � } 
and 
寧xSi,IR2n) e i7 (RxSi ,R2” I 2 ， 3 G i 7 ( R x S i , R ” } 
where the derivatives are understood to be in the weak sense. The 
W^^P norm of ^ G x is defined to be 
p d^ p d^ ^ 1 
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Consider for p > 2, the operator F : x x 
S1，R2") defined by 
where S^ = S = 5(5, t) G M(2n, R) is a continuous matrix valued 
function on R x S^  such that 
:= lim S{s,t) 
s—土 oo 
exists with uniform convergence in t. When 5 = 0, F is called the 
Cauchy-Riemann operator. This operator is considered because we 
will show (see the proof of theorem 3.16) that by applying a pertur-
bation (which does not affect the Fredholm property) if necessary, 
the operator F{u) in (3.1) is of this form after a trivialization. 
There is a one-one correspondence between S and ^(5, t) G 5p(2n, M) 
defined by the differential equation 
= • ， 
< 次 (3.7) 
少 0 , 0 ) = I2nx2n. 
\ 
t) G Sp{2n, R) as for fixed s, 
少 T j o 屯 ） = + 屯 T j o J o S ^ 屯 = 0 
at 
and ^(5,0) G 5p(2n, M) for all s. It turns out that 屯 converges 
uniformly in ^ as 5 士oo. Denote 
少土(t) lim 
s—±00 
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Proposition 3.13 ([33] theorem 4.1). //屯土 G CV\ then 
1. F is a Fredholm operator, and 
2. indexF = 屯一)-
The proof uses the following lemma (see for example [24], [34]). 
Lemma 3.14. Let X, Y, Z be Banach spaces, F : X ^ Y is a 
hounded linear operator and K •. X — Z is compact. Suppose there 
exists c > 0 such that for all ^ ^ X, 
Then F has a closed range and its kernel is finite dimensional F 
with this property is said to be semi-Fredholm. 
The Fredholm property of F is easiest to prove for p = 2, which 
will be done here. For p � 2 ， s e e [31]. We will assume p — 2 from 
now on. 
Proof of Proposition 3.13 (1). Let X M x (E/Z) = RxS\ The 
proof of (1) consists of four steps. 
Step 1. 
Suppose S{s,t) = S{t), =屯 ( t ) are both independent of s. 
We claim that there exists c > 0 such that 
Chapter 3. Fredholm Theory 60 
Define the symmetric operator A : V^i，2(S1,R2” — by 
炎 ⑴ = J o f + 邓 ) C � . 
Then 
kerA ^ 0 分 3<e(t) ^  0, A^ = 0 
你）=少⑴4(0) by uniqueness of solution to (3.7) 
^(1)^(0) = C(0) • 0 i.e. 1 G a(少(1)) 
^ ^ ^ CV\ (3.8) 
Therefore A is invertible onto its range and so exists cq > 0 such 
that 
I引liyi’2(si) < co||A(^ ||L2(§I)-
Identify C" with R^n and consider the Fourier transform J^  : L^(Rx 
Si,R2打）—L2(M X Si,R2几）defined by 
1 广 
V ZTT J-OO 




. 2 广 r 兴 2 兴 2 
J-oo L2(§1) OS 丄2(§1) 
八2 
广 dc - - 9 
二 / ( i +丨丨械Ili2(s” + I 旧 l i W — 
POO ^ 
= / (Iic1ki,2(s” + …2| 旧 |�si))(iu；. (3.10) 
J —oo 
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Consider 
A A A A 
< Co||^ |^|l2(§1) < Collie+ (3.11) 
A A _ /N 
for cc； € M as ^ is symmetric and + 二 ||i2(§i) + 
Also， 
A j-j A A A 
A A A 
A A 八 
M . < +A印L2(si). (3.12) 
So by (3.11) and (3.12), (3.10) becomes 
noo 
I 旧 � < (cl+l) / = 印 � by (3.9) 
J—oo 
where c — c{S). 
Step 2. 
For general S and hence F, we claim that there exists sufficiently 
large T � 0 , c = c(T) > 0 such that for all ^ G R^",) with 
Cl[-r,r] = 0, then 
Kll伊’2(；0 < � . 
By step 1, there exists c^ such that 
for the limit operators F 土 = f + J o f + S气. 
Let c — max(c+’c—) and let 6： > 0. Then there exists T > 0 such 
t;ha
t  for  all  t》 
15(5
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This estimate shows that F is semi-Predholm by lemma 3.14. Now 
let T = T{S) be given by step 2. Let ^ G M n^) with support 
in [ - T , T] X §1. Denote XT ：= [ - T , T] x S^ Then in this case 
^ + 瓦 = E + 而 i . (3.14) 
OS l2(X) 饥 L\X) OS Ot £,2(X) 
To see this it suffices to assume n = 1, so ^ = ( / , g) and 
Integration by parts gives 
[['/%dtds = -[ [ f^dt ds. 
Jr y§i OS dt Jm Jsi osdt 
On the other hand, by integrating in s first and applying by parts, 
since / = 0 for 5 > T, 
X JR ds dt 办狀 X X f dsd产如' 
From 
So 
jx 树ds dt =丄(塞+ + )ds dt 
> - 去 丨 們 " “ t 
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where c = sup \S{s, t)\. Hence 
XT 
� = + + by (3.14) 
< (5—1)11引|2 + 2||Fe||2. 
々 11<^11伊’2(；0 ^ + (3.15) 
Now let 13 G [0,1]) be a cutoff function such that 
( 
1 for 5 < T - 1 , 
m 二 “ 
0 for s > T . v 
Then 
WFmwiHx) = + + 战 ) + m i ^ x ) 
< + c||C||l2(Xt) for some c > 0. (3.16) 
Similarly, 
— < + for soHie c � 0 . 
(3.17) 
By Rellich compact embedding, the following composition is a com-
pact operator, 
K ： !4/1,2(;^，R2�res^ion 妒，2(;^ 了，股” L^XT^R'^) 
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Therefore 
^WP^Ww '^^ x) + 11(1 — 
<Ci{m\\mx) + I 1 I l ^ x ) ) + C2I|F((1 - Wi^ix) by step 2 and (3.15) 
MWnWiHX) + \\K^\\z) by (3.16), (3.17) 
Step 4. 
We have shown F has finite dimensional kernel and has a closed 
range. So the cokernel of F satisfies the isomorphism 
cokerF ^ R(F)丄 ^ kerF*. 
Observe that the adjoint operator F* is given by 
= — 石 + 瓦 + 花 
The previous steps can be carried out for F* and so ker F* and hence 
cokerF is also finite dimensional. This shows that F is Fredholm. 
• 
For the proof of the second part of proposition 3.13, we have 
to study the so called spectral flow of a family of operators. But 
first of all we have the following lemma which allows us to consider 
particular nice kind of Fredholm operator as in (3.6) given by some S 
which is easier to analyze. Suppose now we have another symmetric 
family of matrices S{s, t) as before with 
lim Sis.t) = S^it). 
s~> 土 00 
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Then by proposition 3.13，# :二悬 + J�悬 + 5 is clearly also Fred-
holm. Denote the space of Fredholm operator from R^ )^ to 
脱2n) by jr Proposition 3.13 tells us that the operator of the 
form Fs := + Jolt + S e T. Define E { F = F5 G 巧 all the 
Fredholm operators of this form. We define F忌 to be equivalent to 
F^if 
lim 5 = 炉 = l i m S 
土 00 s~>±oo 
and denote by 6 5 the equivalence class of Fs in E. Then 
Lemma 3.15. 65 is contractible within Ti as a sub space in T. 
Proof. Take any FSQ G E and let 6 = Oso- Define the homotopy to 
be 
: [0，1] X e 4 e by (r, Fs) ^ F(l-r)5o+r5. 
For all T e [0,1], Fn_^)s.+rS G Bas lim (1-T)5O+T5 = lim ^o = 
‘ s—土 oo s—土 00 
S^. It is also easy to check that it is continuous. • 
The significance of the above lemma is that the index map /i : 
E —^  Z is constant when restricted to the equivalence class 65. In 
other words, [i(Fs) depends only on the endpoints 炉 of S. Now 
consider a continuous family of operator 
A{s) : H/1’2(R/Z，R” 4 l2(R/Z，M2” 
for 5 G M defined by 
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This is a family of symmetric operator defined on (a dense subset 
of) I^2(R/z，R2n). 
These symmetric operators have a discrete spectrum consisting of 
real eigenvalues, each having finite multiplicity (see [33]). Also, the 
eigenvalues of 乂⑷ occur in continuous families Xj(s) for j G Z 
counted with multiplicity. The limit operator A士 = lim A{s) is 
s—±oo 
invertible by (3.8). The Predholm index of (3.6) is then given by the 
spectral flow of A (see [3], [28]), which roughly speaking measures 
the algebraic increase of eigenvalues of A � flowing from negative 
to positive, as s goes form —oo to oo. More precisely, 
indexF = . { j : Xj{-oo) < 0 < A j ( o o ) } _ # { j : Xj{-oo) > 0 > Aj(oo)}. 
Now we want to prove that the spectral flow agrees with — 
/i(少+). This would prove the remaining part of proposition 3.13. 
Proof of Proposition 3.13 (2). In each homotopy class of JCV*, there 
exists a path of the form 少⑴ G Sp{2n, M) = exp(JoS't) G Sp{2n, R) 
with ^(1) = VK士，where 5 is a constant real symmetric matrix. 
More precisely, recall that by proposition 3.7, each homotopy class 
in CV* is characterized by the Maslov index /i(^) = k. 
For odd n - /c, by decomposing 股2" as (R^)^, choose 
( 0 log 2 � fmjTT 0 \ ；L � 
0 0 ‘ (3.18) 
乂log 2 0 J j=i y 0 mfJT) 
where mi = n — k — 2 and rrij = —1 otherwise. 
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For even n — k, choose 
(-7T 0 \ n乂 (rrijTT 0 \ ；L 
S = © 0 ‘ (3.19) 
y 0 —TT y j=i y 0 rrijiT J j=i 
where mi = n — k — 1 and rrij = —1 otherwise. 
We will prove that for these S, the induced 少(t) = exp(Jo5t) has 
yti(^) = k and 少(1) = 土，in particular 少 G CP\ Thus each 
path in CV^ is homotopic to exactly one of these 屯.Indeed if 
少(1) 二 VF土，then by definition 3.6 of ji and the product and de-
n 
terminant property in proposition 3.2, /i(^) = where 
少j(t) ：= exp(JoSjt). By lemma 3.15, index F depends only on the 
endpoints 炉，which in particular can be chosen in the form of 
(3.18) or (3.19). So now let 
s�s) = + ( 1 - m)s-
where 土 is of the above form and /3 G [0,1]) is an non-
decreasing smooth function such that 
1 if 5 > 1 
m = < -
0 if 5 < - 1 
V 
We now study the spectral flow for A � given by this S{s). It 
also suffices to decompose the matrix 屯(s，t) = exp(JoS(s)t) € 
Sp{2n, R) into 2 x 2 blocks. So we can assume n = 1. There 
are three cases. 
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Case (i) 
一 f-k-TT 0 \ (-k+7T 0 \ , 
S = , S = where k are odd. 
Y 0 -k'TT y 乂 0 -k+n 
Then 
,,, , f COS(k士TTt) _sin(/c士TTt)� 
少土⑷=exp( J o 炉 0 = e u ( l ) 
乂sin(A:土TTt) cos(A;士ttZ)) 
By the determinant property in proposition 3.2, p (屯土) 二 e•士兀艺,so 
少(1) = —I = and /i(少士) = A;士. Now consider 
A G CT{A{S)) J o ^ + S{S)^ = X^ for some ^ ^ 0 
LLL 
^ ^(t) = exp(Jo(S(s) - Al)t)^(O) for some ^(0) + 0 
1 G (j(exp(Jo(5(5) — A/))) as ^(1) = ^(0) 0. 
f-uj(s) 0 \ 丄 
S{s) 二 where u{s) = + (1 - �)AT)兀. 
V 0 -咖 J 
So 
[cos{uj{s) + X)t - sm{uj{s) + X)t\ 
exp[Jo{S{s) — XI)t)= . 
� s i n ( a ; � + X)t COS{(JJ{S) + X)t J 
This implies 1 G a(exp( Jo(S'(5)-A/))) G 27rZ. Therefore 
the family of eigenvalues of are exactly 
Aj(s) — —cc；� + 271" J. where j eZ 
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and each Xj(s) occurs in multiplicity 2. As uj(s) varies monotonically 
from k~7T to k+rr and k士 are odd, there are exactly 丨左 二 + 丨 values 
(not counting multiplicities) of j such that 0 G (7(^(5)) for some s, 
i.e. these eigenvalues of A � will cross the zero. (For example if 
k~ = —3, /c+ = 1, then all these j are j = 0,1). If k—�then 
Aj(«s) increase when s goes from —00 to 00, otherwise if k~ < 
they decrease. Thus the spectral flow of A{s) is k一 — k+. 
Similar argument shows that for case (ii) where 
— [ 0 log 2 � ^ /-TT 0 \ 
S 二 and = , we have 
Vlog2 0 ) \ 0 -Try 
W " ) = 0 and p(少+) = 1. 
There is only one eigenvalue A(<s) = (1 - P{s)) log 2 — P{S)TT of 
crossing zero (with constant eigenfuction ((t) = (1,1)). Thus the 
spectral flow is -1 which agrees with — /i(少+). 
The remaining case (iii) is the same as case (ii) except the roles of 
and S— are switched. Thus by reversing time s we get the same 
conclusion. • 
Consider the more general operator F : x (R/Z) ,R2")— 
L^Rx (R/Z),M2n) by 
= 塞 + Jo尝 + ( “ 视 (3.20) 
where S is symmetric as before and A = A(s, t) G M(2n, M) is 
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continuous matrix valued and is skew symmetric for all 5, t. Suppose 
lim A(s,t) = 0 
土 oo \ ‘ 
uniformly in t. Then this operator F is a compact perturbation of 
(3.6) and so is also Fredholm of the same index. 
Now recall that for a pair of non-degenerate solutions 士 G PiJI) 
of (2.1) and u e x M) such that 
lim u{s,t) = 土⑴， (3.21) 
s—土 oo 
lim 尝 二 ±土⑷ and lim 尝=0 (3.22) 
士oo dt 、 ‘ s—土00 ds 
where all limits are uniform in t, the linear operator F{u) : —> 
L2(7i*TM) is defined by 
fjqi 
：= VsC + J{u)Vt^ + + V^VHtiu). (3.23) 
Theorem 3.16. Suppose u : R x S^ M satisfies (3.21)，(3.22) 
for a pair of non-degenerate solutions x^ G PQIT) of (2.1). Then 
F{u) is Fredholm and its index is given by 
index F � = f i { x ~ ) — 
Proof. The key is to use a compact perturbation if necessary, and 
using local coordinates, alter the operator to the form in (3.6). Then 
we can apply proposition 3.13 to get the index as the difference of 
the respective Maslov indices. 
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By altering u if necessary, we can assume that 
‘ x-{t) if X < - 1 
= < 
[x+{t) if X > 1. 
This would not change the Fredholm index. By proposition 3.8, 
there is a symplectic orthogonal trivialization 
In this local coordinates, the operator F{u) is represented by 
F := : H/1’2(R X S1’R2几）4 L\R x 
F = & 4 + ( … )， 
where S and A denotes the symmetric and anti-symmetric part of 
the matrix given b y � Z “ F{u)Zj) and Zi = Zi(s, t) G r • ’ a r e the 
orthonormal frames given by the trivialization (A side remark: 
the asymptotic operators Jq备 + 5(iboo) is the Hessian of Ah at x^ 
in the trivialization 屯(±oo), so F can be regarded as one-parameter 
family of operators which is asymptotically symmetric.) By direct 
calculations, 
Aij = {Zi, VsZj) = - A j i and 
Sij = + Vz.^Ht + JVtZj) = Sji. (3.24) 
As Z i (s , t )三么（±1 ’ 力）for > 1, A(s,t) = 0 for |«s| 2 1. So by 
a compact perturbation we can assume that A(s, t) = 0 for all s, t. 
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So the operator becomes 
F 士 4 t 仏 
Let 士 = 土, t ) ， 少 土 ⑴ = 列 士 : M ) and 屯士⑴ G Sp(2n, R) be 
given by (3.5). It remains to show 屯土 satisfies (3.7). Clearly we 
only have to show it for 少+, so to simplify the notations, denote 
S 二 ^t = Ht) = <!>+⑷，xo - x+(0),少 t = 屯 + ⑴ ， 工 ⑴ = ⑴ 
and d/ipt = Let v G By definition, 
^t'^tv = dijjt^ov. (3.25) 
Applying covariant derivative with respect to t on R.H.S., 
Vtidi/jt^ov) = 
= o exp吻(s$o”)） 
So differentiating (3.25) gives 
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Consider 
^tJo^tv = J^t'^tv (as ^tJo - J^t) 
= - (Vt^t)%v) 
= J ( • 屯 -
= - 爪”(•丑）-
=-V^^^^^J(JVH) — -
= 屯 』 ⑷ - - J(Vt^t)^tv 
=-^tS ( t )^ tV by (3.24). 
Therefore 
企土⑷=JoS^ 士少士⑴. 
By proposition 3.13, 




In this chapter, we will look more closely at the Floer homology 
groups of Hamiltonian function for symplectic manifolds. We will 
provide some details of the proofs of the invariance of Floer ho-
mology and the isomorphism between Floer homology and singular 
homology of M. 
4.1 Trans versality 
Recall that M is the set of bounded solution to (2.7) and {H, J) is 
called a regular pair if 
1. All contractible x G P{H) are non-degenerate, and 
2. If a;土 G P{H) are contractible and u G M{x~, x'^), then F{u) 
is surjective. 
Proposition 4.1. There is a dense subset of smooth almost complex 
structure Jl-eg C C°°(End(TM)) such that for all J G Jreg and u G 
75 
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M, F(u) is onto, i.e. (i^, J) is regular. 
The proof can be found in [9] and [11]. It uses a result of Smale 
35], which generalizes the Sard's theorem into the infinite dimen-
sional case. 
Using this result, by choosing (iJ, J) to be regular, and using the 
implicit function theorem, it follows that there is a neighborhood 
of u in M{x, y) which is diffeomorphic to a neighborhood of zero in 
kev F{u). Furthermore, by theorem 3.16, we have 
dim = index F � 
二 fi{x)-fi{y). (4.1) 
4.2 Compactness and Gluing 
In this section we fix a smooth Hamiltonian function H = H(t, x) 
and J e J and denote M{x,y\H, J) simply by M{x,y). Define 
the space of bounded solution to (2.7) 
M \= {ue M) : u solves (2.7) and is contractible, E{u) < oo}. 
Then theorem 2.14 can be restated as 
Theorem 4.2. M = U M�x,y�. 
M also has the following compactness property. 
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Theorem 4.3 (Gromov compactness). Let {un)neN be a sequence 
in y). Then there is a subsequence (itnJfceN and sequences of 
time {sl)keN, S 二 0 , . . . ,m such that 
lim Un,{s + sit) = u\s,t) (4.2) 
fc—»oo 
where u^ G x^ e P(H)，x^ = :r，：r^ +i = y. The conver-
gence is uniform in all derivatives on compact subset (i.e. in C^^ 
topology). If {H, J) is a regular pair, then 
/i(x') > for i = 0广.,m. 
Remark 4.4. The convergence as in theorem J^.S (4.2)，m > 1, 
is called a geometric convergence (or weak convergence) to-
wards a broken trajectory of order m. 
T^ = -J： /CZ：^ 慮 
. 、i 
工 m十l = y 
Figure 4.1: Convergence towards a broken trajectory. 
The geometric convergence for a sequence of unparametrized trajec-
A 
tory Uji = [Ufi] G y) is defined analogously，and is denoted 
as 
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If fi{x) — /2{y) — 2 and the order m = I then we say it converges 
to a simply broken trajectory. 
We emphasize here that in theorem 4.3, our assumption (2.3) 
that uj vanishes on 7r2(M) is essential, otherwise another kind of 
limiting behavior, called bubbling, would occur. The “ � ” part of 
theorem 4.2 has been proved in theorem 2.14. For " c " , we need the 
following two lemmas. 
Denote the open disk of radius r by Br {z G C : \z\ < r}. 
Lemma 4.5. There exists a constant e = ^(M, a;, J) > 0 such 
that for all solution u e C�(B” M) of (2.7) with 
f 2 
/ — dtds < 
JBr加 
then 
du,…一 8 f 召u 2 I 0 <1 + —^ ^ dtds. ds t tH JB^ OS 
By lemma4.5,切r u e M, s i n c e < + 
and M is compact, 
QN 
I | l ° ° ( R x S i ) :二 sup {max(—(5 , t ) ,—(5 , t ) ) } < oo. (4.3) 
seR,teS^ OS oi 
For u = C/zZ M, we can also regard usisu = u{s-{-it) e 
C � ( C，M ) . Of course it does not really matter if we are concerning 
about II . \ 
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Lemma 4.6. Let Q C C be an open domain. Then every sequence 
of solutions Un G M) of (2.7) such that 
sup||Vn^||i,oo(n) < oo 
nEN 
has a subsequence converging in CgJ, topology. 
Note that such (sub-) sequence Un converges to some u G M. 
For if p = u(So,to) e M, by choosing a chart around p to some 
relatively compact domain Q C and by restricting the domain 
of Un, we can assume that Un G x such that 
尝+ J K ) 尝 + •離)二 0. 
Then for e � 0 , 
du ” \du ^ TT,� 
= ( S + 刷 S + • 酬 — ( 尝 + JM 智 + V K . K ) ) 
< e 
for sufficiently large n by the convergence of Un and uniform con-
tinuity of H and J. Since e > 0 is arbitrary we conclude that u 
satisfies (2.7). 
The proofs of lemma 4.5 and lemma 4.6 can be found in [30 . 
Proof of theorem 4.2. We have to prove that M = ( J M{x,y). 
x.yeP{H) 
Suppose not, then there exists u G M, £ > 0 and a sequence 
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(•5n，tn) G M X §1 such that \sn\ — OO and for all x G P(H), n G N, 
d{u{Sn,tn),x{tn)) > £ 
where d denotes the distance in M induced by its Riemannian met-
ric. Define Un(s, t) u{s + t). Then by lemma 4.6 there exists a 
subsequence, which we still denote by u^ for convenience, converging 
to some V € M. Assume also that tn converges to to- Then 
d{v{0,to),x{to))>£ (4.4) 
for any x G P(H). Since \sn\ — oo, as / r / § i ds < oo, 
广 f ^\tds = l i m � [ ^\tds 
J-TJSI ds n->oo Jgi ds 
fT f du 2 
= l i m / / -—{s + Sn,t) dt ds = Q 
oo J_T J§i OS 
for all T � 0 . So 费 = 0 and hence v is independent of 5, but then 
v(s,t) = x(t) for some x G P(JI), this contradicts (4.4). • 
Proof of theorem 4-3. This proof is from [30 . 
Step 1. We first claim that 
sup < oo 
ueM 
We prove by contradiction. Suppose the contrary, then there exists ‘ 
a sequence Un E Ai such that 
Cn '•= OO. 
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We assume the domain of Un is C for convenience. So there exists 
Zn = Sn + itn such that 
/ dUn. � dUn. . 1 . Cn 
石 ⑷ ， I ^ 
Define VN{Z) := UN(ZN-\--^^Z) and denote Br{zo) := {z e C : \Z — ZQ < 
r} . Then 
I•�(0)1 > I < 1, (4.5) 
+ A v n ) ^ + > � V n , + = 0, and (4.6) 
f 化 2 = , ^ 2 
JBcrM JB似 ds 
< 2E{un) (by definition 2.13) 
< 2 max \A{x)-A{y)\ (by (2.10)). (4.7) 
x,yeP{H) 
Prom (4.5) and by lemma 4.6, Vn converges to some v G M) 
such that 
v^(0) + 0， （4.8) 
dv ” \dv A ^ / …� 
— + = 0, and (4.9) 
0 < [ ^ < o o . (4.10) 
Jc ds 
Define : M by := observe that 
|7rWI = 27rr 警,e—). 
So 
1 noo 1 p1 f Qy 2 
Jo 2兀r “ q s ) Jo 2兀r 人 斤 、 ) Jc ds 
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As the length of 7r, Z(7r) = fo |7r| -IdO < Ijr^ dOY^ = 
by the Cauchy-Schwarz inequality, by choosing a sufficiently large 
R � Q , can be arbitrary small. Choose a symplectic chart 
: [/ -> R2n Qf ^ such that 7厂(§1) C U, h{U) is a bounded convex 
domain and "("^^(l)) 二 0. 
Define w = CU {oo} — M by 
f 
(re^^TT^N r < R 
[这 hov(Re 制))r>R. < ‘ 
Let w{p, 6) := pR^jiiO)^ 5 > 0 and consider 
/ ufuj = — W*UJo 
JS'^-BR JBI 
7? 
= / ^Q{RiR^pRiR)dpde 
Jo Jo 
二 / P9{lR.-JiR)dpde 
Jo Jo 
fi/R 厂 1 
Jo Jo 
< < s 
for sufficiently large R where the constant c > 0 depends on h{U) 
only. Therefore 
[w*LJ> [ v*uj - e{R)=[尝-£{R) > 0 
JS2 J BR J BR OS 
for sufficiently large R, the last equation follows from 瓷）= 
c j (瓷， = I瓷 | 2 . This contradicts our assumption that uj{7T2{M))= 
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0. Our claim is proved. 
Step 2. Since P(H) are isolated, there exists e > 0 such that 
sup d(x(t), y(t)) > 2£ for all x,y e P[H). Given a sequence Un 
teSi 
in y), clearly we can assume x ^ y, for otherwise x = y im-
plies E{un) = A{x) — A{y) = 0 and so Un 三 o^ for all n by remark 
2.16 and we have nothing to prove. Define 
s^ := inf{5 G M : d(un(s,t),x(t)) > e for some t G S^}. 
The sets which we are taking infimum at are all non-empty as 
lim uJs, t) = y(t) and sj, ^ —oo by a similar reason, as lim Un [s , t )= 
s—oo s — o o 
x{t). By step 1 and lemma 4.6，there is a subsequence (which for 
convenience taken to be itself), such that t) := Un{s + sj^ , t) 
converges to some v} G M. By theorem 4.2 (1), v} G x^) 
for some € P{H). Since d{u^[s,t),x{t)) < e for all s < 0, 
X^ = X. Also X^ + X, for if otherwise, V}三 OCIF) again by remark 
2.16. But by the definition of u}^  there exists to G S^  such that 
to), x(to)) > a contradiction. If x^ = y, then we are done. 
Otherwise we prove by induction, i.e. we claim that if we have 
e lim � ( s + 4，t) = for i = 0,…，A: with 
n—oo 
x^ + y, then there exists u糾 G and a sequence s^+i 
such that lim uJs + = u糾(s,t) for some G P(H), 
n—>oo 
Since U^ e x^), there exists SQ such that if 5 > 5o, d{u^{s,t),x^{t)) < 
£ for all t E S^ Then for sufficiently large n, for all t G 
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d(u^(so,t),x^(t)) = d(un(so + < £. So by passing into 
subsequence, define 
st+i := sup{5 ： 5 > + SQ,d{Un[s,t),X^{t)) < £ for all t e §1}. 
Then without loss of generality the sequence t) := Un{s + 
converges to G by step 1 and lemma 4.6. We claim 
that 以好 1 G with rr^i xK 
The sequence s ， - s^ 00 for otherwise - s^] is con-
tained in a compact interval [sq, 5i], then for each t, ut+i(0’t)= 
- will Converge to a point in u^([so, 5i] x S”，so 
< s. But by our construction there exists to G S 
such that d(u^'^^(0,to),x^(to)) > £, a, contradiction. So - + 
50 — - 0 0 and lim 以 二 二 + i + so, t) = lim - v!\sQ,t� 
n—^00 71—>00 
with d(u\so,t)乂(tyi < £, It follows that lim u 糾 = x\t). 
s — 0 0 
工/c+i + ^k by the same reason as before. 
By remark 2.16, if x^ ^ 好 1 and u^ G > 
i.e. the action decreases. Since P{H) is finite, this process 
must terminate to arrive at ：^爪+1 = y, m < oo. 
Finally if {H, J) is regular, as x^ + x^^^ for all i, the moduli space 
M{x\ 3 u^ is at least one-dimensional and it follows from 
the dimension formula (4.1) dim = ju(x') - that 
ju(x') > • 
If Un does not converge to broken trajectories (of order m > 1), 
then its convergence is stronger: 
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Proposition 4.7. Let (un)neN be a sequence in y) converging 
to u e M{x, y) in CgJ, sense, 
lim uJs^ t) = u(s, t). 
n—oo 
Then it also converges in sense, i.e. it converges uniformly in 
all derivatives. 
The idea is that for fixed ends x and y, the non-degeneracy of 
X and y implies uniform exponential convergence of the ends of the 
trajectories. Away from the two ends, the uniform convergence is 
ensured by theorem 4.3. 
Proposition 4.8. Let {H, J) be a regular pair and x,y e P(丑) 
/N 
with /i(x) — /i(?/) = 1，then the 0-dimensional manifold y) is 
compact, i.e. it consists of finite number of points. In other words 
the set of trajectories between x and y is finite (modulo shifting). 
Proof. Let Un G M{x,y). Then by theorem 4.3, without loss of 
generality we can assume that 
lim Un[s, t) = u(s, t) 
n-^oo 
in 二 sense where u{s,t) e M{x,y) (since ^{x) - /i(y) = 1, it 
cannot converge to a broken trajectory.) By proposition 4.7, Un 
A 
converges uniformly to u and thus [un] —> [u]. Therefore M{x, y) is 
compact. • 
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We have to analyze the one-dimensional moduli space of un-
parametrized trajectories of relative index 2 in order to prove that 
the boundary operator really defines Floer homology. We need a 
gluing construction due to Floer. 
The gluing construction can be considered as a converse of Gro-
mov's compactness (theorem 4.3)，which states that any sequence 
Un G M(x, y) not converging in M{x, y) must converge (up to a 
subsequence) to a broken trajectory of some order m. The gluing 
construction tells us that we can reverse this process, i.e. we can 
"glue" a broken trajectory of order m {u^,... , u^) G x^) x 
. . . X 爪+1) together to get a trajectory in up 
to m gluing parameters (which in some sense measures how close 
the resulting trajectory with each u! is). For simplicity we will only 
give the statement for gluing a simply broken trajectory, which is 
sufficient in our treatment. 
Proposition 4.9 (Floer's Gluing). (Unparametrized version) 
A A 
Let {H, J) be regular and K C M{x,y) x M{y,z) be a compact 
subset. Then there exists a constant po = po{K) and a gluing map 
A 
# : K X [Po, oo) — Mix, z) 
^ 鄉pi) 
such that 
1. # is an embedding; 
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2. u#pV converges to the broken trajectory {u, v) geometrically as 
p — oo (see remark 4-4)} » 
鄉P��(众,y) 
A 
3. for a sequence {un)neN of unparametrized trajectories in M{x, z) 
converging geometrically to the simply broken trajectory {u^ v), 
then for sufficiently large n, Un lies within the range 
The details can be found in [11] and also [8]. The idea is that 
we can first "pre-glue" u and at y to get an approximate solution 
A __ A 
u*pV of (2.7) such that | | 列 < e—cp for large enough p 
where c = c{K) > 0. Explicitly this can be done by 
U(S + p, t) , 5 < —1 
永力）：=exp 洲 ( " ( —力 + A t) + mC{s - P,t)) [ - 1 ,1 ] 
u{s - p, t) , 5 > 1. 
\ 
where C are defined such that u{s, t) = expwi)(�<s, t)) for s > po-1 
and v(s,t) = exp洲(C(s ’ 力)）for 5 < -po + 1； P G C�(股，[0，1]) is 
non-decreasing such that l3{s) = 0 for 5 < 0 and P{s) == 1 for 
5 > 1. One then uses the Picard's method (see [8] lemma 4.2) 
to prove the existence of a vector field ^ = ^(u, v, p) on w \= 
u^pV with < e—cp and such that exp^ ^ is in M{x, z). 
We then define [ e x p ^ G M(x,z). Of course this also 
gives the parametrized version of the gluing of u and v, and up to 
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reparametrizations of u, v and u^/^pV, is uniquely defined by 
u and V. 
The techniques of gluing combined with Gromov's compactness are 
useful to prove several important results as we will see later. 
4.3 Floer Homology 
We will use the Maslov index to give a grading of the Floer homology 
groups. Proposition 4.8 is used to construct the boundary operator 
in Floer homology. Let (JI, J) be a fixed regular pair. For simplicity, 
we work with Z2 coefficient only. The readers are reminded of the 
many similarities between the construction of Floer homology and 
that of Morse homology as given in section 1.2. 
Definition 4.10. Define the k-th Floer chain complex as the 
vector space over Z2 generated by the periodic solution x G P{H) of 
(2.1) with Maslov index k 
Ck ：= s p a n ^ J x G P[H) : ^ ( x ) = k}. 
If fi{x) - ii{y) = 1，define {dx,y) := (mod 2). Then the 
boundary operator dk Ck — Ck-i is defined by 
dkoc ：= ^ {dx,y)y 
yeCk-i 
for X G P�H�with /j{x) = k and extends it linearly. 
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Floer proved the following theorem in the monotone case, estab-
lishing the existence of Floer homology: 
Theorem 4.11. {Floer [11]) The boundary operators satisfy 
dk o dk+i = 0. 
Proof. Fix X G Ck+i, this statement is equivalent to 
(px,y)(py,z)z = {) (mod 2). 
yeCk,zeCk-\ 
So it is equivalent to prove for x G C/^ +i, z G Ck-i-, the number 
A 八 
of pairs of unparametrized trajectories (u, v) G M{x, y) x M{y, z) 
A 
with y G Ck is even. This is proved by analyzing M{x, z). First 
八 
note that any component of the one-dimensional manifold M.{x, z) 
can only be a circle or is an open interval by the classification the-
orem. By (3) in the gluing proposition 4.9, each of the above {u, v) 
corresponds to an endpoint of a non-compact component (i.e. an 
A 
open interval) of M{x, z). By Gromov's compactness theorem 4.3， 
the other endpoint of this component must converge geometrically 
to another pair of unparametrized trajectories connecting x and z. 
Therefore there must be an even number of such pairs. • 
Definition 4.12. Define the Floer homology groups of the pair 
(U, J) on M 
HFk{M- H, J) := Vexdkl'imdk+i-
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4.4 Invariance of Floer Homology 
We will show in this section that the Floer homology groups are 
independent of the choice of the regular pair (H, J). 
Note that the space 3 of all (^-compatible almost complex struc-
tures is contractible, thus we can always find a smooth homotopy 
between two regular pairs and More precisely, 
this consists of a smooth homotopy of Hamiltonian functions 丑卢": 
M X X M R and a smooth homotopy of almost complex struc-
tures ： R X M C°°(End(TM)) such that 
{H {s,t,x),J 0，:r))叫 
if s > T 
\ 
for some T > 0. 
Given such homotopies and suppose x^" e 丑”，x^ G 
Denote H恥 by H and J^" by J. Consider the solution 
M of the partial differential equation 
尝+ J�s,u)尝+ VH�s,t,u�= 0 (4.11) 
OS ot 
with the boundary conditions 
lim u(s,t) = ⑴， l i m u(s,t) = � . （4.12) 
s — o o s—oo 
This equation can be considered as the gradient flow equation of the 
time dependent action functional A = AH, with respect to the time-
dependent metric induced by Jg- As in theorem 2.14, the solutions 
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of (4.11) with (4.12) has bounded energy and conversely a solution 
of (4.11) with bounded energy implies the limits in (4.12) exist. 
As before, for such u, by linearizing (4.11) in the direction of f G 
we get the operator F{u) : — LP{U*TM� 
for p > 2 defined by 
：= + u)Vt^ + (V^J(s, u))— + t, up . l3 ) 
All the previous results still hold in this time dependent case. In 
particular F{u) is a Predholm operator and its index is given by 
index F � = H , — H^). 
Definition 4.13. Let (丑、J”，(丑卢，J卢)be two regular pairs, a 
smooth homotopy (丑卢J^") between them is called a regular ho-
motopy if for any x^ e P(丑”，x^ G whenever u satisfies 
(4.11) and (4.12)，F{u) is onto. 
The space of all regular homotopies is a dense subset in the space 
of all homotopies between (丑。，J” and {H^, P ) in CgJ^  topology, 
i.e. in the topology of uniform convergence of all derivatives on 
compact subset. For such a regular homotopy, the space 
{u : MxSi satisfies (4.11) and (4.12)} 
of connecting trajectories is a finite dimensional manifold of dimen-
sion 
丑如，J如）二 / T ) - H^). 
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Note that in this case the shifting property by R 妒 , J " ” 
is lost. H 曰 、 c a n be non-empty even if H^) 二 
H^). In analogy with proposition 4.8 the 0-dimensional man-
ifold x^] H口、J細、is compact when H^) = ji^ x ,^丑")， 
i.e. it is finite. In this case, we define the number 
〜a, r/?�：二 x^]丑如，J如）(mod 2). 
We then define the map 
= (K丑如，J如）：C^M; H^) — CK{M- H^) 
by 
if i f " ) = k. 
Proposition 4.14. For a regular homotopy {H^^, J如、between two 
regular pairs (/P, J") and [H^, J^), the map 0 = 0如 as constructed 
above is a chain map, i.e. 
0 o a " = o 
Sketch of proof. The proof is similar to that of theorem 4.11. Denote 
C � • = Ck{M\ m ) and Cf Cfc(M; H^). We have to show for any 
工 G Q�1 and y G C f , 
(mod 2) 
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It suffices to show that there is an even number of pairs of un-
A 
parametrized trajectories between x and y. Let (d, v) G M(x, z; H�J^) x 
M[z,y\ J^"), where z G C^. As in the proof of theorem 
4.11，each such (u,v) G M{x, z; H"", J"") x y;丑如’ J � a ) cor-
responds to an endpoint of a non-compact component (i.e. an 
open interval) of the one-dimensional manifold M(x, y\ H^^, J^^). 
One endpoint of this component is identified with (w, v) as above, 
and the other endpoint must be identified with a pair (g, f ) G 
；W ( : c，秘；丑如，J如)X with w e Cf+i. Therefore 
there is an even number of pairs of unparametrized trajectories be-
tween X and y. • 
Thus every regular homotopy ( i /如,J勺 between (i/^, J") and 
( 丑 J " ) induces a homomorphism of Floer homology groups. This 
homomorphism turns out to be independent of the choice of the 
regular homotopy. 
Proposition 4.15. For two regular homotopies {HQ^, JQ^) and jf^) 
from {H^, ja) to {H^, J^), the associated chain homomorphism 0o = 
(j)�H�,J^^) and = </>(丑f"’ 獸 chain homotopy equivalent 
i.e. there exists ^ = ^^ : Cj^ Cf^^ such that 
一 00 = 3卢。屯 + 少 o 3 � （4.14) 
Sketch of proof. Again this proof is similar to that of theorem 4.11, 
as it also uses the compactness-gluing argument. Define C芸 and Cf 
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as before and (Hi, J“ 诚〜jf。）for i = 0,l. We will define the 
chain homotopies 屯=屯a： : C^ f Cf+i such that 
— 00 二 a � o 屯 + 少。召〜 (4.15) 
(The sign is not important as we are working in Z2 coefficient. ) To 
do this, choose a one-parameter family of of homotopy A {Hx, Jx) 
connecting {HQ, JQ) and {HI, Ji),入 G [0,1], and let x e 
y G {{Hx, Jx) may not be a regular homotopy if A 0,1.) 
Define the A-parametrized moduli space 
M(x,y) := {{X,u) : A G [0, JA)}. 
Then by a similar analysis as before, for a generic choice of {Hx, Jx), 
this space is a finite dimensional manifold with boundary, and 
y) = F^) - ^(y, H^) + 1. (4.16) 
(The parameter A gives one more dimension than those not parametrized 
by A.) Suppose now x e y G Cf+p so M{x,y) is zero dimen-
sional, we claim that it is finite. Suppose not, then by the Gromov's 
compactness theorem 4.3, there are sequences (入几，〜）G M{x, y) 
with \n Ao, Un —> u. Then u satisfies the equation 
du T / X dU ^rr r , \ ^ 
Ys + 输 y 瓦 + t,u) = 0 
for that particular 入0. As u has bounded energy, u G M{z, w) for 
some z G P(IP^), w G P{H^) . Indeed we must have u G M{x,y). 
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For otherwise by theorem 4.3, /i(z) < /i(x) or ij,(w) > fi{y), but 
then w) = 0 by equation (4.16), a contradiction. So (入,w ) € � � 
M{x, y) is a cluster point of the zero dimensional M(x,y), but this 
� ~ 
contradicts the manifold structure of y). Therefore y) 
must be finite. 
We then define 




As before, proving (4.15) is equivalent to prove for x G C^, z G Cf , 
(^X, y)�3�,X]〈召"工,“〉〈屯切，之〉+〈如工，之〉+〈也工，么〉 
= 0 (mod 2). (4.17) 
This time we analyze M{x, z), we will show each boundary point 
and endpoint (which is not contained in M{x, z)) of the precompact 
1-dimensional manifold M{x,z) exactly contributes to one of the 
four factors on the L.H.S. of (4.17) (modulo two). As the total num-
ber of boundary points and endpoints are even, the theorem is then 
proved. There are four cases. For the first case, suppose the bound-
ary point (0, u) E M(x, y), then u is a point in M(x, z; HQ, JQ), SO 
it contributes to {(l)ox, z). The second case where (1,1 )^ G M{x, z) 
is also similar and corresponds to an entry in {(pix, z). 
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For the remaining cases, suppose there exists a sequence (入几，Un) G � � 
M{x, z) with (An，以n) 一 (Ao, u) • M[x, z). Then ？i is a bounded 
solution of (4.11) with [H, J) = Jx^). For generic {Hx, JA), 
if H^) = H^) = k, there are only two possibilities, either 
u e M{x,y;Hxo,Jxo) for some y G Cf+i or ^ G z; I{入J入J 
for some w G In the first case, by compactness, Un must 
converges geometrically (see remark 4.4) to a pair (u, v) where v G 
M{y, z] /f^o, jfo)，and in the second case Un converges geometrically 
to a pair (r, u) where r G M{x, w; i7£。，J�), and both the pair {u, v) 
and (r, u) corresponds to an endpoint of a non-compact component 
of M(x, z) by the gluing argument. This proves our claim. • 
Proposition 4.15 shows that there exists a homomorphism of 
Floer homology groups which we still denote by 
0 如 : H � r ) — HF,{M; H^, J^). 
Theorem 4.16. Let ( i / � ’ 尸 )，(丑卢 , a n d J^) be regular 
pairs. Then 
0如:HF,{M; H�尸）^ HF,(M; H�J々） 
is an isomorphism and 
(jpf^  O = 0 抑 ， = id. (4.18) 
Sketch of proof. It suffices to prove relations (4.18) hold, as 严 
must be an isomorphism with inverse 0 � b y choosing 7 = a. 
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(jfa — id follows by choosing the constant homotopy. 
Now given (丑卢J如、and (JJM, J)卢）being regular homotopies from 
{H^, J^) to (丑々，J^ ) and from ( F ^ J々）to J乃 respectively. 
Then for R > 0 large enough, 
( 
+ + if 5 < 0 
� � H , � s — R, t, x), J.�s - R, x)) if s > 0. 
is a regular homotopy from (i f" , J") to (丑)，J"). Denote by 4>r : 
C � — C l the associated chain homomorphism, using the notation 
as in the proof of proposition 4.14. It suffices to prove 
H = 0 明。严， 
or equivalently for any fixed x G C^, z G 
(C/>RX, z}=J2 沙〜,yW�,如 (4.19) 
y喊 
This again follows by a compactness-gluing argument. 
Each pair (u, v) e M(x, y; H口、J如)xM{y, z'�H他,J^^) for yeC^ 
can be glued together to obtain UR G M{X, Z; HR, JR) for sufficiently 
large R. (There are finitely many such pair, thus gives rise to a 
gluing map. ) Conversely by (3) of proposition 4.9, for large enough 
R、any UR G M{X, y\HR, JR) must lies within the range of this 
gluing map, i.e. there is no other trajectories in M { x , z; HR, JR). 
This implies (4.19). • 
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4.5 An Isomorphism Theorem 
We will show in this section that the Floer homology groups are 
isomorphic to the singular homology groups of M up to a shift of 
the grading. We mainly follow the approach in [33 . 
Although we are mainly interested in 1-periodic solutions of (2.1), to 
establish the above result we have to consider also the r-periodic so-
lutions for arbitrary r and we denote this solutions set to be PT{H). 
We define M{x, y; r) for x,y e PT{H) and F八v) for u G M{x, y\r) 
as in (3.4) analogously as before. We consider an Morse function 
H{t, x) — H{x) on M which is independent of t. Then there exists 
£ > 0 such that every non-constant periodic solution of (2.1) is of 
period greater than e. In other words if r < s then the r-periodic 
solutions are exactly critical points of H: 
Pr{H) = {x(t) = xeM: dH{x) = 0}. 
For a constant periodic solution x, it turns out that the Maslov 
index of x regarded as a 1-periodic solution is related to its Morse 
index X{x, H) regarded as a critical point. More precisely, fix a 
Riemannian metric on M by choosing a compatible almost complex 
structure J on M, we have 
Lemma 4.17. There exists e > 0 such that for any Morse function 
i / : M —> M with < e and for every critical point x of H, 
fi{x, H) = A(x, H) — n. 
Chapter 4. Floer Homology 99 
For the proof, we need another lemma first. 
Lemma 4.18. Suppose p is a critical point of a Morse function 
H \ M ^ R, {xi, •..，X2n} are local coordinates around p such that 
J is represented by JQ and ^ forms an orthonormal basis for TPM， 
then the differential dipt{p) of ipt at p is given by 
diJtip) = etJo_� 
where (fH{p) denotes the Hessian of H at p. 
Proof. We denote the differential with respect to x e R加 by d. 
Then in the given local coordinates, 
= JoV 曙 at 
^ dij^^t) = (WH嚇 




By the uniqueness of solution, since is also a solution, so at 
P, 
d^Ptip) = etJo_�. 
• 
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Proof of lemma 4.17. Choose a symplectic orthonormal basis for 
TxM such that J is represented by JQ G M(2n;M) in this basis. 
Let S G M(2n; R) represents the Hessian matrix of at x with 
respect to this basis. By lemma 4.18，the symplectic path induced 
by ipt is then given by 
^(t) = exp(Jo5t), t G [0,1；. 
S is non-singular as / / is a Morse function, so H) is given by 
the number of negative eigenvalues A(5) of S. On the other hand, 
by definition, ii{x) = /i(^). By theorem 3.7, p(少)= A ( 5 ) - n. 
Therefore ^(x) = A(x, H) - n, • 
Observe that if H{t, x) = H{x) is independent of t, then for those 
solutions u = u{s) to (2.7) which is also independent of t satisfies 
年 二 -VH{u). (4.20) 
ds 
i.e. it satisfies the gradient flow equation for H. Recall that the 
system (4.20) is said to satisfy the Morse-Smale condition if for 
any two critical points x and y of H, the unstable manifold 
and the stable manifold intersect transversally. 
The Morse homology theorem (theorem 1.24) states that if (4.20) 
satisfies the Morse-Smale condition, then the Morse homology of 
H is isomorphic to the singular homology of M {g is the metric 
induced by J): 
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Proposition 4.19. Let J be an almost complex structure on M 
compatible with u and H : M R is a Morse function such that 
(4.20) is Morse-Smale. Then for sufficiently small t � 0 ， 
1. if u : 1 — M is a flow line of (4.20)； then Fr{u) is surjective, 
and 
2. ifu{s, t) = u(s,t + T) is a bounded T-periodic solution of (2.7), 
then u is independent oft. 
See [30] for the proof of (1) and [33], [30] for the proof of (2). 
Theorem 4.20. Let {H, J) be a regular pair. Then there exists an 
isomorphism 
HFk{M;H, J) 一 Hk+n队见2) 
from the Floer homology of the pair (if, J) to the singular homology 
ofM. 
Proof of theorem 4.20. We use the notation HFk{M] H, J, r) to de-
note the Floer homology as defined before except that the complex 
is taken from Pr{H). In view of theorem 4.16 it suffices to prove this 
theorem for any Morse function iJ : M —> R and J e J such that 
(4.20) is a Morse-Smale flow. By proposition 4.19, {H, J) is regular 
for sufficiently small r > 0 and the r-periodic solutions of (4.11) 
and (4.12) are independent of t. Thus by lemma 4.17, the Morse 
complex of the gradient flow (4.20) agrees with the Floer complex 
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with a shifting of n and so we have 
HFk{M; H, J, r)兰 HMk+n[M., H, g)兰 Z2). 
Then observe that the Floer homology groups are independent of 
the choice of r. For a solution u(s, t) = u{s, t + r) of (4.20) with 
respect to a r-periodic Hamiltonian H{t, x), v{s^t) := U{TS, rt) is 
a 1-periodic solution of the corresponding equation with respect to 
the 1-periodic Hamiltonian function 
Also, the corresponding periodic solutions have the same Maslov 
index and therefore 
HFkiM; Hu J, 1) = HFk{M; H, J, r)兰 Hk+从M�Z2). 
• 
So applying the weak Morse inequality (theorem 1.25)，Floer [11 
proved the Arnold conjecture in the monotone case. 
Corollary 4.21 (Arnold conjecture). Suppose all the periodic so-
lutions of (2.1) are non-degenerate, then the number of periodic 
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4.6 Further Applications 
We will give in this section some further applications of Floer's the-
ory. [22] is a good reference and gives a more complete picture than 
what I give here. 
Floer's theory for Lagrangian intersection. 
As remarked in remark 2.5, the fixed points of a Hamiltonian sym-
plectomorphism can be regarded as the points of intersection of the 
graph r of and the diagonal A in M x M. This can be regarded 
as a special case of the intersection of two Lagrangian submanifolds 
(submanifolds of maximal dimension where the symplectic form re-
stricts to zero): if the product M x M is endowed with the sym-
plectic form UJ X -UJ, then it can be showed that both F and A 
are Lagrangian, and F is the image of A under the Hamiltonian 
symplectomorphism id x ip. Thus Arnold conjecture can be gener-
alized to ask for the minimal number of points of intersection of a 
Lagrangian submanifold L and its image under a Hamiltonian 
symplectomorphism ^ in a symplectic manifold M, provided that 
the intersection is transveral (this corresponds to the requirement 
that the fixed points are non-degenerate in chapter 2). Floer's the-
ory can again be applied in this case and the Morse inequality as 
given in corollary 4.21 was proved by Floer [8] under the assumption 
that cu vanishes on 兀2(风 L). 
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Morse theory for periodic solutions 
By considering the Floer homology groups with the chain groups 
being the contractible r-periodic solutions to (2.1), r can be differ-
ent from 1 (as in section 4.5), Salamon and Zehnder [33] show that 
under assumption 2.10，and that if all the contractible 1-periodic so-
lutions to (2.1) are weakly non-degenerate, then there are infinitely 
many contractible periodic solutions with integer periods. 
Here a periodic solution x is weakly non-degenerate if at least one 
eigenvalue of 却(:c(0)) is not 1. 
Similar to the proof of Arnold's conjecture, by applying the Morse 
inequality (theorem 1.26), denoting the number of contractible r-
periodic solutions to (2.1) with Maslov index k by Pfc(T)，they also 
obtain the following Morse-type inequality: 
Theorem 4.22. Suppose all the periodic solutions of (2.1) are non-
degenerate, then 
bn+k - bn+k-1 + …（— 1 广 知 < Pk{r) — Pk-i{r) + . . . 
for k eZ, where bk denote the Betti numbers of M. 
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