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ABSTRACT 
Accurate continuous and discontinuous solutions to the Troesch problem are calculated for a 
wide range of values of the parameter n by means of a simple numerical method, which is based 
on an energy conservation law and which employs an inverse shooting procedure. A physica! 
interpretation is given to the discontinuous solutions and the existence of an infinite number of 
discontinuous solutions, for anyvalue of n, is demonstrated. 
I. INTRODUCTION 
We consider the sensitive two-point boundary value 
problem 
= n sinh ny (1.1) 
y(0) = 0, y(1) = 1 (1.2) 
This nonlinear problem, which is connected with the 
investigation of the confinement of a plasma column 
by radiation pressure, was originally formulated by 
Troesch [1] in 1960. Since then the problem has 
received a fair amount of attention in the literature 
with no less than seven papers [2-8] appearing on the 
subject during the period 1972-76. The inherent dif- 
ficulty arises from the fact that the associated initial 
value problem has a pole at 
too= (l/n) in [8/~r(0)] (1.3) 
This results in the problem being very difficult o solve 
by general purpose shooting methods, the difficulty 
increasing with increasing n. 
The first published solution to the problem is that by 
Tsuda, Ichida and Kiyono [9] which appeared in 1967. 
They applied Monte Carlo path integral calculations 
and obtained solutions for n ~< 5. Thereafter in 1972 
Roberts and Shipman used a combination of methods 
to solve the problem for n = 5, 6 and 10. Then followed 
a number of papers [3-8] ranging from the sophisti- 
cated to the very straightforward in approach and 
yielding results varying in accuracy. In the last paper, 
again by Roberts and Shipman [8], a closed form solu- 
tion to the problem is presented in terms of Jacobian 
elliptic functions. In particular they pointed out that 
the solution exhibits a form of branching or bifurca- 
tion and they calculated the associated discontinuous 
solutions to the problem. 
In this paper we develop avery simple numerical 
method which is ideally suitable to the problem at 
hand and which gives results of the same accuracy as 
the best which have so far appeared in the literature. 
In addition the method yields with equal ease the so- 
called discontinuous solutions of Roberts and Shipman. 
A physical interpretation is given to the discontinuous 
solutions and in particular it is shown that for each 
value of n an in£mite number of discontinuous solu- 
tions may exist as opposed to the £mite number allowed 
by the method of solution of Roberts and Shipman. 
Before discussing our method it is necessary to briefly 
summarise the latest work of Roberts and Shipman so 
that a comparison may be made. 
2. CLOSED FORM SOLUTION [8] 
By integrating (1.1) Roberts and Shipman obtained the 
first integral 
~2 = 2 cosh ny + C (2.1) 
The initial condition (1.2) gives the value of the con- 
stant C 
C = ~2 (0) - 2 (2.2) 
The implicit solution of (1.1), (1.2) is then given by 
t = fY dv/(C+ 2 cosh nv) 1/2 (2.3) 
o 
By introducing the change of variable z = inv/2 the solu- 
tion may be written in elliptic integral form as 
u = f :  d0 / i l -m sin 2 0) 1/2 (2.4) 
where 
1/2 
u = [in (2 + C) /2It, 
~0 = iuy/2, 
m = 4/(2 + C). 
(*) J. A. Snyman, Department of Applied Mathematics, University of Pretoria, Pretoria 0002, 
Republic of South Africa. 
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By carrying through the necessary further arguments 
they obtained the Final solution in terms of Jacobian 
elliptic functions. This is given by 
y(t) = (2/n)sinh -1 {[~(0)/2]sc[nt 11-~72(0)/4]} (2.5) 
This expression satisfies the differential equation (1.1) 
and also the initial condition y(0) = 0. The boundary 
condition y(1) = 1 will be satisfied f fm satisfies the 
transcendental equation 
sinh (n/2) / (1 - m) 1/2 = sc (nlm) (2.6) 
where 
m = 1 - 32(0)/4 (2.7) 
The usefulness of the closed form solution (2.5) is thus 
dependent on £mding a numerical solution to equation 
(2.6). If the lefthand and righthand sides of (2.6) are 
plotted as functions of m, the intersections of the two 
curves are the roots of (2.6). The roots in turn give the 
missing initial condition ~(0) through the relationship 
(2.7). Roberts and Shipman found that as n increases, 
more than one root was possible as m goes through the 
allowable range [0, 1]. Their analysis howed that (2.6) 
has k + 1 roots for 
(2k + 1)~r/2 ~< n ~< (2k + 3) lr/2. 
For example if n = 10 three roots are obtained. Only 
the solution corresponding to the largest value of m 
remains-finite for 0 g t ~< 1, theremaining solutions, 
termed "discontinuous solutions", having one or more 
poles in the interval [0, 1]. 
The work of Roberts and Shipman therefore revealed 
the surprising existence of more than one solution for 
values of n larger than 3zr/2. They have the property 
that they meet the boundary conditions (1.2) and 
satisfy the differential equation (1.1) everywhere in
the interval [0, 1] with the exception of a finite num- 
ber of points. A second feature revealed by their work 
and which complicates the calculation of the solution 
from the closed form, is the fact that as n grows the 
roots of (2.6) have a point of accumulation at m = 1. 
It thus becomes increasingly more difficult to extract 
the root corresponding to the continuous ~olution 
from the others. 
3. NUMERICAL METHOD 
Our approach to the problem is a very simple one by 
comparison to the above, yet surprisingly efficient and 
accurate. The idea was obtained from the work by La 
Budde and Greenspan [10] in which, in order to obtain 
high stability when integrating the equations of motion 
of classical mechanics, they developed numerical meth- 
ods which conserve certain constants of motion such 
as the total energy and total angular momentum. This 
method is known as "discrete mechanics". 
Seen from this point of view the Troesch problem is a 
simple dynamical one. Equation (1.1) may be consid- 
ered as the equation of motion of a particle of mass 
one describing a path along a straight line in a conser- 
vative force field. Integrating one obtains the energy 
conservation law 
1 2 l v2  
2- Vk + 1 - cosh ny k + 1 = ~ k - cosh ny k (3.1) 
where v k and Yk respectively denote the velocity and 
the displacement a time t k, We now develop anumer- 
ical method for this problem which incorporates the 
conservation law (3.1). 
The model is discretised by dividing the time into inter- 
vals (tk, tk+ 1) of which the lengths At k = tk+ 1 - tk 
need not be uniform. We then postulate that over each 
interval the acceleration a~ be constant and be chosen 
such that the energy conservation law (3.1) be satisfied. 
Now since a k is uniform over (tk, tk+ 1) we have the 
kinematic relationship 
2 2 
2a~ (Yk+ 1 - Yk) = Vk+ 1 - Vk (3.2) 
from which follows 
,=  I 2 2 
--~ (Vk + 1 - Vk) / (Yk + 1 - Yk ) a k (3.3) 
Further it is clear from (1.1) that for any initial velocity 
(0) > 0, the particle will move away from the origin 
with increasing speed. We may therefore divide the y- 
axis into steps ay  k and for each step, with Vk+ 1 being 
known from the energy relationship (3.1), calculate 
the corresponding acceleration a~. The length of the 
time step then follows from the kinematic expression 
Vk+ 1 = Vk + a~ At k (3.4) 
At k = (Vk+ 1 -Vk)/a ~ (3.5) 
Substituting (3.3) into (3.5) we finally obtain 
Atk= 2(Yk+ 1 -yk) / (Vk+l  + Vk) (3.6) 
For a given value of ~,(0) we may therefore calculate 
the total time T taken to cover the distance from 0 to 1. 
If we now consider.~,(0) as a parameter an inverse 
shooting procedure may readily be carried out to yield 
a value of ~,(0) which corresponds to T = 1. 
A few technical points remain to be cleared up. Since 
we expect he particle to move away from the origin 
with increasing speed we cannot choose Ay to be 
uniform since this will result in initial time steps which 
are too large compared to later time steps. We avoid 
this by requiring the time steps not to be greater than 
a prescribed value, say ~, throughout, hat is 
Atk= 2(Yk+ 1 - yk)/(Vk+l + Vk) g ~ (3.7) 
which implies 
Ay k ~< (Vk+ 1 + Vk) 6/2 (3.8) 
Choosing 
Ay k = Vk6 (3.9) 
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satisfies our requirement since we have that vk+ 1 > v k. 
On the other hand Ayj~ calculated by criterion (3.9) 
may also become too large. To prevent this we test 
whether Vk5 is greater than 5 and if this is so we 
choose Ay k = 5. In this way we assure 
max [At, Ay] < ~ (3.10) 
0<t<T 
The Final step, of course, is chosen such that 
yfinal = I with the corresponding Ay< 5. 
The algorithm as developed up to this point works 
extremely well. We may, however, obtain greater ac- 
curacy for a particular prescribed value o f  6 if we use 
(3.6) as a predictor in the form 
At~ = 2AYk/(Vk+ 1 + Vk) (3.11) 
and apply a corrector which is obtained by making 
use of the following Taylor expansions 
• At2 YI~" At3 
Yk+l = Yk + Yk At + YI~ ~ + 3! 
IV At4+ 0(At 5) (3.12) 
+ Yk 41 
and 
• "At At2+ y~V At 3 
Vk+l= Yl~ + Yk + Y~-~!  3!  
+ y~ At4+ 0(At 5) (3.13) 
4! 
Multiplying (3.13) by At/4 and subtracting from 
(3.12) we obtain after rearrangement 
Yk+ 1 - Yk = (3Vk + Vk+l)At/4 + Yk At2/4 
+ y~" At3/24 ÷ 0(At 5) (3.14) 
Using the fact thay y" = n sinh ny and 
y"  = n 2 (cosh ny)y" we have, after solving for At in 
the first term on the right hand side and using (3.11) 
in the terms involving higher powers of At, the follow- 
ing corrector equation 
At~ = [4(Yk+ 1 - Yk) - n (sinh nYk) (Ate) 2 
- n 2 (cosh nYk)V k (At~)3/6]/(3Vk +Vk+l) (3.15) 
4. NUMERICAL RESULTS 
The results obtained in the case of the continuous solu- 
tion for different values of n are listed in Tables I(a) 
and (b). The calculations were performed on an IBM 
S/370 model 145 computer using double precision. 
The final value of 6 used was 0.001. The best available 
results of other authors are also listed. 
The present method yields reliable results over a wide 
range of values of n, the results comparing very well 
with those quoted for other authors. The only excep- 
tion is for the rather extreme value of n = 20 for which 
only one other [5] independent result is available. The 
calculations proceeded economically with approxi- 
mate initial solutions being obtained with larger values 
of& The value of 5 = 0.001 was only used during the 
• final iterations when convergence occurred rapidly. 
To illustrate the influence of 6 on the solution we list 
in Table II the values of~(0) obtained for three dif- 
ferent values of 6 in the case n = 10. 
Table I(a) 
n This method 
2 0.518 621 195 
4 0.111 880 165 7 
6 0.179 509 503(10 -1) 
8 0.258 716 98(10 -2) 
10 0.358 337 9(10 -3 ) 
12 0.489 106 6(10 --4 ) 
15 0.244 455 7(10 -5 ) 
20 0.2004(10 -7 ) 
Other authors 
0.518 621220 0 
0.111 880 166 2 
0.179 509 500(10 -1 ) 
0.258 716 95(10-27 
0.358 337 8(10 -3 ) 
0.489 1(10 -4 ) 
0.244 450(10 -5 ) 
0.165(10 -7 ) 
Refe~ 
ence  
[81 
[8] 
[8] 
[8] 
[81 
[71 
[7] 
[51 
Table I(b) 
n This method Other authors 
2 2.4O6 939 826 
4 7.254 583 575 
6 20.035 757 90 
8 54.579 834 46 
10 148.406 421 2 
12 403.426 314 7 
15 1808.041 861 
20 22026.465 7
2.406 939 711 
7.254 582 910 
20.035 753 67 
54.579 823 77 
148.406 421 2 
403.426 314 7 
1808.041 861 
Refer- 
ence 
[8] 
[81 
[81 
[8] 
[71 
[71 
[7] 
Table II 
n= 10 6 
0.1 (no corrector) 
0.01 (no corrector) 
0.001 
0.2281(10"-3) 
0.3556(10 -3 ) 
0.358 3379(10 -3 ) 
5. DISCONTINUOUS SOLUTIONS 
We return to the discontinuous solutions of Roberts 
and Shipman. What is the meaning of these solutions 
and can we calculate them numerically ? A physical 
interpretation may perhaps again be obtained by con- 
sidering (1.1) as the equation of motion of a particle. 
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Consider the particle to be released from the origin 
in the positive y-direction with a given initial velocity 
(energy). Under the influence of the force law it will 1.5 
reach an infinite displacement and speed within a 
finite time, say too. We say it has reached apole. We 
now define the path to be continued at t + with a dis- 
placement of minus infinity and with the same velocity 1.0 
(and energy) as at too. A centrosymmetric image, a- 
bout the point (too, 0), of the previous path is now Y(t) 
executed and after a period 2t~ the particle returns 
0.5 to the origin and starts repeating its path. Discon- 
tinuities therefore occur at too, 3too, 5too . . . .  
Corresponding to each number of discontinuities al- 
lowed in the interval [0, 1] there exists a solution 0 
which meets the boundary conditions. We have there- 
fore an infinite sequence of solutions having respec- 
tively 0, 1, 2, 3 .. . .  discontinuities in [0, 1] and as- 
sociated with each solution we have a corresponding - 0.5 
characteristic initial velocity and associated total 
energy. 
If the above model, where a particle disappears at + oo  
and reappears at -oo, seems omewhat artificial one - 1.0 
may consider the motion to be that of a particle con- 
strained to move clockwise on a circle of radius r (see 
fig. 1). The arc length y is given by 
y=r{0-2kzr )  ff 2k~r~<0<(2k+l)zr ,  -1.5 
and 
y=r  {8-2(k+l ) r t}  ff (2k+l)Tr~<O<2(k+l)~r 
where k = O, 1, 2 . . . .  
Fig. 2. 
Table III 
i 
n=lO 
t 
~/" # / 
:'.: .:.; - 
/1 /1 • /,,'/// , , , " /  
I 
0.25 
. . . . . .  
. . . .  
- - - -  2 
3 
I 
I 
L 
i 
i 
i 
I ; I I 
0.50 0.75 1.0 
Fig. 1. 
Here we have y switching from a positive to a negative 
value as the particle moves through odd multiples of 
lr while the sign of ~ remains unchanged. The trajec- 
tories described above then simply correspond to the 
limiting case as the radius r becomes large. 
The numerical method we have already described for 
obtaining the continuous olution may readily be 
adapted to give the discontinuous solutions as well. 
The only additional problem is the determination of
too which computationally simply reduces to finding 
that point at which the velocity exceeds 1038 . The 
computed values of ~(0) for n = 10 are shown in table 
III. The continuous solution, and the first three discon- 
tinuous olutions having respectively 1, 2 and 3 discon- 
tinuities in [0, 11 are depicted in fig. 2. Only three 
discontinuous solutions are given, although, as has 
been pointed out, an infinite many more are possible, 
of which any one may readily be calculated. 
Nun'lber 
of discon- 
tinuities, 
y(0)  for  n = 10 
This method 
0.358 337 9(10 -3 ) 
0,287 565 
1.189 75 
2.401 06 
Roberts and Ship° 
man [8] 
0.358 337 7(10 -3 ) 
0.287 587 
1.189 88 
6. CONCLUSION 
It has been shown that by taking full advantage of an 
intimate knowledge of the problem at hand it is pos- 
sible to develop asimple numerical method which" 
yidds accurate results with ease. Not only is high ac- 
curacy obtained in the case of the continuous solution 
over a wide range of n but the existence of an infinite 
number of discontinuous solutions, for any value of n, 
is also demonstrated. Roberts and Shipman allowed 
for only a finite number of solutions for a given n, for 
example for n = 10 only two discontinuous solutions 
are allowed. This happens because in their method of 
solution in terms of Jacobian elliptic functions the 
method of solution restricts the value of m to the inter- 
Journal of Computational nd Applied Mathematics, volume 5, no 3, 1979. 174 
val [0, 1] and therefore by (2.7) places a correspond- 
Lug lim_itation on the allowabh values o f  ~(0). 
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