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Abstract
Error bounds between a nonlinear interpolation and the limit function of its associated subdivision scheme are estimated. The
bounds can be evaluated without recursive subdivision. We show that this interpolation is convexity preserving, as its associated
subdivision scheme. Finally, some numerical experiments are presented.
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1. Introduction
Subdivision schemes are useful tools for the design of curves and surfaces. Recently, various attempts to improve
the classical linear schemes have led to nonlinear algorithms.
In [1] in the context of image compression, a new nonlinear multiresolution algorithm, based on a nonlinear interpo-
lation called PPH (piecewise polynomial harmonic), has been presented. It has been analyzed in terms of convergence
and stability of an associated subdivision scheme following an approach for data-dependent algorithms introduced in
[4]. Edge resolution, robustness with regard to texture or noise, accuracy and compression rate have been investigated.
The numerical tests conﬁrm the adaption to the presence of singularities of the PPH reconstruction. The stability of the
PPH multiresolution algorithm was studied in [2].
Independently, the PPH subdivision scheme was also introduced in [5,6] in the framework of convexity-preserving
subdivision schemes. In [6], the PPH subdivision scheme is mentioned as an example of interpolatory subdivision
scheme converging, for any initial sequence, towards a limit function that is piecewise convex (concave) and continu-
ously differentiable.
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In practice, we start with an initial set of control points and we reﬁne it using the subdivision schemes. After several
steps we obtain a new set of points. The question is how this new polygon approximates the limiting curve [3,7–9].
This question appears in many applications as rendering, intersection testing and design.
Usually, we consider the piecewise linear interpolation to the polygon and estimate its difference with the limit
function of the subdivision scheme. Since the PPH reconstruction gives us better numerical results than linear interpo-
lations, we propose to approximate the curve using the piecewise PPH interpolation associated with the ﬁnal polygon
obtained using the PPH subdivision scheme.
Therefore, we are interested in getting error bounds estimations for the approximation of the limit function of the PPH
subdivision scheme using the PPH interpolation of the data at a given stage of the subdivision process. The estimations
we obtain depend only on the inﬁnity norm of the differences of the initial control points.
As we said before, the PPH subdivision scheme preserves convexity properties of the initial control points. This
raises the question whether the same is true for PPH interpolation. We show that the answer is afﬁrmative.
We present some numerical tests that conﬁrm the obtained theoretical results.
The paper is organized as follows: In Section 2, we brieﬂy review the PPH interpolation. The two main results
about the error bounds and the convexity properties appear in Section 3. Finally, we present some numerical results in
Section 4.
2. The nonlinear PPH interpolation and its associated subdivision scheme
The PPH interpolation is, as it is explained in the sequel, a piecewise polynomial interpolation of degree 3 adapted
to the presence of discontinuities.
Let us consider the set of points fj−1, fj , fj+1, fj+2 corresponding to values at points xj−1, xj , xj+1, xj+2 of a
regular grid X and let us describe the prediction of the value fˆ2j+1 at the mid-point (xj +xj+1)/2=xj+1/2. Classically,
fˆ2j+1 is deﬁned as the value at xj+1/2 of a polynomial P˜j and therefore we focus on the deﬁnition of P˜j .
Introducing the divided differences Df j = (fj+1 − 2fj +fj−1)/2h2, it is shown in [1] that when |Df j | |Df j+1|,
P˜j is the polynomial of degree 3 deﬁned by{
P˜j (xl) = fl for j − 1 lj + 1,
P˜j (xj+2) = f˜j+2, (1)
with
f˜j+2 = fj+1 + fj − fj−1 + 4H(Df j ,Df j+1)h2,
where H, the harmonic mean function, is deﬁned by
(x, y) ∈ R2 → H(x, y) := xy
x + y (sgn(xy) + 1), (2)
where sgn(x) = 1 if x0 and sgn(x) = −1 if x < 0.
When |Df j |> |Df j+1| the corresponding rearrangements are done in fj−1 instead. It is easy to check [1] that, for
symmetry reasons, in both cases
P˜j (xj+1/2) = fj + fj+12 −
1
4
H(Df j ,Df j+1)h2. (3)
It is interesting to compare this expression with the equivalent one obtained from the centered Lagrange interpolatory
polynomial Pj (x)
Pj (xj+1/2) = fj + fj+12 −
1
4
Df j + Df j+1
2
h2. (4)
Comparing (3) to (4) we note that the net effect is the replacement of the arithmetic mean of Df j and Df j+1 by the
‘modiﬁed’ harmonic mean H(Df j ,Df j+1). The arithmetic mean and the harmonic mean of two values are very close
for values of the same magnitude, but the harmonic mean is always bounded in absolute value by twice the absolute
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value of the smallest of the two numbers. This property is the key to the behavior of the PPH reconstruction close to
isolated singularities.
Reformulation: Note that the coefﬁcients of the Lagrange interpolatory polynomial
Pj (x) = a0 + a1(x − xj+1/2) + a2(x − xj+1/2)2 + a3(x − xj+1/2)3,
satisfying
Pj (xi) = fi, i = j − 1, . . . , j + 2,
can be computed solving the linear system of equations
⎛
⎜⎝
a0
a1
a2
a3
⎞
⎟⎠= A
⎛
⎜⎝
fj−1
fj
fj+1
fj+2
⎞
⎟⎠ or
⎛
⎜⎝
a0
a1
a2
a3
⎞
⎟⎠= AT −1h
⎛
⎜⎜⎜⎝
fj−1
fj
fj+1
Df j + Df j+1
2
⎞
⎟⎟⎟⎠ ,
where A−1 is the linear operator given by
A−1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
−3h
2
(−3h
2
)2 (−3h
2
)3
1
−h
2
(−h
2
)2 (−h
2
)3
1
h
2
(
h
2
)2 (
h
2
)3
1
3h
2
(
3h
2
)2 (3h
2
)3
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
Th =
⎛
⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
1
(4h2)
−1
(4h2)
−1
(4h2)
1
(4h2)
⎞
⎟⎟⎠ and T −1h =
⎛
⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
−1 1 1 4h2
⎞
⎟⎠ .
In the case |Df j | |Df j+1| , the PPH interpolatory polynomial
P˜j (x) = a˜0 + a˜1(x − xj+1/2) + a˜2(x − xj+1/2)2 + a˜3(x − xj+1/2)3
is deﬁned by
⎛
⎜⎝
a˜0
a˜1
a˜2
a˜3
⎞
⎟⎠= AT −1h
⎛
⎜⎝
fj−1
fj
fj+1
H(Df j ,Df j+1)
⎞
⎟⎠ .
For more details on a full description of the original PPH scheme see [1].
In a natural way, we can obtain a subdivision scheme associated with any interpolatory reconstruction R. The
reﬁnement by subdivision of a sequence at level k is carried out as follows:
Sf k =
{
f k+12j+1 = (Rkf k)(xk+12j+1),
f k+12j = (Rkf k)(xk+12j ) = f kj .
(5)
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Because of the interpolation property, only the odd components of the reﬁned sequence have to be computed. For
the PPH reconstruction operator described above, this can be written as follows:
(Sf k)2j+1 =
⎧⎨
⎩
fj+1 + fj
2
− 1
4
D(f )jD(f )j+1
D(f )j+D(f )j+1 if D(f )jD(f )j+1 > 0,
fj+1 + fj
2
else,
(6)
with
D(f )i = f ki+1 − 2f ki + f ki−1. (7)
3. Error bounds and convexity properties
In [1], we have obtained the convergence of the PPH subdivision scheme. Since the PPH reconstruction gives us
better numerical results than linear interpolations, we propose to approximate the limiting curve using the piecewise
PPH interpolation associated with the ﬁnal polygon obtained using the PPH subdivision scheme.
The numerical performance is related to the following properties of the PPH reconstruction operator [1]:
(1) By construction, the data used for the interpolation remain centered.
(2) If f is a polynomial of degree less than or equal to 2,
Df j = Df j+1 =
Df j + Df j+1
2
= H(Df j ,Df j+1),
therefore the proposed scheme reproduces polynomials of degree 2.
(3) If f ∈ C4 and Df jDf j+1 > 0, using a Taylor expansion we get
2
Df jDf j+1
Df j + Df j+1
= f
′′(xj+1/2)
2
+ O(h2),
Df j + Df j+1
2
= f
′′(xj+1/2)
2
+ O(h2).
Therefore, in smooth regions, the difference between the arithmetic mean and the harmonic mean is O(h2).
Using the reformulation in Section 2 we get that ai − a˜i = O(h4−i ) for i = 0, 1, 2, 3; hence the proposed
reconstruction remains fourth-order accurate in smooth regions.
(4) When Df jDf j+10, P˜ (xj+1/2) = (fj+1 + fj )/2. In this case, the accuracy of the reconstruction is limited to
second order even in smooth regions.
(5) If there is a discontinuity in [xj+1, xj+2] the Gibbs phenomenon of linear reconstruction does not appear. In
addition, the order of accuracy of the reconstruction in [xj , xj+1] remains O(h2) in this case.
We are interested in getting the estimations for the approximation error with respect to the limit function of the PPH
subdivision scheme, using the PPH interpolation on the data at one particular stage of the subdivision process. The
estimations we present depend only on the inﬁnity norm of the differences of the initial control points.
The following result, which we will need in the proof of the proposition, is proven in [1]:
Lemma 1. Associated with the PPH nonlinear reconstruction, there exists a nonlinear subdivision scheme S1 for the
differences that satisﬁes
‖S1k‖l∞(Z) 12‖k‖l∞(Z) ∀f k ∈ l∞(Z),
where kj := f kj+1 − f kj .
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Proposition 1. Let {Rk} be the sequence of nonlinear PPH reconstruction operators and S∞(f 0) the limit function
of the PPH interpolatory subdivision scheme associated with the initial control points f 0. Then, for all k
‖S∞(f 0) −Rk(f k)‖L∞(R) 112k−1 ‖
0‖l∞(Z), (8)
where kj = f kj+1 − f kj .
Proof. Let f k ∈ l∞(Z) and x ∈ R. Let j be such that x ∈ [xkj , xkj+1], and assume that x ∈ [xk+12j , xk+12j+1] (the case
x ∈ [xk+12j+1, xk+12j+2] is similar).
We shall also assume that we are in the case |Df kj |> |Df kj+1| and |Df k+12j |> |Df k+12j+1|. The other three possible
cases give rise to the same bound, and the process to get it is completely analogous to the following.
Since x ∈ [xk+12j , xk+12j+1] ⊂ [xkj , xkj+1], using (1), we can write
Rk+1(f k+1)(x) = A−1(x)f˜ k+12j−1 + A0(x)f k+12j + A1(x)f k+12j+1 + A2(x)f k+12j+2,
Rk(f
k)(x) = B−1(x)f˜ kj−1 + B0(x)f kj + B1(x)f kj+1 + B2(x)f kj+2,
with Am(x)=Lm((x − xk+12j )/hk+1) and Bm(x)=Lm((x − xkj )/hk). Here Lm(x), m= −1, 0, 1, 2, are the Lagrange
basis for the 4-point centered interpolatory stencil.1 Since (x − xk+12j )/hk+1 ∈ [0, 1] and (x − xkj )/hk ∈ [0, 1], then
|Am(x)|< 1, |Bm(x)|< 1. (9)
From now on, we drop the explicit dependence on x for the sake of clarity and write simply Am and Bm when referring
to these quantities.
Since f k+1 = Sf k and S is interpolatory we have
|Rk+1(f k+1)(x) −Rk(f k)(x)| = |A−1f˜ k+12j−1 − B−1f˜ kj−1 + (A0 − B0)f kj
+ A1f k+12j+1 + (A2 − B1)f kj+1 − B2f kj+2|
with
f k+12j−1 =
⎧⎪⎪⎨
⎪⎪⎩
f kj−1 + f kj
2
− 1
4
(kj−1 − kj−2)(kj − kj−1)
kj − kj−2
or
f kj−1 + f kj
2
,
f k+12j+1 =
⎧⎪⎪⎨
⎪⎪⎩
f kj+1 + f kj
2
− 1
4
(kj − kj−1)(kj+1 − kj )
kj+1 − kj−1
or
f kj−1 + f kj
2
.
Taking into account the properties of the harmonic mean∣∣∣∣∣ (
k
j−1 − kj−2)(kj − kj−1)
kj − kj−2
∣∣∣∣∣ 2‖k‖l∞(Z), (10)
1 Lm(y) =∏2l=−1,l =m((y − l)/(m − l)).
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and similarly for the corresponding term in f k+12j+1, and that
|f kj−1 − f˜ kj−1|2‖k‖l∞(Z), (11)
|f k+12j−1 − f˜ k+12j−1|2‖k+1‖l∞(Z)‖k‖l∞(Z). (12)
We obtain
|Rk+1(f k+1)(x) −Rk(f k)(x)| |A−1
(
f kj−1 + f kj
2
)
− B−1f kj−1
+ (A0 − B0)f kj + A1
(
f kj+1 + f kj
2
)
+ (A2 − B1)f kj+1 − B2f kj+2|
+ 4‖k‖l∞(Z).
The ﬁrst term on the right-hand side can be rewritten as∣∣∣∣
(
A−1
2
− B−1
)
(f kj−1 − f kj ) +
(
A−1 − B−1 + A0 − B0 + A12
)
(f kj − f kj+1) + B2(f kj+1 − f kj+2)
∣∣∣∣ .
Then, using (9)
|Rk+1(f k+1)(x) −Rk(f k)(x)|11‖k‖l∞(Z), (13)
and the same is true for the other cases.
Finally,
|S∞(f )(x) −Rk(f k)(x)|
∑
lk
|Rl+1(f l+1)(x) −Rl (f l)(x)|
11
∑
lk
‖l‖l∞(Z)
11‖0‖l∞(Z)
∑
lk
(
1
2
)l
= 11
(
1
2
)k−1
‖0‖l∞(Z). 
It is proven in [6] that the PPH subdivision scheme preserves the convexity properties of the initial control points.
In turn, it is straightforward to prove that Rk(f k) is a piecewise convex function if the initial data are convex. This is
a consequence of the following proposition.
Proposition 2. If Df j > 0 and Df j+1 > 0, then P˜ ′′j (x)> 0 ∀x ∈ [xj−1/2, xj+3/2].
Proof. Let us suppose without loss of generality that Df j Df j+1. From the expression of the PPH polynomial
P˜j (x) = a˜0 + a˜1(x − xj+1/2) + a˜2(x − xj+1/2)2 + a˜3(x − xj+1/2)3, (14)
we get that
P˜ ′′j (x) = 2a˜2 + 6a˜3(x − xj+1/2), (15)
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where, due to the reformulation, a˜2 and a˜3 are given by
⎛
⎜⎝
a˜0
a˜1
a˜2
a˜3
⎞
⎟⎠= AT −1h
⎛
⎜⎝
fj−1
fj
fj+1
H(Df j ,Df j+1)
⎞
⎟⎠ ,
where the matrices A and T −1h are
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1
16
9
16
9
16
−1
16
1
24h
−9
8h
9
8h
−1
24h
1
4h2
−1
4h2
−1
4h2
1
4h2−1
(6h3)
1
(2h3)
−1
(2h3)
1
(6h3)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
and T −1h =
⎛
⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
−1 1 1 4h2
⎞
⎟⎠ .
Thus,
a˜2 = 14h2 fj−1 −
1
4h2
fj − 14h2 fj+1
+ 1
4h2
(−fj−1 + fj + fj+1 + 4h2H(Df j ,Df j+1))
= H(Df j ,Df j+1)
and
a˜3 = −16h3 fj−1 +
1
2h3
fj − 12h3 fj+1
+ 1
6h3
(−fj−1 + fj + fj+1 + 4h2H(Df j ,Df j+1))
= 1
3h
(−2Df j + 2H(Df j ,Df j+1)).
So, we get that
P˜ ′′j (x) = 2(H(Df j ,Df j+1) +
(x − xj+1/2)
h
(−2Df j + 2H(Df j ,Df j+1))). (16)
We deﬁne
G(x) := (h + 2(x − xj+1/2))
Df j+1
Df j + Df j+1
− (x − xj+1/2). (17)
Proving that P˜ ′′j (x)> 0 ∀x ∈ [xj−1/2, xj+3/2] is equivalent to proving that G(x)> 0 ∀x ∈ [xj−1/2, xj+3/2], since
Df j > 0.
Now we distinguish two cases:
(a) If Df j = Df j+1, then G(x) = h/2> 0 ∀x ∈ [xj−1/2, xj+3/2].
(b) If Df j <Df j+1, then we proceed as follows. From (17) we get
G′(x) = 2Df j+1
Df j + Df j+1
− 1, (18)
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Fig. 1. Function f (x)=sin x, left: polygonal approximation to the limit function, right: approximation to the limit function using PPH interpolation.
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Fig. 2. Function f (x)= sin x, convex region close to x = 0.5, left: polygonal approximation to the limit function, right: approximation to the limit
function using PPH interpolation.
which satisfy that G′(x)> 0 ∀x ∈ [xj−1/2, xj+3/2], since Df j <Df j+1. Now, evaluating in xj−1/2 we have
G(xj−1/2) = (h + 2(xj−1/2 − xj+1/2))
Df j+1
Df j + Df j+1
− (xj−1/2 − xj+1/2)
= h
(
1 − Df j+1
Df j + Df j+1
)
> 0.
Thus, we get also in this case G(x)> 0 ∀x ∈ [xj−1/2, xj+3/2]. 
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4. A numerical test
The aim of this section is to show the numerical performance of the PPH interpolation when used to get an approxi-
mation to the limit function of the corresponding subdivision scheme at a certain level of resolution. In order to show
the differences between using the PPH interpolation as an approximation to the limiting function instead of the usual
piecewise linear approximation, we consider the function f : [0, 1] → R given by
f (x) = sin 4x.
We start the subdivision process on a discrete mesh with nine equally spaced points and the corresponding values
of f (x) on this mesh. We apply two levels of subdivision to get a new denser set of control points. From this step we
either consider straight lines between the control points, building a polygonal approximation to the limit function of the
subdivision scheme, or build the approximation to the limit function using the PPH interpolation between the control
points. We show the results in Fig. 1. In Fig. 2 we observe the smoother behavior of the PPH interpolation, without
losing the convexity properties of the initial data.
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