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Abstract
We present a new approach to computing event shape distributions or, more precisely, charge
flow correlations in a generic conformal field theory (CFT). These infrared finite observables are
familiar from collider physics studies and describe the angular distribution of global charges in
outgoing radiation created from the vacuum by some source. The charge flow correlations can
be expressed in terms of Wightman correlation functions in a certain limit. We explain how
to compute these quantities starting from their Euclidean analogues by means of a non-trivial
analytic continuation which, in the framework of CFT, can be performed elegantly in Mellin
space. The relation between the charge flow correlations and Euclidean correlation functions
can be reformulated directly in configuration space, bypassing the Mellin representation, as a
certain Lorentzian double discontinuity of the correlation function integrated along the cuts.
We illustrate the general formalism in N = 4 SYM, making use of the well-known results on
the four-point correlation function of half-BPS scalar operators. We compute the double scalar
flow correlation in N = 4 SYM, at weak and strong coupling and show that it agrees with
known results obtained by different techniques. One of the remarkable features of the N = 4
theory is that the scalar and energy flow correlations are proportional to each other. Imposing
natural physical conditions on the energy flow correlations (finiteness, positivity and regularity),
we formulate additional constraints on the four-point correlation functions in N = 4 SYM that
should be valid at any coupling and away from the planar limit.
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1 Introduction
In this paper we study a class of observables in conformal field theories (CFT) that is familiar
from collider physics and is known as event shapes or, more specifically, charge flow correlations.
The physical picture behind these observables is very general and simple: we excite the vacuum
with a probe and study the produced state with calorimeters that measure the flow of conserved
charges, be it energy or any global symmetry charge, in a given direction at spatial infinity.
These observables were first introduced in the analysis of e+e− annihilation into hadrons in the
context of QCD (for a review see, e.g., [1, 2]). In this process, the electron and positron annihilate
to produce a virtual photon γ∗(q) with large invariant mass q2. It excites the QCD vacuum and
produces quarks and gluons, which then propagate into the final state and undergo a transition
into hadrons. Investigating the distribution of the outgoing particles and their quantum numbers
(charges, energy, etc.) in the final state, we can obtain detailed knowledge about the underlying
QCD dynamics [3, 4]. The most prominent and best understood observables in this context are
the so-called event shapes or weighted cross sections [2]. They are given by (an infinite) sum
over the final hadronic states,
σw(q) =
∑
X
(2π)4δ(4)(q − kX)w(X)|〈X|O(0)|0〉|2 , (1.1)
where 〈X|O(0)|0〉 describes the creation out of the vacuum of a state |X〉 with total momentum
kX by a local operator O(0) (here, the electromagnetic QCD current). The weight factor w(X)
depends on the quantum numbers of the final states which one selects in the detector apparatus.
Various event shapes (e.g., thrust, heavy mass, energy-energy correlations) correspond to different
choices of w(X). In the simplest case w(X) = 1 we obtain the total cross section σtot(q).
Making use of the completeness condition for the hadronic states,
∑
X |X〉〈X| = 1, we can
re-express the total cross section as a Fourier transform of the non-time ordered (Wightman)
two-point correlation function1 of the O’s. An analogous representation in terms of correlation
functions [5, 6, 7, 8, 9] also exists for the charge flow correlations [4]. The very fact that such
a reformulation exists follows from basic properties of quantum field theory, independently of
any dynamical details. Indeed, in any quantum field theory the energy or charge of a state
can be measured by integrating the corresponding conserved currents over the spatial volume.
Analogously, to measure the flow of a charge at infinity, we insert the conserved current at spatial
infinity and integrate it over the time interval during which the measurement is performed [6].
In particular, this definition is applicable to CFTs [9] where the notion of asymptotic states is
ill-defined and formulas like Eq. (1.1) should be interpreted with great care.2
The main subject of this paper is a particular class of event shape distributions, the so-called
charge flow correlations. They can be reformulated in terms of correlation functions [5, 6, 7, 8, 9],
σw(q) =
∫
d4x eiqx〈0|O†(x)D[w]O(0)|0〉 , (1.2)
where O†(x) stands for the Hermitian conjugate of O(x). A few comments concerning this
expression are in order. Here the operator O(x) (called the ‘source’) creates a state that we are
1Using the optical theorem, the total cross section can also be rewritten as the imaginary part of the Fourier
transformed time-ordered two-point correlation function of the O’s.
2Notice that in perturbation theory one can define scattering amplitudes within a given infrared regularization
scheme.
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probing. The flow operator D[w] is determined by a set of local operators, e.g., the stress-energy
tensor Tµν or conserved current Jµ, depending on the choice of the detectors, collectively called
‘charges’. In what follows we cumulatively denote these as O˜(x) to distinguish them from the
source O(x). The operators O˜(x) are inserted at spatial infinity, each pointing in a different
direction on the infinite sphere, and are interpreted as detectors (‘calorimeters’) measuring the
flow of the corresponding ‘charge’ in a given direction. Finally, the detectors are integrated over
the measurement time interval. The precise definition of D[w] as well as its properties will be
explained in great detail in the main body of the paper. Another important property of (1.2)
is that it is defined by an intrinsically Lorentzian, non-time ordered (Wightman) correlation
function of local operators, e.g., 〈0|O†(x)Tµν(x1)Jρ(x2) . . . O(0)|0〉. Re-expressed in terms of
correlation functions of local operators, the event shapes (1.2) are thus defined non-perturbatively
at arbitrary coupling in any quantum field theory (including CFTs [9]).
The relation between the two seemingly different representations (1.1) and (1.2) can be easily
understood in theories that admit an S-matrix. In this case we can insert a complete set of
asymptotic states,
∑
X |X〉〈X| = 1, labeled by the momenta and charges of the particles, in Eq.
(1.2). This basis can be chosen to diagonalize the flow operator, D[w]|X〉 = w(X)|X〉, which
brings us back to Eq. (1.1). In CFTs this operation is, in general, not well defined due to the
absence of asymptotic on-shell states. However, perturbatively one can easily define an S-matrix
and apply the same argument in a CFT by slightly deforming it away from the critical point.
The goal of this paper is to further develop the approach to event shapes based on Wightman
correlation functions in CFTs. We assume that the Euclidean versions of the correlators are
known and present a step-by-step procedure for computing the charge flow correlations (1.2). In
doing so, we have to analytically continue the Euclidean correlation functions to their Wightman
counterparts [10] in Minkowski space-time, and then insert them into the definition (1.2). For
our purposes, a very efficient way to carry out the required analytic continuation is through the
Mellin space representation of the correlation functions [11].
The outcome of our analysis is that the charge flow correlations σw(q) are given by a con-
volution of the Mellin amplitude, defining the Euclidean correlation function, with the so-called
detector kernel which is uniquely fixed by the form of the flow operator D[w]. This result is
completely general since it only relies on the conformal symmetry of the theory and thus holds
for any CFT.3 We also demonstrate that the charge flow correlations admit another equivalent
representation in terms of a certain Lorentzian double discontinuity of the four-point correlation
function convoluted with the detector kernel in the coordinate space. Applied to the perturbative
expansion of the correlation functions available in the literature, the formalism developed here
allows us to easily reproduce the known results on the event shapes observables, obtained from
(1.1) using standard techniques.
To appreciate the power of the correlation function approach, it is instructive to compare
it with the conventional one based on amplitudes. Namely, applying the relation (1.1), we can
compute the weighted cross section σw(q) from the transition amplitudes 〈X|O(0)|0〉 evaluated
in weakly coupled gauge theories. The close examination of (1.1) reveals, however, that such an
approach has the following disadvantages:
• presence of intrinsic infrared (IR) divergences;
3The same method should be applicable to hypothetical scale-invariant but non-conformal theories or any
other theory where radiation (energy flux) is carried away solely to the future null infinity. For theories with
massive particles the detector limit used in this paper should be reconsidered.
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• integration over the phase space of the final state and subsequent intricate IR cancellations;
• necessity for summation over all final states.
Let us comment on each of these points. They are very well understood in the context of
perturbation theory4 and are treated in textbooks (see, e.g., [12]). The scattering amplitudes
used to compute the event shapes involve massless particles and contain IR divergences that
require a regularization procedure. The IR singularities are known to cancel according to the
famous Kinoshita-Lee-Nauenberg theorem [13, 14]. However, the cancelation is quite intricate in
nature since it relies on the compensation between the singularities in the virtual corrections and
those in the emission of real quanta. Finally, to compute the weighted cross sections (1.1), we
have to sum over an infinite set of final states, in which the total number of produced particles
grows linearly with the number of loops. The resulting phase space integrals are known to be
extremely hard to handle and so far little progress has been made in understanding their general
analytic structure.
It is now straightforward to see the advantages of computing charge flow correlations using
the correlation functions (1.2). They are summarized in the following three ‘no’ statements:
• no IR divergences are present in the correlation functions;
• no summation over all final states is needed;
• no integration over the phase space is required.
There is however a price to pay. In order to apply (1.2), we have to find an efficient way of
computing the Euclidean correlation functions involving the product of source operators, O(0)
and O†(x), and several charge operators O˜(xi), then analytically continue them to Minkowski
signature to obtain the corresponding Wightman counterparts and, finally, integrate over the de-
tector (or calorimeter) working time to get 〈0|O†(x)D[w]O(0)|0〉. Conformal symmetry simplifies
the form of the correlation functions enough to make this program of computing weighted cross
sections from correlation functions an attractive enterprise.
What is the utility of exploring charge flow correlations in CFTs? There are two immedi-
ate applications. The first one comes from the similarity of charge flow correlations in certain
four-dimensional superconformal theories (e.g., N = 4 SYM) at weak coupling with those in
perturbative QCD. The hope is that by studying the former one can get some insight into the
latter. Secondly, in the special case of energy correlations, σw(q) is expected to be a positive
definite5 and finite function in unitary CFTs [9, 18]. In the case of interacting CFTs we also
expect it to be a regular function of the angular variables. These conditions impose nontrivial
constraints on the correlation functions of the stress-energy tensor in a generic CFT. Finally, re-
call that CFTs are ubiquitous in the body of modern theoretical physics, some notable examples
being physics of critical phenomena, end-points of renormalization group flow, quantum gravity
in AdS. Therefore, understanding their general properties is of great interest.
In this work we consider flow operators and sources that are built from scalar primary op-
erators. Such operators are not related to conserved Noether currents and, as a consequence,
4Here we have in mind some perturbative conformal supersymmetric gauge theory like N = 4 SYM.
5Since the energy-flow observables are intrinsically Lorentzian in nature and probe physics on the light cone,
it is not known how to reproduce them in Euclidean space. Recent examples where Lorentzian positivity was
exploited include Refs. [15, 16, 17].
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their integrals over the spatial volume do not generate conserved charges. So, strictly speaking,
the scalar flow operators would not produce observables that have a well-defined interpretation
as charge flow correlations. However, this simple example allows us to reveal all of the salient
features of our approach. We may say that the scalar flow operators are simplified prototypes of
the more realistic charge flow operators without the complication of dealing with Lorentz indices.
Moreover, in theories with supersymmetry certain scalar primary operators are members of su-
permultiplets that contain, e.g., the R-symmetry currents and the stress-energy tensor, which
do generate well-defined physical observables. The relation between scalar flow operators and
charge flow operators built from conserved currents, in the context of N = 4 SYM, is explored
in the companion paper [19].
Our subsequent presentation is organized as follows. In Section 2, we describe the relation
between charge flow correlations and Euclidean correlation functions. In Section 3, we use the
simple example of a free scalar field to show the equivalence of the two representations (1.1) and
(1.2). In Section 4, we illustrate the correlation function approach to (1.2) by computing the
charge flow correlations in N = 4 SYM with the initial state created by the simplest half-BPS
scalar operator belonging to the N = 4 stress-tensor multiplet. The same half-BPS operators
are used to generate the scalar flows. We compute the scalar flow correlations at weak coupling
using the two representations (1.1) and (1.2), and at strong coupling using the available results
on the correlation functions through AdS/CFT [20, 21, 22]. We also present constraints on the
correlation function that follow from the IR finiteness, regularity and positivity of the energy
correlations. Section 5 contains concluding remarks. Some technical details of the calculations
are summarized in several appendices.
2 From Euclid to Wightman: general technology
In this section we initiate a thorough exposition of the formalism by outlining all steps involved in
the computation of the charge flow observables (1.2) via Wightman correlation functions by means
of analytic continuation of their Euclidean counterparts. Our discussion is valid for generic CFTs
since it relies solely on the conformal symmetry and general properties of correlation functions.
For the sake of simplicity and transparency we use scalar primary operators to define both
the source O(x) and the flow operators D[w] in (1.2), though they will differ in the choice of
quantum numbers, as we explain below. We opt to work in a four-dimensional CFT and choose
the scaling dimension of the scalar operators in question to be ∆ = 2. The reason is that the
same value of ∆ corresponds to the twist (dimension minus spin) of conserved currents in D = 4.
In principle, we could have chosen both the space-time dimension D and the scaling dimension of
the scalar operator ∆ to be arbitrary. In Appendix A we show that the resulting expression for
the weighted cross section (1.2) is more involved in this general case, but it simplifies significantly
for the aforementioned values ∆ = 2 and D = 4.
In supersymmetric theories composite operators are organized into supermultiplets. If the
latter contain at least one conserved current, all members of the multiplet have zero anomalous
dimensions. So, we can build a detector from any component of the multiplet including those
which do not generate conserved charges. Indeed, this is what happens, for example, in the
N = 4 Yang-Mills superconformal field theory (SCFT). There, the scalar half-BPS operators
O(x) with the scaling dimension ∆ = 2 are the lowest components of an N = 4 supermultiplet
containing the stress-energy tensor and the R-symmetry currents of the theory.
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In a more realistic case, where conserved currents are used to define the detectors, the analysis
goes via the same steps. The only technical complication in this case arises because the four-point
correlation functions involve a large number of different tensor structures (increasing with the
spin of the conserved current), accompanied by a priori different functions of the conformal cross-
ratios. For our approach to work efficiently, these functions should admit a Mellin transform.
We do not have an argument that this property will hold in a generic CFT. Moreover, in the
examples that we consider below, we find that the correlation functions can be naturally split
into the sum of two terms with one of them given by the Born-level contribution and the second
one encoding coupling-dependent contributions. It is only the second term that admits a Mellin
transform. The first term does not have the desired property and needs to be treated separately.6
2.1 Definition and kinematics
As we mentioned in the Introduction, we are interested in studying the Wightman functions
entering (1.2). Their definition involves the notion of a flow operator, or of a detector, i.e., an
integrated local operator insertion at spatial infinity that measures the flow of quantum num-
bers in a given direction. Conventional choices for such operator include the energy-momentum
tensor and other conserved Noether currents such that the detectors measure the flow of the en-
ergy/momentum and global charges, respectively.7 In general, nothing prevents us from sending
any operator to spatial infinity to define a detector. However, since this will not be associated
with a conserved charge, its physical interpretation as a charge-flow measurement will be lacking.
The simplest flow operators are of the scalar type. They can be defined by analogy with the
energy flow operators [5, 6, 7, 8] as follows
O(n) =
∫ ∞
0
dt lim
r→∞
r2 O˜(t, r~n) , (2.1)
where the light-like vector n = (1, ~n) (with ~n2 = 1) defines the orientation of the detector in
Minkowski space-time. The large r limit in (2.1) corresponds to the fact that we put the detector
at spatial infinity. The t integral runs over the detector working time. In general, we expect
radiation to arrive both to null and time-like infinity (if it is carried away by massless and massive
particles, respectively).
In CFTs all radiation (energy flow) created by an insertion of a local operator goes to null
infinity.8 Since all excitations carry energy, we expect that the same is true for all types of flow
in CFTs and that they get contribution only from null infinity. This explains why the limit in
(2.1) should be taken in such a way that the retarded time t− r is kept fixed while the advanced
time t + r is sent to infinity (or equivalently τ − θ = fixed and τ + θ → ∞, see Fig. 1). The
6It is interesting to note that in conformal OPE for correlation functions all conformal blocks admit a Mellin
transform (see e.g. [23]). This suggests that our approach can be employed to compute the charge flow correlations
in terms of invariant CFT data by applying the procedure of this section to each conformal block individually.
Since it involves integration of the correlation functions over a time at spatial infinity, the convergence of the
OPE expansion could be a potential subtlety. The question whether this actually happens and whether it makes
sense to talk about the contribution of a given primary operator to the charge flow operators will be considered
elsewhere.
7In the more familiar case, the insertion of
∫
d3~x T0µξ
µ measures the charge of the state associated to a
conformal Killing vector ζµ. Here we are interested in less inclusive observables.
8This can be deduced from the form of the three-point function in CFT, e.g., 〈O†(x)Tµν(x′)O(0)〉 corresponding
to O˜ = Tµν , which does not possess any intrinsic mass scales.
6
π−π
θ
τ
0
i+
I+
i0
|~x|=r
Figure 1: Penrose diagram of Minkowski space, tan( τ±θ2 ) = t ± |~x|. a) We can consider a localized
state (red) and first integrate over time and then take the large r limit. This procedure should work in
theories of massive and massless particles. b) In CFTs the energy flux (as well as any other flux) from
the state created by an insertion of a local operator is carried away to the future null infinity, denoted as
I+. In this figure, the symbols i+ and i0 stand for future time-like and spatial infinities, respectively. It
is convenient to work with momentum eigenstates which are not localized. For these reasons we adopt
a procedure where we first send the detectors to the future null infinity I+ and then integrate over the
retarded (working) time.
integral over t in (2.1) becomes an integral over the whole range of the retarded time. It is clear
from (2.1) that the flow operator does not depend on the lower limit of integration which can be
chosen arbitrarily, so that the time translation invariance is not broken.9 Thus, by introducing
the light-like four-vectors n = (1, ~n) and n¯ = (1,−~n) we can rewrite (2.1) in a manifestly Lorentz
covariant way10
O(n) = 1
4
∫ ∞
−∞
d(xn) lim
(xn¯)→∞
(xn¯)2O˜
(
(xn¯)
2
n+
(xn)
2
n¯
)
. (2.2)
We can further generalize this expression to arbitrary null vectors n and n¯ with (nn¯) 6= 0. The
flow operator is then defined as follows
O(n) = (nn¯)
∫ ∞
−∞
dx− lim
x+→∞
x2+ O˜ (x+n+ x−n¯) , (2.3)
where we introduced the light-cone coordinates
x+ =
(xn¯)
(nn¯)
, x− =
(xn)
(nn¯)
. (2.4)
Choosing n = (1, ~n) and n¯ = (1,−~n), the relation (2.3) reduces back to (2.2).
9For localized states (states with finite support) the definition of the flow operator (2.1) is equivalent in CFT
to the one used in [9], O(n) = limr→∞ r2
∫∞
−∞
O˜(t, r~n), where the time integral and the large distance limit are
interchanged. In this paper we are interested in states which are momentum eigenstates (which are not localized)
so it is important to take the limit first as in (2.1).
10We work in Minkowski space with signature (+−−−).
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Equation (2.3) is the primary definition of the detector that we use below. We would like
to stress that, applying (2.3), we shall take the limit of the large advanced time x+ first and
integrate over x− afterwards. The existence of the large x+ limit in (2.3) is guaranteed by the
properties of the conformal primary operator O˜(x).11 This can be seen by means of a global
conformal transformation that maps infinity to a finite distance [24, 9, 25].
Equipped with the above definitions, the scalar flow correlations are given by the following
formula
〈O(n1) . . .O(nk)〉q =
∫
d4x eiqx〈0|O†(x)O(n1) . . .O(nk)O(0)|0〉∫
d4x eiqx〈0|O†(x)O(0)|0〉 , (2.5)
where the subscript indicates the total four-momentum transfer qµ. In relation (2.5), the numer-
ator is a particular example of σw from (1.2), while the denominator is the total cross section
σtot which corresponds to D[w] = 1.
Defined in this way, the charge flow correlations (2.5) do not depend on the normalization
of the operator O that creates the state. Compared with the general definition (1.2), relation
(2.5) corresponds to a special choice of the flow operator D = O(n1) . . .O(nk) with the light-like
vectors n1, . . . , nk specifying the orientations of the scalar detectors. Notice that the two-point
function in the denominator of (2.5) is non-zero only for time-like momenta with positive energy,
qµqµ > 0 and q
0 > 0. It can be seen in many ways (see, e.g., Eq. (2.21) below) but intuitively
it is a kinematical constraint on the decay of a massive state with the total momentum qµ into
massless particles. The same is true about the numerator, even though it is not immediately
obvious in the form written above. Below we will always be interested in a time-like four-vector
qµ with a positive temporal component.
Replacing the flow operators in (2.5) by their definition (2.3), we find that 〈O(n1) . . .O(nk)〉q
can be obtained from the (k + 2)−point correlation function of scalar operators through the
‘detector procedure’ which includes sending k operators to infinity with subsequent integration
over their position (retarded time) at the future null infinity. One possible issue in (2.5) is the
order of different operations. For example, we can adopt a procedure where we first take the
limit for one operator, integrate it over time, then proceed to the second detector and so on.
Alternatively, one can take all the limits first and then evaluate the time integrals. There is no
a priori reason for these two procedures to be equivalent. Indeed, we have found that the first
route allows us to define charge flow correlations for any configuration of the detector vectors
n1, . . . , nk, whereas the second one is ambiguous for ni = nj, in which case the detector operators
become light-like separated if the limit is taken first. We will be interested in the region ni 6= nj
where both procedures yield the same answer.
Let us now examine the symmetries of the charge flow correlations. The charge flow operators
are manifestly Lorentz invariant functions of qµ and nµi ,
〈O(Λn1) . . .O(Λnk)〉Λq = 〈O(n1) . . .O(nk)〉q . (2.6)
The second property follows from the dimensional analysis and conformal transformations (di-
latation symmetry) of the conformal primary operators,
〈O(λ1n1) . . .O(λknk)〉λqq = λ−kq
k∏
i=1
λ−1i 〈O(n1) . . .O(nk)〉q . (2.7)
11For a general conformal primary operator O˜ with scaling dimension ∆ and spin s, the definition (2.3) involves
a factor of (x+)
∆−s, where the exponent is the twist of the operator.
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A related property is the independence of (2.5) on the auxiliary light-like vectors n¯i. Any depen-
dence on the latter drops out upon taking the limit (2.3). This is explicitly shown below.
The symmetries we have just discussed imply that the charge flow correlations are functions
of the variables q2(ninj)/(2(qni)(qnj)) and (qni)(njnl)/((qnj)(ninl)), which are invariant under
the transformations (2.6) and (2.7). In particular, the one-point correlation is fixed up to an
overall normalization constant C,
〈O(n)〉q = C
(qn)
, (2.8)
while the two-point correlation is a function of one variable,
〈O(n)O(n′)〉q = 1
q2(nn′)
F(z)
4π2
, (2.9)
with z given by
z =
q2(nn′)
2(qn)(qn′)
. (2.10)
We refer to the function F(z) as the event shape function. For a time-like qµ, the variable z is
restricted to the range 0 ≤ z ≤ 1. In the rest frame of the source, qµ = (q0,~0), it is related to
the angle between the detectors, z = (nn′)/2 = (1− cos θ)/2.
At the kinematical boundary z = 0, the detectors sit on top of each other, n = n′. As was
already mentioned, we do not consider the degenerate case n = n′ in the present paper, even
though it can be addressed with due care. In the vicinity of this point, for z ≪ 1, the detectors
approach each other arbitrarily close in the angular direction on the sphere. This region was
suggested to be governed by a version of the light-cone operator product expansion [9]. The
opposite case, z = 1, can conveniently be visualized in the rest frame of the source, for ~q = 0,
where it corresponds to detectors positioned on the north and south poles of the sphere, i.e., the
so-called back-to-back kinematics. This case requires a very careful consideration as well and we
address it briefly below. The z → 1 asymptotics of the event shape function F(z) is governed by
soft and collinear emissions and has been studied at length in gauge theories [26, 27, 28].
The relation (2.9) is remarkably similar to the well-known expression for the two-point corre-
lation function in a boundary CFT [29]. Indeed, as was noticed in [9], based on purely kinematical
considerations, the charge flow correlations can be interpreted as expectation values of the prod-
uct of primary operators in some two-dimensional CFT over a nontrivial vacuum state |0〉q. More
precisely, each flow operator O(ni) maps into a conformal primary field which carries the scaling
dimension 1 and ‘lives’ in the embedding space with the coordinates nµi (subject to n
2
i = 0 and
identification of points nµi → λnµi ).12 The source defines the vacuum of two-dimensional CFT and
introduces a dependence on the ‘boundary vector’ qµ that breaks the two-dimensional conformal
invariance.13
Our main focus will be on the double charge flow correlations (2.9) in the interior of the region
0 ≤ z ≤ 1. As follows from the definition (2.5), the event shape function (2.9) is determined by
12In the gauge n0i = 1, we can define the coordinates through the stereographic projection of the sphere ~n
2
i = 1.
13Apart from kinematical similarities, there is no evidence for the existence of a dynamical local boundary CFT
on the sphere at infinity that describes charge flow correlations of four-dimensional CFTs. Of course, if such a
theory existed, it would be a very exciting scenario [30].
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the four-point Wightman correlation function 〈O†(x)O˜(x2)O˜(x3)O(0)〉 involving the source and
sink operators, O and O†, as well as two scalar operators O˜ defining the flow operators (2.2). All
of them are conformal primary fields with the scaling dimension ∆ = 2. Conformal symmetry
fixes the form of the correlation function in Euclidean space to be [31]
〈O†(x1)O˜(x2)O˜(x3)O(x4)〉 = 1
(2π)4
Φ(u, v)
x212x
2
13x
2
24x
2
34
, (2.11)
where Φ is a function of the two conformal cross-ratios,
u =
x212x
2
34
x213x
2
24
, v =
x223x
2
14
x213x
2
24
. (2.12)
Its explicit form depends on the dynamics of the underlying CFT.
2.2 Analytic continuation
In this subsection we explain how to obtain non-time ordered, Wightman correlation functions
from their Euclidean counterparts (2.11). The relevant procedure of analytic continuation (Wick
rotation) has been known for quite some time. In the simplest case of scalar theories, we may
follow the well-known Osterwalder-Schrader reconstruction theorem [32].14 This approach was
extended by Lu¨scher and Mack [10] adapting it to the conformal field theory setup. The main
conclusion of Ref. [10] can be summarized in the following (simplified) statement: the correlation
functions GE(x
4
1, ~x1; . . . ; x
4
n, ~xn) = 〈O(x41, ~x1) . . . O(x4n, ~xn)〉 in Euclidean conformal field theory
can be analytically continued to complex variables x4k = −ǫk + itk in such a way that GE is
holomorphic on the single-sheeted domain 0 < ǫ1 < · · · < ǫn, with tk kept arbitrary real.
The formal limit ǫn → 0 defines a single-valued function of the time variables t1, . . . , tn, which
coincides with the non-time ordered correlation function 〈O(t1, ~x1) . . . O(tn, ~xn)〉 in Minkowski
space-time satisfying the Wightman axioms [35]. Notice that unlike [10], we presently consider
only a Poincare´ patch on the cylinder R× S3 where the CFT lives.
To demonstrate the procedure let us consider, following [10], the example of a two-point
correlation function of conformal primary operators O with scaling dimension ∆. Conformal
symmetry fixes the form of the Euclidean correlation function up to an overall normalization
(irrelevant for the argument that follows),
GE(x
4
1, ~x1; x
4
2, ~x2) = 〈O†(x1)O(x2)〉 =
1
[(x1 − x2)2]∆ , (2.13)
where x2 = (x4)2 + ~x2 in Euclidean signature. We immediately verify that for the complex
variables x4k = −ǫk + itk the denominator in (2.13) cannot vanish in the domain 0 < ǫ1 < ǫ2 and
−∞ < tk <∞. Then the limit ǫk → 0 with ǫ = ǫ2 − ǫ1 > 0 defines a tempered distribution,
GW (t1, ~x1; t2, ~x2) =
1
[−(t1 − t2 − iǫ)2 + (~x1 − ~x2)2]∆
, (2.14)
14 The latter provides a connection between the two functions by starting with a Euclidean path integral
[33], that has a natural vector space structure, and recovering the Hilbert space of states of the corresponding
Wightman theory. Unfortunately, the procedure faces insurmountable difficulties in the case of gauge theories,
since the space of gauge equivalent connections does not have a natural vector space structure [34]. However,
conformal gauge theories, not being theories of particles, are defined on a Hilbert space spanned by conformal
primaries. Namely, the Hilbert space of physical states of any such theory carries a unitary representation of the
infinitely-sheeted universal covering group of the Minkowskian conformal group [10].
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i.e., the Wightman two-point function.
The procedure can be repeated for a three-point correlation function but it becomes techni-
cally more involved for correlators of four or more operators since they have complicated depen-
dence on the coordinates. For instance, the expression for the Euclidean four-point correlation
function (2.11) involves a function of two conformal cross-ratios Φ(u, v). The Lu¨scher-Mack pre-
scription defines its analytic continuation in the space of u and v. The function that we get
differs from the usual time-ordered one by the contributions of the discontinuities across the cuts
in the x2ij−planes.15 To see this, consider the difference between the time-ordered and Wightman
four-point functions and choose all distances but x212 to be space-like,
〈T[O†(x1)O˜(x2)O˜(x3)O(x4)]〉 − 〈O†(x1)O˜(x2)O˜(x3)O(x4)〉 (2.15)
= θ(x021)θ(x
2
12)〈[O†(x1), O˜(x2)]O˜(x3)O(x4)〉 .
Here we took into account that two operators, separated by a space-time interval, commute. The
time-ordered correlation function is obtained from its Euclidean analogue by a Wick rotation,
x2ij → −x2ij + iǫ, but to reconstruct the Wightman function we have to examine in addition a
large number of discontinuities. The situation becomes even more complicated if we recall that
the detector operators are integrated over their time coordinates.
As was observed by Mack [11], the above difficulties of the analytic continuation can be easily
overcome by making use of the Mellin representation of the correlation functions [37, 38, 39].
The Mellin representation is a natural language for the description of CFT correlators and came
into a widespread use in recent years (see, e.g., [40, 41, 42, 43]). For the connected part of the
four-point Euclidean correlation function16 it reads
〈O†(x1)O˜(x2)O˜(x3)O(x4)〉c =
∫ ∏
1≤i<j≤4
dδij
2πi
(x2ij)
δijM(δij) , (2.16)
where the integration parameters satisfy the additional conditions
∑
j 6=k δjk = −∆ with δjk = δkj
and ∆ is the scaling dimension of the operators. One of the advantages of the representation
(2.16) is that the power-like short-distance singularities of the correlation function are translated
into poles of the Mellin amplitudeM(δij). For our purposes the main convenience comes from the
fact that the Mellin representation allows us to easily switch between Euclidean and Lorentzian
correlation functions.
Let us start with the Euclidean four-point correlation function (2.11) of scalar operators
with the scaling dimension ∆ = 2. Then, the Mellin parameters in (2.16) can be chosen as
δ12 = δ34 = −1 + j1, δ13 = δ24 = −1 + j2 and δ23 = δ14 = −j1 − j2 leading to [38, 39]
Φ(u, v) =
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
M(j1, j2)
(
x212x
2
34
x223x
2
14
)j1 (x213x224
x223x
2
14
)j2
. (2.17)
Here the integration contours run along the imaginary axis with Re j1,2 < 0 and Re(j1+j2) > −1.
The Bose symmetry of the correlation function (2.11) under the exchange of the operators at
15One can question whether the Lu¨scher-Mack procedure produces some Wightman functions but not the
Wightman functions of the theory. We employed the conventional Schwinger-Keldysh technique [36] to verify this
by a direct computation in the explicit examples below.
16It is defined as 〈O(x1)O(x2)O(x3)O(x4)〉c = 〈O(x1)O(x2)O(x3)O(x4)〉−
[〈O(x1)O(x2)〉〈O(x3)O(x4)〉+perm].
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points x2 and x3 leads to the property M(j1, j2) = M(j2, j1). Pulling out the product of Euler
gamma functions that are usually included in the definition of the Mellin amplitude,17 we can
write it in the form
M(j1, j2) = [Γ(1− j1)Γ(1− j2)Γ(j1 + j2)]2 M˜(j1, j2) , (2.18)
where M˜(j1, j2) is the so-called amputated Mellin amplitude.
In the case of charge flow correlations built out of conserved currents, one can show that the
disconnected part of the correlator does not contribute to the observables. In the case of scalar
flow operators at hand the disconnected part could lead to unphysical divergences, due to the
presence of the unit operator in the operator product expansion of the two detector operators.
This is discussed in detail in [19].
Now, let us apply the Lu¨scher-Mack analytic continuation to the Mellin integral (2.17). As
was demonstrated by Mack [11], it amounts to replacing all Euclidean distances in the Mellin
integrand by
x2ij → −x2ij + iǫx0ijθ(j − i) , (2.19)
where the minus sign is due to our choice of the Minkowski signature (+,−,−,−) and the
θ−function reflects the ordering of the operators in the Wightman function.18 As was shown in
[11], this procedure leads to correlation functions that satisfy the Wightman axioms [35].
2.3 Integration over time and the final formula
We are now ready to compute the charge flow observables (2.5). As explained in the beginning
of this section, the one-point correlation (2.9) is fixed by symmetry. In the first nontrivial case
of the two-detector correlation, we find from (2.3) and (2.5)
〈O(n)O(n′)〉q = σ−1tot
∫
d4x1 e
iqx1
∫ ∞
−∞
dx2−
∫ ∞
−∞
dx3−
× lim
x2+→∞
lim
x3+→∞
(x2+x3+)
2〈0|O†(x1)O˜(x2)O˜(x3)O(0)|0〉 , (2.20)
where x2 = x2+n + x2−n¯ and x3 = x3+n′ + x3−n¯′ define the positions of the detectors. The
normalization factor σtot is given by the Fourier transform of the two-point Wightman correlator.
As mentioned in the Introduction, it describes the transition O → everything. The correlation
function 〈0|O†(x)O(0)|0〉 is completely fixed by conformal symmetry, Eq. (2.14), and its analytic
continuation has been discussed in the previous subsection,
σtot =
∫
d4x eiqx
(−x2 + iǫx0)2 = 2π
3θ(q0)θ(q
2) . (2.21)
Here we normalized the scalar operators so that their Euclidean two-point function is 1/(x2)2.
17Their origin is explained in Appendix D and stems from the Symanzik ‘star formula’ (D.3). Upon a Mellin
transformation, each distance squared x2ij is accompanied by an Euler gamma function. For four-point correlation
function this leads to a product of six gamma functions.
18Time-ordered correlators can be similarly obtained by x2ij → −x2ij + iǫ .
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To evaluate (2.20), we use the Mellin representation for the Wightman four-point correlation
function,
〈0|O†(x1)O˜(x2)O˜(x3)O(x4)|0〉c = 1
(2π)4
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
M(j1, j2)
xˆ212xˆ
2
13xˆ
2
24xˆ
2
34
(
xˆ212xˆ
2
34
xˆ223xˆ
2
14
)j1 ( xˆ213xˆ224
xˆ223xˆ
2
14
)j2
,
(2.22)
where xˆ2ij = −x2ij+iǫx0ij for i < j. The calculation of (2.20) is greatly simplified by the assumption
that the integration over the Mellin parameters can be postponed till the very end, after the limit
has been taken and all other integrations on the right-hand side of (2.20) have been done. We
start by taking the limit. Replacing x2 = x2+n+ x2−n¯ and x3 = x3+n′ + x3−n¯′ in (2.22), we find
that for x2+, x3+ →∞ the integrand on the right-hand side of (2.22) scales as
1
4
(x2+x3+)
−2M(j1, j2) [2(xˆ12n)(xˆ34n′)]
j1−1 [2(xˆ13n)(xˆ24n′)]
j2−1 [xˆ214(nn
′)]−j1−j2 , (2.23)
where (xˆjkn) ≡ (xjn) − (xkn) − iǫ for j < k and (xˆjkn′) is defined in the same way. Here we
tacitly assumed that (nn′) 6= 0. The case n = n′, i.e., where the two detectors sit on top of each
other, has to be treated separately.
Substituting (2.22) and (2.23) into (2.20), we integrate over the detectors times, x2− and x3−,
and obtain an expression for the two-point correlation 〈O(n)O(n′)〉q. It takes the expected form
(2.9) with the event shape function given by (see appendix A for details)
F(z) = q2
∫
d4x eiqx
G(γ)
x2 − iǫx0 , (2.24)
where x ≡ x14 and the variable z was defined in (2.10). Here the integrand involves the function
G(γ) = − 1
16π3
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
[
Γ(1− j1 − j2)
Γ(1− j1)Γ(1− j2)
]2
M(j1, j2)γ
j1+j2−1 , (2.25)
which depends on the dimensionless ratio
γ =
2((xn)− iǫ)((xn′)− iǫ)
(x2 − iǫx0)(nn′) . (2.26)
Notice that the (−iǫ)-prescription in (2.24) and (2.26) follows unambiguously from the analytic
properties of the Wightman correlation function (2.22). In particular, it ensures that the function
F(z) vanishes outside of the physical region 0 ≤ z ≤ 1.
Taking the Fourier transform in (2.24) we finally obtain for 0 < z < 1
F(z) = 1
4
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
M(j1, j2)K(j1, j2; z) , (2.27)
where the z−dependence resides in the kernel
K(j1, j2; z) =
2Γ(1− j1 − j2)
Γ(j1 + j2) [Γ(1− j1)Γ(1− j2)]2
(
z
1− z
)1−j1−j2
, (2.28)
and M(j1, j2) is the Mellin amplitude defining the Euclidean correlation function (2.17).
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The following comments are in order. In the course of the derivation of (2.27) we defined
several integrals by analytic continuation from their regions of validity. In addition, we exchanged
the order of different operations, e.g., the Fourier integral in (2.20) with the Mellin integral. This
could possibly lead to some subtleties and, indeed, as we show below, the relation (2.27) does
not reproduce correctly the contribution to F(z) localized at z = 1. We explain in Section 4.1.1
how it can be recovered and present an explicit example in Appendix B.
One may wonder whether the integral in (2.27) is convergent. We recall that, compared to
the correlation functions, here we have no a priori reason for (2.20) to be finite. To address this
issue it is convenient to rewrite (2.27) in terms of the amputated Mellin amplitude M˜ defined in
(2.18),
F(z) = 1
2
∫ −δ+i∞
−δ−i∞
dj2
2πi
π
sin(πj2)
(
z
1− z
)1−j2 ∫ −δ+i∞
−δ−i∞
dj1
2πi
M˜(j1, j2 − j1) , (2.29)
where we shifted the integration variable as j2 → j2 − j1. The usual assumption about the
convergence of the Mellin amplitude M˜(j1, j2) is that it does not grow exponentially fast for large
j1,2. Then, due to the damping multiplier 1/ sin(πj2), the integral over j2 in (2.29) is convergent.
This does not guarantee, however, the convergence of the j1−integral. The condition for the event
shape function F(z) to be finite translates into the requirement for M˜(j1, j2 − j1) to decrease
sufficiently fast at large j1,
lim
j1→∞
M˜(j1, j2 − j1) = o(1/j1) . (2.30)
We are not aware of any necessary and sufficient conditions for such a behavior in generic CFT.
In practice, energy correlations are believed to be finite non-perturbatively. It will be interesting
to understand what property of the correlation functions involving stress tensors guarantees the
IR finiteness of the event shape function F(z) in terms of the dynamical CFT data (three-point
functions and anomalous dimensions of operators).
2.4 Double discontinuity
Relation (2.27) establishes a correspondence between the two-detector correlation 〈O(n)O(n′)〉q
and the four-point correlator of scalar operators in the CFT. Namely, the event shape func-
tion F(z) is given by the convolution of the Mellin amplitude M(j1, j2) defining the four-point
correlator and the universal detector kernel K(j1, j2; z) independent of the details of the CFT.
Let us turn the logic around and ask the following question: what properties of the correlation
functions are probed by the event shape function F(z)? For this purpose, in this subsection we
derive a relation between the two functions which does not require going through the Mellin
representation and which is formulated directly in configuration space.
To begin with, let us examine the functions G(γ) and F(z) introduced in (2.25) and (2.27),
respectively. They are defined in two different representations and are related to each other
through the Fourier transform (2.24). Unlike F(z), which is defined in the interval 0 < z < 1, the
function G(γ) depends on the (unconstrained) variable γ given in (2.26). The analytic properties
of G(γ) follow from the integral representation (2.25). In particular, examining the convergence
properties of the Mellin integral in (2.25), we find that G(γ) has a branch cut that runs along
the negative axis −∞ < γ ≤ 0. We can define the discontinuity of G(γ) across the cut as
Discγ G(γ) ≡ G(γ + i0)− G(γ − i0)
2i
, (2.31)
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where the expression in the right-hand side is given by the difference of the functions evaluated at
the two edges of the cut. Making use of the identity Discγ γ
j1+j2 = θ(−γ)|γ|j1+j2 sin(π(j1 + j2)),
we find from (2.25)
Discγ G(γ) = θ(−γ)
16π2
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
Γ(1− j1 − j2)M(j1, j2)
Γ(j1 + j2)[Γ(1− j1)Γ(1− j2)]2 (−γ)
j1+j2−1 . (2.32)
We observe the striking similarity of this relation with (2.27) and (2.28). Comparing the two
integrals we conclude that
F(z)
8π2
= Discγ G(γ)
∣∣∣∣
γ=(z−1)/z
. (2.33)
Thus, the role of the Fourier integral in (2.24) is to take the discontinuity of G(γ) across the cut
and then to set γ = (z − 1)/z.
As a next step, we have to find a relation between G(γ) and the four-point correlation function
(2.11), or equivalently, the function Φ(u, v) of the two conformal cross-ratios. In Euclidean space,
u and v take positive values and the Mellin amplitude is given by (see Eq. (2.17))
M(j1, j2) =
∫ ∞
0
dudv
v3
(u
v
)−1−j1(1
v
)−1−j2
Φ(u, v) . (2.34)
We may try to substitute this relation into (2.25) and (2.27) but it is easy to check that the
resulting Mellin integrals diverge. This is not surprising since otherwise it would imply that
the intrinsically Lorentzian event shape function F(z) can be expressed in terms of a Euclidean
quantity.
It is therefore more natural to relate the Mellin amplitude to the function Φ(u, v) in Minkowski
space-time where u and v can take arbitrary real values. It is convenient to parametrize the
possible values of the cross-ratios as
u =
ww¯
(1− w)(1− w¯) , v =
1
(1− w)(1− w¯) , (2.35)
so that the corresponding function Φ(w, w¯) ≡ Φ (u(w, w¯), v(w, w¯)) has the Mellin representation
Φ(w, w¯) =
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
M(j1, j2) (ww¯)
j1 ((1− w)(1− w¯))j2 . (2.36)
On general grounds we expect that Φ(w, w¯) should have cuts in the w− and w¯−planes that start
at the branch points at w = 0, 1 and w¯ = 0, 1. We can choose the cuts to be (−∞, 0] and [1,∞).
The principal sheet is the one on which the Euclidean correlation function is defined. As before,
we may use (2.36) to compute the discontinuity of Φ(w, w¯) across the cuts. For our purposes
we will need the Lorentzian double discontinuity DiscwDiscw¯Φ(w, w¯) across two different cuts,
−∞ < w ≤ 0 and 1 ≤ w¯ <∞ 19
DiscwDiscw¯Φ(w, w¯) = −θ(−w)θ(w¯ − 1)
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
M(j1, j2)
× (−ww¯)j1 ((1− w)(w¯ − 1))j2 sin(πj1) sin(πj2) . (2.37)
19Discontinuities of the Lorentzian correlation functions in CFT have been studied in the context of locality
[44] and the eikonal approximation [45] in AdS/CFT.
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The inverse relation looks as
M(j1, j2) =
∫ 0
−∞
dw
∫ ∞
1
dw¯
(w − w¯) DiscwDiscw¯Φ(w, w¯)
(−ww¯)1+j1 ((1− w)(w¯ − 1))1+j2 sin(πj1) sin(πj2)
. (2.38)
Compared to (2.34), this integrand contains the additional factor 1/(sin(πj1) sin(πj2)) which
improves the convergence of the Mellin integrals at infinity. Indeed, substituting (2.38) into
(2.25) and performing the integration with respect to the Mellin parameters, we find
G(γ) = − 1
16π5
∫ 0
−∞
dw
∫ ∞
1
dw¯
w − w¯
ww¯(1− w)(1− w¯)DiscwDiscw¯Φ(w, w¯) (2.39)
×
(
1√
(−1 + w + w¯ + γ)2 − 4ww¯γ +
1
(1− w)(1− w¯)− γ +
1
ww¯ − γ +
1
γ
)
,
where the discontinuities are taken along the left branch of the cut in the w−plane and along
the right one in the w¯−plane.
Finally, we combine Eqs. (2.33) and (2.39) together to conclude that the event shape function
F(z) is related to the double discontinuity of the four-point correlation function. We observe
that the γ dependence resides only in the second line of (2.39) and, as a consequence, each of the
four terms in the paranetheses in (2.39) contributes to the discontinuity in (2.33). In particular,
the last term there, 1/γ, gives rise to a contribution to F(z) proportional to δ(1 − z). This
suggests that relation (2.33) can be used to correctly reproduce the δ(1 − z) terms in the event
shape function F(z). Below we present an example illustrating this point.
3 From correlation functions to amplitudes
In the previous section we analyzed the charge correlations in a generic interacting four-dimen-
sional CFT and our discussion did not rely on whether an S-matrix formulation exists or not.
Typically, the latter is not available since the theory remains interacting at any distances. If we
insist on defining a scattering matrix to make contact with QCD-like theories, the way out of
this predicament is to deform the original theory away from its critical point. There are multiple
ways to do it, either by deforming the theory with a relevant operator that triggers the flow to
the gapped phase or by deviating from the four-dimensionality of space-time. Along this route,
the theory becomes free in the IR and thus the flow operators acting at infinity can be regarded
as acting on the Hilbert space of free massless particles. The definition of scattering amplitudes
becomes meaningful in this setup and it is safe to talk about weighted cross sections (1.1). The
aforementioned IR divergences show up as singularities in the scattering amplitudes, either as
logarithms in the mass or as poles in the parameter of dimensional regularization. However,
the fact that we are dealing with IR safe observables implies that all singularities cancel on the
right-hand side of (1.1) and a finite limit exists when we send the deformation parameter to zero.
There is one subtlety though that we should address: does the finite result that we get in this
way coincide with the computation in the original theory using correlation functions (2.5)? It
is clear that, at least perturbatively, this is the case. Non-perturbatively we do not have any
arguments in favor of or against this scenario and it will be interesting to explore it in detail.
Having in mind perturbative computations around the free field theory fixed point, it suffices
to explain the relation between the integrated correlation functions (1.2) and weighted cross
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sections (1.1) in the simplest case of a massless scalar field φ. The derivation presented below
is not new, see, e.g., Ref. [46]. We also introduce a bilinear local operator O˜(x) = φ2(x) of
dimension two that serves as a toy model for the detector discussed in the previous section.
Since we are dealing with a free theory, we can use the mode decomposition for the free scalar
field φ in terms of creation and annihilation operators,
φ(x) =
∫
d3~k
2k0(2π)3
[
a†(k)eik
0t−i~k~x + a(k)e−ik
0t+i~k~x
]
. (3.1)
Here the on-shell condition k0 = |~k| is implied and the creation/annihilation operators obey the
commutation relation [a(k), a†(k′)] = (2π)32k0δ(3)(~k−~k′). We substitute the expansion (3.1) into
the definition (2.3) of the flow operator,
O(n) =
∫ ∞
−∞
d(xn) lim
r→∞
r2φ2(xn+ r, r~n) , (3.2)
and take the large r limit first. This produces a highly oscillating integrand and we can evaluate
the two angular integrals emerging from the momentum integration measure d3~k = ~k2d|~k|dΩ~k by
a stationary phase
lim
r→∞
r
∫
d2Ω~k e
±ikr(1−(~n~k)/|~k|) = ±2πi
|~k|
∫
d2Ω~k δ
(2)(Ω~n − Ω~k) . (3.3)
Finally, the retarded (xn)−time integral produces the energy conserving delta function in the
large r limit. We can use it to integrate over |~k′|. The result of these operations yields the final
expression for the flow operator
O(n) =
∫
d|~k|
2(2π)3
a†(k)a(k) =
∫
d3~k
2k0(2π)3
a†(k)a(k)
(
1
k0
δ(2)(Ω~n − Ω~k)
)
. (3.4)
Making use of (3.4), we find that the action of the flow operator O(n) on a multiparticle
state |X〉 is diagonal, with the corresponding eigenvalue being the weight factor wO(X) (see Eq.
(1.1)),
O(n)|X〉 = wO(n)(X)|X〉 =
∑
i
1
k0i
δ(2)(Ω~n − Ω~k)|X〉 , (3.5)
where the sum runs over all particles populating |X〉. Inserting the complete set of on-shell
states,
∑
X |X〉〈X| = 1, in Eq. (2.5) and naively using relation (3.5) multiple times yields the
equality of the scalar flow correlation and the weighted cross section,
〈O(n1) . . .O(nk)〉q = 1
σtot
∑
X
(2π)4δ(4)(q − kX)wO(n1)(X) . . . wO(nk)(X)|〈X|O(0)|0〉|2 . (3.6)
However, taken at its face value, this identity is not correct beyond the one-point correlation.
Given our definition of the left-hand side in Eq. (2.5), for the equality (3.6) to be valid the
correlation is subject to certain conditions that we now address.
First, a careful inspection of the right-hand side of Eq. (3.6) shows that already in the free
theory the scalar flow operators (3.4) cease to commute. On the correlator side, this complication
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translates into contributions from graphs where the flow operators are contracted by at least one
Wick pairing, the so-called detector cross-talk. Thus, to make the above identification (3.6)
work, one needs to eliminate the offending diagrams. This procedure is addressed at length in
the companion paper [19].
Another issue that may arise is that the correlations are ill defined because they are not
associated with any conserved charge. Indeed, we found that the scalar correlations can diverge
starting from two detector insertions. Below we provide an explicit illustration in N = 4 SYM
where we overcome both difficulties by choosing very specific SO(6) quantum numbers of the
scalar half-BPS bilinear operators representing the sources and the flow operators. With this
choice, the scalar detector correlations turn out to be related to the energy flow correlations by
superconformal symmetry. The latter are free from the aforementioned complications since these
effects are no longer present for flow operators built from the stress tensor.
4 Illustration: N = 4 SYM
In this section, we use N = 4 SYM with the gauge group SU(Nc) to illustrate the general
formalism for computing charge flow correlations from Euclidean correlators as described above.
We recall that in a phenomenologically interesting setup the source is a gauge-invariant conserved
current, e.g., an electromagnetic current. However, to avoid unnecessary complications due to
the Lorentz spin of the currents, we will deal with a scalar operator whose scaling dimension
does not receive quantum corrections. Within the framework of N = 4 SYM theory a natural
candidate for such an object is the bilinear scalar half-BPS operator
O(x) =
1√
c
Y IY JOIJ
20′
=
1√
c
Y IY Jtr[ΦI(x)ΦJ (x)] , (4.1)
where the six real scalar fields ΦI (with I = 1, . . . , 6) form a vector of SO(6). They are con-
tracted with an auxiliary six-dimensional complex null vector Y I in order to project the bilinear
tr[ΦI(x)ΦJ (x)] onto the irreducible representation 20′ of the R-symmetry group SU(4) ∼ SO(6).
We can choose without loss of generality
Y = (1, 0, 1, 0, i, i) , (4.2)
with any other choice being its SO(6) rotation. Notice that we have included the factor
c = (N2c − 1)/(2π4) (4.3)
into the definition (4.1) in order to have a convenient normalization for the Euclidean two-point
function, 〈O†(x)O(0)〉 = 1/(x2)2.
The operator (4.1) belongs to the same N = 4 supermultiplet as the R-current Jµ and the
energy-momentum tensor Tµν and hence its scaling dimension ∆ = 2 is protected from quantum
corrections. As a consequence, the four-point correlation function of such scalar operators, dis-
cussed in this paper, is related by superconformal transformations to the physically interesting
correlation functions involving conserved currents. Therefore, we may anticipate that also the
corresponding flow operator correlations are related to one another, which is indeed the case [19].
To calculate the double scalar flow correlation, we consider the four-point function of the
form 〈O†(x1)O˜(x2)O˜(x3)O(x4)〉, where the operators at points x1 and x4 describe the source and
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its conjugate (the sink), respectively, and O˜ denotes the flow operator. The reality of the event
shape function F(z) implies that the flow operators have to be Hermitian. For the case at hand
it means that the SO(6) projectors have to be defined by real, symmetric and traceless matrices
SIJ ,20
O˜(x2) = 2S
IJOIJ
20′
= 2SIJtr[ΦI(x2)Φ
J (x2)] . (4.4)
The second operator O˜(x3) is given by the same expression with the matrix S being replaced by
another one S ′ with the same properties. It is convenient to choose S and S ′ in the following
form
S = diag(1,−1, 0, 0, 0, 0) , S ′ = diag(0, 0, 1,−1, 0, 0) , (4.5)
so that SS ′ = 0. This choice has an invariant interpretation in the sense of the R-symmetry group.
Namely, for general S and S ′ the operator product expansion of the two operators O˜(x2)O˜(x3)
results into six SU(4) channels corresponding to the irreducible representations that appear in
the tensor product 20′×20′ = 1+15+20′+84+105+175. However, for the particular choices
of the auxiliary variables Y in (4.2) and S, S ′ in (4.5), only the representation 105 survives (for
more details, see Appendix D in Ref. [19]).
One of the reasons why we selected the contribution of the 105 representation to the double
scalar flow correlations is that, as we prove in Ref. [47] using superconformal Ward identities, it
is related to the physically interesting energy flow correlations in a remarkably simple way,
〈E(n)E(n′)〉 = 4(q
2)2
(nn′)2
〈O(n)O(n′)〉105 . (4.6)
Here the energy flow operator E(n) is determined by the same expression as before (2.3) with the
only difference that the scalar operator gets replaced by a particular component of the energy-
momentum tensor, i.e., O˜(x) → n¯µn¯νTµν(x)/(nn¯)2.
We would like to emphasize that Eq. (4.6) does not rely on the specific dynamics of N = 4
SYM, but it is a (rather non-trivial) corollary of N = 4 superconformal symmetry. It allows
us to use available results for the correlation functions of half-BPS operators in order to probe
the energy flow correlations in N = 4 SYM at weak and strong coupling. Another interesting
consequence of Eq. (4.6) is that 〈O(n)O(n′)〉105 inherits the positivity property of the energy
flow correlations. We shall return to this point in Sect. 4.3.
4.1 Double flow correlation at weak coupling
To start with, we recall that due to the half-BPS nature of the source (4.1), the two-point
Wightman correlation function 〈O†(x)O(0)〉 is given exactly by 〈O†(x)O(0)〉 = 1/(−x2 + iǫx0)2,
Eq. (2.21), to all orders in perturbation theory.21 This implies that the total cross section
coincides with its Born level approximation, or equivalently only the tree-level amplitude for
20Here the factor of 2 in the definition of the operator O˜(x2) was introduced to compensate a similar factor in
the normalization of the SU(Nc) generators tr(T
aT b) = 1
2
δab.
21See, e.g., [48, 49, 50] for non-renormalization theorems and Refs. [51] and [52] for explicit one- and two-loop
perturbative tests, respectively.
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the transition O → two scalars contributes to σtot, with the rest cancelling exactly between real
emissions and virtual corrections,
σtot =
∫
d4x eiqx〈0|O†(x)O(0)|0〉 = (2π)2
∫
d4k δ+(k
2)δ+((q − k)2) = 2π3 . (4.7)
Here the second relation is expressed in terms of a momentum integral of the Cutkosky cut
involving two Wightman functions in momentum space.
4.1.1 Mellin transform
Let us now examine the main object defining the double flow observable, the four-point Wightman
correlation function of the half-BPS operators OIJ
20′
. Its Euclidean counterpart was studied in
great detail in N = 4 SYM at weak coupling [53, 54, 55, 56], so we can adapt these results to
our present consideration.
As was explained at the beginning of this section, to ensure the reality condition for the charge
flow correlations, we consider the four-point function 〈O†(x1)O˜(x2)O˜(x3)O(x4)〉 of the operators
(4.1) and (4.4) involving different SO(6) projections of the half-BPS operator OIJ
20′
. Taking into
account (4.2) and (4.4), we find
〈O†(x1)O˜(x2)O˜(x3)O(x4)〉 = N
2
c − 1
8(2π)4
(
1
x412x
4
34
+
1
x413x
4
24
)
(4.8)
+
1
(2π)4
1
x212x
2
24x
2
13x
2
34
{
1
2
+
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
M(j1, j2; a)
(x212x234
x223x
2
14
)j1(x213x224
x223x
2
14
)j2}
,
where the first and the second lines describe the disconnected and connected contributions,
respectively (see footnote 16). In addition, in the second line we separated the Born-level contri-
bution from quantum-loop effects and made use of the Mellin representation for the latter. The
Mellin amplitude M(j1, j2; a) depends on the ’t Hooft coupling a = g
2
YM
Nc/(4π
2) and starts at
order O(a) in perturbation theory [57],
M(j1, j2; a) = −a
4
[Γ(−j1)Γ(−j2)Γ(1 + j1 + j2)]2 +O(a2) . (4.9)
For the amputated Mellin amplitude, we have from (2.18)
M˜(j1, j2; a) = −a(j1 + j2)
2
4j21j
2
2
+O(a2) . (4.10)
The integration contour in the Mellin integral in (4.8) runs along the imaginary axis to the left
of the origin and separates the poles of the Euler gamma functions in (4.9) with positive and
negative signs in front of the integration variables, i.e., Γ(. . . + j) and Γ(. . . − j), respectively.
Presently, the perturbative expansion of (4.8) is known explicitly in terms of functions with
known Mellin representation up to two loops [58, 53, 59, 60], and up to six loops in terms of basis
integrals [56], which were successfully computed at three-loop order [61].
Let us now substitute (4.8) into (2.20) and compute the corresponding event shape function
(2.9). At weak coupling, it admits an expansion in powers of a,
F(z; a) = F (0)(z) + aF (1)(z) + . . . . (4.11)
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To obtain F (0)(z) it suffices to retain only the terms independent of the coupling constant in
(4.8). We find in this way that the first line in Eq. (4.8) does not contribute to (2.20), since after
sending the operators O˜(x2) and O˜(x3) (i.e., the two detectors) to spatial infinity, the integrals
over the detector time take the form
∫∞
−∞ dx2−/(x2− − iǫ)2 and hence vanish. For the Born level
term in the second line of (4.8), the integral over the detector time involves a single pole and,
therefore, yields a nontrivial result,
F (0)(z) = −q
2(nn′)
8(2π)3
∫
d4x
eiqx
((xn)− i0)((xn′)− i0) =
1
4
δ(1− z) . (4.12)
At one loop, we apply the general strategy developed in Section 2.3 and compute the event shape
function F (1)(z) using (2.27) and (2.28). Taking into account (4.10), we find
F (1)(z) = −π
8
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
(j1 + j2)
2
j21j
2
2 sin(π(j1 + j2))
(
z
1− z
)1−j1−j2
= −z
4
ln(1− z)
1− z . (4.13)
Notice that, as we pointed out in Section 2.3, the O(a) correction in (4.13) is valid only away
from the kinematical boundaries, i.e., for 0 < z < 1. Indeed, a more careful analysis of the z = 1
boundary (see Appendix B for details) leads to the following result
F (1)(z) = −z
4
[
ln(1− z)
1− z
]
+
− ζ2
4
δ(1− z) , (4.14)
where [. . . ]+ stands for the conventional definition of the plus-distribution, see Eq. (B.10). The
two expressions (4.13) and (4.14) differ by a contact term proportional to δ(1 − z). Once such
terms are taken into account, the event shape function (4.14) becomes integrable at z = 1. This
is consistent with the physical picture that the energy flow correlations are finite when integrated
over any finite region on the sphere. Equivalently, we can obtain (4.14) using (2.33). This is
what we come to next.
4.1.2 Double discontinuity
As we already discussed at length in the previous section, there is yet another efficient way to
obtain the result for the event shape function which immediately yields contributions from the
tempered distribution at z = 1. It relies on using Eq. (2.39).
Substituting (4.9) into (2.36), we find that the one-loop conformal invariant function Φ(w, w¯) =
aΦ(1)(w, w¯) + . . . , rewritten in terms of the variables w and w¯ defined in Eq. (2.35), takes the
form [57]
Φ(1)(w, w¯) = − 1
4(w − w¯)
[
2Li2 (w)− 2Li2 (w¯) + ln(ww¯) ln
(
1− w
1− w¯
)]
, (4.15)
with Li2(x) being the Euler dilogarithm. Its double discontinuity across the cuts −∞ < w ≤ 0
and 1 ≤ w¯ <∞ reads
DiscwDiscw¯Φ
(1)(w, w¯) = −π
2
4
1
w − w¯ . (4.16)
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Substituting this relation into (2.39), we can easily obtain the corresponding function G(γ) in
the coordinate representation,
G(γ) = − a
4(2π)3
Li2(
γ−1
γ
)− ζ2
γ
+O(a2) . (4.17)
According to (2.33), the event shape function can be computed as the discontinuity of G(γ) at
γ = (z − 1)/z. This discontinuity is easily evaluated by replacing the dilogarithm by its integral
representation (see Eq. (B.3) below). In this way we reproduce the expected result (4.14), includ-
ing the terms localized at z = 1. This should be compared with the conventional computation
of similar observables using amplitudes, which is quite intricate and requires different sorts of
regularization [4]. The simplicity of the calculation of the scalar flow correlations is one of the
advantages of the current approach, provided the Euclidean correlation functions are known,
which is currently the case.
4.1.3 Weighted cross section
Let us finally turn to the computation of the scalar flow correlations starting from N = 4 SYM
amplitudes. As explained in Section 3, the flow operators can be expressed in terms of the
creation and annihilation operators of free scalars,
O(n) =
∫
d3~k
2k0(2π)3
∑
colors
(
a†1(k)a1(k)− a†2(k)a2(k)
)( 1
k0
δ(2)(Ω~n − Ω~k)
)
. (4.18)
The only difference between this relation and (3.4) is that Eq. (4.18) takes into account the
contribution of different scalar species in N = 4 SYM. The type of scalars and their relative
weights are controlled by the matrix S introduced in (4.5). In a similar manner, the second
flow operator O(n′), corresponding to the matrix S ′ in (4.5), is given by (4.18) with the indices
enumerating the scalars changed from 1 and 2 to 3 and 4, respectively.
In the Born approximation, the source (4.1) creates a pair of free scalars out of the vacuum.
Their contribution to the weighted cross section is
〈O(n)O(n′)〉105 = σ−1tot
∫
dPS2
∣∣〈s1(k1)s3(k2)|O(0)|0〉∣∣2(k01 k02)−1 δ(2)(Ω~k1 − Ω~n)δ(2)(Ω~k2 − Ω~n′) ,
(4.19)
where 〈s1(k1)s3(k2)|O(0)|0〉 is the transition amplitude into a two-particle final state |s1, s3〉.
Here the subscripts indicate the type of the scalars sI (with I = 1, . . . , 6). These are the only
ones that satisfy the following two criteria: they are created by the operator (4.1); they are
detected by one of the detectors (4.18). The square of the amplitude is a constant,
|〈s1(k1)s3(k2)|O(0)|0〉|2 = 2π4 , (4.20)
that depends on the normalization of the source operator, see Eq. (4.1). Here and below, we use
the conventional notation for the Lorentz invariant phase space measure for ℓ massless particles
with total momentum qµ,∫
dPSℓ =
∫ ℓ∏
i=1
d4ki
(2π)4
2πδ+(k
2
i ) (2π)
4δ(4)
(
q −
ℓ∑
i=1
ki
)
, (4.21)
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with δ+(k
2) = θ(k0)δ(k2). After an elementary calculation, Eq. (4.19) yields a result in complete
agreement with Eqs. (2.9) and (4.12).
As we come to the consideration of O(a) effects, we shall focus on the region 0 < z < 1 away
from the kinematical boundaries. This leads to significant simplifications in the calculations.
Namely, we can safely neglect the virtual corrections to the Born amplitude (4.20) and take
into account only the production of an extra gluon in the two-scalar final state. The relevant
scattering amplitude squared is∣∣〈s1(k1)s3(k2)g(k3)|O(0)|0〉∣∣2 = 32π6a s12
s13s23
, (4.22)
where we used the fact that all particles are on-shell, k2i = 0, and the Mandelstam invariants are
denoted by sij = (ki+kj)
2. Then, the order O(a) correction to the double scalar flow correlation
takes the form
〈O(n)O(n′)〉 = σ−1tot
∫
dPS3
∣∣〈s1(k1)s3(k2)g(k3)|O(0)|0〉∣∣2(k01 k02)−1 δ(2)(Ω~k1 − Ω~n)δ(2)(Ω~k2 − Ω~n′) .
(4.23)
In Appendix C we show that this expression reproduces the order O(a) result (4.13) of the
correlation function computation for 0 < z < 1. A similar calculation for the double energy flow
was also performed in Ref. [62] and we find agreement with the functional z-dependence reported
in that work.
The calculation of the scalar flow correlation as a weighted cross section is rather simple at
one loop, however it becomes very hard already at next-to-leading order. One needs to deal with
tree amplitudes with production of four particles and one-loop amplitudes with three particles
in the final state. While the corresponding transition amplitudes are available in the literature
[63, 64], at this order the calculation requires an IR regulator, making it very involved. On the
other hand, as we already mentioned before, the correlation function approach bypasses these
complications with ease. In addition, as we demonstrate in the next subsection, it allows us to
compute the scalar flow correlations at strong coupling, a regime unattainable in the amplitude
approach.
4.2 Double scalar flow correlation at strong coupling
According to the AdS/CFT correspondence [20, 21, 22], the Euclidean correlation function of four
half-BPS operators in planar N = 4 SYM at strong coupling is equal to the four-point scattering
amplitude of massless scalars in the supergravity approximation to type IIB string theory on an
AdS5×S5 background. For the strong coupling counterpart of the correlation function (4.8), the
result is [65, 40, 53]
〈O†(x1)O˜(x2)O˜(x3)O(x4)〉c = 1
(2π)4
1
x212x
2
24x
2
13x
2
34
(4.24)
×
{
1
2
+
1
π2
x212x
2
23x
2
34x
2
14
[
3
2
D2222 +
(
v
u
+
1
u
− 1
)
x212D3322 −
1
2x234
D2211
]}
,
where the subscript c indicates that only the connected contribution is considered. The discon-
nected one, given by a product of two-point correlation functions, is protected from quantum
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corrections. The first term in the curly brackets formally coincides with the Born approximation
(see Eq. (4.8)) whereas the second term involves D−functions whose definition is recalled in Ap-
pendix D. The indices of the D−functions indicate the conformal weights at the corresponding
four points x1, . . . , x4. Though it is not explicit in the above representation, the second line in
(4.24) is actually a function of the conformal cross-ratios u and v only. This can be seen by
converting it to the Mellin form. The main steps are reviewed in Appendix D. The result has the
general form (4.8) with the strong-coupling Mellin amplitude given by the following remarkably
simple expression
M(j1, j2) = − [Γ(1− j1)Γ(1− j2)Γ(1 + j1 + j2)]2
(
1 + j1 + j2
2j1j2
)
. (4.25)
The corresponding reduced Mellin amplitude (2.18) takes the form
M˜(j1, j2) = −(1 + j1 + j2)(j1 + j2)
2
2j1j2
. (4.26)
We recall that relations (4.25) and (4.26) are valid in planar N = 4 SYM at strong coupling.
Let us apply (2.27) and (2.28) to compute the event shape function resulting from Eq. (4.25).
As mentioned earlier, the first term in the curly brackets in (4.24) has already appeared at weak
coupling and it produces F (0)(z) from Eq. (4.12). However, the same contact term, but with an
opposite sign, comes also from the second term in (4.24). As a result, F (strong)(z) is regular at
z = 1 and is given by the following Mellin integral
F (strong)(z) = −π
4
∫
dj1 dj2
(2πi)2
(j1 + j2)
2(1 + j1 + j2)
j1j2 sin π(j1 + j2)
(
1− z
z
)j1+j2−1
=
1
4
∞∑
k=1
k(1 + k)
(
z − 1
z
)k−1
=
z3
2
, (4.27)
where we first shifted one of the integration variables, e.g., j2 → j2 − j1, and then evaluated
the resulting integrals by closing the contour and picking the contributions from the residues.
The same result (4.27) can be obtained from the discontinuity representation (2.33) using the
expression for the function G(γ) at strong coupling
G(strong)(γ) = 1
32π3
1− γ2 + 2γ ln γ
γ(1− γ)3 , (4.28)
which we find substituting (4.25) into (2.25). Thus, the double scalar flow correlation takes the
form
〈O(n)O(n′)〉strong
105
=
1
q2(nn′)
z3
8π2
. (4.29)
Using the relation to the energy flow correlation (4.6), we get the following expression at strong
coupling
〈E(n)E(n′)〉strong = q
8
16π2(qn)3(qn′)3
. (4.30)
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In the rest frame of the source qµ = (q0, 0, 0, 0), it reproduces the result of Ref. [9], namely, that
at strong coupling the energy is distributed homogeneously in the final state (see also [66]). This
serves as a nontrivial check of the correlation function approach.
The following comments are in order. Notice that relation (4.6) allows us to predict the
leading correction to (4.29) at strong coupling by making use of the corresponding computation
for the energy flow (4.30) reported in [9]
〈O(n)O(n′)〉strong
105
=
1
q2(nn′)
z3
8π2
[
1 +
1
a
(6z2 − 6z + 1)
]
. (4.31)
It would be natural to expect to find an oder O(1/
√
a) correction to the supergravity approxima-
tion, associated with the first term in the α′-expansion, but this actually vanishes due to a subtle
interplay in the string amplitude (see Eq. (4.5) in Ref. [9]). Thus, the leading α′-effect intervenes
only at the next order, as shown in Eq. (4.31). Matching this relation with the Mellin repre-
sentation (2.29), we obtain a prediction for the first string correction to the integrated reduced
Mellin amplitude,∫ −δ+i∞
−δ−i∞
dj1
2πi
M˜(j1, j2 − j1) = 1
2
j2(1 + j2) +
1
8a
(j2(1 + j2))
2 +O(a−3/2) . (4.32)
In contrast with the correlation function approach, the calculation of (4.29) and (4.30) at
strong coupling using amplitudes is highly problematic. The weighted cross section (1.1) is given
by an infinite sum of transition amplitudes 〈X|O|0〉, to be evaluated at strong coupling. Ac-
cording to the AdS/CFT correspondence, these transition amplitudes are determined at strong
coupling by the area of minimal surfaces in AdS space. The latter can be found using integra-
bility techniques, the so-called Y−system [67, 68, 69, 70]. This leads to the exponential fall-off
〈X|O|0〉 ∼ e−√aArea(X) for any number of particles in the final state |X〉. Thus, in order to
calculate the event shapes (1.1) at leading order at strong coupling, we need to know the explicit
solution of the Y−system for any final state |X〉 and then to find a way to resum an infinite
number of contributions on the right-hand side of (1.1). These complications make the use of
scattering amplitudes for computing the charge flow correlations at strong coupling extremely
hard.
Next, let us comment on the importance of stringy effects for the charge flow computations.
These can have profound implications for the event shapes, arising from their sensitivity to the
Regge asymptotics of the string scattering amplitudes, as was emphasized22 in Ref. [9] and as we
recall below. Via the AdS/CFT correspondence, the double charge flow correlation is related to
a four-point string scattering amplitude. As explained in [9], the relevant AdS computation can
be approximated by the flat space one. This simplifies the task of computing string corrections
to the double charge flow since one can use the flat-space Shapiro-Virasoro amplitude. It is then
clear that the double flow correlation can be sensitive to the high-energy behavior of the latter.
Namely, according to [9] one of the integrals over the detector working time is translated into
an integral over the Mandelstam variable s, while the second one is removed by the energy-
momentum conserving delta function. The upper limit of s extends all the way to infinity and,
thus, the result potentially depends on the large-s asymptotics of the integrand that involves the
scattering amplitude as a multiplicative factor. It is well known that string amplitudes display
22See the discussion around Eqs. (4.20) and (4.22) in Ref. [9].
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the Regge behavior exp(α′t ln s) versus the power law fall-off of gravity amplitudes as s → ∞.
This may lead to an order-of-limits non-commutativity for the operations of time integration and
taking the string tension to infinity, 1/α′ → ∞. The supergravity approximation used in our
analysis corresponds to performing the latter step first. It leads to the decoupling of all heavy
string modes before the time integral is performed. Indeed, it was noticed in Ref. [9] that in
certain circumstances, the result for some charge flow correlations depends on the order of limits.
The details of this phenomenon depend on the detectors at hand. For example, for the energy
flow correlations it was noticed that the problem does not emerge while for the R-charge flow
correlations the operations cease to commute. In this case the premature decoupling of stringy
modes yields divergences. The lesson that one learns is that the computation in the supergravity
approximation may lead to unphysical divergences which do not appear if one first performs the
computation in the full string theory and then sends α′ → 0 only at the very end. By considering
different detectors and states and repeating the steps of [9], it becomes clear that the particular
scenario of inducing divergences does not seem to take place in general. Thus, one can expect
that for certain configurations of the R-charge detectors and sources the divergence will not
appear. This is exactly the case that we discussed in this section. However, as we demonstrate
in [19], other channels will be plagued by these problems and thus their elimination will require
a stringy calculation.
Notice that one should distinguish between different sources of potential divergences that
could contaminate the charge flow correlations. Some of them are the familiar IR divergences,
while others are spurious and appear due to the effect described above. The detailed consideration
of this phenomenon in the context of N = 4 SYM requires further analysis and will be presented
elsewhere.
4.3 Constraints at finite coupling
As announced in Eq. (4.6), the double scalar flow correlation is related to the energy flow cor-
relation in N = 4 SYM. Based on the physical interpretation of the latter, we expect that, for
any value of the coupling constant a and for finite Nc,
23 they have to obey the conditions of IR
safety (finiteness), positivity and regularity. Exploiting relation (4.6), these conditions can be
cast as certain predictions for the four-point correlation function of half-BPS operators (4.8), or
equivalently for the corresponding Mellin amplitude M(j1, j2).
As discussed in Section 2.3, for the scalar flow correlation (2.29) to be IR finite, the reduced
Mellin amplitude M˜(j1, j2 − j1) should decay at large j1 as 1/j1 or faster, see Eq. (2.30). Notice
that there are a priori no reasons to expect that this correlation should be finite in a generic
CFT. In the case of N = 4 SYM, this condition follows from the relation (4.6), since the energy
flow correlations are known to be IR safe. Indeed, using the obtained expressions at weak and
strong coupling, Eqs. (4.10) and (4.26), respectively, we verify that the Mellin amplitude scales
at large j1 as M˜(j1, j2 − j1) ∼ 1/j21 , in agreement with (2.30). It would be very interesting to
understand the physics of the limit (2.30) and what properties of the correlation functions and/or
of the CFT govern the large j1 behavior.
Turning to the second condition, we recall that the positivity of the energy flow correlations
leads, through (4.6), to an analogous property of the event shape function (2.9), F(z) ≥ 0 for
0 ≤ z ≤ 1. Making use of relation (2.29) and introducing the variable η = z/(1 − z), we can
23For recent progress on N = 4 SYM correlation functions at finite coupling, see [71].
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invert the Mellin transformation in (2.29) to get∫ ∞
0
dη ηj2F(η/(1 + η)) = π
2 sin(πj2)
∫ −δ+i∞
−δ−i∞
dj1
2πi
M˜(j1, j2 − j1) . (4.33)
Choosing j2 in (4.33) to be real and such that the η-integral on the left-hand side converges, we
immediately conclude that the expression in the right-hand side should be non-negative,
1
sin(πj2)
∫ −δ+i∞
−δ−i∞
dj1
2πi
M˜(j1, j2 − j1) ≥ 0 , (4.34)
with j2 constrained as above. One can easily check that both the weak and strong coupling
results, Eqs. (4.10) and (4.26), respectively, obey the constraint (4.34). It would be interesting
to understand whether the positivity property (4.34) leads to new constraints on the three-point
functions and scaling dimensions of conformal operators in N = 4 SYM at finite coupling or
whether it is automatically satisfied once the known unitarity bounds are fulfilled.24
Last but not least, another property of the energy flow correlations that is believed to hold
at finite coupling is their regularity. By this we mean the absence of terms like δ(1 − z) which
appear at any finite order in the weak coupling expansion of F(z). Indeed, as we observed above,
the energy flow correlations are completely regular at strong coupling, see Eq. (4.30). Making
use of Eq. (2.33), we see that the term δ(1−z) in F(z) is related to the 1/γ−pole in the function
G(γ). Thus, the contribution from (2.39) proportional to δ(1− z) takes the form
1
2π2
δ(1− z)
∫ 0
−∞
dw
∫ ∞
1
dw¯
w − w¯
ww¯(1− w)(1− w¯)DiscwDiscw¯Φ(w, w¯; a) . (4.35)
Naively, it seems that the regularity of the energy flow correlations and of the matching scalar
flow observables (upon using Eq. (4.6)) implies that the integral in (4.35) should vanish. However,
at strong coupling we observed that the assumption about the Mellin transform of the connected
correlator being a meromorphic function breaks down. The reason for this is the presence of
the connected Born-like contribution (the first term inside the curly brackets in (4.24)). The
latter is clearly not captured by Eq. (4.35) which assumes the existence of a meromorphic Mellin
amplitude, Eq. (2.37). Thus, relation (4.35) has to be modified by taking into account the
additional contribution 1
4
δ(1− z) (see Eq. (4.12)). In this way, we arrive at the following relation
1
4
+
1
2π2
∫ 0
−∞
dw
∫ ∞
1
dw¯
w − w¯
ww¯(1− w)(1− w¯)DiscwDiscw¯Φ(w, w¯; a) = 0 . (4.36)
Together with (2.38), this relation fixes the leading asymptotic behaviour of the Mellin amplitude
M(j1, j2) for small j1 and j2
M(j1, j2) ∼ − 1
2j1j2
, for j1, j2 → 0 . (4.37)
We would like to emphasize that Eq. (4.36) holds under the assumptions that for arbitrary
coupling the connected part of the correlation function can be separated into a sum of a Born-
like term and a Mellin integral, as indicated in the second line of (4.8). In addition, the double
24In the particular case of extremal a/c, the positivity of the multiple-detector energy correlations can be used
to fix all of them [25].
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discontinuity DiscwDiscw¯Φ(w, w¯; a) should vanish at the end points of the cuts, at w = 0 and
w¯ = 1, so that the integral in (4.36) converges around these points.
This implies in particular that the relation (4.36) does not hold at any finite order in the
weak coupling expansion. Indeed, it is easy to see from (4.16) that the double discontinuity does
not vanish at the end points of the cuts already at one loop. This leads to a double logarithmic
divergence of the integral in (4.36). We anticipate that, upon resummation to all orders in the
coupling, such divergences exponentiate and, as a consequence, produce a vanishing contribution
to (4.36).
It is straightforward to verify that both assumptions formulated above hold at strong coupling.
In this case, the double discontinuity DiscwDiscw¯Φ(w, w¯; a) can be found with the help of (2.37)
and (4.25). Due to the simple relation between the Mellin amplitudes at weak and strong
coupling, Eqs. (4.9) and (4.25), respectively, the result can be expressed in terms of the double
discontinuity at one loop, Eq. (4.16),
DiscwDiscw¯Φ
(strong)(w, w¯) = 2(u∂u)(v∂v) (u∂u + v∂v + 1)DiscwDiscw¯Φ
(1)(w, w¯)
=
π2
2
(u∂u)(v∂v) (u∂u + v∂v + 1)
1√
(1 + u+ v)2 − 4uv , (4.38)
with u = −ww¯ and v = −(1 − w)(1 − w¯). Substituting this expression into the left-hand
side of (4.36), we find after some algebra that the relation (4.36) is indeed satisfied. If the
above assumptions continue to hold for the subleading (stringy) corrections to the function
Φ(w, w¯, a) =
∑∞
k=0 a
−k/2Φ(strong)k (w, w¯), each term in the strong coupling expansion Φ
(strong)
k (w, w¯)
(with k > 0) should integrate to zero upon its substitution into (4.36).
5 Summary and conclusions
In this paper, we presented a new approach to computing event shape distributions or, more
precisely, charge flow correlations in a generic conformal field theory. These observables are
familiar from collider physics studies and they describe the angular distribution of global charges
in outgoing radiation created from the vacuum by some source. To simplify our discussion, we
focused on the case where both the source and the charge flow operators are expressed in terms of
scalar operators of the same scaling dimension. In this case, the charge flow correlations are given
by the Wightman correlation function GW of scalar operators in a certain (detector) limit, which
includes sending some of the operators to future null infinity and integrating over their position
on the light front (2.3), (2.5). We then explained how to compute the same quantity using the
Euclidean counterpart GE of the Wightman correlation function GW . The two functions, GW and
GE, are related to each other through a nontrivial analytic continuation which, in the framework
of CFT, is especially easy to perform using the Mellin representation of the correlation function.
We demonstrated that in the particular case of the double flow correlations, the symmetries
of the problem fix the result up to an arbitrary single-variable event shape function (2.9). We
explained that the event shape function is unambiguously fixed by the Euclidean four-point
correlator of the scalar operators or, more precisely, by its Mellin amplitude. Namely, the two-
point correlations are given by a convolution of the Mellin amplitude with the so-called detector
kernel (2.28), which is a universal meromorphic function independent of the CFT. The same result
can be reformulated directly in configuration space, without going to the Mellin representation,
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as a certain Lorentzian double discontinuity of the Euclidean correlation function integrated
along the cuts, Eqs. (2.33) and (2.39). Our analysis can be extended to correlations involving
conserved currents and/or stress tensor. It goes through exactly the same steps as before, even
though it is technically more involved due to the complicated tensor structure of the correlation
functions.
To illustrate the general formalism, we computed the double flow correlations in N = 4 SYM
from the four-point correlation function of half-BPS scalar operators, which have been studied
thoroughly both at weak and strong coupling. One of the remarkable features of this theory
is that the scalar and energy flow correlations are related to each other as in Eq. (4.6) (see
[19]).25 At weak coupling, we verified that our approach leads to expressions for the even shape
function that agree with the result obtained using the conventional amplitude approach. At
strong coupling, we reproduced the finding of Ref. [9] starting from the four-point correlation
function obtained via AdS/CFT in the supergravity approximation [65]. These two tests serve
as an excellent check of the formalism.
Using the aforementioned relation between the scalar and energy flow correlations in N = 4
SYM, we translated the first string correction to the energy flow correlations, computed in [9], into
a prediction, Eq. (4.31), for the 1/a−correction to the Mellin amplitude (4.32) corresponding to
the four-point correlation function of half-BPS operators. In addition, we formulated conditions
on the Mellin amplitude that follow from the infrared finiteness, positivity and regularity of the
energy flow correlations. Most importantly, they should be valid in N = 4 SYM for arbitrary
coupling and away from the planar limit.
One of our motivations has to do with developments in QCD. The existing methods for
computing energy flow correlations rely on amplitudes and are not well tailored to obtain analytic
predictions beyond leading order of perturbation theory. The current approach offers a possibility
to avoid the inefficiency of this standard method by exploiting the results for the correlation
functions available in the literature. As we show in [47], in the special case of N = 4 SYM
the energy flow correlations can be computed analytically at weak coupling to two loops, at
the very least. Based on various examples of observables previously studied in this theory, we
may speculate that the N = 4 SYM result describes the ‘most complicated’ part of the QCD
expressions.
Let us point out that the underlying concepts of the current approach go far beyond their
phenomenological QCD applications. The study of energy flow correlations in CFTs is of impor-
tance on its own since they describe second-order phase transitions, end points of renormalization
group flow and quantum gravities in AdS. Imposing natural physical conditions on the energy
flow correlations (finiteness, positivity and regularity) should lead to additional constraints on
the correlation functions in unitary CFTs. For example, in the case of one-point correlation, the
positivity condition 〈E(n)〉 ≥ 0 is known to be related to the violation of causality for perturba-
tions propagating on top of nontrivial gravitational backgrounds [72, 18, 73, 74]. Studying these
conditions is especially simple in CFTs possessing additional symmetries such as N = 4 SYM,
since the correlation functions in such theories are highly constrained. In particular, it would
be interesting to understand if we can use them as additional input in recent studies of N = 4
SCFT bootstrap [75, 76]. Next, the charge flow correlations possess another attractive feature
that can be seen through the AdS/CFT correspondence. As was shown in [9], they are sensitive
to the Regge limit of scattering amplitudes in the dual theory. Due to this fact, for a general
25This relation is based solely on N = 4 superconformal symmetry, it does not rely on the dynamics of the
theory.
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choice of the detectors, their computation in the supergravity approximation yields a divergent
result [19]. The divergences are unphysical and can be subsequently cured by going beyond the
supergravity limit and by taking into account contributions of heavy string modes. It would be
interesting to better understand the underlying mechanism since it is related to the emergence
of locality in AdS.
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A Scalar detectors in CFT
In this appendix, we present the calculation of the double-detector correlation 〈O(n)O(n′)〉q in
the general case of a D−dimensional CFT
〈O(n)O(n′)〉q = (σ∆(q))−1
∫
dDx1 e
iqx1〈0|O†(x1)O(n)O(n′)O(0)|0〉 . (A.1)
We assume for simplicity that the source is a conformal primary scalar operator O(x) with
arbitrary conformal weight ∆, normalized as
〈0|O†(x)O(0)|0〉 = 1
(−x2 + iǫx0)∆ , (A.2)
and define the scalar flow operator as
O(n) = (nn¯)
∫ ∞
−∞
dx− lim
x+→∞
x∆+ O˜ (x+n+ x−n¯) . (A.3)
As before, the overall normalization factor is given by the Fourier transform of the two-point
Wightman correlation function
σ∆(q) =
∫
dDx eiqx
(−x2 + iǫx0)∆ = θ(q
0)θ(q2)
2πD/2+1(q2/4)∆−D/2
Γ(∆)Γ(∆ + 1−D/2) . (A.4)
In what follows we do not display the theta-function and assume that the conditions q0 > 0 and
q2 > 0 are satisfied.
Substituting (A.3) into (A.1), we can express 〈O(n)O(n′)〉q in terms of the four-point Wight-
man correlation function of the scalar operators. In a close analogy with (2.22), we use the Mellin
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representation for this function
〈0|O†(x1)O˜(x2)O˜(x3)O(x4)|0〉 =
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
M(j1, j2)(xˆ
2
23)
−j1−j2(xˆ214)
−j1−j2
×(xˆ212)j1−
∆
2 (xˆ234)
j1−∆2 (xˆ213)
j2−∆2 (xˆ224)
j2−∆2 , (A.5)
where xˆ2ij = −x2ij + iǫx0ij and xij ≡ xi − xj . Going along the same lines as in Sect. 2.3, we get
〈O(n)O(n′)〉q = (2i)
−2∆
σ∆(q)
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
M(j1, j2)
×
∫
dDx1 e
iqx1(x21 − iǫx01)−j1−j2((nn′)/2)−j1−j2
×
∫
dx2−((nx1)− x2− − iǫ)j1−∆/2(x2− − iǫ)j2−∆/2
×
∫
dx3−((n′x1)− x2− − iǫ)j2−∆/2(x3− − iǫ)j1−∆/2 . (A.6)
The integration over the detectors time can be easily performed with the help of the identity∫ ∞
−∞
dx2−((nx1)− x2− − iǫ)−a(x2− − iǫ)−b = 2πi((nx1)− iǫ)1−a−bΓ(a+ b− 1)
Γ(a)Γ(b)
. (A.7)
Notice that the condition for the integrals over x2− and x3− to be convergent leads to a restriction
on the choice of the integration contour in the Mellin integral, Re(j1 + j2) < ∆− 1. In this way,
we arrive at
〈O(n)O(n′)〉q = (2i)
2−2∆π2
σ∆(q)
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
M(j1, j2)
(
(nn′)
2
)−j1−j2 [ Γ(∆− 1− j1 − j2)
Γ(∆/2− j1)Γ(∆/2− j2)
]2
×
∫
dDx1 e
iqx1(x21 − iǫx01)−j1−j2[((x1n)− iǫ)((x1n′)− iǫ)]j1+j2+1−∆ . (A.8)
Using the Schwinger parametrization
[((x1n)− iǫ)((x1n′)− iǫ)]−a = i
2a
Γ2(a)
∫ ∞
0
dωdω′(ωω′)a−1 e−iω(x1n)−iω
′(x1n′) , (A.9)
we can perform the Fourier integration in (A.8) with the help of identity (A.4). Namely, the
Fourier integral in the second line of (A.8) can be rewritten as
i2(∆−1)
Γ2(∆− 1− j1 − j2)
∫ ∞
0
dωdω′(ωω′)∆−2−j1−j2σj1+j2(q − nω − n′ω′) , (A.10)
where σj1+j2(q) is given by (A.4) with ∆ replaced with j1 + j2. Its evaluation is straightforward
and leads to a 2F1−hypergeometric function. Finally, we combine together various factors in
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(A.8) and obtain
〈O(n)O(n′)〉q = π2 (q
2/4)∆−2
((qn)(qn′))∆−1
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
M(j1, j2)
× z−j1−j22F1
(
∆− 1− j1 − j2,∆− 1− j1 − j2
2∆− 1− j1 − j2 − D2
∣∣∣∣z)
× Γ(∆)Γ(1 + ∆−
D
2
)Γ2(∆− 1− j1 − j2)
Γ(j1 + j2)Γ2(
∆
2
− j1)Γ2(∆2 − j2)Γ(2∆− 1− j1 − j2 − D2 )
, (A.11)
where z = q2(nn′)/(2(qn)(qn′)). Using the Barnes formula for the hypergeometric function, this
can also be rewritten as
〈O(n)O(n′)〉q = π2 (q
2/4)∆−2
((qn)(qn′))∆−1
Γ(∆)Γ(1 + ∆− D
2
)
∫ −δ+i∞
−δ−i∞
dj1dj2ds
(2πi)3
M˜(j1, j2)Γ(j1 + j2)
× (−1)sz−j1−j2+sΓ(−s)Γ(∆− 1− j1 − j2 + s)
2
Γ(2∆− 1− j1 − j2 − D2 + s)
, (A.12)
where we substituted the generalization of Eq. (2.18) to arbitrary ∆ and D,
M(j1, j2) =
[
Γ(∆
2
− j1)Γ(∆2 − j2)Γ(j1 + j2)
]2
M˜(j1, j2) . (A.13)
In the special case D = 4 and ∆ = 2, which is relevant for the discussion in Section 2.3,
relation (A.11) simplifies significantly,
〈O(n)O(n′)〉q = 2π
2
q2(nn′)
∫ −δ+i∞
−δ−i∞
dj1dj2
(2πi)2
M(j1, j2)z
1−j1−j2(1− z)j1+j2−1
× Γ(1− j1 − j2)
Γ(j1 + j2)Γ2(1− j1)Γ2(1− j2) . (A.14)
We would like to emphasize that relations (A.11) and (A.14) were obtained for scalar operators
normalized according to (A.2). If we change the normalization as O(x)→ ρO(x), the expressions
on the right-hand side of (A.11) and (A.14) will acquire an additional factor of ρ2.
B Event shape function at one loop
In this appendix we show how to obtain the one-loop event shape function (4.14) starting from
the correlation function (4.8). Compared to the main text, we will switch the order of operations
and first perform the Mellin transform (2.25) followed by the Fourier integral (2.24). To this
end, we substitute the one-loop Mellin kernel (4.9) into (2.25) and compute the resulting Mellin
transform by shifting the integration variable j2 → j2 − j1 and then evaluating the factorized
product of Mellin integrals using Cauchy’s theorem. This yields the expression for G(γ) quoted
in Eq. (4.17). Then the one-loop event shape function is given by the Fourier transform
F (1)(z) = − q
2
4(2π)3
∫
d4x
eiqx
x2 − iǫx0
Li2(
γ−1
γ
)− ζ2
γ
, (B.1)
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where γ is defined in Eq. (2.26). This is the starting point of the analysis which follows.
The evaluation of the term in Eq. (B.1) proportional to ζ2 is analogous to that of the Born
contribution (4.12). It produces
F (1)(z) = −ζ2
4
δ(1− z) + . . . , (B.2)
and the ellipsis stands for the contribution of the dilogarithm term in (B.1). An efficient way to
compute the latter is by using the well-known integral representation
Li2(y) =
∫ ∞
0
dt t
et /y − 1 , (B.3)
which is valid for all y except for y ≥ 1 on the real axis. This is suitable for our purposes since
y ≡ γ − 1
γ
=
~x2⊥(nn
′)
2((xn)− iǫ)((xn′)− iǫ) (B.4)
is complex, as follows from the iǫ prescriptions stemming from the analytic continuation. Here
we made use of the Sudakov decomposition of the four-dimensional vector xµ
x = αn+ βn′ + x⊥ , α =
(xn)
(nn′)
, =
¯
(xn′)
(nn′)
, (B.5)
where x⊥ is an Euclidean two-dimensional vector orthogonal to the null-vectors n and n′, (x⊥n) =
(x⊥n′) = 0. Further, x2 = 2(nn′)αβ−~x2⊥ and the integration measure reads d4x = (nn′)dαdβd2~x⊥.
In this way the integral (B.1) takes the form∫
d4x
eiqx
x2 − iǫx0
1
γ
Li2(1− 1/γ) = 1
2(nn′)2
∫ ∞
0
dt t e−t
∫
d2~x⊥~x2⊥e
−i(~q⊥~x⊥) (B.6)
×
∫ ∞
−∞
dβ
ei(qn
′)β
(β − iǫ)2
∫ ∞
−∞
dα
ei(qn)α
(α− iǫ)
(
α− ~x2⊥e−t
2(nn′)(β−iǫ) − iǫ
) ,
where q⊥ is the two-dimensional transverse vector in the Sudakov decomposition of qµ,
q =
(qn)
(nn′)
n′ +
(qn′)
(nn′)
n + q⊥ . (B.7)
The integral over α in (B.6) can be evaluated by residues. Since both poles are located in the
upper half-plane, the integral vanishes unless (qn) > 0. So, (B.6) gives
−2πiθ(qn)
(nn′)
∫ ∞
0
dt t
∫
d2~x⊥ e−i(~q⊥~x⊥)
∫ ∞
−∞
dβ
ei(qn
′)β
(β − iǫ)
[
1− exp
(
i
(qn)~x2⊥e
−t
2(nn′)(β − iǫ)
)]
. (B.8)
The subsequent calculation involves first taking the integral over x⊥ and then over β. This
produces delta functions, so that the remaining t−integration becomes trivial,
(2π)3
θ(q0)θ(q2)
(qn)(qn′)
∫ ∞
0
dt t
[
δ(1− z)− δ(1− z − e−t)] = 2(2π)3 θ(q0)θ(q2)
q2(nn′)
z
[
log(1− z)
1− z
]
+
, (B.9)
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where we used the conventional definition for the plus-prescription
[f(z)]+ = f(z)− δ(z − 1)
∫ 1
0
dyf(y) , (B.10)
for any test function f(z). In the first term in the square brackets on the left-hand side of (B.9)
we used the identity between tempered distributions,
δ(2)(~q⊥) = (2π)−1δ(|~q⊥|)/|~q⊥| = 1
π
δ(~q 2⊥) =
1
πq2
δ(1− z) , (B.11)
valid for Schwartz test functions independent of the angular variable in the two-dimensional
plane, and made use of the identity (1− z)/z = q2⊥/q2, see Eqs. (2.10) and (B.7).
Combining Eqs. (B.2) and (B.9), we find the result (4.14) quoted in the body of the paper.
Relation (4.14) differs from (4.13) by terms proportional to δ(1 − z). Such terms are needed to
restore the finiteness of the moments of the event shape function,∫ 1
0
dz zNF (1)(z) = −1
4
ζ2 +
1
4
∫ 1
0
dz
1− zN+1
1− z ln(1− z)
= −π
2
16
− 1
8
[ψ(N + 2)− ψ(1)]2 + 1
8
ψ′(N + 2) , (B.12)
where ψ(x) = d ln Γ(x)/dx. On the other hand, the expression (4.13) leads to divergent moments
due to the singularity at z = 1.
Notice that at large N , the moments (B.12) have the double-logarithmic (Sudakov) form
−(lnN)2/8. This asymptotics is related to the singular behavior of the one-loop correction to
the event shape function at the edge of the phase space, F (1)(z) ∼ − ln(1− z)/(1− z) for z → 1.
Going to higher orders in the weak coupling expansion, we find that the perturbative corrections
to the event shape function get enhanced by powers of a ln(1−z) and become even more singular
as z → 1. It is well known however that such corrections can be resummed to all orders in the
coupling, resulting in event shape functions regular for z → 1 [1, 26, 27, 28].
C Weighted cross section from amplitudes
In this appendix we reproduce the double-scalar correlation using amplitudes. Let us first com-
pute the Born contribution by inserting (4.20) into (4.19),
〈O(n)O(n′)〉105 = π
∫
dPS2(k
0
1 k
0
2)
−1 δ(2)(Ω~k1 − Ω~n)δ(2)(Ω~k2 − Ω~n′)
=
1
16π
∫
dk01 dk
0
2 δ
(4)
(
q − k01n− k02n′
)
, (C.1)
where in the second relation we used the two delta functions to perform the integration over the
solid angles Ω~k1 and Ω~k2 . Using the Sudakov decomposition (B.7) in the remaining delta function,
δ(4) (q − k01n− k02n′) = δ(2)(~q⊥)δ (k01 − (qn′)/(nn′)) δ (k02 − (qn)/(nn′)) / (nn′), the integrals over
the energies are easily computed yielding
〈O(n)O(n′)〉105 = 1
16π
δ(2)(~q⊥)
(nn′)
=
1
(4π)2
δ(1− z)
q2(nn′)
. (C.2)
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We now turn to the O(a) correction to 〈O(n)O(n′)〉, Eq. (4.23), away from the kinematical
boundaries, for 0 < z < 1. Taking into account (4.22) we find from (4.23)
〈O(n)O(n′)〉105 = 16π3a
∫
dPS3
s12
s13s23
(k01 k
0
2)
−1 δ(2)(Ω~k1 − Ω~n)δ(2)(Ω~k2 − Ω~n′) . (C.3)
First we can recast the phase-space measure in the form∫
dPS3(k
0
1 k
0
2)
−1 δ(2)(Ω~k1 − Ω~n)δ(2)(Ω~k2 − Ω~n′) (C.4)
=
1
4(2π)5
∫
d4k1d
4k2
∫ ∞
0
dτ1dτ2 δ
(4)(k1 − n1τ1)δ(4)(k2 − n2τ2)δ+((q − k1 − k2)2) .
Then we notice that on the support of the delta functions, the square of the three-particle
form factor is independent of the integration variables (we recall that sij = (ki + kj)
2 and
k1 + k2 + k3 = q),
s12
s13s23
=
(n1n2)
2(qn1)(qn2)− q2(n1n2) , (C.5)
so that we get for the double scalar correlation
〈O(n)O(n′)〉105 = a
2
1
(2π)2
(n1n2)
2(qn1)(qn2)− q2(n1n2)
∫ ∞
0
dτ1dτ2δ+((q − τ1n1 − τ2n2)2)
= −a
4
1
(2π)2
1
q2(n1n2)
z ln(1− z)
1− z . (C.6)
This result coincides with the correlation function computation, see Eq. (4.13).
D Mellin representation for D-functions
In this Appendix we work out the Mellin representation of the D-functions arising in the su-
pergravity calculation of the four-point function of half-BPS operators (4.24). A similar, but
different in the details, computation was presented in Ref. [40]. These functions are given by a
product of five-dimensional bulk-to-boundary propagators in anti-de Sitter space and they can
be written as a Schwinger integral,
D∆1∆2∆3∆4 = 2K∆1∆2∆3∆4
∫ ∞
0
4∏
k=1
dtkt
∆k−1
k exp
(
−
∑
i<j
titjx
2
ij
)
, (D.1)
with the overall normalization chosen as
K∆1∆2∆3∆4 =
π2
2
Γ(1
2
(∆1 +∆2 +∆3 +∆4)− 2)
Γ(∆1)Γ(∆2)Γ(∆3)Γ(∆4)
. (D.2)
The representation (D.1) is particularly convenient for rewriting the integral in Mellin form. This
is easily achieved by making use of the Symanzik ‘star formula’ [37],∫ ∞
0
4∏
k=1
dtkt
∆k−1
k exp
(
−
∑
i<j
titjx
2
ij
)
=
1
2
∫ 4∏
i<j
dδij
2πi
Γ(−δij)(x2ij)δij , (D.3)
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where the integration variables on the right-hand side are not independent and are subject to
the constraints
δij = δji ,
4∑
j 6=i
δij = −∆i . (D.4)
Out of the six δ-variables, there are just two independent ones that define the integration measure
in the above formula. These can be conveniently chosen as j1 = −δ12 and j2 = −δ23, the
rest arising from the conditions relating them to the ∆’s. Using the above formulas for the D-
functions, we can accommodate all accompanying prefactors by a shift of the integration variables
j1 and j2, such that the Mellin representation for Eq. (4.24) takes the form (4.25).
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