I. INTRODUCTION
A LTHOUGH speech perception among cochlear implant users has been steadily increasing over the past 25 years, many users do not achieve sentence recognition scores over 80%, and the presence of background noise further degrades their performance (cf., [5] and [6] ). Laszig et al. have shown that binaural cochlear implants can improve sound localization and speech perception in noise [7] . However, implantees do not perform as well as normal listeners on binaural tasks, possibly because the benefits of binaural hearing depend partly on users' ability to encode interaural timing differences [8] . Improvements in encoding temporal information can overcome some of these limitations, and may also aid implantees' perception of tonal languages via improved pitch coding [9] , and music via rhythm, melody, and timbre [10] , [11] . To enhance our understanding of how auditory nerves (AN) encode timing, frequency, and intensity information, a number of computational models of electrically stimulated mammalian nerve fibers have been developed [12] - [17] . Deterministic models, such as the one proposed by Frijns et al. can predict a number of important properties, such as threshold, firing rate, and conduction velocity of an individual fiber or a population of fibers [18] . However, deterministic models fail to accurately represent the probabilistic firing of nerves, a property that has been argued to be key in describing how the AN encodes information [19] - [21] .
To address this limitation, some phenomenological models (e.g., [1] and [19] ) include a Gaussian noise term in calculation of the membrane current. However, axonal excitability and membrane noise concomitantly change with the state of ion channels [22] , [23] , which becomes particularly relevant at higher rates of stimulation [24] , [25] . Therefore, to accurately describe temporal (e.g., latency) and probabilistic (e.g., relative spread (RS) and jitter) response properties of fibers, a model of electrically stimulated AN needs to represent the stochastic nature of ion channels.
To construct a robust population model of an AN, we first matched the behavior of our stochastic model to that of a single mammalian fiber. Since properties of cat AN have been extensively studied [1] , [3] , [26] - [28] , whenever possible, we optimized our model's response to match the behavior of feline AN fibers.
Having met reported values for chronaxie, latency, jitter, and RS, we constructed a diameter-distributed population of nerve fibers, and successfully replicated an in vivo response of a neural population. Finally, we used our newly validated population model to simulate and visualize the response of the AN to two sound encoding strategies-Continuous Interleaved Sampling and Compressed Analog (CIS, [29] and CA, [30] , respectively).
II. METHODS

A. Computational Model
The spatially distributed, stochastic model used in this study is based on the morphology of a typical feline Type I spiral ganglion peripheral process, described in Table I . Implementation of the model has remained the same as reported by Mino et al. [35] , save for the modification of model parameters to more accurately represent the behavior of a mammalian AN.
Nodes of Ranvier in a fiber consist of voltage-dependent ion channels and passive membrane components (resistance and capacitance). The number of channels at each node is calculated 
where 0.5 is the constriction factor [31] , d axon is the axon diameter, and l node is the nodal length. A Markov process was used to simulate the stochastic nature of the sodium and potassium channels, while gating parameters governing the opening and closing kinetics were chosen based on values from the biophysical literature. Unlike the nodes of Ranvier, internodes were modeled using only passive membrane elements-resistance and capacitance. Each internode is represented by nine passive segments (see Fig. 1 , "Internodal Segment" label), with total length of the internode calculated from the diameter of individual fibers. Specifically, we used a constant ratio of 92:1, measured in feline peripheral AN fibers (see "Length/Diam. ratio" entry in Table I ). Since larger-diameter fibers would be longer than smaller-diameter fibers as a result of using this constant ratio, we normalized the number of internodes in a fiber such that the extent to which a fiber is simulated would be the same, regardless of its diameter (see Fig. 1 ). Thus, we avoid unnecessary computation by calculating response only in nodes located before the simulation boundary.
Parameter optimization was performed manually, in an iterative manner. First, we optimized density, conductivity, and gating of the ion channels to roughly approximate RS of the fiber and its conduction velocity. Next, we iterated over a range of literature-reported electrical parameters to approximate nodal and internodal time constants by measuring chronaxie of the model fiber. After chronaxie was judged to be close to the target value, we returned to optimizing channel parameters, this time paying attention to how all of the chosen measures (cf., Table V ) were affected. The aforementioned steps were repeated until fiber properties were within 10% of the published values. Details of specific optimization steps are described next.
1) Optimizing Parameters of Ion Channels:
In fitting our model to replicate the behavior of single fibers, we varied two parameters for every type of ion channel-its conductivity and its density. For sodium channels, intended to model Na v 1.6 currents (cf., [36] ), we varied parameters within the ranges commonly reported in the literature. Due to the number of studies and a variety of experimental conditions, however, values reported for single-channel conductivity of Na (γ Na ) and channel density varied tremendously. Initially, we allowed the density of Na channels to vary from 700 to 2000 channels/µm 2 [37] , but have found that the model was better behaved toward the lower end of the range, at 618 channels/µm 2 . Initial value for single-channel conductivity of Na was based on γ Na = 6.4 ± 1 pS [38] . However, since the original experiment was performed at 4
• C, the measurement had to be temperature adjusted to 37
• C. Temperature dependence for Na conductivity, as specified by a Q 10 value, varies from 1.3 to 1.6 [37, p. 396] , which results in a range of initial γ Na values of 15.2 ± 2.4 to 30.2 ± 4.7 pS. Given the large range of γ Na values, we decided to keep conductivity in our model fixed at 20 pS, as it was close to the 18 pS reported by Sigworth and Neher in cultured rat muscle cells (at 18
• C-22
• C, [39] ), and close to Neumcke's measurements of γ Na = 17.3 ± 2.1 pS (mean ± SEM; ten measurements on eight fibers) in rat sciatic nerve at 20
• C [40] .
Potassium current was modeled as two separate components-a fast one, K f , intended to represent intermediate and fast K + channels' current (I and F channels in [41] ), and a slow component K s . Rapidly activating and transient K f current was included in our model to shorten the relative refractory period (RRP). The delayed rectifier current of K s , on the other hand, was included for its role in accommodation to subthreshold depolarization currents and spike-frequency adaptation processes [42] . The starting range for conductivity of individual slow potassium channels was based on the values measured in human axons [43] . However, since the original study was performed at 22
• C-27
• C, the reported range of 7-10 pS was temperature-corrected to 8-13 pS at 37
• C (Q 10 = 1.2, [44, p. 88]). The γ K s value derived for our model lies in the middle of this starting range, at 10 pS/channel. Conductivity of slow potassium channels used in our model also fall in line with temperature-adjusted measurements reported earlier by Scholz et al.: 9.8-10.5 pS (original:
• C, [45] ). We allowed the density of K s channels to vary from a floor value of 30 to 110 channels/µm 2 reported in [37, p. 330] [41] , and, as a result of optimization, found the values converge to 41.2E−6 channels/mm 2 . Given the lack of gating kinetics data for I and F fast potassium channels, we amalgamated these currents into one fast-acting potassium channel K f , as has been done in [46] . However, since we did not explicitly model paranodal sections of the axon (i.e., MYSA and FLUT 1 ), but instead placed K f channels at the node of Ranvier, we used 5-10 pS as the starting range for γ K f ("I A " in [47, p. 181]), and fixed the channel density to half of K s 's.
2) Optimizing Gating Parameters: Gating parameters governing channel kinetics were based on the values reported by Schwarz et al. [48] and McIntyre et al. [46] (see Table II ). Our only modifications of the reported values were to adjust Schwarz's rate constants from 20
• C to 37
• C, and to alter half-maximal voltages for Na and K f to reflect different ion concentrations reported in which I K f and I Na were measured. Specifically, activation for Na was changed from α m = −20.4 to −27.4 mV, and half-maximum values for fast potassium were changed to α n = −93.2 mV; β n = −76.0 mV (from −83.2 and −66.0 mV, respectively). We have found that raising α m to −27.4 mV increased the RS of a fiber from ∼ 1.5% at α m = −20.4 mV to ∼ 6% at −27.4 mV. Table III ). After the fitting process, we found that the final value for nodal capacitance, 2.05E−5 nF/mm 2 was not significantly different from its initial value. The final value for nodal resistance, however, was ten times above its initial value, at 8310 Ω · mm 2 . Compared to previously-reported parameters, this is approximately midway between the measurements in [48] , 1625 Ω · mm 2 , and the model value in [46] , 14 286 Ω · mm 2 . The aggregate effect of the changes to the nodal resistance and capacitance is best captured by the changes to the time constant of the nodal membrane, τ m = r m c m . As a result of parameter optimization, the final value of τ m was 10.25 times its initial value.
In fitting our model to match the behavior of a mammalian fiber, we expected to modify internodal parameters the most, since the starting values were based on the data obtained from amphibian nerve fibers. We centered our estimates for internodal resistance and capacitance at 209 MΩ·mm and 1.63E−9 nF/mm, respectively, and allowed the parameters to vary within 1.5 orders of magnitude [50] . In order to replicate experimentally observed behavior of feline nerve fibers, internodal resistance of our model had to be set at six times the initial value, at 12 549 MΩ·mm, while the capacitance had to be set to 1/11th of its original value, to 1.45E−10 nF/mm. As a result of these changes, time constant of the internodal membrane, τ mmy = r mmy c mmy , has changed to approximately half of its initial value.
Surprisingly, we observed that axoplasmic resistance has a large effect on the stochastic properties of a fiber. Namely, if the rest of the parameters are fixed and R i is raised from 733 to 1063 Ω · mm, jitter is significantly decreased (from 93 to ∼ 5 µs), along with latency (from 630 to ∼ 430 µs). Therefore, to achieve the desired latency and jitter behavior of our model fiber, the final value for R i was set to 733 Ω · mm, which is at the lower end of our initial range (see Table IV ). 
B. Stimulation
Because the diameter of the modeled fiber is more than an order of magnitude smaller than the electrode-to-fiber distance, the presence of the fiber will not distort the electrical field applied by the stimulating electrode [52] . Thus, the extracellular space was modeled as a homogeneous medium with an isotropic resistivity (ρ ext = 25 000 Ω·mm) in which a monopolar, spherical electrode 1 µm in radius was placed. Transmembrane voltages were calculated by solving a diffusive partial differential equation via the Crank-Nicholson method (see [35, Appendix] ) with the sampling step set to 1 µs during all of our simulations.
1) Replicating Experimental Measurements: Stimuli used were identical to those in Miller et al.'s experiments [1] , [27] , [53] , such that our results could be directly compared to the reported physiological measurements. In most of the cases, cathodic rectangular current pulses (39 µs; monophasic) were used, except in chronaxie calculations, where the pulsewidth was varied.
2) CIS and CA Encoding: Parameters for Continuous Interleaved Sampling (CIS) [29] and Compressed Analog (CI) [30] used in our simulation were chosen to correspond to the settings used in our psychophysical experiments with a singlechannel sound processor [54] . Specifically, for CIS encoding, pulsewidth was set to 75 µs; stimulation rate was 3250 Hz; and cutoff frequencies of a bandpass filter were set to 350-5500 Hz. Given that the maximum sampling rate used in our particular single-channel sound processor (Platinum Series TM Sound Processor (PSP) by Advanced Bionics Corporation) is 11 375 Hz (=91 000 Hz/8 channels), the closest pulsewidth we could achieve to CIS' 75 µs was 88 µs with the analog encoding strategy. Analogously, the closest bandpass filter frequencies were selected when mapping the analog strategy: 250-5500 Hz. It should be noted that in our modeling simulations, we used CA to encode the input sounds, while the behavioral experiments used a sound processor with Simultaneous Analog Stimulation (SAS), a digital, proprietary implementation of the analog CA, modified by Advanced Bionics Corporation for bipolar stimulation.
To demonstrate the differences in how CIS and CA strategies encode temporal fine structure (TFS) of a sound, we used positive and negative Schroeder phase (SP) harmonic complexes of 50 Hz as a stimulating waveform [55] , [56] . We chose these specific stimuli because we have extensive behavioral response data collected from cochlear implant patients [54] . To assure that an equal amount of charge was applied in each case (CIS or CA encoded SP + or SP − signal), charge-balanced, biphasic stimuli were normalized by scaling their amplitudes until the integrals of the four waveforms were equal.
C. Calculation of Fiber Properties
Whenever membrane potential at the site of the measurement electrode rose above a predefined voltage threshold (V th , 50 mV above the resting potential), a spike was said to occur. By counting the number of times a spike was produced at a given intensity, we calculated the firing efficiency (FE), and by varying the intensity of the stimulus and tracking FE, we obtained the fiber's input-output function.
Single-fiber threshold was defined as the stimulus level at which the FE is 50%. Latency (the time interval between stimulus onset and generation of a spike), as well as jitter (standard deviation of spike times), were computed at each fiber's threshold levels (i.e., at 50% FE).
Relative spread, a measure of the fiber's dynamic range due to the probabilistic nature of spike generation, was computed by fitting a Gaussian cumulative distribution function (CDF) to the fiber's input-output curve. To assure an accurate fit to the data, we fit CDF only to nonzero and nonunity FE values, requiring a minimum of three data points above and three data points below the 50% FE level (typically, more than 20 points were used for each RS estimate).
Absolute and relative refractory periods (ARP and RRP, respectively) were calculated by varying the masker probe interval-first, the fiber was stimulated with a masker current (FE = 100%), followed by a second, probe impulse. By tracking the intensity of the probe impulse necessary to elicit a second action potential, we established absolute and RRPs.
Chronaxie, a reflection of the membrane's time constant, is the pulsewidth necessary to reach a current level that is twice the rheobase (i.e., twice the threshold current of an infinitely long stimulus). We measured chronaxie with a strength duration curve by varying the duration of a cathodic, monophasic stimulus from 150 to 3500 µs.
III. RESULTS
A. Single Fiber Response
A typical response of our optimized, single-fiber model is shown in Fig. 2 . We have plotted the voltage at the node of Ranvier closest to the measurement location (see Fig. 1 for schematic). The amplitude of the stimulus was chosen to produce a spike 50% of the time (i.e., "at threshold," such that FE = 50%). Note how all of the fibers initially display a passive response to the cathodic stimulus (0-39 µs), but only some of the fibers produce a spike. Also note the delay ("latency") from the time the stimulus is applied at time zero to the time when majority of the fibers fire. On average, delay is 630 µs, which is close to 647 ± 142 µs (mean ± SD, n = 146) experimentally measured by Miller et al., in [27] . In view of significant scatter, likely due to experimental error (as is pointed out in [1] ), we similarly rounded 647 to 650 µs.
From Fig. 2 , one can also see that there is some variability in the times at which the simulated fibers produced a spike. This variability is quantified as jitter, and in our case, is equal to 93 µs, 7% less than Miller's measurement of ∼ 100 µs in [1] . The rest of the single-fiber characteristics of our stochastic model are summarized in Table V . Aside from the ARP, our model approaches all of the cited parameters within 10% of the mean. Of the correctly predicted values, latency, jitter, and RS are compared to the values observed in single AN fibers of cats [1] . RS recorded by Miller et al. in [27] as 6.28 ± 4.4% (n = 140), is reported as 6.3% (as in [1] ), which is 7.9% higher than our model's 5.8%. For chronaxie, we used the mean (264 ± 84 µs) of 28 measurements from a feline experiment as the target value for our model [2] .
Due to a great variability in reported measurements of ARPs, we present a range of 300-500 µs as the reference values ( [2] , [25] , and [26] , respectively). Although our result of 750 µs is close to 700 µs used in [57] and the ARP measured in human ECAP data (">500 µs," [58] ), it falls outside of our reference range of feline ARPs. One should note that the latest single-fiber experiments conducted by Miller et al. measure feline ARP as 332 ± 98 µs (n = 20 fibers), which suggests that the value of the ARP is at the lower end of our reference range, closer to 300 µs, rather than 500 µs [25] . Our model's prediction of the RRP of 4.6 ms, on the other hand, is fairly close to the 5 ms measured in felines [3] , [4] , as well as in humans, [58] . 
B. Population Response
To measure how well a diameter-distributed model predicts response characteristics of a population of fibers, we compared threshold distribution of 230 model fibers to the normalized thresholds observed by Miller et al. [1] . Diameters of the model fibers were randomly selected from a Gaussian distribution (2.0 ± 0.5 µm), parameters for which were based on the estimates of mean and standard deviation for ANs in cats [59] .
As can be seen in Fig. 3 , thresholds of our neural population model closely approximate the range (23.7 versus 23.5 dB) and the overall shape of the log-normal distribution measured in [1] . Such a close correspondence between physiological and simulated results suggests that a diameter-distributed model may be an adequate first-order model of excitation behavior for a population of neurons activated by a monopolar electrode.
C. Comparing Encoding Strategies
To demonstrate how a population of model fibers responds to different speech encoding strategies, we stimulated 230 fibers (the same population as in the previous section) with CA-and CIS-encoded signals ( [30] and [29] , respectively). As input, we used two 50 Hz Schroeder-phase signals (see "Stimulation" and Fig. 4 , "Input sound" subpanels A − and A + ). Because the envelopes of the two signals are the same, the primary difference between a positive and a negative SP complex lies in its TFS [55] , [56] .
Raster plots in Fig. 4 (subpanels B and C) show the times at which differently-sized fibers produced a spike. The excitation patterns shown in subpanels B + and B − (CIS-encoded positive and negative SP, respectively) are fairly similar to each other. One can see that the CIS stimulus captured only the envelope of the signal; therefore, once stochasticity of the simulation is taken into account, the raster plots in B + and B − are largely the same.
On the other hand, responses to CA-encoded sounds shown in subpanels C + and C − are quite different from each other, with neural responses in C + resembling a shifted, time-reversed spike pattern seen in C − . We provide some of the reasons as to why these two encoding strategies engender such markedly different neural responses in the discussion section next.
IV. DISCUSSION
This study described a stochastic model of the AN that faithfully reproduces the excitation characteristics of single fibers, as well as that of a population. Parameters for our model were estimated by considering measurements that have been reported in the literature as a starting point, and then refining our estimates within a reasonable range of variation. We recognize that some of the biophysical parameters in the published literature are better studied than others; therefore, our approach aimed to deviate from well-established quantities as little as possible. Additionally, to reflect the measurement error of in vivo data, throughout model fitting, we preferred to alter several parameters in moderation, as opposed to altering a few by a lot.
Coupled with information metrics and signal detection theory, our model can potentially be used to predict the behavioral outcomes of cochlear stimulation, thereby shortening timeconsuming behavioral experiments by prescreening promising stimulation strategies during their development stages. Our immediate goal is to measure how well cochlear sound encoding strategies convey sensory information to the AN. Specifically, we plan to use results of behavioral studies (e.g., [54] ) to inform us of the functional capabilities of the auditory system and information-theoretic approach to quantify the maximal amount of information contained in the neural discharge patterns (cf., [60] and [61] ). In effect, the informational approach will establish the smallest degree of difference necessary for stimuli discrimination by an ideal observer, while the behavioral data will inform us how well these differences in neural response patterns are perceived by the study subjects.
As shown in behavioral studies of human listeners, internal timing structure of the auditory waveform often corresponds to the perceived qualities of pitch, timbre, and rhythm. Using the fact that different types of auditory stimuli can evoke equivalent perception of pitch, Cariani demonstrated that the intervals between spike arrival times on a feline AN correspond to the autocorrelation function of the stimulus waveform [62] . Except in cases of octave shifts, the temporal, population interval representation of pitch accounted for perception of a number of complex pitch phenomena, as well as perception of timbre characteristic of different vowel stimuli [62] , [63] . This suggests that it should be possible to evaluate the relative abilities of simulated CI encoding strategies to capture sensory information such as timbre and pitch by observing their respective excitation patterns.
A. Comparing Encoding Strategies
As a proof of concept, we used our population model to simulate and visualize neural responses of 230 AN fibers to two sound encoding strategies, CIS and CA (see Fig. 4 ). While the differences between CIS and CA encoding strategies are well known, and CIS' inability to encode TFS is expected from first principles (e.g., compare stimuli in subpanels B + and B − ), this visualization is the first practical demonstration of the biophysics of TFS encoding by a cochlear implant signal processing strategy.
Of particular interest, note how the discharge patterns differ between CA-encoded positive and negative SP stimuli: in response to positive SP, spikes appear first in large-diameter fibers, later on spreading to smaller diameter fibers with correspondingly higher thresholds of excitation (e.g., t = 112 to 119 ms in C + , note how it forms an "increasing triangle" pattern). Responses to negative SP exhibit the reverse trend: first, both large-and small-diameter fibers fire at the same time, with smaller fiber diameters remaining quiescent later on (e.g., the "decreasing triangle" pattern during t = 102 to 110 ms in C − ). Also note that excitations in response to negative SP signals occur roughly at the same time, with little temporal variability in excited fibers (see C − at t = 102 and 122 ms, for example). On the other hand, responses to CA-encoded positive SP signals display more nonuniformity, such as at t = 98 and 118 ms in C + . Even though the stimulus waveforms for the positive and negative SP stimuli look dissimilar once encoded with the CA strategy by itself, this does not imply that the listener will perceive the two sounds as being different from each other. To be perceptually relevant, the difference between the two input waveforms must be preserved at the neural level, with each type of stimulus evoking a distinct spike train. Because the model output in Fig. 4 demonstrates that the divergence between CAencoded positive and negative SP sounds remains at the level of AN fibers, it follows that this contrast is potentially available to the auditory nervous system. We believe, it is the disparities in the neural excitation patterns that are responsible for the CI users' ability to discriminate positive from negative 50 Hz SP signals in CA-, but not CIS-encoded signals [54] .
B. Limitations of the Model
There are several limitations to our model. First and foremost, we do not explicitly account for the geometric distances and the spatial distribution of the intervening tissues in our model. To model the space between the stimulating electrode and the fiber, we assume it to be an isotropic medium a given electrical distance away, which accounts for the resistivity and diffusivity of the intervening media. Omitting tissue inhomogeneities and interactions of the electric fields simplifies our model, although both Frijns et al. and Mino et al., have demonstrated a spatiotemporal variation of neural excitation in response to changes in geometry of the tissues [18] , [35] . As given before, our model presents an idealized case of monopolar cochlear implant stimulation, as it contains an explicit assumption of electrode-to-electrode independence.
Although our model contains slow potassium channels to account for spike-frequency adaptation and subthreshold accommodation [48] , time constant of the delayed rectifier is not long enough to encompass short-term neural adaptation that occurs within first 100 to 300 ms of continuous stimulation [64] . To accurately model neural excitation in response to electrical stimulation with a typical speech encoding strategy, we need to incorporate adaptation in our model. Fortunately, adaptation to electric stimuli is the subject of recent research efforts, in part due to its relevance to speech processing in cochlear implants [65] . In the near future, we expect to add short-term adaptation to trains of electric pulses (250 to 5000 pulses/s), such as the one described by Woo et al.'s model in [65] .
