



















BLOW UP FOR THE CRITICAL GKDV EQUATION III:
EXOTIC REGIMES
YVAN MARTEL, FRANK MERLE, AND PIERRE RAPHAËL
Abstract. We consider the blow up problem in H1 for the L2 critical (gKdV)
equation in the continuation of [38], [39]. We know from [38] that the unique
and stable blow up rate for H1 solutions close to the solitons with strong decay




as t ↑ T < +∞.
In this paper, we construct non-generic blow up regimes in H1 by considering
initial data with explicit slow decay on the right in space. We obtain finite time








as well as global in time growing up solutions with both exponential growth
‖ux(t)‖L2 ∼ e
t as t→ +∞,
or any power growth
‖ux(t)‖L2 ∼ t
ν as t→ +∞, ν > 0.
These solutions can be taken with initial data arbitrarily close in H1 to the
ground state solitary wave.
1. Introduction
1.1. Setting of the problem. We consider the L2-critical generalized Korteweg–
de Vries equation (gKdV)
(gKdV)
{
ut + (uxx + u
5)x = 0, (t, x) ∈ [0, T )× R,
u(0, x) = u0(x), x ∈ R. (1.1)
The Cauchy problem is locally well-posed in the energy space H1 from Kenig,
Ponce and Vega [20, 21]. Given u0 ∈ H1, there exists a unique1 maximal solu-
tion u(t) of (1.1) in C([0, T ),H1) with either T = +∞, or T < +∞ and then
limt→T ‖ux(t)‖L2 = +∞.
For H1 solution, the mass and the energy are conserved by the flow: ∀t ∈ [0, T ),
M(u(t)) =
∫









Equation (1.1) has the following invariances: if u(t, x) is solution of (1.1) then






0(t− t0), λ0(x− x0)), (λ0, t0, x0) ∈ R∗+ × R× R
are also solutions of (1.1).
The family of traveling wave solutions of (1.1), called solitons, plays a distinguished
1in a certain sense
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role in the analysis:

















, Q′′ +Q5 = Q. (1.2)












Moreover, from (1.3), mass and energy conservations, for initial data in H1 such
that ‖u0‖L2 < ‖Q‖L2 , the corresponding solution u(t) of (1.1) is bounded in H1
and thus globally defined in time.
1.2. On the classification of the flow near Q. For
‖Q‖L2 < ‖u0‖L2 < ‖Q‖L2 + α0, α0 ≪ 1 (1.4)
the blow up problem has been first studied in a series of works by Martel and Merle
[31, 32, 44, 33, 34]. In particular, from a rigidity theorem around solitons ([31]), the
first proof of blow up in finite or infinite time was obtained ([44]) for initial data
u0 ∈ H1 such that (1.4) and E(u0) < 0. (1.5)
Recently, in [38, 39], the authors of the present paper have revisited the blow up
analysis for data near the ground state. First, in the so-called minimal mass case
‖u0‖L2 = ‖Q‖L2 , the following existence and uniqueness results complement results
in [35].
Minimal mass blow up solution ([39], [35]). (i) Existence. There exists a





as t ↓ 0. (1.6)
(ii) Uniqueness. Let u be an H1 blow up solution to (1.1) with minimal mass
‖u(t)‖L2 = ‖Q‖L2 . Then u = S up to the invariances of the (gKdV) equation.
Second, [38, 39] yield a classification of the flow for initial data close to Q with
decay on the right in space. More precisely, let
A =
{








u ∈ H1 with inf
λ0>0, x0∈R
‖u−Qλ0 (.− x0)‖L2 < α∗
}
.
Then the following classification result holds:
Classification in A ([38, 39]). Let 0 < α0 ≪ α∗ ≪ 1. Let u0 ∈ A and u ∈
C([0, T ),H1) be the corresponding solution of (1.1). Then, one of the following
three scenarios occurs:
(Blow up) For all t ∈ [0, T ), u(t) ∈ Tα∗ and the solution blows up in finite time
T < +∞ with
‖ux(t)‖L2 ∼
‖Q′‖L2
ℓ0(T − t) as t ↑ T for some ℓ0 > 0. (1.7)
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(Soliton) The solution is global and
u(t, ·+ x(t))→ Qλ∞ in H1loc as t→ +∞ for |λ∞ − 1|+ |x′(t)− 1| . δ(α0), (1.8)
where δ(α0)→ 0 as α0 → 0.
(Exit and S dynamics) The solution u exits the tube Tα∗ at some time tu ∈ (0, T ),




uu(tu, λux+ xu)− S(t∗, x)‖L2 ≤ δ(α0),
where δ(α0)→ 0 as α0 → 0 and where t∗ > 0 depends only on α∗.
Moreover, assume that S scatters at +∞, then u is global and scatters at +∞.
In particular, this indicates that for initial data in A, only one type of blow up
is possible. In this paper, we prove that for initial data in H1, but with slow decay,
different blow up behaviors are possible close to solitons. It means that the decay
assumption in the definition of A is not a technical one.
1.3. Exotic blow up regimes. We now consider initial data u0 6∈ A in the sense
that they display an explicit slow decay on the right. Our main result in this paper
says that the blow up rate 1(T−t) , which is universal in A, is not valid anymore
for such initial data. Indeed, we produce a wide range of different blow up rates,
including grow up in infinite time.
Theorem 1.1 (Exotic blow up regimes).
(i) Blow up in finite time: for any ν > 1113 , there exists u ∈ C((0, T0],H1) solution
of (1.1) blowing up at t = 0 with
‖ux(t)‖L2 ∼ t−ν as t ↓ 0+. (1.9)
(ii) Grow up in infinite time: there exists u ∈ C([T0,+∞),H1) solution of (1.1)
growing up at +∞ with
‖ux(t)‖L2 ∼ et as t→ +∞. (1.10)
For any ν > 0, there exists u ∈ C([0,+∞),H1) solution of (1.1) growing up at +∞
with
‖ux(t)‖L2 ∼ tν as t→ +∞. (1.11)
Moreover, such solutions can be taken arbitrarily close in H1 to the family of soli-
tons.
Comments on Theorem 1.1.
1. Sharpness of the results in [38, 39]. Theorem 1.1 above shows the optimality of
the results in [38, 39] since it proves that some decay assumption (such as u0 ∈ A)
is required to obtain a unique stable blow up rate 1/(T − t). This is in contrast
with the nonlinear Schrödinger equation, for which the stable blow up rate is ob-
tained in H1, without additional decay assumption (see [49] and references therein).
Note from the proof that the solutions obtained in Theorem 1.1 are expected to be
unstable (except may be for ν < 1 in (1.9)). Indeed, they are constructed using a
topogical argument involving two possible directions of instability.
2. It is proved in [44, 33] that initial data u0 such that (1.5) generate solutions
that blow up in finite or infinite time. The proof is by obstruction and Liouville
classification and does not provide any estimate on the blow up speed. This H1
result is also sharp in the sense that from Theorem 1.1, both finite or infinite time
blow up may occur in H1. All these results thus complement each other.
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3. On the role of tails. As one can see from the proof of Theorem 1.1, the blow
up rate is directly related to the precise behavior of the initial data on the right. In
particular, other type of blow up speeds can be produced by similar arguments by
adjusting the tail of the initial data. A similar phenomenon was observed for global
in time growing up solutions to the parabolic energy critical harmonic heat flow by
Gustafson, Nakanishi and Tsai [16]. There an explicit formula on the growth of the
solution at infinity is given directly in terms of the initial data which is conceptually
very similar to what we observe for (gKdV).
Recall that continua of blow up rates were observed in pioneering works by
Krieger, Schlag and Tataru [27], [28] for energy critical wave problems (see also
Donninger and Krieger [6]). We also refer to Fila et al. [13] for a formal approach
in the case of the energy critical heat equation. All these results point out that the
sole critical topology is not enough to classify the flow near the ground state.
4. On the decay assumption. In [38] (see the definition of A), the assumption∫
y10ε2 < 1 is not sharp. In Theorem 1.1, the solution contains a tail of the form
x−θ for x ≫ 1, where θ ∈ (1, 2918). By now, it is not clear what is the sharp decay
assumption on the initial data required to get the stable blow up rate in [38].
Aknowledgments. P.R. is supported by the French ERC/ANR project SWAP.
Part of this work was completed was P.R. was visiting the Mathematics Depart-
ment at MIT which he would like to thank for its kind hospitality. This work is also
supported by the project ERC 291214 BLOWDISOL.








f + yf ′.
We let the linearized operator close to the ground state be:
Lf = −f ′′ + f − 5Q4f. (1.12)
For a given small constant 0 < α∗ ≪ 1, δ(α∗) denotes a small constant with
δ(α∗)→ 0 as α∗ → 0.
We denote by 1I the characteristic function of the interval I.
1.4. Strategy of the proof. (i) Definition and role of the slow decaying tail. Given
c0 ∈ R, x0 ≫ 1, θ > 1, we fix a smooth function f0 which corresponds to a slowly
decaying tail:
f0(x) = c0x
−θ for x > x02 , f0(x) = 0 for x <
x0
4 , (1.13)





0) = 0, q0(0, x) = f0(x). (1.14)
We then consider the solution to (1.1) with initial data Q + f0 and claim that it















+ q0(t, x) (1.15)
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for some
‖ε(t)‖H1 ≪ 1
and where Y0 is a fixed function (see Lemma 2.1 for the definition of Y0 and Propo-
sition 2.4 for the justification of this correction term). An essential feature of the
nonlinear (gKdV) flow is that q0(t, x) conserves for x & t the slow decay of f0(x)
(see Lemma 2.3). This tail then acts like an external force on the coupled system
of modulation equations driving (b(t), λ(t), x(t)) and modify its behavior.








Then, explicit computations similar to the ones in [38] yield to leading order (ne-
glecting ε and higher order terms in (b, λ, x)) the set of coupled modulation equations
in the setting of the decomposition (1.15):
λs
λ
































which leads to the universal blow up regime
b
λ2
= ℓ0, λ(t) = ℓ0(T − t) for some ℓ0 > 0.
We now integrate explicitly (1.17) and fit the parameters of the tail (c0, θ) to obtain









where ℓ0 is a constant. We focus on the threshold regime ℓ0 = 0 leading to:
λs
λ








2x−θ = 0, (1.19)





















We focus again on the threshold regime ℓ1 = 0 leading to:
λ
1





We see that c0 < 0 is necessary at this point and
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By integration on [s0, s], choosing x































2θ − 1 , θ =
1− β2




(θ − 1)(2θ − 1)θ−1,
so that







Of course, one can check directly that (1.20) are solutions of the system (1.17) but
the above computation reveals the two instability directions
ℓ0 = ℓ1 = 0, (1.21)
and justifies the use of a topological argument to construct the solution.
(iii) Control of the remainder term. We now aim at constructing an exact solution
which corresponds to control the remainder term ε(t, x). Note that we may now
choose ε0(x) to be well localized on the right, and we therefore adapt the machinery









6 −Q6b − 6Q5bε
]
for well chosen cut off functions (ψ,ϕ) which are exponentially decaying to the left,
and polynomially growing to the right. Roughly speaking, in the above regime
(1.20), this functional enjoys two fundamental properties:
– Coercivity :
F & ‖ε‖2H1loc .




sjF}+ sj‖ε‖2H1loc . sj−4, j ≥ 0. (1.22)
Time integration of the monotonicity formula (1.22) in the regime dictated by (1.20)
yields sufficient uniform estimates on ε. Therefore, it only remains to adjust the
initial parameters (b(s0), λ(s0)) in order to asymptotically satisfy the unstable con-
ditions (1.21). This is achieved using a simple topological argument, as in [4] but
in a blow up setting (see also [17], [62], [51], [5]).
(iv) Conclusion of the proof returning to the original time variable. The above
strategy is implemented for all 0 < β < 1120 . Now we show how the behavior of the
parameters (1.20) (see the precise estimates in (3.10)) in renormalized time leads to
the scenarios of Theorem 1.1 in the original time t (after possible scaling and time
translation to adjust constants).
– Blow up in finite time: for 13 < β <
11
20 . From (1.16), (1.20):∫ +∞
s0
λ3(s)ds = T < +∞
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and the solution u(t) blows up in finite time T . Moreover,





3β − 1 , λ(t) ∼ [(3β − 1)(T − t)]
β
3β−1 ,
which implies ‖ux(t)‖L2 ∼ ‖Q′‖L2λ−1(t) ∼ C(T − t)−ν for any ν ∈ (1113 ,+∞).
– Grow up in infinite time: for β = 13 , the solution u(t) is global in time since∫ +∞
s0




λ3(s′)ds′ = logs+ c0 +O(s
− 1






This means grow up in infinite time for u(t) with exponential growth. Scaling and
time translation lead to any exponential rate e−ct, c > 0. Finally, for 0 < β < 13 ,












1−3β, λ(t) ∼ (1− 3β) β1−3β t β1−3β ,
which means grow up rates tν at +∞, for any ν = β1−3β > 0.
2. Decomposition of the solution
This section is devoted to the study of the geometrical decomposition (1.15), and
in particular the derivation of the modulation equations.
2.1. Inversion of L and Qb profiles. Let the functional space Y be the set of
functions f ∈ C∞(R,R) such that
∀k ∈ N, ∃Ck, rk > 0, ∀y ∈ R, |f (k)(y)| ≤ Ck(1 + |y|)rke−|y|, (2.1)
and L be the linearized operator close to Q given by (1.12). We claim:
Lemma 2.1 (Invertibility of L). (i) There exists a unique Y0 ∈ Y, even, such that
LY0 = 5Q




(ii) There exists a unique function P such that P ′ ∈ Y and















> 0, (P,Q′) = 0. (2.4)
Proof. Note that the existence and uniqueness of Y0 follows readily from standard












Part (ii) is taken from [38], Proposition 2.2. 
8 Y. MARTEL, F. MERLE, AND P. RAPHAËL
A simple consequence of Lemma 2.1 (ii) is the existence of a one parameter family
of approximate self similar profiles b 7→ Qb, |b| ≪ 1, which provide the leading order
deformation of the ground state profile Q = Qb=0 in the blow up regimes. More
precisely, let χ ∈ C∞(R) be such that 0 ≤ χ ≤ 1, χ′ ≥ 0 on R, χ ≡ 1 on [−1,+∞),
χ ≡ 0 on (−∞,−2], and define
χb(y) = χ (|b|γy) , γ = 3
4
. (2.5)
The following Lemma is proved in [38]:
Lemma 2.2 (Approximate self-similar profiles Qb, [38]). Let
Qb(y) = Q(y) + bχb(y)P (y). (2.6)
Then:
(i) Estimates on Qb: For all y ∈ R,







|Q(k)b (y)| . e−|y| + |b|e−
|y|
2 + |b|1+kγ1[−2,−1](|b|γy), for k ≥ 1. (2.8)






then, for all y ∈ R,







|Ψ(k)b (y)| . |b|1+(k+1)γ1[−2,−1](|b|γy) + b2e−
|y|
2 , for k ≥ 1. (2.11)
(iii) Mass and energy properties of Qb:∣∣∣∣∫ Q2b −(∫ Q2 + 2b∫ PQ)∣∣∣∣ . |b|2−γ , (2.12)∣∣∣∣E(Qb) + b∫ PQ∣∣∣∣ . b2. (2.13)
2.2. Definition of the tail on the right. We now introduce the slowly decaying





−θ for x > x02 ,
0 for x < x04 ,
(2.14)
and ∣∣∣∣dkf0dxk (x)
∣∣∣∣ . |x|−θ−k, ∀(x, k) ∈ R× N. (2.15)





0) = 0, q0(0, x) = f0(x). (2.16)
A simple consequence of local energy estimates for (gKdV) is the propagation of
the tail on the right:
Lemma 2.3 (Asymptotic behavior of q0). The solution q0 of (2.16) is global, smooth
and bounded in H1. Moreover, ∀t ≥ 0, ∀x > t2 + x02 ,





−k . x−θ−2−k, (2.17)
|∂tq0(t, x)| . x−θ−3. (2.18)
See proof of Lemma 2.3 in Appendix A.
BLOW UP FOR THE CRITICAL GKDV III 9
2.3. Decomposition of the solution. Let c0 ∈ R, λ0 ≪ 1 and x0 ≫ 1. Consider
u(t, x) a solution of (1.1) and set
w(t, x) = u(t, x)− q0(t, x). (2.19)
We assume that w is close to Q in the following sense : there exist (λ1(t), x1(t)) ∈
R
∗
+ × R and ε1(t) such that





























for some small enough universal constant α∗ > 0. We collect in the following
Proposition the standard preliminary estimates on this decomposition, and derive
in particular the set of modulation equations as a consequence of a suitable choice
of orthogonality conditions for the remainder term.
Proposition 2.4 (Preliminary estimates and modulation equations). Assume (2.20)–
(2.22) for α∗ small enough, and assume x0 large enough and λ0 small enough.
(i) Decomposition: There exist C1 functions (λ, x, b) : [0, t0] → (0,+∞) × R2 such
that
∀t ∈ [0, t0], λ
1
2 (t)w(t, λ(t)y + x(t)) = Qb(t)(y) + p(t)Y0(y) + ε(t, y), (2.23)
where Y0 is given by (2.2),
p(t) = q(t, 0), q(t, y) = λ
1
2 (t)q0(t, λ(t)y + x(t)), (2.24)
and ε(t, y) satisfies








(ii) Estimates induced by the conservation laws:
‖ε(s)‖2L2 .




∣∣∣∣ bλ2+c0 4∫ Qλ− 32x−θ
∣∣∣∣+ b2λ2 + |p|x2 + |p|λx+ p2λ2 +x−θ− 120 . (2.28)
(iii) Modulation equations: Assume






Let s0 > 1 and consider the rescaled time











, s(0) = s0. (2.30)
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Then, on [s0, s(t0)],∣∣∣∣λsλ + b
























































Remark 2.5. The bounds (2.31)-(2.33) will justify the dynamical system (1.17).
Proof. step 1 Proof of (i). This is a standard modulation claim. As usual, the
decomposition is first performed for a fixed time t. For t ∈ [0, t0] fixed, define the
map









where x0 = 1/z0,




t, λy + x
)− λ 12λ 121 (t)q0 (t, x1(t) + x)Y0(y)−Qb(y),
w1(t, y) = λ1(t)
1
2w (t, λ1(t)y + x1(t)) = Q(y) + ε1(t, y).
We have ε|(0,1,0,Q,0) = 0, so that Θ(0, 1, 0, Q, 0) = 0 and
∂bε|(0,1,0,Q,0) = P, ∂λε|(0,1,0,Q,0) = ΛQ, ∂xε|(0,1,0,Q,0) = Q′.
so that differentiating the map Θ with respect to the variables (b, λ, x) at the point
(0, 1, 0, Q, 0) we find the Jacobian matrix (P,Q) (P,ΛQ) (P,Q′)(ΛQ,Q) (ΛQ,ΛQ) (ΛQ,Q′)
(Q′, Q) (Q′, λQ) (Q′, Q′)
 =
 (P,Q) (P,ΛQ) 00 (ΛQ,ΛQ) 0
0 0 (Q′, Q′)
 ,
which is not degenerate since (P,Q) > 0. It follows from these observations that we
can apply the implicit function theorem to Θ: for w1 small and x0 large, there exists




Then, we define b(t) = b(w1(t), x0), λ(t) = λ(w1(t), x0)λ1(t), x(t) = x(w1(t), x0) +
x1(t) and ε(t) = ε(t). The regularity of (b(t), λ(t), x(t)) now follow from standard



























step 2 Equation of ε and a priori bounds. To write the equation of ε, we first
derive the equation of w from the equations of u(t) and q0(t):
wt + (wxx + w
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By standard computations, we obtain for εY :















(Qb + εY )y +Φb +Ψb −Wy, (2.38)
where
W = 5(Qb + εY )
4q − 5Q4q + 10(Qb + εY )3q2 + 10(Qb + εY )2q3 + 5(Qb + εY )q4.
Finally, we replace ε(s, y) = εY (s, y)− p(s)Y0(y) and use LY0 = 5Q4, to obtain
∂sε =
(−∂2yε+ ε− (ε+ pY0 +Qb)5 +Q5b + p5Q4Y0)y














(Qb + ε+ pY0)y +Φb +Ψb −Wy, (2.39)
and
W = 5(Qb + ε+ pY0)
4q − 5Q4q + 10(Qb + ε+ pY0)3q2
+ 10(Qb + ε+ pY0)
2q3 + 5(Qb + ε+ pY0)q
4.
We now claim the following bounds which we will be used along the proof:




0 , ‖qy(s)‖L2 . λ(s)x
−θ− 1
2
0 , ‖q(s)‖L∞ . λ
1
2 (s)x−θ0 . (2.40)
(b) Properties of the function p(s):∣∣∣p(s)− c0λ 12 (s)x−θ(s)∣∣∣ . c0λ 12 (s)x−θ−2(s) . x−2(s)|p(s)|, (2.41)
e−
3|y|
4 |p(s)− q(s, y)| . λ(s)
x(s)
|p(s)|e− |y|4 , (2.42)∣∣∣∣((5Q4(p− q))y, Q)− c0(∫ Q) θλ− 32x−θ−1∣∣∣∣ . λ2(s)x2(s) |p(s)|+ λ(s)x3(s) |p(s)|, (2.43)∣∣∣∣ps − 12 λsλ p+ θxsx p
∣∣∣∣ ≤ λx3 |p|(∣∣∣xsλ − 1∣∣∣+ 1) , (2.44)
|ps| .
∣∣∣∣λsλ
∣∣∣∣ |p|+ λx |p|(∣∣∣xsλ − 1∣∣∣+ 1) . (2.45)
(c) Estimates for the remainder term W : Let
W˜ = 5(Qb + ε+ pY0)
4p− 5Q4p+ 10(Qb + ε+ pY0)3p2
+ 10(Qb + ε+ pY0)
2p3 + 5(Qb + ε+ pY0)p
4.
Then, ∫
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10 + b2 + p2. (2.48)
Proof of Claim 1. Proof of (a). Since q0(t) is solution of (1.1), for all t,
‖q0(t)‖L2 = ‖f0‖L2 . x−θ+
1
2





Proof of (b). Since p(s) = λ
1
2 (s)q0(s, x(s)), (2.41) follows from (2.29) and (2.17).
In particular, since c0 < 0, p < 0.
Next, by (2.29), (2.17) and (2.15), splitting the two cases λ|y| < x(s)4 and λ|y| >
x(s)
4 , we have
e−
3|y|
4 |p(s)− q(s, y)| = e− 3|y|4 λ 12 (s)|q0(s, x(s))− q0(s, λ(s)y + x(s))|






























|p|e− |y|4 . (2.49)





Q4Qy(p− q) = −
∫
Q5qy
= −λ 32 (s)
∫
Q5(y)∂xq0(s, λ(s)y + x(s))dy
= −λ 32 f ′0(x(s))
∫




f ′0(λy + x(s))− f ′0(x(s))
)
dy





















































where we have split the integrals above into |y| > 14x(s) and |y| < 14x(s) and using
the fact that for |y| < 14x(s), λy + x(s) > x(s) − |y| > 34x(s) > 12t + 12x0, so that
(2.17) holds for x = λy + x(s), and (2.43) is proved.




































Since |xs| ≤ λ(|xsλ − 1|+ 1), (2.45) follows.
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Proof of (c). For (2.46), we first note
W˜ −W = 5 [(Qb + ε+ pY0)4 −Q4] (p− q) + 10(Qb + ε+ pY0)3(p2 − q2)
+ 10(Qb + ε+ pY0)






















































Next, (2.47) follows from the parity properties and then direct estimates. (2.48)
follows from direct estimates. Note that p2 appears in (2.48) because there is no
cancellation due to parity for this term. This concludes the proof of Claim 1. 









(ε+ pY0 + q)
2 + 2
∫
(ε+ pY0 + q)Qb
= 2b(P,Q) +O(|b|2−γ) + ‖ε‖2L2 +O(|b|1−
γ
2 ‖ε‖L2) +O(|p|+ ‖q‖L2).
Estimate (2.27) follows. By energy conservation, Q′′ +Q5 = Q and
∫
εQ = 0,
2λ2E(u0) = 2E(Qb + ε+ pY0 + q)
= 2E(Qb)− 2
∫
(ε+ pY0 + q)
(
(Qb −Q)yy + (Q5b −Q5)
)− 2∫ (pY0 + q)Q
+
∫






(Qb + ε+ pY0 + q)
6 −Q6b − 6Q5b(ε+ pY + q)
)
= −2b(P,Q) +O(b2) +O
(














(Qb + ε+ pY0 + q)
6 −Q6b − 6Q5b(ε+ pY0 + q)− q6
)






































∣∣∣∣+ b2λ2 + |p|x2 + |p|λx + p2λ2 + x−θ− 120 .
step 4 Modulation equations. We argue as in [38], proof of Lemma 2.7, differ-




εQ′ = 0 and
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εQ = 0 and using (2.39) to obtain (2.31) and (2.32). Here, we will treat only
the terms coming from q and pY0 in (2.39) and we refer the reader to [38] for more
details on the other terms.
Proof of (2.31) and (2.32). It follows from computations in [38] proof of Lemma 2.7






























∣∣∣ (|b|+ (∫ ε2e− |y|10) 12)+ |ps|+ |bs|+ ∫ ε2e− |y|10 + p8 + λ
x
|p|.
We proceed similarly for xsλ − 1, taking into account different cancellations due























Then, taking the scalar product of (2.39) by Q and arguing similarly, we have
the following rough estimate for bs:
|bs| .
∣∣∣∣λsλ + b











+ |ps|+ |b||p|+ p8 + λ
x
|p|.
Combining these estimates with (from (2.44))
|ps| ≤
∣∣∣∣λsλ
∣∣∣∣ |p|+ λx |p|(∣∣∣xsλ − 1∣∣∣+ 1) ≤ |b||p|+
∣∣∣∣λsλ + b
∣∣∣∣ |p|+ λx |p|(∣∣∣xsλ − 1∣∣∣+ 1) ,
from (2.45), we obtain (2.31) and (2.32).
Proof of (2.33). First, we derive a refined equation for bs, taking the scalar
product of equation (2.39) by Q and proceeding as in [38], proof of Lemma 2.7.
Recall from [38],
(Ψb, Q) = −b
2
8




Note also that from direct computations and parity properties∣∣(((ε+ pY0 +Qb)5 −Q5b − p5Q4Y0 − 5Q4ε)y, Q)− 20bp((Q3Y0P )y, Q)∣∣
+
∣∣∣((W˜ )y, Q)− 20bp((PQ3)y, Q)∣∣∣
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(See [38] for details on the nonlinear terms in ε.) Using (2.43) and the above
estimates we find∣∣∣∣bs + 2b2 − 16(∫ Q)2
(
− ps(Y0, Q)− λs
λ
p(Y0,ΛQ)
− bp [20((Q3Y0P )y, Q) + 20((PQ3)y, Q)]+ c0θ(∫ Q)λ 32 (s)x−θ−1(s))∣∣∣∣ (2.50)

















We claim the following cancellation
− (Y0,ΛQ) + 20((Q3Y0P )y, Q) + 20((PQ3)y, Q) = 0. (2.52)
Indeed, L(P ′) = (LP )′ + 20Q3Q′P = ΛQ+ 20Q3Q′P, and so from (2.3),
− (Y0,ΛQ) + 20((Q3Y0P )y, Q) + 20((PQ3)y, Q)
= −(Y0,ΛQ)− 20(Y0 + 1, PQ3Q′)
= −(Y0 + 1, L(P ′)) +
∫






P ′ − 1
2
∫




Thus,∣∣∣∣−λsλ p(Y0,ΛQ) + bp [20((Q3Y0P )y, Q) + 20((PQ3)y, Q)]
∣∣∣∣ = |p| ∣∣∣∣λsλ + b
∣∣∣∣ |(Y0,ΛQ)|.
Now, from (Y0, Q) = −34
∫































































































































and (2.33) follows from (2.54) and (2.31). 
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3. Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1 which follows from the mod-
ulation equations of Proposition 2.4 coupled with the control of the well localized
error ε as in [38]. We present the new dynamical arguments and report the proofs
of two technical Lemmas adapted from [38] to the Appendices.
3.1. The bootstrap argument. Let
β =
2(θ − 1)
2θ − 1 , θ =
1− β2
1− β , 0 < β <
11
20









(θ − 1)(2θ − 1)θ−1. (3.1)


















Let (ϕi)i=1,2, ψ be smooth functions such that:
ϕi(y) =

ey for y < −1,
1 + y for − 12 < y < 12 ,
yi for for y > 2,
ϕ′i(y) > 0, ∀y ∈ R, (3.2)
ψ(y) =
{
e2y for y < −1,
1 for y > −12 ,
ψ′(y) ≥ 0 ∀y ∈ R. (3.3)









, i = 1, 2,








ε2(s, y)ϕ′i,B(y)dy, i = 1, 2. (3.5)
We now claim the following bootstrap Proposition which is the heart of the analysis:
Proposition 3.1 (Bootstrap). Let s0 = s0(β) > 1 large enough and set











< 1, (ε0, yΛQ) = (ε0,ΛQ) = (ε0, Q) = 0. (3.7)
Then, there exists
(λ0, b0) ∈ D =
{
(λ, b) : |λ− s−β0 | ≤ s
−β− 1
10






















+ q0(s0, x) (3.9)
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10ε2(s, y)dy ≤ 10λ−10, Ni(s) ≤ s− 52 , ‖ε(s)‖H1 . δ(α∗).
Moreover, ∣∣∣∣(1− β)s1−β x(s)− 1
∣∣∣∣+ ∣∣∣sβλ(s)− 1∣∣∣+ ∣∣∣∣ sβ b(s)− 1
∣∣∣∣ . s− 110 , (3.10)
λ−1‖εy(s)‖L2 + ‖ε(s)‖L2 . 1. (3.11)
Let us observe that (3.10) now gives the leading order behavior of the scaling
parameter λ(s) = 1
sβ
(1+o(1)), and the conclusion of Theorem 1.1 now immediately
follow from the change of variables (2.30) depending on the value of β as in step
(iv) of section 1.4.
The rest of this section is therefore devoted to the proof of Proposition 3.1. First
observe by uniqueness of the decomposition that
b0 = b(s0), λ(s0) = λ0 x(s0) = x0, ε(s0) = ε0.
We now argue by contradiction, assuming that for all (λ0, b0) ∈ D, we have
s∗(λ0, b0) := sup {s ≥ s0 such that (BS1)-(BS2)-(BS3) holds on [s0, s]} < +∞.
We will derive a contradiction by first closing the bootstrap bounds (BS1)-(BS2)-
(BS3), and then finding a couple (λ0, b0) using a topological argument.
3.2. First consequences of the bootstrap bounds. Let us start with some
quantitative bounds which follow from the bootstrap bounds and Proposition 2.4.
Claim 2 (Consequences of the bootstrap estimates). (i) For s0 = s0(β) large
enough, there holds:




• if 0 < β ≤ 13 , for all t > 0, x(t) ≥ 23t+ 23x0.
(ii) For all s ∈ (s0, s∗),








, (3.12)∣∣∣∣λsλ + b






































2recall that s = s(t) is the rescaled time (2.30).

































(iii) For all s ∈ (s0, s∗),
‖ε(s)‖2L2 .
∣∣∣∣∫ u2(0) − ∫ Q2∣∣∣∣+ s−1 + x−θ+ 120 , (3.17)
1
λ2




























λ3(s′)ds′ ≤ 103 log s
s0















for s0 large enough. Since x(s) ≥ 45x0, we obtain x(t) > t3 + 12x0. Finally, for






















s1−β ≥ 15t1+β .
Since x(s) ≥ 45x0, we obtain x(t) > t1+β + 23x0.
The estimate (3.12) is a consequence of (2.41) and β2 + (1− β)θ = 1, so that








The estimates (3.13)-(3.16) are immediate consequences of (2.31)-(2.33), (2.45), the
bootstrap assumptions and the upper bound β < 1120 . 
3.3. Closing the estimates on ε. We now close the bounds on ε and claim the




10ε2(s, x)dx ≤ 5λ−10, Ni(s) ≤ 12s−
5
2 , ‖ε(s)‖H1 . δ(α∗).
Let ϕ10 be a smooth function such that
ϕ10(y) =
{
0 for y ≤ 0,
y10 for y ≥ 1 , 0 ≤ ϕ10 . ϕ
′
10 for 0 < y < 1.
The control of the tail of ε on the right is a direct consequence of the following brute
force monotoncity formula:
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. N1,loc + 1
s2
. (3.19)
See proof of Lemma 3.2 in Appendix B.
The control of Ni(ε) norm, which is fundamental for the proof, now follows by
adapting the mixed Energy/Morawetz monotonicity formula first derived in [38].
Recall the definitions (3.2), (3.3), we claim:
Lemma 3.3 (Monotonicity formula). There exist µ > 0 such that the following
holds for B > 100 large enough. Let the energy–virial Lyapounov functionals for

















Then the following estimates hold on [s0, s
∗]:












j−4 + sj−9+10β. (3.21)
(iii) Coercivity of Fi and pointwise bounds: for i = 1, 2, j ≥ 0,
− 1
s4
+Ni . Fi . 1
s4
+Ni. (3.22)
See the proof of Lemma 3.3 in Appendix B.










(N1,loc + s−2) . s−10β−2,














y10ε2(s, y)dy ≤ 3. (3.23)
















The initial smallness (3.7) ensures
s100 |Fi(0)| . 1





for some δ = δ(β) > 0. Using (3.22), we conclude:
Ni(s) ≤ s−
5






20 Y. MARTEL, F. MERLE, AND P. RAPHAËL
for s0 large enough, which together with (3.23) and the control of the full H
1 norm
through the conservation laws (2.27), (2.28) concludes the proof of (BS3’).
3.4. Closing the estimates on (b, λ, x). We now use the obtained bounds on ε
and the modulation equations on the geometrical parameters of Proposition 2.4 to
close the bounds on (b, λ, x). We claim: for all s ∈ [s0, s∗],
(BS2′) |b(s)| ≤ 5s−1, 15s−β ≤ λ(s) ≤ 5s−β, 15s1−β ≤ (1− β)x(s) ≤ 5s1−β.
Proof of (BS2’). First, note that from (2.33), (2.31), and using (BS2)-(BS3),
1
3 ≤ β ≤ 910 , we have on [s0, s∗]:
|gs| . s− 94+2β , (3.25)∣∣∣∣λsλ + b
∣∣∣∣ . s− 54 , (3.26)∣∣∣xs
λ
− 1
∣∣∣ . s− 54 . (3.27)











∣∣∣∣λ 12 (s) + 2∫ Qc0 1θ − 1x−θ+1(s)






























∣∣∣∣∣ . s−β− 110 + s− 54−β . s−β− 110 .
and hence ∣∣∣(x 11−β )
s
− (1− β)−(1−β)
∣∣∣ . s− 110 , (3.29)
from 2θ − 1 = 11−β and the choice of c0 in (3.1) which gives:













the time integration of (3.29) on [s0, s] yields∣∣∣x 1β−1 (s)− (1− β)− 1β−1 s∣∣∣ . s1− 110 .
Thus, ∣∣∣∣ (1− β)s1−β x(s)− 1
∣∣∣∣ . s− 110 . (3.30)
Inserting (3.30) into (3.28), we find for λ,∣∣∣sβλ(s)− 1∣∣∣ . s− 110 . (3.31)
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Finally, using |g(s)| ≤ s−1+2β− 15 , we find∣∣∣∣ sβ b(s)− 1
∣∣∣∣ . s− 110 . (3.32)
From (3.30), (3.31) and (3.32), (BS2’) follows for s0 large enough.
3.5. Choice of λ0 and b0 by a topological argument. We now claim from a
standard topological argument based on the ougoing behavior of the ODE’s for (f, g)










H(s) = F 2(s) +G2(s).
From (BS2’) and (BS3’), since s∗ = s∗(x0, b0) < +∞, it follows from a standard
continuity argument that at s = s∗ ≥ s0,
H(s∗) = 1. (3.33)
We first claim the strict outgoing behavior:
H ′(s∗) ≥ 1
20s∗
. (3.34)
Proof of (3.34). Since
G′(s) =
(








we have using (3.34):
G′(s∗) =
(


























































































































for s0 large enough.
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By standard arguments (see e.g. the proof of Lemma 6 in [4]), the strict outgoing
behavior (3.34) ensures that the map (λ0, b0) ∈ D → s∗(x0, b0) is continuous. We
















































































Now, consider the continous map
M : BR2 → SR2 ,
(F0, G0) 7→ (F (s∗(λ0(F0), b0(F0, G0))), G(s∗(λ0(F0), b0(F0, G0)))) .
where BR2 and SR2 are, respectively, the ball and the sphere of R2 of radius 1. For
(F0, G0) ∈ SR2 , we have M(F0, G0) = (F0, G0), in other words, M is the identity
on the sphere SR2 . The existence of such a continuous map M is in contradiction
with Brouwer’s fixed point theorem. Therefore, there exists λ0 and b0 such that
|λ0 − s−β0 | ≤ s
−β− 1
10




and s∗(λ0, b0) = +∞. In particular (BS1)-(BS2)-(BS3) hold on [s0,+∞).
Finally, (3.30), (3.31) and (3.32) imply (3.10).
This concludes the proof of Proposition 3.1 and therefore also of Theorem 1.1.
Appendix A. Proof of Lemma 2.3
Recall that c0 ∈ R and θ > 1 are fixed, x0 ≫ 1 is to be taken large enough and





0) = 0, q0(0, x) = f0(x), (A.1)
where the function f0 is smooth and satisfies
f0(x) = c0x
−θ for x > x02 , f0(x) = 0 for x <
x0
4 , (A.2)
for all x ∈ R, for all k ≥ 0,
∣∣∣∣dkf0dxk (x)
∣∣∣∣ . c0|x|−θ−k. (A.3)
First, for x0 large enough, ‖f0‖L2 is small and it follows from the L2 and Hs
Cauchy theory (Corollary 2.9 in [20]) that q0 is global and bounded in H
s for all
s ≥ 0, with
sup
t
‖q0(t)‖Hs . δ(x−10 ).
We define
q1(t, x) = q0(t, x) − f0(x),
∂tq1 + ∂x(∂
2
xq1 + (q1 + f0)
5 − f50 ) = F0, q1(0, x) = 0, (A.4)
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where
F0 = −∂3xf0 − ∂x(f50 ).
For any θ ≥ 0, define a smooth function ϕθ such that
ϕθ(x) = x
θ for x ≥ 4, ϕθ(x) = e
x
8 for x ≤ 0, ϕ′ ≥ 0, ϕ′′′ ≤ 1
4
ϕ′ on R. (A.5)
For







































dx, k ≥ 2.
We differentiate Mθ1(t) (omitting the variable x− t4 − x04 for the function ϕθ1):













































5 − 5q41f0 − f50
]
















































































































θ1−2θ−3 if 0 < θ1−2θ−3 < 1
xθ1−2θ−30 if θ1−2θ−3 < 0
(A.7)
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6 − f60 − 6q1f50
)]
ϕ′θ1+2.
We use the following computations and estimates∣∣∣∣∫ [∂2xq1 + (q1 + f0)5 − f50 ]F0ϕθ1+2∣∣∣∣
.












































2ϕ′θ1+2.∣∣∣∣2∫ [(q1 + f0)5 − f50 ]x ∂xq1ϕ′θ1+2∣∣∣∣
=






























θ1 + C(t+ x0)
θ1−2θ−4.















θ1−2θ−3 if 0 < θ1−2θ−3 < 1
xθ1−2θ−30 if θ1−2θ−3 < 0
(A.8)
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θ1−2θ−3 if 0 < θ1−2θ−3 < 1
xθ1−2θ−30 if θ1−2θ−3 < 0
(A.11)




















and, with θ1 = 2θ +
15
4 , using the properties of ϕθ1+1, for x >
1
2(t+ x0),












8 . x−(θ+2). (A.13)
Finally, we briefly treat the case of higher order derivatives. We use an induction



































θ1−2θ−3 if 0 < θ1−2θ−3 < 1
xθ1−2θ−30 if θ1−2θ−3 < 0
(A.14)
we prove the same estimates for k′ = k using Fθ1,k.
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Indeed, by simple computation:





































































































































where the L∞ norms above are estimated using (A.14). The other terms, all con-
taining f0, are similar and easier.









θ1−2θ−3 if 0 < θ1−2θ−3 < 1
xθ1−2θ−30 if θ1−2θ−3 < 0
Arguing as in the proof of (A.12), we prove (A.14) for k′ = k. The induction
argument being complete, we finish the proof as in (A.13).
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Appendix B. Proof of monotonicity results on ε

















(−εyy + ε− (ε+ pY0 +Qb)5 +Q5b + p5Q4Y0)y

















We integrate by parts the linear term and use yϕ′10 = 10ϕ10 for y ≥ 1 and ϕ′′′10 ≪ ϕ′10










































By integration by parts in the nonlinear term, we can remove all derivatives on



















Thus, by standard Sobolev estimates,∣∣∣∣∫ ϕ10ε [(ε+Qb)5 −Q5b]y∣∣∣∣ . N1,loc + δ(α∗)∫ ϕ′10(ε2y + ε2).









p2 + |b||p|+ |p|(|ε| + |ε|5) . N1,loc + 1
s2
.
By (3.15) and Y0 ∈ Y, ∣∣∣∣ps ∫ Y0ϕ10ε∣∣∣∣ . N1,loc + 1s2 .













By (3.14), ∣∣∣∣λsλ p
∫
ΛY0ϕ10ε
∣∣∣∣ . N1,loc + 1s2 .
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The terms involving the geometrical parameters are controlled from the exponen-
tial localization of Qb on the right and (3.13)–(3.14):∣∣∣∣λsλ + b














































Finally, we claim ∣∣∣∣∫ ϕ10εWy∣∣∣∣ ≤ CN1,loc + Cs2 + 150
∫
ε2ϕ′10 (B.1)
We only treat the first term in W , the other terms are similar and easier. First,









5(Qb + ε+ pY0)
4q − 5Q4q] (εϕ10)y
=
∫ { [
(Qb + ε+ pY0)
5 − (Qb + pY0)5 − 5Q4ε
]
y
− 5(Qb + pY0)y
[
(Qb + ε+ pY0)











(Qb + ε+ pY0)









(Qb + ε+ pY0)




(Qb + ε+ pY0)
4 −Q4] εqϕ′10.
From the above expression, we obtain for s large enough (using ‖ε‖L∞ . ‖ε‖H1 .





2 (|ε|+ |p|+ |b|)|ε| +
∫
(|qy|ϕ10 + |q|ϕ′10)|ε|5
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To control the last term above, we use qy(t, y) = λ
3
2 ∂xq0(t, λy + x(t)) so that





















2 . N1,loc + 1
s2
,
and (3.19) is proved.
B.2. Proof of Lemma 3.3. step 1 Weighted L2 controls at the right.
We first recall from [38], proof of Proposition 3.1, the following controls for all

































step 2 Algebraic computations on Fi.



















(Qb + ε+ pY0)y +Φb +Ψb, (B.5)
where
Z = (Qb + pY0 + q + ε)
5 −Q5b − 5Q4(pY0 + q)− q5,






















(ε+Qb + pY0 + q)






(ε+Qb + pY0 + q)

















































(ε+Qb + pY0 + q)






(ε+Qb + pY0 + q)
























−4 + Cs10β−9, for k = 2, 3. (B.8)
Inserting (B.7) and (B.8) into (B.6) yields (3.21) for all j. In steps 3 - step 5, we
prove (B.7) and (B.8).
Observe that the definitions of ϕi and ψ imply the following estimates:
∀y ∈ R, |ϕ′′′i (y)|+ |ϕ′′i (y)|+ |ψ′′′(y)|+ |yψ′(y)|+ |ψ(y)| . ϕ′i(y) . ϕi(y),
(B.9)
∀y ∈ (−∞, 2], e|y|ψ(y) + e|y|ψ′(y) + ϕi(y) . ϕ′i(y), (B.10)
∀y ∈ R, ϕ′2(y) . ϕ1(y) . ϕ′2(y). (B.11)
In particular,
N1,loc(s) . N2,loc(s) . N1(s) . N2(s),
∫
ε2(s, y)ϕ1,B(y)dy . N2,loc(s). (B.12)
step 3 Control of f
(i)




















(Qb + ε+ pY0)y (−(ψBεy)y + εϕi,B − ψBZ)
+ 2
∫
Φb (−(ψBεy)y + εϕi,B − ψBZ)
+ 2
∫
Ψb (−(ψBεy)y + εϕi,B − ψBZ)
+
∫ (
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Term f
(i)





[−εyy + ε− Z]y [−εyy + ε− Z]ψB
+ 2
∫
[−εyy + ε− Z]y
(−ψ′Bεy + ε(ϕi,B − ψB)) .
We compute the various terms :
2
∫
[−εyy + ε− Z]y [−εyy + ε− Z]ψB = −
∫
ψ′B [−εyy + ε− Z]2
= −
∫




















[−εyy + ε− Z]2 − [−εyy + ε]2
}
.















i,B − 12ψ′B − 12ψ′′′B )
+
∫





Zy(ϕi,B − ψB)ε = 2
∫










[(Qb + ε+ pY0 + q)




(ϕi,B − ψB)(Qb)y[(Qb + ε+ pY0 + q)5 − (Qb + pY0 + q)5 − 5Q4bε]
+ 40
∫
(ϕi,B − ψB)Q′Q3(pY0 + q)ε
− 2
∫
(ϕi,B − ψB)(pY ′0 + qy)[(Qb + ε+ pY0 + q)5 − (Qb + pY0 + q)5 − 5Q4ε].
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(ϕi,B − ψB)(Qb)y[(Qb + ε+ pY0 + q)5 − (Qb + pY0 + q)5 − 5Q4bε]
+ 40
∫
(ϕi,B − ψB)Q′Q3(pY0 + q)ε
− 2
∫
























<,∼,> respectively corresponds to integration on y < −B2 , |y| ≤ B2 ,
y > B2 .
We recall
‖ε‖L∞ . ‖ε‖H1 . δ(α∗). (B.13)
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(Qb + ε+ pY0 + q)










(|ε|5 + ε2(|Qb|3 + |p|3 + |q|3)) (|Qy|+ |b||(Pχb)′|)ϕ′i,B
+B
∫
|ε| (|p|2 + |q|2) (|Qy|+ |b||(Pχb)′|)ϕ′i,B
+B
∫
















(ϕi,B − ψB)(pY ′0 + qy)[(Qb + ε+ pY0 + q)5 − (Qb + pY0 + q)5 − 5Q4ε].
To estimate it, we note the following∣∣(Qb + ε+ pY0 + q)5 − (Qb + pY0 + q)5 − 5Q4ε∣∣




















We further estimate using (B.13) and (ϕ′i)
2 . ψ′ . (ϕ′i)








(Qb)y[(Qb + ε+ pY0 + q)
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The remaining nonlinear term is estimated using the local H2 control provided










































• In the region y > B2 , we have ψB(y) = 1, so that several terms cancel in f
(i)
1,1.
































(|Qb|4 + p4 + q4) ε2 + (|b|+ |q|+ |p|)2|ε|)ϕ′i,B




















(ε+Qb + pY0 + q)
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• In the region |y| < B/2, ϕi,B(s, y) = 1 + y/B and ψB(y) = 1. In particular,
ϕ′′′i,B = ψ
′















(ε+Qb + pY0 + q)




(ε+Qb + pY0 + q)
5 − (Qb + pY0 + q)5 − 5Q4bε
)
y(Qb)y
− 40yQ′Q3(pY0 + q)ε
+ 2y(pY ′0 + qy)
(
(ε+Qb + pY0 + q)








2 − 5Q4ε2 + 20yQ′Q3ε2}+RVir(ε),
where








(ε+Qb + pY0 + q)
6 − (Qb + pY0 + q)6 − 6Q5bε




(ε+Qb + pY0 + q)
5 − (Qb + pY0 + q)5 − 5Q4bε
)
y(Qb)y
− 20yQ′Q3(pY0 + q)ε− 10yQ′Q3ε2
+ 2y(pY ′0 + qy)
(
(ε+Qb + pY0 + q)
5 − (Qb + pY0 + q)5 − 5Q4bε
)}




ε2 (δ(α∗) + |b|+ |p|+ |q|) +
∫
|y|<B











We now recall from [38] the following coercivity result.
Lemma B.1 (Localized viriel estimate). There exists B0 > 100 and µ3 > 0 such

























































for some universal µ4 > 0 independent of B.
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Term f
(i)





































Observe from (2.25): ∫
ΛQ(Lε) = (ε, LΛQ) = −2(ε,Q) = 0.
We now use the orthogonality conditions (ε, yΛQ) = 0 and the definition of ϕi,B to
estimate: ∣∣∣∣∫ ΛQε(1− ϕi,B)∣∣∣∣ = ∣∣∣∣∫ ΛQε(1− ϕi,B + yB)
∣∣∣∣ . e−B8 N 12i,loc,
so that for B large enough:∣∣∣∣(λsλ + b
)∫
ΛQε(1 − ϕi,B)















For the next term in f
(i)
1,2, we first integrate by parts to remove all derivatives on ε.
Then, by the properties of ϕi,B , ψB , P and χb (2.6), we obtain for α
∗ small,∣∣∣∣2b(λsλ + b
)∫


















Next, integrating by parts, using the exponential decay of Q and since ψB(y) ≡ 1
on [−B2 ,∞): ∣∣∣∣(λsλ + b
)∫
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Term f
(i)






(Qb + pY0 + q + ε)









(Q5b −Q5)yεψB + 5
∫





















(Qb + pY0 + q + ε)

















(Qb −Q+ ε+ pY0)y







(Qb + pY0 + q + ε)






b −Q5)y + 10
∫


















(Qb + pY0 + q + ε)








The first term is treated using the cancellation LQ′ = 0 and the orthogonality
conditions (ε,ΛQ) = (ε,Q) = 0, so that (yQ′, ε) = 0. Thus, by the definitions of








































Then, as before, integrating by parts, and using Cauchy-Schwarz inequality,∣∣∣∣2b(xsλ − 1)
∫
(χbP )y
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λ
− 1





















































(−ψBεyy − ψ′Bεy + εϕi,B − ψBZ) .






i,loc.∣∣∣∣∫ (χb + γy(χb)y)Pεϕi,B∣∣∣∣ . B 12N 12i,loc.













































Ψb (−(ψBεy)y + εϕi,B − ψBZ) .
We now rely on (3.15) to estimate by integration by parts and Cauchy-Schwarz’s
inequality, ∣∣∣∣∫ (Ψb)yψBεy∣∣∣∣ . B 12 b2N 12i,loc ≤ 1500 µ4B Ni,loc + Cs4 .
By (2.10) and the exponential decay of ϕi,B in the left,∣∣∣∣∫ Ψbϕi,Bε∣∣∣∣ . (b2B 12 + e− 12|b|γ ) |b|1+γN 12i,loc ≤ 1500 µ4B Ni,loc + C|b|4.
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1,6: Recall that this term writes∣∣∣∣∫ (−psY0 + (5Q4(p− q))y + λsλ pΛY0
)
(−(ψBεy)y + εϕi,B − ψBZ)
∣∣∣∣










































Λε (−(ψBεy)y + εϕi,B − ψBZ) + j
s
Fi.





















(Qb + pY0 + q + ε)








(Qb + pY0 + q + ε)






(Qb + pY0 + q + ε)
6
6










(Qb + pY0 + q + ε)
5 − (Qb + pY0 + q)5 − 5Q4bε− 5Q4b(pY0 + q)ε








(Qb + pY0 + q + ε)









(Qb + pY0 + q + ε)
5 − (Qb + pY0 + q)5 − 5Q4ε−Q5b − 5q4ε
]
.

























(Qb + pY0 + q + ε)






(Qb + pY0 + q + ε)
6
6










(Qb + pY0 + q + ε)
5 − (Qb + pY0 + q)5 − 5Q4bε− 5Q4b(pY0 + q)ε








(Qb + pY0 + q + ε)









(Qb + pY0 + q + ε)






For y < −B, we use the exponential decay of ψB , ϕi,B and (B.9) to estimate:∫
y<−B
2











































|y|100e yB ε2 ≤ ‖ε‖2L2 ≤ δ(α∗).
Together with similar estimates for the other terms, this yields the bound:
























The middle term f
(i,j)
2 is also estimated as follows







It only remains to estimate (f
(i,j)
2 )
>. Most terms in (f
(i,j)
2 are easily estimated











The function ψB being bounded, the other terms are easier.

















































































(ε+Qb + pY0 + q)






(ε+Qb + pY0 + q)








∣∣bsP (χ(|b|γy) + γ|b|γyχ′(|b|γy))∣∣ . |bs|.





ε2(|Qb|3 + |p|3 + |q|3 + δ(α∗)) + |ε|(e−
|y|

































Thus, as before,∣∣∣∣∫ ψB(psY0 + qs) [(ε+Qb + pY0 + q)5 − (Qb + pY0 + q)5 − 5εQ4]∣∣∣∣
.
(






Finally, ∣∣∣∣∫ ψBqsq4ε∣∣∣∣ . (∫ ψB(qsq4)2)12 (∫ ψBε2) 12 . ∫ ψBε2 + 1s4 .
step 6 Proof of (3.22).
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2 − 5ψBQ4ε2 ≥ µNi.





















This concludes the proof of Lemma 3.3.
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