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1. Összefoglalás
A mesterséges neurális hálózatok rendszere napjainkra egyre inkább a kutatások 
fókuszába került, melynek eredményeit az ipari gyakorlatok számos helyen alkalmazzák. 
Sikerességük abban rejlik, hogy képesek az adatokban rejlő komplex kapcsolatok, 
és az adatokban rejlő mintázatok felismerésére, valamint az ismeretlen minták 
előrejelzésére is, így segítségükkel érték és kategória előrejelzések tehetők meg nagy 
biztonsággal. A mesterséges neurális hálózatok nagyon hatékony eszközök a nem 
lineáris trendek adatokon belüli modellezéséhez. Sok esetben ott is jól teljesítenek, ahol 
a hagyományos statisztikai eszközök nem kielégítő eredményeket mutatnak, vagy nem 
képesek adott kutatási probléma megoldására. Munkánkban összefoglaljuk a neurális 
hálózatok működési elvét, felépítését (topológiáját), a hálózatok csoportosítását 
és alkalmazási lehetőségeit. Külön részben mutatjuk be a felhasználási típusok 
alapján − predikció, osztályozás, optimalizálás − a legújabb élelmiszertudományi 
alkalmazásokat. Az eredmények azt mutatják, hogy a mesterséges neurális hálózatok 
számos előnyös tulajdonsággal rendelkeznek, melyek kifejezetten alkalmassá teszik 
őket az élelmiszertudományi feladatok megoldására.
Kulcsszavak: hálózatarchitektúra, predikció, osztályozás, optimalizálás, élelmiszertudomány
2. Bevezetés
A mesterséges ideghálózatok ötletét az emberi agy 
ingerület továbbító mechanizmusai adták. Az emberi 
agy és idegrendszer tanulmányozása után vetődött 
fel az az ötlet, hogy az élő szervezet mintájára mes-
terséges hálózatot hozzanak létre. Az agy számos 
agysejtből, vagyis neuronból áll: a legfrissebb méré-
sek szerint 10-15 milliárd agykéregi neuronnal rendel-
kezik egy átlagos ember [1]. Egy neuron a működése 
közben számos impulzust kap más neuronoktól több 
dendriten keresztül. A kapott impulzustól függően 
a neuron jeleket küldhet más neuronoknak egysze-
rű axonokon keresztül, ami összeköti a dendriteket 
más neuronokkal. Így egy impulzus-információ akár 
több millió neuronon is keresztül juthat, mielőtt az 
agy megfelelő rétegébe, vagy a hálózat kimenő ré-
tegébe érne. A küszöbértéknek (threshold) az a sze-
repe, hogy ha eléri ezt az értéket, akkor aktiválódik a 
neuron, ha ennél kisebb, akkor viszont nem.
A mesterséges ideghálózat is az agyhoz hasonló 
elemekből épül fel. A biológiai rendszerek példá-
ját követve, e processzáló elemek is a neuron ne-
vet kapták. A biológiai minta után, a mesterséges 
hálózatban is a neuronok mindegyike egy bizonyos 
számú bemenet alapján egy kimenetet generál. A 
kapott kimenet a bementek egy viszonylag egysze-
rű függvénye. 
A mesterséges ideghálózatok (Artificial Neural Net-
work, ANN) eredetileg az emberi agyműködés után-
zására tervezett nemlineáris közelítő eljárások voltak, 
melyek jellemezhetőek volt a legfontosabb agyi jel-
lemzőkkel (sokoldalúság, párhuzamosság, adaptív 
válasz a külső ingerekre, hatékony alakfelismerés ké-
pessége zajos adatok esetén is stb.). Az első kutatá-
si cél az emberi idegrendszer pontos reprezentálása 
volt, azonban manapság az ideghálózatokat inkább 
matematikai, mint biológiai modellként alkalmazzák. 
A mesterséges ideghálózatok kétféle módon is ha-
sonlítanak az emberi agyműködésre: tanulási képes-
séggel rendelkeznek, valamint képesek az informá-
ciók szortírozására is. Az ANN-ek tulajdonképpen a 





































































































































A rendszer tudományos alapjait McCulloch és Pitts 
tette le 1943-ban [4], mikor megalkották a világ első 
kezdetleges neurális hálózatát. Három különböző 
forrásból dolgoztak: az alapszintű fiziológiai és az 
agyi neuronok működésére vonatkozó ismeretekből, 
az ítéletkalkulus Russell és Whitehead-féle formális 
elemzéséből, és Turing számításelméletéből [5]. E 
három különböző elmélet társításával megalkották 
a mesterséges neuron fogalmát, melyek ők akkori-
ban még Threshold Logic Unit (TLU)-nak neveztek. 
Ezt a gondolatot fejlesztette tovább Hebb [6], majd 
végül Rosenblatt 1959-ben megalkotta a perceptron 
fogalmát [7]. Ez egy olyan neuron, amely memóriával 
nem rendelkezik, és a bemenetén nincs különbség 
a súlyozás tekintetében. Egy perceptronokból álló 
hálózat már képes egyszerű osztályozási feladatok 
megoldására. Ezek után, a kezdeti lelkesedés alább 
hagyott, elsősorban a gyakorlati megvalósítás ne-
hézségei miatt. 1982-ben Hopfield [8] publikált egy 
tanulmányt, amelyben bemutatott két kulcsfontossá-
gú koncepciót, amelyek lehetővé tették a korábban 
megfogalmazott korlátok leküzdését: a nemlineá-
ris jelleg a neuron által kapott teljes input és az ez 
által készült output között, valamint a lehetőség az 
outputok inputokkal történő visszacsatolására. Ez a 
fontos kutatási eredmény, valamint a visszaterjedő 
algoritmus 1986-os bevezetése arra sarkallta a ku-
tatókat, hogy az ideghálókat a probléma megoldó al-
goritmusok használatára kezdjék fejleszteni. Ez által 
hatékony feladat megoldási alternatívát jelenthetnek 
többek között a pénzügy, az orvosi diagnózis, a fo-
lyamatirányítás, a mérnöki feladatok, a geológia, az 
időjárás előrejelzés, az adatfeldolgozás, adatbányá-
szat, nyomonkövethetőség, valamint a fogyasztói 
preferenciák feltérképezése területén [9].
3. A mesterséges neurális hálózatok jellemzői, és 
működési elvük
A neurális hálókat több igen fontos tulajdonság miatt 
alkalmazták sikeresen [10]:
1. nagyon bonyolult nem lineáris számítási eszkö-
zök, amelyek képesek az extrém összetett függ-
vények modellezésére, 
2. tanulási képesség (az adatstruktúra automatiku-
san tanult a reprezentatív adattól az időben kiala-
kított képzési algoritmus segítségével),
3. széleskörű alkalmazhatóság (nincs korlátozva a 
numerikus adatokra, képek, szövegek épp úgy 
vizsgálhatóak, mint a számadatok),
4. párhuzamosság, általánosító-képesség, nagy 
sebesség és hibatűrés.
Az ideghálóra úgy is gondolhatunk, mint a funkcioná-
lis kapcsolat modellezésére az input és a megfelelő 
„output” változók között: 
y = f (x)
ahol x és y az input és az output vektorok, illetve f je-
löli a kapcsolati, vagy aktivációs függvényt. Az alkal-
mazástól függően az y vektor mutatja be a kimeneti 
értéket: egy csökkentett dimenziójú térben (feltáró 
elemzés), az osztálytagságok bináris vektorát (osztá-
lyozás), vagy valós értékű függő vektort (regresszió). 
A neurális hálózat olyan rendszer, amely a bemeneti 
adatokon számításokat végez, majd a kimeneti adat 
egy, vagy több számított érték. Amikor egy neurális 
hálózatot felépítenek és tréningelnek egy speciális 
feladatra, a kimeneti értékek nagyjából helyes érté-
keket adnak a bemenetekre vonatkozóan. Számos 
kritérium létezik az eltérések mérésére, mivel mindig 
az aktuális célfeladat jellegéből adódik, hogy melyik 
szerint érdemes vizsgálni az eredményeket. 
A kritériumok közül a legáltalánosabban alkalma-
zottak: az átlagos négyzetes eltérés (mean squared 
error, MSE) minimalizálása, a bináris kereszt-entró-
pia (binary cross entropy, BCE) és a többkategóriás 
kereszt-entrópia (multiclass cross-entropy, MCCE) 
minimalizálása. Ezen kívül vizsgálható még a háló-
zat Kullback-Leibler divergenciával, vagy Hinge-fé-
le veszteségfüggvénnyel is, azonban ezek kevésbé 
népszerű megközelítések. Az ANN-ek kiemelt sajá-
tossága, az hogy az egyenletben leírt funkcionális 
kapcsolat tökéletes, szemben a tradicionális mate-
matikai modellekkel. Valójában az ideghálós model-
lezésnél a függvényszerű összefüggés a kimenet és 
a bemenet tér között egyértelműen van definiálva. A 
neurális hálózat összekapcsolt egységekből áll, me-
lyeket nóduszoknak és neuronoknak neveznek. A 
neuronok jellemzője, hogy az n súlyozott bemenetet 
és egy konstansra választott bemenetet (bias) egy, 
valamilyen általában nemlineáris függvény követ. Az 
összegzés és az ezt követő függvény együttes né-
ven transzfer függvényként ismert, amely a bemene-
tek súlyozott összegét adja, és egy ezt követő, ál-
talában nemlinerális függvény. Mindegyik neuron a 
hálózaton belül elvégzi a számítások egy részét: az 
adatok egy részét bemenetként veszi, majd néhány 
egyszerű számítás elvégzése után kiadja a kimeneti 
adatot. Egy neuron kimeneti adatát átadja egy másik 
neuronnak, kivéve azokat a neuronokat, melyek a tel-
jes rendszer végső eredményét adják. 
A neuronok rétegekbe vannak rendezve. A bemeneti 
réteg neuronjai kapják a számítások bemeneteit, mint 
a hosszúságot és súlyt. Ezek az értékek kerülnek az 
első rejtett rétegbe, amely végrehajtja a számításokat 
és a kimeneteit átadja a következő rétegnek. Ez a kö-
vetkező réteg lehet egy másik rejtett réteg, ha létezik 
ilyen. Az utolsó rejtett réteg neuronjai a kimeneti ered-
ményeiket továbbadják azoknak a neuron(ok)nak, me-
lyek a hálózat végső eredményét számítják [12].
A mesterséges neurális hálók sajátossága azon a 
tényen alapul, hogy működésük során nagyszámú 
párhuzamosan kapcsolódó egyszerű számtani egy-
séget használnak, amit neuronnak neveznek a bioló-
giai hasonlóság miatt. Matematikai nyelven a neuront 
definiálhatjuk, mint egy nem lineáris, paraméterekkel 
jellemzett összegző függvényt, amelynek a változó-
it a neuron inputjainak hívják, és ennek az értéke az 
output. Ennek keretében a paraméterezés két külön-
böző formában fordulhat elő: 



































































































































1. ábra: A biológiai és a mesterséges neuron analógiája [2] 
Figure 1: Analogy of the biological and artificial neurons [2]
2.ábra: Mesterséges neuron sematikus ábrája [11] 
Figure 2: Schematic representation of an artificial neuron [11]
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ti kapcsolatokat jellemzően egy ábrán mutatják be, 
ahol az egységek és ugyanazon a bemeneti változón 
működő egységek rétegekbe vannak rendezve. A sú-
lyok, amelyek a nemlineáris függvényeket szabályoz-
zák, a rétegekben lévő különböző egységekhez kap-
csolódó vonalakként vannak rendszerint ábrázolva. 
Egy hálózat tréningelése a számítási paraméterek 
optimalizálásának a folyamata, ahol a cél, hogy meg-
közelítőleg helyes kimeneti értékeket kapjunk a be-
meneti adatokra. Ez a folyamat egyrészről a tréning-
hez használt adatokon, másrészről az algoritmusok 
alapján történik. A tréningelési algoritmus különbö-
ző számítási paraméter kombinációkat választ ki, és 
ezen kombinációkat értékeli mindegyik tréning ese-
ten történő alkalmazással. Ezzel megállapítja, milyen 
jók a hálózat által adott válaszok. Minden paraméter 
kombináció valójában egy tesztelés. A tréning algo-
ritmus kiválasztja az új paraméter kombinációkat az 
előző teszt eredményei alapján. Egy neurális hálózat 
valójában egy olyan számítási modell, amellyel kü-
lönböző számítógépes rendszereket lehet fejleszte-
ni. Egy neurális hálózatot fel lehet építeni egyszerű 
folyamatelemekből, mely során mindegyik elem egy 
neuronként működik. Különböző neurális hálózatok 
léteznek, melyek felépítésben, a neuronok által vég-
zett belső számításokban és a tréning algoritmusok-
ban is különbözhetnek [13], [14], [15].
Az ANN valójában az elmúlt évtizedben vált nép-
szerű eljárássá, mivel a neurális hálózat típusokat, 
valamint azok tesztelését, validálását és vizualizáci-
óját beépítették a különböző statisztikai, adatbányá-
szati szoftvercsomagokba. A neurális hálózatokat a 
szoftverfejlesztő cégek jellemzően külön modulok-
ban hozták létre: MatLab (Neural Network Toolbox), 
Statistica (Neural Networks), Palisade (NeuralTools), 
SPSS (Modeler), Alyuda (Neurointelligence), Neuro-
Dimension (Neurosolution) stb. 
Az ANN-ek robosztusabbak és felülmúlják más szá-
mítási módszereket hat kategóriában is: mintázat 
felismerés, klaszterezés, függvény-modellezés, elő-
rejelzés, optimalizálás és ellenőrzés [16]. Az élelmi-
szertudomány területén három fő alkalmazási terüle-
te van:
1. felderítő analízis (exploratory analysis)
2. predikció (prediction)
3. osztályzás (classification)
4. A mesterséges neurális hálózatok felépítése
Általánosan egy hálózat viselkedését az alábbiak ha-
tározzák meg: felépítés (rejtett rétegek és a bennük 
levő nóduszok száma), a kapcsolatok súlyai (a kap-
csolatokhoz tartozó paraméter) és a torzítás (a neuro-
nokhoz kapcsolódó paraméter) átalakító függvény, 
amely kiszámítja a kimeneti jel értékét [17]. Felépíté-
süknek és működésüknek megfelelően a hálózatokat 
több csoportba sorolhatjuk. A jelenlegi szakirodalmi 
adatok elemzésével bebizonyosodott, hogy napja-
inkban már átláthatatlan mennyiségű neurális háló-
zat-típus áll rendelkezésre. Egy korábbi kutatásban 
Maren 48 különböző típusú mesterséges neurális há-
lózatot sorolt fel munkájában, Pham pedig már több 
mint 50 típust különböztetett meg [18], [19]. Ezek 
között a típusok között nagyfokú átfedés volt tapasz-
talható, gyakorlati felhasználás szempontjából pedig 
csak néhány hálózatot alkalmaznak a kutatók pub-
likációikban. A következőkben ezeket a hálózatokat 
mutatjuk be részletesen:
1. Többrétegű előrecsatolt neurális hálózatok (Multi 
Layer Feedforward Neural Net, MLFNN)
2. Radiális alapfüggvényes neurális hálózat (Radial 
Basis Function Neural Net, RBFNN)
3. Kohonen/önszervező hálózatok (Self-Organizing 
Maps, SOM)
4. Általánosított regressziós és valószínűségi há-
lózatok (Generalized Regression Neural Net, 
GRNN, Probabilistic Neural Nets, PNN)
A rétegek 3 fajtáját különböztethetjük meg: input ré-
teg (annyi egységet tartalmaz, amennyi a független 
változók (x) száma, és ez csak az adatok bevezetését 
végzi a hálózatba), output réteg (annyi neuronból áll 
ahány komponensből a függő vektor (y) áll), és a rej-
tett rétegek. E rejtett rétegek a bonyolult számítások 
és az algoritmikus megoldások helyszíne. A rejtett ré-
tegek optimális száma minden esetben egyedi, ezért 
ennek vizsgálata is általában a neuronhálózatos mé-
rés részét képezi [20], [21], [22] (4. ábra).
A többrétegű előrecsatolt neurális hálózat (Multi 
Layer Feed Forward Neural Net, MLFNN) jellegze-
tessége, hogy nincs benne körkörös visszacsato-
lás [24], az információ csupán egyetlenegy irányba 
áramlik: bemeneti réteg → rejtett réteg (akár több 
is) → kimeneti réteg, azaz egy réteg ouptut vektora 
a következő réteg input vektora. Az MLF a neurális 
hálók alapja, számos komplex eljárás ezt a hálózati 
struktúrát veszi alapul. Az MLFNN hátrányai közé tar-
tozik, hogy a szigmoid függvények közelítése lassú, 
valamint, hogy a megoldási algoritmus nem látható. 
Általánosan ezt nevezik a hálózat fekete dobozának, 
mivel a megoldás részleteit nem ismerjük, csak a vég-
eredményt számítja ki a hálózat. A neuronhálózatok 
lényegi eleme a mintahalmazból való tanulás, ezért 
a hálózat eredményessége nagymértékben függ a 
tréningezett minták sokaságától. Amennyiben rossz, 
kevés, vagy túlzottan zajos mintahalmaz alapján épít-
jük fel a hálózatot, akkor a hibás kapcsolatok alapján 
fogja a rendszer számítani az output értékeket. A tré-
ningelés sikeressége lényeges elem, mivel a hálózat 
hajlamos az input adatok túltanulására. Ez esetben 
a hálózat nem a mintahalmaz között kapcsolatokat 
tanulja meg, hanem az egyes mintákat, ami nyilván-
való torzításhoz vezet. Az MLF hálózatok előnyei, 
más hálótípusokhoz képest (Generalized Regression 
Neural Net, GRNN; Probabilistic Neural Net, PNN), 
1.  A paraméterek az egység inputjával vannak ösz-
szekapcsolva, így a neuronnak, mint az inputok 
lineáris kombinációjának egy „globális inputja” 
épül, súlyozva a paraméterek által (súlynak ne-
vezve wi); az egység kimenete ezután a globális 
input nem lineáris függvényeként (f-ként jelölve) 
szerepel: 
y = f(w0 + Ʃ
n
i=1
     
wixi
2.  A paraméterek a neuron nem linearitásához van-
nak kijelölve, azaz részt vesznek az egység meg-
határozásában. Ez akkor fordul elő például, ha „f” 
egy Gauss-féle radiális alapfüggvény:
 
2w20
y = exp[  – Ʃ
n
i=1
 (xi – xi)
2
 ]
Ennek számos változatát ismeri a tudomány, és a 
megoldandó feladatok jellegétől függően szokás ki-
választani a legmegfelelőbbet. A transzfer függvény 
tehát tulajdonképpen nem más, mint egy összegző 
függvény, amely a bemenetek súlyozott összegét 
adja, és egy ezt követő, általában nemlinerális függ-
vény. Néhány általánosan ismert transzfer függvény 
a 3. ábrán látható. 
A legegyszerűbb esetekben a neuronok bemenetén 
egyenrangú bemenetek foglalnak helyet, és nem ren-
delkeznek memóriával. Egy ilyen neuron esetén az 
xi skalár bemenetek wi (i=0,1,..., N) súlyozással ke-
rülnek összegzésre, majd a súlyozott összeg egy f(.) 
nemlineáris elemre kerül [13].
 A hálózat reprezentálja két, vagy több neuron nem-



































































































































3. ábra: Gyakran alkalmazott transzfer függvények [13] 
Figure 3: Frequently used transfer functions [13]
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hogy kisebb méretűek, sokkal megbízhatóbbak a 
tartományon kívül eső tréningelt adatokra kevésbé 
érzékenyek. Az MLF hálózatok további előnye, hogy 
alkalmas nagyon kis mennyiségű tréning adatsorok 
általánosítására [25].
A radiális alapfüggvényes neurális hálózat (RBFN) fel-
építése megegyezik az MLFN háló felépítésével (egy 
input, egy output és egy rejtett réteg), a fő különb-
ség a neuronok általi függvényekben van. A radiális 
alapfüggvényes hálózat egy olyan rendszer, melyben 
a rejtett réteg radiális alapfüggvényekkel dolgozó 
nemlineáris leképezést valósít meg [13]. Valójában az 
output réteg lineáris egységekből áll, és a rejtett réteg 
úgynevezett radiális alapfüggvényeket képez, ahogy a 
hálózat neve is mutatja. A radiális függvény egy valós 
értékű függvény, aminek az értéke csak annak input 
vektora és egy úgynevezett középpont (centroid, ba-
rycenter) közti távolságtól függ [26]. Az RBFN model-
lezésnél három fő paraméter van: output súlyok (wkj), 
centroidok (βj), héj faktorok (µj), melyek optimalizálása 
jellemzően ebben a sorrendben történik (5. ábra).
A Kohonen alapú szerkezeteket, „önszervező térké-
pek” (self-organizing maps, SOM) egy sokdimenziós 
térből jellemzően egy síkba történő nem lineáris leké-
pezésre tervezték, amivel a minták közti távolságok 
(hasonlóságok és különbözőségek) meghatározha-
tók. A Kohonen háló alapelemei a lineáris összegző 
függvényt valósítja meg, melyek egyetlen rétegben, 
jellemzően egy sík rácspontjaiban találhatóak. Min-
den bemenet a hálózat összes csomópontjához kap-
csolódik [28], [29], [13] (6. ábra).
Egy neuron szomszédsága általában négyzetnek, 
derékszögűnek, vagy hatszögletűnek tekinthető, ami 
azt jelenti, hogy minden neuronnak egyenként 4-6-8 
db legközelebbi szomszédja van. Algoritmikus szem-
pontból a Kohonen modellezés kompetitív tanulást 
hajt végre, azaz a 2D réteg csak egy neuronja kerül 
kiválasztásra miután minden egyes input bekapcso-
lódott a hálózatba („győztes mindent visz” elv), és ez 
a neuron lesz az a pozíció, ahol a minta fel van térké-
pezve. Az a győztes neuron, amelynek a súlyvektora 
a leginkább hasonlít az input mintához [30] (7. ábra).



































































































































4. ábra: Többrétegű előrecsatolt feed forward neurális hálózat (MLFNN) sematikus ábrája [23]  
Figure 4: Schematic representation of the Multi Layer Feed Forward Neural Net (MLFNN) [23]
5.ábra: Radiális alapfüggvényű neurális háló (RBF-NN) sematikus ábrája [27]  
Figure 5: Schematic representation of the Radial Basis Function Neural Net (RBF-NN) [27]
6.ábra: Kohonen/önszervező hálózatok leképezése [11] 
Figure 6: Rendering of Kohonen/self-organizing networks [11]
7. ábra: Kohonen modellezés alapján a neuronok legközelebbi szomszédai (4-6-8) [11] 
Figure 7: Closest neighbors of the neurons based on Kohonen modeling (4-6-8) [11]
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Az általánosított regressziós és a valószínűségi há-
lózatok (Generalized Regression Neural Net, GRNN, 
Probabilistic Neural Nets, PNN) hasonló elveken 
működnek. A GRN hálók érték előrejelzésre/függ-
vénybecslésekre, míg a PN hálók kategória előrejel-
zésre/osztályzásra alkalmazhatóak. A GRNN/PNN 
hálózatok legfőbb előnyei, hogy nem szükséges a 
felhasználónak a hálózat felépítésével kapcsolatos 
döntéseket hoznia, azaz nincs szükség a topológia 
beállítására (rejtett rétegek és nóduszok száma), a 
hálózat önmagát optimalizálja. Ezek a hálók minden 
esetben két rejtett réteget tartalmaznak tréning ese-
tenként egy neuronnal az első rejtett rétegben, és a 
második réteg mérete a tréning adatok alapján kerül 
meghatározásra. 
Az általános regressziós hálózatban a tréning során 
minél közelebb áll az adott ismert eset az ismeret-
lenhez, annál nagyobb súlya van az ismeretlen függő 
érték kiszámításakor. Az összegző réteg (summation 
layer) két nódusza összegzi a bemeneteket, míg a 
kimeneti nódusz szétosztja őket a predikció megal-
kotására (8. ábra). A valószínűségi hálózatoknál az 
összegző réteg kimeneti értékei osztályonkénti való-
színűségi sűrűségfüggvény becslésekként értelmez-
hetőek. A kimeneti neuron kiválasztja a legmagasabb 
valószínűségi sűrűségfüggvény értékkel rendelkező 
kategóriát, és kiválasztja, mint előrejelzett kategóriát 
(9. ábra). 
A GRNN előnyei közé tartozik, hogy felgyorsítja a 
tréningelést, amelynek köszönhetően a hálózat gyor-
sabb működésű lesz, mint az MLFN hálózatok. A 
hagyományos előrecsatolt hálózatokkal ellentétben 
a GRN hálók mindig képesek a globális minimum 
megtalálására, és így nincs annak veszélye, hogy a 
rendszer egy lokális minimumhoz közelít. A PN há-
lózatok nem csak osztályoznak, hanem megadják a 
valószínűségeket, ami alapján az eset a különböző 
függő kategóriákba esik. A valószínűségi hálózatok 
gyorsabb működésre, és pontosabb előrejelzésre le-
hetnek képesek, mint az egyszerű előrecsatolt mód-
szerek. Ugyanakkor a PN hálók lassabban osztályoz-
zák az új eseteket, és nagyobb tárhely igényűek, mint 
az MLFN hálózatok.
5. A mesterséges neurális hálózatok élelmiszertu-
dományi alkalmazásai
A mesterséges ideghálózatok (ANN) élelmiszertudo-
mányi alkalmazásainak száma az elmúlt 15 évben 
folyamatosan növekedett. A Science Direct tudomá-
nyos adatbázisban az ANN és food keresés kombiná-
ciója 135 800 tudományos publikációt adott, amely-
ből 91 405 folyóiratcikk, 12 286 könyvfejezet, 6 782 
összefoglaló cikk, 406 enciklopédia. Ha a tendencia 
jellegét figyeljük meg az elmúlt években, akkor az ta-
pasztalható, hogy 2001-től 2017-ig összességében 
növekvő tendencia figyelhető meg. Az éveket össze-
kötő szakaszok meredeksége mutatja a változás di-
namikáját. Ebből a szempontból a 2017-es év szaka-
sza rendelkezik a legtöbb publikáció növekménnyel 
(legnagyobb meredekségű szakasz) (10. ábra).
A mesterséges neurális hálózatok élelmiszertudo-
mányi terjedése a korábban bemutatott képessége-
iknek köszönhető, hiszen számos feladatot tudnak 
megoldani, melyek közül a legfontosabbak: komplex 
kapcsolatok modellezése, osztályozás, kategóriába 
sorolás, nem lineáris változók közötti regresszió. A 
feltétele a nagymennyiségű tanító adathalmaz, ahol a 
mért és becsült adatok között valamilyen összefüg-
gés található. A felhasználási területe nagyon széles-
körű, ezért bármilyen csoportosítás szubjektív lenne. 
A következőkben arra törekedtünk, hogy az alkal-
mazási területek legszélesebb körét érinteni tudjuk, 
az alábbi osztályozás szerint: előrejelzés (predikció), 
osztályozás, optimalizálás. 
5.1 Predikciós alkalmazások az élelmiszertudo-
mányokban
Castro és munkatársai [33] a macauba-olajpálma 
termésének minőségi előrejelzésére alkalmazták a 
neurális hálózatokat. Ez a növény kiemelt szerepet 
játszik a trópusi országokban, ugyanis kiváló bio-
massza/bioenergia forrás. A mérésekhez 543 db 
gyümölcs biometrikus adatait építették be. A fizi-
kai-kémiai változók között input adatoknak azokat az 
adatokat használták, melyek egyszerűen mérhetőek 
voltak (friss gyümölcs tömege, tengelyhosszúsága, 
tengelyszélessége, belső húsos rész (endokarpium) 
szélességét 2 különböző helyen). Kimeneti értékek-
nek pedig azon tulajdonságokat választották, me-
lyekkel kiválthatóak a többszöri mérést igénylőek (héj 
száraz tömege, gyümölcshús száraz tömege, endo-
karpium száraz tömege, gyümölcshús olajtartalma, 
mag száraz tömege, mag olajtartalma). Az adatokat 
többváltozós lineáris regresszióval, valamint neurális 
hálózatokkal elemezték. Különválasztották a roncso-
ló hatású, valamint a roncsolásmentes vizsgálatok 
által kinyert adatokat, és külön rendszerekben ele-
mezték őket. Klaszterezéssel csoportosították a min-
tákat a származási helyük szerint. A mérések során 
az egyik csoport képezte a tanítóhalmazt, a másik 
pedig a validációs adathalmazt. A validáció során a 
felépített előrecsatolt hálózatok szignifikánsan jobb 
eredményt adtak (R2=0,96 a roncsolásmentes, és 
R2=0,97 a roncsolásos méréseknél), mint a többvál-
tozós lineáris regresszió (R2= 0,82; R2=0,81).
Singh és társai [34] UHT tejek érzékszervi minősí-
tésének előrejelzésére alkalmaztak visszafuttatásos 
neurális hálózatokat. A tárolás során lejátszódó fizi-
kai-kémiai és biokémiai folyamatok hatását vizsgál-
ták a tejek érzékszervi tulajdonságaira. A bemeneti 
értékeket a tej oxidatív, proteolitikus és zsírbontó in-
dexei mellett, hidroxi-metil-furfurol (HMF) tartalom és 
a reflektométerrel mért színadatok adták. Az előrejel-
zés a teljes érzékszervi minőséget, és az íz-értéket 
adta meg számszerűsítve. Kutatásukban 5 képzett 
szakértő végezte el az érzékszervi bírálatokat. A pre-
dikciót a neuronhálózaton kívül elvégezték regresz-
sziós modellezéssel is. A regressziós modellek pon-
tossága: R2=0,869 az íz-érték esetében és R2= 0,917 
a teljes érzékszervi érték esetében. A mesterséges 
neurális hálózatok eredményessége meghaladta a 
regressziós modellekét (R2=0,95 és R2=0,97). A há-
lózatok topológiáját illetően az íz-érték vizsgálatánál 
az 5-15-1 felépítésű hálózat adta a legnagyobb pon-
tosságot. A teljes érzékszervi érték elemzésénél a két 



































































































































8. ábra: Általános regressziós neurális hálózat (GRNN) sematikus ábrája [31] 
Figure 8: Schematic representation of the Generalized Regression Neural Net (GRNN) [31]
9. ábra: Valószínűségi neurális hálózat (PRNN) sematikus ábrája [32] 
Figure 9: Schematic representation of the Probabilistic Neural Net (PRNN) [32]
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topológiával. A neurális hálózatok által adott predik-
ció kiemelkedően pontosnak bizonyult.
Krishnamurthy és kutatótársai [35] marhahús termé-
kek fogyasztói kedveltség predikcióira alkalmazta a 
neurális hálózatokat. Az input adathalmaz két típusú 
vizsgálat eredményeit tartalmazta: egy 10 főből álló 
szakértői panel bírálatát (kvantitatív leíró analízis: 28 
tulajdonságot bíráltak, melyből 4 a megjelenésre, 7 
az aromára, 11 az ízre, 3 az utóízre, 2 a szájérzetre és 
2 a simaságra vonatkozott), valamint egy 100 fős fo-
gyasztói kedveltségi teszt eredményét. A 10 mintából 
álló fogyasztói kedveltségi tesztelése során felmérték 
az egyes termékek teljes kedveltségét, ízét, utóízét 
és szájérzetét is. A kísérletet követően elvégeztek 
regressziós illesztéseket is (többváltozós lineáris reg-
resszió (MLR), főkomponens regresszió (PCA), parci-
ális legkisebb négyzetes regresszió (PLSR)) melyek 
pontos előrejelzést mutattak, de nem bizonyultak 
elég robosztusnak, hogy kezeljék a képzett bírálópa-
nel által adott adatokat. A legjobb előrejelző képes-
ségű többrétegű előrecsatolt hálózat a 9-5-2 topo-
lógiát mutatta – 9 neuron a bemeneti rétegben, 5 a 
rejtett rétegben, és 2 a kimenetben –, ami által 98%-
os pontosságot értek el. A klaszterezés pontossága 
pedig 95%-nak, valamint 80%-nak adódott. 
León-Roque és társai [36] kakaóbabok fermentációs 
indexét határozták meg neurális hálózatok bevoná-
sával. A kísérlet újdonsága, hogy egyszerű, színalapú 
képelemzést alkalmaz, azaz a rendszer a kakaóbab 
színe alapján adja meg annak fermentációs indexét. 
A vizsgálatot 120 mintával végezték, amelyek há-
rom különböző termőhelyről származtak (40-40-40 
kakaóbab). Digitális képfelvétel készült az egész 
kakaóbabról, majd a félbevágott mintáról is. Ezután 
kémiai műszeres analitikai módszerekkel meghatá-
rozták a fermentáció mértékét. A statisztikai értéke-
lés során előrecsatolt hálózatokkal dolgoztak, ame-
lyekben bemeneti oldalon a felület és a mintabelső R, 
G, B színértékei, valamint az extraktum abszorpciós 
spektrumok szerepeltek, a prediktált jellemző pedig 
a fermentációs index értékek voltak.  A legjobb elő-
rejelzésű hálózat teszthalmazbeli eredményessége 
jónak adódott (81%).
Vásquez és munkatársai [37] svájci típusú sajtokat 
vizsgáltak. Az érés során történő szerkezeti változá-
sok megfigyelését és értékelését tűzték ki célul. A 
mérésben 40 különböző sajtmintát vizsgáltak érési-
dejük alatt. A folyamat alatt hiperspektrális képeket 
készítettek a sajtokról, melyek mérési eredményei 
jelentették az előrecsatolt neurális hálózat bemeneti 
adatait. A minták szerkezeti keménységét állomány 
profil elemzéssel (texture profil analysis, TPA) hatá-
rozták meg, melyek a hálózatban a kimeneti értéke-
ket képezték. A keménység és a spektrális profilok 
közötti összefüggések feltérképezésére PLS regresz-
sziót és neurális hálózatokat is teszteltek. Az ered-
mények alapján az előrecsatolt neurális hálózat jobb 
eredménnyel zárt (R2= 0,96), mint a PLS regresszió 
(R2= 0,94), azaz pontosabban tudta előrejelezni a 
svájci típusú sajtok keménységét, azok hiperspekt-
rális képei alapján. 
Bahramparvar és kutatótársai [38] jégkrémek fo-
gyasztói elfogadásának predikciójára alkalmaztak 
mesterséges neuronhálózatokat. Képzett bírálópanel 
eredményei alapján előrejelezték a fogyasztói ked-
veltséget, 9 különböző jégkrém vizsgálati minta alap-
ján. A neurális hálózat építése során a bírálók által 
adott kísérleti érzékszervi tulajdonságokat (megjele-
nés, íz, állomány, fagyásjelleg, szilárdság, viszkozi-
tás, selymesség, folyósodás) használták fel bemeneti 
adatokként. A kimenetet a 10 bíráló globális fogyasz-
tói elfogadás értékei jelentették. Az alkalmazott neu-
rális hálózat egy egyszerű előrecsatolt többrétegű 
neuronhálózat volt. Az adatok 30%-án tréningelték, 
10%-án validálták, 60%-án pedig tesztelték a háló-
zatot. Számos hálózati topológiát vizsgáltak: a rejtett 
rétegbeli neuronok számát variálták 2 és 20 között. A 
pontosabb előrejelzést a rejtett rétegben 10 neuron-
nal rendelkező hálózat mutatta, nevezetesen 0,27 
átlagos abszolút hibaértékkel (mean absolute error, 
MAE), valamint igen magas korrelációs koefficienssel 
(R2=0,96). A vizsgálatok azt is kimutatták, hogy az íz 
és az állomány volt a legfontosabb tényező a jégkré-
mek fogyasztói elfogadása szempontjából. 
5.2 Osztályozási alkalmazások az élelmiszertudo-
mányokban 
Wang és munkatársai [39] egy nyomonkövetési 
rendszert alkottak meg. Az általuk fejlesztett élelmi-
szer-nyomonkövetési rendszer nem csak végigköveti 
a folyamatokat, de értékeli az élelmiszer minőségét 
az ellátási lánc minden egyes stádiumában. Fuzzy 
logikával végezték a különböző stádiumokban való 
minőségi értékelést, és mesterséges neuronháló-
zattal osztályozták a végső minőséget (magas, kö-
zepes, alacsony minőségű termék). A mintahalmazt 
20 db sertéshús alkotta. A fuzzy logika bemeneti ér-
tékeit minden stádiumban más befolyásoló faktorok 
határozták meg, például a tenyésztés során az állat 
betegsége, a takarmány minősége stb. játszottak 
fontos szerepet, míg a termékek kiskereskedelmi el-
osztási stádiumában a döntő tényezők a csomagolás 
minősége, vagy a mikrobiológiai fertőzöttség mérté-
ke voltak.  Ezek alapján minden szakaszban megha-
tározták a hús minőségét. Az 5 állomás végső mi-
nőségi értékei képezték a neurális hálózat bemeneti 
adatait. A hálózat ellenőrzéseképpen szakértői panel 
is megvizsgálta a hústermékeket, és osztályozták 
őket ugyanazon 3 kategóriába. Az 5-5-3 topológiá-
jú, visszafuttatásos hálózat adta a legjobb eredményt 
(90%-os pontosság), mivel a 20 minta közül 2 termék 
esetében tért el a hálózat eredménye a szakértői pa-
nel osztályozásától. 
Zarifneshat és társai [40] Golden Delicious almák mi-
nőségének vizsgálatára alkalmazták a neurális háló-
zatokat. A kutatás célja a különböző tényezők hatásá-
nak vizsgálata a zúzódás mértékére. Több különböző 
reológiai méréssel, többek között penetrométeres 
behatásvizsgálattal és akusztikus keménységmé-
réssel vizsgálták az almákat. A neurális hálózat be-
meneti változói a zúzáshoz felhasznált energia, a 
nyomóerő, a felületi görbület sugara, a hőmérséklet 
és az akusztikus keménység értékei voltak. A meg-
becsülendő, előre jelzett kimeneti értéknek pedig a 
zúzódás térfogatát választották. 120 vizsgált mintá-
ból 96 értékkel tanították a hálózatot, 24 eredményen 
pedig tesztelték. Módszerként a visszafuttatásos há-
lózati típust használták, valamint csökkenő tanulási 
tényezős (declining learning-rate factor) algoritmust 
is alkalmazták. A regressziók értékei mindkét eset-
ben 90% felettiek lettek, de a legjobb eredményt a 
csökkenő tanulási tényezős algoritmussal számított 
neurális hálózat adta (5-30-1 topológia). 
Da Silva Sauthier és munkatársai [41] mangómin-
tákat vizsgáltak HPLC-vel, a vizsgálat elsősorban a 
mangóban található 12 bioaktív fenolos komponens 
koncentrációjára vonatkozott, a neurális hálózatok al-
kalmazása felderítési és osztályozási részfeladatként 
jelent meg. A 42 db minta képezte a vizsgált halmazt, 
mely 3 eltérő fajtából állt (Tommy, Rosa, Espada). A 
mérés során elkülönítettek olyan adathalmazokat, 
mint összes fenolos-tartalom, antioxidáns aktivitás, 
vagy teljes antocianin-tartalom. Kohonen hálózatot 
alkalmaztak a minták eloszlásának feltérképezésé-
re, az input adatok a különböző gyümölcsök HPLC 
által vizsgált eredményei voltak. A hálózat egyértel-
műen elkülönített csoportokra osztotta a mintákat a 
funkcionális összetételük alapján.  A vizsgálat azt is 
kimutatta, hogy a mangóminták gazdagok polifeno-
lok-tartalmú összetevőkben, mint amilyen az ellag-
sav, galluszsav, rutin vagy katechin, ezért nagyszerű 
alapanyaga lehet a funkcionális élelmiszereknek vagy 
gyógyszeriparnak.
Yu és társai [42] zöld tea minőségét vizsgálták gyor-
sméréssel, a mesterséges neurális hálózatot egy 
elektronikus orr adataiból építették. A mérés alapját 
5 különböző minőségű és értékű zöldtea képezte. A 
vizsgált minták között a legolcsóbb termék ára 240 
jüan kilogrammonként, a legdrágább 3600 jüan/kg, 
ezért is fontos volt a zöldteák minősítési rendszeré-
nek kidolgozása. A vizsgálat során egy elektronikus 
orr műszerével mérték a minták illó komponenseit, 
amely adatok azután a neurális hálózatépítés input 
adatit jelentették. Kutatásukban az adatok feldol-
gozását klaszteranalízissel, visszafuttatásos (back-
propagation, BP) és valószínűségi (probabilistic, PN) 
neuronhálózattal is vizsgálták. Munkájuk érdekessé-
ge, hogy a főkomponens elemzés által létrejött első 
három főkomponens jelentette a neuronhálózat in-
put-adatait. Eredményeikben bemutatták, hogy a 
visszafuttatásos és a valószínűségi hálózat is sike-
resen teljesítette az osztályozási feladatot: 100% és 
98,7% a tanulóhalmaz esetén, illetve 88% és 85,3% 
sikeresség a teszthalmaz során. 
Anjos és kutatótársai [43] mézek botanikai eredet 
meghatározáshoz alkalmazták a neuronhálózatokat. 
A vizsgált mézek két csoportra voltak oszthatóak: 
fajtamézek (jellemzően egy-növényről származó mé-
zek, például akác, narancs, mandula, levendula stb.), 
és a vegyes virágmézek. Fizikai és kémiai paramé-
terek alapján építették fel az osztályozási rendszert: 
nedvességtartalom, elektromos vezetőképesség, 
vízaktivitás, hamutartalom, pH, szabad savtartalom, 
színkoordináták (L*, a*, b*), valamint összes fen-
ol-tartalom (input paraméterek). Munkájukban ösz-
szesen 49 mintát vizsgáltak 14 különböző régióból. 


































































10. ábra: A tudományos publikációk számának növekedése az ANN és élelmiszer témakörében  
(adatbázis: www.sciencedirect.com)  
Figure 10: Increase in the number of scientific publications on the topics of ANN and food  
(database: www.sciencedirect.com)
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95%-os pontossággal tudták elkülöníteni a fajtamé-
zeket a vegyes virágmézektől az osztályozás során. A 
kutatás eredménye, hogy a mézek botanikus eredete 
előjelezhető a minta színe és elektromos vezetőké-
pessége alapján.
Fadilah és társai [44] olajpálma termésének (Fresh 
Fruit Bunch, FFB) érettségének megállapítására al-
kalmazta az intelligens látórendszerrel kombinált 
neurális hálózatokat. A mérés két pilléren alapult, 
egyrészt az FFB-k képeinek tanításával képzett háló-
zattal vizsgálták a mintákat, másrészt főkomponens 
analízissel egyszerűsített adatokkal alkottak MLF 
neurális hálózatokat. Az eredmények alapján 4 osz-
tályozási kategóriába lehetett besorolni a mintákat: 
éretlen, alulérett, érett és túlérett. 120 kép került a 
tesztelő halmazba, 28 a validáló halmazba, és 60 
kép a független teszthalmazba. Az hálózatok kiépíté-
se után kiderült, hogy a teljes adathalmazzal tanított 
hálózat legjobb eredménye 91,67%-os volt. Ezzel 
szemben, a főkomponens analízissel redukált adato-
kon tanult hálózat osztályozási pontossága 93,33% 
lett, azaz 1,67%-kal jobbnak adódott.
Huang [45] látórendszerrel kombinált neurális hálóza-
tokat alkalmazva osztályozta a beteg és rovarfertőzött 
bételdió mintákat. A bételdió rágása és fogyasztása 
Taiwanban az első számú felelőse a szájrák kialaku-
lásának, illetve kereskedelmi forgalma meghaladja az 
évi 3,4 millió dollárt. A vizsgálatra épített neurális há-
lózat bemeneti adatait 6 geometriai jellemző (főten-
gely hosszúsága, másodlagos tengely hosszúsága, 
tengelyek száma, terület, perem és a kép tömörsé-
ge), valamint 3 színjellemző (a kép szürkesége és az 
R, G, B- adatok) képezték. A minőségosztályozásra 
visszafuttatásos hálózatot alkalmaztak. Kiváló, jó és 
rossz kategóriákba eshettek a vizsgálati minták (144 
db). Egy CCD kamerával készített és digitalizált ké-
peken tanult és tesztelt a hálózat. A kiépített neurá-
lis háló (10-18-3 topológia) átlagos eredményessége 
90,9% lett (kiváló: 91,7%; jó: 89,1%; rossz: 92,3% 
sikeres osztályozás). Összefoglalva megállapítható, 
hogy a fertőzött diók egyértelműen kiszűrhetők a fel-
épített mérőrendszerrel, csökkentve ezzel a megbe-
tegedés kockázatát.
Aroca-Santos és munkatársai [46] olívaolajok azo-
nosítására és mennyiségi meghatározására hasz-
nálták a mesterséges neuronhálózatokat. Látható 
spektroszkópia adatok segítségével határozták meg 
4 különböző fajtájú extra szűz olívaolaj összetételét 
(80 minta). Az előrecsatolt hálózat bemeneti értékei 
a spektroszkópiával nyert adatok voltak. A kimeneti 
rétegben 4 neuron volt található, a 4 különböző faj-
tájú olajnak megfelelően. Az azonosítási érték 100%-
os lett, és a mennyiségi meghatározás során is csak 
4,98%-os hibaarány lépett fel. Kutatásuk során arra 
az eredményre jutottak, hogy a spektroszkópiával 
kombinált ANN gyorsabb és gazdaságosabb mód-
szer az azonosításra, mint az általánosan alkalmazott 
GC-MS módszer.
Mesterséges ideghálózatok (ANN) érzékszervi mi-
nősítés gyakorlatában történő felhasználást Sipos 
és munkatársai mutatták be (2012). Munkájukban 
kiemelik, hogy a nemzetközi szakirodalomban csak 
néhány érzékszervi vizsgálatokkal kapcsolatos ku-
tatási eredményt publikáltak, melynek hátterében az 
állhat, hogy a kutatók elemzéseikhez a hagyományos 
statisztikai módszereket alkalmazzák, az újszerű 
módszerek körükben kevéssé ismertek. Munkájuk-
ban javasolják a mesterséges neurális hálózatok al-
kalmazását az érzékszervi bírálócsoport (panel) telje-
sítményének nyomonkövetésére [47]. 
5.3 Optimalizálási alkalmazások az élelmiszertu-
dományokban 
Kono és munkatársai [48] fagyasztott főtt rizs opti-
mális tárolási körülményeinek meghatározását tűz-
ték ki célul. A kutatáshoz szükséges információk a 
tárolás ideje (1, 5, 10, 30, 90 nap), valamint a tárolás 
hőmérséklete (-5, -15, -30, -40 oC) voltak, amelyek 
a hálózat bemeneti változóit is képezték. A jégkris-
tályok méréseként az első lépés egy fluoreszcens 
folyadékkal való mosás (0,01 V/V% Rhodamine B 
oldat) volt. Ezt követően történt a fagyasztás, majd 
egy speciális lámpával való megvilágítás és a digitális 
képrögzítés. A képek feldolgozásából kapták meg a 
kristályok egyenértékű átmérőjét, amik a neuronháló-
zatok kimeneti adatait adták. Emellett végrehajtottak 
egy érzékszervi mérést is, melyben 690 fogyasztói 
bíráló vett részt. A kutatás arra vonatkozott, hogy 
milyen jégkristály méretnél lesznek a legjobbak az 
érzékszervi tulajdonságok. Az átfogó ízletesség és a 
jégkristályok mérete között erős korreláció adódott 
(R2= 0,96, amennyiben szobahőmérsékleten olvad 
fel a fagyasztott rizs, és R2= 0,93, ha mikrohullámú 
sütőben olvasztották fel a mintát). Munkájukban arra 
az eredményre jutottak, hogy a 13 μm alatti kristály-
méret a legideálisabb az ízletesség szempontjából. 
Az épített visszafuttatásos neurális hálózat 2-3-1 
neuronos felépítéssel rendelkezett, és meghatározta 
az optimális tárolási körülményeket a jégkristályok 
méreteinek szempontjából: -25 oC-on való tárolás 
és természetes olvadás, vagy -15 oC-os tárolás és 
mikrohullámos olvasztás, mely paraméterek által a 
legjobb érzékszervi tulajdonságokkal fog rendelkezni 
a késztermék.
6. Következtetések
Összefoglalóan megállapítható, hogy a mesterséges 
neurális hálózatok számos előnyös tulajdonsággal 
rendelkeznek, melyek alkalmassá teszik őket kü-
lönböző feladatok megoldására, Az adatokban rejlő 
komplex kapcsolatok és mintázatok felismerésével 
olyan problémák megoldására is alkalmasak, amely 
esetekben a hagyományos módszerek nem adnának 
megfelelő eredményt. A mesterséges neuronháló-
zatok rendszere elsősorban a nemlineáris trendek 
modellezésében ér el magas hatékonyságot, ezért a 
különböző komplex kapcsolatok modellezésére, osz-
tályozásra, kategóriába sorolásra, vagy nemlineáris 
változók közötti regresszióra alkalmazzák. Napjaink-
ban számos kifinomult algoritmus áll rendelkezésre 
a neurális hálók tréningeléséhez, melyek alternatívát 
jelentenek a hagyományos, bevett módszerekkel 
szemben (lineáris regresszió, diszkriminancia analí-
zis). A mesterséges neurális hálózatok alkalmazása 
során ugyanakkor több tényezőt is figyelembe kell 
venni (feladat célja: predikció, osztályozás, optima-
lizálás, adathalmaz megbízhatósága, adathalmaz 
nagysága, elvárt pontosság stb.).
Munkánkban összefoglaltuk a mesterséges neurális 
hálózatok alapjait, jellemzőit, egyszerűsített működé-
si elvét és általános felépítését. Kitértünk széleskö-
rű alkalmazhatóságára, valamint az élelmiszertudo-
mányi kísérletekben való felhasználásra. Különböző 
osztályozási, predikciós és optimalizálási vizsgála-
tokon keresztül adtunk számot a neurális hálózatok 
hatékony alkalmazásáról, ahol rendre kiemelkedő 
eredményességet mutattak a megoldási mechaniz-
mus során. A jelenlegi tendenciákat figyelembe véve 
feltételezhető, hogy a neurális hálózatok alkalmazása 
kiaknázatlan lehetőségeket rejt, ezért a különböző 
ANN-re épülő mérési rendszerekkel végzett tudo-
mányos kutatások száma a következő években vár-
hatóan emelkedni fog. A robotika térhódítása és a 
mesterséges intelligencia rendszerek elterjedésével 
a neurális hálózatok jövőbeni szerepének erősödésé-
nek irányába mutat.
7. Köszönetnyilvánítás
A Bolyai János kutatási ösztöndíj támogatásával ké-
szült.
Az Emberi Erőforrások Miniszté-
riuma ÚNKP-17-4 kódszámú Új 
Nemzeti Kiválóság Programjá-
nak támogatásával készült. 
Európai Strukturális és Beruházási Alapok (támoga-
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They relied on three sources: basic knowledge 
regarding physiology and the operation of cerebral 
neurons, Russell and Whitehead’s formal analysis of 
propositional logic, and Turing’s calculation theory 
[5]. By combining these three different theories, they 
created the concept of an artificial neuron, which 
they called Threshold Logic Unit (TLU) at the time. 
This idea was further developed by Hebb [6], and 
finally the concept of the perceptron was created 
by Rosenblatt in 1959 [7]. It is a neuron that does 
not have a memory, and there is no difference 
between inputs in terms of weighting. A network 
consisting of perceptrons is already capable of 
solving simple classification tasks. Following this, 
the initial enthusiasm waned, mainly due to the 
technical difficulties of practical implementation. In 
1982, a study was published by Hopfield [8], in which 
two concepts of key importance were presented, 
making it possible to overcome the limits formulated 
earlier: the non-linear relationship between the total 
input of the neuron and the output obtained, and 
the possibility for feedback between the outputs 
and the inputs. This important research result and 
the introduction of the backward algorithm in 1986 
prompted researchers to develop neural networks 
to use problem-solving algorithms. This way, they 
can be an effective problem-solving alternative in the 
areas of finance, medical diagnosis, process control, 
engineering tasks, geology, weather forecasting, 
data processing, data mining, traceability, as well as 
the mapping of consumer preferences, among other 
things [9].
3. Characteristics of artificial neural networks and 
their operating principle
Neural networks have been used successfully 
because of several very important properties [10]:
1. they are very complex non-linear computing 
tools capable of modeling extremely complex 
functions,
2. learning ability (the data structure automatically 
learns from the representative data with the help 
of the training algorithm developed over time),
3. widespread applicability (not limited to numerical 
data, images and texts can be analyzed as easily 
as figures),
4. parallelism, ability to generalize, high speed and 
fault tolerance.
The neural network can be thought of as a modeling 
of the functional relationship between the input and 
the corresponding „output” variables:
y = f (x)
where x and y are the input and output vectors, 
and f indicates the relationship or activation 
function. Depending on the application, vector y 
displays the output value: in a reduced dimension 
space (exploratory analysis), the binary vector of 
class memberships (classification), or a real value 
dependent vector (regression).
A neural network is a system that performs calculations 
on the input data, and the output data is one or more 
calculated values. When a neural network is built and 
trained for a specific task, roughly correct output 
values are obtained, based on the inputs. There are 
numerous criteria for measuring deviations, because 
it always depends on the nature of the actual task 
which of these should be used for the analysis of the 
results.
The most commonly used criteria are as follows: 
minimization of the mean squared error (MSE), the 
binary cross entropy (BCE) or the multiclass cross-
entropy (MCCE). In addition, the network can also 
be analyzed using the Kullback-Leibler divergence or 
the hinge loss function, but these are less popular 
approaches. The special feature of ANNs is that the 
functional relationship described by the equation 
is perfect, as opposed to traditional mathematical 
models. In fact, in the case of neural network 
modeling, the function-like relationship between 
the output and the input space is clearly defined. 
The neural network consists of interconnected units 
called nodes and neurons. Neurons are characterized 
by the fact that the n weighted inputs and the input 
selected for a constant (bias) follow a certain, 
typically non-linear function. The summing and the 
subsequent function are collectively known as the 
transfer function, which gives the weighted sum of 
the inputs, and is a subsequent, usually non-linear 
function. Each neuron within the network performs a 
part of the calculations: some of the data are taken 
as the input, and after a few simple calculations the 
output data is provided. The output data of a neuron 
is transmitted to another neuron, except for neurons 
that provide the ultimate result of the entire system.
Neurons are arranged in layers. The neurons of the 
input layer receive the inputs for the calculations, 
such as length or weight. These values are enter the 
first hidden layer that performs the calculations and 
transmits the outputs to the next layer. This next layer 
may be another hidden layer, if there is such one. 
The output results of the neurons of the last hidden 
layer are transmitted to the neuron(s) that calculate 
the final result of the network [12].
The peculiarity of artificial neural networks is based on 
the fact that, during their operation, they use a large 
number of parallelly linked simple arithmetic units 
called neurons, because of the biological similarity. 
In mathematical language, a neuron can be defined 
as a non-linear summing function characterized by 
certain parameters, whose variables are called the 
inputs of the neurons, and its value is the output. 
In this context, parametrization can occur in two 
different forms:1 Szent István University, Faculty of Food Science, Department of Postharvest Science and Sensory Evaluation
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1. Summary
Recently, research has been focusing increasingly on the system of artificial neural 
networks, and its results are used in many places by industrial practices. The suc-
cess of these networks lies in their ability to recognize the complex relationships 
and patterns in data, as well as to predict unknown samples, thus enabling value and 
category predictions with high certainty. Artificial neural networks are very efficient 
tools for modeling non-linear trends within data. In many cases, they perform well 
where traditional statistical tools provide unsatisfactory results or unable to solve 
a given research problem. In our work, the operation principle and structure (topol-
ogy) of artificial neural networks are summarized, as well as the classification and 
application possibilities of the networks. The latest food science applications are 
presented separately, based on the usage type (prediction, classification, optimiza-
tion). Results show that artificial neural networks possess many beneficial proper-
ties, making them especially suitable for solving food science tasks.
2. Introduction
The idea of artificial neural networks was based on 
the neurotransmission mechanisms of the human 
brain. After studying the human brain and the nervous 
system, the idea was born to create an artificial network 
similar to the living organism. The brain consists of a 
large number of brain cells, i.e., neurons: according to 
the latest measurements, the average person has 10 
to 15 billion cortical neurons [1]. During its operation, 
a neuron receives a number of impulses from other 
neurons through several dendrites. Depending on the 
impulse received, the neuron may transmit signals to 
other neurons through simple axons, linking dendrites 
to other neurons. Thus, a single impulse information 
may travel through several millions of neurons before 
reaching the appropriate layer of the brain, or the 
output layer of the network. The role of the threshold 
is that if this value is reached, the neuron will be 
activated, while below this value it will not happen.
The artificial neural network is also composed 
of brain-like elements. Following the example of 
biological systems, these processing elements 
have also been named neurons. After the biological 
sample, an output is generated by each of the neurons 
in the artificial network, based on a certain number of 
inputs. The output thus obtained is a relatively simple 
function of the inputs.
Originally, artificial neural networks (ANN) were non-
linear approximation procedures designed to mimic 
human brain function, and they could be characterized 
by the most important brain characteristics (versatility, 
parallelism, adaptive response to external stimuli, 
efficient shape recognition ability even in the case 
of noisy data, etc.). The first research objective was 
to represent the human system accurately, however, 
today neural networks are used as mathematical, 
rather than biological models. Artificial neural 
networks resemble human brain function in two 
ways: they possess an ability to learn and are able to 
sort information. ANNs are basically a family of non-
linear calculation methods [3].
The scientific foundations of the system were laid 
down by McCulloch and Pitts in 1943 [4], when the 







































































































1. Parameters are linked to the input of the unit, 
so a “global input” is built for the neuron as a 
linear combination of the inputs, weighted by the 
parameters (called weights wi); the output of the unit 
then appears as a non-linear function (f) of the global 
input:
y = f(w0 + Ʃ
n
i=1
     
wixi
2. Parameters are assigned to the non-linearity of 
the neuron, i.e., they participate in the determination 
of the unit. This happens, for example, if „f” is a 
Gaussian radial basis function:
2w20
y = exp[  – Ʃ
n
i=1
 (xi – xi)
2
 ]
Several versions of this are known in science, and 
the most appropriate one is generally selected 
depending on the nature of the tasks to be solved. 
In other words, the transfer function is nothing but 
a summing function that gives the weighted sum 
of the inputs, and a subsequent, usually non-linear 
function. Some commonly known transfer functions 
are shown in Figure 3.
In the simplest cases, the inputs of the neurons 
occupy equal inputs and do not have a memory. For 
such a neuron, the xi scalar inputs are summed with 
weights wi (i=0,1,..., N), and the weighted sum will be 
the f(.) non-linear element [13].
 The network represents the construction of a 
non-linear function of two or more neurons. The 
relationships between the neurons are typically 
illustrated in a graph where units and units acting 
on the same input variable are arranged in layers. 
Weights that regulate the non-linear functions are 
usually represented as lines associated with the 
different units in the layers.
Training of a network means the process of optimization 
of the calculation parameters, where the goal is to 
obtain approximately correct outputs for the input 
data. This process is carried out on the one hand on 
the data used for training, and on the other hand based 
on the algorithms. Different calculation parameter 
combinations are selected by the training algorithm, 
and these combinations are evaluated by using them for 
each training. This way it is determined how good the 
answers provided by the network are. Each parameter 
combination is in fact a test. The training algorithm 
selects the new parameter combinations based on 
the results of the previous test. A neural network is 
actually a computational model that can be used to 
develop various computer systems. A neural network 
can be constructed from simple process elements, in 
which case each element acts as a neuron. There are 
different neural networks that can differ in structure, in 
the internal calculations carried out by the neurons, or 
in training algorithms [13], [14], [15].
ANNs have in fact become popular in the past 
decade, as neural network types, as well as their 
testing, validation and visualization have been 
integrated into different statistical and data mining 
software packages. Neural networks are typically 
created by software developers in separate modules: 
MatLab (Neural Network Toolbox), Statistica (Neural 
Networks), Palisade (NeuralTools), SPSS (Modeler), 
Alyuda (Neurointelligence), NeuroDimension 
(Neurosolution), etc.
ANNs are more robust and outperform other 
calculation methods in six categories: pattern 
recognition, clustering, function modeling, 
forecasting, optimization and control [16]. In the 





4. The structure of artificial neural networks
Generally, the behavior of a network is determined 
by the following: structure (number of hidden layers 
and the nodes in them), weight of the relationships 
(relationship parameters) and the distortion (a 
parameter related to the neurons) transformation 
function that calculates the value of the output signal 
[17]. According to their structure and operation, 
networks can be classified into several groups. By 
analyzing current literature data, it has been shown 
that today there is an unfathomable number of neural 
network types. In a previous study, Maren listed 48 
different types of artificial neural networks, while 
Pham distinguished more than 50 types [18], [19]. 
There was a huge overlap between these types and, 
in terms of practical application, only a few networks 
are used by researchers in their publications. In the 
following, these networks are presented in detail:
1. Multi Layer Feed Forward Neural Net (MLFNN)
2. Radial Basis Function Neural Net (RBFNN)
3. Kohonen/Self-Organizing Maps (SOM)
4. Generalized Regression Neural Net (GRNN) and 
Probabilistic Neural Nets (PNN)
We can distinguish 3 types of layers: the input 
layer (it contains as many units as the number if 
independent variables (x), and it only feeds the data 
into the network), the output layer (it consists of as 
many neurons as the number of components of the 
dependent vector (y)), and the hidden layers. These 
hidden layers are the location of complex calculations 
and algorithmic solutions. The optimum number of 
hidden layers is unique in each case, therefore, the 
analysis of this is usually part of the neural network 
measurement [20], [21], [22] (Figure 4).
The Multi Layer Feed Forward Neural Net (MLFNN) 
is characterized by a lack of circular feedback [24], 
information flows only in one direction: input layer → 
hidden layer (one or more) → output layer, i.e., the 
output vector of a layer is the input vector of the next 
layer. MLF is the basis of neural networks, a number 
of complex procedures are based on this network 
structure. The disadvantages of MLFNN include that 
sigmoid functions are slow to approximate and that 
the solving algorithm is not visible. Generally, this is 
called the black box of the network, as we do not 
know the details of the solution, only the final result 
is calculated by the network. The essence of neural 
networks is learning from a sample set, therefore, 
network performance greatly depends on the 
multitude of trained samples. If the network is built 
on the basis of a bad, limited or too noisy sample set, 
then output values will be calculated by the system 
based on faulty relationships. The success of training 
is an essential element, because the network tends to 
overlearn input data. In this case, the network does 
not learn the relationships between the elements of 
the sample set, but the individual samples, which 
leads to obvious distortion. The advantages of 
MLF networks are that compared to other network 
types (Generalized Regression Neural Net, GRNN; 
Probabilistic Neural Net, PNN) they are smaller in 
size, much more reliable and less sensitive to trained 
data outside the range. Another advantage of MLF 
networks is that it is suitable for the generalization of 
very small amounts of training data sets [25].
The structure of radial basis function neural nets 
(RBFN) is identical to that of the MLFN network 
(one input, one output and a hidden layer), the main 
difference being in the functions of the neurons. The 
radial basis function network is a system in which 
the hidden layer achieves a non-linear rendering with 
radial basis functions [13]. In fact, the output layer 
consists of linear units, and the hidden layer forms 
so-called radial basis functions, as shown by the 
name of the network. The radial function is a real-
value function, the value of which depends only 
on the distance between its input vector and a so-
called centroid (barycenter) [26]. In the case of RBFN 
modeling, there are three main parameters: output 
weights (wkj), centroids (βj) and shell factors (µj), and 
they are typically optimized in this order (Figure 5).
Kohonen-based structures, self-organizing maps, 
(SOM) are designed for non-linear rendering from 
a multidimensional space into a single plane, with 
which the distances between the samples (similarities 
and differences) can be determined. The basic 
elements of the Kohonen network, which are found 
in one layer, typically in the grid points of a plane, 
make up the linear summing function. Each input is 
connected to all of the nodes of the network [28], 
[29], [13] (Figure 6).
The neighborhood of a neuron is generally considered 
a square, rectangular or hexagonal, meaning that 
each neuron has 4, 6 or 8 closest neighbors. From 
an algorithmic point of view, Kohonen modeling 
performs competitive learning, i.e., only one neuron 
of the 2D layer is selected after each input is entered 
into the network („winner takes all” principle), and 
this neuron will be the position where the sample 
is mapped. The winning neuron is the one whose 
weight vector is most similar to the input sample [30] 
(Figure 7).
Generalized Regression Neural Nets (GRNN) and 
Probabilistic Neural Nets (PNN) operate on similar 
principles. GRN networks can be used for value 
predictions/function estimations, while PNN networks 
can be used for category predictions/classification. 
The main advantages of GRNN/PNN networks are 
that it is not necessary for the user to make decisions 
about network design, i.e., no setting of the topology 
is required (number of hidden layers and nodes), 
the network optimizes itself. In each case, these 
networks contain two hidden layers with one neuron 
per training case in the first hidden layer, and the size 
of the second layer is determined on the basis if the 
training data.
In the general regression neural net, the closer the 
known case is to the unknown one during the training, 
the greater its weight will be when calculating the 
unknown dependent value. Inputs are summed by two 
nodes of the summation layer, while the output node 
divides them for creating the prediction (Figure 8). 
For probability networks, the output values of the 
summation layer can be interpreted as estimates of 
the probability density function for each class. The 
output neuron selects the category with the highest 
probability density function, and chooses it as the 
predicted category (Figure 9).
Advantages of the GRNN include that it accelerates 
training, thanks to which the network will work faster 
than MLFN networks. Unlike traditional feed forward 
networks, GRN networks are always able to find the 
global minimum and so there is no risk of the system 
approaching a local minimum. PRNN networks not 
only classify, but also provide probabilities, based 
on which the case falls into the different dependent 
categories. Probabilistic networks can be capable 
of faster operation and more accurate predictions 
than simple feed forward methods. At the same time, 
PRNN networks classify new cases more slowly and 
require more storage space than MLFN networks.
5. Food science applications of artificial neural 
networks
The number of food science applications of artificial 
neural networks (ANN) has been increasing steadily 
over the past 15 years. In the Science Direct 






































































































scientific database, a search for the words ANN 
and food provided 135,800 scientific papers, 91,405 
of which were journal articles, 12,286 were book 
chapters, 6,782 were review articles and 406 were 
encyclopedias. If we look at the nature of the trend in 
recent years, from 2001 to 2017 an overall increase 
can be observed. The slope of the lines connecting 
the years shows the dynamics of the change. From 
this point of view, the section belonging to the year 
2017 exhibits the greatest increase in publication 
(section with the highest slope) (Figure 10).
The spread of artificial neural networks in the field 
of food science is due to their abilities presented 
earlier, since they can solve a number of tasks, 
the most important of which are: modeling of 
complex relationships, classification, categorization, 
regression between non-linear variables. Their 
precondition is a large teaching data set, where there 
is a correlation between the measured and estimated 
data. The scope is very wide, therefore, any 
classification would be subjective. In the following, 
we sought to address the widest possible range of 
applications, based on the following classification: 
prediction, classification, optimization.
5.1 Prediction applications in food science
Castro et al. [33] used neural networks to predict 
the quality of the fruit of the macauba oil palm. This 
plant plays a prominent role in tropical countries as 
it is an excellent source of biomass/bioenergy. For 
the measurements, the biometric data of 543 fruits 
were used. Among physico-chemical variables, data 
that can be measured easily were used as input data 
(weight of the fresh fruit, axis length, axis width, width 
of the endocarp at two different locations). As output 
values, properties were selected that can replace 
those that require multiple measurements (dry weight 
of skin, pulp dry weight, endocarp dry weight, pulp 
oil content, seed dry weight, seed oil content). Data 
were analyzed using multivariate linear regression 
and neural networks. Data obtained using destructive 
and non-destructive tests were separated, and they 
were analyzed in separate systems. Samples were 
grouped by clustering according to their place of 
origin. During the measurements, one group was the 
teaching set, while the other was the validation data 
set. During validation, significantly better results were 
given by the feed forward networks built (R2=0.96 
for destructive and R2=0.97 for non-destructive 
measurements) than multivariate linear regression 
(R2= 0.82; R2=0.81).
Singh et al. [34] used back propagation neural 
networks to predict the organoleptic qualification of 
UHT milk samples. The effects of physico-chemical 
and biochemical processes that take place during 
storage on the organoleptic properties of milk were 
investigated. In addition to the oxidative, proteolytic 
and lipolytic indices of milk, hydroxymethylfurfural 
(HMF) content and color data measured by 
reflectometry were used as input values. The 
prediction gave quantified values of total sensory 
quality and taste value. In their research, organoleptic 
evaluation was carried out by 5 trained judges. 
Besides the neural network, prediction was also 
performed by regression modeling. The accuracy of 
the regression models was R2=0.869 in the case of the 
taste value and R2= 0.917 in the case of total sensory 
quality. The efficiency of the artificial neural networks 
was higher than that of regression models (R2=0.95 
and R2=0.97). As for the topology of the networks, 
the greatest accuracy for taste value testing was 
given by the network with the 5-15-1 structure. When 
analyzing total sensory quality, the network with two 
hidden layers proved to be the best, with a topology 
of 5-3-3-1. The prediction provided by the neural 
networks proved to be extremely accurate.
Krishnamurthy and his fellow researchers [35] used 
neural networks to predict the consumer preference 
of beef products. The input data set contained the 
results of two types of tests: the judgment of a panel 
of 10 experts (quantitative descriptive analysis: 28 
properties were evaluated, of which 4 pertained to 
appearance, 7 to aroma, 11 to taste, 3 to aftertaste, 
2 to mouth sensation and 2 to smoothness), and the 
result of a 100-person consumer preference test. 
During the consumer preference test of 10 samples, 
overall liking, taste, aftertaste and mouth sensation 
of the different products were evaluated. Following 
the experiment, regression fits were carried out 
(multivariate linear regression (MLR), principal 
component regression (PCR), partial least square 
regression (PLSR)) which gave accurate predictions, 
but did not prove to be robust enough to be able 
to handle the data provided by the panel of trained 
judges. The multi layer feed forward network with 
the best prediction ability had a 9-5-2 topology (9 
neurons in the input layer, 5 in the hidden layer and 2 
in the output layer), with which an accuracy of 98% 
was achieved. Clustering accuracy was 95% and 
80%.
León-Roque et al. [36] determined the fermentation 
index of cocoa beans by involving neural networks. 
The novelty of the experiment was that they used 
a simple color-based image analysis, i.e., the 
fermentation index was provided by the system on 
the basis of the color of the cocoa bean. The study 
was carried out with 120 samples, coming from 
three different growing areas (40 cocoa beans from 
each). Digital pictures were taken of the whole cocoa 
beans and of the samples cut in two. After this, the 
degree of fermentation was determined by chemical 
instrumental analytical methods. During the statistical 
evaluation, feed forward networks were used, with 
the inputs being the R, G, B color values of the 
surface and the inside of the sample, as well as the 
absorption spectra of the extracts, and the predicted 
characteristics were the fermentation index values. 
The efficiency of the network with the best prediction 
ability for the sample set proved to be good (81%).
Vásquez et al. [37] investigated Swiss-type cheese 
samples. Their goal was to observe and evaluate 
structural changes during maturation. In the study, 
40 different cheese samples were tested during 
their maturation. During the process, hyperspectral 
images of the cheese samples were taken, and the 
measurement results of these were the input data 
of the feed forward neural network. The structural 
hardness of the samples was determined using 
texture profile analysis (TPA), and these formed the 
output values of the network. To map the relationships 
between the hardness and the spectral profiles, PLS 
regression and neural networks were tested. Based 
on the results, the feed forward neural network 
provided better results (R2= 0.96) than PLS regression 
(R2= 0.94), i.e., it could predict the hardness of Swiss-
type cheese samples more accurately, based on their 
hyperspectral images.
Bahramparvar and her fellow researchers [38] used 
artificial neural networks to predict the consumer 
acceptance of ice creams. Based on the results of 
a panel of trained judges, consumer preference was 
predicted for 9 different ice cream test samples. 
When building the neural network, experimental 
organoleptic properties given by the judges 
(appearance, taste, texture, freezing character, 
firmness, viscosity, silkiness, liquefaction) were used 
as input data. The output was the global consumer 
acceptance values of the 10 judges. The neural 
network used was a simple feed forward multilayer 
neural network. The network was trained on 30% 
of the data, validated on 10%, and tested on 60%. 
Several network topologies were investigated: the 
number of hidden layer neurons varied between 2 
and 20. More accurate predictions were obtained in 
the case of a network with 10 neurons in the hidden 
layer, with a mean absolute error (MAE) of 0.27, and 
a very high correlation coefficient (R2=0.96). The 
tests also showed that the most important factors for 
consumer acceptance of ice creams were taste and 
texture.
5.2 Classification applications in food science
Wang et al. [39] created a tracking system. The food 
tracking system developed by them not only tracks 
processes, but also evaluates the quality of food at 
each stage of the supply chain. Quality assessment 
was carried out at the various stages using fuzzy logic 
and the final quality was classified using an artificial 
neural network (high, medium or low quality product). 
The sample set consisted of 20 pork samples. The 
input values of the fuzzy logic were determined 
at each stage by different influencing factors, for 
example, a disease of the animal or feed quality, etc., 
played an important role during farming, while during 
the retail distribution stage of the product decisive 
factors are the quality of the packaging or the degree 
of microbiological contamination. Based on these, 
meat quality was determined at each stage.  The final 
quality values of the 5 stages formed the input data 
of the neural network. As a control of the network, 
meat products were also examined by an expert 
panel and classified into the same 3 categories. Best 
results were obtained with a 5-5-3 topology back 
propagation network (90% accuracy), as the result of 
the network and the classification of the expert panel 
differed in the case of 2 products out of 20.
Zarifneshat et al. [40] used neural networks to 
examine the quality of Golden Delicious apples. The 
goal of the research was to investigate the effect of 
various factors on the extent of bruising. The apples 
were tested using several different rheological 
measurements, including penetrometer distance and 
acoustic hardness measurements. Input variables of 
the neural network were the energy used for bruising, 
compressive force, surface curvature radius, 
temperature and acoustic hardness values. The 
predicted output value to be estimated was selected to 
be the volume of bruising. 120 were tested, 96 values 
were used to teach the network and 24 results were 
used to test it. A back propagation network type was 
the method of choice, and a declining learning-rate 
factor algorithm was also used. Regression values 
exceeded 90% in both cases, but the best results 
were obtained by the neural network calculated with 
the declining learning-rate factor algorithm (5-30-1 
topology).
Da Silva Sauthier et al. [41] investigated mango 
samples by HPLC, the study focused mainly on 
the concentrations of the 12 bioactive phenolic 
components found in mango, and the application 
of neural networks appeared as exploration and 
classification sub-tasks. The test set of 42 samples 
was made up of 3 different varieties (Tommy, Rosa, 
Espada). During the measurement, data sets, such 
as total phenolic content, antioxidant activity or total 
anthocyanin content were separated. A Kohonen 
network was used to map sample distribution, and 
input data were the HPLC analytical results of the 
different fruits. Samples were divided into clearly 
separated groups by the network based on their 
functional composition. The study also showed that 
mango samples are rich in polyphenol-containing 
ingredients, such as ellagic acid, gallic acid, rutin or 
catechol, therefore, it can be an excellent raw material 
for functional foods or the pharmaceutical industry.
Yu et al. [42] studied the quality of green tea by 
rapid measurements, and the artificial neural network 
was built from the data of an electronic nose. 
Measurements were carried out on 5 green teas of 
different quality and value. Of the samples tested, 
the price of the cheapest product was 240 yuan per 
kilogram, while the most expensive was 3,600 yuan/
kg, this is why it was important to develop a green 
tea classification system. During the analysis, volatile 
components of the samples were measured by the 
instrument of an electronic nose, and these data were 
then used as the input data of the neural network. 
In their research, data processing was carried out 
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using cluster analysis, as well as back propagation 
(BP) and probabilistic (PN) neural networks. The 
interesting part of their work is that the three principal 
components obtained as the result of principal 
component analysis were the input data of the neural 
network. Their results demonstrated that both the 
back propagation and the probabilistic network 
successfully completed the classification task: 100% 
and 98.7% in the case of the teaching set, and 88% 
and 85.3% success rates for the test set.
Anjos and her fellow researchers [43] used neural 
networks to determine the botanical origin of honeys. 
The honeys examined could be divided into two 
groups: single-flower honeys (honeys typically 
coming from a single plant such as acacia, orange, 
almond, lavender, etc.) and mixed flower honeys. 
The classification system was created on the basis of 
physical and chemical parameters: moisture content, 
electric conductivity, water activity, ash content, 
pH, free acidity, color coordinates (L*, a*, b*), as 
well as total phenol content (input parameters). In 
their work, a total of 49 samples were tested from 
14 different regions. Based on the results of a back 
propagation neural network, single-flower honeys 
could be distinguished from mixed flower honeys 
during classification with an accuracy of 95%. The 
result of the research was that the botanical origin 
of honeys can be predicted on the basis of the color 
and electric conductivity of the samples.
Fadilah et al. [44] used neural networks combined 
with an intelligent visual system to determine the 
ripeness of the fruit of the oil palm (Fresh Fruit Bunch, 
FFB). The measurement was based on two pillars, on 
the one hand, samples were analyzed by a network 
trained with the pictures of the FFBs, and on the other 
hand, MLF neural networks were created using data 
simplified by principal component analysis. Based 
on the results, samples could be classified into 4 
categories: unripe, underripe, ripe and overripe. 120 
images were included in the testing set, 28 in the 
validation set, and 60 in the independent test set. 
After the development of the network it turned out 
that the best result of the network taught with the 
full data set was 91.67%. On the other hand, the 
classification accuracy of the network trained on the 
data set reduced by principal component analysis 
was 93.33%, i.e., 1.67% better.
Huang [45] used neural networks combined with a 
visual system to classify unhealthy and insect-infected 
betel nut samples. Chewing and consumption of 
betel nuts is the number one cause of oral cancer in 
Taiwan, and its commercial turnover exceeds USD 3.4 
million per annually. Input data for the neural network 
built for the investigation consisted of 6 geometric 
parameters (main axis length, secondary axis length, 
number of axes, area, rim and image density) and 3 
color characteristics (image grayness and R, G, B 
data). For quality classification, a back propagation 
network was used. The 144 test samples could fall 
into one of three categories: excellent, good and bad. 
Learning and testing of the network was performed on 
images taken with a CCD camera and then digitized. 
The average success rate of the neural network built 
(10-18-3 topology) was 90.9% (excellent: 91.7%; 
good: 89.1%; bad: 92.3% successful classification). 
In summary, it can be stated that infected nuts can 
be eliminated clearly using the measurement system 
built, reducing the risk of the disease.
Aroca-Santos et al. [46] used artificial neural networks 
for the identification and quantitative determination 
of olive oils. Using visible spectroscopy data, the 
composition of 4 varieties of extra virgin olive oil 
(80 samples) was determined. The input values of 
the feed forward network were the data obtained by 
spectroscopy. There were 4 neurons in the output 
layer, corresponding to the 4 varieties of oil. The 
identification value was 100%, and the error rate 
during quantitative determination was only 4.98%. 
In their research, it was found that ANN combined 
with spectroscopy is a faster and more economical 
method of identification than the commonly used 
GC-MS method.
The use of artificial neural networks (ANN) in the 
practice of sensory qualification was demonstrated 
by Sipos et al. (2012). In their work, they emphasize 
that only a few research results related to sensory 
tests have been published in the international 
literature, which may be because researchers use 
conventional statistical methods for their analyses, 
and novel methods are not known among them. 
They suggest in their work to apply artificial neural 
networks to monitor the performance of sensory 
judges (panel) [47].
5.3 Optimization applications in food science
The goal of Kono et al. [48] was to determine the 
optimum storage conditions of frozen cooked rice. 
The information required for the research was storage 
time (1, 5, 10, 30, 90 days) and storage temperature 
(-5, -15, -30, -40 oC), which were the input variables 
of the network. To measure the ice crystals, the first 
step was a washing with a fluorescent liquid (0.01 
V/V% Rhodamine B solution). This was followed by 
freezing, illumination with a special lamp and then 
digital imaging. Images were processed to obtain 
the equivalent diameter of the crystals, which were 
the output data of the neural networks. In addition, 
a sensory test was also carried out, in which 690 
consumer judges participated. The subject of the 
research was to determine what ice crystal size is 
associated with the best organoleptic properties. 
There was a strong correlation between overall flavor 
and the size of the ice crystals (R2= 0.96, if the frozen 
rice is thawed at room temperature, and R2= 0.93, if 
the sample is thawed in a microwave oven). In their 
work, they came to the conclusion that a crystal 
size below 13 μm is the most ideal for tastiness. The 
back propagation neural network had a 2-3-1 neuron 
structure and it determined the optimum storage 
conditions for ice crystal sizes: storage at -25 oC and 
natural thawing or storage at -15 oC and microwave 
thawing were the parameters that provided the best 
organoleptic properties to the finished product.
6. Conclusions
In summary, it can be stated that artificial neural 
networks possess many beneficial properties, 
making them suitable for solving different tasks. By 
recognizing the complex relationships and patterns 
inherent in data, they can solve problems in the 
case of which traditional methods would not yield 
satisfactory results. High efficiency is achieved by 
artificial neural networks primarily in the modeling 
of non-linear trends, therefore, they are used for 
the modeling of various complex relationships, 
classification, categorization or for the regression 
of non-linear variables. Nowadays there are many 
sophisticated algorithms available for the training 
of neural networks, which can mean an alternative 
to conventional methods (linear regression, 
discriminant analysis). However, when using artificial 
neural networks, several factors need to be taken 
into consideration (objective of the task (prediction, 
classification, optimization), reliability of the data set, 
data set size, expected accuracy, etc.).
In our work, the foundations, characteristics, 
simplified operating principles and general structure 
of artificial neural networks were summarized. We 
also covered their widespread applicability and their 
use in food science experiments. Through various 
classification, prediction and optimization tests 
we gave an account of the effective use of neural 
networks, which were outstandingly successful in 
the solution mechanism. Taking into account current 
trends, it is assumed that the application of neural 
networks still has untapped potential, therefore, the 
number of scientific research projects using different 
ANNs is expected to increase in the coming years. 
The spread of robotics and artificial intelligence 
systems points to the strengthening of the role played 
by neural networks in the future.
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Tel.: +36 22 414 100
P ,ONTOS ERŐTELJES MOLEKULÁRIS
PATHOGÉN DETEKTÁLÁS
Szerte a világon élelmiszeripari cégek, szolgáltató laborok
és hatósági laborok egyaránt bíznak a Hygiena BAX rendszerben,®
amely a polimeráz láncreakció alkalmazásával képes
a nemkívánatos baktériumok kimutatására alapanyagokból,
késztermékekből és környezeti mintákból.
Előnyök:
• Jelentős idő és munkaerő megtakarítás
• Kivételes érzékenység
• Megnövelt működési hatékonyság
• Nagyfokú specifikusság
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