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A bstract
Iterative solution m ethods can not yet be considered as having in general 
a robust behavior w .r.t. problem param eters and shape of elements. To be 
robust they need a robust preconditioning method. There are three classes of 
preconditioning methods:
(i) O perator based splitting methods.
(ii) Element m atrix  based splitting methods.
(iii) Global m atrix  based splitting methods.
Already im portant results have been achieved bu t work is still ongoing in the 
construction of such preconditioners.
The paper gives a background to  the m ethods and gives some more detailed 
examples of some of the m ethods when used for symmetric and positive definite 
matrices.
1 C lassification o f preconditioning m ethods
Let A be a given nonsingular operator or matrix. Frequently A is a differential 
operator for a boundary value problem or a corresponding finite element matrix.
By a preconditioning B  we refer to a matrix or operator splitting, A =  B  — R  to be 
used in an iterative solution method for the equation A x  =  b, to improve either the 
spectral radius of B - 1 R, the condition number of the matrix B -1 A or, more generally, 
to improve its distribution of eigenvalues to enable a faster rate of convergence. Here 
B  is an operator which, in some way, is much easier to solve systems with than with 
A.
There are three major classes of preconditioning or splitting methods:
a) Operator splitting or defect-correction methods.
Here a simpler but more readily solvable operator is used as preconditioner or 
corrector for the given operator. Often it suffices to perform a few iteration 
steps without sacrificing approximation order of the given operator, which is 
then used in the computation of the defect only.
A  well known example of such a method is defect-correction with a monotone 
correction operator, such as an upwind approximation for convection-diffusion
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problems. Another example is the preconditioner derived from separate dis­
placement orderings for systems of PDEs as arises for linear elasticity theory 
problems.
A  similar, but algebraically constructed type of method is based on deletion of 
positive off-diagonal matrix entries and diagonal compensation of them. The so 
derived matrix can then be preconditioned more easily by some other method, 
which requires M-matrices, for instance. See [2, 26, 27] for further details.
b) Element mesh based preconditioners.
Here one utilizes a sequence of meshes (sometimes only two levels) in a suc­
cessive refinement method. The matrix is partitioned in two by two blocks 
corresponding to the partitioning of nodes on each level in new (added) and old 
(previous) points. The matrix can be preconditioned by its block diagonal part. 
A  fundamental quality parameter of the method is the angle between the two 
corresponding subsets of basisfunctions, see [6 , 8 ]. Another important issue is 
the preconditioning of the matrix block corresponding to the added node points.
c) Global matrix based splittings.
A typical example of such a method is some type of incomplete factorization 
method, possibly coupled with approximate inverses, or subspace projection 
based methods. Earlier versions of such methods were restricted to M-matrices 
or diagonally dominant matrices (see [2, 19] but a new ‘second order’ method 
(see [21]) is applicable for general positive definite matrices. During the years 
much effort has also been devoted to the construction of algebraic multigrid 
methods, see [28].
Each splitting can be implemented in a basic iteration method or B  can be used as a 
preconditioner in a conjugate gradient method.
We recall first in the next section some convergence properties of such iteration 
methods and discuss then in the following sections examples of the first two types of 
preconditioning methods.
The first type of method deals with the splitting on differential operator level. The 
arising simplified operator B  can then, after discretization, be preconditioned itself 
by some of the algebraic (matrix) preconditioning methods in b) or c).
Methods of the third class (c) will not be discussed in this paper. During the 
years, much work has already been presented. We refer to [1, 2, 6 , 19] for incomplete 
factorization and approximate inverse methods and references to previous work, to
[2 1 ] for more recent work on second order robust incomplete factorization methods 
and to [12, 25] for approximate subspace projection type methods.
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2 Som e convergence properties o f iterative solution  
m ethods
The basic iterative method to solve the equation A x  =  b takes the form:
begin:
Given an initial approximation x 0, for k =  0 ,1 , . . .  until convergence 
Compute the residual r k =  b — A x k 
Solve B S k =  r k
Let x k+1 =  x k +  Sk
end
It holds here that
||ek+1 II <  ||B -1  (B  — A )ek|| <  ||B - 1 Ry ||ek|| <  | |B - 1Ryk+1ye0y 
where ek =  x — x k, and the method converges monotonically for a general initial 
approximation if and only if ||B - 1 R|| <  1. The method may converge asymptotically
i.e., lim ||ek|| ^  0, but not necessarily monotonically, if p (B -1 R) < 1. Often the
k—— ^
iteration errors may grow unacceptably large for the initial steps if ||B - 1 R|| >  1, even
As is more common in practice, one uses B  as a preconditioner in a (generalized)
role for the rate of convergence. If A and B  are symmetric and positive definite and 
are spectrally equivalent, i.e., there exists constants a, ß, with 0 <  a < ß  < <x> such 
that
x  ^Ax
a < — —  < ß, for all x G D(A),
~  x*B x  v '
where D (A ) =  D (B ) denotes the domain of definition, then it can be shown (see e.g. 
[2]) that
This estimate depends only on the spectral condition number. If one diagonally scales 
the matrix so that the largest eigenvalue becomes bounded by ß  (ß <  2) then the 
“negative” norms, ||w ||a-v, v > 0 becomes stronger than the “positive” norms, ||w||av, 
v > 0.
If one uses such different norms, with a weaker norm on the iteration errors than on 
the initial error then, with v =  2, the estimate becomes independent on the smallest 
eigenvalue(see [2]),
if p (B -1 R) < 1.
conjugate gradient method. In this case, the whole spectrum of B  1A plays a decisive
(1)
where ||ek|| i  =  (ek* A ek) 2 .
4(k+1)2 | e 0 | A- 1
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This estimate shows an initial decay of the residuals ||rk|| i  =  ||ek || i  as (O ((k +  1)-2 ) 
but the iteration errors may still be large in a stronger norm.
It can be seen that this estimate is of interest mainly when the higher eigenmodes 
of e0 are dominating. Such an initial error occurs typically if one computes the initial 
solution on a coarser mesh and then interpolates it to the finer mesh, see [2, 3].
More generally, one can consider various condition numbers of A w.r.t. the initial 
error and they show a sublinear rate, say O (k- 2 ) of convergence in the initial phase. 
This phase is normally followed by a more or less pronounced linearly convergent 
phase as shown by (1). When one considers the whole spectrum it can be seen that 
this in turn is followed by a superlinearly convergent phase, which is similar to the 
type of convergence which occurs for operators which are compact perturbations of 
the identity. Indeed, the conjugate gradient method is applicable also for operators 
in a general Hilbert (inner product) space.
Finally we remark that the conjugate gradient method when applied in a finite di­
mensional subspace, in exact arithmetic is always terminating after a number of steps 
equal to the degree m of the minimal polynomial of A. Hence it can be considered 
as a direct solution method. However the above shows that in practice we consider it 
as an iterative method which may converge to a sufficient accuracy after much fewer 
steps than m.
Operator splitting methods as defect-correction methods
If the initial error has a smooth representation, i.e. it is represented mainly by the first 
harmonics (eigenfunctions) of A, and B  is sufficiently close to A in an approximation 
sense on the subspace spanned by those functions, then the basic iteration method 
can be implemented by taking very few iteration steps. The method is then normally 
referred to as a defect-correction method which takes the form: 
begin:
Solve B x 0 =  b
Compute the defect (residual) r0 =  b — A x0
Solve for the correction, B ó 1 =  r0
Let x 1 =  x 0 +  ó1
Possibly repeat the defect-correction steps one or a few more times. 
end
It holds
e1 =  x — x 1 =  B - 1 (B  — A )e0,
and if ||B - 1 || <  c for some (not too large) constant c, and if 
II(B — A)e°|| <  e||e°||, 0 < £  «  1,
where e0 is smooth, then it may suffice with one or a few steps to reach a required 
accuracy. An important and well known example of the defect correction method is 
the following.
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E x a m p le  2 .1  Singularly perturbed convection-diffusion, see [10] for instance.
Let A be a second order convection-diffusion differential operator and let B  be the 
same operator but with stronger O(h) “artificial” diffusion, to make B  a monotone 
operator, B - 1  >  0. Then for the corresponding difference or finite element meth­
ods, and for smooth solutions it suffices with two steps to get a second order O(h2) 
accuracy, as in this case ||e0|| =  O(h) and ||(B  — A )e0|| =  O (h)||e0||.
For some more detailed discussions of convergence of iterative methods, see [2].
3 A n operator sp littin g  m ethod  in linear elasticity
During the years, various operator splitting methods have been used in connection 
with defect-correction methods. An example was given in the previous section. We 
consider now an important splitting method for the Lame-Navier equations in linear 
elasticity, normally used as preconditioner for the conjugate gradient method. For an 
earlier presentation of the method and references to previous work on the method, 
see [4].
Problem formulation and Korn’s inequalities
We give the problem formulation and discuss the Korn’s inequalities which will turn 
out to be important in the estimates of certain condition numbers.
Consider finding the displacements of an isotropic elastic body i  C R d, subject to 
a body force g and surface force y on r 1 C r . On r 0 =  r \ r 1 the body is assumed to 
be fixed and we assume that the surface measure of r 0 is positive. Isotropic materials 
can be described by just two parameters, the Lame coefficients A, ^ or the elasticity 
modules E  and Poisson ratio v . The following relations between the parameters hold,
E  A 2^v 
M =  2 ( 1  +  v ) , =  1  — 2 v .
Here E  >  0 and 0 <  v <  2.
The upper bound of v is taken for incompressible (i.e. fixed density) materials. In 
general, the material parameters are variable and have jumps at the intersection of 
two different materials.
Let u =  (m1 ,m2 ,m3) be the displacement vector which is assumed to satisfy 
u G V =  {u G [H 1 ( i ) ] d; u =  0 on r 0}, 
the set of admissible displacements.
The linearized strain tensor e =  (e^ (u)) is related to u by
1  (  dui duj \
£« (u) =  2  i S “ +  dx“ J .
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The Hooke’s law (or constitutive equations) for linear elasticity relates the stresses 
a  =  (aij (u)) and strains,
a  =  A tr(e)1 +  2^e.
In equilibrium, the displacement vector has the property of minimizing the energy 
functional
^ (u ) =
JQ
d A
Y 1  v  (ei j (u ))2 +  2  (tr(e ))2 — g  • u  
i,j=1
d i  — j) y • u dr (2 )
for all uG  V.
The variational formulation of this minimization problem is
a(u, v) =  /  , a ij (u.)eij (v )d i = g • v d i  +  ® y • v dr for all v G V. (3) 
Jq  ,..= -, J a “  Z r i _
y ij \}±L)c-iJ
/Q i,j=1
Using the divergence theorem one obtains
E
d aij (u) , v—^ / \
—dx---- =  gi in n  quad, 2_^aij (u)vj =  Yi on r  1
j= 1 j j 
which are the equilibrium equations, balancing the internal and external body and 
surface forces. Here vj are the components of the unit outward pointing normal 
vector on r .
If r 0 =  0 (which case we have excluded as there is no unique solution) then we have 
a pure traction problem while if r  =  0 we have a pure displacement problem.
Let
D (u) =  1  ƒ  v  Y !  lYud2 d i ,  S(u) =  f  v  ^  (eij (u ) ) 2 d i ,  R(u) =  1  ƒ  v lY x w |2d i
2  ./ U JQ , „-i 2  •/ Q/Q i,j=1 Z' JQ
denote the Laplacian operator energy functional, the strain energy and the rotational 
energy, respectively. Then
D (u) =  1 |q v  5 :  ( f U j ) 2di  S (u) =  4 |q v  £  ( I t  +  f e ) 2 di  
i ,j= 1 v i , j = ^  j ty 
d ( •'1 ) 2
R(fi) =  1 fa  v  Ç  (m -  — ë t )  dn
and an elementary computation shows that
S(u) =  2D(u) — fi(u).
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Therefore, using also the relations tr(e) =  V  • u, the energy functional y>(u) in (2) can 
be rewritten as
^ (u ) =
JQ
d A 
Æ  |V u i |2 -  2 IV x  u |2 +  2  (V - u ) 2 -  g  • U
. i= 1  .
d i  — y • u dr,
which involves a kinetic energy, a rotational energy and a potential energy.
Taking variations and using the relation
V  x u • V  x v d i  = v • [V (V • u) — Am] d i
J Q J Q
one obtains the Larné-Navier equations
—u div grad u — (A+u) grad div u =  g in i  
A(div u)v  +  2^e • V =  Y on r i  
u =  0 on r
or
M i l  d2ui d2ui / \ i \ d2ui _  • _  1 O Q • o
—(a+ 2u) — Æ ä X f  — (a+ u) E d^dX" =   ^* =  1, 2  3 in i -
1 j = i j j = i J
There are two natural ways of splitting this operator keeping either
,  ^ , d2 Ui v—> d2 Mi , ,
— (A +  2U) dX2  — U ^  dX2  (4)
i j=i j
or only
„ , d2u,' . .
— (A +  2u) -dx^r (5)
as the operator B.
Using Korn’s inequality we can establish coercivity of the bilinear form a(u, v) in 
(3) and, hence, condition number (stability) estimates for the corresponding splittings.
A Korn’s inequality (see [17, 18, 22, 24, 27, 4]), asserts that there exists a positive 
number k1 =  k ( i )  depending only on the domain i ,  or on the boundary conditions, 
such that
2D(u) <  k iS (u ), (6)
for all vectors u satisfying certain side conditions (see below). Let V denote the set 
of such vector functions.
For the estimation of condition numbers we want to relate the quadratic part of the 
displacement energy functional
y>(u) =  S(u) +  -  Í  A (tr(e(u ) ) ) 2 d i
2 J Q
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to  D (u) and to  D (u), where
D  (u)
d
ÍQ £i=i <U+è ) ( i ; ) 2 +  !  E ( d j )
d i
d ( ~ ) 2 
-  / q (u +  è ) £  (äU j) d i  
i,j = 1
in a spectral sense, i.e. we want to show the existence of positive numbers 6 0 , 6 i, co, c 1 
such that
6oD(u) — ^(u) — 6 iD (u ), (7)
co-D (u) — ¥>(u) — ci-D (u), (8)
respectively, holds for all u G V . Here D (u) corresponds to the first splitting (4) and 
D(u) to the second (5). To find the upper bounds note first that 2D(u) =  S(u) +  R(u) 
shows that
2D(u) >  S(u). (9)
Further, by an elementary computation,
2
|q  A (tr(e(u ) ) ) 2 d i  =  |q  j  d i
d (  ) 2
— d / q A £  (dXj) d i  — ( dm ax è )  D (U)
so
where Vo =  max v .
Q
A 2 Vo
6 i =  2  +  d max — =  2  +  d----- -— ,
Q u 1 — 2 Vo
To find the lower bound constant 6o, we use Korn’s inequality (6 ), which implies 
6o =  2 /k i . Similarly using the relations A =  2v(A +  u) we find
^ (U) — /q  
— 2  /q
d i
d (  ) 2 d 
£  u (  duj) +  è  ( £  dx; i,j = i V 3/ \ i= i
d ( ) 2 d ( ) 2
£  !  f e )  +  d v ^  E f ei,j=i v i= i v
d i ,
so
Further,
^(u) — 2  max { 1 ,d vo} D (u).
^ (U) >  k - D (u ) >  7^ mQn ++T 1 3 (U) =  ~T 1— 2Vo 1 3 (U), ki ki Q u +  è  ki 1 — vo
2
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2  1  — 2  Vo „ X1 , xco =  --------------- , ci =  2  max { 1 , dVo }.
ki 1 — Vo Q
However, being a scaling with the “block diagonal” part of the operator, the upper 
bound is bounded by 2 , so ci =  2 .
If u is a pure rotation, i.e. =  — d j , then S(u) =  0 but D (u) >  0 so (6 ) can not 
hold in this case. In [17], conditions were given to eliminate the occurrence of such 
pure rotations. The simplest case is when one assumes that
d d n  r \  r \
E ! dui duj x—^ / dui duj , .J t, d j  a i d i  =  £ , / „  d i -  d i j d i . (10)
L em m a 3.1  Let ur g H i ( i ) ,  * =  1 , . . . ,  d. Then
d d / » r ' i r ' i
E i  dui duj \  -\ i  dui dujd i j  d û  d i  =  £ / „  a i l  a i ¡ d i
i.e.
holds if
^  (u • V ur) Vr — (u • V)(V • u)^ ds =  0.
This boundary condition holds in particular i f  u =  0 on r .  In a 2D problem, it holds 
if
(uiT • V i 2 —U2 T • V u i) |r  =  0 , 
where (ti,T 2 ) =  (v2 , — Vi) is the tangent vector.
P roof. The lemma follows from the divergence theorem, f Q d i  =  j>r /Vrds. □
A straightforward computation shows that when (10) holds, the following relation is 
valid,
2S(u) =  2D(u) +  u(div u )2 d i ,  (11)
Jq
that is,
D (u) — S(u), (12)
so ki =  2 in this case. This is the best possible constant because equality holds in 
( 1 2 ) when div u =  0  in i ,  and the above boundary condition holds.
Further, when (10) holds, we have f Q u (V  • u )2d i  =  2(S(u) — D (u)), so by (9), 
/q  u (V  • u )2d i  — 2D(u) and
^ ( i)  =  S(u) +  [  — (V  • u )2d i  — ( 2 +  max — ) D (u) — 2 -------- — D (u). (13)
Jq 2  V Q UJ 1  — 2 vo
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The separate displacement ordering and block diagonal preconditioners based on op­
erator splittings
The above spectral results can now be applied for the separate displacement ordering 
and block diagonal preconditioners for the stiffness matrix.
Consider the finite element variational formulation of (3),
a ( i ,  v) =  (g, v) for all v G Vhd C V, (14)
where Vh is the chosen finite element subspace. The matrix vector formulation of (14) 
is K u h =  Gh. Using the separate displacement ordering, the corresponding stiffness 
matrix takes the form
K ii Ki2 K is 
K  =  K2i K 22 K2s 
K si Ks2 Kss
where the entries of K j  equal a ( e j ) ,e ((i)
( j)
where , (i) are the finite element
(i)basisfunctions for the node-points k and l, respectively. We have (for * =  2), ) =
(0, 9?[r), 0) where (í5'¡'i) is the scalar basis function.
For the purpose of solving the system K u h =  by a preconditioned conjugate 
gradient method, we consider block diagonal preconditioners. An advantage with 
such preconditioners is that the corresponding systems for the diagonal blocks can be 
solved concurrently on d computer processors. Consider then first the preconditioner
(i)
(15)
It follows from (8) that the corresponding spectral condition number is bounded by
1 — Vo
K ii 0 0
K d = 0 K 22 0
0 0 K 33
î(K - i K  ) — ki
1 2Vo
Earlier derivations of somewhat less sharp or general bounds for this condition number 
can be found in [7] and [16].
In the preconditioner, each block can be solved by an “inner iteration” method such 
as an algebraic multilevel iteration method, used as a preconditioner for a conjugate 
gradient method. Thereby one can simply replace the matrices K ir with such a 
method using a fixed number of iteration steps or use a variable number depending 
on a relative stopping criterion. In both cases the resulting preconditioner is variable, 
i.e. it is not the same for each outer iteration step, because the conjugate gradient 
method depends on an initial residual, which will change from one outer iteration to 
the next.
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In the preconditioner (15), each block corresponds to a second order scalar prob­
lem with different ratio of anisotropy. This has the disadvantage that each block is 
different and the work-load is therefore not evenly distributed on the parallel com­
puter when one processor is devoted to each block K ir. Furthermore, as it turns out 
certain algebraic multilevel iteration methods (of red-black ordered type) do not have 
a robust performance with respect to anisotropy. Therefore, we consider a second 
version
K  ii 0 0
0 22
KK2 0
0 0 K ss
Here K ir corresponds to the Laplacian operator for the *th displacement variable. 
The finite element space is the same for all variables but the boundary conditions 
can be different. The parts of K ir corresponding to the major part of the interior are 
identical. Therefore, when solving systems with K d concurrently, the load is nearly 
optimally distributed. Furthermore, the operators are not affected by anisotropy. 
Since we use a conforming finite element method, (8 ) holds also for subspaces of V , 
the following bounds of the spectral condition numbers can be derived for the above 
preconditioners.
T h eo rem  3 .1  Consider the stiffness matrix K  for the Lamé-Navier’s equation (2) 
and the preconditioners
(i) K d =  b lockd iag(K ii,K 2 2 ,K ss)
(ii) K d =  blockdiag(K ii, K 2 2 ,K ss),
where K ir corresponds to the stiffness matrix for the Laplacian operator, using the 
same finite element space as for  K . Then the spectral condition number satisfies
(i) k (K —i K ) — k ii-V 0
(ii) k ( K — — ki ( 1  +  d i—2 ^ )  ,
where ki is the constant in the Korn’s inequality. In the special case when (11) holds, 
we have the sharper bound,
k Í K - 1 k )  — 2  1  -  V0 .
V D )  — 1  -  2 v0
Here vo =  max v , where v is the Poisson contractivity ratio.
P ro o f. This follows from the previously given bounds for ( (u ) . n
Note that with these preconditioners the condition number takes quite small values 
for common values of v and they do not depend on the size (h) or order (p) of the 
finite element method used. In practice, each system K ir or K ir is solved by inner 
iterations also and as has been shown in [4, 16, 27], one can then permit quite large 
inner iteration errors without influencing the outer iteration process much.
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As mentioned previously, instead of using inner-outer iteration methods, one can 
use a fixed preconditioner
C =
B ii
B 22
0 B 33
for K , where each block B ir is an approximation of K ir. Here the inner iterations for 
Kir have been replaced by a solution with matrix B ir. In general, the number of outer 
iterations increases compared to the number of outer iterations when K  or K  is 
used as preconditioner. Therefore there will be more matrix vector multiplications 
with K , which are costly as it involves d2 matrix sub-blocks. If one is able to tune the 
inner iteration stopping criterion so that there will be sufficiently few inner iterations, 
then the inner-outer iteration method can be less costly.
It follows from the above bounds that the condition number deteriorates for nearly 
incompressible materials where v =  2. This can be handled by using a subspace 
projection method projecting off the null space (projection operator for v =  2). 
Another method is to use a mixed variable method, including the pressure variable, 
see e.g. [13] for details and further references. This latter method allows working with 
the Schur complement which arises when the displacement variables are eliminated. 
The resulting equation is hence an equation for the pressure. As with all Schur 
complement systems it requires in general inner iterations. Thereby proper stopping 
criteria for the inner iterations are important. Such issues have been discussed in 
[14, 15], among others.
0
4 E lem ent based preconditioning m ethods
Standard (compatible) finite element methods are based on considering the varia­
tional formulation of a boundary value problem in a subspace of the function space of 
definition of the given operator. The subspace is spanned by a finite number of basic 
functions each with local support.
This can be used in proving spectral equivalence for operators having the same 
number of basisfunctions. If they are defined on the same element mesh, i.e. the 
same geometric partitioning of the domain of definition of the operator, then the 
analysis of the condition number can be done locally, element-wise. This important 
property tremendously simplifies both the construction and the analysis of element 
based preconditioners. Similarly, in connection with mesh refinements, one can use a 
partitioning of the basisfunctions in previous and added mesh points to form block 
diagonal or Schur complement preconditioners which can also be analyzed locally.
Such methods will be discussed in this section. We recall first the theoretical 
background and discuss some general techniques used in the construction of matrix
12
preconditioners and their analysis.
Reduction methods
Algebraic versions of operator splitting methods arise when some entries like positive 
off-diagonal entries in the matrix are deleted and moved to the diagonal entry in the 
same row, i.e. they are diagonally compensated for. If the reduction and movement 
takes place symmetrically, i.e. if an entry arj is deleted and added to air and at 
the same time, is deleted and added to a¿¿, then for symmetric matrices this 
corresponds to a perturbation of the given matrix with the matrix
1
1
1
(i)
(j)
i.e. with a symmetric semidefinite matrix. This can be used in the analysis of mod­
ified incomplete factorization methods, see [2]. This type of method can be nicely 
analyzed in a local element context, see below. The arising matrix B  is then normally 
monotone and various incomplete factorization methods of it can be used to give the 
final preconditioner for the original matrix A. See [2, 26] for further details.
A general important technique for finite element methods is to transform the 
arising integral over an arbitrary element to a standard reference element. In this 
section we consider the diffusion operator
d
dxr I ij dx
i,j=i
d (  du .TTT I a - j ^ -  ) +  bu =  ƒ in Q
j .
(16)
with proper boundary conditions. Here [arj]dj= 2 is assumed to be symmetric and 
positive definite and b >  0. For simplicity of the presentation we assume that they 
are constant on each element. The variational formulation of (16) is
, s f  (  du dv \
a(u ,v) =  / y ,  a-j^—  t¡----- + buv dx dy
Jn \ i j = i dxj dxr I
(17)
for all u, v G i î 2(Q), satisfying the essential boundary conditions.
We illustrate the transformation method for a planar domain (d =  2) using a 
triangulation of it.
Transformation is equivalent to a change of the coefficients in the differential equation 
operator.
First we show that the analysis for an arbitrary triangle (e) with coordinates 
(xi ,y i ), i =  1, 2, 3 can be done on the reference triangle (e), with coordinates (0, 0), 
(1, 0), (0, 1). Transforming the finite element function between these triangles, the
1
aij
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element bilinear form in a 2D problem  where b =  0 (see e.g. [4]) becomes
ae(u, v) =  ay(v, v)
u S l l  S l l  dx ’ dy (x2-xi) (y2-yi)(x3-xi) (y3-yi)
aii ai2 (X2-Xi) (X3-Xi) dx dx
Ö21 Ö22 (y2- yi) (y3- yi) dx ’ dy dv dy
where 0  <  v, y <  1 , i.e., it takes the form 
ve(u, v) =
du dv 
a,w ^^ dv dv, 
j  di,- d v
where v 1 =  v, x 2 =  y and where the coefficients à j  depend on both the coordinates in
e (or, equivalently, the angles in e) and the coefficients a^ in the differential operator.
A similar form holds in 3D problems and with b >  0.
We conclude that it suffices for the analysis of the finite element method to consider
(17) for the reference triangle and arbitrary coefficients [a^], or alternatively, for the
1 0  1 N , . . ,
) and an arbitrary triangle e.operator —A  (where [a^]
0 1
The following Lemma will be useful for the analysis of the condition numbers when 
a reduction method has been used.
L em m a 4 .1  Let |A j} ”= i be symmetric positive semidefinite (s.p.s.d.) matrices and
n n n
let A, =  M, —N,, A =  £  A,, M  =  £  M,, N  =  £  N,, where M, are s.p.s.d. Assume,
1 î=1 î=1 
for some positive a , and ß, >  a ,, that
a¿M¿ <  N , <  ßjMj,
where the inequalities are in a positive semidefinite sense. Then
(1 — ß )M  <  A <  (1 — a)M , 
where a  =  min, a ,, ß  =  max, ß,.
n
P roof. Since N  =  £  N ,, we have
,=1
n n
N  <  ^  ßjMj <  ß  ^  M, =  ßM
,=1 ,=1
and similarly, N  >  aM . Therefore,
a M  <  N  <  ßM
and, since A =  M  — N ,
(1 — ß )M  <  A <  (1 — a)M . □
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The Lemma shows also that if all splittings A* =  M* — N* are convergent, then the 
splitting A =  M  — N  is also convergent, and p (M - 1 N ) <  max* p(M —1 N j), assuming 
here that M¿ are nonsingular. Hence to construct preconditioners satisfying the bound 
( 1  — a ) / ( 1  — ß) it suffices to construct local preconditioners satisfying the bounds 
< N* <  ßjNj and, similarly, to construct a convergent splitting for the global 
matrix, it suffices to construct convergent splittings for the elementary matrices.
E x a m p le  4 .1  Consider a triangulation of a planar domain of definition for a general 
diffusion operator (16), where for simplicity b =  0. As has been shown above, when 
analyzing spectral properties, we may equally well just consider the Laplacian opera­
tor for a general mesh. Each such triangular element contains the three vertex nodes 
and the three midedge nodes.
Let K (1) be the assembled piecewise linear finite element matrix for the four 
congruent triangles which arises when each pair of midedge points have been connected 
and let K (2) be the element matrix which arises when we use quadratic basisfunctions 
in all of the six nodepoints. Then (see e.g. [6 ]) ordering the midedge nodes first,
K (2) =  6  6
2d —2c —2b 0 —a —a
—2c 2d —2a —b 0 —b
1 —2b —2a 2d —c —c 0
2 0 —b —c b+c 0 0
—a 0 —c 0 a+ c 0
- —a —b 0 0 0 a+b
8d —8c —8b 0 — 4a —4a
—8c 8d —8a —4b 0 —4b
—8b —8a 8d —4c — 4c 0
0 —4b —4c 3(b+c) c b
—4a 0 —4c c 3(a+c) a
—4a — 4b 0 b a 3(a+b)
where a =  cot a , b =  cot ß, c =  cot 7 , d =  a +  b +  c and a , ß, 7  are the angles in the 
given triangle.
We want to compute an upper bound for the condition number of B -1 A when A 
and B  are the assembled (global) finite element matrices for the piecewise quadratic 
and piecewise linear basisfunctions, respectively, for the whole mesh. As follows from 
Lemma 4.1, this can be done by computing the condition number of the local matrices, 
K (1) K (2). The latter can be computed in the following way. We observe first that 
if we use matrix reduction and diagonal compensation of the off-diagonal entries in
the matrix block K , then the reduced matrix is nothing but 4 K (1). Further, we
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have
K (2) =  4  K (1) — -  
3 6
0 0
(b + c) - c - b
0 - c (a +  c) - a
- b - a ( a +  b)
=  -  K (1) — N (18)
and it remains to compute the spectral relation between K (1) and N . This can be 
done as follows.
Schur complement method (see [2 
Let K (1) =  B, where B  =
partitioning N
B 2 1 B 1 1 1 B 12 and Q
B11
B 21
B 12
B 22
0 0 0 0
. Then B  =
0 N 22 0 S
is partitioned consistently with the 
+  QQT where S  =  B 22 —
B?1 i 
B 21B 112
. Hence, B
0 0  
0 S
and it remains to find
the spectral relation between S  and N 22. This can be done algebraically. However, in 
the context of two-level finite element methods, it can be done in a more elegant way 
via the constant in the strengthened Cauchy-Bunyakowsky-Schwarz (CBS) inequality 
for the corresponding split subspaces.
(a()b)
Figure 1: Support for the piecewise linear and quadratic basisfunctions 
Two-level fin ite element methods
To be specific we illustrate this method for triangular meshes. Two-level methods 
arise in mesh refinement methods. Given a ‘coarse’ triangle, it is subdivided in four 
congruent triangles by joining the midedge nodes. In the so arising six node points 
we can use either standard basisfunctions for the small triangles or hierarchical ba- 
sisfunctions, where we keep the previous basisfunctions in the vertex node points of 
the coarse triangle and add new basisfunctions in the midedge nodes. The latter can 
be piecewise linear, with the support only on the adjacent three triangles (see Figure
1 ), called the h-version.
Alternatively, we can use a piecewise quadratic basisfunction in the added node 
points (4,5 and 6 ), called the p-version (p =  2).
The following relation holds between the corresponding standard A and hierar­
chical (A =  A h or A  =  A (p)) basisfunction matrices. By assumption, A and A  are 
symmetric and positive definite.
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Let J  = where / 1, / 2 are identity matrices corresponding to the coarseI 1 J 12 
0 I 2
vertex node set and the midedge node set, respectively, and J 12 is the interpolation 
matrix, with two non-zero entries (=  1 ) in each row, corresponding to linear interpo­
lation on the midedge node for each edge. The following relation holds then between 
functions (vectors) represented in the hierarchical and standard basis,
VSB =  J vhb .
From this relation follows
and an elementary computation, using this shows the next relations between the 
corresponding matrix blocks,
A 11 =  A 11, A 12 =  A 12 +  A 11J 12, A 21 =  A 21 +  J'l2A 11,
A 22 =  A 22 +  J'l2 A 12 +  A 21J 12 +  J'l2A 11 J 12.
Further, A 22 =  A 2h, i.e. the standard basisfunction matrix for the coarse (unrefined) 
mesh and S  =  S , where S  =  A 22 — A ^A -^A ]^ and S  =  A 22 — A 21A -11 A 12.
Further the following spectral relations hold (see [2], [6], [8]):
(1 — Y)
A11 0 < A11
A4 12
< (1 +  y )
A11 0
0 A422 A421 A422 0 A422
( 1  — Y2 ) ^422 <  S  <  A 2 2 ,
where y =  YP =  |p  (A—  A ^ A -^ A ^ A ^ 2 j  |  , and all inequalities are sharp.
Here y , 0 <  y <  1, is identical to the constant in the strengthened CBS-inequality
uTAv <  y {wTAu vTA v } 2 ,
which holds for all orthogonal vectors u, v, u =  [0 , 0 , 0 , a 1, a 2, ]T, v =  [ß1, ß2, ß3 , 0 , 0 , 0 ] 1 
We let Y1 , Y2 denote the constants for the h-version (i.e. for p = 1 )  and the p-version 
(i.e. for p =  2 ), of hierarchical basisfunctions, respectively.
We return now to example 4.1. Here it holds (with a slight change in notations)
A (2)
0 0
0 A (1)
(19)h
h
A relation between the CBS constants Y1 ,Y2 .
Relation (19) implies the following relation between Y1 and y2.
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T h eo rem  4 .1  For any regularly refined finite element mesh into congruent elements, 
for which (19) is valid, one has
Y22 =  3  Y2 (20)
where Y1 , Y2 are the CBS constants for piecewise linear and piecewise quadratic fin ite  
elements, respectively.
P roof. Taking Schur complements, (19) shows that
S (2) =  4  S (1) — 1 Ah1).
3 3 h
Hence
rS(2)x 2 4 x TS (1)x 2 1
i.e.
1 — y2 =  min
xTAh_2 )x 2 3 xTAh1 )x 2 3
x T S (2 )x 2 4 x T S (1 )x 2
------ 77T,—  =  -  m in ------ 7TT—
x^Ah )x 2 3 X2 x^Ah )x 2X2 x 2 A h x 2 - x 2 A h 
4 , 9s 1 4 9
=  3 — Y‘ > — 3 = 1  — 3 Yl '
□
The relation (20) has been shown previously in [23], [5] using a more involved 
derivation.
As has been shown in [13], [11] local element methods can be used also to define 
preconditioners for the global matrix block A 1 1 . This matrix is well-conditioned for 
model type problems but becomes increasingly ill-conditioned for problems where the 
mesh or the coefficients [a j ] deteriorate, such as for meshes with big aspect ratios 
or anisotropic coefficients. The above methods give preconditioners with a resulting 
condition number which remains bounded independent on the mesh or the coefficients 
in the differential operator.
Finally we mention that since all bounds have been derived locally, but do also 
hold for the global (assembled) matrices, the bounds do not depend on jumps in the 
coefficients or on varying element size. Hence, the preconditioning is robust.
x
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