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We provide a microscopic description of the magnetic properties of UGe2 and in particular, of
its both classical and quantum critical behavior. Namely, we account for all the critical points:
the critical ending point (CEP) at the metamagnetic phase transition, the tricritical point, and the
quantum critical end point at the ferromagnetic to paramagnetic phase transition. Their position
agrees quantitatively with experiment. Additionally, we predict that the metamagnetic CEP can
be traced down to zero temperature and becomes quantum critical point by a small decrease of
both the total electron concentration and the external pressure. The system properties are then
determined by the quantum critical fluctuations appearing near the instability point of the Fermi
surface topology.
PACS numbers: 71.27.+a,75.30.Kz,71.10.-w
Introduction. Attempts to determine the quantum
critical behavior and the corresponding critical points
(QCPs) have attracted much attention due to the unique
phenomena with singular physical properties associated
with them as temperature T → 0 and other parameters
(pressure p, applied field H, or electron concentration n)
are varied [1–3]. Additionally, in the canonical case—the
heavy fermion systems—unconventional superconductiv-
ity often appears near those QCPs making the quantum
critical fluctuations the primary pairing inducing factor.
Also, the classical critical points (CCPs) and their evolu-
tion towards QCP provide the testing ground for study of
detailed quantitative behavior of different systems [4, 5].
UGe2, in this respect, is one of the unique materials
that exhibit all the above features. Therefore, the expla-
nation of the magnetic phase diagram and intimately con-
nected critical points within a single theoretical frame-
work would provide a complete understanding of this
remarkable quantum material [4, 6–9]. The phase dia-
gram on the pressure–temperature (p–T ) plane comprises
two ferromagnetic phases, of weaker (FM1) and stronger
(FM2) magnetization, paramagnetic phase (PM), as well
as the spin-triplet superconducting phase (SC) [4, 6, 10].
SC disappears at the same pressure as FM [6] and the
maximum of the superconducting critical temperature
Ts coincides with the critical pressure for the FM2-FM1
phase transition [7]. Thus, it is strongly suggestive that
FM and SC are strongly intertwined as described by some
theoretical approaches [11–15].
The p-T -H phase diagram for UGe2 comprises the
characteristic wing shape [8, 9]. Such structure was the-
oretically obtained by Belitz et al. [16] within mean-field
approach for a single-band itinerant ferromagnet. How-
ever, this approach cannot account for the two differ-
ent ferromagnetic phases appearing in UGe2, as well as
for the critical ending point (CEP), separating the re-
gion with a discontinuous drop in magnetization from a
crossover regime [8, 17].
In this work we provide a quantitative microscopic
description of all magnetic critical properties of UGe2
within the framework of the Anderson lattice model
(ALM) treated by a modified Gutzwiller approach [18],
called the statistically consistent Gutzwiller approxima-
tion (SGA) (for a description of the method and a de-
tailed comparison to the slave-boson approach see Ref.
[19]; for its applications, see Refs. [20]). Validity of
this model in the context of UGe2 [18] is based on ear-
lier results: first, on band structure calculations [21, 22]
and second, on experimental observations [4, 6, 23]. The
first feature is a quasi-two-dimensional topology of the
Fermi surface (FS) [21, 22] which justifies calculations
for a two-dimensional square lattice. On the other hand,
despite the circumstance that the distance between ura-
nium atoms is above the Hill limit [4], the experimental
value of the paramagnetic moment per U atom is differ-
ent from that for either f3 or f2 configurations [6, 24].
This speaks for the presence of a sizable hybridization be-
tween the initially localized f electrons and those from
the conduction band. For strong enough hybridization,
f electrons contribute essentially to the heavy itinerant
quasiparticle states and play a dominant role in the mag-
netic properties [6, 10, 24].
We provide a coherent explanation of FM and PM
phase appearances as driven by a competition between
the hybridization from one side and the f–f Coulomb
local repulsive interaction from the other [18]. Specifi-
cally, we obtain two different FM phases [15, 18, 25–28]
by varying the predetermined position of the chemical
potential with respect to the peaks in the quasiparti-
cle density of states (DOS) including the spin-split sub-
bands. Although, Gutzwiller ansatz in certain regimes
favors antiferromagnetism over FM [25–27, 29, 30], we
restrict our discussion to the latter phase, because in the
considered range of electron concentration, n ' 1.6, FM
phase turned out to have the lowest energy [25, 26].
In Fig. 1 we draw schematically the respective DOS for
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FIG. 1. (Color online) Schematic characterization of phases
by their spin-resolved density of states. The arrows label the
spin subbands and the dotted line marks the position of the
chemical potential.
considered phases. It can be seen clearly that the shape
of the FS (limiting the filled parts) will be vastly different
in each of the phases. Within our approach, most of the
properties of UGe2 at T = 0 can be explained [18] in
agreement with related experiments of magnetization [7],
neutron scattering [10, 24], and the de Haas–van Alphen
oscillations [31, 32]. The character of the FM1 phase,
which we obtain as a half-metallic type [cf. Fig. 1(b)], is
also supported by the band-structure calculations [22].
In the present work we extend our previous approach
[18] to nonzero temperature and on this basis we deter-
mine the character of all phase transitions on the p–T–H
diagram of UGe2, as well as discuss the nature of all
the classical and quantum critical points. We also show
that by a small decrease of electron concentration (by
∼ 7%), the system can reach another quantum criticality
via a metamagnetic transition upon changing the pres-
sure. We also predict the corresponding change in FS
topology distinguishing the two phases of significantly
different magnetic susceptibility.
Model. We start from ALM with the Zeeman term
included (h ≡ 12gµ0µBH) in the Hamiltonian
Hˆ − µNˆ =
∑
i,j,σ
′
tijcˆ
†
i,σ cˆj,σ −
∑
i,σ
(µ+ σh)nˆci,σ
+
∑
i,σ
(f − µ− σh)nˆfi,σ + U
∑
i
nˆfi,↑nˆ
f
i,↓
+ V
∑
i,σ
(fˆ†i,σ cˆi,σ + cˆ
†
i,σ fˆi,σ),
(1)
which comprises dispersive conduction (c) band electrons
and f electrons coming from atomic f -shell located at
f < 0. In the model we include specifically the nearest
(t < 0) and the second nearest (t′ = 0.25|t|) neighbor
hopping amplitudes between c electrons, f level at f =
−3|t|, sizable f–f Coulomb repulsion U = 5|t|, and the
c–f hybridization V of the on-site form.
To obtain an effective single particle picture from
the many-body Hamiltonian (1) we use the extended
Gutzwiller approximation (GA) called the SGA (for de-
tails see [19]). The method was successfully applied to
a number of problems [20]. Formally, we add to the ef-
fective Hamiltonian obtained in GA [33, 34], HˆGA, addi-
tional constraints on the number of f electrons and their
magnetization by means of the Lagrange multipliers. It
leads to the new effective Hamiltonian HˆSGA of the form,
HˆSGA ≡
HˆGA − λfn
(∑
k,σ
nˆfk,σ − Λnf
)
− λfm
(∑
k,σ
σnˆfk,σ − Λmf
)
≡
∑
k,σ
Ψˆ†kσ
(
ck − σh− µ
√
qσV√
qσV f − σ(h+ λfm)− λfn − µ
)
Ψˆkσ
+ Λ(Ud2 + λfnnf + λ
f
mmf ), (2)
where Ψˆ†kσ ≡ (cˆ†k,σ, fˆ†k,σ). Furthermore, qσ is the hy-
bridization narrowing factor in the standard form [18, 20],
and Λ is a number of lattice sites.
At nonzero temperature, one needs to minimize the
generalized Landau grand potential functional
F
Λ
=− 1
Λβ
∑
kσb
ln[1 + e−βE
b
kσ ]
+ (λfnnf + λ
f
mmf + Ud
2),
(3)
where Ebkσ are four eigenvalues of the effective Hamilto-
nian (2) labeled with the spin (σ) and band (b) indices.
λfn and λfm are the Lagrange multipliers assuring the cor-
rect statistical consistency of equations for nf and mf
and play the role of correlation-induced effective fields
[20]. Minimization of F is carried out with respect to
the set of all parameters ~λ ≡ {d, nf ,mf , λfn, λfm}. Addi-
tionally, as the number of particles in the system is con-
served we have to determine the chemical potential and
adjust it to each of the phases according to the condition
n = 1/Λ
∑
kbσ f(E
b
kσ) , with f(E) being the Fermi-Dirac
function. In effect, the model is described by set of six
algebraic equations which are solved with the help of the
GSL library, with typical accuracy 10−11.
The Landau grand-potential functional for the equi-
librium values of the parameters, F0, has the meaning
of the physical grand-potential Ω which is the proper
quantity for studying the system at any temperature,
F0 ≡ Ω ≡ U−TS−µN . Therefore, the free energy of the
system is defined by F = F0 + µN and the ground-state
energy is EG ≡ F (T = 0).
Results. We assume that the main effect of the applied
pressure is emulated by an increase of the hybridization
amplitude |V |, even though other parameters (e.g., f )
may also change. However, as our previous results indi-
cate, hybridization change is the principal factor of the
pressure dependencies observed in UGe2 [18].
In Fig. 2 we plot the phase diagram on the |V |–T plane.
In the low-T regime we are able to reproduce the correct
evolution of both metamagnetic (left) and ferromagnetic
to paramagnetic (right) phase transitions observed in ex-
periment (cf. inset), together with the respective critical
behavior [7–9, 17]. The position of the classical criti-
cal points (CCPs) is very sensitive to the selected to-
tal band filling, n = nf + nc. Our fitting constraint
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FIG. 2. (Color online) Top: Phase diagram on hybridization
strength–reduced temperature plane encompassing both FM
and PM phases for total band filling n = 1.6. The correct
character of phase transitions and positions of critical points
in UGe2 [7–9, 17] is reproduced. For comparison, we present
in the inset the experimental p–T phase diagram of UGe2 (cf.
[7, 8]). In (a)–(d) we draw the magnetization change with the
increasing hybridization strength when the system undergoes
phase transition at points indicated with respective encircled
letters a – d . Solid red lines denote energetically favorable
solution, whereas dashed black lines denote the unstable so-
lutions.
is the ratio of the corresponding critical temperatures,
TCEP /TTCP ≈ 7K/24K [8]. Consequently, for the band
filling n = 1.6, selected in our previous analysis at T = 0
[18], we obtain agreement of our calculated ratio under
the proviso that experimental values of the critical tem-
peratures are determined with accuracy ±0.25K.
Our model does not account for correct curvatures of
phase transitions above CCPs (cf. Fig. 2). This discrep-
ancy can be attributed to the fact that also other micro-
scopic parameters can alter when applying pressure, e.g.
f , and to additional entropic factors important in the
case of T > 0 Gutzwiller projection [35, 36].
In our calculations we have used reduced temperature
kBT/|t|. We rescale it to the physical units by relat-
ing it to the experimentally measured values at CCPs
[7–9, 17]. Accordingly, we also rescale the reduced field
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FIG. 3. (Color online) (a) Wing structure of the phase tran-
sition planes derived from our model. (b) Comparison of the
calculated dependence of the temperature vs applied magnetic
field at the critical end point (CEP) with the experimental
points adopted from [9]. For comparison, we include also the
prediction by Belitz et al. [16], with the fitting parameters
selected on the basis [9]: HQCEP = 18 T and TTCP = 24 K.
1
2gµBµ0H/|t| to Tesla units.
At the metamagnetic (FM2-FM1) phase transition we
obtain CEP separating the discontinuous-transition line
from the crossover regime. At low T both solutions with
the weaker and the stronger magnetization coexist in the
limited range of the hybridization strength [cf. Fig. 2a].
As the system approaches the transition from the FM1
side, FS changes drastically only in one spin-subband,
in which the chemical potential crosses the hybridization
gap, resulting also in a discontinuous jump of the total
momentm = mf+mc. With the increasing temperature,
the edges of the gap are gradually smeared out. This
leads to a deviation from the pure half-metallic type of
the FM1 phase. The magnetization is bending towards
the trend observed in the FM2 phase, and eventually at
CEP it is changing to a crossover line [cf. Fig. 2(c)].
In the case of FM to PM transition the situation is dif-
ferent [cf. Figs. 2(b), and 2(d)]. At low temperature, the
magnetization of this half-metallic FM1 phase discontin-
uously drops to zero (cf. Fig. 2b). However, with the in-
creasing temperature, the ferromagnetic solution departs
4from a sharp half-metallic type and slowly bends over
towards the paramagnetic solution, eventually reaching
the critical point by changing the transition character to
that of second order [cf. Fig. 2(d)]. The just described
critical point is of tricritical character (TCP). This is
because its evolution can be followed by applying the
magnetic field down to T = 0, where it turns into the
quantum critical ending point (QCEP) (cf. Fig. 3a). In
this manner, we have achieved a full characteristic at the
wing-shape p–T–H phase diagram [8, 9]. As the detailed
form of the hybridization change with applied pressure
is unknown, and in principle non-linear, we compare our
predicted shape of wings by tracing the evolution of CEP
on the temperature—magnetic field ThCEP – µ0HC plane
[cf. Fig. 3(b)] and comparing it to the experimental data
[9]. We obtain a satisfactory quantitative agreement with
the experimental points, as well as recover its proper cur-
vature. For comparison, the results from the mean-field
approach to the single-band case by Belitz et al. [16]
are also drawn, as is universal explanation of tricritical
behavior of itinerant ferromagnets. Nevertheless, as sug-
gested by the authors in Ref. [9], the crucial element
determining for UGe2 the correct shape of the wings is
the change of FS, present in our two-band ALM model.
We also predict that the curve of the ThCEP vs µ0HC de-
pendence has a longer tail than that estimated in Ref. [9],
i.e., that QCEP should be located at fields around 30 T.
Our estimate thus calls for a more precise determination
of the QCEP position.
In fitting to the data in Fig. 3 we have assumed that
the g-factor for f electrons gf = 2 (the same as for
c electrons). This assumption is based on the presump-
tion that for itinerant electrons the crystal-field multiplet
structure is washed out. Parenthetically, taking gf sig-
nificantly different provides a worse agreement, but the
curvature character remains unchanged.
In Fig. 4 we draw the evolution of CEP at the meta-
magnetic transition with the decrease of both the hy-
bridization and the electron concentration. The lat-
ter quantity is characterized by the parameter δ =
nx−n
n 100%, where n = 1.6 is initial and nx is the ac-
tual concentration. On the V –T–δ phase diagram the
CEP can be followed down to zero temperature, where it
joins the second-order transition line [cf. Fig. 4(a)]. At
this second order transition the Fermi level for the ma-
jority spin subband is exactly at the border of the gap
[cf. Fig. 4(b)]. It means that along this line quantum
critical fluctuations of FS topology are present. In other
terms, we have a strong indication that in the vicinity
of the SC dome maximum this compound exhibits a Lif-
shitz type of quantum critical behavior. This quantum
critical transition can be associated also with the spe-
cific valence change [cf. Fig. 4(a)]. However, here the
average f electron number changes continuously in con-
trast to the discontinuous drop originating from the f–c
electron repulsion [37]. The difference in the origin of
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FIG. 4. (Color online) Top: Evolution of CEP on the |V |–T–
δ plane down to T = 0 and QCP (see main text). Bottom:
(a) Change of magnetization and f electron number as the
system undergoes quantum critical transition. (b) Density of
states at QCP. Note the intermediate character of FS between
FM2 and FM1 of the state at QCP. Encircled letter a at top
diagram refers to the position of the curves in panel (a), and
respectively b at panel (a) to the position of the DOS in (b).
Lifshitz type of ferromagnetic QCP with respect to that
considered before [38, 39] is that here it results from the
two-band model and separates different FM phases.
Summary. We have described the phase diagram of
UGe2 at nonzero temperature and have determined the
location of the critical points, as well as proposed an ad-
ditional quantum critical point for UGe2. With the help
of the Anderson lattice model we are able to reproduce
quantitatively all the principal features of the magnetism
in this compound. We also have determined the location
of experimentally observed critical and quantum critical
points, together with a correct order of the phase transi-
tions related to them.
Although our mean-field approach seems to capture all
the features concerning details of the p-T -H phase dia-
gram of UGe2, we should note that, in principle, fluc-
tuations of order parameters can bring a quantitative
changes to our results. However, as the phase transitions
are induced by the drastic changes of the Fermi surface,
the effect of the fluctuations should be minor (except
near the predicted QCP—cf. Fig.4) and may lead to a
correction of the CEP and TCP positions.
It should be noted that we have employed an orbitally
nondegenerate ALM. Accounting for the degenerate one
would imply inclusion of the residual Hund’s rule inter-
action present in the degenerate ALM model which could
5be important in inducing the spin-triplet pairing [40].
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