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Abstract
Since deep learning models have been implemented in
many commercial applications, it is important to detect
out-of-distribution (OOD) inputs correctly to maintain the
performance of the models, ensure the quality of the col-
lected data, and prevent the applications from being used
for other-than-intended purposes. In this work, we pro-
pose a two-head deep convolutional neural network (CNN)
and maximize the discrepancy between the two classifiers
to detect OOD inputs. We train a two-head CNN con-
sisting of one common feature extractor and two classi-
fiers which have different decision boundaries but can clas-
sify in-distribution (ID) samples correctly. Unlike previ-
ous methods, we also utilize unlabeled data for unsuper-
vised training and we use these unlabeled data to maxi-
mize the discrepancy between the decision boundaries of
two classifiers to push OOD samples outside the manifold of
the in-distribution (ID) samples, which enables us to detect
OOD samples that are far from the support of the ID sam-
ples. Overall, our approach significantly outperforms other
state-of-the-art methods on several OOD detection bench-
marks and two cases of real-world simulation.
1. Introduction
After several breakthroughs of deep learning methods,
deep neural networks (DNNs) have achieved impressive re-
sults and even outperformed humans in fields such as im-
age classification [8], face recognition [17], and natural lan-
guage processing [5]. Meanwhile, increasingly more com-
mercial applications have implemented DNNs in their sys-
tems for solving different tasks with high accuracy to im-
prove the performance of their products.
To achieve stable recognition performance, the inputs
of these models should be drawn from the same distribu-
tion as the training data that was used to train the model
[33]. However, in the real-world, the inputs are uploaded
by users, and thus the application can be used in unusual en-
vironments or be utilized for other-than-intended purposes,
which means that these input samples can be drawn from
Figure 1: Experimental settings of OOD detection. Our
method utilizes both labeled ID data and unlabeled ID/OOD
data for training, which is different from previous methods.
Please notice that we do not know which semantic class the
unlabeled sample belongs to or whether the unlabeled sam-
ple is ID or OOD.
different distributions and lead DNNs to provide wrong pre-
dictions. Therefore, for these applications, it is important to
accurately detect out-of-distribution (OOD) samples.
In this work, we propose a new setting for unsuper-
vised out-of-distribution detection. While previous studies
[9, 14, 16, 25, 26] only use labeled ID data to train the neural
network under supervision, we also utilize unlabeled data in
the training process. Fig. 1 shows our experimental settings
of OOD detection for food recognition. Though we do not
know the semantic class of the unlabeled sample or whether
the unlabeled sample is ID or OOD, we find that these data
are helpful for improving the performance of OOD detec-
tion and this kind of unlabeled data can be obtained easily
in real-world applications.
To utilize these unlabeled data, we also propose a novel
out-of-distribution detection method for DNNs. Many
OOD detection algorithms attempt to detect OOD sam-
ples using the confidence of the classifier [9, 14, 16, 26].
For each input, a confidence score is evaluated based on
a pre-trained classifier, then the score is compared to a
threshold, and a label is assigned to the input according
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Figure 2: Comparison of previous and the proposed OOD
detection methods. Upper: Previous methods try to detect
OOD samples via the distance from the decision boundary.
Lower: The proposed method detects OOD samples by the
discrepancy between two classifiers.
to whether the confidence score is greater than the thresh-
old. Those samples having lower confidence scores (which
means they are closer to the decision boundary) are classi-
fied as OOD samples, as shown in the upper part of Fig. 2.
In the previous works, they used CIFAR-10/CIFAR-100 as
ID and other datasets, TinyImageNet/LSUN/iSUN as OOD.
Though there is a small overlap of classes between ID and
OOD, we follow the same setting for comparisons.
Although the existing methods are effective on some
datasets, they still exhibit poor performance when ID
dataset has big class numbers. For example, using CIFAR-
100 [13] (a natural image dataset with 100 classes) as the
in-distribution (ID) dataset and TinyImageNet [4] (another
natural image dataset with 200 classes) as the OOD dataset,
which means current methods cannot separate the confi-
dence scores of ID samples and OOD samples well enough.
To overcome this problem, we introduce a two-head deep
convolutional neural network (CNN) with one common fea-
ture extractor and two separated classifiers as shown in
Fig. 3. Since OOD samples are not clearly categorized
into classes of ID samples or far from the distribution of ID
samples, the two classifiers having different parameters will
be confused and output different results. Consequently, as
shown in the lower left part of Fig. 2, OOD samples will ex-
ist in the gap of the two decision boundaries, which makes
it easier to detect OOD samples. To achieve better perfor-
mance, we further fine-tune the neural network to correctly
classify labeled ID samples, and maximize the discrepancy
between the decision boundaries of two classifiers, simulta-
neously. Please note that we do not use labeled OOD sam-
ples for training in our method.
We evaluate our method on a diverse set of in- and out-
of-distribution dataset pairs. In many settings, our method
outperforms other methods by a large margin. The contri-
butions of our paper are summarized as follows:
• We propose a novel experimental setting and a novel
training methodology for out-of-distribution detection
in neural networks. Our method does not require la-
beled OOD samples for training and can be easily im-
plemented on any modern neural architecture.
• We propose utilizing the discrepancy between two
classifiers to separate in-distribution samples and OOD
samples.
• We evaluate our method on state-of-the-art network ar-
chitectures, such as DenseNet [10] and Wide ResNet
(WRN) [32], across several out-of-distribution detec-
tion tasks, including not only several OOD detection
benchmarks but also real-world simulation datasets.
2. Related Work
Currently, there are several different methods for out-
of-distribution detection. A summary of key methods de-
scribed are shown in Table 1.
As the simplest method, Hendrycks & Gimpel [9] at-
tempted to detect OOD samples depending on the predicted
softmax class probability, which is based on the observation
that the prediction probability of incorrect and OOD sam-
ples tends to be lower than that of the correct samples. How-
ever, they also found that some OOD samples still can be
classified overconfidently by pre-trained neural networks,
which limits the performance of detection.
To improve the effectiveness of Hendrycks & Gimpel’s
method [9], Lee et al. [14] used modified generative adver-
sarial networks [7], which involves training a generator and
a classifier simultaneously. They trained the generator to
generate ‘boundary’ OOD samples that appear to be at the
boundary of the given in-distribution data manifold, while
the classifier is encouraged to assign these OOD samples
uniform class probabilities in order to generate less confi-
dent predictions on them.
Liang et al. [16] also proposed an improved solution,
which applies temperature scaling and input preprocess-
ing, called Out-of-DIstribution Detector for Neural Net-
works (ODIN). They found that by scaling the unnormal-
ized outputs (logits) before the final softmax layer by a large
constant (temperature scaling), the difference between the
largest logit and the remaining logits is larger for ID sam-
ples than for OOD samples, which shows that the separa-
tion of the softmax scores between ID and OOD samples
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Table 1: Summary of recent related methods. Model change is how the method modifies the original classification network.
Test complexity equals the required number of passing over the network times the number of the network. Training data is the
type of data used for training by each method. AUROC is the area under receiver characteristic curve (detailed in Section 4).
Performance is shown for DenseNet trained on CIFAR-100 as ID and TinyImageNet-resized as OOD.
Method Input pre-processing Model change Test complexity Training data AUROC
Hendrycks & Gimpel [9] No No 1 Labeled ID data 71.6
ODIN [16] Yes No 3 Labeled ID data 90.7
ELOC [26] Yes Ensemble 15 Labeled ID data 96.3
Proposed No Fine tune 2 Labeled ID data & unlabeled data 99.6
is increased. In addition, if they add some small perturba-
tions to the input through the loss gradient, which increases
the maximum predicted softmax score, the increases on ID
samples are greater than those on OOD samples. Based on
these observations, the authors first scaled the logits at a
high temperature value to calibrate softmax scores and then
pre-processed the input by perturbing it with the loss gradi-
ent to further increase the difference between the maximum
softmax scores of ID and OOD samples. Their approach
outperforms the baseline method [9].
Lee et al. [15] and Quintanilha et al. [20] extracted low-
and upper-level features from DNNs to calculate a confi-
dence score for detecting OOD samples. However, these
two methods require 1,000 labeled OOD samples to train a
logistic regression detector to achieve stable performance.
Some studies [11, 12, 27] utilized the hierarchical rela-
tions between labels and trained two classifiers to have dif-
ferent generality (a general classifier and a specific classi-
fier) by using different levels of the label hierarchy. OOD
samples can be detected by incongruence between the gen-
eral classifier and the specific classifier, but the requirement
of label hierarchy limits the application of these methods.
There are some other studies on open-set classification
[1, 2, 6, 21, 23, 24, 30], which involve tasks very similar to
OOD detection. Bendale & Boult [2] proposed a new layer
called openMax that can calculate the score for an unknown
class by taking the weighted average of all other classes ob-
tained from a Weibull distribution.
The current state-of-the-art method for OOD detection
is the ensemble of self-supervised leave-out classifiers pro-
posed by Vyas et al. [26]. They divided the training ID
data into K partitions and assign one partition as OOD and
the remaining partitions as ID to train K classifiers by a
novel loss function, called margin entropy loss, to increase
the prediction confidence of ID samples and decrease the
prediction confidence of OOD samples. During test time,
they used an ensemble of these K classifiers for detecting
OOD samples in addition to temperature scaling and input
pre-processing proposed in ODIN [16].
Compared to previous studies, our method fine-tunes the
neural network by utilizing unlabeled data for unsupervised
learning. Our unlabeled data is all or a part of test data.
3. Method
In this section, we present our proposed method for OOD
detection. First, we describe the problem statements in Sec-
tion 3.1. Second, we illustrate the overall concept of our
method in Section 3.2. Then, our loss function is explained
in Section 3.3 and we detail the actual training procedure
of our method in Section 3.4. Finally, we introduce the
method used to detect OOD samples at inference time in
Section 3.5.
3.1. Problem Statement
We suppose that an ID image-label pair, {xin, yin},
drawn from a set of labeled ID images {Xin, Yin} , is ac-
cessible, as well as an unlabeled image, xul, drawn from
unlabeled images Xul. The ID sample {xin, yin} can be
classified into K classes, which means yin ∈ K. Please
note that xul can be either an ID image or an OOD image
and ∃{xul, yul}, yul /∈ K, so we do not know whether this
image is from in- or out-of-distribution. Unlike previous
methods, we use xul for unsupervised training, which is re-
alistic for real-world applications.
The goal of our method is to distinguish whether the im-
age xul is from in-distribution or not. For this objective, we
have to train the network to predict different softmax class
probabilities for ID samples and OOD samples.
3.2. Overall Concept
Hendrycks & Gimpel [9] showed that the prediction
probability of OOD samples tends to be lower than the pre-
diction probability of ID samples; thus, OOD samples are
closer to the class boundaries and more likely to be mis-
classified or classified with low confidence by the classifier
learned from ID samples (the upper part of Fig. 2).
Based on their findings, we further propose a two-head
CNN inspired by [22], consisting of a feature extractor net-
work, E, which takes inputs xin or xul, and two classifier
networks, F1 and F2, which take features from E and clas-
sify them intoK classes. Classifier networks F1 and F2 out-
put a K-dimensional vector of logits; then, the class prob-
abilities can be calculated by applying the softmax func-
tion for the vector. The notation p1(y|x) and p2(y|x) are
used to denote the K-dimensional softmax class probabili-
ties for input x obtained by F1 and F2, respectively. Differ-
3
Figure 3: Fine-tuning steps of our method. Our network
has one extractor (E) and two classifiers (F1, F2). Step A:
Train the network to classify ID samples correctly under
supervision. Step B: The classifiers learn to maximize the
discrepancy in an unsupervised manner, which helps to de-
tect OOD samples.
ing from [22] which aligns the distributions of two datasets
for domain adaptation, we train the network on different
loss functions with a different training procedure to detect
the difference between the distributions of two datasets.
We found that when the two classifiers (F1 and F2) are
initialized with random initial parameters and then trained
on ID samples supervisedly, they will have different char-
acteristics and classify OOD samples differently (the lower
part side of Fig. 2). Fig. 4 shows the disagreement (L1 dis-
tance) between the two classifiers’ outputs of unlabeled ID
(CIFAR-10) and OOD (TinyImageNet-resized and LSUN-
resized) samples after training the network on labeled ID
samples supervisedly. We can confirm that most OOD sam-
ples have larger discrepancy than ID samples in Fig. 4.
By utilizing this characteristic, if we can measure the
disagreement between the two classifiers and train the net-
work to maximize this disagreement, the network will push
OOD samples outside the manifold of ID samples. Discrep-
ancy, d(p1(y|x), p2(y|x)), is introduced to measure the di-
vergence between the two softmax class probabilities for an
input. Consequently, we can separate OOD samples and
ID samples according to the discrepancy between the two
classifiers’ outputs.
3.3. Discrepancy Loss
We define the discrepancy loss as the following equation:
d(p1(y|x), p2(y|x)) = H(p1(y|x))−H(p2(y|x)), (1)
where H(·) is the entropy over the softmax distribution.
Figure 4: Histogram of the discrepancy (L1 distance) be-
tween the two classifiers trained on ID samples.
When the network is trained to maximize this discrep-
ancy term, it maximizes the entropy of F1’s output, which
encourages F1 to predict equal probabilities of all the
classes, and minimizes the entropy of F2’s output, which
encourages F2 to predict high probability of one class si-
multaneously. Since OOD samples are outside the support
of the ID samples, the discrepancy between the two clas-
sifiers’ outputs of OOD samples will be larger. This is
demonstrated empirically in Section 4.
3.4. Training Procedure
As the previous discussion in Section 3.2, we need to
train our network to classify ID samples correctly and max-
imize d(p1(y|x), p2(y|x)) at the same time. To achieve
this, we propose a training procedure consisting of one
pre-training step and two repeating fine-tuning steps. Pre-
training step uses labeled ID samples {Xin, Yin} to train
the classifier. Then, both {Xin, Yin} and unlabeled sam-
ples Xul are used to train the network for separating ID
and OOD samples while keeping correct classification of
ID samples in fine-tuning steps. In principle, we use the
test data as the unlabeled data. In addition, the unlabeled
data can be only a part of the test data. In the ablation stud-
ies in Section 4.1.7 , we conduct experiments in the cases of
varying sizes and types of unlabeled data.
Pre-training: First, we train the network to learn dis-
criminative features and classify the ID samples correctly
under the supervision of labeled ID samples. The network
is trained to minimize the cross entropy with the following
loss:
Lsup = − 1|Xin|
∑
xin∈Xin
2∑
i=1
log(pi(yin|xin)). (2)
Fine-tuning: Once the network converges, we start to
fine-tune the network to detect OOD samples by repeating
the following two steps at mini-batch level.
• Step A First, during the fine-tuning process, we keep
training the network to classify the labeled ID samples
correctly by supervised learning (Step A in Fig. 3) with
Eq. (2) to maintain the manifold of ID samples. This
step is helpful to improve the performance of our algo-
rithm.
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• Step B Then, we train the network to increase the dis-
crepancy in an unsupervised manner in order to make
the network detect the OOD samples that do not have
the support of the ID samples (Step B in Fig. 3). In
this step, we also use labeled ID samples to reshape
the support. We add classification loss on the labeled
ID samples. The same mini-batch size of labeled and
unlabeled samples are utilized to update the model at
this step. As a result, we train the network to minimize
the following loss:
L = Lsup + Lunsup (3)
Lsup = − 1|Xin|
∑
xin∈Xin
2∑
i=1
log(pi(yin|xin)) (4)
Lunsup = max (m−
∑
xul∈Xul
d(p1(y|xul), p2(y|xul))
|Xul| , 0).
(5)
If the average discrepancy of unlabeled samples is
greater than the margin m, the unsupervised loss will
equal its minimum value, zero; thus, the margin m is
helpful for preventing overfitting.
3.5. Inference
At inference time, in order to distinguish between in-
and out-of-distribution samples, a straightforward solution
would be to use the discrepancy defined in Section 3.3, but
this term does not include the discrepancy of each class.
We consider the L1 distance between the two classifiers’
outputs. When the distance is above a detection threshold
δ, we assign the sample as an out-of-distribution sample,
denoted by
K∑
i=1
|p1(yi|x)− p2(yi|x)| > δ. (6)
4. Experiments
In this section, we discuss our experimental settings
and results. We describe a diverse set of in- and out-of-
distribution dataset pairs, neural network architectures and
evaluation metrics. We also demonstrate the effectiveness
of our method by comparing it against the current state-of-
the-art methods, resulting in our method significantly out-
performing them. We ran all experiments using PyTorch
0.4.1 [19].
4.1. OOD Detection on benchmarks
As the benchmarks of OOD detection, ODIN [16] and
Ensemble of Leave-Out Classifiers (ELOC) [26] introduced
several benchmark datasets and evaluation metrics to eval-
uate the performance of OOD detectors.
4.1.1 Neural Network Architecture
Following [16, 26], we implemented our network based on
two state-of-the-art neural network architectures, DenseNet
[10] and Wide ResNet (WRN) [32]. We used the modules
of DenseNet/Wide ResNet until the average-pooling layer
just before the last full-connected layer as the extractor, and
one full-connected layer as the classifier.
In the pre-training step proposed in Section 3.4, we used
stochastic gradient descent (SGD) to train DenseNet-BC for
300 epochs and Wide ResNet for 200 epochs. The learning
rate started at 0.1 and dropped by a factor of 10 at 50%
and 75% of the training progress, respectively. After the
pre-training step, we further fine-tuned the network in the
fine-tuning steps proposed in Section 3.4 for 10 epochs with
learning rate 0.1, margin m = 1.2 to detect OOD samples.
Furthermore, for fair comparison, we used two classifiers
and calculated the average score of these two classifiers as
final output in the other methods, ODIN [16] and Ensem-
ble of Leave-Out Classifiers [26], since our method has two
classifiers which resulted in a few more parameters.
4.1.2 In-Distribution
CIFAR-10 (contains 10 classes) and CIFAR-100 (contains
100 classes) [13] datasets were used as in-distribution
datasets to train deep neural networks for image classifica-
tion. They both consist of 50,000 images for training and
10,000 images for testing, with the image size of 32 × 32.
The images in the train split were used as Xin in our exper-
iment.
4.1.3 Out-of-Distribution
We followed the benchmarks given in [16, 26] and used the
OOD datasets below in our experiments:
1. TinyImageNet (TIN). The Tiny ImageNet dataset
[4] contains 10,000 test images from 200 different
classes, which are drawn from the original 1,000
classes of ImageNet [4]. TinyImageNet-crop (TINc)
and TinyImageNet-resize (TINr) are constructed by ei-
ther randomly cropping or downsampling each image
to a size of 32× 32.
2. LSUN. The Large-scale Scene Understanding dataset
(LSUN) consists of 10,000 test images from 10 dif-
ferent scene categories.[31]. Similar to TinyImageNet,
by randomly cropping and downsampling the LSUN
test set, two datasets LSUN-crop (LSUNc) and LSUN-
resize (LSUNr) are constructed.
3. iSUN. The iSUN is a subset of SUN [28], which is
used for gaze tracking, deployed on Amazon Mechan-
ical Turk using a webcam [29]. It contains 8,925 scene
images, and all images are downsampled to a size of
32× 32.
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Table 2: The result of distinguishing in- and out-of-distribution test set data on OOD benchmarks. Our method is compared
with ODIN [16] and Ensemble of Leave-Out Classifiers (ELOC) [26]. As described in Section 4.1.1, ODIN [16] and ELOC
[26] are modified to have two ensembled full-connected layers for fair comparison. ↑ indicates larger value is better, and ↓
indicates lower value is better. All values are percentages.
OOD
dataset
FPR
(95% TPR)
↓
Detection
Error
↓
AUROC
↑
AUPR In
↑
AUPR Out
↑
ODIN ELOC Ours ODIN ELOC Ours ODIN ELOC Ours ODIN ELOC Ours ODIN ELOC Ours
D
en
se
-B
C
C
IF
A
R
-1
0 TINc 3.6 1.5 0.1 4.2 3.0 0.7 99.2 99.6 99.9 99.2 99.6 100.0 99.2 99.6 99.9
TINr 10.1 3.2 1.7 6.9 4.0 2.3 98.2 99.3 99.6 98.3 99.3 99.6 98.1 99.2 99.6
LSUNc 6.0 3.4 0.2 5.3 4.1 0.7 98.7 99.3 99.9 98.7 99.3 99.9 98.6 99.3 99.9
LSUNr 3.5 1.4 0.4 4.2 2.7 1.1 99.2 99.6 99.9 99.3 99.6 99.9 99.2 99.6 99.9
iSUN 5.9 - 0.6 5.3 - 1.3 98.9 - 99.9 99.0 - 99.9 98.9 - 99.9
D
en
se
-B
C
C
IF
A
R
-1
00
TINc 20.6 8.8 0.2 10.2 6.6 0.7 96.4 98.3 99.9 96.7 98.4 99.9 96.1 98.3 99.9
TINr 43.1 20.6 1.9 17.2 10.2 2.0 90.7 96.2 99.6 91.0 96.5 99.6 89.8 96.0 99.7
LSUNc 21.9 16.2 0.3 10.1 9.3 0.6 95.9 97.0 99.9 96.4 97.3 99.9 96.0 96.8 99.9
LSUNr 43.2 13.1 0.4 24.5 7.7 0.6 91.0 97.6 99.9 91.5 97.9 99.9 89.8 97.3 99.9
iSUN 45.4 - 1.3 17.2 - 1.6 90.5 - 99.7 90.9 - 99.6 89.1 - 99.7
W
R
N
-2
8-
10
C
IF
A
R
-1
0 TINc 16.6 1.5 0.2 8.9 3.0 0.6 96.9 99.6 100.0 97.3 99.6 100.0 96.5 99.6 100.0
TINr 6.1 5.5 0.8 5.5 5.1 1.8 98.8 98.9 99.7 98.9 99.0 99.7 98.8 98.8 99.7
LSUNc 20.3 1.6 0.0 9.6 3.0 0.2 96.4 99.6 100.0 96.9 99.6 100.0 95.8 99.5 100.0
LSUNr 4.6 0.9 0.4 4.7 2.5 1.7 99.0 99.7 99.8 99.1 99.7 99.8 99.0 99.7 99.8
iSUN 3.7 - 0.3 4.3 - 1.1 99.2 - 99.9 99.3 - 99.9 99.2 - 99.9
W
R
N
-2
8-
10
C
IF
A
R
-1
00
TINc 33.3 8.6 0.6 13.4 6.3 1.6 93.9 98.5 99.8 94.6 98.6 99.7 92.8 98.4 99.8
TINr 35.8 18.9 1.6 15.4 9.1 2.3 92.7 96.8 99.6 93.2 97.1 99.5 92.2 96.4 99.6
LSUNc 34.9 25.1 0.5 15.5 10.6 1.4 92.7 96.0 99.8 93.1 96.5 99.8 92.5 95.5 99.8
LSUNr 34.9 12.8 0.6 14.9 7.4 1.4 93.1 97.6 99.7 93.6 97.8 99.6 92.8 97.4 99.8
iSUN 34.1 - 0.9 14.6 - 1.4 93.3 - 99.6 93.9 - 99.5 92.5 - 99.7
For each in-distribution dataset (test split) and each out-of-
distribution dataset, 1,000 images (labeled as ID or OOD)
were randomly held out for validation, such as parameter
tuning and early stopping, while the remaining test images
containing unlabeled ID or OOD samples were used as Xul
for unsupervised training and evaluation. These datasets are
provided as a part of ODIN [16] code release1.
4.1.4 Evaluation Metrics
We followed the same metrics used by [16, 26] to measure
the effectiveness of our method in distinguishing between
in- and out-of-distribution samples. TP, TN, FP, FN are used
to denote true positives, true negatives, false positives, and
false negatives, respectively.
1. FPR at 95% TPR shows the false positive rate (FPR)
at 95% true positive rate (TPR). True positive rate can
be computed by TPR = TP / (TP+FN), while the false
positive rate (FPR) can be computed by FPR = FP /
(FP+TN).
2. Detection Error measures the minimum misclassifi-
cation probability, which is calculated by the minimum
average of false positive rate (FPR) and false negative
rate (FNR) over all possible score thresholds.
1github.com/facebookresearch/odin
3. AUROC is the Area Under the Receiver Operating
Characteristic curve and can be calculated by the area
under the FPR against TPR curve.
4. AUPR In is the Area Under the Precision-Recall curve
and can be calculated by the area under the precision =
TP / (TP+FP) against the recall = TP / (TP+FN) curve.
For AUPR In, in-distribution images are specified as
positive.
5. AUPR Out is similar to the metric AUPR-In. The dif-
ference is that out-of-distribution images are specified
as positive in AUPR Out.
4.1.5 Experimental Results
The results are summarized in Table 2, which shows the
comparison of our method, ODIN [16] and Ensemble of
Leave-Out Classifiers (ELOC) [26] on various benchmarks.
In addition, ELOC [26] does not have results for iSUN as
an OOD dataset because they use the whole iSUN as a
validation dataset. We implemented two ensembled full-
connected layers in ODIN [16] and ELOC [26], and their
performance is almost the same as that of the single classi-
fier (one full-connected layer) in their original papers.
Table 2 clearly shows that our approach significantly out-
performs other existing methods, including ODIN [16] and
ELOC [26] (which is the ensemble of five models), across
all neural network architectures on all of the dataset pairs.
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(a) Histogram of ID and OOD detection scores of the proposed
method and ELOC [26].
(b) Histogram of the two classifiers’ maximum softmax scores af-
ter the fine-tuning.
Figure 5: The visualization of the result.
TinyImageNet-resize, LSUN-resize and iSUN, which
contain the images with full objects as opposed to the
cropped parts of objects, are considered more difficult to
detect. Our proposal shows highly accurate results on these
more challenging datasets.
Noticeably, our method is very close to distinguishing
between in- and out-of-distribution samples perfectly on
most dataset pairs. As shown in Fig. 5a, we compared
our OOD detector based on DenseNet-BC with ELOC
[26] when in-distribution data is CIFAR-100 and out-of-
distribution data is TinyImageNet-resize. These figures
show that the proposed method has much less overlap be-
tween OOD samples and ID samples on all the dataset pairs
compared to ELOC [26], indicating that our method sepa-
rates ID and OOD samples very well.
Another merit of our method is that we can use a simple
threshold 1.0 to separate ID and OOD samples as shown in
Fig. 5a. On the other hand, it is very difficult to decide an
interpretable threshold of that value in ELOC.
We also plot the histogram of the two classifiers’ maxi-
mum softmax scores of Xul in Fig. 5b. Fig. 5b shows that
the distribution of Xul’s p1 and p2 differs significantly ac-
cording to whether the sample is ID (CIFAR-100) or not
(TINr) after the fine-tuning. For convenience, we use p1k
and p2k to denote the probability output of p1 and p2 for
class k, respectively. The discrepancy loss makes OOD
samples’ maxk p1k close to 1/K and maxk p2k close to 1.
On the other hand, ID samples’ maxk p1k are almost the
Table 3: Results of ablation studies on CIFAR-100 as ID
and TinyImageNet-crop as OOD.
#ID in Xul 9k 5k 2k 1k
#OOD in Xul 9k 5k 2k 1k
Detection Error (%) 0.7 0.5 0.9 1.5
ID Discrepancy Loss 0.05 0.06 0.08 0.05
OOD Discrepancy Loss 3.08 3.05 2.84 2.68
#ID in Xul 9k 5k 9k 9k
#OOD in Xul 2k 2k 1k 500
Detection Error (%) 0.3 0.4 1.2 3.8
ID Discrepancy Loss 0.62 0.26 1.05 1.08
OOD Discrepancy Loss 4.03 3.90 3.93 3.40
Table 4: Results of ablation studies on CIFAR-100 as ID
and other datasets as OOD.
OOD in Xul TINc+LSUNc TINc LSUNc
OOD for testing TINc+LSUNc LSUNc TINc
Detection Error (%) 0.2 0.5 0.7
ID Discrepancy Loss 0.03 0.05 0.04
OOD Discrepancy Loss 3.53 3.20 2.39
same as maxk p2k due to the support we added to ID sam-
ples in Step A and Eq. (3) in Step B.
4.1.6 Limitation
Since our method needs to fine-tune the classifier to de-
tect OOD samples which changes the decision boundary,
we observed a 5% drop of classification accuracy compared
to the original classifier before the fine-tuning. This prob-
lem could be solved by using the original classifier to clas-
sify ID samples with some runtime increase and it is still
much more acceptable than ELOC [26] using an ensemble
of five models which needs more runtime and computing
resources.
4.1.7 Ablation Studies
Since our approach accesses to unlabeled data Xul, we fur-
ther analyzed the effects of the following factors:
The size and the data balance ofXul. We used CIFAR-
100 as ID and TinyImageNet-crop as OOD and we changed
the number of ID and OOD samples in Xul for unsuper-
vised training. The result are summarized in Table 3, which
shows that our proposed method works under various Xul
settings. Even when 9,000 ID samples and 500 OOD sam-
ples are included in Xul, our method still have better per-
formance than [16, 26], which means our method is robust
to the size of Xul and the percentage of OOD data in Xul.
Please notice that we used all 9,000 ID samples and 9,000
OOD samples for testing, which means totally unseen sam-
ples were included during evaluation.
The selection of OOD data in Xul. To show the effec-
tiveness of our method, we also tried various pairs of OOD
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Table 5: The result of distinguishing in- and out-of-distribution test set data on real-world simulation. Our method is com-
pared with ODIN [16] and ELOC [26]. ↑ indicates larger value is better, and ↓ indicates lower value is better. All values are
percentages.
ID
dataset
OOD
dataset
FPR
(95% TPR)
↓
Detection
Error
↓
AUROC
↑
AUPR In
↑
AUPR Out
↑
ODIN ELOC Ours ODIN ELOC Ours ODIN ELOC Ours ODIN ELOC Ours ODIN ELOC Ours
Food
(FOOD-101)
Non Food
(TINc) 48.2 36.7 0.1 22.4 16.5 0.2 85.3 91.5 100.0 92.2 91.3 100.0 76.1 91.9 100.0
Non Food
(LSUNc) 30.6 15.9 0.1 16.2 10.1 0.2 90.9 96.3 100.0 95.0 95.7 100.0 86.0 96.8 100.0
Fashion
(DeepFashion)
Non Fashion
(TINc) 57.7 6.1 0.4 21.3 5.2 1.1 86.4 98.7 99.9 95.9 98.9 100.0 62.5 98.5 99.7
Non Fashion
(LSUNc) 35.8 3.6 0.2 14.8 4.2 0.7 92.9 99.1 99.9 98.0 99.3 100.0 78.9 99.0 99.8
datasets for unsupervised training and evaluation. Table 4
shows that our method still works when multiple datasets
are used as OOD or even when OOD dataset used for un-
supervised training is different from the OOD dataset for
evaluation.
The relationship between the discrepancy loss and
the detection error. The mean discrepancy loss in Eq. (1)
of ID and OOD samples in test dataset is shown in Table 3
and Table 4, respectively. These results show that the dis-
crepancy loss of ID samples is smaller than OOD samples
in all settings. The detection error is lower when the differ-
ence between the discrepancy loss of ID and OOD samples
is larger, which means ID and OOD samples can be sepa-
rated by the divergence between the two classifiers’ outputs.
4.2. OOD Detection on real-world simulation
Since our goal is to benefit applications in real world,
we also evaluated our method in two cases of real-world
simulation to demonstrate the effectiveness of our method.
4.2.1 Neural Network Architecture
As previous experiments, we used and pre-trained the same
DenseNet-BC [10] as Section 4.1.1. We further fine-tuned
the network in the fine-tuning steps proposed in Section 3.4
for 10 epochs with a learning rate of 0.1 and margin m =
1.2 to detect OOD samples.
4.2.2 Real-world Simulation Datasets
Considering domain specific applications, we evaluated our
method by two simulations of food and fashion applications
because there are services focusing on these domains.
For food recognition, we used FOOD-101 [3], which
is a real-world food dataset containing the 101 most
popular and consistently named dishes collected from
foodspotting.com. FOOD-101 consists of 750 im-
ages per class for training and 250 images per class for
testing. The training images of FOOD-101 [3] are not
cleaned and contain some amount of noise. We evaluated
our method on FOOD-101 [3] as ID and TinyImageNet-
crop (TINc)/LSUN-crop (LSUNc) as OOD.
For fashion recognition, we used DeepFashion [18], a
large-scale clothes dataset. We used the Category and
Attribute Prediction Benchmark dataset of DeepFashion
[18], which consists of 289,222 images of clothes and 50
clothing classes. We used DeepFashion [18] as ID and
TinyImageNet-crop (TINc)/LSUN-crop (LSUNc) as OOD.
We resized the FOOD-101 [3] and DeepFashion [18] im-
ages to 32× 32. For FOOD-101 [3], the original train split
was used as Xin; 1,000 images from the original test split
were used for validation and the remaining test images were
used as Xul. For DeepFashion [18], the original train split
was used as Xin; 1,000 images from the original validation
split were used for validation and the original test images
were used as Xul for unsupervised training and evaluation.
4.2.3 Experimental Results
Table 5 shows the comparison of our method, ODIN [16]
and ELOC [26] on real-world simulation datasets. These
results clearly show that our architecture significantly out-
performs the other existing methods, ODIN [16] and ELOC
[26], by a considerable margin on all datasets. Further-
more, our method nearly perfectly detects non-food and
non-fashion images.
5. Conclusion
In this paper, we proposed a novel approach for detecting
out-of-distribution data samples in neural networks, which
utilizes two classifiers to detect OOD samples that are far
from the support of the ID samples. Our method does
not require labeled OOD samples to train the neural net-
work. We extensively evaluated our method not only on
OOD detection benchmarks, but also on real-world simu-
lation datasets. Our method significantly outperformed the
current state-of-the-art methods on different DNN architec-
tures across various in and out-of-distribution dataset pairs.
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