The analysis of microarray data often involves performing a large number of statistical tests, usually at least one test per queried gene. Each test has a certain probability of reaching an incorrect inference; therefore, it is crucial to estimate or control error rates that measure the occurrence of erroneous conclusions in reporting and interpreting the results of a microarray study. In recent years, many innovative statistical methods have been developed to estimate or control various error rates for microarray studies. Researchers need guidance choosing the appropriate statistical methods for analysing these types of data sets. This review describes a family of methods that use a set of P-values to estimate or control the false discovery rate and similar error rates. Finally, these methods are classified in a manner that suggests the appropriate method for specific applications and diagnostic procedures that can identify problems in the analysis are described.
INTRODUCTION
Numerous complex statistical problems arise during the analysis of microarray data [1] . These include the multiple testing problem, which occurs when numerous statistical tests are performed [2] . For each statistical test performed, there is some probability that an erroneous inference will be made. Consequently, several incorrect inferences can easily occur by chance alone in an analysis that includes many statistical tests. Typically, the analysis of microarray data involves applying one or more statistical tests for each queried feature; therefore, thousands of tests are performed in any given analysis, and an extensive multiple testing problem is introduced in this setting. Researchers can easily be misled about the quality of their inferences if they do not properly account for or describe the occurrence of errors that arise in applications that involve multiple testing.
A typical objective of a microarray experiment is to identify features (genes or probe sets) whose expression is associated with a trait of interest. In a comparison of two or more experimental groups, any feature that has a differing mean or median expression across those groups, i.e. is 'differentially expressed,' is considered to be associated with the trait of interest. In microarray studies, a common approach to identify features of potential interest is to apply a statistical hypothesis testing procedure (e.g. a statistical test) to each feature's data. Therefore, when analysing microarray data in this manner, it is important to: understand the basic principles of statistical hypothesis testing, be aware of the difficulties that arise when many statistical hypothesis tests are performed, be familiar with some methods presently available for addressing the multiple testing problem, know how to choose the appropriate method in a specific application and assess the reliability of the results produced by a selected method.
BASIC PRINCIPLES OF STATISTICAL HYPOTHESIS TESTING
A statistical hypothesis testing procedure is mathematically a formal way to use data to examine the plausibility of a specific statement regarding the association of two or more variables. The statement about the association of the variables is called the 'null hypothesis' in statistical jargon. Conceptually, the null hypothesis could make many different types of statements about the association of the variables; however, in practice, the null hypothesis usually implies that there is no association between the variables. For example, when searching for differentially expressed genes, the null hypothesis usually states that all experimental groups have an equal mean (or median) expression, thereby implying that expression is not associated with the experimental groups. The null hypothesis is used to derive a reference distribution of a test statistic (such as a t-statistic); this distribution is called the 'null distribution,' and it describes the variability of that statistic due to chance. The procedure compares the test statistic to its null distribution and computes a P-value to summarize the comparison. A small P-value indicates that the test statistic lies in the extremities of the null distribution; this finding suggests that the null hypothesis does not accurately describe the association of the considered variables. In statistical jargon, the procedure 'rejects the null hypothesis' when the P-value is less than some threshold such as 0.05. Commonly, a result is described as 'statistically significant' or as 'significant' when the procedure rejects the null hypothesis. In this article, the term 'significant result' will be used. Conversely, the procedure fails to reject the null hypothesis when the P-value is greater than the preselected threshold. Commonly, a result is described as 'insignificant' or 'not statistically significant' when the procedure fails to reject the null hypothesis.
The various statistical hypothesis testing procedures, such as the t-test, analysis of variance (ANOVA), etc., use different assumptions to derive the null distribution of a test statistic. The reliability of a statistical procedure depends in part on the validity of assumptions it uses to derive the null distribution of the test statistic. One class of procedures, commonly referred to as parametric tests, assumes that the chance variation of the data can be accurately modelled by a particular probability distribution, such as the normal distribution.
Another class of procedures, commonly referred to as exact tests, use the observed data to empirically derive a null distribution. For simple comparisons of two or more groups, exact tests assume that the data values are identically distributed within each group. Under this assumption, the group names can be thought of as arbitrary labels assigned to data values completely at random. Exact tests compute the test statistic for every possible assignment of group labels to data values. The resulting set of test statistics is an empirical null distribution. The P-value is computed by comparing the test statistic computed from the label assignments in the original data set to the empirical null distribution. In practice, there are cases in which it is not feasible to enumerate all the possible label assignments. In these cases, permutation methods can be used to approximate the empirical null distribution. Permutation methods compute the test statistic for each of many randomly selected assignments of group labels to the data values to obtain an approximate empirical null distribution that is used to compute the P-value. Parametric tests typically offer greater statistical power (i.e. probability that the procedure correctly rejects a false null hypothesis) than the other methods when the assumed model accurately describes the distribution of the data. However, permutation methods are based on less restrictive assumptions and therefore provide reliable inferences in a broader array of settings than do analogous parametric methods.
Each time a statistical test is performed, one of four outcomes occurs, depending on whether the null hypothesis is true and whether the statistical procedure rejects the null hypothesis (Table 1) : the procedure rejects a true null hypothesis (i.e. a false positive); the procedure fails to reject a true null hypothesis (i.e. a true negative); the procedure rejects a false null hypothesis (i.e. a true positive); or the procedure fails to reject a false null hypothesis (i.e. a false negative) [3] . Therefore, each time a statistical test is performed, there is some probability that the procedure will suggest an incorrect inference. When only one hypothesis is to be tested, the probability of each type of erroneous inference can be limited to tolerable levels by carefully planning the experiment and the statistical analysis. In this simple setting, the probability of a false positive can be limited by preselecting the P-value threshold used to determine whether to reject the null hypothesis. The probability of a false negative can be limited by performing an experiment with adequate replication. Statistical power calculations can determine how much replication is required to achieve a desired level of control of the probability of a false negative result. When multiple tests are performed, as in the analysis of microarray data, it is even more critical to carefully plan the experiment and statistical analysis to reduce the occurrence of erroneous inferences.
THE PROBLEM OF MULTIPLE TESTING
The analysis of microarray data usually requires that many statistical hypothesis tests be performed. Typically, one or more tests are applied for each feature queried in the experiment. For example, to identify differentially expressed genes, one may apply a statistical procedure to the data of each feature to test whether the feature has the same mean expression across all experimental groups. Each statistical test has a certain probability of suggesting an erroneous inference. For instance, it is expected that 5% of all features that are not associated with the trait of interest to be declared statistically significant if all P-values < 0.05 are considered statistically significant. Numerous false positives could occur simply because there are many features not associated with the trait of interest. Also, the choice of the threshold will affect the number of false negatives in an experiment. Reducing the threshold of significance increases the stringency of the statistical tests and may substantially increase the number of false negatives. Subsequently, choosing the P-value threshold used to determine statistical significance is a delicate problem that requires very careful attention. Additionally, the results must be appropriately interpreted after the P-value threshold is chosen. Several methods account for multiple testing when determining which results should be considered statistically significant. These methods are called 'multiple testing procedures' or 'multiple comparison procedures'. However, it can be difficult for an investigator to choose a procedure that is appropriate for a specific application. Understanding some key differences between the various methods can help in selecting the procedure that should be used in a particular setting.
ERROR RATES FOR MULTIPLE TESTING
Every multiple testing procedure uses some error rate to measure the occurrence of incorrect inferences. Multiple testing procedures use a variety of error rates to measure the occurrence of erroneous inferences. Most error rates focus on the occurrence of false positives, but a few also consider the occurrence of false negatives. Some error rates that have been used in the multiple testing setting are described next.
Classical multiple testing procedures use the family-wise error rate (FWER). The FWER is defined as the probability that the analysis yields any false positive findings. The FWER was quickly recognized as being too conservative for the analysis of microarray data, because in many applications, the only way to limit the probability that any of thousands of statistical tests yields a false positive inference is to not allow any result to be deemed significant. A similar, but less stringent, error rate is the generalized family-wise error rate (gFWER or k-FWER). The k-FWER is the probability that k or more of the significant findings are actually false positives. Recently, some procedures have been proposed that use the gFWER to measure the occurrence of false positives [4] .
The false discovery rate [5] (FDR) is now recognized as a useful measure of the occurrence of false positives in microarray studies [2] . The FDR can be interpreted as the expected proportion of significant findings that are indeed false positives. The positive false discovery rate [6] (pFDR) and conditional false discovery rate [7] (cFDR) have similar interpretations and have also been proposed as useful error rates for addressing multiple testing in the analysis of microarray data. The FDR, pFDR and cFDR are reasonable error rates for microarray studies because they can naturally be translated into terms of the costs of attempting to validate false positive results.
Other criteria have recently been proposed to measure the occurrence of incorrect inferences in the multiple testing settings that arise in the analysis of microarray data. The total error criterion [8, 9] (TEC) is the expected sum of the number of false positives and the number of false negatives. The profile information criterion [9] (PIC) also measures the balance between false positives and false negatives. The probability that the proportion of significant findings that are false positives is greater than a user-specified limit, which is also known as the tail probability of the proportion of false positives, has also been suggested as another useful error rate that could be used by a multiple testing procedure [4] .
OTHER PRINCIPLES THAT DISTINGUISH MULTIPLE TESTING PROCEDURES
Several principles distinguish the various multiple testing procedures from one another. The procedures differ according to: whether their objective is error estimation or error control; how they account for correlation, their computational demands and complexity; how rigorously they have been validated and what conditions are most likely to lead them to produce reliable or unreliable results.
Most multiple testing procedures applied to the analysis of microarray data have one of two general objectives: estimation of a particular error rate or control of a particular error rate. Control procedures seek to determine a threshold for significance in such a manner that the error rate is limited to being less than or equal to a prespecified level of tolerance. On the other hand, estimation procedures seek to accurately estimate the value of an error rate for a user-selected threshold of significance. A set of results that are significant at a given level of error control are generally considered to be more definitive than a set of results with an estimated equal error rate. However, it can be difficult to choose an appropriate level of tolerance for an error rate before performing the analysis, which is a drawback of using a control method.
Multiple testing methods differ in how they account for correlations among the collection of test statistics (or P-values) computed in an analysis. In statistical language, these differences can be summarized by stating whether the method performs inferences by considering the marginal distributions of the test statistics (or P-values) or the joint distribution of the collection of the test statistics (or P-values) as a group. The marginal distribution of an individual test statistic describes how that statistic varies due to chance, without considering how it may be correlated with the other test statistics. The joint distribution of a collection of test statistics describes the chance variation of all statistics as a group. Some methods accept a collection of marginal P-values, i.e. P-values computed using the marginal null distributions of the test statistics, as input. Marginal P-values can be computed by a parametric procedure, a rank-based procedure, or a permutation. Methods that use marginal P-values assume that the effects of correlation between test statistics are negligible. Other methods perform inferences that account for multiple testing by using an empirical joint distribution of the test statistics derived by permutation.
Multiple testing procedures vary in their computational demands and complexity. As previously mentioned, some methods use permutation, which can require substantial computing time in some applications. Also, some methods use the bootstrap [10] , a computationally demanding resampling procedure. Many procedures perform relatively simple calculations on the set of marginal P-values. The computationally intensive procedures can offer some robustness properties, such as more fully accounting for the effects of correlation. However, it is not always clear if the gains in robustness warrant the computational efforts that are required. A later section discusses how to balance the trade-off between robustness and computational effort in choosing a procedure for a particular application.
The multiple testing methods have been validated at various degrees of rigour. There are advantages and disadvantages of various techniques used to validate statistical methods [11] . A rigorous mathematical proof is considered the gold standard to establish the properties of a statistical method. However, a mathematical proof establishes the properties of the method only under an assumed scenario, which may be unrealistic in application. Therefore, it has been especially difficult to use proofs to establish that a statistical method has desirable operating characteristics for the complex settings most likely to arise in the analysis of microarray data. Nevertheless, some methods have proven mathematical properties under a fairly diverse range of hypothetical settings. Another validation method is simulation. In simulation, many data sets are generated under an assumed setting, methods are applied to analyse those data sets, and then the performance of the methods is summarized across the data sets. Again, properties demonstrated in a simulation hold only under the assumed setting. Still, simulations are a valuable tool for validating and studying the performance properties of statistical procedures. Also, simulations are typically a more feasible way to validate a method than the mathematical proofs.
The performance and reliability of multiple testing procedures depends primarily on how accurately the assumptions of the method reflect reality. Some methods fit mixture models with uniform and beta components to the observed set of P-values [3, 12] . These methods can give accurate estimates of the error rates when the fitted model accurately represents the observed P-value distribution [3] . In some cases, however, these models do not fit the observed P-values very well; therefore, the resulting error rate estimates are most likely to be quite inaccurate [13] . Furthermore, methods that operate on marginal P-values typically assume that P-values arising from statistical tests of true null hypotheses (i.e. corresponding to non-differentially expressed microarray features) are statistically independent and uniformly distributed over the interval (0,1). Strictly speaking, the assumption regarding statistical independence is probably not true, because genes operate in pathways, and the results of analyses of genes in a common pathway are correlated. Nevertheless, some of the methods operating on P-values are robust against certain mild violations of this assumption [14] . In particular, many of the methods that operate on P-values are robust in settings where the number of correlated features is small relative to the number of queried features [14] . Genome-wide experiments typically fall into this type of setting because the number of genes in any pathway is small relative to the number of genes represented on the array. Nevertheless, some experiments may have a large number of features that are correlated relative to the number of features represented on the array. Resampling methods offer an alternative approach in the context of experiments having correlation structures that influence a substantial proportion of the queried features [15] .
BRIEF DESCRIPTIONS OF METHODS
This review briefly describes some methods that use marginal P-values to estimate or control the FDR, pFDR or cFDR. Table 2 gives an overview of these methods. Two extensive reviews of many other multiple testing procedures have been published recently [16, 17] .
Benjamini and Hochberg [5] introduced the FDR as a useful error rate for the multiple testing setting. The FDR is the expected proportion of false discoveries among a set of reported significant results. They subsequently proposed a method (we call BH95 to reflect the authors and publication year) that operates on P-values to control the FDR at a prespecified level. Additionally, BH95 has been mathematically proven to conservatively control the FDR if the P-values testing the true null hypotheses (i.e. features that are truly not differentially expressed) are statistically independent and uniformly distributed over the interval (0,1). The control is conservative in the sense that the actual level of control is the prespecified level times the proportion of tests with a true null hypothesis (i.e. the null proportion), hence it is possible to develop a method that finds more significant results and still controls the FDR at the prespecified level. The BH95 procedure has also been described in terms of 'FDR-adjusted P-values' [18] . The marginal P-values are used to compute FDR-adjusted P-values. The FDR-adjusted P-values are compared to a prespecified threshold for FDR control to determine statistical significance. FDR adjusted P-values less than the threshold are considered statistically significant. Yekutieli and Benjamini [14] introduced a resampling-based method (YB99) to provide approximate control of the FDR under dependency. This procedure computes P-values for each of many data sets generated by using resampling methods that empirically simulate the P-values under the complete null hypothesis. The simulated distribution of the P-values is used to compute 'FDR local estimates', which are then used to approximately control the FDR under dependency.
Benjamini and Hochberg introduced another method (BH00) for FDR control. BH00 first applies BH95 to the set of observed P-values [19] . If BH95 declares any results significant, then BH00 computes an estimate of the null proportion (i.e. the proportion of queried features that are truly not differentially expressed) to adjust the results in a manner that may lead to additional significant findings. BH00 offers limited improvements in statistical power over BH95, because the estimate of the null proportion is very conservative [20] .
Benjamini and Yekutieli [21] proved that the BH95 procedure maintains its control properties under certain forms of dependency. They also introduced a method (BY01) that is a simple modification of BH95. They proved that BY01 controls the FDR under any form of dependency and for any P-value distribution, continuous or discrete. They also mentioned that BY01 has considerably less statistical power than does BH95, YB99 or BH00. Therefore, BH95, YB99 and BH00 should be preferred over BY01, except when a large proportion of all features are very strongly correlated with one another.
Storey [6] suggested that the pFDR is a more reasonable error rate to use in the analysis of microarray data than is the FDR. He proposed a procedure (St02) based on a quantity he calls the q-value to control the pFDR [6] . Subsequently, Storey and colleagues have published additional descriptions and theoretical properties of the q-value and the St02 procedure [2, 14, 22] . The St02 procedure can be used to reliably control the pFDR at a prespecified level, when the P-values testing a true null hypothesis are statistically independent and continuously distributed over the interval (0,1). Additionally, St02 has greater statistical power than BH95 in any setting [2] . The power improvements are accomplished by incorporating an estimate of the null proportion into the procedure. Additionally, St02 reliably controls the pFDR under a set of correlation structures that are similar to those under which BH95 reliably controls the FDR [14] . Furthermore, the pFDR can be interpreted as the Bayesian posterior probability that a significant result is a false discovery [22] .
Allison etal. [15] have introduced a method (Al02) that fits a mixture model to the observed set of P-values. The mixture model consists of a continuous uniform component and one or more beta components. The method uses a bootstrap test to first determine if the set of observed P-values differs significantly from a uniform distribution. If significant departure from the uniform distribution is detected, then a mixture model with a uniform component and a single two-parameter beta component is fit to the observed P-values. A bootstrap test is used to determine whether incorporation of another beta component into the mixture model would significantly improve the model's fit. This process is repeated until it is determined that adding another beta component will not significantly improve model fit. The final fitted model is then used to compute estimates of the FDR. Al02 implicitly assumes that all P-values are statistically independent, but its FDR estimates should be reasonably accurate when the P-values are mildly correlated, as long as the model fits well.
Pounds and Morris [3] also introduced a method (PM03) that fits a mixture model to the observed set of P-values. The mixture model has a continuous uniform component and a one-parameter beta component. Maximum likelihood estimation is used to fit this model to the observed set of P-values. The fitted model is geometrically partitioned into four regions that correspond to the four distinct hypothesis testing outcomes defined earlier (i.e. false positives, false negatives, true positives and true negatives). The geometric partition of the fitted model is used to compute estimates of the FDR and other multiple testing error rates. PM03 implicitly assumes that all P-values are statistically independent. The error rate estimates should be accurate when the correlation between P-values is mild and limited in scope relative to the number of tests and the model fits well. Methods to assess model fit are described in the next section.
Tsai, Hseuh and Chen [7] proposed two models for the distribution of the number of each of the four hypothesis testing outcomes (Table 1) and used those models to develop a method (THC03) to estimate the FDR, pFDR or cFDR. They showed that the estimates of these metrics produced by THC03 are very similar in a simulation study and in a case study analysis.
Pounds and Cheng [13] introduced a method (PC04) that uses a special non-parametric density estimator called the spacings loess histogram (SPLOSH) to describe the observed distribution of P-values. The area under the SPLOSH density estimate is partitioned into four regions corresponding to the four distinct hypothesis testing outcomes. The partitioned SPLOSH density estimate is then used to compute estimates of the cFDR and other multiple testing error rates. In a simulation study and a case study analysis, PC04 produced more accurate estimates of the cFDR than did St02 or PM03.
Liao et al. [23] introduced a method (L04) that fits a flexible piecewise proportional hazards model to the observed distribution of P-values. The model imposes the constraint that P-values testing features that are truly differentially expressed are stochastically less than (i.e. tend to be smaller than) P-values testing features that are not differentially expressed. The fitted model is used to estimate a local FDR. In simulation studies and real data examples, L04 was more conservative than St02 [23] .
Cheng et al. [9] have argued that in certain applications it is difficult to prespecify an FDR level to control, and it may be more desirable to balance the trade-off between false positive and false negatives. They introduce three data-driven criteria for statistical significance (Ch04): the PIC, the TEC and the guide-gene driven threshold, which incorporates prior biological knowledge of the study into considerations of statistical significance. The P-value threshold for statistical significance is determined by minimizing the PIC or TEC or by examining the P-values of the guide genes. Additionally, they propose a spline-based FDR estimator for the significance level determined from any of the three criteria.
CHOOSING A METHOD FOR A SPECIFIC APPLICATION
Three key observations can guide the selection of a reasonable multiple testing procedure for many applications. These observations include: whether statistical sample size calculations were used in planning the experiment, expectations regarding the magnitude and extent of correlation among features measured on the array and whether the P-values can be accurately represented by a continuous probability distribution.
The first observation to make in choosing a multiple testing procedure is whether statistical power calculations were used to plan the sample size for the experiment. This observation should help determine whether one should choose to control or estimate the FDR, pFDR or cFDR. Table 2 identifies which procedures are control methods and which are estimation methods. If the sample size was chosen to assure adequate statistical power to detect differential expression of a practically relevant magnitude, then it is most desirable to control the FDR, pFDR or cFDR at the prespecified level. The sample size calculations performed in planning the experiment provide some assurance that features differentially expressed at a magnitude of practical importance would be detected when the control procedures are appropriately applied. Therefore, in the context of such careful planning, results that are not statistically significant can be more legitimately interpreted as also being of little practical relevance. If the experimental sample size was not determined by statistical power calculations, then it is more advisable to accurately estimate the FDR, pFDR or cFDR as a function of the P-value significance threshold. Presently, it is somewhat uncommon in practice for the sample size to be determined by statistical power calculations [24] . Nevertheless, it is difficult to overstate the importance of adequate replication in a microarray experiment [25] . Elaborate analytical approaches cannot serve as a substitute for the information provided by adequate replication (biological or technical). Presently, there are many methods to perform statistical power calculations to aid in determining the level of replication that is needed for a particular application when the final analysis uses the FWER [26, 27] , kFWER [28] or FDR [29, [30] [31] [32] [33] [34] [35] to address the multiple testing problem. However, currently available power calculation methods do not carefully account for the effect of correlations between genes; therefore, one should keep in mind that the actual number of replicates needed may be somewhat greater than what these methods suggest [32] .
Secondly, one should consider the magnitude and extent of correlation between the P-values. The St02 procedure is reliable when correlation is limited in scope relative to the number of features queried [14] . Thus, if it is reasonable to anticipate that the number of features involved in any biological pathway is small relative to the number of features queried in the experiment, then St02 should give reliable control of the pFDR. Additionally, all the methods, except YB99, apply a very similar set of operations to the P-values, hence it is reasonable to believe that they will reliably estimate or control their respective error rates under these types of correlation structures. Therefore, using a method that operates on P-values is reasonable in the analysis of genome-wide experiments. However, experiments that focus on very specific biological pathways or functions may have correlations that are of high magnitude and wide extent. For example, relatively few genes on a genome-wide array are likely to be strongly correlated with one another, but it is likely that most genes on a cancer array or boutique array are strongly correlated with one another. In focused experiments, a resampling method such as YB99 should be used to account for the dependencies present in the data. However, the statistical power of YB99 will be severely limited when the sample size is small.
Finally, one should consider whether it is reasonable to use continuous probability distributions to model the behaviour of the observed P-values. With the exceptions of BH95 and BY01, all methods in Table 2 that operate on P-values utilize an estimate of the null proportion, i.e. the proportion of features that are truly not differentially expressed. The methods used to obtain the estimate of the null proportion assume that the P-values have a continuous distribution. If the P-values produced in the analysis are discretely distributed with wide gaps between realized values, then the estimates of the null proportion and methods that use those estimates are unreliable. Such discrete P-values may be produced by applying statistical procedures based on ranks or contingency tables to data sets with small sample sizes. When permutation is applied to a data set with small sample sizes, the resulting P-values will also be very discrete [36] .
The three considerations described earlier can be used to roughly classify each application into one of eight categories (Table 3 ). The classification of the application often suggests an appropriate method to use. However, there are still some application classes for which there is no clear choice. For example, there is no clear choice of an FDR procedure for an application with mild or limited correlation between features, discrete P-values and experimental planning not based on statistical power considerations. In this setting, the first two considerations suggest that an estimation method that operates on P-values should be applied. However, the third consideration makes clear that the estimation methods are not capable of producing an accurate estimate of the null proportion. Until a more appropriate method is developed, Results should be interpreted cautiously in these cases. The FDR-adjusted P-values should not be interpreted as an estimate of the proportion of significant findings that are false discoveries. Interpreting FDR-adjusted P-values in this manner may substantially understate the actual prevalence of false discoveries.
a practical approach is to use BH95 and simply report the FDR-adjusted P-values. However, in such a setting, it is important that the FDR-adjusted P-values not be interpreted as an estimate of the proportion of significant findings. Interpreting the FDR-adjusted P-values in this manner is likely to understate the proportion of the reported results that are actually false discoveries [13] . As indicated in Table 3 , special care should be given when interpreting the results from BH95. Also, the BY01 procedure is tentatively recommended when the experimental plan was not based on statistical power considerations and the dependency is strong and extensive.
ASSESSING THE RELIABILITY OF THE RESULTS
A histogram of P-values, which is a bar graph of the number or proportion of P-values that fall within certain non-overlapping intervals, is a useful tool for determining when problems are present in the analysis. This simple graphic assessment can indicate when crucial assumptions of the methods operating on P-values have been radically violated. The most desirable shape for the P-value histogram is one in which the P-values are most dense near zero and become less dense as the P-values increase ( Figure 1A ). This shape does not indicate any violation of the assumptions of methods operating on P-values and suggests that several features are differentially expressed, though they may not be statistically significant after adjusting for multiple testing. A U-shaped histogram is also desirable in applications with all tests being one-sided, e.g. the tests examine the plausibility of a null hypothesis that specifies an association of a specific direction (i.e. the expression of group A is greater than or equal to that of group B) [37] . A flat P-value histogram ( Figure 1B) does not indicate any violation of the assumptions of methods that operate on P-values but suggests the disappointing result that very few, if any, features are differentially expressed. A P-value histogram with one or more humps ( Figure 1C ) can indicate that an inappropriate statistical test was used to compute the P-values, some poor quality arrays were included in the analysis, or a strong and extensive correlation structure is present in the data set. A P-value histogram with a choppy appearance ( Figure 1D ) indicates that the P-values are discretely distributed. A discrete P-value distribution is problematic for the St02, Al02, PM03, PC04, Ch04 and L04 procedures, because they estimate the null proportion and will probably yield unreliable results. Additionally, it can be helpful to add a horizontal reference line to the P-value histogram at the value of the estimated null proportion [6] . A line falling far below the height of the shortest bar suggests that the estimate of the null proportion may be downward biased; therefore, the FDR estimates or control may understate the actual occurrence of false positives. Conversely, a line high above the top of the shortest bar may suggest that the method is overly conservative. It is appropriate to add this line to the histogram to assess the reliability of the null proportion estimates of BH00, St02, Al02, PM03, PC04, Ch04 and L04. Furthermore, adding the estimated density curves to the P-value histogram can aid in assessing model fit [3, 13] . Large discrepancies between the density of the fitted model and the histogram indicate a lack of fit. This diagnostic can identify when some methods produce unreliable results [13] . This is a good graphic diagnostic for any of the smoothingbased and model-based methods that operate on P-values.
There are some items to remember when using a histogram of P-values to evaluate the reliability of an FDR procedure. If the intervals are too narrow, then the histogram will have a spiky appearance, and if the intervals are too wide, it may appear too flat. This should be kept in mind when using the histograms to evaluate model fit and the reliability of the estimate of the null proportion. Wand [38] offers guidance on choosing appropriate interval widths for histograms. Additionally, when a histogram is used to evaluate the reliability of FDR estimation, its bars should be scaled so that the total area equals one. This scaling makes the histogram comparable to the curve of the fitted model and the estimate of the null proportion.
Quantile-quantile (QQ) plots [39] are another useful tool to evaluate the reliability of model-based methods. To produce a QQ plot, one needs to compute the empirical quantile of each data value and the quantile of each data value under the fitted model (model quantile). The QQ plot then produces a point for each data value with the x-axis given by the model quantile and the y-axis given by the empirical quantile. Good model fit is indicated by all points falling along a straight line. Departure from the straight line indicates poor model fit. Substantial departure from the straight line indicates that results of a model-based procedure may be unreliable.
A simple computational tool can be used to check for discrete P-values. One can compute the spacings [40] between P-values, i.e. the differences between consecutive ordered P-values. If a large number of spacings are zero, then the P-value distribution may be discrete. Furthermore, large spacings may lead to unstable estimates of the null proportion. This instability could cause BH00, St02, Al02, PM03, PC04, Ch04 and L04 to yield unreliable results.
DISCUSSION
Multiple testing procedures that operate on marginal P-values are applicable to a wide variety of microarray experiments. These methods can be used in conjunction with classical statistical methods to perform the statistical analysis of microarray data collected across a broad spectrum of experimental designs [3] . Many recently proposed methods for the analysis of microarray data are readily applicable only to two-group comparisons [41] , but the family of methods described in this review have been applied in more complex settings. For example, PM03 has been used in conjunction with Cox regression analysis to achieve an objective as complex as identifying features associated with survival after adjusting for known prognostic factors [42] .
The reliability of the results produced by these methods clearly depends on the reliability of the statistical analyses used to produce the P-values. In other words, the old adage 'garbage in-garbage out' applies. Therefore, it is crucial to carefully choose the statistical method used to compute the P-values and to assess whether it is reliable. Diagnostic methods are available for testing commonly made assumptions of many statistical procedures, including that the data are normally distributed [43] , that all experimental groups have equal variance [44] , and that those groups are statistically independent [45, 46] . However, application of these diagnostic methods to each feature's data will result in another multiple testing problem, and it is unclear how to use the results of these diagnostic statistical tests to guide further analyses. Rank-based methods, such as the rank-sum or Kruskal-Wallis tests, are based on more flexible assumptions than parametric methods such as the t-test or one-way ANOVA. The flexible assumptions make the rank-based methods robust across many settings [47, 48] . These robustness properties make the rank-based methods an attractive choice whenever the sample size is sufficiently large. Permutation methods offer similar robustness properties.
The classification of methods presented in Table 3 conceptually simplifies the selection of an appropriate procedure for a specific application. However, it is not always clear whether the correlations present in any given data set are 'mild or limited' or 'strong and extensive'. Therefore, it may be difficult to determine which method to use. Unfortunately, there are currently no statistical methods to determine whether correlations in the data are such that the methods in the first row of Table 3 are unreliable [21] . Therefore, the user's understanding of the nature of the dependency is still crucial for ascertaining whether the correlation is mild and limited enough to use the method. A potentially helpful ad hoc approach to this problem would be to compute and examine the correlations between a randomly selected set of features within each experimental group. Further research is needed to develop statistical tools to assist in this determination.
To my knowledge, a good statistical method that can use discretely distributed P-values to accurately estimate the FDR is not currently available. A method to determine whether the set of discrete P-values contains significant evidence that at least some of the features are differentially expressed has been developed [36] . However, it is unclear whether or how this method can be extended to estimate the FDR. The inability to accurately estimate the null proportion is a primary obstacle to developing a method that accurately estimates the FDR in the presence of discretely distributed P-values.
It is widely recognized that the multiple testing problem cannot be ignored at the final stage of analysis. However, the multiple testing problem is present at earlier stages of the statistical analysis of microarray data, particularly at the data filtering stage. The utility of a TEC filter for excluding poorly hybridized Affymetrix Õ probe sets from subsequent analysis has very recently been demonstrated [37] . Additionally, filtering does not always improve the FDR in the final analysis and may actually reduce the ability to discover interesting associations [37] . Future statistical research should consider how to approach sequential multiple testing inference, such as how to integrate the multiple testing procedures used in filtering and the final analysis to achieve reliable error rate control or estimation.
Key Points
Modern microarrays query so many features that some erroneous statistical inferences are unavoidable. The findings of a microarray study should be considered preliminary regardless of what methods are used to perform statistical analysis. The results of microarray studies can be properly interpreted only in the context of reliable control or estimation of the prevalence of erroneous inferences, particularly that of false positives. The false discovery rate is a useful measure of the prevalence of false positives. Roughly speaking, the false discovery rate is the proportion of significant results that are expected to be false positives. Several statistical methods that use P-values to estimate or control the false discovery rate and related error rates have been developed in recent years. Most of these methods can be implemented using freely available software ( Table 2) . Three criteria can help guide the selection of an appropriate method for a specific application ( Table 3 ). The accuracy of P-value based estimation or control of the false discovery rate depends heavily on the reliability of the statistical hypothesis testing procedure used to compute the P-values.The adequacy of the hypothesis testing procedure's assumptions should be kept in mind when interpreting results. A P-value histogram, quantile^quantile plot, or the distribution of P-value spacings can indicate when the assumptions of a false discovery rate method are violated, suggesting that the results obtained by that method are questionable.
