AbstrAct
This tutorial reviews algorithms which turn measured ranges into position solutions. From their basic mathematical principles, we relate and compare relevant aspects of these algorithms. Special attention is given to the direct (non-iterative) algorithms, which are frequently applied in indoor positioning. Most of them are shown to be essentially the same, as they can be related through applying different weighting schemes. This tutorial is intended as a useful guide to help researchers and system designers evaluate and select appropriate range-based positioning algorithms for their applications at hand.
I. INtrODUctION
Positioning and navigation have been of long-standing interest. Besides the value in the transport and military context, positioning services find their applications in a variety of areas, such as industry (tracking of objects in warehouses), science (geodesy), sports (hiking), health care (monitoring of patients), logistics (package tracking), security applications (localizing authorized persons in high-security areas), family supervision of children, and search and rescue (locating firefighters or avalanche/earthquake victims) [1] . These applications are being developed at an astonishing rate. Given the societal interest in the topic of positioning and that there are many related publications scattered widely across many disciplines, a structured and detailed review of existing positioning algorithms is of interest to the research community. This paper is different from the earlier tutorial type of articles (outlined at the end of this section) because it focuses on the very basic principles of the algorithms and intends to cast similar types of methods in a uniform structure. The outcome of this work is applicable to various positioning applications and systems, no matter if the ranging signal is optical, radio, or acoustic.
The majority of positioning systems estimate the unknown position based on range measurements between transmitters and a receiver (or vice versa), which are obtained by extracting the information contained in the received signal, such as received signal strength (RSS), time of arrival (ToA), and time difference of arrival (TDoA). In TDoA systems, only pseudoranges can be obtained, which contain a common offset (or bias) b c , caused by the clock misalignment between the user receiver clock and the synchronized transmitter clocks. The offset b c needs to be treated as an unknown parameter, in addition to the unknown user position coordinates. It can be either estimated using the pseudoranges or eliminated by taking differences among the pseudoranges (hence, TDoA). For fully synchronized (ToA) or nontimingbased systems (like RSS), this type of offset does not exist.
Numerical estimation of the unknown parameters of interest based on range measurements is usually done by maximizing or minimizing an objective function. Typical objective functions are sums of squared residuals, likelihood functions, posterior density functions, risk functions, and robust loss functions. The two most common criteria are least-squares (LS) and maximum likelihood (ML). Applying the inverse of the measurement covariance matrix as the weight matrix, the LS estimator and the ML estimator are equivalent, and its variance achieves the Cramer-Rao lower bound (CRLB), when the ranging errors are distributed with an elliptically contoured joint probability density function (PDF). For line-of-sight (LoS) ranging, such an assumption is realistic, because the ranging errors can be modeled as normally distributed [2] - [4] . Furthermore, compared with ML estimation, unweighted LS estimation does not require any knowledge of the measurement PDF, and only first-and second-order moments of the measurement errors may be required in the weighted case. In this paper, we will focus on algorithms based on LS.
The unknown Cartesian position coordinates are involved in the range equations in a nonlinear way. The coordinates are usually estimated using iterative descent (ID) techniques, such as the steepest-descent method, the Newton method, the trust region method, the Gauss-Newton method, and the Levenberg-Marquardt method. A detailed analysis of these methods can be found in [5] . The ID methods solve the nonlinear positioning problem iteratively by means of iterative linear approximation, i.e., they start with an initial estimate x 0 of the unknown vector x, which is then updated, from iteration to iteration, based on the rule defined by the specific method. The final estimate x results upon convergence. Traditional ID methods, when successfully converged, provide estimators that closely approximate strict LS solutions. One drawback is that they require an initial estimate to start. Additionally, the heavy computations involved in the iterations can be problematic for lowcost and low-power indoor applications.
In general, strict direct (noniterative) LS solutions to nonlinear problems do not exist. However, with some assumptions or simplifications, direct LS positioning algorithms can be developed, which are extensively documented in the literature, for both TDoA [6] - [18] and ToA/RSS [19] - [24] systems. All these methods apply a squaring operation on the used range equations to cancel the square root. After squaring, both linear and nonlinear terms (functions) of the unknown parameters are obtained, and the nonlinear term (function), denoted as c, is treated as an unknown parameter in addition to the unknown vector x. As we will discuss later, these methods can be clearly classified based on the objective functions, and it can be shown that many different variants of the same method do exist, with the differences arising only through the use of different measurement weighting schemes. This fact has not been documented in the literature so far. The direct methods provide simple-tocompute estimates, but they are not strict LS solutions to the used equations, because the relation between c and x is not rigorously exploited.
A third group of methods that solve the positioning problem iteratively also exists, but with only one-dimensional (1-D) calculations in each iteration. In [25] , the estimation accuracy is improved over the direct methods, by introducing a Lagrange multiplier in the objective function to fully account for the constraint between the nonlinear term and the original unknowns after squaring. Applying eigenvalue decomposition, the final estimate is obtained by iteratively searching the roots of a high-order polynomial with a single unknown. This method was further investigated in [26] . Another method described in [27] and [28] first transforms the multidimensional positioning problem to one dimension, based on direct methods, and then finds the estimate for the remaining single unknown iteratively using the original unsquared-range equations. These methods perform better than the direct methods in terms of root-mean-squared error (RMSE), but they are again iterative and require an initial estimate to start.
Several tutorial types of articles exist in the literature [1] , [29] - [38] regarding the topic of positioning techniques. These papers cover a wide range of aspects of the topic on Tutorial: Range-Based Algorithms a general level and devote most of the attention to the signal processing techniques at the stage in which RSS, ToA, and TDoA are estimated. Some of the papers do discuss the positioning algorithms, but the level is quite general, and a structural comparison is missing, which composes the central subject of our paper. The purpose of this work is to give a structured and detailed review of the range-based LS positioning methods mentioned above and give special attention to the direct methods. The basic principles, assumptions, and approximations of these methods are discussed, their relations are pointed out, and the properties of different types of methods are summarized. Positioning results obtained with actual ultrawideband (UWB) range measurements are used to illustrate and support the review. With the underlying principles of the methods revealed, and thereby their inherent strong and weak points, this tutorial paper can be used to assist researchers and developers in the field to find the right choice for their applications.
Please note that in this article our discussion by default assumes self-positioning systems (e.g., GPS), but the discussion also applies to tracking systems in which the user sends signals to a set of receivers where the signal processing and the position estimation are accomplished.
The tutorial is organized as follows. Section II introduces the positioning models, and Section III gives an overview of the principle of non-linear least squares. Then, range-based positioning methods are reviewed in Section IV (ID methods). In Section V (direct methods) and in Section VI (1-dimensional iterative methods) are reviewed. The review of the ID methods is treated first, because these methods had been widely used for positioning long before the other two groups of methods were introduced. The comparison regarding the computational costs of the methods are given in Section VII. To support the review, the validation setup and the obtained results are shown in Section VIII. At the end of the tutorial, a summary is given in Section IX.
II. MEAsUrEMENt AND POsItIONING MODELs
In this section, we briefly describe the models that are generally used to characterize RSS, ToA, and TDoA measurements. In the end, the positioning model is given. For any vector a, we will use the notation â _ to represent its estimator and the notation â for its estimate. The estimator is a random vector (denoted with the underscore), while the estimate is a deterministic vector, which is a (numerical) realization of the estimator.
A. RECEIVED SIGNAL STRENGTH
RSS can be modeled as a linearly decreasing variable on a logarithmic scale of the distance [39] , [40] . The RSS from the ith transmitter can be formulated as (1) where -P i (d i ) is the estimator of the received power (in dB) at distance d i , d 0 is the reference distance, P 0 is the known power (in decibels) received at the reference distance, n p is the path loss exponent, and S -i is a zero-mean Gaussian random variable in dB. One should note that the path loss exponent n p can either be obtained by conducting a measurement campaign at the initialization stage or be treated as an additional unknown parameter. In this paper, we assume that n p is known from a campaign. Moreover, in the case in which the user is sending the ranging signal to several stations, the transmitted signals strength can be unknown, and it has to be considered as an additional parameter to estimate in the positioning algorithms. Then, the situation is similar to a TDoA system, which will be addressed in Section II-C. In this paper, we assume the transmitted signal strength is known.
With the estimated received power, model (1) is used to estimate the range between the ith transmitter and the receiver as (2) which is a log-normal random variable with For long-distance applications, such as satellite navigation, it is practically not feasible to estimate ranges with RSS. The flat tail of the power-distance curve makes the ranging accuracy very poor. Therefore, RSS is usually used for ranging in short-range applications. Under LoS conditions for distances up to 15 m, the standard deviation (STD) of the estimated range using UWB signals is about 1 m based on total received power [41] - [44] and is about 0.5 m if only firstpath power is considered [44] .
B. TIME OF ARRIVAL
ToA is the measured time at which a signal first arrives at a receiving end. It is widely used for range estimation. A review of the ToA estimation technologies can be found in [1] . When the clocks of all units are synchronized, the estimator of range between the ith transmitter and the receiver can be obtained by multiplying the difference between the ToA estimator and the time of transmission (ToT) with the propagation speed of the medium c:
Please note that the term is the signal travel time, which is directly measured in a system, such as GPS, by cross-correlating the received signal with a locally generated replica. Of course, as a GPS receiver clock is, in general, not synchronized to GPS satellite clocks, we can only obtain a pseudo-travel-time. How to model clock misalignments will be presented in the next section.
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The error term -e i in (3) accounts for additive noise, multipath effects, and nonline-of-sight (NLoS) effects (if applicable). A more detailed description of the main sources of errors can be found in [34] . Under LoS conditions, -e i is usually modeled as a zero-mean Gaussian variable [2] , [3] , while under NLoS conditions, -e i is modeled as a positive bias superimposed on a zero-mean Gaussian variable. The bias is the extra distance due to the blockage of the direct path, which can be modeled as an exponentially distributed random variable [3] , [45] , [46] . Ranging using ToA can have much higher accuracy than using RSS, e.g., centimeter-level accuracy can be achieved with the UWB signal in LoS cases [1] .
C. TIME DIFFERENCE OF ARRIVAL
When the receiver clock is asynchronous to the transmitter clocks, the ToA estimator seen by the receiver should be written as (4) where is the ToA estimator according to the ith transmitter clock and  c is the clock misalignment between the receiver clock and the transmitter clock. In this case, one can only obtain a pseudorange by multiplying (4) with c (5) where b c = c c needs to be treated as an unknown parameter in addition to the receiver position. In a system in which all the transmitters are synchronized, e.g., GPS, b c is a common term in all estimated pseudoranges, and it is canceled in TDoA measurements. TDoA is the difference of two ToA measurements minus the ToT difference of the two involved transmitters. TDoA can be related to ranges as (6) After the differencing operation with a reference measurement (indicated with subscript "r"), the number of available measurements is reduced by 1, but the unknown b c is also gone. One can either use the pseudoranges to estimate the position and the offset b c or use the pseudorange differences to estimate the position only. Note that in a fully synchronized system, there is no need to form TDoA measurements, because no clock offset exists.
From now on, the term TDoA will be used for the cases in which the user receiver clock is asynchronous to the synchronized transmitter clocks and the term ToA/RSS for the cases in which all the clocks are synchronized or no timing information is required for ranging.
D. POSITIONING MODEL
Here, the notation y _ is used to represent range or pseudorange measurements in (2), (3), and (5), and the general model for the positioning problem can be given as (7) where the measurement vector y _ is in the m-dimensional space of real numbers, is the unknown vector that contains the unknown user position vector x u (compare the details in Table 1) , is a nonlinear mapping, and is the measurement error vector. Although the value of n is not fixed in this paper, please note that it is usually equal to 3 (ToA/RSS) or 4 (TDoA) in a practical system.
For one single pseudorange measurement, the equation reads (8) where x i is the position vector of the ith transmitter, and Because b c is common for all equations, instead of (8), range-difference equations are often used, where b c is canceled and x u is estimated with m -1 difference equations. Taking the last measurement as the reference r = m, denoted as the range-difference equations can be formed as (9) Position estimation can be seen as an inverse problem to find a mapping M(.) :
, such that the estimator of x can be represented as . The solvability of the problem can be analyzed by first expanding A(x) into a Taylor series at the estimate x, (10) 
Unknowns for Different systems

Unknowns System
In case of TDoA with m pseudo range equations
In case of ToA/RSS with m range equations (b c = 0), or TDoA with m -1 pseudorange differences (b c is canceled)
Tutorial: Range-Based Algorithms where denotes the Jacobian matrix of A(x), and the Landau order term indicates the remainder in the Taylor series, which can be ignored when x is close to x. The linear part of (10) can be used as the approximation of the original equations in (7) . With the linear approximation, the solvability of the inverse problem can be described as follows:
1. Underdetermined:
. There exists an infinite number of solutions.
Consistent:
. The solution can be used to reproduce y. The solution is unique, if and only if the column vectors of are linearly independent, i.e., .
3. Overdetermined:
. In this case, there are more equations than strictly needed for determining the solution. The number is referred to as the redundancy of the system. An exception to the above description would be the case with -e = 0, i.e., error-free measurements. The problem is then actually consistent with an unique solution even when . However, this case is not considered in this paper, as the assumption of -e = 0 is impractical.
In Figure 1 , the geometric interpretations of consistent ToA/RSS systems and TDoA systems are given with for a better demonstration, which can be described as C ToA/RSS: For each transmitter, the unknown user is located on the circle centered at the transmitter with radius equal to the corresponding range measurement. Localization is done by determining the intersection of all the circles.
C TDoA: In this case, it is not possible to use a spherical interpretation because each pseudorange contains an additional unknown parameter b c . As b c is canceled in the pseudorange difference, the user is located on the hyperbola with two of the transmitters as the foci, and the difference of distances to the two foci is equal to the pseudorange difference between the same pair of transmitters. Hence, the user position can be found as the intersection of all the hyperbolas.
In an overdetermined system, redundant measurements are often taken to increase the position estimation accuracy. Due to the presence of -e, redundant measurements generally lead to an inconsistent system of equations. LS, reviewed in the next section, is one of the most widely applied theories to solve an inconsistent system of equations.
III. NONLINEAr Ls EstIMAtION
A. PRINCIPLE
It seems reasonable to choose the estimate for x such that A(x) is, in some sense, as close as possible to a measurement vector y. If the (weighted) sum of squares of the residual vector y -A(x) is used to "measure" the size of discrepancy, the estimate x will be the one minimizing (11) where W is a weight matrix. This is the weighted LS principle. For all values of describes an n-dimensional manifold, embedded in . If the metric of is described by the positive definite matrix W, the scalar equals the distance from y to the point A(x) on the manifold. Hence, the problem of minimizing F(x) corresponds to the problem of finding the point on the manifold A(x), which has the least distance to y [5] . The geometry of the nonlinear LS problem [5] is shown in Figure 2 .
B. OPTIMALITY CONDITIONS
The sufficient and necessary conditions for a point x to be a minimizer of F(x) in (11) Geometric interpretation of a consistent positioning problem. Transmitters are at known positions x 1 , x 2 , x 3 , and x 4 , and the user position x u is unknown. Here, we assume x u for easy illustration, i.e., n = 2 in case of ToA/RSS and n = 3 in case of TDoA.
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In a nonlinear system, F(x) could have multiple minima. This can be seen based on the first condition (12a). With A(x) being nonlinear, could contain nonlinear terms of x, and has multiple solutions. These solutions are usually categorized as local minimizers and a global minimizer. A point x is said to be a local minimizer if for all x near x, e.g., for all x within a sphere [assuming dim(x) = 3] centered at x with a certain radius . A point is said to be a global minimizer, if for all . Multiple minima can appear in both consistent and overdetermined systems. In a consistent three-dimensional (3-D) ToA/RSS system with m = n = 3, the 3 transmitters always define a plane. No matter which side of this plane the user is located, its position and its image position with respect to the plane both satisfy . Without additional information, it is not possible to pick the correct solution.
In redundant cases, local minima occur when the transmitters are not well separated along at least one dimension. For example, in a 3-D synchronized system, local minima appear when the transmitters are placed (close to) coplanar. The difference between minima depends not on only the system geometry, e.g., how close to coplanar the transmitters are, but also on measurement errors in e. This point is illustrated with the following example.
In Figure 3 , the x-z portion of the LS objective function of a 3-D fully synchronized overdetermined system with four transmitters is shown, where the range measurement errors are assumed to be independently and identically Gaussian distributed with zero mean. In Figure 3 (a), the transmitters are placed almost in a plane, and there is a clear sharp global peak pointing at the true position and a local peak corresponding to an incorrect solution. The global minimum in this case is much smaller than the local one, because the transmitters are still separated and the range measurements are of very good quality, with STD 0.02 m. In the same geometry, as the error STD becomes larger, the local minimum in Figure 3 ) it is not possible without additional information. In short, the multiple minima problem is mainly related to the system geometry; the coplanar type of geometries should be avoided. The local minimum is eliminated with a good geometry in Figure 3 (c), where the transmitters are better placed, and the objective function has only one clear peak, pointing at the correct solution.
C. LS, ML, AND CRLB
ML estimation is only applicable when the joint PDF of y _  R m is available, i.e., is known apart from the unknown x. The ML estimate is the value that maximizes as a function of x, the so-called likelihood function, i.e., (13) The CRLB indicates the smallest variance an unbiased estimator can possibly achieve [1] , [34] , [48] . Without considering the estimation method, the CRLB on the estimator of the model (7) is calculated as (14) When the joint PDF of the range measurements is elliptically contoured, the properly weighted LS estimate and the ML estimate are identical, and the variance achieves the CRLB, if the errors in y _ have zero mean. For example, ,
in the case of normally distributed measurements with zero-mean errors and the covariance matrix of y _ . The ML estimate can be expressed as arg m
, which is the same as the LS estimate when the weight matrix W is chosen as . The CRLB is then calculated as, (14b) which is identical to the expression of the LS estimator variance derived in [5] , when .
D. ERROR ANALYSIS
An important measure of the quality of a position estimator is the RMSE, which statistically reflects the distance from the estimator to the true position. The first and second moments of the estimator need to be evaluated for this purpose.
Here, we review the general way [49] to derive the first and second moments of a (nonlinear) LS estimator. Suppose the true position x can be obtained from y = A(x) via a mapping M(.), i.e., x = M(y), and its estimator x _ can be obtained as M(y _ ). With y _ containing error e, i.e., y _ = y + e, a Taylor series expansion of -x at y gives an expansion in e: (15) Define the bias in , which is given, together with the variance of -x, as (16) (17) (18) where we assume and the terms with orders higher than two are ignored.
The rest of the task is to derive the expression of M(.). This is, in general, nontrivial in nonlinear LS problems. However, in (16) and (17), only the expressions of the n × m Jacobian and the n × m × m Hessian are required to evaluate the first and second moments of -x, which can be obtained as follows. The first necessary and sufficient condition (12a) can be further written as . Expanding the left-hand side into a Taylor series at x gives an expansion in . Using (15) , an expansion in e can be obtained with unknown coefficients and . If -x is the LS solution, the condition (12a) holds for all e, and one can collect the terms of the same order and set them to zero. In this way, the expressions of and can be determined. More details of derivations and the full expressions for (16) and (17) can be found in [49] .
In case one is interested in the higher-order moments or the complete PDF of -x, one would need to propagate the PDF of y _ through the mapping M(.). This can be done with Monte Carlo or statistical bootstrapping techniques [50] , which is, however, outside the scope of the current review.
IV. ID ALGOrItHMs
In this section, we will review the ID methods based on [5] , including the steepest-descent method, the Newton method, the trust region method, the Gauss-Newton method, and the Levenberg-Marquardt method. These methods are widely used to solve nonlinear LS problems, including positioning. The mechanics of the ID methods can be described as 1. set k = 0, and choose an initial estimate x 0 , 2. update the estimate x k+1 from x k based on the predefined rule,
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According to [5] , the estimates of the ID methods in each iteration are updated with a general form: (19) where t k is a positive scalar and Q(x k ) is an arbitrary but positive definite matrix, and with F(x) as in (11) .
An important performance measure of an iterative method is its rate of convergence, which can be derived by expanding (19) into a Taylor series at the final estimate x: (20) where we use the fact that for a LS estimate x, x F(x) = 0. For points sufficiently close to the solution, the rate of convergence is dominated by the term with lowest order of x k 2x ˆ.
The choices of t k and Q(x k ) vary with different ID methods, which are briefly reviewed as follows.
A. STEEPEST-DESCENT METHOD
The choice of Q(x k ) of the steepest-descent method is
and (19) can be further written as (22) The motivation of this choice is that the opposite direction of the gradient vector, , represents a direction of maximum rate of decrease for the function F(x) at x k . Plugging (21) into (20) gives the rate of convergence for the steepestdescent method, which is linear for points close to the solution x ˆ.
The scalar t k is generally chosen such that
is minimized, which is called the exact line search strategy. In this case, (23) With the simple choice of Q(x k ) = I, the advantage of the steepest-descent method is clearly its low-complexity (in terms of computational load). The involved highest-order partial derivative of F(x) is only one, and no matrix needs to be inverted. However, the steepest-descent method has the following two drawbacks [5] : 1) with the exact line search strategy, is orthogonal to , which means the steepest-descent method has the tendency to zigzag when the contours of F(x) are very elongated; and 2) the performance of the steepest-descent method is variant under reparameterization.
B. NEWTON METHOD
The Newton method is characterized by the choice of (24) and the update equation then becomes (25) The motivation of the Newton method is that the root searching of the nonlinear function can be approximated by iteratively searching the root of its tangent, evaluated at the intermediate points x k . Plugging (24) into (20) shows that the Newton method has a quadratic rate of convergence for points close to the solution x ˆ. This makes it very effective in dealing with general nonlinear minimization problems. However, one drawback of the Newton method is the heavy computational load required for the evaluation and inversion of the Hessian matrix The related calculations of , a m × n × n tensor, are usually quite involved. Another drawback of the Newton method is that it fails to work when is close to singular or fails to be positive definite. The trust region method is then developed to cope with these situations, and it is reviewed in the next subsection.
C. TRUST REGION METHOD
In case of a poorly conditioned , the problem is highly nonlinear and the contours of F(x k ) can be very elongated.
The trust region method works as follows: Once the estimate is updated, is compared to its quadratic approximation
. If the approximation is good, is accepted as the new iteration point. Otherwise, a possible poorly conditioned Hessian matrix is indicated, and the search region should be contracted to obtain another . This idea is realized by choosing as (26) where a k is a non-negative scalar and R is a positive definite matrix. The trust region method then takes the form (27) In this way, increasing the value of a k results in a smaller step size , and the trust region is contracted. Actually, the trust region method is capable of alternating between the Newton method (25) and the steepest-descent method (22) . That is, by adjusting the scalar a k for R = I, the trust region method switches between the quadratic approximation of F(x) used by the Newton method (small a k ), and the linear approximation used by the steepest-descent method (large a k ).
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D. GAUSS-NEWTON METHOD
Unlike the steepest-descent method and the Newton method that use direct approximations of F(x), the Gauss-Newton method completes the linearization within the  .  operator of
w, which is done by replacing A(x) with its linearized version [5] 
The objective function is then approximated as . This approximation gives the choice of Q(x k ) as (28) by setting . The update equation then becomes (29) The Gauss-Newton method does not have the zigzag problem of the steepest-descent method, and only the firstorder derivative needs to be calculated, but the convergence rate is linear, which can be seen by plugging (28) into (20) .
The Gauss-Newton method also struggles when the matrix is noninvertible. These difficulties can be overcome by an adaptive technique called the LevenbergMarquardt method, which is reviewed next.
E. LEVENBERG-MARQUARDT METHOD
The Levenberg-Marquardt method [51] can be seen as a trust region modification of the Gauss-Newton method, because it takes the form (30) where a k is a non-negative scalar and R is a positive definite matrix. The motivation and the mechanics of the LevenbergMarquardt method can be explained in a similar way as the trust region method, the difference being that the LevenbergMarquardt alternates between the Gauss-Newton method and the steepest-descent method. The salient properties of the ID methods are summarized in Table 2 .
F. INITIAL ESTIMATE
All iterative methods require an initial estimate x 0 as the starting point to gradually converge to the final solution. Intuitively, the closer the initial estimate is to the final solution, the smaller is the required number of iterations. Moreover, in case the objective function has multiple minima, the method will converge to the downward peak of the valley (see Figure 3) , where the F(x 0 ) is located. Hence, obtaining a good initial estimate is one of the crucial problems that should be addressed when applying iterative techniques.
In long-range maritime navigation and on-Earth satellite navigation, a good initial estimate is easy to obtain, e.g., even the center of the Earth works. However, when the scale of the system is much smaller than a satellite system and the prior information on whereabouts of the target is more limited, e.g. with indoor applications, it is challenging to find a good initial estimate. An additional challenge is that systems should be built with preferably (very) low-cost and low-power equipment. One promising way to achieve this is to use so-called direct methods, which complete position estimation noniteratively. These noniterative methods are discussed in the next section. 
V. DIrEct MEtHODs
A large number of direct methods are documented in the literature, scattered across the fields of radar, aerospace engineering, oceanic engineering, (acoustic) signal processing, and wireless communications. In this section, these direct methods are classified based on the LS objective function to minimize, which is the soul of the LS estimation and determines the accuracy (in terms of RMSE) of the corresponding estimator.
Recall from (8), the nonlinear part of the range equation takes the form . To solve the nonlinear problem without iterations, one needs to first obtain a linear term of x by applying a squaring operation to cancel the square root. The new set of equations after squaring contains both linear and nonlinear terms that involve the unknown vector x. The general form of the equations used by all direct methods can be written as (31) where the subscript D stands for "direct" y _D is the new measurement vector obtained from y _ , different for different direct methods, A D , B D , C D are known matrices, c is an unknown nonlinear term (function) of x, and e D is the error term. Explicit examples of expressions for c will be given in Section V-A. Note that the above equation is linear in the unknown parameters, when is ignored. During LS estimation, the constraint should be taken into consideration because it provides information in addition to the model . One of the possible ways is to use a Lagrange multiplier l to account for . The rigorous LS solution of (31) then can be found as (32) subject to which can be obtained by searching for the stationary point of the Lagrange function: (33) This solution satisfies both (12a) and (12b), where F(x) is now the Lagrange function and
In the rest of this article, it is assumed by default that (12b) is satisfied when referring to a stationary point of a Lagrange function.
In (33) , the weight matrix W D is often chosen as the inverse of the covariance matrix of , i.e.,
. Please note that here we refer to (32) as a rigorous, LS solution to (31), but not a strict LS solution to the original positioning problem, because the objective function to minimize is different from the one in (11) .
Furthermore, it should be noted that although with the direct methods some of the design matrices in (31) become measurement dependent, that we do not use an errors-invariables or the total LS approach [52] for solving (31) . Such an approach would increase the computational complexity, thereby making the direct methods less attractive.
In general, the rigorous LS solution to model (31) can only be approximated iteratively, due to the nonlinear constraint . Simplifications are therefore required to obtain a solution directly with no iterations. In the literature, two major types of simplifications exist:
1. With the first type of simplification, the constraint is completely ignored. In this case, (31) becomes just a linear model (34) and the corresponding LS solution reads
, then the final expression of the estimator reads (36) The direct methods that use this type of simplification will be referred to as the single objective function (SOF) methods, because only one objective function is involved for estimation.
The solution (36) however is not valid if dim(y _D ) < dim (x u ) + 1 for ToA/RSS and for TDoA. Compared with the original problem in (7) and (8) , one extra measurement is required to solve the problem with one additional unknown c. Hence, some of the SOF methods do not work if the system (7) is consistent with m = n.
Instead of completely discarding the information
f(x u ,b c ,) 5 0, the second type of simplification partially exploits the constraint. The final solution can be seen as a combination of solutions obtained with multiple objective functions (MOFs), and the expression is different for different methods. In contrast to the SOF methods, the direct methods applying the second type of simplifications will be referred to as the MOF methods. Moreover, the MOF methods are capable of solving a consistent system of (7).
In the following sections, the SOF and MOF methods are reviewed in detail, and the results show that although the derivations of the documented direct methods can be greatly different, the SOF methods are essentially the same in the sense that they can be seen as one class of solutions to a unique problem with just applying different weighting schemes.
A. SOF METHODS
The first SOF method was introduced in [6] to solve rangedifference equations of TDoA systems. Later on, other SOF Tutorial: Range-Based Algorithms methods are found in [9] , [10] , [11] , [15] , [16] for TDoA systems and [19] - [23] for ToA/RSS systems. According to the number of differencing operations applied to (7), and therefore different choices of A D , B D , and C D in (34), the SOF methods are further subcategorized into three groups, which are discussed as follows:
1) No differencing:
Squaring on both sides of (8) The method introduced in [9] , [10] falls in this category. Although the authors introduced the method with two steps, the expression of the estimator can be given in one single equation, as shown with (36) . Please note that the squaring implies two effects on the new error vector e D : 1) it has a nonzero mean, and 2) its PDF is not elliptically contoured, although it is well motivated that the error vector e 5 (before squaring) follows a Gaussian distribution. This note holds true for all the direct methods reviewed in this paper, and we will come back to this for further discussion in Section V-D.
2) Single differencing: Single differencing can be applied either to (37) , ending up with a set of squared-range differences or directly to (8) followed by squaring, ending up with a set of squared range-differences (please mind the different hyphenation).
In the first case, suppose with r = m is chosen as a reference, subtracting it from all other m -1 squared ranges gives (38) Note that the common nonlinear term in (37) is canceled. The SOF methods with single differencing then take the form , , , and c is canceled. In case of ToA/RSS systems, the single difference SOF methods using squaredrange differences can be applied by simply choosing B D 5 0. Compared to the case with no differencing, the number of equations is reduced by one, but the number of unknowns is also reduced by one from n + 1 to n, with c canceled.
The single differencing SOF methods using squaredrange differences include the ones in [19] - [23] . The methods in [19] , [20] follow exactly the formulation of (38) . Slight differences exist in [21] , where instead of , the reference is chosen as the average of all m available squared ranges:
in [22] , the differencing operation is repeated m times for r = 1, …, m; and in [23] , the authors suggest to pick the shortest estimated range as the reference. However, the number of linearly independent squared-range difference equations in [19] - [23] is m -1, where by "linearly independent," we mean that none of the equations can be produced by any linear combination of the other equations. As shown later in this section, the methods described in [19] - [23] are equivalent.
Other than dealing with squared-range differences, it is also possible to obtain a direct solution using squared rangedifferences. Squaring on both sides of the range-difference equation (9) gives (39) In this case, with single differencing, one measurement is consumed to cancel the unknown clock offset b c , instead of c in the case of squared-range differences. Hence, this type of SOF method should not be applied to ToA/RSS systems, where no clock offset exists. The single differencing SOF methods using squared range-differences are then characterized by the following choices:
. The SOF method that uses (39) is the one introduced in [15] , [16] .
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3) Double differencing: Similar to the case of single differencing, double differencing can also be applied to two different types of equations, i.e., squared-range differences in (38) and squared range-differences in (39) . However, the equations obtained by double differencing these two types of equations are identical.
Dividing both sides of (38) by gives
The subscript rr will be used to denote references used in the second round of differencing. Suppose rr = m -1, subtracting from the first m -2 equations in (40) gives (41) Although it seems that only one differencing operation exists, the above equation is obtained from (38) , where another differencing has already been applied to obtain squared-range differences.
Equation (41) can also be obtained by first dividing both sides of (39) by (42) and then choosing as the reference and subtracting it from the first m -2 equation in (42), which gives exactly (41) .
Clearly, in both cases of double differencing, one equation is consumed to cancel the clock offset b c and another one for the nonlinear term c. Therefore, double differencing should not be applied to a ToA/RSS system that does not have a clock offset, i.e., single differencing is already enough to obtain a set of equations that contains only x u as the unknown; see (38) .
In contrast to (34) , the SOF methods with double differencing are characterized by the following choices: (43) (44) and B D = C D = 0. The methods that belong to this subcategory include the ones in [6] , [11] . In [6] the author first introduced the method for a consistent set of equations with dim(y) = m = dim(x u ) + dim(b c ) = n and then dealt with the overdetermined case with m > n. Note that only in the overdetermined case, the method belongs to SOF methods, while in the consistent case, it belongs to MOF methods, which will be covered later in Section V-B.
4) Relating SOF methods:
If two sets of equations can be linearly related, the corresponding solutions can be seen as obtained using different measurement weighting schemes and therefore are equivalent. Let us check this point by first assuming another set of equations, in contrast to (34) . Hence, two sets of equations, that can be linearly related by any invertible transformation matrix, provide equivalent solutions, with the specific choice of (47).
Our case is more complicated, because T is not invertible. For example, in (38) , the numbers of equations and unknowns are both reduced by one, as compared to (37) . The matrix, transforming (37) to (38) , then takes the form Tutorial: Range-Based Algorithms (50) which is noninvertible.
However, it can still be proved that when W′ D , the weight matrix for (38) , is related to W D , the weight matrix for (37), as ; these two sets of equations provide identical LS solutions. The proof can be done by rigorously computing the expressions of the LS solutions for x u in the two cases, which takes quite cumbersome calculations and is therefore not shown in this review. Interested readers can complete the proof using the block matrix inversion lemma [53] .
To this end, it is clear that all the mentioned SOF methods are linearly related and provide identical solutions with special choices of weight matrices; see (47) . In general, these methods can be seen as realizations of a unique method with different weighting schemes.
B. MOF METHODS
The MOF methods employ more than one objective function, and the corresponding estimator is, in general, not a minimizer for any of the employed objective functions, but a "combination" of them. As a result, the MOF methods and the SOF methods are generally not equivalent. Currently, there exist two types of MOF methods, which are reviewed in the following:
1) MOF Type I: Recall from (35) and (32), the simplified and rigorous LS solutions to the squared-range equations are obtained by minimizing two different objective functions and the corresponding solutions then take the forms: (51) (52) where and . The rigorous LS solution (52) can be found by searching for a stationary point of the Lagrange function: (53) which cannot be obtained noniteratively without simplification, due to the presence of a nonlinear constraint f(x D ) = 0. Rather than directly using (51) as the final solution like the SOF methods do, the MOF methods derive the estimators by combining the following equations: (54) (55) where in (54) one of the unknowns in x D , assumed as x D,k , is used to represent all other unknowns. As is a linear function of that is also a linear function, which can be further written as . Combining the above two equations gives (56) In positioning problems, the above equation is quadratic [6] - [8] , [12] - [14] , [17] , [18] , and two possible solutions of can be obtained. Together with (54) , two sets of (part of x D ) can be calculated, and the final solution can be chosen as (57) where F(x u , b c ) is the LS objective function defined in (11) .
In case of an overdetermined system (7) with m > n, the MOF estimator (57) is not equivalent to the rigorous solution (52) . Nevertheless, with a consistent set of equations, (57) and (52) In [7] , Bancroft used the squared-range equations (37) for estimation, and the constraint takes the form . This method was introduced for both overdetermined and consistent cases, i.e., m ≥ n. In . Note that b c is canceled in this case, and the authors made the assumption that the reference transmitter is placed at the origin, i.e., x r = 0. Later double-range differences are used in [17] to form a consistent set of equations, and the constraint in use is equivalent to . Similar methods can also be found in [6] , [12] , [13] , [14] , [18] .
The mechanics of these MOF methods can be summarized as a process with two major steps:
1. Obtain a linear relation by means of minimizing , 2. form a quadratic function , based on the linear relation and the corresponding constraint to solve , and then, .
The linear relations in the first step of the MOF methods that follow the above mechanics are equivalent, irrespective of whether they are obtained from squared ranges, squaredrange differences, or squared range-differences. In the sec-Yan et al. In the consistent case, these MOF methods with different constraints are equivalent. However, in general when the system is overdetermined, MOF Type I methods with different choices of the constraint are not equivalent. The best choice for x c in (61) is obviously x c = x u . In this case, the problem is linear with the nonlinear term χ = 0, and the MOF Type I method gives a rigorous LS estimator to (34) . In practice, however, it is not possible to choose x c = x u because x u is not known.
2) MOF Type II: Another type of MOF method, e.g., [24] , does not follow the mechanics described above. This method, however, can be seen as an improved version of the methods in [19] - [23] , where the squared-range differences (38) are used. Because [19] - [23] all deal with ToA/RSS systems with B D = 0, the method in [24] will be reviewed with this type of system first.
Grouping (38) with , and with , one can formulate two solutions:
and subject to:
where w 1 and w 2 equal to and , respectively. Moreover, it is assumed that there is no correlation between and .
Assuming the above two solutions are equal, one can obtain three closed-form solutions for x u , and one of them is equivalent to the SOF solution. Similar to the MOF I method, the final solution should be picked as the one that corresponds to the smallest F(x) in (11) . Note that the requirement for this method to work is m > n [24] .
In fact, the method in [24] can be improved, because the assumption that is not very realistic. The covariance, however, becomes very small with a specific choice of the reference. By choosing the average instead of , the covariance becomes (64) which is negligible for a large m. Note that the unknown in (62) and (63) then becomes and , respectively, and the constraint becomes In TDoA cases, the method can work in a similar way as described for the ToA/RSS case. However, we suggest not to use this method in TDoA cases, because it still may suffer from numerical problems, just like the SOF methods. Hence, the details for the method to work in TDoA cases are not reviewed here in this article.
C. GEOMETRIC INTERPRETATION
1) SOF methods:
The geometric interpretation of the SOF methods is probably best revealed with squared-range differences for ToA/RSS systems and with double differences for TDoA systems, where x u is the only unknown. Because in both cases, the equations are linear in x u , they represent lines in two-dimensional (2-D) cases or planes in 3-D cases. Here, the interpretation is only given for 2-D for a better demonstration.
Take the ToA/RSS case in Figure 1 as an example, line l i (i = 1, 2) is defined by the two intersection points of the circle centered at x i and the circle centered at x 3 . Assuming x r = x 3 , the perpendicular distance from x r to line l i can be expressed as (65) The unknown position then can be located at the intersection of all these lines, when the system is consistent or measurements are error free. In an overdetermined system with measurement errors, these lines generally do not intersect Tutorial: Range-Based Algorithms at a unique point. The geometric interpretation should then consider Figure 2 , with a slight difference that the manifold A(.) should be linear.
The calculation of l i is simple but should be done considering two different situations , 1) 2) with d i the true distance between x i and x u . Thus, together with (65), the following equation can be obtained (66) which is identical to the error-free version of (38) , with b c = 0 for ToA/RSS cases.
In TDoA cases, each line is defined by the intersections of two hyperbolas. In [17] , the equations linear in x u that correspond to these lines are found based on the fact that, for any point x u on the hyperbola i, the ratio between the distance from x u to x r (the common focal point for all i, e.g., x r = x 2 in the case of Figure 1 ) and the distance from x u to the directrix (plane) is the eccentricity of the surface (see Figure 4) . This gives (67) where is the eccentricity of hyperbola i, represents the (perpendicular) distance from x r to the directrix, and is a unit vector pointing from x r to the directrix. Any two of the equations defined by (67) can be used to cancel the left-hand side term . Picking rr = m -1 as the reference and subtracting it from all other equations gives a set of m -2 linear equations (68) which, after rearranging, is identical to the error-free version of (40) .
2) MOF methods Type I: Here the geometric interpretation for the MOF method in [7] is shown for a 2-D ToA/RSS system with . In this case, (54) can be written in the form (69) where x u,1 , x u,2 are the Cartesian coordinates of the user position, i.e., and a i , b i are known constants. Clearly, (69) represents two circles in the x u,1 -x u,2 plane, centered at and , with radius and , respectively. The two intersections represent two possible solutions, and the final estimate is chosen based on (57) .
In a fully determined system, with m = n = 2, these two circles intersect at two points that are exactly the two intersections of the two measurement circles, centered at x 1 and x 2 with elements in y _ as radius; see Figure 5 . Without additional information about the unknown user position x u , it is not possible to tell which intersection point corresponds to the true position of the user, because they both satisfy F(x) = 0, with F(x) defined in (11).
Figure 4.
According to plane geometry, quadratic curves (where x u lies) can be defined in terms of a focal point (in our case, x r ), a directrix, and by their eccentricity. The directrix is a line in the plane, and the eccentricity represents the ratio of the distance of a point on the curve to the focus and the directrix. The generalization to three dimensions is made by considering the directrix to be a plane. Here n i is a unit vector pointing from x r to the directrix. Please note that this example only applies to the TDoA case.
Yan et al.
When m = 3 > n = 2 and e _ = 0, it is much easier to pick the final solution, because, in this case, the five circles, including two circles of (69) and three measurement circles, intersect at a unique point, which is the true user position; see Figure 6 .
3) MOF methods Type II: Here, the geometric interpretation for an inconsistent ToA/RSS-based system is given in Figure 7 .
The column vectors of the matrix A D span a linear manifold in , which is the range space of . Without loss of generality, it is assumed that x r is at the origin. The estimated residual is expressed as (70) where the expression for is obtained by taking the firstorder derivative of either (62) or (63).
According to Section V-B2, three values of can be obtained noniteratively, and one of them is equal to zero. With is an orthogonal projector, and is orthogonal to . In this case, the solution follows from finding the vector , which has the least distance to y D . This is identical to the solution of the SOF methods where no constraint is considered. In cases of , the residual vector is not orthogonal to , and the corresponding solution is different from the SOF estimate.
In the consistent cases, y D lies in , and one always has .
D. ERROR ANALYSIS
1) Bias and variance:
For the SOF methods, the expressions for the first and second moments of a linear LS estimator are rather simple. In case of an error-free design matrix F D
which can be directly used for, e.g., ToA/RSS cases. In TDoA cases, however, the design matrix contains measurements y _ . The derivations for the first and second moments of then become much more complicated, and some approximations are required. The details of the expressions in TDoA cases are skipped in this review, and interested readers can find the relevant results in [11] .
For the MOF methods, the error analysis of the corresponding estimators is not available in the literature yet. One possible way to derive the MSE is to follow the general way described in Section III-D. This part, however, is left for future research and is not included here. Tutorial: Range-Based Algorithms 2) Optimality: Taking (37) as an example, one has , and hence:
With the assumption that follows a Gaussian distribution, i.e., , one has
where represents a noncentral chisquare distribution. Equation (74) shows that the measurements used by the direct methods are biased, and the PDF of the measurement vector is not elliptically contoured. This means the corresponding estimator is biased [see (71)], and the solution is neither equivalent to the ML estimator nor achieving CRLB, even with µ e,i = 0 and . In this sense, the direct methods do not provide optimal solutions. However, the direct methods are still very attractive for their low complexity, and a comparison of computational costs is given in Section VII. The outcomes of the direct methods can be used in two ways:
1. As initial estimates for the iterative methods, which usually leads to the same position estimates as if the true positions were fed to the iterative methods. This is shown at least with all the validation setups used in this paper; see Section VIII-D.
2. Directly as final results, when the direct and iterative methods provide estimators with minor difference in accuracy. For example, in case the measurement STD is less than 5 cm, the RMSE difference between estimates from direct methods and the Gauss-Newton method are less than 2.5 cm (Figure 11 ).
In practice, how to use the direct methods, of course, depends on the applications and how the users want to balance between computation cost and accuracy. Moreover, is still a valid choice, as the measurements with larger variances are given less weight during estimation.
E. COMPARISON OF DIRECT METHODS
A comparison of the reviewed direct methods can be done based on their basic principles. The SOF methods are widely documented in the literature [6] , [9] - [11] , [15] , [16] , [19] - [23] , where these methods are essentially equivalent. These methods are mutually related through their measurement weighting schemes, and they share the following strong and weak points:
C Strong point: The final solution is uniquely obtained from a set of linear equations. As compared to the MOF methods, no extra quadratic equation needs to be solved, and there is no need to check certain criteria to pick the final estimate out of several candidates.
C Weak point: The nonlinear constraint is neglected (loss of information). Thus, the SOF methods work only with a redundant set of equations (7), where m > n. Moreover, the SOF methods may face numerical problems in TDoA systems, as for instance an inverse of a close-to-singular matrix. This will be shown later in Section VIII.
The reviewed MOF methods include Type I [6] - [8] , [12] - [14] , [17] and Type II [24] , which are, in general, not equivalent to each other. The first type of MOF methods has the following characteristics:
C Strong point: The constraint is (partially) exploited.
C Weak point: In contrast to SOF methods, one extra step of solving a quadratic function is required to obtain two candidate estimates, from which the final estimate is chosen with certain criteria.
The second type of MOF method has the following strong and weak points:
C Strong point: Improvement on accuracy is achieved noniteratively, as compared to SOF methods, by combining multiple solutions that exploit the nonlinear constraint.
C Weak point: This method can only deal with the overdetermined case m > n, and the final solution is selected from three candidates obtained by solving an extra function.
A summary of the reviewed direct methods is given in Table 3 .
VI. 1-D ItErAtIVE MEtHODs
Based on the discussions in the previous section, the SOF methods and the MOF methods are capable of finding the position estimate noniteratively. However, with the employed simplifications, neither SOF methods nor MOF methods provide rigorous LS solutions to the squared-range equations with or without differencing.
In this section, two different types of iterative techniques that bring improvements on estimation accuracy are reviewed:
1. The first type estimates the position by solving (76).
Through eigenvalue decomposition, the solution is found by determining the roots of a high-order polynomial.
2. The second type first transforms the multidimensional positioning problem to a 1-D optimization problem and then iterates.
The interesting feature of both iterative techniques is that the solution is obtained with only 1-D iterations (1DI), i.e., during the iterations, only one single parameter needs to
be calculated and updated. The advantages of 1-DI are twofold:
1. The computations in each iteration, compared to a full n-D iterative case, are reduced by a factor of up to 1/n [27] , [28] .
2. The heavy computations required by the evaluation of in the Newton method is greatly relieved with dim(x) = 1. Thus, one can enjoy the quadratic rate of convergence brought by the Newton method with much less computations than in the case of dim(x) = n.
A. 1DI TYPE I
The methods introduced in [25] , [26] improve the direct methods by fully exploiting the nonlinear constraint f(x D ) = 0, and the solution is obtained exactly as (32) (75) which can be obtained by searching for a stationary point of (76) The procedure can be described as follows:
1. Taking the partial derivative of (76) with respect to x D and setting it to zero gives an expression of in . By means of eigenvalue decomposition, each element of can be further written as an explicit expression in , i.e.,
, k = 1,..., dim(x D ).
2. Taking the partial derivative of (76) with respect to l and setting it to zero gives .
Plugging into
gives an explicit highorder polynomial in , which can be solved with the re- (39), [15] , [16] and SOF: double differencing Eq. (41), [6] , [11] and c is canceled MOF I: [6] , [7] , [12] - [14] , [18] Can be characterized as all the listed SOF methods MOF II: Eq. (62), (63), [24] Same characterization as SOF single differencing Eq. (38) Tutorial: Range-Based Algorithms viewed iterative search techniques. With the single unknown l in this step, the iteration is performed in 1-D.
4. Once is available, can be obtained via .
The identical result can also be obtained without the eigenvalue decomposition in step 1, but the explicit polynomial in l in step 3 cannot be obtained, and the solution needs to be calculated iteratively with full dimensions.
B. 1DI TYPE II
The idea of another type of 1DI method, introduced in [27] , [28] , can be described in general terms as follows:
1. Obtaining a mapping between and a scalar parameter z: x = L(z), with L : R → R n and plugging the relation into (7) gives (77) 2. The LS solution to (77) is obtained as (78) If the mapping x = L(z) is error free, the estimator (78) is better than (11) , in both the sense of accuracy and computational complexity, because the objective function in (78) contains less unknowns than (11) due to the additional information x = L(z). Note that one reduces computational complexity most when z is a scalar (1-D vector) . Now the unsolved issue is how to find the mapping L(z) in step 1. In practice, an error-free mapping is usually not available, but for a positioning problem, one can always estimate it using the data at hand based on the SOF methods. Hence, the mapping in step 1 becomes L(z, e _), which contains measurement errors, and (78) becomes (79) Note that the first step of the Type II 1DI method is identical to the SOF methods or the first step of the Type I MOF methods. However, in the second step of the Type II 1DI method, the single parameter is iteratively estimated using the full nonlinear model (77). In this way, improvement on the accuracy is achieved.
Another issue to be discussed is how to choose the scalar z. In [27] , [28] , the author suggests to choose z as the coordinate along the worst precision direction, which can be done using the eigenvalue decomposition [27] . However, the decomposition can be simply skipped by directly choosing the coordinate along the zenith direction (the height) [28] , which typically is of worst precision in on-Earth satellite navigation and also in typical indoor positioning applications, where the room heights are generally smaller than lengths and widths.
C. COMPARISON AND ERROR ANALYSIS
Both of the two types of 1DI methods provide possible estimation accuracy improvements over the direct methods, but their differences can be described as follows, with respect to estimation accuracy and computational complexity.
1. Accuracy: The estimator of the Type I 1DI method, obtained with successful convergence, closely approximates the rigorous LS solution to (31) . The estimator of the Type II 1DI method, however, is not a strict LS solution to the original problem (7), due to the estimation errors in .
2. Complexity: The eigenvalue decomposition is skippable with the Type II 1DI method to obtain a solution with 1DI but is necessary for the Type I 1DI method. In general, the decomposition itself is a nonlinear problem, and it has to be solved iteratively for a m × m matrix with m ≥ 3. In [25] , [26] , the matrix to decompose is of 5 × 5 and 4 × 4 for 3-D TDoA and ToA/RSS positioning, respectively.
The error analysis for both types of 1DI methods can be done by following the general way described in [49] . The results can be found respectively in [26] for Type I (with simplifications) and [28] for Type II, which are quite complicated and therefore not included in this review.
VII. cOMPUtAtIONAL cOsts
In general, the computation costs of different methods within a group, i.e., ID, direct, and 1DI methods, are similar, but the exception is the MOF II method, which takes more computational cost than other direct methods. The computational cost differences between different groups are quite obvious. Taking the Gauss-Newton method and a direct method, for example, in each iteration of the Gauss-Newton method, the computational cost is very close to a direct method. Then for k iterations, the computation cost of the Gauss-Newton method is k times of that of a direct method. The comparison of a direct method to a 1DI method is that a direct method does not iterate at all, i.e., no 1-D iterations. The comparison between the Gauss-Newton method and a 1DI method is that in each iteration, a 1DI method iterates on only one parameter and thus takes about 1/n computations compared with an ID method.
In this section, the computational costs of the SOF method [54] , the MOF Type I method [7] , the 1DI Type II method [28] , and the Gauss-Newton method are addressed in detail.
The flop counts for the SOF method and for the MOF Type I are given as where we have assumed diagonal weight matrices. Please note that the evaluation of (57) is a big contributor in (81) and (82). In fact, the MOF I may have two candidates that are equal, and there might be other ways to pick the final solution than (57) . Hence, the computations related to (57) may be skipped or reduced.
The derivations of (80) to (82) can be done based on the flop counts derived for the Gauss-Newton method and the 1DI Type II method in [28] :
where k is the number of iterations. Please note that here n is the dimension of x, whereas in [28] n is the dimension of x u . Moreover, the 1DI Type II method requires some computations to complete the transform stage, which requires (onetime) computations similar to the SOF method but with one less unknown parameter, which corresponds to n 3 /3 + 2mn 2 + 2n 2 + 7mn + 4m + 3n -2/3 in (83) to (84). In Figure 8 , an example is given with m = 5, n = 4 (TDoA), n = 3 (ToA/RSS), and k = 5. The results are as expected that the SOF method is the most simple one, the MOF Type I method takes a bit more computations (worst case with two different candidates), the 1DI Type II method is a bit more computationally costly than the MOF Type II due to iterations, and the Gauss-Newton method is the most complicated, which takes about k times the computations of the SOF method.
VIII. PrActIcAL rEsULts
A. SYSTEM SETUP
The radio system used to generate range results to demonstrate the performance of the reviewed algorithms, consists of one transmitter and one receiver, i.e., the system is only capable of 1-D ranging. These limitations arise from the size, price, and availability of the system hardware. The setup of the radio UWB system is shown in Figure 9 .
The generator fires a Gaussian-like pulse with a duration of 50 ps. A 6-dB attenuator is placed before the transmit antenna to avoid multiple antenna reflections. The receiver part includes a sampling oscilloscope, a sampler unit, and a PC. The sampling oscilloscope controls both the sampling unit and the pulse generator with trigger pulses, implying that the transmitter and the receiver are synchronized. The sampling unit samples the received signals using a stroboscopic sampling mechanism [55] , which has a virtual sampling rate of 100 GHz. A bandpass filter in the 3-20 GHz bandwidth to reduce out-of-band interference and noise and the LNA, working in the band between 0.1 GHz and 12 GHz, follow the receiver antenna. As a result, it is possible to cover the bandwidth between 3.1 GHz and 10.6 GHz allowed by the FCC for UWB radio transmissions [56] . Both the transmitter and the receiver use vertically polarized, omnidirectional biconical antennas.
The channel impulse response (CIR) h(t) is estimated by deconvolving the received signal in the frequency domain using the inverse filtering technique. Here, the spectrum of the received signal is divided by the one of the reference signal, measured at a distance of 1 m, in the absence of reflections. In this way, it is possible to take into account the transmit and receive antenna transfer functions and the characteristics of the other system components. The divi- Setup for UWB radio system. Tutorial: Range-Based Algorithms sion is done only for the parts of the spectrum within the frequency band of interest. The rest of the spectrum is filled with zeros. Taking the complex baseband inverse fast Fourier transform, the complex impulse response of the channel is obtained. To reduce the leakage problem when transforming the signal back to the time domain, a Hamming window is used, which provides sidelobes less than −43 dB. Note that the inverse filtering and the Hamming window are applied for easy and fast processing of the data.
The ToA is determined as the arrival time of the first path of the CIR. The first path is defined here as the first local maximum of the envelope of the estimated channel, with an amplitude within 20 dB from the strongest peak. The distance between the transmitter and the receiver is then computed using (3).
The measurements were carried out in the faculty building of EEMCS of Delft University of Technology. Both the transmitter and the receiver antenna are placed 1.5 m above the floor. The distances between the transmitter and the receiver are between 2 m and 15 m, and 400 LoS measurements are collected in total. The corresponding true distances, measured with a Disto laser, are also recorded.
As the UWB radio measurement system is restricted to a single link (1 Tx, 1 Rx, synchronized), a 3-D positioning system is created virtually. Without loss of generality, the receiver is placed at the origin. From the total of 400 range estimates, a subset of five estimates is randomly chosen. For the ith transmitter, spherical coordinates (d i ,  i , f i ) are assigned (see Figure 10) , where  i and f i are randomly chosen from the intervals shown in Table 4 . In this way, problematic geometries that make the positioning unsolvable, e.g., with all transmitters on a line, are avoided.
B. RANGING RESULTS
1) ToA:
The range error STD, calculated as (87) considering all 400 measurements obtained with a fixed bandwidth B, is given (compare the values in Table 5 ).
C. RECEIVED SIGNAL STRENGTH
The values for  S , n p , and the STD of the range errors obtained under several of the tested bandwidths are summarized in Table 6 .
D. POSITIONING RESULTS
The tested methods include the SOF method, the MOF Type I method with , the MOF Type II method, the 1DI methods (both types), and the Gauss-Newton method. The empirical RMSE curves are plotted in Figure 11 for the ToA case and in Figure 12 for the TDoA case. On the horizontal axis, the range error STD is given.
In the ToA case, the Gauss-Newton method and the 1DI Type I method give best performance, because they closely approximate rigorous LS solutions to the corresponding models. The 1DI Type II method performs slightly worse than the rigorous solutions but still better than the direct methods. The MOF Type II method brings improvements compared with the SOF method, but the absolute improvement is not very large because the ranging errors are only of the centimeter level. With very precise range measurements (nearly) any method can achieve accurate positioning results; differences start Yan et al.
to occur when it gets tougher with noisier measurements. In [24] with decimeter-level or even meter-level RSS ranging accuracy, the improvements are much more obvious; see Figure  12 . The MOF Type I special (marked by "special" in Figure  11 ) performs very well with x c chosen as the origin (exactly as x u ), because in this case the MOF Type I solution is rigorous. On the contrary, the MOF Type I method performs worst with a regular choice of . Again, we should note that in practice, it is not possible to choose x c equal to x u . In practice, x c can be obtained in a similar way as how an initial estimate is picked: 1) as the outcome of a SOF method or 2) as the geometrical center of the transmitters if one wants to reduce as much as possible the computation load.
In the TDoA case, the design matrices of the SOF method and the MOF Type II method are close to singular. The RMSEs of their estimates are hundreds of meters and are not shown in Figure 13 . Other tested methods behave in a similar way as in the ToA case, only that the differences between various estimates are very small. Moreover, for the MOF Type I method, different choices of constraints hardly affect the final estimates. In Figure 13 , we show the result obtained with default choice .
E. INITIAL ESTIMATE
For the iterative methods, i.e., the Gauss-Newton method and the 1DI methods, we have tested two different ways to obtain an initial estimate:
1. use the true values, 2. use the outcome of the MOF I [7] . The main reason is that this method works for both ToA/RSS and TDoA systems. Please note that for the 1DI Type I method, the initial estimate is always chosen as 0; see [25] , [26] .
Figure 12.
RMSE of the estimates obtained using the actual RSS UWB data, for SOF and MOF Type II methods.
Figure 10.
Spherical coordinates of a single measurement. The receiver is at the origin and the transmitter at (d, , f).
Figure 11.
RMSE of the estimates obtained using the actual ToA UWB data for different methods.
Figure 13.
RMSE of the estimates obtained using the actual TDoA UWB data for different methods.
Tutorial: Range-Based Algorithms
Results show that exactly the same position estimates are obtained in either way. Moreover, using the outcome of a direct method as the initial guess makes the iterative methods converge faster than directly using the true values. This is due to the fact that the outcome of a direct method is in general closer to the final LS estimate, and this point is also verified in [57] . So, using the direct method to calculate the initial estimate for the iterative techniques is a very promising way.
IX. sUMMArY
In this tutorial paper, range-based positioning algorithms are reviewed, including ID methods, direct methods, and methods with 1DI.
The traditional ID methods are widely used in nonlinear estimation problems. They iteratively approximate a strict LS solution with an accuracy achieving the CRLB, in case of convergence. The drawbacks of these methods are that 1) the final estimates are obtained iteratively, i.e., no closedform analytical expressions are available; 2) these methods all require an initial estimate to start with, which can be quite tricky for some applications, e.g., indoor localization.
One of the possible ways to provide an initial estimate for the ID methods is to use a direct method, which provides a closed-form solution without any iterations. In this paper, two major types of the direct methods, namely SOF and MOF methods are reviewed. It has been shown that the SOF methods are strictly identical with a specific choice of the weight matrices. Compared with the ID methods, the advantage of the direct methods is clearly their simplicity (and small computational load), which however is achieved at the price of reduced accuracy.
There is also a third group of methods, referred to in this paper as 1DI methods, which solve the problem with only 1DI. These methods, on the one hand, provide better accuracy than the direct solutions, and on the other hand, require less computations than applying ID methods directly to the positioning problem. The Type I 1DI methods even approximate rigorous LS solutions to squared-range equations, which approximate the CRLB [26] , but it requires a step of eigenvalue decomposition, which is itself a nonlinear problem that needs to be solved iteratively in general.
A full summary of all reviewed methods can be found in Table 7 , concerning computational complexity, positioning accuracy, and requirements on the number of measurements. It should be pointed out that for a consistent system, there is no need to resort to iterative techniques and one should always use the Type I MOF methods, because the LS residual is zero.
This tutorial paper was written with the intention of helping system designers and researchers have a better understanding of the existing range-based positioning algorithms, their inter-relations, and their performance so that a balance between computational load and positioning accuracy can be found and the choice for a method can be made, according to the requirements set by the application at hand.
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