Abstract. Given a degree k, genus g cover f : C → P 1 , a line bundle L on C pushes forward to a rank k vector bundle f * L on P 1 . The splitting type of f * L gives rise to a natural stratification of Pic d (C), which is a refinement of the stratification by Brill-Noether loci W r d (C). We prove that for a general f : C → P 1 in the Hurwitz space, these strata are smooth of the expected codimension. This determines the dimensions of all components of W 
Introduction
Brill-Noether theory characterizes the maps of general curves to projective space. Degree d maps of a curve C → P r correspond to line bundles in the Brill-Noether locus
A fundamental theorem in the theory of algebraic curves is the Brill-Noether-Petri theorem [10, 9] , which says that for a general curve C of genus g, [3] , which they later extended to α dividing r or r + 1 [4] . In [18] , Pflueger proved that for general k-gonal curves, Our key insight is to rephrase these questions in terms of splitting loci. This captures more precise information that leads to substantial results about the geometry of W r d (C) for general k-gonal curves C. Namely, we determine dimensions of all components and that they are smooth away from further degenerate loci. We work on the Hurwitz space H k,g parametrizing smooth degree k, genus g covers f : C → P 1 over an arbitrary field of characteristic not dividing k. Given a line bundle L on such a curve C, the push forward f * L is a rank k vector bundle on P 1 . By Riemann-Roch, the degree of the push forward is
Every vector bundle on P 1 is isomorphic to O(e 1 ) ⊕ · · · ⊕ O(e k ) for some collection of integers e = (e 1 , . . . , e k ) with e 1 ≤ · · · ≤ e k . We call such a collection e the splitting type and abbreviate the corresponding sum of line bundles by O( e). We then define Brill-Noether splitting loci by Σ e (C, f ) :
Geometrically, line bundles in Σ e (C, f ) correspond to maps of C into the rational scroll PO( e) ∨ → P 1 compatible with f . The expected codimension of Σ e (C, f ) is defined as u( e) := h 1 (P 1 , End(O( e))) = i<j max{0, e j − e i − 1}.
The specialization of splitting types follow certain rules. Given two splitting types e ′ = (e Σ e (C, f ) = e maximal: h 0 (O( e))≥r+1 Σ e (C, f ), where | e| = e 1 + . . . + e k . The maximal splitting types among those with r + 1 global sections have a "balanced plus balanced" shape and are uniquely determined by the number of nonnegative summands. When the rank and degree are understood, we define w r,ℓ to be the splitting type with r + 1 − ℓ nonnegative parts that is maximal among those with r + 1 global sections (see Lemma 2.2) . In terms of these splitting loci, we can rewrite Pfleuger's formula (1.1) suggestively to see
The following example demonstrates the more subtle geometry splitting loci capture.
Example 1.1. Suppose f : C → P 1 is a general trigonal curve of genus 5. By (1.2), the push forward of a degree 4 line bundle on C is a rank 3, degree −3 vector bundle on P 1 . The diagram below describes the partial ordering of splitting types in the stratification of Pic 4 (C) by Brill-Noether splitting loci.
(−1, −1, −1)
We have
. Meanwhile, the Brill-Noether locus W 1 4 (C) consists of two (intersecting) components, which are distinguished by splitting type of the push forward. If H is the trigonal class and K is the canonical divisor, we have
We recognize these splitting types as w 1,1 = (−2, −2, 1) and w 1,0 = (−3, 0, 0). Finally, the splitting locus Σ (−3,−1,1) (C, f ) is the intersection of the two curves above. If p 0 and q 0 denote the unique pair of points such that p 0 + q 0 ∼ K − 2D, the intersection consists of the two points
The enumerative geometry of this example will be revisited in Example 5.3.
Our main result determines the dimensions and smoothness of all Brill-Noether splitting loci for general points of H k,g . Theorem 1.2. Let f : C → P 1 be a general point of the Hurwitz space H k,g of degree k genus g covers. Let d be any integer and let e = (e 1 , . . . , e k ) be a collection of integers with e 1 +. . .
Remark. Since it has the expected codimension, the class of Σ e (C, f ) is determined by the universal splitting degeneracy formulas of [16] (see Example 5.3).
Our proof bounding the dimension of Σ e (C, f ) utilizes limits on a degeneration to a chain of elliptic curves, each mapping with degree k to a chain of P 1 's. Rather than studying which limit linear series are degenerations of linear series with a given splitting type, we study limits of endomorphisms of the push forward to prove
which implies the result without reference to specific splitting types. The main technical difficulty is characterizing independence of certain compatibility conditions for two nodes living on the same component. Explicit descriptions of limits on this degeneration capture details of the deformation theory to prove smoothness. Finally, to show that the expected splitting loci are non-empty, we show enumerative formulas for their classes are non-zero. In general, these formulas are difficult to compute, but a trick exploiting the combinatorics of splitting stratifications allows us to determine their positivity from a single simple calculation. As a special case, Theorem 1.2 determines the dimensions of all components of W r d (C), thereby answering Question 1.12 of [18] and giving a new proof of the main theorems in [12, 18] . In other words, splitting loci explain the different dimensions of components of W r d (C) when C is a general k-gonal curve. For example, when f : C → P 1 is a general trigonal curve of genus 6, we have w 2,1 = (−4, 0, 0) and w 2,2 = (−3, −2, 1), so
We have u(−4, 0, 0) = 6 so dim Σ (−4,0,0) = 0. This corresponds to the isolated g 1 4 associated to C ⊂ P 1 ×P 1 as a curve of bidegree (3, 4) . On the other hand, u(−3, −2, 1) = 5 so dim Σ (−3,−2,1) = 1, corresponding to the g 1 3 plus any base point. Remark. Upon completing this manuscript, the author learned that Cook-PowellJensen have a simultaneous and independent proof that Σ w r,ℓ (C, f ) has a component of the expected dimension [2] . This paper is organized as follows. In Section 2, we recall the splitting behavior of families of vector bundles on P 1 and describe its application to Brill-Noether splitting loci. Assuming Theorem 1.2, Corollary 1.3 follows from the combinatorial structure of splitting loci stratifications. Section 3 bounds the dimension of Σ e (C, f ) from above by considering a degeneration to a chain of elliptic curves. Further analysis on this degeneration yields a proof of smoothness in Section 4. Finally, in Section 5, we prove existence of Brill-Noether splitting loci by showing enumerative formulas for their expected classes are non-zero.
Acknowledgements. This work was inspired by Geoffrey Smith, who introduced the notion of Brill-Noether splitting loci in a seminar at Stanford and asked if the author's results in [16] 
Splitting loci
The Grothendieck-Birkhoff theorem states that every vector bundle on P 1 splits as a direct sum of line bundles O(e 1 ) ⊕ · · · ⊕ O(e k ) for some collection of integers e = (e 1 , . . . , e k ) with e 1 ≤ · · · ≤ e k . We call such a collection e the splitting type and abbreviate the corresponding sum of line bundles by O( e). Let B be a scheme and π : P 1 × B → B the projection. Given a vector bundle E on P 1 × B, the base B is stratified by splitting loci of E, defined by
The list of integers h 0 (P 1 , O( e)(m)) for m ∈ Z determines the splitting type e: In fact, the multiplicity of O P 1 (−j) as a summand of E is equal to the second difference function evaluated at j of the Hilbert function m → h 0 (P 1 , E(m)) (see e.g. [8, Lemma 5.6] ). In families, uppersemicontinuity of cohomology on fibers of π constrains which splitting types can specialize to others. Given two splitting types e = (e 1 , . . . , e k ) and e ′ = (e Recall that the expected codimension of Σ e (E) is
which is the dimension of the deformation space of O( e). In general, Σ e (E) is always closed, but need not be the closure of Σ e (E). However, in the case that all splitting loci have the expected dimension, the following lemma shows Σ e (E) is the closure of Σ e (E). Thus, no confusion should result from this notation.
Lemma 2.1. Let E be a vector bundle on π : P 1 × B → B with B irreducible. If Σ e (E) is non-empty, then every component of Σ e (E) has at least the expected dimension. In particular, if all Σ e (E) have the expected dimension, then Σ e (E) is the closure of Σ e (E).
Proof. Let E be the universal bundle over the moduli stack B of vector bundles on P 1 bundles. Then Σ e (E) has codimension u( e) and Σ e (E) is its preimage under the induced map B → B. Codimension can only decrease under pullback so codim Σ e (E) ≤ u( e). This applies on any open set of B, so every component of Σ e (E) has at least the expected dimension. If all splitting loci have the expected dimension, every component of Σ e (E)\Σ e (E) has dimension less than the expected dimension of Σ e (E). Thus, all of Σ e (E)\Σ e (E) must lie in the closure of Σ e (E).
We now realize the Brill-Noether splitting loci defined in the introduction as splitting loci of a vector bundle on
Let f : C → P 1 be a degree k, genus g cover and consider the following commuting triangle
, that is, a line bundle with the property
In other words, the Brill-Noether splitting loci defined in the introduction are the splitting loci of E:
and Σ e (C, f ) = Σ e (E).
Note that by Riemann-Roch, the degree of E on a fiber of π is
It follows from the definitions that
That is, to characterize contributions of splitting loci to W r d (C) we are interested in splitting types that are maximal with respect to the partial ordering among those satisfying h 0 (O( e) ≥ r + 1.
As Pflueger points out in [18, Remarks 1.6 and 3.2], the codimension g − ρ(g, r − ℓ, d) + ℓk is quadratic in ℓ, achieving its minimum at ℓ 0 = 1 2 (g − d + 2r + 1 − k). Our lower bound r + 2 − k is the same distance from the minimum ℓ 0 as Pflueger's upper bound g − d + r − 1. From this, it is not hard to see that the minimum over ℓ in our range is the same as Pflueger's minimum.
consists of entirely negative summands. Of course, this is well-defined only when
First we show every e with h 0 (O( e)) ≥ r+1 is less than w r,ℓ for some ℓ. We may write O( e) = N ⊕ P where N consists of negative summands, and P consists of nonnegative summands. If h 0 (P ) > r + 1, then the splitting type obtained from e by decreasing the largest summand by one and increasing the lowest summand by one is more balanced than e and still has at least r + 1 sections. Hence, it suffices to consider the case h 0 (P ) = r + 1. Then, e ≤ w r,ℓ for ℓ = deg P . By construction, the only splitting types more balanced than w r,ℓ are obtained from w r,ℓ by lowering a summand in B(r + 1 − ℓ, ℓ) and raising a summand in B(k − r − 1 + ℓ, d
′ − ℓ). This produces a splitting type with less than r + 1 global sections unless ℓ > 0 and B(k − r − 1 + ℓ, d
′ − ℓ) has a summand of degree −1. In that case, we see w r,ℓ < w r,ℓ−1 . Thus, w r,ℓ is maximal precisely when ℓ = 0 or all summands of
Finally, the expected codimension of w r,ℓ is
Example 2.3. The following table lists the "balanced plus balanced" splitting types of rank 5 and degree −4 with at least 4 global sections. The first three are maximal.
Notice that w 3,3 < w 3,2 in the partial ordering, showing necessity of the condition
Moreover, there is at least one component of dimension g − 11 and at least two components of dimension g − 12 when these quantities are nonnegative.
Assuming the main theorem, Corollary 1.3 now follows.
Proof of Corollary 1.3. Equation (2.2) and Lemma 2.2 show that W r d (C) is the union of Σ w r,ℓ (C, f ) for max{0, r+2−k} ≤ ℓ ≤ r such that ℓ = 0 or ℓ ≤ g−d+2r+1−k. Theorem 1.2 asserts that Σ w r,ℓ (C, f ) is smooth of pure dimension g − u( w r,ℓ ) whenever this quantity is nonnegative, and Lemma 2.1 guarantees that Σ w r,ℓ (C, f ) is its closure.
Dimension bounds
Given Lemma 2.1, the dimension statement in the main theorem breaks into two parts: bounding the dimension of Σ e (C, f ) from above and showing it is non-empty. In this section, we prove that dim Σ e (C, f ) ≤ g − u( e) for general f :
Thus, showing that dim Σ e (C, f ) ≤ g − u( e) for all e is equivalent to showing that
for all δ ≥ 0. Notice that the above does not refer to a particular splitting type. We will prove (3.1) for general f : C → P 1 by studying limits on a degeneration to a chain of elliptic curves. This reduces the proof to studying various compatibility conditions at the nodes, in a manner similar to Eisenbud-Harris' proof of the Brill-Noether theorem [7] (see also [11, Ch. 5] for an exposition). A noteworthy difference in the set up is that elliptic curves in the middle of our chain have more than one node, creating subtleties in how these conditions interact. Also, instead of tracking vanishing sequences of different limit line bundles, we find an explicit description of limiting sections on a fixed limit.
Basic cohomological observations determine all push forwards of line bundles from elliptic curves.
Lemma 3.1. Let X be an elliptic curve and f :
⊕k−a ⊕ O ⊕a P 1 , completing the second case. We now describe our degeneration. Let X 0 be a simply nodal chain of elliptic curves X 1 , . . . , X g with X i joined to X i+1 at a point p i . For each i, let f i : X i → P 1 be a degree k map that it is totally ramified at p i−1 and p i . Note then that p i and p i−1 differ by k-torsion on X i . Together, the f i define a map of X 0 to a simply nodal chain P 0 of P 1 's, labeled P 1 , . . . , P g , with nodes
The ramification indices on the two components through each p i match. By the theory of admissible covers, we can smooth the nodes to obtain a family f : X → P, flat over a disk ∆, where the general fiber is a smooth curve of genus g mapping to P 1 and the central fiber is the map X 0 → P 0 restricting to f i on each component X i . By slight abuse of notation, we also write f for this map on the central fiber. We write X → P for the family over the punctured disk ∆\{0}.
The curve X 0 is compact type. In particular, given a degree d line bundle L on X and partition d = d 1 + . . . + d g , there is a unique extension L to X so that the limit L 0 = L| X 0 restricts to a degree d i line bundle L i on X i . We are interested in bounding h 0 (P t , End(f * L t )) for general t. To do so, we study the subspace of V L ⊂ H 0 (P 0 , End(f * L 0 )) of sections which arise as limits of sections in H 0 (P t , End(f * L t )) as t → 0.
For simplicity, let us fix a partition d 1 + . . . + d g = d and write
Applying f * to the above, we obtain an exact sequence on P 0
Warning. The map f| X 0 : X 0 → P 0 is not flat and f * L 0 is not locally free at the nodes f(p i ). Nevertheless, our family is flat over the disk ∆, so f * L 0 = (f * L)| P 0 is the limit we wish to consider.
The restriction of f * L 0 to each component P i has an isomorphism
is identified with the subspace of H 0 (L i | kp ) of functions vanishing at p. The splitting is defined by the map sending a section σ to σ| kp − σ(p) ∈ H 0 (L i | kp ). We think of the k − 1 factors O ⊕k−1 f (p) as keeping track the values of the first k − 1 derivatives of σ at p. Applying Hom(f * L 0 , −) to (3.2) and using (3.3), we obtain an injection
End(E i ).
The last isomorphism follows because there are no non-zero maps from the torsion summands to a locally free sheaf. Taking global sections yields an inclusion
We want to describe the image under ι of the subspace V L ⊂ H 0 (P 0 , End(f * L 0 )) of sections that arise as limits from smooth curves. One necessary condition on each factor is described in the following definition. In what follows F, denotes the ground field of characteristic not dividing k. Definition 3.2. Let L be a line bundle on an elliptic curve with a degree k map f : X → P 1 and let E = f * L. Given a point p of total ramification of f , we say
) is lower triangular with respect to the basis 1, x, x 2 , . . . , x k−1 . Note that the diagonal entries d We now describe agreement conditions near the nodes that are satisfied by every element of ι(V L ).
the subspace of sections that can be extended to
then the following conditions hold for each i = 1, . . . , g − 1:
(1) φ i is order preserving at
Proof. It suffices to work locally around p i . Let F be the ground field of characteristic not dividing k. We may choose local coordinates so that O X 0 ,p i = F x, y /(xy) and
(This is where hypotheses on the characteristic of F enter: to find these coordinates we must power series expand (1 + z) 1/k ; this involves only powers of k in the denominator.) The smoothing of the node introduces a parameter t and extends the above to an inclusion of rings, F a, b, t /(ab − t k ) → F x, y, t /(xy − t) by a → x k , b → y k . Since L is locally free, a section of End(f * L) is given locally near f(p i ) by an an endomorphism ψ of F x, y, t /(xy − t) viewed as an F a, b, t /(ab − t k ) module. As a F a, b, t /(ab − t k ) module, F x, y, t /(xy − t) is generated by 1, x, x 2 , . . . , x k−1 , y, y 2 , . . . , y k−1 . Because ψ is a module homomorphism, we have
It follows that x j divides ψ(x j ) and y k−j divides ψ(y k−j ), and moreover that
Thus, the restrictions ψ x ∈ End(F[x]/(x k ) and ψ y ∈ End(F[y])/(y k ) satisfy the conditions of the lemma. It follows that any collection (φ 1 , . . . , φ g ) which arrises as a limit of a section defined on smooth curves must satisfy these local compatibility properties near the nodes.
Notice that Lemma 3.3 (1) and (2) each represent k(k − 1)/2 linear conditions on φ i and φ i+1 . Condition (3) represents another k linear conditions on φ i and φ i+1 , for a total of k 2 possible linear conditions near each node. Our next task is to show that these conditions are all independent for general (L 1 , . . . , L g ), and bound the dimension of the subvarieties inside Pic d (X 0 ) where they fail to be independent by a certain amount.
The key technical lemma is to establish when the constraints on φ i ∈ H 0 (P i , End(E i )) coming from the two different nodes p i and p i+1 are independent.
Lemma 3.4. Suppose we have an elliptic curve with a degree k map f : X → P 1 which is totally ramified over two distinct points p, q ∈ X. Given a line bundle L on
) denote the subspace of sections which are order preserving at p (resp. q). Then,
Moreover, the map d :
is surjective.
Proof. The rough idea is to choose a decomposition of E so that the condition of being order preserving at p is that a matrix for an endomorphism is lower triangular, while the condition of being order preserving at q is that the matrix is upper triangular. This is possible if L ≇ O X (np + mq) and imposes one less condition when L ∼ = O X (np + mq). Twisting L by f * O P 1 (1) does not change End(E), so we assume k ≤ deg L < 2k. We first prove the case when L ≇ O X (np + mq). By Lemma 3.1,
⊕a where a = deg L − k. Let s, t ∈ f * O P 1 (1) denote sections defining the map f with V (s) = kq and V (t) = kp. For each 0 ≤ j ≤ a − 1, and α, β ∈ F, there is a section τ j (α, β) = (αs + βt) · u j ∈ H 0 (X, L) where V (u j ) = jp + (a − 1 − j)q + r j . Note that r j = p, q by assumption. For each j, the τ j (α, β) span an
where again r j = p, q. These σ j are non-vanishing on fibers of f , so each corresponds to an
. With respect to this decomposition of E, an element of H 0 (P 1 , End(E)) is represented by a block upper triangular matrix where the two diagonal blocks consist of elements of F and the upper block consists of linear forms.
For ℓ ≥ a and j ≥ a, the coefficients α ℓ,j and β ℓ,j specify which τ ℓ (α ℓ,j , β ℓ,j ) appears in the image of σ j with respect to our chosen decomposition of H 0 (P 1 , E). The condition for φ to be order preserving at p is that α ℓ,j = 0 for all ℓ, j and c ℓ,j = 0 for all ℓ < j. Hence, dim W p = k(k + 1)/2. The condition for φ to be order preserving at q is that β ℓ,j = 0 for all ℓ, j and c ℓ,j = 0 for all ℓ > j. It follows that dim W p ∩ W q = k and, as the diagonal entries are unconstrained, d is a surjection. Now suppose L ∼ = O X (np + mq) ≇ O X (kp). Without loss of generality, we may assume that n ≥ m > 0. Since n + m = a + k with a < k, we also have n > a.
Again, we have
⊕a , but the argument in the previous paragraph must be modified because r n−1 = p and r n = q. Instead, for a ≤ j ≤ k − 1, we choose σ j ∈ H 0 (P 1 , E) so that ord p (σ j ) = j and
The condition for φ in (3.5) to be order preserving at p is that α ℓ,j = 0 for all ℓ, j and c ℓ,j = 0 for all ℓ < j. The condition for φ to be order preserving at q is that all β ℓ,j = 0 and c ℓ,j = 0 for all ℓ > j except (ℓ, j) = (n, n − 1). This is because ord q (σ n ) > ord q (σ n−1 ), so c n,n−1 need not vanish. Or in the case n = k, we have ord
) is spanned by αs + βt for α, β ∈ F, where V (s) = kq and
is trivialized by sections σ 1 , . . . , σ k−2 with V (σ j ) = jp + (k − 1 − j)q + r j where r j = p, q. (Note that there is no global section that vanishes to order exactly k − 1 at p or q.) The O P 1 (−1) quotient of E is canonical. Let us choose a splitting O P 1 (−1) → E and denote by res p τ (respectively res q τ ) a non-zero vector in the restriction of this subspace to H 0 (L| kp ) (respectively H 0 (L| kq )). With respect to our decomposition of E, elements of End(E) can be represented by matrices of the form (3.6)
To be order preserving at p, all c j,ℓ for j < ℓ and all α k−1,ℓ must vanish. Note that the one-dimensional subspace of H 0 (L| kp ) of sections vanishing to order k − 1 at p is spanned by a linear combination of the current basis that has non-zero coefficient on res p τ . It follows that each α j,k−1 satisfies a non-trivial linear relation involving c j,ℓ . To be order preserving at q, all c j,ℓ with j > ℓ and all β k−1,ℓ vanish; similarly, all β j,k−1 satisfy a non-trivial linear relation involving c j,ℓ . The diagonal entries c j,j are unconstrained, as is γ, so dim W p ∩ W q = k + 1.
Having characterized necessary compatibility conditions at the nodes and when they are independent, we now prove the upper bound on the dimension of Σ e (C, f ).
where δ is the number of i for which L i ∼ = O X (np i−1 +mp i ) for some m, n. In particular, the codimension of the subvariety of line bundles L 0 in Pic d (X) for which V L ≥ k 2 + δ is at least δ. This implies that for general f t : X t → P t in the family f :
To finish, note that h
for all e. By upper-semicontinuity, this upper bound on dim Σ e (C, f ) holds for general f :
Remark.
Suppose that C is a general curve of degree k over P 1 on a Hirzebruch surface π : P(O P 1 ⊕ O P 1 (n)) → P 1 , and f = π| C . In this case, [17, §6] can be used to give an alternative proof that dim Σ e (C, f ) ≤ g − u( e). However, the genus of any such curve must be a multiple of k− 1 2 , so for k ≥ 4 this does not cover all cases. Nevertheless, this provides curves of arbitrarily high genus with dim Σ e (C, f ) ≤ g − u( e), which turns out to be all that is used in the existence proof (for all genera) in Section 5.
Smoothness
In this section, we prove that Σ e (C, f ) is smooth for general f : C → P 1 . This should be thought of as an analogue of the Gieseker-Petri theorem, which was first proved by Gieseker [9] , and later by Eisenbud-Harris [6] using a degeneration with elliptic tails.
For every L ∈ Pic d (C), there is a natural map (4.1)
sending a first order deformation of L to the induced deformation of the push forward. This map is realized by taking cohomology of the map of sheaves η :
that locally sends a function z on C to the endomorphism for by multiplication by z on L, viewed as an O P 1 module. The kernel of (4.1) is the tangent space to Σ e (C, f ). Thus, our goal is to show that (4.1) is surjective for all
so it is smooth.
We proceed by showing that the Serre dual of (4.1),
is injective. We think of H 0 (P 1 , End(f * L) ⊗ ω P 1 ) as the subspace of H 0 (P 1 , End(f * L)) vanishing at two prescribed points. Then µ is the restriction of a map µ that sends an endomorphism φ ∈ End(f * L)(U) to the linear functional on (f * O C )(U) given by z → Tr(φ T η(z)). We will need to know that this map is non-zero on certain subspaces over components of our degeneration.
Lemma 4.1. Let f : X → P 1 be a degree k map of an elliptic curve to P 1 and let
is represented by a matrix with a single nonzero entry, then µ(φ) = 0.
Proof.
For each open subset U ⊂ P 1 , we have a commutative diagram
It suffices to show that the image of φ in the lower right is nonzero. Choose U small enough that L is trivialized on f −1 (U) and f * O C is trivialized on U, so we have iso- We now deduce the desired injectivity by studying limits on the central fiber of our degeneration from the previous section, continuing all notation developed there. Recall that for each
Lemma 4.2. For general X t → P t in our degeneration,
is injective for all L t ∈ Pic d (X t ). Hence, if it is non-empty, Σ e (C, f ) is smooth for general f : C → P 1 .
Proof. Let ω be the relative dualizing sheaf of P → ∆. Choose an isomorphism
) for points ζ 1 ∈ X 1 and ζ g ∈ X g distinct from the nodes. Let L 0 be given and define V L (−ζ 1 − ζ g ) to be the subspace of V L of sections vanishing at ζ 1 and ζ g . We have a commutative diagram
By uppersemi-continuity, the claim follows from showing the composition along the top row is injective. We will show that the composition from the upper left to the lower right along the bottom is injective.
, which we saw in Lemma 3.4 corresponds to taking diagonal entries of an endomorphism with respect to an appropriate decomposition of E i . Note that φ 1 (ζ 1 ) = 0 implies φ 1 ∈ ker(d 1 ). As before, let W p denote the subspace of sections that are order preserving at p. By Lemma 3.3, we have
Lemma 3.4 shows that each φ i satisfying the conditions above is represented by a matrix with at most one non-zero entry. To see this for i = 1 or g, note that taking a matrix representation as in (3.5) or (3.6), setting φ i (ζ i ) = 0 implies all c j,ℓ = 0. Meanwhile, the non-constant entries are all forced to satisfy two independent linear conditions for their evaluation at ζ i and at the node, except possibly in the upper right corner of (3.5) (corresponding to the edge case
). Thus, in both (3.5) and (3.6) only the upper right-hand entry can be nonzero. Thus, Lemma 4.1 shows that the composition ι with ⊕ µ i is injective.
Existence
In this section, we exploit the combinatorial structure of splitting loci stratifications to deduce existence from a simple calculation. This relies on the existence of universal enumerative formulas for splitting loci, as determined by [16, To make use of the above theorem, we need the Chern classes of push forwards of twists of the vector bundle E defined in Section 2.
Lemma 5.2. Let f : C → P 1 be a curve of genus g with a degree k map to Proof. We have a commutative diagram
. By the projection formula,
and so 
With the Chern classes of π * E(m), the classes of splitting degeneracy loci are computable by the techniques of [16] . is the class computed by Kempf-Kliemann-Laksov [13, 14, 15] .
The universal formulas guaranteed by Theorem 5.1 are difficult to compute in general, but Lemma 5.2 implies the following remarkable fact. Given a splitting type e, let | e| = e 1 + . . . + e k .
Lemma 5.4. Fix some k and e = (e 1 , . . . , e k ). Given f : C → P 1 a genus g curve with degree k map to P 1 , let d = g + k + | e| − 1. The expected class of Σ e (C, f ) in Pic d (C) is a e · θ u( e) for some constant a e ∈ Q depending only on e (independent of g).
Proof. The loci Σ e (C, f ) are splitting loci of the rank k, degree | e| vector bundle E = (f × id) * L on P 1 × Pic d (C). By Theorem 5.1, the expected class of Σ e (C, f ) is given by a universal formula, depending only on e, in terms of the Chern classes of π * E(m) for suitably large m. These Chern classes are multiples of θ that are independent of g by Lemma 5.2.
Remark. For a fixed k, a choice of | e| determines an allowed difference d−g = k+| e|−1. The above is therefore akin to the observation that the formula for the class of W r d (C) for general C in M g computed by Kempf-Kleiman-Laksov [13, 14, 15] depends only on d − g. Lemma 5.4 allows us to leverage the combinatorics of the partial ordering to deduce existence from calculations for certain special splitting types. Following [16] , let us write (−n, * , . . . , * ) to denote the splitting type of O P 1 (−n) ⊕ B(k − 1, | e| + n).
Lemma 5.5. For every e, there exists n such that (−n, * , . . . , * ) ≤ e. We have a (−n, * ,..., * ) = 1/u(−n, * , . . . , * )!.
Proof. We may take n = −(| e| + e 1 k). Notice that SuppR 1 π * E(n − 1) = Σ (−n−1, * ,..., * ) , which has codimension larger than u(−n, * , . . . , * ). Therefore, we may calculate the class of Σ (−n, * ,..., * ) on the complement of SuppR u(−n, * , . . . , * )! as desired.
Proof of Theorem 1.2. We will show that a e is non-zero for all e. By the second half of Theorem 5.1, this will imply Σ e (C, f ) is non-empty whenever u( e) ≤ g. Then, Lemmas 2.1 and 3.5 show that Σ e (C, f ) has dimension g − u( e) and is the closure of Σ e (C, f ). 
