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Abstract 
This thesis is the combination of two distinct projects in surf ace science. Both have 
involved the investigation of interfacial adsorption phenomena, but the techniques used 
have differed greatly. In the first part, capillary condensation has been studied using a 
Surface Forces Apparatus (SFA), and in the second an Atomic Force Micro cope 
(AFM) has been used to monitor the electrochemical deposition and corrosion of 
metals. 
The system studied in the SF A investigation is that of two mica surfaces in ethanol 
vapour close to saturation. In particular, the critical surface separation at which the 
capillary condensed bridge forms has been quantified. For thin adsorbed films (~2 nm), 
the results are not consistent with a model of a liquid bridge formed by adsorbed films 
thickening under the influence of van der Waals forces . Instead, nucleation from 
vapour in the gap between the surf aces seems likely to be contributing to the formation 
of the bridge. The short-range interaction of mica surfaces in near-saturated ethanol 
vapour is also presented. The contact adhesion is much smaller than in nonpolar liquids 
owing to the shielding of the ionic components of the adhesion . The solvation force is 
found to be similar to that in nonpolar liquids, except that the innermost minima are 
deeper. This is attributed to the amphiphilic nature of the ethanol molecule. 
In the second part of this thesis the electrochemical deposition of zinc has been studied 
with an AFM. At the low currents used, the metal is oxidised by the solution as rapidly 
as it is deposited. The surface oxidation product in sulfate solution is crystalline and 
bulk quantities have been prepared from the surface of zinc amalgam. This material ha 
been characterised and identified as basic zinc sulfate. In contra t, an amorphous 
hydroxide surface result from solution corro ion of zinc in everal electrolytes that do 
not contain sulfate. The investigation of the zinc oxidation in the presence of ulfate 
has been extended to the characterisation of the analogous corrosion product formed in 
the presence of the 4-toluenesulfonate anion. 
The metal deposition study has confirmed that suitable surfaces for AFM imaging are 
those that are flat relative to the AFM tip. If this condition i satisfied, the AFM is a 
powerful instrument for the real-space imaging of surface in liquid. The interpretation 
of the AFM ob ervations in this study has been widely confirmed by those from more 
traditional methods. 
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Introduction to Thesis 
"The everlasting quest to understand and observe natural phenomena on 
refined microscopic scales has lead to the development of conceptual and 
technological devices allowing the interrogation of materials with 
increasing resolution. " 
Landman, U., Luedtke, W.D., Burnham, N.A. and Colton, R.J ., 
Science 248, 454 ( 1990). 
The last 25 years has seen the development of two versatile instruments for the study of 
interfacial phenomena. First came the surface forces apparatus with its capacity for 
higWy sensitive force measurements in liquid or vapour. Then came the scanning probe 
microscopes, in particular the atomic force microscope which can both measure forces 
and image surfaces at near-atomic resolution in liquid. Together the e two instrument 
have made possible the direct inve tigation of structure on a molecular level. 
This thesis is arranged in two parts . The first involves an investigation of the 
fundamental process of capillary condensation which occurs between two surfaces 
surrounded by a condensable vapour. A vital feature of this study is the adsorption of 
liquid films to the surface when the vapour i below saturation. The second part is 
concerned with the nature of metal surfaces in aqueous solution. The adsorption of 
different solution ions is the distinguishing behaviour between the various electrolyte 
studied. Adsorption is therefore the common theme binding the two separate part of 
this thesis. 
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Part I 
Interaction Between 
Surf aces in Ethanol: 
Adsorption, Capillary 
Condensation and Solvation 
Forces 
3 
4 
Introduction 
A fundamental step in our understanding of the universe is knowledge about the 
processes governed by electromagnetic forces. Electromagnetic forces are effective 
over a vast range from near infinite to subatomic distances. They enable us to see the 
stars, and are also the source of all intermolecular interactions. These intermolecular 
forces govern not only the interaction between individual molecules whereby the 
properties of solids, liquids and gases are determined, but also the short range 
interaction between macroscopic bodies where they are known as surface forces . 
Surface forces dominate the interaction between colloidal particles which are 
commensurate in size with the range of the forces. They also determine the adhesive, 
wetting and lubricant properties of materials. 
The realisation that short range forces could govern macroscopic effects stemmed from 
the study of the rise of liquids in glass capillaries during the eighteenth century [ 1, 2] . 
In 1709, Hauksbee found that the height of rise of the liquid columns was independent 
of the thickness of the capillary wall. By 1806, Young and Laplace had independently 
arrived at an algebraic relationship between capillary pressure and surface curvature . 
Their conclusion was that the forces involved were acting over a much shorter range 
than Newton's gravitational force . Clairault suggested that capillary rise could be 
explained if the attractive force between the liquid and the glass molecules was different 
from the attraction of the molecules for themselves. These short range surface tension 
forces were used to explain the shape of liquid droplets and the contact angle of liquids 
on solids. 
Today, surface forces are classified into several main groups: van der Waals forces , 
electrostatic double layer forces, salvation forces and steric forces. Tho e forces which 
arise between bodies from the interaction of permanent and temporary dipoles are 
known as van der Waals forces. They are ubiquitous because all atom are polarisable. 
Electrostatic double layer forces arise when charge separation occurs at the interface 
between two phases. Most particularly they occur when one phase is a liquid with a 
high dielectric constant such as water. An electrostatic force occurs when two uch 
charged surface approach, and the diffuse electrical double layers overlap. The 
theoretical analysis of these two major classes of surface force treats each phase a 
continuous rather than particular. Salvation forces ari e from the structuring or ordering 
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of liquid molecule when confined between two surfaces and are a manifestation of the 
discrete nature of matter, occurring at very short range where the continuum models 
break down. This class of surface force includes hydration, hydrophobic and oscillatory 
structural forces. Steric forces arise when two fluid-like surfaces interact, accounting 
for the stabilisation of certain colloidal ystems containing polymer coated surfaces. 
The fundamental interest and practical importance of surface forces has provided the 
impetus for a vast experimental effort concerning the measurement of these forces 
between macroscopic bodies at small separations. 
Part I of this thesis concerns the measurement of surface forces between mica surfaces 
in ethanol vapour close to saturation using a surface forces apparatus. Chapter l 
introduces the surface forces apparatus as a technique for the direct measurement of 
surface forces. The interaction of mica surfaces in ethanol vapour is primarily a van der 
Waals attractive interaction which changes to an oscillatory solvation force close to 
contact. The theory and measurement of these two classes of surface force is discussed. 
The phenomenon of capillary condensation which is a dominant feature of any 
interaction at small separation in a condensable vapour is explained, as is the adhesion 
between the surfaces. The experimental measurements are presented in Chapter 2. 
1. Hunter, R.J., Foundations of Colloid Science Vol I, 1st Edn (Oxford University 
Press, Oxford, 1989). 
2. Israelachvili, J.N., Intermolecular & Surface Forces 2nd Edn (Academic Press, 
London, 1991). 
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Chapter 1 
Introduction to Surface Forces 
1.1 THE SURFACE FORCES APPARATUS 
The surface forces apparatus (SFA) [ 1, 2], is probably the most popular instrument 
available for the direct measurement of surface forces . It allows the distance and force 
between two smooth surfaces to be monitored at separations down to molecular contact 
with a sensitivity of about 0.1 nm in distance and 10-8 Nin force . A SFA wa used for 
the measurements presented in Chapter 2, and so its operation will be considered in some 
detail in this section. 
1.1.1 Historical Perspective 
During the l 950's, the Russian and Dutch schools made the first direct measurements of 
intermolecular forces as a function of surface separation. Prior to this time, 
measurements were restricted to indirect methods. In 1938 Langmuir [3], had calculated 
double layer forces from the thickness of liquid films observed in capillary ri e 
measurements. A year later, measurements of the force between an air bubble and a flat 
glass plate separated by a thin film were published by Derjaguin and Ku sakov [4]. It 
was Derjaguin and colleagues [5, 6], who continued on to mea ure the attractive van der 
Waals force between a convex lens and a flat glass surface in vacuum. The urface 
separation was measured optically, and an electrobalance was used to measure the force. 
Measurement were made at separations of 100-1000 nm. Overbeek and Spamaay [7 , 
8], measured the van der Waals force in the range 300-1600 nm between flat gla plate 
across a vacuum. They used a capacitance gauge to detennine the deflection of a spring 
attached to one of the surf aces, from which the force was calculated, while the eparation 
was mea ured u ing optical interferometry. Derjaguin et al. [5], al o measured the force 
between cro ed quartz filaments in an electrolyte solution . Much later, Pe chel and 
Belouschek [9], developed an alternative apparatus to measure force between olid 
surfaces in liquids, which was sub equently modified by Belouschek and Maier [ 10] . 
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The last 25 years has seen the development of the SF A which can be used to measure the 
interaction between surfaces in vapour or liquid. The initial developments were made by 
Tabor, Winterton and Israelachvili [ 11-13], with their instruments for measuring the van 
der Waals forces between molecularly smooth mica surfaces in air or vacuum down to 
separations of 1.5 nm. These techniques were refined by Israelachvili and Adams [I], to 
perm.it the surfaces to be immersed in liquids in the first of what is now known as the 
SFA. The Mark IV SFA [2] , used for the work described in Chapter 2 is a modification 
of this last instrument, and is depicted in Figure 1.1. One surf ace is mounted on the end 
of a piezoelectric crystal (piezo) with a range of about 1.5 µm , which is used for the fine 
control of surf ace separation. The second surface is mounted on a double cantilevered 
beam (spring) which deflects when a force acts between the surfaces . The surfaces are 
thin (2-6 µm ) sheets of molecularly smooth mica glued to cylindrically polished silica 
lenses. The opposite face of each lens is planar. Prior to gluing, the glue side of the mica 
is coated with 50 nm of vapour deposited silver which only allows transmission of 
approximately 2% of any incident light. The resulting optical cavity between the 
opposing surfaces forms an interferometer that will only transmit discrete wavelengths of 
the incident white light [ 14, 15] . Surface separation is determined by monitoring the 
wavelength shifts of this transmitted light. The force is calculated from the deflection of 
the lower surface using Hooke's law. The deflection is the difference between the actual 
surface separation and the separation expected from the voltage applied to the piezo. The 
regions of the force law where the gradient of the force exceeds the spring stiffness are 
inaccessible to measurements with the SFA. For in these regions the inherent mechanical 
instability causes the surfaces to jump to a new equilibrium posi tion where the spring 
restoring force can once again balance the acting surface force . This restriction makes the 
detailed measurement of strong attractive forces extremely difficult using the SFA. 
All piezoelectric positioners show some nonlinearity which is particularly undesirable in 
the measurement of weak, but long ranged forces . Stewart and Christenson [ 16], 
adapted the Mark IV SFA to avoid this nonlinearity, by di spensing with the piezo and 
deflecting the force measuring spring in a magnetic field . A small magnet was placed in 
the spring on the lower surface and two coils placed outside the chamber. The magnetic 
field wa created by passing a current through the coils which were positioned so that the 
field wa zero at the magnet, but the field gradient was a maximum. The force is then 
calculated from the difference between the expected and observed deflection of the spring 
for a given applied current. The upper surface remained fixed and the surface separation 
was still determined using interferometry . A highly linear di placement of the urface 
over l O µm was found . 
The primary drawback of using interferometry to measure surface separation and spring 
deflection i that transparent surfaces are required. Parker [ 17], has used a piezoelectric 
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Figure I.I. Section of the Mark IV Surface Forces Apparatus. 
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bimorph which produces a charge proportional to the applied force to measure separation 
and force in a SFA whereby the requirement for transparent surfaces is circumvented. 
The upper surf ace is still mounted on a piezo for fine separation control. The apparatus 
of Tonck et al. [ 18), also overcomes the requirement for transparent surfaces by using 
capacitance gauge to measure both spring deflection and surface separation. Separation 
control is achieved by thermal expansion and contraction of a metallic link between the 
surfaces. The drawback of both these methods is that the absolute surface separation is 
not measured since the zero of separation is not explicitly defined. Instead zero 
separation is inferred from the form of the measured force law as that point at which the 
surfaces become coupled, being equally displaced in response to the voltage applied to the 
p1ezo. 
A different approach has been used by Derjaguin et al. [ 19) , in their force balance, in 
which the surface separation is controlled rather than allowed to come to equilibrium at a 
separation detennined by the acting surf ace force. A feedback loop is used to produce the 
force necessary to maintain the set separation. The advantage of this technique over the 
standard SFA, is that the force can theoretically be measured at any surface separation 
because it is not subject to the mechanical instability of a spring. In practice, the feedback 
cannot be maintained under very strong attractive forces at small separations because 
deformation of the surfaces will bring them in to contact thereby exceeding the effective 
stiffness limit of the feedback . The di sadvantage is that because the surface separation is 
not measured explicitly, errors can be introduced by deformations in the contact zone. 
The SF A has also been adapted to operate with the surface eparation controlled by 
feedback [20, 21). In the force feedback SFA, constant deflection is maintained with a 
combination of the bimorph sensor of Parker [ 17), and the magnetic force transducer of 
Stewart and Christenson [ 16). This permits independent control of separation and 
deflection which is not possible in the standard SFA. The bimorph measures the 
deflection, and the magnetic force transducer generates the restoring force to maintain 
constant deflection. The SFA of Tonck et al. [ 18), has also been used under feedback 
control. 
Implicit distance measurement is also a failure of the newest force measuring device, the 
atomic force microscope (AFM) (22), which is described in detail in §3.1.2. Although 
designed primarily for the measurement of surface topography, the AFM operates on the 
same basic mechanism as the various types of SF A. That is, it relies on the measurement 
of the deflection of one cantilevered surface under the action of a surface force . In the 
AFM a sharpened stylus attached to the free end of a cantilever is brought into 'contact' 
with a sample placed on a piezoelectric scanner. The topographic image is con tructed 
from the measured force between the tip and sample as the piezo scans the sample beneath 
the tip . The AFM can operate in air or liquid and does not require transparent surface . 
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The force measuring sensitivity is several orders of magnitude greater than that of the 
SFA. The zero of separation is defined as the point at which the surface and the tip are 
equally displaced in response to movement of the piezo. The drawback of this definition 
is that the cantilever will yield to any force less compliant that itself. Consequently, all 
large resistive forces will ambiguously give the same zero of separation. A brief 
comparison between the force measuring capabilities of the AFM and SFA is presented in 
§3.1.2 . 
1.1.2 Principles of Operation 
The Mark IV SF A depicted in Figure 1.1 is the standard instrument that is used in over 
twenty laboratories around the world today. As outlined above, mica is the principal 
surface material because it can be cleaved into thin molecularly smooth sheets. Smooth 
surfaces are necessary for measuring forces at separations on the molecular scale. The 
mica is transparent as is required for the surface separation to be measured optically. 
However, the necessary interferometer is only formed by silvering the mica on the glue 
side with sufficient silver to reduce the transmission of the incident light to around 2%. A 
symmetrical optical cavity consisting of silver-mica-medium-mica-silver is then formed 
when the surfaces are subsequently mounted in the apparatus . The surfaces are 
positioned so that the axes of the cylindrically poli hed silica lenses are perpendicular. 
The surface geometry of orthogonal cylinders was chosen over several other previously 
used alternatives. The early surface force measurements were carried out either between 
flat plates [7, 8], or a sphere and a flat [5 , 6), to ease the theoretical treatment of the 
interaction . The problem with flat surfaces interacting is that perfect alignment is 
necessary in order to perform satisfactory measurements. Alignment of the surfaces i far 
simpler for the case of a sphere and a flat, where the desired interaction is along the 
normal to the planar surface. The interaction in this geometry is not altered by translation 
of the sphere relative to the flat. Therefore a dirty or damaged region of the planar surf ace 
can be avoided, however, any damage to the surface of the sphere would require rotation 
of the spherical surface. The crossed cylindrical geometry avoids the problems associated 
with both of these geometries. First, it facilitates alignment as it is relatively imple to 
place the cylinder axes at 90°. Secondly, if a position proves unsatisfactory, a new 
position can be found simply by translating each surface along the axi of the other, 
whereby maintaining the necessary geometry. The theoretical advantage is that the 
interaction of orthogonal cylinders i equivalent to the interaction of a sphere and a flat 
[23). 
One of the primary requirements of any force measuring experiment is that the re ults 
must be able to be compared with those from other experimental geometries and with 
theory. Fortunately, the force F, between a pherical and a planar surface is related to the 
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interaction energy per unit area E, between two flat surfaces at the same separation 
through what is known as the Derjaguin approximation [24], 
.E = 21tE 
R 
( 1. 1) 
where R is the radius of the sphere, or in the case of the SFA, the geometric mean radius 
of the two cylinders. Thi s relation is valid provided that the range of the force is much 
less than the radius of the spherical surface. The Derjaguin approximation emphasises 
that the large radius (1-2 cm) of the surfaces in the SFA is responsible for the high force 
sensitivity of the technique. Force measurements are always scaled by the radius, that is, 
the Derjaguin approximation is used to normalise data from different experiments. 
The separation between the surfaces is controlled on two levels . The lower surface is 
mounted on a double cantilever spring, which was chosen to ensure that the lower surface 
is only displaced vertically in response to any applied force [25]. The spring is attached 
to a motor which controls the course motion of the lower surface. The upper urface is 
mounted on the end of a piezoelectric crystal which expands and contracts longitudinally 
when a voltage is applied. This applied potential can be used to move the upper surface 
di stances as small as about 0.1 nm. The response of the piezo (di lance/applied voltage), 
is calibrated at large surface separation where there is no measurable force acting between 
the surfaces. At smaller separations where the force is nonzero, the spring deflects until 
the spring restoring force balances the surface force. The deflection is detected as the 
difference between the surface separation expected from the voltage applied to the piezo 
and the m asured separation . 
The interferometer formed by the back-silvered mica sheets only transmits di screte 
wavelengths of the incident white light. The transmitted light is known as fringe of 
equal chromatic order (FECO fringes) [ 14, 15], and is separated by a grating 
spectrometer to permit the wavelength of each fringe to be accurately measured . The 
FECO fringes are brightly coloured and are shown schematically in Figure 1.2 with the 
surf aces in contact. The spacing between the fringes is a function of the mica thickness, 
with thin mica giving a large fringe separation and hence a greater accuracy in wavelength 
measurements. The fringes alternate in two types known as odd and even, identified by 
their distinctive shapes. Each fringe appears as a doublet due to the birefringence of the 
mica , and the separation of the ~ and y components depends on the relative 
crystallographic orientation of the two sheets. The known wavelengths of the mercury 
spectral lines are used to calibrate the wavelength of the fringes. When the surface 
separate, the fringes become rounded and move to longer wavelengths. A specific fringe 
(usually odd) is chosen and its wavelength monitored throughout an experiment. Initially 
the wavelength of this nth fringe is used to locate the zero of separation (contact) of the 
surfaces. Sub equently it i used to calculate the di tance between the urface . 
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Figure 1.2. A schematic of typical FECO fringes at surface contact viewed 
through the spectrometer eyepiece. 
1.1.3 Calculation of Experimental Parameters 
With the two mica sheets of equal thickness in contact in the SFA, only discrete 
wavelengths Ano, of the incident white light are transmitted through the surfaces. When 
the surfaces are separated to a distance d, these FECO fringes move to longer 
wavelengths And given by, 
( 1.2) 
in which µ = µmi ca /µm where µmi ca is the refractive index of the mica and µ m is the 
refractive index of the medium between the surfaces at And· If the chosen nth fringe is 
odd, the (µ 2- I) term is added, and it is subtracted if n is even. 
For large surface separations there are two simpler methods for calculating the di tance 
between the surfaces. Firstly, each time a fringe pa se Ano, the distance moved is 
exactly An0/2µm, so that the number of fringes that pass the contact wavelength Ano, 
when the surfaces are brought into contact from large separation can be used to calculate 
the surface separation. Secondly, the separation between the fringes at large separation 
can also be used to calculate the surf ace separation provided that one fringe A.p, is located 
at the contact wavelength. If gp-1 is the distance calculated assuming that the urfaces 
have only separated to A.p-1, then the actual urface separation i given by the following, 
Ap Ap-t 
d = 2µm - gp-1 
Ap-1-Ap 
( 1.3) 
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These calculations are necessary for quantifying the large adhesion that is present between 
mica surfaces in air or vapour. When separating the surfaces in liquid, the nth fringe is 
generally still visible in the eyepiece of the spectrometer, and the distance separated can be 
calculated using Equation 1.2. 
If the refractive index of the medium is known, Equation 1.2 can be solved directly for 
the surface separation d. If it is not known, the refractive index can be calculated from 
Equation 1.2 by measuring the wavelength of an odd and an even fringe. The refractive 
index is then the value of µm that yields the same surface separation for the wavelengths 
of the two adjacent fringes . This method can be used to assess whether the refractive 
index of the medium changes as the two surfaces approach. The calculation of the 
refractive index at small surface separations is highly sensitive to errors in the contact 
position, as pointed out recently by Kekicheff and Spalla [26) . 
The appearance of the fringes yields both quantitative and qualitative information about 
the surfaces. When the surfaces are in contact the fringes appear as in Figure 1.2, 
flattened in the contact zone. Any particulate contamination in the contact zone is visible 
as a disruption to this flattened region. When not in contact the fringes are curved rather 
than flattened. The overall shape of the fringes reveals the geometry of the contact zone 
which is characterised by the radius of curvature of the surfaces as shown in Figure 1.3. 
R-x L 
> 
X 
Figure 1.3. The relationship between interaction geometry (left) and fringe 
shape (right) . 
The radius can be calculated using Pythagoras' theorem to give (R-x)2+y2=R2. Then 
since R>>y>x , 
2 (LIM)2 
R = L = ----'---
2x 2(A2-A1) 
(1.4) 
where M is the lateral magnification of the path from the surfaces through the microscope 
to the spectrometer. The corresponding magnification in the perpendicular direction is 
already included in the calculation of the wavelength of the fringe. Since it is desirable to 
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scale all forces measured by the radius of the interaction, the two principal radii of 
curvature of the cylinders must be measured. 
In order to calculate the force between the surfaces, the spring constant of the cantilever 
on which the lower surface is mounted is required. This is measured at the end of an 
experiment by simply placing small masses on the spring and measuring the deflection 
due to gravity. For weak springs this can be done accurately with a travelling 
microscope, however, for stiff springs a large mass is necessary for a measurable 
deflection. Unfortunately for a stiff spring, a sufficiently large deflection cannot be 
attributed solely to gravity since as the spring pivots about the clamp, the lower surface 
will no longer be directly beneath the upper surface. In this case it is best to measure the 
deflection in situ by observing the movement of the FECO fringes when a mass is used to 
deflect the spring. In this way, significantly smaller deflections can be measured 
accurately and therefore, smaller weights are required. 
1.1.4 Applications 
The majority of investigations using the SF A have concerned interactions between mica 
surfaces, however, there are a number of modifications that can be made to the bare mica 
surf ace to permit a wider variety of systems to be studied. The various coatings that have 
been applied, alter both the physical and chemical nature of the mica substrate while 
maintaining a smooth surface by virtue of the molecularly smooth mica beneath. The 
mica can be rendered hydrophobic by coating it with a monolayer of a cationic surfactant 
either adsorbed from solution [27-30], or deposited using the Langmuir-Blodgett 
technique [30-33]. A nonionic surfactant coating can be applied by adsorption onto an 
existing hydrophobic monolayer [34]. Likewise the mica can be coated with a bilayer of 
cationic surfactant [35, 36] . Interactions between deposited lipid monolayers and bilayer 
have also been measured [37-39]. A review of interactions between protein covered 
surfaces using the SFA is given by Patel and Tirrell [40] . An alternative way to modify 
the surfaces is to expose the mica to a low temperature water vapour plasma [41 , 42], 
which activates the surface towards silylation with chlorosilanes rendering the surface 
hydrophobic while leaving it smooth [43]. An even simpler modification is to ion 
exchange the surface potassium ions for hydrogen ions by dipping the surfaces in a dilute 
solution of hydrochloric acid [25, 44, 45]. Metal films have also been coated onto the 
mica surfaces in sufficiently thin layers to permit transmission of the incident light [46, 
47]. Finally, a few other material have been selected instead of mica to form the 
surfaces in SFA experiments. Both sapphire [48], and more commonly silica [49-52], 
have been used. 
The scope of the interaction that have been quantified with the SFA i wide and varied 
[53, 54]. As outlined in § 1. 1. l , the mea urement of attractive van der Waals forces was 
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crucial in the initial development of the instrument [I, 11, 12]. However, systems that 
involve only van der Waals forces are rare, consisting primarily of interactions in 
vacuum. In liquid it is common to encounter the combination of van der Waals with 
electrostatic double layer force . The importance of this interplay in determining colloid 
stability lead to the development of the so called DL VO theory during the l 940's. 
Derjaguin and Landau (55], and Verwey and Overbeek [56], considered that the 
competition between these two forces determined the stability of colloidal systems. Many 
early experiments with the SFA provided the first direct testing of DLVO theory in both 
aqueous electrolytes (1, 57-59], and nonaqueous polar liquids [60-62]. 
Anomalies in these experiments supported the evidence from earlier less direct 
measurements which suggested that DL VO theory was not a complete description of the 
behaviour of many aqueous systems. The aqueous electrolyte measurements of PasWey 
and Israelachvili [57-59, 63, 64], encountered a short range repulsive force now termed 
the hydration force. They attributed the origin of the force to the adsorption of hydrated 
ions. Hydration forces have also been found between silica surfaces [49, 52], and lipid 
surfaces [39]. Recent discussions illustrate the continuing debate regarding the nature of 
the hydration force [65] . A second type of solvation force, the oscillatory structural force 
that ari es from the di crete nature of liquid confined between two surfaces, has also 
been characterised using the SF A. Oscillatory forces have been found in non polar liquids 
[66-69], and aqueous electrolyte solutions [64, 70]. This class of non-DL VO force is 
discussed in greater detail in § 1.3. The third type of solvation force, the attractive 
hydrophobic force ha probably aroused the mo t interest, primarily in the controver y 
surrounding its origin. The hydrophobic force is strong and acts over a longer range than 
any of the other surface forces . It was first observed using a SFA by Pashley and 
Israelachvili [35], and the subsequent inve tigations have been chronicled by Christen on 
[71 ]. Since that review was published , the debate regarding the source of the 
hydrophobic force has continued [26, 72-74] . The final type of surface force that has 
been investigated with the SFA i the entropic or steric repulsion . Thi force originates in 
the restriction of chain conformations in small spaces. Steric forces have been observed 
in a variety of polymer systems [39, 75-78], as well as simpler alkane environments [79]. 
Some of the more diver e applications of the SFA include the investigation of capillary 
condensation of vapours in narrow slits first studied by Fisher and Israelachvili [80-82], 
the phase-separation of binary liquid mixtures studied by Christenson and colleagues [45, 
83, 84], and the related phenomenon of cavitation between hydrophobic surfaces [29, 
85] . The SFA ha al o been used by Chan and Hom [86] , and Israelachvili [87], to 
perform dynamic mea urement of the vi cosity of thin films where the continuum liquid 
concepts of hydrodynamics break down . The e are ju t a few examples of the variety of 
systems to which the SF A ha been applied. 
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1.2 VAN DER WAALS FORCES 
Van der Waals forces play a central role in all phenomena involving intermolecular forces . 
They exist between all atoms and molecules and act over a longer range than all other 
urface forces except the hydrophobic force. Their origin is the interaction of both 
permanent and temporary dipoles. In gases they account for some of the differences 
between real and ideal behaviour. In the condensed state they are important in surface 
tension, viscosity, and wetting. They contribute to the strength of solids, stability of 
colloids, adhesion and adsorption. 
1.2.1 Theory 
In his PhD thesis of 1873 the Dutch schoolteacher turned physicist, van der Waal 
pointed out that the behaviour of real gases deviated from the ideal gas laws of Boyle and 
Charles. He suggested two correction terms to account for the finite ize of molecule 
and the intermolecular forces between molecules. The modified gas equation was as 
follows, 
(P+n2a )(Y-nb) = nRT 
y2 ( 1.5) 
where a and b are the correction terms for the intermolecular forces and finite molecular 
size respectively. The success of Equation 1.5 in describing real systems stimulated 
theoretical attempts to determine the origin of the forces involved . Initially it wa 
po tulated that these van der Waals forces were a result of permanent dipoles pre ent in 
all gas molecules. This hypothesis wa not supported by the available experimental 
evidence. 
In 1930 London [88], pre ented the first sati factory theory to account for the ubiquitou 
nature of van der Waals forces. Using quantum mechanic , London howed that a 
neutral molecule ha an instantaneous dipole moment which induces a dipole in 
neighbouring molecules and the interacting dipoles produce an attractive force. That i , 
the nonpolarity of the molecule is merely a time average of its fluctuating dipole. The 
fluctuation frequency i located in the ultraviolet region of the spectrum and hence 
contributes to the optical dispersion of the material. For these rea ons the van der Waal 
force between nonpolar molecules are known as London or dispersion forces . The van 
der Waals forces between permanent dipole are known a orientation or Kee om forces 
after Keesom who characteri ed them in 1921. Induction or Debye force are tho e that 
occur between a permanent dipole and the induced dipole in a neutral neighbour. These 
three contributing factor constitute the total van der Waals force between polar and 
non polar molecules [ 13] . Di persion force generally dominate over the orientation and 
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induction force contributions [23). The van der Waals force has the form of an inverse 
power law potential ( d-6) and is therefore expected to dominate at small distances. 
The London theory as umes an instantaneous response to the fluctuating charge 
distribution in neighbouring molecules. However, if the interacting species are an 
appreciable distance apart, the time taken for the field of one dipole to reach its neighbour 
and return to interact with the first dipole will be sufficient to make the two out of phase, 
and the attraction will be reduced. At large separation therefore, the interaction decays 
more rapidly (d-7) and is termed retarded. Casimir and Polder [89), extended London's 
theory to large distances where the interaction has the retarded form. 
It is not possible to measure the van der Waals force between individual atoms or 
molecules. Certain information can be deduced from observed deviations from the ideal 
gas law, however, direct measurement of the force is only possible between macroscopic 
bodies separated by a small gap. This restriction to macroscopic measurements 
encouraged the development of theories to account for the experimental observations . 
The first approach was lead by Hamaker [90), who considered the van der Waals force 
between bodies to be the pairwise summation of the forces between individual molecules . 
This microscopic approach ignores the influence of other neighbouring molecules. 
Modern van der Waals theory uses the continuum approach of Lifshitz [91, 92), which 
avoids the assumption of pairwise additivity in the Hamaker theory. The macroscopic 
bodies are treated as continuous media. The fundamental tenet behind the theory is that 
the two bodies sense each other across an intervening gap as a result of electromagnetic 
waves which emanate from one to the other [93) . The basis of the calculation is thus the 
dielectric response of the substance to the entire electromagnetic spectrum. Lifshitz 
theory , which is based on quantum field theory is complex and was initially avoided in 
favour of the easier Hamaker approach. However, simpler theoretical techniques were 
later developed to derive the essential equations as set out by Mahanty and Ninham [94) . 
This breakthrough made the use of Lifshitz theory more widespread. It must be 
remembered that since it is a continuum theory, it only applies when the interacting bodie 
are further apart than molecular dimensions. Lifshitz theory does account for retardation 
effects with a prediction that the transition to retardation will occur at separations of the 
order of tens of nanometre . 
The nonretarded van der Waals force for the interaction of a sphere with a plane (or 
equivalently the SFA geometry), has the form [11), 
( 1.6) 
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where R is the radius of the sphere and d is the separation between the two bodies. A 132 
is known as the Hamaker constant and is a function of the surface material s and the 
intervening medium which are denoted by 1,2 and 3 respectively . The Hamaker constant 
for identical bodies is always positive, that is the interaction is attractive. For di simi lar 
bodies it may be positive or negative (repulsive), depending on the intervening medium. 
In the retarded regime, Equation 1.6 becomes, 
( 1.7) 
where B is the retarded van der Waals constant, again dependent on the material s 
involved. Note the increased distance dependence of this retarded equation. As the zero-
frequency contributions to the total van der Waals force remain non-retarded at all 
separations, Equation l. 7 really only represents the limiting case where these 
contributions are small [23]. 
In Lifshitz theory, the Hamaker constant is calculated from the dielectric respon e of the 
interacting materials over the entire frequency range from the microwave to the far 
ultraviolet. In principle therefore, it can be constructed from the absorption spectrum of 
the material , however, sufficiently comprehensive spectra are rarely available . Accurate 
calculation of the van der Waals force is difficult because only a limited number of 
Hamaker constants have been calculated and also since strictly speaking the Hamaker 
constant is a function of separation [23 , 93] . Various combining relation have been 
derived , that permit the Hamaker constant to be estimated from related Hamaker constant 
[23]. In particular these can be used to estimate the Hamaker constant for the interaction 
of dissimilar bodies. 
1.2.2 Experimental Measurements 
As outlined in § 1.1.1, the first direct measurements of surface forces were in fact of the 
van der Waals forces between glass surface in vacuum [5-8] . Kitchener and Prosser 
[95], performed a similar study between flat glass plates, again with the force measured 
using the deflection of a cantilever. In all cases, the successful measurements were in the 
range I 00-1200 nm of surface separation. This restriction to the retarded regime is a 
result of the roughness of the surfaces which prevented measurements at smaller 
separations. Rouweler and Overbeek [96], later succeeded in measuring at separations 
down to 25 nm between glass surfaces as a consequence of improvements in surface 
preparation. The barrier to measurement at larger separation where the force is weak 
wa generally that vibration from the surroundings tended to obscure the force . 
Hunklinger et al. [97], developed a resonance method that involved vibrating one surf ace 
and measuring the amplitude of the induced vibration in the second surface, whereby 
avoiding the influence of external vibration . Measurements by Black and colleague 
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[98], and van Silfhout [99], detennined a value for the retarded van der Waals constant B 
of Equation I. 7 that was in agreement with values calculated from Lifshitz theory . 
The general agreement of these re ults with the calculated values was encouraging, but 
the limitations of rough surfaces meant that the nonretarded regime was basically 
inaccessible until the precursors of the SFA were developed that used mica surfaces. 
Tabor and Winterton [II], measured the attractive van der Waals force between mica 
surfaces in air in the range 5-30 nm. The force was detennined from the separation at 
which the surf aces jumped in to contact as occurs when the attractive force overcomes the 
stiffness of the spring. The surfaces will jump in to contact when the gradient of the 
deflecting force exceeds the spring constant k, that is at a critical surface separation de 
such that , 
d = (AR)l /3 
e 3k ( 1.8 ) 
By varying the spring stiffness, the jump occurs at different separations, permitting a 
region of the van der Waals interaction to be characterised. 
The data of Tabor and Winterton included the first measurements in the transition region 
from normal to retarded van der W aals forces. They located the transition at a separation 
of about 15 nm . In the retarded regime, smaller jump di stances than those predicted by 
Equation 1.8 were mea ured . Israelachvili and Tabor [ 12], quantified the transi tion in 
detai l as a gradual change between 12-50 nm in the observed range of de from 1.4-
130 nm . For jump di tances greater than 20 nm, vibrations prevented the jump distance 
method from being used and a resonance method was used in tead . The nonretarded 
( < 12 nm) Hamaker con tant was found to be 1.35±0. I 5x 1 o-19 J for mica surfaces in 
air. Coakley and Tabor [ 100], also detennined van der Waals forces between mica in air, 
a well as between calcium tearate coated mica, and between a si lver and a mica surface. 
In all these cases the mea ured Hamaker constants were about 30% larger than the value 
obtained from Lifshitz calculations using the absorption data. A comparison between the 
theoretical and measured Hamaker con tan ts was made by Lodge [IOI] , and by White 
er al. [ 102], who attributed the difference to errors in the radius measurement. While 
such an error could account for ome of the discrepancy , it is unlikely that this error was 
as large as 30%. It must also be remembered that the so called 'theoretical' Hamaker 
constants are in fact usually calculated from incomplete absorption data. Irrespective of 
the differences between theory and experiment, it must be remembered that the basic 
confirmation of the long range van der Waals attraction between objects in air wa a major 
experimental triumph for the science of colloids and urface . 
I raelachvili and Adams [I], measured the van der Waal force in aqueou electrolyte also 
u ing the jump method, confirming that the force in liquid is much weaker (smaller 
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Hamaker constant) than in air or vacuum. A review of some of the other early 
measurements in liquids is given by Derjaguin et al. [ 19] . At small separation in liquid, 
most measurements are complicated by the presence of either electrostatic double layer 
forces, or other non-DL VO surface forces. For this reason further di cussion of the 
determination of van der Waals forces in liquids will not be attempted here. 
1.3 OSCILLATORY SOLVATION FORCES 
The Lifshitz theory of van der Waals forces together with the theories that account for the 
electrostatic double layer forces treat matter as continuous and therefore do not hold for 
the interaction of solid bodies at small separations in liquids. When confined to mall 
spaces the fluid can no longer be considered as a structureless continuum, and the 
molecular granularity of the liquid must be considered. Computer simulations [ I 03 , 
104], and theoretical studies [ 105, 106], concerning the structure of liquids in between 
smooth hard walls show that the liquid packs in layers parallel to the surf aces as shown in 
Figure 1.4. The force profile between the surfaces is predicted to be a decaying 
oscillatory function of separation, with the period of the oscillation approximately equal to 
the mean molecular diameter of a near-spherical molecule. The oscillatory nature of the 
force reflects the energetics of packing the molecules between the surfaces. The minima 
correspond to separations which are integral multiples of the molecular diameter where 
the packing density i the greatest and the free energy i minimi ed. Through the 
Derjaguin approximation (Equation 1.1 ), this corresponds to minima in the force curve 
between curved surfaces. At intermediate separations, the packing is !es efficient and the 
density is minimised, corresponding to maxima in the free energy and force curve. 
The first experimental verification of the existence of oscillatory structural forces wa 
provided by Horn and Israelachvili [66, 67], who used a SFA to observe the confinement 
of octamethylcyclotetrasiloxane (OMCTS) between mica surfaces. The OMCTS molecule 
is near-spherical, quite rigid, and the measured period of the oscillation corresponded to 
the molecular diameter. The range of the oscillations was 6-10 molecular diameter . Thi 
work was the first demonstration of direct force measurement with molecular re olution. 
Similar decaying oscillatory forces were observed soon after these initial mea urements in 
a range of other nonpolar liquids [68, 107]. Cyclohexane, benzene and 
tetrachloromethane each exhibited 8-10 oscillations with a period equal to the diameter of 
the molecule involved. Only 3-4 oscillations were measured in 2,2,4-trimethylpentane, 
with the reduced range attributed to the greater flexibility of thi molecule. Subsequent 
investigations of the packing of straight chain alkanes found the e flexible molecules to 
have a common period corresponding to the chain width rather than length [69, 87] . That 
is, the molecules align parallel to the mica surface when con trained. The force curve 
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for the n-alkanes for chains with even numbers of carbon atoms between 6 and 16 were 
indistinguishable. 
Force 
0 
I Surface .....__..__  _._ _ __._ ___ _ Separation 
Figure 1.4. The predicted short range oscillatory salvation force between 
two smooth surfaces in a liquid with mean molecular diameter a. The circles 
represent the liquid molecules. 
Much as the symmetry and rigidity of the liquid molecule determines the range of the 
olvation force, the roughness of the surfaces also affect the force. The range of the 
force mea ured in OMCTS between monolayers of the double-chained surfactant 
dimethyldioctadecylammonium bromide by Christenson [30], was greatly reduced in 
comparison with the force between uncoated mica surfaces. Between monolayers of the 
single-chained surfactant cetyltrimethylammonium bromide, only the van der Waals force 
was observed, the solvation force having been completely smeared out because of the 
lower den ity of surfactant chains at the surf ace. ln this latter ca e, the surf ace roughness 
can be explained as an increase in the permeability of the surface to the liquid molecules. 
The force in n-alkane between hydrocarbon surfaces, however, bear no resemblance to 
that between uncoated mica [79]. The combination of the flexible liquid molecules with 
the fluid-like hydrocarbon surface leads to a steric repulsion rather than an o cillatory 
solvation force. 
22 
I 
I 
The oscillatory solvation force in OMCTS has been used to test new techniques and 
instrumentation in the SF A. Parker and Christenson [ 46], measured this force between a 
mica and a silver surface and found oscillations at less than 5 nm separation. The range 
of the force was reduced because of the greater roughness of the silver surface. Attard 
and Parker [ 108], using the bimorph version of the SFA [ 17, 21 ], compared experimental 
measurements with the range and magnitude of the oscillatory solvation force predicted 
by several models and found that the two were in excellent agreement. 
A further way in which the range of the solvation force can be reduced is in the presence 
of a second type of molecule of a different shape and size. Thus in a binary mixture of 
cyclohexane and OMCTS, Christenson [109], found that both the range and magnitude of 
the solvation force was reduced. Several of the earlier studies al so reported a reduced 
solvation force due to the presence of water in the nonpolar liquids [67, 68, 107] . The 
effect of water on the solvation force in nonpolar liquids was later quantified [83 , 84] . In 
the dry liquid, the innermost maxima and minima were measured for the first time. A 
the water content increased, the solvation force was observed to decrease in range and 
amplitude as the water molecules disrupted the packing of the nonpolar liquid at the mica 
surface. Above about 70% saturation , the solvation force was obscured by a very strong 
attractive force caused by the phase-separation of bulk water between the surface . Thi s 
phenomenon is analogous to capillary condensation and will be discussed in § 1.4. 
The capillary condensation of vapour between mica surfaces has recently permitted 
Christenson and Yaminsky [110], to measure solvation forces in OMCTS, cyclohexane 
and n-pentane with the surfaces surrounded by vapour only. Not only does thi s en ure 
that the liquid that condenses between the surfaces is clean, but it also makes the control 
of the water content significantly ea ier. The innermost oscillations can only be measured 
accurately within the neat liquid. 
A range of polar and hydrogen bonding liquids ha been studied to determine the effect of 
these properties on the oscillatory solvation force. In some cases, the force was found to 
be superimposed on a monotonic repulsion that extended well beyond the range of the 
oscillations. In propylene carbonate which has a dipole moment of 4 .9 D, the force was 
measured both with and without added electrolyte [60] . The force law consi ted of an 
electrostatic double layer plus an oscillatory solvation force. The forces were additive and 
again the period of the oscillations matched the average molecular diameter of thi 
asymmetric, but rigid molecule. The polarity cau ed no major disruption to the packing 
of the liquid at mall separations. Similarly, the dipole moment of acetone did not affect 
the solvation interaction in this liquid [61] . The solvation force in methanol was not 
disrupted by the one dimensional hydrogen bonding present in the liquid . In ethylene 
glycol which contains three dimensional hydrogen bonding networks, again there wa no 
marked difference and further confirmation of the additivity of the solvation force and the 
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double layer force was made [62]. Finally the force has been measured in mixtures of 
water and the molten salt ethylammonium nitrate which exhibits extensive hydrogen 
bonding [ 111]. This salt provided the opportunity to study electrolytes at uncommonly 
high concentrations where any double layer forces are very short ranged. In pure salt the 
salvation force exhibited about nine oscillations as was seen for the nonpolar liquids. As 
the concentration of water was increased, the range of the salvation force was 
diminished. Therefore, the great physical differences between these liquids and the 
nonpolar liquids is insufficient to disrupt the oscillatory salvation force. That is, the force 
in all these liquids is dominated by structural effects at short range. 
Interactions in aqueous electrolyte solutions constitute a special class of oscillatory 
salvation forces. In dilute solution the force conforms to the classical DLVO theory, but 
at higher concentrations in certain electrolytes, a hydration force exists which is 
oscillatory within a few nanometres from contact [64, 70]. These oscillations are centred 
on a double layer repulsion and have a period close to the diameter of the water molecule. 
The exact form of the force depends on the type and surface concentration of adsorbed 
hydrated ions. 
Oscillatory salvation forces which have a primarily geometric origin, have been shown to 
be qualitatively similar in almost all the investigated liquids irrespective of molecular size, 
dipole moment and hydrogen bonding capacity. The range of the force is reduced in 
liquids of low molecular rigidity and also by rough surfaces. This class of surface force 
displaces the continuum description of liquids confined between solid surf aces at small 
separations. The resolution of the oscillatory nature of these structural forces is a good 
illustration of the high measuring accuracy possible with the SFA. 
1.4 CAPILLARY CONDENSATION 
Capillary condensation is the best known example of how pha e behaviour in a confined 
system differs from that in bulk. It refers to the condensation of liquid in a narrow pore 
or slit at a vapour pressure below that at which it would condense on a free liquid surface. 
The existence of liquids in narrow spaces in undersaturated vapour has important 
ramifications in adhesion, friction and lubrication. The fundamental equation governing 
capillary condensation is the Kelvin equation. 
1.4.1 The Kelvin Equation 
From their study of the rise of liquid in glass capillarie , Young and Laplace derived a 
relationship between the pressure difference ~p, across the curved liquid-vapour interface 
and surface curvature. This is now known a the Young-Laplace equation [93], 
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( 1.9) 
where Ylv is the surface tension and r1 and r2 are the principal radii of curvature of the 
interface. Therefore, as a consequence of surface tension, a balancing pres ure difference 
exists across any curved interface, and the pressure is greater on the concave side. By 
convention a radius is considered to be positive if the centre of curvature lie in the liquid 
phase. For a liquid drop in vapour, the tendency of the surface tension to shrink the drop 
is balanced by an increase in its internal pressure. Similarly for a cavity to be in 
equilibrium in a liquid (negative radius of curvature), there must be a greater pressure 
inside the cavity than in the liquid. The same applies to the pressure difference across the 
liquid-vapour interface of a liquid in a capillary as shown in Figure 1.5. 
Pv > PI 
Figure 1.5. A capillary containing condensed liquid. ( r2 is the radius of 
the capillary). 
By considering the effect of a change in pressure on the molar free energy of a liquid , the 
Kelvin equation can be derived from the Young-Laplace equation [ 112], 
RT In(_£_)= Ylv V m( 1- + ... l.-) = Ylv V m 
Ps r1 r2 r ( 1.10) 
where R is the ideal gas constant, Tis temperature, V m is the molar volume of the liquid, 
and r is the mean radius of the liquid-vapour interface. p/p5 is the relative vapour 
pressure since p is the observed pressure over the curved interface, and Ps is the normal 
(saturated) vapour pressure of the liquid . For a droplet , the radius is positive, so an 
increase in the liquid vapour pressure is predicted. Conversely, for a cavity or liquid in a 
capillary, the radius is negative and a lowering of the vapour pressure is expected. That 
is, the Kelvin equation predict the coexistence of liquids in pores in equilibrium with 
undersaturated vapour. Similarly, when two urfaces are brought together in a 
conden able vapour near saturation, a spontaneous phase transition from gas to liquid 
occurs at a mall eparation governed by the Kelvin equation . Equation 1.10 i 
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frequently written explicitly with a negative sign when dealing with capillary 
condensation and then only the magnitude of the radius need be used. 
The Kelvin equation describes the vapour pressure over an interface produced by 
variations in curvature and it contains a number of assumptions that could lead to its 
invalidity on the microscopic scale [93). Since it is an equation of macroscopic 
thermodynamics, there are foreseeable problems for small radii. The derivation assumes 
that the liquid is incompressible, and that higher order curvature terms in the Young-
Laplace equation can be neglected . It also assumes that surf ace tension is independent of 
curvature and that bulk values for surface tension can be used . Problems are foreseeable 
as the radius approaches molecular dimensions, where the meaning of curvature becomes 
uncertain . 
1.4.2 Experimental Observations 
The concern regarding the applicability of the Kelvin equation for very small radii of 
curvature initiated the study of capillary condensation with the SF A. The net result of 
capillary condensation occurring in the SF A is that the negative Laplace pressure inside 
the condensate pulls the surfaces into contact. The presence of an annulus of condensed 
liquid surrounding the contact zone i seen as a discontinuity on the interference fringes 
as a result of the different refractive index of the liquid and the vapour as seen in Figure 
1.6. For low vapour pressures (small condensates), the discontinuity appears only on the 
even order fringes, but for higher vapour pressures (large condensates) it also appears on 
the odd order fringes. This is because for small surface separations, the position of the 
odd order fringes is essentially independent of refractive index, while that of the even 
order fringe is proportional to the square of the refractive index [ 15]. The size of the 
condensate can be determined from the wavelength at the di scontinuity, by assuming that 
the surface separation d , at this point is related to the meniscus curvature by [81], 
d::::: 2rcose (1.11) 
where e is the contact angle of the liquid on the solid. The relative vapour pressure can 
then be calculated using the Kelvin equation ( 1. 10). 
For droplets , the validity of the Kelvin equation for radii greater than 1 µm had been 
e tablished through direct measurement of interface curvature [ 113, 114]. Indirect 
measurements had extended the agreement for droplets to radii as small as 3 nm [ 115, 
116). For capillary condensates, however, the early direct measurements were somewhat 
controversial a outlined by Fi sher and Israelachvili [81], who performed the first 
investigations using the SFA [80). They observed the capillary condensation of 
cyclohexane near saturation . The vapour pressure was controlled by mixing the 
cyclohexane with a le volatile olute, or more accurately, by varying the temperature 
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difference between the surfaces and a reservoir of cyclohexane. The Kelvin radius wa 
determined by allowing cyclohexane to condense while the surface were in contact, and 
then separating the surfaces to determine the equilibrium separation of the stable neck. 
From Equation 1.11 this distance is approximately twice the desired radius. The 
meniscus radius was found to rapidly reach the value predicted from the Kelvin equation 
for each relative vapour pressure, for radii up to 20 nm. They concluded that the Kelvin 
equation is valid for menisci with radii as low as 4 nm. More recently Crassous et al. 
[ 117], studied the capillary condensation of n-decane between cobalt surfaces in the SFA 
of Tonck et al. [ 18]. They found that the macroscopic theory of capillarity was valid for 
meniscus radii as small as 8 nm, though this work may well have been restricted by the 
roughness of the cobalt surfaces (2 nm). 
surfaces 
contact 
zone 
odd 
spectrometer view 
even 
Figure 1.6. A schematic representation of the relationship between the 
capillary condensate and the fringe discontinuity when the surfaces are in 
contact. Note that the vertical scale is greatly exaggerated: the contact 
diameter is of the order of 50 µm, the condensate radius r, 50 nm and the 
surface radius 1-2 cm. 
Capillary condensation of a vapour is analogous to the case of pontaneous separation of 
one component from a mixture of incompletely miscible liquids, where a trace amount of 
a sparingly soluble component can have a dramatic effect on the interaction of surfaces in 
the solvent. An example of this is the phase-separation of water from oil between 
hydrophilic surfaces. In this regime, the interface under scrutiny is the liquid-liquid 
interface and the relative vapour pressure in Equation 1. 10 is replaced by the activity of 
the minor component (solute) in the major component (solvent). Christenson and 
colleagues [45, 83, 84], have investigated the phase- eparation of water from nonpolar 
liquids over a wide range of water activitie . This work was prompted by some of the 
earlier measurements of solvation force in nonpolar liquids which contained trace 
quantities of water [67, 68, 107]. At high water activities , the oscillatory force i 
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replaced by a strong attractive force that dominates the interaction below some critical 
surface separation. This force is operative at least by a water activity of 0.5 [84]. The 
attraction is cau ed by the condensation of water between the surfaces when the negative 
Laplace pressure across the liquid-liquid interface pulls the surfaces rapidly into contact. 
The actual concentration of water is very low, so the phase-separation must involve the 
preferential accumulation of water between or on the mica surf aces. 
In a single component system of pure liquid or vapour the separation from which the 
surfaces will jump into contact is given by the van der Waals relation, Equation 1.8. 
However, the very strong attraction that acts when a vapour capillary condenses, or a 
liquid mixture phase-separates between the surfaces causes the surfaces to jump together 
from a much larger separation than that given by Equation 1.8. According to the Kelvin 
equation ( 1.10), the jump distance in these cases is equal to the maximum separation at 
which the condensate is stable, and is given by Equation 1. 11. Christenson et al. [45], 
found that the jump distance measured for water phase-separating from nonpolar liquids 
did not conform to the Kelvin jump di stance over any significant range of activities, 
although the general trend of increasing jump distance with activity was observed. The 
mechanism governing the formation of the condensate and the surface separation at which 
it occurs is discussed in Chapter 2. 
The related phenomenon of cavitation has also been studied using the SF A. Cavitation is 
a complication of the interaction of hydrophobic surf aces in water where a vapour cavity 
bridging the surfaces at small separations is the thermodynamically stable state [ 118] . 
Pa hley et al. [29], observed the spontaneous formation of a vapour cavity in water 
between hydrophobic surface s consisting of depo sited monolayers of 
dihexadecylammonium acetate. The contact angle of water on these surfaces wa greater 
than 90°. Christenson and Claesson [85], studied the cavitation between both 
hydrocarbon and fluorocarbon surfaces in water. Cavitation occurred as soon as the 
fluorocarbon surfaces were brought into contact, but only after subsequent separation for 
the hydrocarbon surfaces. Both systems are subject to a long range hydrophobic 
attraction from large separations (70-90 nm). The cavitation is energetically favoured 
because the water/hydrophobic-surface interface has a higher energy than the 
vapour/hydrophobic-surf ace interface. 
1.4.3 Practical Implications 
The Kelvin Equation is of enormous practical importance. For example it provide a 
ready explanation for the supersaturation of vapours and solutions [ 119]. If condensation 
is to take place via the formation of small droplets, the high vapour pressure involved 
presents an energy barrier to the process which is only easily by-passed in the presence of 
foreign matter. Also, measurement of the vapour pres ure exerted by a liquid condensed 
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in a porous solid can give information about pore size [119, 120]. Ideally at a certain 
pressure below the normal saturation vapour pressure, all the pores less than a specific 
size will fill with liquid, leaving the larger ones empty. A statistical pore size distribution 
may then be obtained from the adsorption isotherm. Realistically, an adsorbed film will 
cover the entire surface of the solid before condensation occurs. The Kelvin equation can 
also account for hysteresis in the adsorption/desorption isotherm for a porous olid, or 
the so called 'ink-bottle' effect [93]. If the pores are considered to be open-ended 
cylinders, the vapour pressure required for evaporation is lower than that required for 
condensation. This is because the mean radius for condensation is simply the pore 
radius, but for evaporation it is the mean radius of the condensate meniscus. 
Capillary condensation is also a dominating effect in the adhesion of surfaces and 
powders in condensable vapours, where trace amounts of liquid condense between the 
particles [ 121]. The Laplace pressure (Equation I. 9) across the condensate interface 
contributes, often overwhelmingly, to the total adhesive force . The adhesion of particles 
to solid surfaces is fundamental to many processes such as xerography, crop dusting, 
spray drying, air-pollution control, and flow of powders. 
The analogous case of phase-separation of immiscible liquids is equally important. In 
particular, the separation of water from nonpolar liquids affects the flocculation of 
dispersions, the flotation of minerals, as well as the efficiency of the recovery of crude oil 
trapped in narrow pores [ 122, 123]. Oil in petroleum reservoirs is presumed to be close 
to saturation with water which can capillary condense thereby filling up cracks and 
preventing the removal of the oil. The aim of surfactant flooding is to overcome pore 
blockages by reducing the interfacial tension between the oil and the water, thu 
permitting displacement of the oil. 
1.5 ADHESION 
A knowledge of interparticle adhesion is important for understanding many technological 
processes as outlined above. The adhesion between two solid surfaces or particles is 
determined by the surface energies of the interacting material . It is dependent on both 
bond strengths and crystal structure. The adhesion is reduced when the surfaces are 
immersed in liquid, and also by surface roughness [25]. In the presence of a capillary 
conden ate, an important contribution to the adhesion is the pressure difference across the 
liquid-vapour interface. 
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1.5.1 Theory and Measurement 
The free energy E, required to separate two flat surfaces of unit area from contact to 
infinity is by definition equal to twice the surface energy y, required to increase the 
surface area of the isolated medium by unit area [23], 
E= 2y (1.12) 
For two flat surfaces subject to a van der Waals interaction, Lifshitz theory gives the 
interaction energy as, 
E= -A 
I2ndo2 
(1.13) 
where do is the interfacial separation at molecular contact. do is frequently assigned a 
value of 0 .165 nm. This value is based on a calculation of the distance between the 
planes of an average close-packed solid. Equation 1. 13 is related to the force of the 
interaction between crossed cylinders (Equation 1.6) through the Derjaguin 
approximation (Equation 1.1 ). By applying the Derjaguin approximation to Equation 
1.12, the relationship between the measured adhesion and surface energy is, 
E = 41ty 
R 
for the geometry of the SF A. 
(1.14) 
For some years there was a general disagreement between the values of the surface 
energy of mica obtained from pull-off experiments in nitrogen using the SFA [25, 124], 
which were of the order of 50-80 mJm-2 and the values obtained from direct cleavage 
experiments [125, 126], which were about 120 mJm-2 . The lower SFA values are in 
fact closer to the Lifshitz predictions of Equation 1.13 than the direct cleavage values. 
The discrepancy between the two sets of values was recently resolved by Christenson 
[ 127]. A number of the early SFA experiments were conducted with a single cantilever 
spring which permits some lateral sliding rather than strictly normal separation of the 
surfaces thus reducing the adhesion. More importantly, the length of the exposure of the 
mica to the atmosphere prior to measurement of the adhesion was found to be a critical 
factor in the value of the adhesion obtained. By minimising this exposure, surface 
adsorption and contamination were reduced and surface energies were measured that were 
comparable with the direct cleavage results. With this difference resolved, it is obvious 
that the early agreement with the theoretical Lifshitz values was coincidental. The 
difference between the measured and theoretical value is now attributed to short range 
polar contributions to the adhesion, which are not included in the Lifshitz van der Waals 
theory . 
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When the surfaces are surrounded by liquid the surf ace energy in Equation 1.14 becomes 
Ysl, and the measured adhesion at contact is significantly reduced in comparison to that 
measured in vacuum. In the nonpolar liquids OMCTS, cyclohexane and n-pentane, the 
contact adhesion was found to depend on the pull-off force measured in nitrogen [ 11 OJ. 
That is, the higher the adhesion in nitrogen (minimal exposure to the atmosphere), the 
higher the contact adhesion in liquid. The magnitude of the contact adhesion found for 
the nonpolar liquids in this investigation was substantially greater than previou studie 
[68, 84) in which no deliberate attempt had been made to minimise the exposure of the 
mica to the atmosphere. The contact adhesion in water was found to be much smaller 
than in the nonpolar liquids, and an order of magnitude smaller than in nitrogen [ 127). 
This reduction was attributed to shielding of the ionic contribution to the adhesion by the 
surrounding water. That is, in water, the surface energy is dominated by dispersion 
effects. The contact adhesion in water between hydrogen mica surfaces was consistently 
higher than between potassium mica surfaces probably because the ion-exchange 
procedure washes away some of the adsorbed contaminants. The larger adhesion in the 
non polar liquids illustrates the inadequacy of the Lifshitz theory in predicting the contact 
adhesion for a polar solid. 
Recent work by McGuiggan and Israelachvili [ 128, 129), concerns the relative 
crystallographic orientation of the two mica surfaces u ed in SFA experiment . Working 
in water, they found that when the mica surfaces were perfectly aligned as they had been 
prior to cleaving, that the adhesion was 50% greater than if the lattices were mismatched. 
Similarly enhanced adhesion was observed at all alignments that were integral multiples 
of 60° from the original direction. This is not unexpected a the basal plane of mica has 
hexagonal symmetry. The effect was very sensitive to changes in orientation, as within 
I O of the e specific orientations the adhesion was reduced to the base level. The increa ed 
adhesion when the lattices were aligned was attributed to the surface being 0.04 nm 
closer together than when mismatched. That is , do i mailer in Equation 1.13 . 
Christenson [ 127), suggested that the increa ed adhesion een in these investigations 
must be additional to that generally measured as most measurements would certainly not 
be made with such accurately aligned surfaces. 
Few real systems exist in dry atmospheres, and many are higWy sensitive to the presence 
of trace amounts of vapour due to capillary condensation in cracks and pore . It is 
therefore of interest to follow the change in adhesion over a range of relative vapour 
pressures. This type of investigation wa first performed with the SFA by Fisher and 
Israelachvili [82), but many of the conclusions of this study were later found to be 
erroneous by Christenson [25), because a single cantilever spring had been used. The 
introduction of vapour reduces the urface energy term of Equation 1.14 and the adhesion 
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decreases from the value measured in a dry atmosphere . This decrease has been 
quantified for cyclohexane, n-hexane and water between mica surfaces [25) . 
Above a certain vapour pressure capillary condensation will occur. In the presence of an 
annulus of condensed liquid the total adhesive force at contact is given by [82), 
F = 41tR'Y] v cos8 + Fs-s(n) + Fy ( I. 15) 
which depends only on R, the macroscopic radius of the surfaces, 8 the contact angle of 
the liquid on the solid and is independent of the meniscus radius and hence also the 
relative vapour pressure by the Kelvin equation ( 1.10). Since most liquids wet mica, 8 is 
small and cos8 is frequently assumed to be unity. The first term is the Laplace pressure 
term and often completely dominates the adhesion. It is this very strong attractive force 
that pulls the surfaces into contact, generally overcoming all but the innermost repulsive 
barriers due to solvation forces within the condensed liquid. The second term represents 
the solid-solid interactions across the n layers of condensed fluid molecules that remain 
trapped between the surfaces when they come into contact in vapour. This solvation 
interaction is often negligibly small in comparison to the Laplace pressure term at 
separations of a few molecular layers [ 11 OJ . The final term is the resolved component of 
the surface tension around the perimeter of the condensate, which for the geometry of the 
SF A is negligible since the condensate radius is much smaller than the surface radius 
[82] . For most cases Equation 1.15 then becomes, 
F = 47tR'Y] v + Fs-s(n) (I.I 6) 
McFarlane and Tabor [ 130), verified that the adhesion between a glass sphere and flat in 
the saturated vapour of water and various organic liquids was given by the first term of 
Equation 1.15 to within a few percent. The transition from Equation 1.14 in a dry 
atmosphere to Equation 1.16 at saturation with vapour ha been shown to be smooth by 
Christenson using the SFA [25) . The rate of approach to the limiting value of Equation 
1.16 was found to vary between the different liquids investigated, but was reached by a 
relative vapour pressure of 0.7 in all cases. That is, for some liquids Equation 1.16 is 
obeyed for lower vapour pressures (smaller condensates) than others . The exact reason 
for this is unclear, but probably reflects the differences in the adsorption of the liquids on 
the mica. 
For liquid mixtures the surface energy in Equation 1.16 is the interfacial tension between 
the two liquids. In OMCTS containing water, phase-separation has been found to occur 
for a water activity as low as 0.5 [84). The evidence for thi s was a substantial increase in 
the adhe ion from the value measured in the dry liquid caused by the Laplace pres ure 
across the liquid-liquid interface. The adhesion was found to be constant for activities 
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greater than 0. 7 and agreed with the interfacial tension obtained from other 
measurements. 
Christenson and Yaminsky [ 11 0], recently demonstrated the value of Equation 1.16 by 
performing adhesion measurements between surfaces surrounded by the near-saturated 
vapour of nonpolar liquids. Working in vapour permits the accurate measurement of the 
contact adhesion Fs-s(0), in liquids. This is not possible when the surf aces are immersed 
in liquid if the innermost repulsive barriers of the solvation force prevent the surfaces 
from making contact. However, if the surfaces are brought into contact in a dry 
atmosphere and then the vapour introduced, it will condense around the contact zone and 
the pull-off force is given by, 
F = 47tRYJv + Fs-s(0) ( 1.17) 
As mentioned above, the major difference between the force in water and the nonpolar 
liquids lies in the magnitude of this contact adhesion, F5_5(0). After separating, a film of 
liquid will adsorb on each surface so that when the surfaces are brought together again 
they will be separated by liquid, trapped in a minimum of the oscillatory force curve in the 
liquid. The Laplace contribution to the adhesion is still the same, but the solid-solid 
interaction term in now given by F5_5(n), the solvation force at the nth minimum from 
contact. The magnitude of F5_5(n) for n>0 is determined by locating the minima in the 
solvation force within the condensed liquid. This term was found to be negligibly small 
for n2::2 for the non polar liquids OMCTS, cyclohexane and n-pentane [ 110]. 
1.5.2 The Effect of Surface Deformation 
Equation 1.14 is derived on the basis of smooth, rigid surfaces, however, the layered 
combination of the mica with a similar thickness of softer glue (used to mount the mica on 
the supporting silica discs) together with the large surface radius, readily deforms when 
subject to adhesive forces. This deformation results in a finite contact area which is seen 
as a flat zone on the fringes at contact (refer to Figure 1.2). One of the first theoretical 
attempts at a rigorous treatment of the adhesion between the surfaces in the flattened 
contact region was made by Johnson, Kendall and Roberts (JKR) [ 131 ]. According to 
the JKR theory, the adhesion 41tR y is replaced by 31tRy in the presence of ela tic 
deformations. Also, the surfaces will part abruptly on separation when the radius of the 
contact zone is non-zero, in fact at 4-½::::::0.63 times the contact radius at rest. Ideally the 
JKR form applies to soft systems with large adhesion and large surface radii such as 
occurs in the SF A. The theory of Derjaguin, Muller and Toporov (DMT) [ 132], includes 
the effects of the attractive forces just outside the contact zone, but it assume that the 
deformed shape of the surfaces are not modified by these forces. The adhesion i given 
by 41tRy and this theory applies to small, hard colloidal particles. In this case the contact 
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radius should fall to zero before the surfaces separate. A more complete theoretical 
description, predicts a gradual change from 47t to 31t depending on the range and strength 
of the interaction, radius of curvature and compressibility of the system [ 133]. 
Most authors seem to agree that the JKR form is the correct one to use for the majority of 
SFA experiments [127]. However, despite a large amount of experimental work, 
controversy still reigns as to the validity of either form, that is, to the effect of surface 
flattening on the adhesion at contact [ 134, 135]. The primary reason that the controversy 
remains is that an independent and accurate measurement of the surf ace energy is required 
in order to distinguish between the two forms using the measured pull-off force . A 
second problem is that prolonged contact of the surfaces leads to an irreversible increase 
in the surface radius due to plastic deformations in the glue [ 124 ]. This can result in 
variations in the adhesion within any one SF A experiment. 
One instance in which consensus has been reached is in vapour close to saturation where 
the pull-off force is dominated by the Laplace pressure which is a function of the 
independently measurable liquid-vapour surface tension. The strong attractive capillary 
forces found between surfaces in vapour do give rise to significantly flattened areas , but 
the Laplace pressure term in Equation 1.16 is not affected by these deformations for 
vapour close to saturation and the adhesion is of the form 41tRY1v [25 , 136] . Similar 
agreement was found for the case of OMCTS saturated with water where the pull -off 
force wa equal to 41tR times the interfacial tension [83]. 
The JKR theory has been shown to be a sati sfactory description of the macroscopic 
deformations occurring in adhesive contact. Several studies have found agreement with 
the predicted contact zone shrinkage on separation of the surfaces [124, 137] . However, 
there has been no definite experimental verification of the JKR expression for the pull-off 
force [ 124, 138]. The reliability of some of the early SFA adhesion measurements has 
been questioned because they were performed with a single cantilever spring [ 137]. 
Frequently the errors inherent in the SFA experiments, especially in the measurement of 
the surface radii, invalidate any attempt to distinguish between the JKR and DMT forms . 
The lack of consensus as to the exact expression does not alter the general conclusions 
that can be drawn from the adhesion measurements. The absolute magnitude of the 
adhesion is not as important as the relative magnitude of the adhesion in different 
systems. In real systems surface roughness can significantly reduce the adhesion and the 
theories become at best semi-quantitative. 
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1.6 CONCLUSION 
The suitability of the SFA for the measurement of the various classes of surface force has 
been well demonstrated. In particular, the obvious appeal of vapour-phase experiments 
for measuring solvation forces and the contact adhesion is evident. This regime is also 
required for the study of capillary condensation in the SF A. The necessary foundations 
have thus been laid for the experimental work presented in the following chapter 
concerning the capillary condensation of ethanol from near-saturated vapour. 
35 
1.7 REFERENCES 
1. Israelachvili , J .N. and Adams, G.E., J. Chem. Soc., Faraday Trans. 174 975 
(1978) . 
2 . Parker, J .L. , Christenson, H.K. and Ninham, B.W., Rev. Sci. lnstrum. 60 3135 
( 1989). 
3. Langmuir, I., J. Chem. Phys. 6 837 ( 1938). 
4 . Derjaguin, B.V. and Kussakov, M., Acta Physicochim. URSS 10 25 (1939). 
5 . Derjaguin, B. V. , Titijevskaia, A.S., Abrikosova, I.I. and Malinka, A.D., Discuss. 
Faraday Soc. 18 24 (1954). 
6 . Derjaguin, B.V. , Abrikosova, I.I. and Lifshitz, E.M. , Quart. Rev. Chem. Soc. 10 
295 ( 1956). 
7. Overbeek, J.T.G . and Sparnaay , M.J ., J. Colloid Interface Sci. 7 343 (1952). 
8. Overbeek, J .T.G. and Sparnaay, M.J ., Discuss. Faraday Soc. 18 12 (1954). 
9 . Peschel , G. and Belouschek, P., Pro gr. Colloid Polym. Sci. 60 108 (1976). 
I 0. Belouschek, P. and Maier, S., Progr. Colloid Polym. Sci. 72 43 ( 1986). 
11. Tabor, D. and Winterton , R.H.S., Proc. Roy. Soc. Lond. Ser. A 312 435 (1969). 
12 . Israelachvili , J.N . and Tabor, D. , Proc. Roy. Soc. Lond. Ser. A 331 19 (1972). 
13 . Israelachvili , J .N. and Tabor, D., Progr. Surf Membr. Sci. 7 I (1973). 
14. Tolansky, S ., Multiple Beam Interferometry of Surfaces and Films (Clarendon 
Press, Oxford, 1948). 
15. Israelachvili , J .N., J. Colloid Interface Sci. 44 259 (1973) . 
16. Stewart, A.M. and Christenson, H.K. , Meas. Sci. Technol. 1 130 I ( 1990). 
17 . Parker, J.L. , Langmuir 8 551 (1992) . 
18 . Tonck, A. , Georges, J .M. and Loubet, J .-L. , J. Colloid Interface Sci. 126 150 
(1988) . 
19 . Derjaguin , B.V ., Rabinovitch , Y.I. and Churaev, N.V., Nature 272 313 (1978). 
20. Stewart , A.M. and Parker, J .P., Rev. Sci. In st rum. 63 5626 (1992) . 
21. Parker, J.L. and Stewart, A.M ., Progr. Colloid Polym. Sci. 88 162 (1992). 
22 . Binnig, G. , Quate, C.F. and Gerber, C., Phys. Rev. Lett. 56 930 (1986). 
23 . Israelachvili , J .N., Intermolecular & Surface Forces 2nd Edn (Academic Press, 
London , I 991 ). 
24 . Derjaguin, B.V., Kholloid Zh. 69 155 (1934). 
25 . Christenson , H.K. , J. Colloid Interface Sci. 121 170 (1988) . 
26 . Kekicheff, P. and Spalla, 0 ., Langmuir 10 1584 (1994) . 
27 . Israelachvili , J.N . and Pashley , R.M ., Nature 300 341 ( 1982). 
28 . I raelachvili, J .N. and Pashley , R.M., J. Colloid Interface Sci. 98 500 ( 1984). 
29 . Pashley , R.M., McGuiggan , P.M., Ninham, B.W. and Evans, D.F., Science 229 
1088 (1985). 
30. Christenson, H.K. , J. Phys. Chem. 90 4 (1986). 
36 
31. Claesson, P.M., Blom, C.E. , Herder, P.C. and Ninham, B.W. , J. Colloid 
Interface Sci. 114 234 ( 1986). 
32. Claesson, P.M., Herder, P.C., Blom, C.E. and Ninham, B.W., J. Colloid 
Interface Sci. 118 68 (1987). 
33. Claesson, P.M. and Christenson, H.K., J. Phys. Chem. 92 1650 (1988). 
34. Claesson, P.M., Kjellander, R., Stenius, P. and Christenson, H.K., J. Chem. 
Soc., Faraday Trans. I 82 2735 (1986). 
35. Pashley, R.M. and Israelachvili, J.N., Colloid Surf 2 169 (1981). 
36. Pashley, R.M., McGuiggan, P.M., Ninham, B.W. , Brady, J. and Evans, D.F., J. 
Phys. Chem. 90 1637 (1986). 
37. Hom, R.G., Biochim. Biophys. Acta 778 224 (1984). 
38. Marra, J., J. Colloid Interface Sci. 107 446 (1985). 
39. Marra, J. and Israelachvili, J.N., Biochemistry 24 4608 (1985). 
40 . Patel, S.S. and Tirrell, M. , Annu. Rev. Phys. Chem. 40 597 ( 1989). 
41. Parker, J.L. , Cho, D.L. and Claesson, P.M., J. Phys. Chem. 93 6121 (1989). 
42. Parker, J.L. , Claesson, P.M. , Cho, D.L. , Ahlberg, A., Tidblad, J. and Blomberg, 
E. , J. Colloid Interface Sci. 134 449 ( 1990). 
43 . Senden, T.J . and Ducker, W.A., Langmuir 8 733 (1992). 
44 . Christenson , H.K. and Israelachvili , J .N ., J. Colloid Interface Sci. 117 576 
( 1987). 
45 . Chri stenson, H.K., Fang, J. and Israelachvili , J.N ., Phys. Rev. B 39 11750 
( 1989). 
46 . Parker, J .L. and Christenson, H.K. , J. Chem. Phys. 88 80 I 3 (1988). 
47 . Smith, C.P., Maeda, M., Atanasoska, L., White, H.S. and McClure, D.J ., J. 
Phys. Chem. 92 199 ( 1988). 
48 . Hom, R.G. , Clarke, D.R. and Clarkson, M.T., J. Mater. Res. 3 413 (1988). 
49 . Hom, R.G. , Smith, D.T. and Haller, W., Chem. Phys. Lett. 162 404 ( 1989). 
50. Grabbe, A., Langmuir 9 797 (1993). 
51. Horn, R.G. , Smith, D.T. and Grabbe, A. , Nature 366 442 (1993). 
52. Chapel , J.-P., J. Colloid Interface Sci. 162 5 I 7 (1994). 
53. Israelachvili , J.N. and McGuiggan, P.M., Science 241 795 (1988). 
54. Christenson, H.K., J. Dispersion Sci. Technol. 9 171 ( 1988). 
55. Derjaguin, B.V. and Landau, L., Acta Physicochim. URSS 14 633 (1941 ). 
56. Verwey, E.J .W. and Overbeek, J.T.G. , Theory of Stability of l yophobic Colloids 
(Elsevier, Amsterdam, 1948). 
57. Pashley, R.M., J. Colloid Interface Sci. 80 153 (1981 ). 
58. Pashley, R.M., J. Colloid Interface Sci. 83 531 (1981 ). 
59. Pashley, R.M. and Israelachvili , J.N. , J. Colloid Interface Sci. 97 446 (1984). 
60. Christenson, H.K. and Horn, R.G., Chem. Phys. Lett. 98 45 ( 1983). 
61 . Christenson, H.K. , J. Chem. Soc., Faraday Trans. I 80 1933 ( 1984). 
37 
62. Christenson, H.K. and Horn, R.G., J. Colloid Interface Sci. 103 50 ( 1985). 
63. Pashley, R.M., Adv. Colloid Interface Sci. 16 57 (1982). 
64 . Israelachvili, J.N. and Pashley, R.M., Nature 306 249 (1983) . 
65. Shubin, V.E. and Kekicheff, P., J. Colloid Interface Sci. 155 108 (1993). 
66. Horn, R.G. and Israelachvili, J.N., Chem. Phys. Lett. 71 192 (1980). 
67. Horn, R.G. and Israelachvili, J.N., J. Chem. Phys. 75 1400 (1981). 
68 . Christenson, H.K., J. Chem. Phys. 78 6906 ( 1983). 
69. Christenson, H.K., Gruen, D.W.R., Horn, R.G. and Israelachvili, J.N., J. 
Chem. Phys. 87 1834 ( 1987). 
70. Pashley, R.M. and Israelachvili , J.N., J. Colloid Interface Sci. 101 511 (1984). 
71. Christenson, H.K., In Modem Approaches to Wettability: Theory and Applications 
Ed. Schrader, M. E. and Loeb, G. (Plenum Press , New York, 1992), 29. 
72 . Christenson, H.K., Claesson, P.M. and Parker, J.L., J. Phys. Chem. 96 6725 
( 1992). 
73. Craig, V.S.J. , Ninham, B.W. and Pashley, R.M., Nature 364 317 (1993). 
74 . Yaminsky, V.V. and Ninham, B.W., Langmuir 9 3618 (1993). 
75 . Israelachvili, J .N., Tandon, R.K. and White , L.R., J. Colloid Interface Sci. 78 
430 (1980). 
76. Klein , J. and Luckham, P. , Nature 300 429 (1982). 
77 . Hadziioannou, G., Patel , S., Granick, S. and Tirrell , M., J. Am. Chem. Soc. 108 
2869 ( 1986). 
78. Luckham, P.F. and Klein, J. , J. Chem. Soc. Faraday Trans. 86 1363 (1990). 
79 . Herder, C.E., Ninham, B.W. and Christenson, H.K., J. Chem. Phys. 90 5801 
( 1989). 
80. Fisher, L.R. and Israelachvili, J.N ., Nature 277 548 (1979). 
8 I. Fisher, L.R. and Israelachvili, J.N ., J. Colloid Interface Sci. 80 528 (1981 ). 
82. Fisher, L.R. and Israelachvili , J.N ., Colloid Surf 3 303 (1981 ). 
83 . Christenson, H.K., J. Colloid Interface Sci. 104 234 (1985). 
84 . Christenson, H.K. and Blom, C.E., J. Chem. Phys. 86 419 (1987). 
85 . Christenson, H.K. and Claesson, P.M., Science 239 390 (1988). 
86. Chan, D. Y.C. and Horn, R.G. , J. Chem. Phys. 83 5311 (1985). 
87 . Israelachvili, J.N ., J. Colloid Interface Sci. 110 263 (1986). 
88 . London, F., Z. Phys. 63 245 (1930). 
89 . Casimir, H.B.G. and Polder, D., Phys. Rev. 73 360 (1948). 
90. Hamaker, H.C., Physica 4 1058 ( 1937). 
91. Lifshitz, E.M., Soviet Phys. JETP 2 73 ( 1956). 
92 . Dzyaloshinskii, I.E., Lifshitz, E.M. and Pitaevskii, L.P., Adv. Phys. 19 165 
(1961 ). 
93 . Hunter, R.J., Foundations of Colloid Science Vol I, !st Edn (Oxford University 
Pres , Oxford, 1989). 
38 
94. Mahanty, J. and Ninham, B.W., Dispersion Forces (Academic Press, New York, 
1976). 
95. Kitchener, J.A. and Prosser, A.P., Proc. Roy. Soc. Lond. Ser. A 242 403 
(1957). 
96. Rouweler, G.C.J. and Overbeek, J.T.G., Trans. Faraday Soc. 67 2117 (1971). 
97. Hunklinger, S., Geisselmann, H. and Arnold, W., Rev. Sci. lnstrum. 43 584 
(1972) . 
98 . Black, W., de Jongh, J.G.V., Overbeek, J.T.G. and Spaarnay, M.J ., Trans . 
Faraday Soc. 56 1597 (1960). 
99. van Silfuout, A., Proc. Kon. Bed. Akad. Wetensh. B 69 501 (1966) . 
100. Coakley, C.J. and Tabor, D., J. Phys. D 11 L 77 (1978). 
10 I. Lodge, K., J. Colloid Interface Sci. 50 462 (1974). 
102. White, L.R., Israelachvili, J.N. and Ninham, B.W., J. Chem . Soc. Faraday 
Trans. 112 2526 ( 1976). 
103. Lane, J.E. and Spurling, T.H., Chem. Phys. Lett. 67 107 (1979). 
104. Snook, I.K. and van Megen, W., J. Chem. Phys. 72 2907 (1980). 
105 . Mitchell, D.J., Ninham, B.W. and Pailthorpe, B.A., Chem. Phys. Lett. 51 257 
(1977) . 
106. Grimson, M.J. , Rickaysen, G. and Richmond, P., Mol. Phys. 39 61 (1980). 
107. Christenson, H.K., Hom, R.G . and Israelachvili, J.N., J. Colloid Interface Sci. 
88 79 (1982). 
108. Attard, P. and Parker, J.L., J. Phys. Chem. 96 5086 (1992). 
109. Christenson, H.K., Chem. Phys. Lett. 118 455 (1985). 
110. Christenson, H.K. and Yaminsky, V.V., Langmuir 9 2448 (1993). 
111. Hom, R.G., Evan , D.F. and Ninham, B.W., J. Phys. Chem. 92 3531 (1988). 
112. Adamson, A.W., Physical Chemistry of Surfaces 5th Edn (Wiley Interscience, 
New York, 1990). 
113. Gudris, N. and Kulikova, L., Z. Phys. 24 121 (1924 ). 
114. La Mer, V.K. and Gruen, R., Trans. Faraday Soc. 48 410 (1952). 
115 . Blackman, M., Lisgarten, N .D. and Skinner, L.M., Nature 217 1245 (1968). 
116. Sambles, J.R., Proc. Roy. Soc. lond. Ser. A 324 339 (1971) . 
117. Crassous, J., Charlaix, E., Gayvallet, H. and Loubet, J.-L., Langmuir 9 1995 
(1993) . 
118 . Yushchenko, V.S., Yaminsky, V.V. and Schchukin, E.D., J. Colloid Interface 
Sci. 96 307 (1983) . 
119. Shaw, D.J., Introduction to Colloid and Surface Chemistry 3rd Edn (Butterworths, 
London, 1989). 
120. Everett, D.H., Basic Principles of Colloid Science (Royal Society of Chemi try , 
London, 1992). 
121. Zimon, A.D., Adhesion of Dust and Powder (Plenum Pres , New York, 1969). 
39 
122. Dawe, R.A. and Egbogah, E.O., Contemp. Phys. 19 355 ( 1978). 
123 . Chri tenson , H.K. and Israelachvili, J.N ., J. Colloid Interface Sci. 119 194 
( 1987). 
124. Horn , R.G., Israelachvili, J.N. and Pribac, F., J. Colloid Interface Sci. 115 480 
( 1987). 
125 . Bailey, A.I. and Kay, M.K. , Proc. Roy. Soc. Lond. Ser. A 301 47 ( 1967). 
126. Wan, K.-T., Smith, D.T. and Lawn, B.R., J. Am. Ceram. Soc. 75 667 (1992). 
127. Christenson, H.K. , J. Phys. Chem. 97 12034 (1993). 
128 . McGuiggan, P.M. and Israelachvili , J.N., Chem. Phys. Lett. 149 469 (1988). 
129. McGuiggan, P.M. and Israelachvili , J.N ., Mat. Res. Soc. Symp. Proc. 138 349 
( 1989). 
130. McFarlane, J.S. and Tabor, D., Proc. Roy. Soc. Lond. Ser. A 202 224 (1950). 
13 1. Johnson , K.L. , Kendall , K. and Roberts, A.O., Proc. Roy. Soc. Lond. Ser. A 
423 301 (1 97 1). 
132 . Derj aguin , B.Y., Muller, Y.M. and Toporov, Y.P. , J. Colloid Interface Sci. 53 
314 (1975). 
13 3. Muller, Y.M., Yushchenko, Y.S. and Derjaguin , B.V., J. Colloid Interface Sci. 
92 92 ( 1983). 
134 . Parker, J.L. and Attard , P. , J. Phys. Chem. 96 10398 (1992). 
135. Chen , Y.L. , Helm, C.A . and I raelachvili , J.N. , J. Phys. Ch em. 95 I 0736 
(1 991 ). 
136. Fogden, A. and White, L.R., J. Colloid Interface Sci. 138 414 (1990). 
I 37. Israelachvili , J.N., Perez, E. and Tandon, R.K. , J. Colloid Interf ace Sci. 78 260 
( 1980). 
138. Christenson, H.K. and Claesson , P.M., J. Colloid Interface Sci. 139 589 ( 1990). 
40 
I! 
I, 
Chapter 2 
Experimental Measurements 
2.1 INTRODUCTION 
The mechanism of surface induced phase transitions such as capillary condensation i not 
well understood. The aim of the work discussed in this chapter is to determine the 
surf ace separation at which the condensate forms, and to use this separation to ascertain 
the mechanism governing the process. Measurements made using a SFA, of capillary 
condensation, as well as adsorption and solvation forces between mica surfaces 
surrounded by near-saturated vapour of the polar liquid ethanol are presented. 
The interaction between surfaces in a condensable vapour is a van der Waals attraction 
which changes to a solvation force (with a van der Waals contribution) together with a 
capillary force in the liquid after the phase transition [ 1]. At large separation the van der 
Waals force is small, but a the two bodies approach, the magnitude of the force rises 
rapidly. The critical van der Waals surface separation, de from which the surfaces jump 
into contact is given by Equation 1.8 and depends strongly on the spring con tant, k. If 
the urface separation at which capillary condensation occur is greater than the predicted 
jump distance, Equation 1.8 will no longer be obeyed, as the surface will be pulled into 
contact by the condensate. This is most likely to happen in the case of a stiff spring, 
where the predicted van der Waals jump di tance is small. That is, the capillary force is 
anticipated to predominate over the van der Waal force in vapour close to saturation for 
large spring constants. It is important to ascertain under what precise conditions thi 
domination occurs. 
In several studies of immiscible liquids the surface separation at which the pha e-
~eparation of water occurred has been measured over a range of water activities (2-4]. 
For water activities greater than 0.95, and stiff springs, the jump distance wa found to 
be e entially constant. This indicate the pre ence of a large attractive force that 
dominates the interaction at ome critical di tance. More recently, in a study of capillary 
conden ation of nonpolar liquid in vapour close to saturation, the jump distance again 
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proved to be independent of the spring constant [5]. In all these cases, the jump distance 
wa not studied in great detail , however, the groundwork has been laid for a more 
comprehensive study. 
Between any smooth surfaces in simple liquids, salvation forces are expected to arise due 
to enhancement of layering effects at small separations. As described in § 1.3, the 
salvation force oscillates between repulsion and attraction as the surface separation varies. 
The amplitude of the force decreases exponentially with separation [6]. When the 
experiment is conducted in vapour, salvation forces can also be measured provided that 
the vapour is close to saturation [5]. The necessary requirement is that the condensate is 
sufficiently large (near-saturation from the Kelvin equation ( 1. IO)), that the surfaces can 
be moved in and out without any instabilities due to the condensate. If this occurs, the 
surfaces remain surrounded by condensed liquid and the salvation force in the liquid can 
be measured as usual. 
The number of studies of the interaction of mica surfaces in polar liquids [7-10] other 
than water has been small. The ethanol molecule is polar, can hydrogen bond and is 
amphiphilic. These properties will have some bearing on the salvation forces in the 
liquid. The presence of a dipole moment has previou ly been found to affect the contact 
adhesion [5, 11]. The degree of hydrogen bonding should not affect the salvation force 
which has been found to be similar to that in non polar liquids [ 12] . 
Satisfactory measurements in ethanol have previously not been possible because ethanol 
partially dissolve the glue bonding the mica sheets to the si lica !en e in the SFA, hence 
contaminating the system. By measuring with the surfaces surrounded by vapour only , 
thi can be avoided as the liquid has to conden e between the surfaces, so it is unlikely to 
become contaminated . The behaviour of ethanol on mica is interesting because ethanol 
wets freshly cleaved mica, and forms thick films as seen by the interference colour as the 
liquid spreads. Thi is in contrast to the behaviour of all the previously investigated 
nonpolar liquids where no such thick films form, except for the case of n-pentane for 
which films greater than 2 nm thick have been reported [13] . 
2.2 EXPERIMENT AL 
2.2.1 Materials and Methods 
A Mark IV SFA was used for all mea urement . Five eparate experiment were carried 
out. The fir t u ed a fixed length spring of k= l .5x l 02 N m- 1. In the remaining 
experiment , the lower surface wa attached to a variable double cantilever spring which 
permitted the spring constant to be varied within the range 5xl0 1-5xl04 Nm-1. In order 
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to minimise interference from external vibrations, the apparatus was suspended from 
metre-long helical springs. All experiments were carried out in a temperature controlled 
laboratory at 22±0.2 °C. The mica (Mica Supplies Ltd, UK) which had been cleaved 
into molecularly flat sheets (2-6 µm thick) then back silvered, was glued to cylindrically 
polished silica discs using an epoxy resin (Epon 1004, Shell Chemical Company). 
Measurement of the surf ace separation from the interference fringe was carried out using 
a video micrometer (Colorado, model 305). The recording of the FECO fringe on video 
for later measurement with the micrometer significantly increases the accuracy of the 
measurements required for vapour-phase experiments. One crucial measurement is the 
separation at which the surfaces are pulled into contact by either the van der Waal force, 
or the condensate. This process is very rapid, taking less than one frame (0.02 s) of the 
video. By freezing the video it is possible to locate this separation with far greater 
accuracy than can be done when viewing the real-time motion of the surfaces in the 
spectrometer. The video micrometer is also invaluable for measuring the refractive index 
and surface radii, the measurements of which are plagued by drift in real-time. All 
distances are given relative to mica-mica contact in dry nitrogen. 
Initially the pull-off force and the eparation at which the surfaces jumped into contact 
were measured in dry nitrogen. The pull-off force was determined using both methods 
described in § l . I .3: the fringe spacing at rest after separation and the number of fringe 
passing the contact wavelength as the surfaces were brought back into contact. The 
results of these two calculations were the same within the error of the measurement. 
The chamber was then saturated with vapour by injecting a known excess of di tilled 
analytical grade ethanol onto the base of the chamber while the surfaces were in contact. 
The light beam that produces the interference fringes raises the temperature between the 
surfaces, even though it passes through an infrared filter before entering the chamber. 
This reduces the effective relative vapour pressure to just less than one. The actual 
vapour pressure was calculated from the size of the condensate using Equation 1.11 and 
the Kelvin equation ( 1.10). The quantity of ethanol required to saturate the chamber of 
the apparatus at 22 °C is only 0.065 ml, calculated using the normal vapour pressure of 
6.4 kPa [ 14]. In this series of experiments, an amount of ethanol in the range 0.08-
2.0 ml wa injected into the apparatus and the relative vapour pressure was in the range 
0.960-0.995. The most saturated values were obtained only after equilibrating the 
urfaces in the dark for at lea t 20 minutes and then returning to a light level of sufficient 
intensity for a rapid mea urement to be made. A variac was used for thi control of the 
intensity of the incident light from the projector ource. When uch an equilibration wa 
performed with the surfaces in contact, as i nece ary for the solvation force 
measurement , the prolonged contact did not appear to cau e any permanent deformation 
of the surface as the radiu tayed constant throughout each experiment. 
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The contact adhesion was obtained from the initial separation of the surfaces once the 
annulus of liquid had condensed around the contact zone. A film of liquid then adsorbs 
on each surface and when contact is subsequently made, the surface remain eparated by 
a thin film of liquid. Upon separating the surfaces, the liquid bridge either snaps leaving 
liquid on each surface which then evaporates, or if the spring is sufficiently rigid and the 
vapour near-saturated, the bridge remains unbroken permitting measurements within the 
condensed liquid. The surf aces were generally separated several micrometres for at least 
five minutes in between measurements to ensure complete evaporation of the condensate. 
The vapour was removed by regularly flushing the chamber with dry nitrogen for at least 
an hour to reduce the exposure of the glue between the mica and silica to the ethanol. 
This procedure was followed after a change in spring constant as well as overnight. 
Exposure to vapour for several hours did not result in any contamination of the surfaces 
from dissolving glue, as een by the rapid evaporation of the condensates when the 
surfaces were separated , and the reproducible size of the inward jumps. In each 
experiment, the surfaces remained clean after exposure to vapour for a total of more than 
twenty hours consisting of blocks of several hours separated by nitrogen flushing. 
2.2.2 Errors 
The largest errors in the measurement occur in the determination of the radius of 
curvature of the mica urface (±5%), and in the spring constant of the double cantilever 
spring on which the lower surface is mounted. The error in the latter i about ±2% for 
weak springs, provided that the pring constant is not varied between carrying out the 
force measurements and measuring the spring constant. When using such a fixed length 
spri ng , the pring constant is si mply determined at the end of the experiment by 
measuring the deflection of the spring under load. This measurement may be made in 
situ , calculating the spring deflection from the fringe separation, or directly by measuring 
the deflection using an eyepiece graticule. The former method is more accurate because a 
smaller mass is required , o less strain is placed on the clamping mechanism of the 
variable spring during the measurement. In theory, the vernier incorporated in the 
variable spring permit the exact placement of the spring clamp at a previously used 
position so that the spring constant can be measured. In practice, however, there is a 
significant error as ociated with this process as observed in the variance in the adhesion 
measured on sub equent placement of the clamp at supposedly the same position . 
Therefore, in experiments involving more than one spring constant, the error in the 
measurement of the spring constant i at least ±5% for weak pring . 
Ideally the pring constant should be measured before the spring clamp is moved . 
However, it i not pos ible to mea ure the spring constant during the experiment, even 
with the in itu technique a this requires the chamber to be opened to the atmo phere to 
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position the mass, leading to possible contamination. For the stiff spring 
(k>5x I03 Nm- 1) , it is impossible to get an accurate measurement of the spring constant 
by measuring deflection under load, as a sufficiently large mass necessarily strains the 
spring clamp. Therefore, for stiff springs, an effective spring constant (± 10%) was 
calculated from the adhesion, by equating it to the value obtained with a weaker spring 
constant in the same experiment. The adhesion in ethanol vapour was taken as the 
constant within any one experiment, since the adhesion in nitrogen is known to decrea e 
with time [ 11 ]. In theory the spring constant is proportional to the cube of the spring 
length. The length of the spring, however, cannot be determined with sufficient accuracy 
to permit the spring constant to be calculated in this way. 
Errors in the measurement of the jump into contact can arise from bringing the surf ace 
towards contact too quickly , and external vibrations, both of which tend to increase the 
jump distance. The vibrations were further minimised by working at night. The error is 
largest for stiff springs where the jump di tance is small and most sensitive to the 
approach speed, although less sensitive to vibrations. All values presented for the 
distances jumped into contact represent the average of at least five separate measurements 
(±7% ). The adhesion values are the average of the many measurements from everal 
different spring constants within any one experiment (±5%). 
The other significant source of error is the nonlinearity of the video camera . The 
advantage of using the camera outlined above make it necessary to compen ate for thi s 
nonlinearity as much as possible. The errors in the distance measurements were 
minimised by calibrating the dispersion of the video screen in the vicinity of the 
measurements . Since all critical measurement were made within 20 nm of contact, the 
wavelength separation of the ~ and y components of the nth fringe was u ed to calibrate 
the dispersion of the video recording. In one experiment this birefringence wa not 
resolved, so the wavelength separation of the nearby mercury line and the contact 
wavelength of the nth fringe had to be used to calibrate the di persion. In another 
experiment the mercury green line wa very close to the contact wavelength. Since it wa 
brighter than the fringes, the measuring errors were minimised by turning the mercury 
lamp off during recordings of the critical movements of the fringes. 
The wavelengths of adjacent interference fringes can be u ed to calculate the refractive 
index of the medium between the mica surfaces. The e measurements are particularly 
sensitive to errors arising from the nonlinearity of the video camera. This i because the 
dispersion is different for the two fringes since they occur at different po itions on the 
video creen. Thus a knowledge of the di persion across the entire screen i required if 
the refractive index is to be calculated from any ignificant urface separation down to 
contact. Thi is best obtained by performing an identical mea urement in a medium of 
known refractive index uch a ethanol. Thi can be done close to saturation when the 
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condensate bridge the surfaces after separation. In this calculation, the dispersion at 
each position i that which gives the known refractive index. The calculation of surface 
separation relies on the dispersion, and the refractive index calculation depends on the 
comparison of two surface separations, leading to an error in the refractive index 
calculations of ±5% for small separations. The refractive index measurements were 
performed in order to determine the thickness of the adsorbed film of ethanol on the mica 
surfaces. 
2.3 ADHESION 
The adhesion between two surfaces is characteristic of both the intervening medium and 
the surfaces themselves . For surfaces in vacuum or immersed in liquid, the adhesion 
consists not only of the dispersive van der Waals interactions accounted for by Lifshitz 
theory , but also in the case of mica, ome ionic contributions. The latter are screened in 
the presence of a polar liquid and therefore the contact adhesion of mica in water is lower 
than in non polar liquids. As described in § 1.5, in a condensable vapour near aturation, 
the adhesion is composed of two primary factors: the Laplace pressure across the liquid-
vapour interface of the condensed annulus around the contact zone, together with solid-
solid contributions aero s the liquid. 
The basic features of the force measurements between mica surfaces in ethanol vapour 
near saturation are shown in Figure 2 . 1. Data are presented from five separate 
experiment . The magnitude of the adhe ion in nitrogen is not shown . A point is 
presented for each experiment for the first separation after the vapour was introduced 
while the urface were in contact , and also for the adhesion in near-saturated ethanol 
vapour. In the last instance the surface do not come into contact, but instead come to 
rest 0 .86±0.10 nm apart from the contact position in nitrogen. The standard deviation in 
the adhe ion within each experiment is about 7%. Also shown is the jump into contact 
which occur from separations greater than IO nm from contact in near-saturated vapour. 
The jump distance depends on the spring constant, so only the extreme values are 
presented, with the complete set of measurements shown in Figure 2.3. The adhe ion 
data are shown relative to 47t'Ylv, the Laplace pre ure contribution as given in Equation 
1.16, where 'Ylv=22 .75 mNm- 1 for ethanol at 20 °C [14]. In each experiment the 
chamber was saturated with different amounts of ethanol, but the relative vapour pressure 
wa always in the range 0.960-0.995, and there was no correlation between the variation 
in the adhe ion and the vapour pre ure within this range . The fact that the relative 
vapour pressure was not identical in all experiments has been ignored by displaying 
average measurements. 
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Figure 2.1. The force (nonnalised by mean radius of curvature) measured 
between mica surfaces in ethanol vapour close to saturation. The squares 
represent the adhesion (or pull-off force) after the introduction of vapour with 
the surfaces in contact. Each point is the average value within one 
experiment. When the surfaces are brought inwards, they jump into contact 
along the dashed line, from a separation of greater than JO nm as shown by 
the triangles for the range of spring constants 5xJOL5xJ04 Nm -I. They 
come to rest at 0.86 nm from contact in nitrogen, trapping two layers of 
molecules between the surfaces. The circles show the adhesion on 
subsequent separation from contact in vapour. The dotted line shows the 
magnitude of the Laplace pressure contribution, 47rYfv (Yfv =22. 75 mNm-I) 
[ 14 }, to the pull-off force in ethanol vapour. The adhesion in dry nitrogen 
was in the range 0.65-1 .15 Nm -I. 
Prior to the introduction of vapour, the adhe ion in nitrogen wa in the range 0 .65-
1.15 Nm-1. Recent studies have highlighted the dependence of this adhesion on the time 
of exposure of the mica to the atmo phere, and its large variation from experiment to 
experiment [ 11 ]. The reason for the variation in the adhe ion at solid- olid contact in 
vapour shown in Figure 2. 1 is unclear. The larger values do not correspond to the larger 
adhesion values in dry nitrogen , contrary to the results of Christen on for nonpolar 
liquids [5]. The solid-solid contribution can be calculated from adhesion at contact, using 
Equation 1.17 and the bulk surface tension of ethanol. The average adhe ion i 
398±87 mNm-1, which give the adhesion between mica in ethanol as 112±87 mNm- 1• 
This is the same order of magnitude as the 60±27 mNm-1 recently obtained between mica 
in water [l 1] , and 62 mNm- 1 for mica in methanol [15] . These ethanol re ult , and 
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those for both methanol and water, are up to an order of magnitude smaller than those 
found for the non polar liquids cyclohexane, OMCTS and pentane in the previous study. 
For an ionic solid such as mica, the contact adhesion is dominated by short-range polar 
contributions not included in the Lifshitz theory of van der Waals forces. These ionic 
contributions will be reduced when the surrounding medium has a high dielectric 
constant. Therefore, for water (£=80.37 at 20 °C) [14] , and methanol (£=33.62), the 
contact adhesion is lower than for the nonpolar liquids (£==2-3), due to shielding of the 
ionic contributions, and the surface energy is dominated by dispersion effects [ 11] . 
Similarly, the polar nature of ethanol (£=24.3 at 25 °C), explains the low contact 
adhesion found in this study. 
The location of the adhesion in ethanol vapour at a separation of 0.86±0.10 nm from 
nitrogen contact in Figure 2.1, suggest that two layers of molecules remain trapped 
between the surfaces at contact. This conclusion is based on the likely size of the ethanol 
molecule compared with for example the alkane chain width of 0.4-0.5 nm obtained from 
solvation force measurements in a range of n-alkane [ 16]. The average adhesion is 
337±25 mNm-1, which is significantly greater than the Laplace pressure contribution, 
47t'Y!v=286 mNm- 1. The difference (5 1±25 mNm-1) can then be attributed to the solid-
solid interaction across ethanol, at two layers from contact, F5_5(2) using Equation 1.16. 
This solid- olid contribution, F5_5(n) can be obtained more directly from the minima in the 
salvation force presented in Figure 2.2 where the Laplace contribution has been excluded. 
The second minimum from contact is then F5_5(2) which has a value of 46±7 mNm- 1 
which is within error of the value obtained from Figure 2.1 . 
2.4 SOLVATION FORCES 
From the Kelvin Equation ( 1. 10), for vapour pressure close to saturation , the 
equilibrium radius of the liquid-vapour interface is very large, that is, a large volume of 
liquid will condense around the contact zone. At sufficiently high relative vapour 
pressure , (p/ps=0. 989) where the effective radius of the liquid-vapour interface i 
approximately 50 nm, and using stiff springs (k/R==3x 106 Nm-2), the urfaces may be 
separated with the condensed liquid bridge between the surfaces intact. This permits the 
surfaces to be moved in and out of contact, and the force curve in the liquid excluding the 
Laplace contribution to be measured. 
Figure 2.2 shows the force curve a measured within a capillary conden ed annulus of 
ethanol between the surfaces. Two ets of data obtained on approach of the urfaces are 
shown where the force was calculated from the voltage applied to the piezo on which the 
upper urface i mounted . Al o hown are the adhesion measurements within the 
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condensate, showing four layers of molecules with an average spacing of 0.4-0.5 nm. 
The innermost maximum could not be surmounted with the entire range of the piezo. 
That is, mica contact was not achieved with vapour present in the chamber. The econd 
minimum at 0.89±0.10 nm corresponds to the equilibrium contact position observed on 
bringing the surfaces together in vapour. The innermost minimum was reached by 
applying a sufficient load to surmount the repulsive barrier preventing the surfaces from 
moving inwards from the equilibrium position. The depth of the outer minima cannot be 
accurately determined because the outward jump distances are very small with the rigid 
spring. The heights of the maxima are overestimated because of the flattening that occur 
in the contact zone when the force exceeds 2 mNm-1 [5]. The uncertainty in k and R 
(> 10% ), also contribute to the error in the magnitude of the solvation force. 
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Figure 2.2. The salvation force measured between mica surfaces in 
ethanol vapour (p/p5=0.993) with k=4.3xi04 Nm -1. The squares represent 
two separate inward runs. The triangles give the adhesive minima calculated 
from outward jumps. The inset shows the full scale of the measured maxima 
which are enhanced by surface flattening. 
3 
6 
At first ight the solvation force in ethanol shown in Figure 2.2 may appear to be almost 
indistinguishable from that in OMCTS or cyclohexane apart from the difference in the 
period of the oscillation ( ee Figures 2 and 3 in reference [5]) . There is, however, one 
49 
very important difference. The depths of the inner minima, particularly the second one, 
are greater in the case of ethanol (84±10, 46±7 mNm- 1) than for OMCTS (26-59, 
6-13 mNm-1 ). Similarly small values were al o found for cyclohexane, and the first 
minimum in methanol was found to be only 16 mNm-1 in a much earlier study [8] . That 
is, the innermost minima in the salvation force are deeper for ethanol than for other 
liquids that have been studied. The explanation for this difference probably lies in the 
way the molecules of each liquid pack when trapped between the surfaces at contact. 
Long chain alkanes pack with the chains parallel to the mica and the period of the 
salvation force reflects the chain width [ I 6]. However, the packing of ethanol is most 
likely to be dictated by its amphiphilic nature, that is with the polar end of the molecule 
towards the mica, and the hydrocarbon portion outwards. The relatively large value of 
50 mNm - 1 measured here for ethanol may reflect the adhesion of two packed 
hydrocarbon-like surfaces. 
2.5 CAPILLARY CONDENSATION 
The separation from which the surfaces jump into contact is characteristic of the force 
acting between the surfaces . For a non-retarded van der Waals interaction between 
crossed cylinders, the force law is given by Equation 1.6, and the separation at which the 
surfaces jump into contact is given by Equation 1.8. If capillary condensation occurs at a 
surface separation greater than the van der Waals jump di stance, the effect will be a larger 
jump distance than predicted. As outlined in §2. 1 there is substantial evidence to suggest 
that close to saturation of vapour and in binary mixtures of immiscible liquids, that for 
ri gid springs, the jump distance , de is independent of the spring constant. That is, the 
. :1n der Waals force is dominated by the formation of the condensate below some critical 
di tance. This effect has been quantified in the case of mica surfaces in ethanol vapour 
near aturation. 
2.5.1 Results 
The critical surface separation, de from which the surfaces jump into contact in both dry 
nitrogen, and ethanol vapour are shown in Figure 2.3, together with the pure van der 
Waals prediction from Equation 1.8 for mica surfaces using a Hamaker constant of 
l.35x I o-19 J [ 17]. The critical distance de, is presented as the surface separation relative 
to contact in nitrogen, that is , the solid-solid separation . Separate experiments are not 
distinguished, neither are the slightly different vapour pressures used, a the inward 
jumps were not found to depend on the activity close to aturation. The standard 
deviation for the inward jumps for any one pring constant i =7%. In nitrogen, the jump 
distance follow the form of the non-retarded van der Waals attraction, e pecially for 
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weak springs. For rigid springs, slightly larger than expected jump distances were 
observed, and these were less reproducible than those for weak springs . The former 
should be less prone to vibrations than the latter, yet it was always difficult to minimise 
the jump distance in these cases. Previous work has shown a basic agreement with 
Equation 1.8 over several orders of magnitude of spring constant [ 17, 18]. However, 
Tabor and Winterton's data did show slightly larger jumps, and that of Israelachvili and 
Tabor gave larger errors in the region of high spring constants where the smallest jumps 
are predicted. 
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Figure 2.3. The critical surface separation de, from which the surfaces 
jump into contact, as a function of spring constant. The open symbols are 
measurements in dry nitrogen, while the filled symbols are in vapour close to 
saturation. The dashed line is the pure van der Waals interaction ( Equation 
1.8) for mica surfaces in nitrogen with a Hamaker constant of J.35xJ0- 19 J. 
The squares are ethanol experiments, with the filled squares in near-saturated 
vapour (plps>0.96). The solid line shown is a freehand fit of this ethanol 
data. The other symbols are experiments with nonpolar liquids, plps>0.95: 
cyclohexane (circles), OMCTS (triangles), and n-pentane (diamonds). 
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The primary focus of this work was to quantify the contribution of capillary condensation 
to the attraction that occurs between surface in vapour close to aturation. The jump 
distance in undersaturated vapour is not di tinguishable from that in dry nitrogen, 
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however, recent investigations have suggested otherwise near saturation [5] . In ethanol 
vapour, as shown in Figure 2.3, the van der Waals interaction accounts for the observed 
jump distances for klR<5x104 Nm-2, but for more rigid systems, the jump distance, de 
becomes independent of k, reaching a constant value of 12±0.6 nm For weak k, there is 
an obvious discrepancy between the nitrogen and ethanol values which can be explained 
by the presence of an adsorbed layer on each surf ace. As the thickness of this liquid film 
is unknown, and not necessarily constant, it is preferable not to correct for this factor and 
the distances are all displayed relative to nitrogen contact. This does , however, make the 
exact location of the point of deviation from the theoretical van der Waals line difficult. 
Figure 2.3 also shows some data for the nonpolar liquids ; OMCTS, cyclohexane and n-
pentane in vapour near to saturation [ 15] . This data is indistinguishable from that of 
ethanol, which indicates that a common effect is governing the jumps into contact at high 
spri ng constants for all these vapours. 
The magnitude of the critical distance for large spring constants in these ethanol 
experiments is similar to that obtained previously in phase-separation experiments. For 
water phase-separating from nonpolar liquids typical values have been found to be ::::9 nm 
for OMCTS (with hydrogen mica), and 8.5-8 .7 nm for tetradecane [4]. Although they 
are similar, the two types of experiment do have several vital differences. Primarily, the 
van der Waals interaction is much weaker between mica surfaces in liquid than in vapour. 
That is, a smaller jump distance is predicted from Equation 1.8 for a given spring 
constant for the ca e of phase-separating liquid . Al o in the ca e of phase-separating 
liquids, the speed of the inward jump is characteristic of the operating force [4] . For 
weak springs where the interaction follows the van der Waals form of Equation 1.8, the 
inward jumps occur over several frames of the video (each 0.02 s), whereas for stiff 
springs, the surfaces are pulled into contact faster than the time resolution of the video, 
suggesti ng that a stronger force is dominating the interaction in this case. Such a 
di sti nction is not possi ble in the case of capillary condensation in vapour-phase 
experiments where even the van der Waals jump is too rapid to be resolved on the video. 
2.5.2 Adsorbed Films 
There are only two layers of ethanol between the surfaces at equilibrium contact, 
however, there is ignificantly more on each surface during approach that is squeezed out 
of the contact zone when the surfaces initially touch. This can easily be seen on the 
recordings of the interference fringes at the moment of contact. The presence of relatively 
thick film on the surfaces as they are brought into contact should be detectable as an 
increa e in refractive index of the combined media between the surfaces above the base 
level in vapour alone. Measurement of the refractive index may also indicate whether 
the e films thicken a the surfaces become very close. 
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Figure 2.4 shows the refractive index of the medium between the mica surfaces measured 
in near-saturated ethanol vapour. Two sets of measurements were made after the surfaces 
were left about 400 nm apart for 30 minutes in order for the adsorbed films to equilibrate 
(p/p5=0.978). The light source heats the surfaces relative to the remainder of the 
chamber, thus reducing the effective vapour pressure. Therefore, two measurements are 
also presented that were made after the surface films were equilibrated in the same manner 
except with no incident light in order to maximise the adsorption (p/p5=0.995). After 
equilibration, the light was returned to the normal level, and the surfaces rapidly brought 
into contact (within 10 seconds). Also shown for comparison is a measurement in 
nitrogen. The fact that the refractive index in vapour is greater than that of nitrogen 
indicates that there is indeed a significant amount of adsorbed material present on each 
surface. The measurements at a relative vapour pressure of 0.995 show a greater 
refractive index than those at 0.978 . 
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Figure 2.4. The refractive index measured as a function of surface 
separation. The triangles show measurements after the surfaces were left 
about 400 nm apart for 30 minutes to equilibrate at the normal light level 
(p/p
5
=0.978). The squares show the case of similar equilibration, but with 
no incident light (p/p5=0.995), with the surfaces rapidly brought into contact 
(within JO seconds) at the normal measuring light level. The circles show a 
measurement in nitrogen. The arrows highlight the separation where the 
surfaces jumped into contact. The refractive index of ethanol is I .35967 at 
22 °C [ 14]. 
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Ellipsometry can be used to measure the thickness of adsorbed films on isolated surfaces 
[ 13, 19]. Beaglehole and colleagues found that non polar liquids such as cyclohexane and 
OMCTS as well as water were found to adsorb on freshly cleaved mica in films of 
thickness in the range 2-3 nm for relative vapour pressures above 0.95 . In Figure 2.3, 
for k/R<l05 Nm- 1 the average difference between the nitrogen and ethanol points is 
3.5 nm, or 1.7 nm per surface which suggests a similar film thickness to that found for 
the nonpolar liquids and water. If the adsorbed films were the only difference between 
the nitrogen and ethanol jump distance measurements, the result would be a parallel shift 
in the ethanol data away from the nitrogen data . Since this is not the form of the ethanol 
measurements for k/R> IQS N m-1, the deviation observed here must indicate a genuine 
additional strong attraction that is overriding the van der Waals interaction. 
It was recently pointed out by Kekicheff and Spalla [20), that the calculation of the 
refractive index in SFA experiments at small surface separations, is very sensitive to 
errors in the contact measurement. This study may be thought to refute the evidence for 
an increase in refractive index presented in Figure 2.4. However, the increase in 
refractive index found here is greater than the deviations found by Kekicheff and Spalla. 
AJso, the fact that the refractive index in vapour was greater than in nitrogen suggests that 
the measurements presented in Figure 2.4 represent a real increase in refractive index 
close to contact. This increase can be attributed to ethanol adsorbed on the mica surface . 
Similarly, an increase in refractive index close to contact has been measured for t-butanol 
(2-methyl-2-propanol ) by Christenson [21 ]. 
The thickness, h of the adsorbed film on each surface can be calculated directly from the 
measured refractive index, nt and the total surface separation dt , The situation is depicted 
in Figure 2.5. The time t, taken for light to traverse a medium is related to the path length 
d , and the speed of light v, in the medium, 
(2. 1) 
where n is the refractive index and c is the speed of light m a vacuum. For the 
experimental arrangement of Figure 2.5 then , 
(2.2) 
where nr and no are the bulk refractive indices for the film and vapour respectively. Now 
dt=d+2h so, 
h = d1 (nt - no) 
2 (nr - n0) 
(2.3) 
The refractive index measurements of Figure 2.4 were transformed to surface film 
thickness u ing thi equation and the result are pre ented in Figure 2.6 . The refractive 
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Figure 2.6. The film thickness per surface calculated using Equation 2.3 
from the da ta of Figure 2.4. Lines of best fit for each data set are shown. 
The average thickness at the two relative vapour pressures is 2.0±0.6 nm for 
p/p 5 =0.978 (triangles), and much thicker films of 4.4±0.9 nm for 
p/p5=0.995 ( squares). 
55 
index of the vapour was assumed to be unity. For p/p5=0.978, the film was calculated to 
be 2.0±0.6 nm thkk on each surface. This thickness is in agreement with the difference 
between the jump distances in nitrogen and ethanol vapour at thi degree of saturation for 
weak springs shown in Figure 2.3. It also suggests a similar trend to that found for the 
nonpolar liquids by Beaglehole and colleagues [ 13, I 9]. For surfaces at p/p5=0.995, 
unexpectedly thick films of 4.4±0.9 nm were present. This is a significantly thicker film 
than was found to adsorb on mica for the nonpolar liquids at this relative vapour 
pressure. However, recent work has indicated that in the saturated vapour of t-butanol 
films up to 14 nm thick can form on the mica surfaces (21] . 1n both cases presented in 
Figure 2.6 there was no change in film thickness (within error) with separation. 
Strictly spealcing, the calculations for the surface separation and refractive index with the 
films of adsorbed ethanol should be based on a five-layer interferometer, not the three-
layer one on which all the data presented here is based. However, Clarkson (22], has 
shown that for separations below I 00 nm, that the difference between the two treatments 
i at most a few percent which is comparable with the experimental accuracy. 
2.5.3 The Mechanism of Capillary Condensation 
The ethanol results presented in the previous section confirm the existence of thick film 
on the mica surfaces in vapour clo e to saturation . The thickness of an adsorbed film at 
an isolated olid surface depends on the adsorbing species. In a system of two surfaces, 
the thickne s also depends on the separation between the surfaces. For very small 
separations, the presence of the second surf ace may influence the thickness of the films. 
The contribution of these films to the onset of capillary condensation, however, remains 
unclear. Two possible mechanisms for the formation of the condensate can be propo ed 
that rely entirely on a critical surface separation. This is the primary requirement ince the 
jump distance was found to be independent of the van der Waals force for rigid springs. 
The two po ible mechanisms are illustrated in Figure 2.7. The first possibility is that the 
proximity of the surfaces induces the adsorbed surf ace films to thicken by diffusion along 
the surface at small separation , to such an extent that the two films coalesce and pull the 
surfaces into contact. The econd is that the narrow gap between the surface promotes 
further conden ation from the bulk vapour to form a bridge of liquid between the 
urfaces. In either case the Laplace pre ure in the bridging annulus would pull the 
surfaces into contact. Altemati vely, a combination of these two effects may operate. The 
first ha previou ly been propo ed for the case of pha e- eparation of water from the 
nonpolar liquid, OMCTS (3 , 4, 23]. 
The diffu ion coefficient of ethanol vapour into air (D=O. I 37 cm2s-1) [ 14], can be used 
toe timate the di stance, x moved by a molecule within the time resolution, t of the video 
(0 .02 ), according to , 
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Figure 2. 7. Two possible mechanisms fo r the formation of the capillary 
condensate. On the left, the adsorbed films thicken and coalesce, and on the 
right the proximity of the surfaces promotes further condensation from the 
bulk vapour. 
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x2 :::: Dt (2.4) 
The result is 0.5 mm, which suggests that rapid diffusion of ethanol molecules into the 
gap between the surfaces is possible, supporting the second alternative. The amount of 
adsorbed material on each surface will obviously be crucial in determining the exact 
nature of the physical proce s that initiates the spontaneous formation of the liquid bridge. 
Derjaguin and Churaev [24], proposed a model for the formation of the liquid bridge 
based on the thickening of the adsorbed films caused by the van der Waals attraction 
across the gap between the two surfaces. More recently Forcada [25) , used a similar 
model based on random fluctuation s in the adsorbed films to conclude that a system of 
two surfaces supporting liquid films will exhibit a mechanical instability for separations 
below a critical value. The result i collapse to form a single neck of liquid and the 
Laplace pressure across the liquid-vapour interface pulls the urfaces in to contact. The 
critical di stance is a function of the vapour pressure. The surface separation, d and the 
film thickness, h are related to the vapour pressure, pips by , 
RT ln(..E._) = Avis _ A1vl + Avis 
V m Ps 6rrh3 6rr(d-2h)3 6rr(d-h)3 
(2. 5) 
(Equation 13 from reference [25)) . V m is the molar volume, and Avis and A1 v1 are the 
Hamaker constants for the vapour-liquid-so lid and liquid-vapour-liquid interaction 
respectively . Thi expres ion is valid for liquid films adsorbed on planar supports. The 
mechanical in tability occur when the derivative of Equation 2.5 vanishes. The surface 
. eparation at this point or the condensation di stance, de is calculated numerically (using 
Figure 3 of reference [25)) . This condensation di stance is approximately three times the 
calculated film thickness at coalescence, he [21) . If only the first term on the right hand 
side of Equation 2.5 is used, the thickness of the adsorbed film on each surface at infinite 
separation is calculated. 
Equation 2.5 can be used to establish whether or not van der Waal s thickening is 
responsible for the formation of the capillary condensate in thi s present tudy. The 
calculated condensation distances for ethanol-coated surfaces at the vapour pressures used 
in thi s work are shown in Table 2.1. The interaction in the SFA ha been assumed to be 
approximately planar in this comparison since the surface radius is large and the distances 
in question small. The calculated condensation distances are given for a range of Avis as 
the actual value i not known . It is obvious that the calculations are not particularly 
sen itive to this parameter. The most striking feature of thi table i that the calculated 
condensation di tance are far mailer than the observed jump di lances. The film 
thickne , he predicted at the conden ation di stance hown in Table 2.1 i about 0 .2-
0 .3 nm (p/ps=0.96-0.98), and 0. 3-0 .5 nm (p/ps=0.995 ) greater than the calculated 
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values at infinite separation. That is, the model predicts a slight thickening induced by the 
proximity of the second surface. There is a significant discrepancy between the calculated 
film thickness and the observed film (Figure 2.6), especially at the highest degree of 
saturation considered. Also, the measured thickness of the films is significantly below 
one third of the measured condensation distance. 
Table 2.1. Comparison of condensation distances calculated using the model of 
Forcada [25] and experimental distances. 
Relative Calculated Experimental Calculated 
Vapour AJvl Avis Condensation Condensation Critical Film 
Pressure, ( JO-20 J)G ( 10-20 J)h Distance, de Distance, de Thickne s 
pips (nm)C (nm)d he (nmY 
0.96 4.2 -2.0 3.6 12 ± 0.6 1.0 
-3.0 3.9 1.2 
-4.0 4.1 1.3 
0.98 4.2 -2.0 4.5 12 ± 0.6 1.3 
-3.0 4.9 1.5 
-4.0 5.2 1.6 
0.995 4.2 -2.0 7.1 22 ± 1 2.1 
-3 .0 7.7 2.3 
-4.0 8.2 2.6 
a The Hamaker constant for ethanol-vacuum-ethanol [26]. 
b A range of reasonable values for the vacuum-ethanol-mica Hamaker constant [ 19, 26]. 
c The separation from which the surfaces jump into contact calculated using Equation 2.5, 
together with Figure 3 from reference [25]. 
d The experimental condensation distance from Figures 2.3 and 2.4 for stiff springs. 
e The calculated film thickness per surface when the surfaces jump into contact. 
Unfortunately, there is al o disagreement between the predicted condensation distances 
and those presented for cyclohexane in Figure 4 of reference [25]. It appears that the 
presentation of this figure is based on a misunder landing of the original data of Fi her 
and Israelachvili [27]. The theoretical bridge formation distances have been compared 
with the experimental value for twice the film thickne on initial contact. Not 
unexpectedly, the film thickness is substantially less than the predicted van der Waal 
instability distance. 
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It is not surprising that none of these results agrees with the van der Waals theory that 
leads to Equation 2.5. Beaglehole and colleagues [ 13, 19), have shown that the 
adsorption isotherms of many simple liquids on isolated surfaces do not show the wetting 
behaviour predicted by the Lifshitz theory. The Lifshitz prediction for wetting liquids is 
an infinitely thick film, however, in reality the film thickness at saturation is commonly 
limited to about 2 nm. If Lifshitz theory cannot describe the situation for an isolated 
surface, it is unlikely to be able to do so for capillary condensation in a slit. Agreement 
with Equation 2.5 is only likely to be found for considerably thicker films. 
One liquid that has been found to form such thick films on mica close to saturation is t-
butanol which formed films up to 14 nm thick [21]. Refractive index measurements of 
these films showed a slight thickening on approach. The thickest films also allowed the 
condensation process to be resolved on the video for the first time. In one frame the 
films, which together accounted for about two thirds of the total surface separation, were 
seen to coalesce, and in the following frame the surfaces were pulled into contact. For 
films thicker than 5 nm, the condensation process was found to be consistent with the 
condensation distance and film thickness predicted from Equation 2.5. That is, the film 
thickening mechanism satisfactorily explains the initiation of capillary condensation in this 
case. 
For thinner films (~2 nm) , the model severely underestimates the separation from which 
the surf aces jump into contact, and an alternative mechanism must be invoked to explain 
the onset of capillary condensation . The alternative in which the narrow surface 
separation promotes nucleation appears to be favoured. Possibly a hybrid of the two 
mechanisms is operating. The final problem is that for thin films, it will be difficult to 
differentiate between the proposed mechanisms in the current experimental regime. It is 
questionable whether the refractive index of thickening films and an increase in the 
vapour concentration between the surfaces could be distinguished. As similar behaviour 
has been observed for a wide range of liquids, the common property that they all have a 
small (~ 10°) contact angle on mica may prove to be a critical observation. It remains for a 
non-wetting system to be studied in order to enhance our understanding of the processes 
involved. 
2.6 CONCLUSION 
A comprehensive study of the capillary condensation of ethanol vapour near saturation 
between mica surfaces has been presented. In particular, the critical surface separation at 
which the condensed bridge forms has been quantified . For thin adsorbed films 
(~2 nm), the results are not consistent with a model of a liquid bridge formed by 
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adsorbed films thickening under the influence of van der Waals forces. Instead, it seems 
likely that nucleation from vapour in the gap between the surfaces contributes to the 
formation of the liquid bridge. The short-range interaction of mica surfaces in near-
saturated ethanol vapour was also presented. The contact adhesion was much smaller 
than in nonpolar liquids due to the shielding of the ionic components of the adhesion. 
The salvation force was found to be similar to that in nonpolar liquids, except that the 
innermost minima are deeper. This was attributed to the amphiphilic nature of the ethanol 
molecule. By working in vapour, the exposure of the glue to ethanol was minimi ed, 
permitting a thorough investigation of the interaction of surfaces in ethanol for the fir t 
time. 
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Conclusion to Part I 
This study of the capillary condensation of ethanol from near-saturated vapour ably 
demonstrates the power of the SF A as a technique for the direct measurement of surface 
forces . Vapour-phase experiments permit the transition from the van der Waals force in 
vapour to the solvation force in the condensed liquid to be characterised in detail. The 
issue of the mechanism of the formation of the capillary condensed neck of liquid 
between the surfaces remains unresolved for most simple liquids that only adsorb as thin 
films on mica. Conversely, in the case of liquids that adsorb as very thick films, the 
models based on the van der Waals thickening of these films do apply. 
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Part II 
Electrochemical Deposition 
of Metals 
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-Introduction 
The reactivity of a solid in a heterogeneous reaction is greatly affected by the surface 
structure of the solid including its morphology, orientation and defects. A knowledge of 
the surface structure of solids, and their sensitivity to system conditions is therefore 
essential to the understanding of processes such as electrochemical deposition . The 
microscopic details underlying the important interfacial electrochemical processes of 
plating, passivation and corrosion have traditionally been inferred from macroscopic 
quantities such as surface tension, potential, charge and concentration . Ex situ electron 
diffraction technique do provide atomic-level information about surface structure, but 
there is always some degree of uncertainty involved with the removal of sample to a 
foreign environment. However, spectroscopic and diffraction techniques for in situ 
electrode characterisation give only averaged information for the sampled area. Few 
methods provide direct real-space information about single molecular ites. 
With the invention of scanning probe microscopy (SPM) during the l 980's, the direct in 
situ investigation of solid electrode surfaces at an atomic scale became pos ible. SPM 
refers to those techniques in which a sample sitting on a piezoelectric ceramic is raster 
scanned beneath an ultrafine tip . A sensing and feedback system operates in the vertical 
axis, reporting and controlling the tip-sample separation. A topographical image is then 
constructed from the control signal. SPM comprises two primary techniques: scanning 
tunnelling microscopy (STM) and atomic force microscopy (AFM). The STM is capable 
of true atomic imaging, but is restricted to conducting samples. The resolution of the 
AFM is at best near-atomic, but this instrument is capable of imaging insulating surfaces. 
For this reason it i better suited for electrochemical investigations as surface oxides and 
adsorbed species can be imaged. For the STM in electrochemical systems, the 
conducting tip must be carefully controlled to avoid interference in the tunnelling 
phenomena. 
Part II of this thesis concerns the electrochemical depo ition of metals . Chapter 3 
introduces the STM and the AFM together with ba ic electrochemical method . A 
comparison is made between the study of electrode surfaces using an AFM and the other 
techniques available . In Chapter 4, the design of an electrochemical fluid cell for the 
AFM is presented. An investigation of the electrochemical depo ition of metal with the 
AFM i presented in Chapter 5. The focu is on the deposition of zinc. In Chapter 6, 
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various other techniques are used to further characterise the observations made in Chapter 
5. 
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Chapter3 
Electrochemical Scanning Probe 
Microscopy 
3.1 SCANNING PROBE MICROSCOPES 
Traditional microscopes that use lenses to focus light or other radiation are limjted to 
observations on a scale no less than half the wavelength of that radiation [I] . The 
invention of the first electron microscope by Ernst Ruska in 1933 marked the 
breakthrough to the world of suboptic imaging. This achievement was recognised by 
awarding Ruska the 1986 Nobel Prize in physics [2] . Ruska shared his prize with Gerd 
Binnig and Heinrich Rohrer for their invention of the scanning tunnelling microscope in 
1982 [3], an instrument which in turn reached scales unattainable with electron 
microscopy. Although the two techniques are unrelated, together they extended the scale 
of microscopic measurement by four to five order of magnitude below the barrier set by 
visible light. SPM has several advantages over electron micro copy. Since it is an in situ 
rather than an ex situ technique, there is no need to modify the specimen, nor to operate 
under vacuum. Samples are not exposed to damaging high energy radiation , and the 
resolution is several orders of magnitude greater than in electron micro copy, provided 
that the sample is relatively flat. SPM only became possible with the achievement of 
sufficiently fine control of piezoelectric cerarrucs. Surprisingly, this control was possible 
nearly two decades before STM was invented, as een in the use of a piezoelectric 
bimorph in the Tabor and Winterton surface force apparatu [4] . 
3.1.1 The Scanning Tunnelling Microscope 
Typically in STM, the sample i scanned beneath a probe consisting of a sharp metallic 
stylus held ufficiently close to the surface for the electron orbital of the surface atoms 
and the apical tip atoms to overlap. When an electrical potential is applied between the tip 
and the sample, electrons tunnel aero the gap forming the tunnelling current. A 
feedback circuit between the tip and the piezoelectric cerarruc on which the ample si t is 
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commonly used to maintain a constant tunnelling current during scanning. That is, the 
feedback acts continuously to restore the tunnelling current to a preset value by adjusting 
the vertical displacement of the surface. This vertical displacement is then used to 
construct a topographical image of the surface which may more correctly be termed a map 
of constant tunnelling probability, as similar features with different electronic structures 
are distingui hable. The tunnelling current decays exponentially with separation with a 
decay length of about I A, so the vertical resolution is very high . The lateral resolution 
is not limited by wavelength as in an optical microscope, but instead by the sharpness of 
the tip. 
The STM has been used to image a great variety of conducting and semiconducting 
samples. The most exciting breakthroughs have been on the atomic scale. Early on, 
Binnig and colleagues [5, 6], observed both a reconstruction* of the Au(l 10) surface, 
and of the surface of silicon. Both of these observations were made in vacuo, but the 
requirement to work under vacuum was soon removed with the first images obtained at 
ambient air pressure [7, 8]. Imaging surfaces in liquids began with cryogenic liquids [9], 
but rapidly progressed to water [ 1 OJ, and electrolyte solutions [ 11, 12). These last two 
publications from 1986 represent the first STM excursions into the electrochemical 
regime. An example of more recent electrochemical STM work is the observation of 
copper adlayers on gold electrodes by Magnussen and colleagues [13). The power of 
STM for investigating processes at specific regions of surf aces is well illustrated by the 
ob ervations of surface diffusion on the gold surf ace in ultrahigh vacuum (UHY) [ 14 ], 
and in air and electrolyte solution [15, 16) . The sup rb resolution possible with STM 
was shown recently by Lu and colleagues [ 17], in their observation of the various 
termination layers of cleaved Rb 1 /3 WO3 . The initial growth of metals on semiconductor 
surfaces such as the evaporation of silver [ I 8) , and lead [ 19], on to germanium have al o 
been studied using STM. The joining of a metal and semiconductor has an obvious 
technological motivation. The primary limitation of the STM remains that it cannot image 
insulating samples, and is therefore of limited use with oxidised metal surfaces and 
biological systems. 
3.1.2 The Atomic Force Microscope 
When Binnig et al. [20] introduced the atomic force microscope (AFM) in 1986, the 
requirement for conducting surfaces was removed. Instead of relying on the tunnelling 
of electrons between a stylus and the substrate, the AFM uses the short-range interatomic 
forces between the tip and the substrate to detect topography. As surface forces are 
ubiquitous, the AFM can be used on any conden ed material. The tip-sample separation 
is typically governed by the short-ranged Born repulsion, generated by the overlap of the 
* Recon truction is the rearrangement of surface atoms to new equilibrium positions, with different bond 
lengths, angles and numbers of nearest neighbours than in the bulk structure . 
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electron orbitals of the surface atoms and the apical tip atoms [21 ]. However, imaging 
under other repulsive regimes with longer decay lengths , provides the opportunity to 
minimise tip-sample interactions, and aids in non-destructive imaging strategies , for the 
tip can glide on either a hydration or electrical double layer in aqueous solution [22] . 
The force-sensing probe consists of a flexible cantilevered beam with a sharp tip at the 
free end. An example of a microfabricated [23] V-shaped cantilever is shown in Figure 
3.1 . The Y-shape gives the cantilever high lateral stiffness, constraining all movement to 
the plane perpendicular to the surface. The integrated pyramidal tip is generally made 
from silicon nitride, Si3N4. As with STM, the surface is raster scanned beneath the tip, 
but now surface features are detected by deflection of the cantilever as it encounter the 
repulsive surface forces. The control mechanism is similar to that of the STM in that a 
feedback circuit can be used to maintain a constant deflection (force) between the tip and 
the sample. That is, the feedback adjusts the piezo (sample height) to maintain the preset 
cantilever deflection. This movement of the piezo is then converted to a topographic 
image of the surface. Alternatively , the sample can be moved in a plane while the 
variation in tip deflection is recorded (constant height mode). 
Cantilever deflection can be detected in a number of different ways [24] : with an STM 
[20, 21], using optical interferometry [25-28], with a capacitance gauge [29, 30], or 
using a 'light lever' [31, 32]. The last has proved the most enduring method primarily 
because it is easily used in a liquid environment. The optical lever deflection method 
detects not only surface corrugations, but also the lateral or frictional component of the 
force on the cantilever, unlike the optical interference methods [33] . The optical lever 
method is illustrated schematically in Figure 3.2. The laser is focussed on the free end of 
the cantilever and reflected onto a position sensitive detector in the form of a plit 
photodiode. Initially an equal amount of light is incident on both sides of the diode 
(A&B). When the cantilever is deflected , a difference is created between the inten ity of 
the signal reaching the two halves of the diode. The normalised difference ignal , (A-
B)/(A+B) then serves as the input to the feedback. That is, the voltage difference aero 
the photodiode is converted to deflection with the consequent voltage applied to the piezo 
resulting in a change in sample height. 
The short decay length of the Born repulsion yields the high vertical resolution of the 
AFM, and like the STM, the lateral resolution is limited by the sharpness of the tip. The 
reason that the high sensitivity of the short-range surface forces is observable, lies in the 
large mechanical gain present in the instrument design . The length of the cantilever ( l 00-
200 µm) compared with the laser path length from the cantilever to the photodiode 
( ::::::4 cm) result in a magnification of the cantilever deflection from 200: I to 400: I. 
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Figure 3.2. Schematic of the atomic force microscope. Cantilever 
deflection registers as a difference in the voltage across the photodiode pair. 
The feedback circuit then applies a voltage to the piezo which adjusts the tip-
sample separation accordingly. 
Since the advent of the AFM a wide range of systems has been investigated from the 
micro copic to the atomic scale. Surfaces from the fields of biology, chemistry and 
physics have all been studied. Atomic resolution of both conducting [34) and insulating 
samples [21] occurred early on. Closely following STM imaging in liquid, came the first 
AFM images in liquid by Marti et al. [35], of highly ordered pyrolytic graphite, (HOPG) 
and NaCl surfaces covered with paraffin oil. Manne and colleagues [36) presented the 
first AFM images of metal (gold) atoms in water. In both cases subnanometre resolution 
was achieved. The natural progression to electrochemical systems followed with a study 
of the electrodeposition of copper on gold [37) . The high resolution possible with the 
AFM has been demonstrated recently with the observation of oxygen adsorption on a 
Cu( l 00) surface by Cruickshank and colleague [38), and of an atomic defect on the 
LiF( 100) surface in vacuo by Ohta et al. [39]. Oden and colleagues [ 40), reported the 
first surface reconstruction observed with the AFM on the Au( 111 ) surface. Atomic scale 
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resolution is now routinely possible on a variety of hard periodic surfaces, but it is in the 
realm of fragile organic samples that the AFM is proving its superiority to the STM. 
Langmuir-Blodgett monolayers [41, 42], polymers [43, 44), proteins [45, 46), blood 
cells and bacteria [47), have all been successfully imaged. The AFM can also image 
chemical and biological processes such as corrosion [32), and blood clotting [48) . A 
knowledge of the tip-sample forces involved in imaging can be used to maximise the 
resolution of the AFM as shown by Ohnesorge and Binnig [49), who by minimising the 
force during imaging, observed monoatomic steps on calcite in water. Goss et al. [50], 
have also seen monoatomic steps, but on the Au( 111) surface. Control of the tip-sample 
force also allows adsorbates to be seen with the AFM that would have been swept aside 
by a STM tip [51 ]. In particular this permits soft biological samples to be imaged [22, 
45] . 
Although designed principally as an imaging device, the basis of the operation of the 
AFM is to measure the surface forces between the tip and the sample. The surface forces 
apparatus (SFA) already discussed in Chapters 1 and 2, is the primary instrument for the 
measurement of surface forces but, there are some systems which are better suited to the 
AFM . From the Derjaguin approximation (Equation 1.1) which relates the interaction 
energy between flat plates to the force between a sphere and a flat, it is apparent that the 
ratio of the spring constant, k to the radius of the interaction, R (F/R=kx/R) is the 
quantity of interest. The most sensitive measurements (those with the largest x) will be 
made when k/R is minimised . Now in the SFA, k/R==l04 Pa whereas in the AFM , 
k/R=::106 Pa, so the SFA is the more en itive technique. However, the small radius of 
the AFM tip (I 00-400 nm) [52], is less subject to hydrodynamic drag than the large 
radius surfaces of the SFA (1-2 cm). This means that more rapid measurements of 
forces can be made in the AFM. A further consideration is the different experimental 
environment of the two techniques. Strong short-range repulsions can be mea ured with 
the SFA, but are difficult to interpret becau e of the compression of the glue binding the 
mica to the silica surfaces. This is of less concern with the AFM where very thick mica 
can be used, forming a composite that is an order of magnitude stiffer than in the SF A 
[53) . Also, if the force measurement is to be carried out in a liquid that would degrade 
the surfaces in the SFA such as a high concentration of halide, it is easier to carry out the 
measurement in the AFM [53). One problem with comparing force measurements 
between the two instruments is that the SFA is a symmetrical measurement (identical 
surfaces), whereas AFM measurements are usually asymmetric. 
Forces have been measured with the AFM between the sharp cantilever tip and a flat 
surface in both air [25, 41, 54] and water [55-58) . Frictional force on the tip have al o 
been investigated [59). Ducker and colleagues [60, 61] and Butt [57), performed the first 
successful direct measurement of colloidal forces by attaching a colloidal particle to the 
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end of the cantilever. Li et al. [62], have since measured the interaction between a pair 
of polystyrene latex particles (16 µm). These changes in the geometry of interaction 
were motivated by the need to decrease k/R in AFM force measurements. By attaching a 
colloid probe (R=3.5 µm) to the tip, R was increased by over an order of magnitude. If 
a still larger, so-called Vassily sphere (:==100 µm) , is used the sensitivity is further 
enhanced as k/r:::::102 Pa [63). The sensitivity of the AFM for force measurement 
exceeds that of the SFA in this arrangement. With a colloid probe the AFM becomes 
ideal for studying short-range repulsions, and the Vassily sphere sensitivity permits the 
measurement of weak, but long-range forces [63]. With a Vassily sphere, hydrodynamic 
forces can no longer be neglected so the measurement must be made at slower speeds and 
can be affected by thermal drift. Solvation forces although usually measured with the 
SFA have been measured in OMCTS and dodecanol using an AFM by O'Shea et al. 
[64). The SFA is more suitable for the study of capillary condensation than the AFM 
because of the greater accuracy in control of vapour pressure coupled with the fact that 
the condensate is visible on the FECO fringes which in turn can be used to calculate the 
vapour pressure as explained in Chapter I . Force measurement with the AFM is now a 
rapidly expanding area of research. The increased popularity of this technique can be 
attributed to the ease of operation of the AFM compared with the SFA, its dual u e as an 
imaging device, and of course its commercial availability. 
The instruments used for the work presented here were of the NanoScope line 
manufactured by Digital Instruments [65), both a mark II and a newer mark III 
instrument were used. A large part of the work was done with the mark 11 microscope 
connected to the mark Ill controller and software as the newer model was only purchased 
quite late in this study. The latter features many design improvements, but its operation 
still follows that outlined above. The instrument was suspended on a vibration i olation 
table which significantly reduced the noise in the images especially at high re olution. 
NanoProbe cantilevers were used. The cantilevers are manufactured with four cantilevers 
of different spring constant on each substrate. In general the stiffest cantilever (short, 
wide legs, nominal spring constant 0.58 Nm- 1) was used for this work. Three scanners 
were used: an A scanner with a maximum scan size of (l µm) 2, an E scanner with a 
maximum scan size of (13 µm) 2 , and a J scanner with a maximum scan size of 
(140 µm)2. The image analysis software that accompanies the instrument was invaluable 
for the analy is of the high resolution images. The two dimensional fa t Fourier 
transform facility allowed for quick, accurate and statistical analysis of atomic cale 
images in reciprocal-space. This was used in conjunction with the autocorrelation 
function * to determine atomic spacings. One of the significant advance made in the 
mark III instrument is that two different image type can be recorded simultaneously . 
* The autocorrelation function is the inver e transform of the product of the transform and its complex 
conjugate. 
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That is, a constant height and con tant force image can be recorded together which 
permits direct comparison between the different imaging modes.t 
3.1.3 Other Scanning Probe Microscopes 
In the STM and AFM a remarkable ability to control the spatial position of the tip relative 
to the sample has been demonstrated. This level of control has spawned a number of 
related techniques [l], although STM and AFM remain the most widely used. 
Foremost among these other instruments is the friction force microscope[59, 66], also 
known as the lateral force microscope (LFM). Frictional forces have been shown to vary 
on an atomic scale, and can influence AFM image contrast in the normal imaging mode 
[66, 67]. LFM images highlight frictional variations through the simultaneou 
measurement of both normal and lateral forces on the cantilever as it scans the surface. 
This instrument is useful for imaging samples containing integral mixtures of more than 
one material that may not be di tingui hable with other methods. The separate domain 
may be quite small, for example in sample compo ed of more than one distinctly 
different chemical species. The work of Ovemay et al. [68], used a LFM to distingui h 
between hydrocarbon and fluorocarbon regions in a mixed Langmuir-Blodgett film. 
Meyer and colleagues [69], used a LFM to image incomplete Langmuir-Blodgett film of 
cadmium arachidate where the friction of the substrate wa very different to that of the 
film . The LFM can be applied to any y tern in which friction may contra t chemical 
differences . 
Surface damage to delicate surfaces can occur during normal (contact) AFM imaging. 
Non-contact AFM which was developed by Martin et al. [25], reduces the likelihood of 
uch damage. In thi technique, the cantilever i vibrated rather than being dragged 
aero the surface during scanning. The cantilever is o ciliated clo e to it resonant 
frequency and the amplitude of the oscillation erves as the input to the feedback loop. 
The force gradient due to the interaction of the tip and ample change the resonant 
frequency of the cantilever and the feedback adjusts the ample height to maintain a 
constant vibrational amplitude. In this way, the effects of contact forces are removed 
while reasonable resolution is maintained . Thi is the basis of the TappingMode™ 
available in the latest NanoScope instruments, except that the tip i allowed to 'tap' the 
urface. The force during each 'tap' and amount of time spent in contact mode during 
each 'tap' can be controlled. The resolution of the tapping mode is greater than that of 
tandard non-contact microscopy. 
If the AFM tip i coated with a ferromagnetic material, the micro cope becomes a 
magnetic force micro cope [ 1], that can image magnetic gradient above a sample surface 
t In electrochemical mode, only the single imaging mode i available. 
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together with standard topography. This has obvious application to the imaging of 
magnetic media for quality control and sizing of domains . Martin and Wickrama inghe 
[70], used non-contact magnetic force microscopy to image both dynamic and tatic 
magnetic fields. The resolution is again limited by the width of the tip, convoluted with 
the extent of the field . The primary use for the magnetic force microscope has been in the 
imaging of magnetic and magneto-optical recording media [71-73]. 
Yet another variant is the scanning thermal microscope [I], which can map minute 
temperature variations on a scale of tens of nanometres . It does this by joining two 
metals to form a thermocouple in the tip which generates a voltage proportional to its 
temperature. With this instrument it is possible to measure temperature gradient in living 
cells. 
Finally, Garcia-Parajo et al. [74], recently combined STM with scanning near-field 
optical microscopy to image gratings with periods less than 200 nm using visible light. 
The probe consisted of a gold coated single optical fibre with a tip of subwavelength 
dimensions. Light was passed through the sample and collected by the fibre in the near-
field regime. The tip-sample separation was regulated using STM. The association of 
the high resolution of SPM with the nondestructive, fast and versatile nature of scanning 
near-field optical microscopy i a potent combination with many possible application 
[75] . Theoretical calculations have shown that ultimately nanometre resolution i 
possible with near-field optical techniques [76]. 
3.2 ELECTROCHEMICAL METHODS 
3.2.1 Basic Electrochemistry 
Electrochemistry encompasses both those chemical reactions that produce an electric 
current, and those chemical change that accompany the pas age of an electric current 
through an electrolyte solution. The latter is known as electroly i and concerns the 
behaviour of ions in solution as well as the nature of the electrolyte-electrode interface. 
An electrolytic cell contains a working electrode (WE), or indicator electrode which is the 
site of the reaction of interest, and a second electrode called the reference electrode (RE), 
which coupled with the external power upply completes the electric circuit. The 
requirement for two electrodes in a circuit mean that it is impos ible to measure a single 
potential without reference to another electrode, hence the naming of the econd electrode 
a the reference electrode. 
The RE can be cho en to be what i known as a standard reference electrode. A tandard 
RE i an ideally nonpolari able electrode, where the potential of the electrode doe not 
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depend on whether a current is passing through the electrode. This is only possible if 
there is no charge transfer across the metal/solution interface regardless of the applied 
voltage. Since the potential of the standard RE is invariant, it can be used to compare the 
potential of the WE to that of any other electrode. The standard hydrogen electrode, 
(SHE) is one such RE and it has been arbitrarily assigned to be the zero of potential. The 
potential of other electrodes are then given relative to this zero. Further desirable features 
of an ideal RE are that it has a high exchange current density, that it obeys the Nernst 
equation for variation of potential and that it exhibits a fast response to potential changes 
[77]. The last is most important for dynamic electrochemical techniques such as cyclic 
voltammetry. The process of choosing a suitable RE involves consideration of the size of 
the cell , desired simplicity, and the likely effect of the introduction of impurities from the 
RE. Some commonly used reference electrodes are the calomel and the silver/silver 
chloride electrodes. 
The reaction of interest in an electrolytic cell is often the deposition of a metal from 
solution as is the subject of the remainder of this thesis, or alternatively , the evolution of 
a gas. Deposition of a metal , M involves the reduction of the metal according to the 
following general equation, 
(3.1 ) 
where z is the number of electrons, e- transferred. The thermodynamic potential E, of 
thi s reaction is given by the Nernst equation [78], 
(3.2) 
where E0 is the potential when all species are in their standard states. The activity aM( ) 
of the deposited metal is unity and the activity of the metal ion aMz+ is usually replaced by 
its concentration . The evolution of a gas can involve a reduction in for example the 
evolution of hydrogen, or an oxidation, as in the evolution of oxygen. In all cases the 
desired reaction will only proceed provided that a sufficient potential difference is applied 
to overcome the reversible Nernstian potential of the reaction. In reality, the applied 
potential difference must exceed this equilibrium potential by at least the cell overpotential 
in order for the reaction to take place [78) . The overpotential is the measure of the extent 
of polarisation of an electrode, and for the complete cell, i the sum of the overpotential at 
the two electrodes and the ohmic dropt in the electrolyte solution. 
When the potential of an electrode is measured against a nonpolarisable RE during the 
passage of a current, the measured potential will always include the ohmic drop acros 
t The ohmic drop is the potential drop acros the solution between the WE and RE, which obey Ohm's 
Law: Y=IR. where R is the solution or uncompensated res istance. 
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the solution. This effective resistance cannot be measured separately, o the actual 
potential of the WE is obscured . It can be minimised by careful cell design and 
instrumentation. 
3.2.2 Three Electrode Systems 
ln experimental situations where the uncompensated resistance may be high, it can be 
reduced by introducing a third electrode into the cell to divert the current away from the 
RE. This is now standard practice and the third electrode is called the counter or auxiliary 
electrode (CE) [78], as shown in Figure 3.3. The current now flows between the CE and 
the WE, and ideally no current flows through the RE. This means that no ohmic drop or 
uncompensated resistance should occur between the RE and the WE, so that when the 
potential drop is measured between the two, the potential of the WE can be obtained 
directly by subtracting the known potential of the RE from the measured value. In 
practice, there is always a small uncompensated resistance . 
.----- Current supply 
RE WE CE 
Figure 3.3. A schematic of a three electrode cell showing the reference 
(RE), working (WE) and counter (CE) electrodes. Current flows between 
the CE and WE and ideally no current flows in the reference circuit. 
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The CE can be any type of electrode and is u ually chosen to be a relatively inert electrode 
that doe not produce ubstances which could interfere with the reaction at the WE. If 
thi i the case the CE can be po itioned in the ame compartment as the WE. The RE 
must be positioned a clo e as pos ible to the working urface to minimi e the 
uncompen ated resi tance. A common method of achieving thi i to u e a Luggin 
capillary which con i t of a thin capillary exten ion to the RE, the end of which can be 
placed very clo e to the WE [79]. This effectively extends the RE electrolyte up to the 
urface of the WE, whjle the RE itself may be in a separate compartment. The device 
used to mea ure the potential difference between the RE and the WE mu t have a high 
input impedance so that negligible current will flow during the measurement. 
The three electrode sy tern allow for full control in the cell u ing a potentio tat [77, 78]. 
The function of the potentio tat is to maintain the potential of the WE at a fixed level 
relative to the RE. The current i ideally independent of the re i tance in the cell and i 
determjned by the fixed voltage applied between the RE and WE, within the operating 
Jimjt of the instrument. If the conductivity i low or the current den ity very high, a 
sub tantial error i introduced in the mea urement of potential becau e of significant 
uncompen ated resistance even with the cell geometry optimised. Thi i becau e the 
potentio tat usually only control the potential drop between the two electrode , not 
directly the drop aero the WE electrode- olution interface. Some modem potentio tat 
do adju t for the uncompen ated resistance by u ing current interrupt method . 
The de ign of a three electrode cell for the AFM ba ed on these pecification will be 
described in Chapter 4 . 
3.2.3 The Initial Stages of Metal Deposition 
Metal adlayers con titute the fir t tep for depo ition and growth of thin metallic film 
Gas-pha e deposited layers have been thoroughly inve ligated, but not so the 
underpotential depo ition (UPD), of metal from olution . UPD refer to the initial 
depo ition of a metal from olution onto a different metal and occurs at a potential more 
po itive than the bulk depo ition potential [78]. It may re ult in an ordered submonolayer 
or full monolayer coverage of metal adatom on the foreign ub trate . UPD modified 
urface are intere ting becau e their physical propertie are different from tho e of either 
bulk pha e . They can be catalytically active and can how an increa ed resistance to 
poi oning from oxidation product , making them attractive for the protection of metal 
urface . 
UPD i an ad orption phenomenon rather than an aggregation proce a found for ga -
pha e adlayer . The monolayer growth proceed via a erie of increasingly clo e packed 
layer commen urate with the ub trate, reflecting the tronger bonding between metal 
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adatoms and substrate atoms compared with the bonding between adatom [80] . The 
formation of open adlayers in the electrochemical environment ugge t that the force 
between adatoms is repulsive. The repul ion is probably derived from coad orbed 
anions, and/or by a partial charge retention on the adatom . Conversely, ultrahigh 
vacuum (UHV) evaporated adlayers are generally incommen urate with the ubstrate, 
forming close-packed islands which reflect the strong attraction between nearest 
neighbour adatoms [81, 82]. 
When a UPD monolayer or submonolayer is deposited onto a foreign substrate, the 
activity of the deposited metal is not unity as assumed in Equation 3.2 for bulk 
deposition . Instead it is frequently treated a a function of the surface coverage 8, where 
8 is the fraction of the substrate covered by the UPD layer [78, 83] . That is, aM(s) = 
YM(s)· 8, where YM(s) is the activity coefficient of the deposited metal. Equation 3.2 then 
becomes, 
(3 .3) 
The pre ence of 8 on the denominator in thi s revised equation give a potential for the 
UPD reaction more positive than the bulk deposition potential given by Equation 3.2 for 
certain 8 in the range 0$8$1. The UPD potential range is typically several hundred 
millivolt more po itive than the Nern t potential [84]. The approach of Equation 3.3 
ignores any specific interaction between the deposit and the sub trate which lead to 
different UPD potential range for the same metal on different ubstrates. An additional 
term can be included to account for thi [83] . It al o a ume that the formation of a 
econd layer does not start until the first monolayer i complete which is not alway true. 
UPD offers the unique opportunity to tudy metal adsorbate in the ubmonolayer range 
under equilibrium condition . The structure of the UPD layer influence the growth of 
successive layer [80, 85], so understanding the UPD proce can lead to the de ign of 
pecifically tailored electrodeposit . UPD is generally tudied on ingle crystal face or 
on the surface of epitaxially grown film where the coverage, pacing and symmetry are 
most striking. It should be remembered , however, that a UPD coverage i also formed 
on polycrystalline metallic urfaces when the applied potential i po itive relative to the 
bulk deposition potential. 
3.3 ELECTROCHEMICAL SCANNING PROBE MICROSCOPY 
Both the STM and the AFM have been u ed for the in situ characteri ation of a variety of 
electrochemical y terns. There are advantages in u ing the AFM e pecially if oxide and 
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adsorbed species are likely to be present even though the lateral resolution is lightly 
lower than that of the STM. 
3.3.1 Electrochemical Scanning Tunnelling Microscopy 
As described in §3. l. l, the STM was first used to characterise electrode surfaces by 
Sonnenfeld and Schardt [ 11] who observed silver films that had been electrodeposited on 
a graphite surface. This work looked at both the bulk deposition and stripping of the 
silver. Itaya and Sugawara [86] studied the deposition of platinum again onto HOPG. In 
both studies atomic images of the graphite were recorded, but the surface of the deposited 
metal was too rough for such resolution. It is unnecessary to use a molecularly smooth 
substrate if atomic resolution is not required as was seen in the successful bulk deposition 
of copper on polycrystalline platinum [87]. 
Recently more attention has been paid to achieving atomic resolution of the deposited 
material. Magnussen and colleagues [ 13, 88], were the first to report the atomic structure 
of copper adlayers on epitaxial gold films using STM. The observed structure was 
different from that seen in copper adlayers formed by evaporation in UHY. The vacuum 
deposited structures were close-packed islands, whereas the solution deposited 
submonolayers consisted of an even distribution of adatoms which were most likely 
stabilised by adsorbed anions. The various crystal planes exhibited different reactivities, 
degree of anion adsorption and symmetry of adatoms. Continuing on from this work 
came the tudy of the initial stages of the bulk deposition of copper on gold [89-91] . 
Nucleation was found to occur exclu ively at step edges and dislocations on the gold 
substrate, demonstrating the critical role of the microtopography of the substrate during 
the initial stages of deposition. The presence of the dye, crystal violet in this system was 
responsible for the essentially two-dimensional growth observed, and represents the 
successful use of an organic additive to obtain a smooth thin metallic coating. The 
electrochemical deposition of copper is of great practical interest to the electronics 
industry which requires uniform, bright and hard deposits . 
Green and Hanson [92], studied the UPD and stripping of lead on gold and postulated 
that the rough gold surface remaining after stripping was a result of alloying of the lead 
and gold in the surface layer. The underpotential and bulk deposition of silver on 
platinum [93], lead on silver [85], and bismuth on gold [94], have also been studied. 
The last exhibited submonolayer deposits of open adatom structures which were once 
again concluded to be stabilised by coadsorbed anions or partial charge retention of the 
adatom upon deposition. 
Adsorbed layers can be imaged with the STM if they are conducting, or provided that the 
layer i ufficiently thin for the tunnelling to occur through it to the conducting urface 
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beneath. One of the first studies of the interaction of small molecules with an electrode 
surface was performed by Yau et al. [95], who observed the binding of carbon 
monoxide to the surface of rhodium. The adlayer structure was found to be potential 
dependent. Anion adsorption has also been found to vary with applied potential as 
reported by Magnussen and colleagues [96], who observed a disorder-order phase 
transition in bisulfate adlayers on a Au(l 11) electrode. 
STM can be used to study a variety of other technologically and industrially important 
electrochemical processes including corrosion [97], and electro-faceting. Trevor et al. 
[98], performed a corrosion study of gold films evaporated onto mica and then placed in 
electrolyte solution. They observed the roughening, annealing and dissolution of the film 
throughout a voltammetric cycle of the gold. The presence of trace amounts of adsorbed 
chloride increased the mobility of the surf ace gold atoms, preventing the observation of 
surface roughening due to rapid annealing. The surf ace was much more mobile than the 
diffusion observations in UHV mentioned in §3.1.1 [14]. From the same group [99], 
came the investigation of the selective dissolution of silver from a silver/gold alloy in 
perchloric acid . The dealloying of the silver did not proceed preferentially at step edges 
as expected. Instead a silver enriched layer was postulated to occur on the surface of the 
alloy, with dissolution accompanied by rapid diffusion of silver to the surface of the 
alloy. The preferential etching of low index facets of copper was observed by Pickering 
et al. [ 100]. The corrosion of nickel [ 10 I], and stainless steel [ I 02], have also been 
investigated. Finally the STM has also been used to study the surface topography of 
electro-faceted platinum [ 103]. Electro-faceting is the preferential orientation of metal 
surfaces through selective electrodissolution and electrodeposition achieved by rapid 
diffusion of the metal on the surface or in the adjacent electrolyte when a periodic 
potential perturbation is applied. 
STM is increasingly being used not just for imaging, but also for the modification of 
surfaces on the nanometre scale and al o to fabricate device-like structure . In I 989, 
Emch et al. [ 15], used voltage pulses between the tip and the sample to produce bumps 
on gold surfaces. Probably the most well-known example of STM modification of 
surfaces is the positioning of individual xenon atoms by Eigler and Schweizer [ 104 ]. 
Finely controlled electrochemistry has been achieved by Ullmann and colleagues [ I 05], 
with their nanoscale decoration of gold electrodes with copper clusters several atoms high 
by applying suitable potentials to the gold electrode and the STM tip. 
When studying electrochemical sy terns with STM, it is important to ensure that the 
conducting tip does not participate in any detrimental ancillary reaction so that table, 
well-defined surface properties are maintained [ 106]. Tips are usually coated (except for 
the apex), with an insulator to reduce background currents , for if the background tip-
sample currents are the same order of magnitude as the tunnelling current, the feedback 
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control is difficult to maintain. In the initial electrochemical STM work such as that of 
Itaya and Sugawara [86), the electrode potential of samples was unknown and could not 
be controlled. Potential control was first gained by adjusting the potential between the 
sample (WE) and the CE [101, 106, 107) . The tunnelling tip (usually tungsten or 
platinum/iridium) essentially acts as a fourth electrode in the cell and suitable control is 
only possible using a bipotentio tat [ 108]. A bipotentiostat permits the simultaneous 
control of two working interfaces ; the working surface and the STM tip, relative to the 
RE. Some workers [98), have operated with a fixed tip-WE potential, however, the most 
widely used method of control is to maintain the tip-RE potential at a constant level [85, 
88, 91, 94], which minimises the ancillary chemical processes at the tip. 
3.3.2 Electrochemical Atomic Force Microscopy 
Electrochemically altered surfaces can contain both conducting and insulating regions . In 
such cases the interpretation of STM becomes uncertain since tunnelling is influenced 
strongly by the conductivity of the surface. The AFM with its insulating tip does not 
suffer this limitation and i therefore invaluable for the direct investigation of surface 
oxides and adsorbates. It has many applications in monitoring dynamic electrochemical 
processes such as the deposition of metals , crystal growth, redox reactions, corrosion 
and catalysis. 
The initial electrochemical AFM studies were carried out by Manne and colleagues [37, 
I 09]. The first concerned the oxidation cycle of a gold surface in perchloric acid . 
Atomic resolution of the periodic gold surface was obtained, but this was not possible for 
the di ordered oxide film. The econd looked at the bulk deposition of copper onto 
Au ( 111) from perchlorate and from sulfate in acidic solution . The same interatomic 
spacing was observed on the surface of both bulk deposits, however, upon stripping the 
deposit down to the UPD layer, the structure was quite different. In ulfate, the copper 
formed an open commensurate tructure on top of the gold crystal , whereas in 
perchlorate, the copper formed a close-packed layer incommensurate with the gold 
beneath. The perchlorate ion is not expected to adsorb and so it was assumed that the 
mismatch was due to the vastly different lattice spacings of gold and copper. The open 
structure observed in sulfate was assumed to be stabilised by ad orbed sulfate anion . 
Further examples of the crucial role played by electrolytes in the determination of UPD 
layer tructure has been provided by Chen et al. [110, 111). The first of these 
investigations considered the UPD of mercury on Au(l 11). This proce i of intere t 
becau e of the importance of mercury amalgams and the mercury surface in 
electrochemi try . The UPD of mercury in sulfate, nitrate and perchlorate all gave the 
ame open adlayer throughout the UPD potential regime, while the adlayer in acetate wa 
found to be potential dependent. This observed electrolyte en itivity may reflect an 
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ability of the acetate anion to complex with the gold substrate. The second study 
concerned the UPD of silver on Au(l 11) in which a general correlation of packing 
density in the adlayer with electrolyte size was found . The lattice pacings of silver and 
gold are almost identical and indeed UPD in acetate was found to yield a close-packed 
commensurate adlayer. There is an obvious need for further investigation and 
explanation of the role of the electrolyte in the UPD proce s. 
The importance of copper to various industries including the microelectronic, shipping 
and power industries, in particular in relation to the prevention of corro ion has motivated 
the study of copper surfaces with the AFM . Cruickshank et al. [ 112], studied the 
surf ace of polycrystalline copper in sulfuric acid during anodic dissolution. The effect of 
the inhibitor, benzotriazole was also observed . An electrochemical anisotropy in the 
corrosion of various crystallographic planes was found. A second investigation by 
Cruickshank and colleagues [38], focussed on the adsorption of oxygen to the Cu( I 00) 
surface in acidic solution. An open, commensurate adlayer was found that was 
insensitive to the electrolyte, and ascribed to adsorbed oxygen or hydroxide. Chloride 
contamination was ruled out as the source of the adlayer, with the re ervation that the 
insensitivity of the AFM to chemical identity prevents its unequivocal exclusion . 
Josefowicz and colleagues [ 113], also studied the surface of copper, but in an acidic 
chloride solution. A CuCl intermediate was observed during the oxidation and reduction 
cycle of copper. 
The initial stages of the corrosion of an iron surface in alkaline solution have been 
investigated by Mtiller-Ztilow et al. [114] . The crystals grown during corrosion result in 
a much rougher morphology than the original poli hed polycry talline iron surface. The 
roughness of the corroded surface prevented it from being satisfactorily characterised 
with AFM. 
The catalytic activity of both bismuth [115], and lead [116], on gold to the 
electroreduction of hydrogen peroxide has been studied. While the bare gold substrate 
and the complete monolayer coverage with bismuth were not catalytically active, the open 
submonolayer observed was. The growth of lead on gold was very different to the UPD 
of the other metals studied, with growth similar to that found in UHY. The lead was 
deposited in close-packed island and the highe t catalytic activity was observed with 
maximum coverage of islands before these coalesced to form a full monolayer. The e 
two studies are striking evidence that catalytic enhancement depends critically on 
electrode surface structure. An intriguing finding of the econd study was that the full 
monolayer of lead was oriented everal degrees differently to the underlying gold 
re ulting in Moire interference patterns in the images obtained. 
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Finally, the AFM is not restricted to aqueous electrolytes, as seen in the electrochemical 
formation of thin dielectric organic films by Goss et al. [44 ]. The films of 
poly(phenylene oxide) were formed in situ on HOPG and the technique permits thickness 
control on the nanometre scale. Weak tip-sample forces were required to image the films 
satisfactorily without perforating them. The ability to control the force between the tip 
and sample yields the possibi lity of purposefully making holes and refilling them with 
different materials in the construction of specific surfaces. 
3.4 OTHER SURF ACE CHARACTERISATION TECHNIQUES 
The plethora of surface characterisation techniques is a measure of the importance of the 
solid-liquid interface to surface science and electrochemistry. SPM has expanded our 
knowledge of electrode surfaces over the last decade and will continue to do so. 
However, it has its limitations, most obviously in the lack of chemical identification of 
species at the interface. No single technique can simultaneously determine surface 
structure and symmetry , identify surface species and give real-space information about 
the surface . For a complete atomic-level description of an electrode interface, a 
combination of techniques must be used. This explains why SPM, although it possesses 
unique features and capabilities, has not replaced any of the older techniques. A 
summary of some other surface characterisation methods is now presented. 
The chemistry of the gas-solid interface has enjoyed tremendous advances from the 
systematic application of surface spectroscopic techniques performed in UHV. The 
advantage of working in UHV is the high degree of surface cleanliness, however, there is 
always some doubt as to whether or not the surface remains unchanged by transfer of an 
electrode through the liquid-gas interface and away from potential control. Unfortunately 
the most sensitive methods for determining the atomic geometry of surfaces require 
vacuum conditions and are therefore necessarily performed ex situ. However, x-ray and 
neutron surface techniques which operate at ambient pressure have started to replace 
UHV techniques. 
Low energy electron diffraction, (LEED) is perhaps the most widely used method of 
determining surface symmetry. In LEED, an electron is diffracted off a crystalline 
surface, producing diffraction patterns corresponding to the reciprocal lattice of the 
surface. Periodic domains of the same order of magnitude (::::: I 00 A 2) as the electron 
beam coherence width are required [ 117] . LEED is not a purely two dimensional 
technique since there is finite penetration into the first few atomic layer of the surface . 
Stickney et al. [ 118], used LEED to investigate the use of iodine to protect the surface of 
Pt(l 00) and of silver electrodeposited on to the platinum from attack by perchloric acid. 
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In a similar study, Schardt and colleagues [ 119], u ed LEED to determine the effect of 
bromine on lead deposited on to a Pt( 111) surface. The related technique of reflection 
high energy electron diffraction, (RHEED) is particularly suited to thin films and surface 
coatings. Zei et al. [ 120], used a combination of LEED and RHEED in their study of 
gold electrodes emersed from sulfuric acid solutions. In UHV, the sulfuric acid was 
found to form an ordered hydrogen bonded overlayer above the reconstructed gold 
surface. 
The electron diffraction methods yield symmetry information averaged over the sampled 
area, but provide no direct real-space information. Electron microscopy, in particular 
transmission electron microscopy (TEM), can achieve subnanometre resolution of thin 
samples. The resulting image is a two dimensional projection of the specimen structure. 
Scanning electron microscopy (SEM), is an invaluable tool for the direct characterisation 
of samples at a microscopic scale. The lateral resolution is determined by the electron 
beam size and the vertical resolution is quite low . The main problem with electron 
microscopy is that the intensity of the beam can severely damage the surface structure or 
alter it in an unknown way. 
Auger electron spectroscopy (AES ), i the method commonly cho en to identify the 
chemical composition of the species on the surface . AES is the analysis of the 
radiationless relaxation of an excited atom after ionisation by a high energy electron, ion 
or x-ray beam. With sufficiently small beam current , no damage to adsorbed layers 
occurs [ 121 ]. Thermal desorption mass pectrometry (TDMS) and secondary-ion mass 
spectrometry (SIMS) are also used for microscopic chemical analysis. SIMS is the 
analysis by mass spectrometry of sputtered ions from the bombardment of a surface by 
an ion beam, and is sensitive to the chemical state of surface atoms and compounds . 
Stickney and colleagues [ 118], used AES to ascertain that the iodine atoms that had 
initially been chemisorbed to the platinum surface moved to be outermo t on the silver 
that was subsequently deposited on the platinum. Schardt e t al. [ 119] , used a 
combination of AES and LEED to find that the UPD lead layer on platinum was resistant 
to reconstruction and TDMS to identify the species adsorbed on the urface. The stability 
of reconstructed gold surfaces in aqueous solution was investigated with a combination 
of electron diffraction techniques and AES in studies by Zei and colleague [ 120, 122], 
and Michaelis and Kolb [ 123]. 
X-ray photoelectron spectroscopy (XPS) i an important method for determining the 
oxidation state of surface elements. It is also called electron spectroscopy for chemical 
analysis (ESCA). XPS is based on the ejection of photoelectrons by incident x-rays. It 
can distinguish between atoms in the adsorbed state, the same atom that ha penetrated 
the surface to form compounds, as well as tho e in intermediate stages [ 117]. XPS al o 
gives qualitative information on urface geometry and can be u ed to investigate the 
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adsorption, orientation and structural modifications of molecules deposited on a surface. 
XPS has been used to observe the UPD of copper on platinum [ 124], and lead on silver 
[ 125]. 
The inherent uncertainty associated with ex situ techniques is a barrier to using them for 
the complete characterisation of surfaces. There are a number of spectroscopic methods 
that are not restricted to UHV and can therefore be applied under reaction conditions. 
Several of these in situ methods are based on detecting the changing vibrational structure 
of surfaces. Infra-red (IR), and raman spectroscopies rely on absorption of the incident 
radiation by characteristic vibrations of atoms and molecules at the surface to yield 
information on structure and bonding especially of the interaction of adsorbates with the 
surface. IR spectroscopy is frequently used for analysis in catalysis where high surface 
area porous and IR transparent supporting materials increase the sensitivity of the 
technique. Parry et al. [ 126], reported the first IR spectroelectrochemical study of 
interfacial changes during UPD. This work considered the effect of UPD of copper onto 
polycrystalline gold on the adsorption of sulfate/bisulfate. The adsorption was found to 
be a strong function of pH as well as potential. This method can also be used to identify 
reaction intermediates [ 117]. Reflection absorption IR spectroscopy (RAIR) is suitable 
for use with low surface area samples such as the surface of single crystals. High 
resolution electron energy loss spectroscopy (HREELS) is used for observing molecular 
and ionic layers at electrode surfaces by revealing the vibrational bands of any ab orbed 
molecule. Electron tunnelling spectroscopy (ETS), takes advantage of the tunnelling 
occurring between two conductors separated by a very thin insulating layer under an 
applied voltage . If an adsorbed layer is present on the surface of a metal then the 
tunnelling electron will lose energy to the vibrational excitation of the adsorbed species. 
The availability of synchrotron x-ray sources for the study of urfaces led to the very 
powerful in situ technique of surface extended x-ray absorption fine structure, 
(SEXAFS). Incident x-rays eject low energy core electrons from the sub trate or 
adsorbed atoms. lnteratomic distances can be determined more accurately than in LEED, 
and the number of nearest neighbours at specified distances can also be ascertained. The 
information gained is averaged from the total beam area. Melroy and colleagues [ 127], 
used SEXAFS to build up a comprehensive picture of the UPD of copper on Au( 111) 
including adatom-adatom and adatom-substrate distances. The chemisorption of oxygen 
on copper in UHV has also been investigated [ 128]. A synchrotron x-ray source has al o 
been used for in situ surface x-ray scattering measurements by Toney and colleagues 
[ 129, 130]. The first of these studies concerned the deposition and compression of 
bismuth monolayer on Ag( 111 ). The e results gave a simpler surface structure than had 
been reported previously for the same system from ex situ LEED. The structure was 
consistent with the LEED data indicating the difficulty of interpreting LEED pattern 
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More recently in the second study, the ordering of water molecules at a Ag( 111 ) surface 
was found to depend on the voltage applied to the silver electrode. SEXAFS and x-ray 
scattering will never completely replace LEED because of the restricted acce to the 
requisite synchrotron source. Neutron scattering techniques are also limited by the small 
number of suitable facilities . 
A laser source is used for the optical second harmonic generation (SHG) method, which 
records the changes in the second harmonic intensity ascribed to modifications in the 
electronic structure of a metal surface upon adsorption [ 131]. SHG is an indirect probe 
of chemisorption and lacks structural specificity, however, it is useful for studying 
adsorptive processes such as UPD. Bennahmias et al. [ 132], have used SHG to study 
the UPD of copper on polycrystalline gold, and Friedrich et al. [ 133], have used it for 
observing the potential induced reconstruction of a gold surf ace. 
Radiotracer methods [ 134], can be used for following adsorption in situ, providing the 
same quantitative information as ex situ AES. They can be used provided that the 
adsorbate (organic or ion) can be labelled with reasonably long-lived i otope . Such 
methods are sensitive to a few percent of a monolayer adsorbed at a smooth surf ace, but 
require a large surface area. Adsorption can be followed directly without disturbing the 
primary experimental conditions. Horanyi and colleagues have made many studie of ion 
adsorption using radiotracer techniques; adsorption of chloride and bisulfate to a porou 
gold electrode [ 135], the simultaneous adsorption of calcium and cyanide to a platinum 
electrode [ 136], and the adsorption of bisulfate induced by cadmium adatoms on a 
platinum electrode [ 137] . 
This is by no means an exhaustive list of all the surface characteri ation techniques that 
can be applied to metallic surfaces. A more comprehensive list is given by Adam on 
[ 138]. No single technique can completely characterise a surface and the need to use 
complementary methods to obtain a comprehensive characteri ation is obviou . LEED is 
probably unsurpassed for use in UHV, yet the paradox of using ex situ techniques is that 
they require in situ confirmation. Optical techniques tend to be in situ, but only have 
limited spatial resolution . Use of SEXAFS is limited because it requires synchrotron 
radiation. 
The fact that metal deposition is often nucleated at defects makes real-space imaging of 
this process preferable, and SPM is well suited for this reason. It is truly a surface 
t~chnique, having no access to the bulk of the sample. Many of the methods de cribed 
above require single crystal surfaces or epitaxial films , but SPM does not. Its simplicity 
is also in its favour, as is the possible resolution which is limited only by tip size 
provided that the urface is relatively smooth. It can be used ex situ to rapidly give an 
idea of the morphology of an electrode, but it is primarily of value for solution 
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investigations. There is no other technique that operates in solution which gives direct 
real-space information with the resolution of SPM. The main difficulty associated with 
SPM lies in image interpretation. This problem is discussed with reference to AFM in 
§5.7. 
3.5 CONCLUSION 
The focus of electrochemical surface science is the correlation of surface structure with 
electrochemical reactivity . The drawbacks of ex situ surface characterisation techniques 
and the limited resolution of in situ x-ray and optical methods has led to a burgeoning 
interest in SPM. SPM is now at the forefront for discerning structure and property 
relationships at the solid-liquid interface. The major advantage of SPM over the other 
methods is that it provides three dimensional real-space information with direct access to 
individual surface features . The AFM in particular, is valuable because it can image any 
relatively smooth surface and because of its force-measuring capabilities. 
Electrochemistry has much to gain from surface science in the field of force measurement 
adjacent to a growing electrodeposit, and the AFM is the ideal instrument with which to 
do this. To date the number of electrochemical studies using AFM is relatively smal l, and 
concentrated in a few areas with little variety in the surfaces studied. In the remainder of 
this thesis the power of this technique for the study of the metal-solution interface will be 
investigated. 
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Chapter4 
A New Electrochemical Cell for the 
Atomic Force Microscope 
4.1 INTRODUCTION 
To date, most electrochemical AFM work has been carried out with commercial fluid cell 
[ 1-9) . As described in §3.2.2, a three-electrode arrangement is standard for control of 
most electrochemical systems. There are several disadvantages, however, with 
accommodating three electrodes in the commercially available fluid cell. The primary 
disadvantage is that the geometry and relationship of the electrodes is dictated by the 
existing cell geometry which in tum is dictated by optical considerations. Generally both 
the counter electrode (CE) and the reference electrode (RE) have to be located in the fluid 
ports, remote from the working electrode (WE). This configuration result in a highly 
asymmetric electric field which, together with the small cell volume ( ::::0 .2 ml) [2], 
complicates the transport of species in the cell [ 1 OJ. It is desirable that the area of the CE 
be relatively large and axially symmetric with respect to the WE to establish as nearly a 
possible an equipotential WE surface [11). Such an electrode geometry ensures a 
uniform electric field throughout the cell. Finally it is preferable that the RE be positioned 
as close to the WE as possible, to minimise ohmic losses and thus allow the potential 
difference between the two electrodes to be readily controlled. 
The WE is simply the sample being imaged, and can be made from a variety of metal 
surfaces. It is commonly a single crystal face [ 1, 2, 5-9), a polished polycrystalline 
surface [4, 12), or often a piece of highly ordered pyrolytic graphite (HOPG) [3] . 
The current flows between the CE and the WE, so the position and size of the CE relative 
to the WE dictate the symmetry of the electric field in the cell. Many workers have used a 
gold [5, 6, 8), or platinum [3, 4) wire as the CE. In these cases, where the CE i a wire 
located in the fluid outlet port, it cannot be symmetric to the WE, nor can it be of any 
significant size. Other workers have simply used the stainless steel clip that holds the 
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cantilever substrate as the CE [ 1, 2], however, this arrangement also does not satisfy the 
size, symmetry and chemical inertness criteria. Digital Instruments [ 13) with its 
NanoScope series of force microscopes, now manufactures a fluid cell specifically for 
electrochemical use. This cell is identical to the standard fluid cell except that it has a 
small hole suitable for a wire CE in the top of the cell, and an additional port for the RE. 
The CE must be inserted sufficiently far into the cell to ensure it is in fluid, but not so far 
as to interfere with the cantilever or light path. This configuration is easy to manufacture 
since it is simply a modification of the original fluid cell, however, it is not an easy 
design to work with. Both the CE and RE must be fitted to the cell by wrapping the 
electrodes in teflon tape which is then exposed to the solution. The tape may contaminate 
the solution and it is also difficult to prevent fluid leakage around the tape in these two 
ports. The relocation of the CE to the top of the cell does increase the symmetry of the 
electric field, but does not increase the area of the CE relative to the WE. If a working 
electrode with active area of under 2 mrn2 is used , the problem of using a wire as the CE 
is minimised [14), but positioning the tip over such a small area can be difficult. 
Cruickshank et al. [9], have used the NanoScope electrochemical cell for their 
observations of oxygen adsorption on a Cu(l00) substrate. 
The RE need not be large ince the point of reference is where the electrode cavity 
contacts the main solution [ 15) . It is ideally located close to the WE to reduce the 
uncompensated resistance, and ensure that negligible current flows through the RE when 
the cell is connected to the potentiostat [ 11 ]. Some studies [ 12], have not bothered to 
correct for thi s uncompensated resi stance with working-reference electrode distances up 
to 15 cm! The restricted space available in the fluid inlet port (in the standard cell), or the 
RE port (in the electrochemical cell) has meant that most workers manufacture their own 
RE. The RE is often connected to the solution through a Luggin capillary which places 
the point of reference very close to the WE while the RE itself is placed in a reservoir of 
solution outside the cell. The mercury/mercurous sulfate electrode is one standard RE 
that is commonly used [4, 5, 8, 9], as is the calomel electrode [12] . For convenience, 
many workers use a quasi-RE (QRE) [16), in the form of a metallic wire inserted directly 
into the solution. As outlined in §3.2.1, a true RE is an electrode that is nonpolarisable, 
that is the electrode potential is invariant. A QRE does not have a fixed potential , but it 
should be constant during the course of an experiment. A QRE is therefore suitable when 
the thermodynamic significance of the potential is irrelevant. A QRE should be rugged, 
easy to use, simple to construct and should not contaminate the solution. Platinum and 
si lver wire are frequently used QRE materials. 
The majority of the published electrochemical AFM work ha been performed with 
NanoScope instruments from Digital Instruments. The Topometrix Corporation [ 17], 
and Park Scientific Instruments [ 18) , now al o market instruments with electrochemical 
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capabilities. Topometrix makes an electrochemical cell with a large volume of :::::2 ml. 
The cell has four ports: two for liquid inlet and outlet, and two for electrode connections. 
The RE cannot be positioned close to the WE (sample), but the area of the CE can be 
made much larger than the sample. This cell has been used by Mi.iller-Ztilow and 
colleagues in several in situ electrochemical studies [ 12, 19). The Park Scientific 
electrochemical cell has attracted the least attention of all, possibly because it is an open 
reservoir which is difficult to work with. 
Electrochemical force microscopy is a rapidly expanding area of research. The limitations 
of the existing cells specified above are of concern, and the need for a better environment 
for AFM electrochemical experiments is obvious. This is only possible if the present cell 
design is markedly altered. 
4.2 DESIGN OF A NEW ELECTROCHEMICAL CELL 
In order to overcome the difficulties associated with the existing cell, a custom designed 
cell for AFM electrochemical work has been built and is shown schematically in Figure 
4.1 [20). This cell is specifically for use with a Digital Instruments NanoScope series 
AFM, although the design concepts are equally applicable to any AFM. 
Typically, AFM fluid cells have been machined from a single piece of glass and contain 
both the o-ring groove and cantilever assembly. The optical surfaces are an integral part 
of the cell and scratches to these usually require the entire cell to be replaced. For ease of 
machining, glass was not used in construction here, rather, the cell was machined from 
kel-F plastic (3M), in two parts; the cantilever section which replaces the main body of 
the commercial fluid cell , and the substrate section containing both the WE and RE. Kel-
F was chosen because it is chemically inert, free of surface active agents, easily cleaned 
and possesses greater dimensional stability than teflon. The cantilever section was fitted 
with a thin replaceable silica window. This section was designed to hold standard AFM 
cantilevers inclined at :::::10° to the WE surface. The inclined mounting of the cantilever is 
necessary to ensure that the tip contacts the surface without the cantilever substrate doing 
so. The major new feature of this design is that the o-ring sealing groove has been 
transferred to the separate substrate section. This significantly increases the cell volume 
(from :::::0.2 to 0.46 ml, including fluid ports), and also permits the RE to be placed 
adjacent to the WE. The geometry of the electrodes accommodates the necessary pas age 
of the laser beam to and from the cantilever, while the cylindrical geometry provides the 
desired symmetric electric field along the optical axis. 
The construction of the two sections of the cell is shown in detail in Figure 4 .2 . The 
complete plans are given in the Appendix . The position of the fluid ports now allows 
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good solution mixing and the easy removal of trapped bubbles with the inlet low in the 
cell near the cantilever substrate, and the outlet at the top just beneath the window. A 
stainless steel torsion clamp is used to hold the cantilever substrate in place, anchored by 
a pin on the side of the cell. This arrangement is more robust than the spring clip of the 
commercial cell, and is more readily replaced. The 0.32 mm wire was fitted inside the 
0.3 mm hole in the kel-F. Once inserted, the wire is bent through 90° to make the clamp 
and flattened to ensure that the clip will not contact the sample. A second 90° bend 
outside the cell completes the torsion clamp. Three stainless steel inserts are positioned in 
the main body of the cell, located at the positions of the kinematic mounts, and upper 
clamp, to reduce wear on the kel-F (see Appendix). 
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Figure 4.1. A schematic cross-section of the cell, showing the geometry 
of the three electrodes: counter (CE), working (WE), and quasi-reference 
(QRE). (i) cantilever substrate, (ii) silicone a-ring, (iii) silica window. The 
fluid ports are not pictured. The inlet port is adjacent to the cantilever 
substrate, and the outlet is near the silica window. 
All of the three electrodes are made from polycrystalline platinum. Platinum was chosen 
for its inert nature. A piece of polished platinum foil pressed to form a cap was used as 
the WE (35 µm thick, exposed area IO mm2) . The WE wa polished with 1200 grit 
silicon carbide paper followed by Brasso (Reckitts Household Products, Australia). The 
electrical connection to the WE is located beneath the cap, and is therefore not in contact 
with the olution. To ensure that the active area of the CE was an order of magnitude 
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Figure 4.2. Scale drawing of the cell: 
(i) kel·F body 
( ii) fluid inlet port 
( iii) fluid outlet port 
(iv) CEfeed-through 
( v) torsion clamp port 
(vi) pin 
(vii) silica window 
(viii) Pt ring (CE) 
(ix) Pt cap (WE) 
(x) Pt wire (QRE) 
(xi) O-ring groove 
(xii) teflon plug 
(xiii) stainless steel wire 
(xiv) electrical connection 
(xv) magnetic plate 
Note that the views of the substrate section are enlarged to 150%. 
101 
greater than that of th WE, whjJe maintaining a prac tical ized w· , it wa nece sary to 
u e platinum foil rather than wire for the E. The cylindrical E (area I 00 mm2) wa 
on truc ted from platinum ribbon (0.1 mm thick) pot-welded Lo a platinum wire 
(0.25 mm diam t r) which f d through Lo the out ide of the cell and wa ·ealed by a 
te fl on plug . o r convenience, a QRE rather than a true RE was u ed. The QR 
co n i. ted of a pl atinum wire (0.25 mm diameter) mounted I mm from the WE in the 
ub trate ction and protruding :::::0.5 mm into the olution. The ub trale section wa 
co mpleted by g luing a magneti c tee! ampl e tub to the kel -F ection containing the 
electrode . 
4.3 THE CELL IN OPERATION 
Initially it was important to prove that the con tructed cell functioned a a tandard AFM 
fluid cell. On of the indication of thi i the total (A+B) ignal reaching the split 
photodiode. Generally in aqueou olution , thi ignal wa, 60-80% of detection 
aturation a commonly found for the commercial cell . Sati factory image were 
obtained uch a that of the platinum WE hown in Figure 4 .3. The scratches from the 
poli rung proces are very prominent on thl large cale. With u e, the urf ace of the WE 
became even rougher with some very large cratche and dent being formed. Depo ition 
of metal onto the urface of the WE tended to fill the e in. The location of the fluid po1t 
offered a ub tantial improvement for the removal of ga bubble from the cell. 
Figure 4.3. n F 1 image of th • ro11gh ·1,11fac of the p!Cltinum WE. 
The cratche · from the polishing proc ss are obvious. ( con ·rant force image, 
cale in µm, total vertical colour scale: 1 µm.) 
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The effective cell length, 1 that is the CE to WE distance, was calculated from the 
measured resistance, R across standard KCl solutions using the following [21], 
1 = RICA ( 4.1) 
where K is the conductivity, and A is the cross-sectional area. The effective limiting area 
was taken to be the narrowest portion of the cell (area 9.6 mm2). The results are given 
in Table 4.1. The length obtained, 5.6±0.1 mm is reasonable considering the cell 
dimensions (see Appendix). 
Table 4.1. Calculation of effective cell length. 
Concentration K [22] R 1 
ofKCl (M) (Q-lm-1) (Q) (mm) 
10-3 1.471 X 10-2 3.86 X 104 5.5 
10-2 1.413 X lQ-l 4.23 X lQ3 5.7 
Water which had been passed first through a reverse osmosis unit, secondly distilled, and 
finally passed through a Milli-Q (Millipore, resistivity 18.2 MQcm) purification unit was 
used for rinsing the cell, and to make up all solutions. Consistent pretreatment of 
electrodes is vital for reproducible experiments [23]. Prior to each experiment, all three 
platinum surfaces were cleaned with 30% hydrogen peroxide, and then rinsed with 
water. The clean platinum surface catalyses the disproportionation of hydrogen peroxide 
into water and oxygen [24]. The degree of gas formation is therefore an indication of the 
cleanliness of the surface. At the completion of each experiment the working surface wa 
cleaned with concentrated acid to remove the deposited metal, rinsed with water and then 
washed again with hydrogen peroxide and finally rinsed with water. 
The cell has been thoroughly tested and has proved satisfactory as both a normal fluid 
cell, as well as an electrochemical cell. The versatility of the design means that it can be 
easily adapted to other electrochemical systems. The key to this versatility lies in the 
separate substrate section which may be altered while leaving the cantilever section 
unchanged. The platinum of the WE may be readily replaced with another metal (single 
crystal or polycrystalline) or with graphite thus permitting a variety of systems to be 
tudied conveniently. It would also be possible to incorporate a standard RE rather than 
using QRE. Such a RE would have to be custom-made, but there is a small amount of 
space available in the substrate section that would make such a change possible. 
The cell was designed for use with a NanoScope II AFM which does not have any 
electrochemical features, and a large part of the work presented in this the is wa 
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performed with this instrument. During experiments a high input impedance potentiostat 
(Microstat 1503, Thompson Electrochem Ltd) connected all three electrodes and current 
flowed between the CE and the WE. A current monitoring resistor was present in the line 
to the CE port of the potentiostat. The WE was held at a constant potential relative to the 
QRE (as per §3.2.2), and all potentials are cited versus this platinum QRE. 
With the arrival of the NanoScope III instrument a few changes were necessary to adapt 
the cell to the supplied electrochemical hardware and software. A potentiostat forms part 
of the hardware. The CE and RE could be plugged directly into the potentiostat, but the 
WE had to be altered so that it was electrically connected to the sample stub and therefore 
to the piezo. The main advantage of the latest instrument is the accompanying software 
that provides computerised control of the force microscope and the potentiostat. This 
allows for temporally aligned saving of the AFM images with the electrochemical data, 
that is, it permits the correlation of electrochemical events with topographical changes. 
This combination of surface characterisation with fundamental electrochemical 
voltammetric techniques permits far more sophisticated experiments to be performed than 
was previously possible. 
4.4 LATERAL CALIBRATION AS A FUNCTION OF SAMPLE HEIGHT 
Each piezoelectric scanner requires individual calibration of both its vertical and lateral 
response to the applied voltage. The characteristics of each scanner is determined at the 
time of manufacture, but must be checked periodically. It is common to calibrate the xy 
response of the short-range A scanner from images of a known crystal lattice, usually 
mica or HOPG. A standard graticule with a period in micrometres is generally used for 
the long-range scanners. The vertical response must be calibrated by imaging 
corrugations of known height. The sample used for this work was an aluminium 
compact disc stamper with mound heights of 140 nm. The calibration normal to the 
surf ace can also be performed in situ by measuring the electrostatic double layer force 
between the tip and the sample in a dilute solution of l: 1 electrolyte in which the decay 
length of the force is well known [25] . 
As highlighted recently by Snetivy and Vancso [26], the lateral distances returned by the 
NanoScope AFM software depend on the thickness of the specimen being imaged. A 
systematic error was discovered in the interatomic distances measured on muscovite mica 
that was found to be a function of the sample height. It could be eliminated by use of a 
correction factor to calibrate the microscope for the particular piezoelectric scanner being 
used. Obviously such corrections are vital for the quantitative analysis of interatomic and 
intermolecular distances . The existence of this error is of particular interest in relation to 
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the new electrochemical cell (§4.2) with its innovative substrate section which does, 
however, mean that the sample sits much higher on the scanner (4.4 mm) than normal 
samples which are generally about 1.3 mm thick. 
The reason that the calibration is required lies in the way the piezoelectric scanner, on 
which the sample sits, translates in space. When a voltage is applied to the scanner it 
expands (or contracts) in three dimensions so that as the scanner translates in x and y, the 
sample is actually moved over a spherical surface. The radius of this sphere is large with 
the centre of curvature on the z axis of the scanner, well beneath the surface of the 
sample. For the A scanner that is used for atomic level studies, the maximum scan size is 
given as I µm x 1 µm, and the piezo tube is about 15 mm long, so the curvature of the 
scanning sphere is small. The addition of several millimetres to the radius when using a 
thick sample has generally been assumed to result in an insignificant change to the 
curvature of the scanning sphere. However, the findings of Snetivy and Vancso 
contradict this assumption. When using longer piezoelectric scanners, the effect of the 
change in curvature of the scanned region with additional sample thickness can probably 
be neglected since the radius of the scanning sphere is much greater. 
The height of the sample (WE) housed in the substrate section of the electrochemical cell 
is greater than that of any of the samples studied by Snetivy and Vancso. Their 
correction factor was a linear function of sample thickness. As the A scanner used in thi 
work should be similar to the one they used, it should be sufficient to simply extend their 
correction line. However, it was decided to repeat the experiments, extending the 
calibration to thicker samples. 
Muscovite mica (Mica Supplies Ltd, UK) was used as in the original study and the mica 
was cleaved immediately prior to measurement. Samples of various heights were 
obtained by gluing the mica to pieces of metal of different thickness and then to magnetic 
stainless steel sample stubs. The total thickness of the sample was measured with vernier 
callipers. Unlike in the original study, different cuts of mica were used for each sample. 
Five different samples were measured in air, and one imaged under water. 
Measurements were made on constant force images taken at a scan rate of 20-30 Hz. 
They were made with both the NanoScope 11 and III software, and no difference was 
found between the two. The A scanner and a short-wide NanoProbe cantilever (as per 
Figure 3.1 with nominal force constant of 0.58 Nm- 1) was used. 
Typical images of the mica surface from two different sample heights are shown in 
Figure 4.4. In 4.4(a), the total sample thickness was 1.24 mm, while in 4.4(b) it was 
5.98 mm. The nominal scan size for both images was the same at 9 nm. It is clear that 
there is a significant difference in the magnitude of the observed repeat unit in the two 
images. The different appearance of the two images is typical of the variation found 
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(a) 
(b) 
Figure 4.4. on Lant Jc r e image of 111ica obtain •d at t11 o vastly diffi relll 
ample heights, illu rrating the need for lateral alibration for sample heie,ht. 
The nominal scan si~e is 9 nm in both ase ·. ( a) ample thickn 
1.24 mm, with a repeat distan e of 0.55 nm. (b) Sample thickness 
5.98 mm, with a repeat distance of 0.37 nm. 
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between cantilevers and should be ignored for the present purposes where only the repeat 
unit is important. 
Obviously a correction factor is required in order to permit the actual spatial calibration to 
be determined for any given sample height. This correction factor can be defined as the 
quotient of the observed distance and the expected mica spacing of 5.2 A [27, 28]. The 
repeat unit resolved consists of pairs of silicate tetrahedra [29). The observed repeat unit 
was determined from the autocorrelation function of the raw data by averaging the 
spacing in the six directions of the hexagonal mica lattice in at least five separate images. 
Table 4.2 shows the measured mica repeat distance as a function of sample thickness. 
The known mica repeat distance has then been used to calculate the correction factors 
shown in Figure 4.5. Also shown is the line of best fit obtained by Snetivy and Vancso. 
The value obtained from mica imaged under water was indistinguishable from those 
obtained in air. No difference is expected since the error lies in the movement of the 
sample on the piezo which is independent of the sample environment. The calibration 
line obtained here is very close to that of Snetivy and Vancso, in fact it is within the error 
of the measurement. Extending the line to thicker samples has shown that the error is 
linear over the entire range of possible sample heights. 
Table 4.2. Mica repeat distance as a function of sample thickness. 
Sample thickness Repeat distance Standard deviation 
(A) 0 (mm) (±A) 
1.24 0.53 0.03 
2.20 0.49 0.03 
3.15 0.47 0.05 
4.22 0.41 0.03 
5.98 0.37 0.01 
4.04* 0.43 0.03 
*This sample was imaged under water. The others were imaged in air. 
From Figure 4.5, the correction factor required for our substrate section (4.4 mm thick) 
is 1.255. All distances returned by the AFM software for the A scanner on this sample 
must then be multiplied by this factor to obtain the actual value. For this reason, the scale 
bars have been cut off all the short-range images presented from here on, and the 
corrected scale given in the figure captions. Note that this means that the maximum scan 
size for this scanner is not l µm x l µm, but 1.255 µm x 1.255 µm. The J scanner 
probably does not need to be calibrated for sample height because the length of the 
piezoelectric tube is much greater than the range of possible sample thickness. That is, 
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the variation in scan curvature between samples of different thickness will be minimal, 
and any differences observed will be within the error of the measurements. The 
intermediate E scanner on the other hand may require some calibration for sample height. 
This calibration was deemed unnecessary in the current study, since only atomic scale 
features required accurate measurement. 
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Figure 4.5. The required correction factor as a function of sample 
thickness. The squares are calculated from the mica repeat distances in Table 
4.2 shown together with the line of best fit (full line). The triangles and 
dotted line are taken from Snetivy and Vanesa [26]. Also shown (cross) is 
the correction factor required for the electrochemical cell described in §4.2. 
4.5 CONCLUSION 
6 
The design for the AFM electrochemical cell presented here represents a radical departure 
from the form of the commercial cell. By constructing the cell in two parts we have 
retained the neces ary flexibility to be able to change working surfaces, while ensuring 
that electrochemical considerations are maintained by housing the reference electrode in 
the same section as the working electrode. The thickness of this substrate section must, 
however, be taken into account in the lateral calibration of all images recorded with the A 
scanner. The cell functions satisfactorily as a standard fluid cell, and its capacity for 
electrochemical investigation will be tested in the remainder of thi thesis. 
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Chapter 5 
Atomic Force Microscopy 
Investigations 
5.1 INTRODUCTION 
of the Metal-Solution 
Interface 
The extent to which the AFM has been applied to the study of the metal-solution interface 
has been examined in Chapter 3. The majority of these investigations compared the 
atomic symmetry of a metal surface with the symmetry of the bulk metal. Although this 
type of comparison is not new, SPM permits the high resolution imaging to be performed 
in solution. The advantage of in situ imaging of the surface is obvious when compared 
with results obtained in vacuo, for the removal of a sample to vacuum can alter the 
symmetry of the surface layer. In situ imaging also gives direct access to discrete 
irregularities on the surface including defects and grain boundaries. Alternatively, the 
advantage of surface diffraction techniques is that a large area of the surface is sampled 
and thus the symmetry is more accurately determined than is possible when a small area 
is imaged with SPM. The increasing availability of SPM, however, ensures its place in 
many future investigations of metallic surf aces. 
The requirements for obtaining atomic resolution images with SPM are quite stringent. 
Primarily, the surface must be flat and not easily deformed by the tip. The surfaces of 
epitaxially grown metallic films are commonly imaged, and provide an excellent substrate 
for the underpotential deposition of metals (§3.2.3). UPD is important as the first step to 
bulk deposition of one metal on another, yet there have been relatively few investigations 
of the transition to bulk deposition with the AFM [ 1, 2). Bulk deposition itself ha been 
largely ignored. This may be because the surf aces generally become too rough to image 
if the deposition is rapid . 
To date, the surface of only a few metals ha been investigated with the AFM. The mo t 
frequently studied metallic surface ha been that of gold films evaporated onto mica [ 1-7]. 
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The majority of these studies concerned the UPD of a foreign metal onto the gold surface. 
Gold is an ideal choice because it is inert and in particular, resistant to oxidation and 
dissolution over a wide range of pH and applied potential. Copper is the other frequently 
studied metal and again is an obvious choice because of its importance to industry. The 
deposition of copper onto gold has been investigated by Manne and colleagues [3]. 
Cruickshank er al. [8, 9], studied both the anodic dissolution of copper in sulfuric acid 
and the adsorption of oxygen onto a copper surface. Josefowicz and colleagues [ 1 O], 
studied the electrochemistry of the surface of copper in an acidic chloride solution. 
The two most commonly investigated metals for bulk electrochemical deposition , 
especially for rapid, diffusion-limited growth are copper [11-13], and zinc [14, 15] . 
These two metals are of interest because they have quite different crystal symmetries. 
The copper crystal is face-centred cubic, whereas zinc is hexagonally close-packed. This 
anisotropy in the zinc crystal promotes different bulk morphologies than those seen in the 
electrochemical deposition of copper. Zinc is frequently deposited as leafy dendrites, 
whereas copper tends to form globular densely branched structures. It is this influence of 
the molecular morphology on the macroscopic growth that provided the impetus for the 
current AFM investigation, since the AFM permits the growth to be studied at all scales 
from molecular to microscopic . There are no published AFM investigation of the 
surface of zinc metal , nor any studies of the electrochemical deposition of zinc onto other 
metals. For this reason, zinc was the first metal considered, and the intriguing nature of 
its surface made it the focus of this study . 
The length scales of deposition in the diffusion-limited growth regime yield surface 
changes of a size suitable for imaging with the AFM , however, the time scale of these 
changes means that the surface rapidly becomes too rough for reliable AFM imaging. 
The real-time observation of lowly depositing metal , however, is possible with AFM, 
provided that the growth yields a surface that is flat compared with the tip apex. 
Surface roughness leads to difficulties in the interpretation of AFM images as the image 
can be totally dominated by the convolution of the tip shape with the surface features 
[ 16]. If a sample is composed only of low aspect ratio features , then an AFM tip will 
create a faithful image of the sample surface. Alternatively, if features on the sample are 
sharper than the tip, then inverse imaging will occur, in which the tip is imaged by the 
sample as shown in Figure 5.1 [17- 19]. In some instances the effect of tip shape is 
obvious, but for most irregular surfaces the image is a complex mixture of tip and sample 
characteristics. The tip cannot penetrate deep narrow grooves, so that although the AFM 
has excellent vertical resolution , the depths of such channels will be underestimated [20] . 
Lateral di stortion such as that illustrated in Figure 5.1 is common. It is the result of the 
contact point of the tip with the sample not always being at the apex of the tip. Thi leads 
to broadening of teeply sloped features and displacement of true edges. If the tip shape 
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is accurately known, it can be used to deconvolute the image using a Legendre transform 
[ 18-20]. However, the deconvoluted image will contain so called 'dead zones' since 
each pixel of the image does not contain all the information required to construct a faithful 
image of the sample [ 19]. Although the images of flat samples are not subject to tip 
artefacts on the same scale, even the traversal of monoatomic steps by the tip is subject to 
the same smoothing as that illustrated in Figure 5.1. The appearance of tip artefact 
varies considerably and several examples are given later in this chapter, together with a 
more detailed discussion of the meaning of AFM images in §5.7. 
image contour 
t 
sample 
Figure 5.1. A schematic of the tip-sample convolution that occurs when 
the tip traverses a feature that is sharper than itself 
5.2 MATERIALS AND METHODS 
The principles of operation of the AFM were outlined in §3.1.2, together with particulars 
for the NanoScope instruments used in this study. The electrochemical hardware was 
explained in Chapter 4, including the design of the electrochemical fluid cell built for thi 
work. The instrument was seated on a suspended platform on a vibration i olation table . 
This was necessary especially for obtaining near-atomic resolution. The chemical u ed 
are listed in Table 5.1. 
The metal was deposited onto the clean platinum WE by applying a field to the cell, the 
current flowing between the CE and the WE. The potential at which deposition occur 
can be determined from a cyclic voltarnmogram as shown in Figure 5.2 which was 
recorded with the NanoScope Ill electrochemical software. The cyclic voltarnmograrn 
recorded at the start of an experiment provided a means of checking that reproducible 
initial conditions were present and of determining the exact potential of the deposition 
peak and the magnitude of the current. The former is sensitive to the cell conditions, 
especially to the cleanlines of the WE. After the initial cyclic voltammogram was 
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recorded, a suitable potential and current combination was chosen at which to observe the 
deposition . The NanoScope III can operate in either potentiostatic or galvanostatic mode 
and the former was predominantly used. Prior to the availability of the commercial 
electrochemical AFM equipment, the deposition was not so well characterised, it being 
controlled by a simpler potentiostat. The WE was gradually made more cathodic with 
respect to the platinum QRE until a significant current flowed, indicating deposition. 
Table 5.1. Chemicals used. 
Chemical Formula Purity (%) Supplier 
Zinc sulfate ZnSO4.7H20 99-103 Ajax 
Zinc chloride ZnC}i >98 Merck 
Zinc acetate Zn(CH3COO)2.2H20 >99.5 Riedel-deHaen 
Zinc triflate Zn(CF3SO3)2 >98 Aldrich 
Zinc foil Zn >99 BDH 
Cadmium sulfate 3CdSO4.8H20 >98 May & Baker 
Copper sulfate CuSO4 >98 May & Baker 
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Figure 5.2. A cyclic voltamogram showing the deposition of zinc from 
10-2 M ZnSO4 onto the platinum WE. Deposition occurred at the peak 
labelled Edep· The cycle was recorded in the direction of the arrows with a 
sweep rate of 50 m Vis. 
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5.3 DEPOSITION OF ZINC FROM ZINC SULFATE 
The slow deposition of zinc from aqueous solutions of zinc sulfate was succes fully 
imaged at all scales. With the NanoScope II instrument, deposition was typically 
performed at -0.7 to -0.8 V relative to the QRE with currents in the range 1-5 µA . With 
the NanoScope III, the actual deposition peak was located in the range -0.5 to -0.8 V 
versus the QRE with maximum currents of the order of 30 µA. Deposition was typically 
carried out at a potential with a current of similar magnitude to that used with the 
NanoScope II, after initially depositing at a higher current to ensure full coverage of the 
WE. The deposit was visible on the WE at the end of each experiment as a thin off-white 
covering indicating that the surface of the deposit had oxidi sed. The cyclic 
voltammogram presented in Figure 5.2, supports this solution oxidation of the deposited 
zinc since there is no return stripping wave accompanying the deposition peak . That i , 
the deposition of the zinc was not a reversible charge transfer process. If zinc metal had 
been present during the oxidation cycle, it would have been returned to the solution a 
zinc ions, but rapid oxidation must have prevented this from happening. The apparent 
step in the oxidation cycle represents nothing more than the recovery of the baseline 
current after deposition. The partial peak that is evident at the right hand end of the trace 
can be assigned to the beginning of the oxidation of water. 
5.3.1 Bulk Deposition 
The surface formed during the deposition of zinc from zinc sulfate consisted of large flat 
terraces of which two examples are shown in Figure 5.3. On a small scale, these terraces 
hide the rough platinum WE beneath (Figure 4.3), but the deeper cratches were still 
visible on a large scale (see for example Figure 5.5), indicating that only a thin layer of 
material had been deposited. The terraces occur in parallel stacks and the aspect of each 
stack is governed by the topography of the underlying platinum surface. The area of 
individual terraces varied enormously, and flat regions larger than 104 nm2 were not 
uncommon. The vertical resolution of the AFM (0.2 nm) confirmed that many of these 
regions were atomically flat. Sometimes the step edges were straight, but more 
frequently they were curved or jagged. The step heights ranged from about 1 nm to at 
least 10 nm. Even with the low currents used in the deposition, the surface changed 
significantly from one scan to the next (:::::30 s). New terraces were formed and existing 
terraces were seen to continually grow at the edges. Occasionally a defect in the form of 
a screw dislocation was observed as shown in Figure 5.4. Presumably many new 
terraces are the result of such a dislocation, however, it was not possible to resolve the 
atomic source of these defects. Lin and Meier (21 ], have suggested that ultimately 
0.25 nm is the maximum possible lateral re olution obtainable with an AFM. This limit 
is the result of insufficient corrugation depth between adjacent atoms in a typical atomic 
lattice, coupled with the finite ize of the tip. 
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(a) 
(b) 
Figure 5.3. TH o example · of the terra es depo ited from. J0-2 M zin 
u/fate olution. ( a) Con tanr for e image, lateral ale 31 .4 nmldivi ion, 
total vertical grey ale 0 nm. (b) Constan t height im.age, lateral ale 
62 .8 nm/divi ion . (Depo ·ition: -0.77 V v QRE and 2 µA ). 
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Similar stepped surfaces to those seen in Figure 5.3 have been observed by others on the 
surface of gold evaporated onto mica to give a Au(l 11) surface. Using STM, Emch and 
colleagues [22], observed the self-diffusion of gold steps at the edge of terraces that 
extended for tens of nanometres. Also using STM, Trevor et al. [23] , investigated the 
roughening, annealing and dissolution that accompanies the oxidation and reduction of 
gold in dilute perchloric acid. At various stages throughout the voltammetric cycle, 
surface steps were observed, some of which were monoatomic. They also recorded 
several screw dislocations of the form shown in Figure 5.4. In this work, step motion 
was attributed to trace quantities of chloride. In a further STM study by Holland-Moritz 
and colleagues [24], the motion of such steps was recorded at speeds up to 5 nm/min in 
both air and aqueous solutions. New steps were created and existing ones adsorbed into 
one another just as seen on the zinc surface. Different sections of the terraces were noted 
to move at different rates giving rise to continually changing step profiles. The step 
motion was observed to cease when scanning stopped in what was termed the 'lunch 
break effect'. The motion of the steps on the surface was eventually attributed to 
contamination during the preparation of the gold film. Goss et al. [7], have carried out 
an AFM study of the same system in air. The terraces were seen to have irregular edges 
and the appearance of these edges was dependent on the exact geometry of the tip. In this 
study it was suggested that the primary mechanism of step motion was the transfer of 
material to the tip through a scraping encounter of the tip with the step edge. Oden and 
colleagues [25], also saw monoatomic step heights on gold with AFM, but in perchloric 
acid. Corrugation depths of 0.15 nm were resolved with both STM and AFM. These 
observations of the terraced gold surface in solution are remarkably similar to those made 
on the changing surface of zinc deposited from zinc sulfate solution. Terraced surfaces 
have also been observed on silver bromide films with the AFM by Meyer et al. [26]. 
Again, monoatomic steps and screw dislocations were resolved. 
High quality images of the zinc surface were obtained when the potential was cycled 
throughout the range ±1 V versus QRE, except at the deposition peak, due to the rapidly 
changing nature of the surface at this potential. The quality of the images of the terraces 
deposited from zinc sulfate did not degrade after the field was switched off, suggesting 
that the oxidation of the surface yielded a smooth product and happened at least as rapidly 
as the deposition itself. A further explanation for constant image quality may lie in the 
influence of the cantilever on the freshly formed surface. The force applied by the 
cantilever is controlled by the setpoint voltage, and can be varied over more than two 
0rders of magnitude (=1-100 nN). However, the pressure applied by the tip during 
scanning is very high because of the small radius of the tip ( 100-400 nm) [27]. Figure 
5.5 shows that the applied pressure was quite sufficient to dig a hole in the newly 
deposited surface. The central region was scanned with no applied field for one hour, 
and then the first full scale scan is that shown in Figure 5.5. The resultant hole was 
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Figure 5.4. A constant height iniage of a surface step originating in a 
screw dislocation. From the corre ponding con tant force image the step 
heights were :::::1 nm. (Lateral scale: 25.1 nm/division. Deposition: 10·2 M 
ZnS04 at -0.78 V v QRE and 2 µA). 
Figure 5.5. The 50 nm deep hole dug by the tip when the entra/ 
(30 µm)2 area was canned for one hour after being deposired fr m J0-2 M 
ZnS04. The macroscopic cratche from the polishing of the WE are 
obviou . (Con tan! force image, lateral s ale in ~tm). 
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approximately 50 nm deep. The hole was subsequently filled in by prolonged scanning 
of the surface. This sweeping of the surface by the tip helped to maintain a flat surface 
which was responsible for the long lasting clear images of the scanned region. When the 
tip was moved to scan a different region of the surface, the first few scans generally 
showed a slightly rougher surface which was rapidly smoothed, providing support for 
the hypothesis that the tip sweeps material around on the surface. 
Holes have been attributed to tip action on a number of other surfaces. Goss and 
colleagues [7] succeeded in creating holes in the surface of a gold film by applying loads 
of the order of 200 nN. However, these holes were generally only a monolayer deep. It 
was suggested that they were a result of transfer of material to the tip, although this 
occurred without any deterioration in image quality. The holes were filled in either by 
surface diffusion, or by the sweeping action of the tip. Meyer et al. [28], have also 
successfully used the AFM to create holes in the surface of AgBr(l00) films and in 
Langmuir-Blodgett films of cadmium arachidate. On increasing the applied load from 1 
to 10 nN, they observed the onset of plastic deformations with the formation of 
nanometre scale indentations in the surface of the AgBr film. The refilling of these holes 
was attributed to surface diffusion at low applied force, but accelerated at high force due 
to the action of the tip. Similar indentations in the Langmuir-Blodgett films were 
attributed to the transfer of material onto the tip since a temporary loss of image quality 
was observed. The material was subsequently scraped off the tip when it traversed a step 
edge. Holes created close together were seen to coalesce. McCarley and Bard [29] have 
observed monolayer etch pits on Au(l 11) in dilute cyanide solutions with STM. The pits 
were observed to fill through diffusion of adatoms from step edges to the pits . It is 
unlikely that surface diffusion was responsible for filling the deep hole in Figure 5.5. 
The rapid filling that was observed can instead be rationalised by the tip sweeping 
material back into the hole. 
In the design of the electrochemical cell (§4.2), the cantilever and its clamp are electrically 
isolated from all the other components. However, there is no way to avoid the cantilever 
shielding the workjng surface from the field. The extent of this shielding can be seen in 
Figure 5.6(a), where scanning was restricted to the central (5 µm) 2 for 50 minutes while 
the zinc was deposited onto the surface. Figure 5.6(a) is the first full-scale scan after this 
period of deposition. It shows that significantly more material (::::::150 nm) was deposited 
around the cantilever than beneath it when compared with .the scale drawing of the 
cantilever in Figure 5.6(b). The shielding is not complete, however, so there will alway 
be a freshly deposited surface beneath the tip that can be scanned. Alternatively, after 
deposition the tip can be moved to an area of the sample which was not shielded during 
the deposition. 
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(a) 
(b) 
Figure 5.6. Th e hie/ding of th e urfa e by th e anti/ever. ( a) Th e 
cantilever s armed the entral (5 µm)2 fo r 50 minute while d ?position took 
place. The deposit i :::::} 50 nm higher in the regions not hield d b) the 
antilev 7 r. ( on tant fo rce iniage, lateral scale in µm. Depo ·ition: J0-2 M 
ZnSO-1 at -0.7 V 1 · QR · and µA ). (b) A ale drawing o_f the ccuui/e1 er 
fo r omparison. 
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The shielding of the growing deposit by the AFM cantilever is not generally 
acknowledged. Shielding effects of the STM tip in electrochemical investigation have, 
however, been documented. Batina and colleagues [30], emphasise that only a thin layer 
of electrolyte is present between the tip and the substrate. Ullmann et al. [31 ], mention 
that the proximity of the tip to the surface leads to increased overpotentials for 
electrochemical reactions above those found in standard cells. For both instruments it is 
difficult to assess the exact influence of the tip on the deposition process. 
Another parameter in the deposition is electrolyte concentration. Although a 
concentration of I o-2 M was generally used, the deposition was identical throughout the 
concentration range 10-3- 1 o-1 M. In 10-4 M and more dilute solutions, the reduced 
conductivity made it difficult for the potentiostat to control the cell as no supporting 
electrolyte was present. Under these conditions, no terraces formed on the WE. In 1 M 
zinc sulfate, the higher conductivity yielded a surface with many smaller steps rather that 
the large flat terraces found in the more dilute solutions. 
In several experiments an effort was made to exclude carbon dioxide and oxygen from 
the zinc sulfate solution in order to determine whether these gases were affecting the 
formatipn of the terraced deposit. The system consisted of a small reservoir ( == 100 ml) 
of solution connected via silicone tubing and a peristaltic pump (RS Electronics) to the 
electrochemical fluid cell. The reservoir was flushed with nitrogen for more than 30 
minutes prior to filling the cell at a rate of 1 ml/min. The reservoir was maintained at a 
positive nitrogen pressure at all times, except when imaging at high resolution when the 
bubbling of the nitrogen interfered with the image, even with the instrument seated on the 
vibration isolation platform. The cell itself was periodically flushed with fresh solution 
throughout the course of each experiment. The tip was withdrawn from the surface 
during this procedure. There was no discernible difference in the formation of the 
terraced surf ace when carbon dioxide and oxygen were removed in this way. 
To summarise, the large scale morphology of the surface formed from the deposition of 
zinc from aqueous zinc sulfate is that of wide flat planes which occur in stacks or 
terraces. Each terrace is monoatomically flat, so high resolution imaging of the surface is 
possible. This may be hampered by the relatively soft nature of the surface as seen in the 
hole dug by the tip in Figure 5.5. 
5.3.2 Atomic Scale Resolution 
Using the A scanner, imaging of the terraces at high magnification was achieved. The 
primary requirement for high resolution was isolating the instrument from external 
vibrations. Besides the vibration isolation platform, an acoustic rubber hood which 
covered the instrument improved matters further by reducing acoustic noise. The high 
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pressure applied by the tip certainly did not prevent atomic scale resolution from being 
achieved but no firm conclusion can be made regarding the optimal applied force for high 
resolution. Frequently it was necessary to reduce the setpoint voltage so that the 
minimum possible cantilever deflection was used to maintain tip-sample contact. 
Sometimes a much higher load produced better images. A scan speed of 400-600 nm/s 
proved to be the ideal compromise between thermal drift which affects slow scans and 
the loss of detail that accompanies the more rapid scans. Thermal drift may result in 
either an elongation or contraction of the lattice parameters. The effect is dependent on 
the vector of the drift in relation to the scan direction. 
A typical small-scale image of the surface of the terraces is shown in Figure 5.7(a). This 
image shows that the surface symmetry is hexagonal. A second image is given in Figure 
5.7(b) in which the upper right hand comer shows a smaller spacing than the rest of the 
image which is dominated by the same repeat unit as (a). The smaller spacing is of the 
order of the interatomic bond length of a close-packed metal surface. The larger repeat 
unit will be referred to as the ad layer in the tradition of UPD terminology. It is much 
larger than a bond distance and lies on top of the smaller unit. 
In over a hundred images on the scale of Figure 5.7, from terraced surfaces deposited 
from zinc sulfate on more than 20 different occasions, the appearance of the adlayer 
varied enormously. Sometimes distinct high spots were seen whereas on other images, a 
significant amount of structure was seen to be linking the high points. Alternatively, in 
many instances a hexagonal array of ring-like units were recorded with the same repeat 
distance as the adlayer in Figure 5.7(a). The Fourier transform of the surface gave the 
same symmetry irrespective of the actual appearance of the surface. The smaller unit 
seen in Figure 5.7(b) was very rarely resolved. That is, even with the high pressures 
applied by the tip, the uppermost open adlayer was almost never disturbed. This adlayer 
was invariant throughout the entire voltammetric scan (±1 V versus QRE), except at the 
actual deposition peak where the surface was changing most rapidly. The adatoms were 
also visible for hours after the field was turned off. 
Intriguingly similar variations in the appearance of the cleaved surface of the hexagonal 
tungsten bronze, Rb113WO3 have been observed with STM [32] . The appearance was 
classified into two main categories which both conformed to the same unit cell. The first 
consisted of rings with the axis of symmetry located at the depression at the centre of the 
rings. The second more closely resembled Figure 5.7(a). with the symmetry axis located 
at the high points of the image. As in AFM where the image contrast is a convolution of 
topography with surface forces , in STM it is a convolution of topography with electronic 
surface structure. On this basis it was concluded that the two image types of the tungsten 
bronze surface belonged to distinct termination layers of the cleaved surface. The 
variation seen in the appearance of the zinc surface may be the result of changing the 
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( 1) 
(b) 
Figure 5.7. Th , rerra ed u,fa eat high 11wg11 ifi ation. The ame adlayer 
is present in both images, bur in (b ) a se ·one/ mciller /arri e i evident in the 
top riglu hand corn er. (a ) Con rant hei hr iniage, lateral cale: 
. J 11111/dil' ision. (b) Con tan! fo rce image, lat •ral cale: 2.5 nm/division, 
total verti al colour scale 1.5 nm. 
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applied load to give different surfaces with the same overall hexagonal symmetry. More 
probable is that the variation in appearance corresponds to different tilts of the surface 
plane which is governed by the underlying topography. Tilting the surface slightly may 
expose different atomic units to the tip and result in a change in appearance while 
retaining the symmetry. 
The adlayer was visible on larger scale images of the terraces, sometimes on scans as 
large as (200 nm)2. With 512 data points per line, the sampling rate at this scan size is a 
point every 0.39 nm. The Nyquist frequency corresponding to this sampling rate gives 
a spatial resolution of 0.78 nm. This is of the same order of magnitude as the repeat 
distance in Figure 5.7(a). For this reason it is uncertain whether the frequency resolved 
at such a large scan size is that of the actual unit on the surface, or a beat effect. 
Nevertheless, its occurrence indicates a regular small period on the surface which is 
resolved to that of Figure 5.7(a) when the scan size is decreased. The observation of the 
surface periodicity at large scan sizes is an example of the high vertical resolution of the 
AFM. The period can only be resolved because of the corrugation depth between the 
adatoms which was less than 0.5 nm. Lattice directions on separate terraces were 
frequently observed to have different orientations. Conversely, in stepped regions, the 
lattice directions did not change on crossing a step. The best images were obtained by 
zooming in to the centre of one of the large terraces where it was least likely that the tip 
would sweep material into the scan area. 
Meyer and colleagues [26], achieved atomic resolution of the surface of AgBr films with 
AFM. They measured the corrugation depth between the surface atoms to be 
0.10±0.05 nm and concluded that the dominant species on the AgBr surface was 
bromide. The fact that atoms could not be resolved at the step edges was attributed to the 
finite radius of the tip. Similarly Cruickshank et al. [9] , observed a disordered region 
about 2 nm across step edges on a Cu( 100) surface. Again this was believed to be an 
imaging artefact rather than a true representation of the lattice at the step. High resolution 
at step edges was also not possible in the case of the deposited zinc surface where it has 
been shown (Figure 5.5) that the tip sweeps the surface, which in particular means that 
the tip disturbs the step edges. 
The relationship between the two observed repeat units in Figure 5.7 may be ascertained 
via the Fourier transform shown in Figure 5.8(a). Measurements made on the transform 
with the NanoScope software are provided as the inverse of the reciprocal-space length, 
however, since the symmetry in this case is hexagonal, a factor of 1/(sin60°)=(2/V3) 
must be included to scale this distance into real-space [33, 34] . All distances presented 
here are the average of the six reflections in the transform since this is more statistically 
significant than measurements made on the images themselves. The angles between the 
reflections can also be measured with the supplied software. Images in which thermal 
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0 0 
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• 1/(v7a)=llb 0 '13/('17a) 
o 2/('17a) o 1/a 
Figure 5.8. (a) The Fourier rran form of the Figure 5.7(a) howing rhe 
hexa on.al S)mmetry of the u,face. (b) A schemati drawin of (a) . The 
re iprocal- pace distance to the reflection from the entre i gi\ en in tenn of 
the rea l-spa e lengths 'a', which is the latti e spa ing and 'b' which is the 
acila)er pa ing. 0:::::19.J°. 
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drift had distorted the lattice were easily detected by inequalities of the angles and repeat 
distances measured on the transform. 
The inner, most intense ring of reflections in the Fourier transform corresponds to the 
larger adatom repeat unit 'b' seen in the image which must be the largest spacing in the 
surface unit cell. The smaller spacing of Figure 5.7(b) corresponds to the reflections 
designated 'a' in the schematic transform given in Figure 5.8(b). When these reflections 
were more intense than the intermediate ring, they corresponded directly to a measured 
repeat unit on the surface. Generally, however, the close-packed 'a' unit was not 
resolved, the image being dominated by the adlayer. In this case the intensity of the 'a' 
reflections was not greater than that of the intermediate ring, these reflections being 
present merely as higher order reflections. The angle between the 'a' and the larger 'b' 
spacing is 19. I O • From this, the relative position of the two units can be deduced and is 
shown in Figure 5.9. This diagram shows that b=·,J7a and the symmetry of the 'b' layer 
is thus described as C-hx·,J7)Rl9.1°, or '17 for short. It is not necessary for the adlayer 
species to be located directly above the atoms of the close-packed layer as depicted for 
simplicity in Figure 5.9. In fact , only the intensities of the reflections in the Fourier 
transform would change if the adatoms were positioned in the tetrahedral holes or at the 
bridging sites of the underlying close-packed layer. Since the reflection intensities were 
found to depend critically on the relation between the scan and lattice directions, the 
relative intensity of peaks is only a qualitative guide in this study . That is, the position of 
the adatoms with respect to the underlying lattice cannot be determined. 
2a 
Figure 5.9. A close-packed atomic lattice together with a (-V7x-V7)R19.1 ° 
ad.layer represented by the smaller black circles. The enlarged triangle on the 
right illustrates the relationship between the lattice spacing, a and the ad.layer 
spacing b= -V7a, 0=19.J°. 
Rather than relying on the appearance of the surface, the criterion for a satisfactory image 
was chosen to be a sufficiently symmetrical transform, with the more reflections visible, 
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the better. Transform reflections from the sixty most symmetrical images were 
measured. The average spacing of the adlayer was 0.89±0.04 nm with the smaller 
spacing measured to be 0.33±0.02 nm. This value confirms the small measuring error 
since the latter is theoretically ll'h of the former. The notable feature of the e 
experiments was the near-perfect reproducibility of the --J7 lattice. (These values are the 
adjusted values based on the correction for sample height detailed in §4.4.) 
In other studies the relative position of adatoms to the close-packed layer underneath has 
been assigned on the basis of the measured height difference between the adatoms and 
neighbouring atoms. Cruickshank et al. [9] , used this measurement to conclude that 
oxygen chemisorbed on Cu(l 00) occupied two-fold bridging si tes. In their STM 
investigation of bisulfate adsorption on Au(l l l ), Magnussen and colleagues [35], 
derived two possible adlayer structures consistent with observed height differences, but 
were unable to distinguish between them with the STM. The great variation in adlayer 
appearance seen on the zinc surface prevents the assignment of adlayer posi tions based 
on measured height differences. 
Now that the symmetry has been determined , some steps must be taken towards 
identifying the constituents of the surface. Both the close-packed lattice and the adlayer 
require identification. Zinc metal is assumed to have been deposited from the zinc sulfate 
solution, and indeed zinc has hexagonal cry tal symmetry as shown in Table 5.2. The 
adlayer could perhaps then be considered as a surface rearrangement of zinc metal. 
However, the expected repeat unit for bulk zinc metal is only 0.2665 nm [36], which is 
much smaller than the measured 'a' spacing . It is unlikely that the error in the 
measurements could account for this difference or that the surface layer of zinc metal in 
solution i expanded to this extent, and instead it is likely that the ob erved surface is not 
that of pure zinc metal . 
Table 5.2. Crystal data for various zinc compounds [ 36]. 
Crystal Bulk Symmetry a (nm) b (nm) c (nm) 
Zn hexagonal 0.2665 - 0.4947 
ZnO hexagonal 0 .3250 - 0.5207 
E-Zn(OH)2 orthorhombic 0.8490 0.5 162 0.4917 
~-Zn(OH)2 hexagonal 0.3 I 92 - 0.465 
ZnCO3 rhombohedral 0.4653 - 1.5028 
ZnSO4 orthorhombic 0.8588 0.6740 0.4770 
ZnSO4.7H20 orthorhombic 1.1779 1.2050 6.822 
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Zinc is a reactive metal and as such, is not found as the pure metal in nature, occurring 
most commonly as zinc sulfide [37]. Zinc metal itself is readily oxidised in water [38]. 
This susceptibility to oxidation has lead to its use as a sacrificial coating to protect iron 
and other metals from corrosion. It seems unlikely therefore, that a bare zinc surface 
would be present in the current aqueous regime, and indeed Figure 5.7 indicates that at 
the very least, an adlayer is present which is strongly bound to the surface. The surface 
oxidation is supported by Figure 5.1 where the deposition is seen to be irreversible. If 
the surface were pure zinc metal, this could be stripped from the surface in a reversible 
process. 
In Table 5.2 some other possible contenders for the surface are listed. Zinc oxide adopts 
a wurtzite hexagonally packed structure with an 'a' spacing of 0 .3250 nm which is 
larger than that of metallic zinc. This zinc oxide spacing is within error of the value 
obtained for the smaller repeat unit on the terraced surface. The c axis of the zinc oxide 
unit cell is 0 .5207 nm, however, no steps this small were measured on the terraced 
surface. Monoatomic steps have been seen on a number of different surfaces as 
discussed in §5.3.1, yet the smallest step heights measured on these surfaces are nearly 
double the zinc or zinc oxide c spacing. Monoatomic steps for either crystal should have 
been resolved with the AFM. 
In order for zinc oxide to form on the surface of the zinc deposit, the oxidation of the zinc 
must be balanced by the reduction of water to form ZnO, but there i no documented 
water reduction reaction that could fulfil thi role. Alternatively, the oxidation of the zinc 
can be balanced by the reduction of water to form hydroxide as shown below [39], 
Zn ---> Zn2+ + 2e-
½02 + H2O + 2e- ---> 2QH-
+0.76 V 
+0.40Y 
+l.16 V (5 . 1) 
This reaction will proceed spontaneously on contact of the zinc metal with water provided 
that there is sufficient dissolved oxygen present. When attempts were made to exclude 
oxygen there was no change in the surface ob erved . The low solubility of zinc 
hydroxide (Ksp=3x l o-17 [39]) , would result in a solid hydroxide coating on the zinc 
surface. 
Zinc hydroxide is polymorphic and the most stable polymorph is £-Zn(OH)2 which ha 
orthorhombic symmetry a hown in Table 5.2. This structure i obviou ly not 
compatible with the observed hexagonal surface. Only one of the zinc hydroxide 
polymorph ha hexagonal crystal symmetry: ~-Zn(OH)2 [40]. Although the a axis unit 
of this structure i close to the measured value, this material can be excluded on the ba i 
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that it is a high temperature and pressure ( 400 °C, 110-120 kbars) polymorph . 
However, the structure is related to that of a-Zn(OH)2 which i not listed in the Powder 
Diffraction File (PDF) [36]. The reason for this appears to be that this form is difficult to 
prepare at high levels of purity and is unstable [ 41]. The structure is believed to consi t 
of Cdl2-type hexagonal sheets, but the long range order between the layers is disrupted . 
That is, it is a lamellar structure consisting of layers of hexagonal symmetry. As depicted 
in Figure 5.9, the zinc atoms would be located at the centre of the circles, and the 
hydroxide units would each bridge to three zinc atoms, either above or below the zinc 
layer. The in-layer spacing between zinc atoms is 0.314 nm which is within error of the 
value measured here. The a-Zn(OH)2 is easily contaminated by other ions in the 
solution, especially carbonate from dissolved carbon dioxide. Attempts to purify the 
product often led to an amorphous product. 
In summary then, the surface of the zinc deposit is most probably covered with a layer of 
zinc hydroxide, but the form of this layer is uncertain due to the complex nature of the 
zinc hydroxide crystal system. 
None of this discussion gives any clues to the identity of the adlayer. One possibility is 
that it is composed of adsorbed anions . Sulfate is present in abundance, and carbonate 
will also be present from the dissolution of carbon dioxide. An adsorbed anion should 
be hydrated, giving a radius of 0.38 nm for the sulfate ion and 0.39 nm for the 
carbonate ion [ 42]. Both of these are too large to form a close-packed adsorbed layer, 
but not so large as to require a "17 conformation. There are two intermediate hexagonal 
conformations, (°'13x°'13)R30° which is shown schematically in Figure 5.10 and the 
slightly larger spaced 2x2 conformation. Both anions could be accommodated in either 
of these configurations on the basi of their hydrated radii. The adlayer was unchanged 
when attempts were made to exclude carbon dioxide from the solution, but it i doubtful 
whether the procedure was sufficiently rigorous to remove enough carbon dioxide to 
prevent a monolayer of adsorbed carbonate from forming. However, ulfate is far more 
abundant than carbonate and is the most likely ion to form the adlayer. 
If the adlayer does consist of a layer of adsorbed ions, an electrical double layer should 
be evident in the force profile mea ured normal to the surface. However, no such 
repulsive layer wa observed even at low ionic strength. The measured force profile wa 
in fact featureless apart from a short-range attraction which was attributed to the van der 
Waals interaction between the tip and the surface. An adsorbed layer of ions could be 
pushed away while scanning, preventing uch a layer from being resolved, but the 
adlayer on the zinc surface was almo t always present. Another alternative is that the 
sulfate could hydrogen bond to the hydroxide surface. Partial charge retention by the 
newly deposited zinc may then balance the charge on the sulfate. A further possibility i 
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that the adlayer consists of associated zinc sulfate, for zinc sulfate does not completely 
dissociate (K=5.3xl0-3) at I0-2 M [43] . The mechanism of deposition could involve 
movement of these associated ion pairs to the surface which would explain the absence of 
a repulsive double layer. 
a 
Figure 5.10. A close-packed atomic lattice together with a (Y3xY3)R3O ° 
ad.layer represented by the smaller black circles. The enlarged triangle on the 
right illustrates the relationship between the lattice spacing, a and the ad.layer 
spacing b= Y3a, 0=30 °. 
Partial charge retention by metal adatoms and coadsorption of anions have been used to 
explain the stability of underpotentially deposited submonolayers [ 1, 2, 4]. In none of 
these cases were the adsorbed anions actually resolved with the AFM. For this rea on 
the reproducibility of the adlayer on the zinc surface suggests that it is not just adsorbed 
sulfate. 
The binding of the adlayer to the surface is very strong as seen when a different 
concentration of zinc sulfate is flushed through after deposition from 1 o-2 M ZnSO4. As 
described in §5.3.1, deposition in dilute zinc sulfate (~ 1 o-4 M) did not produce 
satisfactory terraces, however, if such a solution replaces the 1 o-2 M solution used in the 
deposition, the adlayer was retained. High quality image continued to be recorded for 
up to several hours after the solution was changed. If a field was applied in the second 
more dilute solution, this hastened the loss of atomic-scale resolution. 
Without the employment of other techniques, no conclusion can be reached as to the 
identity of the adlayer. Some form of zinc hydroxide seems a likely candidate for the 
clo e-packed surface of the deposit. The deposition of zinc from other zinc electrolytes 
may yield further information on the composition of the surface seen in zinc sulfate. 
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5.4 DEPOSITION OF ZINC FROM OTHER SIMPLE ELECTROLYTES 
The other zinc salts investigated were zinc chloride, zinc acetate and zinc triflate (zinc 
trifluoromethanesulfonate Zn(CF3SO3)2). Zinc triflate was chosen because it is known 
to be completely dissociated in solution [44, 45], as opposed to sulfate which has a 
dissociation constant at 25° C of 5x IQ-3 [43]. The oxidative and reductive stability of the 
triflate ion combined with its low nucleophilicity make it ideal for electrochemical 
applications [46] . Perchlorate is the standard ion usually chosen in electrochemistry with 
these characteristics, but triflate was favoured because of its closer tructural simi larity to 
the sulfate ion. All three of the chosen salts are 2: l rather than 2:2 electrolyte . The 
monovalent anion should change the adlayer symmetry if indeed the adatoms seen in zinc 
sulfate were adsorbed anions. 
A terraced surface was not observed when zinc was deposited from zinc chloride. Only 
poor quality images were recorded which indicated that a much rougher surface wa 
present. So although the current used was the same magnitude as u ed in zinc sulfate, 
the surf ace formed was too rough to image. For zinc chloride therefore, it may have been 
useful to begin with a single crystal WE as the rough nature of the platinum WE could 
have placed the experiment at a disadvantage from the start . The most readily available 
atomically flat surface was the terraced surface deposited from zinc sulfate as examined in 
the previous ection. When the zinc sulfate was flushed from the cell with zinc chloride 
solution after the terraced surface had been formed, there was little change in the image. 
Clear near-atomic resolution images of the terraced surface could be obtained for a 
varying length of time up to at least an hour after the introduction of the chloride solution. 
The '17 adlayer was retained , but it degraded over time. When a field was applied in the 
chloride solution, the image frequently improved briefly and a '17 adlayer was still een. 
However, within ten minutes the urface became rough and could not be imaged reliably. 
If the chloride was then replaced with sulfate again, a terraced surface was always 
deposited again leading to decent images within minutes of initiating deposition. 
Deposition in zinc acetate proved even less satisfactory than in zinc chloride. Once more 
the surf ace was rough and even after initial deposition in sulfate, the atomic scale image 
were too poor to interpret meaningfully. 
Deposition in zinc triflate also produced a rough surface. Once again, a flat surface of 
terraces was deposited from zinc sulfate in order to image the adlayer in triflate olution. 
The terraces remained when the trifl ate olution replaced the ulfate and an adlayer was 
recorded . The '17 symmetry was visible for only a few minutes and then the symmetry 
changed to a '13 adlayer (Figure 5.10) which was quite stable. When a field wa applied , 
the terraces were only imaged briefly , but then reverted to the rough surface as depo ition 
proceeded. 
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When a solution of sodium sulfate replaced the zinc sulfate, the -V7 adlayer was also 
retained, however, an increase in applied load changed the adlayer symmetry to -V3 which 
was very stable. When water replaced the zinc sulfate solution -V3 symmetry was also 
observed, but the atomic resolution deteriorated more rapidly. 
Of the four zinc salts investigated, sulfate stands out as rather different from the others. 
It is only in sulfate that the flat terraced structure is deposited, the other solutions yielding 
far rougher deposits. The use of a single crystal WE might provide a better opportunity 
to image the rough deposits. In each electrolyte other than sulfate, if a terraced surface 
was first deposited from sulfate, images on the atomic-scale were recorded in the second 
solution. For the -V7 adlayer seen in chloride, there is no evidence that it is anything other 
than the adlayer that is seen in sulfate. Alternatively, chloride could have displaced the 
adlayer and adsorbed in its place. The hydrated radius of chloride is 0.33 nm [42], so it 
could certainly pack more closely than a -V7 structure, but then sulfate (0.38 nm) which 
would also be capable of packing more closely, does not. The observation of the -V3 
adlayer in zinc trifl ate, water and sodium sulfate implies that the adlayer has become more 
compact, possibly indicating a change in the adsorbed species. There does not seem to 
be any direct relationship between the anion valency and the adlayer symmetry. 
The experimental evidence presented so far suggests a curious specificity of the sulfate 
anion in the slow deposition of zinc. The surface of the deposit in the chloride, acetate 
and triflate solutions was substantially rougher than in sulfate and therefore poorer 
images were obtained . The flat terraces deposited from zinc sulfate are strikingly 
different. The necessary conclusion is the anion itself is responsible for the morphology 
of the deposit. 
One instance of metal deposition in which anion specificity has been investigated with the 
AFM is that of UPD in which the electrolyte plays a major role in determining the 
structure of the adlayer as described in §3.3.2. Manne et al. [ 1 ], when investigating the 
UPD of copper on gold found that in dilute perchloric acid, a close-packed adlayer, 
incommensurate with the gold lattice underneath was seen. Conversely in dilute sulfuric 
acid , an open (-V3x-V3)R30° submonolayer (Figure 5.10) was observed which was 
believed to be stabili sed by coadsorbed sulfate. Further deposition rapidly converged to 
the bulk copper spacing in both cases. The UPD of mercury on Au( 111) was studied by 
Chen and Gewirth [4] . In sulfate, nitrate and perchlorate the UPD coverage was identical 
with an open hexagonal adlayer being formed. In acetate the adlayer was dependent on 
the applied potential with a morphology transition from open hexagonal to rhombohedral 
to a closely packed hexagonal layer observed. These differences were attributed to anion 
induced cation adsorption and subsequent complex formation . In a second paper from 
thi s group [2], the electrolyte dependence of the UPD of silver on Au( 111 ) was 
investigated. In this case the packing density of the adlayer wa correlated with the anion 
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size for acetate, nitrate, sulfate and carbonate. The exception was perchlorate which 
formed a complex open structure which was attributed to the inability of the perchlorate 
ion to adsorb to the gold surface. Coulometric measurements of the charge passed during 
deposition suggested that some degree of charge transfer between the metal adatoms and 
the adsorbed electrolyte occurred, leading to a degree of covalent interaction. These 
examples emphasise the central role played by the electrolyte in the formation of the UPD 
adlayer and the variation that occurs between different metals, but provides no evidence 
of anion effects at greater surface coverages than UPD. 
The deposition of zinc from electrolytes other than sulfate has highlighted the role that the 
sulfate ion plays in detennining the morphology of the oxidised surface of the deposit 
when the deposition takes place at currents of the order of microamperes. The terraced 
structure is remarkably resilient to the presence of other solution species after it has been 
formed. There is some evidence that the adlayer is sensitive to the presence of other 
electrolyte species, but in comparison to the number of sulfate experiments, the number 
of successful non-sulfate experiments was small. The deterioration to a rough surf ace 
was the primary drawback. Evidence from other techniques is needed to complete the 
characterisation of the adlayer. 
5.5 THE ZINC SURFACE WITH NO APPLIED FIELD 
The surface of bulk zinc in solution without any applied field has also been examined 
with the AFM. This investigation was inspired by the stability of the image and the 
unchanged adlayer when the field was turned off after deposition. The successful 
imaging of the adlayer in solutions that were too dilute for the deposition of terrace and 
in electrolytes other than sulfate after the initial formation of the terraces under standard 
conditions also suggested that the deposition might be unimportant. 
A piece of zinc foil was polished with 1200 grit silicon carbide paper followed by Brasso 
(Reckitts Household Products, Australia), to produce a surface of equal roughness to the 
platinum WE. After polishing, the zinc sample was cleaned ultrasonically in absolute 
ethanol. The total thickness of the sample was 1.39 mm and from §4.4 it was concluded 
that no correction to the lateral distance measurement was needed for this sample height. 
The surf ace of this rough zinc sample was rapidly transformed into a flat terraced surf ace 
when placed in a 1 Q-2 M zinc sulfate solution. The surface was identical to that 
deposited from the same solution onto the platinum WE under an applied field . The first 
terraces were visible within minutes of filling the fluid cell with the ulfate olution. In 
Figure 5.11 (a), a large cale image of the spontaneous terraces is shown. In thi 
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(a) 
(b) 
Figure 5.11. ( a) The terra eel urfa e fanned ·pontmPou ·/y on the u,face 
of zin in J0-2 M zinc sulfate. (Constant heiRht image, lateral s ale in µm). 
(b) Small ca le image of (a) showing the cune ad/ayer as Fignre 5.7. 
(Constant for e image, lateral cale in nm, total I ertical colour scale 0.5 nm). 
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particular image the terraces are predominantly triangular, reflecting the hexagonal 
symmetry of the crystal. Note that on each of the main terraces small steps can be seen. 
The repeat unit of the adlayer shown in Figure 5.11 (b) is identical to that given in Figure 
5.7 when the different sample heights are accounted for. The fact that the spacing of the 
two lattices is the same when the correction factor of §4.4 is applied, confirms that the 
calibration line of Figure 4.5 is not a function of the mica images, but rather a true 
calibration for all samples. The average repeat distance of the adlayer on these thin 
samples was 0 .88±0.02 nm and 11'17 of this measurement is, 0.32±0.01 nm. 
The same terraced surface was formed over the entire range of concentration of zinc 
sulfate from 1 o-3 to 1 M. A concentration of 1 o-4 M was found to be too dilute for the 
transformation of the surface in this way. Similarly no terraces were formed when the 
zinc sample was placed in water, but instead the oxidation produced a rough amorphous 
surface. 
The pH of the standard 10-2 M solution was measured to be 6.2 (Metrohm 654 pH 
meter) which compares favourably with the value of 6.0 found by Kolthoff and Kameda 
[47]. Using sulfuric acid, the pH was decreased to determine the stability of the terraced 
structur~ to acid. At a pH of 5.2, the terraces and the adlayer were still clear, but at a pH 
of 4.9, they were unclear. At a pH of 3 they were seen to dissolve and the zinc evolved 
hydrogen bubbles. 
The same experiment with a polished zinc sample was attempted with two of the other 
zinc electrolytes: zinc chloride and zinc triflate. Once again no terraces were formed. 
When immersed in triflate solution after initial exposure to sulfate, however, the terraces 
although stable as expected from the deposition results, only showed a '17 adlayer rather 
than the '13 seen previously. The general conclusion then is that once the oxidised 
surface has formed in sulfate, the presence of a different anion may not affect it at all. If 
the adlayer is sulfate, it must be very strongly bound, perhaps covalently. 
As a final test of the importance of sulfate, a zinc metal sample was placed in 1 o-2 M 
sodium sulfate before any other solution made contact with the freshly polished metal. 
Terraces quickly formed, although the process was not as immediate as in zinc sulfate. 
The first terraces were visible within ten minutes of the introduction of the solution. 
These terraces were indistinguishable from those in zinc sulfate. The adlayer again 
dominated the surface as shown in Figure 5.12. This image shows how clear the adlayer 
can be on a larger scale than Figure 5.7. Also present in this image is a monoatomic step 
in the lower left comer. The step originates in a screw dislocation somewhere near the 
centre of the image. Note that the lattice directions remain unchanged across the step. 
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Again th triki ng i arure f the e re ult i that ulfate i vital to the formation of the 
t rrac d oxi Ii cd urfa . Th urface of the end product i identical regardle of 
whether the ri ginal urfac wa a pie e of polished zinc or zi n depo ited from e lution . 
In th f rmer, the pres nee of ulfate alone wa ufficient for rearrangement of the 
"urfact:. Thi ugge t that probably all the zi nc that wa depo ited in the latter ca was 
tran formed in thi way . The urrent evidence supports a zinc hydrox ide urface with 
ulfat or zi nc ulfate likely candidate for the ad laye r. The A M cannot provide the 
nece a.ry chemical identification to confirm the e hypothe e . Additional technique are 
therefore nece ary in ord r to further under tand these intriguing AFM ob ervation . 
The e wi ll be explor d in hapt r 6, but fir t the effect of ulfate on the depo ition of 
oth r metal mu t be inve tigat d t se whether any imilar effect are observed. 
Figure 5.12. The surface of a terrace formed on zinc metal in J0-2 M 
Na2S04 with no applied fie ld. A monoatomic step i present in the lower left 
corner. (Con tant height image, lateral scale in nm). 
5.6 DEPOSITION OF OTHER METALS 
Cadmium i the obviou metal to begin with becau e it i in the ame column of the 
periodic table a zinc. Copper wa the other metal cho en becau e it i expected to be 
quite different to zinc, yet it ha been tudied with the AFM at lea t for the ca e of UPD. 
Only depo ition from ulfate elution wa con idered. 
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5.6.1 Cadmium 
The deposition of cadmium from cadmium sulfate was not studied in as much detail as 
that of zinc from zinc sulfate, primarily because very little progress was made. All the 
attempts were made before the arrival of the NanoScope electrochemical control system 
so the voltammetric behaviour of this system was not investigated. Deposition was 
performed at -0.4 V versus QRE. All the cadmium surfaces deposited were much 
rougher than the terraces formed in zinc sulfate. The appearance of the surface generally 
consisted of smooth mounds which were assumed to be convolutions of the tip shape 
with the rougher surface structure as per Figure 5.1. Convolution-free regions were not 
observed indicating that the surface was everywhere rough. Scanning made the surf ace 
somewhat smoother, for if deposition occurred without the tip in contact with the surface, 
a far rougher surface resulted. A single unsuccessful attempt was made to create a hole in 
the surface of the deposit by scanning at high force. No images at the atomic level were 
recorded, although there was often a hint of crystallinity at high magnification. Without 
both a satisfactory low noise image and a symmetrical Fourier transform, no conclusions 
could be made as to the atomic order of the deposit. 
Some interesting tip artefacts were, however, observed and are shown in Figure 5.13 . 
The definitive feature in both these images is a repeat unit that appears on top of every 
mound-like feature across the scan. The mounds themselves are very likely convolutions 
as explained above, but there is no doubt about the smaller repeat unit. The explanation 
for this type of artefact is that the tip has picked up some material while scanning. As this 
loaded tip traverses a surface feature, the underside of the load is imaged in the same way 
as an unencumbered tip would be when the feature is sharper than the tip. The load will 
image the surface in those regions that are smoother than itself. In Figure 5. l 3(a), the 
load consists of a double lump of material. Figure 5.13(b) is somewhat more instructive 
for it only shows the load convolution in the upper half of the image. By the time the 
lower half of the image was scanned, the load had fallen off, or been scraped from the tip 
and the image consists purely of a convolution of the bare tip with the surface. The load 
seen in Figure 5. l 3(a) was much more tenacious, lasting for about five complete scans. 
These two images illustrate the important notion of the dynamic nature of the AFM tip. 
Not only can the tip pick up material, but it can also drop it at any time. Furthermore, the 
load can easily change in shape during the scan. The sweeping action of the tip has 
already been noted in §5.3.1, and these artefacts provide evidence for the tip actually 
carrying material while scanning. Unfortunately, these images give no indication of the 
true nature of the cadmium surface as the convolutions totally dominate what is observed. 
This is probably the most common failing of the AFM which is of little use for imaging 
such rough surfaces. The sulfate ion certainly does not have the same effect on cadmium 
as it had on zinc. 
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(a) 
(b) 
Figure 5.13. Loaded tip artefact een on admium. In both case the 
mound-like su,face is a convolution of the rough u,face and the tip shape. 
( a) A lump of material tu k to the tip was imaged by the swface. Lateral 
cale in nm. (h) A dynami artefact. The upper half shows a ·pot that had 
been raped off the tip b) the time the lower halfvva re orded. Lateral cale 
in µm (Con rant height image . Depo ition: xJ0·2 M Cd 0./ at -0.37 V 
v QR£ and 2 µA). 
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5.6.2 Copper 
All the previous successful AFM studies with copper have begun with monoatomically 
flat surfaces and have largely ignored bulk deposition. The work of Manne et al. [ 1 ] , 
confirmed the interatomic copper spacing on the surface of a thin layer of bulk deposited 
metal, but did not consider the surface on a larger scale. Josefowicz and colleagues [10] , 
imaged the deposition of copper on HOPG and copper working electrodes on a scale of 
micrometres. The images presented in this work are classic examples of unnoticed 
artefacts. Chemical identification confirmed that the growths were indeed copper, but the 
shape of the crystallites is predominantly that of the tip indicating very sharp growth. 
The deposition of copper was also performed without any measurement of the 
voltammetric behaviour of the system. Deposition from copper sulfate was performed at 
-0.3 V versus QRE and was more successful than that of cadmium, even though the 
surface was still very rough. Plenty of tip convolutions were observed such as those 
presented in Figure 5.14. In (a), a block convolution is present which is indicative of 
spiky features covering the entire surf ace. Each feature must be approximately the same 
size and height because the repeat unit is very uniform. In (b ), which was recorded later 
on the same surface, the artefact is more striking. By this stage a few very steep, high 
deposits had formed and when imaged, the result was a perfect inverted image of the tip 
at the site of each spike. (The cantilever tip, shown in Figure 3 .. 1 is a square pyramid 
with base dimensions and height each about 4 µm.) Some of the pyramidal convolutions 
in Figure 5.14(b) are 2 µm high! The rest of the surface was slightly more spiked than 
in (a) since each feature is pyramidal. The height of the pyramid does reflect the height of 
the surface feature, however, little other information about the surface morphology was 
obtained. 
The pyramidal artefacts of Figure 5.14(b) were an inevitable result of the presence of 
very steep, high deposits of copper. Similarly shaped features have been found in 
images of a diamond surface by Griltter et al. [ 16], except that the pyramids were 
truncated due to a very flat tip. Montelius and colleagues [ 18, 19] also observed 
pyramidal inverted images of the tip through deliberate construction of a surface 
consisting of well-spaced InP cylinders about 120 nm high, but only 40-50 nm wide. 
Similar images have been presented recently of a corroding iron surface by Milller-Zillow 
et al. [48], but these were explicitly stated not to be artefacts. The first reason given was 
that the aspect ratio of the pyramidal features was different to that of the tip. The flaw in 
this argument lies in the feature broadening represented in Figure 5.1. The width will be 
greater than that of the tip at a given height because it includes the width of the culprit 
surface protrusion. The second reason concerned the orientation of the pyramidal 
features relative to the expected axis of the tip pyramid. The fact that there is a 
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(a) 
(b) 
Figure 5.14. Tip artefact ·een on opper. ( a) blo ·k 0 111 lution 
indicative of a 11rface I ered with piked growth . (b) A pyrarnidal art ,,ja t 
reflecting the geometry of the tip. (Con tant height images, lateral ale in 
µm. Deposition: 10-2 M CuS04 at -0.31 V vs QRE and 1 µA) . 
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di r pancy i a likely combination of the cantilever being angled in it cat and t r 10n 
n the tip a the tecp ~ atur are canned. 
ev ra l other typ o f ti p conv luti n were een on the urface of copper incl uding the 
mound artefact c n n cadmium. A particu larly intere ting c la of artefact i sh wn in 
Figu re 5. 15. Thi doughnut haped artefact wa cen on numerou occa ion on copper, 
and al o infr quently on other urface . [n me in lances the doughnut were 
incomplete being more remini cent of croi ant ! Sometime the central hole wa 
ob erved to fill in a the depo ition progrc ed. One po ible exp lanation i that the 
artefac t i the re ult of material in the hape of an annulu becomjng tuck to the tip 
during dcpo ition. Any change in the hape of the convolution can then be di mi ed 
due to the dynamic nature of tbi material a it get craped aero the urface. In 
particular, fi lling of the central hole would reflect flattening of the annulu . Although thi 
artefact wa remarkable per i tent, it wa never po ible to ee any depo it on the tip 
with SEM after the AFM experiment. Unfortunately thi action requiJed the tip to be 
ernersed from the elution , o it i impo ible to be ure that it wa unchanged and 
be ide , the annulu may be too mall to detect with SEM. 
Figure 5.15. A doughnut onvolution on the u1face of copper. (Con rant 
force image. Lateral ale: 125.5 nmldivi ion. Total vertical colour scale 
16 nm. Deposition: J0-2 M CuS04 at -0.29 V 1s QRE and 1 µA ). 
141 
A more likely explanation is that the doughnut convolution was a result of imperfect tip 
manufacture since it only occurred with cantilevers from two wafers of cantilevers. It is 
recognised that significant variation in tip apex structure occurs both within and between 
wafers of cantilevers [49]. The necessary fault would by a hole in the end of the tip as 
shown in Figure 5.16. The microfabrication procedure consists of etching a pyramidal 
pit in a silicon wafer and then sputter coating this with a film of silicon nitride [ 49]. The 
silicon mould is subsequently etched away. It is assumed that the silicon nitride 
conforms to the shape of the pit, but Figure 5.16 shows how this filling may be 
incomplete. SEM investigation of the tips did not detect any such fault, however, the 
dimensions of the necessary hole make it unlikely that it would be observed with SEM. 
Further support for this explanation comes from a single observation of the convolution 
_on the bare platinum WE prior to the introduction of any electrolyte. It was also seen on 
the rough zinc surfaces using cantilevers from the suspect batch. Using this hypothesis, 
the croissant artefacts could simply indicate that the hole in the tip was at an angle to the 
surface. Any changes to the shape of the artefact during the course of an experiment 
could pertain to filling of the hole with material collected from the surface, or 
microfracture or tribochemical wear of the tip [50] . 
(a) 
(b) 
ideal faulty 
/ 
image contour 
sample 
Figure 5.16. The suspected manufacturing fault. (a) Showing both ideal 
and faulty filling of the silicon mask. ( b) The resultant imaging artefact from 
the imperfect tip. 
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Irrespective of the origin of this convolution, it proved to be the best path to observing 
atomic level structure on copper. By zooming in to a region on the top of the doughnut, 
crystallinity was frequently observed. This is an example of an artefact that is fortunately 
of little importance on a small scale, yet is totally dominating when scanning features of 
similar size. Copper metal is face-centred cubic with an interatomic spacing of 0.256 nm 
[51]. Although a small repeat distance of this order of magnitude (:::::0.4-0.5 nm) was 
observed in a number of experiments, the images were always poor and the Fourier 
transforms asymmetric. The symmetry of the surface was never clear. Larger spacings 
were also observed but the variation in these precludes any conclusions as to whether an 
adlayer was present on the surface of the copper. It is hardly surprising that the images 
were less than ideal considering that atomic resolution was being attempted on a surface 
protrusion of unknown shape and roughness. 
The question has therefore been answered, and sulfate certainly does not order the slow 
deposition of copper in the same way as it does zinc. It is probably the complex 
oxidation of zinc in aqueous solution that is responsible for the difference in behaviour. 
Fortunately, the oxidation product of zinc in the presence of sulfate is highly suitable for 
study with AFM. 
5.7 INTERPRETATION OF ATOMIC FORCE MICROSCOPE IMAGES 
The interpretation of AFM images is a controversial, if somewhat neglected subject. Any 
repulsive tip-sample interaction can be employed to obtain an AFM image, but the Born 
repulsion arising from electronic overlap is generally used [52]. In this mode the image 
may be a complex convolution of the surface chemistry and mechanical properties of the 
tip and sample together with the geometry of the interaction [27, 50]. 
The geometry of the tip-sample interaction has been discussed to some extent already in 
this chapter. Whenever the surface is flat relative to the tip, a faithful image should be 
produced. However, when the sharpness of the surface features is of the order or greater 
than that of the tip, the convolution of the tip shape with the surface in the image becomes 
important as the roles of the tip and sample are interchanged. Similarly, if material is 
adsorbed to the tip, then scanning over a surf ace feature may reproduce the shape of the 
contact surface of the tip. Examples of the dominance that these convolutions can have 
on the image have been presented in the preceding section and emphasise that the 
technique cannot be viewed simply as the frictionless dragging of an atomically sharp 
stylus over a surface. 
When material becomes attached to the tip thi can often be detected by the changing 
shape of the image artefacts with further addition to or loss of material from the tip a 
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shown in Figure 5. l 3(b ). The dynamic nature of the small scale tip structure, however, 
is not confined to variations in the amount and form of material attached to the tip. 
Prolonged scanning in Born contact mode can lead to an increase or decrease in image 
quality that for hard surfaces can be attributed to the wear of the tip and sample as 
discussed by Senden and Drummond [50]. Two wear mechanisms exist for silicon 
nitride. When dry, microfracture can occur which usually leads to a rougher surface on 
the silicon nitride. When wet, tribochemical reactions occur which tend to produce a 
smoother surface. The presence of water and tip-sample friction promotes the hydrolysis 
of the surface to form a layer of amorphous silica on the surface which can subsequently 
be worn away. Through these two processes it can be seen how an AFM image can 
evolve simply through the changing shape of the tip. A smoothing of the tip will lead to 
lower resolution, but microfracture can suddenly improve the image. Similarly wear of 
the sample can contribute to the time dependence of an image. Figure 5.5 shows that the 
pressure applied by the tip during scanning can be high enough to significantly alter the 
surface. 
Drummond and Senden [27], showed that the pyramidal tips of the microfabricated 
cantilevers behave as rounded apices with radii in the range 100-400 nm. In this study, 
however, I 0% of the cantilevers surveyed had flattened tips. This work emphasises the 
importance of knowing the tip geometry for force measurements and outlines a method 
for in situ determination of the effective geometry of interaction. Grtitter et al. [ 16], 
found that 30% of tips randomly selected from a wafer had a truncated apex. They 
showed that a flattened tip was inferior for imaging rough surfaces with the example of 
nylon spin coated onto glass. The flattened tip produced block artefacts much like Figure 
5.14(a). Manufacturing imperfections are relatively common as seen by the existence of 
flattened tips and of artefacts such as those in Figure 5.15, together with a number of 
curved or twisted cantilevers found in the wafers of cantilevers used in this work. Tip 
structure can vary locally within a wafer, or be faulty across an entire batch. Such 
variation is thought to be due to misalignment of the silicon mask, irregularities in the 
etching procedure and also to variation in the silicon to nitrogen ratio during deposition of 
the silicon nitride [49]. The gross distortions of the cantilever legs are relatively easily 
detected in the angle of the reflected laser beam or after the experiment using SEM. Tip 
apex faults are frequently too small to detect with SEM and cannot necessarily be 
characterised in situ. Yet knowledge of the tip dimensions is necessary if quantitative 
statements independent of the tip are to be made concerning the size and shape of the 
surface features . A small protrusion on a flattened tip is sufficient to obtain high 
resolution images of many surfaces. 
Tip-sample convolutions may not be obvious or important at all scales as seen in the 
achievement of near-atomic resolution on the artefact-ridden surface of copper in §5.6.2. 
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The imaging of a monoatomic step is a prime example of a convolution that is itself on a 
near-atomic scale. As shown in Figure 5 .1, the lateral distortion of the step is present 
irrespective of whether the step is one or a thousand atoms high, for the wall of the tip is 
not vertical. The finite size of the tip explains why atoms have not been resolved at step 
edges with the AFM [9, 26]. 
The restricted resolution at monoatomic step edges has been turned to advantage by Goss 
et al. [7], who used it to estimate the tip geometry in situ. The effective radius of the tip 
was derived from the profile of the scan over a step edge on a Au(l 11) surface. 
Hellemans and colleagues [53], provided the first successful AFM images of AFM tips 
by imaging in a tip-tip configuration. As described in §5.6.2, the larger scale tip 
structure has also been imaged by Montelius and colleagues on a specifically fabricated 
sharp surface [ 18, 19]. Such a surface can potentially be used to image large 
biomolecules and other materials attached to the tip. 
Sharper tips can be used to image steep structures more satisfactorily with the AFM. 
Some examples of higher aspect ratio tips are given by Albrecht et al. [49]. Park 
Scientific Instruments [54], markets both sharpened pyramidal silicon nitride and much 
higher aspect ratio conical silicon tips. Keller and Chih-Chung [ 17], produced carbon 
conical tips deposited with the electron beam of a SEM that were of similar sharpness to 
the commercial tips. These conical tips had typical end diameters of just 30 run and cone 
angles of about 15°. Ideally a fine cylindrical tip with vertical sides is preferable 
especially for imaging samples with 90° walls and troughs, however, this is limited by 
the increased fragility and applied pressure of the very thin tips. The key to a satisfactory 
AFM image evidently lies in the use of a well defined tip with its sharpness ultimately 
determining the resolution. Also, the greater the knowledge of the tip shape, the more 
reliable any deconvolution attempt will be. 
The image contrast or signal intensity is a complex mixture of substrate and tip 
deformation, composition, geometry and relative orientation which together contribute to 
the total interaction between the two surfaces. With even the edges of monoatomic step 
convolved with the finite radius of the tip, the question remains as to how atomic level 
information can be resolved at all? Ideally a single atom at the tip apex is responsible for 
atomic resolution. Calculations by Tekman and Ciraci [55] for graphite based on this 
assumption yielded images in which greater resolution was achieved than is gained 
experimentally, where individual atoms are generally not resolved, but small groups are. 
In opposition to these calculations Zhong et al. [56], concluded that a single potassium 
atom tip was unable to resolve nearest neighbour atoms on a graphite surface. This was 
attributed to insufficient corrugation depth and the interatomic spacing (0.141 nm). Lin 
and Meier [21] , have further questioned the capability of the tip to resolve adjacent atom 
and concluded that the ultimate resolution of the instrument is currently limited to about 
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0.25 nm. It is natural to assume that the tip cannot penetrate the interatomic corrugations 
if these are narrower than the tip, preventing adjacent atoms from being resolved. 
However, in some cases the measured corrugation depths are apparently magnified as a 
result of specific tip-sample interactions [57]. 
Molecular dynamics simulations show that a single atom tip is insufficient to calculate 
images of the same standard as experimental ones, that is, contributions from at least the 
second layer of atoms are required [58, 59]. Some variation in the appearance of the 
image of standard surfaces such as seen experimentally on mica and graphite, has been 
reproduced in this theoretical work through rotation of the tip and variation in the applied 
force. Earlier it had been suggested that atomic resolution was only possible on sheet 
structures if the tip was actually carrying a parallel flake of the surface material, for 
example graphite on graphite [60]. The basis of this idea was that the identical periodicity 
of the surfaces enhanced the resolution through constructive interference and that the 
image was a surface average rather than a real-space map. Tekman and Ciraci [55], 
modelled this idea and found that any relative rotation of the lattices produced Moire 
stripes on the image. This was also true for an incommensurate flake. The molecular 
dynamics calculations using multiatom pyramidal tips yield far more realistic images than 
those using flakes . Other calculations suggest that the pressure exerted by the tip 
deforms the surface of the sample, causing material transfer to the tip and generating 
images derived from periodicity in the tip-sample interaction rather than from the real 
surface [61 ]. Conversely, the observation of two distinct bismuth UPD layers on gold 
by Chen and colleagues [62] , suggests that the AFM images are truly representative of 
the structures occurring on the surface. The observation of screw dislocations in the 
current work also discredits the idea that the image is an average of the surface 
topography. 
The exact mechanism of AFM imaging at an atomic level remains unresolved. As AFM 
is essentially an invasive technique, having a measurable influence over the sample being 
imaged, it is difficult to isolate the various contributions to the convolution that is an 
AFM image. A knowledge of the extent of the influence of the tip, in particular its 
mesoscopic geometry can help to set the limits on what can and cannot be seen with this 
technique. The unavoidable presence of artefacts from the convolution of tip and sample 
shapes limits the useful regime of the instrument to relatively smooth surfaces. The 
significant variation in geometry of the microfabricated tip stresses the need for 
reproducibility between different AFM tips in order to make tip-independent conclusions. 
Naturally, wherever possible it is advisable to confirm observations made in an AFM 
experiment with results from other techniques. 
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5.8 CONCLUSION 
The rough surface of zinc electrochemically deposited from electrolytes other than sulfate 
as well as cadmium and copper from sulfate solution, explains why bulk electrochemical 
deposition of metals with the AFM has been largely ignored. The rough surfaces lead to 
tip convolutions which make the interpretation of images difficult. The surface of zinc 
metal in sulfate solution, however, proved most suitable for investigation with the AFM 
with its persistently clear near-atomic images. The behaviour of zinc and sulfate is 
· unique within the small group of materials studied. The same surface is obtained 
irrespective of whether the zinc was electrodeposited slowly, or no deposition occurred at 
all, with merely a zinc surface exposed to sulfate solution. The tip is partially responsible 
for the very flat nature of the surface as seen in the sweeping of material when a fresh 
area is scanned, however, the morphology must be attributed primarily to the presence of 
sulfate. Is the action of the sulfate purely a surface phenomenon, or is it somehow 
incorporated into the structure? The identification of the terraced surface and the role 
played by sulfate in its formation is the topic of the final chapter. 
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Chapter 6 
Establishing the 
Surface 
Nature of the 
in Solution 
6.1 SCANNING ELECTRON MICROSCOPY 
Zinc 
In §5 .5 the electrochemical deposition of zinc was found to be unnecessary for the 
formation of the terraced surface hydroxide in sulfate solution. Instead, it was the 
thermodynamically favoured result of aqueous oxidation of a zinc surface. The surface 
hydroxide is thus the corrosion product of the zinc surface in sulfate solution. Thi s 
observation greatly simplified all the subsequent investigations. 
To rely upon the AFM to provide a complete characterisation of a surface would be 
imprudent. In the specific case of the zinc urface in the presence of aqueous sulfate, the 
surface imaged with the AFM needs to be reproduced in a form suitable for investigation 
with more traditional methods. If the surface material can be isolated, then bulk as well 
as surface methods can be used to characterise it. Initially scanning electron microscopy 
(SEM) was cho en to observe the corrosion of the zinc surface on a larger scale than wa 
possible with the AFM. In contrast to AFM, SEM is carried out in vacuum, so it was 
important to establish whether the oxidised surface of the zinc remained unchanged on 
emersion from solution. 
6.1.1 Method 
Zinc foil was glued to SEM sample stubs with silver loaded paint (GC Electronics) and 
then polished with 1200 grit silicon carbide paper. Some samples were further polished 
with Silvo (Reckitts Household Products, Australia), to produce a surface of comparable 
roughness to that used in the AFM in §5 .5. This further poli hing made little difference 
to the observed surface characteri tic . After polishing the surfaces were cleaned 
ultrasonically (Branson 5200, 30-60 s) in absolute ethanol. Prior to u e the ample 
were further cleaned by exposure to a room temperature water plasma (65 mTorr H20 , 
I0mTorr Ar, 125kHz, IOW, 30s) [1] . A drop of solution was then placed in the 
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centre of each ample and left on the surf ace for between 30 minutes and eighteen hours 
in a sealed container saturated with water vapour to prevent evaporation of the droplet. 
Together with zinc sulfate, all the other electrolytes used in Chapter 5 were investigated. 
At the end of the desired time, the droplet was washed off the sample with distilled water 
and the surface blown dry with nitrogen. The samples were then sputter coated with gold 
(4 min, 20 mA, 1.2 kV) to give a :::::25 nm layer of gold. This thin conducting layer 
was necessary to prevent localised charging on the surface of the samples. The samples 
were studied with a JEOL 6400 SEM. 
6.1.2 Zinc Exposed to Sulfate Solution 
The exposure of the polished zinc surface to 1 o-2 M zinc sulfate solution produced a 
uniform opaque white covering. Electron micrographs of the oxidised surface are shown 
in Figure 6. 1 after two hours exposure to the solution. Figure 6.1 (b) is a higher 
magnification view of a region of (a). The region of the sample in contact with the 
solution was covered with small hexagonal crystals after just 30 minutes exposure to the 
solution . The scratches on the original surface were still visible, but on closer inspection 
these were also filled with hexagonal platelets. The border at the edge of the exposed 
region was distinct, but there was always a small amount of platelet growth outside this 
region, made possible by a film of solution that spread beyond the main drop. Instead of 
lying parallel to the surface , the crystals were found to grow out of the surface as seen 
clearly in Figure 6.1 (b ), indicating a contribution to the growth from the solution. 
Two different types of zones were observed on the corroded zinc surface. The majority 
of the urface consisted of a jumbled mass of small relatively uniform platelets together 
with larger clumps lying on top that were generally horizontal. Alternatively, Figure 
6.1 (a) shows a region with incomplete coverage with somewhat larger crystals. In thi 
image it i possible to see past the crystals to the original zinc surface below. Note the 
near-perfect hexagonal crystal hown in Figure 6.1 (b ). Many of the platelets exhibited 
small nicks around the edge as seen here indicating defects in the crystal. Also, the 
hexagonal crystal give the impression of being translucent, which indicates that it i very 
thin as some electrons must have passed through the crystal and scattered off the urface 
beneath. The thickness of the platelets was relatively uniform and of the order of 
100 nm, and therefore could not be accurately determined with SEM. 
The relative coverage of the two distinct zones seen on the zinc surface varied from 
sample to sample, and was not a function of time. That i , the density of horizontal 
platelet lying on top of the general jumble did not increa e in number over six hour . 
However, after eighteen hours the surface consisted of the hexagonal platelets embedded 
in a fine amorphous network. This sugge t that the solution had been depleted of a 
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(a) 
(b) 
Figure 6. 1. EM micrograph of the ·urfoce rd' -inc metal that has been 
nposed to JO·~ M Zn O--1 so/11tio11 for 2 hours. The 1111derlyi11g ~i11c swface 
isj11st 1•isible in (a). (/J) is an e11/arge111e11t rf o regio11 of(a). 
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component vital for the crystal growth. When the solution was outgassed and exposure 
took place in a nitrogen atmosphere, no difference was observed in the platelets formed. 
When the concentration of the zinc sulfate solution was increased to 1 M, there was little 
difference in the appearance of the surface. The zinc surface exposed to 1 o-4 M zinc 
sulfate was, however, quite different from the more concentrated cases. Instead of 
crystalline platelets, the surface was covered with a fine amorphous network together 
with a very small number of hexagonal platelets even after only two hours of exposure to 
the solution. At 1 o-3 M, an intermediate mixture of platelet and amorphous growth was 
observed. Exposure of the zinc surface to water containing no electrolyte produced a 
surf ace with no platelets whatsoever, only the amorphous growth. These observations 
are consistent with the solution depletion detected after prolonged exposure to 1 Q-2 M 
zinc sulfate. 
When 1 o-2 M sodium sulfate was used instead of zinc sulfate, the two hour sample was 
indistinguishable from the zinc sulfate sample. After six hours, the surface was less 
ordered with larger clumps of platelets present. By eighteen hours, the surface was a 
mixture of platelets embedded in an amorphous matrix as shown in Figure 6.2. Again 
this suggests a depletion from the solution. Also present on the surface shown in Figure 
6.2 are clusters of amorphous particles which were never seen on the zinc sulfate 
samples, although they were seen on the sodium sulfate amples after six hours. These 
particles appear to be composed of the same material as the amorphous network beneath. 
They were not removed by wa hing with either ethanol or water. 
These SEM observations are in accord with those made using the AFM that were 
presented in Chapter 5. None of the macroscopic differences between the AFM and SEM 
surfaces need be attributed to the different operating environments of the two 
instruments. The lack of nanoscopic information from the SEM prevents any judgement 
concerning differences in atomic level surface structure at this stage. In the AFM without 
any applied field, the zinc surface in sulfate solution forms a very flat crystalline surface 
which has hexagonal symmetry. The AFM tip appears to be responsible for the 
horizontal crystals, for in the SEM samples shown here which have not been scanned 
with a tip in Born contact, the platelets in general do not lie flat. AFM images of a 
surface consisting of the jumble of thin platelets would be highly convoluted. 
A similar concentration range was effective for the formation of the platelets as observed 
in the AFM , with lQ-4 M zinc sulfate found to be too dilute and essentially equivalent to 
exposure of the zinc to pure water. The identical nature of the zinc and sodium sulfate 
samples confirms the importance of the sulfate ion in the process. The depletion evidence 
from the eighteen hour samples suggests that the sulfate is being incorporated into the 
platelets. The AFM evidence suggests that the sulfate is at least present on the surface of 
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each platelet. Tile surface area or the EM sample · may be high enough Lo ad'> rb a.II the 
-,ulfate from Lhc '>Olution, or alternatively the sulfate may actually be bound within the 
plate lets thcm-,clvc 'i . Chemical 1dcnt1fication is ncccs'>ary to di'>criminatc between thc-;e 
two po-,...,ibil1t1c, 
Figure 6.2. The surface of :inc 111erol exposed ro 10·2 M Na2S0-1 for 18 
huun . The platelers are e111bedded in a fine a111orpho11s network. 
A111orpho11s particle cluuer rhe swface. 
6.1.3 The Effect of Other Anion 
The effect on the oxidi ing zinc surface or the other anion u ed in hapter 5 ha al o 
been inve tigated with SEM. In I o- 2 M zinc chloride, acetate and triflate, the zinc 
surface rapidly became amorphou , although the re ulting structure appeared to be 
different in each solution as hown in Figure 6.3. These micrographs were all recorded 
after two hour-; expo:urc to the solution and are on the same scale. The scratche on the 
7inc surface were still i-,iblc, but they were al o lined with filamentous amorphou 
material. There was a wide ariati n among the amples xposed t each olution, but all 
the re ·ultant growth wa · much finer than the ul fate platelet . The tructure in chloride 
was the most fibrous and the triflate . ample ·hown in Figure 6.3(c) wa. imilar to the 
surface re ·ulting from expo. ure to pure water. The oxidi ed urface in acetate wa quite 
different to the ch loride and triOate urface , consi ·ting of a network of irregular heet 
rather than filament . 
155 
Not all of the surface exposed to chloride solution was as uniformly corroded as Figure 
6.3(a). Most regions contained roughly spherical particles similar to those seen in Figure 
6.2. These were generally visible after two hours, and the density of particles increased 
with time as shown in Figure 6.4 after six hours. On some samples it was obvious that 
these particles had grown out of the surf ace rather than being loose material. In Figure 
6.3(c) the oxidation product in zinc triflate shows the initial stages of this particle growth. 
On some occasions isolated individual particles were present, and sometimes they were 
aggregated. Similar features were observed on the surface of zinc metal oxidised in 
sodium chloride solution and also in water. They were absent from the surfaces oxidised 
in sulfate solution except when the formation of platelets had ceased due to solution 
depletion. That is, the formation of the platelets prevented the formation of the 
amorphous particles. The fact that they were seen on a variety of samples including 
water, suggests that there is no incorporation of the anion as is suspected for the platelets. 
Unlike the surface oxidation in sulfate which consisted of a uniform surface coverage, the 
macroscopic surface of these samples was quite patchy. Also, the solution remaining at 
the end of the desired exposure was generally more viscous than the original solution, 
having formed a gel. A gel was also found at the completion of the samples oxidised in 
water. The reaction (5.1) proposed for the oxidation of the zinc surface produces 
hydroxide and hydrated zinc hydroxide can form a gelatinous white precipitate [2] . The 
amorphous product observed in the depleted sulfate samples, as well as the non-sulfate 
samples is likely then to be a zinc hydroxide. The amorphous surface particles may even 
become detached and contribute to the formation of the gel. 
Also present on the surface in Figure 6.4 are a number of polyhedral crystals. There was 
a significantly higher concentration of these crystals towards and outside the distinct edge 
of the region exposed to the solution. Similar crystals were observed on the sodium 
chloride, zinc acetate, and water samples. The number of these crystals varied 
enormously as did the size and shape which ranged from octahedral to trigonal. There 
was a general increase in the number of crystals with the length of exposure of the sample 
to the solution . None of this type of crystal was ever observed on the zinc sulfate 
samples, and a very small number was seen on the periphery of the sodium sulfate 
samples . When the crystals were found on the main oxidised surface, they were 
frequently well separated from the surrounding hydroxide, although this is not obvious in 
Figure 6.4. The occurrence of these distinct zones indicates a corrosion mechanism with 
different solution species necessary for each type of growth. This suggests that the 
crystals are not simply another form of zinc hydroxide. 
Following page: 
Figure 6.3. The surface of three zinc metal samples that have been 
exposed to J0-2 M solutions of (a) ZnC/2 , (b) Zn(CH3C00)2 and (c) 
Zn(CF3S03h eachfor 2 hours. (all the same scale). 
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(a) 
(b) 
(c) 
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The increased concentration of the polyhedral crystals at the boundary of the droplet, 
together with the wide variety of samples on which they were observed, restricts the 
possible composition of the crystals. One possibility is that they are crystals of zinc 
carbonate which is only sparingly soluble [3], and has rhombohedral crystal symmetry 
[4]. The necessary carbonate could be supplied by dissolved carbon dioxide . When an 
attempt was made to exclude carbon dioxide from the experiment, no difference was 
observed, but no check as to the effectiveness of the exclusion procedure was made. 
When a zinc sample was placed in contact with a solution of sodium carbonate, the same 
crystals were observed and there was a higher concentration on the periphery than was 
observed in the other samples. These crystals would need to be isolated from the zinc 
sample in order for them to be identified with standard methods such as x-ray diffraction. 
The droplet edge was always remarkably distinct, yet most of the samples exhibited some 
features of interest outside this boundary. The polyhedral crystals have already been 
mentioned, but frequently a small number of the near-spherical particles seen in Figures 
6.2 and 6.4 was also seen scattered outside the drop periphery. In this case it is possible 
that they were dislodged from the surf ace when the sample was blown dry with nitrogen, 
as they are obviously no longer attached to the amorphous growth on the surface. 
These observations of zinc exposed to solutions other than sulfate are in accord with the 
AFM observations of Chapter 5. In chloride, acetate and triflate, the AFM images were 
convoluted, indicating a rough surface in agreement with the amorphous oxide surfaces 
observed with SEM. The surface observed in acetate is intermediate between that seen in 
sulfate and chloride, and the acetate ion may well be incorporated into the irregular 
sheets. It is unlikely that the chloride and triflate ions are incorporated in the oxidation 
products in these solutions. 
6.1.4 Discussion 
The dried, oxidised zinc samples studied with SEM were consistent with the AFM 
surf aces indicating that the corrosion product of the surface was stable to emersion from 
solution. Again the effect of sulfate was striking, with thin hexagonal platelets covering 
the surf ace. This corrosion product in sulfate will be referred to as the sulfate-hydroxide 
from here on. The oxidised surface in other electrolytes was amorphous , non-uniform 
and often contained crystals which are thought to be zinc carbonate. The change from 
crystalline to amorphous growth after prolonged exposure of the zinc metal to the dilute 
sulfate solution suggests that the solution becomes depleted of sulfate with time . 
Although the surface area of the platelet is very high, it is doubtful that a urface 
coverage of sulfate alone would be sufficient to deplete the solution on the timescale 
observed. 
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Figure 6.4. The swface of zinc which ha.\ been exposed to JO 2 M ZnCl2 
for 6 hours. Note that the amorphous spherical particles ha1·e rite same 
structure as the 1111clerlying surface. The polyhedral crystals 11 ·ere relatively 
uncommon at the centre of the sample, being concentrated at the periphery. 
The proposed corro~1on reaction wa · given in Equation 5.1 and consisted of the 
oxidation of zinc metal coupled with the reduction of water to form in oluble zinc 
hydroxide . This process i illu trated chematically in Figure 6.5. Two types of ite 
mu t be present on the surface, those at which the zinc corrode-. (anodic), and to 
complete the circuit through the olution, those at which water i. reduced (cathodic). The 
size of the e domains i unknown. Each site will be surrnunded by a Lone in which the 
ions produced at the surface will diffuse. The relative ize of these diffu ion zone i a 
function of the mobility of each ion. The ionic mobility 11 • of OH- i 20.64 cm2 -I v- 1 
and of zn2+ i 5.47 cm2 -1 v- 1 [5] . That i . the hydroxide Lone will be more exten ive 
than the zinc ion zone because of the greater mobility of the hydroxide ion . Where the 
two different zones overlap, zinc hydroxide is precipitated. If the solution is a zinc 
electrolyt , there is an execs · of zin ions throughout the s lution and zinc hydroxide can 
precipitate in the entire Lone of the hydroxide producing ite. In zinc ulfate, the . ulfate 
ion i. integral to the formation of the . urface hydroxide wherea, in the other zinc 
electrolytes the anion appear to be merely a spectator ion . The evidence ugge t that a 
minimum ·ulfate concentration ol ""' I o-3 M is required for the formation of the ulfate-
hydroxide. 
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~~solution 
zinc surf ace 
Figure 6.5. A schematic of the two site corrosion model for the zinc 
surface. On the left zinc is oxidised and on the right water is reduced. The 
surrounding zanes indicate the diffusion front around the anodic and cathodic 
regions. 
Using this model, it is clear that in sodium sulfate the production of the sulfate-hydroxide 
will cease earlier than in zinc sulfate if zinc ions are depleted from the solution. That is, if 
the zinc ion concentration drops below the critical concentration of about 10-3 M, 
amorphous material will be produced instead. The corrosion of the zinc will cease if the 
surface becomes covered with an impermeable layer of hydroxide. It has been observed 
that the coverage with the hexagonal platelets is very rapid, forming an opaque layer 
within 30 minutes of contact with the solution. Yet the depletion evidence at long 
exposure times indicates that the oxidised layer is porous and that the corrosion reaches a 
steady state rather than ceasing once coverage is achieved. This is supported by the 
filling of the original scratches on the surf ace with the corrosion product with time. The 
fact that some small regions of bare zinc metal can be seen in Figure 6.1 lends support to 
the existence of anodic sites. This observation also suggests that it is the sulfate ions 
rather than the zinc ions that are eventually depleted from the solution. 
In order for the all the sulfate to be depleted from the zinc or sodium sulfate solutions, an 
enormous surface area is required if the depletion occurs through adsorption onto the 
external surface of the platelets. It is instead more likely that the sulfate is complexed as 
an integral part of the crystal structure. The terraced morphology observed with AFM 
suggests a lamellar structure. Lamellar structures exist in clay minerals where the 
interlayer region contains cations which balance the significant negative charge on the 
basal layers [6] . Perhaps the platelets are positively charged and the sulfate is similarly 
incorporated between the layers of the structure? The high surface area of a lamellar 
structure could easily deplete the solution of sulfate if the sulfate ions were bound to each 
layer. 
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6.2 SULFATE INCORPORATION OR SURFACE ADSORPTION? 
The evidence presented so far suggests that sulfate is actually being incorporated into the 
bulk hydroxide structure. In order to test this hypothesis, chemical analysis of the 
oxidised surface is necessary. X-ray photoelectron spectroscopy (XPS, §3.4), which is 
carried out under UHV, could be used on the oxidised sample as this technique can give 
depth profile analysis up to about 5 nm [7]. However, the depth of the oxide i 
unknown. Instead, it was decided to attempt to isolate the surface hydroxide from the 
zinc to permit bulk analytical methods to be used. 
6.2.1 Preparation of Colloidal Hydroxide using Zinc Amalgam 
A renewable unoxidised zinc surface should permit greater quantities of the sulfate-
hydroxide to be manufactured since we have seen that on a stagnant surf ace the coverage 
is rapid. In electrochemistry, a model metal surface is found with mercury, as seen in the 
widespread use of the dropping mercury electrode. Zinc forms a liquid amalgam with 
mercury which is often used as a reducing agent for aqueous solutions [2, 8]. This 
amalgam which is denoted Zn(Hg) proved to be the key to the production of large 
amounts of the sulfate-hydroxide material of the zinc surface. 
The amalgam was formed by placing excess granular zinc ( ==3 g, May & Baker, 
>99.9%) in double distilled mercury (==20 g). The oxide layer on the zinc was removed 
by washing with dilute sulfuric acid to initiate amalgamation. The excess acid wa 
removed by washing with pure water. The amalgam was then covered with a elution of 
zinc sulfate in the concentration range 0.01-2 M. On contact with the solution , the 
amalgam immediately became covered with a dull white layer. When the mixture was 
shaken to expose fresh zinc, particles became suspended in the solution. With continual 
gentle agitation (IKA-VIBRAX-VXR shaker), the reaction proceeded and the density of 
suspended material increased. After sufficient material had been produced, the solution 
was filtered through a 0.05 µm polycarbonate filter (Nucleopore). The collected colloids 
were washed with water and then a little absolute ethanol. With approximately 15 ml of 
solution and 2 ml of amalgam (surface area ==5 cm2), about 40 mg of colloidal material 
was produced after two days. The process was readily scaled up to the order of 700 ml 
of solution (with amalgam surface area ==50 cm2). A magnetic stirrer bar was u ed to 
agitate the amalgam in this case. On this scale the solution containing the suspension was 
regularly siphoned into a collection vessel and the solution returned to the amalgam fla k 
using a peristaltic pump ( == 1 ml/min, RS Components). This slow refilling allowed the 
colloid to settle and the clear sulfate solution was returned to the reaction flask. Up to 
20 g of the colloidal material was produced after a week in this manner. The dried 
product was a fine colourless solid. Platelet were formed when the concentration of the 
zinc sulfate solution wa as low as I0-2 M up to saturation (==2 M). Production from 
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more dilute solutions was not attempted on the basis of previous observations. No 
colloids were produced if acid was present, supporting the hypothesis that the material 
was a hydroxide or oxide. 
The next step was to identify the particles. Identification with SEM and AFM proceeded 
as before. For SEM observation of the material, a small amount of the solid was simply 
placed on a sample stub, spread with a drop of water and air dried. The material 
comprised hexagonal platelets about 1-5 µm in diameter as shown in Figure 6.6. The 
crystals tended to be clumped together and often lay in stacks. The thickness of the 
platelets was of the same order as seen on the samples in §6.1.2. Energy dispersive 
x-ray analysis detected no mercury in the samples. 
Similarly, the solid was spread onto mica with a drop of water, air dried and imaged in 
air with the AFM as shown in Figure 6.7. The hexagonal crystals stand out clearly on 
the flat mica surface beneath. The scale is of the same order of magnitude as the SEM 
image in Figure 6.6. The comparison of these two images confirms that the vertical 
resolution is indeed greater in the AFM since some steps on the surface of the platelets are 
resolved. Some of these steps are less than 10 nm high. Also, the thickness of the 
platelets could be measured accurately for the first time. Some of the platelets were as 
thin as 70 nm. A particularly interesting feature of this image is the impression that the 
crystals are draped over one another, apparently being deformed by the van der Waals 
forces that hold them to the mica surface. 
In air it was difficult to obtain any atomic level information about the surface of the 
particles. A large adhesion was noticed at the end of each scan line when the tip was 
pulled away from the surface. The tip-sample adhesion can be increased by the presence 
of a capillary condensed neck of water between the tip and the surface as described in 
Chapter 1. In water, the image quality improved immediately with the resolution of a 
surface with hexagonal symmetry identical to that seen previously with the AFM on both 
the deposited and solution aged zinc surfaces. The spacing of the -Y7 adlayer was 
0.87 nm giving the smaller spacing as 0.32 nm, which is within error of the values 
obtained in §5.3.2. Since the adlayer survived the emersion from solution, drying and 
subsequent immersion in water, it is very likely that it is an integral component of the 
surface rather than simply an adsorbed layer. This is consistent with the sulfate actually 
being incorporated into the sulfate-hydroxide as it forms. When imaged in zinc sulfate 
solution the surface symmetry of the particles was unchanged, although the image was 
perhaps slightly clearer. This is consistent with the observation of the zinc surfaces in 
§5.4 in water after formation of the surface hydroxide in sulfate solution. The 
observation of -Y3 symmetry on the oxidised zinc surface in water in §5.4 was not 
corroborated by the surface structure of the colloidal material in water, on which only -Y7 
symmetry was ever observed. 
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Figure 6.6. SEM micrograph of the colloidal hydroxide. 
Figure 6. 7. AFM image in air of the olloidal h)droxide on mica. 
(Con tant height image, lateral ale in µm). 
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This atomic scale agreement is the first evidence that the surf ace of the material produced 
from the zinc amalgam is the same as the surface of zinc oxidised in sulfate solution. 
Using the zinc amalgam, the surface hydroxide can be prepared in large quantities which 
for the first time permits the structural and chemical analysis of the bulk solid using 
diffraction techniques. 
6.2.2 Transmission Electron Microscopy and Electron Diffraction 
The sulfate-hydroxide crystals produced by the amalgam method were investigated with 
transmission electron microscopy (TEM), and electron diffraction. A Hitachi H500 
instrument was used. The crystals were spread on a holey carbon grid with water or 
ethanol and air dried. 
The tendency for the platelets to clump together as seen in Figure 6.6 was a major 
obstacle to recording a clear diffraction pattern, for the crystallographic orientation within 
the clumps varied enormously. Occasionally an isolated crystal was found as shown in 
Figure 6.8. The competing problem was the fragility of lone crystals when exposed to 
the electron beam. Not only were the crystals very thin as seen with AFM, but they 
deteriorated, eventually becoming amorphous, so a low beam energy (75 keV) had to be 
used. The transition from crystalline to amorphous was detected by the growth of diffuse 
rings in the electron diffractogram. Sulfur was detected in the crystals using energy 
dispersive x-ray analysis. This again suggests more than just a surface covering of 
sulfate ions. 
The highlighted region in Figure 6.8 shows the area sampled for the electron diffraction 
pattern given in Figure 6.9. The hexagonal symmetry is obvious. The innermost ring of 
reflections corresponds to the -V7 adlayer seen with the AFM in §5.3. l. The spacing of 
these reflections d, was measured as 8.37 A using the camera length of 1.6 m, the 
wavelength of the electron beam (A= 0.04321 A) and the Bragg equation [9], 
A= 2dsin0 (6.1) 
The other ring of reflections marked corresponds to the repeat distance of the close-
packed layer (3.14 A). The angle between the two sets of reflections was measured as 
19.5°, in agreement with the AFM Fourier transform of Figure 5.8. No information is 
available with this method about the third crystal dimension as the crystals cannot be 
aligned with this axis perpendicular to the beam. The measured spacing is slightly 
smaller than measured with the AFM. The electron diffraction value is more reliable 
because the sampled region is not just the surface, but includes the bulk of the crystal a 
well. Also thi s method does not have to contend with the drawbacks of scanning 
asymmetrie . The electron diffraction value does, however, provide the fir t 
confirmation of the accuracy of the AFM measurements. 
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Figure 6.8. 
Figure 6. 9. 
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6.2.3 Thermal Analysis 
The fragility of the platelets in the electron beam led to the thermal analysis of the sulfate-
hydroxide in order to determine its stability as its temperature was increased. By 
measuring the mass lost during heating, some compositional information can be obtained. 
Both thermogravimetric analysis (TGA) and differential thermal analysis (OT A) 
measurements were performed in the range from room temperature up to 1100 °C in an 
argon atmosphere using Shimadzu TGA-50 and DT A-50 instruments. The results are 
shown in Figures 6.10 and 6.11. The temperature ranges over which significant mass 
was lost from the sample match the peaks in the DT A which correspond to changes in 
chemical composition, or to transitions in the crystal structure [ 10] . All enthalpic 
transformations will be reflected in the OT A curve of a compound. The complexity of the 
traces indicates that the sample probably contains more than just a simple mixture of zinc 
hydroxide and sulfate. 
The TGA trace contains four regions in which significant mass was lost from the sample. 
Since the sample mass decreased just above room temperature it was difficult to 
determine the initial sample mass accurately. The percentage losses will be correlated 
with the elemental composition of the solid once it is determined. Although the OT A 
peak is the most easily located point, ideally the true transition occurs at the temperature at 
which the deviation from the baseline occurs, as seen on the TGA trace. 
After recording these two traces, small amounts of the sulfate-hydroxide were heated to 
specific temperatures in the range of the measurements using the furnaces of the TGA and 
OTA instruments. These samples were investigated with SEM and the results are 
reported in Table 6.1. The room temperature and 60 °C samples were both off-white 
and consisted of clumps of hexagonal crystalline platelets as shown in Figure 6.6. By 
225 °C the material was whiter, but the SEM showed basicaJly no change in the crystal 
morphology . However, by 325 °C, the still whiter sample had changed from horizontal 
clumps of large platelets to a jumble of smaller platelets that were still basically 
hexagonal. By 500 °C, the platelets which were much more varied in shape were 
embedded in a matrix of amorphous material. There was no further change on heating to 
710 °C as was anticipated from the horizontal nature of the TGA and DT A traces in this 
range. On increasing the temperature to 1100 °C, however, the sample turned pale 
yellow and SEM showed a highly porous amorphous structure as given in Figure 6.12. 
Preceding page: 
Figure 6.8. TEM micrograph of a sulfate-hydroxide crystal showing the region 
sampled for the electron diffraction pattern in Figure 6.9. Magnification: x5OO00. 
Figure 6.9. Electron diffraction pattern of the sulfate-hydroxide. The innermost 
ring of reflections corresponds to the ,/7 ad/ayer and the other marked ring 
corresponds to the 'a' spacing. 0 was measured as 19.5 °. 
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Figure 6.10. The TGA trace of the colloidal hydroxide. The mass loss 
during the main transitions is indicated by the percentage labels. ( JO °Clmin). 
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Figure 6.1 J. The DTA trace of the colloidal hydroxide. The vertical axis 
is proportional to enthalpy. ( JO °Clmin). 
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Table 6.1. lwracteri.\lio cf the /,eared .rnlfote-hydroxide. 
Temperature ( C) colour Ma:-.:-. lo:-.-.( (}'< )·1 appearance ( :EM) 
room "" 23 off white 0 hexagonal platelets 
60 oil white 0.5 hexagonal platelets 
225 whiter I 7 . .t hexagonal platelets 
325 \\biter 25.3 slllal ler platelets 
500 white 26.5 embedded platelets 
7 10 white 26.9 embedded platelets 
11 00 pale yellow 39.8 amorphous 
0 Mas:. loss os a percentoge cl the 11wss at 23 Cji-0111 TGA ( Figure 6. 10). 
Figure 6.12. SEM micrograph of the sulfate-hydroxide heated to 
1100 ·c. 
The persistent nature ot the hexagonal plat<.:lct-. through the fi1 st ot the -.enc:-. ol change 
that the sample underwent on healing, 1mpl1e-. that a certain ,tructural integrity wa 
maintained in thi temperature range dc,pitc the lo-.-. or over 15% of the sample mas . 
The colour change in the sample after heating to 1100 °C suggests that at thi s temperature 
the solid contains zinc oxide which is known to form nonstoichiometric pha es on 
heating due to lo s of oxygen from the lattice [2] . These phases which are of the form 
Zn 11-xO (x::;70 ppm) arc coloured since the ex tra zinc atoms produce defects that trap 
electron<; which can then be excited by the absorption of visible li ght. Yellow is the 
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common colour of these phases. The intensity of the colour varied between amples 
indicating a slight variation in the stoichiometry. 
6.2.4 Elemental Analysis 
The sulfate-hydroxide was assayed for zinc and sulfur content.* Several of the heated 
samples were also analysed in order to correlate mass loss with composition. The result 
are given in Table 6.2 as percentages by mass. A significant sulfur content wa found 
which corroborates the detection of sulfur with energy dispersive x-ray analysis. Both 
the fractional zinc and sulfur content increased on heating the oxide to 500 °C, although 
they remained in the same ratio of :::4: 1. In the samples heated to 1100 °C there was no 
significant amount of sulfur left, the 0 .04% being the detection limit of the technique. 
Table 6.2. The measured zinc and sulfur content of the sulfate-hydroxide. 
sample % Zn o/o S Zn : S 
from 0.0 1 M 43.86 5.28 4.07: I 
from IM 47.77 5.65 4.15 : I 
5oo ·c 63.32 7.24 4.29: I 
I 100 °C 75 .04 0 .04 -
The sulfate-hydroxide composition was not sensi tive to the concentration of the original 
zinc sulfate solution, as the assays of the two syntheses were basically the same. The 
other element that is most certainly present is oxygen, although an oxygen assay wa 
unavailable. The increasing zinc and sulfur composition with temperature could be 
accounted for by the loss of water of cry tallisation. The sulfur was volatilised by 
1100 °C leaving primarily zinc oxide as seen in the change in sample colour at thi s 
temperature. In stoichiometric zinc oxide the expected ratio is Zn(80.34%) : 0(19.66%). 
The nonstoichiometric oxide should contain exces zinc, although the elemental analysis 
is not sufficiently sensitive to detect this excess. The measured zinc content is actually 
lower than expected possibly indicating incomplete conversion to zinc oxide or the 
presence of impurities . 
6.2.5 Powder Diffraction 
All of the techniques di cussed so far required only a small amount of the sulfate-
hydroxide material. When sufficient material had been produced, the x-ray diffraction 
pattern of the powdered solid was collected. The sample was canned at a rate of 3 ° /min 
* The analysi was perfonned by the microanalysi unit in the Research School ofChemi try , A.N.U . 
The zi nc content was detennined by atomic absorption and ulfur by chromatography. 
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on a Siemens Diffractometer D5000 with Cu Ka radiation where Ka1 = 1.54056 A and 
Ka2= 1.54439 A. The powder pattern is hown in Figure 6.13. The scattering angle 8, 
was converted to the interplanar lattice spacing d using the Bragg equation (6.1 ), where 11. 
is the intensity-weighted mean of the two wavelengths of the Cu Ka radiation [ 11], 
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Figure 6.13. Powder diffraction pattern of the sulfate-hydroxide. The 
intensity axis is presented as a percentage of the most intense peak. The peak 
labels are in units of d (A). 
The three most intense peaks at interplanar spacings of 10.8485, 5.4546 and 3.6334 A 
permitted the immediate identification of the solid as the pentahydrate basic zinc sulfate, 
ZnSO4.3Zn (OH )2.5 H2O using the powder diffraction file (PDF) [4] . This will be 
abbreviated to BZS.5H2O. The molecular weight is 549.54. The crystal ymmetry of 
the compound is technically triclinic with a=8.354 A, b= 8.350 A, c= I 1.00 I A, 
a=94.41 °, ~=82.95 ° and y=l 19.93°, though the symmetry i termed pseudo-hexagonal 
since y=l20°, and a=b as well as a =90 °= ~- The measured diffraction peaks are 
compared with the PDF data in Table 6.3. The measured interplanar pacing are in clo e 
agreement with the PDF data, however, the intensities of the peak are not well matched. 
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Table 6.3. Comparison of the experimental and PDF data for BZS.5H2o. 
Measured 28 Measured d Measured d (PDF) Intensity h k I 
(degrees) (A) Intensity (%) (A) (PDF) (%) 
8.15 10.8485 100 10.95 100 0 0 1 
16.25 5.4546 9.78 5.46 100 0 0 2 
24.50 3.6334 8.27 3.64 77 0 0 3 
26.20 3.4013 0.89 3.41 18 1 -1 3 
27 .70 3.2205 1.60 3.23 27 0 1 3 
28 .05 3.1811 1.51 3.20 15 -1 2 2 
28 .30 3.1535 1.35 - - -
28.55 3.1265 1.38 3.13 22 -1 0 3 
32.95 2.7184 0.90 2.726 14 3 -1 0 
33.65 2.6634 0 .62 2.665 11 1 2 l 
34.00 2.6368 0.62 - - -
34.15 2.6255 0.66 - - -
34.90 2.5708 0 .65 2.578 7 -2 I 3 
35.05 2.5602 0 .66 2.567 16 -3 1 l 
35.45 2.5322 0.66 2.535 17 2 -3 2 
36.45 2.4650 0.49 2.470 11 1 2 2 
36.75 2.4455 0.49 2.449 4 -2 0 3 
38 .65 2.3296 0.34 2.325 10 -3 1 2 
39.20 2.2982 0.30 2.306 4 2 -2 4 
50.20 1.8173 1.11 1.8 19 12 0 0 6 
The intensity of the first peak completely dominates the measured diffractogram. In 
powder diffraction it is as urned that the powder consists of randomly oriented particle , 
however, plate shaped particles tend to be aligned even in a fine powder [ 11] . The re ult 
of this preferred orientation is to intensify the reflections of those planes paraJlel to the 
plates. The planes normal to the plates give reflections of standard inten ity . The extent 
of thi s preferred orientation can vary between samples. It will be exaggerated in the 
current case if the aspect ratio of the crystals produced from the amalgam is higher than 
that in the original x-ray work by Bear et al. [12, 13] . The largest of the BZS.5H2O 
crystals isolated in Bear's work had dimensions of the order of 0. l 7x0. l l x0.04 mm, 
but generally the crystal were about l 0 µm across and of undetermined thickne s ( ee 
Figure I of reference [ 13]) . This is in contrast to the crystal grown by the amalgam 
method which were 1-5 µm across but only about 100 nm thick. It is therefore not 
surprising that the preferred orientation is more pronounced in thi ca e. Ignoring the 
dominance of the first peak, the ratio of the econd and third most intense peak i 
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approximately the same as the PDF ratio. Taking into account the preferred orientation, 
the match is unambiguous. 
The three most intense peaks can be indexed to reflections from the interplanar spacing in 
the direction of the c axis since the preferred orientation is in this direction. The 001 
reflection then gives an approximate value for c equal to 10.9 A since a::::::90°::::::~. 
6.2.6 Basic Zinc Sulfate 
Basic zinc sulfates have been known for more than 150 years. A wide range of salts with 
the general formula ZnSO4.nZn(OH)2 .mH2O where l$n$7 and 0$m$5 have been 
characterised since the first work by Kuhn [ 14]. The recent work by Bear and colleagues 
(12, 13], on the ZnSO4.3Zn(OH)2.mH2O system represents one of the few successful 
complete structure determinations of this family of compounds. 
The agreement between the powder diffraction panem of the colloidal material and that of 
the pentahydrate basic zinc sulfate (BZS .5H2O), is conclusive evidence that the two 
materials are the same. The overwhelming nature of the preferred orientation in the 
packed powder means that only the c axis spacing (::::::11 A) is obvious from the measured 
reflections. Coupled with the AFM measurements of platelet thickness (§6.2.1 ), this 
suggests that many of the crystals are less than one hundred unit cell thick with the 
surface steps less than ten unit cells high. 
The PDF data al so gives the other unit cell dimensions based on the single crystal 
structure determination of Bear et al. [ 12]. The basal plane spacings are essentially equal 
at 8.35 A which is close to both the --J7 spacing (8 .7 A) measured with the AFM 
(§6.2. 1) and the more accurate electron diffraction value of 8.37 A (§6.2.2) . The in-
plane angle is actually 119.93°, which is indistinguishable with AFM from the hexagonal 
angle of 120°. 
The complete structure of BZS.5H2O is shown in Figure 6 .14. It consists of a lamellar 
stacking of hexagonal plates. The plates are based on the a-Zn(OH)2 crystal, consisting 
of Cdl2-type sheets of edge-shared octahedra. The octahedral Zn(OH)2 layers are 
virtually unchanged from the parent compound except that 1/7 of the octahedral sites are 
vacant. Tetrahedrally coordinated zinc ions [Zn(OH)3H2O] -, are located above and 
below the empty sites as shown. The zinc ions comer share their hydroxides with six 
octahedra. The sulfate is not bound to these zinc atoms, but rather is bonded to the 
octahedral layer by comer sharing its apical oxygen atom. The interlayer region is al o 
occupied by the five water molecules, two of which are coordinated to the tetrahedral zinc 
ions while the other three are uncoordinated. The layers are held together by hydrogen 
bonding between the coordinated and free water molecules , and the basal oxygen atom 
of the sulfate groups . 
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(a) 
(b) 
Figure 6.14. The structure of BZS.5H20. (a) View down onto the 
hexagonally packed hydroxide layer. The smallest circles are oxygen atoms. 
and the larger are zinc atoms. The zinc ions are represented as pairs of 
tetrahedra located above and below the octahedral holes in the hydroxide 
layer. The sulfate ions are the lone tetrahedra. Both groups have V7 
symmetry with respect to the layer. (b) Side view of one layer showing 
more clearly the zinc ion (light) and sulfate (dark) tetrahedra. Within the layer 
the zinc atoms are at the centre, and the oxygen atoms above and below. The 
apical oxygen of the sulfate replaces an oxygen of the layer. The zinc ion is 
bound to three hydroxide groups in the layer, and the apex is a water 
molecule. The remaining water molecules are hydrogen bonded in the 
interlayer region. 
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An alternating lamellar structure of hydroxide and salt was first proposed for the basic 
zinc sulfates by Feitknecht in 1933 [ 15]. It appears that the same family of compounds 
was involved in hi s work on a -Zn (OH)2 [ I 6]. When attempting to isolate the pure 
hydroxide, Feitknecht found that it was always contaminated by other anions, especially 
carbonate from dissolved carbon dioxide. So although he was able to detennine the basal 
plane symmetry to be hexagonal with a spacing of 3.14 A, his experiment were plagued 
by the incorporation of interlayer anions . For this reason the a-Zn(OH)2 was never 
isolated in a pure form. 
The periodic vacancy of octahedral sites on the surface of the hydroxide layers finally 
explains the .../7 structure so persistent in the AFM images and their Fourier transforms, 
as well as in the electron diffraction pattern (Figure 6.9). Both the atop zinc ions and the 
sulfate ions form a '17 superstructure on the surface of the hydroxide plate as shown in 
Figure 6.14(a). 
Bear et al. [ 12, 13], initially isolated the pentahydrate BZS after noticing unexpected 
reflections in powder diffraction patterns of products from their work on the cementation 
of lead from lead slurries using zinc as a precipitant. The trihydrate was readily prepared 
by dehydration of the pentahydrate. The dehydration involved expelling two of the 
interlayer water molecules and was accompanied by shrinkage along the c axis from 
11 A for the pentahydrate to 9.28 A for the trihydrate . The shrinkage along the c axis 
al so involved a change from a primitive to a body-centred unit cell as successive layers 
were di splaced laterally by ½ [a+b ]. That is, while in the pentahydrate successive 
octahedral layers are almost vertically aligned, in the trihydrate, alternate layers are 
vertically aligned. 
After the initial isolation of the two basic zinc sulfate , the Bear group developed three 
successful methods of systematically growing the crystal s. The first involved simply 
reacting zinc metal powder with 0.7 M ZnSO4 solution. The second was the reaction of 
zinc oxide with 0 .75 M ZnSO4 solution for periods up to twenty hours. The final 
method involved the slow hydrolysis of urea in ZnSO4 solution (0 .25-0 .75 M) by 
boiling the mixture for three hours. In all methods a twofold molar excess of zinc sulfate 
was used. Any excess zinc formed free zinc oxide. The first method produced the 
largest crystals which formed as loose aggregates on the surface of the metal grains. The 
largest of the crystals were suitable for single crystal x-ray studies. Not only were these 
crystals huge in comparison to the ones produced from the amalgam method described in 
§6.2. l , but the aspect ratio is quite different. The obvious difference between the two 
methods of production is that in the amalgam method, the crystals were continuously 
shaken off the surface of the amalgam into solution. The effect of the shaking would be 
to produce much smaller crystals. 
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The pentahydrate crystals prepared by the Bear group were not very stable, partially 
dehydrating to form the trihydrate even at room temperature . It was necessary to 
maintain the crystals in saturated water vapour including during the single crystal 
structure determination. They al so found that the crystals exfoliated when exposed to 
x-rays. The smaller crystals under investigation here appear to be far more robust with 
the pentahydrate form stable to low humidity ( <60%) air for periods of weeks with no 
specific precautions. However, the average laboratory temperature was less than 18 ·c. 
The powder diffraction pattern of Figure 6.13 gives the 001 interplanar spacing as 
10.85 A compared with I 0.95 A found by Bear et al. [ I 3]. The calculated c axis of the 
unit cell of the latter (using the unit cell angles), was 11 A for the pentahydrate. The c 
axis for the tetrahydrate was 10.35 A and for the trihydrate was 9.28 A from the work 
of Bear. Bear found the tetrahydrate unstable and so it is concluded that the amalgam 
method produced the pentahydrate form . Exfoliation was only seen under the electron 
beam of the TEM, the crystals being stable to x-rays. 
Bear and colleagues [ 13], carried out the controlled dehydration of the pentahydrate using 
both desiccants and heating. The decomposition due to heating i outlined in Figure 
6.15 . The tetrahydrate and trihydrate were formed with both methods although the 
tetrahydrate was very unstable and no single crystal structure confirmation was obtained. 
The dihydrate was not formed with either method although it had been reported 
previously in vacuum by Ben'yash et al. [ 17]. The monohydrate was only formed when 
desiccants were used while elevated temperatures were required for the final dehydration 
to form the hemihydrate and anhydrate. The integrity of the layered structure persisted 
throughout the dehydration series until the commencement of dehydroxylation at 280 °C. 
The decrease in the interlayer spacing was accompanied by the realignment of successive 
layers on going from the trihydrate to the hemihydrate . Heating the trihydrate results in 
the formation of intergrowth structures before the formation of the hemihydrate at 
130 °C. These structures, which occurred in two distinct phases do not contain long-
range order along the c axis, and instead consist of a mixture of different hydrates. The 
trihydrate and tetrahydrate were found to rapidly rehydrate to the pentahydrate in high 
humidity atmospheres, but the lower order hydrates took days of contact with excess 
liquid water to rehydrate to the pentahydrate. 
The heated samples of the BZS colloids observed with SEM (§6.2.3), confirm that 
hexagonal platelets are present at elevated temperatures . The biggest change in the 
appearance of the platelets occurred in the range 225-325 °C which according to Figure 
6. 15 corresponds to the onset of dehydroxylation and the accompanying di integration of 
the BZS unit. The 500 °C samples should consist of ZnO.2ZnSO4 and free ZnO. The 
biggest overall change was to the amorphou material of Figure 6.12 which corresponds 
to pure zinc oxide according to Figure 6.15. The deterioration seen in the electron beam 
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2( BZS.5H2O ) 
32-34 'C J -2 H2O 
2( BZS.4H2O ) 
48-50 'CJ -2 H2O 
2( BZS.3H2O ) 
60-80 ·ct 
intergrowth 
structures } -5 H 20 (2 phases) 
100-130 ·ct 
2( BZS.0.5H2O ) 
250 'CJ - H2O 
2BZS 
280-290 'CJ -5 H20 
Zn(OH)2.2ZnSO4 + 5 ZnO 
350 'CJ -H20 
ZnO.2ZnSO4 + 5 ZnO 
835-975 'C J -2 SO3 
8ZnO 
Figure 6.15. The balanced decomposition of basic zinc sulfate 
pentahydrate with increasing temperature. BZS = ZnS04.3Zn(OH)2. This 
figure represents the amalgamation of data from several studies of the BZS 
system [ 13, 17, 18]. 
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of the TEM can similarly be attributed to first dehydration and then a degree of 
dehydroxylation since amorphisation was induced. 
Differential thermal analysis (DTA) was also carried out by Bear and colleague [ 13] . 
Figure 2 from this work closely resembles Figure 6.11 except that it starts at O ·c rather 
than 60 ·c. It does, however, permit the recorded peaks to be readily assigned . The 
first obvious peak at 114 °C corresponds to the trihydrate to hemihydrate transition . The 
shoulders on this peak indicate the occurrence of several overlapping processe whkh 
include the two intergrowth phase transitions. Since the trace starts at 60 ·c, it does not 
contain peaks for the pentahydrate to tetrahydrate to trihydrate transitions which occur 
below this temperature according to Figure 6.15. The second peak at 274 ·c is assigned 
to the following dehydroxylation reaction, 
2BZS ---> Zn(OH)2.2ZnSO4 + 5ZnO (6.3) 
The formation of free zinc oxide must correspond to the amorphous matrix that the 
crystals become embedded in on heating. The small shoulder expected at 250 °C for the 
dehydration of the hemihydrate was not resolved so it is not certain whether the 
hemihydrate or anhydrate is present at the onset of dehydroxylation. The two proce es 
are likely to have overlapped. The smaller peak at 370 °C corresponds to the second step 
of the dehydroxylation, 
Zn(OH)2.2ZnSO4 ---> ZnO.2ZnSO4 (6.4) 
The DT A trace of Bear et al. ceased at 450 ·c. The final product at 1100 ·c has already 
been identified as nonstoichiometric zinc oxide and the final change at ::::: 1050 ·c can be 
attributed to the transition from the stoichiometric form. The peak at 875 ·c i a complex 
one, appearing as the overlap of first an exothermic and then an endothermic peak. The 
decomposition of the ZnO.2ZnSO4 with the release of sulfur trioxide to form zinc oxide 
must occur in this region. Ben'yash and colleagues [ 17], give the temperature of this 
transition as 715 °C. Alternatively, Ingraham and Kellogg [ 18], in their experiment on 
the roasting of zinc sulfate reported mass loss in two distinct stages above 650 °C. They 
concluded that the process was, 
3ZnSO4 ---> ZnO.2ZnSO4 ---> 3ZnO (6.5) 
with the first transition in the range 650-835 °C, and the second in the range 835-975 ·c. 
The second proce s i represented a the final stage of Figure 6.15 and corre ponds to 
the temperature range of the high temperature tran ition of the DT A trace. Finally , 
according to Spies and Gruehn [ 19], ZnO.2ZnSO4 which i monoclinic at low 
temperature becomes orthorhombic above 420 °C, and then undergoes a further 
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transformation at 655 °C. These two transformations can be used to explain the DT A 
trace as it approaches the peak at 875 ·c. 
Now that all the qualitative observations have been shown to be in agreement with the 
decomposition depicted in Figure 6. 15, the quantitative information from the elemental 
analysis and the TGA can be examined in order to further test the assignment of the 
material produced from the amalgam as the pentahydrate BZS. 
The elemental analysis presented in Table 6.2 for the BZS produced from the 1 M zinc 
sulfate solution is in excellent agreement (within 0.2%) with the expected composition for 
the pentahydrate of 47 .6% Zn and 5.83% S. The 46.6 % of the mass that is 
unaccounted for is in basic agreement with the 43.7% oxygen content of the 
pentahydrate. The product from the 0 .01 M solution has a lower zinc content than the 
1 M sample. The corresponding composition of the tetrahydrate is 49.2% Zn and 
6.03 % S, and of the trihydrate is 50.9% Zn and 6.20% S. On this basis the material 
can be assigned as the pentahydrate. 
Table 6.4. Comparison of theoretical and experimental mass loss on heating. 
T (°C) Assumed composition % Iossa % lossb % lo C % lo sd 
23 BZS.5H2O 0 0 -
60 BZS.3H2O 0 .5 6 .6 0 
225 BZS 17.4 16.4 11.4 
325 2ZnSO4.Zn(OH)2 + 5ZnO 25.3 24.6 20.3 
500 2ZnSO4.ZnO + 5ZnO 26.6 26.2 21.6 
710 2ZnSO4.ZnO + 5ZnO 26.9 26.2 -
1100 ZnO 39.8 40.8 -
a Measured mass loss as a percentage of the mass at 23 °Cfrom Figure 6.10. 
b Calculated mass loss as a percentage of BZS.5H20. 
-
0 
10.5 
19.3 
21.0 
21.0 
36.6 
c Measured mass loss as a percentage of the mass at 60 °C from a second TGA sample 
in the range 60-500 °Conly. The TGA trace of this sample matched Figure 6.10 
except at 60 °C. 
d Calculated mass loss as a percentage of BZS.3H2O. 
Table 6.4 combines the TGA information from Figure 6.10 and Table 6.1 with the 
assumed phases from Figure 6.15. The match with the theoretical percentage losses from 
the pentahydrate i good except at 60 ·c. Instead of the expected conversion to the 
trihydrate , this sample experienced essentially no mas loss by this temperature. 
Conversely, a second TGA sample that was fir t annealed at 60 ·c is also included. It 
was assumed that the annealing at 60 ·c converted the sample to the trihydrate and 
indeed thi data shows a match to the theoretical trihydrate percentage lo ses. There is 
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certainly no evidence of the tetrahydrate. There is no obvious explanation for the 
different behaviour at 60 °C as the samples otherwise behaved identically. The fact that 
the first one did not suffer a mass reduction by 60 °C i in agreement with the greater 
stability of the amalgam BZS compared with that of Bear et al. [ 13]. The data for the 
225 °C sample indicates that the anhydrate is present at this temperature rather than the 
hemihydrate. 
6.2. 7 Discussion 
Having positively identified the colloidal material produced in zinc sulfate solution on the 
surface of zinc amalgam as BZS pentahydrate, it seems likely that this material is also 
present on the surface of zinc metal in zinc sulfate solution at concentrations of at lea t 
10-3 M. Similarly the slowly deposited zinc imaged with the AFM in §5.3 seems likely 
to have been rapidly converted to a layer of BZS. Presumably the low current permitted 
all the zinc deposited in these experiments to be converted to BZS as was observed in the 
cyclic voltammogram, Figure 5.1. The absence of a return peak to match the deposition 
peak is evidence of the irreversibility of the process. Successive voltammetric cycles led 
to a build up of BZS as did maintaining the potential in the vicinity of the deposition 
peak. On the basis of the current investigation it is impossible to say how deep the 
corrosion of the surface of bulk zinc metal was with no applied field . Depth profile 
analysis is necessary to determine the thickness of the oxidised surface layer. 
The AFM permitted the in situ observation of the formation of the BZS with high 
resolution. Unfortunately the rapid nature of the oxidation of the zinc metal made it 
impossible to observe the individual corrosion sites. The ex situ techniques such as SEM 
confirmed that the AFM is not responsible for the formation of the BZS, but the scanning 
of the tip certainly influences the growth of the BZS . This i supported by the 
observation that if the tip is moved to an unscanned area, the surface flattening takes 
several minutes. 
The '17 superstructure on the zinc surface is readily resolved . The sulfate is bonded to 
the octahedral layer through its apical oxygen atom and i therefore not likely to be 
perturbed by the AFM tip during scanning. In solution the sulfate would be partially 
hydrated. The atop zinc ions sit above the octahedral holes and are more likely to be 
disturbed by the tip. The variety of fine structure seen in the AFM images sugge ts that 
sometimes the atop zinc is seen a well as the sulfate. The variation in the fine tructure 
may be attributed to sample tilt. 
When other anions were present in elution, the '17 sulfate structure should be retained, 
even if the solution anion can exchange with the covalently bound sulfate. It i difficult 
to ee how the transition from '17 to '13 could occur since the '17 symmetry is dictated by 
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the vacancy positions in the hydroxide layer. A --J3 structure would have a vacancy to 
occupied ratio of I :2 instead of the I :6 of BZS. The evidence for a --J3 superstructure in 
§5.4 in triflate, water and sodium sulfate is therefore unexplained. It is also not clear that 
simple exchange of anions could occur on the surface of BZS. 
Now that the surface of zinc in sulfate solution has been identified, the appearance of the 
bare close-packed lattice in Figure 5.7(b) is somewhat intriguing. The structure matches 
that of unmodified a-Zn(OH)2. Rather than suggesting that the superstructure had been 
disturbed in this small region , it is more likely that it is indeed a small island of a-
Zn(OH)2. This was a rare example of such a region. 
The deposition and corrosion of zinc in chloride, acetate and triflate resulted in a rough 
amorphous surface. Similarly when the amalgam method was used in these electrolytes, 
the material produced was amorphous and prone to contamination with the polyhedral 
'carbonate' crystals. Similar material was produced when the amalgam was exposed to 
water and to sodium carbonate solution . The amorphous product is assumed to be zinc 
hydroxide as found by Feitknecht [ 16], in his attempted purification of a-Zn(OH)2. 
The BZS hydrate structures reported by Bear et al. [ 12, 13), represent the first reported 
examples of basic salts consisting of M(OH)2 layers with octahedral vacancy to occupied 
sites in the ratio 1 :6. A number of other basic zinc salts are based on the same lamellar 
structure , but with a ratio of vacant to occupied sites of 1 :3. These include 
4Zn(OH)2.ZnX2. nH2O with X=NO3 (n=2) [20) , and Cl (n= 1) [21 , 22), together with 
3Zn (OH )2 .2ZnCO3 [23) . So both monovalent and divalent anions form these 
compounds. The basic zinc chloride has rhombohedral crystal symmetry with the basal 
plane consisting of a -Zn(OHh with a 2x2 cell of octahedral vacancies. There are three 
formula units per unit cell. The chloride ions are bonded to the tetrahedral zinc ions 
which sit above and below the octahedral holes. The water molecule is hydrogen bonded 
between the hydroxide layers. The basic zinc nitrate has monoclinic symmetry with the 
basal plane consisting of a-Zn(OHh with a 2x--i3 rectangular unit cell of octahedral 
vacancies. There are two formula units per unit cell. The water molecules are bound to 
the tetrahedral zinc as in BZS and the nitrate ions are hydrogen bonded between the 
layer . The basic zinc carbonate is also monoclinic with the same basal unit cell as the 
nitrate. The layers are held together by the carbonate ions which are each bonded to one 
tetrahedral and one octahedral zinc as well as to the hydroxide layer. 
It is odd that the basic zinc chloride was not seen when zinc metal was in the pre ence of 
zinc chloride solution . On one SEM sample that had been exposed to zinc chloride 
solution, hexagonal crystals were seen around the perimeter of the droplet, but not in the 
centre which appeared as in Figure 6.3(a). If these cry tal s were indeed basic zinc 
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chloride, the evidence suggests that the amorphous hydroxide was preferentially 
produced. 
Basic zinc carbonate is the usual corrosion product of zinc metal in moist air, producing a 
thin surface film that protects the metal from further corrosion [23] . When zinc wa 
exposed to water containing dissolved carbon dioxide, this compound may have been 
formed, although the rectangular unit cell of this material was never observed with the 
AFM. The amorphous hydroxide was always formed instead. The BZS produced by 
Bear et al. [ 13], was slightly contaminated by basic zinc carbonate which was attributed 
to reaction of the BZS with carbon dioxide from the surrounding atmosphere . It is 
possible that the polyhedral crystals so far assigned as zinc carbonate could be a basic 
zinc carbonate. This cannot be confirmed on the basis of the current evidence, however, 
they are not 3Zn(OH)2.2ZnCO3 as this is a lamellar structure like BZS. 
The conditions required for the formation of BZS appear not to be very stringent. All 
zinc sulfate solutions at concentrations greater than J0-3 M produced BZS . In 
comparison the concentration range chosen by Bear et al. [13], was 0.25-0.75 M . The 
pH requirements are less obvious. The pH of the I o-2 M solution was 6.2 as given in 
§5 .5 and since the BZS structure is based on hydroxide layers, the solution cannot afford 
to be too acidic. Indeed it was found with the AFM that a pH of 4.9 did not produce any 
terraces, yet it required a somewhat more acidic solution to dissolve the BZS altogether. 
All of this recent data is in accord with the early work by Kolthoff and Kameda [24], on 
the hydrolysis of zinc sulfate solutions. They found the pH of a 10-2 M solution of zinc 
sulfate to be 6.0 and this value was stable over several months. They al o investigated 
the addition of sodium hydroxide to solutions of zinc sulfate and analysed the hydrous 
zinc oxides that precipitated. With the addition of only 1-2% hydroxide, a precipitate wa 
formed that when analysed was found to contain lZnSO4: 3ZnO. This material was not 
analysed further, but it is assumed to be BZS. Interestingly, further addition of sodium 
hydroxide only slightly increased the pH. This can be rationalised on the basis that the 
additional hydroxide was incorporated into the precipitate. Solid zinc oxide and zinc 
hydroxide were also added to zinc sulfate solutions, and these additions produced the 
same colloidal precipitate. The composition of the precipitate was constant acros the 
entire range of pH in which it formed. The minimum zinc concentration for the 
production of the colloidal oxide was found to be 7 .5x 10-3 M, which i somewhat 
higher than found to be necessary in the current tudy. 
The Kolthoff and Kameda study [24], found that the pre ence of zinc metal was 
unnecessary. The addition of a small amount of hydroxide to solutions of zinc sulfate 
above a critical concentration was ufficient for the formation of BZS. However, in the 
initial discovery of Bear and colleagues [ 12, 13], in lead slurries, zinc metal was pre ent , 
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but not initially zinc ions. In this case the lead ions will oxidise the zinc metal to form 
zinc ions. So the initial presence of both zinc metal and ions is unnecessary . 
The model proposed in Figure 6.5 can now be di scussed with reference to BZS 
production . In zinc sulfate solution, the formation of BZS would be initiated in the zone 
urrounding the hydroxide producing site, but in sodium sulfate BZS would only form in 
the overlap region between the two different sites. As sulfate is removed form the 
solution , the spectator sodium ions will promote the production of more hydroxide in 
order to retain electroneutrality. However, the amphoteric zinc hydroxide will buffer the 
solution against dramatic changes in pH as follows, 
H+ + Zn(OH)O- +! Zn(OH)2 + H20 +! Zn(OH)(OH2)+ + OH- (6.6) 
Depletion of sulfate from the solution will be accompanied by the change to the 
production of pure zinc hydroxide, or basic zinc carbonate in some areas. The presence 
of no growth zones around the polyhedral crystals could then represent competition for 
zinc hydroxide monomers from the amorphous and crystalline regions . 
The initial production of zinc hydroxide begins the chain reaction to the formation of 
BZS. Zinc hydroxide is known to form polynuclear complexes in solution [25]. These 
complexe must form the basis of the octahedral layers. The formation of the lamellar 
structure is driven by the sulfate anion which is bonded directly to the octahedral layer. 
The zinc ions must then be attracted to the surface to balance the charge on the layer. 
The evidence that su lfate was depleted from the solution can now be corroborated by a 
rough calculation of the surface area of the BZS. The densi ty of the solid is 2.77 gcm-3 
[12] . U ing a crystal size of (5 µm )2 and the unit cell interlayer repeat distance of 11 A, 
and assuming a single lamellar stack, the surface area of the stack is 650 m2g- 1• Thi is 
a much greater surf ace area than is available on the external faces of the crystal . Now 
the 15 ml of 1 o-2 M ZnS04 solution used in the amalgam method produced ::::40 mg of 
BZS or 26 m2 of area available for sulfate incorporation . Then u ing an area/sulfate ion 
of 60 A2 based on the basal unit cell, approximately half of the available sulfate ions 
would be incorporated into the structure. Based on this s imple calculation the critical 
concentration of 1 o-3 M which was found to be necessary for the production of BZS is 
entirely reasonable. At lower concentrations the solution would be rapidly depleted of 
sulfate ions and the amorphous zinc hydroxide produced instead . 
In summary then , the ultimate product of the corrosion of zinc in sulfate solution i 
insoluble basic zinc sulfate . In triflate, chloride and water, the product appears to be zinc 
hydroxide together with some possible carbonate content. The polyhedral crystals which 
are uspected to be a carbonate have yet to be identified. Apart from sulfate it is only in 
acetate i there any sign that the anion may also be incorporated into the corrosion 
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product. The latter was not flat enough to be readily imaged with AFM although 
preliminary observations do encourage further investigation. 
6.3 ZINC TOSYLATE 
The dominant effect of the sulfate ion on the corrosion of the zinc surface in aqueous 
solution led to the investigation of the sulfate analogue, tosylate. Tosylate is the common 
name for 4-toluenesulfonate: CH3(C6H4)S03. Tosylate is abbreviated to 'tos' , a in 
Zn(tos)2. 
Zinc tosylate was prepared by reacting 4-toluenesulfonic acid (Hopkin & Williams, 
>97%) with zinc carbonate (Johnson Matthey) in water. The solution was filtered to 
remove zinc oxide and the zinc tosylate was then cry tallised by evaporating the solvent. 
It was recrystallised from water. The expected composition was Zn(tos)2.6H20 [26] . 
The elemental assay of the zinc tosylate is given in Table 6.5. The composition wa as 
expected for sulfur, carbon and hydrogen, but excess zinc was present. As urning that 
the remaining mass (32. 18%), is attributable to oxygen, it fall s short of the 37.22% 
expected due to the excess zinc. Contamination with zinc oxide would explain the 
measured composition. 
Table 6.5. Elemental analysis of the zinc tosylate 
Element Composition Molar Ratio Composition Molar Ratio 
Found(%) Found* Expected (%) Expected* 
Zn 18 .2 1 0.75 12.68 0 .5 
s 11.92 1 12.43 l 
C 32.50 7.27 32.60 7 
H 5.19 13.84 5.08 13 
* Calculated from the percentage composition using atomic masses, and scaled 
to make sulfur unity. 
6.3.1 Scanning Electron Microscopy 
SEM wa used initially to investigate sample of polished zinc that had been expo ed to 
zinc tosylate solution as per §6. l . The predominant nature of the corrosion in thi 
solution was to form a very fine amorphous surface much like the non- ulfate surf ace 
een earlier, except that the extent of the corm ion wa lower. That is, the to ylate 
solution appeared to form a protective layer on the zinc. However, the surface was al o 
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Figure 6.16. The surface of zinc metal that has been exposed to J0-2 M 
zinc tosylate solution for 6 hours. 
Figure 6.17. An AFM image of the urfa e of zin corroding in J0-2 M 
zinc to ylate olution ( onstant height, lateral s ale in nm). 
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speckled with clusters of very thin, large platelets growing out of the surface as shown in 
Figure 6.16. Many of these crystals were single rather than occurring in clusters. These 
platelets were much larger and less uniform than the BZS ones. The same polyhedral 
crystals as noted on previous samples can be seen in Figure 6.16. Similar crystal were 
seen when sodium rather than zinc tosylate solution was used. 
6.3.2 Atomic Force Microscopy 
After observing the large plate crystals with SEM, it was hoped that some crystallinity 
could be detected with the AFM, if the tip could induce the crystals to grow horizontally. 
The success rate was far lower than with sulfate. As observed in the SEM the zinc , 
surface was only partially covered with obviously crystalline material, and the E scanner 
was necessary to locate these areas. However, where the crystals did occur, they once 
again grew as flat terraced structures as shown in Figure 6.17. On such a surface, the 
AFM resolution is expected to be high, but the use of the E scanner prevented the atomic 
symmetry and repeat distances from being determined accurately in this particular case. 
6.3.3 Preparation of Colloidal Hydroxide using Zinc Amalgam 
The formation of the similarly terraced oxidised surface in zinc tosylate to that seen in 
zinc sulfate suggests that the structure of corrosion product may be similar to BZS. The 
amalgam method of §6.2.1 was used to produce sufficient quantities of the material for 
analysis. Somewhat surprisingly, this material which is shown in Figure 6.18 is almost 
identical in appearance to the BZS shown in Figure 6.6. The only difference is that the 
tosylate samples in general had a wider range of crystal size with many smaller crystals. 
The similarity with the sulfate product from the amalgam method suggested that the 
tosylate product be named basic zinc tosylate or BZT. It is not clear why the solution 
growth contained amorphous material and the amalgam product did not. One difference 
between the two reactions is that the BZT was initially grown in a small vial with only a 
limited amount of air present, whereas the SEM samples were open to the atmosphere. 
The production of BZT in large quantities was not as straightforward as that of BZS . 
The BZT was successfully produced on a small scale, but when production was scaled 
up to about 700 ml of solution, the product was often grey perhaps indicating the 
presence of mercury and the yield was very low. Also the product contained a large 
number of the polyhedral crystals. Since these are assumed to contain carbonate, the 
reaction was then carried out in a nitrogen atmosphere. The yield of BZT remained low. 
The atomic-scale surface symmetry of BZT was readily imaged in air using the AFM , 
unlike BZS which could only be successfully imaged under water. This was because of 
the much lower adhesion in air between the tip and BZT, reflecting the different nature of 
the surface of the two materials. If the BZT surface contains tosylate groups in analogy 
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Figure 6.18. The basic zinc tosylate (BZT) produced from the amalgam 
method. 
Figure 6.19. The u1face of the BZT olloid imaged in air on mica with 
the AFM. (Con tant height, lateral scale in nm). 
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to the BZS surface, this would make the surface more hydrophobic, reducing the 
adhesion between the tip and the surface by preventing capillary condensation between 
the tip and the surface during contact imaging. The van der Waals attraction between the 
tip and the BZT surface would also be reduced because the tip would be further away 
from the hydroxide layer when the longer tosylate ions are present on the surface. 
On a large scale, the AFM images of the BZT colloids were identical to the BZS one 
shown in Figure 6.7. On an atomic scale, however, the surface was not the same, as 
shown in Figure 6.19. In the lower half of this image, the hexagonal nature of the 
surface is apparent. The obvious difference is the superposition of a regular repeat unit 
with two-fold symmetry as seen in the top section of this image. Note that these feature 
are aligned in rows much like rungs of a ladder, and that each ladder is separated from 
the next by a lower region. 
The Fourier transform together with the autocorrelation function of Figure 6.19 are 
shown in Figure 6.20. The autocorrelation bears out the hexagonal nature of the surface 
and very clearly emphasises the alternating rows of high regions (ladder ) and low 
regions. The Fourier transform is quite distinct from that of the BZS surface shown in 
Figure 5.8. The transform shown is a composite of the six hexagonal reflections and a 
pair of reflections corresponding to the two-fold surface features. A schematic is given 
in Figure 6.21. The two-fold reflections occur on a line between two hexagonal 
reflections. When the position of the two different types of reflections is measured, the 
spacing of the two-fold reflections is greater than that of the six-fold reflections. 
However, it must be remembered that to get the real-space distances, the hexagonal 
distances measured must be multiplied by 2/V3 as stated in §5.3 .2 and this brings the 
spacing of these reflections into line with the two-fold ones. In keeping with the ladder 
analogy, this confirms that the distance between the rungs of the ladder is commensurate 
with the underlying hexagonal lattice. 
The spacing of the hexagonal spots was measured as 0.67±0.01 nm, and of the two-fold 
reflections as 0.68±0.01 nm, confirming that the two lattices are commensurate. This 
repeat distance is approximately twice the atomic lattice spacing measured on the BZS 
surface. That is, rather than having a ~7a superstructure, the superstructure has a 
spacing of 2a, where a is the repeat distance of the a-Zn(OH)2 surface. This suggest 
that the BZT structure is also based on the modified a-Zn(OH)2 layer structure but the 
superstructure imparts a long-range two-fold ordering on this surface. However, the 
rungs of the ladders are aligned to give a rectangular unit cell which approximates a 
2x2~3 unit cell which is illustrated schematically in Figure 6.22. The adlayer has been 
depicted above hydroxide positions in the layer rather than zinc atoms on the assumption 
that the tosylate is covalently bonded in the same way as sulfate in BZS. The basic zinc 
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(a) 
(b) 
Figure 6.20. The Fourier transform ( a), and auto orr latio11 fun ·ti n (b) 
of the BZT urface hown in Figure 6.19. 
188 
nitrate [20], and carbonate [23], have rectangular unit cells in the basal plane, but the 
BZT cell is somewhat larger. 
Figure 6.21. A schematic of the Fourier transform given in Figure 
6.20(a). Only the main reflections are shown. The six white spots indicate 
the hexagonal symmetry of the surface, and the black spots correspond to the 
spacing of the rungs of the ladders. In Figure 6.20( a), the latter are the 
brightest reflections. The circles indicate that the reciprocal-space distances 
are different, but the real-space distance to both types of spots is the same. 
2..J3a 
2a 
Figure 6.22. A close-packed lattice together with a 2x2 -Y3 ad/ayer 
represented by the smaller black circles. The enlarged rectangle on the right 
illustrates the relationship between the lattice spacing, a and the unit cell of the 
ad/ayer. 
The spacing would be more accurately obtained with electron diffraction, except that all 
the problems that beset the BZS electron diffraction measurements were exaggerated in 
the case of BZT. That is the crystals clumped together, and also degraded in the path of 
the electron beam. For these reasons no successful electron diffraction pattern have 
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been obtained with this material. Fortunately, the compari on of the electron diffraction 
spacing and that measured with the AFM for BZS was very favourable. 
Assuming that BZT belongs to the BZS family of compounds, it is expected that the 
tosylate group will be present on the surface imaged with the AFM. The planar benzene 
ring necessitates a different ordering to the sulfate. The obvious conclusion to make is 
that it is this planar section of the tosylate anion that is forming the rungs of the ladders 
seen in Figure 6.19. That is, that the individual benzene rings are resolved. The 
approximate size of a benzene ring is 4 A, so the tosylate ions could be accommodated 
within the measured spacing. It must be remembered, however, that the stoichiometry of 
the two compounds must be somewhat different because the tosylate ion is monovalent. 
The structures of the basic zinc chloride [21, 22] and nitrate [20], may provide some 
clues to the BZT structure. 
6.3.4 Thermal Analysis 
TGA and OT A traces in the range 45-1100 °C were recorded for BZT, and are shown in 
Figure 6.23 and 6.24 respectively. As for the BZS, small samples were heated to each of 
the temperatures at which significant mass was lost as observed on the TGA trace. These 
were then studied with SEM and their characteristics are given in Table 6.6. The 
hexagonal platelets persisted until 390 °C with the mass loss at this temperature attributed 
to loss of water. The next significant mass loss resulted in a black amorphous char by 
520 °C. The char confirms the presence of carbon in the sample. This second 
significant mass loss can probably be attributed to loss of small hydrocarbons . Further 
increase in temperature provided little information by way of sample appearance which 
underwent no subsequent changes. A large mass loss was observed on the TGA trace 
above 880 °C which may well include the loss of sulfur trioxide as was seen at this 
temperature in BZS. The measured percentage lo ses will be discussed in relation to the 
elemental composition in following sections. 
Table 6.6. Characteristics of the heated BZT. 
Temperature (°C) colour Mass loss (% )3 appearance (SEM) 
45 slightly grey 0 hexagonal platelets 
390 white 22 .7 hexagonal platelets 
520 black 41.1 amorphous char 
880 black 44 .3 amorphous char 
1100 black 62 .5 amorphous char 
a Mass loss as a percentage of the mass at 45 °C from TGA - Figure 6.23. 
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6.3.5 Elemental Analysis 
Two samples were assayed for zinc, sulfur, carbon, hydrogen and nitrogen content. The 
distinguishing physical difference between the two samples was that one formed a stable 
suspension (A), and the other flocculated (B) in the original solution over the amalgam. 
The results are given in Table 6.7. The average of the two analyses is the relatively 
simple mole ratio 3Zn: 1 S:7C: 15H. There was no nitrogen in either sample. The sulfur 
to carbon ratio is in agreement with the tosylate ion composition. The additional 
hydrogen atoms are expected to be present as hydroxide and/or water, and indeed some 
hydroxide is necessary to balance the charge on the zinc. On the assumption that there 
will be two tosylate ions per formula unit, the basic unit expected would be 
Zn(tos)2 .5Zn(OH)2 . The mole ratio of this compound is 6Zn:2S: 14C:24H: I 60. 
Without the actual percentage of oxygen it is difficult to confirm this hypothesis, although 
on the basis of the hydrogen assay there would be three water molecules in addition to the 
basic unit. This is a reasonable number of interlayer water molecules in comparison with 
the other basic zinc salts. The small molecular weight of hydrogen, however, means that 
the assay for this element can be quite inaccurate. 
Table 6. 7. Elemental analysis of the BZT. 
Composition Found (%) Molar Ratio Found (S=I) 
Element A B A B 
Zn 35.07 33.31 2.81 3.18 
s 6.12 5.12 I I 
C 15 .90 14.63 6.93 7.61 
H 2.81 2.46 14.60 15 .25 
N 0.00 0 .00 0 0 
leftover 40.10 44.48 13.12* 17.38* 
* Assuming that unaccounted mass is oxygen. 
As oxygen is the only other element likely to be present, the probable percentage of 
oxygen can be obtained by subtraction from the measured total as given in Table 6.7. On 
this ba is , it appears that there are about 15 oxygen atoms per formula unit. This would 
give 30 oxygen atoms in the basic unit which is far more than the 19 present in 
Zn(tos)2.5Zn(OH)2.3H2O. It is unlikely that the number of water molecules required to 
make up thi s difference could be accommodated in the interlayer region . A large 
contamination with carbonate would boost the oxygen content, however, the SEM photos 
suggest that none is pre ent as only hexagonal platelets were seen. If the sample wa 
wet, the oxygen content of the BZT would also be overestimated . Alternatively , 
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contamination with a small amount of mercury would alter the mea ured percentage 
dramatically. In the elemental analysis of BZS the unaccounted ma was al o greater 
than the theoretical oxygen content although the discrepancy was lower than found here. 
6.3.6 Powder Diffraction 
The x-ray powder diffraction pattern of the BZT was collected and is shown in Figure 
6.25 together with the peak data in Table 6.8. The preferred orientation of the platelets is 
once more assumed to be the cause of the exaggerated intensity of the first peak. The 
position of the three most intense peaks do not match any structure in the PDF database. 
All the experimental evidence justifies the assumption that the BZT structure is similar to 
that of BZS. On this basis, the first three peaks can be assigned to reflections from the 
interlayer spacing since the d values of the second and trurd are simple fractions of the 
first. The first gives the lamellar spacing as approximately 19.27 A assuming that the a 
and p angles are close to 90° as seems likely from the AFM re ults. If the BZS structure 
is used as a model then the tosylate ions can be expected to extend above and below each 
hydroxide layer. The increased interlayer spacing (8 A greater than that of the BZS) is 
expected because of the larger tosylate ion. Assuming that the crystal system is triclinic, 
the relationsrup between the interlayer spacing and the cell parameters is complex wruch 
prevents assignment of the indices of the remaining peaks [ 11 ]. Initially it would be 
possible to use the equations for the hexagonal system together with the basal plane 
repeat distance from the AFM measurements, or of BZS itself. However, a ingle crystal 
determination is necessary to acrueve much more. 
Table 6.8. Powder diffraction peak data for BZT. 
28 (degrees) 0 Intensity (%) h k I d (A) 
4.583 19.2660 100 0 0 1 
9 .233 9.5702 10.12 0 0 2 
13.923 6.3553 10.79 0 0 3 
18.589 4.7692 2.52 0 0 4 
23.279 3.8179 0.43 0 0 5 
24.700 3.6014 0.48 
26.600 3.3483 0.46 
28.132 3. 1694 0.35 
30.520 2.9266 0.67 
32.564 2.7474 0.66 
32.908 2.7195 0.45 
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Figure 6.25. Powder diffraction pattern of BZT. The vertical intensity 
scale is presented as the percentage of the most intense peak. The peak labels 
are in units of the interplanar spacing d in A. 
6.3.7 Discussion 
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The tosylate containing analogue of BZS appears to be a new compound. On the basis of 
the elemental analysis the likely formula unit is Zn(tos)2.5Zn(OH)2.3H20, though an 
oxygen assay would add strength to this conclusion. The idea that there might be gross 
contamination with basic zinc carbonate can be dismissed on the basis of the powder 
diffraction pattern. The presence of a significant amount of this material would see the 
addition of the basic zinc carbonate diffractogram to Figure 6.25. The PDF [4], lists the 
three most intense reflections of basic zinc carbonate as d=6. 77 ( 100% ), 2. 72 ( 60% ), and 
2.48 (70% ). There is no match to these reflections in Figure 6.25. 
The basal plane symmetry of BZT imaged with the AFM in Figure 6.19 indicated the 
presence of a rectangular unit cell of dimensions 2x2'13 of the a-Zn(OH)2 lattice. 
However, the unit cell of this lattice shown in Figure 6.22 is not compatible with the 
elemental analysis. The 2x2'13 unit cell covers an area of the close-packed hydroxide 
lattice corresponding to 8Zn(OH)2. If there is an octahedral vacancy in the layer with 
zinc ions si tuated above and below it, there would be nine zinc atoms altogether per cell. 
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To maintain the mole ratio would then require more than two tosylate ions in the unit cell. 
Only two are expected if the adlayer correspond to these ions, one above and one below 
each layer, giving a primitive cell on each side of the layer as illustrated in Figure 6.22. 
The AFM data is the only basis for the basal plane unit cell. Unfortunately the clumping 
of the crystals prevented an electron diffraction pattern of the layer from being collected. 
Such a measurement of the in-plane repeat distances would be far more accurate than the 
AFM measurement as seen for BZS in §6.2.6. The ratio ("V3: 1) of the mea ured ide 
lengths of the unit cell, however, should be reliable and there is another slightly smaller 
rectangular unit cell that is also consistent with this ratio. It is the -V3x3 cell shown in 
Figure 6.26(a). This cell encloses 6Zn(OH)2 units of the a-Zn(OH)2 layer. Without 
introducing an octahedral vacancy this satisfies the basic formula unit if a tosylate ion 
replaces a hydroxide on each side of the layer giving Zn(tos)2.5Zn(OH)2. That is, in this 
proposed structure there are no atop zinc ions, just a complete a-Zn(OH)2 layer with two 
substitutions of tosylate for hydroxide. The necessary error in the AFM measurements is 
then the difference between 2a and -V3a, or only 0.8 A, and this difference i beyond the 
resolution of the instrument. 
The water molecules would reside in the interlayer region as in the other basic zinc salts. 
Hydrogen bonding from these molecules and/or van der Waals forces would then hold 
the layers together. The benzene rings of the tosylate ions on either side of the hydroxide 
layer would be aligned and could indeed appear as the rungs of the ladders seen in Figure 
6.19. The tosylate ion on the underneath of the hydroxide layer would be expected to be 
positioned approximately in the centre of the unit cell of the topside layer shown in Figure 
6.26(a). The interlayer spacing of over 19 A obtained from the powder diffraction 
pattern is sufficiently large that the tosylate ions above and below succe sive layers 
would not be required to interact a shown schematically in Figure 6.26(b). 
Apart from the doubt surrounding the oxygen composition of BZT, the tructure 
proposed in Figure 6.26 is consistent with all the other observation . However, thi 
tructure needs confirmation, ideally with a ingle crystal structure determination. So far 
the shortage of sufficiently large crystals has precluded this. In the meantime, a number 
of other techniques are being pur ued. It i hoped that the difficulties encountered with 
electron diffraction will be overcome and then at least the basal plane symmetry can be 
confirmed. Infrared spectroscopy is being investigated a a means of fingerprinting the 
different hydroxide stretches corresponding to both the hydroxide layer and al o the 
interlayer water molecules. The sulfur-oxygen bond into the layer can al o be 
characterised with infrared pectro copy and solid-state NMR of the 67Zn nucleus. 
X-ray photoelectron spectre copy (XPS) inve tigation have al o begun in order to 
determine the composition of the BZT including oxidation states. It i hoped that thi can 
be used to ascertain whether there are any atop zinc ion in BZT. 
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Figure 6.26. Proposed structure for BZT. ( a) view down onto the basal 
plane showing the a -Zn(OH)2 layer with the black spots indicating the 
tosylate ions in a Y3x3 rectangular unit cell. The other tosylate ion sits 
beneath the layer. (b) Side view of the interlayer region which also contains 
free water molecules. 
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The formula unit Zn(tos)2.5Zn(OH)2.3H2O, can now be used in an attempt to interpret 
the thermal analysis data. The molecular weight of thjs unit is 958 .8. Following the 
degradation of BZS with temperature (Figure 6.15), the first proces is expected to be 
dehydration. The loss of the three interlayer water molecule only corresponds to 5.6% 
and therefore does not account for all of the first decrease seen on the TGA curve (Figure 
6.23). Note that in the OT A (Figure 6.24) this transformation actually consi ts of two 
separate processes and dehydration would be the first of these. Dehydroxylation would 
be expected to be next whlch could involve the loss of up to five more water molecules 
(9.4%) leaving Zn(tos)2.5ZnO. The combination of these transitions (15%) i still not 
enough to account for the measured 22% mass lost by 200 °C based on the suggested 
formula unit. The larger mass losses are consistent with the presence of more oxygen as 
suggested by the elemental analysis . Dehydration and dehydroxylation are the only 
processes that could have reasonably occurred since SEM confirmed the presence of 
white hexagonal platelets even at 390 °C which marks the start of the next 
transformation . Thjs transformation involved the loss of nearly another 20% and resulted 
in an amorphous char. The disintegration of the tosylate units with loss of hydrocarbon 
material is the most likely cause. The high temperature transformation probably 
corresp_onds to the loss of sulfur trioxide in analogy to the final tep in the BZS 
degradation, and indeed SO3 accounts for 16.7% of the original mass . The total mas 
lost by 1100 °C on Figure 6.23 was 62.5% which approximates to being left with only 
the zinc ( 41 % ), however, the end product was certainly not metallic zinc. Thls analysis 
is evidently not as good a match as was able to be made for BZS. Confirmation of the 
exact composition including an oxygen assay is necessary to accurately quantify the 
thermal analysi measurements. Also as seen in Table 6. 7 there was some variation 
between different samples of the BZT. Further analysi of the heated sample would aid 
thls investigation . 
Following the successful isolation of BZT using the amalgam method, it would be u eful 
to return to the AFM observation of the corrosion of zinc metal in tosylate solution . 
Using the A scanner it should be possible to resolve atomic-level structure on the 
oxidised zinc surface which presumably would show the same symmetry as the i olated 
BZT. 
6.4 DISCUSSION AND FUTURE WORK 
The investigation of the basic zinc compounds as corrosion products of the zinc surface 
in solution has been a comprehensive tudy involving the u e of many complementary 
technique to determine the compo ition of the corrosion crystallite . Fortunately the 
morphology of these materials permitted them to be analy ed initially with AFM. The 
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subsequent use of other techniques confirmed the AFM observations thus giving validity 
to this instrument as a tool for the investigation of atomic structure. 
Once identified as BZS, the surface of zinc oxidised in sulfate solution became the model 
on which further investigations of this family of compounds were based. The existence 
of the BZS literature was invaluable in this regard. Although the BZT structure could not 
be unambiguously assigned, the basic features of the structure have been identified. 
Preliminary observations of the corrosion of zinc in methylsulfonate solution suggest that 
this anion forms an analogous lamellar basic zinc salt since hexagonal platelet crystals 
were formed. Similarly, a solution of the much larger camphor sulfonate produced thin, 
flat ribbon-like crystals on the surface of zinc metal. There are many other sulfonates that 
would be worth investigating in order to determine the variation of the interlayer spacing 
and change in basal layer symmetry with the solution ion. 
The difficulty of incorporating the triflate ion into the hydroxide may be blamed on the 
extreme electro-inducing effect of the trifluoro group which gives the triflate ion very low 
nucleophilicity [27] . The resultant highly acidic S03 group makes a covalent bond to the 
zinc hydroxide layer through the sulfur-oxygen linkage unlikely. 
Another class of sulfate containing ions is found amongst the anionic surfactants . 
Sodium dodecylsulfate (SDS = C12H25S03Na) is a common surfactant. Sodium n-
dodecylbenzenesulfonate (C12H2s (C6H4)S03Na) is a surfactant that is used as a 
corrosion inhibitor for engines. The inhibiting action of thi compound lies in the 
formation of a protective coating on the engine metal. This coating may be analogous to 
the basic salts under investigation here . In fact , in solutions of both these surfactants the 
amount of corrosion of a polished zinc surface was smaller than for the same surface in 
the sulfate or the other non-sulfate electrolytes. This is a rather crude observation of the 
inhibiting effect that these ions have on the corroding zinc surface. The inhibiting effect 
of tosylate was intermediate between that of sulfate and the long chain sulfonates , and 
to ylate may therefore serve as a good model to characterise the corrosion of other 
metallic surfaces. 
Further work is in progress on the inhibiting effect of sulfonates for the protection of 
metallic surfaces. The inherently electrochemical nature of the corrosion mean that 
modem electrochemical techniques such as AC impedance [28], can provide valuable 
in ight into the kinetic of the process. The combination of the techniques used in this 
study will complement the electrochemical methods being u ed to understand the action 
of the current commercial corrosion inhibitors and may to lead to the de ign of improved 
inrubiting agents. 
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Although this study concentrated on the oxidation of the surface of zinc in aqueous 
solution, zinc is obviously not the only metal of concern when it come to corrosion. 
Corrosion of iron is the most obvious problem. There has been one tudy of the 
corrosion of iron in alkaline solution using AFM [29]. The product of the corrosion in 
this case was the iron hydroxide FeOOH which was transformed into magnetite (Fe30 4) 
in the long term. The iron hydroxide surface was rough and the images were littered with 
artefacts. SEM investigations of the same system revealed the true nature of the 
hydroxide surface [30, 31 ]. The corrosion crystallites were hexagonal platelets which 
grew out of the surface much like the BZS crystals shown in Figure 6.1 . Some of these 
crystals were less than IO nm thick. The AFM images indicate that the tip did not induce 
these crystals to grow flat as occurred on the zinc surface. 
There is another class of compounds that warrants investigation, that of the layered 
double hydroxides [32]. The general formula of the e lamellar structure is 
[M1-xMIIIx(OH)2];+xn-l;/n·zH20 where Mis a divalent metal cation, Mill a trivalent metal 
cation and X is the interlayer anion. The water molecules also reside in the interlayer 
region . Zinc forms these structures with both chromium and aluminium as the trivalent 
ion. The interlayer inorganic anion is not covalently bonded to the hydroxide layer as 
occurs in BZS. These compounds are analogous to the clay minerals which readily 
exchange their interlayer cations, except that in the case of the double hydroxides, it is the 
anions that are exchanged. Both short and long chain organic anions can readily be 
exchanged with the inorganic ions . For both the Zn-Cr and Zn-Al compounds the 
benzenesulfonate, tosylate and various larger arenesulfonate derivative have been 
successfully inserted between the layers. The tosylate compounds had interlayer 
spacings of 17.5 and 17.0 A respectively. This i valuable evidence in support of the 
interlayer spacing measured in BZT. Even the dodecylbenzenesulfonate ion was 
successfully inserted to give interlayer spacings of 30 A. This is encouraging for the 
synthesis of the corre ponding basic zinc salt. 
6.5 CONCLUSION 
This study successfully combined many different techniques with the goal of identifying 
the intriguing terraced surf ace that was observed with AFM on zinc metal in the presence 
of aqueous sulfate solution. The ultimate identification of the corrosion product as ba ic 
zinc sulfate was made possible through the isolation of the material using zinc amalgam. 
The characterisation of the ba ic zinc sulfate using electron micro copy ( canning and 
diffraction) , x-ray powder diffraction and thermal analysis agreed with the published 
literature on the compound. It also provided the ba is for the synthe is and inve tigation 
of the analogous basic zinc tosylate . This investigation i incomplete, with the proposed 
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structure awaiting confirmation. There are many other compounds of this family that can 
now be characterised in a similar fashion . 
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Conclusion to Part II 
What began as an AFM study of the electrochemical deposition of metals has turned full 
circle. The smooth surf ace requirements of the AFM dictated the current regime of the 
deposition. For the deposition of zinc at the low currents used, the deposited metal wa 
completely oxidised. In all the solutions investigated, the product of the oxidation was a 
form of zinc hydroxide. In most cases, this hydroxide was amorphous, but for sulfate 
and tosylate the corrosion product was crystalline and incorporated the anion . In sulfate, 
the corrosion product was identified as basic zinc sulfate. It could be isolated from the 
zinc surface, permitting standard analytical methods to be used in its characterisation. 
The knowledge gained from the sulfate system formed the basis of the investigation of 
the analogous basic zinc tosylate. This material has not previously been identified . 
Although very similar to the sulfate compound, the basic zinc tosylate could not be 
unambiguously characterised without a single crystal structure determination . A suitable 
crystal has not been grown to date. 
The suitability of the ulfate and tosylate surface for AFM investigation wa countered by 
the difficulty of imaging the rough amorphous surface of zinc oxidised in other solutions. 
Similar difficulties were encountered with the rough surfaces of electrochemically 
deposited cadmium and copper. 
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Perspective 
The remaining task is to place the work presented in this thesis in the broader context of 
scientific endeavour with an outlook to future research directions. 
The SFA is a convenient tool for characterising fundamental processes governed by 
surface forces. The capillary condensation study is a well-defined drop in the sea of 
systems that are currently or have previously been investigated with the SF A. The SF A 
is the only technique that permits the close inspection of this process, which i otherwise 
difficult to quantify. Capillary condensation occurs in a wide range of situation where 
surfaces are present in a condensable vapour. A knowledge of the critical nature of the 
condensation is relevant to the understanding of many practical systems where the 
presence of trace quantities of vapour can radically alter system behaviour. The 
analogous phase-separation of binary liquid mixtures is similarly important. The list of 
applications is long and includes the adhesion of surfaces and particles under ambient 
conditions which is often dominated by capillary condensation. Also the flow of 
powders in applications such as photocopiers, food processing and crop dusting. 
Likewise lubrication and friction between surfaces can be affected by capillary 
condensation. Finally, the recovery of oil from porous reservoirs may be enhanced 
through the elimination of pockets of phase-separated water. 
Corrosion events have considerable technological importance, yet they are intrin ically 
difficult to study because of the large number of species involved and the frequently 
inhomogeneous nature of the surface involved. The events are usually rapid and involve 
large scale changes in surface structure which make real-time observation difficult at the 
atomic scale. For these reasons, scanning probe microscopy generally does not have the 
capability to monitor corrosive processes, but the surface of zinc in sulfate-like media is 
an example of a system that is ideally studied for AFM. The AFM observation were all 
corroborated with those from other techniques giving credit to this relatively new 
instrument. 
These initial investigations of the effect of the sulfate and tosylate ions on the surface 
oxidation of zinc metal are contributing to an ongoing investigation of ulfonate-based 
corrosion inhibitors for metal surfaces. The ob ervations from these simpler systems are 
being used in combination with electrochemical techniques uch a AC impedance for the 
initial characterisation of zinc corro ion. Inve tigation of the more complex corrosion of 
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iron and aluminium will follow. The effect of other compounds from the sulfonate 
family will also be monitored. It is hoped that this research will permit the action of 
current commercial inhibitors to be understood and lead to the development of improved 
corrosion inhibitors. The scope of use of the inhibitors would then range from the 
protection of freshly exposed metallic surfaces to the treatment of historical objects with a 
view to preservation for future generations. 
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Appendix 
Scale Drawings of the AFM 
Electrochemical Cell 
The following pages contain the scale drawings of the AFM electrochemical cell 
described in Chapter 4 . The drawings were made by Anthony Hyde and are reproduced 
with permission. 
This page shows the kinematic inserts that were incorporated to reduce wear on the cell 
body. Page 208 shows the cell body (cantilever section) in detail. Page 209 shows the 
location of the fluid and counter electrode ports together with the cantilever clamp. Page 
210 contains the details of the cell base (substrate section) containing the working and 
reference electrodes. 
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Errata 
Listed according to page number. Line numbers refer to lines of text only (i.e. thi 
excludes titles and figure captions). Negative line numbers are counted from the 
bottom of the page. 
p.(xii) : 
p.1, line 2: 
p.11, line -6: 
p.16, line 5: 
p.17,line2: 
p.17, line -2: 
HOPG is the abbreviation for Highly Oriented Pyrolytic Graphite, not 
Highly Ordered Pyrolytic Graphite. 
Read 'led ' rather than ' lead '. 
Read ' thereby' rather than 'whereby '. 
Read 'so-called ' rather than 'so called'. 
The statement that van der Waals forces "act over a longer range than 
all of the other surface forces except the hydrophobic force", is not 
true although in many systems the van der Waals force does have the 
greatest magnitude at large separations. A counter-example is the case 
of dilute aqueous electrolyte where the electrostatic double layer 
repulsion often dominates the long range interaction, while the van der 
Waals force dominates at short separation. (see for example Figures 
12.10, 12.11 and more generally 12.12 of reference 23 of Chapter 1 of 
this thesis). Also, the range of surface force that can be studied 
depends on the sensitivity of the measuring technique but in theory it 
is infinite. 
To consider that the total van der Waals force is made up of only 
Dispersion, Induction and Orientation forces is a simplification 
because the discussion of these three sub-classes generally 
concentrates on dipole interactions , ignoring the interactions between 
higher order multipoles. The contribution of multipole interactions to 
the total van der Waals interaction is small, but significant in some 
systems. Dispersion forces dominate except for the case of strongly 
polar molecules. (Refer to reference 12 of Chapter 1) 
p.18, line 2: The distance dependence stated refers to the energy of interaction 
rather than the force, which has the form d·1 • Similarly on line 8 the 
distance dependence also refers to energy rather than force of 
interaction. 
p.18, line 15: Read ' led' rather than ' lead '. 
p.19, line-2: Read 'thereby' rather than 'whereby '. 
p.21, line 11: Reference should also be made to another theoretical study of 
oscillatory forces which follows reference 105: 
Mitchell, D.J., Ninham, B.W. and Pailthorpe, B.A., J. Chem. Soc. 
Faraday Trans. JI 74 1116 (1978). 
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p.25: For the case of capillary condensation, it has been assumed that the 
contact angle of the liquid on the solid is zero when the Kelvin 
equation (1.10) is presented. This is indeed the case in the 
experiments reported in Chapter 2. If the contact angle is nonzero a 
factor of cos0 must be explicitly included on the numerator of the 
RHS of the equation. The effect of this is to increase the vapour 
pressure required for capillary condensation to occur at the same 
radius of curvature of the liquid-vapour interface. Alternatively, the 
contact angle can be considered to be contained in the calculation of 
the mean radius of the interface. 
p.41, line 12: Read 'weakly' rather than 'strongly' since Equation 1.8 gives de 
proportional to k 113 
p.73, line 5: 
p.79-80: 
(§3.2.2) 
p.115, line 12: 
p.115, Line 15: 
p.128, line 3: 
p.142, line 4: 
p.159, line -3: 
HOPG is the abbreviation for Highly Oriented Pyrolytic Graphite, not 
Highly Ordered Pyrolytic Graphite. 
Some clarifying remarks on the description of three electrode systems: 
A three electrode system is beneficial even when the 
cell/solution resistance is not high because by preventing current from 
flowing through the RE, this electrode (which is often expensive) is 
not degraded. 
There is always an uncompensated resistance because the RE 
cannot avoid lying in the path of the current Lines linking the CE and 
WE. 
A potentiostat cannot control the potential difference across the 
elect ode/solution interface, only that between two electrodes. 
The CE is normally made from an electro-inert material such as 
W or Pt with a substantially larger area (xl0-x50) than that of the WE 
so that as the current sink it offers lower resistance to electrolysis. It 
is desirable to position the CE symmetrically with respect to the WE 
to optimise the current path and potential gradients. Isolation of the 
CE from the working cell compartment is only necessary in bulk 
electrolysis where the reaction at the CE may contaminate the reaction 
of interest. 
Read 'not chemically reversible' rather than 'not a reversible charge 
transfer process'. 
The apparent step in the oxidation cycle at about OV has two 
conceivable explanations. One is that it is simply the capacitative 
background envelope of the return scan, the other is that it is actually a 
Faradaic component due to corrosion of zinc through the overlying 
oxidation product. The information presented is insufficient to 
distinguish between these two possibilities. 
Read 'led' rather than 'lead'. 
Read 'be' rather than 'by'. 
Figure 6.3 (p .157) opposes tht; view that the chloride, acetate and 
triflate ions are merely spectator ions, since there are differences in the 
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surface hydroxides formed in each solution. Indeed on p.182 (last 
line) it is suggested that acetate does influence the growth of the 
corrosion product. However, for triflate the growth was basically 
similar to that observed in water (p.155) sugges ting that it i indeed 
just a spectator ion. There was substantial variation in the appearance 
of the corroded surface in these non-sulfate electrolytes which 
prompted the view that their involvement is somewhat less than occurs 
in sulfate which produced a uniform covering of crystalline basic zinc 
sulfate in all cases. 
p.169: Table 6.2 (and also Tables 6.5 and 6.7) present elemental analysis 
data. The accuracy of this data is in the range 0.02-0.04%, not 0.01 % 
as suggested by the number of significant figures presented. 
p.178: The TGA data presented in Table 6.4 contains an anomaly at 60°C 
which it may be thought indicates a lower water composition than the 
specified pentahydrate. However, the material must be the 
pentahydrate because the higher temperature mass losses match 
closely the calculated values for this material. Those of the 
tetrahydrate are intermediate between these and the trihydrate values 
in the final column of the table. There is no doubt that the isolated 
material is the pentahydrate on the basis of the powder diffrac tion 
data, in particular the measured interlayer spacing (refer to the 
discussion on p.175). 
p.179, §6.2.7: XPS analysis of the surface of the corroded zinc samples and of the 
amalgam product (basic zinc sulfate) would have further strengthened 
the conclusion that basic zinc sulfate is produced on the surface of 
zinc corroded in sulfate solution. XPS would have provided a 
fingerprint of the surface composition of the two sample types. 
p.182,line6: Read ' from ' rather than 'form '. 
p.183, line 5: The formula for tosylate should carry a negative charge. 
p.198, line -2: Delete the first occurrence of the word ' to '. 
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