Abstract-Recently, there has been a significant increase in the use of proximal or remote hyperspectral imaging systems to study plant properties, types, and conditions. Numerous financial and environmental benefits of using such systems have been the driving force behind this growth. This paper is concerned with the analysis of hyperspectral data for detecting plant diseases and stress conditions and classifying crop types by means of advanced machine learning techniques. Main contribution of the work lies in the use of an innovative classification framework for the analysis, in which adaptive feature selection, novelty detection, and ensemble learning are integrated. Three hyperspectral datasets and a nonimaging hyperspectral dataset were used in the evaluation of the proposed framework. Experimental results show significant improvements achieved by the proposed method compared to the use of empirical spectral indices and existing classification methods.
I. INTRODUCTION
T HE discovery of imaging spectrometry has triggered a great deal of scientific effort, focusing on the use of spectral information [1] in addition to spatial data. Hyperspectral imaging (HSI), a branch of multivariate imaging [2] , employs spectroscopy and remote imaging technologies to capture the optical properties of the target with multiple spectral representations [3] . Interest in this emerging area has increased in research institutions and industries, due to the advantages gained from sensing a large number of narrow spectral bands and a wider range of the electromagnetic spectrum. Moreover, HSI has been exploited in increasing number of applications from remote and proximal sensing [4] - [7] , chemical processes [8] , medical imaging [9] , and industrial processes [10] to agricultural and environmental monitoring [6] , [7] , [11] . It is worth noting that hyperspectral images can be acquired using four different configurations [2] , [12] : single shot, area, line, and point scanning.
Activities in HSI have increased recently due to numerous environmental and financial advantages it can bring [6] , [7] , [13] . For examples, proximal HSI systems (i.e., ground-based) have been used in agriculture to study plant properties and conditions for the purpose of monitoring plant health, detecting diseases, preventing from spreading, and precision control of a herbicide process (i.e., spraying weed species only, hence leading to reduction of herbicide amount, weed species' resistance to herbicide, and pollution effect of herbicide to the environment).
Remote HSI systems in unmanned vehicles and satellites have been utilized in several applications such as urban planning, disaster management, and change detection because such systems can observe large areas as well as can access harsh environment compared to proximal HSI systems [14] , [15] . Recently, researchers have shown an increased interest in developing efficient and effective analysis tools for hyperspectral images or data, since a large amount of HSI data is being generated and it is difficult, if not impossible, to analyze the information directly from the pixel values [16] , [17] . Increasingly machine learning techniques are applied due to the scale and complexity of the problems. It is true to say that the more data collected, the greater the regions of interest it may cover; however, not all collected data and/or variables necessarily contain useful information relating to the problem being examined. A number of methods have been developed for dimensionality reduction and are applicable for hyperspectral data [18] - [20] . One of them involves extracting the most differentiable information to the problem from the data. In this regard, the most significant information is statistically selected after transforming the original data into another feature space, hence reducing the dimensionality. Principle component analysis (PCA) and Fisher's discriminant analysis are classic examples. The dimensionality problem can also be alleviated by using feature selection [21] , [22] ; a process of selecting a relevant subset of features (e.g., wavelengths in HSI data) and removing irrelevant and/or redundant ones based on certain evaluation criteria.
According to the previous studies [23] - [25] , feature selection can improve the performance of classification, compared with using the entire feature space, in addition to reducing computational costs. However, classification performance and required number of features vary among individual algorithms to select and discard redundant or irrelevant features. This means that there is no single, standard method to define the best algorithm for a specific set. The lack of robustness in this regard can be solved by combining several feature selection algorithms. The process of combining several learning systems in machine learning is called ensemble learning [26] - [28] . The combination can be performed either in weighted or nonweighted sense, in order to obtain more robust classification performances compared to using single learning systems.
In recent years, there has also been growing interest in fusing several properties (e.g., texture and spectral information) of single data source (termed feature fusion) or certain properties of multidata sources (SAR and optical sensors) under centralized decision (termed decision fusion) to improve classification accuracy [29] - [31] . Feature fusion schemes retain the best features to improve the classification accuracy locally, while decision fusion schemes integrate local classifiers to improve the overall performance. Several studies have been published in this regard [29] - [31] . In [29] , the dimensions of five different classes were reduced and then used to generate the final decision through majority voting and a neural network. Feature ranking and selection were used in [30] to identify the optimal subset of features of each classifier and then the final decision of all classifiers was combined using a sum rule. The study [31] proposed an adaptive differential evolution decision to combine different features extracted from hyperspectral and LiDAR datasets.
A large and growing body of literature has investigated different approaches for classifying remotely sensed imagery, including supervised (label information available), unsupervised (no label information available), and semisupervised classification approaches [32] . In the supervised approach, a support vector machine (SVM) is widely used due to its good generalization ability. However, the SVM is developed primarily for binary cases, while the remotely sensed data often involve multiple classes. Methods to handle multiple classes have been proposed in the literature by using multiple SVMs to overcome this issue, in either parallel format (one against all or one against another) or hierarchical tree based (e.g., balanced branches and one against all) [33] . The unsupervised approach relies on clustering training samples to obtain classification map. Typical methods include K-means, neural networks, fuzzy C-means [32] , and swarm-based fuzzy C-means [34] . Attention on the semisupervised approach has increased due to wide availability of unlabeled data in addition to limited labeled training samples [35] . The use of unlabeled samples can help achieve more accurate modeling of class distributions and thus improving the classification performance [36] .
Novelty detection (ND) [37] - [41] , also termed one-class classifier, is a machine learning approach to detect abnormality where only normal samples are available and used to construct the classifier or prediction model. The main goal of ND is to recognize how a test sample is deviated from the training ones, that is, how abnormal is the test sample compared to the normal training samples. ND has been used in monitoring high integrity systems such as jet engines, whereas distributions of abnormal classes are difficult if not impossible to obtain [41] .
This work focuses on analyzing and classifying hyperspectral datasets, captured by several sensors (proximal sensing and remote sensing HSI systems, and nonimaging spectroradiometer) with a proposed framework, and comparing the results with that of using existing empirical indices and other classification methods. Advanced machine learning techniques such as feature selection, ND, and ensemble learning are employed in this framework to demonstrate how combining machine learning techniques can be used for classifying hyperspectral data. Main contribution lies in combining a feature-ensemble method proposed in our previous work [17] and an ND method based on the SVM. An ND by SVM (ND-SVM) (calibrated form of the one-class SVM) classifier is used to construct the prediction model instead of conventional multiclass classifiers in order to avoid the limitation of the latter in unbalanced data cases, since here the applications are to differentiate control and diseased or stressed plants. The advantages have been verified with markedly improved discrimination achieved.
The remainder of the paper is organized as follows. Background and related work are reviewed in Section II. Section III describes the machine learning techniques relevant to this work. Section IV presents the imaging and nonimaging systems used, datasets, and the proposed classification framework. The experimental results and discussions are given in Sections V and VI, respectively, followed by the concluding remarks in Section VII.
II. BACKGROUND AND RELATED WORK
Remote sensing can be defined as "the art of science of telling something about an object without touching it" [42] or "the observation of a target by a device separated from it by some distance" [11] . It can be classified as passive or active based on the sensor; the former gathers the radiation that is incident on the sensor used (i.e., no radiation is transmitted), while the latter gathers the reflected radiation to the sensor after transmitting it to the targeted object [4] , [5] . Airborne visible-infrared imaging spectrometer (AVIRIS) [43] is an example of the passive sensor, while TerraSAR-X SAR [44] is an example of the active sensor. Typically, aircrafts or satellites are used to gather remotely sensed data and advantages include, amongst others, covering large areas in single imaging and the applicability over a wide range of applications such as change detection [15] , environmental monitoring [45] , and crop classification [46] , [47] .
On the other hand, proximal sensing involves collecting information of the object of interest in a nondestructive manner at close range [48] . Advantages include capturing detailed information especially in terms of spatial resolution and generating replicas of the captured data in a short time and at a low cost. In the last two decades, a great number of studies have been conducted using such systems to study plant properties and conditions. Several spectral indices have been proposed in this regard. The primary formulations are the simple ratio (SR) between reference and index reflectance and the normalized difference (N orm D iff ) between them [49] :
where R ref and R index represent the reference and index reflectances at a specific wavelength, respectively. There are a few indices that are adapted from these primary forms, such as soil-adjusted vegetation index for studying certain properties [50] .
Such existing indices have been used in many applications such as detection of plant stress [49] , [51] , [52] , weed management [6] , [7] , [13] , and diseases identification and detection [53] . Studies of plant stress detection were carried out by Gitelson and Merzlyak [51] , and Sims and Gamon [49] . In the first study, a positive correlation in the visible spectrum was found between leaf pigment contents and seasonal stress levels; according to this study, the pigment concentration levels of stressed Chestnut and Maple leaves in seasonal conditions only reached 40-50% of that under the relaxed condition. This means that the variation in the spectral profiles, due to pigment variation, can be used to detect and identify the stressed leaves. The second study focused more on green pigment levels (i.e., chlorophyll) as they provide insight into leaf condition. It has been reported that leaf area and structure play an important role in estimating green pigment. Several indices were developed in the past to measure different leaf pigments. However, no clear evidence was found for any relationship between a leaf pigment and its structure, since most of these indices were tested for a limited number of species (one or few). The corrected indices that were used in the second study showed better estimation of green pigment over a wide range of leaves, thus detecting stress with no extensive calibration. In addition, indices were introduced to detect water stress level such as water index (WI) [54] and normalized difference WI (NDWI) [55] .
Previous studies on weed management have revealed the importance of using proximal hyperspectral sensors in agricultural applications [6] , [7] , [13] . Reduction in the workforce needed and the amount of herbicide used and improvement in the production process are notable advantages of weed management. Many studies have utilized spectral indices to differentiate between weeds and other crops. For instance, the normalized difference vegetation index (NDVI) was used along with the hue of the entire spectrum, the difference between near infrared (NIR) and red spectra, and the difference among NIR, red, and hue, to produce an automatic proximal weed identification system. This system identifies weed locations in order to control the herbicide-spraying process.
In terms of disease identification and detection, several indices have been proposed and used. On the one hand, a combination of several spectral indices could be used not only to differentiate between healthy and unhealthy leaves, but also to determine disease severity level [56] , [57] . Usually, a difference in spectral profiles between infected and healthy leaves can be detected over different regions and the difference in spectral index values can lead to identifying healthy from unhealthy leaves. On the other hand, specific disease indices could also be used to differentiate the health condition of the leaves. This is exemplified in a study undertaken by Mahlein et al. [53] , where four different indices were proposed [i.e., healthy index (HI), sugar beet rust index, Cercospora leaf spot index, and powdery mildew index] to differentiate between healthy and unhealthy sugar leaves. It should be mentioned that a combination of single wavelength and the normalized difference of two wavelengths was considered in this study. Moreover, a distance criterion based feature selection algorithm (Relief-F) was used to find the best combination for discrimination.
In addition to these indices, machine learning has been also employed. For instance, an advanced machine learning was employed for disease detection and identification [56] . A multiclass SVM (LIBSVM) with radial basis function (RBF) kernel was used to construct a classification model that can detect and identify healthy sugar leaves, Cercospora leaf spot, powdery mildew, and sugar beet rust. It should be noted that several spectral vegetation indices (with different physiological parameters) were calculated and used as features instead of the spectral responses. Moreover, a parallel method (one against all strategy) was used to extend the binary SVM to a multiclass SVM. The overall classification accuracy suffered due to difficulties in class separability. AlSuwaidi et al. [16] used feature selection and multiclass SVM with RBF kernel for plant speciation. Feature selection reduced the feature space into optimal subset of features and helped the multiclass SVM to improve the classification accuracy, compared to the use of all wavelengths as well as spectral vegetation indices.
It Another example is the use of NDWI to detect water stress from space [55] , using both visible and NIR regions. Although NDWI is less sensitive to atmospheric scattering compared to NDVI, it is not a substitute (i.e., complement) to the latter index. Moreover, a previous study was conducted using water indices to estimate the hazards of wildfire from remotely sensed data [58] . The authors suggested that using such technique with accurate estimation would help reduce hazardous effects on economy, environment, and social life. In addition, earth observation-1 (EO-1) Hyperion imagery was used to detect orange rust over Mackay, Qld., Australia [57] . Several narrow-band indices, existing and newly proposed by the authors, were tested in this study in order to select the optimal ones with high separability between the infected and noninfected orange rust areas.
III. MACHINE LEARNING TECHNIQUES
This section outlines machine learning techniques relevant to this work. It is divided into three sections: starting with a description of a feature selection process, followed by an overview of ensemble learning, and an introduction of classifiers (i.e., conventional and one-class SVMs).
A. Feature Selection
The need for efficient and effective analysis methods has been elevated along the advances in the HSI system as large amount of data is being generated and it is difficult to analyze the information directly from pixel values. This problem can be addressed by using feature extraction or selection techniques. Feature selection can be defined as a process of selecting only a subset or relevant features by removing irrelevant and redundant ones [21] , [22] . It aims to identify a minimal subset of available fea-tures that give improved or similar (if not better) performance as using the full set of features based on certain evaluation criteria. A large and growing body of literature has investigated the process of selecting relevant information. As a result, several algorithms have been introduced [23] - [25] . There are numerous studies [21] , [22] , [59] , [60] that suggest how relevant features x i can be selected from a feature space x = {x 1 , . . . , x n } for a specific dataset X. For example, the kth feature (x k ) can be considered as relevant if it can be used to distinguish between two specified different classes Y = {y 1 , y 2 } in the dataset. The main advantages of using only the relevant subset of all features include reduction in processing time as well as improving prediction or classification performance [21] .
There are a large number of published studies describing feature selection algorithms; however, all of these studies have the same principle in the process, which can be described in four steps: search organization, subset evaluation, stopping criteria, and result validation [21] , [22] , [60] . The first step determines whence the search is initiated (e.g., growing an empty subset or shrinking a full one) in the feature space, as well as how the feature space is explored (e.g., complete, random, or heuristic) to generate different subsets. The second step involves using dependent and independent criteria to evaluate the goodness of the generated subsets, in order to estimate the optimal subset. In the latter criteria, data characteristics such as distance, information, or consistency are used for the evaluation, while error probability or accuracy is used in the former. The third step determines when the process should be halted, by reaching a certain threshold, or when growing or shrinking a feature subset will not further improve the prediction performance, or in completing the search procedure. The last step is usually used to improve the total process of selection if possible, i.e., checking whether the selected subset, or the evaluation criterion, or the stopping criterion is optimal.
Feature selection can be generally categorized, based on evaluation criteria, into filter, wrapper, and embedded models [21] , [22] , [59] - [62] . All these models tend to maximize their evaluation criteria J(.) in order to define a significant subset of features S o :
where S j represents the jth subset of m total subsets S generated in the feature selection process.
In the filter models, the evaluation criterion is solely dependent on data characteristics, that is, rank features based on their content and then select the best among them without using any mining or classification algorithms. Evaluation criteria in the filter model can be listed as distance, information, dependence, and consistency. Furthermore, the output of this model is given as either weighted features or an optimal feature subset. Wrapper models evaluate the goodness of features using mining or classification algorithms to determine the optimal features subset. The selected features (iteratively) are tailored for a specific mining algorithm; this means that the selected features may not perform well with other mining algorithms. Embedded models combine the both to take the advantages of the filter and wrapper models. They can avoid predefined stopping criteria and can 
handle a large amount of data. Moreover, embedded models use data characteristics to generate several feature subsets with high potential and utilize mining algorithms to select the most superior subsets. Filter models can produce acceptable results in less time, compared to the other models. Pearson's correlation [59] , information gain [21] , [22] , correlation feature selection (CFS) [25] , relief and its extension [23] , [24] , and sequential forward generation [59] are examples of feature selection algorithms. The pseudocode of a generalized feature selection process is presented in Table I .
It is now well established from previous studies (e.g., [16] , [25] ) that feature selection has positive effects on classification or prediction performance as well as processing time. However, most of these studies consider single data source/properties problem only. In a multisource/property problem, a proper fusion method is needed in order to combine extracted features from each data source since the collected data from these sources may differ in terms of spectral, texture, temporal, and so on [63] . Feature concatenation is the simplest method to combine these extracted features but the performance is not guaranteed (i.e., it may worsen the performance since it does not consider the structure differences of the feature space) [64] . Several methods exist for fusing features of multiple data sources or properties. For example, a feature fusion based marginalized kernel (i.e., softmax regression based) has been proposed to combine different properties of QuickBird imagery [65] . Spectral, texture, and local-self similarity descriptors from each object are used to encode feature vector (as bag-of-visual words) and then estimate object-to-class and class-to-class similarities for feature fusion purpose. Generalized graph-based fusion technique is another paradigm of a feature fusion scheme [64] . A kernel PCA (KPCA) was used in this study to normalize the morphological features extracted from HSI images, spatial and elevation (LiDAR) information individually, thus reducing their dimensions and noise levels for final fusion. Another example of feature fusion is presented in [63] , where decision tree was used to fuse the outputs of the extracted medium-resolution SAR and optical subpixel features in order to map forest/land coverage and to detect deforestation or forest degradation.
B. Ensemble Learning
Ensemble learning has been studied for more than 20 years, with the primary goal of improving the prediction performance [26] - [28] , [66] . It can be defined as a process of combining various learning algorithms, either weighted or unweighted, to enhance the prediction performance over single learning systems. The main advantage of such an approach is that the risk of selecting a weak or least performing learner is minimized. The diversity of the learning algorithms that generate uncorrelated error patterns needs to be promoted in the ensemble learning in order to improve the performance [26] , [28] . The diversity can be ensured using either resampling techniques or different features. Ensemble diversity can be measured by several quantitative methods [28] , [66] . Correlation and Q-statistics are two examples to measure the diversity through the probabilities:
where TP and TN represent the true positive and true negative rates, i.e., ratios of the samples that are correctly and wrongly classified by the learning algorithms to the total number of samples, respectively. FP, FN (i.e., false positive and false negative) represent the ratios of the samples that are correctly classified by at least one learning algorithm to the entire positive and negative samples, respectively, and the summation of all ratios is unity. Various methods can be used to construct ensembles [28] . Some of them are general, using any learning algorithm, while others are limited to particular learning algorithms. Bagging is one of the simplest ensembles to construct, where different input subsets are randomly replicated from the original input dataset with the goal of increasing diversity. Boosting is another general ensemble that boosts the performance of weak learning algorithms. Stacking is an old method and thus less preferable to bagging and boosting, as there is no standard procedure to implement it. This method is divided into two stages (i.e., ensemble and learning) and the final result is achieved by combining the entire outputs of each learner.
Different theories exist in the literature regarding how the eventual outputs can be combined (i.e., "decision fusion"). On the one hand, the simplest scheme is to use the hard fusion [27] , [28] . Hard fusion includes weighted or unweighted versions of majority voting for class labels case and weighted or unweighted versions of the mean in continuous output case (or regression). On the other hand, soft decision schemes, such as linear opinion pool and logarithmic opinion pool, use the posterior probabilities of each classifier (without relaying on class label of each of them) to generate the central decision (final ensemble result) [67] . In a recent study, a hierarchical decision fusion scheme is proposed to classify an outdoor scene [68] . This scheme consists of two stages: the first uses Gabor feature extraction to extract the scenes into artificial or natural images, while the second stage fuses the decisions of gradient binary patterns, grey level co-occurrence matrix, and color features for further classification (i.e., to identify forest, coast, mountain, and open country scenes).
C. Novelty Detection
The role of one-class classification in pattern recognition has received attention across a number of disciplines in recent years. One-class classification, commonly used for ND, can be defined as the process of modeling a well-distributed class in order to classify an unseen testing class. It is considered as a special case of a classification problem with the availability of one known class instead of two or more classes to train the model (i.e., classifier). In ND, the prediction performance is measured based on the ability of the constructed model to recognize samples of the normal class, i.e., samples characteristics similar to that of those used in training, from the other samples, called abnormal or novel, or outliers [37] - [41] . It is worth knowing that the constructed model reflects the coverage of the normal class in the feature space [69] . In contrast, the abnormal class is totally absent (sparsely distributed in some cases), and hence, it is very difficult to obtain these samples, if not impossible, such as in high integrity systems. The abnormality of such systems would have to be obtained by damaging the systems in many possible ways, and that is impractical and can lead to huge losses.
ND techniques can be classified into five categories: densitybased, distance-based, reconstruction-based, domain-based, and information-based [38] . The first category uses density estimation to decide whether an unseen test sample is considered as normal or abnormal; the area with high density indicates high probability of sample to be normal. Gaussian mixture models and kernel density estimators are two popular examples of this category. Test samples are classified based on the estimated parameters in the former, for example, using the maximum likelihood from a mixture of Gaussian distributions [70] . On the other hand, Parzen windows centered on each training point with the same variance are often used to estimate the probability density function in the latter case [71] . The second category uses the distance between the test and training samples to identify if the test samples fall under normal or abnormal categories; abnormal samples fall far away from normal samples. K nearest neighbor is a common example of a distance-based method where different distance measures can be used such as Euclidean and Mahalanobis [72] .
The third category defines the abnormality based on the difference between the actual values of a model and observations, classifying as normal if not exceeding certain threshold, otherwise abnormal. One way to implement ND for the reconstruction category is by transforming the data into low dimensional space where a small number of features are used to describe and model the normal samples. In the classifying stage, the correlation between a testing sample and the parameters of the trained model are used to identify the class type with a large value representing the abnormal class. The fourth category uses the training samples to construct the model, thus generating the normal class boundaries, also known as the class domain. Everything lying within the generated boundaries is classified as a normal sample, while anything outside is classified as abnormal. The SVM is a popular paradigm for this category where it is used to maximize the margin from the origin [73] , [74] , or surrounding the normal data with a spherical boundary [69] . The last category uses the information content of the training set as an indicator to recognize the normal samples from the abnormal one. That said, the presence of abnormal samples will lead to significant change in the information content. Shannon's entropy [75] is usually used to differentiate between the normal and abnormal samples. The test samples will be considered as abnormal if their removal will lead to a reduction in the entropy value.
ND has been employed in several domains such as industrial applications, medical monitoring, and remote sensing [38] - [41] . In industrial applications, ND has been used in monitoring and analyzing high interiority systems such as jet engine where the normal samples are most dominant [39] , [41] . The presence of failure samples is rare if not completely absent in this case; thus, it is difficult to use conventional, two-class classifiers. ND is the best choice in this case since a robust model, based on normal operation samples only, can be implemented to assess the health of the system and identify any strange activities in advance. In medical applications, ND has been used to detect any unusual record and raise a flag of potential health problems [38] . Remote sensing is another domain where ND can be employed, more specifically in change detections [40] . Usually, the change characteristics such as new buildings, new desertification areas, and forest fires are often unknown and only the characteristics of unchanged areas are available. In this case, the unchanged areas can be considered as normal samples and used in the training to identify any unexpected changes.
In the proposed framework, a domain-based ND-SVM is used. The SVM is considered as one of the best classifiers [76] and can deal with dimensionality problem effectively, hence reducing the risk of overfitting [77] . In a binary problem, the SVM is used to generate the best hyperplane that maximizes the margins. In addition, the kernel trick can be used to deal with the nonlinear cases in order to find the best hyperplane. Several kernels are available such as RBF and polynomial:
However, in ND, only one class is available; this case is highly unbalanced, so modifications have to be made to the conventional SVM in order to deal with unbalanced data. The approach considers a one-class SVM introduced in [73] and [74] , where the output value for a testing sample is 1 if it is within the boundary of the normal class and −1 otherwise. Such a model can be generated by solving the following quadratic problem with regard to training set X train = {x 1 , . . . , x t }:
where ω, b, φ(.), ξ represent weighting vector, bias, mapping function, and nonzero slack variable, respectively. Moreover, ϑ ∈ {0, 1} represents the lower bound of the support vectors as well as the upper bound to the outliers that used to determine the flexibility of the decision boundary. In this case, the decision function f (x) can be solved using the weight vector as well as the bias:
The value of decision function f (x) ∈ {±1}, where 1 represents the normal class and −1 the abnormal class. It should be mentioned that the false positive and negative errors have to be reduced in order to obtain a good novelty model. Constructing a dual optimization problem with the use of appropriate kernels will allow to consider the training samples located in nonlinear space [37] . In this case, the decision function can be written as
where α i represents the Lagrangian multiplier and x i represents the support vector. A quadratic problem routine can be used to solve the dual problem, thus finding the parameters that determine the best separation boundary:
The one-class SVM [73] was proposed as an extension of the binary classifier for ND problems, in which there are only samples for one class. The ND-SVM is a particular one-class SVM with RBF kernel and calibrated output [39] . The key difference between the ND-SVM and the one-class SVM is that the value of the decision function is further calibrated to class probability using isotonic (i.e., nondecreasing) regression in the ND-SVM [39] . Isotonic regression is a nonparametric form of regression and is an intermediary approach between binning and sigmoid fitting. The calibrated output in the ND-SVM case is achieved by employing a pair-adjacent violator routine, where the isotonic regression is performed on the sorted training samples (based on their scores) to find the stepwise-constant isotonic function (mean-squared error based). The calibrated output, mapped onto the range [0, 1], is then used to define the threshold as well as to determine the best parameters of our classifier.
IV. MATERIALS AND THE PROPOSED METHOD
This section describes the materials and the proposed methods. It first emphasizes on specifications of the HSI systems used to capture the hyperspectral datasets and then describes the datasets used for the evaluation purpose, followed by the description of the proposed classification framework.
A. Nonimaging HSI
A hand-held spectro-radiometer (ASD FieldSpec Pro FR spectrometer provided by the Analytical Spectral Devices Inc.) was used to extract leaves spectral profiles [53] , [78] . This device operates over a spectral range of 350-1100 nm with spectral resolution of 3 nm; however, only the spectral range of 400-1050 nm was used in the analysis as the extremes suffer from noise. Moreover, this device needs to be calibrated before acquiring the spectral profiles in order to extract them well. Calibration involves warming up the device for 90 min to improve the quality, then calibrating dark noise using a barium sulfate surface. No preprocessing was performed, since the device was operated in a controlled environment (i.e., constant light and temperature conditions).
B. Imaging HSI
Hyperspectral images were collected from three HSI systems: University of Manchester (UoM) system, University of Bonn (Bonn) system, and AVIRIS sensor. The UoM is described in [79] and [80] . This system consists of a monochromatic digital camera with Peltier cooling and provides images with a spatial resolution of 1024 × 1344 pixels. Moreover, a fast liquid crystal tunable filter together with an infrared blocking filter were mounted in front of the lens to control the spectral transmission electronically and to prevent leakage. The intensity response of each pixel was recorded using a 12-bit analog-to-digital converter. This system was configured to capture 33 images over wavelength ranging from 400 to 720 nm in 10 nm steps (peak transmission) and the bandwidth (FWHM) varies over the wavelength range. It should be noted that this system operates in a controlled environment (dark room), in order to minimize the effect of unwanted noises.
The Bonn system is a line scanning system that generates a maximum effective 1600 pixels and it is surrounded by six lamps (provided by the Analytical Spectral Devices Inc.) to provide homogenous illumination [81] . This system operates over the range of 400-1000 nm with a 2.8 nm spectral resolution and a spatial resolution of 0.29 mm. It is worth knowing that the data were captured in controlled environment (i.e., dark chamber) in order to reduce noise and realize optimal reproducable illumination. More information about the orientation and preprocessing can be found in [53] and [81] .
The AVIRIS sensor, a first operational hyperspectral instrument, was developed, owned, and operated by NASA JPL. It is a wiskbroom sensor that uses line arrays of detectors to capture an image with 12 km swath width at 224 spectral bands ranging from 360 to 2500 nm with an approximate spectral resolution of 10 nm [43] . This sensor has been flown on four different aircraft platforms at different altitudes resulting in images with different spatial resolutions (i.e., approximately 2-4 m at low altitude and 20 m at high altitude). AVIRIS data are stored in 16-bit integers and the data products include level 1B (i.e., orthorectified) and level 2 (i.e., atmospherically corrected). This sensor has been utilized in a number of applications, for instances, mineral exploration, agriculture, atmospheric analysis, Geology, and sensors calibration.
C. Datasets
Four HSI datasets were considered in our experiment: a nonimaging and three imaging datasets. Regarding the nonimaging dataset, the spectral reflectance of several sugar leaves (controlled and diseased; Cercospora, rust, and powdery mildew) was measured using a hand-held spectro-radiometer [78] . The spectral profiles of controlled and diseased sugar leaves were recorded from day 1 to day 21 with different severity levels and normalized using a white reference surface (i.e., ratio of spectral profile of sample to spectral profile of white surface). Total of 2516 samples were extracted using this device, 630 healthy samples (i.e., considered as normal) and 1886 unhealthy samples (i.e., considered as abnormal). Moreover, 60% of the normal sample was used for training, and the remaining 40% of the normal and all the abnormal samples were used for testing and validation. For simplicity, we called this dataset Bonn-SPEC; more information on how the data was recorded can be found in [78] and [53] .
For the UoM dataset, three different images were captured; scene (actual image), dark noise (electronic noise), and flat field (illumination distribution) images. The scene image consisted of six leaf samples placed flatten on the sample plate; two of which were of normal conditions while the other four were not (two heat and two cold stressed). The plate also included a reference color patch for further calibration. It should be mentioned that all images were prevented from saturation (dynamic range management). Moreover, the scene image was spectrally normalized using flat field and dark noise images to enhance the quality of the image. In the example of a scene image, shown in Fig. 1 , leaves in the left (top and bottom) represent the controlled leaves, while leaves in the middle and right (top and bottom) represent cold and heat stressed, respectively. In total, 18 replicated scene images were obtained on the same day. A total of 648 samples were extracted from all these scene images and divided into two groups (i.e., normal and abnormal). The normal group was represented by 216 controlled samples, while the abnormal group by 432 stressed samples (216 cold and 216 heat stress samples). Only green areas were considered in extracting these samples. In addition, 60% of the normal group was used for training, and the remaining 40% of the normal and all the abnormal groups were used for testing and validation.
Second imaging dataset (Bonn) contains of healthy and unhealthy (Cercospora and rust) sugar leaves captured in five different dates (i.e., days 7, 9, 11, 13, and 15) [82] . Similar to the UoM dataset, three different images were captured for the normalization purpose and the dataset was prevented from saturation. The scene images were limited to four leaves, which were flattened, as shown in Fig. 2 . Each scene was limited to one condition only (either healthy or unhealthy). The abnormal group was represented by 320 samples (combining Cercospora and rust samples), while the normal group was represented by 160 samples. Again, 60% of the normal sample was used for training, and the remaining 40% of the normal and all the abnormal samples were used for testing and validation.
Third imaging dataset was captured by the AVIRIS sensor in June 1992 of Indian Pine test site, which has been widely studied in the literature of hyperspectral remote sensing. This scene is a subset of a full scene that covers portions of Northwestern Tippecanoe County, IN, USA. The size of the subset is 145 × 145 pixels with a spatial resolution of 20 m covering 16 different crops and provided in the ground truth reference map, shown in Fig. 3 . Moreover, 20 bands, covering water absorption regions, were removed leaving the remaining bands for analysis and classification. In addition, the classification was performed using one against all strategy; one of the classes was considered as the normal class, while the remaining classes considered as the abnormal class. Similarly, 60% of the normal group was used for training, and the remaining 40% of the normal and all the abnormal groups were used for testing and validation.
D. Proposed Framework
The novelty of our proposed framework lies in utilizing the advanced machine learning techniques to design a robust classification framework for hyperspectral data, presented in Fig. 4 . The employed techniques include feature selection, ND, and ensemble learning. Prior to commencing the classification framework, the need of the scaling process is checked to ensure minimal variation in the dataset. After the scaling process, the input data are divided into N subsets using "jackknife" or k-fold data split [28] . On completion of data splitting, the process of selecting a relevant subset of wavelengths is carried out using several feature selection algorithms (as used in [17] ), called feature selection pools, and only the best performing algorithm is retained in each pool. The main goal of using several feature selection algorithms in each pool is to improve the robustness of the selection process in the respective pool since there is no single feature selection algorithm that can provide sufficient result across all pools. Moreover, the splitting and selecting processes are used together to ensure the diversity of the ensemble process. Several articles reported the importance of resampling the input dataset or using different features to promote diversity; however, no one has used the combination of both to the best of the authors' knowledge. Once the wavelengths are selected, it is passed to the ND classifier for classification. It should be noted that the ND-based SVM, an extended version of the original one-class SVM proposed in [39] (will call it ND-SVM), classifier is used in our framework since we are interested in the description of the unseen data (i.e., healthy or diseased, crop or not, or stressed or nonstressed) rather than its classes (i.e., disease type or crop name) to make a quick and efficient decision. Furthermore, ND can deal the best with unbalanced datasets compared to the other conventional classifiers (i.e., using the distribution of one class only to construct the model). Finally, the average classification rates of all subsets are passed to the ensemble stage (i.e., bagging in the proposed framework) to establish the final ensemble decision (using majority voting). The diversity is ensured and achieved by resampling input dataset and selecting and combining the best subsets of wavelengths from each subset.
The proposed classification framework can be described in four steps: spectral profile extraction, significant wavelength selection, ND classifier construction, and ensemble learning.
Step 1: Spectral profiles are extracted from the pixel values of a number of small areas from a leaf and then averaged over the entire wavelengths range. Manual or automatic process can be used in this stage to ensure that only useful leaf areas are selected. Furthermore, averaged reflectance is used to reduce the variation in pixel intensities across the leaf. It should be mentioned that the extracted profiles of the UoM dataset were scaled in order to minimize the variation in the profile of each condition using the following equation:
where ρ, ρ min , ρ max , ρ s represent measured, minimum, maximum, and scaled reflectance at each wavelength, respectively. Fig. 5 displays the scaled spectral profiles of averaged leaves with the standard errors. In addition, the ground truth reference map of the remotely sensed image was used to extract the spectral profile of the crops from the AVIRIS image. Fig. 4 . Proposed feature-ensemble-based novelty detection framework. Six feature selection algorithms (i.e., ReliefF, chi-square, Gini index, information gain, FCBF, and CFS) are used in each pool and only the best performing one is retained and used to extract the optimal subset of features. The classification accuracy of each pool is then calculated (using the optimal subset of each pool) and then passed to ensemble stage to contribute in the final classification accuracy (combined using majority voting). Step 2: Several feature selection algorithms {i.e., ReliefF, chisquare, Gini index, information gain, fast correlation based filter (FCBF), and CFS-detailed information about these algorithms can be found in our previous work [17] } are employed to preprocess the hyperspectral datasets, thus simplifying the datasets and selecting significant subset of wavelengths for each algorithm. This step is to prevent from overloading (i.e., dimension reduction), improve the prediction, and improve the robustness. However, these algorithms define the significance of the wavelengths based on different measuring criteria, and they differ in the ability to reject irrelevant and redundant wavelengths. As a result, different algorithms generate different sets of wavelengths, and an overlap between the wavelengths may or may not be found. In addition, some redundant wavelengths may be included in the relevant subset of wavelengths due to the limitation of certain feature selection algorithms. It should be mentioned that there is no single feature selection algorithm that can deal with all situations, hence why various algorithms are used in our framework.
Step 3: ND-SVM is used for discrimination. The novelty score of the one-class SVM classifier [see (12) ] is calibrated based on the measured stepwise-constant isotonic function to estimate the class probability, where a lower novelty score corresponds to a lower probability of being abnormal and vice versa. The probability is then used to define the threshold (i.e., taking the advantage of the probabilistic nature of the output) of the classifier as well as determine the best ND-SVM parameters (more details on calibration can be found in [39] ):
where b represents the bias, ω represents the weighting vector, and φ(x i ) represents the transformed vector x i . Note that the optimum solution of the dual problem [see (10) ] can be determined if α i > 0 (i.e., 
as well as exploiting α i , not at the lower or upper bounds, can be used to recover the bias:
Novelty score is then used to classify test samples, whereas any score below the threshold is classified as normal and anything above as abnormal. The decision boundary is defined by (7) , where its flexibility can be determined using the constraints of the support vectors presented in (10) .
Step 4: In the ensemble stage, classification rates of resampled (k-fold) and preprocessed (i.e., selected wavelengths) of all subsets are passed to the ensemble to establish the final decision (or overall output) using majority voting. The overall classification performance of our framework has been compared to the existing empirical indices such as SR [83] , modified chlorophyll absorption in reflectance index (MCARI) [84] , transformed chlorophyll absorption in reflectance index (TCARI) [85] , photochemical reflectance index (PRI) [86] , disease water stress index 4 [57] , and HI [53] as well as the classification performance of previous and published works [46] , [47] .
V. EXPERIMENTAL RESULTS
The experiments assessed the usefulness of the proposed framework for analyzing and classifying hyperspectral datasets. Three experiments were conducted: controlled vs. stressed, healthy vs. diseased, and one crop vs. other crops. The UoM dataset was used in the first experiment, the Bonn datasets (Bonn and Bonn-SPEC) were used in the second, and AVIRIS Indian Pines dataset was used in the third. Final results of the first two experiments were then compared with the results of the existing indices, while the last compared to the classification results reported in the literature. The CFS algorithm was used as a single feature selection algorithm in our experiments for the comparison purpose, due to the following reasons: 1) its ability to discard redundant or irrelevant features compared to other feature selection algorithms, 2) its applicability over a wide range of applications with different data characteristics, 3) easy to implement and to obtain optimal subset quickly, and 4) the number of wavelengths selected by CFS consistently lower than the most other methods with a satisfactory performance [25] . CFS uses the correlation between features and classes to evaluate the significance of the features. It uses Shannon's entropy H(x) = − n i=1 P (x i ) log 2 P (x i )) and information gain I(x, y) = H(x) − H(x|y) to measure average feature-class (r cf ) and average feature-feature (r f f ) correlations. The features are then evaluated heuristically on merit to determine the significance as follows:
The search strategy in this algorithm is based on the best first search and the process halts if no improvement is achieved after five consecutive iterations. 
A. Stress Detection
The UoM dataset, used in this experiment, consists of 216 controlled samples and 432 abnormal (i.e., cold and heat stressed) samples (i.e., 50% of each). A total of 60% of the normal (control) sample was used for training, and 40 percent plus all abnormal samples were used for testing and validation. Table II shows the averaged classification rate for 100 runs. The spectral profiles of each sample were interpolated (cubic) in order to extend the spectral resolution to 5 nm from 10 nm, so that the vegetation indices can be used. In addition, few spectral indices were used here, due to spectrum limitation (visible only).
What stands out in this table is that the improvement in average classification rate of the proposed method is more than 10% and 6% compared to the use of the best individual spectral index (DSSI-4 in this experiment) and all wavelengths, respectively. The literature has suggested a strong relationship between green pigment and stress detection [51] . The maximum sensitivity of green pigment that helps for early stress detection was found around 550-560 and 700-710 nm. Further analysis showed that different sets of wavelengths were selected by individual feature selection algorithms in the experiments; however, all of them selected three common wavelengths: 550, 680, and 710 nm; this closely conforms to the previous empirical study. The combination of these wavelengths with other wavelengths selected by individual algorithm leads to variations in the prediction performance and hence the improvements in the proposed framework. Further statistical tests revealed that the improvements are significant compared to using all wavelengths and single feature selection methods, at a significance level of 1% (p-value <10 −5 ). The ND experiment was repeated with the cold stress samples being considered as the normal class and all other samples as the abnormal. The experiment was also conducted with the heat stress being considered as the normal class and the rest as the abnormal. What is interesting is that the ND-SVM can also be used to detect different stresses and the results show significant improvements in the prediction performance compared to the empirical indices (87.14% with standard deviation of 0.026 with cold stress being the normal and 83.38% with standard deviation of 0.014 with heat stress being the normal).
In addition, the prediction performance of the ND-SVM was further compared with the two-class classifier. The SVM was used (one class, say control, against all others). In general, a two-class SVM performs slightly better than the ND-SVM setting with differences within 3.5%, due to the availability of other classes. However, the benefit of the ND-SVM setting is that only the normal samples are needed and used to construct the classification model. Moreover, the conventional SVM only outperforms our approach if it is used as a two-class classifier. In multiclass setting, i.e., all classes are classified separately, its average classification rate has dropped to 81.98% (standard deviation of 0.015), with 50% samples used as training and the remainders for testing with tenfold cross-validation.
B. Disease Detection
Spectral profiles of Bonn nonimaging and imaging systems were used in this experiment. Regarding nonimaging devices, the result of the novelty scores of the entire dataset (2516 samples with severity percentage starting from 0%) was compared with the result of the HI proposed in [53] . The procedure was then repeated with different disease severities (i.e., 1-5%). The ratio of the training samples to testing and validation in the normal data was 1.5:1 in all severity cases. With regard to the imaging system, 60% of the healthy samples (96 out of 160) was used to train our model, and the remaining (64 normal and 360 abnormal samples) were used to test and validate the model. Again, the classification rates, represented as average of 100 iterations, are presented in Tables III and IV. Several studies have shown the potential of spectral vegetation and disease indices in detecting and identifying diseases. Closer inspection of Tables III and IV shows the advantage of the proposed framework compared to the existing indices and the use of the entire spectrum. Note that the samples of Bonn imaging dataset are sparsely distributed compared to the nonimaging samples. That is why the classification accuracy of all wavelengths outperformed the HI in the first four days (i.e., 7, 9, 11, and 13). Moreover, two thresholds were needed to differentiate healthy from diseased leaves if the value from HI was used for classification instead of a classifier. In addition, the discrimination performance of other disease indices was tested and showed poor separation ability. The result was not included since the interest here is to detect healthy species rather than diseased ones.
C. Crops Classification
The Indian Pines dataset was used in this experiment. The chief goal of this experiment was to check if the proposed framework can be applied to remotely sensed data and to assess its classification performance. The results were compared with the classification results published in the previous studies. Similar to the previous two experiments, 60% of the normal class was used for training and the remaining for testing and validation. Table V illustrates the average accuracy (AA) and the standard deviation.
This part of the experimental results has found that the proposed framework can play an important role in improving the prediction performance of remote sensing classification, as confirmed in Table V . In comparison to the published results [46] , [47] , ensemble learning based bias-variance method and of combining SVMs and multiple classifier systems (i.e., called rotation-based SVM), the classification rate of the proposed framework displayed an improvement of 6.1% compared to all wavelengths, 3.6% compared to [46] , and 2.8% compared to [47] . Note that no postprocessing was performed in our study, so the average rate was compared to the average rate of [46] . In addition, the average classification rate of our framework outperformed the conventional SVM reported in [46] , [47] .
VI. DISCUSSIONS
Several reports and articles have demonstrated the importance of the spectral indices in analyzing proximal and remotely sensed hyperspectral datasets; stress and disease detections [49] , [51] , [53] , [56] , [57] . Recently, many studies have highlighted the importance of feature extraction and selection techniques for classification [16] , [18] , [22] , [60] , to optimize a tradeoff between computational complexity and prediction performance [19] . A strong relationship between the number of features and ensemble performance has been reported in the literature [26] - [28] , [66] . Moreover, several articles have highlighted the usefulness of combing feature selection and ensemble learning [17] , [87] . In addition, recent attention has focused on the provision of robust and effective machine learning algorithms that can handle the one-class problems accurately. The current study provides evidence that a hyperspectral feature-ensemble framework with ND as a main classifier can improve the prediction performance of stress detection, disease detection, and crop classification. The focus is on normal samples where it is difficult to sample the entire abnormal cases.
The impact of feature selection on classifying HSI datasets was investigated, and the improvement was noticed. It is apparent from Tables II-V that very few features are needed to improve the classification rate, which agrees with our previous study [16] . The wavelengths selected by CFS and those used by empirical indices may share few common wavelengths, but the prediction performance of the former outperformed the latter. Poor discrimination of the indices might be due to the limited number of features used in prediction. It is now understood that systematic feature selection and combinations of the selected wavelengths can play an important role in enhancing discrimination ability. On the other hand, different feature selection algorithms generate different optimal sets, where part of the generated features in one algorithm might overlap with the others. In addition, different feature selection algorithms have inconsistent results in selecting features or prediction performance; this means that there is no single method to define the best algorithm for any specific dataset.
As discussed in the literature review, the performance of the combined learning algorithms is always preferable to the single learning algorithms [26] - [28] , [66] . In addition, the importance of combining feature selection algorithms and ensemble learning was emphasized in several articles [17] , [87] . The experimental results in the current study agree with these AA stands for average accuracy. There were no class-specific accuracies reported in [46] for the RF method.
previous studies, where combining both techniques solves the inconsistency problem of feature selection algorithms and therefore leads to more robust discrimination. It should be noted that the feature-ensemble framework may not always beat the performance of the best individual feature selection algorithm. However, the combination is more robust, and overall it allows for better discrimination compared to any individual algorithm. The literature on ND [39] - [41] has demonstrated the importance of such technique in solving unbalanced classification problem compared to conventional classifiers. Abnormal samples can be rare if not entirely absent or highly costly in many applications. Moreover, it is very difficult to cover all possible abnormal cases. Change detection in remotely sensed images is an example of the application of ND; the characteristics of the unchanged areas (usually available) are used during training in order to predict the changes.
The current study found that using feature ensemble with ND as a classifier can play an important role in setting a standard method for analyzing HSI datasets. Different theories exist in the literature regarding studying plant types and conditions, although they may not be applicable to all plant types and condi-tions. Experimental results show an improvement of our framework in discrimination, 7% in stress detection, 3% in disease detection with different severity levels, 6% in disease detection with different inoculation dates, and approximately 3% in crop classification. A statistical test was performed to test the significance of our framework, and the result shows a significant improvement (at p-value <10 −5 ) in stress and disease detection cases. The findings show that the proposed framework is a valid approach to several applications including stress detection, disease detection, and crop classification from different sources. The relevance of this classification approach is manifold. For example, in the none-invasive real-time monitoring of abiotic plant stresses, such as droughting or salinization, it offers the potential to isolate the source, or sources, of stress in a more specific manner versus conventional gross stress indicators, such as stomatal conductance, as inferred from leaf canopy thermography, or photosynthesis reduction, from chlorophyll fluorescence. Similarly, for biotic stresses, such as the action of fungal pathogens, the close-proximity nature of the imaging data offers the potential to track the progress on stress symptoms across leaf and other plant tissue. The early use-cases for these classification approaches are most likely to be in rapid and wide area phenotype detection under laboratory and field conditions. The techniques also offer potential, beyond stress detection, within such applications as accurate mechanical control of crop conditions, notably within reduced or chemical-free management of persistent pests or resistant weeds, precise selective harvesting, notably in horticulture, or targeted nutrient feed directly to crop foliage.
VII. CONCLUSION
In this paper, a framework comprising of feature selection, novelty detection, and ensemble learning has been proposed for analysis and classification of HSI datasets of various sources with the primary goal of differentiating control and diseases plants, detecting stresses, and monitoring crop conditions. The experimental results showed marked improvements in the discrimination performance compared to the use of empirical vegetation indices and existing classification methods. The findings suggest the usefulness of the proposed framework for condition monitoring and abnormality detection when mostly only healthy samples are available, hence highly unbalanced data situation. In addition, the experiments across various HSI datasets have shown the validity and applicability of the proposed approach to a wide range of condition monitoring applications. Future work will explore the use of texture properties of HSI images in various spectral bands, together with the spectral information for studying more detailed changes in microstructural and pigment properties reflected in plant diseases and stresses for further enhanced analysis of their mechanisms.
