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ABSTRACT 
The present paper deals with investigations on the distribution modulo 1 of sequences of powers 
of real (2 x2)-matrices A in IR4. It is proved that for almost all (in the sense of the Lebesgue measure 
in R4) such matrices possessing at least one (real or complex) eigenvalue with modulus larger than 1 
the sequence (/W))n”= 1 is uniformly distributed in IR4 modulo 1, where (s(n)),“, 1 is an arbitrary 
fixed strictly increasing sequence of positive integers. Moreover, the inequality 
D(N)$ C(A, E)N- +(log N)1”2+8 (E>O) 
is derived as an estimate for the discrepancy of the sequence (As(“)) for almost all real (2 x 2)- 
matrices A without real eigenvalues and with determinant larger than 1. 
0 1. EINLEITUNG UND PROBLEMSTELLUNG 
In der Theorie der Gleichverteilung (vergleiche [6], [8]) modulo 1 wird jeder 
unendlichen Folge (x,,) im IF? die Folge der Diskrepanzen D(N) zugeordnet 
durch die Definition ({u}: = u - [u] komponentenweise fiir u E IP): 
N 
(1) D(N): = s;p IN- ’ “!, cX{xn)) - m(l) I ? 
wo I alle achsenparallelen Teilquader des s-dimensionalen Einheitswiirfels 
[0, l]$ durchlauft mit charakteristischer Funktion cr und LebesguemaD m(l). Die 
Folge (xn) ist bekanntlich genau dann gleichverteilt modulo 1, wenn 
(21 lim D(N) = 0 N-cm 
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gilt. in der Literatur wurden zahlreiche spezielle Folgen untersucht, darunter 
die Folge (x”) fur reelle Zahlen x mit 1x1 2 1. Sie ist fur fast alle derartigen x 
gleichverteilt modulo 1 (Koksma [7]). Fur komplexe Zahlen z und fur Quater- 
nionen q finden sich entsprechende Resultate bei LeVeque [l l] und Tichy [lo]. 
In der vorliegenden Arbeit untersuchen wit Folgen von Potenzen von (2 x 2)- 
Matrizen mit reellen Eintragungen a, 6, c, d (im Sinne der iiblichen Matrizen- 
multiplikation) auf ihre Verteilung modulo 1 als Folgen im @. 
Unter speziellen Voraussetzungen iiber a, 6, c, d hat Gerl [4] diese Proble- 
matik bereits bearbeitet. Wir zeigen das folgende allgemeinere Resultat: 
Satz 1: Es sei .Af die Menge aller (2 x 2)-Matrizen A mit reeilen Eintra- 
gungen, bei denen der gr@te Absoiutbetrag eines (reellen oder kompiexen) 
Eigenwertes gr@er ais 1 ist, und (s(n)),“= I eine beliebige streng monoton 
wachsende Folge natiirlicher Zahlen, Dann ist fur fast alle (im Sinn des 4- 
dimensionalen Lebesguemajes) A E ./die Folge (As@~)~= I gleichverteilt module 
1 im !!?. 
Bemerkung: Sind die Absolutbetr3ge beider Eigenwerte kleiner als 1, dann 
konvergiert die Folge (As@))i’= 1 gegen die (2 x 2)-Nullmatrix (dies foigt unmit- 
telbar aus den Darstellungen (12)-(15)), folglich kann keine Gleichverteilung 
vorliegen. 
Filr derartige Matrizen ohne reelle Eigenwerte zeigen wir weiters in Analogie 
zu den quantitativen Resultaten von Erdiis-Koksma [l] (im Fall reeller Zahlen) 
und Nowak [9] (im Fall von Quaternionen) die folgende Diskrepanzabschtit- 
zung: 
Satz 2: Es sei (s(n)),“, J eine beliebige streng monoton wachsende Folge 
natiirlicher Zahlen, dann existiert fur fast alle (im Sinne des vierdimensionaien 
LebesguemaJes) reellen (2 x 2)-Matrizen A ohne reelle Eigenwerte und mit 
det A z 1 sowie fiir jedes E > 0 eine Konstante C(A, E), soda$I die Diskrepanz 
D(N) der Foige (Ad”‘) im rw’ mod 1 der folgenden Ungleichung geniigt: 
(3) D(N)sC(A,s)N-+(log N)i”2+E. 
AbschlieBend werden dann konkrete Beispiele fiir Matrizen A E d betrachtet, 
fur die (A’$‘= 1 nicht gleichverteilt modulo 1 im I@ ist. 
f 2. MATRIZEN MIT REELLEN EIGENWERTEN 
Zunfichst zeigen wir Satz 1 fiir Matrizen A mit zwei verschiedenen reellen 
Eigenwerten Al und A2, fiir die max. { 1 II I, 1 A2 1) 2 1 gilt. Wir definieren 
mit a(O)=d(O)=l, b(O)=c(O)=O und a(l)=a, 6(l)=& c(l)=c, d(l)=d. 
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Aus der Beziehung Ak =A 4 k-1 folgen dann unmittelbar die Rekursions- 
formeln 
(3 a(k) = a(k - 1)a + c(k - 1)b 
(6) b(k)=b(k- l)a+d(k- I)b 
(7) c(k)=a(k- l)c+c(k- l)d 
0.9 d(k)=b(k- l)c+d(k- 1)d 
Durch Elimination von c(k- 1) aus (5) und (7) erhalten wir 
(9) c(k)b = a(k)d - (ad - bc)a(k - I), 
ersetzen k durch k- 1 und gelangen durch Einsetzen in (5) zur Rekursion 
(10) a(k) - (a + d)a(k - 1) + (ad - bc)a(k - 2) = 0. 
Ihre charakteristische Gleichung ist 
~2-((Q+d)A+ad-bc=0 
und hat als Nullstellen die Eigenwerte der Matrix A u + w mit 
(11) + Pv=(&q*+q. 
Aus den Anfangsbedingungen erhUt man als Lijsung von (10) folglich 
(12) a(k)= f-$+f)(u+t#+ e++)(u--t#. 
Ganz analog erhalt man 
(13) b(k) =$ ((u + wy - (24 - My) 
(14) c(k) =; ((u + w)& - (u - I@) 
Zum Beweis von Satz 1 genugt es nun nach Theorem 6.2 aus [8] zu zeigen, dafi 
fur jedes Quadrupel ganzer Zahlen h = (hl, hz, h3, h4) f (0, 0, 0,O) die eindimen- 
sionale Folge hla(s(n)) + h&@(n)) + hsc(s(n)) + h&@(n)) = : (h,/W)) fiir fast 
alle A E Jdie Bedingung (e(a): = e”) 
(16) ,lJrr~ (N-l i e(2ni(h,/W))))=O 
f2=l 
erfiillt (Weylsches Kriterium). Aus (12)-(15) folgt fur k = s(n) 
(17) (h,A”(“)) =(u+ w)S(“)P+(u-wrc”)(hl+ hq-P) 
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(171 P:=$ (hl(a - d + 2w) + 2h2b + 2h3c + h(2w - u + d)). 
Wir unterscheiden nun mehrere Fiille fur (hi, h2, h3, h4): 
1. Fall: (hz, h3) # (0,O): 
Es geniigt, die Behauptung fur fast alIe Quadrupel (Jr, A2,P, a) mit P# 0 und 
1111 2 1 zu beweisen, wobei AI :=u+w, Az:=u--w definiert sei (fur l&l <l 
vertauscht man die RolIen von At und A2 und argumentiert ganz analog), denn P 
kann nur fiir eine Nullmenge von Matrizen verschwinden und alle Eintragungen 
von A sind durch Cl-Funktionen von u, P, 11 und 12 (bis auf Vorzeichen ein- 
deutig) darstellbar; fur h3 #O erhalten wir etwa (fur h2 # 0 analog): 
(18) d=Al+&-a 
c=~((h4-hl)(2o-li-Ir)+(2P-h,-h4)(11-b))+~~ 
3 
(183 Q: = ((h4 - h1)(2a - Al - A2) + (2P- h - h)(h - A2)12 - 
- hzh3(aAl+ aA2 - Ad2) 
(18”) b=+ (aA1 + aA2 - LIA2). 
Urn das Weylsche Kriterium (vgl. z.B. [S], Seite 48) anwenden zu konnen, be- 
trachten wir nun die Summen (mit e(a): = 8: 
S(N, h;&, Ax, P, a): = i e(2ni(h,A”(“))). 
!I=1 
Wenn wir zuntichst 122, P#O und a festhalten, erfiillt die nur mehr von Al ab- 
hiingige in (17) definierte Folge offensichtlich die Voraussetzungen von 
Theorem 4.3. auf Seite 34 von [8]. Wiirtlich wie dort erhalt man die Ab- 
schatzung 
(19) 5, 1 S(N, h;Al, A2, P, a) ) 2dL, = O(P- *N log N) 
wobei Yein beliebiges zu ] - 1, 1[ disjunktes Interval1 sei und die 0-Konstante 
nicht von Lz und a abhangt. Nun lassen wir A2 und a beliebige Intervalle fund 2 
sowie P ein kompaktes Interval1 qdurchlaufen, das 0 nicht enthtilt. Integration 
uber 9’: = 9x gx Xx Bergibt (die Intervalle 9, 8 lseien beschrankt) 
(20) {j!S 1 S(N, h;&, J2, P, a) 1 2dAldL2dPda = O(N log N) x 
wobei die 0-Konstante nur von h und 9 abhangt. Wir verwenden jetzt die 
folgende spezielle Fassung eines Resultates von Gal und Koksma [3]: 
Hilfssatz: Es sei 99 eine (Lebesgue-) mejbare Teiimenge eines eukiidischen 
Raumes. Fiir al/e M, NE It40 sei F(M, N)(x) eine nicht-negative reellwertige 
Funktion aus der Masse L2(S?) und es gelte ftir jedes Tripe! (M, N,N? E t$ mit 
N’s N fiir alle x aus 9: 
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Weiters exkktiere eine von M,N unabhtingige Konstante Cl, sodaJ gilt 
(22) p4 N)(x)%iJr $ C1N(log NJ” 
Dam existiert fiir fast aile x E L?? eine Konstun te C2(x, a), sodaJ gilt (mit 6 > 0): 
(23) F(0, N)(x) 5 C2(x, G)N+(log zvp+ 3 + 4 
Wir verwenden dieses Ergebnis mit x = (AI, A2, P, a), 
M+N 
Nun lafit sich gleichmaflig in ME M genau wie in (20) abschatzen: 
(203 j F(M, N)(x)%x = O(N log N), B 
die Verifikation von (21) ist trivial, daher folgt aus (23) 
(233 S(N, h;k, Az,P, a) = O(N+(log N)2+E) 
fur fast alle (II, &,P,a) aus .% Da sich .,Hbis auf eine Nullmenge als abtihlbare 
Vereinigung solcher Mengen 9 darstellen ltiiRt, ermoglicht das Weylsche Krite- 
rium fur den hier behandelten Fall den SchluO auf die Giiltigkeit von Satz 1. 
2. Fall: h2 = hj =0, hl # hq: 
Die Eintragungen von A konnen durch Al, &, P und b mitt& Cl-Funktionen 
ausgedrtickt werden. 
(24) a=+(& +A2)++(hl- h4)-1(2F-hl -h&l1 -A$ 
(241 d=A1+12-a 
(249 c = &, ((AI - A2)2 - (a - d)2). 
3. Fall: h2=h3=0, hl =hq#O: 
Es gilt P = hl und die Eintragungen von A kiinnen durch Lr, J.2, b und c aus- 
gedriickt werden: 
(25) a = #I+ 12 f ((Al - A2)2 - 4bc)i) 
(251 d = +(A1 + A2 =F ((AI - A2)2 - 4bc)+) 
Auch in den Fallen 2 und 3 kann man nun wie friiher auf die Giiltigkeit der 
Beziehung (16) fur fast alle Matrizen A E J? und fur alle Gitterpunkte 
h = (hl, h2, h3, h4) E Z4 \ { (O,O, O,O)} schlieRen. Aus dem schon erwahnten 
Theorem 6.2 in [8] folgt unmittelbar die Behauptung von Satz 1. (Die Vereini- 
gung iiber alle h E Z4 \ { (O,O, O,O)} aller Ausnahmemengen vom MaRe 0 bildet ja 
wieder eine Nullmenge.) 
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f 3. DER FALL KOMPLEXER EIGENWERTE (DISKREPANZABSCHliTZUNG) 
Die Behauptung von Satz 1 mull nun noch ftir (fast alle) (2 x 2)-Matrizen A 
mit zwei nichtreellen, konjugiert-komplexen Eigenwerten AI, AZ, fur die 1131 1 = 
= I;12 1 2 1 gilt, gezeigt werden. (Dies ist offensichtlich aquivalent mit det A 2 1.) 
Die Menge aller Matrizen mit genau einem Eigenwert (der Doppelnullstelle des 
charakteristischen Polynoms ist) besitzt das Lebesguemarj 0, kann also im Sinne 
der metrischen Aussage des Satzes unberiicksichtigt bleiben. Wir wollen aber 
sogar das scharfere quantitative Resultat von Satz 2 beweisen. Dazu stellen wir 
zuniichst die Eigenwerte in komplexen Polarkoordinaten dar: 
(26) It1 = R(cos Q + i sin bp) 
(27) A2 = R(cos Q, - i sin bp) 
mit 
(28) R= IAl 1 = J&l =(ad-bc)t=(det A)* 
(29) cos p=uR-I, sin (p= -iwR-I. 
Aus den Darstellungen (12)-(15) folgt dann leicht (mit w = iv): 
a-d a(k) = Rk(cos kp + - 
2v 
sin krp) 
b(k) = Rk p sin ku, 
c(k) = Rk t sin kp 
a-d d(k) = Rk(cos kp - 2~ sin kp) 
und weiter fur jeden Gitterpunkt h = (hl, h2, h3, h4) E Z4 \ ((O,O,O, 0)): 
(30) hla(k) + htb(k) + hx(k) + h4d(k) = RkB(A, h) sin (kp +y(A, h)) 
(30 B(A, h) = 
( 
(h1+ h4)2 +$ 
( 
bhz + chj + (hi - hs) 
a-d 2 * 
2 
>> 
sin y(A, h) = (hl + h@(A, h) - *, 
(32) cos y(A, h) = + bhz + ch3 + (hl - h4) 
a-d 2 
> 
&A, h)- ’ . 
Wir beweisen nun 
Lemma 1: A4it den eingeftihrten Bezeichnungen sei 
p: =sd, y: =$d, bc(a - d) # 0; 
dam gilt: 
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(i) B(A, h) und y(A, h) bleiben fest fiir festes #I, y und h (und sgn (a - d)). 
(ii) Sei 1 r 11 h 11 = max. ( 1 hi I} s fi, NE IN; dunn existiert fir fast alle solchen 
@, y) E R2 eine positive Konstante K(p, y) unabhtingig von N and h, so&J 
gilt: 
(33) W, 4 = W, Y; 4 2 W, YIN- 
Beweis: (i) ist wegen 
(34) +- bhz+chj+(hl-h4) - 
I 
a-d 
2 
-2 . 
und den Definitionen von B(A, h) und y(A, h) leicht ersichtlich; fiir (ii) unter- 
scheiden wir mehrere Fglle: 
1) hl # - h4: B(A, h) 2 1 trivial 
2) hr = -h4, h+O, h3#0: B(A,h)=(-fly-l)-+I/3hz+yh~+(h,-h4)I 2 
z KI@, y) 1 hzh3 I - 2 z Kl(P, y)N- 2 fiir fast alle @, y) nach der Verallgemei- 
nerung des metrischen Satzes von Chintchin auf Linearformen (vgl. [5]). 
3) ht = - h4, h2 #O, h3 = 0 (oder umgekehrt), hl# h4: 
B(A,h)=(-by-l)-fI@hz+(h,-h4)I ~(-Py-l)-+Kz@)Ih~)-~ 
fiir fast alle lp nach Chintchin und alle y * B(A, h) 2 K2(B, y)lv- 1 fiir fast alle 
(8, Y) 
4) hl= - h4 und genau eine der ganzen Zahlen h2, h3, hl - h4 von 0 ver- 
schieden: 
44 h) z K3U.t Y I> 0 q.e.d. 
Durch die Definitionen von R, (p, fl und y wird jede der beiden offenen Mengen 
A:={(a,b,c,d)~R? bc(a-d)#O, (a-d)2+4bc<0, ad-bc>l, a-d>O}, 
AZ: = {(a, b,c,d)E !I?‘: bc(a-d)#O, (a-d)2+4bc<0, ad- bc> 1, a-d<01 
(deren Vereinigung bis auf eine Nullmenge die in Satz 2 betrachtete Menge 
ergibt) C%omorph abgebildet auf die offene Menge 
4P:={(R,~,~,y)EIR4:R>1,~y<-1,0<Cp<i?}. 
Daher geniigt es zu beweisen, da0 die Behauptung (3) fiir fast alle (R, cp,b, y) aus 
A’ richtig ist. Wir halten zunachst R > 1, /I und y (so gewtihlt, da13 (33) gilt und 
/Iye - 1) fest, setzen in (30) k =s(n) und definieren (mit e(cr): = @): 
(35) SW, W): = “i, e(27ciRSi”jB(h) sin (s(n)(p t b(h))) 
als die entsprechende Weylsche Summe und weiters zur Abkiirzung 
c 
g(n, m, h)(q): = W) sin (s(n)p + y(h)) - IV) sin (s(m)(p + y(h)) 
(36) Ad =fh m h)W: = $ g(n, m h)(q) 
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Wir schlierjen zwei Bemerkungen an (vgl. LeVeque [I 11): 
1. Es existiert eine nur von R abhangige natiirliche Zahl k(R) (unabhingig 
von der Folge (s(n))!), sodal fur alle n, m E tr.l mit n - m 2 k(R) gilt: 
(37) s(n)*f(p)* +f’(p)* > +R2”(“)s(n)4 
fur alle ~0 E (0, n). (Dies folgt durch direktes Ausrechnen und elementares 
Abschatzen.) 
2. Fur n > m lassen sich f und f’ als offensichtlich nicht identisch verschwin- 
dende trigonometrische Polynome in c von einem Grad ss(n) darstellen; 
sie haben daher in (O,@ hijchstens O(s(n)) Nullstellen (mit absoluter O- 
Konstante). 
Es folgt nun weiter: 
(38) 
i I W hM4 I 2dv = i i T 42~WOg(n~ m, Wv))dv = 
0 n=1 m=l 0 
= O(N) + 2 ; i j cos (2nB(h)g(n, rn, h)(bp))dCp 
n-mbk(R) 0 
flzfi 
Dabei wurden die Summanden mit 1 n - m I< k(R) und jene mit m c fl, n < fi 
trivial abgeschiitzt. (Die 0-Konstante hangt nur von R ab.) Fur die restlichen 
Integrale der Doppelsumme benotigen wir das folgende Hilfsresultat. 
Lemma2: Essein-mzk(R), filnsN, NzNo(R,P,y), lsih[s@, /? 
und y so gewiihlt, daj (33) erfiilit ist. Dann gilt: 
(39) I a ~0s WWMn, 111, h)W)dv I s CR /A YIN- ’ 
Beweis: Wir teilen das Interval1 (0,~) in zwei disjunkte Teilmengen qund Y 
definiert durch 
W = {p E (0, R): If(p) 1 <B(h)-+n%(n)}, “y: = (0,x) \ 9. 
4Yist als offene Menge die Vereinigung disjunkter offener Intervalle 4; fur alle p 
aus einem solchen 4 gilt nach Bemerkung 1 und obiger Definition: 
If’(cp) 1 > (+Rwfl)s(n)4 -B(h)- 1nss(n)4)f 2
(40) 
1 
hRd%(n)*(+-K(a, ~)-‘N’~R-w~))jh 
2 R-%(n)2(+ - K(o, y)- lr~*~R-*“)+ 
* If%4 I > +RS(“)sW2 
fur alle n 2 fl, N 2 No(R, fl, y). Daraus folgt fur das Mal3 von 4 (unter Beriick- 
sichtigung von (33)): 
(41) 
m(lj)=sltp/~i-YrzI S”YP w7Pl)I + If(P2)lww3)I -55 
J I 
~4B(h)-)n4s(n)-lR-Sc”)=O(n6R-“s(n)-’) 
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mit Hilfe des Mittelwertsatzes und weiter 
(42) 1 5. cos (2rrB(h)g(n,m,h)(q))d~I si;(b) = O(n6R-“s(n)-‘). 
I 
Wegen (40) und der Stetigkeit von f’ ist f aber monoton auf jedem 4, daher 
besitzt Ij entweder 0 oder K als Randpunkt oder es enthalt eine Nullstelle vonJ 
Nach Bemerkung 2 lal3t sich die Anzahl der 4 folglich durch O@(n)) (mit 
absoluter 0-Konstante) abschitzen; daraus folgt zusammen mit (42): 
(43) 5 cos mwog( n, m, h)(q))dp = O(n6R - “) = O(n - 2, = O(N- I) 0 
wobei die 0-Konstanten nur von R, /I und y abhangen, aber nicht von h und 
(s(n))n”= I. 
Nun kann man wegen Bemerkung 2 und der obigen Argumentation aber such 
vin O@(n)) disjunkte Intervalle &’ zerlegen, sodal f auf jedem v von kon- 
stantem Vorzeichen und sogar monoton ist. Aus dem 2. Mittelwertsatz folgt 
(unter Beachtung der Definition von %?und q): 
5 cos (2nB(h)g(n, m, h)(Cp))dbp = O(B(h)-b-4s(n)-1) 
!I 
(45) * j cos (2nB(h)g(n, m, h)(p))dp = O(Nnp4) = O(N- l). Y 
Mit (43) und (45) ist aber die Behauptung (39) von Lemma 2 bewiesen. 
Durch Einsetzen von (39) fur die einzelnen Summanden der Doppelsumme in 
(38) ergibt sich: 
(46) 
mit von h unabhangiger 0-Konstante (falls 1 hi se). Aus der Ungleichung 
von Cauchy-Schwarz folgt fiir alle h, k E Z4 mit 1 s 11 h /I s fl, 15 II k II 5 fl 
(47) 
i 1 WY h)(Co) I I SW, k)(Cp) Idy, = O(N), 
0 
i 1 W% h)(Cp) t dp = OW). 
0 
Nach dem Satz von Erdos-Turan-Koksma (181, Seite 116) gilt nun fur die 
Diskrepanz D(N, (p) der Folge (@‘))f= r im P? modulo 1 (bei festem 8, y und R 
wie vereinbart): 
ND(N, bp) s K(NH- 1 + ,,,;,, WV Iww)(6P)I~ 
(48) 
r(h):= i max. {lhil,l}. 
j=l 
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Wir wahlen (wie mehrfach angedeutet) H= [rM, quadrieren und integrieren 
uber Osvsrr: 
i N’D(N, &2d6p = O(N) + O(N+) 
0 o<,$sp r(W’ [ IW’4~NW9+ 
(49) 
+ O(l) Eh, $‘. r(h)- ‘r(k)- ’ a I WC N(9)W k)(9) I d9 = 
o< lkl sfl 
= 009 + O(N) (,T f)l+‘@N( ,g f)8=O(N(log N)‘$ ,I 
Diese Abschatzung ist unabhlngig von der Folge s(n), sie gilt daher gleichmif3ig 
fur jede “verschobene” Folge s(n)‘: = s(M+ n) (ME tt4 beliebig) mit Diskrepanz 
D(M, N, 9) von (Afl”+n))f= , 
w i N2D(A4, N, @2d9 s CI (R, #& y)N(log NJ8. 
0 
Seien nun j und k ganze Zahlen, dann definieren wir zuntichst 
P(j,k):={(/I,y)E[j,j+l]x[k,k+l]: fly< -1). 
Sei weiters r eine (kleine) positive reelle Zahl, dann existiert eine kompakte 
Teilmenge Y *(j, k;r) von .A’/ *(j, k), deren Marj sich urn weniger als 7 vom Mat3 
von .A’/ *(j, k) unterscheidet, so da0 Y *(j, k;r) die in Lemma 1 ausgeschlossene 
Nullmenge nicht schneidet. Weiters wtihlen wir &>Rr > 1 und definieren 
.;~‘(lG,R2;j, k;r): = [R1,R23 x X*(j, k;s). 
Dann zeigt eine genaue Analyse des bis (SO) gefiihrten Beweises, da13 die dort 
vorkommende Konstante Cl (I?, /I, y) als Wert einer auf Y’(Rr, &;j, k;s) stetigen 
Funktion dargestellt werden kann, dort also beschrHnkt ist. (Man erkennt z.B. 
bei naherer Betrachtung des iiblichen Beweises des fiir Lemma 1 (ii) verwen- 
deten Satzes von Chintchin, da0 die dort auftretende positive Konstante K(#I, v) 
fur alle (J?, y) auRerhalb der ausgeschlossenen Nullmenge als Wert einer stetigen 
Funktion angegeben werden kann.) Integration von (50) fiber X’(Rt, &;j, k;r) 
ergibt daher (mit .X= &@I, Rz; j, k;r): = A?‘(&, Rz; j, k;z) x [0,x]) 
(51) jjlj N2D(M, N;A)2d9d/?dydR $ CN(log N)s I 
wobei C nur mehr von labhiingt. Wendet man nun den schon zitierten Hilfs- 
satz von Gal und Koksma mit F(A4.. N)(x) = ND(M, N, x), x = (R, fi, y, 9) an, so ist 
(22) durch (51) mit a= 8 bewiesen und (21) folgt leicht aus der Definition der 
Diskrepanz. (23) ergibt dann (fur jedes E>O) 
(52) D(N,A) s C(A, E)N- f(log N)1”2+E 
fur fast alle (2 x 2)-Matrizen A mit (R,fl, y, 9) E .;u(Ri, Rz; j, k;r). LHl3t man nun 
zuntichst T eine Nullfolge durchlaufen, dann RI eine fallende, gegen 1 konver- 
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gierende, Rz eine gegen + m divergierende Folge, sowie j und k alle ganzen 
Zahlen, dann folgt unmittelbar Satz 2, da die abzHhlbare Vereinigung von 
Nullmengen stets wieder eine Nullmenge ergibt. 
LaBt man in (51) die Integration tiber R E [&,&I weg, so erhalt man analog 
das folgende Resultat. 
Korollar: Die Diskrepanzabsch&zung (3) gilt fiir fast alle Matrizen A (im 
Sinne des dreidimensionalen LebesguemaJes) mit fester Determinante 
det A = R2 und ohne reelle Eigenwerte fib jedes R > 1. 
5 4. SPEZIELLE GEGENBEJSPIELE 
Wesentlich erscheint nun noch der Nachweis, dal3 die in Satz 1 beriicksich- 
tigte Ausnahmemenge vom Ma8 0 tatsiichlich nicht leer ist, dal3 es also reelle 
(2 x 2)-Matrizen gibt, die einen Eigenwert mit Absolutbetrag griiljer als 1 
besitzen, deren Potenzen aber nicht gleichverteilt mod 1 im IR4 liegen. Wir 
geben dazu zwei spezielle Typen solcher Matrizen an. 
Beispiel 1: Es sei A eine (obere oder untere) Dreiecksmatrix, also c = 0 oder 
b = 0. Dann besitzt A die Eigenwerte a und d, liegt also fur max ( 1 a ) , 1 d 1) > 1 in 
A, aber die Potenzen von A sind ebenfalls (obere bzw. untere) Dreiecks- 
matrizen (dies folgt z.B. aus (13) bzw. (14)), daher nicht gleichverteilt mod 1 
im lR4. 
Beispiel 2: Die (2 x2)-Matrix A habe Diagonalgestalt (b = c= 0), a und d 
seien sogenannte P.V.-Zahlen (d.h. ganz algebraisch, 1 a 1 > 1, I dl > 1, 1 a’[ c 1, 
I d’ I c 1 fiir alle Konjugierten u’, d’; vgl. [8], Seite 36). Dann haben die 
Potenzen von A die Form 
Ak= fk ik , 
( > 
liegen also (nach [8], Seite 36) in keiner der vier Komponenten dicht mod 1, 
obwohl A E &gilt. 
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