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Abstract
Let fng1n=1 be a sequence of points in the open unit disk in the complex plane and let
B0 = 1 and Bn(z) =
nY
k=0
k
jk j
k − z
1− kz ; n= 1; 2; : : : ;
(k=jk j=−1 when k = 0): We put
L= spanfBn: n= 0; 1; 2; : : :g
and we consider the following ‘moment’ problem:
Given a positive-denite Hermitian inner product h; i on LL, nd a nondecreasing function  on [− ; ] (or a
positive Borel measure  on [− ; )) such that
hf; gi=
Z 
−
f(ei)g(ei) d() for f; g 2L:
We give a necessary and sucient condition (called ‘N-extremality’) on a solution  of the moment problem in order
that L is dense in L2. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
In [2] it is shown that a solution  of the Hamburger moment problem is N-extremal if and only
if the set of polynomials is dense in L2. The purpose of the present paper is to prove a similar
statement for a moment problem that arises in the study of certain orthogonal rational functions.
In both cases the results are based on nested disks-theories related to the corresponding moment
problems. For orthogonal rational functions the nested disks-theory is developed in [6].
Let
T = fz 2 C: jzj= 1g; D = fz 2 C: jzj< 1g; E = fz 2 C: jzj> 1g
and let n, n= 0; 1; 2; : : : be given points in D with 0 = 0. The Blaschke factors n are given by
n(z) =
n
jnj 
n − z
1− nz ; n= 0; 1; 2; : : : ;
where by convention
n
jnj =−1 when n = 0:
The (nite) Blaschke products are
Bn(z) =
nY
k=1
k(z); n= 1; 2; : : : and B0(z) = 1:
It will be convenient to write
Bnnk = Bn=Bk ; k = 0; 1; : : : ; n; n= 0; 1; : : : :
We dene the linear spaces Ln, n= 0; 1; 2; : : : and L by
Ln = spanfBm: m= 0; 1; : : : ; ng and L=
1[
n=0
Ln:
Clearly Ln consists of the functions that may be written as
pn(z)
n(z)
;
where
n(z) =
nY
k=1
(1− kz); n= 1; 2; : : : and 0(z) = 1
and pn belongs to n, the set of polynomials of degree at most n. The substar conjugate f of a
function f is dened as
f(z) = f(1= z):
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For f 2LnnLn−1 the superstar conjugate f  will be
f (z) = Bn(z)f(z):
If f 2L0, then f  = f.
The linear spaces Ln, n= 0; 1; 2; : : :, and L are dened as
Ln = ff: f 2Lng and L = ff: f 2Lg:
Then we have
Ln = span

1
Bm
: m= 0; 1; : : : ; n

= span

1
!m
: m= 0; 1; : : : ; n

;
where
!m(z) =
mY
k=1
(z − k); and !0(z) = 1:
Furthermore, we assume that M is a linear functional on L+L such that for f 2L we have
M (f) =M (f); and M (ff)> 0 if f 6= 0:
The functional M induces an inner product h; i on LL by
hf; gi=M (fg); f; g 2L:
Also for f; g 2L we may dene hf; gi=M (fg). Then we get
hf; gi= hgfi for f; g 2L:
As hgfi =M (gf) =M (fg) = hf; gi for f; g 2 L and hf;fi =M (ff)> 0 for f 2 L, f 6= 0,
the inner product is Hermitian and positive-denite on LL.
In this paper we consider the following ‘moment’ problem:
Given the inner product h; i on L  L (or the linear functional M on L + L), nd a
non-decreasing function  on [− ; ] (or a positive Borel measure  on (−; ]) such that
hf; gi=
Z 
−
f(ei)g(ei)d() for f; g 2L

or M (f) =
Z 
−
f(ei) d() for f 2L+L

:
In particular, we give necessary and sucient conditions for the density of L in L2. When
1X
n=1
(1− jnj) =1;
and  is a solution of the moment problem then L is always dense in L2. This follows from the
‘closure criterion’ discussed in Addendum A.2 of [1].
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2. Orthogonal rational functions
In our approach orthogonal rational functions will play an important role. Let the sequence fng1n=0
in L be obtained by orthonormalization of the sequence fBng1n=0 with respect to the inner product
h; i on LL, i.e.
n 2Ln and hn; ni= 1; n= 0; 1; 2; : : : ;
hf;ni= 0 for f 2Ln−1; n= 1; 2; : : : :
It follows easily that
hf;ni= 0 for f 2Ln with f(n) = 0 n= 1; 2; : : : ;
because Bnf 2Ln−1 for such f. Each n can be written as
n(z) =
nX
k=0
b(n)k Bk(z):
Here the non-zero number b(n)n is called the leading coecient of n. We assume that the n are
chosen such that b(n)n > 0 and we write n = b
(n)
n . It is easily shown that
n = n(n) = 

n(n):
Using the uniqueness of the reproducing kernel
nX
k=0
k(z)k(w)
for the inner product space Ln it can be shown, see for instance [3], that the following Christoel{
Darboux formula holds
n−1X
k=0
k(z)k(w) =
n(z)n(w)− n(z)n(w)
1− n(z)n(w)
: (2.1)
The n and n satisfy the recurrence relations
n(z) = n
z − n−1
1− nz
n
n−1
n−1(z) + n
1− n−1z
1− nz
n
n−1
n−1(z); n= 1; 2; : : : (2.2)
and (superstar conjugation)
n(z) =−
n
jnjn
z − n−1
1− nz
n
n−1
n−1(z)− njnjn
1− n−1z
1− nz
n
n−1
n−1(z); n= 1; 2; : : : (2.3)
with 0 = 0 = 0. Here
n =− njnj
1− n−1n
1− jn−1j2
n(n−1)
n
; (2.4)
n =
1− n−1n
1− jn−1j2
n(n−1)
n
: (2.5)
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The n and n are related by
jnj2 − jnj2 = 
2
n−1
2n
1− jnj2
1− jn−1j2 : (2.6)
In particular this implies
jnj> jnj:
For later use we mention the superstar conjugate with respect to z and w of the Christoel{Darboux
formula (2.1),
n(z)n(w)− n(z)n(w)
1− n(z)n(w)
=
n−1X
k=0
B(n−1)nk(z)B(n−1)nk(w)k (z)k (w): (2.7)
Proofs of (2.2){(2.7) can be found in [3{6].
3. Associated functions
Next to the orthogonal functions n we consider the associated functions  n dened by
 0(z) =− 10 ; ( 0(z) =−M (0));
 n(z) =M (D(t; z)[n(z)− n(t)]); n= 1; 2; : : : :
Here M is acting on t and
D(t; z) =
t + z
t − z :
Obviously  n 2Ln for n= 0; 1; 2; : : : : For the superstar conjugates of the  n we have
 0 (z) =−
1
0
;
 n (z) =M

D(t; z)
Bn(z)
Bn(t)
n(t)− n(z)

; n= 1; 2; : : : :
The functions  n and  n satisfy the recurrences
 n(z) = n
z − n−1
1− nz
n
n−1
 n−1(z)− n 1− n−1z1− nz
n
n−1
 n−1(z); n= 1; 2; : : : : (3.1)
and (superstar conjugation)
 n (z) =
n
jnjn
z − n−1
1− nz
n
n−1
 n−1(z)− njnjn
1− n−1z
1− nz
n
n−1
 n−1(z); n= 1; 2; : : : : (3.2)
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A proof of the recurrence formulas (3.1) and (3.2) can be found in [3]. Another proof is given
in [5]. The pair ( n;− n ) satises the same recurrence as the pair (n; n). The initial values are
(0; 0) = 0(1; 1) and ( 0;− 0 ) = (−1=0)(1;−1).
4. Analogues of the Liouville{Ostrogradskii formula (determinant formula) and Green’s formula
In the previous section we have seen that the pairs (n(z); n(z)) and ( n(z);− n (z)) are solutions
(Xn; X yn ) of the following system of dierence equations:
n−1
n
Xn(z) = nAn(z)Xn−1(z) + nBn(z)X
y
n−1(z); n= 1; 2; : : : ; (4.1a)
n−1
n
X yn (z) = n[nAn(z)Xn−1(z) + nBn(z)X
y
n−1(z)]; n= 1; 2; : : : ; (4.1b)
where
n =− njnj ; An(z) =
z − n−1
1− nz ; Bn(z) =
1− n−1z
1− nz ; n= 1; 2; : : : :
Suppose that the pair (xn(z); xyn(z)) is a solution of Eq. (4:1) and suppose that the pair (yn(w); y
y
n(w))
is a solution of Eq. (4:1) with z replaced by w. In [6] it has been shown that
xyn(z)yn(w)− xn(z)yyn(w)
1− n(z)n(w)
− Bn(w)x
y
0(z)y0(w)− x0(z)yy0(w)
1− 0(z)0(w)
=−
n−1X
k=0
xk(z)Bnnk(w)yyk (w):
For z = w we get the determinant formula
xyn(z)yn(z)− xn(z)yyn(z) =
1− jnj2
1− nz
zBn(z)
z − n (x
y
0(z)y0(z)− x0(z)yy0(z)):
In particular, for
xn(z) = n(z); xyn(z) = 

n(z); yn(z) =  n(z); y
y
n(z) =− n (z)
we obtain the analogue of the Liouville{Ostrogradskii formula
n(z) n(z) + n(z) 

n (z) =
1− jnj2
1− nz
−2zBn(z)
z − n (4.2)
as a special case of the determinant formula.
In [6] the analogue of Green’s formula is also derived. This time we obtain
xyn(z)y
y
n(w)− xn(z)yn(w)
1− n(z)n(w)
− x
y
0(z)y
y
0(w)− x0(z)y0(w)
1− zw =
n−1X
k=0
xk(z)yk(w): (4.3)
Notice that 1− 0(z)0(w) = 1− z w.
We only mention the following special cases of Green’s formula. For
xn(z) = n(z); xyn(z) = 

n(z); yn(w) =  n(w); y
y
n(w) =− n (w)
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we get
n(z) n (w) + n(z) n(w)
1− n(z)n(w)
+
2
1− z w =−
n−1X
k=0
k(z) k(w): (4.4)
For
xn(z) =  n(z); xyn(z) =− n (z); yn(w) =  n(w); yyn(w) =− n (w)
we get a ‘Christoel{Darboux’ formula for the associated functions
 n (z) n (w)−  n(z) n(w)
1− n(z)n(w)
=
n−1X
k=0
 k(z) k(w);
and if z = w
j n (z)j2 − j n(z)j2
1− jn(z)j2 =
n−1X
k=0
j k(z)j2: (4.5)
The superstar conjugate of Eq. (4.5) reads
j n (z)j2 − j n(z)j2
1− jn(z)j2 =
n−1X
k=0
jB(n−1)nk(z)j2j k (z)j2:
5. Nested disks
Let
D0 = fz 2 D: z 6= j; j = 0; 1; 2; : : :g and E0 = fz 2 E: z 6= 1= j; j = 1; 2; : : :g:
For xed z 2 D0 [ E0 the values of
s= Rn(z; w) =
 n(z)− w n (z)
n(z) + wn(z)
describe a circle, say Kn(z), if w varies in T . Indeed, by the Christoel{Darboux formula (2.1) and
formula (4.5) we have
0<
k  n(z)j − j n (z) k
jn(z)j+ jn(z)j
6jsj6 j n(z)j+ j 

n (z)j
k n(z)j − jn(z) k
<1:
As w 2 T , the equation of Kn(z) is
j n (z) + sn(z)j= j n(z)− sn(z)j: (5.1)
Since the pairs (n(z); n(z)) and ( n(z);− n (z)) are (independent) solutions of the system (4:1)
also the pair ( n(z) − sn(z);− n (z) − sn(z)) is a solution of Eq. (4:1). Hence by Eq. (4.3) we
have for the given z
j n (z) + sn(z)j2 − j n(z)− sn(z)j2
1− jn(z)j2 −
j 10 − s0j2 − j 10 + s0j2
1− jzj2 =
n−1X
k=0
j k(z)− sk(z)j2:
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Since the rst term on the left-hand side of this equation is zero, the equation of the circle Kn(z) is
n−1X
k=0
j k(z)− sk(z)j2 = 2(s+ s)1− jzj2 : (5.2)
Clearly the circular disk n(z) corresponding to Kn(z) is given by
n−1X
k=0
j k(z)− sk(z)j262(s+ s)1− jzj2 : (5.3)
It follows from Eq. (5.2) that
Kn(z)fs 2 C : R s> 0g if z 2 D0
and
Kn(z)fs 2 C : R s< 0g if z 2 E0:
Centre cn(z) and radius rn(z) of Kn(z) follow easily from Eq. (5.1). We have
cn(z) =− 

n (z)n(z) +  n(z)n(z)
jn(z)j2 − jn(z)j2
;
rn(z) =
 

n (z)n(z) + 

n(z) n(z)
jn(z)j2 − jn(z)j2
 :
Using Eqs. (4.4) and (2.1) with z = w we get
cn(z) =
2
1−jzj2 +
Pn−1
k=0  k(z)k(z)Pn−1
k=0 jk(z)j2
:
Using Eqs. (4.2) and (2.1) with z = w we get
rn(z) =

1−jnj2
1−nz 
−2zBn(z)
z−n
(1− jn(z)j2) Pn−1k=0 jk(z)j2
=
2jzj
j1− jzj2j 
jBn−1(z)jPn−1
k=0 jk(z)j2
: (5.4)
Formula (5.3) implies that the n(z) are nested disks,
n(z)n+1(z); n= 1; 2; : : : :
Moreover, by Eq. (5.2), the circles Kn(z) and Kn+1(z) touch if z is not a zero of n or if both n(z)
and  n(z) are zero.
The intersection of the disks n(z) is denoted as 1(z). Clearly, 1(z) is a circular disk (with
a positive radius) or 1(z) is a point. The limiting circle, which may reduce to a point, is denoted
as K1(z).
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In the sequel we say that 1(z) is a ‘disk’ if 1(z) is not a single point. Thus by a disk we
mean a disk with a positive radius. Similarly we say that K1(z) is a ‘circle’ if K1(z) does not
reduce to a single point. The inequality for 1(z) is
1X
k=0
j k(z)− sk(z)j262(s+ s)1− jzj2 : (5.5)
As we have nested disks, Eq. (5.4) implies that the sequence
 jBn(z)jPn
k=0 jk(z)j2
1
n=0
is nonincreasing (obvious for jzj< 1), and 1(z) is a point if and only if this sequence tends to
zero as n !1.
When z 2 D0 [ E0 and the (innite) Blaschke product
B(z) =
1Y
k=1
k
jk j
k − z
1− kz (5.6)
diverges, then 1(z) is a point. For z 2 D0 this follows from Eq. (5.4) because Bn(z) ! 0 as
n !1 for such z. When z 2 E0, we use Eqs. (2.1) and (2.7) with z = w,
n−1X
k=0
jk(z)j2 = j

n(z)j2 − jn(z)j2
1− jn(z)j2 =
n−1X
k=0
jB(n−1)nk(z)j2jk (z)j2;
to obtain from Eq. (5.4) that
rn(z) =
2jzj
j1− jzj2j 
1
jBn−1(z)jPn−1k=0 jBk(z)j−2jk (z)j2 :
This implies
rn(z)6
2jzj
j1− jzj2j 
1
jBn−1(z)jj0(z)j2
:
As z 2 E0, we have Bn(z)!1 as n !1, so it follows that rn(z)! 0 as n !1. Hence also in
this case 1(z) is a point. Thus, when z 2 D0 [E0 and 1(z) is a disk, then the Blaschke product
(5.6) converges.
The following theorem is proved in [6].
Theorem 5.1 (Invariance). Let z0 2 D0 [ E0 be such that 1(z0) is a disk. Then 1(z) is a disk
for every z 2 D0 [ E0 and
1X
k=0
jk(z)j2 and
1X
k=0
j k(z)j2
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converge uniformly on every compact subset of D0 [ E0.
We now may speak of an alternative:
either 1(z) is a disk for every z 2 D0 [ E0,
or 1(z) is a point for every z 2 D0 [ E0.
Thus we may say that 1 (or K1) is a disk (circle) or 1 (or K1) is a point without specifying
any z 2 D0 [ E0.
6. The moment problem
Let M be the set of all the solutions of the moment problem mentioned in Section 1. Recall that
a solution  is a nondecreasing real valued function on [− ; ] such that
Z 
−
R(t) d() =M (R) for R 2L+L (t = ei):
In [6] it is observed that M 6= ;. Two solutions 1 and 2 are considered to be equal if they
determine the same continuous linear functional on C(T ), i.e. if
Z 
−
f(t) d1() =
Z 
−
f(t) d2() for all f 2 C(T ):
This means that 1 and 2 determine the same regular countably additive measure on the -eld of
the Borel sets in (−; ]. This is just the case if there is a constant C such that 1()− 2() = C
at all  where 1 − 2 is continuous. (Consider the Fourier series for 1 − 2.)
It follows from the positivity of the functional M that every solution  of the moment problem
has innitely many points of increase. (The corresponding Borel measure has innite support.)
For  2M we dene
F(z) =
Z 
−
t + z
t − zd() (t = e
i):
Theorem 6.1. For xed z 2 D0 [ E0 we have
fF(z) :  2Mg= 1(z):
Corollary 6.2. In the case of a limiting disk; for each s 2 1(z); (z 2 D0 [ E0); there is a  2M
such that s= F(z). In this case the moment problem has more than one solution.
Corollary 6.3. In the case of a limiting point the moment problem has a unique solution.
Proofs of Theorem 6.1 and of Corollary 6.3 can be found in [6].
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7. N-extremal solutions of the moment problem
As in Akhiezer’s book [2] we say that a solution  2M is N-extremal at the point z 2 D0[E0 if
s= F(z) belongs to the boundary K1(z) of 1(z). If 1(z) is a disk, then  2M is N-extremal
at z 2 D0 [ E0 if and only if
1X
k=0
j k(z)− sk(z)j2 = 2 s+ s1− jzj2 : (7.1)
If 1(z) is a point, say s, then s 2 n(z) for each n, so
062
s+ s
1− jzj2 −
n−1X
k=0
j k(z)− sk(z)j26r2n 
n−1X
k=0
jk(z)j2 ! 0 as n !1;
where rn is the radius of Kn(z),
rn =
2jzj
j1− jzj2j
jBn−1(z)jPn−1
k=0 jk(z)j2
:
Hence also in this case we have (7.1).
Theorem 7.1. Let  2M. Then
(a) if  is N-extremal at some point z 2 D0 [ E0; then L is dense in L2 and
(b) if L is dense in L2; then  is N-extremal at every point z 2 D0 [ E0.
Proof. Let z 2 D0 [ E0. Put
s= F(z) =
Z 
−
t + z
t − z d(); (t = e
i)
and let
fz(t) =
1 + zt
1− zt :
Then
fz(t) =

t + z
t − z

=−f1= z(t):
Let
1X
k=0
kk
be the generalized Fourier series for fz. Then
k =
Z 
−
fz(t)k(t) d(); k = 0; 1; 2; : : : ;
so
0 = 0
Z 
−
fz(t) d() = 0s;
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k =
Z 
−
t + z
t − z (k(t)− k(z)) d() +
Z 
−
t + z
t − zk(z) d()
=− k(z) + sk(z); k = 1; 2; : : :
and Bessel’s inequality for fz reads
1X
k=0
jk j26
Z 
−
 t + zt − z

2
d():
From  t + zt − z

2
=−1 + 1 + jzj
2
1− jzj2 (fz(t) + fz(t))
we getZ 
−
 t + zt − z

2
d() =−
Z 
−
d() +
1 + jzj2
1− jzj2 (s+ s) =
−1
20
− (s+ s) + 2(s+ s)
1− jzj2 :
Notice that 0(z) = 0> 0 and  0(z) =−1=0. Thus we also have
j 0(z)− s0(z)j2 =
 10 + s0

2
=
1
20
+ s+ s+ jsj220 =
1
20
+ s+ s+ j0j2:
Hence Bessel’s inequality becomes
1X
k=0
j k(z)− sk(z)j2 − 120
− (s+ s)6−1
20
− (s+ s) + 2(s+ s)
1− jzj2 ;
so
1X
k=0
j k(z)− sk(z)j262(s+ s)1− jzj2 ; (7.2)
the inequality for 1(z). Hence
 is N-extremal at z , s 2 K1(z), equality sign in Eq:(7:2), fz 2 clL:
Here clL is the closure of L in the Hilbert space L2. As long as z is arbitrary in D0 [ E0, this
proves part (b).
In order to prove part (a) we assume that z is a xed point in D0 [ E0 with the property that 
is N-extremal at z. From
F(1= z) =−F(z)
it follows that
1(1= z) =−1(z)
and in particular for the boundary points we get
K1(1= z) =−K1(z):
Hence  is also N-extremal at 1= z and f1= z 2 clL. As 1 2L this implies that both
1
t − z and
1
1− zt
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belong to clL. We will show that
1
(t − z)k and
1
(1− zt)k
are in clL for k = 1; 2; : : : .
For each n and k and each polynomial p 2 n there are a constant A and a polynomial q 2 n−1
such that
1
t − z

1
(t − z)k −
p(t)
n(t)

=
1
(t − z) k+1 −
A
t − z −
q(t)
n(t)
;
(in fact A= p(z)=n(z) and q(t) = (p(t)− An(t))=(t − z)). Taking the L2-norm we get
 1(t − z) k+1 −
A
t − z −
q(t)
n(t)

6 1j1− jzjj

 1(t − z)k −
p(t)
n(t)

 :
As q=n and p=n are in L, it follows by mathematical induction that
1
(t − z) k 2 clL; k = 1; 2; : : : :
In a similar way we obtain
1
(1− zt) k 2 clL; k = 1; 2; : : : :
Now let g 2 L2 such thatZ 
−
(t)g(t) d() = 0 (7.3)
for all  2L. In order to show that L is dense in L2 it is sucient to show that g(ei)= 0 almost
everywhere on [− ; ]. To do so we put
(x) =
Z x
−
g(t) d(); −<x6:
Then  is of bounded variation on (−; ] since g 2 L2 implies that g 2 L1, so
H () =
Z 
−
d()
t −  ; (t = e
i);
is analytic in CnT . As Eq. (7.3) also holds for  2 clL it follows thatZ 
−
d()
(t − z)k = 0;
Z 
−
d()
(1− zt)k = 0; k = 1; 2; : : : :
But then H ()  0 on CnT as H and all its derivatives vanish at z and at 1= z. Considering the
power series of the function H around 0 and around 1 we see thatZ 
−
t kd() = 0; k = 0;1;2; : : : : (7.4)
Since  denes a continuous linear functional on C(T ) by
 7!
Z 
−
(t) d();  2 C(T )
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and the trigonometric polynomials are dense in C(T ) it follows from Eq. (7.4) that this functional
is zero. In particular this implies (x) = 0 for all x 2 (−; ]. Hence g(ei) = 0 almost everywhere
on (−; ].
Theorem 7.1 implies that a solution  of the moment problem is N-extremal at all points z 2 D0[E0
when  is N-extremal at at least one point z 2 D0 [ E0. In this case we say that  is N-extremal,
without specifying any z 2 D0 [ E0. This leads to
Theorem 7.2. Let  2M. Then the following are equivalent:
  is N-extremal;
 L is dense in L2.
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