Purpose: The purpose of this study is to introduce and evaluate the mixed structure regularization (MSR) approach for a deep sparse autoencoder aimed at unsupervised abnormality detection in medical images. Unsupervised abnormality detection based on identifying outliers using deep sparse autoencoders is a very appealing approach for computer aided detection systems as it requires only healthy data for training rather than expert annotated abnormality. However, regularization is required to avoid over-fitting of the network to the training data.
Introduction:
Automatic detection of abnormalities in medical images has the potential to provide objective and accurate analysis of medical images, reduce radiologists workload and overall health-related costs. 1,2 Traditionally, discriminative machine-learning approaches were used to design algorithms that are capable to distinguish between normal and abnormal samples. [3] [4] [5] [6] [7] [8] [9] In the past few years, discriminative deep-learning approaches demonstrated substantial improvement over traditional machine learning approaches in different tasks including image classification 10 and segmentation. 11 Similarly, such approaches were applied successfully for abnormality detection in medical images. 10, 12, 13 For a general review of deep-learning approaches for computer aided detection of abnormalities in medical images we refer the reader to the review by Hoo-Chang et al. 14 However, these discriminative deep-learning approaches rely heavily upon the availability of vast amounts of both normal and abnormal samples with explicit annotation by experts which is very challenging to collect. Moreover, due the large variability of abnormal samples, these models usually require specific training tuned to detect each abnormality. These requirements are identified as significant barriers in developing reliable large-scale models which can be utilized in the clinic. 1, 2, 14 Recently, deep autoencoder models were suggested as an alternative to discriminative deep-learning approach for abnormality detection. 15 The autoencoder models learn a representation of normal data by encoding it into a small number of features, and then restore the data using a decoder which takes the encoded features and expand them. The abnormalities are implicitly characterized as outliers from the distribution of normal patients. The main advantage of deep autoencoders is that their training requires normal samples only, without any additional expert annotation of abnormalities. In addition, by modeling abnormalities as outliers the generative models has the potential to cope better with abnormalities heterogeneity compared to the discriminative models. 16 In their simplest form, autoencoders learn an underlying compact representation by enforcing a bottleneck of a small number of features between the encoder and the decoder components. 17 However, more modern autoencoders employed an overcomplete representation approach in which the autoencoder encode the input data into a rich higherdimensional representation. In this setup, regularization is required to prevent the autoencoder from converging into representations that are over-fitted to the specific training data.
A common regularization technique is to add a sparsity term to the loss function minimized during the training session (SAE). 17, 18 The additional sparsity term explicitly encourage the model to generate representations that are sparse. In contrast, Vincent et al 19 propose the denoising autoencoders (DAE) in which the input data is stochastically corrupted by some type of noise. The DAE implicitly yields a sparse higher level representations through its training criteria: a robust reconstruction of the uncorrupted example. Specifically, they considered three types of noise: 1) Additive isotropic Gaussian noise, 2) Masking noise, and 3) Salt & Pepper noise. However, by corrupting the input data with noise, the DAE may learn how to denoise the input data rather than being more sensitive to the underlying structure of interest.
To overcome this limitation we introduce in this work the "mixed structure regularization" (MSR) approach to regularize deep-learning sparse overcomplete autoencoders. We implicitly encourage the model to learn a sparse representation by stochastically corrupting the input data with randomly added structure sampled form the training data set rather than corrupting with random noise as suggested by Vincent et al. 19 We evaluate the added value of the proposed MSR approach in unsupervised coronary stenosis detection from Cardiac Computed Tomography Angiography (CCTA) data compared to the sparse DAE (SDAE) and SAE.
Materials and methods:
Datasets:
The dataset we used in this study consists of retrospectively collected CCTA data of 90 subjects who underwent a CCTA exam due to suspected CAD. Patients with prior myocardial infarction (MI) or percutaneous coronary intervention (PCI) were excluded from the study. CCTA data was acquired using either Philips Brilliance iCT or Philips Brilliance 
Methods:

Data preparation
We computed the coronary artery centerlines and the aorta segmentation automatically with a commercially available software dedicated for cardiac image analysis (Comprehensive Cardiac Analysis, IntelliSpace Portal 6.0, Philips Healthcare). We further manually adjusted the result of the automatic software to improve overall centerlines quality using its graphical user interface.
Next, we segmented the coronary lumen and wall using the automatic coronary lumen segmentation algorithm of Freiman et al 20 with manual adjustments where required.
We then extracted 3D coronary cross-sectional patches of size 80x80x8 mm along the coronary centerline using an in-house software. Inspired by Kitamura et al 21 , we calculate the ratio between the wall area ( ) and lumen area ( ) for each coronary cross-section and define a cross-sectional stenosis grade as:
Finally, we select coronary cross-sections with stenosis grade < 0.2 from the training datasets and used them to train the neural networks.
Deep sparse autoencoder
The basic autoencoder (AE) is a combination of an encoder and a decoder. A single layer in the encoder is defined as:
where is the input data, represents the convolutional weights, is the bias component, and is a non-linear activation function. A single layer of the decoder is defined as:
where ℎ is the output of the encoder, represents the decoder convolutional weights and is the bias component.
A deep autoencoder is built by stacking multiple encoding layers for the encoder and decoding layers for the decoder.
The autoencoder training process consists in finding the set of parameters = , , , that minimize a reconstruction error on a training set of examples .
Formally:
where is the reconstruction error − ( ) .
Regularized autoencoder 17 avoids overfitting by adding a regularization term that penalizes for large values of = { , }:
where is a regularization function such as the L1 or the L2 norms and is a metaparameter that controls the influence of the regularization.
Ng et al proposed the Sparse autoencoder (SAE) 17, 18 which seek to find a sparse representation ℎ in a higher dimensional space, by allowing the number of features in ℎ to be larger than in the input data , but penalizing also for non-sparse representations:
where is the sparsity penalty and is a meta-parameter that controls the influence of the sparsity regularization.
Vincent et al 19 proposed the denoising autoencoder (DAE) which implicitly encourage sparse representation by corrupting the input data during the training procedure with some noise. Formally, the training of DAE is defined as:
where in the case of additive random Gaussian noise:
Similarly to the added noise in DAE we propose the mixed-structure regularization (MSR), in which is a weighted combination of the original input and other randomly chosen input sample:
[9] = (1 − ) + where ∈ , ≠ , and is a meta-parameter controlling the amount of the random structure that is added to the input.
Finally, we can combine the different regularization approaches together in the training process which now will seek to find the network parameters that minimize the corresponding loss function as follows:
where:
The architecture of our deep sparse autoencoder is illustrated in Figure 1 . Our deep autoencoder architecture consists of two layers of encoding and two layers of -decoding.
Each encoding layer consists of 3x3x3 convolutional layer followed by non-linear activation function of the form of parametric rectified linear unit 22 and max-pooling with sampling factor of 2. Each decoding layer consists of 3x3x3 convolutional layer followed by non-linear activation function of the form of parametric rectified linear unit 22 and upsampling by factor of 2. At the final layer a 1x1x1 convolution is used to map each component feature vector to the output pixel value.
Abnormality detection
We define the group of normal samples from the validation set ( ). For each sample in , we calculate L1 reconstruction error of the autoencoder:
where ∈ are the input patches, ( ) are are the output patches generated by the auto-encoder.
Finally, we calculate the mean and standard deviation (
Next, we detect abnormalities by:
1) feeding the network with the patient image patches ( ),
2) computing the L1 reconstruction error between the input and the output images 
Evaluation methodology:
We used 3D image patches of dimension 80x80x8, sampled from the straight multi-planar reformatted CCTA data along the coronary centerline.
We divided the data into ten groups of 9 subjects each. Following a 10-fold crossvalidation scheme, we generated 10 datasets, each consists of a training dataset (54 cases), validation dataset (18 cases) and test dataset (18 cases).
We trained the autoencoder using a momentum stochastic gradient decent algorithm with momentum of 0.9. 23 We used a hierarchical training approach, in which the number of minibatches, the number of epochs, and the learning parameters were modified at each stage to accelerate and stabilize the convergence of the training procedure. Minibatch size of 32 samples was used for all stages. Table 1 summarizes the learning parameters.
We optimized the value of the hyper-parameters , , , using the validation data using a grid-search approach. Table 2 summarizes the values of the hyper-parameters for each autoencoder version that we evaluated.
We first evaluated the added-value of the mixed structure regularization (MSR) and additive Gaussian noise in addition to the explicit sparsity term in the loss function in distinguishing between coronary cross-sections with no or mild stenosis (stenosis grade < 0.3) and coronary cross-sections with severe stenosis (stenosis grade > 0.7) using the test dataset (20 cases) for each fold of the 10-fold cross-validation scheme.
Next, we assessed the performance of the MSR autoencoder in detecting coronary crosssections with at least intermediate stenosis grade (0.4 and above) using each test dataset for each fold of the 10-fold cross-validation scheme.
We used aggregated Receiver Operation Characteristics (ROC) curves with area under the curve (AUC) and Precision-Recall (PR) curves to analyze the performance of each regularization approach. We also used box-plots to summarize the distribution of the AUC and PR for the different folds along with the Mann-Whitney U-test to assess the statistical significance of the difference between the various regularization approaches. Table 3 summarizes the distribution of the stenosis grades in our dataset. However, some form of regularization is required to avoid overfitting of the overcomplete auto-encoder to the training data. Baur et al 15 propose a combination of pixel-wise reconstruction error based on an distance with an explicit sparsity term 17 and an adversarial loss to improve the quality of the reconstructed images during the training phase, therefore obtaining a better representation of the appearance of normal data. Bergmann et al 28 suggest to replace the pixel-wise reconstruction error based on an distance with overall image structural similarity index (SSIM). 29 Denoising autoencoders (DAE), proposed by Vincent et al 19 , stochastically corrupt the input data by some type of noise and aim to minimize a reconstruction error suggest an alternative implicit regularization scheme. However, both explicit sparsity terms and corruption with added random noise may result in overly smoothed reconstructed images which may reduce the capability of the autoencoder to detect abnormalities.
Results:
In this work we introduce the 'mixed structure regularization' (MSR), in which the original input image is corrupted by additional random structure, sampled randomly from the training data. The image corruption by additional structure encourages the autoencoder to be more robust to image variability while avoiding over-smoothing of unrelated noise.
We demonstrated the added value of the MSR in the specific task of unsupervised detection of coronary stenosis from CCTA data. Our experiments show that while SDAE and SAE performed about the same in both distinguishing between coronary crosssections with mild stenosis (stenosis grade<0.3) and coronary cross-sections with severe stenosis (stenosis grade>0.7) and in detecting coronary cross-sections with moderate or above stenosis (stenosis grade>0.4), adding the MSR improved the performance of the SAE (SAE-MSR). Moreover, by corrupting the input with both MSR and random Gaussian noise (SDAE-MSR), we further improved the performance of the AE in both tasks.
These results suggest that MSR may have the potential to further improve the ability of deep sparse autoencoder to reliably learn sparse representations and to improve AE performance in various applications.
Several studies suggested to use the features generated by auto-encoders as input in the setting of supervised classification. For example, Chen et al 12, 13 suggested to use features generated by stacked denoising auto-encoder as input to a multi-task regression system in order to classify lung pulmonary nodules from CT data. Future extensions of the MSR can include utilized MSR based autoencoders as features generators for subsequent supervised classification systems.
Our study has several limitations: First, we evaluated the added value of the mixed structure regularization on the context of unsupervised abnormality detection, and more specifically on the task of unsupervised coronary stenosis detection from CCTA. While our result show the added value of the MSR, there is a room to explore the added value of the MSR in other tasks in which deep autoencoders are applied to.
Second, we focused our experiments on demonstrating the added value of the MSR in regularizing deep sparse autoencoder for unsupervised abnormality detection. A more comprehensive system with additional components such as data augmentation, adversarial training 25 , and supervised training 12,13 may be used in practice to achieve higher accuracy in the abnormality detection task.
Finally, we defined the reference stenosis grading for the experiments based on the results of an automatic segmentation of the coronary lumen and wall in order to facilitate the generation of large amounts of data as required for deep neural networks training and reliable evaluation. Although the segmentation results reviewed by expert to ensure correctness, there is a room for more accurate data with a detailed expert stenosis grading in a clinical setting to improve the overall performance of the abnormality detection algorithm.
In conclusion, we have presented the mixed structure regularization approach for regularizing deep sparse autoencoders. Deep sparse autoencoders have the potential to enable automatic medical abnormality detection by training solely on normal data. We demonstrated the added value of mixed structure regularization in addition to other techniques including explicit sparsity term, and denoising autoencoder in detecting coronary stenosis from CCTA data. The proposed regularization approach has the potential to improve the performance of deep sparse autoencoders.
Disclosure of Conflicts of Interest:
