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Abstract
This note displays an interesting phenomenon for the percentiles of independent but non-
identical random variables. Let X1, · · · ,Xn be independent random variables obeying non-
identical continuous distributions and X(1) ≥ · · · ≥ X(n) be the corresponding order statis-
tics. For p ∈ (0, 1), we investigate the 100(1 − p)%-th percentile X(⌊pn⌋) and prove the
non-asymptotic bounds for X(⌊pn⌋). In particular, for a wide class of distributions, we discover
an intriguing connection between their median and the harmonic mean of the associated stan-
dard deviations. For example, if Xk ∼ N (0, σ2k) for k = 1, · · · , n and p = 12 , we show that
its median
∣∣Med(X1, · · · ,Xn)∣∣ = OP(n1/2 · (∑nk=1 σ−1k )−1) as long as {σk}nk=1 satisfy
certain mild non-dispersion property.
1 Introduction
Order statistics, rank statistics and sample percentiles like median are prevalent in robust statistics
and non-parametric statistical inference. See [3], [13], [6], [1], [14], [9] and references therein.
Historically, the order statistics and sample percentiles have been thoroughly investigated for sta-
tistical samples, i.e., independent data sampled from identical distributions. In particular, sup-
pose that X1, · · · , Xn are i.i.d. random variables with the common cumulative distribution func-
tion F (x). For any p ∈ (0, 1), we denote by θp the 100(1 − p)%-th quantile of F (x), i.e.,
θp = inf{x : F (x) ≥ 1 − p}. Similarly, we denote by θˆp the sample 100(1− p)%-th percentile of
{Xk}nk=1, namely,
θˆp := inf
{
x :
#{Xk ≤ x : 1 ≤ k ≤ n}
n
≥ 1− p
}
.
By Bahadur’s representation ([15, Theorem 5.11], [12], [8], [2]), it is well-known that
∣∣θˆp − θp∣∣ = OP
(√
p(1− p)
n1/2F ′(θp)
)
(1.1)
as long as F ′(θp) > 0 exists. If F (x) is symmetric on R such that F (0) = 12 , then∣∣Med(X1, · · · , Xn)∣∣ = OP
(
1
2n1/2F ′(0)
)
.
Heterogenous noise arises naturally in diverse fields and statistical applications such as sparse
model selection ([5]) and inverse problems ([11], [4], [7]). However, compared with the i.i.d.
1
scenario, the sample percentiles of a large and heterogeneous dataset is much less studied. We
observe some intriguing phenomenon for the percentiles of independent but non-identical random
variables.
We begin with an illustrating example. Let X1, · · · , Xn1 ∼ N (0, σ21) be i.i.d. normal random
variables. By (1.1) (see also [15, Theorem 5.11]), we obtain
E
∣∣Med(X1, · · · , Xn1)∣∣ ≈ σ1√n1
Suppose that another independent dataset Z1, · · · , Zn2 ∼ N (0, σ22) with σ1 ≫ σ2 is available, we
are interested in the magnitude of the median of the combined dataset. Obviously, if n2 = 1, we
expect the following inequality
E
∣∣Med({Xk}n1k=1, Z1)∣∣ ≤ E∣∣Med({Xk}n1k=1)∣∣
to hold and E
∣∣Med({Xk}n1k=1, Z1)∣∣ should still have size in the order of σ1√n1 rather than σ2 (standard
deviation of Z1). The following question is of our interest.
Question: for fixed σ1, n1 and σ2 ≪ σ1, how large should n2 be such that we can expect
E
∣∣Med({Xk}n1k=1, {Zk}n2k=1)∣∣ ≈ σ2 ?
Before presenting the formal answer, we display the simulation result in Figure 1. It shows the
simulated E
∣∣Med({Xk}n1k=1, {Zk}n2k=1)∣∣ with respect to n2 for n1 = 80 and σ1 = 1000, σ2 = 1 ,
based on 5000 repetitions for each n2. Interestingly, we observe thatE
∣∣Med({Xk}n1k=1, {Zk}n2k=1)∣∣ ≈
1 when n2 ≈ 18 which is much smaller than n1. Actually in Section 3.1, we will prove that
∣∣Med(X1, · · · , Xn)∣∣ = OP
(
n1/2 ·
( n∑
k=1
σ−1k
)−1)
, ifXk ∼ N (0, σ2k) are independent. In the aforementioned example, if σ1 ≫ σ2 such that n1σ1 . n2σ2 ,
then we get
E
∣∣Med({Xk}n1k=1, {Zk}n2k=1)∣∣ = OP(σ2 · n1/2n2
)
which is of the order σ2 as long as n2 &
√
n1. Put it differently, the median of a completely
corrupted dataset can be strikingly ameliorated with only a small number of regular data.
The rest of the note will be organized as follows. In Section 2, we develop the concentration
inequality for the sample percentiles of non-identical random variables with general continuous
distributions. The proof is simply based on the connection between the concentration of percentiles
and the concentration of Bernoulli random variables. We apply those inequalities in Section 3 to
obtain the bounds for the median of non-identical random variables from the scale family distribu-
tions including the normal distribution, Cauchy distribution and Laplace distribution. Bounds for
the general percentiles around the median of normal random variables are presented in Section 4.
2 Concentration inequality of percentiles for general continu-
ous distributions
We denote the cumulative distribution function of Xk by Fk(x), i.e.,
Fk(x) = P
(
Xk ≤ x
)
for all k = 1, · · · , n.
2
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Figure 1: Simulation of E
∣∣Med({Xk}n1k=1, {Zk}n2k=1)∣∣ with Xk ∼ N (0, σ21) and Zk ∼ N (0, σ22)
where n1 = 80, σ1 = 1000 and σ2 = 1. The expectation is computed by the average of 5000
repetitions for each n2. It shows that the magnitude of the median decreases extremely fast. When
n2 ≈ 16, E
∣∣Med({Xk}n1k=1, {Zk}n2k=1)∣∣ ≈ 5.
3
We assume that Fk(·) is continuous in its support for all 1 ≤ k ≤ n. For all t ∈ R, we define
FN(t) =
1
n
·
n∑
k=1
Fk(t) ∈ [0, 1]
and its corresponding inverse function
F−1N (p) := inf
{
x ∈ R : FN(x) ≥ p
}
, ∀ p ∈ (0, 1).
Lemma 1. For any t ∈ R and p ∈ (0, 1), let B1, · · · , Bn denote independent Bernoulli random
variables with
P(Bk = 1) = 1− Fk(t) for all k = 1, · · · , n.
Then,
P
(
X(⌊pn⌋) ≥ t) = P( n∑
k=1
Bk ≥ ⌊pn⌋
)
(2.1)
and
P
(
X(⌊pn⌋) ≤ t) = P( n∑
k=1
Bk < ⌊pn⌋
)
. (2.2)
Proof of Lemma 1. It suffices to prove eq. (2.1). By the definition of order statistics X(1) ≥ · · · ≥
X(n), {
X(⌊pn⌋) ≥ t} = {#{1 ≤ k ≤ n : Xk ≥ t} ≥ ⌊pn⌋}.
The latter event is equivalent to
{∑n
k=1Bk ≥ ⌊pn⌋
}
where Bk ∼ Bern
(
1 − Fk(t)
)
, which leads
to eq. (2.1).
By Lemma 1, the concentration of X(⌊pn⌋) is translated into the concentration of the sum of
independent Bernoulli random variables. Observe, with the definitions in Lemma 1, that
E
n∑
k=1
Bk = n
(
1− FN (t)
)
.
We obtain the following concentration inequalities of the 100(1− p)%-th percentileX(⌊pn⌋).
Theorem 2. For any p ∈ (0, 1) such that pn ≥ 1 and t > 0, denote by
ϕ+F (t) =
⌊pn⌋
n
+ FN
(
F−1N (1− p) + t
)− 1
and
ϕ−F (t) =
⌊pn⌋
n
+ FN
(
F−1N (1− p)− t
)− 1.
Then, for all t > 0 such that ϕ+F (t) ≥ 0, the following inequality holds
P
(
X(⌊pn⌋) ≥ F−1N (1− p) + t
) ≤ exp (− 2n · [ϕ+F (t)]2).
Similarly, for all t > 0, the following inequality holds
P
(
X(⌊pn⌋) ≤ F−1N (1− p)− t
) ≤ exp (− 2n · [ϕ−F (t)]2).
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Proof. By Lemma 1, we get
P
(
X(⌊pn⌋) ≥ F−1N (1− p) + t
)
= P
( n∑
k=1
B˜k ≥ ⌊pn⌋
)
where {B˜k}nk=1 are independent Bernoulli random variables with
P
(
B˜k = 1
)
= 1− Fk
(
F−1N (1− p) + t
)
.
Then, by Hoeffding’s inequality ([10]), we get
P
(
X(⌊pn⌋) ≥F−1N (1− p) + t
)
= P
( n∑
k=1
(
B˜k − EB˜k
) ≥ ⌊pn⌋ − n∑
k=1
EB˜k
)
=P
( n∑
k=1
(
B˜k − EB˜k
) ≥ ⌊pn⌋ + n · FN(F−1N (1− p) + t)− n)
=P
( n∑
k=1
(
B˜k − EB˜k
) ≥ n · ϕ+F (t)) ≤ exp (− 2n · [ϕ+F (t)]2)
as long as ϕ+F (t) ≥ 0. Therefore, we conclude with
P
(
X(⌊pn⌋) ≥ F−1N (1− p) + t
) ≤ exp (− 2n · [ϕ+F (t)]2).
In an identical fashion, we can prove that
P
(
X(⌊pn⌋) ≤ F−1N (1− p)− t
) ≤ exp (− 2n · [ϕ−F (t)]2)
as long as ϕ−F (t) ≤ 0.
Note that we applied Hoeffding’s inequality to prove Theorem 2 which gives neat results. How-
ever, Hoeffding’s inequality is loose when Var(B˜k) is small, namely, when P(B˜k = 1) is small.
As a result, the tail inequalities in Theorem 2 are sharp only for p around 0.5. See Remark 13 in
Section 3.2 about the 1st order statistics of independent Cauchy distribution.
Theorem 2 can be further simplified if the cumulative distribution functions admit probability
density functions satisfying the regularity conditions. For any p > 0, we define the binary number
Ip as
Ip =
{
0, if np is an integer,
1, otherwise.
(2.3)
Corollary 3. For any p ∈ (0, 1) such that pn ≥ 1, we denote by τN,p = F−1N (1− p). Suppose that
the cumulative distribution functions Fk(·) are differentiable and fk(·) = dFk(x)dx for all 1 ≤ k ≤ N .
For any t > 0, we define sN,k(t, p) as
sN,k(t, p) = min
u∈[τN,p−t,τN,p+t]
∣∣fk(u)∣∣ (2.4)
Then, for any 0 < t such that t
∑n
k=1 sN,k(t, p) ≥ 2Ip with Ip defined in (2.3), the following
inequalities hold
P
(
X(⌊pn⌋) ≥ F−1N (1− p) + t
) ≤ exp(− ( n∑
k=1
sN,k(t, p)
)2
· 2t
2
n(Ip + 1)2
)
and
P
(
X(⌊pn⌋) ≤ F−1N (1− p)− t
) ≤ exp(− ( n∑
k=1
sN,k(t, p)
)2
· 2t
2
n
)
.
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Proof of Corollary 3. By the definition of ϕ+F (·) in Theorem 2, we immediately obtain
ϕ+F (t) ≥p−
Ip
n
+ FN(τN,p + t)− 1 = FN(τN,p + t)− FN (τN,p)− Ip
n
=− Ip
n
+
1
n
n∑
k=1
∣∣Fk(τN,p + t)− Fk(τN,p)∣∣ = −Ip
n
+
1
n
n∑
k=1
∫ t
0
fk(u+ τN,p)du.
By the regularity conditions of fk(·) as in (2.4), we get
ϕ+F (t) ≥ −
Ip
n
+
t
n
·
n∑
k=1
sN,k(t, p) ≥ t
n(Ip + 1)
·
n∑
k=1
sN,k(t, p)
as long as t
∑N
k=1 sN,k(t, p) ≥ 2Ip. Similarly, we get
ϕ−F (t) ≤ −
t
n
·
n∑
k=1
sN,k(t, p)
which concludes the proof in view of Theorem 2.
3 Bounds of median for general scale family of distributions
In this section, we prove the general concentration bounds for the median of independent random
variables obeying the scale family distributions. Then, we apply the results to several specific distri-
butions. Suppose that X1, · · · , Xn are independent random variables with corresponding cumula-
tive distribution functions Fk(·) for k = 1, · · · , n which belong to the scale family of distributions.
Definition 4 (scale family). There exists a continuous cumulative distribution function D(x) de-
fined on R and a sequence of positive numbers σ1, · · · , σn such that
Fk(x) = D
( x
σk
)
for all k = 1, · · · , n.
The scale family covers many important families of distributions, e.g., normal distribution,
Cauchy distribution, uniform distribution, logistic distribution. In Theorem 5, we show that the
concentration of the median of independent random variables from scale family distributions de-
pends on the harmonic mean of the corresponding scale parameters.
Theorem 5. Suppose that the independent random variables {Xk}nk=1 with cumulative distribution
functions {Fk(·)}nk=1 belong to the scale family as in Definition 4. Moreover, assume D(0) = 12
and D(x) admits continuous density function d(x). If n is an even number, then for all t > 0, we
have
P(|M | ≥ t) ≤ 2 exp
(
−
( n∑
k=1
σ−1k
)2
· 2t
2
n
· min
|u|≤t
1≤k≤n
d2
( u
σk
))
whereM = Med
(
X1, · · · , Xn
)
. If n is an odd number, then for all t > 0with t·min|u|≤t,1≤k≤n d(u/σk)·∑n
k=1 σ
−1
k ≥ 2, we have
P(|M | ≥ t) ≤ 2 exp
(
−
( n∑
k=1
σ−1k
)2
· t
2
2n
· min
|u|≤t
1≤k≤n
d2
( u
σk
))
.
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Proof of Theorem 5. Let p = 1/2. Following the notations in Corollary 3, we can write the proba-
bility density function fk(x) as
fk(x) =
1
σk
· d
( x
σk
)
, 1 ≤ k ≤ n.
Because D(0) = 1
2
, we get τN,p = 0 as defined in Corollary 3. Then, for any t > 0, we get
sN,k(t, p) =
1
σk
·min
|u|≤t
d
( u
σk
)
and then
n∑
k=1
sN,k(t, p) ≥ min|u|≤t
1≤k≤n
d
( u
σk
)
·
n∑
k=1
σ−1k .
If n is an even number, we immediately get, by Corollary 3, that
P(|M | ≥ t) ≤ 2 exp
(
−
( n∑
k=1
σ−1k
)2
· 2t
2
n
· min
|u|≤t
1≤k≤n
d2
( u
σk
))
If n is an odd number and tmin |u|≤t
1≤k≤n
d(u/σk) ·
∑n
k=1 σ
−1
k ≥ 2, then, by Corollary 3, we get that
P(|M | ≥ t) ≤ 2 exp
(
−
( n∑
k=1
σ−1k
)2
· t
2
2n
· min
|u|≤t
1≤k≤n
d2
( u
σk
))
.
Now we apply Theorem 5 to some important distributions, including heavy tailed distributions,
to present the explicit concentration bounds for the medians of those corresponding random vari-
ables.
3.1 Median of independent normal random variables
We first develop bounds for the median of independent non-identical centered normal random vari-
ables. Let Xk ∼ N (0, σ2k) be independent normal random variables for k = 1, · · · , n. Similarly as
above, we denote their median by
M = Med
(
X1, · · · , Xn
)
.
As introduced in Section 1, in the case of identical distributions with σk ≡ σ, it is well known
that the median |M | = OP
(
σ
n1/2
)
. For general σk’s, the upper bound of |M | is characterized in the
following Corollary.
Corollary 6. Let Xk ∼ N (0, σ2k) for k = 1, · · · , n be independent. Let t > 0 such that
n1/2t1/2
0.35
∑n
k=1 σ
−1
k
≤ 1
2
min
1≤k≤n
σk. (3.1)
If n is an even number, then, with probability at least 1− 2e−2t,
∣∣M∣∣ ≤ n1/2t1/2
0.35
∑n
k=1 σ
−1
k
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where M = Med
(
X1, · · · , Xn
)
. On the other hand, if n is an odd number and tn ≥ 4, then with
probability at least 1− 2e−t/2, ∣∣M∣∣ ≤ n1/2t1/2
0.35
∑n
k=1 σ
−1
k
.
Proof of Corollary 6. We will directly apply Theorem 5 to prove this corollary. We set the t in
Theorem 5 as
t =
n1/2 · s1/2
0.35
∑n
k=1 σ
−1
k
for some s > 0. Now, we assume that t ≤ min1≤k≤nσk/2. Then, following the notations in
Theorem 5, we get
min
|u|≤t
1≤k≤n
d
( u
σk
)
= d
( t
min1≤k≤n σk
)
= d
(1
2
)
where d(·) is actually the p.m.f. of the standard normal distribution. Then, we get
min
|u|≤t
1≤k≤n
d
( u
σk
)
≥ 1√
2pi
e−1/8 ≥ 0.35.
If n is an even number, by Theorem 5, we immediately obtain
P
(
|M | ≥ n
1/2s1/2
0.35
∑n
k=1 σ
−1
k
)
≤ 2 exp(−2s)
If n is an odd number and ns ≥ 4, then by Theorem 5, we get
P
(
|M | ≥ n
1/2s1/2
0.35
∑n
k=1 σ
−1
k
)
≤ 2 exp(−s/2).
Therefore, we conclude the proof by changing s to t.
Remark 7. Recall that the sample mean X¯ = n−1
∑n
k=1Xk has normal distribution with zero
mean and variance n−2
∑n
k=1 σ
2
k implying that (by Z table)
P
(∣∣X¯∣∣ ≥
(∑n
k=1 σ
2
k
)1/2
n
)
≥ 0.30.
By the famous harmonic mean inequality:
n∑n
k=1 σ
−1
k
≤
(∑n
k=1 σ
2
k
n
)1/2
, we conclude that E
∣∣Med(X1, · · · , Xn)∣∣ . E∣∣Mean(X1, · · · , Xn)∣∣.
Remark 8. Clearly,
∑n
k=1 σ
−1
k ≥ n
(
max1≤k≤n σk
)−1
. Therefore, Corollary 6 immediately imply
the conservative bound
P
(∣∣M∣∣ ≥ 2.86
√
t
n
· max
1≤k≤n
σk
)
≤ 2 exp{−2t}
as long as condition holds as in eq. (3.1). It is intuitively understood as the median of a group
of small-variance random variables is often smaller than the median of a group of large-variance
random variables.
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Remark 9. We note that the constant on the right hand side of eq. (3.1) is unnecessarily to be 1
2
.
In fact, any positive bounded constant suffices to take the same role in which case the constant in
the later claim should be adjusted accordingly.
Remark 10. Recall the non-dispersion condition in eq. (3.1) which requires n1/2 .
(∑n
k=1 σ
−1
k
)
·
min1≤k≤n σk. Basically, it requires that {σk}nk=1 shall not be too dispersed. Without loss of gener-
ality, assume σ1 ≤ · · · ≤ σn with σ1 = 1. Moreover, suppose that σk grows with k like the order
σk ≍ kα for α > 0. Then, ( n∑
k=1
σ−1k
)
· min
1≤k≤n
σk ≍
n∑
k=1
k−α.
In order to guarantee the condition in eq. (3.1), it suffices to require α ≤ 1
2
, i.e., σk shall not grow
faster than k1/2.
Remark 11. Let’s compare with the existing results of the concentration inequalities for order
statistics in the literature. The concentration inequality for the median of i.i.d. standard Gaussian
random variables in [3, Proposition 4.6] shows that, when n is even, for all t > 0,
P
(
M − EM > 4
√
t/n log 2 + 4t
√
2/n2 log 2
)
≤ e−t
where M is the median. It implies a sub-gaussian tail for t ≤ n/2 and a sub-exponential tail for
t > n/2. The sub-gaussian tail we obtained in Corollary 6 is due to the condition (3.1) which is
equivalent to t = O(n).
3.2 Median of independent Cauchy random variables
Let {Xk}nk=1 be independent Cauchy random variables and for each Xk, its probability density
function is given as
fk(x) =
1
piσk
· σ
2
k
x2 + σ2k
∀ x ∈ R (3.2)
for σk > 0. The corresponding cumulative distribution function is written as
Fk(x) =
∫ x
−∞
fk(t)dt =
1
pi
· arctan
( x
σk
)
+
1
2
implying that Fk(0) =
1
2
. Clearly, EXk and Var(Xk) are undefined, but Median(Xk) = 0 for all
1 ≤ k ≤ n. Since {Fk(x)}nk=1 belong to the scale family as in Definition 4 with function
D(x) =
1
pi
· arctan(x) + 1
2
,
we obtain its density function d(u) = 1
pi(x2+1)
concluding that min|u|≤1/2 d(u) = 45pi . By the proof
of Corollary 6, we immediately obtain the following concentration bound for the median of inde-
pendent Cauchy random variables.
Corollary 12. Let {Xk}nk=1 be independent Cauchy random variables with corresponding proba-
bility density functions as in eq. (3.2). Let t > 0 such that
5pin1/2t1/2
4
∑n
k=1 σ
−1
k
≤ 1
2
min
1≤k≤n
σk.
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If n is an even number, then we get
P
(
|M | ≥ 5pin
1/2t1/2
4
∑n
k=1 σ
−1
k
)
≤ 2 exp{−2t}
where M = Med
(
X1, · · · , Xn
)
. On the other hand, if n is an odd number and nt ≥ 4, then we
have
P
(
|M | ≥ 5pin
1/2t1/2
4
∑n
k=1 σ
−1
k
)
≤ 2 exp{−t/2}.
Remark 13. One possible misconception of the concentration inequalities in Theorem 2 is that all
the percentiles have sub-gaussian tails. This is actually not true. The tails depend on the function
ϕ+F (t). For instance, let us consider the 1st order statistics (p =
1
n
) of i.i.d. Cauchy random
variables with σk ≡ 1. In this case, we have FN(x) = 12 + 1pi · arctan(x) and F ′N(x) = 1pi(1+x2)
which is a convex function for x ≥ 1. As a result, for any t > 0 and n ≥ 6, we get
ϕ+F (t) =FN
(
tan
[
pi
(1
2
− 1
n
)]
+ t
)
− FN
(
tan
[
pi
(1
2
− 1
n
)])
≤ 1
pi
· t
1 +
[
t/2 + tan
(
pi(0.5− n−1))]2
≈ 1
pi
· t
1 +
[
t/2 + cos−1
(
pi(0.5− n−1))]2 ≈
1
pi
· t
1 + (t/2 + pi−1n)2
.
Therefore, for large t > n, the tail of the 1st order statistics by Theorem 2 is e−O(n/t
2). This tail
bound is loose since it is famous that the 1st order statistics of i.i.d. Cauchy random variables
follows the inverse exponential distribution for large n.
3.3 Median of independent Laplace random variables
Let {Xk}nk=1 be independent Laplace random variables and for each Xk, its probability density
function is given as
fk(x) =
1
2σk
exp
{
− |x|
σk
}
∀ x ∈ R (3.3)
for σk > 0. The corresponding cumulative distribution function is written as
Fk(x) =


1
2
exp
{
x
σk
}
if x ≤ 0
1− 1
2
exp
{
− x
σk
}
if x ≥ 0
implying that Fk(0) =
1
2
. Since {Fk(x)}nk=1 belong to the scale family as in Definition 4 with
function
D(x) =
{
1
2
exp{x} if x ≤ 0
1− 1
2
exp{−x} if x ≥ 0
we obtain its density function d(u) = 1
2
exp{−|x|} concluding that min|u|≤1/2 d(u) = 12√e . By the
proof of Corollary 6, we immediately obtain the following concentration bound for the median of
Laplace random variables.
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Corollary 14. Let {Xk}nk=1 be independent Laplace random variables with corresponding proba-
bility density functions as in eq. (3.3). Let t > 0 such that
2
√
en1/2t1/2∑n
k=1 σ
−1
k
≤ 1
2
min
1≤k≤n
σk.
If n is an even number, then we obtain
P
(
|M | ≥ 2
√
en1/2t1/2∑n
k=1 σ
−1
k
)
≤ 2 exp{−2t}
whereM = Med
(
X1, · · · , Xn
)
. On the other hand, if n is an odd number and nt ≥ 4, then we get
P
(
|M | ≥ 2
√
en1/2t1/2∑n
k=1 σ
−1
k
)
≤ 2 exp{−t/2}.
4 Other percentiles of independent normal random variables.
In Section 3.1, we developed the concentration bounds for the median of independent centered
normal random variables. Occasionally, other percentiles than median are of interest. Still, letXk ∼
N (0, σ2k) be independent and we are interested in its percentiles X(⌊(0.5+τ)n⌋) and X(⌊(0.5−τ)n⌋) for
some small number τ ≤ 1
4
. Recall, by borrowing the notations from Theorem 2, that
FN (x) =
1
n
n∑
k=1
Φ
( x
σk
)
where Φ(·) represents the cumulative distribution function of standard normal random variables.
Theorem 15. Let τ ∈ [0, 0.25]. For any t ≥ n−1 such that
√
8tnpie1/4∑n
k=1 σ
−1
k exp
{− [F−1N (0.5 + τ)]2/σ2k} ≤ min1≤k≤nσk/2 (4.1)
, we have
P
(
X(⌊(0.5−τ)n⌋) ≥ F−1N (0.5 + τ) +
√
8tnpie1/4∑n
k=1 σ
−1
k exp
{− [F−1N (0.5 + τ)]2/σ2k}
)
≤ 2e−2t.
Similarly, For any t ≥ 0 such that
√
8tnpie1/4∑n
k=1 σ
−1
k exp
{− [F−1N (0.5− τ)]2/σ2k} ≤ mink σk/2
, we have
P
(
X(⌊(0.5+τ)n⌋) ≤ F−1N (0.5− τ)−
√
8tnpie1/4∑n
k=1 σ
−1
k exp
{− [F−1N (0.5− τ)]2/σ2k}
)
≤ 2e−2t.
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Proof of Theorem 15. We only prove the lower bound of X(⌊(0.5−τ)n⌋) since the proof of upper
bound for X(⌊(0.5+τ)n⌋) is similar. Since Φ(·) is Lipschitz on R and for any x, y ≥ 0,
y√
2pi
· e−(x+y)2/2 ≤ Φ(x+ y)− Φ(x) = 1√
2pi
∫ x+y
x
e−t
2/2dt ≤ y√
2pi
· e−x2/2.
Therefore, for 0 < t ≤ 1
2
min1≤k≤n σk, we have
ϕ+F (t) =
⌊(0.5− τ)n⌋
n
+ FN
(
F−1N (0.5 + τ) + t
)− 1
≥− 1
n
+
1
n
n∑
k=1
(
Fk
(
F−1N (0.5 + τ) + t
)
− Fk
(
F−1N (0.5 + τ)
))
≥1
n
n∑
k=1
t√
2piσk
exp
{
−
[
F−1N (0.5 + τ)
]2
σ2k
− t
2
σ2k
}
− 1
n
≥e
−1/4
n
n∑
k=1
t√
2piσk
exp
{
−
[
F−1N (0.5 + τ)
]2
σ2k
}
− 1
n
≥e
−1/4
2n
n∑
k=1
t√
2piσk
exp
{
−
[
F−1N (0.5 + τ)
]2
σ2k
}
where the last inequality holds whenever
e−1/4
n∑
k=1
t√
2piσk
exp
{
−
[
F−1N (0.5 + τ)
]2
σ2k
}
≥ 2.
By Theorem 2, we conclude that
P
(
X(⌊(0.5−τ)n⌋) ≥ F−1N (0.5 + τ) + t
)
≤2 exp
{
− e
−1/2t2
4npi
( n∑
k=1
σ−1k exp
{− [F−1N (0.5 + τ)]2/σ2k})2
}
.
By setting t =
√
8unpie1/4
∑n
k=1 σ
−1
k exp
{
−[F−1N (0.5+τ)]2/σ2k
} for any u ≥ 1 such that t ≤ min1≤k≤n σk/2, we
conclude with
P
(
X(⌊(0.5−τ)n⌋) ≥ F−1N (0.5 + τ) +
√
8unpie1/4∑n
k=1 σ
−1
k exp
{− [F−1N (0.5 + τ)]2/σ2k}
)
≤ 2e−2u.
5 Discussion
In this note, we develop the concentration bounds for the sample percentiles of independent but
non-identical random variables. For a wide class of symmetric distributions, we show that the sam-
ple median has a magnitude related with the harmonic mean of the associated standard deviations
or scale parameters. There are several important unsolved questions for further investigation. The
first one is on the lower bound of the expectation of the median’s magnitude. Only upper bound
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is proved theoretically in this note. It is, however, unclear whether the expected magnitude of the
median is indeed of the order related with the harmonic mean, not even for the normal random vari-
ables. Another interesting question is its generalization to the tail bound for the order statistics of
dependent zero-mean random variables. In [13, Theorem 3], the authors proved a sub-exponential
tail bound for the order statistics of log-concave random variables (could be dependent) with unit
variance and zero mean. We are wondering whether the median of dependent centered normal
random variables is also characterized by the harmonic mean of the individual standard deviations.
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