An ε-coreset for Least-Mean-Squares (LMS) of a matrix A ∈ R n×d is a small weighted subset of its rows that approximates the sum of squared distances from its rows to every affine k-dimensional subspace of R d , up to a factor of 1±ε. Such coresets are useful for hyper-parameter tuning and solving many least-mean-squares problems such as low-rank approximation (k-SVD), k-PCA, Lassso/Ridge/Linear regression and many more. Coresets are also useful for handling streaming, dynamic and distributed big data in parallel. With high probability, non-uniform sampling based on upper bounds on what is known as importance or sensitivity of each row in A yields a coreset. The size of the (sampled) coreset is then near-linear in the total sum of these sensitivity bounds.
Introduction
Motivation. Least mean squares solvers are fundamental tools in all the data science fields such as machine learning, computer science and statistics. They are also the building blocks of more involved techniques such as deep learning and signal processing [Man04, WMLJ77] . As explained in [MJF19] , this family include Singular Value Decomposition (SVD), Principle Component Analysis (PCA), linear regression, Lasso and Ridge regression, Elastic net, and many more [GR71, Jol11, HK70, SL12, ZH05, Tib96, SL91]. First closed form solutions for problems such as linear regression were published by e.g. Pearson [Pea00] around 1900 but were probably known before. Nevertheless, today they are still used extensively as building blocks in both academy and industry for normalization [LBK13, KLJ11, APK16] , spectral clustering [PYT15] , graph theory [ZR18] , prediction [Cop83, PKG15] , dimensionality reduction [LMCV15] , feature selection [GUT + 17] and many more; see more examples in [GVL12] .
Important special case is the low rank approximation of an n×d real matrix A that can be computed via k-SVD (Singular Value Decomposition). Which is the linear (non-affine) k-dimensional subspace that minimizes its sum of squared distances over the rows of A for a given integer k ≥ 1, i.e., arg min
, where A i is the ith row of the matrix A for every integer i ∈ {1, · · · , n}.
More generally, the k-PCA is the affine k-subspace that minimizes the sum of squared distances from the rows of A to it over every k-subspace that may be translated from the origin of R d . Formally, an affine k-subspace is represented by an orthogonal matrix X ∈ R d×k and a vector ∈ R d that represent the translation of the subspace from the origin. Hence, we wish to compute:
arg min
Finally we have the Least-Mean-Squares solvers that gets as input an n × d real matrix A, and another n-dimensional real vector b (possibly the zero vector), and aims to minimize the sum of squared distances from the rows (points) of A to some hyperplane that is represented by its normal or vector of d coefficients x, that is constrained to be in a given set X ⊆ R d :
Here, g is called a regularization term. For example: in linear regression X = R d , f (x) = x 2 and g(x) = 0 for every x ∈ X. In Lasso f (y) = y 2 and g(y) = α · x 1 for every y ∈ R d and α > 0. Such LMS solvers can be computed via the covariance matrix A T A. For example, the solution to linear regression of minimizing Ax − b 2 is (A T A) −1 A T b.
Coresets
For a huge amount of data, those algorithms/sovlers are much time consuming: while in theory the running time is usually O(nd 2 ), the constants that are hidden in the O(·) notation are significantly large. Another problem with such algorithms/sovlers is that we may not be able to use them for big data on standard machines, since there is no enough memory to provide the relevant computations.
A modern tool to handle these type of problems, is a data summarization for the input that is sometimes called coresets. Coresets also allow us to boost the running time of those algorithms/solvers while using less memory.
As explained at [FelND] , coresets are especially useful to (a) learn unbounded streaming data that cannot fit into main memory, (b) run in parallel on distributed data among thousands of machines, (c) use low communication between the machines, (d) apply real-time computations on a device, (e) handle privacy and security issues, (f) compute constrained optimization on a coreset that was constructed independently of these constraints and of course boost there running time.
In the context of the k-SVD problem, an ε-coreset for a matrix A ∈ R n×d is a matrix C ∈ R m×d where m n, which guarantees that the sum of the squared distances from any linear (non-affine) k-subspace to the rows of C will be approximately equal to the sum of the squared distances from the same k-subspace to the rows of A, up to a (1 ± ε) multiplicative factor, i.e., for any matrix X ∈ R d×k such that X T X = I we have, row p in the matrix A, and we use it to sample m ≥ 1 rows from A where every row p is picked with probability pr(p) that is proportional to s (p) and is assigned a weight of w(p) = 1 m·pr(p) . Then sampling such log(d)T /ε 2 i.i.d. rows would yield an ε-coreset where T = n i=1 s (A i ) is called the total sensitivity bound (A i is the ith row of A for every integer i ∈ {1, · · · , n} as previously defined).
Sensitivity bounds.
One of the main challenges in constructing coresets is to bound the corresponding sensitivity of each point, which is s(·) in (1). While 1 is a trivial bound for s(·), it would give a coreset of size |C| = O(n) as T = n in this case. In the k-SVD problem, for the case of k = d − 1, as shown at [YCRM17] the sensitivity is also known as leverage score and can be easily bounded by s (p) = u 2 2 where u is the corresponding row for p in the matrix U such that A = U DV T is the thin SVD of the matrix A; see Definition 2.2, and the sum of sensitivities is exactly T . It is easy to prove that this bound is tight in the sense that s (p) = s(p). For the case k ≤ d − 2, sensitivity bounds are also known whose total sensitivity is T = O(d), by projecting the points on an optimal (or approximated) k-subspace an computing the sensitivity of the projected point as shown at [VX12] . However, unlike the previous case, these bounds are not tight, as proved in the experimental results of this paper. In the k-PCA problem, a tight sensitivity bound for the case k = 0 (i.e., the 1-mean problem) was suggested at [TBA18] , however there is no tight bound for the other cases.
Our contribution
In this work we suggest:
(i) the first algorithm that computes tight sensitivity bounds for the family of (non-affine) ksubspaces; see Algorithm 1. The algorithm is iterative and returns the exact sensitivity s(p) up to arbitrarily small constant. The convergence rate is linear.
(ii) generalization of the above algorithm for the family of affine k-dimensional subspaces of R d . This is by reduction to a problem of computing sensitivity bounds of a new set of points in R d+1 for the family of (non-affine) (k + 1)-subspaces in R d+1 . See Theorem 5.1. (iii) experimental results on real-world datasets, including the English Wikipedia documents-term matrix, that show that our bounds provide significantly smaller and data-dependent coresets also in practice.
(iv) full open source code.
While our sensitivity bounds are tight for the family of affine (or non-affine) k-subspaces in R d they are no longer tight if we consider only subset of this family of subspaces. Nevertheless, they provide better upper bounds for these problems or query spaces, compared to existing upper bounds that also ignore these constraints and regularization terms. More precisely, the worst case sensitivity is O(k) in both cases, but our bounds are tighter.
Preliminaries
In the this section we give our notations and definitions that will be used through the paper. We also explain the relation between the notion of total sensitivity and coreset size while relying on Theorem 5.5 in [BFL16] .
Notations. For integers d, n ≥ 1, we denote by 0 d the origin of R d . The set R n×d denote the union over every n × d real matrix. For a matrix A ∈ R n×d the Frobenius norm A F is the squared root of its sum of squared entries, and T r(A) denotes its trace. A weighted set of n points in R d is a pair (P, w) where P = {p 1 , · · · , p n } is an ordered set in R d , and w :
For an integer k ∈ {0, · · · , d − 1}, a k-subspace is a shorthand for a k-dimensional linear (nonaffine) subspace of R d (i.e., it contains the origin). An affine k-subspace (k-flat) is a translation of a k-subspace, i.e., that may not contain the origin. For every point p ∈ R d and an affine k-subspace S of R d , we define proj(p, S) = arg min x∈S p − x 2 to be the projection of the point p onto the affine k-subspace S and dist(p, S) = min x∈S p − x 2 = p − proj(p, S) 2 to be the Euclidean distance between the point p to its closest point on S. This distance to the power of z ≥ 1 is denoted by
Definition 2.1 (Additive ε-approximation) Let d be an integer, ε ∈ (0, 1) be an error parameter, f : R d → R be a function and s ∈ R be a real number. We call s an additive ε-approximation for f if and only if sup
Definition 2.2 (Thin SVD) Let n, d be two integers. Let A ∈ R n×d be a matrix and let the integer r be its rank. We call A = U DV T the thin Singular Value Decomposition of A. That is,
Definition 2.3 (Definition 4.2 in [BFL16] ) Let (P, w) be a weighted set of n points in R d . Let Q be a function that maps every set C ⊆ P to a corresponding set Q(C), such that Q(T ) ⊆ Q(C) for every T ⊆ C. Let f : P × Q(P ) → R be a cost function. The tuple (P, w, Q, f ) is called a query space.
Definition 2.4 (Definition 4.5 in [BFL16] ) For a query space (P, w, Q, f ), q ∈ Q(P ) and r ∈ [0, ∞) we define
The dimension of (P, w, Q, f ) is the smallest integer d such that for every C ⊆ P we have
Theorem 2.5 (Theorem 5.5 in [BFL16] ) Let (P, w, Q, f ) be a query space; see Definition 2.3, where f is a non-negative function. Let s :
for every p ∈ P and q ∈ Q(P ) such that the denominator is non-zero. Let t = p∈P s(p) and let d be the dimension of the query space (P, w, Q, f ); See Definition 2.4. Let c ≥ 1 be a sufficiently large constant and let ε, δ ∈ (0, 1). Let C be a random sample of |C| ≥ ct ε 2 d log t + log 1 δ points from P , such that p is sampled with probability s(p)/t for every p ∈ P . Let u(p) = t·w(p) s(p)|C| for every p ∈ C. Then, with probability at least 1 − δ, for every q ∈ Q it holds that
Smaller total sensitivity implies smaller coreset size. Given (P, w) a weighted set of n points in R d and given also the sensitivity s : P → [0, ∞) of each point as defined in 2.5, in order to obtain a coreset that guarantees (1 ± ε) multiplicative error with probability at least 1 − δ we have to sample O( ct ε 2 d log t + log 1 δ ) points from P where t = n i=1 s(p) is the sum of sensitivity over all the points in P . Thus the smaller the sensitivity bound s(p) of each point p ∈ P the smaller the total sensitivity t and the smaller is the size of the coreset needed.
3 Sensitivity of Non-affine k-subspaces Let S be a (non-affine) k-subspace of R d . Every such subspace S corresponds to a column space of a matrix X ∈ R d×k whose columns are orthonormal (X T X = I). Let (P, w) be a weighted set of n ≥ 1 points in R d . Let P ∈ R n×d denote the matrix whose ith row is the ith point of P multiplied by the square root of its weight,
The projection of the rows of P onto S is PX ∈ R n×k using the column base of X, and
Hence, for every p ∈ P , the weighted squared distance from p to S is
By letting Y ∈ R d×(d−k) be the matrix that spans the orthogonal complement subspace of
and by subtracting pXX T from both sides and applying squared norm we get that
From the last equality we get that the sum of squared distance from the set P to the k-subspace S is
Thus by letting S d be the set of all (non-affine) k-subspaces of R d , we get that the sensitivity of a point p ∈ P in the query space (P, w, S d , D) is:
such that the denominator is not zero.
Algorithm 1 Non-Affine-Sensitivity(P, w, p, k, ε); see Lemma 3.1
Input: A weighted set (P, w) of n points in R d , a point p ∈ P , an integer k ∈ {0, · · · , d − 1}, and an error parameter ε ∈ (0, 1). Output: An additive ε-approximation s to the sensitivity s(p) of p.
denote by U DV T the thin SVD of P.
// where u is the corresponding row in U for p in P.
is the ith eigenvalue of P T P for every i ∈ {1, · · · , d}. 7 X := any d × matrix whose columns are orthonormal (i.e., X T X = I).
// a matrix that its cols are the eigenvectors corresponding to the 'th largest eigenvalues of G.
Lemma 3.1 Let (P, w) be a weighted set of n points in R d , k ∈ {0, · · · , d − 1} be an integer, ε ∈ (0, 1) be an error parameter, and let p ∈ P . Let S d denote the set of all non-affine k-subspaces in R d ,
denote the sensitivity of p in the (P, w, S d , D) query space, where the denominator is not zero, and let s be the output of a call to Non-Affine-Sensitivity(P, w, p, k, ε); See Algorithm 1. Then the following holds according to k:
Proof. Let P and p be the matrix and row vector that are defined at Line 1 of Algorithm 1. Proof of Claim (i) k = d − 1: Let P = U DV T denote the thin Singular Value Decomposition of P, and let p = uDV T (where u is the corresponding row in U for the row p in P ). Let x * be the vector that maximizes over every x ∈ R d such that Px 2 > 0 and x T x = 1. It is well known (e.g. [YCRM17] ) that,
where the first equality holds by (1), the second is by the definition of u, U, D and V , the third is since the columns of U are orthonormal, and the inequality holds by the Cauchy Schwarz inequality. We now prove that this upper bound is tight. Indeed, substituting x = V D −1 u T (where D −1 is the inverse matrix of D) attains this maximum as,
Thus, s(p) = u Proof of Claim (ii) k ∈ {0, · · · , d − 2}: Let X * be the Matrix that maximizes
T r(X * T P T PX * ) .
Let j max > 1 be the number of iterations that are executed in the "while" loop of Algorithm 1 until it stops, and let s j be the value of s new during the execution of Line 11 in the jth iteration for every j ∈ {1, · · · , j max }. The while loop of Algorithm 1 is the same while loop of Algorithm 2 in [ZLN10] , where the main difference is the stopping criterion. In [ZLN10] it was proven that s new (in the "while" loop of Algorithm 1) converges to the global supremum of
.
Moreover s j ≤ s(p) for every j ∈ {1, · · · , j max }. Let γ be defined as at Line 6 of Algorithm 1. Based on Theorem 5.1 in [ZLN10] , for any integer j ≥ 1, we have that,
Rearranging yields,
By the stopping criterion (in Line 9 of Algorithm 1) we have that after the last iteration
By combining (3) with (2) we obtain an upper bound on s(p), as:
By the above inequality and since s jmax ≤ s(p), we have
We conclude that the returned value of the algorithm s = s jmax + ε satisfies Claim (ii) as,
Reduction from Affine to Non-Affine Subspace
In this section we use the two integers n, d ≥ 1, the number z ≥ 1 and ε ∈ (0,
] as the additive error of our sensitivity bounds, which is polynomial in 1/n in our experimental results.
We let (P, w) be a weighted set of n points in
ψε 2 , and e d+1 = (0, · · · , 0, 1) ∈ R d+1 . For every q ∈ P we let q = (q | r) and P = {q | q ∈ P }. The set of all affine k-subspaces in R d is denoted by S A d . For every affine k-subspace S ∈ S A d , we define S := {(x | r) | x ∈ S} to be its corresponding affine k-subspace in R d+1 , and S to be the corresponding (non-affine) (k + 1)-subspace of R d+1 that is spanned by S ; see Figs. 1 and 2. Finally let S d+1 denote the union over all (k + 1) non-affine subspaces of R d+1 .
Lemma 4.1 Let S ∈ S A d be an affine k-subspace of R d . For every p ∈ P and its corresponding point p = (p | r), Claims (i)-(ii) hold as follows:
and
Proof. By [FS12, Lemma 2.1], for every x, y ∈ R d we have
Let p ∈ P and let p = (p | r). Proof of Claim (i): Inequality (4) holds since 
is the corresponding affine 0-subspace of R 2 , and S is the (non-affie) 1-subspace (i.e., line) of R 2 that passes through S . This illustration aims to show that the distance from p to S (i.e, D 1 (p, S)) is approximately equal to the distance from p to S (i.e., D 1 (p , S )).
where the first inequality holds by substituting x = 0 d and y = p in (7), the second is by the definition of r, and the last inequality holds by the assumption of Claim (i). Let h S = proj(re d+1 , S ). To prove (5), we observe that
where the first equality holds by the definition of h S , the second holds by the definition of S and e d+1 , the third holds by the definition of D z , and the inequality holds by taking the power of 1/z of each side of the assumption D z (0 d , S) ≥ εr. In addition let h S = proj(re d+1 , S ), and let β S ∈ [0, π/2) denote the angle ∠(re d+1 , 0 d+1 , h S ). Hence,
Now we compute a lower bound on sin β S :
where (11) holds by the triangle inequality, (12) holds by (8), and (13) holds since dist(0 d+1 , re d+1 ) = r. Equation (14) holds since r z−1 z ≥ ε 1 z for z ≥ 1, r > 1 and ε < 1. Plugging (14) in (9) yields,
By (15) and the definition of D z ,
To complete the proof of Claim (i),
≤ ε 2 r + εD z (re d+1 , S ) (19)
where (17) holds by substituting x = p , y = re d+1 and S = S in (7), (18) 
We have that cos α
By the triangle inequality,
We also have p − h p S 2 = dist(p, S) and by the triangle inequality dist(p,
The bound on p 2 is,
Thus,
where the last inequality is by (24) and the assumption of Claim (ii). And by plugging (25) in (23) and using the facts that 0 d+1 − re d+1 2 = r and re d+1 − p 2 = p 2 ≤ εr we get that,
Together with (22) this yields a lower bound on cos α p S as,
Now we obtain an upper bound for (21) as,
S ). By the definition of D z we have
This proves Claim (ii) for the case z = 1. Otherwise, by the Bernoulli's inequality we have that (1 + x) y ≤ 1 + xy 1−(y−1)x for every x ∈ [−1, 1 y−1 ) and y > 1. Thus substituting y = z, x = 3ε yields,
Observe that since ε ≤ 
Plugging the last inequality in (26) proves Claim (ii) for z > 1 as
Lemma 4.2 For every p ∈ P and its corresponding point p = (p | r) we have
Proof. For every (non-affine) subspace S ∈ S d+1 we denote h S = proj(re d+1 , S ) and β S ∈ [0, π/2] denote the angle ∠(re d+1 , 0 d+1 , h S ). The following observation is from Figure 1: Observation 4.3 Let S be a non-affine (k + 1)-subspace of R d+1 such that β S < π/2. Then the intersection of S with the hyperplane (x | r) | x ∈ R d is the affine k-subspace S ⊂ S of R d+1 such that S is the linear span of S , and the (d + 1)th (last) coordinate of every point x ∈ S is r.
Moreover there is an affine k-subspace S of R d such that S = {(x | r) | x ∈ S}. Hence,
The above observation will be used through the proof. Let c 0 =
. We partition the query set S d+1 into two disjoint subsets:
(i) Q 0 = S ∈ S d+1 | sin β S ≥ c 0 , and
Similarly, we partition S A d into :
Let c 1 = 2 z + 1. We first proof the following pair of claims: Claim (i). For every p ∈ P we have
Claim (ii).
For every p ∈ P we have
Since S A d = Q 0 ∪ Q 1 and S d+1 = Q 0 ∪ Q 1 , combining both claims poofs the lemma. Proof of Claim (i). By (4) and since c 1 ≥ 2, for every pair S ∈ Q 0 and p ∈ P we have
Hence,
Since the above inequality holds for every S ∈ Q 0 we get that,
Let p ∈ P . We now prove that for every S ∈ Q 0
by case analysis: first for sin β S ∈ [c 0 , 1) and then for sin β S = 1. If S ∈ {S ∈ S d+1 | sin β S ∈ [c 0 , 1)} then we have that β S < π/2. Hence, by Observation 4.3 there is an affine k-subspace S (of R d ) such that
Combining this equality with the fact that sin β S ≥ c 0 =
Taking the power of z from both sides yields D z (0 d , S) ≥ εr. Using this in (5) yields that (29) holds for the case sin β S ∈ [c 0 , 1). If sin β S = 1 then we have that β S = π/2. This implies that h S = 0 d+1 . Hence,
Hence, for every S ∈ {S ∈ S d+1 | sin β S = 1} we have
= ε 2 r + εD z (re d+1 , S )
where (31) holds by substituting x = re d+1 , y = p and S = S in (7), (32) is by the definition of r and p , (33) holds by the definiton of ψ and r, (34) holds by (30), and (35) holds since c 1 > 2. This proves (29) also for the case that sin β S = 1. Hence, (29) holds for every S ∈ Q 0 . By (29) we get that for every p ∈ P
(1 − c 1 ε)
Integrating (36) with (28) yields
≤ sup
where (37) holds by multiplying the right hand side of (36) by
(1−c 1 ε) 2 (1+c 1 ε) 2 , (38) and (39) hold by (28), and (40) holds by multiplying the left hand side of (36) by
(1−c 1 ε) 2 . We have
where the inequality in (42) holds since ε ∈ 0, 1 2(2 z +1) . By plugging (41) and (42) in (40) we get
This proves Claim (i) as
Proof of Claim (ii)
. Let S ∈ Q 1 . We have that β S < π/2. Hence, by Observation 4.3 there is an affine k-subspace S (of R d ) such that
By the definition of S we have that sin β S < c 0 =
. Combining this with (43) yields that dist(0 d , S) < (εr) 1/z . Taking the power of z from both sides yields that D z (0 d , S) < εr. Using this is (6) yields that for every p ∈ P and S ∈ Q 1 we have
By combining the last inequality with the fact that
denote the set of all non-affine (k+1)-subspaces of R d+1 and let s(p ) = sup
First by the definition of the set P at Line 7 of Algorithm 2 and using Lemma 4.2 we have that for every point p ∈ P and its corresponding p = (p | r) ∈ P the following hold
where the last inequality holds since the sensitivity is always bounded by 1 (i.e., s(p ) ≤ 1). From the previous inequality we get
Let s be the output of a call to Non-Affine-Sensitivity(P , w, p , k + 1, ε) as defined at Line 8 of Algorithm 2. By Lemma 3.1 we have
Combining (44) and (45) yields
where the first inequality holds by adding 80ε to both sides of the left hand side inequality in (44), the second and the third inequalities are by (45), and the third holds by adding 81ε to both side of the right hand side inequality in (44). Considering the returned values = s + 80ε proves the theorem as, s(p) ≤s ≤ s(p) + 161ε.
Experimental Results
In this section we run benchmarks on real-world databases and compare our sampling algorithm with existing ones.
Algorithms.
We implemented the following sampling algorithms (distributions) for computing a coreset of n points where every point is sampled with probability that is proportional to: (i) 1/n (uniform), (ii) existing sensitivity upper bound which is the sensitivity sampling algorithm of [VX12] that is mentioned at "Introduction" section, and (iii) our tight sensitivity bound (Algorithm 1 for SVD, and Algorithm 2 for PCA).
Software and Hardware.
We implemented those algorithms in Python 3.6 using the libraries Numpy [Oli06] and Scipy [JOP + ]. We then run experimental results that we summarize in this section. The experments where done using Intel i7-6850K CPU @ 3.60GHZ and 64GB RAM.
Experimental Results for k-PCA

Datasets.
We used the following two datasets from [AGO + 13]: (i) Gyroscope data, which we call "Gyro" in our graphs. (ii) Embedded accelerometer data (3-axial linear accelerations) which we call "Acc" in our graphs. The data sets are resulted from experiments that have been carried out with a group of 30 volunteers within an age bracket of 19-48 years. Each person performed six activities (WALKING, WALKING UPSTAIRS, WALKING DOWNSTAIRS, SITTING, STANDING, LAYING) while wearing a smartphone (Samsung Galaxy S II) on the waist. Using its embedded gyroscope, 3-axial angular velocities were recorded, at a constant frequency of 50Hz. The experiments have been video-recorded to label the data manually. Data was collected from n = 7352 measurements. Each instance consists of measurements from 3 dimensions, x, y, z, each in a size of d = 128. The results are those the corresponding 3 datasets.
The experiment.
We ran Algorithms (i)-(iii) on the above datasets in order to compute sensitivities and sample coresets of variant sizes between 1000 to 7000. For each coreset, we computed the sum OP T k (A) of squared distances from the rows of the input matrix A to the affine k-subspace that minimizes this sum. We then computed this sum to the optimal solution OP T k (C) on the coreset (to the rows of A). The approximation error ε ∈ (0, 1) was then defined to be 1 − OP T k (C)/OP T k (A).
We used two values of k = 5 and k = 10, and run each experiment 50 times. Results for the gyroscope data (dataset (i)) are presented in Fig. 3 and results for the accelerometer data (dataset (ii)) are presented in 
Experimental Results for k-SVD
Dataset We downloaded the document-term matrix of the English Wikipedia from [wic19], a sparse matrix of 4, 624, 611 rows that correspond to documents, and 100k columns (the dictionary of the 100k most common words in Wikipedia [dic12]). The entry in the ith row and jth column of this matrix is the number of how many appearances word number j has in article number i. We call this data set "Wiki" in our graphs. Handling large data. To handle this large dataset in memory, we maintain the coreset for the streaming set of rows, one by one, via the common merge and reduce tree that is usually used for this purpose; see e.g. [FMSW10] for details.
The experiment.
We ran Algorithms (i)-(iii) on the document-term matrix of the English Wikipedia dataset in order to compute sensitivities and sample coresets of variant sizes between 1000 to 7000. For each coreset, we computed the sum OP T k (A) of squared distances from the rows of the input matrix A to the (non-affine) k-subspace that minimizes this sum. We then computed this sum to the optimal solution OP T k (C) on the coreset (to the rows of A). The approximation error ε ∈ (0, 1) was then defined to be 1 − OP T k (C)/OP T k (A). We ran with different values of k: 1,3,9 and 11.
Conclusions and open problems
We presented algorithms to compute exact sensitivity bounds for the k-SVD query spaces. Since the size of the coresets depends on the total sensitivity, we obtained coresets of size smaller and data dependent compared to existing worst-case upper bounds. We then suggested a generic reduction that enables us to generate tight sensivities also for the k-PCA problem (for affine k-subspaces).
Our experimental results show that our coreset indeed always smaller in practice. We hope that the presented approach and open code would help to compute tight sensitivities for many other problems such as k-clustering, and other machine/deep learning problems. 
