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Abstract
T and Y-systems are ubiquitous structures in classical and quantum integrable sys-
tems. They are difference equations having a variety of aspects related to commut-
ing transfer matrices in solvable lattice models, q-characters of Kirillov-Reshetikhin
modules of quantum affine algebras, cluster algebras with coefficients, periodicity
conjectures of Zamolodchikov and others, dilogarithm identities in conformal field
theory, difference analog of L-operators in KP hierarchy, Stokes phenomena in 1D
Schro¨dinger problem, AdS/CFT correspondence, Toda field equations on discrete
spacetime, Laplace sequence in discrete geometry, Fermionic character formulas and
combinatorial completeness of Bethe ansatz, Q-system and ideal gas with exclusion
statistics, analytic and thermodynamic Bethe ansa¨tze, quantum transfer matrix
method and so forth. This review article is a collection of short reviews on these
topics which can be read more or less independently.
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1. Introduction
1.1. T and Y-systems. The T-system is a difference equation among commuting
variables T
(a)
m (u), most typically appearing as (m ∈ Z≥0)
T (a)m (u − 1)T (a)m (u+ 1) = T (a)m−1(u)T (a)m+1(u) + T (a−1)m (u)T (a+1)m (u).
Originally it was found as a functional relation in 2D solvable lattice models in
statistical mechanics [1]. In this context, T
(a)
m (u) is a commuting row transfer matrix
in the sense of Baxter [2] labeled with (a,m) and having the spectral parameter u1.
The Y-system is another difference equation, typically like (m ∈ Z≥1)
Y (a)m (u− 1)Y (a)m (u + 1) =
(1 + Y
(a−1)
m (u))(1 + Y
(a+1)
m (u))
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
.
It was extracted as a universal functional relation in thermodynamic Bethe ansatz
(TBA) for solvable lattice models as well as (1+1)D integrable quantum field theory
models [3, 4, 5]. In this context, Y
(a)
m (u) stands for the Boltzmann factor of an
excitation mode in the sense of Yang-Yang [6] labeled with (a,m) and having the
rapidity u.
As such, the both systems originate in Yang-Baxter quantum integrable systems
but are apparently concerned with the objects that are not related too directly.
The first curiosity is nevertheless that the formal substitution
Y (a)m (u) =
T
(a−1)
m (u)T
(a+1)
m (u)
T
(a)
m−1(u)T
(a)
m+1(u)
provides a solution to the Y-system in terms of the T-system. Moreover, such
a canonical pair of companion systems can be formulated uniformly for all the
classical simple Lie algebras g [1]2. Now we can give a deferred explanation of the
superscript a; it runs over the vertices of the Dynkin diagram of g. The above
1By T we meant Transfer matrices, but it can either be thought as Toda or Tau.
2Actually to be understood as Yangian Y (g) or untwisted quantum affine algebra Uq(gˆ).
Twisted case is also known. See Remark 2.1.
5formulas are just the examples from type A3, where the case g = A1 goes back to
[7].
In the relevant developments across the centuries, the T and Y-systems have
turned out to be ubiquitous structures with a wealth of applications. For instance,
they emerge in q-characters for Kirillov-Reshetikhin modules of quantum affine
algebras, exchange relations in cluster algebras with coefficients, periodicity conjec-
tures of Zamolodchikov and others, dilogarithm identities in conformal field theory
(CFT) and their functional generalizations, dressed vacuum forms in analytic Bethe
ansatz, Stokes phenomena in ordinary differential equations, anomalous scaling di-
mensions of N = 4 super Yang-Mills operators, area of minimal surface in AdS,
Laplace sequence of quadrilateral lattice in discrete geometry, tau functions in lat-
tice Toda field equations, Fermionic formulas for branching coefficients and weight
multiplicities for Lie algebra characters, combinatorial completeness of string hy-
pothesis in Bethe ansatz, Q-system and grand partition function of ideal gas with
exclusion statistics, quantum transfer matrix approach to finite temperature prob-
lems and so on.
This review is a collection of brief expositions of these topics where the T and
Y-systems have played key roles. It consists of sections of moderate length which
are not too mutually dependent. A more detailed account of the contents can be
found in Section 1.2.
As an overview, T-systems are fundamental structures reflecting symmetries and
algebraic aspects of the problems rather directly. They can also accommodate
various gauge/normalization freedom of concrete models. On the other hand, Y-
systems are more universal being more or less free from such degrees of freedom.
They are suitable for practical applications with appropriate analyticity input. In
fact, the connection between the T and Y-systems mentioned previously has opened
a route to establish TBA type integral equations directly from transfer matrices
without recourse to the TBA itself. In this sense, Y-systems are the format in
which the symmetries encoded in the T-systems are most efficiently utilized as a
practical implement.
In the light of ever growing perspectives, what sort of equations or structures are
to be recognized as T or Y-systems is actually a matter of time-dependent option.
For instance from an algebraic point of view (leaving analytic aspects), T-systems
have been generalized broadly to the quantum affinization of quantum Kac-Moody
algebras by Hernandez [8] (Section 4.6). Cluster algebra with coefficients by Fomin
and Zelevinsky [9] offers a comprehensive scheme to generalize and control the T
and Y-systems simultaneously by quivers (Section 5). Nonetheless, this paper is
mostly devoted to the description of basic results concerning the aforementioned
“classic” T and Y-systems associated with g. We therefore look forward to the next
review to come, hopefully someday by some author, bringing a delightful renewal.
1.2. Contents and brief guide. Here are abstracts of the subsequent sections.
They will be followed by another brief guide to the paper.
Section 2. The T and Y-systems for untwisted and twisted quantum affine alge-
bras are presented. They have unrestricted and level ℓ restricted versions. Those
for Yangian are formally the same with the unrestricted ones for the untwisted
3The T-system for type A formally coincides with what is known as the Hirota-Miwa equation
in soliton theory, which was an unexpected link also to classical integrable systems.
6quantum affine algebra Uq(gˆ), where g denotes a finite dimensional simple Lie al-
gebra throughout the paper. We also include the Uq(sl(r|s)) case. This section is
meant to be the reference of these systems throughout the paper. The first prop-
erty, T-system provides a solution to Y-system, is stated. Subsequent sections will
mainly be concerned with the untwisted case Uq(gˆ)
4.
Section 3. The T-system was originally discovered as functional relations among
commuting transfer matrices for solvable lattice models in statistical mechanics. We
give an elementary exposition of such contexts for the both vertex and restricted
solid-on-solid (RSOS) models along with their fusion procedure. The two types of
models are related to the unrestricted and restricted T-systems, respectively.
Section 4. We describe the background of the T-system in the representation
theory of quantum affine algebras such as classification of irreducible finite dimen-
sional representations, Kirillov-Reshetikhin modules and q-characters. The funda-
mental results are that q-characters of the Kirillov-Reshetikhin modules satisfy the
T-system (Theorem 4.8) and the description of the Grothendieck ring RepUq(gˆ) by
the T-system (Theorem 4.9). A broad extension of the T-system to the quantum
affinization of quantum Kac-Moody algebras is also mentioned. The results of this
section are not necessary elsewhere except the basics of q-characters which will be
mentioned in tableau sum formulas (Section 7), analytic Bethe ansatz (Section 8)
and Q-system (Section 13).
Section 5. The cluster algebra with coefficients is built upon cluster variables
and coefficient tuples obeying certain exchange relations controlled by a quiver.
We demonstrate how such a setup encodes the T and Y-systems simultaneously in
an essential way. It opens a fruitful link with the cluster category theory, which
led to a final proof of the dilogarithm identities in conformal field theory and the
periodicity conjecture on the both systems for arbitrary level and g.
Section 6. Jacobi-Trudi type determinant formulas are listed for T-systems for
non exceptional g. The type Cr and Dr cases involve Pfaffians as well.
Section 7. Tableau sum formulas are presented for T-systems for non exceptional
g along the context of q-characters.
Section 8. We argue the relation between q-characters and eigenvalue formulas
(dressed vacuum forms) of transfer matrices in solvable lattice models by analytic
Bethe ansatz. Combined with the results in Section 7, it leads to solutions of T-
systems in terms of the Baxter Q-functions. We mainly concern vertex models and
include a brief argument on RSOS models.
Section 9. We introduce a difference analog of L-operators in soliton theory to
construct solutions to the T-systems for g = Ar and Cr by Casoratians (difference
analog of Wronskians). The Baxter Q-functions are identified with a special class
of Casoratians and generalized to a wider family of functions that admit Ba¨cklund
transformations. Analogous difference L-operators are presented also for Br, Dr
and sl(r|s).
Section 10. A restricted T-system for A1 emerges in Stokes phenomena of 1D
Schro¨dinger equation with a specific potential. Similar facts hold also for the T-
system for Ar and a class of (r + 1)th order ordinary differential equation (ODE).
Wronskians for these equations evaluated at the origin play an analogous role to
the Casoratians in Section 9 (Wronskian-Casoratian duality). We describe these
4 Thus in most situations we will say simply T and Y-systems for g instead of Uq(gˆ).
7features that stay within an elementary algebraic part in the so-called ODE/IM
(integrable models) correspondence.
Section 11. This section is most hep-th oriented. We briefly digest applications of
some specific T and Y-systems in the two topics from the AdS/CFT correspondence.
The first is from the gauge theory about the anomalous scaling dimensions (planar
AdS/CFT spectrum) of N = 4 super Yang-Mills operators. The second is the area
of the minimal surface in AdS from the string theory, which is relevant to gluon
planar scattering amplitudes. The analysis in the latter topic involves the Stokes
phenomena related to a generalized sinh-Gordon equation, which may be viewed as
a generalization of the ODE/IM correspondence mentioned in Section 10.
Section 12. Continuous limits of the T-system for g yield the difference-differential
or 2D differential equations known as the (lattice) Toda field equation. Their Hamil-
tonian structure is presented for general g. We also discuss an aspect from classical
discrete geometry, where the Y-system for A∞ arises as the Laplace sequence of
quadrilateral lattice, the discrete geometry analog of the conjugate net.
Section 13. T-system without spectral parameter is called Q-system5. We sys-
tematically construct certain power series solutions to the (generalized) Q-system
by multi-variable Lagrange inversion. As a corollary of this and results from Section
4, the so-called Fermionic character formula for the Kirillov-Reshetikhin modules
is fully established for all g. Physically, this problem is also connected to the grand
partition function of ideal gas with exclusion statistics. These results are reviewed
in conjunction with the intimately related subject known as combinatorial com-
pleteness of Bethe ansatz for Uq(gˆ) both at q = 1 and q = 0, where the case q = 1
goes back to Bethe [10], the godfather of the subject, himself.
Section 14. We explain how the Y-system for g emerges from the TBA equation
associated to Uq(gˆ) with q being a root of unity derived in Section 15. Various
relations among the TBA kernels are summarized. The constant Y-system is intro-
duced and related to the Q-system. They are essential ingredients in the dilogarithm
identity (Section 5.1) and the TBA analysis of RSOS models (Section 15). As a
related issue, we briefly discuss the Q-system at root of unity including Conjecture
14.2.
Section 15. The Uq(gˆ) Bethe equation with q a root of unity is relevant to the
critical RSOS models sketched in Section 3.3. We outline the TBA analysis to
evaluate the high temperature entropy by the level restricted Q-system (Section
14.5–14.6) and central charges by the dilogarithm identity (Section 5.1). The TBA
equation obtained here uniformly for general g is the origin of our Y-system as
shown in Section 14.1 and 14.3.
Section 16. The finite size or finite temperature problems in solvable lattice
models are analyzed efficiently by the use of T and Y-systems without relying on
TBA approach and string hypothesis. We illustrate various such methods along
the simplest vertex and RSOS models based on g = A1. We also include a simple
application of the periodicity of the level 0 restricted T-system to the calculation
of correlation lengths of vertex models in Section 16.1.
Let us close the introduction with yet another brief guide of the contents. As we
already mentioned, Section 2 is the collection of the basic data; concrete forms of the
T and Y-systems that will be considered in the review and definitions/notations
concerning the root system of g. With regard to the subsequent sections, it is
5 This Q is unrelated with Baxter’s Q-functions. See Section 13.8 for the origin of the name.
8too demanding to assume the familiarity of the contents in earlier sections. So
we have avoided such a style and tried to make each section into a more or less
independently readable review on a specific topic around ten pages. Most of them
contain bibliographical notes at the end, which hopefully help the readers gain more
perspectives into the subjects and activities around.
There are nevertheless several sections that are intimately related or partly de-
pendent of course. Roughly, they may be grouped (non exclusively) under the
following theme.
• Solvable lattice models and their analysis: Sections 3, 8, 15, 16.
• Kirillov-Reshetikhin modules and their q-characters: Sections 4, 7, 8, 13.
• Variety of solutions to the T-system: Sections 6, 7, 8, 9.
• Stokes phenomena: Sections 10, 11.
• Q-system and constant Y-system: Sections 13, 14.
• Y-system and TBA: Sections 11, 14, 15.
2. T and Y-systems for quantum affine algebras and Yangians
We present the T-system and Y-system associated with untwisted and twisted
quantum affine algebras. They have unrestricted and level restricted versions.
Those for Yangian are formally the same with the unrestricted ones for the un-
twisted quantum affine algebras. We also include the case Uq(sl(r|s)). This section
is devoted to the presentation of these systems with the basic data on root systems.
Thus we will only state their first property, T-system provides a solution to Y-
system, in Theorem 2.5. leaving the exposition of variety of aspects in subsequent
sections.
2.1. Untwisted case. Let g be a simple Lie algebra associated with a Dynkin
diagram of finite type. We set I = {1, . . . , r} with r = rank g and enumerate the
vertices of the Dynkin diagrams as Figure 1. We follow [11] except for E6, for which
we choose the one naturally corresponding to the enumeration of the twisted affine
diagram E
(2)
6 in Section 2.4. With a slight abuse of notation, we will write for
example g = Ar to mean that g is the one associated with the Dynkin diagram of
type Ar. The cases Ar, Dr, E6, E7 and E8 are referred to as simply laced.
We set numbers t and ta (a ∈ I) by
t =

1 g : simply laced,
2 g = Br, Cr, F4,
3 g = G2,
ta =

1 g : simply laced,
1 g : nonsimply laced, αa: long root,
t g : nonsimply laced, αa: short root.
(2.1)
Let αa, ωa (a ∈ I) be the simple roots and the fundamental weights of g. We fix a
bilinear form ( | ) on the dual space of the Cartan subalgebra normalized as
(αa|αa) = 2
ta
, (αa|ωb) = δab
ta
. (2.2)
Let C = (Cab), Cab = 2(αa|αb)/(αa|αa), be the Cartan matrix of g. We have
Cab = ta(αa|αb), αa =
∑r
b=1 Cbaωb and (C
−1)ab = ta(ωa|ωb). We denote by h and
h∨ the Coxeter number and the dual Coxeter number of g, respectively. They are
9listed as follows with the dimension of g.
g Ar Br Cr Dr E6 E7 E8 F4 G2
dim g r(r + 2) r(2r + 1) r(2r + 1) r(2r − 1) 78 133 248 52 14
h r + 1 2r 2r 2r − 2 12 18 30 12 6
h∨ r + 1 2r − 1 r + 1 2r − 2 12 18 30 9 4
(2.3)
The relation dim g = (1 + h)rank g holds as is well known.
Ar
1 2 r − 1 r
Br
1 2 r − 1 r
Cr
1 2 r − 1 r
Dr
1 2
r − 1
r − 2
r
E6
1 2 3 5 6
4
E7
1 2 3 4 5 6
7
E8
1 2 3 4 5 6 7
8
F4
1 2 3 4
G2
1 2
Figure 1. The Dynkin diagrams for g and their enumerations.
The unrestricted T-system for g is the following relations among the commuting
variables {T (a)m (u) | a ∈ I,m ∈ Z≥1, u ∈ U}, where T (0)m (u) = T (a)0 (u) = 1 if they
occur in the RHS.
For simply laced g,
T (a)m (u− 1)T (a)m (u+ 1) = T (a)m−1(u)T (a)m+1(u) +
∏
b∈I:Cab=−1
T (b)m (u). (2.4)
For example in type Ar, it has the form
T (a)m (u− 1)T (a)m (u+ 1) = T (a)m−1(u)T (a)m+1(u) + T (a−1)m (u)T (a+1)m (u), (2.5)
for 1 ≤ a ≤ r with T (r+1)m (u) = 1. In particular, for A1 it reads
Tm(u− 1)Tm(u+ 1) = Tm−1(u)Tm+1(u) + 1 (2.6)
with the simplified notation Tm(u) = T
(1)
m (u).
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For g = Br,
T (a)m (u− 1)T (a)m (u+ 1) = T (a)m−1(u)T (a)m+1(u) (2.7)
+ T (a−1)m (u)T
(a+1)
m (u) (1 ≤ a ≤ r − 2),
T (r−1)m (u− 1)T (r−1)m (u+ 1) = T (r−1)m−1 (u)T (r−1)m+1 (u) + T (r−2)m (u)T (r)2m(u),
T
(r)
2m
(
u− 12
)
T
(r)
2m
(
u+ 12
)
= T
(r)
2m−1(u)T
(r)
2m+1(u)
+ T (r−1)m
(
u− 12
)
T (r−1)m
(
u+ 12
)
,
T
(r)
2m+1
(
u− 12
)
T
(r)
2m+1
(
u+ 12
)
= T
(r)
2m(u)T
(r)
2m+2(u) + T
(r−1)
m (u)T
(r−1)
m+1 (u).
For g = Cr,
T (a)m
(
u− 12
)
T (a)m
(
u+ 12
)
= T
(a)
m−1(u)T
(a)
m+1(u) (2.8)
+ T (a−1)m (u)T
(a+1)
m (u) (1 ≤ a ≤ r − 2),
T
(r−1)
2m
(
u− 12
)
T
(r−1)
2m
(
u+ 12
)
= T
(r−1)
2m−1(u)T
(r−1)
2m+1(u)
+ T
(r−2)
2m (u)T
(r)
m
(
u− 12
)
T (r)m
(
u+ 12
)
,
T
(r−1)
2m+1
(
u− 12
)
T
(r−1)
2m+1
(
u+ 12
)
= T
(r−1)
2m (u)T
(r−1)
2m+2(u)
+ T
(r−2)
2m+1(u)T
(r)
m (u)T
(r)
m+1(u),
T (r)m (u− 1)T (r)m (u+ 1) = T (r)m−1(u)T (r)m+1(u) + T (r−1)2m (u).
For g = F4,
T (1)m (u− 1)T (1)m (u+ 1) = T (1)m−1(u)T (1)m+1(u) + T (2)m (u), (2.9)
T (2)m (u− 1)T (2)m (u+ 1) = T (2)m−1(u)T (2)m+1(u) + T (1)m (u)T (3)2m(u),
T
(3)
2m
(
u− 12
)
T
(3)
2m
(
u+ 12
)
= T
(3)
2m−1(u)T
(3)
2m+1(u)
+ T (2)m
(
u− 12
)
T (2)m
(
u+ 12
)
T
(4)
2m(u),
T
(3)
2m+1
(
u− 12
)
T
(3)
2m+1
(
u+ 12
)
= T
(3)
2m(u)T
(3)
2m+2(u) + T
(2)
m (u)T
(2)
m+1(u)T
(4)
2m+1(u),
T (4)m
(
u− 12
)
T (4)m
(
u+ 12
)
= T
(4)
m−1(u)T
(4)
m+1(u) + T
(3)
m (u).
For g = G2,
T (1)m (u− 1)T (1)m (u+ 1) = T (1)m−1(u)T (1)m+1(u) + T (2)3m(u), (2.10)
T
(2)
3m
(
u− 13
)
T
(2)
3m
(
u+ 13
)
= T
(2)
3m−1(u)T
(2)
3m+1(u)
+ T (1)m
(
u− 23
)
T (1)m (u)T
(1)
m
(
u+ 23
)
,
T
(2)
3m+1
(
u− 13
)
T
(2)
3m+1
(
u+ 13
)
= T
(2)
3m(u)T
(2)
3m+2(u)
+ T (1)m
(
u− 13
)
T (1)m
(
u+ 13
)
T
(1)
m+1(u),
T
(2)
3m+2
(
u− 13
)
T
(2)
3m+2
(
u+ 13
)
= T
(2)
3m+1(u)T
(2)
3m+3(u)
+ T (1)m (u)T
(1)
m+1
(
u− 13
)
T
(1)
m+1
(
u+ 13
)
.
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We note that these relations are not bilinear in general under the boundary
condition stated before (2.4). The second terms on the RHS can be of order 0,1,2
and 3 in T
(a)
m (u).
The variable u ∈ U is called the spectral parameter. The set U can be either the
complex plane C, or the cylinder Cξ := C/(2π
√−1/ξ)Z such that 2π√−1/ξ 6∈ Q.
The choice will not matter seriously, but reflects the underlying algebra.
Remark 2.1. In Section 4 we will see that the T-system for g is actually associated
with the untwisted quantum affine algebra Uq(gˆ) with q = e
~ when U = Ct~. The
choice U = C corresponds to the Yangian Y (g) in a similar sense. In this review
we will mostly be concerned with the Uq(gˆ) case. Thus we have simply chosen to
say T-system for g rather than T-system for Uq(gˆ). The latter terminology is more
balanced when the twisted case is considered in Section 2.4. Note that the choice
U = Cξ effectively imposes an additional periodicity T
(a)
m (u) = T
(a)
m (u+
2π
√−1
ξ ). By
the assumption 2π
√−1/ξ /∈ Q, this does not interfere with the T-system. Similar
remarks apply to the Y-system in what follows.
The unrestricted Y-system for g is the following relations among commuting
variables {Y (a)m (u) | a ∈ I,m ∈ Z≥1, u ∈ U}, where Y (0)m (u) = Y (a)0 (u)−1 = 0 if they
occur in the RHS.
For simply laced g,
Y (a)m (u − 1)Y (a)m (u+ 1) =
∏
b∈I:Cab=−1(1 + Y
(b)
m (u))
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
. (2.11)
For g = Br,
Y (a)m (u− 1)Y (a)m (u + 1) =
(1 + Y
(a−1)
m (u))(1 + Y
(a+1)
m (u))
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
(2.12)
(1 ≤ a ≤ r − 2),
Y (r−1)m (u− 1)Y (r−1)m (u + 1) =
(1 + Y
(r−2)
m (u))(1 + Y
(r)
2m−1(u))(1 + Y
(r)
2m+1(u))
×(1 + Y (r)2m
(
u− 12
)
)(1 + Y
(r)
2m
(
u+ 12
)
)
(1 + Y
(r−1)
m−1 (u)−1)(1 + Y
(r−1)
m+1 (u)
−1)
,
Y
(r)
2m
(
u− 12
)
Y
(r)
2m
(
u+ 12
)
=
1 + Y
(r−1)
m (u)
(1 + Y
(r)
2m−1(u)−1)(1 + Y
(r)
2m+1(u)
−1)
,
Y
(r)
2m+1
(
u− 12
)
Y
(r)
2m+1
(
u+ 12
)
=
1
(1 + Y
(r)
2m (u)
−1)(1 + Y (r)2m+2(u)−1)
.
For g = Cr,
Y (a)m
(
u− 12
)
Y (a)m
(
u+ 12
)
=
(1 + Y
(a−1)
m (u))(1 + Y
(a+1)
m (u))
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
(2.13)
(1 ≤ a ≤ r − 2),
Y
(r−1)
2m
(
u− 12
)
Y
(r−1)
2m
(
u+ 12
)
=
(1 + Y
(r−2)
2m (u))(1 + Y
(r)
m (u))
(1 + Y
(r−1)
2m−1 (u)−1)(1 + Y
(r−1)
2m+1 (u)
−1)
,
12
Y
(r−1)
2m+1
(
u− 12
)
Y
(r−1)
2m+1
(
u+ 12
)
=
1 + Y
(r−2)
2m+1 (u)
(1 + Y
(r−1)
2m (u)
−1)(1 + Y (r−1)2m+2 (u)−1)
,
Y (r)m (u− 1)Y (r)m (u+ 1) =
(1 + Y
(r−1)
2m+1 (u))(1 + Y
(r−1)
2m−1 (u))
×(1 + Y (r−1)2m
(
u− 12
)
)(1 + Y
(r−1)
2m
(
u+ 12
)
)
(1 + Y
(r)
m−1(u)−1)(1 + Y
(r)
m+1(u)
−1)
.
For g = F4,
Y (1)m (u− 1)Y (1)m (u+ 1) =
1 + Y
(2)
m (u)
(1 + Y
(1)
m−1(u)−1)(1 + Y
(1)
m+1(u)
−1)
, (2.14)
Y (2)m (u− 1)Y (2)m (u+ 1) =
(1 + Y
(1)
m (u))(1 + Y
(3)
2m−1(u))(1 + Y
(3)
2m+1(u))
×(1 + Y (3)2m
(
u− 12
)
)(1 + Y
(3)
2m
(
u+ 12
)
)
(1 + Y
(2)
m−1(u)−1)(1 + Y
(2)
m+1(u)
−1)
,
Y
(3)
2m
(
u− 12
)
Y
(3)
2m
(
u+ 12
)
=
(1 + Y
(2)
m (u))(1 + Y
(4)
2m (u))
(1 + Y
(3)
2m−1(u)−1)(1 + Y
(3)
2m+1(u)
−1)
,
Y
(3)
2m+1
(
u− 12
)
Y
(3)
2m+1
(
u+ 12
)
=
1 + Y
(4)
2m+1(u)
(1 + Y
(3)
2m (u)
−1)(1 + Y (3)2m+2(u)−1)
,
Y (4)m
(
u− 12
)
Y (4)m
(
u+ 12
)
=
1 + Y
(3)
m (u)
(1 + Y
(4)
m−1(u)−1)(1 + Y
(4)
m+1(u)
−1)
.
For g = G2,
Y (1)m (u− 1)Y (1)m (u+ 1) =
(1 + Y
(2)
3m−2(u))(1 + Y
(2)
3m+2(u))
×(1 + Y (2)3m−1
(
u− 13
)
)(1 + Y
(2)
3m−1
(
u+ 13
)
)
×(1 + Y (2)3m+1
(
u− 13
)
)(1 + Y
(2)
3m+1
(
u+ 13
)
)
×(1 + Y (2)3m
(
u− 23
)
)(1 + Y
(2)
3m
(
u+ 23
)
)
×(1 + Y (2)3m (u))
(1 + Y
(1)
m−1(u)−1)(1 + Y
(1)
m+1(u)
−1)
,
(2.15)
Y
(2)
3m
(
u− 13
)
Y
(2)
3m
(
u+ 13
)
=
1 + Y
(1)
m (u)
(1 + Y
(2)
3m−1(u)−1)(1 + Y
(2)
3m+1(u)
−1)
,
Y
(2)
3m+1
(
u− 13
)
Y
(2)
3m+1
(
u+ 13
)
=
1
(1 + Y
(2)
3m (u)
−1)(1 + Y (2)3m+2(u)−1)
,
Y
(2)
3m+2
(
u− 13
)
Y
(2)
3m+2
(
u+ 13
)
=
1
(1 + Y
(2)
3m+1(u)
−1)(1 + Y (2)3m+3(u)−1)
.
We stress that the T and Y-systems for nonsimply laced g are not just a folding
of simply laced cases.
We also remark that T and Y-systems for B2 and C2 are equivalent and trans-
formed to each other by T
(1)
m (u) ↔ T (2)m (u) and Y (1)m (u) ↔ Y (2)m (u) reflecting the
fact B2 ≃ C2.
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2.2. Restriction. We fix an integer ℓ ≥ 2 called level. Let ta be the number in
(2.1). The level ℓ restricted T-system for g (with the unit boundary condition) is
relations (2.4)–(2.10) naturally restricted to {T (a)m (u) | a ∈ I, 1 ≤ m ≤ taℓ− 1, u ∈
U} by imposing T (a)taℓ (u) = 1.
The level ℓ restricted Y-system for g is relations (2.11)–(2.15) naturally restricted
to {Y (a)m (u) | a ∈ I, 1 ≤ m ≤ taℓ− 1, u ∈ U} by imposing Y (a)taℓ (u)−1 = 0.
Note that for g nonsimply laced, the above restriction makes sense also at ℓ = 1.
The resulting T and Y-systems become equivalent to the level t restricted T and
Y-systems for An with n = ♯{a ∈ I | ta = t} under the rescaling of the spectral
parameter u → u/t. One can also consider the level 0 case formally. See around
(16.2).
Example 2.2. We write down the level 2 restricted T and Y-systems for A2:
T
(1)
1 (u− 1)T (1)1 (u+ 1) = 1 + T (2)1 (u), T (2)1 (u− 1)T (2)1 (u + 1) = 1 + T (1)1 (u),
Y
(1)
1 (u− 1)Y (1)1 (u+ 1) = 1 + Y (2)1 (u), Y (2)1 (u− 1)Y (2)1 (u+ 1) = 1 + Y (1)1 (u).
Thus they are identical.
Example 2.3. We write down the level 2 restricted T-system for C2:
T
(1)
1 (u− 12 )T (1)1 (u+ 12 ) = T (1)2 (u) + T (2)1 (u),
T
(1)
2 (u− 12 )T (1)2 (u+ 12 ) = T (1)1 (u)T (1)3 (u) + T (2)1 (u− 12 )T (2)1 (u+ 12 ),
T
(1)
3 (u− 12 )T (1)3 (u+ 12 ) = T (1)2 (u) + T (2)1 (u),
T
(2)
1 (u− 1)T (2)1 (u+ 1) = 1 + T (1)2 (u).
Example 2.4. Level ℓ restricted T-system for Ar−1 has the form
T (a)m (u− 1)T (a)m (u+ 1) = T (a)m−1(u)T (a)m+1(u) + T (a−1)m (u)T (a+1)m (u)
for 1 ≤ a ≤ r − 1 and 1 ≤ m ≤ ℓ − 1. It is invariant under the simultaneous
transformation T
(a)
m (u) 7→ T (m)a (±u + const) and r ↔ ℓ. The similar property
holds also for the level ℓ restricted Y-system for Ar−1. This symmetry is called the
level-rank duality.
2.3. Relation between T and Y-systems. The unrestricted T-system for g has
the form
T (a)m (u− 1ta )T
(a)
m (u+
1
ta
) = T
(a)
m−1(u)T
(a)
m+1(u) +
∏
(b,k,v)
T
(b)
k (v)
N(a,m,u|b,k,v), (2.16)
where the last term is a finite product. Then, it is easy to see that the unrestricted
Y-system for the same g takes the form
Y (a)m (u− 1ta )Y
(a)
m (u+
1
ta
) =
∏
(b,k,v)(1 + Y
(b)
k (v))
N(b,k,v|a,m,u)
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
. (2.17)
The same relation holds also between the level ℓ restricted T and Y-systems.
Let us write (2.16) simply as
T
(a)
m (u − 1ta )T
(a)
m (u +
1
ta
) = T
(a)
m−1(u)T
(a)
m+1(u) +M
(a)
m (u). (2.18)
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Theorem 2.5 ([1]). Suppose T
(a)
m (u) satisfies the unrestricted T-system for g. Then
Y (a)m (u) =
M
(a)
m (u)
T
(a)
m−1(u)T
(a)
m+1(u)
(2.19)
is a solution of the unrestricted Y-system for g. The same claim holds between the
level ℓ restricted T and Y-systems.
Sketch of proof. This can be directly verified by substituting the resulting relations
1 + Y (a)m (u) =
T
(a)
m
(
u− 1ta
)
T
(a)
m
(
u+ 1ta
)
T
(a)
m−1(u)T
(a)
m+1(u)
, (2.20)
1 + Y (a)m (u)
−1 =
T
(a)
m
(
u− 1ta
)
T
(a)
m
(
u+ 1ta
)
M
(a)
m (u)
(2.21)
into the Y-system. Here we demonstrate the calculation for simply laced g.
Y (a)m (u − 1)Y (a)m (u + 1)
=
∏
b:Cab=−1 T
(b)
m (u − 1)T (b)m (u+ 1)
T
(a)
m−1(u − 1)T (a)m+1(u− 1)T (a)m−1(u+ 1)T (a)m+1(u + 1)
=
∏
b:Cab=−1(T
(b)
m−1(u)T
(b)
m+1(u) +
∏
c:Cbc=−1 T
(c)
m (u))
T
(a)
m−2(u)T
(a)
m (u) +
∏
b:Cab=−1 T
(b)
m−1(u)
× 1
T
(a)
m (u)T
(a)
m+2(u) +
∏
b:Cab=−1 T
(b)
m+1(u)
=
∏
b:Cab=−1(1 + Y
(b)
m (u))
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
.
This calculation is valid also at m = 1 by formally setting T
(a)
−1 (u) = 0. For level ℓ
restricted case, it is valid similarly by formally setting T
(a)
ℓ+1(u) = 0.
Theorem 2.5 has a natural account from the viewpoint of cluster algebra with
coefficients. See Remark 5.5.
Example 2.6. We write down the relation (2.19) for the level 2 restricted T-system
for C2. From Example 2.3, they read
Y
(1)
1 (u) =
T
(2)
1 (u)
T
(1)
2 (u)
, Y
(1)
2 (u) =
T
(2)
1 (u− 12 )T (2)1 (u + 12 )
T
(1)
1 (u)T
(1)
3 (u)
,
Y
(1)
3 (u) =
T
(2)
1 (u)
T
(1)
2 (u)
, Y
(2)
1 (u) = T
(1)
2 (u).
Thus the specific construction (2.19) automatically imposes the condition Y
(1)
1 (u) =
Y
(1)
3 (u). However, the level restricted Y-system alone does not restrict itself to such
a situation in general.
Remark 2.7. Consider a slight modification of the general T-system relation (2.18)
into
T
(a)
m (u− 1ta )T
(a)
m (u+
1
ta
) = T
(a)
m−1(u)T
(a)
m+1(u) + g
(a)
m (u)M
(a)
m (u), (2.22)
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where g
(a)
m (u) is any function satisfying
g
(a)
m (u− 1ta )g
(a)
m (u +
1
ta
) = g
(a)
m−1(u)g
(a)
m+1(u). (2.23)
Then it is easily checked that the substitution
Y (a)m (u) =
g
(a)
m (u)M
(a)
m (u)
T
(a)
m−1(u)T
(a)
m+1(u)
(2.24)
is still a solution of the same Y-system.
2.4. Twisted case. Let us proceed to the T and Y-systems associated with the
twisted quantum affine algebras following [12, 13]. In this subsection and the next,
XN exclusively denotes a Dynkin diagram of type AN (N ≥ 2), DN (N ≥ 4) or
E6. We keep the enumeration of the nodes of XN by the set I = {1, . . . , N} as in
Figure 1. For a pair (XN , κ) = (AN , 2), (DN , 2), (E6, 2) or (D4, 3), we define the
diagram automorphism σ : I → I of XN of order κ as follows: σ(a) = a except for
the following cases in our enumeration:
σ(a) = N + 1− a (a ∈ I) (XN , κ) = (AN , 2), (2.25)
σ(N − 1) = N, σ(N) = N − 1 (XN , κ) = (DN , 2),
σ(1) = 6, σ(2) = 5, σ(5) = 2, σ(6) = 1 (XN , κ) = (E6, 2),
σ(1) = 3, σ(3) = 4, σ(4) = 1 (XN , κ) = (D4, 3).
Let I/σ be the set of the σ-orbits of nodes of XN . We choose, at our discretion, a
complete set of representatives Iσ ⊂ I of I/σ as
Iσ =

{1, 2, . . . , r} (XN , κ) = (A2r−1, 2), (A2r, 2), (Dr+1, 2),
{1, 2, 3, 4} (XN , κ) = (E6, 2),
{1, 2} (XN , κ) = (D4, 3).
(2.26)
A
(2)
2r−1
1
0
2 r − 1 r
A
(2)
2
0 1
A
(2)
2r
0 1 r − 1 r
D
(2)
r+1
0 1 r − 1 r
E
(2)
6
0 1 2 3 4
D
(3)
4
0 1 2
Figure 2. The Dynkin diagrams X
(κ)
N of twisted affine type and
their enumerations by Iσ ∪ {0}. For a filled node a, σ(a) = a (i.e.,
κa = κ) holds.
Let X
(κ)
N = A
(2)
2r−1 (r ≥ 2), A(2)2r (r ≥ 1), D(2)r+1 (r ≥ 3), E(2)6 or D(3)4 be a Dynkin
diagram of twisted affine type [11]. We enumerate the nodes of X
(κ)
N with Iσ ∪ {0}
as in Figure 2, where Iσ is the one for (XN , κ). By this, we have established
the identification of the non-0th nodes of the diagram X
(κ)
N with the nodes of the
16
diagram XN belonging to the set Iσ. For example, for E
(2)
6 , the correspondence is
as follows:
E
(2)
6
0 1 2 3 4
E6
1 2 3 5 6
4
The filled nodes 3,4 in E
(2)
6 correspond to the fixed nodes by σ in E6. We use this
identification throughout. (The 0th node of X
(κ)
N is irrelevant in our setting here.)
We define κa (a ∈ Iσ) as
κa =
{
1 σ(a) 6= a,
κ σ(a) = a.
(2.27)
Note that X
(2)
N = A
(2)
2r is the unique case in which κa = 1 for any a ∈ Iσ. By
Uq(X
(κ)
N ) we mean the quantized universal enveloping algebra [14] of the twisted
affine Lie algebra of type X
(κ)
N [11].
Let us proceed to the unrestricted T-systems. Choose ~ ∈ C\2π√−1Q arbitrar-
ily. The unrestricted T-system for Uq(X
(κ)
N ) is the following relations for commut-
ing variables {T (a)m (u) | a ∈ Iσ,m ∈ Z≥1, u ∈ Cκa~}, where Ω = 2π
√−1/κ~, and
T
(0)
m (u) = T
(a)
0 (u) = 1 if they occur on the RHS in the relations:
For X
(κ)
N = A
(2)
2r−1,
T (a)m (u− 1)T (a)m (u+ 1) = T (a)m−1(u)T (a)m+1(u) (2.28)
+ T (a−1)m (u)T
(a+1)
m (u) (1 ≤ a ≤ r − 1),
T (r)m (u− 1)T (r)m (u+ 1) = T (r)m−1(u)T (r)m+1(u) + T (r−1)m (u)T (r−1)m (u+Ω).
For X
(κ)
N = A
(2)
2r ,
T (a)m (u− 1)T (a)m (u + 1) = T (a)m−1(u)T (a)m+1(u) (2.29)
+ T (a−1)m (u)T
(a+1)
m (u) (1 ≤ a ≤ r − 1),
T (r)m (u − 1)T (r)m (u + 1) = T (r)m−1(u)T (r)m+1(u) + T (r−1)m (u)T (r)m (u +Ω).
For X
(κ)
N = D
(2)
r+1,
T (a)m (u − 1)T (a)m (u+ 1) = T (a)m−1(u)T (a)m+1(u) (2.30)
+ T (a−1)m (u)T
(a+1)
m (u) (1 ≤ a ≤ r − 2),
T (r−1)m (u− 1)T (r−1)m (u+ 1) = T (r−1)m−1 (u)T (r−1)m+1 (u)
+ T (r−2)m (u)T
(r)
m (u)T
(r)
m (u +Ω),
T (r)m (u− 1)T (r)m (u+ 1) = T (r)m−1(u)T (r)m+1(u) + T (r−1)m (u).
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For X
(κ)
N = E
(2)
6 ,
T (1)m (u − 1)T (1)m (u+ 1) = T (1)m−1(u)T (1)m+1(u) + T (2)m (u), (2.31)
T (2)m (u − 1)T (2)m (u+ 1) = T (2)m−1(u)T (2)m+1(u) + T (1)m (u)T (3)m (u),
T (3)m (u − 1)T (3)m (u+ 1) = T (3)m−1(u)T (3)m+1(u) + T (2)m (u)T (2)m (u+Ω)T (4)m (u),
T (4)m (u − 1)T (4)m (u+ 1) = T (4)m−1(u)T (4)m+1(u) + T (3)m (u).
For X
(κ)
N = D
(3)
4 ,
T (1)m (u − 1)T (1)m (u+ 1) = T (1)m−1(u)T (1)m+1(u) + T (2)m (u), (2.32)
T (2)m (u − 1)T (2)m (u+ 1) = T (2)m−1(u)T (2)m+1(u)
+ T (1)m (u)T
(1)
m (u− Ω)T (1)m (u +Ω).
The domain Cκa~ of the parameter u effectively imposes the following periodicity:
T (a)m (u) =
{
T
(a)
m (u+ κΩ) σ(a) 6= a,
T
(a)
m (u+Ω) σ(a) = a.
(2.33)
Remark 2.8. The T-system for Uq(X
(κ)
N ) is obtainable from the T-system for
g = XN by a folding in the following sense. Denoting the variable in the latter
by T˜
(a)
m (u) with a ∈ I, one imposes the condition T˜ (σ
k(a))
m (u) = T˜
(a)
m (u + kΩ) and
identifies T˜
(a)
m (u) with a ∈ Iσ ⊂ I as the variable T (a)m (u) in the former. The same
remark applies also to the Y-system given in what follows.
The unrestricted Y-system for Uq(X
(κ)
N ) is the following relations for the com-
muting variables {Y (a)m (u) | a ∈ Iσ,m ∈ Z≥1, u ∈ Cκa~}, where Ω = 2π
√−1/κ~,
and Y
(0)
m (u) = Y
(a)
0 (u)
−1 = 0 if they occur on the RHS in the relations:
For X
(κ)
N = A
(2)
2r−1,
Y (a)m (u− 1)Y (a)m (u + 1) =
(1 + Y
(a−1)
m (u))(1 + Y
(a+1)
m (u))
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
(2.34)
(1 ≤ a ≤ r − 1),
Y (r)m (u− 1)Y (r)m (u + 1) =
(1 + Y
(r−1)
m (u))(1 + Y
(r−1)
m (u+Ω))
(1 + Y
(r)
m−1(u)−1)(1 + Y
(r)
m+1(u)
−1)
.
For X
(κ)
N = A
(2)
2r ,
Y (a)m (u− 1)Y (a)m (u + 1) =
(1 + Y
(a−1)
m (u))(1 + Y
(a+1)
m (u))
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
(2.35)
(1 ≤ a ≤ r − 1),
Y (r)m (u− 1)Y (r)m (u + 1) =
(1 + Y
(r−1)
m (u))(1 + Y
(r)
m (u+Ω))
(1 + Y
(r)
m−1(u)−1)(1 + Y
(r)
m+1(u)
−1)
.
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For X
(κ)
N = D
(2)
r+1,
Y (a)m (u− 1)Y (a)m (u+ 1) =
(1 + Y
(a−1)
m (u))(1 + Y
(a+1)
m (u))
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
(2.36)
(1 ≤ a ≤ r − 2),
Y (r−1)m (u − 1)Y (r−1)m (u+ 1) =
(1 + Y
(r−2)
m (u))(1 + Y
(r)
m (u))(1 + Y
(r)
m (u+Ω))
(1 + Y
(r−1)
m−1 (u)−1)(1 + Y
(r−1)
m+1 (u)
−1)
,
Y (r)m (u − 1)Y (r)m (u+ 1) =
1 + Y
(r−1)
m (u)
(1 + Y
(r)
m−1(u)−1)(1 + Y
(r)
m+1(u)
−1)
.
For X
(κ)
N = E
(2)
6 ,
Y (1)m (u− 1)Y (1)m (u+ 1) =
1 + Y
(2)
m (u)
(1 + Y
(1)
m−1(u)−1)(1 + Y
(1)
m+1(u)
−1)
, (2.37)
Y (2)m (u− 1)Y (2)m (u+ 1) =
(1 + Y
(1)
m (u))(1 + Y
(3)
m (u))
(1 + Y
(2)
m−1(u)−1)(1 + Y
(2)
m+1(u)
−1)
,
Y (3)m (u− 1)Y (3)m (u+ 1) =
(1 + Y
(2)
m (u))(1 + Y
(2)
m (u +Ω))(1 + Y
(4)
m (u))
(1 + Y
(3)
m−1(u)−1)(1 + Y
(3)
m+1(u)
−1)
,
Y (4)m (u− 1)Y (4)m (u+ 1) =
1 + Y
(3)
m (u)
(1 + Y
(4)
m−1(u)−1)(1 + Y
(4)
m+1(u)
−1)
.
For X
(κ)
N = D
(3)
4 ,
Y (1)m (u − 1)Y (1)m (u + 1) =
1 + Y
(2)
m (u)
(1 + Y
(1)
m−1(u)−1)(1 + Y
(1)
m+1(u)
−1)
, (2.38)
Y (2)m (u − 1)Y (2)m (u + 1) =
(1 + Y
(1)
m (u))(1 + Y
(1)
m (u− Ω))(1 + Y (1)m (u +Ω))
(1 + Y
(2)
m−1(u)−1)(1 + Y
(2)
m+1(u)
−1)
.
2.5. Restriction and relations between T and Y-systems. Fix an integer
ℓ ≥ 2 called level. The level ℓ restricted T-system for Uq(X(κ)N ) (with the unit
boundary condition) is the relations (2.28)–(2.32) naturally restricted to {T (a)m (u) |
a ∈ Iσ, 1 ≤ m ≤ ℓ − 1, u ∈ Cκa~} by imposing T (a)ℓ (u) = 1 (the unit boundary
condition).
The level ℓ restricted Y-system for Uq(X
(κ)
N ) is the relations (2.34)–(2.38) nat-
urally restricted to {Y (a)m (u) | a ∈ Iσ , 1 ≤ m ≤ ℓ − 1, u ∈ Cκa~} by imposing
Y
(a)
ℓ (u)
−1 = 1.
The properties stated in Theorem 2.5 and Remark 2.7 also hold between the T
and Y-systems of for Uq(X
(κ)
N ). On the other hand, the correspondence like (2.16)
and (2.17) in the untwisted case is not valid.
2.6. Uq(sl(r|s)) case. Among a variety of Lie super algebras, we present the T-
system and the Y-system related to Uq(sl(r|s)) as a typical example. For brevity
we employ the following notation within this subsection.
Hr,s = (Z>0 × Z>0) \ (Z≥r × Z≥s), Hr,s = (Z≥0 × Z≥0) \ (Z>r × Z>s). (2.39)
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These sets are often called fat hook. The T-system for Uq(sl(r|s)) is the following
relations among the commuting variables {T (a)m (u) | (a,m) ∈ Hr,s, u ∈ U}.
T (a)m (u − 1)T (a)m (u + 1) = T (a−1)m (u)T (a+1)m (u) + T (a)m−1(u)T (a)m+1(u), (2.40)
T
(r)
s+1(u) = T
(r+1)
s (u). (2.41)
Relation (2.40) is imposed for all (a,m) ∈ Hr,s \ {(0, 0)}, where if any T (b)k (u) with
(b, k) 6∈ Hr,s is contained in the RHS, it should be understood as 0.
T
(b)
k (u) = 0 if (b, k) 6∈ Hr,s. (2.42)
This leads to the simple recursion relations for the sequences corresponding to the
boundary Hr,s \Hr,s.
T (a)m (u− 1)T (a)m (u+ 1) = T (a)m+1(u)T (a)m−1(u) (a,m) ∈ (r,Z>s) ∪ (0,Z>0),
T (a)m (u− 1)T (a)m (u+ 1) = T (a−1)m (u)T (a+1)m (u) (a,m) ∈ (Z>r, s) ∪ (Z>0, 0).
(2.43)
The extra relation (2.41) leads by induction to
T
(r)
s+a(u) = T
(r+a)
s (u) a ≥ 0. (2.44)
In the applications, the variables appearing in (2.43) and (2.44) are chosen appro-
priately reflecting the normalization of the system. The relation (2.40) is the same
as type A case. The essential difference from it lies in (2.42) and (2.44).
Let us proceed to the Y-system. We assume r ≥ s ≥ 2 first. The Y-system for
Uq(sl(r|s)) is the following relations among the commuting variables {Υ(a)1 (u),Υ(a)2 (u) |
a ∈ Z≥1, u ∈ U} ∪ {Y (a)m (u) | (a,m) ∈ Hr,s, u ∈ U}.
Y (a)m (u− 1)Y (a)m (u+ 1) =
(1 + Y
(a)
m+1(u))(1 + Y
(a)
m−1(u))
(1 + Y
(a−1)
m (u)−1)(1 + Y
(a+1)
m (u)−1)
(a,m) ∈ Hr,s,
(2.45)
Υ
(1)
1 (u− 1)Υ(1)1 (u+ 1) = Υ(2)2 (u)(1 + Y (1)s−1(u)), (2.46)
Υ
(a)
1 (u− 1)Υ(a)1 (u+ 1) = Υ(a+1)1 (u)Υ(a−1)1 (u)
1 + Y
(a)
s−1(u)
1 + Y
(a−1)
s (u)
a ≥ 2, (2.47)
Υ
(a)
2 (u− 1)Υ(a)2 (u+ 1) = Υ(a+1)2 (u)Υ(a−1)2 (u)(1 + Y (a)s−1(u)) a ≥ 2, (2.48)
Υ
(1)
1 (u) = Υ
(1)
2 (u), Υ
(r)
1 (u) = Y
(r)
s (u). (2.49)
On the RHS of these relations, any factor (1 + Y
(b)
k (u)
±1) with (b, k) 6∈ Hr,s is to
be understood as 1. When r > s = 1, the equations (2.46) and (2.48) are absent.
The Y-system for s ≥ r ≥ 2 is given by (2.45)–(2.49) by interchanging r and s.
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There is a simple relation between the T-system and Y-system analogous to
Theorem 2.5. Suppose that T
(a)
m (u) is a solution to the T-system. Then the com-
binations
Y (a)m (u) =
T
(a)
m+1(u)T
(a)
m−1(u)
T
(a+1)
m (u)T
(a−1)
m (u)
(a,m) ∈ Hr,s, (2.50)
Υ
(a)
1 (u) =
T
(a)
s−1(u)
T
(a−1)
s (u)
, Υ
(a)
2 (u) =
T
(a)
s−1(u)
T
(0)
s+a−1(u)
(2.51)
satisfy the Y-system. In particular, (2.49) holds due to (2.41). When s ≥ r ≥ 2,
the parallel fact holds by interchanging r and s and the role of indices a and m in
T
(a)
m (u) and Y
(a)
m (u) everywhere. In view of the symmetry of the sets (2.39), we do
not introduce the level restriction.
Remark 2.9. The above set of relations seems different from those given in [15]
for gl(2|2), where a special relation T (r)s−2 ∝ T (r−2)s valid only for this case is uti-
lized. Thanks to this, Υ
(a)
1 (a 6= r) and Υ(a)2 are not necessarily needed. The two
sets of Y-systems nevertheless lead to an identical set of thermodynamic Bethe
ansatz equations6. The Y-system (2.45)–(2.49) is consistent with the thermody-
namic Bethe ansatz equations in [16] under the identification N,K ↔ r, s and
Y
(a)
s−m = e
−ζ(a)m /T (1 ≤ a, 1 ≤ m ≤ s− 1), Y (a)s = e−ǫa/T (1 ≤ a ≤ r),
Y
(a)
s+j = e
κ(j)a /T (1 ≤ j, 1 ≤ a ≤ r − 1).
2.7. Bibliographical notes. The Hirota relation (2.5) for transfer matrices in the
Ar case first appeared in [1], where the T-system for g was introduced as functional
relations among the commuting transfer matrices {T (a)m (u)}. The models relevant
to the unrestricted and restricted versions are the vertex and the restricted solid-
on-solid (RSOS) type models, respectively. In such a setting, T-system acquires
some scalar coefficients depending on the normalization of T
(a)
m (u) as in Remark
2.7. The unit boundary condition is also modified accordingly. Actually in [1],
the restricted T-system was introduced by imposing a slightly weaker condition
T
(a)
taℓ+1
(u) = 0. The T-system for the twisted case was introduced in [12] in a
similar context. Our presentation here follows [17, 13]. The T-system unifies the
many functional relations studied earlier individually. See Sections 3-4 for more
details.
The level ℓ restricted Y-system for g was introduced in [3] for simply laced g with
ℓ = 2 as a universal property of the thermodynamic Bethe ansatz (TBA) equation
in the context of integrable perturbations of conformal field theories. Then, it was
extended to the general case in [4] based on the TBA equation related to RSOS
models for Uq(gˆ) [18]. This procedure is detailed in Section 14. The Y-system
for simply laced g was also given in [5] independently. For more literatures in the
similar context, see Section 14.7. The transformation (2.19) between the T and
Y-systems first appeared in [7] for the simplest case g = A1, and extended in [1]
to general g. T-systems related to Lie super algebras and super symmetric models
have been studied in various contexts. See for example [15, 19, 20, 21, 22, 23, 24]
and references therein.
6There are typos in [15] for gl(2|2), around (5.4) and (5.5).
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3. T-system among commuting transfer matrices
The aim of this section is to introduce the basic examples of solvable lattice
models, both vertex and restricted solid-on-solid (RSOS) type, and demonstrate
how the T-system is obtained for their transfer matrices in connection to the fusion
procedure. Although these issues are nowadays well recognized to be intimately
related to the representation theory of quantum groups, we defer such a description
to Section 4 avoiding too many definitions from the beginning. Our presentation
here is based on explicit calculations in trigonometric parameterization along the
simplest example from g = A1 The exception is the last subsection 3.7, where we
will formally argue the general features of those models associated with general g
quoting known facts on Kirillov-Reshetikhin modules and Q-system from Sections
4, 13.6 and 14.6.
3.1. Vertex models and fusion. We recall the 6 vertex model and its fusion
without much recourse to the representation theory7. Consider the two dimensional
square lattice, where each edge is assigned with a local variable belonging to {1, 2}.
Around each vertex, we allow the following 6 configurations with the respective
Boltzmann weights.
1
1 1
1
2
2 2
2
1
2 2
1
2
1 1
2
2
1 2
1
1
2 1
2
1− q2z 1− q2z q(1− z) q(1− z) z(1− q2) 1− q2. (3.1)
The other 10 configurations are assigned with 0 Boltzmann weight. Let V = Cv1⊕
Cv2. Then (3.1) is arranged in the quantum R matrix R(z) ∈ End(V ⊗ V ) as
R(z) = a(z)
∑
i
Eii ⊗ Eii + b(z)
∑
i6=j
Eii ⊗ Ejj + c(z)
(
z
∑
i<j
+
∑
i>j
)
Eji ⊗ Eij ,
a(z) = 1− q2z, b(z) = q(1− z), c(z) = 1− q2.
(3.2)
Here the indices run over {1, 2} and Eij is the matrix unit acting as Eijvk =
δjkvi. The R matrix R(z) is associated with the quantum affine algebra Uq =
Uq(A
(1)
1 ) [14]. In fact, Rˇ(z) := PR(z) commutes with ∆(Uq), where P denotes the
transposition of the components8. A more detailed account will be given in Section
4.3. Schematically (3.2) is expressed as
R(z) =
∑
ijkl
( l
j z i
k
)
Eij ⊗ Ekl, Rˇ(z) =
∑
ijkl
( l
j z k
i
)
Eij ⊗ Ekl, (3.3)
where the z dependence is exhibited. The Yang-Baxter equation
R23(z
′)R13(z)R12(z/z′) = R12(z/z′)R13(z)R23(z′)
7 Some terminology will be refined after (3.16).
8The asymmetry between the last two in (3.1) is due to our choice of the coproduct (4.9). It
fits the crystal base theory making the limit q → 0 of (3.7) well defined, although this fact will
not be used in this review.
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holds [2], where the indices signify the components in the tensor product as
1
V ⊗
2
V ⊗
3
V on which the both sides act. It is depicted as
z/z′
z
z′
= z
′
z/z′
z
(3.4)
Starting from the 6 vertex model [25, 26], one can construct higher spin solvable
vertex models by the fusion procedure [27]. Let Vm be the irreducible Uq module
spanned by the m fold q−symmetric tensors. Concretely, V1 = V and Vm with m ≥
2 is realized as the quotient V ⊗m/A, where A =
∑
j V
⊗j ⊗ Im Rˇ(q−2)⊗ V ⊗m−2−j.
It is easy to see Im Rˇ(q−2) = Ker Rˇ(q2) = C(v1 ⊗ v2 − qv2 ⊗ v1). We take the base
vector of Vm as v
⊗x2
2 ⊗ v⊗x11 mod A, where xi ∈ Z≥0 and x1 + x2 = m. The base
will also be denoted by x = (x1, x2) for brevity. Obviously dimVm = m+ 1.
The Yang-Baxter equation (3.4) with z′ = zq2 shows that Im Rˇ(q−2) ⊂
1
V ⊗
2
V is
preserved under the action of R13(zq
2)R23(z). Therefore its action on (
1
V ⊗
2
V )⊗
3
V
can be restricted to V2 ⊗ V1 =
(
(V ⊗ V )/Im Rˇ(q−2))⊗ V . Similarly, by using (3.4)
repeatedly, it is shown that the composition
R1,m+1(zq
m−1)R2,m+1(zqm−3) · · ·Rm,m+1(zq−m+1)
a(zqm−3)a(zqm−5) · · · a(zq−m+1) (3.5)
can be restricted to Vm⊗V1. The resulting operator, the fusion RmatrixR(m,1)(z) ∈
End(Vm ⊗ V1), is given by
R(m,1)(z)(x⊗ vj) =
∑
k=1,2
( j
x z y
k
)
y ⊗ vk, (3.6)
j
x z y
k
=

qm−xk − qxk+1z j = k,
(1− q2x1)z (j, k) = (2, 1),
1− q2x2 (j, k) = (1, 2),
(3.7)
where y = (y1, y2) is specified by the weight conservation (so called “ice rule”) as
yi = xi + δij − δik. By the definition R(1,1)(z) = R(z) and (3.7) reduces to (3.1)
for m = 1. In the case (j, k) = (1, 2) for example, the matrix element 1 − q2x2 is
obtained from the following calculation (D =denominator in (3.5)):
1
D
∑x2
i=1 q
i−1
zq−m+1...
...
zqm−1
x1
i−1
x2−i
=
x2∑
i=1
qi−1(1− q2)a(zqm−1)∏x1+i−1n=x1+1 b(zq−m−1+2n)∏x1+i
n=x1+1
a(zq−m−1+2n)
.
(3.8)
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The red and blue edges are assigned with the local states 1 and 2, respectively. The
incoming state (left column) represents v⊗x22 ⊗ v⊗x11 . The factor qi−1 accounts for
the effect of rearranging the outgoing state into the base form by using the relation
v1 ⊗ v2 ≡ qv2 ⊗ v1 mod A as
v⊗x2−i2 ⊗ v1 ⊗ v⊗i−12 ⊗ v⊗x11 ≡ qi−1v⊗y22 ⊗ v⊗y11 ∈ Vm,
where y = (y1, y2) = (x1 + 1, x2 − 1) for (j, k) = (1, 2).
One can fuse R(m,1)(z) further along the other component of the tensor product
in a completely parallel fashion. The composition
R
(m,1)
0,n (zq
n−1) · · ·R(m,1)0,2 (zq−n+3)R(m,1)0,1 (zq−n+1) ∈ End(Vm ⊗ V ⊗n1 ) (3.9)
can be restricted to Vm⊗Vn. The result yields the quantum R matrix R(m,n)(z) ∈
End(Vm⊗Vn). The R matrices so obtained again satisfy the Yang-Baxter equation
in End(Vl ⊗ Vm ⊗ Vn):
R
(m,n)
23 (z
′)R(l,n)13 (z)R
(l,m)
12 (z/z
′) = R(l,m)12 (z/z
′)R(l,n)13 (z)R
(m,n)
23 (z
′). (3.10)
It is depicted as (3.4) with the three lines to be interpreted as representing Vl, Vm
and Vn.
The quantum R matrix R(m,n)(z) gives rise to a fusion vertex model on a planar
square lattice by the same rule as diagrams (3.3) and (3.6). The local variables on
the horizontal and vertical edges are taken from Vm and Vn, respectively.
3.2. Transfer matrices. Here we use the additive spectral parameter u as well as
the multiplicative one z. They are related as z = qu. We introduce the row to row
transfer matrix
Tm(u) = TrVm
(
R
(m,sN )
0,N (z/wN ) · · ·R(m,s1)0,1 (z/w1)
)
=
∑
x∈Vm
x x.
z/w1
· · ·
z/wN
(3.11)
The horizontal line is associated with Vm which is called the auxiliary space. The
trace over it corresponds to the periodic boundary condition. There are N vertical
lines corresponding to Vs1 ⊗ · · · ⊗ VsN which is called the quantum space. The
Tm(u) is a linear operator acting on the quantum space. The data si, wi represent
the inhomogeneity in the spins and coupling constants.
The first consequence of the Yang-Baxter equation (3.10) is the commutativity
of the transfer matrices acting on the common quantum space (common si and wi
in the present context)
[Tm(u), Tn(v)] = 0. (3.12)
Let us take si = 1 for all i for simplicity and demonstrate the functional relation
T1(u + 1)T1(u− 1) = T0(u)T2(u) + g1(u)id,
T0(u) =
N∏
i=1
a(zi/q), g1(u) =
N∏
i=1
a(ziq)b(zi/q),
(3.13)
where zi = z/wi. This corresponds to the T-system for A1 (2.6) with m = 1
modified by a model dependent factors T0(u) and g1(u). Consider the diagram for
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T1(u + 1)T1(u − 1) corresponding to the matrix element for the transition vα1 ⊗
· · · ⊗ vαN 7→ vβ1 ⊗ · · · ⊗ vβN :
∑
k,l=1,2
k k
l l
α1 αN
z1/q
· · ·
zN/q
z1q
· · ·
zNq
β1 βN (3.14)
Given αi, βi, the sum over k, l is regarded as the trace of an operator acting on
the auxiliary space V1 ⊗ V1 horizontally. The space V1 ⊗ V1 possesses the invariant
subspace Im Rˇ(q−2) = C(v1 ⊗ v2 − qv2 ⊗ v1) which propagates to the right owing
to the Yang-Baxter equation (3.4). In fact, the following identity can be checked
directly.
2
1
1
2
α
k
l
z/q
zq
β
α
k
l
z/q
zq
β
− q× = δαβa(zq)b(z/q)×

1 (k, l) = (2, 1),
−q (k, l) = (1, 2),
0 otherwise.
(3.15)
Thus Im Rˇ(q−2) contributes to TrV1⊗V1 (3.14) as
∏N
i=1 δαi,βia(ziq)b(zi/q), giving
the second term in the RHS of (3.13). The other contribution to the trace is from
(V1 ⊗ V1)/Im Rˇ(q−2) = V2. This is equal to T0(u)T2(u) by the definition, where
the factor T0(u) is due to the denominator in (3.5) with m = 2. In this way one
observes that the exact sequence
0→ Im Rˇ(q−2)→ V1 ⊗ V1 → V2 → 0 (3.16)
plays a key role in deriving (3.13).
In Section 4.2, we will introduce the Kirillov-Reshetikhin module W
(a)
m (u) for
general quantum affine algebra Uq(gˆ). The case g = A1 relevant here, denoted by
Wm(u) =W
(1)
m (u), will be described explicitly in Section 4.3. In such a formalism,
one endows each line in the diagrams like (3.14)–(3.15) with a spectral parameter
z = qu which corresponds to a Kirillov-Reshetikhin module Wm(u). The R ma-
trix R(m,n)(z) ∈ End(Vm ⊗ Vn) is actually to be understood as R(m,n)(z1/z2) ∈
End(Wm(u1) ⊗Wn(u2)) with zi = qui . Up to an overall scalar, it is characterized
by the intertwining property ∆(g)PR(m,n)(z1/z2) = PR
(m,n)(z1/z2)∆(g) where g
is any element from Uq(A
(1)
1 ) and ∆ is the coproduct (4.9) [14]. Accordingly, we
say that the transfer matrix Tm(u) (3.11) has the auxiliary space Wm(u) and acts
on the quantum space Ws1 (v1)⊗ · · · ⊗WsN (vN ) with wi = qvi .
The exact sequence (3.16) will also be refined into the one among tensor prod-
uct of Kirillov-Reshetikhin modules. See (4.16). The T-system relation Tm(u +
1)Tm(u− 1) = Tm+1(u)Tm−1(u)+ gm(u)id for general m follows from Theorem 4.2
with n = j = m. An additional feature here is that one actually needs to consider
the central extension of Uq(A
(1)
1 ) to properly cope with the factor gm(u). We refer
to [1, section 2.2] for this point. See also [28].
To summarize, the Kirillov-Reshetikhin module of the quantum affine algebra
and their exact sequence form the representation theoretical background for the R
matrix, fusion procedure and the T-system among commuting family of transfer
matrices.
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3.3. Restricted solid-on-solid (RSOS) models and fusion. Besides vertex
models, there is another class of solvable lattice models called Interaction Round
Face (IRF or simply face) models [2]. The relation of the two classes of models has
been studied from various viewpoints [29, 30, 31, 32, 33]. Here we recall the 8 vertex
solid-on-solid (8VSOS) model [34]. It is the fundamental example associated with
Uq(A
(1)
1 ) at q a root of unity and serves as the prototype of restricted solid-on-solid
(RSOS) models. It generalizes to Uq(gˆ) for any g in principle. We illustrate the
fusion procedure [35] and the derivation of the simplest case of the T-system for the
commuting transfer matrices [36, 37]. The contents are parallel with the 6 vertex
model discussed in the previous subsection. For simplicity we concentrate on the
critical case9.
Consider the two dimensional square lattice, where each site is assigned with a
local state belonging to Z. On the two local states a, b on neighboring sites, the
condition |a− b| = 1 is imposed. With the allowed configuration round a face, the
following Boltzmann weights are assigned [34].
W
(
a a∓1
a±1 a
∣∣∣∣u) = [2 + u]q1/2[2]q1/2 , W
(
a±1 a
a a±1
∣∣∣∣ u) = [2ξ + 2a∓ u]q1/2[2ξ + 2a]q1/2 ,
W
(
a±1 a
a a∓1
∣∣∣∣u) = [2ξ + 2a± 2]q1/2 [u]q1/2[2ξ + 2a]q1/2 [2]q1/2 ,
(3.17)
where u is the spectral parameter, q and ξ are generic constants which will be
specialized when considering the restriction in Section 3.5. The function [u]q1/2 is
given by replacing q → q1/2 in
[u]q =
qu − q−u
q − q−1 . (3.18)
The Boltzmann weights (3.17) are depicted as
b c
a d
u =W
(
b c
a d
∣∣∣∣u) . (3.19)
It satisfies the (generalized) star-triangle relation [2] which plays the role of the
Yang-Baxter equation in face models:
∑
g
W
(
f g
a b
∣∣∣∣u)W( e df g
∣∣∣∣ v)W(g db c
∣∣∣∣ u− v)
=
∑
g
W
(
e d
g c
∣∣∣∣ u)W(g ca b
∣∣∣∣ v)W(f ea g
∣∣∣∣ u− v) . (3.20)
9The RSOS models allow elliptic Boltzmann weights in general. The critical case means the
trigonometric case of them. The fusion procedure and the T-system are equally valid in the elliptic
case as well.
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The sum over g consists of at most two terms in each side because of the neighboring
condition, e.g. |f − g| = |b− g| = |d− g| = 1 for the LHS. We depict (3.20) as
•
v
u−v
u
e d
f c
a b
e d
f c
a b
= •
u
u−v
v
(3.21)
where • stands for the sum over the local state. The faces drawn together are to
be understood as the product of the attached Boltzmann weights.
One can apply the fusion procedure to the 8VSOSmodel [35]. Note the properties
−2 • = 0 ∴ a+1 − a−1
a
a
•
u−1
u+1
a
a
•
u−1
u+1
∝
a
a
−2 • •
a
a
u−1
u+1
=
a
a
u−1
u+1
• •−2 = 0
(3.22)
where the second equality from the right is due to the star-triangle relation. This
implies that for m = 2, the quantity
•
•
•
cb
α1
α2
...
...
αm−1
a d
u−m
+1
u−m
+3
u+m−1
(3.23)
is independent of α1, . . . , αm−1 as long as they are chosen so that |αi − αi+1| = 1
(α0 = b, αm = a). The independence for general m can be shown similarly. Thus
(3.23) only depends on the local states a, b, c, d on the corners. We define the fused
Boltzmann weight Wm,1
(
b c
a d
∣∣∣∣ u) to be (3.23) divided by ∏m−1j=1 [u+m+1−2j]q1/2[2]
q1/2
.
By induction on m, the following formulas are easily established (W1,1 =W ).
Wm,1
(
b b∓ 1
a a∓ 1
∣∣∣∣ u) =[2ξ + a+ b±m]q1/2 [1± (a− b) + u]q1/2[2]q1/2 [2ξ + 2a]q1/2 ,
Wm,1
(
b b± 1
a a∓ 1
∣∣∣∣ u) =[m± (a− b)]q1/2 [2ξ + a+ b± 1± u]q1/2[2]q1/2 [2ξ + 2a]q1/2 .
(3.24)
One can fuse them further in the horizontal direction. A similar argument shows
that the quantity
β1 β2 · · · βn−1b c
a d
· · ·u−n
+1
u−n
+3
u+n
−1
• • •
(3.25)
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is independent of β1, . . . , βn−1 as long as |βi−βi+1| = 1 (β0 = b, βn = c). Here each
rectangle stands for the weight Wm,1 (3.24) with the specified spectral parameters.
Thus we define Wm,n
(
b c
a d
∣∣∣∣ u) to be (3.25). By construction, it is zero unless
b− a, c− d ∈ {−m,−m+ 2, . . . ,m}, c− b, d− a ∈ {−n,−n+ 2, . . . , n}. (3.26)
The the star-triangle relation (3.20) is generalized to∑
g
Wl,n
(
f g
a b
∣∣∣∣u)Wm,n( e df g
∣∣∣∣ v)Wl,m (g db c
∣∣∣∣u− v)
=
∑
g
Wl,n
(
e d
g c
∣∣∣∣ u)Wm,n(g ca b
∣∣∣∣ v)Wl,m(f ea g
∣∣∣∣u− v) . (3.27)
3.4. Relation to vertex models. The trigonometric face models under con-
sideration are related to the 6 vertex model and its fusion in Section 3.1 [30].
Let us explain it along the simplest cases (3.17) and (3.2). Let a ∈ Z≥1 and
Va−1 be the spin a−12 representation of Uq(A1) in Section 3.1
10. We use co-
product (4.9) and the concrete form (4.10). In the irreducible decomposition
Va−1 ⊗ V1 =
⊕
b=a±1 Vb−1, the highest weight vector va,b ∈ Vb−1 is given by
va,a+1 = v
a−1
1 ⊗ v11 and va,a−1 = va−11 ⊗ v12 − qa−1va−12 ⊗ v11 . Repeating this once
more, one gets the highest weight vectors va,b,c in the irreducible component Vc−1 in
the decomposition of Va−1⊗V1⊗V1 labeled with a, b, c such that |a−b| = |b−c| = 1.
Explicitly, they read
va,a+1,a+2 = v
a−1
1 ⊗ v11 ⊗ v11 ,
va,a−1,a = [a− 1]q(va−11 ⊗ v12 ⊗ v11 − qa−1va−12 ⊗ v11 ⊗ v11),
va,a+1,a = [a]qv
a−1
1 ⊗ v11 ⊗ v12 − qa−1[a− 1]qva−12 ⊗ v11 ⊗ v11 − qava−11 ⊗ v12 ⊗ v11 ,
va,a−1,a−2 = va−11 ⊗ v12 ⊗ v12 − qa−1va−12 ⊗ v11 ⊗ v12 − qa−2va−12 ⊗ v12 ⊗ v11
+ q2a−4va−13 ⊗ v11 ⊗ v11 .
(3.28)
Now consider the operator 1 ⊗ Rˇ(z) acting on Va−1 ⊗ V1 ⊗ V1. Since it commutes
with Uq(A1), the images of the highest weight vectors are again highest. The
face Boltzmann weights can be extracted from the matrix elements between those
highest weight vectors as(
1⊗ Rˇ(qu)) va,b,c = −(q − q−1)q1+u2 ∑
d
W
(
b c
a d
∣∣∣∣ u) va,d,c. (3.29)
Here ξ = 0 in the RHS and the sum is over d such that |a − d| = |d − c| = 1. A
similar relation holds also between the fusion models.
Conversely, one can deduce the R matrix from the face Boltzmann weights as a
limit where the site variables or effectively ξ tends to infinity. For instance, (3.7) is
10 Actually, Va−1 can be the Verma module with the highest weight vector va−11 such that
k1v
a−1
1 = q
a−1va−11 for generic a.
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obtained from (3.24) as
− (q − q−1)qm+1+u2 (a, b)m(b, c)1
(d, c)m(a, d)1
lim
qξ→0
Wm,1
(
b c
a d
∣∣∣∣u) =
j
x z y,
k
(3.30)
(a, b)m = q
1
8 (a−b)2+ 14m(a+b), z = qu, (3.31)
x = (x1, x2) =
(
m− a+ b
2
,
m+ a− b
2
)
, j =
3 + b− c
2
, k =
3 + a− d
2
. (3.32)
The factor on the LHS of (3.30) does not spoil the star-triangle relation.
3.5. Restriction. The (fusion) face models constructed thus far possess local states
ranging over the infinite set Z and are called unrestricted. To obtain a model with
finitely many local states, we make restriction. We introduce the integer ℓ ∈ Z≥2
called level, and specialize the parameters as follows:
ξ = 0, q = exp
(
π
√−1
ℓ+ 2
)
, [u]q1/2 =
sin πu2(ℓ+2)
sin π2(ℓ+2)
. (3.33)
We further set Wm,n
(
b c
a d
∣∣∣∣u) = 0 unless the pairs (a, b), (d, c) (resp. (a, d), (b, c))
are m-admissible (resp. n-admissible). We say that a pair (a, b) is m-admissible if
b − a ∈ {−m,−m+ 2, . . . ,m}, (3.34)
a+ b ∈ {m+ 2,m+ 4, . . . , 2ℓ+ 2−m}. (3.35)
Notice that the admissibility forces a, b ∈ {1, 2, . . . , ℓ+1}. The resultingWm,n
(
b c
a d
∣∣∣∣ u)
with a, b, c, d ∈ {1, 2, . . . , ℓ + 1} is called the restricted Boltzmann weight. One
may wonder if [0]q1/2 = [2ℓ + 4]q1/2 = 0 may cause a divergence somewhere in
the construction. However it has been proved [35] that the restricted Boltzmann
weights are well-defined and satisfy the star-triangle relation (3.27) among them-
selves11. In this way one obtains the level ℓ RSOS model whose local states belong
to {1, 2, . . . , ℓ+ 1} and the fusion degree specified by m and n.
Let us comment on the admissibility condition among which the first one (3.34)
already appeared in (3.26). When ℓ→∞, the admissibility reduces to the Clebsch-
Gordan rule:
Va−1 ⊗ Vm =
⊕
b−1=|a−1−m|,...,a+m−3,a+m−1
Vb−1. (3.36)
The RHS contains precisely those b such that (a, b) is m-admissible at ℓ = ∞.
For ℓ finite, the necessity of a + b ≤ 2ℓ + 2 − m can be seen for example in the
first Boltzmann weight in (3.24). Under the specialization (3.33), it contains the
factor sin
(
π(a+b+m)
2ℓ+4
)
in the numerator. Thus the “next”’ b for which a + b =
2ℓ + 4 −m “can not be reached”. Such a truncation is also observed at the level
of characters associated with (3.36). Denoting the q-dimension of Va−1 at root of
unity by dimqVa−1 = sin
(
πa
ℓ+2
)
/ sin
(
π
ℓ+2
)
, we have
(dimqVm)(dimqVa−1) =
∑
b:(a,b) is m-admissible
dimqVb−1. (3.37)
11 Actually the statement holds for appropriately symmetrized Wm,n. See [35, section 2.2].
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This truncated decomposition is also known as the fusion rule in the SU(2) level ℓ
WZW conformal field theory [38].
Finally we remark that given ℓ, one can not fuse too much. In fact, (3.34)
and (3.35) fix the admissible pairs to {(a, a) | 1 ≤ a ≤ ℓ + 1} at m = 0 and to
{(a, ℓ+ 2 − a) | 1 ≤ a ≤ ℓ + 1} at m = ℓ. They lead to completely frozen models.
Nontrivial situations correspond to the fusion degrees in the range 1 ≤ m ≤ ℓ− 1.
This is an origin of the truncation condition in the restricted T-system (Section
2.2) for g = A1.
3.6. Transfer matrices. We consider the row to row transfer matrix Tm(u) with
periodic boundary condition whose elements Tm(u)
b1,...,bN
a1,...,aN are given by
Wm,s1
(
b1 b2
a1 a2
∣∣∣∣ u− v1) · · ·Wm,sN−1( bN−1 bNaN−1 aN
∣∣∣∣u− vN−1)Wm,sN( bN b1aN a1
∣∣∣∣u− vN) .
No sum is involved. It is depicted as
Tm(u)
b1,...,bN
a1,...,aN =
b1 b2 bN−1 bN b1
u−v1 · · · u−vN−1 u−vN
a1 a2 aN−1 aN a1 (3.38)
Here (ai, ai+1), (bi, bi+1) are si-admissible (aN+1 = a1, bN+1 = b1) and (ai, bi) is
m-admissible for all i. The inhomogeneity si, vi in fusion degrees and coupling
constants are fixed and suppressed in the notation. The Tm(u) is zero unless the
parity condition
∑N
i=1 si ≡ 0 mod 2 is satisfied. The star-triangle relation (3.27)
implies the commutativity [2]
[Tm(u), Tn(v)] = 0. (3.39)
Let us take s1 = 1 for all i for simplicity and demonstrate the functional relation
T1(u+ 1)T1(u − 1) = T0(u)T2(u) + g1(u)id,
T0(u) =
N∏
i=1
[ui + 1]q1/2
[2]q1/2
, g1(u) =
N∏
i=1
[ui + 3]q1/2 [ui − 1]q1/2
[2]2
q1/2
,
(3.40)
where ui = u− vi. We first consider the case aN = bN = a. Set
Lc,d = c d
a b1 b2 bN−1 bN
uN−1 u1−1 · · · uN−1−1
uN+1 u1+1 · · · uN−1+1
• • •
a a1 a2 aN−1 aN (3.41)
where each face stands for W = W1,1. To the difference La+1,d − La−1,d, one can
apply the same trick as (3.22). In particular, the repeated use of the star-triangle
relation and the property W
(
b c
a d
∣∣∣∣− 2) ∝ δac tells that it vanishes unless ai = bi
for all i. Then the induction on N leads to the identity
La+1,d−La−1,d =
[2a]q1/2
[2aN ]q1/2
N∏
i=1
(
δai,bi
[ui + 3]q1/2 [ui − 1]q1/2
[2]2
q1/2
)
×
{
1 d = aN + 1,
−1 d = aN − 1.
(3.42)
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Now we are ready to evaluate the matrix elements of T1(u + 1)T1(u − 1). When
aN = bN = a, we have
(T1(u+ 1)T1(u− 1))b1,...,bNa1,...,aN = La−1,a−1 + La+1,a+1
= La−1,a−1 + La−1,a+1 + La+1,a+1 − La−1,a+1
The first two terms yield T0(u)T2(u)
b1,...,bN
a1,...,aN by the definition (3.23). The other two
terms are equal to (g1(u)id)
b1,...,bN
a1,...,aN
due to (3.42) with a = aN . When aN = bN ± 2,
one can more easily check (3.40) since g1(u)id does not contribute.
3.7. Vertex and RSOS models for general g. We include a formal and partly
conjectural description of solvable vertex and RSOS models and their T-system for
general g. We will use the terminology introduced in later sections. (Therefore this
technical section may better be skipped on the first reading.)
Let W
(a)
m (u) be the Kirillov-Reshetikhin module (Section 4.2), where a ∈ I (set
of vertices on the Dynkin diagram of g) and m ∈ Z≥1. It is an irreducible finite
dimensional representation of untwisted quantum affine algebra Uq = Uq(gˆ). Up to
an overall scalar, there is the unique element, the R matrix, R ∈ End(W (a)m (u1) ⊗
W
(b)
n (u2)) characterized by the intertwining property ∆(Uq)PR = PR∆(Uq), where
P is the transposition. It can in principle be constructed concretely by solving this
linear equation, or by the fusion of the simpler cases m = n = 1 (cf. Theorem 4.3)
or by taking the image of the universal R. Let us denote the resulting R matrix by
R(a,m;b,n)(z1/z2), where zi = q
tui , t is defined by (2.1) and the dependence through
z1/z2 is due to the general theory.
R(a,m;b,n)(z1/z2) =
W (b)n (u2)
W (a)m (u1)
z1/z2
(3.43)
As in (3.11), one introduces the row to row transfer matrix with the auxiliary
space W
(a)
m (u) by (z = qtu)
T (a)m (u) = TrW (a)m (u)
(
R
(a,m;rN ,sN )
0,N (z/wN ) · · ·R(a,m;r1,s1)0,1 (z/w1)
)
, (3.44)
which acts on the quantum spaceW
(r1)
s1 (v1)⊗· · ·⊗W (rN )sN (vN ) with wi = qtvi . They
are all commutative, i.e. [T
(a)
m (u), T
(b)
n (v)] = 0 thanks to the Yang-Baxter relation.
It is a corollary of the exact sequence underlying Theorem 4.8 and the argument
on the central extension (cf. [1, section 2.2]) that T
(a)
m (u) satisfies the unrestricted
T-system for g (2.22) with some scalars T
(a)
0 (u) and g
(a)
m (u) appropriately chosen
depending on the normalization of T
(a)
m (u).
Let ℓ ∈ Z≥2. From the R matrix one can in principle construct the face Boltz-
mann weights for level ℓ Uq(gˆ) RSOS model at q = exp
(
π
√−1
t(ℓ+h∨)
)
12. Let us intro-
duce
P+ = Z≥0 ω1 ⊕ · · · ⊕ Z≥0 ωr, Pℓ = {λ ∈ P+ | (λ|maximal root) ≤ ℓ}, (3.45)
12 Actually any primitive 2t(ℓ+h∨) th root of unity. h∨ is the dual Coxeter number of g (2.3).
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where ωa is a fundamental weight of g (Section 2.1). Pℓ is the classical projection
of the set of level ℓ dominant integral weights of the affine Lie algebra gˆ at level ℓ
[11]. For λ ∈ P+, let Vλ be the irreducible Uq(g)-module with highest weight λ. Let
resW
(a)
m be the (not necessarily irreducible) Uq(g)-module obtained by restricting
the Uq(gˆ)-module W
(a)
m (u). It is independent of u. See the text around (4.22).
When q is not a root of unity, one has the irreducible decomposition
Vλ ⊗ resW (a)m ⊗ resW (b)n =
⊕
µ∈P+
Ω(λ)µ ⊗ Vµ, (3.46)
where Ω(λ)µ is the space of highest weight vectors of weight µ. Since Rˇ(z) =
PR(a,m;b,n)(z) commutes with Uq(g), the space Ω(λ)µ is invariant under id⊗ Rˇ(z).
Thus its matrix elements yield the Boltzmann weights of unrestricted SOS model
as in (3.29). The star-triangle relation for them follows from this construction.
To make the restriction, we consider the case q = exp
(
π
√−1
t(ℓ+h∨)
)
, where the
decomposition (3.46) no longer holds [39, 40]. However, based on the observation
for g = A1 [30], we conjecture that if λ is taken from Pℓ and m ≤ taℓ, n ≤ tbℓ,
the quotient of the RHS of (3.46) by the type I modules [41, 42]13 reduces the sum
µ ∈ P+ to µ ∈ Pℓ, and id ⊗ Rˇ(z) remains well defined on it. Then the RSOS
Boltzmann weights are defined as the matrix elements of id⊗ Rˇ(z) on the quotient
space, and satisfy the star-triangle relation.
The RSOS model so constructed has the fluctuating variables on edges as well
as sites in general (cf. [43, Fig.1]).
µ ν
λ κ
β
γ δ
α
W (a)m
W (b)n
β ∈ Ω(b,n)µν
γ ∈ Ω(a,m)λµ δ ∈ Ω(a,m)κν
α ∈ Ω(b,n)λκ (3.47)
The site variables belong to Pℓ. In fact for g = A1, one may regard the set of site
variables {1, 2, . . . , ℓ+1} as Pℓ = {0, ω1, . . . , ℓω1}. To describe the edge variables, we
consider the decomposition Vλ⊗ resW (a)m =
⊕
µ∈P+ Ω
(a,m)
λµ ⊗Vµ at generic q. When
q = exp
(
π
√−1
t(ℓ+h∨)
)
, we need to take the quotient of the RHS by the type I modules,
and this induces the quotient Ω
(a,m)
λµ of Ω
(a,m)
λµ . The edge variable associated toW
(a)
m
belongs to the space Ω
(a,m)
λµ . We set A(a,m)λµ = dimΩ(a,m)λµ and say that an (ordered)
pair of site variables (λ, µ) ∈ Pℓ×Pℓ is admissible under W (a)m if A(a,m)λµ ≥ 114. The
matrix A(a,m) = (A(a,m)λµ )λ,µ∈Pℓ is called the admissibility matrix of W (a)m .
13Indecomposable modules with dimq = 0. See (14.49).
14 The type Ar is bit special in that A
(a,m)
λµ
∈ {0, 1} holds for any (a,m) and λ, µ, hence
effectively no edge variable exists. However, the situation A
(a,m)
λµ ≥ 2 still happens for the fusion
types more general than those specified by Kirillov-Reshetikhin modules [43].
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Let us formulate the row to row transfer matrix T
(a)
m (u) that corresponds to the
dual of the one for the vertex model (3.44). It acts on the space of paths
H(N) =
⊕
λi∈Pℓ
Ω
(r1,s1)
λ1λ2
⊗ · · · ⊗ Ω(rN ,sN )λNλ1 , (3.48)
dimH(N) = Tr
(
A(r1,s1) · · · A(rN ,sN )
)
. (3.49)
The matrix elements are depicted as follows (ui = u− vi, λi = λi+N , µi = µi+N ):
T (a)m (u)
µ1,β1,µ2,β2,...,µN ,βN
λ1,α1,λ2,α2,...,λN ,αN
=
∑
γ∈Ω(a,m)
λ1µ1
γ γ• • •
µ1 β1 µ2 β2 µ3 µN βN µ1
u1 u2 · · · uN
λ1 α1 λ2 α2 λ3 λN αN λ1.
(3.50)
Here the symbols αi and βi denote a basis of Ω
(ri,si)
λiλi+1
and Ω
(ri,si)
µiµi+1 , respectively. The
pairs (λi, λi+1) and (µi, µi+1) are both admissible under W
(ri)
si , whereas (λi, µi) is
so under W
(a)
m . The RHS stands for the product of the N Boltzmann weights
attached to the elementary squares summed over the states on the vertical edges
accommodating Ω
(a,m)
λiµi
for i = 1, . . . , N . As for the weights, λi+1−λi ≡ µi+1−µi ≡
siωri mod the root lattice; therefore, the T
(a)
m (u) under consideration is vanishing
unless
N∑
i=1
si
(
C−1
)
a ri
∈ Z for all a ∈ I, (3.51)
where C is the Cartan matrix of g (Section 2.1). Due to the star-triangle rela-
tion (including sums over edge variables), the commutativity [T
(a)
m (u), T
(b)
n (v)] = 0
holds. We conjecture that T
(a)
m (u) satisfies the level ℓ restricted T-system for g of
the form (2.22) with some scalars T
(a)
0 (u) and g
(a)
m (u) appropriately chosen depend-
ing on the normalization. In particular, this implies that the |Pℓ| by |Pℓ| matrices
A(a,m) with a ∈ I, 0 ≤ m ≤ taℓ are commutative and satisfy the level ℓ restricted
Q-system (cf. Section 14.5) with the boundary condition
A(a,1) = 1, A(a,taℓ+1) = 015. (3.52)
Let dimq Vλ be the q-dimension of Vλ at q = exp
(
π
√−1
t(ℓ+h∨)
)
defined in (14.49). We
set Q
(a)
m = dimq resW
(a)
m , which supposedly satisfies the level ℓ restricted Q-system
(14.5) (Conjecture 14.2). Now the generalization of (3.37) is given as
Q(a)m dimq Vλ =
∑
µ∈Pℓ
A(a,m)λµ dimq Vµ (λ ∈ Pℓ). (3.53)
Since dimq Vλ > 0 for any λ ∈ Pℓ, the Perron-Frobenius theorem tells that Q(a)m is
the largest eigenvalue of the admissibility matrix A(a,m). Therefore in the homo-
geneous case where (ri, si) = (p, s) for all i, we find from (3.49) that
lim
N→∞
(dimH(N))
1/N
= Q(p)s . (3.54)
15This leads to
∏
b∈I(A
(b,tbℓ))Cab = 1 for any a ∈ I, which is a weaker constraint than
A(a,taℓ) = 1 employed in the definition of the level ℓ restricted Q-system in Section 14.5.
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This property will be re-derived in the TBA analysis in (15.20).
In general, the Boltzmann weights (3.47) are expressed in terms of the function
[u]qt/2 ∝ sin
(
πu
2(ℓ+h∨)
)
. (t is defined in (2.1).) This is indeed the case for A1 as in
(3.17) and in the other known examples. It is also consistent with the Bethe equa-
tion (8.25). Consequently, the transfer matrix with an appropriate normalization
possesses the periodicity
T (a)m (u+ 2(ℓ+ h
∨)) = T (a)m (u). (3.55)
We will see in Theorem 5.7 that the level ℓ restricted T-system in Section 2.216
alone compels this property.
3.8. Bibliographical notes. The integrability of the 6 vertex model (3.1) (first
solved in [25, 26]) has been formulated in terms of the Yang-Baxter equation and
commuting transfer matrices in [2]. Solutions of the Yang-Baxter equation that have
been known by 1980 are surveyed in [44] from the perspective of the quantum inverse
scattering method. Subsequent generalizations of trigonometric vertex models to
type A [45, 46, 47] and many other g [48, 49] have been assembled in the reprint
volume [50]. The fusion of vertex models is formulated in [27]. See also [51]. The
idea of utilizing the functional relations of transfer matrices goes back to Baxter
[52, 2]. Some simplest examples of the T-system have been obtained for the XXZ
chain [53], the O(n)-symmetry models [54] and vertex models associated with some
other g [55].
With regard to the RSOS models, the 8VSOS model is the fundamental example
containing the Ising and (generalized) hard hexagon models as the level ℓ = 2, 3
cases, respectively. The one point function [34] essentially gives rise to the charac-
ter of the Virasoro minimal series, and this fact inspired intensive studies on the
relations with conformal field theory and representation theory of quantum affine
algebras. In the terminology in Section 3.7, the 8VSOS model corresponds to the
level ℓ RSOS model for g = A1 with fusion type W
(1)
1 (both on the horizontal and
vertical edges).
Beyond the A1 case, concrete constructions of RSOS models for untwisted affine
Lie algebra gˆ have been done for non exceptional series g = Ar, Br, Cr, Dr [56,
57] associated with W
(1)
1 (“vector representation”) and g = G2 [58] with W
(2)
1 .
The fusion of RSOS models have been worked out explicitly only for type A [35,
43]. One of the earliest examples of the T-system for RSOS models (except the
Ising) is [36] for the generalized hard hexagon model. It was systematized to the
general level restricted T-system for A1 in [7]. See also [37] where the relation
of the form “TmT1 = Tm−1 + Tm+1” was given. In [59], the Jacobi-Trudi type
functional relations (cf. Theorem 6.1 and 6.2) were given for the fusion RSOS
models of type Ar. The T-system for Ar is extracted from them in [1], where
the extension to all g was proposed based on the connection to the Y-system and
the Q-system. Finally, one can construct the quantum field theory analog of the
commuting transfer matrices that act on Virasoro Fock spaces and satisfy the T-
system. See [60] for the original construction for g = A1 and [61] for a recent
application.
16 In this case, the normalization is T
(a)
0 (u) = T
(a)
taℓ
(u) = 1.
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4. T-system in quantum group theory
4.1. Quantum affine algebra. For simplicity we concentrate on the untwisted
quantum affine algebra Uq(gˆ) until Section 4.5. We assume that q ∈ C× is not a
root of unity and set q = e~; therefore, the domain U of the spectral parameter u
should be understood as U = Ct~. See Section 2.1. We set Iˆ = {0} ⊔ I and let
Cˆ = (Cˆij)i,j∈Iˆ be the Cartan matrix of the affine Kac-Moody algebra gˆ [11]. For
i, j ∈ I, one has Cˆij = Cij where the latter is an element of the Cartan matrix C
of g. By definition, the (untwisted) quantum affine algebra Uq(gˆ) [62, 14] is the
associative algebra over C with generators x±i , k
±1
i , (i ∈ Iˆ) and the relations:
kik
−1
i = k
−1
i ki = 1, kikj = kjki,
kix
±
j k
−1
i = q
±Cˆij
i x
±
j , [x
+
i , x
−
j ] = δij
ki − k−1i
qi − q−1i
,
1−Cˆij∑
ν=0
(−1)ν
[
1− Cˆij
ν
]
qi
(x±i )
1−Cˆij−νx±j (x
±
i )
ν = 0 (i 6= j).
(4.1)
Here q0 = q and qi = q
t/ti for i ∈ I. For the notations t and ti, see (2.1).
Furthermore, for 0 ≤ n ≤ m,[m
n
]
q
=
[m]q!
[n]q![m− n]q! , [m]q! = [1]q[2]q · · · [m]q. (4.2)
See (3.18) for the definition of [m]q. The algebra Uq(gˆ) is denoted by U
′
q(gˆ) in some
literature indicating that the analog of the derivation operator in gˆ has not been
included. There are 2r+1 algebra automorphisms of Uq(gˆ) given on generators by
ki 7→ σiki, x+i 7→ σix+i , x−i 7→ x−i (4.3)
for any set of signs σ0, . . . , σr ∈ {±1}. Obviously, Uq(gˆ) contains Uq(g) as a subal-
gebra.
There is another realization of Uq(gˆ) called the Drinfeld new realization [63, 64].
Namely, Uq(gˆ) is isomorphic to the algebra with generators x
±
i,n (i ∈ I, n ∈ Z),
k±1i (i ∈ I), hi,n (i ∈ I, n ∈ Z\{0}) and central elements c±1/2, with the following
relations:
kikj = kjki, kihj,n = hj,nki, kix
±
j,nk
−1
i = q
±Cij
i x
±
j,n,
[hi,n, x
±
j,m] = ±
1
n
[nCij ]qic
∓|n|/2x±j,n+m, [hi,n, hj,m] = δn,−m
1
n
[nCij ]qi
cn − c−n
qj − q−1j
,
x±i,n+1x
±
j,m − q±Ciji x±j,mx±i,n+1 = q±Ciji x±i,nx±j,m+1 − x±j,m+1x±i,n,
[x+i,n, x
−
j,m] = δij
c(n−m)/2φ+i,n+m − c−(n−m)/2φ−i,n+m
qi − q−1i
,
∑
π∈Σs
s∑
k=0
(−1)k
[ s
k
]
qi
x±i,nπ(1) . . . x
±
i,nπ(k)
x±j,mx
±
i,nπ(k+1)
. . . x±i,nπ(s) = 0, i 6= j
(4.4)
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for all sequences of integers n1, . . . , ns, where s = 1 − Cij , Σs is the symmetric
group on s letters, and φ±i,n’s are determined by the formal power series
∞∑
n=0
φ±i,±nζ
±n = k±1i exp
(
±(qi − q−1i )
∞∑
m=1
hi,±mζ±m
)
. (4.5)
In the two realizations (4.1) and (4.4), the symbol k±1i (i ∈ I) stands for the same
generator under the isomorphism. Uq(gˆ) admits a Hopf algebra structure [62, 14].
4.2. Finite dimensional representations. A representationW of Uq(gˆ) is called
type 1 if the generators k0, k1, . . . , kr act semi simply on W with eigenvalues in q
Z
and c1/2 in (4.4) acts as 1 on W . A vector v ∈W is called a highest weight vector
if
x+i,n · v = 0, φ±i,n · v = ψ±i,nv, c1/2v = v, (4.6)
for some complex numbers ψ±i,n. A type 1 representation W is called a highest
weight representation if W = Uq(gˆ) · v for some highest weight vector v.
Theorem 4.1 ([65, 66]). (1) Every finite dimensional irreducible representation of
Uq(gˆ) can be obtained from a type 1 representation by a twisting with an automor-
phism (4.3).
(2) Every finite dimensional irreducible representation of Uq(gˆ) of type 1 is a
highest weight representation.
(3) A type 1 highest weight representation with the highest weight vector v in (4.6)
is finite dimensional if and only if there exist polynomials Pa(ζ) ∈ C[ζ] (a ∈ I) such
that Pa(0) = 1 and∑
n≥0
ψ±a,±nζ
±n = qdegPaa
Pa(ζq
−1
a )
Pa(ζqa)
∈ C[[ζ±1]]. (4.7)
The polynomials Pa(ζ) are called Drinfeld polynomials after the analogous clas-
sification theorem by Drinfeld for Yangians [63].
The Kirillov-Reshetikhin module W
(a)
m (u) (a ∈ I,m ∈ Z≥1, u ∈ Ct~) is the irre-
ducible finite dimensional representation of Uq(gˆ) that corresponds to the Drinfeld
polynomial
Pb(ζ) =
{∏m
s=1(1 − ζqtuqm+1−2sa ) if b = a,
1 otherwise.
(4.8)
ThisW
(a)
m (u) is equal toW
(a)
m,qtuq−m+1i
in [67, 68]. In particular,W
(1)
1 (u), . . . ,W
(r)
1 (u)
are called fundamental representations.
4.3. Example. Consider the simplest example Uq = Uq(A
(1)
1 ). In realization (4.1),
Iˆ = {0, 1} and the Cartan matrix is Cˆ =
(
2 −2
−2 2
)
. The coproduct is given by
∆x+i = x
+
i ⊗ 1+ki⊗x+i , ∆x−i = x−i ⊗k−1i +1⊗x−i , ∆k±1i = k±1i ⊗k±1i . (4.9)
For m ∈ Z≥0, let Wm(u) = W (1)m (u) be the Kirillov-Reshetikhin module. Plainly,
it is the m + 1 dimensional (i.e. spin m2 ) irreducible representation Wm(u) =
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Cvm1 ⊕ · · · ⊕ Cvmm+1 given by (z = qu)
x−1 v
m
j = [m+ 1− j]vmj+1, x+1 vmj = [j − 1]vmj−1, k±11 vmj = q±(m+2−2j)vmj ,
(4.10)
x+0 v
m
j = z[m+ 1− j]vmj+1, x−0 vmj = z−1[j − 1]vmj−1, k±10 vmj = q∓(m+2−2j)vmj ,
(4.11)
where [j] = [j]q =
qj−q−j
q−q−1 as in (3.18). In the Drinfeld new realization (4.4), the
highest weight vector is identified with vm1 and the eigenvalues in (4.6) read
ψ±1,±n =
{
q±m n = 0,
±(qm − q−m)(zqm)±n n ≥ 1.
The relation (4.7) holds with the Drinfeld polynomial
P1(ζ) = (1− ζqu−m+1)(1 − ζqu−m+3) · · · (1 − ζqu+m−1)
in agreement with (4.8).
The exact sequence (3.16) is refined along the definitions here. The vectors
vi ∈ V1 and x = (x1, x2) ∈ Vm in Section 3.1 are to be identified with v1i and vmx2+1
in (4.10)–(4.11), respectively. We introduce the base of W1(u)⊗W1(v) as
u1 = v
1
1 ⊗ v11 ,
u2 =
1
[2]
∆(x−1 )u1 =
v11 ⊗ v12 + q−1v12 ⊗ v11
[2]
, u′1 = v11 ⊗ v12 − qv12 ⊗ v11 ,
u3 = ∆(x
−
1 )u2 = v
1
2 ⊗ v12 .
(4.12)
Under the action of x±1 , k
±1
1 , the set of vectors {u1,u2,u3} and {u′1} behave as the
triplet and the singlet representations as usual. On the other hand, with regard to
x±0 , they are mixed as follows. (x = q
u, y = qv)
∆(x+0 ) : ✲
∆(x−0 ) : ✲
u1
✻
❄
(x−1+y−1)[2]−1 x+y
❥
❨
y−1−q2x−1
(yq−2−x)[2]−1
u2 u
′
1
(x+y)[2]−1x−1+y−1
✯
✙
x−q2y
(q−2x−1−y−1)[2]−1
✻
❄
u3
(4.13)
The diagram means ∆(x+0 )u1 = (x + y)u2 +
yq−2−x
[2] u
′
1 for instance. From (4.13),
we find thatW1(u)⊗W1(v) is irreducible if and only if xy 6= q±2, namely u−v 6= ±2.
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In the reducible cases, (4.13) looks as
∆(x+0 ) : ✲
∆(x−0 ) : ✲
u1
✻
❄
z−1 z[2]
■
u2 u
′
1
zz−1[2]
✠
✻
❄
u3
(i) z := qx = q−1y
u1
✻
❄
z−1 z[2]
❘
u2 u
′
1
zz−1[2] ✒✻
❄
u3
(ii) z := q−1x = qy.
(4.14)
In the both cases,W1(u)⊗W1(v) is indecomposable and the subspace Cu1⊕Cu2⊕
Cu3 becomes isomorphic to W2(
u+v
2 ) corresponding to the multiplicative spectral
parameter z. The difference is that W2(
u+v
2 ) is the irreducible submodule in the
case of (i) while it is the irreducible quotient for (ii). Denoting the trivial one
dimensional module Cu′1 by W0, we thus get the exact sequences of Uq-modules:
(i) 0→ W2(u)→W1(u− 1)⊗W1(u + 1)→ W0 → 0, (4.15)
(ii) 0→ W0 →W1(u+ 1)⊗W1(u− 1)→W2(u)→ 0. (4.16)
The general case, which was first worked out in the context of Yangian, is summa-
rized in
Theorem 4.2 ([69]). Wm(u)⊗Wn(v) is reducible if and only if |u− v| = m+ n−
2j + 2 for some 1 ≤ j ≤ min(m,n). In these case, the following exact sequences
are valid:
0→Wj−1(u+m− j + 1)⊗Wm+n−j+1(v −m+ j − 1)→Wm(u)⊗Wn(v)
→Wm−j(u− j)⊗Wn−j(v + j)→ 0
for v − u = m+ n− 2j + 2.
0→Wm−j(u + j)⊗Wn−j(v − j)→Wm(u)⊗Wn(v)
→Wj−1(u−m+ j − 1)⊗Wm+n−j+1(v +m− j + 1)→ 0 (4.17)
for u− v = m+ n− 2j + 2.
4.4. q-characters. Let RepUq(gˆ) be the Grothendieck ring of the category of the
type 1 finite dimensional Uq(gˆ)-modules. Such a module W allows the direct sum
decomposition
W =
⊕
γ=(γ±a,±n)i∈I,n≥0
Wγ , Wγ = {v ∈W | ∃p ≥ 0, ∀a ∈ I, n ≥ 0, (φ±a,±n−γ±a,±n)pv = 0}.
It can be shown [70] that the generating function of the (generalized) eigenvalues
is expressed as∑
n>0
γ±a,±nζ
±n = qdegR
+
a −degR−a
a
R+a (ζq
−1
a )R
−
a (ζqa)
R+a (ζqa)R
−
a (ζq
−1
a )
∈ C[[ζ±1]] (4.18)
in terms of some polynomials R±a (ζ) in ζ with constant term 1.
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Let Z[Y ±1a,z ]a∈I,z∈C× be the ring of integer coefficient Laurent polynomials in
infinitely many algebraically independent variables {Ya,z | a ∈ I, z ∈ C×}17. The
Frenkel-Reshetikhin q-character χq is the injective ring morphism
χq : RepUq(gˆ)→ Z[Y ±1a,z ]a∈I,z∈C× , χq(W ) =
∑
γ
dim(Wγ)mγ , (4.19)
where the monomial mγ is specified from R
±
a (ζ) (4.18) by
mγ =
∏
a∈I,z∈C×
Y
r+a,z−r−a,z
a,z , R
±
a (ζ) =
∏
z∈C×
(1− ζz)r±a,z . (4.20)
Suppose that W is the irreducible representation with Drinfeld polynomials
Pa(ζ) =
∏ma
s=1(1 − ζz(a)s ). Comparing (4.7) with (4.18) and (4.20), one finds that
its q-character χq(W ) contains the monomial
∏r
a=1
∏ma
s=1 Ya,z(a)s
corresponding to
the highest weight vector. Such a monomial is called a highest weight monomial.
Thus, in particular, the q-character of the Kirillov-Reshetikhin module W
(a)
m (u) is
a Laurent polynomial containing the highest weight monomial as
χq(W
(a)
m (u)) =
m∏
s=1
Ya,zqm+1−2sa + · · · , (4.21)
where we have set z = qtu. The case m = 1 is called the fundamental q-character.
For an analogous treatment of the Yangians, see [71].
Define ChUq(gˆ) to be the image Imχq and call it the q-character ring of Uq(gˆ).
By the definition, ChUq(gˆ) is an integral domain and a commutative ring isomor-
phic to RepUq(gˆ). The following fact is well known.
Theorem 4.3 ([70], Corollary 2). The ring ChUq(gˆ) is freely generated by the
fundamental q-characters χq(W
(a)
1 (u)) (a ∈ I, u ∈ U).
Example 4.4. For g = A1, the q-character of the Kirillov-Reshetikhin module
W
(1)
m (u) is given by (z = qu, Yz = Y1,z)
χq(W
(1)
1 (u)) = Yz + Y
−1
zq2 ,
χq(W
(1)
2 (u)) = Yzq−1Yzq + Yzq−1Y
−1
zq3 + Y
−1
zq Y
−1
zq3 , and, in general,
χq(W
(1)
m (u)) =
m∑
j=0
m−j∏
i=1
Yzq−m−1+2i
j∏
k=1
Y −1
zqm+3−2k
.
17The variable Ya,z is unrelated to the Y of Y-systems.
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Example 4.5. We write down the fundamental q-characters χq(W
(a)
1 (u)) for g
with rank 2 (z = qtu).
A2 : χq(W
(1)
1 (u)) = Y1,z + Y
−1
1,zq2Y2,zq + Y
−1
2,zq3 ,
χq(W
(2)
1 (u)) = Y2,z + Y1,zqY
−1
2,zq2 + Y
−1
1,zq3 ,
B2 : χq(W
(1)
1 (u)) = Y1,z + Y
−1
1,zq4Y2,zqY2,zq3 + Y2,zqY
−1
2,zq5 + Y1,zq2Y
−1
2,zq3Y
−1
2,zq5 + Y
−1
1,zq6 ,
χq(W
(2)
1 (u)) = Y2,z + Y1,zqY
−1
2,zq2 + Y
−1
1,zq5Y2,zq4 + Y
−1
2,zq6 ,
C2 : χq(W
(a)
1 (u)) = (χq(W
(3−a)
1 (u)) for B2)|Y1,z↔Y2,z (a = 1, 2),
G2 : χq(W
(1)
1 (u)) = Y1,z + Y2,zqY2,zq3Y2,zq5Y
−1
1,zq6 + Y2,zqY2,zq3Y
−1
2,zq7
+ Y1,zq4Y2,zqY
−1
2,zq5Y
−1
2,zq7 + Y1,zq2Y1,zq4Y
−1
2,zq3Y
−1
2,zq5Y
−1
2,zq7
+ Y2,zqY2,zq9Y
−1
1,zq10 + Y1,zq2Y2,zq9Y
−1
1,zq10Y
−1
2,zq3 + Y2,zqY
−1
2,zq11
+ Y1,zq4Y
−1
1,zq8 + Y2,zq5Y2,zq7Y2,zq9Y
−1
1,zq8Y
−1
1,zq10 + Y1,zq2Y
−1
2,zq3Y
−1
2,zq11
+ Y2,zq5Y2,zq7Y
−1
1,zq8Y
−1
2,zq11 + Y2,zq5Y
−1
2,zq9Y
−1
2,zq11
+ Y1,zq6Y
−1
2,zq7Y
−1
2,zq9Y
−1
2,zq11 + Y
−1
1,zq12 ,
χq(W
(2)
1 (u)) = Y2,z + Y1,zqY
−1
2,zq2 + Y
−1
1,zq7Y2,zq4Y2,zq6 + Y2,zq4Y
−1
2,zq8
+ Y1,zq5Y
−1
2,zq6Y
−1
2,zq8 + Y
−1
1,zq11Y2,zq10 + Y
−1
2,zq12 .
More examples will be given in Sections 7.1–7.4.
Any finite dimensional Uq(gˆ)-module W defines a representation of the subalge-
bra Uq(g), which we denote by resW . The (usual) character χ of the latter lives in
Z[y±1a ]a∈I with ya = e
ωa with ωa being a fundamental weight. The q-character is a
deformation of the character by z in that
resχq(W ) = χ(resW ), (4.22)
where res on the LHS is to be understood as
res : Z[Y ±1a,z ]a∈I,z∈C× → Z[y±1a ]a∈I
Ya,z 7→ ya. (4.23)
Note that resW is not necessarily an irreducible Uq(g)-module even if W is so as a
Uq(gˆ)-module. Therefore the irreducible q-character χq(W
(a)
m (u)) does not restrict
to an irreducible character in general. In fact in Example 4.5, one observes
resχq(W
(1)
1 (u)) =
{
χ(Vω1) + χ(V0) if g = G2 and a = 1,
χ(Vωa) otherwise,
(4.24)
where Vλ denotes the irreducible Uq(g)-module with highest weight λ. The algebra
g = Ar is exceptional in that resχq(W
(a)
m (u)) = χ(Vmωa) holds for all a and m. See
(7.7) and (13.63). A systematic treatment of such decompositions is related to the
Kirillov-Reshetikhin conjecture which has been fully solved by now. See Section 13,
especially Section 13.7.
For a ∈ I and z ∈ C×, set
Aa,z = Ya,zq−1a Ya,zqa
∏
b:Cba=−1
Y −1b,z
∏
b:Cba=−2
Y −1b,zq−1Y
−1
b,zq
∏
b:Cba=−3
Y −1b,zq−2Y
−1
b,z Y
−1
b,zq2 .
(4.25)
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By the definition, one has resAa,z =
∏
b∈I y
Cba
b = e
αa with αa being a simple root.
Let Sa (a ∈ I) be the screening operator [70]. Namely, Sa sends Z[Y ±1a,z ]a∈I,z∈C×
to the extended ring adjoined with the extra symbols Sa,z with a ∈ I, z ∈ C×. The
action is given by
Sa · Yb,z = δabYa,zSa,z (4.26)
and the Leibniz rule Sa ·(Y Z) = (Sa ·Y )Z+Y (Sa ·Z). Thus for example, Sa ·Y −1b,z =
−δabY −1a,z Sa,z. The symbol Sa,z is assumed to obey the relation
Sa,zq2a = Aa,zqaSa,z (4.27)
in the extended ring.
Theorem 4.6 ([70, 72]). (1) The q-character of an irreducible finite dimensional
Uq(gˆ)-module W has the form χq(W ) = m+(1 +
∑
pMp), where m+ is the highest
weight monomial and each Mp is a monomial in A
−1
a,z, a ∈ I, z ∈ C×, (i.e. it does
not contain any positive power factors of Aa,z).
(2) The image Imχq(≃ ChUq(gˆ)) of the q-character morphism (4.19) is equal
to
⋂r
a=1KerSa.
The assertion (1) is a natural analog of its undeformed version resχq(W ) ∈
res(m+)(1+
∑
α Z≥0 e
−α), where res(m+) = ehighest weight and the α-sum runs over
Z≥0α1 ⊕ · · · ⊕ Z≥0αr \ {0}.
The assertion (2) has a background in the characterization of the (deformed)
W -algebra as the intersection of the kernel of screening operators [70].
Example 4.7. Let us illustrate Theorem 4.6 along g = A2. The definition (4.25)
reads
A1,z = Y1,zq−1Y1,zqY
−1
2,z , A2,z = Y2,zq−1Y2,zqY
−1
1,z .
Take χq = χq(W
(1)
1 (u)) = Y1,z + Y
−1
1,zq2Y2,zq + Y
−1
2,zq3 for A2 in Example 4.5. The
highest weight monomial is Y1,z . χq is expressed as
χq = Y1,q(1 +A
−1
1,zq +A
−1
1,zqA
−1
2,zq2 ) (4.28)
in agreement with (1). With regard to (2), let us check that χq belongs to KerS1
⋂
KerS2.
S1 · χq = Y1,zS1,z − Y −11,zq2Y2,zqS1,zq2 = Y1,zS1,z − Y −11,zq2Y2,zqA1,zqS1,z = 0,
S2 · χq = Y −11,zq2Y2,zqS2,zq − Y −12,zq3S2,zq3 = Y −11,zq2Y2,zqS2,zq − Y −12,zq3A2,zq2S2,zq = 0.
4.5. T-system and q-characters. We continue to set u ∈ U = Ct~ in this subsec-
tion. The following is the fundamental result that relates the Kirillov-Reshetikhin
modules with the T-system.
Theorem 4.8 ([67, 68]). For any g, T
(a)
m (u) = χq(W
(a)
m (u)) satisfies the unre-
stricted T-system for g.
In fact, the exact sequence corresponding to the g-version of j = n = m case of
(4.17) has been obtained. It is an elementary exercise to check that the q-characters
for g = A1 in Example 4.4 satisfy the T-system (2.6).
Theorem 4.8 leads to a description of the ring RepUq(gˆ) ≃ ChUq(gˆ) by the
q-characters of the Kirillov-Reshetikhin modules and the unrestricted T-system,
which we shall now explain. Let T = {T (a)m (u) | a ∈ I,m ∈ Z≥1, u ∈ U} denote
the family of variables. Let T(g) be the ring with generators T
(a)
m (u)±1 with the
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relations given by the T-system for g. Define T◦(g) to be the subring of T(g)
generated by T .
Theorem 4.9 ([17]). The ring T◦(g) is isomorphic to RepUq(gˆ) by the correspon-
dence T
(a)
m (u) 7→W (a)m (u).
4.6. T-system for quantum affinizations of quantum Kac-Moody alge-
bras. The T-systems have been generalized by Hernandez [8] to the quantum
affinizations of a wide class of quantum Kac–Moody algebras studied in [63, 73,
74, 75, 76, 77]. The most distinct feature compared from the setting so far is
that the category RepUq(gˆ) and the tensor product ⊗ need to be replaced by
Mod(Uq(gˆ)) consisting of not necessarily finite dimensional modules and the fu-
sion product ∗f , respectively. Nevertheless, with an appropriate definition of the
Kirillov-Reshetikhin modules and their q-characters, the latter satisfy the (gener-
alized) T-system [8].
Here we only give the definition of the quantum affinization of quantum Kac-
Moody algebras and write down the T-system, leaving many details to [8]. Instead,
we include the explicit form of the corresponding Y-system [78] on which our pre-
sentation is mainly based.
We begin by resetting the definitions and notations such as C, t, qi, g, gˆ, Uq(g) and
Uq(gˆ) introduced so far
18. Let I = {1, . . . , r} and let C = (Cij)i,j∈I be a generalized
Cartan matrix in [11]; namely, it satisfies Cij ∈ Z, Cii = 2, Cij ≤ 0 for any i 6= j,
and Cij = 0 if and only if Cji = 0. We assume that C is symmetrizable, i.e. there
is a diagonal matrix D = diag(d1, . . . , dr) with di ∈ Z≥1 such that B = DC is
symmetric. We assume that there is no common divisor for d1, . . . , dr except for 1.
Let (h,Π,Π∨) be a realization of the Cartan matrix C [11]; namely, h is a
(2r − rankC) dimensional Q-vector space, and Π = {α1, . . . , αr} ⊂ h∗, Π∨ =
{α∨1 , . . . , α∨r } ⊂ h such that αj(α∨i ) = Cij . Let q ∈ C× be not a root of unity. We
set qi = q
di (i ∈ I) and use the symbols defined in (4.2). Let Uq(g) be the quan-
tum Kac-Moody algebra [62, 14], which is a q-analog of the Kac-Moody algebra g
associated with C [11].
The quantum affinization (without central elements) of the quantum Kac–Moody
algebra Uq(g), denoted by Uq(gˆ), is the C-algebra with generators x
±
i,n (i ∈ I,
18This reset is only for the current subsection.
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n ∈ Z), kh (h ∈ h), hi,n (i ∈ I, n ∈ Z \ {0}) and the following relations:
khkh′ = kh+h′ , k0 = 1, khφ
±
i (z) = φ
±
i (z)kh,
khx
±
i (z) = q
±αi(h)x±i (z)kh,
φ+i (z)x
±
j (w) =
q±Bijw − z
w − q±Bijz x
±
j (w)φ
+
i (z),
φ−i (z)x
±
j (w) =
q±Bijw − z
w − q±Bijz x
±
j (w)φ
−
i (z),
x+i (z)x
−
j (w) − x−j (w)x+i (z) =
δij
qi − q−1i
(
δ
(w
z
)
φ+i (w)− δ
( z
w
)
φ−i (z)
)
,
(w − q±Bij z)x±i (z)x±j (w) = (q±Bijw − z)x±j (w)x±i (z),∑
π∈Σ
1−Cij∑
k=1
(−1)k
[
1− Cij
k
]
qi
x±i (wπ(1)) · · ·x±i (wπ(k))x±j (z)
× x±i (wπ(k+1)) · · ·x±i (wπ(1−Cij)) = 0 (i 6= j). (4.29)
In (4.29) Σ is the symmetric group for the set {1, . . . , 1−Cij}. We have also used
the following formal series:
x±i (z) =
∑
n∈Z
x±i,nz
n, φ±i (z) = k±diα∨i exp
±(q − q−1)∑
n≥1
hi,±nz±n
 .
and the formal delta function δ(z) =
∑
n∈Z
zn.
When C is of finite type, the above Uq(gˆ) is called an (untwisted) quantum
affine algebra (without central elements) or quantum loop algebra; it is isomorphic
to a subquotient of the previously introduced one (4.4) by the ideal generated
by c±1/2 − 1 [63, 64]. When C is of affine type, the quantum Kac-Moody algebra
Uq(g) is the one in (4.1). Its quantum affinization Uq(gˆ) is called a quantum toroidal
algebra (without central elements). In general, if C is not of finite type, Uq(gˆ) is no
longer isomorphic to a subquotient of any quantum Kac–Moody algebra and has
no Hopf algebra structure.
From now on we shall exclusively consider a symmetrizable generalized Cartan
matrix C satisfying the following condition due to Hernandez [8]:
If Cij < −1, then di = −Cji = 1, (4.30)
where D = diag(d1, . . . , dr) is the diagonal matrix symmetrizing C. We say that a
generalized Cartan matrix C is tamely laced if it is symmetrizable and satisfies the
condition (4.30). A generalized Cartan matrix C is simply laced if Cij = 0 or −1
for any i 6= j. If C is simply laced, then it is symmetric, da = 1 for any a ∈ I, and
it is tamely laced.
With a tamely laced generalized Cartan matrix C, we associate a Dynkin diagram
in the standard way [11]: For any pair i 6= j ∈ I with Cij < 0, the vertices i and j
are connected by max{|Cij |, |Cji|} lines, and the lines are equipped with an arrow
from j to i if Cij < −1. Note that the condition (4.30) means
(i) the vertices i and j are not connected if di, dj > 1 and di 6= dj ,
(ii) the vertices i and j are connected by di lines with an arrow from i to j or
not connected if di > 1 and dj = 1,
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(iii) the vertices i and j are connected by a single line or not connected if di = dj .
Example 4.10. (1) Any Cartan matrix of finite or affine type is tamely laced
except for types A
(1)
1 and A
(2)
2ℓ .
(2) The following generalized Cartan matrix C is tamely laced:
C =

2 −1 0 0
−3 2 −2 −2
0 −1 2 −1
0 −1 −1 2
 , D =

3 0 0 0
0 1 0 0
0 0 2 0
0 0 0 2
 .
The corresponding Dynkin diagram is
1 2
3
4
Define the integer t by
t = lcm(d1, . . . , dr).
For a, b ∈ I, we write a ∼ b if Cab < 0, i.e. a and b are adjacent in the correspond-
ing Dynkin diagram. Let U be either 1tZ, the complex plane C, or the cylinder
Cξ := C/(2π
√−1/ξ)Z for some ξ ∈ C\2π√−1Q, depending on the situation under
consideration.
For a tamely laced generalized Cartan matrix C, the unrestricted T-system
associated with C [8] is the following relations among the commuting variables
{T (a)m (u) | a ∈ I,m ∈ Z≥1, u ∈ U}:
T (a)m
(
u− da
t
)
T (a)m
(
u+
da
t
)
= T
(a)
m−1(u)T
(a)
m+1(u) +
∏
b:b∼a
T
(b)
da
db
m
(u) if da > 1,
(4.31)
T (a)m
(
u− da
t
)
T (a)m
(
u+
da
t
)
= T
(a)
m−1(u)T
(a)
m+1(u) +
∏
b:b∼a
S(b)m (u) if da = 1,
(4.32)
where T
(a)
0 (u) = 1 if they occur on the RHS in the relations. The symbol S
(b)
m (u)
is defined by
S(b)m (u) =
db∏
k=1
T
(b)
1+E
[
m−k
db
]
(
u+
1
t
(
2k − 1−m+ E
[
m− k
db
]
db
))
, (4.33)
and E[x] (x ∈ Q) denotes the largest integer not exceeding x.
Explicitly, S
(b)
m (u) is written as follows: For 0 ≤ j < db,
S
(b)
dbm+j
(u) =
{
j∏
k=1
T
(b)
m+1
(
u+
1
t
(j + 1− 2k)
)}{db−j∏
k=1
T (b)m
(
u+
1
t
(db − j + 1− 2k)
)}
.
For example, for db = 1,
S(b)m (u) = T
(b)
m (u),
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for db = 2,
S
(b)
2m(u) = T
(b)
m
(
u− 1
t
)
T (b)m
(
u+
1
t
)
,
S
(b)
2m+1(u) = T
(b)
m+1(u)T
(b)
m (u),
for db = 3,
S
(b)
3m(u) = T
(b)
m
(
u− 2
t
)
T (b)m (u)T
(b)
m
(
u+
2
t
)
,
S
(b)
3m+1(u) = T
(b)
m+1(u)T
(b)
m
(
u− 1
t
)
T (b)m
(
u+
1
t
)
,
S
(b)
3m+2(u) = T
(b)
m+1
(
u− 1
t
)
T
(b)
m+1
(
u+
1
t
)
T (b)m (u),
and so on. The second terms on the RHS of (4.31) and (4.32) can be written in a
unified way as follows [8]:∏
b:b∼a
−Cab∏
k=1
T
(b)
−Cba+E
[
da(m−k)
db
]
(
u+
db
t
(−2k + 1
Cab
− Cba + E
[
da(m− k)
db
]
− 1
)
− dam
t
)
.
When C is of finite type g, the above T-system coincides with the one for Uq(gˆ)
in Section 2.1. For C of affine type, it was also studied by [79] as a discrete Toda
field equation.
Let us proceed to the Y-system. For a tamely laced generalized Cartan matrix
C, the unrestricted Y-system associated with C is the following relations among
the commuting variables {Y (a)m (u) | a ∈ I,m ∈ Z≥1, u ∈ U}, where Y (a)0 (u)−1 = 0
if they occur on the RHS in the relations:
Y (a)m
(
u− da
t
)
Y (a)m
(
u+
da
t
)
=
∏
b:b∼a
Z
(b)
da
db
,m
(u)
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
if da > 1,
(4.34)
Y (a)m
(
u− da
t
)
Y (a)m
(
u+
da
t
)
=
∏
b:b∼a
(
1 + Y
(b)
m
db
(u)
)
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
if da = 1,
(4.35)
where for p ∈ Z≥1
Z(b)p,m(u) =
p−1∏
j=−p+1

p−|j|∏
k=1
(
1 + Y
(b)
pm+j
(
u+
1
t
(p− |j|+ 1− 2k)
)) ,
and Y
(b)
m
db
(u) = 0 in (4.35) if mdb 6∈ Z≥1.
The Y-systems here are formally in the same form as (2.11)–(2.15) for the quan-
tum affine algebras. However, p in Z
(b)
p,m(u) here may be greater than 3. On the
RHS of (4.34), dadb is either 1 or da due to (4.30). The term Z
(b)
p,m(u) is written more
explicitly as follows: for p = 1,
Z
(b)
1,m(u) = 1 + Y
(b)
m (u),
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for p = 2,
Z
(b)
2,m(u) =
(
1 + Y
(b)
2m−1(u)
)(
1 + Y
(b)
2m
(
u− 1
t
))(
1 + Y
(b)
2m
(
u+
1
t
))(
1 + Y
(b)
2m+1(u)
)
,
for p = 3,
Z
(b)
3,m(u) =
(
1 + Y
(b)
3m−2(u)
)(
1 + Y
(b)
3m−1
(
u− 1
t
))(
1 + Y
(b)
3m−1
(
u+
1
t
))
×
(
1 + Y
(b)
3m
(
u− 2
t
))(
1 + Y
(b)
3m (u)
)(
1 + Y
(b)
3m
(
u+
2
t
))
×
(
1 + Y
(b)
3m+1
(
u− 1
t
))(
1 + Y
(b)
3m+1
(
u+
1
t
))(
1 + Y
(b)
3m+2(u)
)
,
and so on. There are p2 factors in Z
(b)
p,m(u).
The T and Y-systems in this subsection satisfy formally the same relations as
those explained in Section 2.3. Their restricted versions have also been formulated
in [78].
4.7. Bibliographical notes. The origin of the Kirillov-Reshetikhin modules (they
are named so in [80, Definition 1.1]) goes back to [81], where the spectral parameter
dependence was not considered. The idea of treating them as one family of Y (g) or
Uq(gˆ) modules with spectral parameter satisfying the T-system in the Grothendieck
ring was initiated by [1], where the identification by Drinfeld polynomials was
also given in the context of Yangian based on the result of [69]. Meanwhile, the
representation theory of finite dimensional Uq(gˆ) modules was pushed forward by
[82, 65], where the Kirillov-Reshetikhin modules were characterized and studied as
minimal affinizations of Uq(gˆ) modules [83, 84, 85, 86, 87].
The relation between the Kirillov-Reshetikhin modules and T-systems became
transparent after the introduction of q-character by [70]. The case of Yangian goes
back to [71]. Theorem 4.8 is due to [67] for simply laced g and [68] for general g.
Under certain circumstances, there are algorithms to compute q-characters [72] or
its further generalization called t-analog of q-characters χq,t [88, 89] for ADE case.
In particular, χq,t of all the fundamental representations has been produced [89],
among which the E8 case requires a supercomputer.
The T-systems for the quantum affinizations of quantum Kac–Moody algebras in
Section 4.6 are due to [8]. The corresponding Y-system and formulation by cluster
algebra are given in [78].
5. Formulation by cluster algebras
5.1. Dilogarithm identities in conformal field theory. Let L(x) be the Rogers
dilogarithm function [90, 91]
L(x) = −1
2
∫ x
0
{
ln(1− y)
y
+
ln y
1− y
}
dy (0 ≤ x ≤ 1). (5.1)
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It is well known that the following properties hold (0 ≤ x, y ≤ 1).
L(0) = 0, L(1) =
π2
6
, (5.2)
L(x) + L(1− x) = π
2
6
, (5.3)
L(x) + L(y) + L(1− xy) + L
(
1− x
1− xy
)
+ L
(
1− y
1− xy
)
=
π2
2
. (5.4)
In the series of works by Bazhanov, Kirillov, and Reshetikhin [53, 37, 81, 92, 59],
they reached a remarkable conjecture on identities expressing the central charges
of conformal field theories in terms of L(x), and partly established it.
In what follows, g denotes any one of the simple Lie algebras Ar, Br, . . . , G2
as in the previous sections. In Section 2.2, we defined the level ℓ restricted Y-
system for g for ℓ ∈ Z≥1. Let us introduce the system of relations for the variable
{Y (a)m | a ∈ I, 1 ≤ m ≤ taℓ − 1} obtained from the level ℓ restricted Y-system by
setting Y
(a)
m (u) = Y
(a)
m dropping the dependence on the spectral parameter u. We
call it the level ℓ restricted constant Y-system.
Theorem 5.1 ([93, 94]). There exists a unique solution of the level ℓ restricted
constant Y-system for g satisfying Y
(a)
m ∈ R>0 for all a ∈ I, 1 ≤ m ≤ taℓ− 1.
Theorem 5.1 was proved by [93] for simply laced case, and extended to nonsimply
laced case by [94] using the same method. For more information on the constant
Y-system, see Section 14.4 and 14.6.
The following theorem was originally conjectured by [81] and [59] for simply
laced case, and conjectured by [92] and properly corrected by [18] for nonsimply
laced case.
Theorem 5.2 (Dilogarithm identities [92, 95, 94, 96]). Suppose that a family of
positive real numbers {Y (a)m | a ∈ I, 1 ≤ m ≤ taℓ − 1} satisfy the level ℓ constant
Y-system for g. Then, the following identities hold:
6
π2
∑
a∈I
taℓ−1∑
m=1
L
(
Y
(a)
m
1 + Y
(a)
m
)
=
ℓ dim g
ℓ+ h∨
− rank g, (5.5)
where h∨ is the dual Coxeter number of g (2.3).
The rational number of the first term on the RHS of (5.5) is the central charge
of the Wess-Zumino-Witten conformal field theory associated with g with level ℓ
[97, 98]. The rational number on the RHS of (5.5) itself is also the central charge of
the parafermion conformal field theory associated with g with level ℓ [99, 100]. The
identity (5.5) is crucial to establish the connection between conformal field theories
and various types of non conformal integrable models in various limits (cf. Section
15.3).
Example 5.3 ([53]). Consider the case g = A1 and any ℓ, which is equivalent to
the case g = Aℓ−1 and ℓ = 2 by the level-rank duality. Then, one has the solution
Y (1)m =
sin2 πℓ+2
sin mπℓ+2 sin
(m+2)π
ℓ+2
, (5.6)
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and the corresponding identity (5.5) reads
6
π2
ℓ−1∑
m=1
L
(
sin2 πℓ+2
sin2 (m+1)πℓ+2
)
=
3ℓ
2 + ℓ
− 1. (5.7)
This identity has been known and studied by various authors in various points
of view. See [101, 102] and reference therein. In particular, the identity is derived
[103, 104] from the following q-series expression [105] for the parafermion conformal
character (“string function” in [11] multiplied with Dedekind’s eta function):
∞∑
n1,...,nℓ−1=0
q
∑ℓ−1
k,m=1 nknm(min(k,m)− kmℓ )
ℓ−1∏
m=1
(q)−1nm , (q)k :=
k∏
j=1
(1 − qj), (5.8)
where the sum is under the constraint
∑ℓ−1
m=1mnm ≡ 0 mod 2ℓ. In fact, a crude
estimate by a saddle point method tells that as q → 1, this series diverges as
const · (q)−c/24 where c is the LHS of (5.7) and q → 0 is the modular conjugate
specified by (ln q)(ln q) = 4π2. Comparing this with the known asymptotics of the
string function [11] yields (5.7). For general g, see around (14.43).
For g = Ar, Kirillov [92] gave the explicit expression of the solution (cf. Example
14.4), and proved the corresponding identity (5.5) by the analytic method, but an
extension of the proof to the other cases seemed difficult.
In the 1990s, people pursued a proof through lifting the dilogarithm identities
to the Rogers-Ramanujan type identities as Example 5.3 (e.g. [106, 107, 108, 109,
110]). This created a new subject called the Fermionic formula of conformal char-
acters and their variants, which turned out to be a rich subject itself, and it has
been intensively studied to this day by its own right. See (ii) in Section 13.8. In
spite of this successful development, the original problem of proving the dilogarithm
identities (5.5) itself did not make much progress.
The scene changed after the introduction of a new class of commutative algebras
called cluster algebras by Fomin-Zelevinsky [111] around 2000, which we explain in
this section.
5.2. Cluster algebras with coefficients. Here we recall the definition of the
cluster algebras with coefficients and some of their basic properties, following the
convention in [9] with slight change of notations and terminology. See [9] for more
detail and information.
Fix an arbitrary semifield P, i.e. an abelian multiplicative group endowed with a
binary operation of addition ⊕ which is commutative, associative, and distributive
with respect to the multiplication [112]. Let QP denote the quotient field of the
group ring ZP of P. Let I be a finite set19, and let B = (Bij)i,j∈I be a skew
symmetrizable (integer) matrix; namely, there is a diagonal positive integer matrix
D such that t(DB) = −DB. Let x = (xi)i∈I be an I-tuple of formal variables, and
let y = (yi)i∈I be an I-tuple of elements in P. For the triplet (B, x, y), called the
initial seed, the cluster algebra A(B, x, y) with coefficients in P is defined as follows.
Let (B′, x′, y′) be a triplet consisting of skew symmetrizable matrix B′, an I-
tuple x′ = (x′i)i∈I with x
′
i ∈ QP(x), and an I-tuple y′ = (y′i)i∈I with y′i ∈ P.
19 This I does not necessarily correspond to the I in Section 2.1 for the index set of Dynkin
diagrams.
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For each k ∈ I, we define another triplet (B′′, x′′, y′′) = µk(B′, x′, y′), called the
mutation of (B′, x′, y′) at k, as follows.
(i) Mutations of the matrix.
B′′ij =
{
−B′ij i = k or j = k,
B′ij +
1
2 (|B′ik|B′kj +B′ik|B′kj |) otherwise.
(5.9)
(ii) Exchange relation of the coefficient tuple.
y′′i =

y′k
−1 i = k,
y′i
1
(1 ⊕ y′k−1)B
′
ki
i 6= k, B′ki ≥ 0,
y′i(1 ⊕ y′k)−B
′
ki i 6= k, B′ki ≤ 0.
(5.10)
(iii) Exchange relation of the cluster.
x′′i =

y′k
∏
j:B′jk>0
x′j
B′jk +
∏
j:B′jk<0
x′j
−B′jk
(1⊕ y′k)x′k
i = k.
x′i i 6= k,
(5.11)
It is easy to see that µk is an involution, namely, µk(B
′′, x′′, y′′) = (B′, x′, y′).
Now, starting from the initial seed (B, x, y), iterate mutations and collect all the
resulted triplets (B′, x′, y′). We call (B′, x′, y′) the seeds , y′ and y′i a coefficient
tuple and a coefficient , x′ and x′i, a cluster and a cluster variable, respectively. The
cluster algebra A(B, x, y) with coefficients in P is the ZP-subalgebra of the rational
function field QP(x) generated by all the cluster variables.
It is standard to identify a skew-symmetric (integer) matrix B = (Bij)i,j∈I with
a quiver Q without loops or 2-cycles. The set of the vertices of Q is given by I, and
we put Bij arrows from i to j if Bij > 0. The mutation Q
′′ = µk(Q′) of a quiver
Q′ is given by the following rule: For each pair of an incoming arrow i→ k and an
outgoing arrow k → j in Q′, add a new arrow i→ j. Then, remove a maximal set
of pairwise disjoint 2-cycles. Finally, reverse all arrows incident with k.
Let Puniv(y) be the universal semifield of the I-tuple of generators y = (yi)i∈I ,
namely, the semifield consisting of the subtraction-free rational functions of formal
variables y with usual multiplication and addition in the rational function field
Q(y). We write ⊕ in Puniv(y) as + for simplicity.
From now on, unless otherwise mentioned, we set the semifield P for A(B, x, y)
to be Puniv(y), where y is the coefficient tuple in the initial seed (B, x, y).
Let Ptrop(y) be the tropical semifield of y = (yi)i∈I , which is the abelian multi-
plicative group freely generated by y endowed with the addition ⊕∏
i
yaii ⊕
∏
i
ybii =
∏
i
y
min(ai,bi)
i . (5.12)
There is a canonical surjective semifield homomorphism πT (the tropical evaluation)
from Puniv(y) to Ptrop(y) defined by πT(y) = y. For any coefficient y
′
i of A(B, x, y),
let us write [y′i]T := πT(y
′
i) for simplicity. We call [y
′
i]T’s the tropical coefficients
(the principal coefficients in [9]). They satisfy the exchange relation (5.10) by
replacing y′i with [y
′
i]T with ⊕ being the addition in (5.12). We also extend this ho-
momorphism to the homomorphism of fields πT : (QPuniv(y))(x)→ (QPtrop(y))(x).
To each seed (B′, x′, y′) of A(B, x, y) we attach the F -polynomials F ′i (y) ∈ Q(y)
(i ∈ I) by the specialization of [x′i]T at xj = 1 (j ∈ I). It is, in fact, a polynomial
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in y with integer coefficients due to the Laurent phenomenon [9, Proposition 3.6].
For definiteness, let us take I = {1, . . . , n}. Then, x′ and y′ have the following
factorized expressions [9, Proposition 3.13, Corollary 6.3] by the F -polynomials.
x′i =
 n∏
j=1
x
g′ji
j
 F ′i (yˆ1, . . . , yˆn)
F ′i (y1, . . . , yn)
, yˆi = yi
n∏
j=1
x
Bji
j , (5.13)
y′i = [y
′
i]T
n∏
j=1
F ′j(y1, . . . , yn)
B′ji . (5.14)
The integer vector g′i = (g
′
1i, . . . , g
′
ni) (i = 1, . . . , n) uniquely determined by (5.13)
for each x′i is called the g-vector for x
′
i.
Let i = (i1, . . . , ir) be an I-sequence, namely, i1, . . . , ir ∈ I. We define the com-
posite mutation µi by µi = µir · · ·µi2µi1 , where the product means the composition.
Lemma 5.4. Let B = (Bij)i,j∈I be a skew symmetrizable matrix and let i =
(i1, . . . , ir) be an I-sequence. Suppose that Biaib = 0 for any 1 ≤ a, b ≤ r. Then,
the following facts hold.
(a) For any permutation σ of {1, . . . , r}, we have
µi(B, x, y) = µ(iσ(1) ,...,iσ(r))(B, x, y). (5.15)
(b) Let B′ = µi(B). Then, B′iaib = 0 holds for any 1 ≤ a, b ≤ r.
(c) Let (B′, x′, y′) = µi(B, x, y). Then, (B, x, y) = µi(B′, x′, y′).
5.3. T and Y-systems in cluster algebras. All the T and Y-systems in Sec-
tions 2.1–2.5 are regarded as relations among a cluster among cluster variables and
coefficients in certain cluster algebras A(B, x, y).
Let us mention two big advantages of cluster algebra formulation.
(a) The T and Y-systems are integrated in one algebra A(B, x, y), and com-
monly controlled by F -polynomials (together with tropical coefficients and
g-vectors) through the formulas (5.13) and (5.14). This fact may be hardly
realized just by treating the T and Y-systems only.
(b) The cluster algebraA(B, x, y) itself is further controlled by the (generalized)
cluster category developed by [113, 114, 115, 116, 117, 118].
Here we concentrate on an example of level 4 restricted T and Y-systems for
A4 to present a basic idea. Let Q be the following quiver with index set I =
{1, 2, 3, 4}×{1, 2, 3}. Note that we also attached the property +/− to each vertex.
✻
❄
❄
✻
✻
❄
❄
✻
✛ ✲ ✛
✲ ✛ ✲
✛ ✲ ✛
+ − + −
− + − +
+ − + −
(1, 1) (2, 1) (3, 1) (4, 1)
(1, 2) (2, 2) (3, 2) (4, 2)
(1, 3) (2, 3) (3, 3) (4, 3)
(5.16)
Below we identify Q with the corresponding skew symmetric matrix B as described
in Section 5.2.
Let i+ (resp. i−) be a sequence of all the distinct elements of I with property +
(resp. −), where the order of the sequence is chosen arbitrarily thank to Lemma 5.4.
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Then, the quiver Q has the following periodicity under the sequences of mutation
i+ and i−:
Q
µi+←→ Qop µi−←→ Q, (5.17)
where Qop is the opposite quiver of Q, namely, the quiver obtained from Q by
inverting all the arrows.
Now we set (Q(0), x(0), y(0)) := (Q, x, y) (the initial seed of A(Q, x, y)) and
consider the corresponding infinite sequence of mutations of seeds
· · · µi+←→ (Q(−1), x(−1),y(−1)) µi−←→ (Q(0), x(0), y(0)) µi+←→
(Q(1), x(1), y(1))
µi−←→ (Q(2), x(2), y(2)) µi+←→ · · · ,
(5.18)
Q(u) =
{
Q u is even
Qop u is odd,
(5.19)
thereby introducing a family of clusters x(u) (u ∈ Z) and coefficients tuples y(u)
(u ∈ Z).
For ((i, i′), u) ∈ I×Z, we write ((i, i′), u) : p+ if i+ i′+u is even, or equivalently,
if u is even and (i, i′) has the property +, or u is odd and (i, i′) has the property
−. Plainly speaking, ((i, i′), u) : p+ is a forward mutation point in (5.18).
For ((i, i′), u) ∈ I ×Z, we set ((i, i′), u) : p˜+ if ((i, i′), u+1) : p+. Consequently,
we have
((i, i′), u) : p˜+ ⇐⇒ ((i, i′), u± 1) : p+. (5.20)
First, we explain how the Y-system appears in cluster algebra. The sequence
of mutations (5.18) gives various relations among coefficients yi,i′(u) (((i, i
′), u) ∈
I × Z) by the exchange relation (5.10). Then, all these coefficients are products of
the “generating” coefficients yi,i′(u) and 1+ yi,i′(u) (((i, i
′), u) : p+). Furthermore,
these generating coefficients obey some relations, which are the Y-system.
Let us write down the relations explicitly. Take ((i, i′), u) : p+ and consider the
mutation at ((i, i′), u), where yi,i′(u) is exchanged to yi,i′(u + 1) = yi,i′(u)−1, by
(5.10). In the next step going from Q(u + 1) to Q(u + 2), the (forward) mutation
points are those satisfying ((j, j′), u+1) : p+. Therefore the above yi,i′(u+1) gets
multiplied by factors (1 + yj,j′(u + 1)) if the quiver Q(u + 1) has an arrow from
(i, i′) to (j, j′), and (1 + yj,j′(u+1)−1)−1 if the quiver Q(u+ 1) has an arrow from
(j, j′) to (i, i′). The result coincides with the coefficient yi,i′(u + 2). In summary,
we have the following relations: For ((i, i′), u) : p+,
yi,i′(u)yi,i′(u + 2) =
(1 + yi−1,i′(u + 1))(1 + yi+1,i′(u+ 1))
(1 + yi,i′−1(u + 1)−1)(1 + yi,i′+1(u+ 1)−1)
, (5.21)
where y0,i′(u + 1) = y5,i′(u + 1) = 0 and yi,0(u + 1)
−1 = yi,4(u + 1)−1 = 0 on the
RHS. Or, equivalently, for ((i, i′), u) : p˜+,
yi,i′(u− 1)yi,i′(u+ 1) = (1 + yi−1,i
′(u))(1 + yi+1,i′(u))
(1 + yi,i′−1(u)−1)(1 + yi,i′+1(u)−1)
. (5.22)
This certainly agrees with the level 4 restricted Y-system for A4 under the identi-
fication of yi,i′(u) with Y
(i)
i′ (u).
Next, we explain how the T-system appears in cluster algebra. The sequence of
mutations (5.18) gives various relations among cluster variables xi,i′ (u) (((i, i
′), u) ∈
I × Z) by the exchange relation (5.11). All these coefficients are represented by
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the “generating” cluster variables xi,i′ (u) (((i, i
′), u) : p+). Furthermore, these
generating cluster variables obey some relations, which are the T-system.
Let us write down the relations explicitly. Take ((i, i′), u) : p+ and consider
the mutation at ((i, i′), u). Then, by (5.11) and the fact that ((i ± 1, i′), u) and
((i, i′ ± 1), u) are not forward mutation points, we have
xi,i′ (u)xi,i′ (u+ 2) =
yi,i′(u)
1 + yi,i′(u)
xi−1,i′ (u+ 1)xi+1,i′ (u+ 1)
+
1
1 + yi,i′(u)
xi,i′−1(u+ 1)xi,i′+1(u+ 1),
(5.23)
where x0,i′(u + 1) = x5,i′(u + 1) = xi,0(u + 1) = xi,4(u + 1) = 1 on the RHS. By
introducing the “shifted cluster variables” x˜i(u) := xi(u + 1) for ((i, i
′), u) : p˜+,
these relations can be written in a more “balanced” form and become parallel to
(5.22) as follows: For ((i, i′), u) : p+,
x˜i,i′(u − 1)x˜i,i′(u+ 1) = yi,i
′(u)
1 + yi,i′(u)
x˜i−1,i′ (u)x˜i+1,i′ (u)
+
1
1 + yi,i′(u)
x˜i,i′−1(u)x˜i,i′+1(u).
(5.24)
Let A(B, x) be the cluster algebra with trivial coefficients with initial seed (B, x).
Namely, we set every coefficient to be 1 in the trivial semifield 1 = {1}. Let π1 :
Puniv(y) → 1 be the projection. Let [xi(u)]1 be the image of xi(u) by the algebra
homomorphism A(B, x, y) → A(B, x) induced from π1. By the specialization of
(5.24), we have
[x˜i,i′ (u− 1)]1[x˜i,i′ (u+ 1)]1 = [x˜i−1,i′ (u)]1[x˜i+1,i′ (u)]1 + [x˜i,i′−1(u)]1[x˜i,i′+1(u)]1.
(5.25)
This certainly agrees with the level 4 restricted T-system for A4 under the identi-
fication of [x˜i,i′ (u)]1 with T
(i)
i′ (u).
For g simply laced, the quiver relevant to the level ℓ restricted T and Y-systems
is drawn similarly to (5.16) on the vertex set I = {nodes of the Dynkin diagram}×
{1, 2, . . . , ℓ − 1}. For g nonsimply laced, it is slightly more involved [94, 96]. Here
we only give examples for B3 with level 2 (left) and level 3 (right).
✛ ✛ ✲ ✛❄
✻❥
✯
✲ ✛ ✲ ✲
✛ ✛ ✲ ✛❄
✻
❄
✻✻
❄
✻
❄
✙
❨
❥
✯
Remark 5.5. Once we realize that the T and Y-systems are integrated in a single
cluster algebra with coefficients as above, the relation between T and Y-systems in
Theorem 2.5 becomes an immediate consequence of a more general relation between
cluster variables and coefficients in [9, Prop. 3.9], where (2.19) is a special case of
[9, eq. (3.7)] with the specialization of the base semifield P therein to the trivial
semifield. See also [119, Prop. 5 .11] for the relation between more general T and
Y-systems.
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5.4. Application to periodicity and dilogarithm identities. As remarkable
applications of the cluster algebra formulation, one can prove the periodicities of T
and Y-systems and dilogarithm identities (5.5).
The following periodicity property was originally conjectured for type A1 by [3],
for simply laced case by Ravanini-Tateo-Valleriani [5], and for nonsimply laced case
by Kuniba-Nakanishi-Suzuki [1].
Theorem 5.6 (Periodicity [120, 121, 122, 123, 124, 115, 125, 17, 94, 96]). For any
family of variables {Y (a)m (u) | a ∈ I, 1 ≤ m ≤ taℓ − 1, u ∈ Z} satisfying the level ℓ
restricted Y-system for g, one has the periodicity
Y (a)m (u+ 2(h
∨ + ℓ)) = Y (a)m (u). (5.26)
To prove Theorem 5.6 in full generality, the use of the categorification of the
cluster algebra by the cluster category by [117, 118] is essential.
Since the T-system is integrated in the same cluster algebra, one can simul-
taneously prove the periodicity of T-system as well, which was overlooked in the
literature until recently [126, 17].
Theorem 5.7 (Periodicity [9, 127, 124, 115, 17, 94, 96]). For any family of variables
{T (a)m (u) | a ∈ I, 1 ≤ m ≤ taℓ − 1, u ∈ Z} satisfying the level ℓ restricted T-system
for g, one has the periodicity
T (a)m (u+ 2(h
∨ + ℓ)) = T (a)m (u). (5.27)
Closely related to the periodicity of Y-systems, the following (significant) func-
tional generalization of the dilogarithm identities (5.5) was originally conjectured
for simply laced case by Gliozzi-Tateo [128].
Theorem 5.8 (Functional dilogarithm identities [120, 121, 129, 95, 94, 96]). Sup-
pose that a family of positive real numbers {Y (a)m (u) | a ∈ I, 1 ≤ m ≤ taℓ−1, u ∈ Z}
satisfy the level ℓ restricted Y-system for g. Then, the following identities hold:
6
π2
∑
a∈I
taℓ−1∑
m=1
2(h∨+ℓ)−1∑
u=0
L
(
Y
(a)
m (u)
1 + Y
(a)
m (u)
)
= 2(ℓh− h∨)rank g, (5.28)
where h is the Coxeter number of g (2.3).
Example 5.9 ([128]). (i) In the simplest case, type A1, the identity (5.28) is
equivalent to (5.3).
(ii) In the next simplest case, type A2, the identity (5.28) is equivalent to the
5-term relation (5.4).
Theorem 5.8 implies Theorem 5.2; namely, take a constant solution Y
(a)
m =
Y
(a)
m (u) of the Y-system with respect to the spectral parameter u. Or equiva-
lently, take a solution to the constant Y-system in Section 14.4. Then, one obtains
(5.5) from (5.28).
See Section 5.5 for more precise account of contributions to Theorems 5.6, 5.7,
and 5.8.
5.5. Bibliographical notes. The cluster algebraic formulation of Y-systems was
given for the simply laced case with level 2 by [122], for the simply laced case
with general level by [115], for the nonsimply laced case by [94, 96], and for the
quantum affinizations of the tamely laced quantum Kac-Moody algebras by [78,
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130]. The recognition of T-systems in the cluster algebras was made a little later
than Y-systems in [131, 17, 132], though the simply laced case with level 2 clearly
appeared in [133]. The formulation here is due to [78, 94, 96]. See [119] for a further
generalization of T and Y-systems in view of cluster algebras.
Theorem 5.6 was proved for type Ar with level 2 by [120, 121], for the simply
laced case with level 2 by [133], for type Ar with general level by [123] and [124],
for the simply laced case with general level by [115, 125], and for all the cases with
unified method by [94, 96].
Theorem 5.7 was proved for the simply laced case with level 2 by [133], for type
Ar with general level by [127] and [124], for the simply laced case with general level
by [115] and [17], for type Cr with general level by [17], and for all the cases with a
unified method by [94, 96]. Actually in [17, 94, 96], refinements of Theorem 5.6 and
5.7 have been obtained concerning the property under the half shift u→ u+h∨+ ℓ.
Theorem 5.8 was proved for type Ar with level 2 by [120, 121], for the simply
laced case with level 2 by [129], for the simply laced case with general level by [95]
and for the nonsimply laced case by [94, 96]. See [119] for a further generalization
of dilogarithm identities in view of cluster algebras.
There is a dilogarithm conjecture that generalizes (5.5) involving −24×(scaling
dimensions) in addition to the central charge on the RHS. See [4] and [134, appendix
D]. Some of them has been proved in [101, section 1.3, 1.4].
6. Jacobi-Trudi type formula
6.1. Introduction: Type Ar. In this section we exclusively consider unrestricted
T-systems. By Theorem 4.3, we know that T
(a)
m (u) is expressible as a polynomial
in the fundamental ones T
(1)
1 (v), . . . , T
(r)
1 (v) with various v. Such formulas can be
derived directly. Consider for instance the unrestricted T-system for A2:
T (1)m (u − 1)T (1)m (u+ 1) = T (1)m−1(u)T (1)m+1(u) + T (2)m (u),
T (2)m (u − 1)T (2)m (u+ 1) = T (2)m−1(u)T (2)m+1(u) + T (1)m (u).
Setting m = 1, 2 and noting T
(1)
0 (u) = T
(2)
0 (u) = 1, one gets
T
(1)
2 (u) = T
(1)
1 (u − 1)T (1)1 (u+ 1)− T (2)1 (u),
T
(2)
2 (u) = T
(2)
1 (u − 1)T (2)1 (u+ 1)− T (1)1 (u),
T
(1)
3 (u) = T
(1)
1 (u − 2)T (1)1 (u)T (1)1 (u+ 2)− T (1)1 (u− 2)T (2)1 (u+ 1)
− T (1)1 (u+ 2)T (2)1 (u − 1) + 1.
The formulas generated in this manner are systematized in a determinant form:
T
(1)
2 (u) =
∣∣∣∣∣T (1)1 (u− 1) T (2)1 (u)1 T (1)1 (u+ 1)
∣∣∣∣∣ , T (2)2 (u) =
∣∣∣∣∣T (2)1 (u − 1) 1T (1)1 (u) T (2)1 (u+ 1)
∣∣∣∣∣ ,
T
(1)
3 (u) =
∣∣∣∣∣∣∣
T
(1)
1 (u− 2) T (2)1 (u− 1) 1
1 T
(1)
1 (u) T
(2)
1 (u+ 1)
0 1 T
(1)
1 (u+ 2)
∣∣∣∣∣∣∣ .
Proceeding similarly, one gets
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Theorem 6.1 ([59]). For the unrestricted T-system for Ar, the following formula
is valid:
T (a)m (u) = det(T
(a−i+j)
1 (u + i+ j −m− 1))1≤i,j≤m, (6.1)
where T
(a)
1 (u) = 0 unless 0 ≤ a ≤ r + 1, and T (0)1 (u) = T (r+1)1 (u) = 1.
The proof reduces to the Jacobi identity among the determinants
D[m+1m+1 ]D[
1
1 ] = D[
1,m+1
1,m+1 ]D +D[
1
m+1 ]D[
m+1
1 ], (6.2)
where D[ i1,i2,...j1,j2,... ] is the minor of D removing ik’s rows and jk’s columns.
Alternatively, one can also solve the T-system to express everything by T
(1)
k (v)
with various v and k. By the same method as before, one can easily systematize
such formulas and establish
Theorem 6.2 ([59]). For the unrestricted T-system for Ar (2.5) without assuming
T
(r+1)
m (u) = 1, the following formula is valid:
T (a)m (u) = det(T
(1)
m−i+j(u+ i+ j − a− 1))1≤i,j≤a (1 ≤ a ≤ r + 1), (6.3)
where T
(1)
0 (u) = 1 and T
(1)
m (u) = 0 for m < 0.
The formulas (6.1) and (6.3) are quantum analog of the Jacobi-Trudi formula
for Schur functions [135].
In the remainder of this section, we present the Jacobi-Trudi type formulas
analogous to (6.1) for the T-systems for Br, Cr and Dr. The result involves not
only determinants but also Pfaffians for T
(r)
m (u) in Cr and T
(r−1)
m (u) and T
(r)
m (u)
in Dr.
6.2. Type Br. For any k ∈ C, set
xak =
{
T
(a)
1 (u + k) 1 ≤ a ≤ r,
1 a = 0.
(6.4)
We introduce the infinite dimensional matrices T = (Tij)i,j∈Z and E = (Eij)i,j∈Z as
follows.
Tij =

x
j−i
2 +1
i+j
2 −1
if i ∈ 2Z+ 1 and i−j2 ∈ {1, 0, . . . , 2− r},
−x
i−j
2 +2r−2
i+j
2 −1
if i ∈ 2Z+ 1 and i−j2 ∈ {1− r,−r, . . . , 2− 2r},
−xr
r+i− 52
if i ∈ 2Z and j = i+ 2r − 3,
0 otherwise.
(6.5)
Eij =

±1 if i = j − 1± 1 and i ∈ 2Z,
xri−1 if i = j − 1 and i ∈ 2Z+ 1,
0 otherwise.
(6.6)
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For instance for B3, they read
(Tij)i,j≥1 =

x10 0 x
2
1 0 −x22 0 −x13 0 −1
0 0 0 0 −x35/2 0 0 0 0
1 0 x12 0 x
2
3 0 −x24 0 −x15 · · ·
0 0 0 0 0 0 −x39/2 0 0
0 0 1 0 x14 0 x
2
5 0 −x26
...
. . .

, (6.7)
(Eij)i,j≥1 =

0 x30 0 0 0 0 0
0 1 0 −1 0 0 0
0 0 0 x32 0 0 0
0 0 0 1 0 −1 0 · · ·
0 0 0 0 0 x34 0
0 0 0 0 0 1 0
...
. . .

. (6.8)
Let T |u→u+s be the overall shift of the lower index xak → xak+s in T in accordance
with (6.4). As is evident from this example, the quantity xak is contained in T |u→u+s
at most once as its matrix element for any 1 ≤ a ≤ r and k. For example, the shift
s = 1 is needed to accommodate x11 as the (1,1) element of T |u→u+s. In view
of this, we employ the notation Tm(i, j,±xak) to mean the m by m sub-matrix of
T |u→u+s, where s is chosen so that its (i, j) element becomes exactly ±xak. For
example in (6.7),
T3(1, 1, x10) =
x10 0 x210 0 0
1 0 x12
 , T3(1, 1, x11) =
x11 0 x220 0 0
1 0 x13
 ,
T2(1, 2,−x35/2) =
(
0 −x35/2
0 x23
)
, T2(1, 2,−x32) =
(
0 −x32
0 x25/2
)
.
We also use the similar notation Em(i, j,±xrk). Now the result for Br is stated as
Theorem 6.3 ([136]). For unrestricted T-system for Br, the following formula is
valid:
T (a)m (u) = det
(T2m−1(1, 1, xa−m+1) + E2m−1(1, 2, xr−m+r−a+12 )) (1 ≤ a < r),
T (r)m (u) = (−1)m(m−1)/2 det
(Tm(1, 2,−xr−1−m2 +1) + Em(1, 1, xr−m2 + 12 )).
6.3. Type Cr. Here we introduce the infinite dimensional matrix T by
Tij =

xj−i+1i+j
2 −1
if i− j ∈ {1, 0, . . . , 1− r},
−xi−j+2r+1i+j
2 −1
if i− j ∈ {−1− r,−2− r, . . . ,−1− 2r},
0 otherwise.
(6.9)
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For instance, for C2, it reads
(Tij)i,j≥1 =

x10 x
2
1/2 0 −x23/2 −x12 −1 0 0
1 x11 x
2
3/2 0 −x25/2 −x13 −1 0 · · ·
0 1 x12 x
2
5/2 0 −x27/2 −x14 −1
0 0 1 x13 x
2
7/2 0 −x29/2 −x15
...
. . .
 .
We keep the notation (6.4) and Tm(i, j,±xak) (1 ≤ a ≤ r) as in Section 6.2. Note
that Tm(1, 2,−xrk) is an anti-symmetric matrix for any m.
Theorem 6.4 ([136]). For unrestricted T-system for Cr, the following formula is
valid:
T (a)m (u) = det Tm(1, 1, xa−m2 + 12 ) (1 ≤ a < r), (6.10)
T (r)m (u) = (−1)mpf T2m(1, 2,−xr−m+1). (6.11)
As an additional result, we have the following relations.
T (r)m (u− 12 )T (r)m (u+ 12 ) = det T2m(1, 1, xr−m+ 12 ), (6.12)
T (r)m (u)T
(r)
m+1(u) = det T2m+1(1, 1, xr−m). (6.13)
If one extends the definition of xak (6.4) by x
a
k + x
2r+2−a
k = 0 in accordance with
(9.31), then (6.10) is identical with the result (6.1) for A2r+1.
As remarked in the end of Section 2.1, the T-systems forB2 and C2 are equivalent
by the interchange T
(1)
m (u)↔ T (2)m (u). Therefore Theorems 6.3 and 6.4 supply these
T-systems with two kinds of Jacobi-Trudi type formulas.
6.4. Type Dr. Here we define the infinite dimensional matrices T and E by
Tij =

x
j−i
2 +1
i+j
2 −1
if i ∈ 2Z+ 1 and i−j2 ∈ {1, 0, . . . , 3− r},
−xr−1i+j−1
2
if i ∈ 2Z+ 1 and i−j2 = 52 − r,
−xri+j−3
2
if i ∈ 2Z+ 1 and i−j2 = 32 − r,
−x
i−j
2 +2r−3
i+j
2 −1
if i ∈ 2Z+ 1 and i−j2 ∈ {1− r,−r, . . . , 3− 2r},
0 otherwise.
(6.14)
Eij =

±1 if i = j − 2± 2 and i ∈ 2Z,
xr−1i if i = j − 3 and i ∈ 2Z,
xri−2 if i = j − 1 and i ∈ 2Z,
0 otherwise.
(6.15)
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For instance for D4, they read
(Tij)i,j≥1 =

x10 0 x
2
1 −x32 0 −x42 −x23 0 −x14 0 −1
0 0 0 0 0 0 0 0 0 0 0 · · ·
1 0 x12 0 x
2
3 −x34 0 −x44 −x25 0 −x16
0 0 0 0 0 0 0 0 0 0 0
...
. . .
 ,
(Eij)i,j≥1 =

0 0 0 0 0 0 0 0 0
0 1 x40 0 x
3
2 −1 0 0 0 . . .
0 0 0 0 0 0 0 0 0
0 0 0 1 x42 0 x
3
4 −1 0
...
 .
We keep the notations (6.4), Tm(i, j,±xak) (1 ≤ a ≤ r−2) and Tm(i, j,−xak), Em(i, j, xak)
(a = r − 1, r) as in Section 6.2.
Theorem 6.5 ([136]). For unrestricted T-system for Dr, the following formula is
valid:
T (a)m (u) = det
(T2m−1(1, 1, xa−m+1) + E2m−1(2, 3, xr−m−r+a+4)) (1 ≤ a ≤ r − 2),
(6.16)
T (r−1)m (u) = pf
(T2m(2, 1,−xr−1−m+1) + E2m(1, 2, xr−1−m+1)), (6.17)
T (r)m (u) = (−1)mpf
(T2m(1, 2,−xr−m+1) + E2m(2, 1, xr−m+1)). (6.18)
The matrices in (6.17) and (6.18) are indeed anti-symmetric. The following
relations also hold.
T (r−1)m (u)T
(r)
m (u) = (−1)m det
(T2m(1, 1,−xr−1−m+1) + E2m(2, 2, xr−m+1)),
T (r−1)m (u+ 1)T
(r)
m (u − 1) = (−1)m det
(T2m(1, 1,−xr−m) + E2m(2, 2, xr−1−m+2)),
T
(r−1)
m+1 (u)T
(r)
m (u − 1) = (−1)m+1 det
(T2m+1(1, 1,−xr−1−m) + E2m+1(2, 2, xr−m)),
T (r−1)m (u+ 1)T
(r)
m+1(u) = (−1)m det
(T2m+1(2, 1, xr−2−m+1) + E2m+1(1, 1, xr−m)).
Theorems 6.3–6.5 can only be proved by using (6.2) and the fact (pf)2 = det.
6.5. Another Jacobi-Trudi type formula for Br. For Br and Dr, a variant of
the Jacobi-Trudi type formula is known which has a quite similar structure to the
Ar case. Compared with the rather sparse matrices T and E , the relevant matrices
are dense and involve some auxiliary variables. Here we present the result for Br.
The Dr case is similar although slightly more involved.
Given T
(1)
1 (u), . . . , T
(r)
1 (u), we introduce the auxiliary variable T
a(u) for all a ∈ Z
by
T a(u) =

0 a < 0,
1 a = 0,
T
(a)
1 (u) 1 ≤ a ≤ r − 1,
(6.19)
T a(u) + T 2r−1−a(u) = T (r)1 (u− r + a+ 12 )T (r)1 (u+ r − a− 12 ) for all a ∈ Z.
(6.20)
Recall that ta = 1 for a 6= r and tr = 2 for Br according to (2.1).
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Theorem 6.6 ([137]). For unrestricted T-system for Br, the following formula is
valid:
T
(a)
tam(u) = det(T
a+i−j(u+ i + j −m− 1))1≤i,j≤m (1 ≤ a ≤ r), (6.21)
T
(r)
2m+1(u)
=
∣∣∣∣∣∣∣∣∣
T
(r)
1 (u−m) T
r−1(u−m+ 1
2
) T r−2(u−m+ 3
2
) · · · T r−m(u− 1
2
)
T
(r)
1 (u−m+ 2) T
r(u−m+ 3
2
) T r−1(u−m+ 5
2
) · · · T r−m+1(u+ 1
2
)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
T
(r)
1 (u+m) T
r+m−1(u+ 1
2
) T r+m−2(u+ 3
2
) · · · T r(u+m− 1
2
)
∣∣∣∣∣∣∣∣∣ ,
(6.22)
where the matrix (6.22) is of size m + 1, its (i+1, 1) element is T
(r)
1 (u −m + 2i)
and the rest has the same pattern as (6.21) for T
(r)
2m+2(u− 12 ).
6.6. Bibliographical notes. The formulas (6.1)–(6.3) for Ar in Theorem 6.1 first
appeared in [59] before the T-system was formulated. There, transfer matrices
more general than T
(a)
m (u) were considered. Theorems 6.3–6.5 supplemented the
determinant conjectures in [1] with Pfaffians. A result forDr analogous to Theorem
6.6 is available in [138].
7. Tableau sum formula
7.1. Type Ar. Let 1 u, . . . , r+1 u be variables depending on u. If we set T
(1)
1 (u) =∑r+1
a=1 a u, then
T
(1)
1 (u− 1)T (1)1 (u+ 1) =
∑
a≤b
a
u−1 b u+1 +
∑
a>b
b
u+1
a
u−1
, (7.1)
where the both arrays of the boxes stand for the product. Comparing this with
the T-system relation T
(1)
1 (u− 1)T (1)1 (u+1) = T (1)2 (u) + T (2)1 (u), one may identify
T
(1)
2 (u) and T
(2)
1 (u) individually with the two terms in (7.1), and try to further
establish similar formulas for higher T
(a)
m (u). Such a procedure leads to a solution
of the T-system expressed as a sum of tableaux. In fact, if one forgets the spec-
tral parameter u in (7.1), it can be viewed as the identity among Schur functions
corresponding to the irreducible decomposition of the Ar-modules:
⊗ = ⊕
(7.2)
In this sense the result presented in what follows for Ar is a deformation of the
classical tableau sum formula for the Schur functions [135].
Consider the Young diagram (ma) of a × m rectangular shape. Let Tab(ma)
be the set of semistandard tableaux on (ma) with numbers {1, 2, . . . , r+1}. The
inscribed numbers are strictly increasing to the bottom and non-decreasing to the
right. For example when r = 2,
Tab(2) = { },, , , , ,
Tab(22) =
{
1 1 1 2 1 3 2 2 2 3 3 3
}
.
, , , , ,
1 1 1 1 1 1 1 2 1 2 2 2
2 2 2 3 3 3 2 3 3 3 3 3
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Note that Tab(ma) is empty for a > r + 1. We define
Tu =
a∏
i=1
m∏
j=1
tij
u+a−m−2i+2j
for T = (tij) ∈ Tab(ma), (7.3)
where tij denotes the entry of the box in the ith row and the jth column from the
top left.
Theorem 7.1.
T (a)m (u) =
∑
T∈Tab(ma)
Tu (1 ≤ a ≤ r + 1) (7.4)
is a solution of the T-system for Ar (2.5).
We note that T
(r+1)
m (u) here is not just 1 but non trivially chosen as (7.4) as
opposed to the original definition of the T-system. However, Tab(mr+1) consists
of a unique tableau; therefore, (7.4) states that T
(r+1)
m (u) is a monomial:
T (r+1)m (u) =
m∏
j=1
T
(r+1)
1 (u−m− 1 + 2j), T (r+1)1 (u) =
r+1∏
i=1
i
u+r+2−2i. (7.5)
Thus the situation T
(r+1)
m (u) = 1 can be restored if the variables 1 u, . . . , r+1 u
are chosen so as to satisfy the simple relation T
(r+1)
1 (u) = 1. Theorem 7.1 yields
the q-characters by the special choice
a
u
= za(u) := Y
−1
a−1,qu+aYa,qu+a−1 (Y0,qu = Yr+1,qu = 1), (7.6)
which indeed satisfies the condition T
(r+1)
m (u) = 1. The restriction (4.22)-(4.23) of
the resulting q-character T
(a)
m (u) = χq(W
(a)
m (u)) is given by
resT (a)m (u) = χ(Vmωa) (7.7)
in the notation of (4.24) since the a×m rectangle Young diagram corresponds to
the highest weight mωa.
In the rest of this section we shall present the tableau sum formulas for g =
Br, Cr, Dr along the context of the q-characters T
(a)
m (u) = χq(W
(a)
m (u)). The con-
tents cover all the fundamental ones T
(1)
1 (u), . . . , T
(r)
1 (u), which is enough in prin-
ciple to determine all the higher ones T
(a)
m (u) due to Theorem 4.3. Some T
(a)
m (u)
allowing a relatively simple description will also be included.
7.2. Type Br. Let us introduce the index set and a total order on it as
J = {1, 2 . . . , r, 0, r, . . . , 2, 1}, 1 ≺ · · · ≺ r ≺ 0 ≺ r ≺ · · · ≺ 1. (7.8)
We introduce the variables corresponding to single box tableaux.
za(u) = Ya,q2u+2a−2Y
−1
a−1,q2u+2a (1 ≤ a ≤ r − 1),
zr(u) = Yr,q2u+2r−3Yr,q2u+2r−1Y
−1
r−1,q2u+2r ,
z0(u) = Yr,q2u+2r−1Yr,q2u+2r−3Y
−1
r,q2u+2r+1Y
−1
r,q2u+2r−1 ,
zr(u) = Yr−1,q2u+2r−2Y
−1
r,q2u+2r−1Y
−1
r,q2u+2r+1 ,
za(u) = Ya−1,q2u+4r−2a−2Y
−1
a,q2u+4r−2a (1 ≤ a ≤ r − 1),
(7.9)
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where Y0,qk = 1. (z0(u) in p1427 of [139] contains a misprint.) Consider the Young
diagram (ma) of a×m rectangular shape. Let Tab(Br,ma) be the set of tableaux
on (ma) with entries from J . The letter ti,j ∈ J inscribed on the ith row and the
jth column from the top left corner should satisfy the following conditions for any
adjacent pair:
ti,j  ti,j+1 and (ti,j , ti,j+1) 6= (0, 0),
ti,j ≺ ti+1,j or (ti,j , ti+1,j) = (0, 0). (7.10)
Given a tableau T = (ti,j) ∈ Tab(Br,ma) we set
Tu =
a∏
i=1
m∏
j=1
zti,j (u+ a−m+ 2i+ 2j). (7.11)
This is an analog of the Ar case (7.3).
Theorem 7.2 ([137, 68]). The q-character T
(a)
tam(u) = χq(W
(a)
tam(u)) is given by
T
(a)
tam(u) =
∑
T∈Tab(Br ,ma)
Tu (1 ≤ a ≤ r). (7.12)
Recall that ta (2.1) is 1 except tr = 2 for Br. The formula (7.12) is related to
(6.21) in a parallel way with the Ar case explained in the previous subsection. A
similar result is available for the remaining case T
(r)
2m+1(u) based on (6.22) [137].
Theorem 7.2 follows by combining the facts that the RHS and the T
(r)
2m+1(u) satisfy
the T-system [137], q-characters also satisfy the T-system [68], and the T
(a)
m (u) is
uniquely determined by the T-system and T
(a)
1 (u) (a ∈ I). See also [140].
Here we only give the formula for T
(r)
1 (u). It is known that the Uq(B
(1)
r )-module
W
(r)
1 (u) is isomorphic as a Uq(Br)-module to the spin representation of the latter.
Its weights are multiplicity-free and naturally labeled with the arrays (σ1, . . . , σr) ∈
{±1}r. Accordingly we introduce
(σ1, . . . , σr)u =
r∏
a=1
(
Ya,q2u+2r−1−ρa
) 1
2 (σa−σa+1) , (7.13)
ρa = 2(σ1 + · · ·+ σa−1) + σa − σa+1
ta
, σr+1 = −σr. (7.14)
Then we have
T
(r)
1 (u) =
∑
σ1,...,σr=±1
(σ1, . . . , σr)u. (7.15)
For r = 2, T
(2)
1 (u) = χq(W
(2)
1 (u)) has been written down in Example 4.5.
7.3. Type Cr. Let us introduce the index set and a total order on it as
J = {1, 2 . . . , r, r, . . . , 2, 1}, 1 ≺ · · · ≺ r ≺ r ≺ · · · ≺ 1. (7.16)
For 1 ≤ a ≤ r we set
za(u) = Ya,q2u+a−1Y
−1
a−1,q2u+a ,
za(u) = Ya−1,q2u+2r−a+2Y
−1
a,q2u+2r−a+3 ,
(7.17)
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where Y0,qk = 1. Here we present the tableau sum formulas for T
(1)
m (u) and T
(a)
1 (u).
Consider the Young diagram (m) with length m one row shape. Let Tab(Cr , (m))
be the set of tableaux on it with entries from J having the following form:
2n︷ ︸︸ ︷
i1 · · · ik r r · · · r r jl · · · j1
1  i1  · · ·  ik  r, r  jl  · · ·  j1  1. (7.18)
Here k, l and n are any nonnegative integers satisfying k + 2n+ l = m. Let those
tableaux be denoted simply by the array of entries as (i1, . . . , j1) ∈ Jm. Then we
have
T (1)m (u) =
∑
(i1,...,im)∈Tab(Cr,(m))
m∏
k=1
zik
(
u+
2k −m− 1
2
)
. (7.19)
Consider the Young diagram (1a) with length a one column shape. Let Tab(Cr, (1
a))
be the set of tableaux on it with entries from J . The letter ik ∈ J inscribed on the
kth row from the top should satisfy the conditions:
i1 ≺ · · · ≺ ia,
r + k − l ≥ c for any k, l, c such that ik = c, il = c. (7.20)
Denote such a tableau by the array (i1, . . . , ia) ∈ Ja. Then we have
T
(a)
1 (u) =
∑
(i1,...,ia)∈Tab(Cr,(1a))
a∏
k=1
zik
(
u+
a+ 1− 2k
2
)
(1 ≤ a ≤ r). (7.21)
We note that T
(1)
m (u) and T
(a)
1 (u) are the simplest cases in that the tableau rules
can actually be described just by arrays without introducing a tableau.
7.4. Type Dr. Here we treat T
(1)
m (u) and the fundamental q-characters T
(a)
1 (u).
Let us introduce the index set and a partial order on it as
J = {1, 2 . . . , r, r, . . . , 2, 1}, 1 ≺ · · · ≺ r − 1 ≺ r
r
≺ r − 1 ≺ · · · ≺ 1, (7.22)
where no order is assumed between r and r. For i ∈ J , define zi(u) by
za(u) = Ya,qu+a−1Y
−1
a−1,qu+a (1 ≤ a ≤ r − 2),
zr−1(u) = Yr−1,qu+r−2Yr,qu+r−2Y
−1
r−2,qu+r−1 ,
zr(u) = Yr,qu+r−2Y
−1
r−1,qu+r ,
zr(u) = Yr−1,qu+r−2Y
−1
r,qu+r ,
zr−1(u) = Yr−2,qu+r−1Y
−1
r−1,qu+rY
−1
r,qu+r ,
za(u) = Ya−1,qu+2r−a−2Y
−1
a,qu+2r−a−1 (1 ≤ a ≤ r − 2),
(7.23)
where Y0,qk = 1.
Let Tab(Dr, (m)) be the set of one row tableaux (i1, . . . , im) ∈ Jm obeying the
condition:
i1 ≺ · · · ≺ im,
r and r do not appear simultaneously.
(7.24)
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Then we have
T (1)m (u) =
∑
(i1,...,im)∈Tab(Dr,(m))
m∏
k=1
zik(u+ 2k −m− 1). (7.25)
For 1 ≤ a ≤ r−2, let Tab(Dr, (1a)) be the set of one column tableaux (i1, . . . , ia) ∈
Ja obeying the condition:
ik ≺ ik+1 or (ik, ik+1) = (r, r) or (ik, ik+1) = (r, r) for 1 ≤ k ≤ a− 1. (7.26)
Then we have
T
(a)
1 (u) =
∑
(i1,...,ia)∈Tab(Dr,(1a))
a∏
k=1
zik(u + a+ 1− 2k) (1 ≤ a ≤ r − 2). (7.27)
It is known that the Uq(D
(1)
r )-modules W
(r−1)
1 (u) and W
(r)
1 (u) are isomorphic
as Uq(Dr)-modules to the spin representations of the latter. Their weights are
multiplicity-free and naturally labeled with the arrays (σ1, . . . , σr) ∈ {±1}r. Ac-
cordingly we introduce
(σ1, . . . , σr)u =
(
Yr,qu+r−1−ρr
) 1
2 (σr+σr−1)
r−1∏
a=1
(
Ya,qu+r−1−ρa
) 1
2 (σa−σa+1) , (7.28)
ρa =
{
σ1 + · · ·+ σa−1 + σa−σa+12 1 ≤ a ≤ r − 1,
σ1 + · · ·+ σr−2 + σr+σr−12 a = r.
(7.29)
It follows that
(σ1, . . . , σr−1,−σr)u = (σ1, . . . , σr)u|Y
r,qk
↔Y
r−1,qk
. (7.30)
We have
T
(r−1)
1 (u) =
∑
σ1,...,σr=±1
σ1···σr=−1
(σ1, . . . , σr)u, T
(r)
1 (u) =
∑
σ1,...,σr=±1
σ1···σr=1
(σ1, . . . , σr)u.
(7.31)
7.5. Bibliographical notes. Tableau sums in Theorems 7.1 and 7.2 were respec-
tively given in [59] and [137] in the context of analytic Bethe ansatz for more general
skew shape Young diagrams. A uniform proof of the equality between the Jacobi-
Trudi type determinant and the tableau sum is available in [141]. For type Ar, see
also [142] for an account from the viewpoint of Macdonald’s ninth variation of Schur
functions [143]. The tableau sums in Sections 7.3 and 7.4 first appeared in the ana-
lytic Bethe ansatz [144]. The sums of the same structure are used in the deformed
W -algebras [145]. Tableau constructions of higher T
(a)
m (u) for Cr and Dr, which
are significantly more involved than Ar and Br, have been achieved in [146, 140].
In this section we have only treated the untwisted case Uq(gˆ). For tableau sum
formulas for T-systems in twisted case, see [12, 13] and reference therein.
8. Analytic Bethe ansatz
Let T
(a)
m (u) be the commuting transfer matrix of a solvable lattice model in the
sense of Section 3. There is an empirical method called analytic Bethe ansatz to
produce eigenvalues of T
(a)
m (u) in many cases. Those eigenvalue formulas possess a
specific “dressed vacuum form” which necessarily satisfy the T-system in Remark
2.7 with a nontrivial g
(a)
m (u). Here we consider the Bethe equation and dressed
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vacuum forms for general g and T
(a)
m (u), and reformulate the conventional analytic
Bethe ansatz via its connection with q-characters.
8.1. A1 case. Consider the 6 vertex model (3.1). Here we employ the normaliza-
tion
1
1 1
1
2
2 2
2
1
2 2
1
2
1 1
2
2
1 2
1
1
2 1
2
[2 + u]q1/2 [2 + u]q1/2 [u]q1/2 [u]q1/2 z
1/2[2]q1/2 z
−1/2[2]q1/2 ,
(8.1)
which is obtained by dividing (3.1) by (zq)1/2(1 − q) and setting z = qu. For the
definition of the symbol [u]q, see (3.18). Let T1(u) be the transfer matrix (3.11)
with m = 1 and wj = q
vj . Its eigenvalue (denoted by the same symbol) is given by
[2]
T1(u) = 1 u + 2 u, (8.2)
1
u
= φ(u + 2)
Q(u− 1)
Q(u+ 1)
, 2
u
= φ(u)
Q(u+ 3)
Q(u+ 1)
. (8.3)
Here φ(u) =
∏N
j=1[u − vj ]q1/2 and Q(u) = Q1(u) is called Baxter’s Q-function
Q(u) =
∏n
j=1[u − uj]q1/2 with u1, . . . , un determined from the Bethe equation
− φ(uj + 1)
φ(uj − 1) =
Q(uj + 2)
Q(uj − 2) (1 ≤ j ≤ n). (8.4)
Here, n is the number of down spins preserved under T1(u). The factors φ(u + 2)
and φ(u) in (8.3) are called vacuum parts in the sense that they are already present
in the vacuum sector n = 0 where Q(u) = 1. In fact, the vector 11 . . . 1 is obviously
the unique eigenvector with the vacuum eigenvalue:
N∏
j=1
[u− vj + 2]q1/2 +
N∏
j=1
[u− vj ]q1/2 = φ(u + 2) + φ(u). (8.5)
The factors involving Q-functions in (8.3) are called dress parts, and the eigenvalue
formula of the form (8.2)–(8.3) is called a dressed vacuum form. The vacuum part
is non-universal in that it is directly affected by the normalization of the Boltzmann
weights (relevant R matrix) and also depends on the quantum space data such as
inhomogeneity {vj} entering φ(u). On the other hand, the dress part encodes the
structure of the auxiliary space essentially as we will see below.
The dressed vacuum form has an apparent pole at u = −1 + uj because of
Q(uj) = 0. The Bethe equation (8.4) tells that it is actually spurious provided
that uj is distinct from the other roots. This is compatible with the property that
eigenvalues of the transfer matrix are regular functions of u if the local Boltzmann
weights are so.
The analytic Bethe ansatz is a hypothesis that one can reverse these arguments
to reproduce the eigenvalue formula from its characteristic properties bypassing the
construction of eigenvectors. One starts with the ansatz dressed vacuum form with
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the prescribed vacuum part
T1(u) = φ(u + 2)
Q(u+ a)
Q(u+ b)
+ φ(u)
Q(u+ c)
Q(u + d)
. (8.6)
Then a, b, c, d are determined by demanding that the pole-freeness is formally guar-
anteed by the Bethe equation (8.4) which one somehow admits from the onset. In
the present example, this certainly fixes a, b, c, d uniquely as in (8.3). Further sup-
plementary conditions may also be taken into account such as asymptotic behavior
as |u| → ∞ and the symmetry under complex conjugation, etc. It is not known
whether such a procedure indeed leads to the unique and correct eigenvalue formula
in general. Instead we shall propose in Section 8.2 a constructive way of producing
the dressed vacuum form for general Uq(gˆ) by utilizing q-characters.
In the remainder of this subsection, we illustrate the simplest solution of the
T-system for A1 in the dressed vacuum form. Although the result is obtainable by
specializing the tableau sum formula (7.3), we re-derive it here for later convenience.
For simplicity T
(1)
m (u) will be denoted by Tm(u). Then the product of (8.2) is written
as
T1(u − 1)T1(u + 1) = 1 u−1 1 u+1 + 1 u−1 2 u+1 + 2 u−1 2 u+1 +
1
u+1
2
u−1
.
By (8.3), the last term becomes φ(u − 1)φ(u + 3), which is independent of Q(u).
Identifying the other three terms with T2(u), one has
T1(u− 1)T1(u+ 1) = T2(u) + φ(u − 1)φ(u+ 3),
which is an affinization of the identity (doublet)⊗2 = (triplet) ⊕ (singlet) depicted
as (7.2). It is easy to systematize this calculation to show that
Tm(u) =
∑
1≤i1≤···≤im≤2
i1
u−m+1 i2 u−m+3 · · · im u+m−1 (8.7)
is a solution of the unrestricted T-system for A1 on the eigenvalues:
Tm(u− 1)Tm(u+ 1) = Tm−1(u)Tm+1(u) + gm(u), (8.8)
gm(u) =
m−1∏
k=0
φ(u + 2k −m)φ(u + 4 + 2k −m). (8.9)
Explicitly, (8.7) reads as
Tm(u) =
(m−1∏
k=1
φ(u +m+ 1− 2k)
) m∑
j=0
Q(u−m)Q(u+m+ 2)φ(u +m+ 1− 2j)
Q(u+m− 2j)Q(u+m+ 2− 2j) .
(8.10)
The summands in (8.7) are naturally labeled with the semistandard tableaux of
length m row shape (m) on numbers {1, 2}. Note that
gm(u − 1)gm(u+ 1) = gm−1(u)gm+1(u) (8.11)
is satisfied with g0(u) = 1. Although the explicit form (8.10) is not particularly
more illuminating than (8.7), one can easily check that it is formally pole-free in
the same manner as before thanks to the Bethe equation (8.4). Another way of
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seeing this is of course by the Jacobi-Trudi type formula (6.1) with r = 1 modified
as T
(2)
1 (u) = g1(u), e.g.
T3(u) =
∣∣∣∣∣∣
T1(u− 2) g1(u− 1) 0
1 T1(u) g1(u+ 1)
0 1 T1(u+ 2)
∣∣∣∣∣∣ .
Thus the pole-freeness of Tm(u) is an obvious corollary of that for T1(u).
8.2. Dressed vacuum form and q-characters. The analytic Bethe ansatz is ex-
tended to the general Uq(gˆ) and further sharpened by a connection with the theory
of q-characters. First we make a motive observation on the simplest example. Re-
call the q-character of W
(1)
1 (u), the “spin
1
2 representation” of Uq(A
(1)
1 ) in Example
4.4:
χq(W
(1)
1 (u)) = Yz + Y
−1
zq2 (z = q
u). (8.12)
On the other hand, the dressed vacuum form (8.2)–(8.3) of the 6-vertex model
transfer matrix reads
T
(1)
1 (u) = φ(u + 2)
Q(u− 1)
Q(u+ 1)
+ φ(u)
Q(u+ 3)
Q(u+ 1)
. (8.13)
Upon substitution
Yqu → η(u − 1)Q(u− 1)
η(u + 1)Q(u+ 1)
,
the q-character (8.12) becomes
η(u− 1)
η(u+ 1)
Q(u− 1)
Q(u+ 1)
+
η(u + 3)
η(u + 1)
Q(u+ 3)
Q(u+ 1)
.
Thus the above substitution with the following overall renormalization
φ(u + 2)
η(u+ 1)
η(u− 1)χq(W
(1)
1 (u)) = φ(u + 2)
Q(u− 1)
Q(u+ 1)
+ φ(u+ 2)
η(u + 3)
η(u − 1)
Q(u+ 3)
Q(u+ 1)
reproduces the dressed vacuum form (8.13) if η(u) is assumed to obey the difference
equation
φ(u + 1)
φ(u − 1) =
η(u − 2)
η(u + 2)
. (8.14)
Note that this equation has the form of the Bethe equation (8.4):
−φ(uj + 1)
φ(uj − 1) =
Q(uj + 2)
Q(uj − 2)
without the sign factor, and Q and uj being replaced by η
−1 and u, respectively.
The same feature will be adopted in (8.19). The connection of (8.12) and (8.13)
originates in the fact that the former is the q-character of W
(1)
1 (u) which is the
auxiliary space of the transfer matrix relevant to the latter.
Now we generalize these observations to Uq(gˆ). Consider the trigonometric vertex
model associated with Uq(gˆ) under the periodic boundary condition. Let T
(a)
m (u)
be the transfer matrix (3.44) with the auxiliary space W
(a)
m (u) and the quantum
space W
(r1)
s1 (v1)⊗ · · · ⊗W (rN )sN (vN ):
T (a)m (u) = TrW (a)m (u)
(
R
(a,m;rN ,sN )
0,N (z/wN) · · ·R(a,m;r1,s1)0,1 (z/w1)
)
∈ End(W (r1)s1 (v1)⊗ · · · ⊗W (rN )sN (vN )),
(8.15)
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where z = qtu, wi = q
tvi . Due to the Yang-Baxter equation, they are commutative,
i.e. [T
(a)
m (u), T
(b)
n (v)] = 0. The problem is to find their joint spectrum.
Let us construct a relevant dressed vacuum form Λ
(a)
m (u) for T
(a)
m (u). In the
following, a simple identity
Aa,z|Yc,z→ fc(u−1/tc)fc(u+1/tc) =
r∏
b=1
fb(u − (αa|αb))
fb(u + (αa|αb)) (z = q
tu) (8.16)
for any functions f1, . . . , fr will be useful. See (2.1) and (4.25) for the definitions
of ta, t and Aa,z . First we introduce an “unnormalized” dressed vacuum form:
Λ˜(a)m (u) = χq(W
(a)
m (u)) with substitution Yc,qtv →
ηc(v − 1tc )
ηc(v +
1
tc
)
Qc(v − 1tc )
Qc(v +
1
tc
)
. (8.17)
Let A˜c,qtv be the result of the same substitution into Ac,qtv . By the definition we
have
Λ˜(a)m (u) =
ηa(u− mta )
ηa(u+
m
ta
)
Qa(u− mta )
Qa(u+
m
ta
)
(
1 +
∑
c,v
monomial in A˜−1c,qtv
)
. (8.18)
Here the factor (ηaQa)/(ηaQa) is the top term specified by (4.21) and (8.17). The
appearance of A˜−1c,qtv is due to Theorem 4.6 (1). As for the functions η1, . . . , ηr, we
postulate, as the generalization of (8.14), the following difference equation
N∏
k=1
rk=a
[
u− vk + skta
]
qt/2[
u− vk − skta
]
qt/2
=
r∏
b=1
ηb(u− (αa|αb))
ηb(u+ (αa|αb)) (1 ≤ a ≤ r), (8.19)
where [u]p is defined in (3.18). Then using (8.16) and (8.19) we find
A˜a,qtu =
r∏
b=1
ηb(u− (αa|αb))Qb(u− (αa|αb))
ηb(u+ (αa|αb))Qb(u+ (αa|αb))
=
N∏
k=1
rk=a
[
u− vk + skta
]
qt/2[
u− vk − skta
]
qt/2
·
r∏
b=1
Qb(u− (αa|αb))
Qb(u+ (αa|αb)) .
(8.20)
Next we adjust the overall normalization. Consider the R matrix on W
(a)
m (u)⊗
W
(b)
s (v) and write its unique diagonal matrix element between the tensor product
of the highest weight vectors as φ
(a,b)
m,s (u− v). Namely,
φ
(a,b)
m,s (u− v) = Boltzmann weight of the vertex mωa mωa.
sωb
sωb
(8.21)
Now we define the normalized dressed vacuum form by
Λ(a)m (u) =
(
N∏
k=1
φ(a,rk)m,sk (u− vk)
)
ηa(u+
m
ta
)
ηa(u− mta )
Λ˜(a)m (u)
=
(
N∏
k=1
φ(a,rk)m,sk (u− vk)
)
Qa(u− mta )
Qa(u+
m
ta
)
(
1 +
∑
c,v
monomial in A˜−1c,qtv
)
.
(8.22)
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Besides the (in principle) known Boltzmann weights φ
(a,b)
m,k , this only contains the
Q-functions Q1, . . . , Qr and the LHS of (8.19).
Recall that the transfer matrices preserve the subspaces (sectors) of the quantum
space specified by the weight. Let us parameterize the weight by the nonnegative
integers n1, . . . , nr as
N∑
k=1
skωrk −
r∑
a=1
naαa, (8.23)
where ω1, . . . , ωr denote the fundamental weights of g (2.2). Given na, we set
Qa(u) =
na∏
j=1
[u− u(a)j ]qt/2 (8.24)
by introducing the unknowns {u(a)j |1 ≤ a ≤ r, 1 ≤ j ≤ na}.
Conjecture 8.1. Let T
(a)
m (u) (8.15) be the transfer matrix normalized as (8.21).
Then its eigenvalues in the sector (8.23) are given by the dressed vacuum form
Λ
(a)
m (u) (8.22), (8.24) with the numbers {u(a)j |1 ≤ a ≤ r, 1 ≤ j ≤ na} satisfying the
Bethe equation:
N∏
k=1
rk=a
[
u
(a)
j − vk + skta
]
qt/2[
u
(a)
j − vk − skta
]
qt/2
= −
r∏
b=1
Qb(u
(a)
j + (αa|αb))
Qb(u
(a)
j − (αa|αb))
. (8.25)
Practically the results in Section 7 serve as a large input to the prescription
(8.17) to produce Λ
(a)
m (u). The functions Qa(u) are called the (generalized) Baxter
Q-functions. In view of Theorem 4.6 (2), we expect that their zeros, if in a generic
position, do not cause a pole in Λ
(a)
m (u) due to the Bethe equation.
Let Pa(ζ) be the product of the ath Drinfeld polynomial (4.8) for each component
in the quantum space W
(r1)
s1 (v1)⊗ · · · ⊗W (rN )sN (vN ):
Pa(ζ) =
N∏
k=1
rk=a
sk∏
i=1
(1− ζqt(vk+(sk+1−2i)/ta)), degPa =
N∑
k=1
rk=a
sk. (8.26)
We remark that the LHS of (8.19) is expressed as
N∏
k=1
rk=a
[
u− vk + skta
]
qt/2[
u− vk − skta
]
qt/2
= qdegPaa
Pa(ζq
−1
a )
Pa(ζqa)
(ζ = q−tu), (8.27)
which further becomes the LHS of the Bethe equation (8.25) by the specialization
u = u
(a)
j . This has formally the same form as (4.7). Note however that the quantum
spaceW
(r1)
s1 (v1)⊗· · ·⊗W (rN )sN (vN ) under consideration is not necessarily irreducible
in general, and the above Pa(ζ) is the ath Drinfeld polynomial of its irreducible
quotient containing the tensor product of the highest weight vectors.
By the construction (8.17) and Theorem 4.8, the unnormalized dressed vacuum
form Λ˜
(a)
m (u) satisfies the unrestricted T-system for g. It follows that the normalized
one T
(a)
m (u) = Λ
(a)
m (u) (8.22) satisfies the modified T-system containing an extra
factor g
(a)
m (u) as (2.22):
T
(a)
m (u− 1ta )T
(a)
m (u+
1
ta
) = T
(a)
m−1(u)T
(a)
m+1(u) + g
(a)
m (u)M
(a)
m (u),
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where the original T-system corresponds to g
(a)
m (u) = 1 as in (2.18). The scalar
factor g
(a)
m (u) has the properties:
(i)Apart from (a,m, u), it only depends on the quantum space data
W
(r1)
s1 (v1)⊗ · · · ⊗W (rN )sN (vN ).
(ii) It satisfies relation (2.23):
g
(a)
m (u− 1ta )g
(a)
m (u +
1
ta
) = g
(a)
m−1(u)g
(a)
m+1(u).
In fact this has been encountered for g = A1 in (8.11). To derive these properties,
note that the fusion construction implies that the diagonal element of the R-matrix
(8.21) is factorized as φ
(a,b)
m,s (u) =
∏m
i=1 φ
(a,b)
1,s (u + (m + 1 − 2i)/ta). Thus the first
relation in (8.22) is written as
Λ˜(a)m (u) = Λ
(a)
m (u)
m∏
i=1
γa
(
u+
m+ 1− 2i
ta
)
, (8.28)
γa(u) =
ηa(u− 1ta )
ηa(u+
1
ta
)
N∏
k=1
φ
(a,rk)
1,sk
(u − vk)−1. (8.29)
In view of (8.28), replace T
(a)
m (u) in the original T-system with T
(a)
m (u)
∏m
i=1 γa(u+
(m+ 1 − 2i)/ta). After removing the common factor, the result is indeed reduced
to the form (2.22) with
g(a)m (u) =
m∏
i=1
g
(a)
1
(
u+
m+ 1− 2i
ta
)
, (8.30)
g
(a)
1 (u) = A
−1
a,z|Yc,z→γc(u) (z = qtu). (8.31)
The property (ii) directly follows from (8.30) without using the concrete form of
g
(a)
1 (u). The property (i) is essentially due to the remark after (8.22). In fact, it is
attributed to g
(a)
1 (u) (8.31). With regard to γc(u) therein, φ
(c,rk)
1,sk
(u− vk) in (8.29)
depends on the quantum space data only, and so does the contribution from ηc
because of (8.16) and (8.19).
Remark 8.2. The transfer matrix (8.15) can be generalized by the “magnetic
field” as T
(a)
m (u) = TrW (a)m (u)
(eHR(a,m;rN ,sN )0,N (z/wN ) · · ·R(a,m;r1,s1)0,1 (z/w1)) with-
out spoiling the commutativity and the T-system. Here H is any element in
the Cartan subalgebra of Uq(g) acting on the auxiliary space. The dressed vac-
uum form for such T
(a)
m (u) is obtained by modifying the substitution (8.17) into
Yc,qtv → eωc(H) ηc(v−
1
tc
)Qc(v− 1tc )
ηc(v+
1
tc
)Qc(v+
1
tc
)
. Accordingly A˜a,qtu (8.20) and the LHS of the
Bethe equation (8.25) get multiplied by the extra factor eαa(H).
8.3. RSOS models. We consider the spectrum of the transfer matrix T
(a)
m (u) (1 ≤
m ≤ taℓ) (3.50) for the trigonometric level ℓ RSOS models sketched in Section 3.7.
(T
(a)
taℓ
(u) corresponds to a frozen model.) Conjecturally, it is covered by the dressed
vacuum form in Remark 8.2 specialized along (i)–(iii) in what follows.
(i) The parameter q entering through [u]qt/2 is set q = exp
(
π
√−1
t(ℓ+h∨)
)
, where h∨
is the dual Coxeter number of g (2.3).
(ii) The integers n1, . . . , nr entering (8.24) are fixed by demanding (8.23) be 0,
which is possible thanks to (3.51).
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(iii) The magnetic field is taken so that ωc(H) = 2π
√−1(ωc|Λ+ρ)
ℓ+h∨ , where ρ =∑
a∈I ωa and Λ is an element from Pℓ (3.45).
Introduce the specialized q-characterQ
(a)
m (Λ) := χq(W
(a)
taℓ
(u))|Yc,qtv→eωc(H) , where
Λ-dependence enters through the above H. Then according to the conjecture in
[1, (A.8)-(A.9)], the relation
∏
b∈I Q
(b)
tbℓ
(Λ)Cab = 1 holds. The quantity Q
(a)
m =
dimq resW
(a)
taℓ
in Section 14.6 is equal to Q
(a)
m (0) in the notation here. The above
relation is a generalization of Q
(a)
taℓ
(0) = 1 in Section 14.6.
8.4. Bibliographical notes. The analytic Bethe ansatz was proposed in [54] by
extracting the idea from Baxter’s solution of the 8-vertex model [52]. It was applied
systematically in [55, 144, 137] to a wide class of solvable vertex models. Formula-
tion of the Bethe equation by root system goes back, for instance, to [147, 55]. A
relation between dressed vacuum forms and q-characters similar to Section 8.2 has
also been argued in [70, section 6].
9. Wronskian type (Casoratian) formula
Here we present the solution of the T-system for Ar and Cr in terms of Casora-
tian (difference analog of Wronskian). It is most naturally done by introducing a
difference analog of L-operators in soliton theory. It also provides a Casoratian in-
terpretation and generalization of the Baxter Q-functions. Our description is along
the context of q-characters; hence, the identification of the variables
Ya,qtu =
Qa(u − 1ta )
Qa(u +
1
ta
)
(9.1)
is assumed. See (8.17). (t, ta are defined in (2.1).) Resulting formulas can suitably
be modified to fit transfer matrices with specific normalizations according to the
argument in Section 8.2. We will also give analogous L-operators for Br, Dr and
sl(r|s).
9.1. Difference L operators. We treat the Ar case first as an illustration. Let
D = e2∂u be the shift operator Df(u) = f(u+2)D. Using za(u) (7.6), we introduce
the difference L operator:
L(u) = (1− zr+1(u)D) · · · (1− z2(u)D)(1 − z1(u)D). (9.2)
Expanding the product, one identifies the coefficients with m = 1 case of (7.4) to
find
L(u) =
r+1∑
a=0
(−1)aT (a)1 (u+ a− 1)Da, (9.3)
where T
(0)
1 = T
(r+1)
1 = 1. Thus L(u) is a generating function of the fundamental
q-characters T
(a)
1 (u) = χq(W
(a)
1 (u)).
Define the action of the screening operator Sa (4.26) on difference operators
by Sa · (
∑
i fi(u)D
i) =
∑
i(Sa · fi(u))Di. Let us calculate Sa · L(u) by using the
factorized form (9.2). According to the rule (4.26), Sa acts non trivially only on
the variable Ya,z . From (7.6), it is contained only in za(u) and za+1(u). The action
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on this part is calculated as
Sa · (1− za+1(u)D)(1− za(u)D)
= Sa · (1 − Y −1a,qu+a+1Ya+1,qu+aD − Y −1a−1,qu+aYa,qu+a−1D + Y −1a−1,qu+a+2Ya+1,qu+aD2)
= Sa,qu+a+1Y
−1
a,qu+a+1Ya+1,qu+aD − Sa,qu+a−1Y −1a−1,qu+aYa,qu+a−1D = 0,
where the last equality is due to (4.27) and (4.25):
Sa,qu+a+1 = Aa,qu+aSa,qu+a−1 = Ya,qu+a−1Ya,qu+a+1Y
−1
a−1,qu+aY
−1
a+1,qu+aSa,qu+a−1 .
In this way one gets
Sa · L(u) = 0 (1 ≤ a ≤ r). (9.4)
In view of (9.3), this offers a simple way of checking T
(a)
1 (u) ∈
⋂r
b=1KerSb in
agreement with Theorem 4.6 (2). When r = 1, the change of variables from {za(u)}
to {T (a)1 (u)} is a difference analog of the Miura transformation q = q(u) → f =
f(u) = q2 − ∂uq by
(∂u − q)(∂u + q) = ∂2u − f.
With regard to the inverse
L(u)−1 = (1− z1(u)D)−1(1− z2(u)D)−1 · · · (1− zr+1(u)D)−1,
the simple expansion formula
L(u)−1 =
∑
m≥0
T (1)m (u+m− 1)Dm (9.5)
holds due to (7.4), confirming similarly that T
(1)
m (u) ∈ ⋂rb=1KerSb. The product
of (9.3) and (9.5) leads to the two types of TT-relations:∑
0≤a≤min(r+1,m)
(−1)aT (a)1 (u+ a)T (1)m−a(u+m+ a) = δm0,∑
0≤a≤min(r+1,m)
(−1)aT (a)1 (u+m− a)T (1)m−a(u− a) = δm0
for m ≥ 0.
9.2. Casoratian formula. Consider the linear difference equation on w(u)
L(u)w(u) = 0. (9.6)
This is of order r + 1 with respect to D. Letting {w1(u), . . . , wr+1(u)} be a basis
of the solution, we denote the Casoratian by
Cu[i1, . . . , ik] = det
w1(u+ i1) · · · w1(u + ik)... ...
wk(u+ i1) · · · wk(u+ ik)
 (9.7)
for 1 ≤ k ≤ r + 1. Thus for example Cu+2[i1, . . . , ik] = Cu[i1 + 2, . . . , ik + 2]. By
using (9.3), the relations L(u)wk(u) = 0 with k = 1, . . . , r + 1 are expressed in the
matrix form:
w1(u)
w2(u)
...
wr+1(u)
 =

w1(u+ 2) w1(u+ 4) · · · w1(u+ 2r + 2)
w2(u+ 2) w2(u+ 4) · · · w2(u+ 2r + 2)
...
...
wr+1(u+ 2) wr+1(u + 4) · · · wr+1(u+ 2r + 2)


T
(1)
1 (u)
(−1)T (2)1 (u+ 1)
...
(−1)rT (r+1)1 (u+ r)
 ,
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where T
(r+1)
1 (u) = 1 in our normalization here (q-characters) as noted under (7.6).
By Cramer’s formula, we have
T
(a)
1 (u + a− 1) =
Cu[0, . . . , 2a− 2, 2a+ 2, . . . , 2r + 2]
Cu[2, . . . , 2r + 2]
(0 ≤ a ≤ r + 1), (9.8)
where . . . signifies that the omitted arrays are consecutive with difference 2. The re-
lation L(u)wk(u) = 0 means that wk(u+2r+2) = (−1)rwk(u)+terms involving wk(u+
2), . . . , wk(u+ 2r). It follows the periodicity
Cu[0, 2, . . . , 2r] = Cu+2[0, 2, . . . , 2r]. (9.9)
Its actual value becomes important in physical applications, and the resulting rela-
tion on Cu[0, 2, . . . , 2r] is called the quantum Wronskian condition. See for example
[148, 149].
The solution to the T-system for Ar that matches (9.8) is given by
T (a)m (u+ a+m− 2) =
Cu[0, . . . , 2a− 2, 2a+ 2m, . . . , 2r + 2m]
Cu[0, . . . , 2r]
(0 ≤ a ≤ r + 1).
(9.10)
This satisfies the boundary conditions T
(0)
m (u) = T
(a)
0 (u) = 1 and T
(a)
−1 (u) = 0. In
fact, if (9.10) is substituted into (2.5), the denominator can be removed as an overall
factor owing to (9.9). Then (2.5) is identified with a simplest Plu¨cker relation
ξ(a)m (u)ξ
(a)
m (u + 2)− ξ(a)m+1(u)ξ(a)m−1(u+ 2)− ξ(a+1)m (u)ξ(a−1)m (u+ 2) = 0 (9.11)
among the determinant ξ
(a)
m (u) = Cu[0, . . . , 2a− 2, 2a+ 2m, . . . , 2r + 2m].
The Casoratian formula (9.10) is a Yang-Baxterization (u-dependent general-
ization) of the Weyl character formula. To see this, recall the restriction map
res (4.23). From (7.6) we have res (za(u)) = xa, where the latter is defined by
xa = ya/ya−1 = eωa−ωa−1 with ω0 = ωr+1 = 0. We extend res naturally to the
difference L operator and the wave functions as
resL(u) = (1− xr+1D) · · · (1− x1D), res (wi(u)) = x−u/2i . (9.12)
The latter is certainly annihilated by the former. By using x1 · · ·xr+1 = 1, it is
straightforward to see that the restriction of (9.10) becomes
res
(
Cu[0, . . . , 2a− 2, 2a+ 2m, . . . , 2r + 2m]
Cu[0, . . . , 2r]
)
=
det(x
λj+r+1−j
i )1≤i,j≤r+1
det(xr+1−ji )1≤i,j≤r+1
,
(9.13)
where (λj) corresponds to the a×m rectangular Young diagram, namely, λj = m
if 1 ≤ j ≤ a and λj = 0 otherwise. The RHS is the Weyl character formula of the
Schur function for (λj) as is well known.
The Casoratian formula here and the tableau sum formula (Section 7.1) are
connected by the following general fact.
Proposition 9.1 ([142]). Let Cu[i1, . . . , ik] be as in (9.7). (L(u)wj(u) = 0 is not
assumed.) Given even integers 0 = i0 < i1 < · · · < iN−1, let µ = (µj) be the Young
diagram with depth less than N specified by µj =
iN−j
2 + j −N . Take any d ≥ µ1.
Then
Cu[0, i1, i2, · · · , iN−1]
Cu+2d[0, 2, . . . , 2N − 2] =
∑
T
∏
(α,β)∈(dN)/µ
x˜T (α,β)(u+ 2α+ 2β − 4),
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where x˜j(u) =
Cu[0,2,...,2j−2]Cu[4,6,...,2j]
Cu[2,4,...,2j]Cu[2,4,...,2j−2] and the sum
∑
T extends over the semis-
tandard tableaux on the skew Young diagram (dN )/µ [135] on letters {1, . . . , N}.
T (α, β) denotes the entry of T at the αth row and the βth column from the bottom
left corner.
According to Proposition 9.1, the RHS of (9.10) equals the sum over semistan-
dard tableaux on a × m Young diagram on letters {1, . . . , r + 1}. The building
block of the tableau variable x˜j(u) is the principal minors of the Casoratian (quan-
tum Wronskian) Cu[0, 2, . . . , 2r]. Combined with (9.6), they are identified with the
Baxter Q-functions as we will see in the next subsection.
9.3. Q-functions. From the full L operator (9.2), we extract the partial ones by
Lj(u) = (1 − zj(u)D) · · · (1 − z2(u)D)(1 − z1(u)D) (1 ≤ j ≤ r + 1). (9.14)
The original one corresponds to Lr+1(u). By the definition we have
KerL1(u) ⊂ KerL2(u) ⊂ · · · ⊂ KerLr+1(u). (9.15)
Choose the basis of KerLj(u) according to this flag structure as
{w1(u)} ⊂ {w1(u), w2(u)} ⊂ · · · ⊂ {w1(u), . . . , wr+1(u)}. (9.16)
As the simplest example, w1(u) ∈ KerL1(u) is the condition 0 = (1−z1(u)D)w1(u).
In view of (7.6) and (9.7), this is the j = 1 case of(
1− Yj,qu+j−1D
)
Cu[0, . . . , 2j − 2] = 0 (1 ≤ j ≤ r). (9.17)
To derive this, note that a direct calculation using (7.6) leads to
Lj(u) = 1 + (−1)jYj,qu+j−1Dj + terms involvingD, . . . , Dj−1.
Therefore Lj(u)wk(u) = 0 (1 ≤ k ≤ j) implies
Yj,qu+j−1wk(u+ 2j) = (−1)j−1wk(u) +
j−1∑
l=1
cj,l(u)wk(u+ 2l),
where cj,l(u) is independent of k. The second term in (9.17) is equal to
Yj,qu+j−1Cu[2, . . . , 2j − 2, 2j]. Applying the above relation to the last column of
this, we find the result is equal to Cu[0, . . . , 2j − 2], hence (9.17).
If we express the variable Ya,qu in q-characters in terms of Q-functions as in
(9.1), the solution of the first order difference equation (9.17) is given by
Cu[0, . . . , 2j − 2] = σj(u)Qj(u+ j − 2) (1 ≤ j ≤ r), (9.18)
where σj(u) is any variable satisfying σj(u+2) = σj(u). In this way, the Q-functions
are identified with the principal minors of the Casoratian Cu[0, . . . , 2r]u made of
the wave functions {wi(u)} especially chosen along the scheme (9.16). The simplest
case j = 1 of (9.18) is w1(u) = σ1(u)Q1(u − 1). Thus L(u)w1(u) = 0 is rephrased
as
r+1∑
a=0
(−1)aT (a)1 (u+ a)Q1(u + 2a) = 0, (9.19)
which is an example of TQ-relations.
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9.4. Ba¨cklund transformations. Here we remove the boundary condition T
(a)
0 (u) =
T
(0)
m (u) = 1 and redefine T
(a)
m (u) in (9.10) and Qj(u) in (9.18) as
T (a)m (u+ a+m− 2) = Cu[0, . . . , 2a− 2, 2a+ 2m, . . . , 2r + 2m], (9.20)
Qa(u+ a− 1) = Cu[0, . . . , 2a− 2]. (9.21)
These functions are special cases of more general ones:
T (s,a)m (u+ a+m− 2)
=
∣∣∣∣∣∣∣
w1(u) · · · w1(u+ 2a− 2) w1(u+ 2a+ 2m) · · · w1(u+ 2s+ 2m)
...
...
ws+1(u) · · · ws+1(u+ 2a− 2) ws+1(u+ 2a+ 2m) · · · ws+1(u+ 2s + 2m)
∣∣∣∣∣∣∣ ,
Q{i1,...,ia}(u+ a− 1) =
∣∣∣∣∣∣∣
wi1(u) · · · wi1(u+ 2a− 2)
...
...
wia(u) · · · wia(u+ 2a− 2)
∣∣∣∣∣∣∣ , (9.22)
where · · · in determinants signify that u increases by 2. T (s,a)m (u) is defined for 0 ≤
a ≤ s+1, 0 ≤ s ≤ r and m ≥ 0. The set {i1, . . . , ia} is any subset of {1, . . . , r+1}.
By the definition, T
(r,a)
m (u) = T
(a)
m (u) and Q{1,...,a}(u) = Qa(u). These functions
obey various relations as the consequence of identities among determinants. Let us
mention a few of them that have analogy with soliton theory.
The symmetric group Sr+1 acts on the basis w1(u), . . . , wr+1(u) as their permu-
tations keeping L(u) invariant. This can be viewed as Ba¨cklund transformations
generating the functions Q{i1,...,ia} from Q1, . . . , Qr+1. Its generator, the transposi-
tion sa of wa(u) and wa+1(u), acts trivially as sa(Qb) = Qb for a > b and similarly
as sa(Qb) = −Qb for a < b. The nontrivial case sa(Qa) = Q{1,...,a−1,a+1} satisfies
the QQ-relation:
D(Qa)sa(Qa)−QaDsa(Qa) +D(Qa−1)Qa+1 = 0, (9.23)
where the first term denotes Qa(u + 2)sa(Qa)(u) for instance. This is derived by
applying the Jacobi identity (6.2) to the a, a+ 1 rows and 1, a+ 1 columns for the
determinant of Qa+1.
With regard to T
(s,a)
m (u), it is the T-function for As(⊂ Ar). Writing T (s,a)m (u)
and T
(s−1,a)
m (u) simply as T
(a)
m (u) and T˜
(a)
m (u), respectively, one can derive
T (a)m (u)T˜
(a−1)
m (u− 1) = T (a−1)m (u− 1)T˜ (a)m (u) + T (a)m−1(u− 1)T˜ (a−1)m+1 (u),
T
(a)
m+1(u− 1)T˜ (a)m (u) = T (a)m (u)T˜ (a)m+1(u) + T (a+1)m (u− 1)T˜ (a−1)m+1 (u)
(9.24)
from the Plu¨cker relation. This is a Ba¨cklund transformation between T-functions
associated with As and As−1. The T-system for T
(a)
m (u) arises as a compatibility
of the two linear equations on T˜
(a)
m (u) [150]. For more examples, see [151, 152,
153, 22, 23] and references therein. It is an open problem to construct such a Lax
representation of the T-system for general g.
9.5. Type Cr. Let D be the difference operator Df(u) = f(u+ 1)D. We use the
variable za(u) (a ∈ J) (7.17) which are related to the Q-functions by (9.1). We also
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introduce the variables x1(u), . . . , x2r+2(u) by
xa(u) = za(u), x2r+3−a(u) = za(u) (1 ≤ a ≤ r),
xr+1(u) = −xr+2(u) =
Qr(u+
r−1
2 )Qr(u+
r+3
2 )
Qr(u+
r+1
2 )
2
.
(9.25)
Note that xr+1(u) and xr+2(u) are not contained in Z[Y
±
a,z]a∈I,z∈C× . With the
notation
−→∏
1≤i≤k
Xi = X1X2 · · ·Xk,
←−∏
1≤i≤k
Xi = Xk · · ·X2X1, (9.26)
the difference L-operator is
L(u) =
−→∏
1≤a≤r
(1− za(u)D) · (1− zr(u)zr(u + 1)D2) ·
←−∏
1≤a≤r
(1 − za(u)D). (9.27)
One can easily check Sa · L(u) = 0 as in type A. The middle quadratic operator
can be factorized as
1− Yr,q2u+r+1Y −1r,q2u+r+3D2 = 1−
Qr(u+
r+5
2 )Qr(u +
r−1
2 )
Qr(u+
r+1
2 )Qr(u+
r+3
2 )
D2
= (1 ± xr+2(u)D)(1 ± xr+1(u)D).
Thus (9.27) is expressed as
L(u) =
←−∏
1≤i≤2r+2
(1 − xi(u)D), (9.28)
which resembles curiously the A2r+1 case rather than A2r−1. The operator L(u)
generates each fundamental q-character “twice”.
Theorem 9.2 ([139]).
L(u) =
r∑
a=0
(−1)T (a)1 (u+
a− 1
2
)Da −
2r+2∑
a=r+2
(−1)aT (2r+2−a)1 (u +
a− 1
2
)Da,
where T
(0)
1 = 1.
From Theorem 9.2 and (9.28), we obtain another tableau sum formula for the
fundamental q-characters:
T
(a)
1 (u+
a− 1
2
) =
∑
1≤i1≤···≤ia≤2r+2
a∏
k=1
xik(u+ a− k) (1 ≤ a ≤ r). (9.29)
Although this is formally the same form as A2r+1 case (7.4), the variable xr+2(u)
(9.25) is “negative” here. It is highly nontrivial that the cancellation due to the sign
yields the previous formula (7.21) described by the rule (7.20), which constitutes a
substantial part of the proof of Theorem 9.2. On the other hand it is easy to see
L(u)−1 =
∑
m≥0
T (1)m (u+
m− 1
2
)Dm (9.30)
from (7.19), (7.18) and (9.27).
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The rest of this subsection will be brief as the content is more or less parallel
with A2r+1 case. We formally extend the fundamental q-characters T
(a)
1 (u) to
1 ≤ a ≤ 2r + 2 by
T
(a)
1 (u) + T
(2r+2−a)
1 (u) = 0 (0 ≤ a ≤ 2r + 2). (9.31)
Then Theorem 9.2 is rephrased as
L(u) =
2r+2∑
a=0
(−1)aT (a)1 (u+
a− 1
2
)Da. (9.32)
We consider the difference equation L(u)w(u) = 0 and a basis of the solution
{w1(u), . . . , w2r+2(u)}. With the same notation Cu[i1, . . . , ik] as (9.7), we have the
Casoratian formula
T
(a)
1 (u+
a− 1
2
) =
Cu[0, . . . , a− 1, a+ 1, . . . , 2r + 2]
Cu[1, . . . , 2r + 2]
(0 ≤ a ≤ 2r + 2), (9.33)
where . . . signifies that the omitted arrays are consecutive with difference 1. The
denominator possesses the periodicity
Cu[0, 1, . . . , 2r + 1] = −Cu+1[0, 1, . . . , 2r + 1], (9.34)
which is a Cr analog of the quantum Wronskian condition.
Set
ξ(a)m (u) = Cu[0, . . . , a− 1, a+m, . . . , 2r + 1 +m],
ξ(u) = Cu[0, 1, . . . , 2r + 1].
(9.35)
The solution of the unrestricted T-system for Cr that matches (9.33) is given by
Theorem 9.3 ([139]). The following is a solution of the T-system for Cr.
T (a)m (u +
a+m− 2
2
) = (−1)m−1 ξ
(a)
m (u)
ξ(u + 1)
(1 ≤ a ≤ r − 1),
T (r)m (u+
r + 2m− 1
2
)T (r)m (u+
r + 2m− 3
2
) =
ξ
(r)
2m(u)
ξ(u)
,
T (r)m (u+
r + 2m− 1
2
)T
(r)
m+1(u+
r + 2m− 1
2
) =
ξ
(r)
2m+1(u)
ξ(u + 1)
,
T (r)m (u+
r + 2m− 1
2
)2 =
ξ
(r+1)
2m (u)
ξ(u)
.
As for the first three, there is an alternative expression derived by using the
identity ξ
(a)
m (u) = (−1)a+m+r+1ξ(2r+2−a)m (u + a − r − 1). See Proposition 4.3 in
[139] for details.
9.6. Type Br and Dr. Here we only give the L-operators and their expansions.
Let D be the difference operatorDf(u) = f(u+2)D. We use the variables za(u) for
Br (7.9) and Dr (7.23) which are related to the Q-function by (9.1). The difference
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L-operators are
Br : L(u) =
−→∏
1≤a≤r
(1− za(u)D) · (1 + z0(u)D)−1 ·
←−∏
1≤a≤r
(1− za(u)D), (9.36)
Dr : L(u) =
−→∏
1≤a≤r
(1− za(u)D) · (1− zr(u)zr(u+ 2)D2)−1 ·
←−∏
1≤a≤r
(1 − za(u)D).
(9.37)
One can check Sa · L(u) = 0 by expanding the middle factor into a power series in
D. Introduce the expansion coefficients of L(u) as
L(u) =
∑
a≥0
(−1)aT a(u+ a− 1)Da, L(u)−1 =
∑
m≥0
Tm(u+m− 1)Dm. (9.38)
They are related to the previous tableau constructions as follows:
Tm(u) = T
(1)
m (u) (7.12) for Br and (7.25) for Dr,
T a(u) = T
(a)
ta (u) (7.12) for Br, 1 ≤ a ≤ r and (7.27) for Dr, 1 ≤ a ≤ r − 2.
With the convention T a(u) = 0 for a < 0, the coefficient T a(u) beyond these
upper bound is characterized by the following relations with the q-characters of
spin representations:
Br : T
a(u) + T h
∨−a(u) = T (r)1 (u+
h∨
2
− a)T (r)1 (u−
h∨
2
+ a), (9.39)
Dr : T
a(u) + T h
∨−a(u) = T (r)1 (u+
h∨
2
− a)T (r−δ)1 (u−
h∨
2
+ a)
+ T
(r−1)
1 (u +
h∨
2
− a)T (r−1+δ)1 (u−
h∨
2
+ a). (9.40)
Here a ∈ Z is arbitrary and δ = 0 if a ≡ r mod 2 and δ = 1 otherwise. h∨ is the
dual Coxeter number (2.3), i.e. h∨ = 2r − 1 for Br and h∨ = 2r − 2 for Dr. In
particular, one has T r−1(u) = T (r)1 (u)T
(r−1)
1 (u) for Dr.
9.7. Type sl(r|s). There are two kinds of roots, odd and even for the graded
algebra sl(r|s). The choice of simple roots is not unique. The most standard one
is called distinguished, where all roots but αr is even. Here we follow [19] and set
I = {1, · · · , r + s} = I1 ∪ I2, I1 = {1, 2, . . . , r}, I2 = {r + 1, r + 2, . . . , r + s}, and
assign the grading pa by pa = 1 (−1) if a ∈ I1 (I2). The Cartan matrix is expressed
by the grading as
(αk|αj) = (pk + pk+1)δkj − pk+1δk+1,j − pkδk,j+1.
Now the analog of (7.6) is
za(u) = Y
−pa
a−1,qu+saY
pa
a,qu+sa−1
(a ∈ I),
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where sa =
∑a
j=1 pj and Y0,qu = Yr+s,qu = 1. Let D be the difference operator
Df(u) = f(u+ 2)D. Then the analog of (9.3) and (9.5) are given as
(1 + zr+s(u)D)
pr+s · · · (1 + z1(u)D)p1 =
∞∑
a=0
T
(a)
1 (u + a− 1)Da,
(1− z1(u)D)−p1 · · · (1− zr+s(u)D)−pr+s =
∞∑
m=0
T (1)m (u+m− 1)Dm.
Example 9.4.
sl(2|1), p1 = p2 = −p3 = 1.
T
(1)
1 (u) = Y1,z + Y
−1
1,zq2Y2,zq − Y2,zq,
T
(2)
1 (u) = Y2,z − Y1,zqY2,z − Y −11,zq3Y2,zY2,zq2 + Y2,zY2,zq2 ,
T
(3)
1 (u) = −Y2,zq−1Y2,zq + Y1,zq2Y2,zq−1Y2,zq + Y −11,zq4Y2,zq−1Y2,zqY2,zq3
− Y2,zq−1Y2,zqY2,zq3 .
sl(2|1), p1 = −p2 = p3 = 1.
T
(1)
1 (u) = Y1,z − Y1,zY −12,zq + Y −12,zq,
T
(2)
1 (u) = −Y1,zq−1Y1,zqY −12,z + Y1,zqY −12,z + Y1,zq−1Y1,zqY −12,zq2Y −12,z − Y1,zqY −12,zq2Y −12,z ,
T
(3)
1 (u) = Y1,zq−2Y1,zY1,zq2Y
−1
2,zq−1Y
−1
2,zq − Y1,zY1,zq2Y −12,zq−1Y −12,zq,
− Y1,zq−2Y1,zY1,zq2Y −12,zq−1Y −12,zqY −12,zq3 + Y1,zY1,zq2Y −12,zq−1Y −12,zqY −12,zq3 .
For the formulas for general case, see [152, 153].
9.8. Bibliographical notes. The Casoratian solution (9.10) forAr has been known
in various contexts. For the T-system of transfer matrices, a slightly more general
solution than (9.20) was given in eq.(2.25) in [150] containing 2r+2 arbitrary func-
tions. It does not satisfy the natural boundary condition T
(a)
−1 (u) = 0 for fusion
transfer matrices in general. As usual, such a “Dirichlet” condition halves the arbi-
trary functions to w1(u), . . . , wr+1(u), which brings one back to (9.20). Casoratian
solutions are known also for the restricted T-systems for Ar [124] and Cr [17].
The L-operator for type A has been studied from the viewpoint of difference
analog of Drinfeld-Sokolov reduction [154]. The concrete forms for type BCD
and their application to q-characters were given in [139]. Analogous difference L-
operators for all the twisted cases except E
(2)
6 have been constructed in [155]. The
results (9.39) and (9.40) are taken from Theorem 2.3 in [137] and Proposition 2.3
in [138], respectively.
10. T-system in ODE
T-system appears also in the connection problem of 1D Schro¨dinger equation,
which is a typical example of the ODE (ordinary differential equations)/IM (inte-
grable models) correspondence. As a comprehensible review on the ODE/IM cor-
respondence is already available in [149], we only discuss the issue briefly in view
of T-system. Wronskians appear naturally in the context of ODE. They will be
shown to coincide with the analogous object, the Casoratian (9.7) in the difference
equation in Section 9.
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10.1. Generalized Stokes multipliers - the 2nd order case. As the simplest
example, we consider the 1D Schro¨dinger equation on the real axis with a potential
term: (
− d
2
dx2
+ x2M
)
ψ(x) = Eψ(x), (10.1)
where M ∈ Z>0. The boundary condition ψ(±∞) = 0 is imposed. We find it
convenient to extend x into the complex plane20.
Since the Schro¨dinger equation has the irregular singularity at ∞, we expect a
sudden change of ψ(x) when crossing a border line of sectors defined below. This is
called the Stokes phenomenon. The change is characterized by the Stokes multiplier
τ1. Below we will introduce a set of generalized Stokes multipliers {τj}2Mj=1 and show
that they satisfy the level 2M restricted T-system for A1.
First, let Sj be a sector in the complex plane defined by
Sj =
{
x
∣∣ ∣∣∣arg x− jπ
M + 1
∣∣∣ < π
2M + 2
}
.
The sector S0 thus includes the positive real axis. We then introduce a solution
φ(x,E) to (10.1) which decays exponentially as x tends to ∞ inside S0 as
φ(x,E) ∼ x
−M/2
√
2i
exp
(
− x
M+1
M + 1
)
, x ∈ S0. (10.2)
This is referred to as the subdominant solution. There should be another solution
to (10.1) which diverges exponentially in S0 as x tends to ∞. We call it dominant.
It is also represented by φ. To see this, note the invariance of (10.1) under the
simultaneous transformations x → q−1x and E → Eq2, where q = exp( πiM+1 ). We
call this “discrete rotational symmetry”. We thus introduce yj = q
j/2φ(q−jx, q2jE)
so that y0 = φ. The above observation tells that any yj is a solution to (10.1).
Moreover, we can show that the pair (yj , yj+1) forms the fundamental system of
solutions (FSS) in Sj . This is easily seen by introducing the Wronskian matrix Φj
and the Wronskian W [yi, yj]:
Φj =
(
yj yj+1
∂yj ∂yj+1
)
, W [yi, yj ] = det
(
yi yj
∂yi ∂yj
)
.
By using the asymptotic form (10.2), one can checkW [yj , yj+1] = 1, hence the pair
(yj , yj+1) is independent. Thus, y0 (equals to φ) is the subdominant solution in S0,
while y1 is a dominant one.
We are interested in the relation among FSS in different sectors. Let us start
from S0 and S1. Obviously y2 must be represented by the linear combination of y0
and y1 as y2 = a0y0 + a1y1. As W [yj , yj+1] = 1 for any j, we find a0 = −1. The
coefficient a1 can be regarded as a function of E and we write it as τ1(E) = a1,
which is referred to as the Stokes multiplier. The result can be neatly represented
in the matrix form
Φ0 = Φ1M1,0, M1,0 =
(
τ1(E) 1
−1 0
)
.
The general adjacent FSS Φj and Φj+1 are connected by Φj = Φj+1Mj+1,j , and
the “discrete rotational symmetry” leads toMj+1,j =M1,0|E→Eq2j . We introduce
20 For a general reference to ODE in the complex domain, we recommend [156].
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the matrix connecting well separated sectors
Φ0 = ΦjMj,0. (10.3)
By the definition, the recursion relation
Mj,0 =Mj,1M1,0 (10.4)
holds. The solution to this takes the form
Mj,0 =
(
τj(E) τj−1(Eq2)
−τj−1(E) −τj−2(Eq2)
)
. (10.5)
Here τj is the function uniquely determined from τ1 and the recursion relation
τj(q
2E)τ1(E)=τj+1(E)+τj−1(q4E) (10.6)
with τ0(E) = 1. We set τ−1(E) = 0 so that this holds also at j = 0. In addition we
have τ2M (E) = 1, τ2M+1(E) = 0 as after 360
◦ rotation, FSS must come coincide
with the original one times (−1). (cf. [156, (21.31)].) We call τj (j ≥ 2) generalized
Stokes multipliers. The generalized Stokes multipliers satisfy the relation
τj(E)τj(Eq
2) = τj−1(Eq2)τj+1(E) + 1. (10.7)
This is equivalent to detMj,0 = 1. It is shown either by (10.3) or by induction on
j using (10.6). See also the discussion in Section 10.3. Setting
Tj(u) = τj(Eq
−j−1), where E = exp
( πiu
M + 1
)
,
we therefore have
Proposition 10.1. {Tj(u)} satisfy the level 2M restricted T-system for A1
Tj(u+ 1)Tj(u − 1) = Tj−1(u)Tj+1(u) + 1 (j = 1, · · · , 2M), (10.8)
where T0(u) = 1 and T2M+1(u) = 0.
Example 10.2. By (10.3), (10.5) and detMj,0 = 1, one has
τj(E) =W [y0, yj+1],
where the RHS is independent of x. The consistency of τ2M = 1 and τ2M+1 = 0 with
y2M+1 = −y−1 and y2M+2 = −y0 is reconfirmed. Relation (10.7) is also re-derived
from the simple identity amongWronskians [yα, yβ][yγ , yδ] = [yα, yγ ][yβ, yδ]+[yα, yδ][yγ , yβ]
by the specialization α = 0, β = j + 1, γ = 1, δ = j + 2. Note W [yk, yk+1] = 1 for
any k.
10.2. Higher order ODE. One can extend the observation on the second order
ODE to higher order case corresponding to g = Ar [157, 158, 159, 160]. Consider
a natural generalization of (10.1):
(−1)r d
r+1y
dxr+1
+ xℓy = Ey = λr+1y. (10.9)
Let q = eiθ with θ = 2πℓ+r+1 . The sector Sk is now defined by |arg x− kθ| ≤ θ2 . We
pay attention to the solution φ(x, λ) in S0 which decays most rapidly as x→∞ as
φ(x, λ) ∼ Cx−rℓ/(2r+2) exp
(
−x
ν
ν
)
, ν =
ℓ+ r + 1
r + 1
.
The normalization factor C will be determined later. As in the 2nd order ODE
case, (10.9) is invariant under x → xq−1, E → Eqr+1. Thus in terms of λ, yk =
qrk/2φ(xq−k, λqk) is also a solution to (10.9) for any k ∈ Z.
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The FSS in Sk consists of (yk, · · · , yk+r). It is convenient to introduce a Wron-
skian matrix
Φk =
 yk yk+1 · · · yk+r... ...
∂ryk ∂
ryk+1 · · · ∂ryk+r
 .
We write the determinant of a slightly more general matrix (for m ≤ r) as
W [yi0 , yi1 , · · · , yim ] = det
 yi0 yi1 · · · yim... ...
∂myi0 ∂
myi1 · · · ∂myim
 . (10.10)
Due to (10.9), the Wronskians (m = r cases) are independent of x. In particular,
the normalization constant C can be fixed so that detΦk = W [yk, · · · , yk+r] = 1
for any k. We introduce the connection matrix Mk+1,k by
Φk = Φk+1Mk+1,k. (10.11)
It has the form
Mk+1,k =

τ
(1)
1 (λq
k) 1 0 0 · · · 0
τ
(2)
1 (λq
k) 0 1 0 · · · 0
...
...
τ
(r)
1 (λq
k) 0 0 0 · · · 1
τ
(r+1)
1 (λq
k) 0 0 0 · · · 0
 .
By using Cramer’s formula, τ
(a)
1 (λq
k) is expressed as the Wronskian
τ
(a)
1 (λq
k) =W [yk+1, · · · , yk+a−1, yk, yk+a+1, · · · , yk+r+1].
Especially, one finds τ
(r+1)
1 (λq
k) = (−1)r. We further introduce the generalized
Stokes multipliers τ
(a)
m (λ) for m ≥ 2 by
τ (a)m (λ) =W [y1, y2, · · · ya−1, y0, ya+m, ya+m+1 · · · yr+m]. (10.12)
Note thatm does not extend to infinity. Due to yr+1+ℓ = (−)ry0, one has τ (a)ℓ+1(λ) =
0. This causes a truncation analogous to the level restriction in quantum group at
root of unity. It is elementary to prove
Proposition 10.3. The generalized Stokes multipliers τ
(a)
m (λ) satisfy the level ℓ
restricted T-system for Ar
τ (a)m (λ)τ
(a)
m (λq) = τ
(a)
m+1(λ)τ
(a)
m−1(λq) + τ
(a+1)
m (λ)τ
(a−1)
m (λq) (1 ≤ a ≤ r),
where the boundary conditions are modified as τ
(0)
m (λ) = 1, τ
(r+1)
m (λ) = (−1)r and
τ
(a)
0 (λ) = (−1)a−1.
Remark 10.4. One might expect that τ
(a)
m (λ) may appear in the generalized con-
nection matrixMk+m,k connecting Φk and Φk+m (m ≥ 2). This is not the case. As
the Schur functions, one can define generalized Stokes multipliers associated with
(skew) Young tableaux of a general shape. Entries ofMk+m,k are generally identi-
fied with such objects. Especially the (a, 1) component of Mk+m,k corresponds to
the Young tableau of the hook shape of width m and height a.
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10.3. Wronskian-Casoratian duality. The (i + 1, 1) element from the matrix
relation (10.11) with k = 0 reads ∂iy0 = τ
(1)
1 (λ)∂
iy1 + · · · + τ (r+1)1 (λ)∂iyr+1. Re-
member that yk = q
rk/2φ(xq−k, λqk) involves x but τ (a)1 (λ) does not. Thus one
obtains an x-independent relation by setting x = 0 as
∂iy0|x=0 = τ (1)1 (λ)∂iy1|x=0 + · · ·+ τ (r+1)1 (λ)∂iyr+1|x=0 (0 ≤ i ≤ r). (10.13)
In view of yk = q
rk/2φ(xq−k, λqk), this has the same form as the difference equation
(TQ-relation) (9.6) with (9.3):
w(u) − T (1)1 (u)w(u + 2) + · · ·+ (−1)r+1T (r+1)1 (u+ r)w(u + 2r + 2) = 0. (10.14)
In fact, under the formal (ODE/IM) correspondence between the Stokes multipliers
and the transfer matrix eigenvalues
τ
(a)
1 (λ) = (−1)a−1T (a)1 (u + a− 1) (1 ≤ a ≤ r + 1), (10.15)
the identification w(u + 2j) = ∂iyj |x=0 provides a solution to (10.14) for any 0 ≤
i ≤ r. The variables u and λ are related so that the shift u→ u+2 corresponds to
λ→ λq. Now we are entitled to substitute
wi(u+ 2j) = ∂
i−1yj |x=0 (1 ≤ i ≤ r + 1) (10.16)
into the Casoratian Cu (9.7). The result is the equality
W [yi1 , . . . , yik ]|x=0 = Cu[2i1, . . . , 2ik], (10.17)
which we call the Wronskian-Casoratian duality. One can remove “|x=0” when
k = r + 1. Remember that in Section 9.1–9.3, a variety of generalizations of T
(a)
1
are expressed in terms of Casoratians Cu. The relations (10.15) and (10.17) enable
us to import those results to establish a number of Wronskian formulas for the
generalized Stokes multipliers. For example, the formula (9.10) leads to (10.12).
The Wronskian-Casoratian duality further provides the Stokes multipliers with
dressed vacuum forms like the ones for Ar in Section 8. Recall that Proposition 9.1
expresses the Casoratians as the sums over semistandard tableaux like (skew) Schur
functions. The variables attached to tableau letters are ratio of the principal minors
of Cu[0, 2, . . . , 2r], namely Qa(u+a−1) = Cu[0, . . . , 2a−2] (9.21), which are called
Baxter’s Q-functions. Via the Wronskian-Casoratian duality, this is translated to
a dressed vacuum form for Stokes multipliers. The tableau variables are ratio of
W [yk+1, yk+2, . . . , yk+a]|x=0, which are to be identified with Baxter’s Q-functions
Qa(λq
a+k) in the present context.
As explained in Section 9.4 for Casoratians, the solutions w1, . . . , wr+1 to (10.14)
may be renumbered arbitrarily, and this freedom generates Ba¨cklund transforma-
tions among Q-functions. Even more generally, one may consider arbitrary linear
combinations of (10.13) instead of (10.16) as
wi(u+ 2j) =
r∑
n=0
Ain∂
nyj|x=0 (1 ≤ i ≤ r + 1), (10.18)
where (Ain)1≤i≤r+1,0≤n≤r is any invertible matrix. In the Wronskian language,
this corresponds to identifying Qa(λq
a+k) with
∑
0≤n1<···<na≤r
det(Ai,nj )1≤i,j≤a det
∂
n1yk+1 ∂
n1yk+2 · · · ∂n1yk+a
...
...
∂nayk+1 ∂
nayk+2 · · · ∂nayk+a

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evaluated at x = 0. In this way the same Stokes multiplier acquires a variety of
representations.
We note that in the simple cases like τ
(1)
1 (λ), the recursion relation (see for
example [157, 158])
[y0, y2, · · · ym]
[y1, · · · , ym] =
[y0, y2, · · · ym−1]
[y1, · · · , ym−1] +
[y0, y1, · · · ym−1][y2, · · · , ym]
[y1, · · · , ym][y1, · · · , ym−1] (10.19)
is handy to derive the dressed vacuum forms without recourse to Proposition 9.1
and the Wronskian-Casoratian duality (10.17).
10.4. Bibliographical notes. The functional relations have appeared in ODE in
the context of asymptotic analysis [156] or of complex WKB method [161]. The
connection to integrable models has been realized in [162] and the machineries of the
latter have been applied since then [163, 164, 165]. The connection not only provides
the information on Stokes multipliers but also solves the spectral problem of ODE.
With an assumption on analyticity, one can transform (10.8) to the thermodynamic
Bethe ansatz equation that describes a conformal field theory (CFT) in the ground
state. It provides a quantitative tool to obtain the eigenvalues of (10.1). A more
direct relation can be established between the spectral determinant associated to
ODE and the vacuum expectation value of the Baxter’s Q operator in CFT [164,
165].
It is tempting to consider Schro¨dinger operators with more general polynomial
potentials. Although we can argue the algebraic part in an almost same manner,
the problem with the analyticity defies most attempts up to now. The case with
V (x) = αxM−1 + x2M is exceptionally treated nicely [166]. The underlying model
seems to possess gl(2|1) symmetry. The fundamental reason why this symmetry
appears remains to be clarified. This case seems interesting in its relation to PT
symmetric quantum systems [167] and spontaneous breakdown of the symmetry
[168]. The integro-differential systems corresponding to non exceptional classical
Lie algebras in the similar sense are proposed in [169].
The role played by the excited states of CFT is studied in [170]. The correspond-
ing Schro¨dinger operators with potentials possessing singularities are identified. A
further argument from the viewpoint of the Langlands correspondence is given in
[171].
In general, CFTs are realized as scaling limits of lattice models. Then one
may wonder if there exists an ODE which corresponds to a lattice model on a finite
system. This is investigated in [172, 173] for particular cases. As for generalizations
related to massive deformations of CFT, see [174, 175].
11. Applications in gauge/string theories
The AdS/CFT correspondence is a huge subject in theoretical and mathematical
physics. Here we pick just two topics rather briefly, planar AdS/CFT spectrum
(Section 11.1–11.4) and area of minimal surface in AdS (Section 11.5–11.8), from the
gauge and the string theory sides, respectively. These subjects have been growing
rapidly during the last couple of years where some specific T and Y-systems have
found notable applications.
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11.1. Planar AdS/CFT spectrum. Recall the AdS5/CFT4 correspondence be-
tween the type IIB superstring on the curved space time AdS5×S5 and the large N
conformal N = 4 super Yang-Mills (SYM) gauge theory in four dimensions on the
boundary of AdS5 [176, 177, 178]. The correspondence implies that the energies
of specific string states should coincide with anomalous scaling dimensions of local
gauge invariant operators in the SYM. We call the sought common spectrum the
planar AdS/CFT spectrum.
To be concrete, let us consider simplest examples from the SYM side, linear
combinations of single trace scalar operators without derivatives∑
i1...iL
ci1...iLTr Φi1 · · ·ΦiL , (11.1)
where Φi (i = 1, . . . , 6) denote the six scalar fields of N = 4 SYM in the adjoint
representation of SU(N). They contain important examples like chiral primary and
BMN operators [179] as special cases and form an interesting sector that are mixed
only among themselves at one-loop renormalization. In fact, the last property re-
duces the one-loop calculation of scaling dimensions of (11.1) to the diagonalization
of the Wilson matrix
(
∂ lnZ
∂ ln Λ
)
consisting of the wave function renormalization factors
Z = (Zij), where Λ is the UV cutoff. This problem turns out rather remarkably
identical with a periodic spin chain of length L associated with rational R matrix
for SO(6). Thus in the large L limit, one can evaluate, for example, the largest
possible scaling dimension of (11.1) by the Bethe ansatz as [180]
L+
λL
8π2
(π
2
+ ln 2
)
+O(λ2),
where λ = g2YMN is the ’t Hooft coupling. One sees how the bare dimension L (1st
term) acquires the anomalous correction.
Although this is a one-loop perturbative approximation to the planar AdS/CFT
spectrum in a very limited sector, the connection to the Bethe ansatz is a signal
of the integrability of the full problem. In fact, this theme has been explored both
from the gauge and string theory perspectives extensively by an enormous amount
of works. We do not intend to cover them here but refer to the literatures that
will be cited in the next subsection and [179, 180, 181, 182, 183, 184, 185, 186, 187,
188, 189, 190, 191, 192] for example and references therein. See also [193, 194] for
earlier observations before AdS/CFT.
11.2. T and Y-system for AdS5/CFT4. The planar AdS/CFT spectrum is
accessible from the gauge theory side via an integrable long range quantum spin
chain with PSU(2, 2|4) symmetry [195]. This is actually so at least asymptotically
if the relevant quantum numbers like the bare scaling dimension are large enough.
In the language of spin chains, such situations correspond to the thermodynamic
limit where “impurities” (Bethe roots) are kept dilute.
Complementally, the exact spectrum including “finite size effects” may be en-
coded in some T and Y-systems together with an appropriate, albeit highly elab-
orate, analyticity input21. A candidate for such a Y-system has been proposed
in [196, 197, 198] based on the ground state TBA equation associated with the
asymptotic Bethe ansatz (ABA) equation [199, 195, 200] in the mirror form [201].
The underlying symmetry of the ABA equation is PSU(2, 2|4) [195]. Reflecting
this fact, the Y-system in question contains two copies of the Y-systems for the
21 Such features are illustrated along the elementary example of the XXZ chain in Section 16.
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subgroup SU(2|2)22 denoted by SU(2|2)L and SU(2|2)R. Apparently it takes the
same form as type A case:
Ya,s(u− i2 )Ya,s(u+ i2 )
Ya+1,s(u)Ya−1,s(u)
=
(1 + Ya,s+1(u))(1 + Ya,s−1(u))
(1 + Ya+1,s(u))(1 + Ya−1,s(u))
. (11.2)
A peculiarity here is that Ya,s(u) is defined for those (a, s) that correspond to the
black nodes in the following T-shaped fat hook:
✻
a
...
...
...
...
...
· · · · · ·
· · · · · ·
· · · · · · ✲s
0,−1 0,0 0,1 (11.3)
The relevant T-system [197] is also formally of type A:
Ta,s(u− i2 )Ta,s(u+ i2 ) = Ta,s−1(u)Ta,s−1(u) + Ta−1,s(u)Ta+1,s(u), (11.4)
where this time (a, s) ranges over black as well as red nodes in (11.3). The relation
to the Y-system Ya,s(u) =
Ta,s−1(u)Ta,s+1(u)
Ta−1,s(u)Ta+1,s(u)
is as usual. The diagram (11.3) is meant
to capture the structure of the equations (11.2) and (11.4)23.
Recall that the Y-system for Uq(sl(2|2)) in Section 2.6 involves the variables
Y
(a)
m with (a,m) ranging over H2,2 (2.39) which is an L-shaped “thin” hook. This
and its copy are embedded into (11.3) as Ya,m and Ya,−m. The extra variables
Ya,0(u) on the middle vertical array (a, 0)a≥1 are the carriers of the “momentum”
(cf. (11.5)). The two wings s < 0 and s > 0 correspond to SU(2|2)L and SU(2|2)R
mentioned earlier. The range m ∈ Z for the “fusion degree” or “string length”
for Ta,m and Ya,m is a natural convention in those systems equipped with doubled
symmetry, e.g. the O(4) nonlinear sigma model (SU(2) principal chiral field) having
the global SU(2)L × SU(2)R symmetry [202].
11.3. Formula for planar AdS/CFT spectrum. Now the planar AdS/CFT
spectrum (with R-charge subtracted) is given in terms of the solutions to the Y-
system in the previous subsection by the formula
K0∑
j=1
ǫ1(u0,j) +
∑
a≥1
∫ ∞
−∞
du
2πi
∂ǫ∗a(u)
∂u
ln(1 + Y ∗a,0(u)). (11.5)
Here K0 is specified from the sector in question (see (11.9)–(11.10)) and ǫa(u) is
defined by ǫa(u) = a +
2ig
x(u+ ia2 )
− 2ig
x(u− ia2 )
in terms of x(u) satisfying ug = x(u) +
x(u)−1 and |x(u ± ia2 )| > 1. The parameter g is related to the ’t Hooft coupling
λ by λ = (4πg)2. The above choice of the branch is called physical kinematics.
On the other hand, ǫ∗a(u) with a ≥ 1 is defined by the same formula but with
22 It is essentially the Y-system for Uq(sl(2|2)) in Section 2.6.
23Another, yet more intrinsic way of encoding the Y-system together with the T-system is by
the quiver in the cluster algebra formulation in Section 5.3.
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another branch called mirror kinematics (cf. [198, 197, 192]). The function Y ∗a,0(u)
is defined by the mirror kinematics. Finally, the rapidities u0,j are determined by
the Bethe equation
Y1,0(u0,j) = −1 (j = 1, . . . ,K0). (11.6)
This description of the planar AdS/CFT spectrum has been claimed exact for any
’t Hooft coupling (i.e. to all loop orders) and operators of any finite L [197, 203].
11.4. Asymptotic Bethe ansatz. To be consistent with the ABA equation [195],
the Y-system (11.2) should split into the left and right wings in the limit L→∞.
Compatibly with this, the middle series should behave as
Ya≥1,0(u) ≃
(
x(u − ia2 )
x(u + ia2 )
)L
φ(u − ia2 )
φ(u + ia2 )
TLa,−1(u)T
R
a,1(u), (11.7)
where φ is a function obeying the relation (11.15). The last two factors represent
the T-functions for the decoupled SU(2|2)L and SU(2|2)R. They are constructed
from the a = 1 case [19, 22] in a way analogous to (9.2), (9.3) and (9.5). Explicitly,
the a = 1 case is given as the dressed vacuum form
TL,R1,∓1(u) =
R
(+)
0 (u − i2 )
R
(−)
0 (u− i2 )
(
Q±2(u− i)Q±3(u+ i2 )
Q±2(u)Q±3(u− i2 )
+
Q±2(u + i)Q±1(u − i2 )
Q±2(u)Q±1(u + i2 )
− R
(−)
0 (u− i2 )Q±3(u+ i2 )
R
(+)
0 (u− i2 )Q±3(u− i2 )
− B
(+)
0 (u+
i
2 )Q±1(u − i2 )
B
(−)
0 (u+
i
2 )Q±1(u+
i
2 )
)
,
(11.8)
where Ql(u) =
∏Kl
j=1(u− ul,j). In addition we introduce24
Rl(u) =
Kl∏
j=1
x(u)− x(ul,j)√
x(ul,j)
, R
(±)
l (u) =
Kl∏
j=1
x(u)− x(ul,j ∓ i2 )√
x(ul,j ∓ i2 )
, (11.9)
Bl(u) =
Kl∏
j=1
x(u)−1 − x(ul,j)√
x(ul,j)
, B
(±)
l (u) =
Kl∏
j=1
x(u)−1 − x(ul,j ∓ i2 )√
x(ul,j ∓ i2 )
(11.10)
for −3 ≤ l ≤ 3. They are factorized pieces of Ql(u) in that
Rl(u)Bl(u) = (−g)−KlQl(u), R(±)l (u)B(±)l (u) = (−g)−KlQl(u± i2 ). (11.11)
The numbers Kl specify the relevant sectors. As usual in the analytic Bethe ansatz
(cf. Section 8), analyticity of TL,R1,±1(u) leads to the equations
1 =
Q±2(u±1,k + i2 )B
(−)
0 (u±1,k)
Q±2(u±1,k − i2 )B(+)0 (u±1,k)
, 1 =
Q±2(u±3,k + i2 )R
(−)
0 (u±3,k)
Q±2(u±3,k − i2 )R(+)0 (u±3,k)
, (11.12)
−1 = Q±1(u±2,k −
i
2 )Q±2(u±2,k + i)Q±3(u±2,k − i2 )
Q±1(u±2,k + i2 )Q±2(u±2,k − i)Q±3(u±2,k + i2 )
. (11.13)
24 The Bethe roots u1,j , u2,j , u3,j , u0,j , u−3,j , u−2,j , u−1,j and the T-functions TL1,−1, T
R
1,1
here denote u1L,j , u2L,j , u3L,j , u4,j , u3R,j , u2R,j , u1R,j and T
L
1,1, T
R
1,1 in [197], respectively. The
notation for the Q-functions is also slightly modified accordingly. These Bethe roots further
correspond to u1,j , u2,j , u3,j , u4,j , u5,j , u6,j , u7,j in [195].
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In addition, the cyclicity of the single trace operator in SYM is to be reflected as the
“zero momentum” condition
∏K0
j=1
x(u0,j+
i
2 )
x(u0,j− i2 )
= 1. Upon a convention adjustment,
these relations coincide with the ABA equation in [195, section 5.1] except the most
complicated one
− 1 =
(
x(u0,k − i2 )
x(u0,k +
i
2 )
)L (
B
(+)
0 B1B−1R3R−3/R
(+)
0
)
(u0,k +
i
2 )(
B
(−)
0 B1B−1R3R−3/R
(−)
0
)
(u0,k − i2 )
S(u0,k)
2, (11.14)
which involves the dressing factor σ [200] via S(u) =
∏K0
j=1 σ(x(u), x0,j). The ABA
equation (11.14) is to be reproduced in the present scheme as the large L limit of
the equation (11.6). In view of TL,R1,∓1(u0,j) = −Q±3(u0,j+
i
2 )
Q±3(u0,j− i2 )
and (11.7), this amounts
to postulating that φ therein should satisfy the difference equation
φ(u − i2 )
φ(u + i2 )
=
B
(+)
0 B1B−1
R
(+)
0 B3B−3
(u + i2 )
R
(−)
0 B3B−3
B
(−)
0 B1B−1
(u − i2 )S(u)2. (11.15)
The asymptotics (11.7) with (11.15) specifies the large L solution of the Y-system.
With regard to the finite L effects, the above formulation reproduces wrapping
corrections at weak coupling for twist two operators obtained by other methods
such as the Lu¨scher formula. For instance in the case of the Konishi operator
Tr(D2Z2 − DZDZ), one gets the scaling dimension from ABA as EABA = 4 +
12g2− 48g4+336g6− (2820+288ζ(3))g8. The above Y-system approach yields the
result EABA+Ewrapping with the correctionEwrapping = (324+864ζ(3)−1440ζ(5))g8
starting at four-loop in agreement with [192].
11.5. Area of minimal surface in AdS. Now we turn to the second topic of this
section. The T and Y-systems play an essential role in calculating the action of
classical open string solutions, i.e. the area of minimal surface, in AdS space. Via
the AdS/CFT correspondence, this yields the planar amplitudes of gluon scattering
in N = 4 SYM at strong coupling. The gluon momenta are incorporated in null
polygonal configurations at the AdS boundary. The first important step in this
problem is to linearize the equation of motion of the AdS sigma model (Section
11.5). Once this is achieved, the T and Y-systems come into the game naturally
through the Stokes phenomena of the auxiliary linear problem around the irregular
singularity at the boundary of the worldsheet (Section 11.6). This part is close in
spirit to Section 10.1. Extra complication can occur when passing to the TBA-
type nonlinear integral equations most typically due to the complex nature of the
driving terms (“complex mass” appearing in asymptotics of Y-functions). They are
determined by period integrals of the Riemann surface reflecting the null polygonal
boundary and the cross ratios of gluon momenta. The regularized area is formally
expressed in the same form as the free energy in the conventional TBA analysis
(Section 11.8). Sections 11.5–11.8 are quick digest of these recent progress [204,
205, 206, 207] along a simple version of AdS3.
The AdS3 is given in terms of the global coordinate ~Y = (Y−1, Y0, Y1, Y2) ∈ R2,2
as
~Y · ~Y := −Y 2−1 − Y 20 + Y 21 + Y 22 = −1. (11.16)
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General product ~A · ~B in R2,2 is defined similarly with the signature −1,−1, 1, 1.
The equation of motion and the Virasoro constraint read
∂∂¯~Y − (∂~Y · ∂¯ ~Y )~Y = 0, ∂~Y · ∂~Y = ∂¯ ~Y · ∂¯ ~Y = 0, (11.17)
where ∂ = ∂∂z , ∂¯ =
∂
∂z¯ and z is a complex coordinate parameterizing the worldsheet.
This classical motion of strings in AdS3 is integrable. In fact, it is transformed to a
Z2-projected SU(2) Hitchin system through a Pohlmeyer type reduction [208, 209].
To see this, introduce the new variables α and p by
e2α(z,z¯) =
1
2
∂~Y · ∂¯ ~Y , Na = 1
2
ǫabcdY
b∂Y c∂¯Y d, (11.18)
p =
1
2
~N · ∂2~Y , p¯ = −1
2
~N · ∂¯2~Y . (11.19)
Note that ~N · ~Y = ~N · ∂~Y = ~N · ∂¯ ~Y = 0 and ~N · ~N = 1. The variable α = α(z, z¯)
is real and ~N is pure imaginary. Moreover it can be shown from (11.16)-(11.19)
that p = p(z) is holomorphic. The area is given by 4
∫
d2ze2α. The α satisfies the
sinh-Gordon equation modified with p as ∂∂¯α − e2α + |p(z)|2e−2α = 0. As this
fact indicates, the equations (11.17) are expressible as the flatness condition of the
connections:
∂BLz¯ − ∂¯BLz + [BLz , BLz¯ ] = 0, ∂BRz¯ − ∂¯BRz + [BRz , BRz¯ ] = 0, (11.20)
where the connections are given by
BLz = Bz(1), B
L
z¯ = Bz¯(1), B
R
z = UBz(i)U
−1, BRz¯ = UBz¯(i)U
−1, (11.21)
Bz(ζ) =
(
1
2∂α −ζ−1eα−ζ−1e−αp(z) − 12∂α
)
, Bz¯(ζ) =
(− 12 ∂¯α −ζe−αp¯(z¯)−ζeα 12 ∂¯α
)
, (11.22)
with U =
(
0 eπi/4
e3πi/4 0
)
. Here ζ is the spectral parameter. Actually the re-
lation ∂Bz¯(ζ) − ∂¯Bz(ζ) + [Bz(ζ), Bz¯(ζ)] = 0 including ζ is satisfied. Splitting
the connection into ζ dependent part and the rest as Bz(ζ) = Az + ζ−1Φz and
Bz¯(ζ) = Az¯ + ζΦz¯, one finds that the flatness conditions form the Hitchin system
with gauge field A and Higgs field Φ. The gauge group is SU(2) but the system
is Z2-projected in the sense that the above form (11.22) belongs to the invariant
subspace under the involution Az → σ3Azσ3,Φz → −σ3Φzσ3 and similarly for Az¯
and Φz¯. (σ
3 is a Pauli matrix.)
With each zero curvature condition in (11.20), there is associated a pair of auxil-
iary linear problems whose compatibility yields it. Thanks to the relations (11.21),
one can combine and promote them into the ζ-dependent versions (∂+Bz(ζ))ψ = 0
and (∂¯ +Bz¯(ζ))ψ = 0 or equivalently,(
d+
Φzdz
ζ
+A+ ζΦz¯dz¯
)
ψ = 0 (11.23)
with A = Azdz+Az¯dz¯ for ψ = ψ(z, z¯; ζ). A useful property is that if ψ(ζ) is a flat
section with spectral parameter ζ, then so is σ3ψ(eπiζ) by the Z2-symmetry.
Given two solutions ψ, ψ′ to (11.23), define their SL(2)-invariant pairing as
〈ψ, ψ′〉 = ǫαβψαψ′β , where ψ = (ψ1, ψ2)T , etc. This is a constant function on
the worldsheet playing the role analogous to Wronskians in Section 10. Let ψLa =
(ψL1,a, ψ
L
2,a)
T (a = 1, 2) be the two solutions ψ(z, z¯, ζ=1) normalized as 〈ψLa , ψLb 〉 =
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ǫab. Fix also the solutions ψ
R
a˙ = (ψ
R
1,a˙, ψ
R
2,a˙)
T (a˙ = 1, 2) which are similarly normal-
ized at ζ = i. Then the originalAdS3 coordinate ~Y = (Y−1, Y0, Y1, Y2) is reproduced
from the auxiliary linear problem by(
Y−1 + Y2 Y1 − Y0
Y1 + Y0 Y−1 − Y2
)
a,a˙
= ψL1,aψ
R
1,a˙ + ψ
L
2,aψ
R
2,a˙. (11.24)
This substantially achieves the linearization of the problem.
11.6. Stokes phenomena, T and Y-system. Scattering amplitudes for 2n glu-
ons correspond to open string solutions having polygonal shapes with 2n cusps at
the AdS3 boundary. This translates to the following boundary condition:
α→ 1
4
ln |p(z)|2 (z →∞), p(z) = zn−2 + · · · (polynomial of degree n− 2).
(11.25)
We assume that n is odd for simplicity. From (11.22), solutions of the auxiliary
linear problem (11.23) as |z| → ∞ behave as
ψ ∼
(
(p¯/p)
1
8
±(p/p¯) 18
)
exp
(
±1
ζ
∫ √
pdz ± ζ
∫ √
p¯dz¯
)
. (11.26)
Since exp(1ζ
∫ √
pdz) ∼ exp( zn/2ζ ) holds asymptotically, there are n Stokes sectors
which are separated by n rays in the z plane. We label them consecutively anti-
clockwise.
Let sk(ζ) be the small (subdominant in the terminology of Section 10) solution
in the kth Stokes sector. Then we have the properties like σ3sk(e
πiζ) ∝ sk+1(ζ),
sk(e
2πiζ) ∝ sk+2(ζ) and 〈sj , sk〉(eπiζ) = 〈sj+1, sk+1〉(ζ). Fixing the small solution
s1(ζ) in the first Stokes sector, we define the others by sk+1(ζ) = (σ
3)ks1(e
kπiζ).
Set Tk(ζ) = 〈s0, sk+1〉(e−πi(k+1)/2ζ) in the normalization 〈si, si+1〉(ζ) = 1. Then
from the simplest Plu¨cker relation or Schouten identity 〈si, sj〉〈sk, sl〉−〈si, sk〉〈sj , sl〉+
〈si, sl〉〈sj , sk〉 = 0, one finds
Tk(e
πi
2 ζ)Tk(e
−πi2 ζ) = Tk−1(ζ)Tk+1(ζ) + 1. (11.27)
This is a version of the level n− 2 restricted T-system for A1 where the conditions
T0(ζ) = 1 and Tn−1(ζ) = 0 are imposed25. Setting further Yk(ζ) = Tk−1(ζ)Tk+1(ζ)
as usual, one gets the level n− 2 restricted Y-system (for Y −1-variables in (2.11))
Yk(e
πi
2 ζ)Yk(e
−πi2 ζ) = (1 + Yk−1(ζ))(1 + Yk+1(ζ)) (11.28)
with the boundary condition Y0(ζ) = Yn−2(ζ) = 0 in the k direction.
11.7. Asymptotics, WKB and TBA. As is well known, the relation (11.28)
determines the Y-functions effectively only with the information on their analyticity.
By the definition, Yk(ζ)’s are analytic away from ζ
±1 = 0 where they possess
essential singularities. One can deduce the asymptotic behavior around them using
the WKB approximation regarding ζ±1 as the Planck constant. For example when
ζ → 0, the solutions of (11.23), after a simple similarity transformation making
Φz into
√
p diag(1,−1), behave as exp(± 1ζ
∫√
p dz) times constant vectors. Thus
they are well approximated by performing the integral along the Stokes (steepest
descent) lines defined by ℑm(√p(z)dz/ζ) = 0. At a generic point in the z plane,
there is one Stokes line passing through it. Exceptions are zeros of p(z) (turning
25The latter is a slightly weaker condition than Tn−2(ζ) = 1 in the definition of Section 2.2.
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points). From a single zero, there emanate three Stokes lines. They go toward
infinity along certain directions corresponding to Stokes sectors or flow into another
turning point. The family of these infinitely many non-crossing lines constitute the
WKB foliations. See Figure 3.
3
1
2
1
-3
-2 -1
0
3
2 1
-3
-2
-1
0
Figure 3. Example of Stokes lines for p(z) = z(z2 − 1)(z2 − 4).
The left and right figures correspond to arg(ζ) = 0 and π3.1 , re-
spectively. Blue lines are those emanating from turning points.
The number k specifies the Stokes sector where sk is small. For
example, 〈s1, s2〉 ∼ exp(− 1ζ
∫
C1
√
pdz). The integral
∫ √
p dz along
the red lines anticlockwise yields asymptotics of lnY2(ζ) as ζ → 0.
First consider the case in which the zeros of p(z) are aligned on the real axis.
Then one obtains the estimate like 〈s1, s2〉 ∼ exp(−
∫
C1
√
p dz/ζ). Therefore the
Y-variables (without the normalization constraint on si)
Y2k(ζ) =
〈s−k, sk〉〈s−k−1, sk+1〉
〈s−k−1, s−k〉〈sk, sk+1〉 (ζ),
Y2k+1(ζ) =
〈s−k−1, sk〉〈s−k−2, sk+1〉
〈s−k−2, s−k−1〉〈sk, sk+1〉 (e
πi
2 ζ)
(11.29)
have the asymptotics
lnY2k(ζ) ∼ Z2k
ζ
+ · · · , lnY2k+1(ζ) ∼ Z2k+1
iζ
+ · · · (ζ → 0), (11.30)
where Zk = −
∮
γk
√
p dz is the period integral along the cycle γk going around the
kth and (k + 1)st largest zeros of p(z) (cf. Fig. 5 in [206]). The asymptotics as
ζ →∞ is similarly investigated. Together with the ζ → 0 case, the result is summa-
rized as lnYk(e
θ) = −mk cosh θ+ · · · (θ → ±∞), where m2k = −2Z2k and m2k+1 =
2iZ2k+1 are both positive. Now that the combination ln(Yk(e
θ)/e−mk cosh θ) is an-
alytic in the strip |ℑm θ| ≤ π2 and decays as |θ| → ∞ within it, the standard
argument leads to the integral equation:
lnYk(e
θ) = −mk cosh θ +
∫ ∞
−∞
ln[(1 + Yk−1(eθ
′
))(1 + Yk+1(e
θ′))]dθ′
2π cosh(θ − θ′) (11.31)
for 1 ≤ k ≤ n− 3 (Y0(ζ) = Yn−2(ζ) = 0). Up to the driving (mass) term, this has
the same form with the integral equation in TBA or QTM analyses associated with
the level n− 2 restricted Y-system for A1. See for example (15.14) and (16.28).
So far, we have considered the case where the zeros of p(z) are on the real
axis. When they deviate from it, the T and Y-system remain unchanged. On the
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other hand, the asymptotics is modified as lnYk(ζ) ∼ −mk2ζ (ζ → 0) and lnYk(ζ) ∼
− m¯k2 ζ (ζ → ∞), where mk = |mk|eiϕk is complex in general. Consequently, the
integral equation (11.31) is replaced with
ln Y˜k(e
θ) = −|mk| cosh θ +
∑
j=k±1
∫ ∞
−∞
ln(1 + Y˜j(e
θ′))dθ′
2π cosh(θ − θ′ + iϕk − iϕj) , (11.32)
where Y˜k(e
θ) = Yk(e
θ+iϕk). This holds for |ϕk − ϕk±1| < π2 . If the phases go
beyond this range (so-called wall crossing), the integral equation acquires extra
terms corresponding to the contributions of the poles from the convolution kernel.
A simple illustration of such a situation has been given in [206, appendix B].
11.8. Area and free energy. The interesting part A of the area is given by26
A = 2
∫
d2zTr(ΦzΦz¯) = i
∫ √
p dz ∧Φ11z¯ dz¯ = −i
n−3∑
j,k=1
wjk
∮
γj
√
p dz
∮
γk
Φ11z¯ dz¯,
(11.33)
where the gauge Φz =
√
p diag(1,−1) is taken and TrΦz¯ = 0 is used. In the
last equality we have dropped the contribution from infinity. The matrix (wjk) is
the inverse of the intersection forms27 (〈γj , γk〉) specified by 〈γ2k, γ2k±1〉 = 1. Set
Yˆ2k(ζ) = Y2k(ζ) and Yˆ2k+1(ζ) = Y2k+1(e
−πi2 ζ) somehow reconciling the shift in
(11.29). The factor
∮
γk
Φ11z¯ dz¯ in (11.33) also appears as the coefficient of −ζ in the
small ζ expansion of ln Yˆk(ζ) based on the perturbative solution of (11.23). On the
other hand, the small ζ = eθ expansion of (11.32) gives
ln Yˆk(ζ) =
Zk
ζ
+ ζ
[
Z¯k +
∑
j
〈γk, γj〉
πi
∫
dζ′
ζ′2
ln(1 + Yˆj(ζ
′))
]
+ · · · , (11.34)
where the appearance of 〈γk, γj〉 is the effect of using Yˆk(ζ) rather than Yk(ζ). Thus
one can substitute
∮
γk
Φ11z¯ dz¯ in (11.33) by [. . .] here times (−1). As the result the
area is expressed as A = Aperiods +A
′
free with
Aperiods = −i
∑
j,k
wjkZkZ¯j , A
′
free = −
1
π
∑
k
Zk
∫
dζ
ζ2
ln(1 + Yˆk(ζ)). (11.35)
Actually one should replace A′free by the average Afree taking the contribution from
large ζ into account. Thus the final result reads A = Aperiods +Afree with
Afree =
∑
k
|mk|
∫ ∞
−∞
dθ
2π
cosh θ ln(1 + Y˜k(e
θ)) (11.36)
in terms of Y˜k(e
θ) defined after (11.32). This has the same form as the free energy
in the conventional TBA. See for example (15.15).
To summarize, the symmetry aspects of the problem (AdS, Virasoro constraints,
null-cusp boundary) are incorporated into the restricted T and Y-systems. Then,
all the dynamical information (gluon momenta, Riemann surface, cycles) are re-
markably integrated in the “complex mass” parameters m1, . . . ,mn−3.
26 Our Φz here is Φ˜z in [206].
27The inverse exists under our assumption of n being odd. The intersection form 〈 , 〉 here
should not be confused with the SL(2)-invariant pairing of spinors.
91
11.9. Bibliographical notes. The subjects in this section are currently in the
course of rapid development. For various aspects of the planar AdS/CFT spectrum,
see the literatures given in the end of Section 11.1 and reference therein. We have
only dealt with the limited issues related to T and Y-systems. The contents in
Section 11.2–11.4 are mainly based on [197]. For numerical studies, it is important
to formulate the analyticity precisely and to derive the TBA (or other type of)
integral equations including excited states. We refer to [196, 197, 198, 203, 210] for
this problem. Similar analyses have been made in [211, 212, 213] for the AdS4/CFT3
duality proposed recently [214].
Calculation of gluon scattering amplitudes at strong coupling using gauge/string
duality was initiated in [204] and developed in a series of works [205, 215, 206, 207,
216, 217]. For classical integrability of AdS sigma models and their connection to
Hitchin system, see also [218]. Auxiliary linear problem in Section 11.7 is a special
case of that for general SU(2) Hitchin system [219], where a number of aspects in
the Riemann-Hilbert problem have been discussed including WKB triangulations,
the Fock-Goncharov coordinates, the Kontsevich-Soibelman wall-crossing formula,
TBA and so forth. The contents of Section 11.5–11.8 are mainly taken from [206].
We have treated n (number of gluons) odd case. For the case n even, see [216, 217].
In [217], further effect of operator insertion is studied, and the (slightly deformed)
level 2 restricted Y-system for Dn has been obtained. For a similar appearance of
theD type Y-system in A1 related lattice models, see Remark 16.8. The generalized
sinh-Gordon equation has also been studied in the context of generalized ODE/IM
correspondence in [175].
12. Aspects as classical integrable system
Besides the quantum integrable systems, T and Y-systems also have interest-
ing aspects as classical nonlinear difference equations. For instance, the T-system
relation (2.5) is presented in the form
τ1τ23 − τ2τ31 + τ3τ12 = 0 (12.1)
with a suitable redefinition up to the boundary condition. Here the indices signify
a shift of the independent vector variable in the respective directions (τij = τji).
This is a version of Hirota-Miwa equation on tau functions in the theory of discrete
KP equations [220, 221, 222, 223]. A simplest account for its integrability is the
Lax representation, namely, the compatibility of the linear system:
ψi − ψj = ττij
τiτj
ψ (i < j).
The Hirota-Miwa equation serves as a master equation generating a variety of
soliton equations under suitable specializations and boundary conditions. See for
instance [222, 224, 225]. Apart from this, there are numerous aspects in type A
T-system, sometimes called octahedron recurrence, related to discrete geometry
[226, 227, 228], Littlewood-Richardson rule [229], perfect matchings and partition
functions on a network [230, 231] and so forth. For types other than A however,
such results are relatively few.
Our presentation in this section is necessarily selective. In Section 12.1, we ex-
plain that the T-system for g is a discretized Toda field equation that has decent
continuous limits with a known Hamiltonian structure. In Section 12.2, a connec-
tion of the Y-system for A∞ with discrete geometry is reviewed.
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12.1. Continuum limit. We present a simple continuous limit of the T-system for
general g known as the lattice Toda field equation [232]. It is a difference-differential
system containing continuous time and discrete space variables. Further continuous
limit on the latter yields the Toda field equation on (1+1)-dimensional continuous
spacetime [233].
We begin by making a slight change of variables in the T-system as
T (a)m (u) = τa(u+
m
ta
, s+ ε
m
ta
) (1 ≤ a ≤ r, u ∈ Z/t,m ∈ Z). (12.2)
Here ε is a small parameter and s is going to be the continuous time variable
soon. For the symbols t, ta and root system data, see around (2.1). We substitute
(12.2) into the T-system (2.22) T
(a)
m (u − 1ta )T
(a)
m (u +
1
ta
) − T (a)m−1(u)T (a)m+1(u) =
g
(a)
m (u)M
(a)
m (u) with m ∈ taZ. For each g of rank r there are r such equations.
(The case m 6∈ taZ leads to the same continuum limit as the one considered in the
following.) For example, the B2 case reads
τ1(n− 1, s)τ1(n+ 1, s)− τ1(n− 1, s− ε)τ1(n+ 1, s+ ε) = g1τ2(n, s),
τ1(n− 12 , s)τ1(n+ 12 , s)− τ1(n− 12 , s− ε2 )τ1(n+ 12 , s+ ε2 ) = g2τ1(n− 12 , s)τ1(n+ 12 , s),
where we have chosen ga = g
(a)
tam(u) to be a constant. We take the continuum
limit in the time variable s keeping n ∈ Z/t as the coordinate of a one dimensional
lattice without boundary. Namely, we replace ga by εga/ta and set ε → 0. The
result reads
Dsτ1(n− 1) · τ1(n+ 1) = g1τ2(n),
Dsτ2(n− 1
2
) · τ2(n− 1
2
) = g2τ1(n− 1
2
)τ1(n+
1
2
).
Here we suppressed the time dependence as τa(n) = τa(n, s), which we shall also
do in the remainder of this subsection. Ds denotes the Hirota derivative:
Dsf · g = ∂f
∂s
g − f ∂g
∂s
.
Similarly, the general g case is given by
Dsτa(n− 1ta ) · τa(n+ 1ta ) = gaMa(n),
Ma(n) :=
∏
b:Cab=−1
τb(n)
∏
b:Cab=−2
τb(n− 12 ) · τb(n+ 12 )
∏
b:Cab=−3
τb(n− 23 )τb(n)τb(n+ 23 ),
(12.3)
where n ∈ Z/t. We call this the lattice Toda field equation for g. In some case,
it actually splits into disjoint sectors. For instance in types ADE, one has ta =
t = 1 for any a ∈ I, hence (12.3) closes among {τa(n)| a ∈ I(−1)n} or {τa(n)| a ∈
I(−1)n+1}, where I± is the bipartite decomposition of the Dynkin diagram nodes
I = {1, . . . , r} = I+ ⊔ I−.
One can rewrite (12.3) in a form that looks more like Toda equation and explore
its Hamiltonian structure. As an illustration, we first treat the A1 case. Let us
introduce the dynamical variables x(n) and β(n) by
x(n) =
∂
∂s
ln
τ1(n− 1)
τ1(n+ 1)
, β(n) =
x(n− 1)
x(n+ 1)
(n ∈ Z). (12.4)
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Equation (12.3) for A1 reads
∂τ1(n− 1)
∂s
τ1(n+ 1)− τ1(n− 1)∂τ1(n+ 1)
∂s
= g1. (12.5)
This allows us to rewrite (12.4) as
x(n) =
g1
τ1(n− 1)τ1(n+ 1) , β(n) =
τ1(n+ 2)
τ1(n− 2) . (12.6)
From the expression of x(n) in (12.4) and β(n) in (12.6), one gets another form of
the lattice Toda field equation for A1:
∂ lnβ(n)
∂s
= −x(n− 1)− x(n+ 1), (12.7)
which is a discrete analog of the Liouville equation. It is derived as the equation of
motion
∂β(n)
∂s
= {H, β(n)}, (12.8)
with the following Hamiltonian and Poisson bracket:
H =
∑
m∈Z
x(m), {x(m), x(n)} = x(m)x(n) sgn2(n−m). (12.9)
See (12.13) for the definition of sgn2(n). We remark that (12.5), (12.7) and their
relation explained in the above are difference-differential analog of the T-system,
Y-system and their transformation stated in Theorem 2.5 for A1, respectively.
All these features are generalized to g straightforwardly. The relevant dynamical
variables are
xa(n), βa(n) =
xa(n− 1ta )
xa(n+
1
ta
)
(a ∈ I, n ∈ Z/t), (12.10)
which are functions of the continuous time s. We keep the notation I, t, ta, C, (αa|αb)
around (2.1) and set
Bab = Bba =
tb
max(ta, tb)
Cab =

2 Cab = 2,
−1 Cab < 0,
0 Cab = 0.
(12.11)
(Bab) is the Cartan matrix for simply laced Dynkin diagram obtained by forgetting
the multiplicity of oriented edges in that for g. We specify the Poisson bracket of
xa(n) as
{xa(m), xb(n)} = 1
2
Bab xa(m)xb(n) sgnBab
(
max(ta, tb)(n−m)
)
, (12.12)
where sgnk(v) with k ∈ {2,−1} is the odd function of v ∈ R defined by28
sgnk(v) =

1 if v > 0 and v ∈ 2Z+ k,
−1 if v < 0 and v ∈ 2Z+ k,
0 otherwise.
(12.13)
28sgn0(v) is not necessary since the RHS of (12.12) contains the factor Bab.
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Consequently, the Poisson bracket concerning βa(n) becomes local in that it is non
vanishing only with finitely many opponents.
{xa(m), βb(n)} =

−xa(m)βa(n)(δ
m,n+
1
ta
+ δ
m,n− 1ta
) Cab = 2,
xa(m)βb(n)
∑−Cab−1
j=Cab+1
δm+ j
ta
,n Cab < 0,
0 Cab = 0,
(12.14)
{βa(m), βb(n)} = βa(m)βb(n)(δm+(αa|αb),n − δm−(αa|αb),n). (12.15)
In (12.14), the j-sum is taken with the condition j ≡ Cab+1 mod 2. The equation
of motion with the Hamiltonian
∂βa(n)
∂s
= {H, βa(n)}, H =
∑
a∈I,n∈Z/t
xa(n) (12.16)
leads to the differential-difference system:
∂ lnβa(n)
∂s
= −xa(n− 1
ta
)− xa(n+ 1
ta
)
+
∑
b:Cba=−1
xb(n) +
∑
b:Cba=−2
(
xb(n− 1
2
) + xb(n+
1
2
)
)
+
∑
b:Cba=−3
(
xb(n− 2
3
) + xb(n) + xb(n+
2
3
)
)
.
(12.17)
For g = A1 this reduces to (12.7). The equation (12.17) with xa(n) and βa(n)
related as (12.10) is another form of the lattice Toda field equation (12.3). In
fact, the transformation between (12.3) and (12.17) is parallel with the A1 case
(12.4)–(12.7). Generalizing (12.4) we relate xa(n) and τa(n) by
xa(n) =
∂
∂s
ln
τa(n− 1ta )
τa(n+
1
ta
)
=
gaMa(n)
τa(n− 1ta )τa(n+ 1ta )
, (12.18)
where the latter equality is due to the lattice Toda field equation (12.3). Substi-
tuting the latter form into (12.10), we find
βa(n) =
∏
b∈I
τb(n+ (αa|αb))
τb(n− (αa|αb)) . (12.19)
This can also been derived from (8.16) by noting the same structure inA−1a,z=qtn(4.25)
and Ma(n)/(τa(n− 1ta )τa(n+ 1ta )) given by (12.3). Anyway,
∂ lnβa(n)
∂s is expressed
as a linear combination of xa(n) by using the first formula in (12.18). The result
reproduces (12.17).
A further continuous limit on n can be taken by letting
xa(n)→ 2ε exp(φa(z + εn)), lnβa(n)→ −2ε
ta
φ′a, (12.20)
where ′ = ∂∂z . Then the limit ε → 0 of (12.17) leads to a version of the Toda field
equation for φa = φa(z, s):
∂2φa
∂z∂s
=
∑
b∈I
tatb(αa|αb)eφb . (12.21)
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The case g = A1 is the Liouville equation. Switching to ψa by φa =
∑
b∈I Cabψb −
ln ta, one may rewrite it in the form
∂2ψa
∂z∂s
= exp
(∑
b∈I
Cabψb
)
studied in [233]. An explicit construction of the general solution is known containing
2r arbitrary functions [233]. We see that (12.16) and (12.14) are lattice analog of
the Hamiltonian formulation of the Toda field equation:
∂φ′a
∂s
= {H, φ′a}, H =
∑
a∈I
∫
dzeφa(z), {φa(z), φ′b(z′)} = tatb(αa|αb)δ(z − z′).
The Poisson structures (12.12)–(12.15) have an origin in the lattice analog of
the W -algebras going back to [234]. In particular, they may be deduced from
the Poisson relations among appropriate constituent fields in the q-deformed W -
algebra. See for example [235, 236, 154, 232, 237] and reference therein. Here we
only mention, as an example, that (12.15) is a lattice analog of the Poisson relation
{Aa(z), Ab(w)} =
(
δ
(
q(αa|αb)
w
z
)
− δ
(
q−(αa|αb)
z
w
))
Aa(z)Ab(w)
among the fields Aa(z) corresponding to the exponential simple root e
αa whose
counterpart in the theory of q-character has appeared in (4.25). See equation (3.1)
in [237] and also equation (8.8) in [70] for the logarithmic form.
12.2. Discrete geometry. As we have seen in the previous subsection, continuous
limits of T-system lead to Toda type differential equations. On the other hand,
geometric origins of many differential equations of such kind have been known
from the days of Darboux. Like the continuous case, it is natural to seek discrete
geometry responsible for the integrability of discrete integrable equations. In fact,
if we let such geometric objects speak of themselves, they would say “We exist,
therefore it is integrable29”. There are many results in this direction. See for
example [238, 226, 227, 228, 239] and reference therein. In a sense they provide
a most natural framework to set up Lax formalisms of the integrable difference
equations from geometric points of view. Here we only include a simple exposition
of the basic example [240, 241] connecting Y-system for A∞ to a discrete analog of
the Laplace sequence of conjugate nets.
We begin by recalling the appearance of the Toda field equation in projective
differential geometry. Consider a surface in the real projective space P3 which has
the homogeneous coordinate vector z = z(x, y) ∈ P3. A local coordinate (x, y) of
the surface is called a conjugate net if
zxy + a(x, y)zx + b(x, y)zy + c(x, y)z = 0 (12.22)
is valid for some functions a, b, c, where the indices mean the derivatives. Although
z and w specify the same surface if they are related by z = λw, the above equation
is not invariant but changed into
wxy + a˜(x, y)wx + b˜(x, y)wy + c˜(x, y)w = 0 (12.23)
29V. V. Bazhanov, talk at Newton Institute, Cambridge, UK, March 2009.
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with a˜ = a + (lnλ)y , b˜ = b + (lnλ)x, c˜ = c + a(lnλ)x + b(lnλ)y + λxy/λ. A
characteristic of a surface independent of the gauge λ is the Laplace invariant
h = ax + ab− c, k = by + ab− c, (12.24)
satisfying h˜ = h and k˜ = k. In what follows we consider the generic situation that
they are nonzero.
For the homogeneous coordinate vector z satisfying (12.22), the Laplace trans-
formation L± is defined by
L+(z) = zy + az, L−(z) = zx + bz. (12.25)
This is compatible with the defining property (12.22) of the conjugate net in that
L+(λw) = λ(wy + a˜w) and L−(λw) = λ(wx + b˜w) hold with a˜ and b˜ given
in the above equation. Any component z of z transforms as L− ◦ L+(z) = hz
and L+ ◦ L−(z) = kz, meaning that L+ and L− are inverse to each other as
transformations in P3. The family of surfaces in P3 generated from z(0) = z as
z(±n) = (L±)n(z) (n ≥ 1) is called a Laplace sequence. Denote by hn, kn the
Laplace invariant associated with z(n). It is easy to see that z(±1) satisfies (12.22)
with a, b, c replaced by a(±1), b(±1), c(±1) given by
a(1) = a− hy
h
, b(1) = b, c(1) = ab− h+ h
( b
h
)
y
,
a(−1) = a, b(−1) = b− kx
k
, c(−1) = ab− k + k
(a
k
)
x
.
(12.26)
Substituting this into (12.24), one can express h±1 and k±1 in terms of h0 = h and
k0 = k. The result shows that the sequence of Laplace invariants satisfy a Toda
field equation for A∞:
∂2 lnhn
∂x∂y
= −hn−1 + 2hn − hn+1, hn = kn+1. (12.27)
Now we move onto the discrete analog of these constructions. The first step
is to observe that (12.22) implies the four infinitesimally neighboring points are
coplanar. This motivates us to introduce a map x : Z2 → P3 such that the 4 points
x(n,m),x(n+ 1,m),x(n,m+ 1),x(n+ 1,m+ 1) are coplanar for any (n,m) ∈ Z2.
Such a map is called two dimensional quadrilateral lattice, which serves as a discrete
analog of the conjugate net. In the inhomogeneous coordinate of the projective
space, a two dimensional quadrilateral lattice is represented by a map x : Z2 → R3
satisfying the discrete analog of (12.22) as follows:
∆1∆2x = (T1A)∆1x+ (T2B)∆2x. (12.28)
Here ∆i = Ti − 1 and Ti changes ni in any function f(n1, n2) to ni + 1. The
functions A,B on Z2 are “gauge potentials” analogous to a, b in the continuum
case. The Laplace transformation, denoted by the same symbol as before, reads
L+(x) = x− ∆1x
B
, L−(x) = x− ∆2x
A
. (12.29)
To see the geometric meaning of this, note that the four points x, T1x, T2x, T1T2x
form a quadrilateral on a plane due to (12.28). The points T1L+(x) and T2L−(x)
are intersections of the two lines extending the opposite sides of the quadrilateral.
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x
T1x
T2x T1T2x
T1L−(x)
T2L+(x)
As in (12.26), the postulate ∆1∆2L±(z) = T1L±(A)∆1L±(z)+T2L±(B)∆2L±(z)
fixes the Laplace transformation of the gauge potentials as
L+(A) = B
T2B
(1 + T1A)− 1, L+(B) = T−12
(
T1L+(A)
L+(A) (1 +B)
)
− 1,
L−(A) = T−11
(
T2L−(B)
L−(B) (1 +A)
)
− 1, L−(B) = A
T1A
(1 + T2B)− 1.
(12.30)
It follows that the Laplace transformation is invertible, i.e. L+◦L− = L−◦L+ = id.
Introduce the Laplace sequence as the continuous case by x(0) = x and x(±n) =
(L±)n(x) (n ≥ 1).
Now we are going to assign a cross ratio to each member of the Laplace sequence.
For the four colinear points q1, q2, q3, q4 in R
3, we define the cross ratio as
cr(q1, q2, q3, q4) = cr(q2, q1, q4, q3) =
(q3 − q1)(q4 − q2)
(q3 − q2)(q4 − q1) ,
which is invariant under projective transformations. Define the sequence of cross
ratio by
Y (n) = −cr(x(n),L+(x(n)), T1x(n), T2L+(x(n))) (n ∈ Z), (12.31)
or equivalently, by setting Y (0) = Y and Y (±n) = (L±)n(Y )(n ≥ 1) with Y (0) =
Y = −cr(x,L+(x), T1x, T2L+(x)). The four points in cr are colinear. By using
(12.28)–(12.30) one can derive various formulas, e.g.
Y =
T2B − (1 + T1A)B
(1 +B)(1 + T1A)
= − L+(A)
1 + L+(A)
B
1 +B
,
Y (−1) = −cr(x,L−(x), T2x, T1L−(x)).
The sequence Y (n) satisfies the functional relation [240, 241]
(T1T2Y
(n))Y (n) = T1
(
1 + Y (n−1)
1 + (Y (n))−1
)
T2
(
1 + Y (n+1)
1 + (Y (n))−1
)
. (12.32)
With a suitable identification, this coincides with the Y-system for A∞ (2.11)
Y (a)m (u− 1)Y (a)m (u+ 1) =
(1 + Y
(a−1)
m (u))(1 + Y
(a+1)
m (u))
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
with no boundary conditions on a and m.
12.3. Bibliographical notes. The contents of Section 12.1 and Section 12.2 are
mainly taken from [232, 237] and [240, 241], respectively.
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13. Q-system and Fermionic formula
13.1. Introduction. Consider the T-system for g. If one formally forgets the
spectral parameter u in T
(a)
m (u), the resulting variable is conventionally denoted by
Q
(a)
m and the T-system reduces to the relation among them called Q-system. In
the context of q-characters, T
(a)
m (u) is the q-character χq(W
(a)
m (u)) of the Kirillov-
Reshetikhin module W
(a)
m (u) (Theorem 4.8). Therefore,
Q(a)m = resT
(a)
m (u) (13.1)
is the usual character of g obtained by the restriction defined in (4.23). Consider
an arbitrary product of Q
(a)
m ’s and the two kinds of decompositions (we assume
ν
(a)
m ∈ Z≥0 for the time being)∏
a,m
(Q(a)m )
ν(a)m =
∑
λ
bλ χ(Vλ) =
∑
λ
cλ e
λ. (13.2)
Here χ(Vλ) denotes the (usual) character of the irreducible g-module Vλ with highest
weight λ. The multiplicities bλ of the irreducible representation Vλ (branching
coefficients) and the multiplicities cλ of weights λ (dimensions of weight spaces) are
two basic quantities characterizing the decompositions. It turns out that analyses
of the Q-system provide them with Fermionic formulas bλ = Mλ and cλ = Nλ.
They possess fascinating forms that symbolize the formal completeness of the string
hypothesis in the Bethe ansatz at q = 1 and q = 0, respectively.
In Sections 13.2 and 13.3 we explain how Mλ and Nλ emerge from the Bethe
ansatz along the simplest setting in g = A1. Precise statements for A1 are formu-
lated in Section 13.4 and the proof by a unified perspective of the multivariable
Lagrange inversion method is outlined in Section 13.5. All the essential ingredients
are given by this point. In Section 13.6, we introduce the Q-system for g and write
down the associated Fermionic formulas Mλ and Nλ. The main Theorem 13.11 in
the general case is stated. In Section 13.7, the expansion of Q
(a)
m into classical char-
acters is given for non exceptional algebras Ar, Br, Cr and Dr. There are a lot of
further aspects which are beyond the scope of this review. They will be mentioned
briefly in Section 13.8. For simplicity we restrict ourselves to untwisted affine Lie
algebras in this section. Analogous results are also available in the twisted cases.
13.2. Simplest example of Mλ. Recall the Bethe equation (8.4) for the 6 vertex
model. In the rational limit q → 1, it takes the form
−
(
uj +
√−1
uj −
√−1
)L
=
n∏
k=1
uj − uk + 2
√−1
uj − uk − 2
√−1 , (13.3)
where we have set all the inhomogeneity wj = 0 and replaced uj by
√−1uj. The
string hypothesis [10] is that the roots u1, . . . , un are arranged as (called originally
“WellenKomlex” in [10])⋃
m≥1
⋃
1≤α≤Nm
⋃
umα∈R
{umα +
√−1(m+ 1− 2i) + ǫmαi | 1 ≤ i ≤ m} (13.4)
for each partition n =
∑
m≥1mNm (Nm ∈ Z≥0). Here ǫmαi stands for a small
deviation. The m-tuple configuration (with negligible ǫmαi) is called a length m
string with string center umα. The Nm is the number of length m strings. The
string hypothesis is not literally true as exemplified for instance when n = 2 and
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L > 21 (cf. [242]). Nevertheless, a formal count of the number of solutions to
(13.3) is done as follows [10, 243]. First one rewrites the Bethe equation into the
one for the string centers. This is done by replacing uj by a member of a string
umα +
√−1(m + 1 − 2i) + ǫmαi and taking the product over 1 ≤ i ≤ m. The
resulting equation in the logarithmic form ln(LHS/RHS) ∈ 2π√−1Z is cast, if ǫmαi
is negligible, into the form fm(umα) ∈ Z or Z+ 12 (1 ≤ α ≤ Nm) which depends on
m and the partition {Nm}. Explicitly, fm(u) is given by
fm(u) = Lθm,1(u)−
∑
k≥1
Nk∑
β=1
(θm,k−1 + θm,k+1)(u − ukβ), (13.5)
θm,k(u) =
1
π
min(m,k)∑
α=1
tan−1
(
u
|m− k|+ 2α− 1
)
. (13.6)
Let us employ the principal branch −π2 ≤ tan−1(u) ≤ π2 . Then from θm,k(±∞) =±min(m, k)/2 and (θm,k−1+θm,k+1)(±∞) = ±(min(m, k)−δm,k/2), we get fm(±∞) =
±(Pm +Nm)/2. Here Pm, called vacancy number, is given by
Pm = L− 2
∑
k≥1
min(m, k)Nk, (13.7)
and will play a significant role in the sequel. The bold argument is then that if
Pm ≥ 0, the solutions {umα} (up to permutations of um1, . . . , umNm for eachm) are
in one to one correspondence with the sequences (I1, . . . , INm) ∈ (Z+ Pm+Nm+12 )Nm
such that −fm(∞) + 12 ≤ I1 < · · · < INm ≤ fm(∞) − 12 . There are
(
Pm+Nm
Nm
)
such
sequences for each m. Accordingly if one admits the argument, the number of
solutions is
Mn =
∑
{Nm}
∏
m≥1
(
Pm +Nm
Nm
)
, (13.8)
where the sum extends over all the partitions of n, namely those Nm ≥ 0 satisfying
n =
∑
m≥1mNm. (We understand M0 = 1.)
What number should we expect for Mn? The quantum space for the rational
6 vertex model is (Vω1)
⊗L, where Vω1 ≃ C2 is the spin 12 representation whose
highest weight is the fundamental weight ω1. As a result of the global A1 = sl2
symmetry, the Bethe vectors become by construction highest weight vectors in the
quantum space [244]. The sector labeled by n carries the weight (L− 2n)ω1. Thus
for the Bethe’s string hypothesis to be complete, one should have Mn = bn for
0 ≤ n ≤ L/2, where bn is the branching coefficient in the irreducible decomposition
(Vω1)
⊗L =
⊕
0≤n≤L/2 bnV(L−2n)ω1
30. Explicitly, bn =
(
L
n
) − ( Ln−1). Note that the
condition 0 ≤ n ≤ L/2, and (13.7) imply that P1 ≥ P2 ≥ · · · ≥ P∞ = L − 2n ≥ 0,
which automatically guarantees the condition Pm ≥ 0.
Example 13.1. For L = 6, one has (Vω1)
⊗6 = V6ω1⊕5V4ω1⊕9V2ω1⊕5V0. Accord-
ingly one can check (M0,M1,M2,M3) = (1, 5, 9, 5). In fact, the nontrivial cases are
30This argument lacks the consideration on the associated Bethe vectors.
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checked as
M1 =
(
4 + 1
1
)
N1=1
= 5, M2 =
(
2 + 1
1
)
N2=1
+
(
2 + 2
2
)
N1=2
= 9,
M3 =
(
0 + 1
1
)
N3=1
+
(
2 + 1
1
)(
0 + 1
1
)
N1=N2=1
+
(
0 + 3
3
)
N1=3
= 5.
We postpone what can be proved mathematically in a more general setting to
Section 13.4.
13.3. Simplest example of Nλ. Here we return to the trigonometric Bethe equa-
tion (8.4). After setting the inhomogeneity wj = 0, q = e
−2π~ and replacing uj by
uj/(
√−1~), it reads(
sinπ
(
uj +
√−1~)
sinπ
(
uj −
√−1~)
)L
= −
n∏
k=1
sinπ
(
uj − uk + 2
√−1~)
sinπ
(
uj − uk − 2
√−1~) . (13.9)
In this convention, the analog of the string configuration (13.4) is⋃
m≥1
⋃
1≤α≤Nm
⋃
umα∈R
{umα +
√−1(m+ 1− 2i)~+ ǫmαi | 1 ≤ i ≤ m}, (13.10)
where Nm is again the number of length m strings. Apart from q = 1 treated in
the previous subsection, there is a point q = 0, i.e. the limit ~→∞ where one can
make another formal but systematic counting of the string solutions [245]. Leaving
the precise definitions and statements to [245], we just state here casually that at
q = 0 the Bethe equation (13.9) becomes the following linear congruence equation
on the string centers:∑
k≥1
Nk∑
β=1
Amα,kβukβ ≡ Pm +Nm + 1
2
mod Z. (13.11)
Here the coefficient Amα,kβ is given by
Amα,kβ = δmkδαβ(Pm +Nm) + 2min(m, k)− δmk (13.12)
with the same Pm as in (13.7). Equation (13.11) is called the string center equation.
The concrete form of its RHS will not matter in the counting problem considered in
what follows. Given a string pattern (Nm), one should actually regard the solutions
to (13.11) as belonging to
(uk1, uk2, . . . , ukNk) ∈ (R/Z)Nk /SNk
for each k, where SN denotes the degree N symmetric group. This is because
the Bethe vector is a symmetric function of e2π
√−1uk1 , . . . , e2π
√−1ukNk for each k.
We say that a solution (ukβ) to (13.11) is off-diagonal if uk1, uk2, . . . , ukNk ∈ R/Z
are all distinct for each k. This definition is motivated by the fact that the Bethe
vectors vanish unless the associated Bethe roots are all distinct [246].
For 0 ≤ n ≤ L/2 we define
Nn =
∑
{Nm}
♯{off-diagonal solutions to the string center eq.(13.11)}, (13.13)
where the sum is taken over Nm ∈ Z≥0 satisfying n =
∑
m≥1mNm as in (13.8).
(We understand N0 = 1.)
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Example 13.2. We derive Nn =
(
L
n
)
for n = 1, 2 as an illustration. When n = 1,
the only possible string pattern (Nm) is Nm = δm1. The equation (13.11) is just
Lu11 ≡ const mod Z; hence, there are N1 = L off-diagonal solutions.
For n = 2 (hence L ≥ 4), there are two possible string patterns (i) Nm = δm2
and (ii) Nm = 2δm1. In (i), equation (13.11) is Lu21 ≡ const mod Z, which again
yields L off-diagonal solutions. In (ii), equation (13.11) reads in the matrix notation
as (
L− 1 1
1 L− 1
)(
u11
u12
)
≡ ~c mod Z2
for some ~c. The number of solutions equals the determinant L(L− 2) of the coef-
ficient matrix, which is positive by the assumption L ≥ 4. However, they contain
the collision (u11 = u12) L times which should be excluded from the off-diagonal
solutions. Thus there are (L(L− 2)−L)/2 off-diagonal solutions for (ii), where the
division by 2 is due to the identification by S2. Collecting the contributions from
(i) and (ii), one gets N2 = L+ (L(L− 2)− L)/2 = L(L− 1)/2 as desired.
It is possible to generalize the calculations in Example 13.2 by a systematic
application of the inclusion-exclusion principle. The final result reads [245]
Nn =
∑
{Nm}
det
m,k∈J
(Fm,k)
∏
m∈J
1
Nm
(
Pm +Nm − 1
Nm − 1
)
,
Fm,k = δmkPm + 2min(m, k)Nk,
(13.14)
where J = {j ∈ Z≥1 | Nj ≥ 1} and Pm is defined by (13.7). Again the sum in
(13.14) is taken in the same way as (13.13). As noted before Example 13.1, the
assumption 0 ≤ n ≤ L/2 implies Pm ≥ 0 (m ≥ 1). By using this property it can
be shown that detm,k∈J (Fm,k) > 0 and the RHS of the first equality in (13.14) is
a positive integer.
What number should we expect for Nn? Unlike the rational case in the previous
subsection, the 6 vertex model with q 6= 1 under the periodic boundary condition
does not possess the global sl2-symmetry. Thus for the string solutions (13.10) to
be complete, one should have Nn = cn, where cn is the weight multiplicity of the
quantum space (Vω1)
⊗L with weight (L − 2n)ω131. Explicitly, cn =
(
L
n
)
. This has
been confirmed for n = 1, 2 in Example 13.2. The next case is checked as
N3 = L
N3=1
+
∣∣∣∣L− 2 22 L− 2
∣∣∣∣
N1=N2=1
+ L
1
3
(
L− 6 + 2
2
)
N1=3
=
L(L− 1)(L− 2)
6
.
One may wonder what happens for n > L/2 where cn still makes sense. The
answer will be given in the next subsection in a more general setting together
with the analogous result for bn. The only preliminary we mention here is that
such considerations necessarily involve the situation Pm < 0 hence the binomial
coefficients
(
X
N
)
with X < N .
13.4. Theorems for type A1. We have hitherto argued about three kinds of
quantities
(i) Number of string solutions in the Bethe ansatz,
(ii) Fermionic forms Mn and Nn,
(iii) Representation theoretical data bn and cn,
31The same remark as the previous footnote applies here.
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especially without a much distinction between (i) and (ii). Here we redefine (ii)
without recourse to (i) and formulate the theorems on the relations between (ii) and
(iii). We treat the general spin case
⊗
m≥1(Vmω1)
⊗νm and present the Fermionic
character formulas. As power series formulas, they are actually valid for arbitrary
νm ∈ C. The proof of the theorem, which will be outlined in the next subsection,
does not lean on the string hypotheses but is solely derived from the Q-system. As
such, it does not prove nor disprove the completeness of the string hypothesis.
Let Qm (Qm) be the character (normalized character) of the irreducible m+ 1
dimensional representation Vmω1 . Namely,
Qm = χ(Vmω1) = y
m + ym−2 + · · ·+ y−m = y
m+1 − y−m−1
y − y−1 (y = e
ω1), (13.15)
Qm = y−mQm. (13.16)
The Qm is a simplified notation for the variable Q
(1)
m (13.1) in the Q-system for A1:
Q2m = Qm−1Qm+1 + 1. (13.17)
See (13.41). The Qm expressed as a function of Q1 is the Chebyshev polynomial of
the second kind. In Section 13.5, we will utilize the one adapted to the normalized
character (13.16).
Qm−1Qm+1
Q2m
+ y−2mQ−2m = 1. (13.18)
Let νm ∈ C (m ∈ Z≥1) be arbitrary except that νm = 0 for all but finitely many
m. We define the branching coefficient bn and the weight multiplicity cn for all
n ∈ Z≥0 by ∏
m≥1
(Qm)νm =
∑
n≥0 bny
−2n
1− y−2 =
∑
n≥0
cny
−2n. (13.19)
By the definition, the normalized characterQm is a polynomial in y−2 with unit con-
stant term. (Qm)νm denotes its νmth power with unit constant term 1+ νm(Qm−
1) + νm(νm−1)2 (Qm − 1)2 + · · · , which is a polynomial or a power series in y−2
according as νm ∈ Z≥0 or not. When νm ∈ Z≥0 for any m ≥ 1, this defini-
tion of bn agrees with the one for the branching coefficient of V(
∑
mmνm−2n)ω1 in⊗
m≥1(Vmω1)
⊗νm for 0 ≤ n ≤∑mmνm/2. The above bn is an extension of this by
bn = −b−n+1+∑mmνm , which is the skew symmetry under the Weyl group.
As for the Fermionic forms, we redefine Mn (13.8) and Nn (13.14) by replacing
Pm (13.7) and the binomial coefficient therein with the generalized ones
32:
Pm =
∑
k≥1
min(m, k)(νk − 2Nk), (13.20)
(
X
N
)
=
∏N
i=1(X − i+ 1)
N !
(X ∈ C, N ∈ Z≥0). (13.21)
The sum over {Nm|m ∈ Z≥1} is taken in the same way as (13.8) and (13.14).
Namely, it is the finite sum over those Nm ∈ Z≥0 satisfying
∑
m≥1mNm = n.
There is no condition like Pm ≥ 0 which does not make sense in the general setting
32 In Sections 13.2 and 13.3, the symbol
(X
N
)
was used only for 0 ≤ N ≤ X.
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νm ∈ C under consideration. The generalized binomial (13.21) is nonzero except
the N points X = 0, 1, . . . , N − 1, and appears in the expansion
(1− x)−β−1 =
∞∑
N=0
(
β +N
N
)
xN , (13.22)
for any β ∈ C. With these definitions we have
Theorem 13.3 ([243, 245]). The equalities (1) Mn = bn and (2) Nn = cn hold for
all n ∈ Z≥0. Namely, the following power series formulas hold.∏
m≥1
(Qm)νm =
∑
n≥0Mny
−2n
1− y−2 =
∑
n≥0
Nny
−2n. (13.23)
The formulas (1) and (2) are due to [243] and [245], respectively. The theorem
reproduces the observations in Sections 13.2 and 13.3 in the special case νm = Lδm1
and 0 ≤ n ≤ L/2, where Pm ≥ 0 for any m ≥ 1 automatically holds. However,
even for this simple choice νm = Lδm1, it further claims infinitely many nontrivial
identities including Mn = 0 for n ≥ L+ 2 and Nn = 0 and n ≥ L+ 1.
Example 13.4. Assume that νm = 0 for m ≥ 4. Then LHS of (13.23) is (1 +
y−2)ν1 (1 + y−2 + y−4)ν2(1 + y−2 + y−4 + y−6)ν3 . Setting γm =
∑3
k=1min(m, k)νk,
we write down Mn (13.8) and Nn (13.14) for n = 1, 2, 3.
M1 = γ1 − 1, M2 = γ2 − 3 + 1
2
(γ1 − 2)(γ1 − 3),
M3 = (γ3 − 5) + (γ1 − 3)(γ2 − 5) + 1
6
(γ1 − 3)(γ1 − 4)(γ1 − 5),
N1 = γ1, N2 = γ2 +
1
2
γ1(γ1 − 3),
N3 = γ3 +
∣∣∣∣γ1 − 2 22 γ2 − 2
∣∣∣∣+ 16γ1(γ1 − 4)(γ1 − 5).
One can directly check these coefficients in the power series expansions (13.23).
For instance in the simplest case νm = 0 hence γm = 0 for all m ≥ 1, all these
coefficients vanish except M1 = −1 as they should.
In the case νm ∈ Z≥0 (m ≥ 1), Pm in (13.20) can be a nonnegative integer for
some {Nm}. Then it makes sense to introduce the following variant of Mn:
Mn =
∑
{Nm}
+
∏
m≥1
(
Pm +Nm
Nm
)
, (13.24)
where Pm and
(
X
N
)
are again specified by (13.20) and (13.21) as for Mn. The only
difference from it is that the sum
∑+
{Nm} extends over those Nm ∈ Z≥0 satisfying
n =
∑
m≥1mNm with the extra condition Pm ≥ 0 if Nm ≥ 1.
Given {νm}, n and {Nm} satisfying
∑
m≥1mNm = n, let m0 be the maximal m
such that Nm ≥ 1. Then we have Pm0 =
∑
k≥1min(m0, k)νk−2n ≤
∑
k≥1 kνk−2n.
Thus we see Mn = 0 if n >
1
2
∑
k≥1 kνk.
Theorem 13.5 ([247, 248]). For any νm ∈ Z≥0, the equality Mn = bn holds for
0 ≤ n ≤ 12
∑
m≥1mνm.
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As remarked after Theorem 13.3, Theorem 13.5 is equivalent to Theorem 13.3
(1) in the the special case νm = Lδm1 and 0 ≤ n ≤ L/2. In general, they imply
that the contributions to Nn involving Pm < 0 cancel out.
Example 13.6. Take νm = 2δm3 in Example 13.4. Then (γ1, γ2, γ3) = (2, 4, 6).
The three terms inM3 correspond to choosing nonzero Nm as N3 = 1, N1 = N2 = 1
and N1 = 3. The relevant Pm’s are P3 = 0, P1 = P2 = −2 and P1 = −4,
respectively. Thus M3 is given by the first term only γ3 − 5 = 1. This coincides
with M3 since the other two terms cancel.
13.5. Multivariable Lagrange inversion. Here we outline the proof of Theorem
13.3. We describe an essential step of deriving (13.23) from (13.18) in a generalized
setting applicable to g case [249].
Let H denote a finite index set. Let w = (wi)i∈H and v = (vi)i∈H be complex
multivariables, and let G = (Gij)i,j∈H be a complex square matrix of size |H |. We
consider a holomorphic map D → CH , v 7→ w(v) with
wi(v) = vi
∏
j∈H
(1 − vj)−Gij , (13.25)
where D is some neighborhood of v = 0 in CH . The Jacobian (∂w/∂v)(v) is 1 at
v = 0, so that the map w(v) is bijective around v = w = 0. Let v(w) be the inverse
map around v = w = 0. Inverting (13.25), we obtain the following functional
equation for vi(w)’s:
vi(w) = wi
∏
j∈H
(1− vj(w))Gij . (13.26)
By introducing new functions
Qi(w) = 1− vi(w), (13.27)
the equation (13.26) is written as
Qi(w) + wi
∏
j∈H
Qj(w)Gij = 1. (13.28)
From now on, we regard (13.28) as equations for a family (Qi(w))i∈H of power
series of w = (wi)i∈H with the unit constant terms. The procedure from (13.25) to
(13.28) can be reversed; therefore, the power series expansion of Qi(w) in (13.27)
gives the unique family (Qi(w))i∈H of power series of w with the unit constant
terms which satisfies (13.28).
We define (finite) Q-system to be the following equations for a family (Qi(w))i∈H
of power series of w with the unit constant terms:∏
j∈H
Qj(w)Dij + wi
∏
j∈H
Qj(w)Gij = 1 (i ∈ H), (13.29)
where D = (Dij)i,j∈H and G = (Gij)i,j∈H are arbitrary complex matrices with
detD 6= 0. Equation (13.28), which is the special case of (13.29) with D = I
(I: the identity matrix), is called a standard Q-system. By setting Q′i(w) =∏
j∈H Qj(w)Dij , (13.29) is always transformed to the standard one (13.28) with
G replaced by G′ = GD−1 and vice versa. Therefore, the Q-system (13.29) also
has the unique solution.
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Given the Q-system (13.29) and ν = (νi)i∈H ∈ CH , we define two power series
of w
M
ν(w) =
∑
N
M(ν,N)wN , Nν(w) =
∑
N
N(ν,N)wN , (13.30)
where wN =
∏
i∈H w
Ni
i and the sums run over N = (Ni)i∈H ∈ (Z≥0)H . The
coefficients are given by
M(ν,N) =
∏
i∈H(N)
(
Pi +Ni
Ni
)
, (13.31)
N(ν,N) =
(
det
H(N)
Fij
) ∏
i∈H(N)
1
Ni
(
Pi +Ni − 1
Ni − 1
)
, (13.32)
where the binomial is defined by (13.21) and we have setH(N) = { i ∈ H | Ni 6= 0 },
Pi = Pi(ν,N) := −
∑
j∈H
νj(D
−1)ji −
∑
j∈H
Nj(GD
−1)ji, (13.33)
Fij = Fij(ν,N) := δijPj + (GD
−1)ijNj . (13.34)
detH(N) is a shorthand notation for deti,j∈H(N). In (13.31) and (13.32), det∅ and∏
∅ mean 1; therefore, M
ν(w) and Nν(w) are power series with the unit constant
terms. See [249, section 2] for the convergence radius. Note a similarity to (13.8)
and (13.14).
Theorem 13.7 ([249]). Let (Qi(w))i∈H be the unique solution of (13.29). For
ν = (νi)i∈H ∈ CH , the following formulas are valid:∏
i∈H
Qi(w)νi = M
ν(w)
M0(w)
= Nν(w). (13.35)
Qi(w) itself is obtained by setting νj = δij .
Example 13.8. Let |H | = 1. Then, (13.29) is an equation for a single power series
Q(w):
Q(w)D + wQ(w)G = 1,
where D 6= 0 and G are complex numbers and Theorem 13.7 shows that
Q(w)ν = Nν(w) = ν
D
∞∑
N=0
Γ ((ν +NG)/D)(−w)N
Γ ((ν +NG)/D −N + 1)N ! .
This power series formula is well known and have a very long history since Lambert
(e.g. [250, pp. 306–307]).
As noted before, the Q-system (13.29) is bijectively transformed to the standard
one (13.28). Under the corresponding changes D → I, νi →
∑
j∈H νj(D
−1)ji and
G→ GD−1, quantities (13.33) and (13.34) remain invariant, hence so are M(ν,N)
and M(ν,N). Thus we have only to prove Theorem 13.7 for the standard case
D = I, where Qi(w) is described by (13.25)–(13.27). Therefore, Theorem 13.7
follows from
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Proposition 13.9 ([249] Proposition 2.8). Let v = v(w) be the inverse map of
(13.25). Let Mν(w) and Nν(w) be those for D = I in (13.33) and (13.34). Then,
the power series expansions
det
H
(wj
vi
∂vi
∂wj
(w)
) ∏
i∈H
(1− vi(w))νi−1 = Mν(w), (13.36)∏
i∈H
(1− vi(w))νi = Nν(w) (13.37)
hold around w = 0.
This is a particularly nice example of the multivariable Lagrange inversion for-
mula (e.g. [251]), where all the calculations can be carried through by a multivari-
able residue analysis.
Proof. The first formula (13.36). We evaluate the coefficient for wN on the LHS
of (13.36) as follows:
Resw=0
∂v
∂w
(w)
∏
i∈H
{
(1− vi(w))νi−1(vi(w))−1(wi)1−Ni−1
}
dw
=Resv=0
∏
i∈H
{
(1− vi)νi−1(vi)−1
(
vi
∏
j∈H
(1 − vj)−Gij
)−Ni}
dv
=Resv=0
∏
i∈H
{
(1− vi)−Pi(ν,N)−1(vi)−Ni−1
}
dv =
∏
i∈H
(
Pi(ν,N) +Ni
Ni
)
= M(ν,N),
where we used (13.22) to get the last line. Thus, (13.36) is proved.
The second formula (13.37). By a simple calculation, we have
det
H
( vj
wi
∂wi
∂vj
(v)
) ∏
i∈H
(1− vi) = det
H
(
δij + (−δij +Gij)vi
)
=
∑
J⊂H
dJ
∏
i∈J
vi, (13.38)
where dJ := detJ (−δij + Gij), and the sum is taken over all the subsets J of H .
Therefore, the LHS of (13.37) is written as
det
H
(wj
vi
∂vi
∂wj
(w)
) ∑
J⊂H
dJ
∏
i∈H
{
(1− vi(w))νi−1vi(w)θ(i∈J)
}
. (13.39)
By a similar residue calculation as above, the coefficient for wN of (13.39) is eval-
uated as (θ(true) = 1 and θ(false) = 0)∑
J⊂H
dJResv=0
∏
i∈H
{
(1− vi)−Pi(ν,N)−1(vi)−Ni+θ(i∈J)−1
}
dv
=
∑
J⊂H(N)
dJ
∏
i∈H(N)
(
Pi(ν,N) +Ni − θ(i ∈ J)
Ni − θ(i ∈ J)
)
=
( ∑
J⊂H(N)
dJ
∏
i∈J
Ni
∏
i∈H(N)\J
(Pi +Ni)
) ∏
i∈H(N)
1
Ni
(
Pi +Ni − 1
Ni − 1
)
= det
H(N)
(
δij(Pj +Nj) + (−δij +Gij)Nj
) ∏
i∈H(N)
1
Ni
(
Pi +Ni − 1
Ni − 1
)
=N(ν,N).
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This completes the proof of Theorem 13.7. What is left to prove Theorem 13.3
from it? Comparing the Q-systems (13.29) and (13.18) and also Pm in (13.33) and
(13.20), we see that Theorem 13.3 formally corresponds to taking
H = Z≥1, wi = y−2i,
(D−1)ij = −min(i, j), Dij = δi,j+1 + δi,j−1 − 2δij , Gij = −2δij
(13.40)
in Theorem 13.7, and claiming M0(w) = 1− y−2 thereunder. Since we started with
the assumption that H is a finite set, it is nontrivial how to make sense of these
choices and claims. We refer to [249] for a proper treatment of such an infinite
(|H | = ∞) Q-system as a projective limit of the finite Q-systems. According a
result therein, Theorem 13.3 is shown, among other things, from the convergence
property: the limit limm→∞Qm(wi = y−2i) exists in C[[y−2]].
13.6. Q-system and theorems for g. Here we present the Q-system and analog
of Theorem 13.3 and Theorem 13.5 for general g. We use the notations in Section
2.1 such as I, t, ta, C = (Cab), αa and ωa. The unrestricted Q-system for g is the
following relations among the variables {Q(a)m | a ∈ I,m ≥ 1}, where Q(0)m = Q(a)0 =
1 if they occur on the RHS.
For simply laced g,
(Q(a)m )
2 = Q
(a)
m−1Q
(a)
m+1 +
∏
b∈I:Cab=−1
Q(b)m . (13.41)
For g = Br,
(Q(a)m )
2 = Q
(a)
m−1Q
(a)
m+1 +Q
(a−1)
m Q
(a+1)
m (1 ≤ a ≤ r − 2),
(Q(r−1)m )
2 = Q
(r−1)
m−1 Q
(r−1)
m+1 +Q
(r−2)
m Q
(r)
2m,
(Q
(r)
2m)
2 = Q
(r)
2m−1Q
(r)
2m+1 + (Q
(r−1)
m )
2,
(Q
(r)
2m+1)
2 = Q
(r)
2mQ
(r)
2m+2 +Q
(r−1)
m Q
(r−1)
m+1 .
(13.42)
For g = Cr,
(Q(a)m )
2 = Q
(a)
m−1Q
(a)
m+1 +Q
(a−1)
m Q
(a+1)
m (1 ≤ a ≤ r − 2),
(Q
(r−1)
2m )
2 = Q
(r−1)
2m−1Q
(r−1)
2m+1 +Q
(r−2)
2m (Q
(r)
m )
2,
(Q
(r−1)
2m+1)
2 = Q
(r−1)
2m Q
(r−1)
2m+2 +Q
(r−2)
2m+1Q
(r)
m Q
(r)
m+1,
(Q(r)m )
2 = Q
(r)
m−1Q
(r)
m+1 +Q
(r−1)
2m .
(13.43)
For g = F4,
(Q(1)m )
2 = Q
(1)
m−1Q
(1)
m+1 +Q
(2)
m ,
(Q(2)m )
2 = Q
(2)
m−1Q
(2)
m+1 +Q
(1)
m Q
(3)
2m,
(Q
(3)
2m)
2 = Q
(3)
2m−1Q
(3)
2m+1 + (Q
(2)
m )
2Q
(4)
2m,
(Q
(3)
2m+1)
2 = Q
(3)
2mQ
(3)
2m+2 +Q
(2)
m Q
(2)
m+1Q
(4)
2m+1,
(Q(4)m )
2 = Q
(4)
m−1Q
(4)
m+1 +Q
(3)
m .
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For g = G2,
(Q(1)m )
2 = Q
(1)
m−1Q
(1)
m+1 +Q
(2)
3m,
(Q
(2)
3m)
2 = Q
(2)
3m−1Q
(2)
3m+1 + (Q
(1)
m )
3,
(Q
(2)
3m+1)
2 = Q
(2)
3mQ
(2)
3m+2 + (Q
(1)
m )
2Q
(1)
m+1,
(Q
(2)
3m+2)
2 = Q
(2)
3m+1Q
(2)
3m+3 +Q
(1)
m (Q
(1)
m+1)
2.
(13.44)
These relations are uniformly written as
(Q(a)m )
2 = Q
(a)
m−1Q
(a)
m+1 + (Q
(a)
m )
2
∏
(b,k)∈H
(Q
(b)
k )
Gam,bk , (13.45)
by using the notations (13.48) and (13.51). We shall introduce the restricted Q-
system in Section 14.5.
As mentioned around (13.1), these relations follow from the T-systems by for-
getting the spectral parameter u. Recall that resχq(W
(a)
m (u)) denotes the classical
character of the Kirillov-Reshetikhin module W
(a)
m (u). See (4.23) for the definition
of res. Since res removes the dependence on u, we will simply write as resχq(W
(a)
m )
in what follows. The following is a corollary of Theorem 4.8.
Proposition 13.10. The substitution Q
(a)
m = resχq(W
(a)
m ) satisfies the unrestricted
Q-system.
From now on, we understand the symbol Q
(a)
m as representing resχq(W
(a)
m ). By
Theorem 4.6 (1), the normalized character
Q(a)m = e−mωaQ(a)m (13.46)
is a polynomial in e−α1 , . . . , e−αr with unit constant term and coefficients from
Z≥0. In terms of Q(a)m , the Q-system is expressed as∏
(b,k)∈H
(Q(b)k )Dam,bk + e−mαa
∏
(b,k)∈H
(Q(b)k )Gam,bk = 1 (13.47)
for (a,m) ∈ H . Here H , Dam,bk and Gam,bk are defined by
H = {(a,m)| a ∈ I,m ∈ Z≥1}, (13.48)
Dam,bk = −δab(2δmk − δm,k+1 − δm,k−1), (13.49)
(D−1)am,bk = −δabmin(m, k). (13.50)
Gam,bk =

−Cba(δm,2k−1 + 2δm,2k + δm,2k+1) ta/tb = 2,
−Cba(δm,3k−2 + 2δm,3k−1 + 3δm,3k ta/tb = 3,
+2δm,3k+1 + δm,3k+2)
−Cabδtbm,tak otherwise.
(13.51)
For g = A1, the data H,D,G here reduce to (13.40) hence (13.47) to (13.18).
By an analysis parallel with A1 case, one can establish the power series formulas
involving Fermionic forms. They are read off (13.30)–(13.34) by formally replacing
the single indices by double ones as i → (a,m), j → (b, k), etc. To be concrete,
let ν = (ν
(a)
m )(a,m)∈H ∈ CH , where ν(a)m = 0 for all but finitely many (a,m). For
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N = (N
(a)
m )(a,m)∈H ∈ (Z≥0)H , we define
M(ν,N) =
∏
(a,m)∈H(N)
(
P
(a)
m +N
(a)
m
N
(a)
m
)
, (13.52)
N(ν,N) =
(
det
H(N)
Fam,bk
) ∏
(a,m)∈H(N)
1
N
(a)
m
(
P
(a)
m +N
(a)
m − 1
N
(a)
m − 1
)
, (13.53)
where the binomial is the generalized one (13.21). We have set H(N) = { (a,m) ∈
H | N (a)m 6= 0 } and detH(N) denotes det(a,m),(b,k)∈H(N). Define further
P (a)m =
∑
k≥1
min(m, k)ν
(a)
k −
∑
(b,k)∈H
(αa|αb)min(tbm, tak)N (b)k , (13.54)
Fam,bk = δabδmkP
(a)
m + (αa|αb)min(tbm, tak)N (b)k . (13.55)
With these definitions we have
Theorem 13.11 ([81, 252, 80, 249, 68]). The following power series formulas are
valid: ∏
(a,m)∈H
(Q(a)m )ν
(a)
m =
∑
N M(ν,N)e
−∑(a,m)∈H mN(a)m αa∏
α∈∆+(1− e−α)
=
∑
N
N(ν,N)e−
∑
(a,m)∈H mN
(a)
m αa ,
(13.56)
where the sums run over N = (N
(a)
m )(a,m)∈H ∈ (Z≥0)H without any constraints.
The symbol ∆+ denotes the set of positive roots of g.
See Section 13.8 how this theorem was established by integrating many works.
Let us turn to the special case ν
(a)
m ∈ Z≥0 for any (a,m) ∈ H . Then the power
series (13.56) actually truncates to a polynomial, and Theorem 13.11 implies the
Fermionic formulas for the branching coefficient bλ and the weight multiplicity cλ
in (13.2). To write them down, we introduce
Mλ =
∑
N
M(ν,N), Nλ =
∑
N
N(ν,N) (λ ∈
r∑
a=1
Zωa), (13.57)
where the sums run over N = (N
(a)
m )(a,m)∈H ∈ (Z≥0)H satisfying the weight con-
dition
λ =
∑
(a,m)∈H
mν(a)m ωa −
∑
(a,m)∈H
mN (a)m αa. (13.58)
Then the following is a corollary of Theorem 13.11:∏
a,m
(Q(a)m )
ν(a)m =
∑
λ
bλ χ(Vλ), bλ = Mλ for λ ∈
r∑
a=1
Z≥0 ωa, (13.59)
∏
a,m
(Q(a)m )
ν(a)m =
∑
λ
cλ e
λ, cλ = Nλ for λ ∈
r∑
a=1
Zωa. (13.60)
As the generalization of (13.24), we further introduce
Mλ =
∑
N
+
M(ν,N), (13.61)
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where the sum
∑+
N extends over N = (N
(a)
m )(a,m)∈H ∈ (Z≥0)H satisfying (13.58)
and the extra condition that Pm ≥ 0 whenever Nm ≥ 1. Then the following is the
g version of Theorem 13.5.
Theorem 13.12 ([253, 247, 248, 254]). For λ ∈∑ra=1 Z≥0 ωa, the equality bλ = Mλ
is valid.
13.7. Q(a)
m
as a classical character. Here we present the expansion of Q
(a)
m into
classical characters. Such an example has already been given in (4.24) for the rank
2 algebras g = A2, B2, C2 and G2. Here are a few examples from E8:
Q
(1)
1 = χ(Vω1) + χ(V0), Q
(1)
2 = χ(V2ω1 ) + χ(Vω1) + χ(V0),
Q
(2)
1 = χ(Vω2) + 2χ(Vω1) + χ(Vω7) + χ(V0),
Q
(3)
1 = χ(Vω3) + 2χ(Vω8) + 4χ(Vω7) + χ(Vω1+ω7)
+ 3χ(Vω2) + χ(V2ω1) + 4χ(Vω1) + 2χ(V0),
which satisfy a Q-system relation (Q
(1)
1 )
2 = Q
(1)
2 + Q
(2)
1 for instance. In general
from (13.59) and (13.58), the expansion takes the form
Q(a)m = χ(Vmωa) +
called “children”︷ ︸︸ ︷∑
λ<mωa
bλχ(Vλ), (13.62)
where bλ is obtained by specializing ν
(a)
m in (13.59) or Theorem 13.12. As we see
in the above example, the description of the children is complicated in general for
g of exceptional types. However, for non exceptional g, they can be described by
simple combinatorial rules given below. For simplicity we write χ(Vλ) as χ(λ).
For g = Ar, there is no children:
Q(a)m = χ(mωa). (13.63)
To check the relation (Q
(a)
m )2 = Q
(a)
m−1Q
(a)
m+1 +Q
(a−1)
m Q
(a+1)
m is an easy exercise on
Schur functions. It is customary to depict the weightsm1ω1+· · ·+mrωr (mi ∈ Z≥0)
as a Young diagram. The rule is to regard each ωa as a depth a column. Thus
(13.63) is represented as the a×m rectangle Young diagram. As we will see, in the
other nonexceptional algebras, the children for most Q
(a)
m are described by removals
of dominos from the a×m rectangle.
For g = Cr, we have
Q(a)m =
{
χ(k1ω1 + · · ·+ kaωa) 1 ≤ a ≤ r − 1,
χ(mωr) a = r,
(13.64)
where the sum is taken over nonnegative integers k1, . . . , ka that satisfy k1 + · · ·+
ka ≤ m, kj ≡ mδja mod 2 for all 1 ≤ j ≤ a. The summands correspond to the
removals of horizontal dominos (shape 1× 2 Young diagram).
For g = Br and Dr, we have
Q(a)m =
∑
χ(ka0ωa0 + · · ·+ ka−2ωa−2 + · · ·+ kaωa) 1 ≤ a ≤ r′,
r′ = r for Br, r′ = r − 2 for Dr, a0 ≡ a mod 2, a0 = 0 or 1,
Q(a)m = χ(mωa) a = r − 1, r for Dr.
(13.65)
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Here ω0 = 0. The sum extends over non-negative integers ka0 , ka0+2, . . . , ka obeying
the constraint ta(ka0 + ka0+2 + · · ·+ ka−2) + ka = m. The summands correspond
to the removals of vertical dominos (shape 2× 1 Young diagram).
13.8. Bibliographical notes and further aspects. The Q-system33 for g first
appeared in [81, 92]. In [81], it was claimed that (in a nowadays terminology)Q
(a)
m =
resχq(W
(a)
m ) satisfies the Q-system, and the generalization of Bethe’s Fermionic
formula bλ = Mλ (Theorem 13.12) holds. These assertions became known as the
Kirillov-Reshetikhin conjecture. Together with the closely related formulas bλ =
Mλ, cλ = Nλ and Theorem 13.11, they have now been established by the integration
of numerous works since then. Here we shall only mention the literatures that
are most relevant to our presentation in this section. More detailed accounts are
available in [249, section 5.7] and [13, section 1].
The method of multivariable residue analysis was initiated in [243, 255] for A1, Ar
and extended to g in [252]. The main conclusion from this approach is that the
Fermionic formula bλ = Mλ follows from the Q-system and a convergence property
of Q(a)m as m → ∞. It was found in [245, 80] that these properties also lead to
another version of the Fermionic formula cλ = Nλ. The two stories bλ = Mλ
(“XXX type”) and cλ = Nλ (“XXZ type”) were put in a unified perspective by a
version of multivariable Lagrange inversion [249] with a proper passage from the
finite to infinite Q-systems. Last but a crucial input that resχq(W
(a)
m ) actually
satisfies the Q-system for any g was proved as a corollary of Theorem 4.8 [67, 68]
together with the convergence property [68, Theorem 3.3(2)]. Thus, Theorem 13.3
(1) and (2) for A1 are due to [243] and [245], respectively. Its g version, Theorem
13.11, is an outcome of [81, 252, 80, 249, 68].
The identity bλ = Mλ (Theorem 13.12) has been proved by combinatorial meth-
ods in [253, 247, 248] for Ar. Thanks to bλ = Mλ, it suffice to show Mλ = Mλ for
dominant λ. A uniform proof of the latter for all g is given in [254] by a generating
function method.
The expansion of Q
(a)
m into classical characters as in Section 13.7 also has a long
history going back to [147]. By many works e.g. [82, 65, 86, 252], such formulas
have been established for all Q
(a)
m ’s for Ar, Br, Cr, Dr and many ones from E6,7,8, F4
and G2.
We conclude with a few remarks on further aspects which have not been discussed
in this section.
(i) The series M(w) (13.30) has an interpretation of the grand partition function
of the ideal gas with the Haldane exclusion statistics [256]. The finite Q-system
(13.29) appeared in [256] as the thermal equilibrium condition for the distribution
functions of the same system34. See also [257] for another interpretation. The
one variable case (Example 13.8) also appeared in [258] as the thermal equilibrium
condition for the distribution function of the Calogero-Sutherland model. As an
application of our second formula in Theorem 13.7, we can quickly reproduce the
“cluster expansion formula” in [259, eq. (129)]. Setting D = I in (13.30)–(13.34),
33They are named so in [1] after the notation Q
(a)
m due to [81, 92], which was adopted to mean
“quantum character” [304].
34For the translation, substitute wi = Qi/(1 −Qi) in equation (10) in [256].
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we have
lnQi(w) =
[ ∂
∂νi
N
ν(w)
]
ν=0
=
∑
N
det
H(N)
j,k 6=i
Fjk(0, N)
∏
j∈H(N)
1
Nj
(
Pj(0, N) +Nj − 1
Nj − 1
)
wN ,
(13.66)
where {Qi(w)}i∈H is the solution of (13.28). The Sutherland-Wu equation also
plays an important role for the CFT spectra. See [260] and the references therein.
(ii) There are decent q-analogs of bλ and cλ by using the crystal base of Uq(gˆ)
[261]. A typical one for Ar is the Kostka-Foulkes polynomial [135]. Correspondingly,
there is a q-analog of the Fermionic formula bλ = Mλ known as “X =M conjecture”
[252, 262], which has been solved for Ar [247, 248] and some other cases. There is
also a conjectural q-analog of Mλ = Mλ [252, eq. (4.21)]. These formulas have the
level restricted versions and are related to RSOS models and CFT characters. For
a historical survey, see [262, section1] and [263].
(iii) The Q-system, Theorem 13.11 and the expansion formula as in Section 13.7
have been generalized to twisted quantum affine Lie algebras Uq(X
(κ)
N ) [262, 249,
264, 13].
14. Y-system and thermodynamic Bethe ansatz
In this section we explain how the level ℓ restricted Y-system for g (2.11)–(2.15)
emerges from the thermodynamic Bethe ansatz (TBA) equation associated with
Uq(gˆ) at q = exp(
π
√−1
t(ℓ+h∨) ). (See (2.1) and (2.3) for t and h
∨.) The TBA equation is
relevant to level ℓ RSOS models and quoted from Section 15. We also introduce the
constant Y-system and explain its relation to the Q-system in the both unrestricted
and level restricted versions. Conjecturally, the level restricted Q-system allows a
solution via a specialization of characters to the q-dimension with q being the root
of unity. They play important roles in the dilogarithm identity related to conformal
field theory and the TBA analysis of RSOS models. We use the notation
ℓa = taℓ, L = ℓ+ h
∨, (14.1)
Hℓ = {(a,m) | a ∈ I, 1 ≤ m ≤ ℓa − 1,m ∈ Z}, (14.2)
where ta is defined in (2.1) and h
∨ is the dual Coxeter number of g (2.3). The set
Hℓ is a level truncation of H (13.48). We will further use
tab = max(ta, tb), (14.3)
Nab = 2δab −Bab, Bab = Bba = tb
tab
Cab =

2 Cab = 2,
−1 Cab < 0,
0 Cab = 0.
(14.4)
This Bab is the same as (12.11).
14.1. Y-system for ADE and deformed Cartan matrices. For simplicity we
first deal with the simply laced algebras g = Ar, Dr and E6,7,8. In Section 15.1,
we obtain the TBA equation for level ℓ (ℓ ∈ Z≥2) critical RSOS model in (15.14).
It is the following nonlinear integral equation on the functions {ǫ(a)m (u) | (a,m) ∈
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Hℓ, u ∈ R}:
ǫβγδpaδsm
4 cosh(πu/2)
= βǫ(a)m (u) +
∫ ∞
−∞
dv
ln
[ ∏
b∈I
(
1+exp(−βǫ(b)m (v))
)Nab(
1+exp(βǫ
(a)
m−1(v))
)(
1+exp(βǫ
(a)
m+1(v))
)]
4 cosh(π(u − v)/2) .
(14.5)
Here β, γ > 0, ǫ = ±1 and (p, s) ∈ Hℓ are model parameters specifying the temper-
ature, normalization of energy, two critical regimes and representationW
(p)
s (fusion
type) with which the model is associated, respectively. The physical meaning of
ǫ
(a)
m (u) is the pseudo energy defined by exp(−βǫ(a)m (u)) = ρ(a)m (u)/σ(a)m (u) in terms
of the color a length m string density ρ
(a)
m (u) and hole density σ
(a)
m (u). More details
can be found in Section 15.1, but we do not need those background here.
We assume that (14.5) can be analytically continued off the real axis of u until
|ℑmu| ≤ 1. Setting u → u ± i ∓ 0i, take the sum of the resulting two equations.
The LHS vanishes and the RHS is evaluated by means of
1
4 cosh π2 (u− v + i− 0i)
+
1
4 cosh π2 (u− v − i+ 0i)
= δ(u − v) (14.6)
as the convolution kernel. By introducing the variable Y
(a)
m (u) = exp(−βǫ(a)m (u)),
the Boltzmann factor of the pseudo energy, the result is the logarithm of
Y (a)m (u − i)Y (a)m (u+ i) =
∏
b∈I(1 + Y
(b)
m (u))Nab
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
. (14.7)
This is the Y-system for g = Ar, Dr and E6,7,8 (2.11) in the convention that Y
(a)
m (u+
k) there becomes Y
(a)
m (u + ik). It is level ℓ restricted since only Y
(a)
m (u) with
(a,m) ∈ Hℓ are present.
Notice that the LHS of (14.5) that had carried the model dependent information
β, γ, ǫ and (p, s) disappeared all together. In this sense, the Y-system is a universal
feature of all the physical systems described by the TBA equation (14.5) whose
LHS is any 2i-antiperiodic function of u. Put it differently, the LHS encodes the
specific properties in each model that are coupled as a driving term to the universal
structure (Y-system).
Let us observe another aspect of the Y-system (14.7). It is written as
(1 + Y
(a)
m (u− i)−1)(1 + Y (a)m (u+ i)−1)
(1 + Y
(a)
m−1(u)−1)(1 + Y
(a)
m+1(u)
−1)
=
(1 + Y
(a)
m (u− i))(1 + Y (a)m (u + i))∏
b∈I(1 + Y
(b)
m (u))Nab
.
(14.8)
The LHS and RHS of (14.7) possess parallel structures related to Aℓ−1 and g,
respectively. In the Fourier space they are encoded in the deformed Cartan matrices
with indices corresponding to the length m and the color a, respectively. To see it,
define the Fourier transformation fˆ = fˆ(x) of f = f(u) by
f(u) =
1
2π
∫ ∞
−∞
fˆ(x)eiuxdx, fˆ(x) =
∫ ∞
−∞
f(u)e−iuxdu. (14.9)
If we formally interpret the multiplication with ecx (c ∈ R) in the Fourier (x) space
as the difference operator u → u − ic in the “real” (u) space, the logarithm of the
RHS of (14.8) is assigned with the Fourier component
∑
b∈I Mˆab(x)l̂n
(
1 + Y
(b)
m
)
,
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where
Mˆab(x) = 2δab coshx−Nab (for ADE) (14.10)
is the deformed Cartan matrix of g. Actually the Fourier transformation of the
TBA equation (14.5) contains
∑
b∈I
Mˆab(x)
2 cosh x l̂n
(
1 + Y
(b)
m
)
so that the identity (14.6)
works in the real space. Parallel remarks apply to the LHS of (14.8).
We call the functions like Mˆab(x) TBA kernels as they emerge in the TBA
calculation (Section 15.1) and play important roles as building blocks of integral
kernels in the TBA equation.
14.2. TBA kernels. Here we summarize the definitions and useful properties of
the TBA kernels for general g. In place of (14.10), we redefine Mˆab(x) and introduce
Kˆmna (x) as
Mˆab(x) = 2δab cosh
( x
ta
)−Nab = Bab + 2δab(cosh( x
ta
)− 1), (14.11)
Kˆmna (x) = δmn −
δm,n−1 + δm,n+1
2 cosh
(
x
ta
) . (14.12)
For (a,m), (b, k) ∈ Hℓ, we further introduce
Aˆmkab (x) =
sinh
(
min(mta ,
k
tb
)x
)
sinh
(
(ℓ−max(mta , ktb ))x
)
sinh( xtab ) sinh(ℓx)
, (14.13)
Kˆmkab (x) = Aˆmkab (x)Mˆab(x), (14.14)
Jˆmkab (x) =
ℓa−1∑
n=1
Kˆmna (x)Kˆnkab (x) =
Mˆab(x)Pˆmkab (x)
2 cosh
(
x
ta
) , (14.15)
Pˆmkab (x) = 2 cosh
( x
ta
) ℓa−1∑
n=1
Kˆmna (x)Aˆnkab (x) (14.16)
=
sinh( xta )
sinh( xtab )
δtbm,tak +
tb−ta∑
j=1
sinh( jxtb )
sinh( xtb )
(
δ tb
ta
(m+1)−j, k + δ tbta (m−1)+j, k
)
.
The sum
∑tb−ta
j=1 in (14.16) is to be understood as zero if ta ≥ tb. Since the latter
expressions in (14.15) and (14.16) do not contain ℓ, we can and do extend the
definition of Jˆmkab (x) and Pˆmkab (x) to all the nonnegative integers m, k ≥ 0. The
inverse Fourier transform Jmkab (u) is an even function of u but Jmkab (u) 6= J kmba (u)
in general as opposed to Aˆmkab (x) = Aˆkmba (x) and Kˆmkab (x) = Kˆkmba (x). The Kˆmna (x)
in (14.12) should be distinguished from Kˆmnaa (x) in (14.14). The following relations
are easily checked:
2 cosh
( x
ta
) ℓa−1∑
n=1
Aˆmnaa (x)Kˆnka (x) = δmk, (14.17)
2 cosh
( x
ta
) ℓa−1∑
n=1
Aˆmnaa (x)Jˆ nkab (x) = Kˆmkab (x), (14.18)
Jˆmkab (x) = δabδmk −
NabPˆmkab (x)
2 cosh
(
x
ta
) . (14.19)
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All the TBA kernels (14.11)–(14.16) are deduced from Aˆmnab (x) and Mˆab(x) by
using these relations. The basic ones Aˆmnab (x) and Mˆab(x) are obtained as∫ ∞
−∞
due−iux
∂
∂u
Θma
(
u,
s
ta
)
= Aˆmsaa (x)|ℓ→L, (14.20)∫ ∞
−∞
due−iux
∂
∂u
Θmkab (u, (αa|αb)) = −δabδmk + Mˆab(x)Aˆmkab (x)|ℓ→L, (14.21)
where Θma
(
u, sta
)
(15.3) and Θmkab (u, (αa|αb)) (15.4) are the logarithm of the LHS
and the RHS of the Bethe equation under the string hypothesis, respectively. See
(15.1)–(15.4).
When g is simply laced, the TBA kernels simplify as
Aˆmkab (x) =
sinh
(
min(m, k)x
)
sinh
(
(ℓ−max(m, k))x)
sinhx sinh(ℓx)
, (14.22)
Jˆmkab (x) =
Mˆab(x)δmk
2 coshx
=
(
δab − Nab
2 coshx
)
δmk, (14.23)
Pˆmkab (x) = δmk. (14.24)
14.3. Y-system for g from TBA equation. Let us derive the level ℓ restricted
Y-system for general g from the TBA equation. We quote the latter obtained in
(15.13) with the notation Y
(a)
m (u) = exp(−βǫ(a)m (u)):
ǫβγδpaδsm
4t−1p cosh(tpπu/2)
= − lnY (a)m (u)−
∫ ∞
−∞
dv
ln
[(
1 + Y
(a)
m−1(v)
−1)(1 + Y (a)m+1(v)−1)]
4t−1a cosh(taπ(u − v)/2)
+
∑
(b,k)∈Hℓ
Nab
∫ ∞
−∞
dv
[
Pmkab ∗ ln
(
1 + Y
(b)
k
)]
(v)
4t−1a cosh(taπ(u − v)/2)
.
(14.25)
Pmkab is defined via its Fourier component (14.16) and ∗ denotes the convolution
(f1 ∗ f2)(u) =
∫ ∞
−∞
dvf1(u − v)f2(v). (14.26)
As the simply laced case, we assume that (14.25) can be analytically continued off
the real axis of u until |ℑmu| ≤ t−1a . Then the sum after the shifts u→ u±t−1a i∓0i
eliminates the LHS, giving
ln
[
Y (a)m (u − ita )Y
(a)
m (u+
i
ta
)
]
= − ln
[(
1 + Y
(a)
m−1(u)
−1)(1 + Y (a)m+1(u)−1)]
+
∑
(b,k)∈Hℓ
Nab
[
Pmkab ∗ ln
(
1 + Y
(b)
k
)]
(u).
(14.27)
For simply laced algebras, Pmkab (u) = δmkδ(u) by (14.24), and we are done. To
illustrate the general case, take g = G2 with (a, b) = (1, 2) as an example. Then
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(ta, tb) = (1, 3) and (14.16) reads
Pˆmkab (x) = Pˆmk12 (x) = (e
2x
3 + 1 + e−
2x
3 )δ3m,k + δ3m−2,k + δ3m+2,k
+ (e
x
3 + e−
x
3 )(δ3m−1,k + δ3m+1,k),
Pmk12 (u) = (δ(u − 2i3 ) + δ(u) + δ(u+ 2i3 ))δ3m,k + δ(u)(δ3m−2,k + δ3m+2,k)
+ (δ(u − i3 ) + δ(u+ i3 ))(δ3m−1,k + δ3m+1,k).
If ln(1+Y
(2)
k (v)) is analytic in the strip |ℑm v| ≤ 23 35 and decays rapidly as |ℜe v| →
∞, one can shift the convolution integral ∫ dvPmk12 (u − v) ln(1 + Y (2)k (v)) off the
real axis of v to pick the support of delta functions. In this way the last term in
(14.27) gives the logarithm of
(1 + Y
(2)
3m
(
u− 2i3
)
)(1 + Y
(2)
3m (u))(1 + Y
(2)
3m
(
u+ 2i3
)
)(1 + Y
(2)
3m−2(u))(1 + Y
(2)
3m+2(u))
×(1 + Y (2)3m−1
(
u− i3
)
)(1 + Y
(2)
3m−1
(
u+ i3
)
)(1 + Y
(2)
3m+1
(
u− i3
)
)(1 + Y
(2)
3m+1
(
u+ i3
)
).
This is the numerator of the RHS in the first relation of the Y-system for G2 (2.15)
with the shift unit multiplied by i.
The general case is similar and (14.27) gives rise to the logarithmic form of the
(restricted) Y-system for g. On account of (14.16), in general it suffices to assume
that ln(1 + Y
(a)
m (u)) is analytic in the strip |ℑmu| ≤ ta−1ta and decays rapidly as|ℜeu| → ∞.
If the analyticity argument can be left out, the Y-system is deduced more quickly
from the TBA kernels in the Fourier space. In fact, one can start with the TBA
equation (15.12) without the LHS36:
ℓa−1∑
n=1
Kˆmna (x) l̂n
(
1 + (Y (a)n )
−1) = ∑
(b,k)∈Hℓ
Jˆmkab (x) l̂n
(
1 + Y
(b)
k
)
. (14.28)
Multiply with 2 cosh( xta ) and use (14.12) and (14.19) to rearrange it slightly as
2 cosh
( x
ta
)
l̂nY (a)m =
∑
(b,k)∈Hℓ
NabPˆmkab (x) l̂n
(
1 + Y
(b)
k
)
− l̂n
[(
1 + (Y
(a)
m−1)
−1)(1 + (Y (a)m+1)−1)] . (14.29)
This is the Y-system if cosh( xta ) and Pˆmkab (x) (14.16) are regarded as the difference
operators as mentioned after (14.9).
We have demonstrated that the Y-system is a difference equation whose structure
is governed by the TBA kernels. On the other hand, recall that Theorem 2.5 offers
another route to obtain the Y-system by invoking its connection to the T-system. It
is yet to be understood why the two “characterizations” of the Y-system coincide.
14.4. Constant Y-system. In either unrestricted or level ℓ restricted Y-system,
one can discard the dependence of Y
(a)
m (u) on u. The resulting algebraic equation on
Y
(a)
m = Y
(a)
m (u) is called the unrestricted or level ℓ restricted constant Y-system
37.
35 Actually |ℑm v| ≤ 2
3
for ln(1 + Y
(2)
3m (v)) and |ℑm v| ≤
1
3
for ln(1 + Y
(2)
3m±1(v)) suffice.
36 According to our previous argument, it is actually more proper to suppress the LHS after
multiplying 2 cosh( x
ta
).
37 The level ℓ restricted constant Y-system here is the same with the one introduced in Section
5.1.
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The unrestricted constant Y-system for g is the set of algebraic equations on
{Y (a)m | (a,m) ∈ H}. (H is defined in (13.48).)
For simply laced g, it has the form
(Y (a)m )
2 =
∏
b∈I:Cab=−1(1 + Y
(b)
m )
(1 + (Y
(a)
m−1)−1)(1 + (Y
(a)
m+1)
−1)
, (14.30)
where (Y
(a)
0 )
−1 = 0. See (2.11). The nonsimply laced case is similarly written down
from (2.12)-(2.15).
For g = Br,
(Y (a)m )
2 =
(1 + Y
(a−1)
m )(1 + Y
(a+1)
m )
(1 + (Y
(a)
m−1)−1)(1 + (Y
(a)
m+1)
−1)
(1 ≤ a ≤ r − 2),
(Y (r−1)m )
2 =
(1 + Y
(r−2)
m )(1 + Y
(r)
2m−1)(1 + Y
(r)
2m )
2(1 + Y
(r)
2m+1)
(1 + (Y
(r−1)
m−1 )−1)(1 + (Y
(r−1)
m+1 )
−1)
,
(Y
(r)
2m )
2 =
1 + Y
(r−1)
m
(1 + (Y
(r)
2m−1)−1)(1 + (Y
(r)
2m+1)
−1)
,
(Y
(r)
2m+1)
2 =
1
(1 + (Y
(r)
2m )
−1)(1 + (Y (r)2m+2)−1)
.
(14.31)
For g = Cr,
(Y (a)m )
2 =
(1 + Y
(a−1)
m )(1 + Y
(a+1)
m )
(1 + (Y
(a)
m−1)−1)(1 + (Y
(a)
m+1)
−1)
(1 ≤ a ≤ r − 2),
(Y
(r−1)
2m )
2 =
(1 + Y
(r−2)
2m )(1 + Y
(r)
m )
(1 + (Y
(r−1)
2m−1 )−1)(1 + (Y
(r−1)
2m+1 )
−1)
,
(Y
(r−1)
2m+1 )
2 =
1 + Y
(r−2)
2m+1
(1 + (Y
(r−1)
2m )
−1)(1 + (Y (r−1)2m+2 )−1)
,
(Y (r)m )
2 =
(1 + Y
(r−1)
2m−1 )(1 + Y
(r−1)
2m )
2(1 + Y
(r−1)
2m+1 )
(1 + (Y
(r)
m−1)−1)(1 + (Y
(r)
m+1)
−1)
.
(14.32)
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For g = F4,
(Y (1)m )
2 =
1 + Y
(2)
m
(1 + (Y
(1)
m−1)−1)(1 + (Y
(1)
m+1)
−1)
,
(Y (2)m )
2 =
(1 + Y
(1)
m )(1 + Y
(3)
2m−1)(1 + Y
(3)
2m )
2(1 + Y
(3)
2m+1)
(1 + (Y
(2)
m−1)−1)(1 + (Y
(2)
m+1)
−1)
,
(Y
(3)
2m )
2 =
(1 + Y
(2)
m )(1 + Y
(4)
2m )
(1 + (Y
(3)
2m−1)−1)(1 + (Y
(3)
2m+1)
−1)
,
(Y
(3)
2m+1)
2 =
1 + Y
(4)
2m+1
(1 + (Y
(3)
2m )
−1)(1 + (Y (3)2m+2)−1)
,
(Y (4)m )
2 =
1 + Y
(3)
m
(1 + (Y
(4)
m−1)−1)(1 + (Y
(4)
m+1)
−1)
.
(14.33)
For g = G2,
(Y (1)m )
2 =
(1 + Y
(2)
3m−2)(1 + Y
(2)
3m−1)
2(1 + Y
(2)
3m )
3(1 + Y
(2)
3m+1)
2(1 + Y
(2)
3m+2)
(1 + (Y
(1)
m−1)−1)(1 + (Y
(1)
m+1)
−1)
,
(Y
(2)
3m )
2 =
1 + Y
(1)
m
(1 + (Y
(2)
3m−1)−1)(1 + (Y
(2)
3m+1)
−1)
,
(Y
(2)
3m+1)
2 =
1
(1 + (Y
(2)
3m )
−1)(1 + (Y (2)3m+2)−1)
,
(Y
(2)
3m+2)
2 =
1
(1 + (Y
(2)
3m+1)
−1)(1 + (Y (2)3m+3)−1)
.
(14.34)
The level ℓ restricted constant Y-system for g is obtained from (14.30)-(14.34)
by setting (Y
(a)
taℓ
)−1 = 0 and naturally restricting the variables {Y (a)m | (a,m) ∈ H}
to {Y (a)m | (a,m) ∈ Hℓ}. (Hℓ is defined in (14.2).)
For the TBA analysis, it is useful to recognize that the level ℓ restricted constant
Y-system is expressed in terms of the 0th Fourier component (x = 0) of the TBA
kernels. We prepare the notations for them.
C¯amn = 2Kˆmna (0), (C¯amn)1≤m,n≤ℓa−1 = Cartan matrix of Aℓa−1, (14.35)
Kmkab = Kˆmkab (0) =
(
min(tbm, tak)− mk
ℓ
)
(αa|αb), (14.36)
Pmkab = Pˆmkab (0) =
tab
ta
δtbm,tak +
tb−ta∑
j=1
j
(
δ tb
ta
(m+1)−j, k + δ tbta (m−1)+j, k
)
, (14.37)
Jkmba = Jˆ kmba (0) =
1
2
ℓb−1∑
n=1
C¯bknK
mn
ab = δabδmk −
1
2
NabP
km
ba = −
1
2
Gam,bk, (14.38)
where (14.14) – (14.19) are used. Gam,bk is defined in (13.51). The sum
∑tb−ta
j=1 in
(14.37) is to be understood as zero if ta ≥ tb as in (14.16). Note that Kmkab = Kkmba
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but Pmkab 6= P kmba and Jmkab 6= Jkmba in general. We have Pmkab ∈ Z. From (14.35), the
specialization x = 0 of (14.17) gives
ℓa−1∑
n=1
Aˆmnaa (0)C¯ank = δmk. (14.39)
Using Nab and P
mk
ab in the above, the level ℓ restricted constant Y-system is
expressed uniformly for all g as
(Y (a)m )
2 =
∏
(b,k)∈Hℓ(1 + Y
(b)
k )
NabP
mk
ab
(1 + (Y
(a)
m−1)−1)(1 + (Y
(a)
m+1)
−1)
((a,m) ∈ Hℓ), (14.40)
where (Y
(a)
0 )
−1 = 0. This is easily seen from (14.29). The unrestricted version is
similarly presented by replacing Hℓ here with H .
The level ℓ restricted constant Y-system is expressed in several guises:
ℓa−1∑
n=1
Kˆmna (0) ln
(
1 + (Y (a)n )
−1) = ∑
(b,k)∈Hℓ
Jˆmkab (0) ln
(
1 + Y
(b)
k
)
, (14.41)
f (a)m =
∏
(b,k)∈Hℓ
(1− f (b)k )K
mk
ab , where f (a)m =
Y
(a)
m
1 + Y
(a)
m
. (14.42)
The form (14.41) directly follows from (14.28) and shows up naturally as the TBA
equation in a certain asymptotic limit. See (15.18). On the other hand, (14.42) is
deduced from (14.35) and (14.38). It is related to the conjectural q-series formula
[106] for the string function cℓΛ0λ (q) [11] of the level ℓ vacuum module of gˆ up to a
power of q:
∞∏
j=1
(1 − qj)−rank g
∑
{N(a)m }
q
1
2
∑
(a,m),(b,k)∈Hℓ
Kmkab N
(a)
m N
(b)
k∏
(a,m)∈Hℓ(1− q)(1 − q2) · · · (1− qN
(a)
m )
. (14.43)
The outer sum is overN
(a)
m ∈ Z≥0 such that
∑
(a,m)∈Hℓ mN
(a)
m αa ≡ λ mod ℓ
∑
a∈I Z taαa.
In fact, the crude approximation of the extremum condition on the summand is
q
∑
(b,k) K
mk
ab N
(b)
k = 1− qN(a)m ,
which is cast into (14.42) upon setting qN
(a)
m = 1− f (a)m .
The level ℓ restricted constant Y-system is the set of |Hℓ| algebraic equations on
the same number of unknowns {Y (a)m | (a,m) ∈ Hℓ}. With regard to its solution,
the uniqueness of the positive real one (Theorem 5.1) is fundamental. The concrete
construction of the solution is a subject of the subsequent sections 14.5 and 14.6.
14.5. Relation with Q-system. Recall that the unrestricted Q-system for g (13.45)
is
(Q(a)m )
2 = Q
(a)
m−1Q
(a)
m+1 + (Q
(a)
m )
2
∏
(b,k)∈H
(Q
(b)
k )
−2Jbakm , (14.44)
where we have replaced the notation of the powerGam,bk by (14.38). Given ℓ ∈ Z≥1,
we define the level ℓ restricted Q-system for g to be the relations obtained from
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(14.44) by restricting the variables Q
(a)
m to those with (a,m) ∈ Hℓ by imposing
Q
(a)
ℓa
= 1. Thus it reads
(Q(a)m )
2 = Q
(a)
m−1Q
(a)
m+1 + (Q
(a)
m )
2
∏
(b,k)∈Hℓ
(Q
(b)
k )
−2Jbakm for (a,m) ∈ Hℓ. (14.45)
Proposition 14.1. Suppose Q
(a)
m satisfies the level ℓ restricted Q-system for g.
Then
Y (a)m =
(Q
(a)
m )2
∏
(b,k)∈Hℓ(Q
(b)
k )
−2Jkmba
Q
(a)
m−1Q
(a)
m+1
(14.46)
is a solution of the level ℓ restricted constant Y-system for g. The same holds
between the unrestricted Q-system and the unrestricted constant Y-system if the
product
∏
(b,k)∈Hℓ in (14.46) is replaced by
∏
b∈I,k≥1.
This is a corollary (constant version) of Theorem 2.5. For instance in the re-
stricted case, it can also be verified directly by noting
1 + (Y (a)m )
−1 =
∏
(b,n)∈Hℓ
(Q
(b)
k )
2Jnmba , 1 + Y
(b)
k =
ℓb−1∏
n=1
(Q(b)n )
C¯bkn , (14.47)
where C¯bkn is defined by (14.35). By virtue of (14.42), the assertion is reduced to
2Jnmba =
∑ℓb−1
n=1 C¯
b
knK
mk
ab , which indeed holds by (14.38). For g simply laced, (14.46)
reads
Y (a)m =
∏
b∈I:Cab=−1Q
(b)
m
Q
(a)
m−1Q
(a)
m+1
. (14.48)
14.6. Q(a)
m
at root of unity. We fix the level ℓ ∈ Z≥1. Let χ(Vω) be the character
of the irreducible finite dimensional representation Vω of g with highest weight
ω ∈∑a∈I Z≥0 ωa. We introduce the following specialization of χ(Vω):
dimqVω =
∏
α∈∆+
sin π(α|ω+ρ)ℓ+h∨
sin π(α|ρ)ℓ+h∨
, (14.49)
where h∨ is the dual Coxeter number (2.3), ∆+ is the set of positive roots of g
and ρ = 12
∑
α∈∆+ α =
∑
a∈I ωa. The quantity
∏
α∈∆+
[(α|ω+ρ)]qt
[(α|ρ)]qt is a q-analog
of the dimension of Vω. Thus (14.49) is the q-dimension at the root of unity q =
exp( π
√−1
t(ℓ+h∨) ).
By Proposition 13.10, we know that the classical character of the Kirillov-
Reshetikhin module Q
(a)
m = resχq(W
(a)
m ) satisfies the unrestricted Q-system. As
shown in (13.62) and (13.59), resχq(W
(a)
m ) is a linear combination of various χ(Vω)’s.
The specialization of resχq(W
(a)
m ) to the q-dimension will be denoted by dimq resW
(a)
m .
By the definition, Q
(a)
m = dimq resW
(a)
m still satisfies the unrestricted Q-system.
Furthermore, it seems to match the level truncation as follows.
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Conjecture 14.2. Q
(a)
m = dimq resW
(a)
m satisfies the level ℓ restricted Q-system.
More strongly, the following properties hold for any a ∈ I:
Q(a)m = Q
(a)
ℓa−m for 0 ≤ m ≤ ℓa, (14.50)
Q(a)m < Q
(a)
m+1 for 0 ≤ m < [ℓa/2] , (14.51)
Q
(a)
ℓa+j
= 0 for 1 ≤ j ≤ tah∨ − 1, (14.52)
where [ℓa/2] is the largest integer not exceeding ℓa/2 (not q-integer).
Remark 14.3. Conjecture 14.2 implies Q
(a)
m > 0 for all (a,m) ∈ Hℓ. Thus Y (a)m
constructed by (14.46) with the substitution Q
(a)
m = dimq resW
(a)
m is real positive for
all (a,m) ∈ Hℓ. Therefore it must coincide with the unique solution characterized
in Theorem 5.1.
We note that (14.50) implies Q
(a)
ℓa
= Q
(a)
0 = 1; therefore, j = 1 case of (14.52)
as well because of the Q-system relation (Q
(a)
ℓa
)2 = Q
(a)
ℓa−1Q
(a)
ℓa+1
+
∏
b( 6=a)(Q
(b)
ℓb
)−Cab
and the fact that Q
(a)
ℓa−1 6= 0 by (14.51).
Example 14.4. For g = Ar, one has Q
(a)
m = dimq resW
(a)
m = dimq Vmωa from
(13.63). Thus
Q(a)m =
a∏
i=1
r+1−a∏
j=1
sin π(m+i+j−1)ℓ+r+1
sin π(i+j−1)ℓ+r+1
. (14.53)
The property (14.50) and Q
(a)
m > 0 for (a,m) ∈ Hℓ are easily checked. Substitution
of this into (14.48) gives the real positive solution of the level ℓ restricted constant
Y-system:
Y (a)m =
sin πaℓ+r+1 sin
π(r+1−a)
ℓ+r+1
sin πmℓ+r+1 sin
π(ℓ−m)
ℓ+r+1
, 1 + Y (a)m =
sin π(a+m)ℓ+r+1 sin
π(a+ℓ−m)
ℓ+r+1
sin πmℓ+r+1 sin
π(ℓ−m)
ℓ+r+1
. (14.54)
Obviously (Y
(a)
0 )
−1 = (Y (a)ℓ )
−1 = 0 and Y (a)m > 0 hold for (a,m) ∈ Hℓ. When
r = 1, this reduces to Y
(1)
m in Example 5.3.
One of the most remarkable features of the level ℓ restricted constant Y-system
and Q-system is their connection with the dilogarithm identity (5.5) in Theorem 5.2.
The LHS emerges from the TBA analysis (Section 15). The Y
(a)
m in the dilogarithm
is characterized by the Y-system as in Theorem 5.1 or constructed by the Q-system
as in Remark 14.3.
14.7. Bibliographical notes. The idea of converting TBA equations into differ-
ence equations (Y-system) as described in this section was put into practice by [3]
for factorized scattering theories describing integrable perturbations of conformal
field theories. The TBA equation treated there corresponds to the simply laced g
with level ℓ = 2 in the terminology here up to the driving term. There are numerous
Y-systems or related nonlinear integral equations in the similar TBA approaches
to various integrable field theories, e.g. [5, 265, 266, 267, 268, 269, 270]. The Y-
systems considered here appear as typical building blocks in these theories in many
cases.
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There are also exotic variants and applications of Y-systems related to Takahashi-
Suzuki’s continued fraction TBA [271] in the context of polymers [272], the sine-
Gordon model [273] and the T-system for XXZ model [274]. Intricate examples of
T and Y-systems are also worked out for the dilute AL models [275].
With regard to the Q-system, there are conjectures concerning more general
specialization than dimq and related dilogarithm sum rules. See [1, appendix A],
[134, appendix D], [4] and [101, section 1.4].
15. TBA analysis of RSOS models
We digest the TBA analysis of the Uq(gˆ) Bethe equation, which is a natural
candidate for the level ℓ critical restricted solid-on-solid (RSOS) model associated
with the representation W
(p)
s of Uq(gˆ) (ℓ ∈ Z≥1, (p, s) ∈ Hℓ (14.2)). The basic
features of the model have been sketched in Section 3.3. The derivation of high
temperature entropy and central charges in two critical regimes is outlined. The
level ℓ restricted Q-system, the constant Y-system and the dilogarithm identity
described in Sections 5.1 and 14.4–14.6 play a fundamental role.
We make a uniform treatment for general g elucidating the origin of the Y-
system. The results cover rational vertex models formally as the limit ℓ→∞. The
TBA equation (15.13) also applies to a number of situations in other contexts, most
notably, integrable perturbations of conformal field theories (cf. Section 14.7) with
a suitable modification of the LHS.
Apart from the relatively well known results in the ADE case, a curious aspect
in nonsimply laced g is that the central charges in one of the regimes correspond
to the Goddard-Kent-Olive construction of Virasoro modules [276] involving the
embeddings
B(1)r →֒ D(1)r+1, C(1)r →֒ A(1)2r−1, F (1)4 →֒ E(1)6 , G(1)2 →֒ B(1)3 .
See (15.28)–(15.34). These results have stimulated notable developments in crystal
basis theory of quantum groups [262]. The content of this section is based on [59]
for ADE case and [18] for general g.
15.1. TBA equation. We keep the notations t, ta, αa, C in (2.1)–(2.2) and L, ℓa, Hℓ
in (14.1)–(14.2). The Bethe equation is the following for the unknowns {u(a)j | a ∈
I, 1 ≤ j ≤ na}:(
sinh π2L
(
u
(a)
j −
√−1 stp δap
)
sinh π2L
(
u
(a)
j +
√−1 stp δap
))N = Ωa r∏
b=1
nb∏
k=1
sinh π2L
(
u
(a)
j − u(b)k −
√−1(αa|αb)
)
sinh π2L
(
u
(a)
j − u(b)k +
√−1(αa|αb)
) .
(15.1)
Here na = Ns(C
−1)ap as in (3.51) with (ri, si) = (p, s) for all i, and Ωa is a root
of unity without which (15.1) is essentially the same as the Bethe equation for the
vertex model (8.25) at q = exp(π
√−1
tL )
38. The Bethe equation (15.1) is indeed valid
[59] for Uq(A
(1)
r ) RSOS model [43].
It is a well known mystery that the TBA analysis yields supposedly correct
results in the end despite that it involves arguments that can hardly be justified
mathematically39. Our arguments in the sequel are no exception.
38 Ωa = e−αa(H) in the notation of (iii) in Section 8.3.
39 A more reliable derivation based on T-system is given in Section 16.3.
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We employ a string hypothesis. Suppose that {u(a)j | a ∈ I, 1 ≤ j ≤ na} is
approximately grouped as the union of {u(a)m,i +
√−1t−1a (m + 1 − 2n)|1 ≤ n ≤
m, 1 ≤ i ≤ N (a)m , u(a)m,i ∈ R} and the rest. Here u(a)m,i is the center of a color a
length m string and N
(a)
m is the number of such strings. Then the hypothesis is
that limN→∞
∑ℓa
m=1mN
(a)
m /na = 1 for all a ∈ I. It means that for color a, only
those strings with length ≤ ℓa contribute to the thermodynamic quantities. This
is a peculiar feature in the RSOS model and one of the most significant effects of
the phase factor Ωa. Substituting the string forms into (15.1) and taking product
over the internal coordinate of strings, one gets
NδapΘ
m
a
(
u
(a)
m,i,
s
ta
)
= I
(a)
m,i +
∑
b∈I
1≤k≤ℓb
N
(b)
k∑
j=1
Θmkab (u
(a)
m,i − u(b)k,j , (αa|αb)). (15.2)
Here I
(a)
m,i ∈ Z+ constant, and Θma ,Θmkab are defined by
Θma (u,∆) =
1
2π
√−1
m∑
n=1
ln
sinh π2L (u+
√−1t−1a (m+ 1− 2n)−
√−1∆)
sinh π2L (u+
√−1t−1a (m+ 1− 2n) +
√−1∆) , (15.3)
Θmkab (u,∆) = Θ
km
ba (u,∆) =
k∑
j=1
Θma (u+
√−1t−1b (k + 1− 2j),∆). (15.4)
One assumes that each solution satisfying u
(a)
m,1 < u
(a)
m,2 < · · · < u(a)m,N(a)m corresponds
to an array such that I
(a)
m,1 < I
(a)
m,2 < · · · < I(a)m,N(a)m , and introduces the string density
ρ
(a)
m (u) and the hole density σ
(a)
m (u) for u ∼ u(a)m,i with large enough N by
ρ(a)m (u) =
1
N(u
(a)
m,i − u(a)m,i−1)
, σ(a)m (u) =
I
(a)
m,i − I(a)m,i−1 − 1
N(u
(a)
m,i − u(a)m,i−1)
. (15.5)
Then (15.2) is converted into an integral equation. A little inspection of it shows a
characteristic property σ
(a)
ℓa
(u) = 0, which enables one to eliminate the density of
the “longest strings” ρ
(a)
ℓa
(u). For such calculations, it is convenient to work in the
Fourier components. We attach ˆ to them. See (14.9). We shall flexibly present
formulas either in the Fourier or original variables. By means of the basic formulas
(14.20) and (14.21), the resulting integral equation is expressed in the Fourier space
as40
δpaAˆsmpa (x) = σˆ(a)m (x) +
∑
(b,k)∈Hℓ
Kˆmkab (x)ρˆ(b)k (x) for (a,m) ∈ Hℓ. (15.6)
The “TBA kernels” Amkab (x), Kmkab (x), etc and their useful properties are summa-
rized in Section 14.2. By (14.17) and (14.15), (15.6) is also written as
δapδsm
2 cosh( xta )
=
ℓa−1∑
n=1
Kˆmna (x)σˆ(a)n (x) +
∑
(b,k)∈Hℓ
Jˆmkab (x)ρˆ(b)k (x) (15.7)
40The replacement ℓ → L in (14.20) and (14.21) has become unnecessary here due to the
elimination of ρ
(a)
ℓa
(u).
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for (a,m) ∈ Hℓ. The equation (15.6) or equivalently (15.7) is the Bethe equation
for the string and hole densities.
We will actually consider the thermodynamics of the “quantum spin” chain as-
sociated with the row to row transfer matrix T
(p)
s (u) of the RSOS model. We chose
its Hamiltonian density H as
H = − ǫγ
N
∂
∂u
lnT (p)s (u)|u=u0 (ǫ = ±1), (15.8)
where γ > 0 is a normalization constant and ǫ = ±1 specifies the two criti-
cal regimes in the RSOS model. The point u0 is such that T
(p)
s (u0) becomes a
cyclic shift (generator of momentum) up to an overall multiple, i.e. (3.50) be-
comes (scalar)
∏N
i=1 δλi,µi−1δαi,βi−1 . In view of Section 8.3, it is natural to as-
sume that the spectrum E of H is obtained from the derivative of the top term
Qp(u − stp )/Qp(u + stp ) therein up to an overall factor independent of the Bethe
roots. Thus up to an additive constant we get41
E = ǫγ
N
ℓp∑
m=1
N(p)m∑
i=1
∂
∂u
Θmp
(
u,
s
tp
) ∣∣∣u=u(p)m,i
≃ ǫγ
ℓp∑
m=1
∫ ∞
−∞
du
∂
∂u
Θmp
(
u,
s
tp
)
ρ(p)m (u) =
ǫγ
2π
ℓp−1∑
m=1
Aˆsmpp ρˆ(p)m + ǫE0,
(15.9)
where in the last step ρ
(p)
ℓp
(u) is eliminated as was done for (15.6). E0 is a constant
whose concrete form ([18, (2.20)]) is irrelevant in what follows. On the other hand,
the eigenvalues of the momentum density P is directly related to the top term itself,
and is given as
P = 2π
N
ℓp∑
m=1
N(p)m∑
i=1
Θmp
(
u
(p)
m,i,
s
tp
)
≃ 2π
ℓp∑
m=1
∫ ∞
−∞
duΘmp
(
u,
s
tp
)
ρ(p)m (u). (15.10)
The Yang-Yang type entropy density S [6] responsible for the arrangement of
strings and holes is
S =
∑
(a,m)∈Hℓ
∫ ∞
−∞
du
(
(ρ(a)m (u) + σ
(a)
m (u)) ln(ρ
(a)
m (u) + σ
(a)
m (u))
− ρ(a)m (u) ln ρ(a)m (u)− σ(a)m (u) lnσ(a)m (u)
)
.
(15.11)
The thermal equilibrium condition at temperature T = β−1 is obtained by de-
manding that the free energy density F = E − TS be the extremum with re-
spect to ρ
(a)
m (u), namely δF/δρ(a)m (u) = 0, under the constraint (15.6). Setting
σ
(a)
m (u)/ρ
(a)
m (u) = exp(βǫ
(a)
m (u)), the result reads ((a,m) ∈ Hℓ)
ǫβγδpaδsm
4t−1p cosh(tpπu/2)
=
ℓa−1∑
n=1
∫ ∞
−∞
dvKmna (u− v) ln
(
1 + exp(βǫ(a)n (v))
)
−
∑
(b,k)∈Hℓ
∫ ∞
−∞
dvJmkab (u − v) ln
(
1 + exp(−βǫ(b)k (v))
)
.
(15.12)
41 The sign (−1) in (15.8) is absent here since T
(p)
s (u) is related to
∂
∂v
Θmp (v, s/tp)
∣∣∣v=√−1u .
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The nonlinear integral equation (15.12) is an example of the TBA equation, which
serves as the basis in studying thermodynamic quantities. By using (14.12) and
(14.19) it can be slightly rearranged as
ǫβγδpaδsm
4t−1p cosh(tpπu/2)
= βǫ(a)m (u)−
∫ ∞
−∞
dv
ln
[(
1 + exp(βǫ
(a)
m−1(v))
)(
1 + exp(βǫ
(a)
m+1(v))
)]
4t−1a cosh(taπ(u− v)/2)
+
∑
(b,k)∈Hℓ
Nab
∫ ∞
−∞
dv
[
Pmkab ∗ ln
(
1 + exp(−βǫ(b)k )
)]
(v)
4t−1a cosh(taπ(u − v)/2)
.
(15.13)
When g is simply laced, one has Pmkab (u) = δmkδ(u) from (14.24) and (14.9). There-
fore (15.13) simplifies considerably to
ǫβγδpaδsm
4 cosh(πu/2)
= βǫ(a)m (u)−
∫ ∞
−∞
dv
ln
[(
1+exp(βǫ
(a)
m−1(v))
)(
1+exp(βǫ
(a)
m+1(v))
)
∏
b∈I
(
1+exp(−βǫ(b)m (v))
)Nab
]
4 cosh(π(u − v)/2) .
(15.14)
15.2. High temperature entropy. The free energy density is expressed as
F = ǫE0 − T
ℓp−1∑
m=1
∫ ∞
−∞
duAsmpp (u) ln
(
1 + exp(−βǫ(p)m (u))
)
(15.15)
by means of (15.12), (14.17) and (14.18). Let us evaluate the high temperature
limit of the entropy density
Shigh = − lim
T→∞
F
T
. (15.16)
When T →∞, the leading part of the asymptotic of ǫ(a)m (u) is expected to become
independent of u. Thus we set Y
(a)
m = exp(−βǫ(a)m (u)) to be a constant and obtain
from (15.15) that
Shigh =
ℓp−1∑
m=1
Aˆsmpp (0) ln
(
1 + Y (p)m
)
. (15.17)
Here Aˆsmpp (0) is the 0th Fourier component of Asmpp (u) given by (14.13). Similarly
the TBA equation (15.12) tends to
ℓa−1∑
n=1
Kˆmna (0) ln
(
1 + Y (a)−1n
)
=
∑
(b,k)∈Hℓ
Jˆmkab (0) ln
(
1 + Y
(b)
k
)
. (15.18)
This is the logarithmic form of the level ℓ restricted constant Y-system (14.41).
Thus we employ the solution Q
(a)
m = dimq resW
(a)
m explained in Remark 14.3 con-
structed from the q-dimension at a root of unity (14.49). Substituting the latter
formula in (14.47) into (15.17) and applying (14.39), we find
Shigh = lnQ(p)s . (15.19)
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This is consistent with the dimension of the space of states H(N) of the RSOS spin
chain (3.49). Namely, (15.19) implies
lim
N→∞
(dimH(N))
1/N
= dimq resW
(p)
s , (15.20)
which agrees with (3.54).
15.3. Central charges. The central charge c of the underlying conformal field
theory is extracted from the low temperature asymptotics of the entropy as Slow ≃
πcT
3vF
[277, 278], where vF is the Fermi velocity of the low lying massless excitations.
In each regime ǫ = ±1, the result is expressed as
c = ǫ
6
π2
∑
(a,m)∈Hℓ
(
L(f (a)m (∞))− L(f (a)m (−∞))
)
, (15.21)
where L(x) is the Rogers dilogarithm (5.1). The number f
(a)
m (∞) is the positive
real solution of ln f
(a)
m (∞) = ∑(b,k)∈Hℓ Kmkab ln(1 − f (b)k (∞)) in the both regimes
ǫ = ±1, where Kmkab is the 0th Fourier component of Kmkab (14.36). By Theorem 5.1,
f
(a)
m (∞) equals f (a)m in (14.42) constructed from the unique real positive solution of
the level ℓ restricted constant Y-system for g.
One the other hand, the numbers f
(a)
m (−∞) are to satisfy formally the same
equation ln f
(a)
m (−∞) =∑(b,k)∈Hℓ Kmkab ln(1− f (b)k (−∞)) but with extra condition
f
(a)
m (−∞) = (1 − ǫ)/2 for (a,m) ∈ Hǫℓ in the regime ǫ = ±1. Here the subset H±ℓ
of Hℓ is specified as
H+ℓ = {(p,m) | 1 ≤ m ≤ ℓp − 1}, (15.22)
H−ℓ =
{
{(a, statp ) | a ∈ I} stp ∈ Z,
H(p, s) ∩Hℓ stp 6∈ Z,
(15.23)
H(p, s) = {(a, s− s0
tp
)
,
(
a,
s− s0
tp
+ 1
) | a ∈ I, ta = 1}
∪ {(a, s− s0), (a, s), (a, s− s0 + tp) | a ∈ I, ta = tp},
s ≡ s0 mod tp, 1 ≤ s0 ≤ tp − 1.
Consequently, the equations governing the remaining f
(a)
m (−∞)’s are split into the
subsets corresponding to the complement Hℓ \Hǫℓ . Their solutions are obtained by
restricted constant Y-system associated with various subalgebras of g and levels.
The detail can be found in [18, section 3]. In any case, the dilogarithm identity
(5.5) suffices to evaluate the sum (15.21). Below we list the results using the RHS
of (5.5)
L(g, ℓ) = ℓ dim g
ℓ+ h∨
− rank g (15.24)
as the building block.
Regime ǫ = +1.
g = Ar,
c = L(Ar , ℓ)− L(Ap−1, ℓ)− L(Ar−p, ℓ) 1 ≤ p ≤ r.
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g = Br,
c = L(Br, ℓ)− L(Ap−1, ℓ)− L(Br−p, ℓ) 1 ≤ p ≤ r − 2,
= L(Br, ℓ)− L(Ap−1, ℓ)− L(Ar−p, 2ℓ) p = r − 1, r.
g = Cr,
c = L(Cr , ℓ)− L(Ap−1, 2ℓ)− L(Cr−p, ℓ) 1 ≤ p ≤ r.
g = Dr,
c = L(Dr, ℓ)− L(Ap−1, ℓ)− L(Dr−p, ℓ) 1 ≤ p ≤ r − 2,
= L(Dr, ℓ)− L(Ar−1, ℓ) p = r − 1, r.
g = E6,
c = L(E6, ℓ)− L(D5, ℓ) p = 1, 6,
= L(E6, ℓ)− L(A1, ℓ)− L(A4, ℓ) p = 2, 5,
= L(E6, ℓ)− 2L(A2, ℓ)− L(A1, ℓ) p = 3,
= L(E6, ℓ)− L(A5, ℓ) p = 4.
g = E7,
c = L(E7, ℓ)− L(D6, ℓ) p = 1,
= L(E7, ℓ)− L(A1, ℓ)− L(A5, ℓ) p = 2,
= L(E7, ℓ)− L(A1, ℓ)− L(A2, ℓ)− L(A3, ℓ) p = 3,
= L(E7, ℓ)− L(A4, ℓ)− L(A2, ℓ) p = 4,
= L(E7, ℓ)− L(A1, ℓ)− L(D5, ℓ) p = 5,
= L(E7, ℓ)− L(E6, ℓ) p = 6,
= L(E7, ℓ)− L(A6, ℓ) p = 7.
g = E8,
c = L(E8, ℓ)− L(E7, ℓ) p = 1,
= L(E8, ℓ)− L(A1, ℓ)− L(E6, ℓ) p = 2,
= L(E8, ℓ)− L(A2, ℓ)− L(D5, ℓ) p = 3,
= L(E8, ℓ)− L(A3, ℓ)− L(A4, ℓ) p = 4,
= L(E8, ℓ)− L(A4, ℓ)− L(A2, ℓ)− L(A1, ℓ) p = 5,
= L(E8, ℓ)− L(A6, ℓ)− L(A1, ℓ) p = 6,
= L(E8, ℓ)− L(D7, ℓ) p = 7,
= L(E8, ℓ)− L(A7, ℓ) p = 8.
g = F4,
c = L(F4, ℓ)− L(C3, ℓ) p = 1,
= L(F4, ℓ)− L(Ap−1, ℓ)− L(A4−p, 2ℓ) p = 2, 3,
= L(F4, ℓ)− L(B3, ℓ) p = 4.
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g = G2,
c = L(G2, ℓ)− L(A1, 3ℓ) p = 1,
= L(G2, ℓ)− L(A1, ℓ) p = 2.
Regime ǫ = −1. If stp ∈ Z, the central charge is given by
c = L
(
g,
s
tp
)
+ L
(
g, ℓ− s
tp
)
− L (g, ℓ) + rank g. (15.25)
This is the value corresponding to the coset pair
gˆ ⊕ gˆ ⊃ gˆ (15.26)
level ℓ− s
tp
s
tp
ℓ.
The situation stp 6∈ Z can take place in nonsimply laced algebras. The central
charges for such cases are given as follows.
g = Br (p = r, 1 ≤ s ≤ 2ℓ− 1, s ∈ 2Z+ 1),
c = L
(
Br,
s− 1
2
)
+ L
(
Br, ℓ− s+ 1
2
)
− L (Br, ℓ) + 2r + 1. (15.27)
This value corresponds to the following coset pair via the embedding B
(1)
r →֒ D(1)r+1:
B(1)r ⊕ B(1)r ⊕ D(1)r+1 ⊃ B(1)r (15.28)
level ℓ− s+ 1
2
s− 1
2
1 ℓ.
g = Cr (1 ≤ p ≤ r − 1, 1 ≤ s ≤ 2ℓ− 1, s ∈ 2Z+ 1),
c = L
(
Cr,
s− 1
2
)
+ L
(
Cr, ℓ− s+ 1
2
)
− L (Cr , ℓ) + 3r − 1. (15.29)
This value corresponds to the following coset pair via the embedding C
(1)
r →֒ A(1)2r−1:
C(1)r ⊕ C(1)r ⊕ A(1)2r−1 ⊃ C(1)r (15.30)
level ℓ− s+ 1
2
s− 1
2
1 ℓ.
g = F4 (p = 3, 4, 1 ≤ s ≤ 2ℓ− 1, s ∈ 2Z+ 1),
c = L
(
F4,
s− 1
2
)
+ L
(
F4, ℓ− s+ 1
2
)
− L (F4, ℓ) + 10. (15.31)
This value corresponds to the following coset pair via the embedding F
(1)
4 →֒ E(1)6 :
F
(1)
4 ⊕ F (1)4 ⊕ E(1)6 ⊃ F (1)4 (15.32)
level ℓ− s+ 1
2
s− 1
2
1 ℓ.
g = G2 (p = 2, 1 ≤ s ≤ 3ℓ− 1, s ≡ s0 mod 3, s0 = 1, 2),
c = L
(
G2,
s− s0
3
)
+ L
(
G2, ℓ− s− s0
3
− 1
)
+ L (A1, 2)−L (G2, ℓ) + 5. (15.33)
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This value corresponds to the following coset pair via the embedding G
(1)
2 →֒ B(1)3 :
G
(1)
2 ⊕ G(1)2 ⊕ B(1)3 ⊃ G(1)2 (15.34)
level ℓ− s− s0
3
− 1 s− s0
3
1 ℓ.
In (15.27), (15.29), (15.31), (15.33), the contributions 2r+1, 3r−1, 10, 5 other than
the dilogarithm L are equal to |H(p, s)| in (15.23).
These values of the central charges and coset pairs are consistent with the analy-
ses of RSOS models [35, 56, 279] by Baxter’s corner transfer matrix method [2]. For
Ar level ℓ, the central charges in regime ǫ = +1 and ǫ = −1 are transformed to each
other via the interchange (r − 1, ℓ, p, s) ↔ (ℓ, r − 1, s, p), which is a manifestation
of the level-rank duality [56, 59, 280].
So far we have considered the N site RSOS chain with the homogeneous quan-
tum space, namely the one corresponding to (W
(p)
s )⊗N in the dual picture of vertex
models. One can extend the whole analysis to the inhomogeneous case correspond-
ing to (W
(p1)
s1 ⊗ · · · ⊗W (pk)sk )⊗N . Then the LHS of (15.12) becomes non vanishing
for (a,m) = (p1, s1), . . . , (pk, sk), and H
ǫ
ℓ in (15.22) and (15.23) gets replaced by
∪ki=1(Hǫℓ for (pi, si)). As the result, a broad list of central charges is realized, e.g.
the coset pair (gˆ)⊕k+1 ⊃ gˆ for ADE case in the regime ǫ = −1. For more details see
[18, section 4.2]. Such a generalization has also been consistently incorporated into
the crystal basis theory of one dimensional configuration sums [262, section 3.2].
16. T-system in use
Here we present various applications of the T and Y-systems to solvable lattice
models.
16.1. Correlation lengths of vertex models. The correlation length ξ is the
simplest quantity to characterize ordered states. It is evaluated from the energy gap,
which needs a lengthy calculation in the Bethe ansatz approach. As an application
of the T-system for transfer matrices, we will demonstrate a quick derivation of ξ
[281, 134] based on the “periodicity at level 0”.
We consider the vertex models associated with quantum affine algebra Uq(gˆ).
The row transfer matrix T
(a)
m (u) is given by (3.44). We employ the parameterization
q = e−λ/t with λ > 0, where t = 1, 2, 3 is defined in (2.1). To simplify the argument,
we consider the homogeneous case (ri, si, wi) = (p, s, 1) for all i, thus T
(a)
m (u) acts
on the quantum space W
(p)
s (0)⊗N . We assume that tp = 1 and the system size N
is even. Possible vertex configurations and the Boltzmann weights are explicitly
given in (3.1) for Uq(A
(1)
1 ) for instance. The vertex weights associated to Uq(gˆ)
with g other than A1 have also been written down explicitly in some cases [49, 48].
Based on the concrete example from the Uq(A
(1)
1 ) case, we assume that there is a
range of the spectral parameter u in which the model is in anti-ferroelectric order
in the sense that those features explained below are realized42. For a more detailed
account, see [134, section 2.1].
In the ordered regime, the ground state and the first excited state are almost
degenerate. The relevant energy gap is thus given by the energy difference between
42In the parameterization (3.1) for Uq(A
(1)
1 ) case, the range is −1 < u < 0. We assume the
same range for general Uq(gˆ) leaving the precise Boltzmann weights corresponding to it unspecified.
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the ground state and the 2nd excited state(s). Let Tground and T2nd be the corre-
sponding eigenvalues of the transfer matrix. Consequently, 1/ξ = ln(Tground/T2nd).
We will show that ξ is given as
ξ = − 1
ln k
, (16.1)
where k (0 < k < 1) is determined by the data Uq(g) as
K ′(k)
K(k)
=
λh∨
π
,
where h∨ is the dual Coxeter number of g (2.3) as before. K(k) (K ′(k)) stands for
the complete elliptic integral of the first (second) kind with modulus k.
Recall that the unrestricted T-system for g (2.22) has the form
T
(a)
m (u− 1ta )T
(a)
m (u+
1
ta
) = T
(a)
m−1(u)T
(a)
m+1(u) + g
(a)
m (u)M
(a)
m (u),
where the scalar function g
(a)
m (u) depends on the normalization of vertex weights.
The factor M
(a)
m (u) is a product of T
(b)
k ’s. We assume m ∈ taZ>0 and denote the
eigenvalues of T
(a)
m (u) also by the same symbol. For the ground state in the anti-
ferroelectric regime, the second term on the RHS is exponentially larger than the
first. So it is a good approximation to drop the first term on the RHS. The same
is true for the second excited state(s). Let L
(a)
m (u) be the ratio of the eigenvalues
L(a)m (u) = (T
(a)
m (u))2nd/(T
(a)
m (u))ground.
Then the above argument implies that it satisfies
L
(a)
m (u − 1ta )L
(a)
m (u+
1
ta
) =M
(a)
m (u)|∀T (b)k (v)→L(b)k (v). (16.2)
This is regarded as the level zero restricted T-system. From (2.4)–(2.10), one can
check that it closes among those L
(a)
m (u)’s with m ∈ taZ>0. Moreover it enforces
the following periodicity. (See also (3.55).)
Proposition 16.1 ([17], Theorem 8.8). Suppose that L
(a)
m (u) satisfies (16.2). Then
the relation
L(a)m (u)L
(ω(a))
m (u + h
∨) = 1
is valid for m ∈ taZ>0. Here ω is the involution on the index set I such that
ω(a) = a except for the following cases (see Fig 1)43:
g = Ar, ω(a) = r + 1− a,
g = Dr (r: odd), ω(r − 1) = r, ω(r) = r − 1,
g = E6, ω(1) = 6, ω(2) = 5, ω(5) = 2, ω(6) = 1.
In particular, L
(a)
m (u) = L
(a)
m (u+ 2h∨) holds.
See also [134, appendix A] for some manipulation leading to the above result.
Below we only consider a such that ω(a) = a. Obviously L
(a)
m (u) has another
periodicity in the imaginary direction
L(a)m (u) = L
(a)
m (u+
2πi
λ
)
43 For g = Dr (r: even), we set ω(a) = a for any a ∈ I.
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because the vertex weights are rational functions of z = qtu = e−λu. We thus
conclude that L
(a)
m (u) is doubly periodic. Introduce two further functions h1, h2 by
h1(u, u0) =
√
k sn
( iλK(k)
π
(u− u0)
)
,
h2(u, u0) =
√
k sn
( iλK(k)
π
(u− u0 + h∨)
)
.
These are meromorphic, 2h∨-periodic, 2πiλ -anti-periodic functions of u and satisfy
hj(u, u0)hj(u+ h
∨, u0) = 1 (j = 1, 2).
We note also that h1(u, u0)(h2(u, u0)) has one simple zero (pole) and no poles
(zeros) in the rectangle Ω := [0, h∨) × [0, 2πi/λ) for u − u0 ∈ Ω. We denote by
{uz}, {up} the set of zeros44 and poles of L(a)m (u) in Ω, respectively. The ratio
defined below is analytic and non-zero for 0 ≤ ℜeu < h∨,
h(u) =
L
(a)
m (u)∏
uz
h1(u, uz)
∏
up
h2(u, up)
.
Furthermore we have
h(u)h(u+ h∨) = 1. (16.3)
The Liouville theorem and (16.3) claim that h(u) = ±1. We thus obtain the
representation
L(a)m (u) = ±
∏
uz
√
k sn
( iλK(k)
π
(u − uz)
)∏
up
√
k sn
( iλK(k)
π
(u− up + h∨)
)
.
The lower excited states are described by only two zeros. The above expression is
then simplified to
L(a)m (u) = L(a)m (u;u1, u2) := ±k sn
( iλK(k)
π
(u−u1)
)
sn
( iλK(k)
π
(u−u2)
)
. (16.4)
The locations of these zeros label the excitations. The energy levels are almost
degenerate with slight change in the locations of zeros. Thus, we observe the band
structure of second excited states. The correlation function G(R) must sum up all
the contributions from the band [282] as
G(R)−G(∞) ≃
∫
du1
∫
du2 ρ(u1, u2)
(
L(a)m (u;u1, u2)
)R
.
By ρ(u1, u2) we mean some weight function whose explicit form is not necessary
for our argument. Substitution of (16.4) to the above leads to
G(R)−G(∞) ≃ const · kR,
showing (16.1).
44In the Bethe ansatz, these zeros show up as “holes”.
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16.2. Finite size corrections. Evaluation of finite size corrections to the energy
spectra of the Hamiltonian or the free energy provides information on the critical
behavior such as central charges and scaling dimensions [278, 277, 283]. Numeri-
cal approaches often suffer from the smallness of system size and other technical
problems such as logarithmic corrections. The evaluation of finite size corrections
is a non trivial problem even for integrable models. The Bethe equation is highly
transcendental and it simplifies only in the thermodynamics limit to an integral
equation. For an arbitrary given system size, it is not possible in general to find
the exact locations of the Bethe roots. Nevertheless, there are successful results
in deriving finite size corrections based on clever manipulations of Bethe equa-
tions [284, 285, 286, 287]. Here we demonstrate yet another method utilizing the
T-system in place of the Bethe equation following [288, 7].
As a concrete example we treat a level ℓ critical RSOS model associated with A
(1)
1
in Section 3.3–3.6 (ℓ ∈ Z≥2). Local states on lattice sites range over {1, 2, . . . , ℓ +
1}. We consider the fusion model in which any neighboring pair of local states
is s-admissible (1 ≤ s ≤ ℓ − 1). See (3.34) and (3.35) for the definition of the
admissibility. The transfer matrix Ts(u) is defined by (3.38) with m, si and vi
replaced by s, s and 0, respectively. We assume the system size N is even and
treat the range −2 ≤ u ≤ 0 (referred to as the regime III/IV critical line [34]) for
simplicity. We set
q = eiλ, λ =
π
ℓ+ 2
,
in the RSOS Boltzmann weights according to (3.33).
Although we are concerned with such an isotropic model, the key in our approach
is to embed it in a family of models in which the admissibility (fusion degree)
conditions in the horizontal and vertical directions can be different. We consider
the level ℓ fusion RSOS model [35] in which neighboring states in the horizontal
direction are s-admissible while those in the vertical direction are m-admissible.
The corresponding transfer matrix is denoted by Tm(u) and depicted in (3.38) with
si = s and vi = 0. The evaluation of the finite size correction to the largest
eigenvalue of Ts(u) utilizing the restricted T-system among {Tj(u)} will be the
main issue in the sequel.
First we need to fix the normalizations. Let W1,s be the RSOS Boltzmann
weights obtained by the s-fold fusion in the horizontal direction (cf.(3.24)). Our
normalization is such that
W1,s
(
a+ s− 1 a− 1
a+ s a
∣∣∣∣ u) = [u+ s+ 1]q1/2[2]q1/2 .
See (3.33) for the symbol [u]q1/2 . From now on we use x = (u+ 1)i as the spectral
parameter, and Tm(u) will also be written as Tm(x). We furthermore define the
normalized transfer matrices by T˜0(x) = 1 and
T˜m(x) =
{
Tm(x) 1 ≤ m ≤ s,
Tm(x)∏m−s
j=1 φ(x+(m−s+1−2j)i)
s+ 1 ≤ m ≤ ℓ,
where we have introduced
φ(x) =
( sinh λx2
sinλ
)N
.
133
Thanks to these normalizations T˜j(x) is of degree N min(j, s) in [ix + · · · ]q1/2 for
1 ≤ j ≤ ℓ. One then obtains the level ℓ restricted T-system for g = A1
T˜j(x− i)T˜j(x+ i) = fj(x)T˜j−1(x)T˜j+1(x) + gj(x) (1 ≤ j ≤ ℓ− 1). (16.5)
Here the scalar factors are given by fj(x) = φ(x)
δjs and
gj(x) =
min(j,s)−1∏
k=0
φ(x + (s+ j − 2k)i)φ(x− (s+ j − 2k)i).
Numerical calculations for small system sizes suggest the following analyticity of
T˜j(x).
Assumption 16.2. T˜j(x) (1 ≤ j ≤ ℓ) is analytic and nonzero in the strip |ℑmx| ≤
1.
We then construct Yj(x) (1 ≤ j ≤ ℓ− 1) by45
Yj(x) =
fj(x)T˜j−1(x)T˜j+1(x)
gj(x)
. (16.6)
This leads to the Y-system
Yj(x− i)Yj(x+ i) = (1 + Yj−1(x))(1 + Yj+1(x)) (1 ≤ j ≤ ℓ− 1), (16.7)
where Y0(x) = Yℓ(x) = 0. The assumption on Tj(x) is inherited to the analyticity
of Yj(x) except for Ys(x): Ys(x) has order N zero at the origin due to fs(x). We
thus define the modified Y by
Y˜j(x) =
Yj(x)
(tanh π4x)
Nδjs
. (16.8)
Then the above assumption is rephrased as follows.
Assumption 16.3. Y˜j(x) (1 ≤ j ≤ ℓ − 1) is analytic and nonzero in the strip
|ℑmx| ≤ 1. Also, 1+Yj(x) is analytic and nonzero in the strip |ℑmx| ≤ ǫ for small
positive ǫ.
Y and Y˜ satisfy
Y˜j(x− i)Y˜j(x+ i) = (1 + Yj−1(x))(1 + Yj+1(x)), (16.9)
where a simple identity tanh π4 (x − i) tanh π4 (x + i) = 1 is used. With the above
analyticity assumption, one can apply the Fourier transformation to the logarith-
mic derivative of the Y-system46. After solving it with respect to the logarithmic
derivative of lnYj , the inverse Fourier transformation followed by an integration
converts the Y-system into the coupled integral equation (1 ≤ j ≤ ℓ− 1):
lnYj(x)=δjs ln tanh
N πx
4
+
∫ ∞
−∞
K(x− x′) ln[(1 + Yj−1(x′))(1 + Yj+1(x′))]dx
′
2π
,
(16.10)
K(x)=
π
2 cosh πx2
. (16.11)
45We employ the inverse of (2.24) to make the resulting integral equation suitable for numerical
investigations.
46The derivative here is not essential. It is done just in order to ensure the convergence.
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The integration constant turns out to be zero due to the asymptotic values
Yj(∞) = sin(jϑ) sin((j + 2)ϑ)
sin2 ϑ
=: ι(j, ϑ) (16.12)
with ϑ = πℓ+2 . Up to the driving term, (16.10) coincides with the thermodynamic
Bethe ansatz (TBA) equation (15.14) for g = A1 although they originate from com-
pletely different contexts. The asymptotic value (16.12) is an example of solutions
to the constant Y-system. See Example 5.3 and Example 14.4.
Once Yj(x) is obtained from (16.10), the quantity Ts(x) in question can be
evaluated by using the relation
Ts(x− i)Ts(x+ i) = gs(x)(1 + Ys(x)). (16.13)
Note T˜s(x) = Ts(x). As numerical data tells |Ys(x)| ≪ 1, the bulk contribution
T bulks (x) is determined by T
bulk
s (x − i)T bulks (x + i) = gs(x). To separate the bulk
part and finite size correction, let Ts(x) = T
bulk
s (x)T
finite
s (x). Then (16.13) yields
lnT bulks (x) = −N
∫ ∞
−∞
sinh sk cosh(ℓ+ 1− s)k
k sinh 2k sinh(ℓ + 2)k
e−ikxdk,
lnT finites (x) =
∫ ∞
−∞
K(x− x′) ln(1 + Ys(x′))dx
′
2π
.
So far, all the relations are valid for arbitrary even N . We now proceed to the
evaluation of lnT finites (x) in the large N limit for x ∼ O(1). The main contribution
to the integrals in (16.10) comes from x′ ∼ ± 2π ln 2N . Thus it is convenient to
introduce
y±j (θ) := lim
N→∞
Yj
(
± 2
π
(θ + ln 2N)
)
.
The evenness of the original Yj as a function of x implies y
+
j (θ) = y
−
j (θ). We then
arrive at simpler expressions for N sufficiently large:
ln yǫj(θ) = −δjse−θ +
∫ ∞
−∞
Kθ(θ − θ′) ln[(1 + yǫj−1(θ′))(1 + yǫj+1(θ′))]
dθ′
2π
,
lnT finites
(2θ
π
)
=
2 cosh θ
N
∫ ∞
−∞
e−θ
′
ln(1 + y+s (θ
′))
dθ′
2π
,
where Kθ(θ) :=
2
πK(
2
π θ) =
1
cosh θ . The first equation exactly coincides with the
TBA equation in the low temperature limit. Thus the dilogarithm trick (cf. [7,
section 3.3], [134, section 3.2]) is naturally applied to evaluate lnT finites (x). The
final result of the finite size correction to the largest eigenvalue of Ts(x) is given by
lnT finites
(2θ
π
)
≃ cosh θ
2πN
ℓ−1∑
j=1
∫ y+j (∞)
y+j (−∞)
( ln(1 + y)
y
− ln y
1 + y
)
dy
=
cosh θ
πN
ℓ−1∑
j=1
(
L+(y
+
j (∞)) − L+(y+j (−∞))
)
=
π cosh θ
6N
( 3s
s+ 2
− 6s
(ℓ + 2)(ℓ+ 2− s)
)
=:
π cosh θ
6N
c. (16.14)
Here L+(y) is related to the Rogers dilogarithm L(y) in (5.1) by
L+(y) = L(
y
1 + y
) = L(1)− L( 1
1 + y
).
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We have also used y+j (∞) = Yj(∞) = ι(j, πℓ+2 ) as in (16.12) while
y+j (−∞) =
{
ι(j, πs+2 ) 1 ≤ j ≤ s− 1,
ι(j − s, πℓ+2−s ) s ≤ j ≤ ℓ− 1.
Then the dilogarithm identity (5.7) is applied. The quantity c in the last expression
in (16.14) is regarded as the central charge [277]. This value agrees with the TBA
result (15.25) obtained from the low temperature specific heat with g = A1 and
p = 1, tp = 1.
The above argument can be generalized to calculate the finite size correction in
excited states with suitable modifications. The major difference from the ground
state case is that Assumption 16.3 does not hold any longer. Instead, we assume
the following for low lying excited states.
Assumption 16.4. There are finitely many zeros {z(j)α } of T˜j(x) in the strip
|ℑmx| ≤ 1.
Letting the zeros of T˜j(x) in the strip be {z(j)α }, we modify (16.8) as
Yj(x) = Y˜j(x)(tanh
π
4
x)Nδjs
∏
α
tanh
π
4
(x− z(j−1)α )
∏
α′
tanh
π
4
(x − z(j+1)α′ ),
which still satisfies (16.9). Then it is straightforward to derive the following equa-
tion valid for arbitrary N
lnYj(x) = Dj + δjs ln tanh
N π
4
x
+
∑
α
ln tanh
π
4
(x− z(j−1)α ) +
∑
α′
ln tanh
π
4
(x− z(j+1)α′ )
+
∫ ∞
−∞
K(x− x′) ln[(1 + Yj−1(x′))(1 + Yj+1(x′))]dx
′
2π
. (16.15)
The integration constant Dj takes account of the branch of ln tanh and it must
be fixed case by case. For low lying excitations in the thermodynamic limit, it is
reasonable to assume |z(j)α | ≫ 1. Thus we employ the parameterization
z(j)α =
{
2
π (θ
(j)
α,+ + ln 2N) for z
(j)
α ≫ 1 (1 ≤ α ≤ n(j)+ ),
− 2π (θ(j)α,− + ln 2N) for z(j)α ≪ −1 (1 ≤ α ≤ n(j)− ),
where n
(j)
± denotes the number of z
(j)
α near ± 2π ln 2N . Then (16.15) is reduced in
the limit N →∞ to
ln yǫj(θ) = D
ǫ
j − δjse−θ +
∑
α
ln tanh
1
2
(θ − θ(j−1)α,ǫ ) +
∑
α′
ln tanh
1
2
(θ − θ(j+1)α′,ǫ )
+
∫ ∞
−∞
Kθ(θ − θ′) ln[(1 + yǫj−1(θ′))(1 + yǫj+1(θ′))]
dθ′
2π
. (16.16)
The constants D±j can be in general different and depend on n
(j)
± , etc.
The subsidiary conditions Tj(z
(j)
α ) = 0 must also be satisfied. This is rephrased
as Yj(z
(j)
α + i) = −1 or equivalently
ln yǫj(θ
(j)
α,ǫ +
π
2
i) = (2I(j)α,ǫ + 1)πi
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in terms of the branch cut integers {I(j)α,±}. Thanks to (16.16), this is rewritten as
−
∫ ∞
−∞
1
sinh(θ
(j)
α,ǫ − θ − iǫ′)
ln[(1 + yǫj−1(θ))(1 + y
ǫ
j+1(θ))]
dθ
2π
= (2I(j)α,ǫ + 1)π + iD
ǫ
j − δjse−θ
(j)
α,ǫ
+ i
∑
α′
ln tanh
(θ(j)α,ǫ − θ(j−1)α′,ǫ
2
+
π
4
i
)
+ i
∑
α′
ln tanh
(θ(j)α,ǫ − θ(j+1)α′,ǫ
2
+
π
4
i
)
,
(16.17)
where ǫ′ > 0 is infinitesimally small. The finite part of the eigenvalue is now given
by
lnT finites
(2θ
π
)
=
∑
ǫ=±
eǫθ
N
(
−
∑
α
e−θ
(s)
α,ǫ +
∫ ∞
−∞
e−θ ln(1 + yǫs(θ))
dθ
2π
)
.
Although the expressions are more involved than the ground state case, one can still
apply the dilogarithm trick to evaluate the above. In particular, (16.17) and the
elementary relations (ln tanh x2 )
′ = 1/ sinhx and ln tanh(x+ πi4 )+ln tanh(−x+ πi4 ) =
πi are useful. The final result reads
lnT finites
(2θ
π
)
=
∑
ǫ=±
eǫθ
2πN
ℓ−1∑
j=1
(
L+(y
ǫ
j(∞))− L+(yǫj(−∞)) +
1
2
Dǫj ln
1 + yǫj(∞)
1 + yǫj(−∞)
− 2πn(j)ǫ iDǫj − 2π2
n(j)ǫ∑
α=1
(2I(j)α,ǫ + 1)
)
. (16.18)
The above derivation is based on the first principle. However it lacks a general
prescription to determine the integration constants and to choose the branch cut
integers. With regard to this, an interesting observation has been made in [7,
289]. It is possible to absorb the additional driving terms in (16.15) to integrals by
adopting deformed contours Lj as
lnYj(x) = Dj + δjs ln tanh
N π
4
x
+
∫
Lj−1
K(x− x′) ln(1 + Yj−1(x′)) +
∫
Lj+1
K(x− x′) ln(1 + Yj+1(x′))dx
′
2π
.
Then the evaluation of the finite size correction goes parallel to the case of the
largest eigenstate. The differences lie in the asymptotic values of yǫj(x) and the
non trivial homotopy in the integration contours of Lj . The authors of [7, 289]
have found empirical rules for the choice of homotopy and integration constants to
reproduce known scaling dimensions from conformal field theories.
We have seen that the T-system provides an efficient tool in the analysis of
finite size corrections. It enables one to analytically calculate the central charge
(16.14) in the ground state. The scaling dimensions of relevant operators can also
be obtained by use of the result in excited states (16.18). The above calculation
of the finite size correction of the largest eigenvalue has been generalized to RSOS
models associated with g in [134, section 3] up to analyticity argument on auxiliary
functions.
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16.3. Quantum transfer matrix approach. According to Matsubara, finite size
corrections and low temperature asymptotics are dual pictures of the same physical
characteristics of a two dimensional system on an infinite cylinder of circumference
N = β. Here N is the system size in the former picture and β is the inverse
temperature in the latter. Our analyses of the Uq(A
(1)
1 ) RSOS model in Section 15
and Section 16.2 have been done along these two points of view. What is remarkable
there is that beyond the formal coincidence of the two pictures, the two entirely
different approaches end up with essentially the same integral equation of TBA
type. One then expects a framework to treat the finite temperature problem in the
same manner as the finite size corrections without recourse to string hypothesis.
As we will see in the sequel, the Quantum Transfer Matrix (QTM) approach [290]
offers such a scheme. For a further detail, see the recent reviews [291, 292].
QTM utilizes the equivalence between d+ 1 dimensional classical models and d
dimensional quantum system [293]. To be concrete, we argue along the 1D spin
1/2 XXZ model as a prototypical integrable lattice system.
H = J
4
N∑
j=1
(
σxj σ
x
j+1 + σ
y
j σ
y
j+1 +∆(σ
z
j σ
z
j+1 + 1)
)
=
N∑
j=1
hˆj,j+1, (16.19)
where σa (a = x, y, z) are the Pauli matrices. The periodic boundary condition im-
plies σaN+1 = σ
a
1 . The anisotropy is parameterized as ∆ = cosλ. The Hamiltonian
acts on “the physical space” Vphys :=
⊗N
j=1 Vj where Vj denotes the jth copy of
C2 = Ce+ ⊕ Ce−. The main subject here is to calculate the partition function
exactly
Z1d(β,N) = TrVphyse
−βH.
It would be nice if this task can be done for any finite N , although we do not have
a satisfactory progress at present. We thus concentrate on the evaluation of the
free energy per site in the thermodynamic limit
f = − lim
N→∞
1
βN
lnZ1d(β,N).
We introduce the six vertex model on the 2D square lattice. Let R(u, v) be the
Uq(A
(1)
1 ) R matrix (in a convention different from (3.1)):
R(u, v) =

a(u, v)
b(u, v) c(u, v)
c−1(u, v) b(u, v)
a(u, v)

a(u, v) =
[2 + u− v]q1/2
[2]q1/2
, b(u, v) =
[u− v]q1/2
[2]q1/2
,
c(u, v) = q−
u−v
2 , q = eiλ.
Define the matrix element Rαγβδ by
R(u, v) =
∑
α,β,γ,δ=1,2
Rαγβδ (u, v)Eα,β ⊗ Eγ,δ.
The index 1(2) refers to e+(e−) in Fig. 4. The arrows are assigned in order
to distinguish this R matrix from other R matrices that will appear below. By
Rj,j+1(u, v) we mean the R matrix acting non trivially only on the tensor product
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Figure 4. A graphic representation for Rαγβδ (u, v). The spectral
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Figure 5. A graphic representation for R˜αγβδ (u, v). The spectral
parameter u (v) is associated to horizontal (vertical) lines.
Vj(u) ⊗ Vj+1(v). We introduce the row to row (RTR) transfer matrix TRTR(u) ∈
End(Vphys) by
TRTR(u) = Tra (Ra,N (u, 0)Ra,N−1(u, 0) · · ·Ra,1(u, 0)), (16.20)
where the subscript “a” stands for the auxiliary space. With the lattice translation
eiP shifting the sites by one, the Baxter-Lu¨scher formula [52]
TRTR(u) = e
iP
(
1 +
λu
J sinλ
H+O(u2)) (16.21)
holds. With a rotated R matrix R˜αγβδ (u, v) = R
γβ
δα(v, u) (Fig. 5), we introduce a
rotated transfer matrix T˜RTR(u) ∈ End(Vphys) by
T˜RTR(u) = Tra
(
R˜a,N (−u, 0)R˜a,N−1(−u, 0) · · · R˜a,1(−u, 0)
)
.
The expansion analogous to (16.21) holds as T˜RTR(u) = e
−iP (1+ λuJ sin λ H+O(u2)).
We thus obtain an important identity
Z1d(β,N) = TrVphyse
−βH = lim
M→∞
TrVphys
(
Tdouble(u = uM )
M
2
)
, (16.22)
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Figure 6. Fictitious two dimensional system
where Tdouble(u) := TRTR(u)T˜RTR(u) and
uM = −βJ sinλ
Mλ
. (16.23)
The RHS of (16.22) can be interpreted as a partition function of a 2D classical
system defined on M ×N sites (Fig. 6)
Z1d(β,N) = lim
M→∞
Z2d classical(M,N, uM ).
This embodies the equivalence between d + 1 dimensional classical models and d
dimensional quantum system for d = 1. Since the spectra of Tdouble(u) is gapless,
we still need a trick to evaluate Z2d classical(M,N, uM ).
We follow the observation in [290] and consider the transfer matrix propagating
in the horizontal direction, that is, T ′QTM(u = uM ) which acts on a virtual space of
size M . It was shown that this transfer matrix possesses a gap between the largest
(Λ0) and the other eigenvalues Λj (j ≥ 1). This is a crucial benefit, as one only has
to consider the largest eigenvalue to evaluate the free energy in the thermodynamic
limit
lim
N→∞
Z
1
N
2d classical(M,N, uM ) = limN→∞
(
TrT ′QTM(u = uM )
N
) 1
N
= lim
N→∞
(ΛN0 + Λ
N
1 + · · · )
1
N = lim
N→∞
Λ0
(
1 +
(Λ1
Λ0
)N
+ · · ·
) 1
N ≃ lim
N→∞
Λ0.
Although we have made use of the integrability for simplicity in the above argument,
the same conclusion can be proved in a more general setting.
Theorem 16.5 ([290]). Let Λ0 be the largest eigenvalue of TQTM. Then the free
energy per site is given by
f = − 1
β
lim
M→∞
ln Λ0. (16.24)
Two problems are still to be overcome. First we must evaluate the largest eigen-
value of T ′QTM(uM ) in which interaction depends on the fictitious system size M .
Second we must take the “Trotter limit” M → ∞. Both of these are highly non-
trivial. Nevertheless we stress the above formulation makes it clear why the finite
size correction and the finite temperature problem can be treated in the same way.
To disentangle the difficulties, we introduce a slight generalization, a commuting
QTM TQTM(x, u), by assigning the parameter ix in the “horizontal” direction [294].
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Figure 7. A graphic representation for (Rt)αγβδ (u, v). The spectral
parameter u (v) is associated to horizontal (vertical) lines.
We let the transposed R matrix Rtj,k(u, v) [295] be (R
t)αγβδ (u, v) = R
δα
γβ(v, u). See
Fig. 7. Then TQTM(x, u) is defined by
TQTM(x, u) = Tra (RaM (ix,−u)Rta,M−1(ix, u) · · ·Ra2(ix,−u)Rta1(ix, u)). (16.25)
The parameter u will always be set to uM (16.23), thus we drop its dependence
hereafter. It is the new parameter x that will play the role of a spectral parameter
instead. By this we mean that two QTMs with different values of x are intertwined
by the same R matrix
Ra,a′(ix, iy)Ta(x) ⊗ Ta′(x′) = Ta(x′)⊗ Ta′(x)Ra,a′(ix, iy).
Here Ta(x) denotes the monodromy matrix associated to TQTM(x, uM ). The proof
is elementary. Now we are able to introduce the fusion hierarchy of commuting
transfer matrices Tj(x) which contains TQTM(x, uM ) as the first member. (The
uM -dependence will be suppressed.) By the construction, they satisfy the T-system
Tj(x− i)Tj(x+ i) = Tj−1(x)Tj+1(x) + gj(x),
where gj(x) = T0(x+ (j + 1)i)T0(x− (j + 1)i) with
T0(x) = φ(x + (1 + uM )i)φ(x − (1 + uM )i), φ(x) =
(sinh λx2
sinλ
)M
2
. (16.26)
As in Section 16.2, we need assumptions on the analyticity of Tj(x). For simplicity
we consider the case λ→ 0 for a moment. Then the numerical analysis suggests
Conjecture 16.6. The zeros of Tj(x) are distributed almost on the line |ℑmx| =
j + 1 .
We set Yj(x) = Tj−1(x)Tj+1(x)/gj(x) and introduce its modification
Y˜j(x) =
Yj(x)
(tanh π4 (x− (1 + uM )i) tanh π4 (x+ (1 + uM )i))
M
2
. (16.27)
Note that uM is a small negative quantity. Then the conjecture is translated to
Conjecture 16.7. Y˜j(x) is analytic and nonzero in the strip |ℑmx| ≤ 1 and
1 + Yj+1(x) is analytic and nonzero in the strip |ℑmx| ≤ ǫ for small ǫ.
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This immediately leads to the integral equation
lnYj(x) = δj1
1
2
ln
[
tanhM
π
4
(x− (1 + uM )i) tanhM π
4
(x+ (1 + uM )i)
]
+
∫ ∞
−∞
K(x− x′) ln[(1 + Yj−1(x′))(1 + Yj+1(x′))]dx
′
2π
, (16.28)
where K(x) is defined in (16.11). The M enters only in the first line in (16.28).
Therefore the Trotter limit M →∞ can be taken analytically, giving
lnYj(x) = δj1D(x)
+
∫ ∞
−∞
K(x− x′) ln[(1 + Yj−1(x′))(1 + Yj+1(x′))]dx
′
2π
(j ≥ 1). (16.29)
where D(x) in the driving term is given by
D(x) = − βπJ sinλ
2λ cosh π2x
. (16.30)
These are nothing but the Gaudin-Takahashi equations for the anti-ferromagnetic
Heisenberg model. Also, they coincide with (16.10) up to the driving term. The
free energy per site is obtained from the solution to the above equations as
f = − 1
β
∫ ∞
−∞
K(x′) ln(1 + Y1(x′))
dx′
2π
.
Summarizing, we have seen that T-system plays the central role for the quan-
titative studies on both finite size system and finite temperature system. A wider
range of the parameter 0 < λ ≤ π2 is treated in [274] under the restriction that
the continued fractional expansion of π/λ terminates at a finite stage. A suitably
chosen subset of the fusion QTMs are shown to satisfy a closed set of functional
relations and it successfully recovers the well known Takahashi-Suzuki continued
fraction TBA equation [271] without using string hypothesis. See [274] for details.
16.4. Simplified TBA equations. We continue our discussion on the XXZ spin
chain at finite temperatures. We retain the definitions of the symbols such as
φ(x), Tj(x), uM , etc. in the previous subsection. The TBA equation is a coupled
set of integral equations with (finitely or infinitely) many unknown functions Yj(x).
It is known that equations change their forms drastically according to a small
change in coupling constant λ [271]. On the other hand, we expect only small
changes in physical quantities. Thus one may hope alternative formulations that
are more stable against the change in λ. Here we present one such approach which
also originates from the T-system. It is sometimes referred to as a simplified TBA
equation [296].
The idea is complementary to the QTM method where one pays attention to
the zeros of Tj(x). In the simplified TBA, one is concerned with singularities of a
renormalized Tj(x). The latter is defined by
T˜j(x) =
Tj(x)
φ(x+ (j + 1 + uM )i)φ(x − (j + 1 + uM )i) , (16.31)
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where φ(x) is defined in (16.26). Note T˜j(x) possesses poles of order M/2 at x ∼
±(j + 1)i. Accordingly, the first equation of the T-system reads
T˜1(x+ i)T˜1(x− i) = T˜2(x) + b(M)1 (x), (16.32)
b
(M)
1 (x) =
φ(x + (1− uM )i)φ(x− (1− uM )i)
φ(x + (1 + uM )i)φ(x− (1 + uM )i) . (16.33)
Let τj(x) be T˜j(x) after the Trotter limit
τj(x) = lim
M→∞
T˜j(x).
Then τ1(x) develops singularity at x = ±2i. By construction, it is periodic under
x→ x+ 2p0i, where p0 = π/λ. We thus assume the expansion
τ1(x) = 2 +
∑
n∈Z
∞∑
j=1
cj
(x− 2i− 2p0ni)j +
∑
n∈Z
∞∑
j=1
c¯j
(x+ 2i− 2p0ni)j . (16.34)
We utilize the T-system and information on the locations of singularities to fix cj
and c¯j . Rewrite the Trotter limit of (16.32) as
τ1(x+ i) =
b1(x)
τ1(x − i) +
τ2(x)
τ1(x − i) , (16.35)
b1(x) = lim
M→∞
b
(M)
1 (x) = exp
( βJ sin2 λ
coshλx− cosλ
)
. (16.36)
The LHS possesses the singularities at x = i,−3i, while only the first term on the
RHS possesses singularity at x = i. Consequently we have
cj =
∮
y=i
b1(y)
τ1(y − i) (y − i)
j−1 dy
2πi
=
∮
y=0
b1(y + i)
τ1(y)
yj−1
dy
2πi
.
The contour for the first integral is a small circle centered at y = i and the same
circle centered at y = 0 for the second. Similarly, by rewriting (16.32) in the form
τ1(x− i) = b1(x)τ1(x+i) +
τ2(x)
τ1(x+i)
, one finds
c¯j =
∮
y=0
b1(y − i)
τ1(y)
yj−1
dy
2πi
.
By substituting the expressions for cj , c¯j into (16.34) and performing the summation
over j and n, we arrive at the closed integral equation involving τ1(x) only:
τ1(x) = 2 +
λ
4πi
(∮
y=0
b1(y + i) coth
λ
2
(x − y − 2i) dy
τ1(y)
+
∮
y=0
b1(y − i) coth λ
2
(x − y + 2i) dy
τ1(y)
)
.
Once the above equation is solved, the free energy is given by f = − 1β ln τ1(0).
It turned out the new equation works efficiently to produce the high temperature
expansion. One assumes τ1(x) in the form,
τ1(x) = exp
( ∞∑
n=0
an(x)(βJ)
n
)
.
Then the coefficients an(x) can be iteratively determined.
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The simplified TBA equations are applied in many different contexts and they
successfully provide high temperature data of the models [297, 298]. The deriva-
tion of the simplified TBA equations requires less information on the analyticity.
Therefore it is quite efficient when the analytic property is difficult to investigate.
The non-compact case is such an example. See [191] for the applications to certain
sectors of N = 4 super Yang-Mills theory and [299] to thermodynamics of ladder
compounds.
There is however a price to pay. Any eigenvalue of Tj(x) satisfies the same
equation after renormalization. Therefore the equation itself can not select the right
answer. Rather, one has to know a priori the right goal to be achieved and start
from a sufficiently near point to the goal in numerical approaches. The convergence
becomes also problematic in the low temperature regime and one needs to apply,
e.g. the Pade´ approximation to improve the accuracy.
16.5. Hybrid equations. There is yet further approach to the finite size and the
finite temperature problems [295, 300, 301]. It also makes use of a finite set of un-
known functions and different types of integral equations from those derived in the
previous sections. Following [302], we refer to it as NLIE (NonLinear Integral Equa-
tion)47 just in order to distinguish it from the other nonlinear integral equations
discussed hitherto. It turns out that a hybridization of TBA and NLIE is possible
[303]. The hybrid approach is especially efficient in dealing with thermodynamics
of higher spin XXZ models as explained below.
We treat the integrable spin s/2 XXZ model whose Hamiltonian H is obtained
from the fusion R matrix in Section 3.1 as
H =
N∑
i=1
hi,i+1, hi,i+1 ∝ d
du
PR(k,k)(qu)|u=0,
where P is the transposition. A simple generalization of the argument in Section
16.3 tells that the free energy per site is obtained from the largest value of QTM
Ts(x = 0) consisting of the R matrix acting on Vs ⊗ Vs. As before we set
q = eiλ, λ =
π
p0
and assume s ≤ p0− 1. As in Section 16.3, we introduce the auxiliary QTM Tj(x).
This time, we prepare only a finitely many ones {Tj(x)}ℓj=1, where the integer ℓ is
arbitrary as far as it is in the range
s ≤ ℓ ≤ 2p0 − s− 2. (16.37)
With a suitable normalization, we have the T-system
Tj(x+ i)Tj(x− i) = fj(x)Tj−1(x)Tj+1(x) + gj(x) (1 ≤ j ≤ s− 1), (16.38)
gj(x) :=
min(j,s)−1∏
m=0
Φ(x− (s+ j − 2m)i)Φ(x+ (s+ j − 2m)i),
Φ(x) :=
(
[x+ (1 + u)i]
q
1
2
[x− (1 + u)i]
q
1
2
)M/2
,
47The equation first appeared in the context of finite size problem in the XXZ model [287].
The simplest case is sometimes referred to as the DDV equation in the context of integrable field
theories.
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where fj(x) = Φ(x)
δjs . This looks formally the same as (16.5), although the mean-
ing of ℓ is different here. As usual we set Yj(x) = fj(x)Tj−1(x)Tj+1(x)/gj(x) and
define its slight modification generalizing (16.27) as
Y˜j(x) =
Yj(x)(
tanh π4 (x+ (1 + u)i) tanh
π
4 (x− (1 + u)i)
)M
2 δjs
.
Then, the modified Y-system (16.9) holds for 1 ≤ j ≤ ℓ− 2.
In addition we introduce the auxiliary functions b(x), b¯(x). They are defined by
the combination of the terms appearing in the dressed vacuum form of Tℓ(x). For
general n, the dressed vacuum form reads Tn(x) =
∑n+1
m=1 λ
(n)
m (x), where
λ(n)m (x) = Φ
(n)
m (x)
Q(x+ (n+ 1)i)Q(x− (n+ 1)i)
Q(x + (2m− n− 1)i)Q(x+ (2m− n− 3)i) ,
Φ(n)m (x) =
∏s−1
r=0Φ(x + (2m− n− s− 1 + 2r)i)∏max(s−n,0)
r=1 Φ(x− (s+ 1− n− 2r)i)
.
Then the auxiliary functions are defined by
b(x) =
λ
(ℓ)
1 (x+ i) + · · ·+ λ(ℓ)ℓ (x+ i)
λ
(ℓ)
ℓ+1(x+ i)
(−1 ≤ ℑmx < 0),
b¯(x) =
λ
(ℓ)
2 (x− i) + · · ·+ λ(ℓ)ℓ+1(x − i)
λ
(ℓ)
1 (x− i)
(0 < ℑmx ≤ 1),
which are assumed to be analytic and nonzero in the strips indicated in the paren-
theses for the largest eigenvalue of the QTM Ts(x). We also introduce
B(x) = 1 + b(x), B¯(x) = 1 + b¯(x)
in each analytic strips. There are nice relations among them, e.g.
Yℓ−1(x− i)Yℓ−1(x+ i) = (1 + Yℓ−2(x))B(x)B¯(x),
b(x) =
Φ(x)δℓs∏s
r=1Φ(x+ (ℓ− s+ 2r)i)
Q(x+ (ℓ+ 2)i)
Q(x− ℓi) Tℓ−1(x),
b¯(x) =
Φ(x)δℓs∏s
r=1Φ(x− (ℓ− s+ 2r)i)
Q(x− (ℓ+ 2)i)
Q(x+ ℓi)
Tℓ−1(x),
which can be easily checked by using the definitions.
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By use of the analyticity assumptions, it is straightforward to derive the following
equations after the limit M →∞.
lnYj(x) = δjsD(x) +
∫ ∞
−∞
K(x− x′) ln[(1 + Yj+1(x′))(1 + Yj−1(x′))]dx
′
2π
,
1 ≤ j ≤ ℓ− 2, (16.39)
lnYℓ−1(x) = δℓ−1,sD(x) +
∫ ∞
−∞
K(x− x′) ln(1 + Yℓ−2(x′))dx
′
2π
+
∫
C−
K(x− x′) lnB(x′)dx
′
2π
+
∫
C+
K(x− x′) ln B¯(x′)dx
′
2π
, (16.40)
ln b(x) = δℓsD(x) +
∫ ∞
−∞
K(x− x′) ln(1 + Yℓ−1(x′))dx
′
2π
+
∫
C−
F (x− x′) lnB(x′)dx
′
2π
−
∫
C+
F (x− x′ + 2i) ln B¯(x′)dx
′
2π
x ∈ C−,
(16.41)
ln b¯(x) = δℓsD(x) +
∫ ∞
−∞
K(x− x′) ln(1 + Yℓ−1(x′))dx
′
2π
+
∫
C+
F (x− x′) ln B¯(x′)dx
′
2π
−
∫
C−
F (x− x′ − 2i) lnB(x′)dx
′
2π
x ∈ C+,
(16.42)
where C+(C−) is a contour just above (below) the real axis. The kernel K(x) is
given in (16.11) and F is related to the spinon S matrix
F (x) =
∫ ∞
−∞
sinh(p0 − ℓ− 1)k
2 coshk sinh k(p0 − ℓ)e
−ikxdk.
The integration constants are found to be zero by comparing asymptotic values of
the both sides and D(x) is defined in (16.30).
Obviously (16.39) is a reminiscence of the TBA type equation (16.29), while
(16.41) and (16.42) resemble NLIE were it not for the ln(1+Yℓ−1) term. In this sense
we call the above equations hybrid. They fix the values of Ys(x). The functional
relations similar to (16.13) and the trick mentioned around (16.13) then yield the
evaluation of the free energy per site.
Remark 16.8. The number ℓ is arbitrary under the condition (16.37). This is quite
different from “genuine” TBA equations at special λ [271, 274], where the number of
equations is completely determined by λ. When λ→ 0, we can formally put ℓ =∞,
which recovers the usual TBA equation in the rational limit as argued in Section
16.3 for s = 1. For s = 1, one can make F (x) null by choosing p0 = ℓ + 1. The
resulting system reproduces the known TBA equation corresponding to the level 2
restricted Y-system for Dℓ+1 for the XXZ chain. See [274, eq.(4.10)-eq.(4.12)] for
example. For arbitrary s ∈ Z≥1, the choice ℓ = s recovers the result in [303].
The above equations are numerically stable and yield a quick convergence to the
unique solution. They are efficient in the analysis of the low temperature regime.
It is also known that with a suitable modification, one can derive the equations
for excited states. We again have to pay the price. The systematic algorithm to
construct the auxiliary functions is still lacking except for g = A1 discussed here.
This remains as an interesting future problem.
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