This paper gives a new theoretical analysis of the space-time continuous Galerkin (STCG) method for the wave equation. We prove the existence and uniqueness of the numerical solutions and get optimal orders of convergence to numerical solutions regarding space that do not need any compatibility conditions on the space and time mesh size. Finally, we employ a numerical example to validate the effectiveness and feasibility of the STCG method.
Introduction
In this article, we analyze the STCG method for the wave equation. As an example, we study the following model of the wave equation: find u = u(x, t) satisfying where is a bounded convex polygonal domain in R  with boundary ∂ , u tt = ∂  u/∂t  , u t = ∂u/∂t, and T >  denotes the total time. The given body force f and the initial value functions u  and v  are sufficiently smooth in order to ensure that the following theoretical analysis is effective. The STCG method is a kind of finite element technique that uses continuous polynomial functions both in time and space to approximate the evolution problems, that is, it does not only use continuous polynomial functions to discretize space but also uses them to discretize time. Therefore, if we appropriately improve the degrees of polynomials with respect to time, we can easily derive any desired order of accuracy. Furthermore, in comparison with the theoretical analysis of the classical finite element methods in which the space is discretized by piecewise polynomial functions and the time is discretized by difference quotients, the theoretical analysis of such a method is uniform for any degree polynomials in time used to approximate the time variable. Especially, this method is more effective for solving wave problems since the corresponding discrete schemes retain the energy conservation properties (see [-] ). Owing to the advantages mentioned, it has been applied extensively to solve various kinds of time-related partial differential equations (TRPDEs) (see, e.g., [-] [] also studied the approximation of the wave equation through the STCG method. However, the error estimates of [] are obtained under the restrictive assumptions that the mesh size h and time step k must satisfy k ≤ĉh, whereĉ is a sufficiently small positive constant. For [, ], although the error analysis does not need any compatibility conditions between the space and time mesh size, the theoretical analysis is more abstract and complicated. The main purpose of this article is to propose a new kind of technique to give a theoretical analysis of the STCG method for the wave equation. To achieve this goal, we introduce Legendre polynomials and the corresponding Gauss integration rule and apply the basic properties of Lagrange interpolating polynomials fixed by the Legendre points to prove the existence and uniqueness of the numerical solutions; we also introduce a space-time projection operator to analyze the error estimates in L  and H  norms between the exact solutions and numerical solutions such that our theoretical analysis is more concise and understandable. Additionally, our error estimates also do not require the time step and space mesh size restriction. For [, ], the theoretical analysis is starting from an operator equation obtained by the coupled set of equations (.)-(.) by introducing an operator matrix. However, for most of the wave problems, there does not necessarily exist an operator matrix that can be used to make the coupled system become an operator equation. Thus, the theoretical analysis in [, ] have some limitations in some cases. Whereas the analysis showed in this article does not need introducing such an operator matrix, it is directly based on the coupled equation set (.)-(.) to study the existence, uniqueness, and convergence of the numerical solution. Therefore, compared with the methods presented in [, ], the idea employed in this paper is relatively easy to be applied to other wave problems. Based on our analysis, we think that the technique used is a kind of improvement and development for the existing papers (see [, , ]). The rest of this paper is arranged in the following manners. In Section , we give some useful notation and definitions and propose the STCG method for the wave equation. In Section , we complete the error estimates in L  and H  norms for u and v without any restrictions on the space and time mesh size. In Section , a numerical example is given for illustrating the effectiveness and feasibility of the STCG method. Finally, in Section , we state the main conclusions and some perspectives.
STCG method for 2D wave equation
In this article, we use the standard definitions for Sobolev spaces and the corresponding norms (see [] and by (·, ·) and · denote the corresponding inner product and norm. Furthermore, we define the energy norm on 
In particular, when l =  and s = , , the associated norms are denoted by
where t n (n = , , . . . , N ) are the time nodes of the partition of time interval [, T], which will be defined later.
Noting that c in this paper is a general positive constant independent of all discretization parameters but may be different at different places. Further, if we introduce the function v = u t , then (.) can be rewritten as the first-order system concerning time
. Then the weak formulation to (.) can be given as follows:
In order to formulate the STCG method, let h = {K} be a quasi-uniform triangulation partition of discrete region with h = max h K , where h K stands for the diameter of the triangle K ∈ h (see [-] ). Then, we introduce the subspace S hm ( ) ⊂ H 
is the set of polynomials of degree l restricted on the interval [t j- , t j ]. Finally, we define
. Then, the STCG formulation to the wave equation is given as
The STCG solution pair (u hk , v hk ) can be computed by marching through successive time levels. To see this, let J n = [t n , t n+ ], and let P l (J n ) denote the set of polynomials of degree l defined on interval J n . Then, for n = , , . . . , N -, we find the STCG solution pair (
or, equivalently,
where P h is the elliptic projection defined further in (.)), and u hk (x, t n ), v hk (x, t n ) (n = , , . . . , N -, x ∈ ) have been fixed at previous time level.
Remark  In fact, (.)-(.) can be regarded as the Petrov-Galerkin method since they are tested by φ t and ψ t , respectively.
To analyze the well-posedness of problem (.)-(.), we need to introduce the Legendre polynomials and the corresponding Gauss integration rule. For a given l ≥ , let
be the Lagrange interpolating polynomials of degree l -, that is,
where the interpolating points  < μ  < · · · < μ l <  are l roots of the Legendre polynomial on the interval [, ]. Then the Gauss-Legendre integration formula is as follows:
where ω j =   j (μ) dμ, which is exact for any polynomial of degree not higher than l -.
Further, applying the linear transformation t = t n + μk n (k n = t n+ -t n ) that maps the unit interval [, ] onto the interval J n , its quadrature points and weights are defined by
Then the Gauss-Legendre integration formula associated with J n is as follows:
We also need to employ the Lagrange interpolating polynomials
.
as the basis functions to the polynomial space
. Then the new expressions for u hk (x, t) and v hk (x, t) can be rewritten as 
Remark  To illustrate how to use (.) to solve the numerical solution, we take l =  for example. In this case,˜ n,j (t) (j = , , ) is determined via t n, , t n, , and t n, or via (.), which is equivalently fixed by , μ  , and μ  , and n,i (i = , ) is fixed via t n, , t n, (or μ  , μ  ), where μ  , μ  are the two roots of the quadratic Lengendre polynomial defined in interval [, ]. Therefore, by (.) we can obtain the values ofb ij (i, j = , ) and b i (i = , ). In addition, sinceũ hk n,j andṽ hk n,j are elements of S hm , they can be expressed as follows:
where χ i (i = , , . . . , n) denote the basis functions of S hm , and n stands for the dimension of S hm . Then we substitute (.) into (.) and let ϕ  and ϕ  take χ i (i = , , . . . , n), respectively. We finally obtain the set of equations
. . , n). We notice that u hk n, and v hk n, have been found in the previous time level. Therefore, by (.) and (.), (.) we can obtain u hk (x, t) and v hk (x, t).
Furthermore, the following lemma holds (see [] ).
where
For further theoretical analysis, we need to introduce the discrete operator A h :
From this definition we can easily prove that A h is a nonnegative self-adjoint operator. Therefore, there exists a square-root operator A For the first part of the right side of (.), using the Hölder and Cauchy inequalities, we have
Also, by the Hölder and Cauchy inequalities, noting that J n  n,i (t) dt = k n ω i , for the second part of the right side of (.), we derive
Combining (.) with (.)-(.) and assuming that k ≤ λ c , we have
Setting f =  and u 
Error estimates of the STCG solutions
In this section, we give some error estimates between the approximate solutions and exact solutions. To this end, we need to introduce some projections. We define the space variable Ritz projection
Because of the regularity of the triangulation h , we know that P h has the following approximation properties (see
The projection P h can be generalized to functions of t and x in the L  sense. Namely, we define the generalized projection P h :
Furthermore, we need to define the time projection P k :
We can easily conclude from the classical FE techniques that P k satisfies the following estimate:
Also, we can generalize P k to functions of t and x in the L  sense. Thus, we define P k :
Further, from (.) we conclude that P k w(t n ) = w(t n ) (n = , , , . . . , N ). Moreover, the projections P h and P k satisfy the following properties (see [] ).
Lemma  Let P h and P k be defined in the generalized sense via (.) and (.).
Lemma  Let P h and P k be the projections defined before, and let u, v ∈ H
Proof From the definitions of P h and P k and the properties of the projections we get
In addition, In order to continue the theoretical analysis, the following Gronwall lemma needs to be recalled. In the sequel, it will be used frequently.
Lemma  (Gronwall Lemma) Suppose y(s), g(s), h(s) are three nonnegative locally integrable functions on the interval [, ∞) and that, for any given t  and all t ≥ t  , the following inequality holds:
Then,
where W (t) is a nonnegative function, and C ≥  represents a positive constant that does not depend on k and h.
The results on the convergence of the numerical solutions of (.)-(.) are given in the following theorems and corollary.
Theorem  Let (u(x, t), v(x, t)) be a solution pair of (.)-(.), and let (u hk (x, t), v hk (x, t)) satisfy (.)-(.). Then the following error estimates hold:
and v tt ∈ L  (, T; H m+ ( )). Then T) ) and using integration by parts to the right side of (.), we have
Using the Hölder and Cauchy inequalities, we have
Applying the Gronwall lemma to (.) yields
By the triangle inequality and (.), noting that P k P h u(t n ) = P h u(t n ), we see that
Then (.) follows from (.) and Lemma . Again, using the triangle inequality and (.), we obtain
By (.) and Lemma  we finish the proof of part  of Theorem .
We also give the energy norm estimate in the following corollary.
Corollary  Suppose that the conditions of the Theorem
Proof The corollary is directly demonstrated via the results (.) and (.) of Theorem .
Theorem  Suppose that solutions u and v to
) in (.) and (.) and applying the definition and symmetry property of A h , we obtain
, using integration by parts to the right side of (.), we see that
Further, using the Hölder and Cauchy inequalities, we have that
Applying the Gronwall lemma to (.) yields
Therefore, applying the triangle inequality to (.), we get that
Inequality (.) now directly follows from (.), the boundedness of A h , and Lemma . 
respectively. In this case, the errors are only functions of time step k. Table , Table ,  Table  , and Table  show that the orders of convergence for u -u hk and v -v hk in these norms near third-order accuracy concerning k, respectively, which are one order accuracy higher than the theoretical findings.
Conclusions and perspectives
In this paper, we propose a new theoretical analysis on the STCG method for wave equation. We prove the existence and uniqueness to the STCG solutions and get the optimal Finally, a numerical example is given to validate the feasibility and efficiency of the STCG method. In the future work, we hope that the approach used in this paper will be a foundation for the nonlinear problems, such as the KdV equation, the Klein-Gordon equation, and so on. Moveover, although the STCG method can easily improve the accuracy of approximate solutions, it has lots of degrees of freedom; so in the forthcoming work, we plan to investigate the reduced-order STCG method based on a proper orthogonal decomposition for the wave equation.
