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Abstract We propose a computational scheme for evaluating the Boys function
on General Purpose Graphical Processing Units (GPGPUs). The scheme combines
the polynomial and rational approximations, downward and upward recursions, and
asymptotic approximations in a manner that facilitates efficient usage of hardware
resources. Explicit formulas and implementation details are presented for two stan-
dard levels of accuracy.
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1 Introduction
The family of Boys functions [2] plays a role of great importance in calculations of
molecular integrals over Gaussian-type basis sets. Namely, they appear in the one-
electron nuclear attraction and two-electron Coulomb interaction polycenter integrals
[6]. The sheer number of integrals of the latter type required in typical quantum-
chemical calculations calls for very efficient techniques of evaluating the underlying
Boys functions.
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Unfortunately, the n-th order Boys function
Fn(x) =
∫ 1
0
t2ne−xt2dt (1)
cannot be expressed in closed analytical form. There exists a solid amount of numer-
ical methods for its evaluation in the literature [4,5,7,9–11]. The most efficient in
practical applications are those which rely on pretabulating function values on a dense
grid of points and applying relatively short Taylor-type expansions [4,7,12]. It should
be noted that such methods require, apart from the necessary arithmetic operations,
some rather irregular memory accesses. This, depending on the particular computer
architecture, may result in significant efficiency degradation. In the next sections, we
analyze several possible ways of approximating the Boys function, focusing particu-
larly on various aspects whichmay influence their efficient implementation onGeneral
Purpose Graphical Processing Units (GPGPUs).
Unfortunately, there is no easy way to estimate how the (numerical) accuracy of
the results from the quantum-chemical calculations depend on the accuracy of the
underlying Boys function approximation. Nevertheless, the general consensus is that
the approximation error of order 10−12−10−14 is fully acceptable in standard double-
precision calculations. Hence, we aim at the accuracy of the order of 10−13 when
considering numerical properties of a given approximation.
2 Boys function
2.1 Taylor expansion
Given that
dFn(x)
dx
= −Fn+1(x) (2)
and
Fn(0) = 1
2n + 1 (3)
we easily obtain the explicit form of the Taylor expansion
Fn(x) =
∞∑
k=0
xk
k!
dFn
dx
(0) =
∞∑
k=0
(−1)k x
k
k!(2k + 2n + 1)
=
kmax∑
k=0
(−1)k x
k
k!(2k + 2n + 1) + Rkmax+1 (4)
where
Rkmax+1 =
xkmax+1
(kmax + 1)!(2kmax + 2n + 3) →kmax→∞ 0 (5)
To determine the applicability range of the Taylor expansion, we first estimate the
dependence of the summand on the expansion order kmax . After applying some crude
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Table 1 Applicability of the Taylor expansion restricted to the first kmax terms
kmax 5 15 20 25 30 35 40 50 60 80 110
xmax 0.01 1.1 2.2 3.6 5.1 6.7 8.3 10.9 11.0 11.0 11.0
x˜max 0.005 0.75 1.6 2.8 4.0 5.5 7.0 10.1 13.4 20.2 30.8
See text for the details
approximations, this yields
x˜max = exp
(
log(ε)
kmax
+ log(kmax ) − 1
)
(6)
where x˜max is the lower bound of themaximum range in which the expansion holds the
requested accuracy ε.While this estimation holds for any degreen of theBoys function,
it does not account for numerical inaccuracies. In order to investigate this issue, we
have employed standard double-precision arithmetics to check the actual range in
which the accuracy estimation holds for several expansion orders and compared them
to the values obtained from Eq. (6). Looking at the results collected in Table 1, we
see that the estimated x˜max is smaller than, but fairly close to, the actual xmax for an
expansion order up to kmax = 50. After this threshold, the numerical errors build up
and degrade accuracy. Hence, the Taylor series cannot be used at values exceeding 11,
and it still requires a fairly long expansion at values less than or equal to 11.
As a result, the straightforward Taylor expansion cannot be considered to be an
effectivemethod of calculating approximations to theBoys function for any reasonable
domain.
2.2 Recurrence relations
After integrating Eq. (1) by parts, we obtain the downward recurrence relation
Fn(x) = 2xFn+1(x) + e
−x
2n + 1 (7)
which can be recast into the upward recurrence relation
Fn+1(x) = (2n + 1)Fn(x) − e
−x
2x
. (8)
Additionally
F0(x) =
1∫
0
e−xt2dt = 1√
x
√
x∫
0
e−u2du (9)
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where u = √xt . The resulting form can be easily expressed in terms of the error
function
erf(x) = 2√
π
x∫
0
e−t2dt (10)
as
F0(x) =
√
π
2
√
x
erf(
√
x). (11)
2.2.1 Upward recursion
Together, Eqs. (8) and (11) may seem to form an effective recursive scheme, given that
erf(x) can be efficiently calculated. Unfortunately, the formula given by Eq. (8) cannot
be universally applied in the case of finite arithmetic, as it is numerically unstable for
small values of the argument. This stems from the fact that for small values of the
argument
Fn(x) = 2xFn+1(x) + e
−x
2n + 1 ≈
e−x
2n + 1 . (12)
Hence, in the numerator of Eq. (8) we subtract two almost equal numbers, which
may lead to numerical instability. For the orders of the Boys function considered,
the required accuracy in double precision is obtained only for x  6, as verified by
numerical experiments.
2.2.2 Downward recursion
Let us recall Eq. (7), which gives a formula for downward recursion. It has to be noted
that the downward recursion, despite being obtained from the same relationship as the
upward one, exhibits strikingly different numerical properties. To demonstrate that,
let us assume that an approximation F˜n+1(x) of the Boys function Fn+1(x) differs
from the exact value by n+1. Then, it follows from Eq. (7) that
n = e
−x + 2x(Fn+1(x) + n+1)
2n + 1 − Fn(x)
= e
−x + 2xFn+1(x)
2n + 1 +
2xn+1
2n + 1 − Fn(x)
= Fn(x) + 2xn+1
2n + 1 − Fn(x)
= 2xn+1
2n + 1 (13)
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which, after k-fold repetition, yields
n = (2x)
kn+k
(2n + 1)(2n + 3) . . . (2n + 2k − 1) . (14)
Given that
lim
k→∞
(2x)k
(2n + 1)(2n + 3) . . . (2n + 2k − 1) = 0, (15)
we are able to find values of k that are large enough to obtain n (calculated from
Eq. (14)) smaller than the required precision. Obviously, convergence becomes slower
as we consider larger values of x . It should be noted that such an approach is well
known as the Miller’s algorithm [1] and has been already applied to the evaluation of
several special functions.
In order to use the method described above, we have to first decide how to approx-
imate Fn+k , and then estimate how large k must be for a given n. We selected the
following crude approximation
Fn+k(x) =
√
π
4x
, (16)
trading (initial) accuracy for the low computational cost.
Rewriting Eq. (14)
n = (2x)
kn+k
2k(n + 1/2)(n + 3/2)...(n + k − 1/2) . (17)
and estimating the right-hand side from above yields
n 
xkn+k(n − 1)!
(n + k − 1)! (18)
we obtain
ln(n)  k ln(x) + ln(n+k) + ln((n − 1)!) − ln((n + k − 1)!). (19)
Applying crude upper and lower bounds for the factorial
1 + n(ln n − 1) ≤ ln(n!) ≤ 1 + (n + 1)(ln(n + 1) − 1), (20)
and taking advantage of the fact that n+k < 1 we may simplify the estimate of the
right-hand side to
ln(n)  k ln x + n ln n − (n + k) ln(n + k − 1) + k. (21)
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which for values of k large with respect to n (corresponding to large values of x) yields
ln(n) − n ln(n)  k(ln x − ln k + 1). (22)
and finally
exp
(
ln(n) − n ln(n)
k
)
 e x
k
(23)
The argument of the exponential function is negative, hence the left-hand side
approaches 1 from the above for large values of k. Hence, we may expect that the
upper estimate on the right-hand side depends linearly on x . Numerical experiments
seem to support this conclusion.
Linear fit
nt = anx + bn (24)
where nt denotes n + k yields
an = −0.10453 · n + 3.68823 (25)
bn = 0.76625 · n + 16.00000 (26)
where the last coefficient was artificially increased to ensure that we obtained the upper
bound. This way, the explicit form of the estimated starting index for the downward
recursion reads
nt = (−0.10453 · n + 3.68823)x + (0.76625 · n + 16.00000). (27)
We just note in passing that our results do not agree with those in [5]. This is so
despite the fact that detailed numerical tests seem to confirm validity of our approxi-
mation.
2.3 Asymptotics
For large values of the argument we can approximate the Boys function with
F˜n(x) =
∞∫
0
t2ne−xt2 dt = (2n − 1)!!
2n+1
√
π
x2n+1
. (28)
where the approximation error can be estimated from
F˜n(x) − Fn(x) = Γ (2n + 1, x
2)
x4n+2
. (29)
Specifically for n = 0 we get
F˜0(x) − F0(x) =
√
π erfc (
√
x)
2
√
x
. (30)
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For x  1 √
π erfc (
√
x)
2
√
x
≤ e
−x
2x
(31)
which shows that the estimated error decreases quickly as x grows. Actual numerical
tests show that an accuracy better than 10−13 may be expected from an asymptotic
formula for F0(x) when x is larger than 26.
Higher order Boys functions may be obtained from F0 using upward recursion in
its asymptotic form
F˜n+1(x) = 2n + 1
2x
F˜n(x). (32)
2.4 Minimax approximation
To get a useful approximation for the non-asymptotic region, the Remez algorithm[3]
was used. This method aims to find a polynomial or rational function which brings
the least error on a given variable range. Balanced distribution of the error is what
distinguishes this method from the Taylor series or Padé-type approximation, which
are focused on a single expansion point.
The concept of the Remez algorithm can be introduced in a few points. Let us con-
sider a function F(x) that will be approximated by R(x), with nominator/denominator
order n/m, in the range [a, b]. The following steps are to be done:
1. Choose n + m + 2 points, where R(x) will pass through F(x)
2. Find coefficients of the rational function by solving a system of equations with
these points
3. Calculate error extrema. There will be n + m + 3 of them, n + m + 1 between
the chosen points and additional 2 points placed between the extreme points and
endpoints of the range
4. Choose n + m + 2 of them
5. For each x set the newvalue tomake errors equal (differing only by sign), obtaining
new points
6. Construct a new rational function which passes through all of them
7. Repeat procedure from step 3 until satisfactory precision is achieved
For our purposes we used an efficient implementation of the Remez algorithm in
the minimax program, which is provided by boost C++ libraries.
To improve convergence of the procedure, we fitted Boys functions multiplied by
damping factor in the form of eax . In this respect our approach differs from Ref. [8],
where, instead of applying a damping function, specific form of the Remez algorithm,
which takes the asymptotic behaviour of the Boys function into account, was applied.
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Table 2 Set of approximations used to evaluate the Boys functions using double-precision arithmetics for
various highest orders required (N)
N Range Approximation type Damping factor Recursion type
0 [0, 13) Rational [8/9] or polynomial [18] e−x/3 Not applicable
[13, 28) Rational [8/9] or polynomial [20] e−x/3 Not applicable
[28,∞) Asymptotic Not applicable
1 [0, 13) Rational [8/9] or polynomial [18] e−x/2 Downward
[13, 28) Rational [8/9] or polynomial [20] e−x/3 Upward
[28,∞) Asymptotic Upward
2 [0, 13) Rational [8/9] or polynomial [16] e−x/2 Downward
[13, 28) Rational [8/9] or polynomial [20] e−x/3 Upward
[28,∞) Asymptotic Upward
3 [0, 13) Rational [8/8] or polynomial [16] e−x/2 Downward
[13, 28) Rational [8/9] or polynomial [20] e−x/3 Upward
[28,∞) Asymptotic Upward
4 [0, 13) Rational [9/8] or polynomial [22] e−x Downward
[13, 28) Rational [8/9] or polynomial [20] e−x/3 Upward
[28,∞) Asymptotic Upward
5 [0, 13) Rational [9/8] or polynomial [21] e−x Downward
[13, 28) Rational [8/9] or polynomial [20] e−x/3 Upward
[28,∞) Asymptotic Upward
6 [0, 13) Rational [9/8] or polynomial [20] e−x Downward
[13, 28) Rational [8/9] or polynomial [20] e−x/3 Upward
[28,∞) Asymptotic Upward
7 [0, 13) Rational [9/8] or polynomial [20] e−x Downward
[13, 28) Rational [8/9] or polynomial [20] e−x/3 Upward
[28,∞) Asymptotic Upward
8 [0, 13) Rational [9/8] or polynomial [19] e−x Downward
[13, 28) Rational [8/9] or polynomial [20] e−x/3 Upward
[28,∞) Asymptotic Upward
See text for details
3 Implementation
3.1 GPGPU-specific aspects
General Purpose Graphical Processing Units are becoming ubiquitous in computa-
tional centres on the promise of significant calculation speedup at relatively low cost.
Unfortunately, the promise is not an easy one to fulfill. In practice, often substantial
rework is required due to significant hardware dissimilarity. This is also the case for
an efficient GPGPU implementation of any special function.
First, it must be remembered that although the throughput of GPUmemory is much
higher than the host RAM memory, the access latencies are also high. Such latencies
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Table 3 Set of approximations used to evaluate Boys functions using single-precision arithmetics for
various highest orders required (N)
N Range Approximation type Damping factor Recursion type
0 [0, 13) Rational [6/7] or polynomial [14] e−x/3 Not applicable
[13,∞) Asymptotic Not applicable
1 [0, 13) Rational [6/7] or polynomial [14] e−x/2 Downward
[13,∞) Asymptotic Upward
2 [0, 13) Rational [6/7] or polynomial [14] e−x/2 Downward
[13,∞) Asymptotic Upward
3 [0, 13) Rational [6/7] e−x/2 Downward
[0, 8) Polynomial [10] e−2x/3 Downward
[8, 13) Polynomial [8] e−x/3 Upward
[13,∞) Asymptotic Upward
4 [0, 13) Rational [6/7] e−x/2 Downward
[0, 8) Polynomial [12] e−2x/3 Downward
[8, 13) Polynomial [8] e−x/3 Upward
[13,∞) Asymptotic Upward
5 [0, 8) Rational [4/5] or polynomial [10] e−2x/3 Downward
[8, 13) Rational [2/3] or polynomial [8] e−x/3 Upward
[13,∞) Asymptotic Upward
6 [0, 8) Rational [4/5] or polynomial [10] e−2x/3 Downward
[8, 13) Rational [2/3] or polynomial [8] e−x/3 Upward
[13,∞) Asymptotic Upward
7 [0, 8) Rational [4/5] or polynomial [10] e−2x/3 Downward
[8, 13) Rational [2/3] or polynomial [8] e−x/3 Upward
[13,∞) Asymptotic Upward
8 [0, 8) Rational [4/5] or polynomial [10] e−2x/3 Downward
[8, 13) Rational [2/3] or polynomial [8] e−x/3 Upward
[13,∞) Asymptotic Upward
For more details see the text
may be well hidden in arithmetic burden, provided that the memory access pattern is
very regular, optimally resulting in consecutive threads accessing consecutivememory
addresses. This is not the case for Boys function evaluation algorithms that rely on
pretabulation and short Taylor expansions, where the access, due to distribution of
function arguments, is rather random. As a result, arithmetic-heavy and memory-light
implementation may be preferred.
Second, the performance of GPU units degrades a lot if so called warp divergence
occurs. In modern GPU architectures the threads are grouped into warps of 16 or 32,
which are executed in parallel on the same multi-processor. If all threads in a warp
enter the same branch of the code, then full speed can be expected. On the contrary,
if every branch is visited by some thread, the efficiency is such as if every thread
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Table 9 Polynomial coefficients (amxm) for polynomial approximations used to evaluate F7 and F8 using
double-precision arithmetics
m F7(x), x ∈ [0, 13) F8(x), x ∈ [0, 13)
0 0.0666666666666792786671 0.0588235294117413001689
1 0.00784313725406306245489 0.00619195046580679172754
2 0.000825593404530716987562 0.000589709553908030086275
3 0.786279016549200026579×10−4 0.512791490423893838672×10−4
4 0.68373071139961302575×10−5 0.410220940108251083417×10−5
5 0.546842299560632490664×10−6 0.304027512169341505033×10−6
6 0.406444764184000626435×10−7 0.208278263397454997549×10−7
7 0.270895233610719952673×10−8 0.142947761244936735112×10−8
8 0.222039480215198281916×10−9 0.480870922358984868218×10−10
9 −0.445936980318832982556×10−11 0.157663667276142991773×10−10
10 0.496897710542915876124×10−11 −0.251057490699620640587×10−11
11 −0.918362655379709565603×10−12 0.543386306099847053127×10−12
12 0.164772634229469199918×10−12 −0.780853640736970586768×10−13
13 −0.21774171352195316967×10−13 0.905278144826231820914×10−14
14 0.229062800486870433577×10−14 −0.791305688413093701383×10−15
15 −0.18471514394046369986×10−15 0.52533115807928187281×10−16
16 0.113559718171813908632×10−16 −0.254000319857859504737×10−17
17 −0.51243661072967266004×10−18 0.855735765242934406053×10−19
18 0.161690346832485458817×10−19 −0.179599072412377437745×10−20
19 −0.319386590104278379248×10−21 0.183644573632662066635×10−22
20 0.306891710154503330058×10−23
See text for details
would execute all code branches. If this kind of divergence is common, the expected
cost of the algorithm execution should be evaluated as the number of operations in all
branches summed up rather than an average of the single branches as it would be in
CPU-based implementation.
Third, contrary to modern CPUs case, for GPUs there is a significant difference
between the efficiencies of arithmetic operations executed on single and double pre-
cision floating numbers. It suggests that single-precision implementation should be
provided together with standard double-precision one if it is expected that many func-
tion evaluations can be performed with lower accuracy.
3.2 Implementation details
For double- and single-precision implementations, we aimed at themaximum absolute
errors of 10−13 and 3 × 10−7, respectively. A few different approximations were
combined to achieve the assumed accuracy with minimal computational effort. The
123
2040 J Math Chem (2016) 54:2022–2047
Ta
bl
e
10
Po
ly
no
m
ia
lc
oe
ffi
ci
en
ts
(a
m
xm
)
fo
r
ra
tio
na
la
pp
ro
xi
m
at
io
ns
us
ed
to
ev
al
ua
te
F
0
to
F
3
us
in
g
si
ng
le
-p
re
ci
si
on
ar
ith
m
et
ic
s
m
F
0
(x
),
x
∈[
0,
13
)
F
1
(x
),
x
∈[
0,
13
)
N
om
in
at
or
D
en
om
in
at
or
N
om
in
at
or
D
en
om
in
at
or
0
0.
99
99
99
99
99
7
1.
0
0.
33
33
33
33
32
7
1.
0
1
0.
10
18
24
66
99
7
0.
10
18
24
66
90
8
−0
.0
30
16
80
12
96
6
0.
00
94
95
95
50
18
2
2
0.
04
20
19
97
86
17
−0
.0
02
42
44
61
32
91
0.
01
07
92
36
75
86
−0
.0
05
95
89
84
86
43
3
0.
00
12
19
19
85
47
5
−0
.0
00
48
44
81
37
33
3
−0
.0
00
53
78
16
24
70
9
−0
.3
10
06
29
57
41
×1
0−
5
4
0.
00
03
18
28
25
15
49
0.
79
12
71
38
36
7
×1
0−
5
0.
78
35
99
10
42
2
×1
0−
4
0.
17
69
33
94
91
5
×1
0−
4
5
0.
13
86
09
13
07
7
×1
0−
5
0.
12
47
05
54
65
3
×1
0−
5
−0
.1
94
83
42
43
4
×1
0−
5
−0
.3
83
38
22
02
5
×1
0−
6
6
0.
60
36
65
04
08
×1
0−
6
−0
.5
55
53
26
57
79
×1
0−
7
0.
14
31
54
91
54
6
×1
0−
6
−0
.1
00
42
16
97
32
×1
0−
7
7
0.
70
46
84
23
99
7
×1
0−
9
0.
31
03
03
12
30
1
×1
0−
9
m
F
2
(x
),
x
∈[
0,
13
)
F
3
(x
),
x
∈[
0,
13
)
N
om
in
at
or
D
en
om
in
at
or
N
om
in
at
or
D
en
om
in
at
or
0
0.
20
00
00
00
00
2
1.
0
0.
14
28
57
14
28
7
1.
0
1
−0
.0
31
35
35
99
49
3
0.
05
75
17
71
95
04
−0
.0
25
65
94
73
57
6
0.
09
81
61
46
46
15
2
0.
00
58
07
61
78
00
4
−0
.0
04
27
16
20
14
89
0.
00
38
06
61
13
06
4
−0
.0
00
37
95
85
73
99
7
3
−0
.0
00
41
28
00
93
61
4
−0
.0
00
28
30
70
84
87
2
−0
.0
00
27
88
26
55
04
7
−0
.0
00
34
51
12
50
09
4
0.
32
64
05
32
19
9
×1
0−
4
0.
11
21
25
21
11
5
×1
0−
4
0.
17
70
31
10
61
5
×1
0−
4
−0
.5
98
13
69
35
55
×1
0−
5
5
−0
.1
03
65
54
42
58
×1
0−
5
0.
68
32
04
44
78
1
×1
0−
6
−0
.5
65
43
84
18
68
×1
0−
6
0.
60
09
99
30
81
3
×1
0−
6
6
0.
38
22
04
61
11
8
×1
0−
7
−0
.3
80
41
28
37
96
×1
0−
7
0.
15
67
05
19
22
4
×1
0−
7
0.
81
99
43
73
90
3
×1
0−
8
7
0.
49
75
31
70
23
6
×1
0−
9
−0
.4
81
68
25
15
58
×1
0−
9
Se
e
te
xt
fo
r
de
ta
ils
123
J Math Chem (2016) 54:2022–2047 2041
Ta
bl
e
11
Po
ly
no
m
ia
lc
oe
ffi
ci
en
ts
(a
m
xm
)
fo
r
ra
tio
na
la
pp
ro
xi
m
at
io
ns
us
ed
to
ev
al
ua
te
F
4
to
F
8
us
in
g
si
ng
le
-p
re
ci
si
on
ar
ith
m
et
ic
s
m
F
4
(x
),
x
∈[
0,
13
)
F
5
(x
),
x
∈[
0,
8)
N
om
in
at
or
D
en
om
in
at
or
N
om
in
at
or
D
en
om
in
at
or
0
0.
11
11
11
11
11
1
1.
0
0.
09
09
09
09
08
17
1.
0
1
−0
.0
21
24
07
51
20
5
0.
12
70
15
05
64
4
−0
.0
12
88
28
75
39
1
0.
03
77
75
52
79
98
2
0.
00
27
49
07
42
27
2
0.
00
30
92
61
72
75
4
0.
00
12
91
07
78
18
8
−0
.0
03
80
41
63
84
58
3
−0
.0
00
19
54
25
15
74
3
−0
.0
00
29
52
78
37
66
1
−0
.5
72
75
00
50
71
×1
0−
4
−0
.0
00
19
90
94
24
94
1
4
0.
10
47
79
17
54
7
×1
0−
4
−0
.1
61
83
30
61
52
×1
0−
4
0.
20
47
70
47
92
8
×1
0−
5
0.
46
73
97
88
57
2
×1
0−
5
5
−0
.3
12
69
23
00
45
×1
0−
6
0.
26
71
14
91
25
6
×1
0−
6
0.
31
11
54
40
53
×1
0−
6
6
0.
65
60
90
19
81
9
×1
0−
8
0.
31
32
17
29
92
3
×1
0−
7
7
−0
.7
08
71
41
95
26
×1
0−
9
m
F
5
(x
),
x
∈[
8,
13
)
F
6
(x
),
x
∈[
0,
8)
N
om
in
at
or
D
en
om
in
at
or
N
om
in
at
or
D
en
om
in
at
or
0
0.
84
16
26
18
81
5
1.
0
0.
07
69
23
07
69
35
1.
0
1
−0
.0
03
41
69
24
41
26
−0
.1
19
35
39
14
69
−0
.0
10
96
38
27
46
4
0.
05
74
70
24
70
38
2
0.
01
05
93
92
83
14
0.
00
50
79
70
37
29
3
0.
00
09
79
91
77
99
83
−0
.0
02
56
44
22
77
99
3
-0
.7
67
91
26
99
67
×1
0−
4
−0
.4
12
35
53
52
91
×1
0−
4
−0
.0
00
24
59
64
02
83
1
4
0.
11
97
88
37
58
2
×1
0−
5
0.
45
95
28
72
39
2
×1
0−
7
5
0.
40
27
92
89
63
8
×1
0−
6
123
2042 J Math Chem (2016) 54:2022–2047
Ta
bl
e
11
co
nt
in
ue
d
m
F
7
(x
),
x
∈[
0,
8)
F
8
(x
),
x
∈[
0,
8)
N
om
in
at
or
D
en
om
in
at
or
N
om
in
at
or
D
en
om
in
at
or
0
0.
06
66
66
66
66
95
1.
0
0.
05
88
23
52
94
32
1.
0
1
−0
.0
09
53
62
38
50
39
0.
07
26
42
70
71
48
−0
.0
08
14
14
87
14
77
0.
08
96
64
90
22
86
2
0.
00
07
96
26
50
19
98
−0
.0
01
11
18
01
37
54
0.
00
06
39
58
17
68
29
0.
00
08
29
84
75
44
63
3
−0
.3
26
48
64
98
55
×1
0−
4
−0
.0
00
23
05
96
43
02
3
−0
.2
51
90
73
69
87
×1
0−
4
−0
.0
00
17
82
39
12
38
7
4
0.
83
46
67
14
48
9
×1
0−
6
−0
.3
12
33
16
88
79
×1
0−
5
0.
59
92
78
22
66
3
×1
0−
6
−0
.5
95
05
23
02
8
×1
0−
5
5
0.
29
78
33
42
06
2
×1
0−
6
0.
99
01
56
12
57
9
×1
0−
7
Se
e
te
xt
fo
r
de
ta
ils
123
J Math Chem (2016) 54:2022–2047 2043
Ta
bl
e
12
Po
ly
no
m
ia
lc
oe
ffi
ci
en
ts
(a
m
xm
)
fo
r
po
ly
no
m
ia
la
pp
ro
xi
m
at
io
ns
us
ed
to
ev
al
ua
te
F
0
to
F
6
us
in
g
si
ng
le
-p
re
ci
si
on
ar
ith
m
et
ic
s
m
F
0
(x
),
x
∈[
0,
13
)
F
1
(x
),
x
∈[
0,
13
)
F
2
(x
),
x
∈[
0,
13
)
F
3
(x
),
x
∈[
0,
8)
0
0.
99
99
99
99
99
7
0.
33
33
33
33
33
7
0.
2
1
0.
10
51
71
38
23
9
×1
0−
8
−0
.0
33
33
33
34
61
4
−0
.0
42
85
71
42
91
6
0.
14
28
57
14
33
3
2
0.
04
44
44
43
73
91
0.
01
30
95
24
58
99
−0
.0
42
85
71
42
91
6
−0
.0
15
87
30
29
54
7
3
−0
.0
02
82
18
50
87
44
−0
.0
00
85
98
07
17
05
9
−0
.0
01
06
42
14
20
47
0.
00
31
26
56
90
14
9
4
0.
00
07
05
44
17
18
7
0.
00
01
58
60
35
54
8
0.
00
01
18
45
86
25
39
−0
.0
00
15
42
91
27
98
2
5
−0
.5
69
86
21
07
77
×1
0−
4
−0
.7
85
15
23
65
29
×1
0−
5
−0
.9
46
43
63
67
19
×1
0−
5
0.
20
71
04
72
21
×1
0−
4
6
0.
64
44
47
76
79
7
×1
0−
5
0.
93
33
06
91
78
2
×1
0−
6
0.
72
00
35
01
48
×1
0−
6
−0
.4
70
34
98
83
32
×1
0−
6
7
−0
.4
82
96
51
86
8
×1
0−
6
−0
.3
97
29
07
86
26
×1
0−
7
−0
.4
37
46
27
92
75
×1
0−
7
0.
95
71
22
96
25
5
×1
0−
7
8
0.
36
68
30
54
26
2
×1
0−
7
0.
38
45
25
71
88
9
×1
0−
8
0.
25
40
86
54
37
4
×1
0−
8
−0
.4
96
11
78
16
77
×1
0−
8
9
−0
.2
22
67
12
24
14
×1
0−
8
−0
.2
18
42
64
01
75
×1
0−
9
−0
.1
24
64
64
41
19
×1
0−
9
0.
89
61
02
72
13
5
×1
0−
9
10
0.
11
85
51
26
51
8
×1
0−
9
0.
20
25
25
04
78
1
×1
0−
10
0.
57
97
29
60
54
9
×1
0−
11
−0
.5
37
74
96
00
16
×1
0−
10
11
−0
.4
88
36
23
23
37
×1
0−
11
−0
.1
26
97
60
75
84
×1
0−
11
−0
.2
24
65
11
03
82
×1
0−
12
12
0.
15
03
10
34
02
1
×1
0−
12
0.
68
43
97
48
15
5
×1
0−
13
0.
74
09
55
04
27
8
×1
0−
14
13
−0
.2
93
12
60
79
2
×1
0−
14
−0
.2
11
23
26
62
49
×1
0−
14
−0
.1
65
48
57
17
69
×1
0−
15
14
0.
28
33
68
66
21
6
×1
0−
16
0.
37
01
63
84
40
8
×1
0−
16
0.
21
80
07
74
60
6
×1
0−
17
m
F
3
(x
),
x
∈[
8,
13
)
F
4
(x
),
x
∈[
0,
8)
F
5
(x
),
x
∈[
0,
8)
F
6
(x
),
x
∈[
0,
8)
0
1.
59
19
88
94
54
0.
11
11
11
11
11
1
0.
09
09
09
09
09
23
0.
07
69
23
07
69
23
1
−0
.5
10
08
31
74
16
−0
.0
16
83
50
16
85
7
−0
.0
16
31
70
16
68
5
−0
.0
15
38
46
15
37
2
2
0.
23
73
73
95
43
0.
00
25
46
83
60
22
6
0.
00
22
53
30
39
00
7
0.
00
20
61
33
72
84
3
−0
.0
44
67
89
44
53
−0
.0
00
18
51
37
59
33
2
−0
.0
00
18
63
81
52
51
9
−0
.0
00
18
02
30
87
99
4
4
0.
00
63
97
73
80
10
9
0.
15
73
89
55
74
8
×1
0−
4
0.
13
99
73
00
21
9
0.
13
05
19
74
52
2
×1
0−
4
123
2044 J Math Chem (2016) 54:2022–2047
Ta
bl
e
12
co
nt
in
ue
d
m
F
3
(x
),
x
∈[
8,
13
)
F
4
(x
),
x
∈[
0,
8)
F
5
(x
),
x
∈[
0,
8)
F
6
(x
),
x
∈[
0,
8)
5
−0
.0
00
55
07
15
54
38
2
−0
.7
00
88
08
29
67
×1
0−
6
−0
.7
45
87
60
80
96
×1
0−
6
−0
.7
34
25
45
86
13
×1
0−
6
6
0.
32
26
65
06
39
2
×1
0−
4
0.
46
46
24
51
16
×1
0−
7
0.
40
13
31
23
95
8
×1
0−
7
0.
36
98
75
84
38
5
×1
0−
7
7
−0
.1
06
99
99
86
11
×1
0−
5
−0
.1
33
73
75
49
84
×1
0−
8
−0
.1
60
60
40
63
91
×1
0−
8
−0
.1
51
55
03
32
38
×1
0−
8
8
0.
18
33
84
81
23
9
×1
0−
7
0.
10
12
58
34
70
9
×1
0−
9
0.
76
82
19
73
18
2
×1
0−
10
0.
56
97
04
80
15
3
×1
0−
10
9
−0
.3
82
28
87
18
73
×1
0−
11
−0
.2
58
25
82
58
6
×1
0−
11
−0
.1
55
12
08
67
76
×1
0−
11
10
0.
40
31
08
34
76
7
×1
0−
12
0.
83
71
36
32
64
6
×1
0−
13
0.
30
94
11
39
17
1
×1
0−
13
11
−0
.1
81
48
82
62
14
×1
0−
13
12
0.
70
93
52
29
49
9
×1
0−
15
Se
e
te
xt
fo
r
de
ta
ils
123
J Math Chem (2016) 54:2022–2047 2045
Table 13 Polynomial coefficients (amxm) for polynomial approximations used to evaluate F7 and F8
using single-precision arithmetics
m F7(x), x ∈ [0, 8) F8(x), x ∈ [0, 8)
0 0.066666666664 0.058823529408
1 −0.014379084884 −0.013415892568
2 0.001914917627 0.0017936994585
3 −0.00017236192564 −0.00016440085309
4 0.12372629538×10−4 0.11807215021×10−4
5 −0.71143283929×10−6 −0.68655339553×10−6
6 0.3526511292×10−7 0.33942919132×10−7
7 −0.1465365545×10−8 −0.14203746108×10−8
8 0.51826324626×10−10 0.49482626741×10−10
9 −0.13349095264×10−11 −0.12589659976×10−11
10 0.20369202875×10−13 0.17598734267×10−13
See text for details
choices that were made for each considered case are summarized in Tables 2 and
3. The orders of the employed polynomial or rational approximations are presented
together with the form of exponential damping factors and the type of recursion used
to generate all but highest order (downward recursion) or all but 0-th order (upward
recursion) Boys functions. The damping factors dk(x), actual functions fk(x) fitted
by minimax procedure and the required Boys function Fk(x) are connected according
to the following formula:
Fk(x) = dk(x) f (x), (33)
where k is 0 or N depending on the type of recursion that is used in a given range of
x .
The polynomial coefficients obtained byminimax procedure are collected in Tables
4, 5, 6, 7, 8, 9, 10, 11, 12 and 13. Both rational and polynomial approximations are
provided. The approximationswhich are suitable for both double- and single-precision
computations are presented.
3.3 Microoptimizations
Several codemicrooptimizations are applied in the actual implementation. TheHorner
scheme is used to evaluate polynomial values. Fused multiply-add (fma) operations
are employed to make better use of arithmetic units. Divisions, which are very costly
onGPUs, are replaced by the sequence of inverse square root (rsqrt) andmultiplication
operations. The exponential function arguments in damping factors were chosen so
that the number of required function evaluations is minimized. As in two-electron
integral calculations usually not only Fn(x) value is needed, but also all lower order
Boys function values (Fo(x) . . . Fn−1(x)), all the required values are computed in a
single call. For illustrative purposeswe present in Fig. 1 an examplary code performing
F0 and F1 computation using double precision arithmetics.
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Fig. 1 Implementation of F0(x) and F1(x) computation using double precision arithmetics. See text for
details
4 Summary
We have developed a computational scheme for the evaluation of the Boys func-
tion which is suitable for execution on General Purpose Graphical Processing Units
(GPGPUs). The scheme combines the polynomial and rational approximations, down-
ward and upward recursions, and asymptotic approximations. This formulation differs
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greatly from the CPU-specific one, which stems from fundamental architectural dif-
ferences between typical GPGPUs and standard processing units.
The proposed formulation allows the exploitation of computational power offered
bymodern graphical processors, which is an important part of efficient implementation
of two-electron integral calculation on GPGPUs.
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