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ABSTRACT 
This research introduces methods of s tochast ic dec i s ion processes 
into l oca t ion ana lys i s . The s p e c i f i c model concerns making dynamic r e ­
locat ion decis ions for a new f a c i l i t y (server) that must interact with 
ex i s t ing f a c i l i t i e s (customers) whose re locat ions are s tochast ic pro­
cesses . The model i s an in f in i t e -hor izon Markov decis ion chain whose 
so lut ion gives a server re locat ion pol icy that minimizes the expected 
discounted sum of cos t s . Costs are location-dependent and are incurred 
in two ways: when the server makes choice re locat ions and when the 
server in teracts with customers. 
The model captures the essence of a variety of fami l iar dynamic 
locat ion decis ion s i tua t ions . Solutions generally have the server 
loose ly pursuing rea l and antic ipated customer moves, balancing the cost 
of re locat ing against the advantage of being favorably s i tuated for 
future interact ion cos t s . From a modeling standpoint, the model's s i g ­
n i f i can t l imi ta t ions are an i n a b i l i t y to accommodate interact ions among 
customers (a customer's re locat ion p r o b a b i l i t i e s depend on i t s own l o ­
cat ion only) and the fact that the associated exact so lut ion procedures 
are not e f f i c i e n t for large numbers of customers and loca t ions . 
To reduce computational load and to al low so lut ion of larger 
problems than could be solved using standard p o l i c y - i t e r a t i o n techniques, 
several methodological developments are presented: (1) a delayed-
evaluation variant of po l icy i t e r a t i o n , (2) a p a r t i a l feedback method 
that provides favorable timing of value updating in po l icy improvement, 
v i i i 
(3) a natural-decomposition algorithm for rapid ident i f i ca t ion of 
ergodic structure of a Markov chain, (4) an e f f i c i e n t s tart ing procedure 
based on a hypermyopic pol icy and (5) refinements in the numerical i t ­
erat ive methods of pol icy evaluation that explo i t the specia l structure 
of the locat ion problem. The f i r s t three of these developments apply 
not only to location problems but to Markov decision problems in gen­
e r a l . 
Computational experience i s presented for problems with a s ing le 
customer and up to 50 locat ions , and for problems with 3 customers and 
up to 6 locat ions . For single-customer problems, solut ion times grow 
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more slowly than N , where N i s the number of locat ions; thus large 
problems can be solved e f f i c i e n t l y . For problems with M customers, 
M 
solut ion times grow more rapidly than N" ; thus exact solut ion of 
large M-customer problems i s not prac t i ca l . A structured pol icy for 
M-customer problems, obtained by solving M separate single-customer 
problems, i s presented. The structured pol icy i s shown to give near-
optimal r e s u l t s . 
CHAPTER I 
INTRODUCTION 
1. M o t i v a t i o n 
L o c a t i o n a n a l y s i s , h e l p i n g p e o p l e d e c i d e where t o put t h i n g s , 
has e s t a b l i s h e d i t s e l f as an impor tan t branch o f o p e r a t i o n s r e s e a r c h . 
I t has a h i s t o r y o f i n t e r e s t d a t i n g from Fermat and a vo luminous l i t e r ­
a tu r e tha t no one p e r s o n c o u l d s a f e l y c l a i m t o have abso rbed e n t i r e l y . 
I t i s s t r o n g l y i n t e r d i s c i p l i n a r y : a r c h i t e c t s , c i t y p l a n n e r s , c i v i l and 
i n d u s t r i a l e n g i n e e r s , e n v i r o n m e n t a l i s t s , h e a l t h c a r e s p e c i a l i s t s , m i l i ­
t a r y s t r a t e g i s t s , market ing a n a l y s t s and p o l i t i c a l s c i e n t i s t s a r e among 
t h o s e who have d i s c o v e r e d a common need f o r r a t i o n a l methods o f making 
f a c i l i t y - l o c a t i o n d e c i s i o n s . 
The common c o n c e p t among v a r i o u s l o c a t i o n a n a l y s i s p r o c e d u r e s , 
as demons t ra ted in t he r e c e n t t e x t b o o k by F r a n c i s and White [ 1 5 ] and i n 
the impor tan t su rvey a r t i c l e by R e V e l l e , Marks and Liebman [ 3 9 ] , i s t he 
f o r m u l a t i o n and s o l u t i o n ( e x a c t o r app rox ima te ) o f mathemat ica l p rogram­
ming p r o b l e m s . Resea rche r s i n f a c i l i t y l o c a t i o n have o f t e n a p p l i e d 
e x i s t i n g mathemat ica l programming t e c h n i q u e s and h a v e , a d d i t i o n a l l y , 
d e v e l o p e d new t e c h n i q u e s tha t have found u s e f u l a p p l i c a t i o n o u t s i d e o f 
the f a c i l i t y - l o c a t i o n c o n t e x t . I t i s w e l l u n d e r s t o o d by l e a d i n g d e v e l ­
o p e r s o f l o c a t i o n a n a l y s i s t e c h n i q u e s t ha t o p t i m i z a t i o n w i t h r e s p e c t t o 
a mathemat ica l model i s at b e s t an a i d t o a d e c i s i o n maker ' s judgment 
and n o t a r ep lacement f o r i t . [ 3 9 ] 
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There are several reasons why the optimal so lut ion to a mathe­
matical program cannot be viewed necessari ly as the optimal solut ion to 
the f a c i l i t y locat ion s i tuat ion modeled by the program. One d i f f i ­
cu l ty , part i cu lar ly in publ ic-sector appl icat ions , l i e s in specifying 
an objec t ive function that properly incorporates a l l of the important 
c r i t e r i a by which a proposed solution ought to be judged. Other d i f f i ­
cu l t i e s concern temporal aspects: how does one quantify future e f f ec t s 
of present dec is ions , how does one treat uncertainty about future user 
character i s t ics for a f a c i l i t y whose location must be decided now, and 
how should f a c i l i t y locat ions be changed over time as user character is ­
t i c s change? 
The purpose of this thesis i s to suggest approaches for resolving 
d i f f i c u l t i e s of th is kind. The thrust i s the application of AtochaAtic 
DZCAJS<LOYL pfioceA6&T. to locat ion analys is . Stochastic decis ion processes 
are decision-making methods that deal with systems (PSIOC&AAZA) whose 
behavior over time i s dependent on the combined e f f ec t s of chance 
(&£ock&&£<LC.) and of choice {D(LCAJ.X.OYL). We consider the dynamic l oca ­
t ion and re locat ion of a f a c i l i t y , ca l led a new faa&LLLty or a 6e/IV2JI, 
that must interact with each of a group of zxt&ting facLCAJUJXQA or 
CUAtomeJtA that themselves are being relocated dynamically. The new 
f a c i l i t y ' s re locat ion i s choice-determined, while the ex is t ing f a c i l i ­
t i e s ' re locat ion i s considered to be chance-determined. 
The key idea of s tochast ic decision processes i s £2.quentiaJt dz-
CJJ><LoYl making, in which decisions over time depend on new information 
as i t i s acquired. As explained by Veinott [ 5 2 ] : 
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The new information acquired at a given point in time i s the 
co l l ec t ion of values of the random variables which are f i r s t 
observed at that point and which are relevant to the choice 
of subsequent decis ions . . . . One should make sequential 
decis ions . . . [because] nothing i s to be gained by commit-
ing oneself prematurely to a course of act ion. 
The more common mathematical programming approaches that have 
been applied to dynamic f a c i l i t y locat ion problems y ie ld decision p o l i ­
c ies lacking a formal procedure for incorporating information not known 
at the time of so lut ion. The research reported in this thes is i s a 
f i r s t step in the development of s tochast ic decision processes for 
f a c i l i t y locat ion , and the detai led resu l t s are l imited to those cases 
in which the customer relocat ions are modeled by a stat ionary Markov 
chain. Thus th i s work could be more narrowly termed Masikov D<LCSU>4,ON 
CHAIYIA AJI LOCATION cmaZy4>JJ>. I t i s hoped that this work w i l l a t tract 
the interest of others , so that in the future the approach of s tochas­
t i c decision processes w i l l be applied to more complex and general 
f a c i l i t y locat ion problems than those treated here. 
2. I l l u s t r a t i v e Examples 
Three examples are presented here that i l l u s t r a t e the decis ion 
problem treated by this thes i s : to determine where to locate and r e ­
locate a server that must interact with each of a group of ex is t ing 
f a c i l i t i e s or customers whose own dynamic re locat ion i s governed by a 
stat ionary Markov chain. The objec t ive function i s formulated so as 
to minimize the expected value of the present worth of a l l costs to be 
incurred over an i n f i n i t e decis ion horizon. The operative tradeoff i s 
between the cost of re locat ing the server and the savings of serving 
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from a more advantageous pos i t ion . In typica l decis ion problems of 
th is kind, the costs of serving become too high i f the server remains 
f ixed , but on the other hand the costs of re locat ing become too high i f 
the server t i ght ly pursues the minimal- interaction-cost locat ions , so 
that an intermediate pol icy may be optimal. A typica l solution has the 
server being relocated la t er than, l e s s often than, and to a l e s ser ex­
tent than, the customers. I f the customers' movements can be likened 
to those of the players in a basketbal l game, then the optimal move­
ments of the server can be likened to those of the referee . 
The model developed in th i s thes is i s quite general and seems 
capable of capturing the essence of a wide range of famil iar dynamic 
locat ion decis ion s i tuat ions that have not previously received formal 
treatment. At the large-sca le end, one might consider such s i tuat ions 
as the worldwide movements of f ishing f l e e t s , t a c t i c a l movements of 
large mi l i tary units or the movements of s ingle- industry suppliers when 
the industry center s h i f t s p r o b a b i l i s t i c a l l y with t ime, as the o i l i n ­
dustry has shi f ted over the years from Los Angeles to Houston to Europe 
to the near East. At the smal l - sca le end, one might consider the 
placement of a cursor or pointer so as to reduce data access times in 
a computer operating system. The three spec i f i c detai led examples to 
fo l low are much more ordinary in s ca l e . 
2 . 1 Example: Scheduled Maintenance 
Consider a cycle of planned maintenance shutdowns of remotely 
s i tuated plants in an o i l ref inery. The major work force w i l l work on 
plants # 1 , #2 and # 3 , in order, proceeding to the next plant when work 
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on the previous plant i s complete. The ref inery owns a semi-mobile 
maintenance t r a i l e r to provide mater ia ls , supplies and temporary o f f i c e 
space. Having the t r a i l e r at the same s i t e as the major work force 
gives a basel ine cost of 0 person-hr per day; i f the t r a i l e r i s at the 
home o f f i c e (plant #0) the inconvenience is valued at 200 person-hr per 
day. The cost i s 100 person-hr per day i f the t r a i l e r i s in the f i e l d 
while the major work force is in the f i e l d at a d i f ferent plant . The 
time spent by the major work force at plant #1 i s geometrically d i s t r i ­
buted with a mean of 2 days; at plant #2, geometrically distr ibuted 
with a mean of 5 days; at plant #3, 1 day (days are not s p l i t between 
p l a n t s ) . At the end of each day, based on the current locat ions of the 
t r a i l e r and the work force , i t must be decided where to locate the 
t r a i l e r . I t costs the equivalent of 300 person-hr to move the t r a i l e r 
from any locat ion to any other. The t r a i l e r begins and must end at 
plant #0. 
This i s an example of the kind of problem solved in Chapter I I I . 
Here the t r a i l e r i s the server and the work crew i s a s ing le customer. 
The data provided by the preceeding description are the customer tran­
s i t i o n probabi l i ty matrix, P , the server re locat ion cost matrix, F , 
and the server-customer interact ion cost matrix, F" , where 
P = 
1 2 3 
fl 0 0 o) 
0 .5 .5 0 
0 0 .8 .2 
1 0 0 0j 
0 1 2 3 
° f 0 300 300 3001 
F = 
300 0 300 300 
300 300 0 300 
300 300 300 0 
F = 
0 1 2 3 
fO 200 200 200) 
oo 0 100 100 
oo 100 0 100 
oo 100 100 0 ; 
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The customer's s tart ing location i s plant # 1 . Plant #0 i s modeled as 
an absorbing locat ion because only one maintenance cycle i s considered 
(in actual re f iner ies each cycle i s unique, and successive cycles are 
normally separated by intervals of 9 to 18 months). To insure that the 
server returns to plant #0 when the cycle i s f inished, the service cost 
i s set at in f in i ty when the server i s in the f i e l d and the customer i s 
not . 
Note that th i s example not only provides an i l l u s t r a t i o n of the 
kind of s i tuat ion that can be handled, but a lso i l l u s t r a t e s two impor­
tant modeling techniques that demonstrate the great power of Markov-
chain modeling: the use of a Markov chain to represent AohzduZzd, as 
wel l as random, movements, and the use of a terminating Markov chain to 
represent what i s e s s e n t i a l l y a f in i te -hor izon s i tuat ion without v io la t ­
ing the inf in i te-horizon assumptions c r i t i c a l to e f f i c i e n t so lut ion . 
The s ta te of th i s system on any day i s an ordered pair ( i , j ) 
where i i s the server locat ion and j i s the customer locat ion . The 
procedure developed in Chapter I I I was applied to this problem, and the 
output was a matrix K where k ( i , j ) i s the plant at which the server 
should be located on any given day that begins with the system in any 










This so lut ion , or poLLaj, i s optimal in the sense that i t minimizes the 
t o t a l expected cost of the maintenance costs associated with location 
of the t r a i l e r . Since the s tart ing s ta te i s ( 0 , 1 ) , the f i r s t action i s 
to move the t r a i l e r to plant # 2 , s ince element ( 0 , 1 ) of K i s 2; the 
t r a i l e r should remain in plant #2 u n t i l the work crew reaches plant # 3 , 
and then should be moved back to the home o f f i c e . This i s a rather 
typica l solut ion for problems dealt with in this t h e s i s , in that the 
server loose ly follows the (anticipated) movements of the customer(s) . 
I f there were more than one work crew, each following i t s own 
Markov trans i t ion law and each having i t s own matrix of costs of i n t e r ­
acting with the t r a i l e r , th is problem would become one of the kind 
treated in Chapter IV. In that case, the optimal pol icy would be spec i ­
f ied in the form k ( i , j ^ , J 2 » . . . ) , giving the locat ion to which the 
t r a i l e r should be moved when i t and the work crews are observed to be 
in locat ions i , j ^ , J 2 , . . . , respect ive ly . 
2 .2 Example: Choosing Strategic Warehousing Locations 
Consider a grocery-chain warehouse (server) located in At lanta , 
( locat ion # 1 ) , serving a large loca l d i s tr ibut ion terminal (customer #1) 
in Atlanta, another (#2) in Savannah ( locat ion # 2 ) , and a group of i n ­
dividual supermarkets in various locat ions . Data on prospective p r o f i t s 
and costs of doing business have been col lected so that management can 
decide whether and when to re locate the warehouse to Savannah or p o s s i ­
b ly to Macon ( locat ion # 3 ) . The decision problem has become pertinent 
because i t i s bel ieved that the two large customers may poss ibly r e l o ­
ca te , customer #1 to Savannah, customer #2 to Macon. The potent ia l 
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benef i t of following or antic ipat ing these moves must be weighed against 
the cost of re locat ion and the potent ia l losses due to being farther 
away from the center of demand of the other customers. 
Assume an annual decision review, a discount factor of 3 s . 8 5 , 
an annual relocat ion probabi l i ty of . 2 for customer #1 and .4 for cus­
tomer #2 . These probabi l i t i e s are independent, and i t i s assumed that 
a relocated customer w i l l not re locate again. The expected contribu­
t ions to net annual pro f i t s for the various s i tuat ions are as fo l lows: 
Prof i t on Sales to Prof i t on Sales to 
Customer . 1 i f a t : Customer #2 i f a t : 
Server Location Location Prof i t from Sales 
Location #1 #2 #2 #3 to Other Customers 
1 63 41 39 38 22 
2 42 65 75 55 14 
3 40 40 43 68 10 
The cost of relocat ing in Savannah i s 150; in Macon, 200. 
The Markov trans i t ion matrices for the two large customers are 
respect ive ly , 
1 2 2 3 
1 r 
. 8 
.2 2 ' . 6 .4 ' P ? = 
± 
2 
0 1. 3 0 v. 1 
j 
The expected contributions to net annual p r o f i t from sales to the small 
customers and the costs of moving the server are combined to define the 
9 
server relocation cost matrix 
1 2 3 
1 '-12 136 190' 
F = 2 -14 190 
3 136 -10, 
where negative costs indicate profits. The server-customer interaction 










= 2 42 65 ~ F 2 = 2 75 55 
3 40 40 3 43 68 
This is a multifacility problem of the kind treated in Chapter 
IV, having the optimal policy that, regardless of the movement of cus­
tomer #2, the warehouse should follow customer #1 to Savannah. 
The complete output of the algorithm of Chapter IV for this prob­
lem is as follows: 
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Current Location: 
Warehouse #1 #2 Move Worth Remarks 
1 1 2 Stay at 1 735.97 Do not ant ic ipate 
1 1 3 Stay at 1 730.73 Do not fol low #2 
1 2 2 Move to 2 765 .41 Follow #1 
1 2 3 Move to 2 740 .92 Follow #1 
2 1 2 (Stay at 2) 857 .91 (Unreachable) 
2 1 3 (Stay at 2) 833 .42 (Unreachable) 
2 2 2 Stay at 2 915 .41 After re locat ion 
2 2 3 Stay at 2 890 .92 After re locat ion 
C
O
 1 2 (Stay at 3) 756.03 (Unreachable) 
3 1 3 (Stay at 3) 784 .54 (Unreachable) 
3 2 2 (Move to 2) 765 .41 (Unreachable) 
3 2 3 (Stay at 3) 784.54 (Unreachable) 
As i s true for dynamic programs in general , the algorithm solves 
the problem for a l l poss ib le s t a t e s , not a l l of which can necessari ly 
be reached by the optimal pol icy from a given s tart ing s t a t e . This 
example problem provides a c lear i l l u s t r a t i o n of the VUtQ.Y\&AJOQ, &&Ulc£uAZ 
of the dynamic, probab i l i s t i c locat ion problems treated in th i s t h e s i s . 
Fully half of the s tates cannot be reached from the given s tar t ing 
s ta te in this example; thus the values of the unreachable s ta tes are 
immaterial in calculat ing the values of the other s t a t e s , and conse­
quently the computational load of the algorithm i s substant ia l ly r e ­
duced. Typica l ly , as in th i s problem, some s tates are excluded by 
zeroes in the trans i t ion matrices, and others are excluded by each 
decis ion po l i cy . 
Optimal Net 
Customer Customer Warehouse Present 
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2.3 Example: Strategic Picker Relocations in an Automated Warehouse 
Consider a 3-bin automated warehouse with bins located in a line. 
A programmed picker moves clockwise only down the line from bin #1 to 
bin #3 and behind the bins back to bin #1: 
l l 
- y 
|#X| |#2| |#3| 
l l 
To service a demand the picker moves from its current location to the 
demand location, picks up the demanded item and carries it to the dump 
point, which is at bin #1. Optionaly, the picker may then be relocated 
so as to be in an advantageous position for servicing the next demand. 
The costs of service moves are as shown by the smal numbers in the 
diagram, and the costs of relocations are 1/10 of these numbers. Thus, 
for example, the picker may be relocated to bin #3 at a cost of .2; if 
the next demand is at bin #2, the service cost is 6, since the picker 
must proceed from bin #3 clockwise 3 units to pick up the item and 3 
more units to dump it at bin #1. 
Demands are highly autocorrelated; the probability that the next 
demand is at bin t , given that the previous demand was at bin j , is 
XI 2 3 
1175 71 Ti 
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To minimize expected costs per demand in the long run, what i s the 
optimal re locat ion po l i cy , and what i s the result ing expected cost? 
This i s a s i n g l e - f a c i l i t y problem of the kind treated in Chapter 
I I I , with the picker as the server and the demand as the customer. At 
a discount factor of $=.9999 , the methods of Chapter I I I y ie ld an 
optimal po l i cy of relocat ing the picker to bin #2 whenever the prev i ­
ous demand was at bin # 2 , and leaving the picker at the dump point (bin 
#1) otherwise. The discounted expected cost of th is pol icy i s between 
27137 and 27140, depending on the i n i t i a l demand, so the long-run ex­
pected cost per demand is approximately (1 -$ ) (27138) - 2 .714 . 
A corresponding m u l t i f a c i l i t y problem amenable to the methods of 
Chapter IV could be formulated by having more than one type of demanded 
item at each bin locat ion , with di f ferent demand autocorrelations for 
each type. 
3 . Relation to the Location Analysis Literature 
The work in th i s thes is l i e s within the area of locat ion analysis 
not only because the problems treated are formulated with the express 
intent of modeling s i tuat ions that ar i se when locat ions need to be 
chosen, but a lso because the result ing formulations themselves lead 
natural ly back to the locat ion context. In context-free nomenclature, 
the mathematical e n t i t i e s we c a l l new f a c i l i t i e s could be cal led choice 
entitles, ex is t ing f a c i l i t i e s chance entitle* and locat ion condition. 
Relocation costs of choice e n t i t i e s could be cal led condition-change, 
co&tb, and InteA&ctlon CQ6t& would simply become any costs that depend 
on the combination of the conditions of a l l e n t i t i e s . However, s ince 
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locat ion i s a very common at tr ibute that determines interact ion costs 
between e n t i t i e s , a locat ion interpretat ion (or at l eas t a locat ion 
analogy) ar ises almost inevitably for such problems. 
To see where the present work f i t s into the locat ion-analys is 
framework, we can consider the problem character i s t ics in re lat ion to 
the taxonomy proposed by Francis and White [ 1 5 ] . We treat s ingle (as 
opposed to mult iple) new f a c i l i t i e s , with point (as opposed to area) l o ­
cat ions , and the locat ions of the new f a c i l i t i e s are decision variables 
(as opposed to parameters); the interact ions between new and ex i s t ing 
f a c i l i t i e s are quant i tat ive , locat ion dependent, dynamic and probab i l i s ­
t i c (as opposed to q u a l i t a t i v e , locat ion independent, s t a t i c and deter­
minis t i c ) , and the interact ions are described by parameters (as opposed 
to decision v a r i a b l e s ) ; the exist ing f a c i l i t y locations are dynamic, 
p r o b a b i l i s t i c , point quanti t ies treated as parameters (as opposed to 
s t a t i c , determinis t ic , area quantit ies treated as decision v a r i a b l e s ) ; 
the solut ion space i s multidimensional and d i s c r e t e , the distance meas­
ures can be r e c t i l i n e a r , Euclidian or "other," and the objec t ive i s to 
minimize t o t a l cost . The work thus f i t s neat ly into the loca t ion-
analysis taxonomy, at l eas t in the sense that the taxonomy neither 
omits important a t tr ibutes nor asks for at tr ibutes not possessed. 
Not a l l niches in the Francis and White taxonomy are equally 
populated with published work, and the niche described above i s par­
t i c u l a r l y vacant. In comparison with published work, the two d i s t i n ­
guishing features of the problems considered here are 1) p r o b a b i l i s t i c 
locat ion of exist ing f a c i l i t i e s and 2) dynamic re locat ion of both new 
and exis t ing f a c i l i t i e s . Both of these features have been incorporated, 
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a l t h o u g h s e p a r a t e l y , i n the r e l e v a n t p u b l i s h e d work t o b e d e s c r i b e d i n 
the nex t two s e c t i o n s . 
3 . 1 S t o c h a s t i c L o c a t i o n L i t e r a t u r e 
P r o b a b i l i s t i c c o n s i d e r a t i o n s have been i n c l u d e d i n the a n a l y s i s 
o f s t a t i c l o c a t i o n p rob lems r e p o r t e d by s e v e r a l a u t h o r s . These au thor s 
have f r e q u e n t l y used as t h e i r s t a r t i n g p o i n t s c e r t a i n w e l l - s t u d i e d 
d e t e r m i n i s t i c m o d e l s , such as the s i n g l e - f a c i l i t y minimal-sum l o c a t i o n 
p r o b l e m [ 1 , 9 , 2 6 , 2 7 ] , a m u l t i f a c i l i t y minimal-sum l o c a t i o n p rob lem 
[ 1 , 4 8 ] , a p l a n t l o c a t i o n p rob lem [ 2 4 , 2 5 ] and an emergency s e r v i c e 
f a c i l i t y l o c a t i o n p rob lem [ 5 ] . 
The d e t e r m i n i s t i c f o r m u l a t i o n o f the s i n g l e - f a c i l i t y m i n i m a l -
sum l o c a t i o n p rob lem i s 
G i v e n : 1. a s e t o f e x i s t i n g f a c i l i t i e s w i t h known l o c a t i o n s 
2 
P^, i = l , . . . , m , where P^ i s e i t h e r a p o i n t i n R 
o r a node o f a ne twork ; 
2 . a s o l u t i o n s p a c e X o f p o s s i b l e l o c a t i o n s f o r the 
new f a c i l i t y ; 
3 . a measure o f distance d where d ( X , P ^ ) f o r XeX 
i s t he d i s t a n c e between p o s s i b l e n e w - f a c i l i t y l o c a ­
t i o n X and e x i s t i n g - f a c i l i t y l o c a t i o n P^ ; and 
4 . a w e i g h t o r i n t e r a c t i o n c o s t w^ , ±-*l9,,,9m , 
r e p r e s e n t i n g a c o s t i n c u r r e d f o r each u n i t o f d i s ­
t ance s e p a r a t i n g the new f a c i l i t y and e x i s t i n g 
f a c i l i t y i ; 
f i n d XeX so as t o 
m 
min imize f ( X ) - £ w d ( X , P ) . 
i = l 1 1 
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This problem has been treated extensively under a variety of 
assumptions on d and X . The solution methods for these problems 
constitute the fourth chapter of a location-analysis textbook by 
Francis and White [15] . 
The f irst probabilistic version of the single-facil ity location 
problem is credited to Cooper [ 9 ] , who relaxed the condition that the 
locations P. be known constants. He assumed instead that each P. , l i 
i = l , . . . , m , was a random variable having a bivariate normal probability 
distribution. He developed a globally convergent iterative method to 
minimize the expected value of f(X) when d is the Euclidian metric 
2 
and X = R . One of Cooper's main findings was that the optimal co­
ordinates of the new-facility location for the probabilistic problem 
were different from the optimal solution of the corresponding determin­
is t ic problem where the P_. were replaced by their means. Katz and 
Cooper [27] solved the problem of minimizing E[f(X)] when d is 
2 
Euclidian, X = R and the locations have exponential or double-
exponential distributions. Aly [1] solved the problem for the cases of 
rectilinear and squared Euclidian distances and introduced chance con­
straints on the distance separating the new faci l i ty from the existing 
faci l i ty . 
Probabilistic versions of minimal-sum multifacility problems 
have been solved by Aly [1] and Seppala [48]; the former author assumed 
that existing-facility locations but not interaction costs were random 
variables; the latter, the reverse. Plant location problems with un­
certain customer demands have been treated by Hurter and Prawda [24] 
and by Jucker and Carlson [25] . The present work does not involve 
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multiple new f a c i l i t i e s . 
By introducing chance constra ints , Chapman and White [5] exten­
ded the set-covering formulation of the emergency f a c i l i t y locat ion 
problem. In this problem the number of new f a c i l i t i e s (ambulances) 
that w i l l adequately serve the ex is t ing f a c i l i t i e s (accident v ict ims) 
i s the object ive function to be minimized. Chapman and White [5] a lso 
introduced and solved a minimax probab i l i s t i c emergency f a c i l i t y l o c a ­
t ion problem. The object ive was to minimize the maximal probabi l i ty 
of a v i c t im's not being covered by an ambulance. In both types of 
problem, randomness was assumed in the a b i l i t y of an emergency vehic le 
to t rave l quickly enough to succeed in serving. 
3.2 Dynamic Location Literature 
Dynamic or multiperiod f a c i l i t y locat ion problems treated in the 
l i t e r a t u r e seem always to assume determinist ic problem data. Roodman 
and Schwarz [40] give optimal and heur is t i c solutions to a multiperiod 
version of the Effroymson and Ray plant locat ion problem [13] . The 
locat ions and demands of a l l customers in a l l periods must be known in 
advance in order to use the ir procedure. Wesolowsky and Truscott [55] 
give the solut ion to the zero-one version of the same problem. Other 
researchers in th is area are Ballou [ 2 ] , Scott [44] , Sheppard [47 ] , 
Tapiero [50] and Wesolowsky [54] . 
I t i s to be hoped that the resu l t s of this thes is w i l l make some 
s tar t towards the establishment of a branch of the locat ion analysis 




Chapter I I of th i s thesis introduces, outside the locat ion anal­
y s i s context, a spec ia l form of s tochast ic decis ion processes cal led 
here Ma/ikov dzcLbion ck&LvU.. A new derivation of the 
equations for determining the expected present worth of the costs in a 
valued Markov chain i s presented. Then we define a decis ion process 
based on d irec t ive intervention with a randomly evolving process. The 
re lat ionship of th is new process to the standard Markov decis ion chain 
i s shown, j u s t i f y i n g the application of known resu l t s to the new pro­
cess . Chapter I I also contains a survey of some of the relevant l i t e r ­
ature concerning stochast ic decis ion processes . 
In Chapter I I I the state-change Markov decision chain i s used to 
provide a natural model for s i n g l e - f a c i l i t y dynamic p r o b a b i l i s t i c loca­
t ion problems such as the scheduled maintenance problem given in th i s 
chapter. By exploi t ing specia l character is t ics of the problem we devel ­
op an e f f i c i e n t exact procedure. Extensions of the model that th i s a l ­
gorithm can eas i ly handle are a lso presented. In addition a new a lgo ­
rithm ca l led ncutusiat dzcjompo&ition for evaluating the s ta tes of a non-
ergodic Markov chain i s presented. 
Chapter IV concerns a more d i f f i c u l t m u l t i f a c i l i t y problem such 
as the warehouse location problem in th is chapter. Extension of the 
exact s i n g l e - f a c i l i t y approach i s developed, and i t s computational per­
formance reported. Approximate procedures are developed for large prob­
lems of th i s type. The solut ions obtained from one such approximation, 
a computationally e f f i c i en t structured po l i cy , are compared to the optima. 
The f i n a l chapter proposes ideas for extending the work of th i s the s i s . 
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CHAPTER I I 
STATE-CHANGE MARKOV DECISION CHAINS 
Th i s chap t e r i s d e v o t e d t o s t a t e - c h a n g e Markov d e c i s i o n c h a i n s , 
a s p e c i a l i z a t i o n o f Markov d e c i s i o n cha in m e t h o d o l o g y , tha t w i l l b e a p ­
p l i e d t o dynamic p r o b a b i l i s t i c l o c a t i o n problems i n subsequent c h a p t e r s . 
The o r g a n i z a t i o n o f the chap t e r i s , b r o a d l y , 1) a n a l y s i s o f the 
v a l u e d Markov c h a i n , the p u r e l y p r o b a b i l i s t i c p r o c e s s tha t a) u n d e r l i e s 
t he s t a t e - c h a n g e Markov d e c i s i o n c h a i n and b ) c o n s t i t u t e s a u s e f u l d e s ­
c r i p t i v e t o o l , ( S e c t i o n 1 ) ; 2 ) e x p l a n a t i o n o f t he s t a t e - c h a n g e Markov 
d e c i s i o n c h a i n ( S e c t i o n s 2 , 3 , 4 ) ; and 3) a su rvey o f some impor tan t d e ­
ve lopmen t s i n Markov d e c i s i o n c h a i n s w i t h t h e i r a p p l i c a t i o n t o the s t a t e -
change c a s e ( S e c t i o n s 5 , 6 ) . 
The v a l u e d Markov c h a i n and the s t a t e - c h a n g e Markov d e c i s i o n 
c h a i n a r e d i r e c t l y t r a c e a b l e t o p r e v i o u s r e s e a r c h e s . The former can b e 
v i ewed as a d i r e c t c o n s e q u e n c e o f Markov ' s own work [ 2 3 , A p p e n d i x B ] ; the 
l a t t e r i s a s t r a i g h t f o r w a r d s p e c i a l i z a t i o n o f Markov d e c i s i o n p r o c e s s e s . 
There e x i s t s an e x t e n s i v e l i t e r a t u r e on Markov d e c i s i o n p r o c e s s e s wh ich 
c l a r i f i e s t he impor tan t t h e o r e t i c a l i s s u e s such as e x i s t e n c e o f p u r e , 
s t a t i o n a r y , $ - o p t i m a l p o l i c i e s and t he c o n v e r g e n c e p r o p e r t i e s o f s e v e r a l 
* The name p o p u l a r i z e d by Howard [ 2 2 ] , Markov decision pnoceth, f o r the 
e n t i t y r e f e r r e d t o h e r e has begun t o b e r e p l a c e d i n t he l i t e r a t u r e by 
t he more a p p r o p r i a t e name Masikov decision chain [ 3 7 , 5 2 ] . Ma/ikov deci­
sion ptlOCe&A i s s t i l l used i n r e f e r e n c e t o d e c i s i o n p rob lems whose unde r ­
l y i n g p r o b a b i l i s t i c s t r u c t u r e i s a c o n t i n u o u s Markov p r o c e s s . Not mod­
i f i e d by "Markov d e c i s i o n " t he word " p r o c e s s " i s used i n t h i s t h e s i s as 
a g e n e r a l u n d e f i n e d te rm, much l i k e " s y s t e m . " 
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s o l u t i o n p r o c e d u r e s . By e s t a b l i s h i n g the r e l a t i o n s h i p between the 
s t a t e - c h a n g e f o r m u l a t i o n and the s tandard f o r m u l a t i o n o f Markov d e c i ­
s i o n c h a i n s ( i n S e c t i o n 5 ) , we are then a b l e t o app ly the known r e s u l t s 
t o the s t a t e - c h a n g e c a s e ( i n S e c t i o n 6 ) . 
1. Valued Markov Chains 
The fundamental p r o b a b i l i s t i c p r o c e s s u n d e r l y i n g the s t a t e - c h a n g e 
Markov d e c i s i o n cha in i s the valued (Aa/ikov chain. A v a l u e d Markov c h a i n 
c o n s i s t s o f 
1 ) a Markov cha in X F C , t = 0 , l , 2 , . . . , on a c o u n t a b l e s t a t e s p a c e 
S , which makes t r a n s i t i o n s a c c o r d i n g t o a law o f mo 
and 
2) a c o s t ( o r reward) sys tem C = { c . . } , i , i e S , p . , > 0 such tha t 
a payment i n the amount c ^ i s expended ( o r r e c e i v e d ) whenever a t r a n ­
s i t i o n from s t a t e i t o s t a t e 1 o c c u r s , c . , i s c a l l e d the State-
transition cost o r , when c ^ c i f o r a 1 1 » t n e state-visit cost. 
The va lued Markov c h a i n d e s c r i b e s an i n f i n i t e h o r i z o n p r o c e s s 
which g e n e r a t e s a s t ream o f payments 
C( -Q,X^) , c (X^fXy) > • • • » c ^ t _ i ' ^ t ^ ' * * * * 
Valued Markov c h a i n s have a wide range o f mode l ing a p p l i c a b i l i t y . 
* Throughout the t h e s i s , t he e l ements o f an a r r ay such as C w i l l b e 
r e p r e s e n t e d by the c o r r e s p o n d i n g m i n i s c u l e l e t t e r w i t h row and column 
i d e n t i f i e d e i t h e r i n " f u n c t i o n a l " fo rm, c ( i , j ) , o r s u b s c r i p t e d c -y ; 
t h e c h o i c e depending e n t i r e l y on t y p o g r a p h i c a l c o n s i d e r a t i o n s . The 
g u i d e l i n e i s t o use s u b s c r i p t s e x c e p t when s u b s c r i p t e d s u b s c r i p t s would 
b e n e c e s s a r y . For example , we use c ^ but c ( X t _ ^ , X t ) . 
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In general the information one seeks to obtain i s the "value" of the 
stream of payments. Interpretation of this "value" may vary from case 
to case. In order to avoid the uninteresting case where the stream of 
payments i s valued at i n f i n i t y , one of two approaches, the TERMINATING 
PHACQAT. or the DISCOUNTED PSWCEJ.6, i s ordinari ly used. The former 
approach i s to define the s tates ieS , the trans i t ion probabi l i t i e s 
p ^ , and the transi t ion costs c ^ so that the Markov chain has prob­
a b i l i t y 1 of eventually h i t t ing an absorbing s ta te or ergodic c lass 
of s ta tes af ter which a l l payments generated are zero. The second 
approach for avoiding i n f i n i t e l y valued cash streams i s to employ the 
common economic pract ice of discounting whereby a payment c t at time 
t i s valued at the PSIEAENT IFIOKTK where $ , the DUCOUNT &AC£ON.T 
i s a known constant between zero and one. The PH.TI.EYIT WOHTK (or DC&-
0 0 
DOUNTTD VALUE.) of the process i s I c 3*" . This value is both prob-
t = l 
a b i l i s t i c and dependent on the i n i t i a l s ta te XQ of the system. Thus, 
for each ieS an expression v^ i s defined as the EXPE,OXE.D PHZKENT 
IE 
WONTK O£ THE, PIOCEA* GIVEN ATATE, 1 OJ> THE. ^TOUTING ATATE.. To solve 
a valued Markov chain i s to solve the system of l inear equations, or 
VATUE. EQUATION*, 
v ± - I P j J c . . + Sv ) , ieS . ( 1 . 1 ) 
jeS J J J 
Each equation s tates that v^ i s equal to the sum of an expected 
* In the terminology of the recent theory of s tochast ic processes , e .g . 
Cinlar [ 6 ] , ( v ^ v ^ . . . ) i s a POTENTIAL of the Markov chain X X , X 2 
2 1 
immediate payment (or ZXpzcXed tA/m&ltlon CO&t), r . , where 
x 
r i • lj±fa - (1-2) 
and a discounted expected value for a l l future payments, e S ^ i j * 
From ( 1 . 2 ) , an equivalent form of ( 1 . 1 ) i s 
v , = r + 3 I P , . v , ieS . ( 1 . 3 ) 
1 1 jeS 2 J 
In the undiscounted, terminating case equations ( 1 . 1 ) and ( 1 . 3 ) apply 
with 3=1 . 
1 .1 Derivation of the Value Equations 
Value equations ( 1 . 1 ) or ( 1 . 3 ) are j u s t i f i e d in the l i t e r a t u r e by 
e i ther 1) a statement that they are in tu i t i ve ly obvious or 2) a l imi t 
argument based on analagous equations for a f i n i t e horizon [ 2 2 , p . 8 2 ; 2 1 , 
p . 5 5 2 ] . An a l ternat ive derivation fo l lows. 
By def in i t ion the expression v^ in ( 1 . 1 ) and ( 1 . 3 ) i s the con­
d i t i o n a l expectation given XQ=1 of the random variable 
V » c ( X Q , X 1 ) + 3 c ( X L , X . ) + 3 2 c ( X - , X 3 ) + . . . ; (1 .4 ) 
that i s , i f i t e x i s t s , 
v ± =* E[v|X Q - i ] . ( 1 . 5 ) 
Let be the conditional expectation given XQ • i of the cost in -
th 
curred at the t t rans i t ion , i . e . , 
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V i t - E f c C X ^ . X . ) | X Q - i ] , ±eSy t = l , 2 , . . . . ( 1 .6 ) 
Then 
v i = ^ i l + B ^ i 2 + 3 ^13 + 
( 1 . 7 ) 
The key step in the derivation of ( 1 . 1 ) i s a recursive character­
i z a t i o n , ( 1 . 8 ) and ( 1 . 1 3 ) , of the ]d±t fs . 
l i l _ L P * - C « , ieS ( 1 . 8 ) 
For, ieS , t - 1 , 2 , . . . 
I I Pr{X - I , X - k | X - i } c ^ 
keS IeS t + i t u tec 
keS IeS l k 
( 1 . 9 ) 
where p ^ i s the t - s tep Markov trans i t ion probabi l i ty from i to k 
By defining 
> ( 0 ) 
ik 
1 i f i=k 
0 i f i . k 
, i ,keS ( 1 . 1 0 ) 
equations ( 1 . 8 ) and (.1.9) may be combined as 
i t+1 * I *lk I p k £ c k £ , - = 0 , 1 , 2 , . . . . ( 1 . 1 1 ) 
1 * * h L keS 1 ItS 
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From ( 1 . 1 0 ) and the Chapman-Kolmogorov equations 
Inserting (1 .12 ) in (1 .11 ) y ie lds 
( t - 1 ) 
from which follows the recursion 
To complete the derivat ion, 
oo 
oo 
- I *iAci4 + 1 ^ 1 *44V*t ( 1 -8 ) and ( 1 . 1 3 ) ] 
oo 
" Ijii-u + \ls9±ivi [ b y ( 1 - 7 ) 1 
The valued Markov chain i s useful for solving many operations 
research problems involving d i scre te probabi l i ty . Some of these prob­
lems involve streams of payments d i r e c t l y whereas other problems lend 
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themselves more subtly to advantageous use of cost modeling. Examples 
of valued Markov chains are given below. 
1 .2 Examples 
Machine, fie.placejne.nt. A group of machines, each one of which i s 
e i ther operative or inoperative at any time, i s inspected every N 
years. When operative a machine generates an income of $A per year at 
a uniform continuous rate . There i s a probabi l i ty 1-p of i t s f a i l i n g 
during the year. If inoperative a machine generates no income and i s 
ins tant ly replaced at the time of inspection at a cost of $R. The ex­
pected present worth of an i n i t i a l l y operative machine w i l l be deter­
mined at a yearly discount rate 3 or nominal continuous-compound in ­
teres t rate r « -£n3 . 
The trans i t ion matrix for the s ta te of a machine at the time 
j u s t prior to inspection i s 
op 
P = 
f N - N 
P 1-P 
j N -, N | inop lp 1-p J 
the second row re f l ec t ing the e f fec t of replacement. If a machine sur-
A -rN 
vives the ent ire inspection interval i t s income i s — (1 -e ) , d i s ­
counted to the beginning of the in terva l . If a machine does not survive 
the inspection in terva l , then i t w i l l earn $A per year continuously 
u n t i l some time t and zero afterwards, where t i s a truncated ex­
ponent ia l ly distr ibuted random variable on the interval (0,N) [ 6 0 ] , 
The expected present worth (with respect to the beginning of the in t er ­
im 1 „ e - ( r + l / m ) N 
v a l ) of th i s cash flow with uncertain timing [62] i s — 1 -
( r m + 1 ) ( l - e N / m ) 
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where m i s the e x p e c t e d t ime t o f a i l u r e when the i n s p e c t i o n i n t e r v a l 
i n c r e a s e s w i t h o u t bound. Thus 
C = 
c ^ R c 2 - R 
where 
A -rN. 
- ( 1 - e ) 
1 - 1-e 
- ( r + l / m ) N 
( r m + l ) ( l - e N / m ) 
I t i s c l e a r t h a t V q ^ • v i n o p + ^ " b e c a u s e , a f t e r the r ep lacemen t 
c o s t i s c h a r g e d , a l l f u tu r e cash f l o w s a r e the same f o r b o t h s t a r t i n g 
s t a t e s . T h e r e f o r e , o n l y one v a l u e e q u a t i o n i s n e c e s s a r y . S e t t i n g 
v • v and a g a i n i n v o k i n g ( 1 . 1 ) , 
op 
o r 
v = pN(C;L+av) + ( l - p N ) [ c 2 + 3 ( v + R ) ] 
v m p N c x + ( l - p N ) ( c 2 + t 3 R ) 
1-3 
A d d i t i o n a l mode l ing power can be a c h i e v e d f o r t h i s t y p e o f prob­
lem w i t h the va lued Markov cha in by i n c l u d i n g one o r more i n t e r m e d i a t e 
s t a t e s be tween o p e r a t i v e and i n o p e r a t i v e , f 1 2 , p . 1 2 2 ] Th i s would b e 
u s e f u l when t he machine i s known t o have a noncons t an t f a i l u r e r a t e . 
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InvtYVtoKij depletion. Inventory of a part icular item i s taken at 
the beginning of each month. There i s no replenishment and stock i s 
depleted according to a random demand per month, y , taking on values 
y - 0 , 1 , 2 , . . . with probabi l i ty d i s tr ibut ion P Q , P ^ , P 2 , . . . . When out­
going inventory j for the month i s p o s i t i v e a holding cost h^ i s 
charged. The shortage cost i s Q(y- i ) when y i s greater than i , 
the beginning-of-month inventory. The expected long-run cost at 
monthly discount rate (3 i s required, given s tart ing inventory N . 
Let r - I p , u I Q(y-a)p . For N=4 , say, the 
y-J+1 J 
trans i t ion probabi l i ty matrix for beginning-of-month inventory i s 
0 l 2 1+ 
f 
1 
0 0 0 0 
r l p 0 
0 0 0 
r 2 p l p 0 
0 0 
r 3 P 2 p l p o 
0 
r 4 p 3 p 2 p l p 0 
( 1 . 1 4 ) 
and the trans i t ion cost matrix 
u 0 
h i 
h 2 + u 2 h 2 h 2 
V 3 h 3 h 3 h 3 
h.+u. 4 4 \ h 4 h 4 
( 1 . 1 5 ) 
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The result ing value equations are equivalent to 
u 0 
v 1 ( l - 3 p 0 ) h l + r l U l + 3 r i v o 
v 2 ( l - $ P 0 ) h 0 + r 0 u 9 + $ r 9 v A + $p.v. 
N-1 
v N ( l - . p 0 ) * N + V * + 3 r N v o +
 3 Jx p i v i i N- i 
which may be solved sequential ly by subst i tut ion. 
This example w i l l be reconsidered in Section 2 .3 when replenish­
ment (state-change) i s allowed. 
2 . Introducing Decision Variables: State-Change Markov Decision Chains 
The valued Markov chain has been used for descr ipt ive purposes, 
such as to evaluate the expectation of a random variable or the prob­
a b i l i t y of an event. Prescript ive use, in decision problems, i s confin--
ed to s i tuat ions where a l ternat ive po l i c i e s for operating a system can 
be enumerated, with each pol icy defining i t s own valued Markov chain. 
Through exhaustive calculat ion of the value for each chain, the most 
des irable pol icy can be determined. 
A more systematic approach allowing for a wide range of appl ica­
t ions i s the State.-change. Ma/tkov de.cJUi.on chain. In this model a de­
c i s ion maker intervenes with the random s ta te transi t ions by imposing a 
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s ta te change whenever he chooses. In a l l pract ica l cases i t i s advan­
tageous to change the system by choice no more than once between succes­
s ive chance trans i t ions , because changing the system incurs a cost and 
a l l other cash flows take place after a chance trans i t ion . The s t a t e -
change Markov decision chain i s , then, a d iscrete s tochast ic process 
whose transi t ions are a l ternat ive ly governed by a decis ion rule and a 
Markov trans i t ion matrix. 
of motion describing chance transi t ions when they occur, and l e t C be 
the system of costs generated by chance trans i t ions . If the decis ion 
maker observes ^C.*8! then his state-change decis ion may be speci f ied 
by the ru le : 
As in the valued Markov chain, l e t X f c be the s ta te of the 
th 
system at the time of the t chance trans i t ion , l e t P be the law 
For a l l i ,keS , t - 1 , 2 , . . . 
1 i f the decision maker chooses to change 
the s ta te of the system to s ta te k 
immediately following the t-*1 chance 
trans i t ion , given that X = i , 
0 otherwise. 
An a l t ernat ive , randomized decision rule i s given by 
ik = Prob [decis ion maker chooses to change the 
s ta te of the system to s ta te k immediately 
following the t t n chance transi t ion (x = i ] 
where the conditions 
I dj - 1 , a l l i , t 
keS 1 K 
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0 < d j k , a l l i , k , t 
are enforced. 
2 . 1 Stationary Pol ic ies and the Complete Transition Matrix 
As w i l l be shown, there i s r ea l ly very l i t t l e dif ference between 
the two interpretat ions of d ^ , as binary-valued expressions or as 
p r o b a b i l i t i e s . Further, as i s j u s t i f i e d for a l l discounted, i n f i n i t e -
horizon Markov decision processes, consideration i s l imited to s ta t ion ­
ary decis ion ru les . Stationary decision rules have the property that 
1 2 t for a l l i ,keS , d = d = . . ,=d . . = . . . . In such cases where s ta te ' ik lk ik 
changes are independent of time the superscript i s supressed. 
The cumulative e f f ec t of chance and choice trans i t ions under a 
stat ionary pol icy can be summarized by the complfLtt thjayibXXiOYi matxix 
T , T=DP , where D i s the matrix of elements d ^ . That i s , the 
process X ; t » Q , l , 2 , . . . , i s a Markov chain and the condit ional prob­
a b i l i t y Prob[X - = j | X = i ] = t . - I d v p , . This re lat ionship i s 
^ keS ^ 
depicted graphical ly in Figure 1 ( b ) . 
While the state-change Markov decision chain i s a Markov chain, 
i t s analysis or even i t s modeling u t i l i t y i s d i f ferent from that of a 
valued Markov chain because the complete trans i t ion matrix contains de­
c i s ion variables d ^ whose values , a p r i o r i , are not known. In f a c t , 
analysis of the process i s concerned primarily with determining the 
best choices for those decis ion var iab les . The meaning of "best 
choices" i s explained in Section 3 . F irs t the def in i t ion of s ta te 
values analagous to equation ( 1 . 1 ) for valued Markov chains i s con­
sidered. 
Figure 1 ( a ) . 
Valued Markov Chain: 
Purely Probabi l i s t i c 
Figure 1 ( b ) . 
Introducing Decision Variables (d-^) : 
the State-Change Markov Decision Chain 
o 
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2 . 2 Value Determination 
Once the dec is ions , D , are speci f ied the state-change process 
i s a Markov chain with trans i t ion matrix T , as noted. Moreover, the 
process i s a valued Markov chain. 
Let s i k equal the State.-change, cost, the immediate cost in­
curred whenever the decision i s made to change the s ta te from i to 
k . The expected trans i t ion costs r^ for the valued Markov chain 
associated with operating the state-change process under specif ied de­
c i s ions D are 
r_ * I d i k ( s i k + I P k i C k 1 } • ( 2 - 1 } 
This cost i s the sum of the expectations of the state-change cost and 
the succeeding chance trans i t ion cost . (See Figure 1 ( b ) . ) 
The s ta te values for the state-change Markov decision chain 
given decisions D are obtained by subst i tut ing t ^ and r^ in 
( 1 . 3 ) for p ^ and r^ , respect ive ly: 
v± • j ^ i * i B * + y ^ * * * ^ - i e s - ( 2 - 2 ) 
I f a pure pol icy i s used ( i . e . , i f a l l d ^ are 0 or 1 ) and 
i f k^ denotes the s ta te to which the process i s moved whenever the 
decision-maker observes i t in s ta te i , then equations ( 2 . 2 ) are 
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equivalent to 
v. = s ( i , k . ) + I p C k . , j ) [ c ( . k . , j ) + 3 v J , ieS . ( 2 . 3 ) 
1 1 jeS 1 1 J 
This equation simply says that the s ta te value v^ i s equal to the cost 
of changing the s ta te to k^ plus the expected present worth of a l l 
subsequent cash flows. 
Solution of equations ( 2 . 2 ) i s the value, deZeJOtlLYiatiOYi opeXivtiOYl 
for the state-change Markov decis ion chain. When i t i s necessary to 
indicate e x p l i c i t l y that values obtained through th is operation are with 
respect to part icular decis ions D , the notation v^(D) w i l l be employ­
ed. The notation K - {k^} w i l l be used to denote a pure, stationary 
state-change po l icy . 
2 . 3 Example 
When replenishment i s allowed in the inventory system of sect ion 
1 .2 the system becomes a state-change Markov decision chain. A dec is ion­
maker can intervene with the chance-dependent ( i . e . , demand-dependent) 
trans i t ions by procuring new stock and, hence, changing the s t a t e . Let 
M(x) be the cost of procuring x units for x>0 . Then the s t a t e -
change costs are 
* The expected present worth of subsequent cash flows i s not v(k^) . 
The reason for th i s i s that the s ta te value v^ determined by (.2.2) i s 
the expected present worth of the process s tart ing in s ta te i and 
s tart ing when i t i s the decision-maker's "turn" to change the s t a t e . 
The expected present worth start ing in s ta te i when i t i s Nature's 
"turn" to change the s ta te i s a d i f ferent quantity. For s ta te k^ i t 
i s prec i se ly the quantity £ <,p(k , j ) [ c ( k , j ) + 0 v . ] . 
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M(.k-i) k>i 
s ik 0 k=i 
i , k = 0 , l , 2 , ( 2 . 4 ) 
CO k<ij 
Let S = { 0 , 1 , . . . , N } where N i s the capacity of the system, i . e . 
h i - a 0 ° for i>N . Then the s ta te values associated with any stationary 
replenishment pol icy D are characterized by ( 2 . 2 ) , ( 1 . 1 4 ) , ( 1 . 1 5 ) 
and C2.4) .* 
This section deals with the question of defining "optimal dec i ­
sions" for the state-change Markov decision chain. The set of f eas ib l e 
stat ionary po l i c i e s i s the set V of a l l s tochast ic matrices having 
the same order as S . 
If there i s a c lear ly defined s tart ing point to the process and 
one has knowledge of the i n i t i a l s ta te d i s tr ibut ion , 
then an appropriate choice for the object ive function with respect to 
which an optimal pol icy DeP should be chosen i s 
3. Choice of an Objective Function: g-Optimality 
7 ^ ( 0 ) = P r { X Q = i } , i&S 
Minimize f. (D) = £ TT CO) v, (D) . 
1 IeS 1 1 
* This model i s accurate for any form of the demand dis tr ibut ion and 
the holding, shortage and procurement functions. More direct methods 
are applicable i f these functions have specia l form. [16 ,Ch.4 ] 
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I f one has no information about i n i t i a l condit ions , then, an appropriate 
choice for the object ive function might be 
Minimize f (D) - £ TT (D) v (D) 
1 ieS 1 1 
where TI^CD) , ieS i s the stat ionary d is tr ibut ion of the state-change 
Markov decis ion chain operating under pol icy D , i f i t ex i s t s uniquely. 
f 2 ( D ) i s d i f f i c u l t to work with due to the dependence of TT^CD) on 
T = P D which i s the trans i t ion matrix of a chain which need not be e r g o d i c 
Remarkably, in order to optimize e i ther f^(D) or ^2^^ i t : i s 
not necessary to know TT^(O) or TT^(D) , because , and a l l 
other nonnegative l inear combinations of the v^ f s have the same mini-
mizing po l i cy . In f a c t , there ex i s t s a po l icy D which simultaneously 
minimizes each v^ . By def in i t ion a po l i cy D i s Q-op&bnaJL, optimal 
for a given discount factor 3 , i f v (D ) = min v . (D) for each ieS . 
1 DeP 1 
Existence of 3-optimal p o l i c i e s for a l l discounted Markov decis ion 
chains i s proven in [ 4 1 ] . I t i s worth pointing out that existence of 
3-optimal p o l i c i e s i s an extraordinary phenomenon; because, general ly , 
one cannot simultaneously optimize several functions of the same decision 
t If necessary, the minimum may be replaced by the infimum, but this i s 
not needed when, as assumed here, a l l costs s , , , c . . are bounded. 
ik ' i j 
* That state-change Markov decis ion chains are , in f a c t , Markov decis ion 
chains i s shown in Section 5 of th i s chapter. 
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var iab les . For th is l esson, the def in i t ion of "optimal" i s a key i ssue 
in the study of mul t i -objec t ive optimization. Although Markov decis ion 
chains are mult i -object ive optimization problems (minimize v^ , minimize 
v 2 , • • . , minimize v^) the l i t e ra ture does not treat them in that con-
t e x t . This i s because the N minimization problems have a common 
optimal po l i cy . In other words, $-opt imal i ty , when i t e x i s t s , i s an 
irrefutably sens ible approach to mul t i -object ive optimization. 
* Here i s an example in locat ion analysis where two objec t ive functions 
of the same decis ion variables have di f ferent optimizing so lu t ions . Con­
s ider the m u l t i f a c i l i t y locat ion problem [15 ,Ch.4] where i t i s required 
to find the locations X 8 5 ( X ^ , . . . , X ) of n new f a c i l i t i e s so as to 
minimize the sum of a cost 
n n 
j = l k = j + l J J 
pertaining to new-fac i l i ty interact ions (where V j ] - i s the cost per unit 
distance for interact ion between new f a c i l i t i e s j and k , and d ( # , - ) 
i s the distance measure), and a cost 
n m 
M__) " I I W i i d < W » 
j = l i = l J 
pertaining to interact ions between the new f a c i l i t i e s and m exis t ing 
f a c i l i t i e s located at points P ^ , . . . , P m . In some appl icat ions i t may 
not be appropriate to add the two di f ferent kinds of costs together into 
a s ing le objec t ive . For instance, i f the same maintenance crew i s to 
maintain a l l n new f a c i l i t i e s , then rather than wishing to minimize 
<J>̂  + <J>2 we might wish to minimize 
<J>3(X) = Maximum d(X ,5^) , 
j ,k J 
the maximum distance between new f a c i l i t i e s , and a l so (separately) mini­
mize cj>2 • Clearly i s minimized when a l l new f a c i l i t i e s are located 
coinc idental ly , which, in any pract i ca l case , i s a suboptimal so lut ion 
for cf>2 . 
** A recent paper [53] on the "multiple cr i ter ion Markov decis ion pro­
cess" introduced the s i tuat ion where the costs incurred at each t r a n s i ­
t ion are vector-valued. 
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4 . Extremal Equa t ions and P o l i c y I t e r a t i o n 
Not o n l y a re 3 - o p t i m a l p o l i c i e s e x i s t e n t and s t a t i o n a r y they a r e 
* 
a l s o p u r e , tha t i s , the e lements o f D a re 0 o r 1. Hence , as n o t e d 
p r e v i o u s l y , t h e r e i s v e r y l i t t l e d i f f e r e n c e be tween t he two i n t e r p r e t a ­
t i o n s o f d e c i s i o n v a r i a b l e s d ^ , as b i n a r y v a r i a b l e s o r as p r o b a b i l i ­
t i e s . Th i s can b e shown i n two ways : by showing tha t the l i n e a r p r o ­
gramming f o r m u l a t i o n o f the p rob lem u s i n g c o n t i n u o u s v a r i a b l e s ( t h e 
p r o b a b i l i t i e s i n t e r p r e t a t i o n ) has an a l l i n t e g e r o p t i m a l s o l u t i o n [ 1 0 ] , 
o r by i n v o k i n g B e l l m a n ' s p r i n c i p l e o f o p t i m a l i t y [ 2 1 ] , from which the 
f o l l o w i n g &unc&LQYial o r Z.xtnmal e q u a t i o n s a r e i n t u i t e d . 
The pure s t a t i o n a r y $ - o p t i m a l s t r a t e g y s a t i s f i e s d ^ * = 1 f o r k , 
the m i n i m i z i n g k i n ( 4 . 1 ) . I f more than one s t a t e - c h a n g e d e c i s i o n 
* 
p r o v i d e s the minimum, the c h o i c e o f k i s a r b i t r a r y ; i n such c a s e s 
t h e r e a r e a l t e r n a t i v e ( p u r e ) $ - o p t i m a l p o l i c i e s and a l l c o n v e x c o m b i n ­
a t i o n s o f t h e s e c o n s t i t u t e o t h e r ( randomized) 3 - o p t i m a l p o l i c i e s . 
Howard 's c e l e b r a t e d policy ItViatioYl aZgoAAJhm [ 2 2 ] i s w e l l s u i t ­
ed f o r s o l v i n g s t a t e - c h a n g e Markov d e c i s i o n c h a i n s . I t forms the b a s i s 
o f t he a n a l y s i s used t o s o l v e the f i r s t dynamic , p r o b a b i l i s t i c p r o b l e m 
i n l o c a t i o n a n a l y s i s . I t i s d e s c r i b e d h e r e i n t he c o n t e x t o f a s t a t e -
change p r o c e s s w i t h f i n i t e s t a t e s p a c e S • { l , 2 , . . . , N } . The a l g o r i t h m 
i s : 
v (D ) = min s 
1 keS v 
i k 
t A p r o o f o f t he ex t remal e q u a t i o n s i s g i v e n b y Ross 1 4 1 , p . 1 2 1 - 2 ] . 
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Step 0 : Choose an i n i t i a l pure p o l i c y D . 
S tep 1; (Value d e t e r m i n a t i o n o p e r a t i o n . ) S o l v e the v a l u e d Markov 
c h a i n a s s o c i a t e d w i t h the c u r r e n t p o l i c y . I » e . , s o l v e f o r v^ , 
\ ~ j x d i k I s i k + Jx p k j ( c k j + S V 1 • 1 = 1 > — N • 
For n o t a t i o n pu rposes (and s t o r a g e economy) l e t k^ b e the c u r r e n t d e ­
c i s i o n i n s t a t e i , t ha t i s k^ i s the s t a t e f o r which d ( i , k ^ ) = 1 
i n t he c u r r e n t p o l i c y . Then the sys tem o f e q u a t i o n s i s w r i t t e n 
N 
v t = 8 ( 1 , ^ ) + I p ( k i , j ) [ c ( k i , j ) + 3v ] , i = l , . . . , N . ( 4 . 2 ) 
j « l 
S tep 2 : ( P o l i c y improvement r o u t i n e . ) Using the v a l u e s j u s t 
computed f o r v^ , i = l , . . . , N , r e v i s e the p o l i c y by s e t t i n g k^ e q u a l 
t o t he m i n i m i z i n g s t a t e i n t he e x p r e s s i o n 
t s ik + j p k j < c k j + B V ' ( 4 - 3 ) 
k = l , . . . , n j = l J 
f o r e ach i = l , . . . , N . I f S tep 2 r e s u l t s i n a change o f p o l i c y go t o 
Step 1, o t h e r w i s e the c u r r e n t p o l i c y i s o p t i m a l . 
Convergence o f the p o l i c y i t e r a t i o n a l g o r i t h m t o a 3 - o p t i m a l 
p o l i c y i s a s su red f o r Markov d e c i s i o n c h a i n s . [ 4 1 ] We a p p e a l t o t h i s 
we l l -known r e s u l t i n a s s e r t i n g t he c o n v e r g e n c e o f the above p r o c e d u r e 
f o r s t a t e - c h a n g e c h a i n s . To make t h i s a s s e r t i o n i t i s n e c e s s a r y , o f 
c o u r s e , t ha t we show 1 ) tha t a s t a t e - c h a n g e Markov d e c i s i o n c h a i n i s a 
Markov d e c i s i o n c h a i n and 2 ) tha t t he a l g o r i t h m above i s , i n f a c t , 
Howard ' s a l g o r i t h m f o r the s t a t e - c h a n g e c a s e . These f a c t s a r e e s t a b l i s h e d 
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in the next sect ion. 
5 . The Relationship Between the State-Change Formulation 
and the Standard Formulation of Markov Decision Chains 
The purpose of th i s sect ion i s to show that the state-change pro­
cess i s a spec ia l case of a Markov decision chain. I t w i l l enable us to 
make use of establ ished resu l t s from the l i t era ture of Markov decis ion 
processes. 
Prior to th i s sect ion the state-change process was viewed as a 
natural extension of valued Markov chains wherein choice- transi t ions are 
permitted. I t was shown that once a stationary po l i cy i s spec i f ied the 
state-change process i s i t s e l f a valued Markov chain. This led to the 
value determination equations ( 2 . 2 ) which fol low from the value equations 
( 1 . 3 ) derived from f i r s t principles in Section 1 . 1 . I t was not unt i l we 
considered prescribing "optimal" p o l i c i e s that we began to re ly on the 
theory of Markov decis ion chains. S p e c i f i c a l l y , we claimed the existence 
of pure stat ionary $-optimal p o l i c i e s , characterized them with extremal 
equations ( 4 . 1 ) and suggested finding them by pol icy i t e r a t i o n . The r e ­
mainder of th i s sect ion demonstrates the re lat ionship which j u s t i f i e s 
these claims, namely, that the state-change process i s the spec ia l case 
of a Markov decis ion chain in which the s tate space and the action space 
are ident i ca l . 
The standard formulation of the discounted Markov decis ion chain 
i s next presented. Except for some notat ional changes and other minor 
modif ication th i s presentation i s taken d irec t ly from Veinott [ 5 2 ] . 
"Consider a system which i s observed at each of a sequence of 
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points in time labeled 0 , 1 , 2 , . . . . At each of those points the system 
i s found to be in one of N States, labeled 1 , 2 , . . . , N . . . . I n t u i t i v e l y , 
the s ta te of the system at a part icular point in time provides a l l in for ­
mation relevant for subsequent dec is ions . At each point in time at which 
the system is observed in s ta te i , an action a i s chosen from a f i ­
n i te set A^ of poss ib le actions and a cost r ( i , a ) Ito be discounted 
by a known factor (3 to present worth at time 0 ] i s incurred. The 
condit ional probabi l i ty that the system i s observed in s ta te j at time 
N+l given that i t i s found in s t a t e i at time N , that action a i s 
taken at that time, and given the observed s tates and actions taken at 
times 1 , 2 , . . . , N - 1 , i s assumed to be a nonnegative function p ( j | i , a ) 
rN , i f 
depending only on j , i and a [with _.j__;jP vi I*» a ) = 1 ] • 
"If the action chosen in each s tate at each point in time depends 
only on the s ta te and the point in time, the successive s ta tes of the 
system form a ( f i n i t e ) Markov chain. For th is reason, we c a l l the above 
system a ( f i n i t e ) MaAJlOV decision chain. 
"A Markov decision chain can be represented as a directed graph 
with labeled arcs in which the nodes are partit ioned into two s e t s , one 
consist ing of the set of a l l s ta tes and the other the set of a l l actions 
avai lable in at l eas t some s t a t e . There i s an arc from each s ta te to 
each action avai lable in that s t a t e , the arc labe l being the cost i n ­
curred by the given s ta te -act ion combination. Moreover, there i s an arc 
* Veinott does not assume discounting. Rather he assumes there is a 
probability q( i ,a) that the proccess wil l enter a Stopped state after 
which a l l costs are zero. The two formulations are equivalent i f 
qCi,a) = $ for a l l i ,a . 
t In Veinott rs presentation, ,pCJ|i»a) •» l -q ( i ,a ) . 1 . 
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from each action (in a s ta te ) to each s ta te to which there i s a pos i t ive 
trans i t ion probabi l i ty , the arc labe l being the indicated probabi l i ty in 
th is case ." [52] 
An example from [52] with s tates displayed as c i r c l e s and actions 
as tr iangles i s given in Figure 2 . There are two actions in s ta te 1: 
the f i r s t costs 1 0 6 and leads with probabi l i ty 1 to s ta te 2 , the 
second costs 0 and leads to s tates one and two each with probabi l i ty 
1/2 . State 2 has only one act ion; i t costs 2 and leads to s ta te 2 
with probabi l i ty 1 . 
Figure 2 . 
Directed Graph Representation of a Markov Decision Chain 
Veinott makes the important point that when an action leads to a 
given s t a t e with probabi l i ty one, we can omit the node corresponding to 
that act ion , while maintaining a direct arc from the s t a t e where the 
act ion may be taken to the s ta te where the action w i l l l ead. This arc 
i s labeled with the associated cos t . For instance the two actions ( 1 , 1 ) 
and (.2,1) both lead to s ta te 2 with probabi l i ty one so the graph of 
Figure 2 should be replaced by the graph of Figure 3 . 
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2 
Figure 3 . 
Abbreviated Graph Representation of a Markov Decision Chain 
This point about delet ing action nodes i s prec ise ly the concept 
underlying the connection between the state-change and the standard f o r ­
mulations. We can think of act ion 1 in s tate 1 of the example as a 
de l iberate or choice-determined state-change. I f a l l actions have the 
property that they lead with probabi l i ty 1 to a certain s ta te then we 
can c a l l the process a state-change Markov decis ion chain. When a l l the 
actions are of th i s type i t becomes d i f f i c u l t to represent the system 
with Ve inot t ' s graph and we have to revert to a graph such as in Figure 
l b , where s tates at time t are distinguished from s ta tes at time t+1 . 
Another way of saying that a l l actions are state-changes i s to 
say that the s ta te space i s ident ica l to the action space. With th i s in 
mind we put the state-change process into standard formulation by w r i t ­
ing actions as integers k=l N , t rans i t ion probab i l i t i e s as 
, . • . , N ( 5 . 1 ) 
and (expected) costs 
r ( i , k ) = s i k + r k , i , k = l , • . . , N ( 5 . 2 ) 
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I N ( 5 . 1 ) AND ( 5 . 2 ) T H E L E F T - H A N D - T E R M S COME FROM T H E S T A N D A R D F O R M U L A T I O N 
N O T A T I O N , T H E TERMS ON T H E R I G H T H A V E T H E S T A T E - C H A N G E C O N T E X T M E A N I N G 
G I V E N E A R L I E R I N T H E C H A P T E R . ( S E E F I G U R E 1 . ) 
N O T I C E FROM ( 5 . 1 ) T H A T F O R A L L J , K = L , . . . , N , P ( J | I , K ) = P ( J | 2 , K ) 
= . . . = P ( J | N , K ) . T H U S T H E S T A T E - C H A N G E F O R M U L A T I O N HAS A S I G N I F I C A N T L Y 
S M A L L E R D A T A G A T H E R I N G AND S T O R A G E R E Q U I R E M E N T T H A N T H E S T A N D A R D F O R M U L A ­
T I O N . 
T O C O M P L E T E T H I S S E C T I O N WE N O T E T H A T T H E E X T R E M A L E Q U A T I O N S FOR 
T H E S T A N D A R D F O R M U L A T I O N [ 4 1 ] , 
V ^ = M I N 
A 
N 
R ( I , A ) + 3 I P ( J | L , A ) V 
1=1 3 
1 - 1 , . . . , N , ( 5 . 3 ) 
A R E E Q U I V A L E N T T O ( 4 . 1 ) WHEN S P E C I A L I Z E D T O T H E S T A T E - C H A N G E C A S E . T H I S 
F O L L O W S I M M E D I A T E L Y FROM ( 5 . 1 ) , ( 5 . 2 ) AND 
N 
R K " ^ P K J C K J » fe"L,...,N 
W H I C H I S S I M P L Y ( 1 . 3 ) . 
S I N C E T H E E X I S T E N C E OF P U R E S T A T I O N A R Y 3 - O P T I M A L P O L I C I E S AND 
H O W A R D ' S P O L I C Y I T E R A T I O N A L G O R I T H M [ 2 2 ] A R E B A S E D ON ( 5 . 3 ) , AND S I N C E 
( 4 . 1 ) I S T H E S T A T E - C H A N G E E Q U I V A L E N T OF ( 5 . 3 ) , I T I S A L S O E A S Y T O SHOW 
T H A T T H E A L G O R I T H M I N S E C T I O N 4 I S H O W A R D ' S P O L I C Y I T E R A T I O N A L G O R I T H M 
F O R F I N D I N G A 3 - O P T I M A L P O L I C Y I N T H E S T A T E - C H A N G E C A S E . 
6. S O L U T I O N T E C H N I Q U E S 
T H E R E M A I N D E R O F T H I S C H A P T E R I S E S S E N T I A L L Y T H E L I T E R A T U R E S U R ­
V E Y F O R T H E P A R T OF T H I S T H E S I S T H A T D E A L S W I T H MARKOV D E C I S I O N C H A I N S . 
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Exist ing ideas and methods which have proven useful for solving dynamic, 
p r o b a b i l i s t i c problems in locat ion analysis in the la ter chapters of 
th is thes is are highl ighted. In a l l cases resu l t s are presented in the 
context of the state-change formulation; of course, equations ( 5 . 1 ) and 
( 5 . 2 ) are a l l that i s necessary to transform the resu l t s back, as they 
o r i g i n a l l y appeared, to standard formulation. 
The organization of the survey i s as fo l lows: Section 6 . 1 des­
cribes several i t e r a t i v e methods for f i n i t e - s t a t e , f i n i t e - a c t i o n d i s ­
counted Markov decision chains. The unified framework (equation ( 6 . 2 3 ) ) 
in which these methods are presented i s new. Section 6 . 2 focuses on the 
work of MacQueen [31 ,32 ] for ident i f i ca t ion of nonoptimal act ions . 
Section 6 . 3 discusses other ex is t ing methods not covered by the frame­
work of Section 6 .1 and b r i e f l y mentions how the Markov decision chain 
model has been generalized. Section 6 .4 discusses the important topic 
of AtAueXuA&d p o l i c i e s that can be s p e c i f i c a l l y designed for part icu lar 
problems. 
In 1973 Schweitzer [43] compiled a bibliography on Markov decis ion 
processes with more than 600 entr i e s . The current survey adds several 
papers which have appeared since 1973. 
6 . 1 Two Operators and Several I t e r a t i v e Numerical Methods 
By introducing some operator notation we can encapsulate several 
ex is t ing algorithms in a s ing l e equation. Both of these operators are 
automappings on the space of bounded real N-tuples , which in the present 
context are candidate values for solut ion of the extremal equations. 
The operators are used to rev ise these values whenever they are non-
optimal. An N-tuple w i l l be written as V s 8 ( v , , . . . , v w ) . 
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The p o t i c y impKOMzment opzKatoK II maps V t o IIV where 
N 
(TIV)J = min S i k + r k + ^ / k j ^ 
, i = l , . . . ,N . ( 6 . 1 ) 
A way o f i n t e r p r e t i n g ITV i s t o t h i n k o f i t s i**1 component as the 
minimal e x p e c t e d p r e s e n t wor th i f the p r o c e s s s t a r t s i n s t a t e i and 
i s t o t e rmina te a f t e r one p e r i o d w i t h a f i n a l d i s c o u n t e d c o s t o f 
when the f i n a l s t a t e i s j . The ex t remal e q u a t i o n s ( 4 . 1 ) tha t c h a r -
a c t e r i z e t h e o p t i m a l s e t o f v a l u e s V a r e e q u i v a l e n t t o 
(nv*) i - v * , i = l , . . . , N , 
o r IIV* = V* . ( 6 . 2 ) 
* t 
In o t h e r words V i s a f i x e d p o i n t o f the mapping II . Denardo [ 1 1 ] 
d i s c o v e r e d t ha t the mapping II b e l o n g s t o a c e r t a i n c l a s s o f f u n c t i o n s 
( c a l l e d c o n t r a c t i o n s ) tha t a re guaranteed t o have a un ique f i x e d p o i n t , 
thus p r o v i n g the e x i s t e n c e o f 3 - o p t i m a l p o l i c i e s . ^ These f u n c t i o n s 
have the a d d i t i o n a l p r o p e r t y tha t i f t hey a re a p p l i e d s u c c e s s i v e l y t o 
any s t a r t i n g s o l u t i o n the r e s u l t w i l l tend t o the f i x e d p o i n t . That i s , 
f o r any bounded U = ( u ^ , . . . , u n ) 
t The r e s u l t s r e p o r t e d i n [ 1 1 ] p e r t a i n t o a c l a s s o f s t o c h a s t i c d e c i s i o n 
p r o c e s s e s t ha t subsumes d i s c o u n t e d f i n i t e - s t a t e Markov d e c i s i o n c h a i n s . 
# Anothe r p r o o f o f t he e x i s t e n c e o f a s o l u t i o n t o ( 6 . 2 ) i s g i v e n by 
Shap i ro [ 4 6 ] who demons t ra tes t ha t II i s a c o n t i n u o u s f u n c t i o n on a 
compact c o n v e x s e t ; t h u s , by the Brouwer theorem, II p o s s e s s e s a f i x e d 
p o i n t . 
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iAj + V* as n + 0 0 , (6.3) 
where ITn i s the composition of IT with i t s e l f n t imes. An addit ion­
a l property of II , Denardo [ J discovered, i s i t s monotonicity, t 
u v => nu nv . (6.4) 
The consequence of (6.4) i s that the convergence of (6.3) i s always mono­
tone, i . e . , 
u _ nu =»> nu > n(iiu) = n2u => n1^ + v (6.5) 
or u <; nu -> nu < n2u => n1^ t v' (6.6) 
Case (6.5) applies when the s tart ing solution i s greater than V . Case 
* 
(6.6) appl ies when the s tart ing solut ion i s l e s s than V 
The second operator introduced i s the policy CvaZsJuation opwatoH. 
A . The operator A i s defined with respect to a part icular po l icy 
D = ^ i k ^ o r > * n t * i e case of a pure p o l i c y , K = {k^} . In a l l cases 
the pol icy assumed i s the l a s t one proposed. A ioaps V to AV where 
(AV). 
N N 
S i k + r k + » ^ P k j V j 
, i - l , . . . , N (6 .7 ) 
o r , in the case of a pure pol icy (which i s always assumed at th i s p o i n t ) , 
t An N-tuple inequal i ty such as U > V means u^ £ v^ for a l l 
1 = 1 , . . . . ,N . 
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N 
( A V ) , - s ( i , k . ) + r ( . k . ) + 3 I p C k , , j ) v , , i - 1 N . ( 6 . 8 ) 
i i i j B i l i J 
The i n t e r p r e t a t i o n o f AV i s the same as tha t o f IIV e x c e p t t ha t the 
s p e c i f i e d p o l i c y , n o t the min imiz ing p o l i c y , must b e used i n each s t e p . 
The impor tan t c o n v e r g e n c e p r o p e r t y o f A [ 4 1 , p . 1 2 3 ] i s t h a t , f o r any U 
A^J V(D) as n •+ 0 0 . ( 6 . 9 ) 
That i s , t he s u c c e s s i v e a p p l i c a t i o n o f A I s a s y m p t o t i c a l l y e q u i v a l e n t 
t o t he v a l u e d e t e r m i n a t i o n o p e r a t i o n . When a v a l u e d e t e r m i n a t i o n o p e r a ­
t i o n i s per formed by d i r e c t m a t r i x i n v e r s i o n we s h a l l u s e t he n o t a t i o n 
0 0 
A t o i n d i c a t e t h i s a c t i o n . That A sha re s the p r o p e r t i e s o f II , i n ­
c l u d i n g m o n o t o n i c i t y o f the c o n v e r g e n c e i n ( 6 . 9 ) , i s apparent when one 
r e a l i z e s tha t A i s e q u i v a l e n t t o t h e s p e c i a l , " d e g e n e r a t e , " c a s e o f II 
when o n l y one a c t i o n i s p e r m i s s i b l e a t each s t a t e ( i . e . a l l o t h e r a c t i o n s 
( s t a t e - c h a n g e s ) have i n f i n i t e c o s t . ) 
Howard ' s p o l i c y i t e r a t i o n a l g o r i t h m , a c c o r d i n g t o t h e o p e r a t o r 
n o t a t i o n , i s 
v ( n + l ) = ( A » n ) v ( n ) ^ ( 6 a Q ) 
where t h e s u p e r s c r i p t s on V ' s a re i t e r a t i o n numbers. Equa t ion ( 6 . 1 0 ) 
s ays t ha t V ^ n ^ i s f i r s t improved b y a p o l i c y improvement and then the 
newly o b t a i n e d p o l i c y i s e v a l u a t e d by a c o m p l e t e v a l u e d e t e r m i n a t i o n 
o p e r a t i o n . If; we t ake V ^ » 0 , then I I V ^ w i l l r e s u l t i n t he myopic 
polLcy\ t h e p o l i c y which min imizes s i n g l e p e r i o d c o s t s , and i s the 
N - t u p l e o f s t a t e v a l u e s a s s o c i a t e d w i t h tha t p o l i c y . 
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A c lass of algorithms may be expressed as 
v ( n + l ) m -^(n) ( 6 # 1 2 ) 
corresponds to White's [57] algorithm or successive approximation, where­
in value determination i s completely ignored. The cases 0<y<°° , z^l 
correspond to algorithms that incorporate approximate, i t e ra t ive value 
determinations. Another important case , proposed by Porteus [ 3 5 ] , uses 
y-=°° and z=z at i t era t ion n , where z i s the number of times IT J n ' n 
must be applied to in order for the same pol icy to be spec i f ied 
twice in a row. 
The impl i c i t l y assumed termination cr i ter ion for ( 6 . 1 1 ) i s 
y (n+l ) _ y(n) ^ acknowledging the unavoidable errors inherent in 
d i g i t a l computation, maximum^|v^ n^^-v^ n^| < £ for some p o s i t i v e rea l £ . 
This condition of repeated (or very nearly repeated) values i s ca l led here 
value convergence,. Value convergence for a l l cases of ( 6 . 1 1 ) const i tutes 
* Another name for ( 6 . 1 2 ) i s value i t era t ion [ 2 2 , 5 1 ] which i s somewhat 
misleading for a method that only improves p o l i c i e s and never evaluates 
them. 
v ( n + l ) _ ( A y n z ) v - n ) ( . n ) 
where y and z are integers , y>0 , z>l • In addition to Howard's 
pol icy i t era t ion algorithm, where y- 8 0 0 and z«=l , equation ( 6 . 1 1 ) r e ­
presents the mult i -s tep type algorithms of Denardo [11] , Schweitzer [42] 
and Totten [5lJ where more than one pol icy improvement i s made between 
successive po l i cy evaluations. The case y*0 , z = l , 
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THE SOLUTION OF THE MARKOV DECISION PROCESS. THIS FACT, I . E . THAT 
( A Y N Z ) V - V «=> NV « V 
FOLLOWS FROM THE MONTONICITY PROPERTY. HOWARD'S POLICY ITERATION ALGO­
RITHM AND HASTING'S SLIGHT MODIFICATION OF POLICY ITERATION (SEE (6 .14 ) ) 
TERMINATE WHEN I I PRODUCES THE SAME POLICY TWICE I N A ROW. THIS C R I ­
TERION, WHICH WE SHALL CALL poZicif conveAg&nce., I S NOT GENERALLY S U F F I -
CIENT FOR CONVERGENCE TO V WHEN Y<°° OR Z>L . AN ALGORITHM INCOR­
PORATING THE SUGGESTION OF PORTEUS [ ] TO APPLY I I AS MANY TIMES AS 
REQUIRED FOR POLICY CONVERGENCE AND INCORPORATING THE SUFFICIENCY OF 
POLICY ITERATION I N HOWARD'S POLICY ITERATION METHOD I S FLOWCHARTED I N 
FIGURE 4 . WE SHALL REFER TO PROCEDURES OF THIS TYPE AS doJtayzd e.vaJbu-
CUtion aZgoHsithmS., SINCE THEIR CENTRAL FEATURE I S DELAYING POLICY EVALU­
ATION UNTIL AFTER POLICY CONVERGENCE. 
T Prec i se ly , V ( 1 ) = JTV , V ( 2 ) - H V ( U , . . . , V ( Z ) - N V ( Z _ 1 ) ' 
T G * 1 > . A V W T _ T Y CZ*y) = A V 0 . R Y - 1 ) „ y i i n p l y y ( l ) = v ( 2 ) = 
CZ+V) 





S tep 3: 
Step 4 
S tep 5; 
S tep 6: 
No 
Initialize V 





Set V <-nv 
Yes 
Figure 4 . 
Delayed E v a l u a t i o n A l g o r i t h m 
Termina t ion at Step 3 i s th rough v e r i f i c a t i o n o f v a l u e c o n v e r g e n c e 
by d i r e c t c a l c u l a t i o n . Termina t ing w i t h p o l i c y c o n v e r g e n c e a t Step 6 i s 
j u s t i f i e d b e c a u s e S teps 4 and 5 c o n s t i t u t e a s i n g l e i t e r a t i o n o f Howard ' s 
p o l i c y i t e r a t i o n method. Any o f t he methods C 6 . l l ) Cor ( 6 . 2 3 ) ) may b e 
used i n S tep 1. The i n i t i a l i z a t i o n o f V i n Step 0 may b e done i n 
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several ways such as: 
nco) (.6.13) 
V co) (A°°n) co) ( 6 . 1 4 ) 
v ( 0 ) n ^ c o ) } ( 6 . 1 5 ) 
where 0 i s the N-tuple of a l l zeroes , and GH (0 ) i s H ( 0 ) af ter 
each component i s mult ipl ied by -r—- . In ( 6 . 1 3 ) i s simply the 
1-p 
vector of smallest immediate cos t s . In ( 6 . 1 4 ) i s the vector of 
s ta te values for the myopic pol icy generated by ( 6 . 1 3 ) . The components 
process operates p r o b a b i l i s t i c a l l y for one period and then, i f i t reaches 
s ta te j , i t remains in s ta te j forever. Figure 4 represents an a l ­
gorithmic s tructure , a synthesis of several ex is t ing concepts, that can 
take many part icu lar forms; i t i s used in Chapter I I I . 
Many of the other contributions to Markov decis ion processes con­
s i s t of s l i g h t refinements to ( 6 . 1 1 ) . Several proposed algorithms have 
the structure of (6 .11 ) with modified versions of IT and A . These 
modifications ar ise from applicat ion of standard concepts of i t e r a t i v e 
numerical analys i s . We can think of II as a Jacobi f56] or simultaneous 
displacement procedure [ 7 ] . A Gauss-Seidel [ 5 6 ] or successive d i sp lace -
* 
ment [7] po l i cy improvement operator i s IT where 
* Whenever the upper l imi t of a sunwnation i s less than the lower l i m i t , 
the sunimation i s taken to be zero. This avoids dealing with many spec ia l 
cases. 
of V (0) in ( 6 . 1 5 ) are the best expected present worths assuming the 
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1 k (6.16) 
HASTINGS' ALGORITHM {18] IS 
V C n + 1 ) - CA°°fl)V(ll) (6.17) 
KUSHNER AND KLEINMAN [30] USE THE STANDARD "ACCELERATION" [30] OR 
"RELAXATION" [56] METHODS TO DEFINE OTHER POLICY IMPROVEMENT OPERATORS, 
A 
SUCH AS "ACCELERATED JACOBI," II WHERE (nv)± = w1(nv) i + (L-0)1)VI (6.18) 
AND "ACCELERATED GAUSS-SEIDEL" II WHERE 
(nv)± = w1(nv) i + ( 1 H O ± ) V 1 (6.19) 
IN (6.15) AND (6.16) 0)^ IS A "RELAXATION FACTOR" BETWEEN 0 AND 2. 
KUSHNER AND KLEINMAN [30] REPORT COMPUTATIONAL EXPERIENCE WITH THE ALGO­
RITHMS 
V(N+L) = ^(N) (6.20) 
.(N+1) = J (̂N) (6.21) 
VCN+L) m JĴ CN) (6.22) 
AS WELL AS (6.12) AND REGISTER THE MOST SATISFACTION WITH (6.22). 
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E X A C T L Y A N A L A G O U S M O D I F I C A T I O N S CAN B E DONE FOR A , S O THE V A ­
R I E T Y OF P O S S I B L E A L G O R I T H M S , D E P E N D I N G ON V E R S I O N OF IT , V E R S I O N OF 
A , Y AND Z , AND THE T E R M I N A T I O N R U L E , I S S E E M I N G L Y E N D L E S S . A S I N G L E 
E Q U A T I O N WHICH I N C L U D E S A L L T H E S E P O S S I B I L I T I E S I S 
V 
( N + 1 ) A Y n n Zn 
N 
V 
( N ) ( 6 . 2 3 ) 
WHERE Y N AND Z ^ ARE P O S I T I V E I N T E G E R S ALLOWED TO T A K E ON D I F F E R E N T 
V A L U E S AT E A C H I T E R A T I O N , AND WHERE A AND B ARE I N D I C A T O R S FOR P R E -
N N 
S C R I B I N G WHICH V E R S I O N ( I F A N Y ) OF A AND IT TO U S E A T I T E R A T I O N N . 
A C H O I C E F R E Q U E N T L Y MADE FOR Y ^ I S Y ^ * 0 0 - } ^ ? ^ • • • UNDER T H I S O P ­
T I O N AN I N I T I A L " I N - T H E - B A L L P A R K " S E T OF V A L U E S I S O B T A I N E D AND S U B S E Q U E N T 
V A L U E S A R E FOUND B Y P O L I C Y IMPROVEMENT A L O N E . U N D O U B T E D L Y , A S R E S E A R C H E R S 
I N MARKOV D E C I S I O N P R O C E S S E S GET U P - T O - D A T E W I T H D E V E L O P M E N T S I N N U M E R I C A L 
A N A L Y S I S , MORE A L G O R I T H M S W I L L A P P E A R . 
A F I N A L NOTE ON THE METHODS M O T I V A T E D B Y N U M E R I C A L A N A L Y S I S I S 
U S E F U L H E R E . T O T T E N [ 5 1 ] U S E D THE TERM feedback TO D E S C R I B E THE C O N C E P T 
OF U S I N G T H E M O S T R E C E N T L Y O P T A I N E D V A L U E S ^ V ^ J » _ = 1 » • • • » WHEN 
C O M P U T I N G ( I T V ) ^ I N ( 6 . 1 0 ) . WE P R O P O S E HERE TO U S E T H E TERM paAtiaJi fafizd-
back TO D E S C R I B E O P E R A T O R S THAT MAKE U S E OF SOME BUT NOT A L L OF THE MOST 
R E C E N T I N F O R M A T I O N . L E T E B E AN N - T U P L E OF I N T E G E R S W I T H 0 < E ( I ) < I - L , 
E 
I = L , . . . , N . T H E O P E R A T O R II , WHERE 
* I N F A C T , A L G O R I T H M ( 6 . 2 2 ) W I T H THE O P E R A T O R II R E P L A C E D B Y A I N THE 
D E F I N I N G E Q U A T I O N ( 6 . 1 9 ) I S THE W E L L - S T U D I E D S U C C E S S I V E O V E R R E L A X A T I O N 
METHOD [ 5 6 ] FOR S O L V I N G S Y S T E M S OF S I M U L T A N E O U S L I N E A R E Q U A T I O N S . S U C C E S ­
S I V E O V E R R E L A X A T I O N I S A P P L I E D I N C H A P T E R I I I , TO V A L U E D E T E R M I N A T I O N . 
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E 
(IIV). = min 
1 k = l , . . . , N 
e(i) v N 
ik k j = a kj j j - eCD+l 3 J , 
i s a paxtioJL £e.e.dback p o l i c y lmpnjove.mo.nt o p e A a t o i . This operator i s 
applied in Chapter I I I . When eCD^O for a l l i , p a r t i a l feedback r e ­
duces to no feedback or Jacob! i t era t ion . When e ( i ) = i - l for a l l i , 
p a r t i a l feedback i s f u l l feedback or Gauss-Seidel i t e r a t i o n . 
6 . 2 Bounds and Action Elimination 
ToLLojy conveAge.nce. means the r e p i t i t i o n of a po l i cy in two succes­
s ive po l i cy improvements. VaJfaxe. C£nveh%e.nQJL means the r e p i t i t i o n of 
values in two successive i t e r a t i o n s , and hence the termination, of ( 6 . 2 3 ) . 
I t was mentioned previously that po l icy convergence i s su f f i c i en t for 
value convergence in Howard's po l i cy i t erat ion method ( 6 . 1 0 ) and in 
Hastings' method ( 6 . 1 3 ) , but not in general . Against the advantage of 
being able to terminate on pol icy convergence one must weigh the disad-
0 0 
vantage of having to do a value determination, A , i . e . solving an N 
by N system of l inear equations, on each elucidated po l i cy . The nature 
of th i s disadvantage i s that , while the number of i t era t ions i s kept down, 
the time spent in each i t erat ion i s great , with most of that time spent 
in po l i cy evaluation. There does not appear in the l i t e r a t u r e any study 
attempting to answer the question: when should numerous f a s t i t era t ions 
be traded for few slow i t e r a t i o n s , or v ice versa? 
If we choose to forego the advantage of terminating on po l i cy con­
vergence so that l e s s time (or no time) i s spent in po l icy evaluation, 
then we become interested in ways of reducing the time spent in po l i cy 
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improvement . A s t r a t e g y f o r d o i n g t h i s i s to i d e n t i f y nonop t ima l a c t i o n s 
and t o e l i m i n a t e them from c o n s i d e r a t i o n in subsequent p o l i c y i m p r o v e ­
ments . Implementa t ion o f t h i s i d e a f o r Markov d e c i s i o n c h a i n s o r i g i n a t e d 
w i t h MacOueen [ 3 1 , 3 2 ] and was ex tended b y Por t eus [ 3 5 , 3 7 ] , T o t t e n [ 5 1 ] 
and Has t i ngs and M e l l o [ 2 0 ] t o o t h e r s t o c h a s t i c d e c i s i o n p r o c e s s e s . 
The MacQueen action etunlnatlon test r e q u i r e s tha t an N - t u p l e 
l o w e r bound and an N - t u p l e upper bound on the . - o p t i m a l v a l u e s 
L U L * U 
a r e a v a i l a b l e ; i . e . V and V such tha t v £ - v £ - v i » 1 = 1 , . . . , N , 
a r e known. In terms o f t h e s tandard f o r m u l a t i o n ( g i v e n i n S e c t i o n 5 ) o f 
t he d i s c o u n t e d Markov d e c i s i o n c h a i n , the t e s t i s [ 3 2 ] : Action b in 
state i Is nonoptanat l{ 
N 
r ( i , b ) + 3 I p ( j | i , b ) v t i > min 
j = l 3 aeA. 
N 
r ( i , a ) + $ I p ( j | i , a ) v ^ 
j » l J 
( 6 . 2 5 ) 
The l e f t s i d e o f the i n e q u a l i t y g i v e s t he v a l u e s t a t e i would o b t a i n i f 
a c t i o n b i s u s e d , assuming t h e best c o n c e i v a b l e v a l u e f o r d i s c o u n t e d 
f u t u r e c o s t s . The r i g h t s i d e o f ( 6 , 2 5 ) g i v e s the v a l u e s t a t e i would 
o b t a i n i f some o t h e r a c t i o n i s used assuming the WOKSt c o n c e i v a b l e v a l u e 
f o r d i s c o u n t e d f u t u r e c o s t s . T h i s l o g i c c l o s e l y r e s e m b l e s tha t o f fathom­
i n g i n branch and bound i n t e g e r programming. 
In terms o f the s t a t e - c h a n g e f o r m u l a t i o n the MacQueen t e s t i s : 
Deciding to change the state to k l& nonoptlmaZ In state i l£ 




s i h + r h * 0 £*hj v J 
j = l 
( 6 . 2 6 ) 
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Note tha t the o n l y s t a t e - d e p e n d e n t e x p r e s s i o n s i n ( 6 . 2 6 ) a r e the s t a t e -
change c o s t s s ^ . Thus t he MacQueen t e s t r e q u i r e s much l e s s computa­
t i o n when used on the s t a t e - c h a n g e f o r m u l a t i o n than when used on the 
s tandard f o r m u l a t i o n . 
MacQueen £ 3 1 , 3 2 ] g e n e r a t e s sequences o f l ower and upper b o u n d s , 
V ^ n ^ and V ^ n ^ , which a re used t o e l i m i n a t e a c t i o n s at e v e r y i t e r a t i o n . 
The method i s sometimes s o d i s c r i m i n a t i n g , he r e p o r t s , tha t a l l a c t i o n s 
but one f o r a c e r t a i n s t a t e a r e i d e n t i f i e d as n o n o p t i m a l , whence t h e 
( 0 ) 
o p t i m a l a c t i o n i s appa ren t . The bounds are computed as f o l l o w s : V 
( 0 ) * i s any N - t u p l e w i t h v^ = 0 . Then 
y ( n + l ) m n v ( n ) _ ( n v ( n ) } 
v ( n + l ) m v ( n + l ) + x ( n + l ) 
( 6 . 2 7 ) 
( 6 . 2 8 ) 
^ ( n + l ) m v ( n + l ) + ^ ( n + l ) ( 6 . 2 9 ) 
where 
. (n+1) , 1 . . 
1-3 ± 
T ( n + D ( 1 v A = (V-Q ) max 
1-6 ± 
(nv ( n ) ) i - v < n ) 
(irv (n )), - v < n ) ' i i j 
( 6 . 3 0 ) 
( 6 . 3 1 ) 
MacQueen has shown tha t t he sequence o f bounds ( 6 . 2 8 ) and ( 6 . 2 9 ) c o n v e r g e 
m o n o t o n i c a l l y from b e l o w and a b o v e , r e s p e c t i v e l y , t o V . [ 3 1 ] 
* The i n t e r p r e t a t i o n o f s u b t r a c t i n g a s c a l a r , (IIV ) _ , 
t u p l e , mrn ; , i s t ha t v ( n + l ) ^ Q^OO) _ (jX7in)) f 
from an N-
f o r a l l i 
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6 .3 Other Methods and Other P r o c e s s e s 
I f we c h o o s e no t t o f o r e g o the advantage o f b e i n g a b l e t o t e r m i n ­
a t e on p o l i c y c o n v e r g e n c e then d e c r e a s i n g the t ime r e q u i r e d f o r v a l u e 
d e t e r m i n a t i o n o p e r a t i o n s i s the most important c o n c e r n . To a c h i e v e t h i s 
end methods u s ing d e c o m p o s i t i o n o f the s t a t e space have been p r o p o s e d by 
W o l f e and Dan tz ig [ 5 9 ] , Kushner and Chen [ 2 9 ] , Hartman and Lasdon [ 1 7 ] , 
and Con t re ras [ 8 ] . MacQueen and H i t c h c o c k [ 3 3 ] p r o p o s e a method f o r 
v a l u e d e t e r m i n a t i o n which i s s i m p l y the d e g e n e r a t e c a s e o f ( 6 . 2 7 ) - ( 6 . 3 1 ) 
when t h e r e i s o n l y one a c t i o n a v a i l a b l e at each s t a t e ; i n o t h e r words 
IT i s r e p l a c e d by A . MacQueen and H i t c h c o c k p r e s e n t i m p r e s s i v e com­
p u t a t i o n a l e x p e r i e n c e , e . g . , the upper bound ( 6 . 2 9 ) came w i t h i n . 01 pe r 
c e n t o f t he l o w e r bound ( 6 . 2 8 ) a f t e r 5 i t e r a t i o n s on a p rob lem wi th 1000 
s t a t e s . U n f o r t u n a t e l y t h e s e c o m p u t a t i o n a l r e s u l t s a re somewhat s u s p e c t 
due t o the method they used f o r g e n e r a t i n g "random" t r a n s i t i o n p r o b ­
a b i l i t y m a t r i c e s . They used f o u r d i f f e r e n t t y p e s o f t r a n s i t i o n m a t r i c e s 
but they a l l s u f f e r e d from the p rob l em b e s t demons t ra ted by t he f i r s t . 
In t he f i r s t t ype o f ma t r i x " the row e n t r i e s were randomly g e n e r a t e d by 
s e l e c t i n g f o r each e n t r y a u n i f o r m l y d i s t r i b u t e d random number be tween 
0 and 1 and then n o r m a l i z i n g by the row t o t a l . " [ 3 3 ] The p r o b l e m w i t h 
t h i s p r o c e d u r e i s tha t the row e n t r i e s w i l l tend t o be v e r y s m a l l , a l l 
f a i r l y near ^ . With N=1000 s t a t e s the unnormal ized sum o f t he row 
e n t r i e s i s g o i n g t o b e v e r y c l o s e t o 500 by the law o f l a r g e numbers. 
Thus , the l a r g e s t v a l u e d e n t r y i n t he row can b e no l a r g e r than about 
, a r a t h e r r e s t r i c t i v e c o n d i t i o n . We c a n n o t , t h e r e f o r e , b e c e r t a i n 
tha t MacQueen*s and H i t c h c o c k ' s [ 3 3 ] v a l u e d e t e r m i n a t i o n method w i l l p e r ­
form w e l l i n g e n e r a l . Another method f o r v a l u e d e t e r m i n a t i o n , natuAaZ 
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d(LC.omp06AJtion9 a p p l i c a b l e t o n o n - e r g o d i c c h a i n s , i s i n t r o d u c e d i n 
Chapter I I I o f t h i s t h e s i s . 
Complet ing t h i s su rvey o f s o l u t i o n t e c h n i q u e s f o r ( f i n i t e - s t a t e , 
f i n i t e - a c t i o n ) Markov d e c i s i o n c h a i n s , t h e r e has r e c e n t l y appeared 
ano the r me thodo logy which d i f f e r s s i g n i f i c a n t l y from the p r e v i o u s l y 
e x i s t i n g t e c h n i q u e s . The i d e a o f t h e s e me thods , as p r o p o s e d by Z a l d i v a r 
and Hodgson 163] f o r u n d i s c o u n t e d problems and b y Young and Con t re ra s [ 8 ] 
f o r the d i s c o u n t e d c a s e , i s t o a t tempt t o f o r e c a s t the f i n a l s o l u t i o n 
v a l u e s V* on the b a s i s o f e a r l y e s t i m a t e s V ^ , V ^ , . . . o b t a i n ­
ed from some i t e r a t i v e method o f t he form ( 6 . 2 3 ) . Th is i s s t i l l a f e r ­
t i l e a rea f o r r e s e a r c h as t h e r e a r e many o p t i o n s t o t ake o n : 1 ) the 
u n d e r l y i n g i t e r a t i v e method, 2) the f o r e c a s t i n g method, and 3) t h e d e ­
c i s i o n r u l e on how o f t e n and when t o f o r e c a s t . Computa t ional e x p e r i e n c e 
t o d a t e 1 8 , 6 3 ] i s p r o m i s i n g . 
T h i s s e c t i o n has s u r v e y e d the compu ta t i ona l a s p e c t s o f Markov d e ­
c i s i o n c h a i n s . I t i s impor tan t t o n o t e t ha t c o m p u t a t i o n a l a s p e c t s (as 
w e l l as a p p l i c a t i o n s ) have been de-emphas ized in the Markov d e c i s i o n 
p r o c e s s l i t e r a t u r e . A l a r g e p o r t i o n o f the l i t e r a t u r e i s d e v o t e d t o 
s t u d y i n g fundamental q u e s t i o n s about more g e n e r a l s t o c h a s t i c d e c i s i o n 
p r o c e s s e s where in assumpt ions such as bounded c o s t s , f i n i t e s t a t e s p a c e s , 
f i n i t e action s p a c e s , c o n s t a n t s o j o u r n t imes i n each s t a t e , and t i m e -
h o m o g e n e i t y , a r e r e l a x e d . The s t a t u s o f t h i s a rea o f r e s e a r c h i s s u r ­
v e y e d b y P o r t e u s [ 3 6 ] . 
6 . 4 S t r u c t u r e d P o l i c i e s 
Another impor tan t a rea o f r e s e a r c h on s t o c h a s t i c d e c i s i o n p r o c e s s e s 
i s i n the use o f &&IUC£U/IE.d poLtcieA [ 3 6 ] . These a r e p r o b l e m - s p e c i f i c 
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decis ion rules that are used to characterize optimal p o l i c i e s at much 
l e s s computational expense than would be required by general approaches, 
and allow us (when they are optimal) to r e s t r i c t attention to a smaller 
c lass of p o l i c i e s than would ordinari ly be considered. The ear l i e s t of 
these i s the famil iar ( s , S ) inventory po l icy 121,p.503] which applies to 
the example of Section 2 . 3 under certain assumptions on holding, short ­
age and replenishment cos t s . 
Derman [12] proposed a simple heur i s t i c for certain machine r e ­
placement problems. He described a unit as being in one of N , l s tates 
with s ta te 0 meaning inoperative and states 1 , 2 , . . . , N referring to 
progressively bet ter conditions. He defines "a control lanit policy as 
one which always replaces the unit whenever the observed s ta te i s 
1 Q , 1 Q + 1 , . . . , N , and never replaces the unit in s tates 0 , 1 , . , . , 1 Q - 1 ; 
s ta te 1Q i s the control limit. Under certain conditions on the Markov 
trans i t ion probab i l i t i e s {p^j^* -here always ex is t s a control l imi t 
po l i cy that i s optimal." [ 1 2 , p . l 2 2 ] Derman fs suf f i c i ent conditions for 
opt imal i ty of a control l imi t pol icy are equivalent to : 
k k 
i > _ => I P i h < I P i h , for a l l i , j , k . ( 6 . 3 2 ) 
h=0 h=0 J 
An i n t u i t i v e interpretat ion of ( 6 . 3 2 ) i s : i i s a "healthier" s t a t e than 
j , therefore the machine has a smaller probabi l i ty of moving from i 
than from j to one of the "sick" s tates 0 , 1 , . . . , k - 1 . This in tu i t ion 
* "Heuristic" i s used here in the sense of "an idea motivated by common 
sense and serving as a guide to so lut ion ," not in the sense of "neces­
s a r i l y inexact" which has crept into usage among operations researchers. 
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b e s t a p p l i e s when P ^ j 3 5 ^ f o r i < j * tha t i s when the machine cannot im­
p r o v e i t s c o n d i t i o n be tween i n s p e c t i o n s . 
M i l l e r [ 34] employed a h e u r i s t i c d i s p a t c h i n g r u l e t o min imize l o n g 
run ave rage e x p e c t e d b a c k o r d e r s i n a m i l i t a r y equipment r e p a i r sys tem. 
M i l l e r showed tha t the p o l i c y o b t a i n e d from the h e u r i s t i c r u l e was o p t i ­
mal f o r the Markov d e c i s i o n p r o c e s s model o f t he d i s p a t c h i n g p rob l em. 
Swersey 149] fo rmula t ed the p rob lem o f d e c i d i n g how many f i r e -
f i g h t i n g u n i t s t o d i s p a t c h t o a f i r e alarm as a semi-Markov d e c i s i o n 
p r o c e s s . A s imp le d e c i s i o n r u l e based on a c u t o f f v a l u e f o r an e s t i m a t e 
o f t he s e r i o u s n e s s o f the f i r e was shown t o g e n e r a t e an o p t i m a l p o l i c y . 
S t o c h a s t i c d e c i s i o n p r o c e s s e s a re a p p l i c a b l e t o the o p t i m a l c o n ­
t r o l o f queueing sys tems [ 3 8 ] where , f o r i n s t a n c e , t he number o f s e r v e r s 
[ 3 , 4 ] o r the r a t e o f s e r v i c e [ 4 5 ] i s a dynamic d e c i s i o n v a r i a b l e . S t r u c ­
tu red p o l i c i e s such as t u rn ing on ( o r l e a v i n g on) a removable s e r v e r when 
k o r more cus tomers a re p r e s e n t , and tu rn ing o f f t he s e r v e r when i t i s 
i d l e , have been i n v e s t i g a t e d and i n some c a s e s shown o p t i m a l [ 3 ] , 
S p e c i a l l y s t r u c t u r e d p o l i c i e s which a r e c h a r a c t e r i z e d by a s i n g l e 
" c u t o f f " v a l u e o f a pa ramete r , such as a c o n t r o l l i m i t o r k cus tomers 
i n the queue o r p r o b a b i l i t y s t ha t a f i r e i s s e r i o u s [ 4 9 ] , b e l o n g t o 
the c l a s s o f p o l i c i e s c a l l e d monotone, poticiZA and s t u d i e d by S e r f o z o 
[ 4 5 ] , Experiments w i t h monotone p o l i c i e s a re d e s c r i b e d i n t h i s t h e s i s 
f o r some s t o c h a s t i c d e c i s i o n p r o c e s s e s i n l o c a t i o n a n a l y s i s . 
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CHAPTER I I I 
A SINGLE-FACILITY DYNAMIC PROBABILISTIC 
LOCATION PROBLEM 
In th is chapter the methodology of state-change Markov decision 
chains i s applied to a dynamic probab i l i s t i c locat ion problem involving 
a s ing le new f a c i l i t y and a s ingle exist ing f a c i l i t y . The next chapter 
extends consideration to dynamic probabi l i s t i c locat ion problems with 
mult iple ex is t ing f a c i l i t i e s . 
Conforming in this work to the l i t e ra ture of locat ion analys i s , 
the d i s t inc t ion between a new f a c i l i t y and an e x i s t i n g f a c i l i t y i s that 
the locat ion of a new f a c i l i t y i s under a decision maker's control and 
the locat ion of an eXAJ>ting f a c i l i t y i s not under a decision maker's 
control . The new f a c i l i t y may be thought of as a service provider 
( e . g . , ambulance, warehouse, l i f t truck) or 4e/LV€A and the ex is t ing 
f a c i l i t y may be thought of as a service requester ( e . g . , accident v ict im, 
market area, movement requirement) or cuAtomeA. 
The dynamic aspect of the problem introduced here i s that f a c i l i ­
t i e s (new or ex is t ing) may change locations over time. In each time 
period, certain costs are incurred and the location (or re locat ion) de­
c i s ion has to be made again for the new f a c i l i t y . The probab i l i s t i c 
aspect of the problem i s that the changing location of the ex i s t ing f a ­
c i l i t y i s considered to be a random phenomenon. A great var ie ty of prob­
lems may be formulated within this framework through varying assumptions 
about the random phenomena and the cos t s . One part icular formulation i s 
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analyzed in de ta i l for the remainder of th is chapter. 
1 . The Process 
The locat ion of both the new and the ex is t ing f a c i l i t y , while 
poss ib le locat ions . The changing locat ion of the exist ing f a c i l i t y i s 
described by a known Markov trans i t ion matrix P while the locat ion of 
the new f a c i l i t y depends on the instructions of a decis ion maker. Costs 
are incurred in two ways: 1) when the new f a c i l i t y i s relocated by 
choice, and 2) when the two f a c i l i t i e s interact for service in each time 
period. 
The s t a t e of the system at time t , ^ 0 , 1 , 2 , . . . , i s represented 
as an ordered pair (X. , A . ) e W * W , where X f c i s the locat ion of the 
new f a c i l i t y and A f c i s the locat ion of the ex is t ing f a c i l i t y . An a r ­
b i trary rea l i za t ion of the two-dimensional s ta te variable i s written as 
( i , j ) ; the next rea l i za t ion i s (k ,£ ) . The dual nature of the t r a n s i ­
t ion i s expressed by the diagram of Figure 5 . 
changing over time, are confined to a finite set W = { l , • . . , ,N} of 
choice 
chance 
Figure 5 . Typical Transition 
The data assumed to be avai lable for th i s problem are: 
P • trans i t ion matrix for ex is t ing f a c i l i t y l oca t ion , W x W 
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F = matrix of re locat ion c o s t s , N x W 
Minimize E ^ ( f ( x t - 1 , x t ) + r ( x t , A t ) } p -
t - 1 
( 1 . 1 ) 
With respect to our a b i l i t y to solve th is type of problem there 
i s no l o s s of general i ty in assuming that a l l costs are proportional to 
distance. Analysis of the problem i s presented with F given as a d i s t ­
ance matrix, in units such that the cost of service when the two f a c i l i ­
t i e s are separated by a distance f^ i s f , and the cost of re loca t ­
ing a distance f., i s ocf. . . a i s referred to as the K2JtoojCution cost 
{OLOfcoK, This cost convention i s used because i t reduces the data r e ­
quirements; our methods apply, however, when F and have any de­
s ired form. 
F" = matrix of service cos t s , N x N 
$ = discount factor . 
Both types of cos t s , new f a c i l i t y relocation and f a c i l i t y interact ion , 
are location-dependent but not time-dependent. f „ i s the cost i n ­
curred whenever the new f a c i l i t y i s moved from i to j . f^ i s the 
cost of service whenever the new and exis t ing f a c i l i t i e s are at i and 
j , respect ive ly . The order of events i s : 
1) the decision-maker observes ( X t i » ^ t _ ^ ) and chooses , 
2) the relocat ion cost f Q _ t _ ^ , X . ) i s incurred, 
3) the chance locat ion A t i s real ized and 
4) the cost f ^ ( X . , A t ) i s incurred; 
then the process repeats. The objec t ive i s to minimize the expected 
present worth of a l l the cos ts , i . e . , 
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2 . Modeling the Location Problem as a Two-Dimensional 
State-Change Markov Decision Chain 
The problem i s modeled as a two-dimensional state-change Markov 
decis ion chain because the s ta te i s ident i f ied as an ordered pa ir . The 
decis ion variables are trebly subscripted, for i,j,keW 
d i j k = 1 , i f the decision-maker chooses to move the 
new f a c i l i t y to location k whenever the 
new f a c i l i t y i s at locat ion i and the 
exist ing f a c i l i t y i s at locat ion j , 
= 0 , otherwise. 
When the decision = 1 i s implemented the s ta te i s changed from 
( i , j ) to ( k , j ) . To completely conform with the state-change method­
ology, decision variables should be quadruply subscripted as d ^ ^ , 
where d ^ ^£ i s the probabi l i ty of choosing to change the s ta te from 
( i , j ) to (k ,£ ) . Of course, the simplifying fact 
L i j , k £ 
, i f <Wj 
for a l l i , j ,k ,£eW ( 2 . 1 ) 
i . e . , that the location of the ex is t ing f a c i l i t y cannot be changed by 
choice, obviates the four-dimensional var iables ; but th i s notation w i l l 
be used b r i e f l y for expository purposes to describe the complete t r a n s i ­
t ion matrix of the stated-change process . 
2 . 1 The Complete Transit ion Matrix 
When the ex is t ing f a c i l i t y changes i t s locat ion from locat ion j 
to locat ion I , which occurs with conditional probabi l i ty Pj£j the s ta te 
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i s changed from ( i , j ) t o ( i , £ ) . Thus, chance -de t e rmined changes o f 
s t a t e a r e c h a r a c t e r i z e d by p r o b a b i l i t i e s p ^ ^ £ where 
*±u±i R Pj^ > i f k S 3 i 
0 , i f k ^ i 
f o r a l l i , j , k , £ e N . ( 2 . 2 ) 
When the p r o b a b i l i t i e s d ^ ^ £ and p^_. ^ a r e p l a c e d i n t w o - d i m e n s i o n a l 
a r r a y s D and P , r e s p e c t i v e l y , w i t h a row and column f o r each s t a t e , 
the c o m p l e t e t r a n s i t i o n ma t r ix T i s de te rmined by T = DP As an 
example l e t N=»3 and l e t 
f . l .7 . 2 
. 4 0 . 5 
. 6 . 1 .3 
Then 


























L3 3 2 
1 1 3 
l l 2 3 
d i 3 3 
d 2 1 
L22 3 
L2 3 3 
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3 2 3 
l 333 
* The same o r d e r i n g o f s t a t e s must b e used f o r rows and columns o f each 

























1 1 12 1 3 2 1 22 23 31 32 3 3 11 r.ldni .7diii .2dm •ldi12 .7dii2 .2dii2 .ldi l 3 .7dii3 .2dii3 
12 -4di2i 0 •5di21 .4dJ22 0 .5di2  • 4di2 3 0 .5di2 3 
1 3 .6dj 31 . ldi31 .3di3i .6di32 •ldi3 2 •3di32 • 6di3 3 •ldi3 3 •3di3 3 
21 •1̂211 .7d211 •2d2ii ,ld2i2 .7d2i2 .2d2i  •ld2i3 .7d2i3 •2d2i3 
22 .4d2i 0 •5d2i .4d222 0 .5d2 2 .4d23 0 •5d23 
2 3 • 6d2 31 •ld2 3l •3d23i . 6d̂  3 2 •ld23 2 •3d232 .6d2 3 3 •ld2 3 3 •d2 3 3 
31 .ld3ii .7d3II .2d3l .Id3i2 .7d3i2 •2d3i2 • Id 3 1 3 •7d3i  •2d3i3 
32 .4d3 2 1 0 .5d32i .4d32 0 .5d322 •4d323 0 •5d32 3 
3 3 • 6̂3 31 •ld331 • 3d3 3i .6d3 3 2 .Id3 3 2 • 3d3 32 .6d3 3 3 •ld3 3 3 • d3 3 3 











-HM ' ?r<WV»*> (2-4) 
which comprise the elements of the matrix product DP have at most one 
nonzero term. This agrees with the argument that the complete probabi l ­
i t y of the trans i t ion ( i > j ) •+ (k ,£ ) i s the j o i n t probabi l i ty that the 
locat ion of the new f a c i l i t y changes by cholc.2, from node i to node k 
and the locat ion of the ex is t ing f a c i l i t y changes by ckancz from node j 
to node Z . Since these events occur independently 
HU*L
 = Pr{Wk>An+l=£lXn=±'VJ} 
= Pr{X =k|x = i , A =j}Pr{A =£|x = i , A = j } 
n+1 n * n J n+1 n ' n J 
= d i j k p j £ . ( 2 . 5 ) 
A complete trans i t ion i s characterized by the diagram of Figure 6, 
"choice" "chance" 
( i , j j -((M^ H(k,£)) 
state-change chance trans i t ion 
p r o b = d i j k p r o b = p j £ 
cost « etfjk cost « f ^ 
= d. 
tij.k£ " dijk pj£ 
Figure 6 . Complete Transit ion for S ing le -Fac i l i ty Problem 
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When the s tates are ordered ( 1 , 1 ) , ( 1 , 2 ) , . . . , ( 1 , N ) , ( 2 , 1 ) , . . . , ( N , l ) , 
( N , 2 ) . . . , ( N , N ) , as in the preceeding example (and as in a l l subsequent 
4 
developments), the N elements of the T matrix may be partioned into 
2 
N submatrices, T. , , i , k = * l , . . . ,N .. Then T = 










• T 21 
T 
22 











• • • T 
NN 
NN 
where T ^ cons is ts of the probab i l i t i e s of a l l t rans i t i ons , 
( i , j ) -»• (k ,£ ) , j , £ = 1 , . . . , N , from s tates having the new f a c i l i t y 
in node i to s tates having the new f a c i l i t y in node k . Under any 
pure, stat ionary state-change pol icy the complete trans i t ion matrix, 
when writ ten in form ( 2 . 6 ) , has a spec ia l s tructure: 
1) every row of T has a l l of i t s nonzero elements (.2.7) 
concentrated in one of the part i t ions T ^ ; and 
2) i f the j t h row of T ^ i s not a l l zero then i t i s ( 2 . 8 ) 
the same as the j t n row of P . 
Let the state-change po l icy given by the following table be used 
in the preceeding example. 
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Then 
d . f o r k « 
State , ( i , j ) 1 2 3 
11 0 1 0 
12 1 0 0 
13 0 1 0 
21 0 0 1 
22 0 0 1 
23 1 0 0 
31 1 0 0 
32 0 1 0 
















0 . 6 
,1 . 3 







31 32 3 3 
4 0 . 6 
. 6 
. 3 
. 6 (2.9) 
. 3 
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To i l l u s t r a t e property ( 2 . 7 ) in ( 2 . 9 ) , note that the pos i t ive 
elements of row ( 2 , 3 ) are a l l in the submatrix T ^ ; th is i s because 
d 2 3 1 = l . Further, the elements t 2 3 ^ , t 2 3 1 2 , t 2 3 ^ are respec­
t i v e l y , , p 3 2 , p ^ . demonstrating property (2.8). Heur i s t i ca l l y , 
the specia l structure of T may be thought of as evolving as fo l lows: 
N copies of the P matrix are "stacked" on top of each other and then 
the rows of the "stack" are individual ly "sl id" an integer mult iple of 





















Figure 7. Structure of T 
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th 
Figure 7 i s an example with N=*4 where Row i means the i row 
of P . 
A f i n a l point on T f s structure: the density of T (proportion 
of elements that are nonzero) equals the density of P divided by N . 
With density no greater than ~ , T i s an extremely sparse matrix. 
2 . 2 The Value Determination Equations and the Extremal Equations 
This section develops two things necessary for analyzing the l o ­
cation problems: 1) the mechanism for evaluating a given state-change 
po l i cy (analagous to equations ( 2 . 2 ) and ( 2 . 3 ) of Chapter I I ) , and 2) 
the extremal equations for characterizing a ^-optimal pol icy ( l i k e ( 4 . 1 ) 
of Chapter I I ) . 
The trans i t ion probab i l i t i e s t ^ ^ associated with a given 
s t a t e change po l i cy , D={d , } , are given by ( 2 . 5 ) . The associated 
i j K 
trans i t ion costs are the next item invest igated. 
Consider the expected value of the costs incurred in a s ing l e 
period with the process beginning in s ta te ( i , j ) . This quantity i s 
written r ^ . By convention a time period begins when i t i s the 
decis ion maker's turn to change the s t a t e . I f he changes the s t a t e to 
( k , j ) by moving the new f a c i l i t y to locat ion keW , then the expected 
s ing le period cost i s the expected cost of the chance trans i t ion from 
( k , j ) , given by Z ^ i P j ^ ^ » P ^ u s t n e cost of changing the s t a t e from 
( i , j ) to ( k , j ) , a f i k . Since the change from ( i , j ) to ( k , j ) i s made 
with probabi l i ty d . , 
l jK . 
- JMV (af ik + j ^ V ( 2-1 0 ) 
71 
for a l l (i,j)eN><W . This i s simply equation ( 2 . 1 ) of Chapter I I for 
the part icular state-change Markov decision chain considered in th is 
chapter. Equation ( 2 . 1 0 ) i s i l l u s t r a t e d by Figure 8. 
cost=af ik 
probed 
Figure 8. I l l u s t r a t i o n of the 
Expected Immediate Cost Equation (.2.10) 
The inner summation of ( 2 . 1 0 ) i s an important quantity, whose 
symbol w i l l be 
N 
( 2 . 1 1 ) 
1=1 
note, w ^ 1 8 t n e expected value of the immediate cost of service when 
the exist ing f a c i l i t y i s at locat ion j and the new f a c i l i t y has j u s t 
been moved to locat ion k . The matrix 
. 5 5 P F ( 2 . 1 2 ) 
may be computed and tabulated at the outset before spec i f i c p o l i c i e s are 
se lected or evaluated. 
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Next consider the s tate values , v ^ . These must sa t i s fy the 
value equations (.1.3) of Chapter I I , which, for the case of a two-
dimensional s ta te , have the form 
( 2 . 1 3 ) 
Substituting 
•ij - J w d i j k K k + w j k > 
(2 .14 ) 
and 
h u u " d i j k p j £ 
( 2 . 5 ) 
in ( 2 . 1 3 ) y i e lds 
i j 
a f i k + W j k + 3 I p i / v k / ( 2 . 1 5 ) 
for a l l ( i , j ) e W x W , Equations ( 2 . 1 5 ) were derived in the same manner as 
equations ( 2 . 2 ) of Chapter I I and they serve the same purpose. Solving 
( 2 . 1 5 ) i s the value determination operation for any stationary s t a t e -
change po l i cy , "td^^} , in the s i n g l e - f a c i l i t y locat ion problem. 
F ina l ly , in th i s section we spec ia l i ze the value determination 
equations for the case of pure po l i c i e s and use the resul t to motivate 
the extremal equations. Let k^eW be the location to which the new 
f a c i l i t y i s moved whenever s ta te ( i , j ) i s observed. A pure state-change 
pol icy i s denoted by K « { k j j } • The relat ionship between the notation 
7 3 
D = { d . } and K , in the case of stationary pure p o l i c i e s , i s 
lo , 0 , otherwisej 
1 , i f k « k . . j 
, i , j ,keN ( 2 . 1 6 ) 
Using K , C 2 . 1 5 ) reduces to 
= a f C l , k ± J ) + w Q , k t j ) + 3 I p ^ v ( k i : j , £ ) ( 2 . 1 7 ) 
for a l l (i,j)eWxW . Equations ( 2 . 1 7 ) are i n t u i t i v e ; the three terms of 
the right-hand side are , respect ive ly , the relocat ion (state-change) 
cos t , the expected service ( s t a t e - v i s i t ) cost and the expected discount­
ed future c o s t s , a l l of which depend on the current pure po l i cy . 
The extremal equations for the s i n g l e - f a c i l i t y locat ion problem 
have the structure of ( 2 . 1 7 ) where the speci f ied decis ion k^ i s r e ­
placed by an arbitrary locat ion k , and the object ive i s to choose k ' s 
which minimize the s ta te values , i . e . 
We have now represented the problem to be solved: find a pure pol icy 
K = { k ^ } such that the values associated (via ( 2 . 1 7 ) ) with K , v ^ , 
are optimal in the sense of ( 2 . 1 8 ) . The object ive o r i g i n a l l y s ta ted , 
( 1 . 1 ) , i s equivalent to v_^ when the condition (XQ,AQ) = ( i , j ) i s 
assumed. The remainder of the chapter i s devoted to solving ( 2 . 1 8 ) . 
If d i f ferent functions F and F" are used to describe re locat ion 
and service costs respect ive ly , then equations ( 2 , 1 8 ) are s t i l l appropri-
, (i.j)eWxW . ( 2 . 1 8 ) 
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ate for solving the problem 
Minimize E £ I f ( X t - 1 , X t ) + f " ( X t , A t ) J g 
J 
N 
with a=l and w 
£=L P J£ F KZ 
3. Solution Techniques 
A l l the known methods for solving Markov decis ion chains, includ­
ing those reported in Chapter I I , are applicable to solving the two-
dimensional, state-change, locat ion problem of this chapter. I t would 
be unwise, however, to apply those techniques without f i r s t inves t iga t ­
ing the specia l character is t ics of our part icular problem. This sect ion 
describes the special character i s t ics and shows how they can be e x p l o i t ­
ed in each component of the so lut ion techniques. 
The remainder of th is chapter, devoted ent ire ly to solving the 
problem introduced in Sections 1 and 2 , i s organized as fo l lows: F irs t 
some notation i s introduced which enables us to describe the value de­
termination operation ( 2 . 1 7 ) as a matrix equation. Section 3 . 1 cons i ­
ders i n i t i a l i z i n g the pol icy and the values . The s ta te values associated 
with a certain i n i t i a l p o l i c y , ca l led the kypQJimyopic policy, are obtain­
ed at l i t t l e computational e f f o r t . Section 3 . 2 discusses various methods 
for solving the value determination equations, including the i t e r a t i v e 
methods mentioned in Chapter IX. An unusual phenomenon of a nonoptimal 
po l icy haying some of i t s associated values at their optima i s a l so d i s ­
cussed in Section 3 .2 and so i s a new algorithm for value determination 
on nonergodic chains. Section 3 . 3 i l l u s t r a t e s some a l ternat ive po l i cy 
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improvement operators based on the p a r t i a l feedback concept introduced 
in Chapter I I . Section 3 . 4 applies the MacQueen action elimination t e s t 
to the locat ion problem. F i n a l l y , computational experience i s reported 
in Section 4 for several algorithms incorporating various options on the 
procedures in Section 3 . 
In order to describe the subsequent developments compactly, the 
following notation i s employed: 
V = NxN matrix of v . . . 
2 
V = N x l vector of v . . in the usual order, v- - ,v_ „ , . . . , v - . T , i j 11 12 IN 
V 2 1 , . . . , V 2 N , . . . , V N 1 , . . . , V N N . 
V. = Nxl vector of v . , v . . T . i i l IN 
R = Current NxN matrix of expected immediate cos t s , 
r = a f ( i , k ) + w ( j , k ± J ) ( 3 . 1 ) 
~ 2 , 
R = N * l vector of r . . 
R. = Nxl vector of r , r . „ . i i l IN 
The system of value determination equations ( 2 . 1 7 ) for evaluating 
a pure state-change pol icy K i s equivalent to 
V = R + $TV ( 3 . 2 ) 
or QV - R ( 3 . 3 ) 
where Q = I - $T , ( 3 . 4 ) 
2 2 
I i s an N xN ident i ty matrix, and T i s the complete trans i t ion 
matrix with elements given by ( 2 . 5 ) . Note, R and T (and consequently 
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V ) are dependent on the current pol icy K . The dependence of R on 
K i s given by ( 3 . 1 ) . The dependence of T on K i s given by ( 2 . 5 ) 
and ( 2 . 1 6 ) , or i t may be expressed by a more precise statement of prop­
erty ( 2 . 7 ) : 
Row ( i , j ) of T , the complete trans i t ion matrix for the 
two-dimensional state-change process operating under the 
pure po l i cy K , has a l l i t s nonzero elements concentrated 
in the submatrix T ( i , k ^ ) . 
3 . 1 I n i t i a l i z a t i o n 
The amount of work required to i n i t i a l i z e an i t e r a t i v e procedure 
for solving Markov decis ion chains i s dependent on both the solut ion 
procedure se lected and the structure of the part icular problem. When 
using an algorithm such as Howard's [22] or Hastings' [18] where value 
determination operations (VDO's) are performed, the i n i t i a l VDO i s 
general ly as cost ly as subsequent VDO 's . The po l icy most often used 
for the i n i t i a l VDO i s the myopic (or gKCcdy) p o l i c y , that pol icy which 
minimizes expected immediate cos t s . When using successive approximation 
type methods [ 3 0 , 5 7 ] , which neglect VDO's , the myopic pol icy i s s t i l l 
the most common i n i t i a l po l i cy . In part i cu lar , when a nonfeedback 
(Jacobi) po l i cy improvement routine i s used to generate the i n i t i a l 
po l i cy and the values of s tates are i n i t i a l l y set to zero , the myopic 
pol icy w i l l prec ip i ta te . 
3 . 1 . 1 Myopic and Hypermyopic g o l i c i e s . For the locat ion problem 
the myopic p o l i c y instructs the new f a c i l i t y to move to the locat ion 
which minimizes the sum of re locat ion cost and the expected value of the 
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next service cost . Let 
r . , ( k ) = af . , + w,, , C M ) E M X . M . C3.5) 
i j ik j k 
FT r A i 
Then the myopic pol icy i s K = I - k ^ / where 
r . . ( k * ) - m i n r , . ( k ) , ( i , j ) E W X W . (3.6) 
This pol icy i s easy to ident i fy , and i t s use i n i t i a l l y would be in con­
cord with accepted pract ice ; y e t , there i s another pol icy which has more 
advantages. 
An a l ternat ive i n i t i a l pol icy i s given the name here of kypQA-
myop<LC. The name conveys the idea that the hypermyopic pol icy exagger­
ates the myopic tendency of considering only the near-term. Prec i se ly , 
the hypermyopic po l icy instructs the new f a c i l i t y to choose the locat ion 
which minimizes re locat ion cost alone. I t i s assumed quite natural ly 
that f ^ ^ O f ° r a H » i » e ' there i s no re locat ion cost when the 
new f a c i l i t y does not move; so the hypermyopic pol icy i s simply to leave 
the new f a c i l i t y at i t s current locat ion , or ^ i j = i f ° r a ^ ( i »J ) • 
The advantages of the hypermyopic pol icy are that i t i s a reasonable 
s tart ing pol icy obtainable without any ca lculat ion , and, much more im­
portant ly , that i t can be evaluated with far l e s s e f for t than i s required 
for usual VDO 's . The l a t t e r advantage i s described in d e t a i l in the 
next sect ion. 
In certain instances the myopic and the hypermyopic p o l i c i e s are 
ident i ca l . I f th is i s known to be the case , then computation of (3.6) i s 
an unnecessary expense. Suff ic ient conditions for equivalence of the two 
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p o l i c i e s are: 
f±l - ^ik + f k £ f o r a 1 1 i » ' e ' k e W ' (-3.7) 
and a 2> 1 . ( 3 . 8 ) 
To ver i fy the suf f ic iency , note , for a l l i , J , k e W , 
R I J ( K ) = A F I K + W J K 
I K T £ F J R K E 
= J P J £ ( A F I K + F K £ } 
- £ P L £ F I £ C B Y ( 3 ' 7 ) A N D ( 3 ' 8 ) ] 
w j i 
" r i j ( i ) : 
it 
whence k ^ = i , i . e . the myopic pol icy i s hypermyopic when ( 3 . 7 ) and 
( 3 . 8 ) are assumed. 
Of the two suf f i c i ent condit ions, ( 3 . 7 ) i s by far the l e s s r e ­
s t r i c t i v e . I f the entries f^ are obtained by measuring the distance 
between locat ions i and J with respect to a metric; then, by d e f i n i ­
t ion (of m e t r i c ) , the tr iang le inequal i ty , ( 3 . 7 ) , must hold. Since some 
metric ( e .g . r e c t i l i n e a r or Euclidean) i s probably going to be used to 
measure distance in every prac t i ca l case , ( 3 . 7 ) i s a reasonable assumption. 
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On the other hand, condition ( 3 . 8 ) may or may not hold in cases of 
prac t i ca l in teres t . Whether or not a > l depends on the nature of the 
service a c t i v i t y whose cost i s modeled by f^ . I f the ex is t ing 
f a c i l i t y moves to the new f a c i l i t y when they interact for service and 
i f the new f a c i l i t y i s the more d i f f i c u l t to move, then a>l i s ap­
propriate . I f service involves a round tr ip taken by the new f a c i l i t y 
and i f moving for service and moving to re locate cost about the same 
per m i l e , then cfc^ . For a case when a i s very much l e s s than one, 
consider any case in which the service interact ions involve movement of 
tangible or intangible (VW£> of the f a c i l i t i e s , such as when an o f f i c e 
copier serves o f f i ce s and only people and paper actual ly move. 
The su f f i c i en t conditions ( 3 . 7 ) and ( 3 . 8 ) may be weakened without 
destroying the equivalence of the myopic and hypermyopic p o l i c i e s . The 
inequal i ty 
a f i k + f k £ -
 f±l * f o r a 1 1 i»k»^eW » 
required in the val idat ion of the suf f i c i ent conditions above, can pos­
s i b l y hold when a < l . Even in s i tuat ions when the two p o l i c i e s are not 
i d e n t i c a l , experience indicates that the hypermyopic i s the preferred 
i n i t i a l po l i cy . The reason for th is i s demonstrated below. 
3 . 1 . 2 Obtaining I n i t i a l Values With the Hypermyopic Po l i cy . A 
key issue in the design and implementation of i t e r a t i v e algorithms i s 
the tradeoff between qual i ty of the i n i t i a l solut ion and the cost of ob­
taining i t . The s ta te values associated with the hypermyopic po l i cy are 
a reasonable f i r s t estimate of the solut ion to ( 2 . 1 8 ) ; in fact some of 
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these values may turn out to be optimal. (Section 3 . 2 . 2 ) Furthermore, 
determination of the s ta te values for the hypermyopic pol icy can be 
accomplished at the cost of inverting an N by N matrix, a remarkably 
low cost considering that ordinari ly the value determination operation 
2 2 ( ( 2 . 1 7 ) or ( 3 . 2 ) ) i s a system of N equations in N unknowns. 
The hypermyopic pol icy i s ^ j ^ i for a l l (i,j)eWxW ; or equiva­
lent l y , 
f l i f k=i 
d , i,j,keW 
(0 otherwisej 
This resu l t s in complete trans i t ion probabi l i t i e s 
i f k=i % 
Vhke = d i jk P j £ = , i , j ,k ,£eN ; (3.9) 
otherwisej 
and the partitioned form of T , ( 2 . 6 ) , is block-diagonal with T-j^P 
for a l l ieW ; or 
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Consequently, the value determination operation ( 3 . 2 ) for the 
hypermyopic pol icy i s 
- -A . 
V l h P 
2 2 
• • + 0 
\ h 
( 3 . 1 0 ) 
which decomposes to 
V ± = R ± + $PV± , i = l , . . . , N ( 3 . 1 1 ) 
Since f . . = 0 , the immediate cost vector R̂  i s 
i i i 
( w 1 ± , w 2 i , . . . , w N ± ) r = (|pl£f ±v..., JpN£fi£) 
Hence, 
V. = W, + 6PV. , i = l , . . . , N . 
I i l ' ' ( 3 . 1 2 ) 
Then, expressing a l l the vector equations (3 .12 ) as a s ing le matrix 
equation, 
v r * W + $PV r ( 3 . 1 3 ) 
In terms of the or ig ina l data, th is equation, which the s ta te values must 
s a t i s f y under the hypermyopic po l i cy , i s 
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V R = P F ^ + 3 P V R 
or - 0>BP) PF ( 3 . 1 4 ) 
2 
Note that in ( 3 . 1 4 ) I i s N by N whereas in ( 3 . 4 ) I i s N by 
2 
N . Thus, an i n i t i a l solution for the s ta te values can be obtained by 
2 
inverting a matrix of order N rather than N 
3 . 2 Methods of Value Determination 
When p o l i c i e s other than the hypermyopic are used, a value de­
termination operation i s considerably more d i f f i c u l t . Thus, we are 
motivated to use the values obtained from the i n i t i a l VDO as "in-the-
ballpark" estimates and then proceed with an i t era t ion scheme that makes 
infrequent use of VDO f s . For those infrequent occasions when a VDO 
i s needed, such as when pol icy convergence but not value convergence 
occurs in an algorithm of the form of Figure 4 in Chapter 2 , a good 
value determination method i s required. This sect ion invest igates a l ­
ternat ive methods. 
3 . 2 . 1 I t era t ive Methods. As indicated in Chapter I I the i t e r a t i v e 
techniques of numerical analysis have been applied to Markov decis ion 
chains. The solut ion of the value determination equation 
V « R + $TV ( 3 . 2 ) 
for the locat ion problem lends i t s e l f e spec ia l ly to i t e r a t i v e methods. 
Applying the simplest i t e r a t i v e VDO that has been used in Markov de­
c i s ion chains 133] , we may solve ( 3 . 2 ) as 
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V (n+1) _ = R + 3TV 
Cn) ( 3 . 1 5 ) 




( 3 . 1 6 ) 
N 
This may be further modified using overrelaxation to 
(n+1) ~ (n+ l ) , v (n) 
v . . = cov.V, + (1-U))v . . 
i j i j i j 
( 3 . 1 7 ) 
Equation ( 3 . 1 7 ) i s e s s e n t i a l l y the successive overrelaxation method [56] 
( i t d i f f e r s s l i g h t l y when k ( i , j ) = i = j ) which i s generally acknowledged 
* 
as the best of the i t e r a t i v e methods when appl icable . 
A su f f i c i en t condition [56] for the convergence of successive 
overrelaxat ion, when solving for x in the square system Ax=b , i s that 
N 
I Ia ± j > 0 , 1 = 1 , . . . ,N ( 3 . 1 8 ) 
* With the substant ia l improvements in cqmputer storage and the develop' 
ment of spec ia l purpose f i l e structures that have appeared s ince the i t ­
erat ive methods were proposed, the sentiment i s growing among mathemati­
cians that d irect (Gaussian elimination type) methods are generally pre ­
ferred. In the present context i t e r a t i v e methods are considered because 
they can e a s i l y exploi t the spec ia l structure of T in ( 3 . 2 ) . £64] 
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The system QV = R where Q = I-$T s a t i s f i e s the condition ( 3 . 1 8 ) of 
dLLOQQnaJL dominance.. The diagonal element of row ( i , j ) in Q i s 
l - 3 t . % J # = l -3d. ,_ ,p . . by ( 2 . 5 ) . The off-diagonal elements for that 
i j , i j iJ i r JJ ^ 
row sum to -3 ( I - d ^ j p ^ ) since T i s a s tochast ic matrix. Diagonal 
dominance in Q i s assured since | l - f td^^Pj^ | - | - 3 C l - d ^ ^ P j j ) | -
1-3 > 0 . 
A more important reason than diagonal dominance for the a t t r a c ­
t iveness of successive overrelaxation in solving ( 3 . 2 ) i s that the 
spec ia l structure of T i s exploited in ( 3 . 1 6 ) . There are only N 
2 
terms, not N terms, in the summations of ( 3 . 1 6 ) . Thus, to apply 
successive overrelaxation we do not have to s tore the complete T 
matrix. We only have to s tore P , K , V and R instead of T , V , 
2 4 2 and R , a requirement of 4N words instead of N +2N 
3 . 2 . 2 Simplifying the Value Determination Operation Through 
Prior Knowledge of Certain State Values. For experimental purposes sev­
era l s i n g l e - f a c i l i t y problems were solved using Howard's pol icy i t e r a t i o n 
method and Hastings' modification of pol icy i t erat ion (equations ( 6 . 1 0 ) 
and ( 6 . 1 7 ) of Chapter I I ) . Thus, we have observed changes in the s ta te 
values when VDO 's are performed for every speci f ied pol icy in an i t e r ­
at ive procedure. Experience indicated that recurrence of s ta te values 
from one VDQ to the next for some of the s ta tes i s a common occurence. 
An explanation of the reason for th is phenomenon, something unusual for 
a Markov decision chain, and an example, are given in th is sect ion . 
The recurrence of values for some s ta tes before there i s recurrence 
of values for a l l s t a t e s , i . e . before value convergence, i s connected to 
the persistence of hypermyopic decisions for some of the s t a t e s . That 
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i s , although pol icy improvements indicate that the i n i t i a l , hypermyopic 
po l icy i s nonoptlmal, some of the decisions comprising that po l i cy , i . e . 
decis ions not to re locate the new f a c i l i t y , may pers i s t into la ter i t e r ­
at ions . For the following development i t i s useful to introduce the 
part i t ioning of the s ta te space S^,^*. • • * , S N where •» { ( i , l ) , ( i , 2 ) , 
. . . , ( i , N ) } . The importance of the part i t ioning i s that i f the system 
i s in s ta te ( i , j ) at time t , then i t i s certain to be in some s ta te 
belonging to S, at time t-KL. 
When hypermyopic decisions are in use for a l l the s ta tes a s s o c i a t ­
ed with a part icular f a c i l i t y locat ion the result ing Markov chain posses-
ses a closed c lass of s t a t e s . For example i f ^ o r J = l » * * ' » ^ > 
at some i t era t ion then the process w i l l remain indef in i t e ly in the c lass 
of s tates i f i t ever enters this c la s s . In such cases , regardless 
of how the other decisions have been updated af ter the i n i t i a l VDO , the 
values obtained for the closed c lass at the i n i t i a l VDO are correct for 
l a t e r VDO f s . Indeed, i f k 2 j ~ 2 f o r J = 1 » " * » N i s optimal, then the 
i n i t i a l values of v 9 1 , v 9 9 , . . . , v 9 K r are optimal. This i s true because 
* The terminology used here i s as fol lows: In reference to the Markov 
chain with trans i t ion matrix T resul t ing from a pure pol icy K , 
• a dZo6Z.d c lass of s tates has the property that once i t i s entered i t 
cannot be exited; 
•an QAgodlc c lass of s tates i s a minimal closed c l a s s , i . e . i t con­
tains no closed subclasses; an ab&QJib<Lyig s t a t e i s a s ingleton ergodic 
c l a s s ; 
• a C^mmuj^C/xtxng c lass of s ta tes has the property that every member of 
the c lass can be reached with p o s i t i v e probabi l i ty in a f i n i t e number of 
steps frani any other member of the c l a s s ; a c lass C i s communicating i f 
and only i f there ex i s t s a sequence i ^ , i 2 , . . . , i including a l l and only 
members of C such that the trans i t ion probabi l i ty from s ta te i^ to 
*k+l ' k = l , « . . , u - l and the trans i t ion probabi l i ty from s ta te i to i^ 
are a l l p o s i t i v e . A c lass i s ergodic i f and only i f i t i s closect and 
communicating. 
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the s tates in. the closed c lass must s a t i s f y 
V 2 = w 2 + pv2 
which i s solved at the outset ( .3.12). Even when these s tates interact 
a lgebra ica l ly with other s ta tes outside the closed c l a s s , the values for 
the s tates in the c lass are independent of values outside the c l a s s . For 
example, i f ^ = 2 for a l l j and k ^ = 2 , then the v 2 j f s appear on 
the right-hand s ide of the v ^ equation; but , since s ta te ( 4 , 7 ) can 
never by entered from s t a t e ( 2 , j ) , there i s no dependence of v ^ on 
v 4 7 • 
Not only should the values for states ( 2 , j ) be known prior to 
VDO calculat ions for as long as the c lass remains c losed, but also 
the value for any s ta te ( i , j ) having ^ ^ = 2 should be known prior to 
the VDO . This follows because ^.^=2 guarantees that the system, i f 
operated under the current pol icy and started in s ta te ( i , j ) , i s c er ­
ta in to be absorbed by the closed class at the next t rans i t ion , af ter 
which the expected long-term discounted costs are known. Moreover, when 
a l l the values v ^ , j ^ l , . . . ^ for some i are known then so are the 
values known for any s ta te (h ,£) such that k ^ = i , and so forth . This 
feature i s not common to Markov decision chains. Even when the optimal 
decis ion for some s ta te i s used constantly throughout the so lut ion of a 
more common M&rkov decis ion problem, the value associated with that s tate 
prior to termination is. nonoptimal because this value depends on the 
current (nonoptibial) values of the other s ta te s . 
This condition of p a r t i a l knowledge of the s t a t e values s impl i f i e s 
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the value determination operation, par t i cu lar ly for an i t e r a t i v e numer­
i c a l technicue. Those v . . 'a which are known are omitted from the up— 
i l 
dating procedure. (.Recurrence of values i s a lso a reason for omitting 
VDO r s . ) 
Table 1 shows the sequence of p o l i c i e s used and values generated 
for a 1 6 - s t a t e problem under Howard's pol icy i t erat ion method. The 
hypermyopic po l i cy was assumed i n i t i a l l y . The figures in the pol icy 




a f i k * W j k + ^ / i ^ J 
( 3 . 1 9 ) 
for s ta te ( i , j ) , using values from the l a s t VDO for the v^. 's ; 
i . e . there i s no feedback in the pol icy improvement rout ine . The data 
assumed were 
P = 
. 2 .7 0 . 1 0 6 3 8 
. 05 . 15 . 1 .7 5 0 7 3 
F = 
.05 . 2 . 6 .15 3 7 0 6 
.9 . 1 0 0 
j 
, 9 4 6 0 
a = 1 .3 3 - 0 .9 
A l l the VDO values which are marked with an as ter i sk in Table 1 
correspond to v . . 1 s which are known prior to the actual so lut ion of the 
VDO equations. In th i s case a l l such occurences are due to the persis<-
tence of hypermyopic decisions in c lass $ 2 • Further inspection of 
Table 1 indicates that some of the other v , . f s are obtainable by more 
Table 1. Solution History for 16-State Example Problem 
STATE: 11 12 13 14 21 22 23 24 31 32 33 34 41 42 43 44 
Initial Policy 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 
VDO 44.56 44.25 42.75 40.68 28.47 30.67 34.34 30.32 50.02 48.52 43.38 48.28 46.26 45.76 47.67 50.09 
Pol Icy 2 2 2 2 2 2 2 2 2 2 3 2 2 2 2 2 
PIR 
Value 36.27 38.47 42.14 38.13 28.47 30.67 34.34 30.32 37.57 39.77 43.38 39.42 33.67 35.87 39.54 35.52 
VDO 36.27* 38.47* 42.14* 38.13* 28.47* 30.67* 34.34* 30.32* 37.57* 39.77* 36.13 39.42* 33.67* 35.87* 39.54* 35.52* 
Policy 2 2 3 1 2 2 2 2 2 2 3 1 2 4 4 2 
PIR 
Value 36.27 38.47 40.03 33.44 28.47 30.67 34.34 30.32 37.57 39.77 36.13 37.43 33.67 33.95 38.97 35.52 
VDO 36.27* 38.47* 39.42 33.44* 28.47* 30.67* 34.34* 30.32* 37.57* 39.77* 35.52 37.43* 33.67* 33.42 37.34 35.52* 
Policy 2 1 1 1 2 2 2 2 2 3 3 1 2 4 4 2 
PIR 
Value 36.27 38.24 38.56 33.44 28.47 30.67 34.34 30.32 37.57 39.18 35.52 37.35 33.67 33.42 37.34 35.52 
VDO 36.27* 37.96 37.33 33.40 28.47* 30.67* 34.34* 30.32* 37.57* 39.03 35.22 37.30 33.67* 33.42* 37.34* 35.52* 
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direct means than the i t erat ion scheme ( 3 . 1 7 ) which was used. For ex­
ample in the second VDG V 3 3 i s the only unknown value for c lass 
S, « , so i t may be obtained by the s ingle computation 
k 3 3 J 
r 3 3 + g ( p 3 1 v 3 1 + P 3 2 v 3 2 + P 3 4 V 3 4 ) 
33 1 - g p 3 3 
since a l l the terms on the right are known. The third VDO can be ex­
ecuted nearly as e a s i l y . Since p 4 3 m p 4 4 = 0 , the value of v^ 4 de­
pends only on v ( k ^ , l ) and v(k^^,2) and not on v ( k ^ 4 » 3 ) or 
v ( k i ^ , 4 ) , for a l l i . In part icular k ^ = k 3 4 = 1 so v ^ 4 and 
v 3 ^ , which depend only on the known quantit ies v ^ and v^ 2 > are 
immediately obtainable. Then, a f ter v 3 4 i s ca lculated, v 3 3 i s the 
only unknown value in c lass S, = S» , so i t can be computed again by 
fc33 5 
equation ( 3 . 2 0 ) . This step completes calculat ion of V 3 whereby v^ 3 
i s obtainable since k^ 3 = 3 . F ina l ly , the only two remaining unknowns 
v ^ and v ^ 3 require the solution of the system of two equations: 
( l - 3 p 2 2 ) v 4 2 - 3 p 2 3 v 4 3 = r 4 2 + $ p 2 1 v 4 1 + 3 P 2 4 V 4 4 
( 3 . 2 1 ) 
- 3 P 2 2 V 4 2 + ( l - 3 p 2 3 ) v 4 3 = r 4 3 + 3 p 2 1 v 4 1 + 3 P 2 4 V 4 4 
The a b i l i t y to obtain some of the values by solving a reduced 
system occurs often in general. This i s related to the existence of 
closed c lasses of s ta tes such as when the hypermyopic pol icy i s used 
and the VDQ system decomposes to N subsystems. In the case of v 4 2 
and v 4 3 in the third VDO of the preceeding example the set U 
i s closed whereby the values V 2 and V 4 are independent of V^ and V 3 ., 
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3 . 2 . 3 The State C lass i f i ca t ion Algorithm (Natural Decomposition). 
The observations of the preceding section support the general notion that 
s t a t e c l a s s i f i c a t i o n reduces the computational burden of value determina­
t ion on nonergodic chains. 
Let the rows and columns of T he permuted so that the resul t ing 
matrix i s 







*21 U 2 
P s l P s 2 * " " P s r Q s l ^s2 
R 
u 
, ( 3 . 2 2 ) 
where the s ta tes are part i t ioned into closed c lasses , 1 - 1 , . . . , r , 
and transient c lasses T. , 1 = 1 , . . . , s . Let V r , V r be the corre-
sponding vectors of s t a t e values and l e t 
(V- — vE v r . . . V T J 
1 r '..1 s 
Assume a s imi lar array R of the immediate c o s t s . The VDO equation 
( 3 . 2 ) with th i s reordering of the s t a t e s , 
* A transient c lass i s a se t of transient s t a t e s . 
91 
V - R t 3TV , ( 3 . 2 3 ) 
i s a block-tr iangular system 
V E = R£ + 3A.V £ , i « l r ( 3 . 2 4 ) 
i i i 
« 
r 
V r = R T + 3 'I p , . V F + 3U V r ( 3 . 2 5 ) 
1 1 i* l 1 1 i 1 
r j - 1 
V r = R r + 3 I P. .Vr + 3 I Q,. V T + 3U V T , j - 2 , . , . , 8 ( 3 . 
' j ' j 1=1 J 1 c i k=l J 1 C 'k J ' j 
26) 
requiring for direct so lut ion , at most, the inversion of ^~3A^ , 
i = l , . . . , r and -^31^ , j * l , . . . , s ; which i s of course simpler than i n ­
vert ing I-3T . 
The block-diagonal VDO corresponding to the hypermyopic pol icy 
i s a special case of the above decomposition with r=N , s=0 , E^=S_̂  , 
and A^=P , The sets are always closed c lasses under the hyper­
myopic p o l i c y , and they are ergodic c lasses i f and only i f P i s an 
ergodic matrix, i . e . , i f and only i f the one-dimensional Markov chain 
describing e x i s t i n g - f a c i l i t y locat ions is ergodic. 
The next question to address i s , then, how to c l a s s i f y the 
s t a t e s . Several forms of the T matrix may be poss ib le depending on 
how much e f for t i s expended in making the number of separate blocks as 
large as poss ib le which then makes the matrices to be inverted as small 
as p o s s i b l e . The form of the complete trans i t ion matrix which affords 
the largest poss ib le number of blocks i s the Gtf/lc?Jt£ca-£ form, defined here 
as fo l lows: The matrix T given by ( 3 . 2 2 ) i s (ljom.OVllc.aJi i f : 
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( i ) the c lasses , i = l , . . . , r are ergodic; 
( i i ) the c lasses , j = l , . . . , s are communicating; and 
( i i i ) i f a s t a t e belonging to can be reached from a s ta te 
belonging to > then j<k . 
The c lasses E - . . . . E , T , , . . . T of the canonical form w i l l together be 
1 r 1 s 
ca l led the CANONICAL CLA£4C4 ( ^ , . . . 0 ^ , respect ive ly . The important 
property possessed by a canonical c lass i s that the s ta te values 
associated with i t s members depend on each other and, i f they depend on 
values of s tates in some other c lass , then j £ i . An algorithm for 
identi fying the canonical c lasses i s now presented. 
This algorithm applies to the VDO for any Markov decis ion prob­
lem when i t i s suspected that the Markov chain result ing from the cur­
rent ly assumed po l icy possesses several d i s t i n c t c lasses when put into 
i t s canonical form. The algorithm serves no purpose when the chain i s 
ergodic , i . e . when only one canonical c lass e x i s t s . Experience indicates 
that the locat ion problem f a l l s into the c lass of problems to which the 
algorithm appl ies . At th i s point , the s ta tes are indexed with a s ing le 
subscript for the purpose of c l ear ly presenting the algorithm without 
clouding i t s a p p l i c a b i l i t y outside the location problem context . The 
algorithm bears some resemblence to the s ta te c l a s s i f i c a t i o n algorithm 
of Fox and Landi [14] except that in Fox and Landi's approach the trans­
ient s ta te s are a l l lumped into one c l a s s . 
Let p he the trans i t ion probabi l i ty from s t a t e i to s t a t e 
j . Let r^ be the immediate cost in s t a t e i under the current po l i cy . 
The equations to be solved are , 
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ieS • 
M i s the set of "undeleted s ta te s , ' 1 i n i t i a l l y M<=S , the s t a t e 
space. A. Boolean matrix B^ i s maintained with elements 
'ij 
1 i f ijtj and p M) 
0 otherwise 
, i,jeM (3.27) 
When a row of B^ i s a l l zero i t i s cal led a null how. The s ta te (or 
s ta te s ) associated with a nu l l row can have i t s value (or the ir values) 
determined; i n i t i a l l y , the nu l l rows correspond to absorbing s tates i , 
for which v^ = -j—q • When a s ta te i s evaluated i t i s deleted from M 
and B^ i s reduced in s i z e . This process i s repeated u n t i l no nul l 
rows e x i s t . When that happens a search for a set of communicating 
s ta tes in M i s conducted by generating a chain of s tates in M such 
that each s ta te can be reached from i t s predecessor with p o s i t i v e prob­
a b i l i t y in one t rans i t ion . In extending the chain some s t a t e w i l l 
eventually repeat (because a l l s tates in M lead to some other s ta te 
in M when no nul l rows e x i s t , and M i s f i n i t e ) ; the cycle comprises 
a communicating c lass which i s collapsed into a s ing le equivalent s t a t e . 
Then B^ i s reduced in s i z e again and the search for a nu l l row i s 
resumed. A nul l row corresponds to a canonical c l a s s , because the 
s tates ( s ta te ) associated with the nul l row comprise(s) an ergodic c lass 
or the s ta tes ( s ta te ) of the nu l l row lead(s) only to s t a t e s , deleted 
from M , whose values have already been determined. Steps of the a l ­
gorithm are: 
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Step 0; Set M «- S , C± +• { i } for a l l ±cS . Set b ^ accord­
ing to ( 3 . 2 7 ) . Set L <j> . ( L i s the set of evaluated s t a t e s . ) 
Step 1: Look for a nu l l row in . I f there i s none, go to 
Step 4 . 
Step 2: Say row k of B^ is the nul l row. 
a) Set M «- H - C. 
k 
b) For a l l IcC, set r" «- r. + 3 T p . . v . 
k 1 l . i i i i 
c) Solve v * r ' + 3 J p , . v , ieC . 
jeC. 1 J 3 k 
d) Set L «- L U C. . 
k 
(C^ i s a canonical set and i t s s tate values are 
computed by solving the smallest poss ib le system.) 
Step 3 : I f L = S , terminate; otherwise go to Step 1 . 
Step 4 : 
a) Set I •<- 1 . Set i £ equal to any s ta te in M . 
b) Set equal to any s ta te in M such that 
c) I f ig_+^ = f o r some k<£ go to Step 4-d; 
otherwise set I «- l+l and go to Step 4 - b . 
d) (The cycle 1 ^ , 1 ^ ^ , . . . , 1^,1^ i s i d e n t i f i e d . ) 
( i ) Replace row i^ with the union of rows 
i k , i k + l , * * * » i £ ; i * e " i f b ^ i h ' ^ = 1 f o r 
some h = k , k + l , . . . , £ , JEJLF , then set 
b ( i k , j ) +• 1 . 
( i i ) Replace column 1^ with the union of 
columns 1 ^ , . . . , i ^ . 
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( i i i ) Reset b . <- 0 . 
( iv ) Set C. «- C. U C. . . . U C , . 
x k \ X k+1 ± l 
(v) Set M <- M - ( C , U . . . U C . ) . 
\ + l ^ 
e) If row i^ i s nu l l in M go to Step 2; otherwise 
set I «- k and go to Step 4 -b . 
The method of solut ion for Step 2-c i s not spec i f ied; any method, 
d irect or i t e r a t i v e , w i l l do. Most l i k e l y , the cardinal i ty of de­
termines which method to use. In par t i cu lar , successive overrelaxation 
i s s t i l l f e a s i b l e ; in f a c t , the subsystem of Step 2-c i s at l ea s t as 
diagonally dominant as the or ig ina l system. The importance of the a l ­
gorithm i s to decompose the VDO , to determine which s ta tes need to be 
evaluated simultaneously and in what order the evaluations should be 
done. 
Decomposition ideas have been applied previously to Markov 
decis ion processes. [ 8 , 1 7 , 2 9 , 5 9 ] Decomposing the value determination 
* The diagonal elements of both the or ig inal system, v . = r . + 3 £ p . 
i&S , and the subsystem v . = rT + 3 I V-Av , ieC, , are y = l - 3 p . . 
The off -diagonal elements for row i of the or ig ina l system sum to 
= - $ ( l - p ^ ) < 0 ; the off -diagonal for row i of the subsystem sums 
to y" = - $ ( l - p . . - £ p . . ) £ 0 . The subsystem i s at l ea s t as diag-
1 1 1 jeS-C k X J 
onally dominant as the or ig ina l system since |y^| - | "YVI = Y ^ + = 
i - 3 + 3 i P .> i - 3 - I Y J - IY; i . 
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operation using s tate c l a s s i f i c a t i o n is impl ic i t in Fox and Landi's 
paper [14] ; however, the s tate c l a s s i f i c a t i o n method introduced here 
resu l t s in a f iner part i t ioning of the s tate space. We sha l l c a l l the 
decomposition based on canonical c lasses natuAaZ d2.COtnpo6AJU.on. 
We next present an example of natural decomposition. Consider 
the s i n g l e - f a c i l i t y dynamic probab i l i s t i c locat ion problem with three 
poss ib le loca t ions , with 
r . 8 0 1 .198 .001* ' 0 7 .942 8 .099' 
p = .076 .451 .473 , F = 7 .942 0 2 .167 
0 0 8 .099 2.167 
a = 1 .3 » 6 = .9 
and evaluate the pol icy 
K = 
The expected immediate rewards 
i j 













The complete trans i t ion matrix i s 
T = 
1 2 3 
i .801 .198 .001 
.801 .198 .001 
7 .801 .198 .001 
.076 .451 .473 
076 .451 .473 
1 .0 
1 .0 
.076 .451 .473 
1 .0 
Single subscripts w i l l be used to index s tates in the example. I n i t i a l l y , 
M = 5 and 
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Row 9 , referring to the absorbing s ta te ( 3 , 3 ) I s a n u l l row. I t s value 
i s V G = r ^ / ( l - 3 ) = 0 . With s ta te 9 deleted from M , row 3 and row 6 
become nul l rows. The values v^ = r^ + = 10.5287 and v^ = 
r^ + = 2 .8171 are obtained for the singleton canonical c lasses 
C 3 « { 3 } and C g = { 6 } . Deleting 3 and 6 from M , 
5 7 8 
1 1 
and there are no nul l rows. We then enter the cycle s tep , Step 4 , and 
find that s tates 1 , 2 and 7 communicate, that i s « b^j •* b ^ = 1 . 
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By Step 4-d we col lapse the rows and columns for the communicating c lass 
into a s ingle row and a s ing le column (which have label 1 ) , whence 
i ( 
B„ = 
Note b^g = 1 because previously = 1 (Step 4 - d ( i ) ) ; bg^ = 1 be­
cause bg^ = 1 (Step 4 - d ( i i ) ) . 
B̂ j s t i l l does not have a nu l l row so we resume the search for a 
cycle beginning with s ta te 1 , the s ta te that represents the previously 
ident i f ied cycle (Step 4-e) . The cycle 1 -»• 8 -»• 1 i s immediately found; 
s ta te 8 i s augmented to the communicating c lass = { 1 , 2 , 7 , 8 } and de­
leted from M . At th is point 
and row 1 i s n u l l . Thus { 1 , 2 , 7 , 8 } i s ident i f i ed as a canonical c lass 
which i s now ready to be evaluated. The right-hand s ide of the four by 
four system, which needs to be solved to evaluate th i s c l a s s , i s updated 
in Step 2 -b . States 1 and 7 lead to the previously evaluated s ta te 3 so 
the terms ^p^v^ and Bp^v^ appearing in the respect ive value 
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equations are added to r^ and r y . The system to be solved in Step 
2-c is then 
v ± = 1.5806 + . 9 0 . 0 0 1 ) (10 .5287) + . 9 ( ' . 8 0 1 ) v 1 + . 9 ( . . 1 9 8 ) v 2 
v £ = 12.1215 + . 9 ( . 0 7 6 ) v ? + . 9 ( . 4 5 1 ) v g 
v y = 12 .1093 + . 9 ( . 0 0 1 ) ( 1 0 . 5 2 8 7 ) + . 9 ( . 8 0 1 ) v 1 + . 9 ( . 1 9 8 ) v 2 
v g = 1.5928 + . 9 ( . 0 7 6 ) v y + . 9 ( . 4 5 1 ) v g 
which resu l t s in 
V l ' 16 .088 
v 2 16 .2742 
v 7 
26.6167 
> v 8 < 5 .7455 , 
At this point only s ta tes 4 and 5 are remaining in M and 
\ = 5 
Row 4 i s n u l l , indicating s ta te 4 i s ready to be evaluated: 
v. - 11 .9052 + .9 ( .80.lv, + . 1 9 8 v 0 + .OOlvJ = 26.4126 4 1 2 3 
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F ina l ly , s ta te 5 whose value depends on and i s computed from 
( l - . 9 ( . 4 5 1 ) ) v 5 = 1.6286 + .9 (.. 076) (.26. 4126) + .9 (. 473) C2.8171) 
whence v 5 = 7.8008 . 
I t was not actual ly necessary to rearrange the complete t rans i ­
t ion matrix into canonical form when implementing natural decomposition. 
The canonical form of T can be obtained however by simply noting the 
order in which s tates were evaluated: 9 , 3 , 6 , 1 , 2 , 7 , 8 , 4 , 5 . Thus, 
9 3 6 l 2 7 k 5 
9 1 
3 1 
6 1 1 
1 . 001 .801 .198 
2 .473 .076 .451 
7 . 001 .801 .198 
8 .473 .076 .451 
t . 001 .801 .198 
5 .473 •°76 1 451l 
i s the canonical form of T . The computations performed in the a lgo ­
rithm are equivalent to inverting a (properly-s ized) ident i ty matrix 
minus 3 times the matrix on each block of the highlighted block diag­
onal shown above. 
F ina l ly , i f the Fox-Landi [14] c l a s s i f i c a t i o n algorithm, which 
does not d i f f erent ia t e between transient s t a t e s , had been used to decom-
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pose the value determination, then a l l s ta tes except the absorbing s tate 
9 would have been grouped in a s ingle block. 
3 .3 Part ia l Feedback Methods of Policy Improvement 
This section presents a l ternat ive methods for pol icy improvement 
with respect to the s i n g l e - f a c i l i t y locat ion problem. Three pol icy im­
provement operators are considered and their computational aspects com­
pared. 
When Hastings [ 1 8 , 1 9 ] introduced the feedback concept in the 
Markov decis ion chain context, he said i t "is generally to be preferred 
although i t can not always be guaranteed to be more e f f i c i e n t in every 
case ." [19] Of course, i t i s poss ible to determine which of two pol icy 
improvement routines requires l e ss computational e f for t per appl icat ion; 
the uncertainty arises in determining which method w i l l need to be ap­
pl ied a smaller number of times in solving a given problem. The expe­
rience of Contreras [8] concurred with Hastings' view that feedback 
(Gauss-Seidel) pol icy improvements are preferred. 
The non-feedback (Jacobi) pol icy improvement operator, character­
i s t i c of Howard's po l icy improvement algorithm, was applied to the ex­
ample locat ion problem in Section 3 . 2 . 2 . This operator transforms V 
to IIV where 
N 
( 3 . 2 8 ) 
The f u l l feedback pol icy improvement operator transforms V to IIV 
where 
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(nv) I J = mm 
N 
^ W . I - I Hlk + Wjk + 3iipi£Crrv>ke 
N 
nan 
k=i-KL,. . . ,N 
N 
[ a f i k + W j k + ̂ J/ĵ U 
(3 .29 ) 
In th i s instance the nonfeedback routine can be executed in about 
^ x 100 percent of the time required to execute the f u l l feedback rou­
t ine . The considerable time dif ference i s due to the fact that the sum­
mation term representing discounted future costs in ( 3 . 2 8 ) i s independent 
of i , whereas the summation terms in (3 .29 ) must be computed individu­
a l l y for each i , j , k combination. 
The sect ion of FORTRAN code appearing in Figure 9(a) computes 
3 
nv . The number of arithmetic operations required i s on the order of N 
as can be seen from the l e v e l of nesting of loops . A temporary storage 
array S = ^ s j k ^ ^ ^ r s t f i l l e d with the values 
N 
s J t . = w J 1 . + 3 I p 4 V v v P , j , k = l , . . . , N , 
J k £=1 j k k l 
and then the minimum of
 sjfcJ k = l , . . . , N } i s se lected and stored 
in v „ for each i,j . The minimizing index i s stored in k ^ and i f 
i t i s di f ferent from the previous value of k ^ , a f lag indicat ing lack 
of po l icy convergence i s se t . (At completion of the codes of Figure 9 
ICNVRG = 1 i f and only i f po l i cy convergence occurs . ) 
The code in Figure 9(c) computes HV . I t does not require a 
working array but the number of operations i t performs i s on the order 
104 
of N . The four leve ls of nested loops are needed to compute the d i s ­
counted future cost expressions using the most recently obtained s t a t e 
values. Assuming storage space i s avai lable for the working array S , 
f u l l feedback i s not worthwhile unless i t s absense causes an N-fold i n ­
crease in the number of pol icy improvements required to solve a problem. 
Among the examples we have considered this has never been the case; as 
shown in Section 4 , fewer than N i terat ions of pol icy improvement are 
usual ly necessary to f in i sh a problem. 
We next present a par t ia l feedback pol icy improvement routine 
whose execution time i s the same as that of the nonfeedback routine. I t 
only requires an Nxl working array, as compared to the NxN working 
array used in the nonfeedback routine. In addition to i t s storage ad­
vantage over nonfeedback, p a r t i a l feedback has demonstrated in t e s t 
problems the macro convergence advantage ( i . e . reducing the number of 
po l i cy improvements required) attributed to f u l l feedback. We f ee l i t 
i s the method of choice and give computational experience to support 
th i s b e l i e f in Section 4. 
Part ia l feedback, as indicated in Chapter I I , involves the use of 
some but not a l l of the most recently obtained information when revis ing 
values in the pol icy improvement routine. In part i cu lar , for the s i n g l e -
f a c i l i t y location problem a par t ia l feedback pol icy improvement operator 
i s itv whare 
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(IIV) . . - min 
mm 




ik j k 
( 3 . 3 0 ) 
The aforementioned advantages of IT are real ized by considering 
the s ta te values in the order v, - , v n i , . . . ,v.T- , . . . , v - . T , . . . ,v._T , instead 
11 21 Nl IN NN 
of in the usual order. For each j the scratch array S = { s ^ } i s 
f i l l e d with the values . 
N 
s, = w k , k = l , . . . , N ; 
the minimum of " C 0 ^ ^ k = l , . . . , N } i s then se lected and stored in 
V y for s tates ( 1 , j ) , ( 2 , j ) , . . . , ( N , j ) , a f ter which j i s increased by 
one and the process repeats. The code in Figure 9 (b) implements th is 
procedure. 
3 . 4 Action Elimination 
MacQueen1s t e s t for el imination of suboptimal actions (Section 
6 . 2 of Chapter I I ) i s next developed for the s i n g l e - f a c i l i t y locat ion 
problem. As noted in Chapter I I , the state-change formulation o f fers 
computational advantages in connection with this t e s t . The MacQueen t e s t 
for the locat ion problem i s : UO\JIHQ t k d new facJJUtXj t o iocajtiOYl h AJ> 
noYioptAjnaZ t n A t a t t ( i » j ) if 
a f ih + wjh + ^J / jA-e > min k f ik *
 w
j k
 + e j / j ^ k j . 
min 
[ k = « i + l , . . . , N 
ReM V,K,P,F,W,ALPHA,BETA 
ICNVRG=1 
I-D0 10 J=1,N 
00 10 M=1,N 
S(J,M)=0. 
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JO0 20 L=1,N 
( J , M ) = S ( J , K ) + P ( J , L ) * V ( M , L ) 
LOLSSS ( J ,M)=BETA*S ( J ,M)+W ( J ,M) 
F-D0 30 1=1,N 
00 30 J=1,N 
VNEW=10.E10 
FD0 40 M=1,N 
VTRIAL=ALPHA*F(I,M)+S(J,M) 








Return V , K , I C N V R G 
a) Nonfeedback 
Figure 9 . 
R<Lad V,K,P, F, W .ALPHA, BETA Rzad V,K,P,F,W,ALPHA,BETA 
20 
ICNVRG=1 
D0 30 J=1,N 
FO0 10 M=1,N 
S(M)=0. 
0 20 L=1,N 
(M)=S(M)+P(J,L)*V(M,L) 
10 L-5(M)=BETA*S(M)+W(J,M) 
R D 0 30 1=1,N 
VNEW=10.E10 
|O0 40 M=1,N 
VTRIAL=ALPHA*F(I,M)+S(M) 




I F ( K N E W . E Q . K ( I F J ) ) G0 T0 30 
K(I,J)=KNEW 
ICNVRG=0 
^ • " V D . J H N E W 
ICNVRG=1 
00 30 1=1,N 
D0 30 J=1,N 
VNEW=10.E10 
RD0 40 M=1,N 
VTRIAL=0. 
RO0 50 L=1,N 
50 |»»VTRIAL=VTRIAL+P ( J , L ) * V ( M , L ) 
VTRIAL=ALPHA*F(I,M)+W(J,M)+BETA*VTRIAL 




I F ( K N E W . E Q . K ( I , J ) ) G0 T0 30 
K(I,J)=KNEW 
ICNVRG=0 
530 V(I ,J)=VNEW 
Return V,K,ICNVRG Return V,K,ICNVRG 
b) Partial Feedback c) Full Feedback 
FORTRAN Codes for Pol icy Improvement Operators 
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where V < V < V . The computational advantage i s related to the lack 
of dependence on i in the summation terms. Unfortunately, the addi­
t ional storage required to keep track of the nonoptimal actions for 
each s ta te ( i , j ) , as wel l as the bounds, somewhat r e s t r i c t s the ap­
p l i c a b i l i t y of the t e s t . 
4 . Computational Experience 
Special character is t ics of the s i n g l e - f a c i l i t y dynamic probabi­
l i s t i c locat ion problem were described and exploited in the development 
of components of solut ion techniques in Section 3. In this sect ion , 
the components are assembled into an algorithm whose performance on 
tes t problems i s reported. 
As noted in Chapter I I , when designing an algorithm for Markov 
decis ion chains, there are many options avai lable in terms of macro 
structure and micro structure. By macro structure we refer to the way 
in which components ( e . g . , i n i t i a l i z a t i o n , pol icy improvement and 
pol icy evaluation operators) are assembled; by micro structure we mean 
choosing from among the poss ib le versions for each component. 
The purpose of this sect ion i s to demonstrate that , at l ea s t for 
a l l the t e s t cases considered, the s i n g l e - f a c i l i t y dynamic p r o b a b i l i s t i c 
locat ion problem i s t rac tab le , in sp i te of what may at f i r s t seem to be 
an intractable s ta te space. We do not purport to have subjected the 
large set of poss ib le algorithms (nor even a known f i n i t e subset) to 
s c i e n t i f i c comparison; the algorithm reported here i s good but bet ter 
ones may e x i s t . 
The macro structure we have chosen i s the delayed evaluation 
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algorithm discussed in Chapter I I . I t uses Porteus's [35] suggestion 
to apply the pol icy improvement operator to an i n i t i a l set of values 
as many times as necessary to achieve pol icy convergence; then, i f 
value convergence f a i l s to hold, a value determination and one pol icy 
improvement are performed. If po l i cy convergence does not hold, the 
algorithm repeats . The micro structure i s : use the hypermyopic pol icy 
i n i t i a l l y and i t s associated values , use par t ia l feedback for pol icy 
improvement, and use successive overrelaxation for value determination. 
The action elimination procedure, which may be viewed as r e ­
i n i t i a l i z a t i o n in terms of macro structure, i s not used because of i t s 
storage disadvantages. The algorithm i s flow-charted in Figure 10. 
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Assume hypermyopic 
policy init ial ly 
















Solving S ing le -Fac i l i ty Problem 
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The performance of this algorithm on t e s t problems i s reported 
in Table 2. The method of problem generation i s discussed in the 
Appendix. For four problem s i z e s , ranging in number of s tates from 16 
to 2500, the resu l t s reported in the table are: the average and maxi­
mum number of pol icy improvements, the d is tr ibut ion of the number of 
value determinations and the average computation time (CPU seconds on 
a Univac 1108 computer) expended on one of these operations. 
Table 2 . S ing le -Fac i l i ty Computational Experience 
Policy Improvement 7C 
Value Determination 
1 
CPU Time No. of probl ms CPU Time 
N 
Number per having: per 
of No. of I terat ions I terat ion 0 1 2 I terat ion 
Problems Avg. Max. (sec) VDO's VDO's VDO's (sec) 
6 9 6.222 9 .006 0 5 4 .099 
(36 
s t a t e s ) 
10 10 5 . 8 7 .024 2 7 1 .219 
(100 
s ta te s ) 
20 13 8 . 6 10 .163 4 9 0 .579 
(400 
s ta te s ) 
50 1 11 11 2 .711 1 0 0 
(2500 
s t a t e s ) 1 
Excluding i n i t i a l VDO on hypermyopic pol icy 
I l l 
The values of a and 3 were varied considerably, with 3 as 
high as . 9 9 9 9 , but performance of the algorithm did not appear sens i t ive 
to these changes. The two most encouraging aspects of the computational 
resu l t s are that 1) the number of pol icy improvements required to solve 
the problem did not increase with problem s i z e , thus insuring that the 
p a r t i a l feedback PIR i s preferred to the N- t imes - l e s s -e f f i c i ent f u l l 
feedback PIR; and 2) no more than two value determinations 'were required 
af ter the e f f i c i e n t i n i t i a l VDO (3 .14 ) on the hypermyopic po l i cy . For 
a large proportion of the problems the number of VDO ' s a f ter the i n ­
i t i a l VDO was 0 or 1. This would indicate that for many problems the 
pol icy given by the f i r s t pol icy convergence would be optimal. A 
heur i s t i c procedure using 1) (3 .14 ) to i n i t i a l i z e the values , 2) p a r t i a l 
feedback pol icy improvement for updating and 3) pol icy convergence as a 
termination ru le , would then have a good chance of finding the optimum. 
The key to the success of this "successive approximation" procedure i s 
the qual i ty of the s tart ing so lut ion obtained from the hypermyopic 
po l i cy . 
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CHAPTER IV 
MULTIFACILITY DYNAMIC PROBABILISTIC 
LOCATION PROBLEMS 
Chapter I I I demonstrates that the s i n g l e - f a c i l i t y dynamic prob­
a b i l i s t i c locat ion problem i s tractable in sp i te of what at f i r s t might 
seem to be a prohibi t ive ly large s ta te space. This chapter considers 
the question: How does the introduction of multiple ex is t ing f a c i l i t i e s 
a l t e r the modeling of the process and how does i t a f fect our a b i l i t y to 
compute so lut ions? 
The f i r s t section to fol low extends the work of Chapter I I I by 
modeling and solving the m u l t i f a c i l i t y problem as a state-change Markov 
decision chain. Computational experience i s reported for example prob­
lems with three ex is t ing f a c i l i t i e s . The next two sections propose ap­
proximate procedures for larger problems. 
1. Extension of the S ing le -Fac i l i ty Approach 
1 .1 Modeling the Process 
Let there by M exis t ing f a c i l i t i e s . As in Chapter I I I i t i s 
assumed that the locat ions of a l l f a c i l i t i e s change over time and are 
confined to a f i n i t e set hi - { l , . . . , N } of poss ib le locat ions . The s ta te 
of the process at time t , t = 0 , l , 2 , . . . , i s represented as an (M+l ) -
tuple , ( X t , A l t , . . . , A M t ) e M M + 1 , where X f c , a decision var iab le , i s the 
locat ion of the new f a c i l i t y at time t , i s the locat ion of the 
m t b ex is t ing f a c i l i t y at time t , and J\f^~~ i s the Cartesian product 
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M+l 
space X W . The changing locat ions of the exist ing f a c i l i t i e s are 
described by independent Markov trans i t ion laws. Prec ise ly , for 
m = l , . . . , M , there i s a known Markov transi t ion matrix P whose e l e -
ments are 
T?Ji,l) - PrU = l\k = j} , j ,£eW; t = 0 , l , . . . ; ( 1 . 1 ) m m,t-ri mt 
and, by the independence assumption, 
M 
P r { A l , t + l = £ l V + l = * M | A l t = J l V = V " V „ < W • ( 1 . 2 ) 
' m=l 
An arbitrary rea l i za t ion of the M+l-dimensional s ta te variable i s 
M 
written as ( i , j ^ , j ^ , . • . , j ^ ) or as ( i , J ) where JeN . The next 
M 
rea l i za t ion i s ( k , ^ , ^ » • • • » ^ ) o r ( k , L ) where LeW . The t r a n s i ­
t ion probab i l i t i e s of equation ( 1 . 2 ) are written concisely as p ( J , L ) , 
M 
P ( J , L ) = P ( ( j 1 , . . . , j M ) , ( £ 1 , . . . , y ) = nPm(jm,£m) . ( i . 3 ) 
Note, the function p(J ,L) in ( 1 . 3 ) , which maps WMxWM into [ 0 , 1 ] , 
serves the same purpose as p ( j , £ ) in the s i n g l e - f a c i l i t y model, name­
l y , to describe the (chance-determined) relocat ion of ex is t ing f a c i l i t i e s 
in each time period. 
Our presentation of the m u l t i f a c i l i t y model assumes that costs 
are proportional to distance, a condition which i s convenient for gen­
erating and processing data for t e s t problems, but not essent ia l for 
our methods to work. Relocating the new f a c i l i t y from locat ion i to k 
has cost u ^ i i . • T n e service a c t i v i t y takes place in one of two ways. 
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Either the ex is t ing f a c i l i t i e s go to the new f a c i l i t y for service in 
each time period; or the new f a c i l i t y v i s i t s each exis t ing f a c i l i t y one 
at a time, always returning to the s tart ing locat ion between v i s i t s . The 
l a t t e r type of service i s referred to as a W&beJl tovJl [ 5 8 ] . (The order 
in which ex is t ing f a c i l i t i e s are v i s i t e d on a Weber tour does not a f fec t 
the to ta l distance traveled, in contrast to a t/iaveLLng AaZeAman £OUA 
[ 5 8 ] . ) With e i ther type of service—exist ing f a c i l i t i e s v i s i t i n g the 
new f a c i l i t y or the new f a c i l i t y taking a Weber tour—the cost of s er ­
v ice i s proportional to a weighted sum of the distances separating the 
new f a c i l i t y from a l l the exis t ing f a c i l i t i e s . Thus, i f the new f a c i l i t y 
i s at locat ion i and the exist ing f a c i l i t i e s have the s ing le space M-
M 
tuple locat ion J = ( j ^ , . . . , j ) then the service cost i s I a f ( i , j ) . 
m=l 
The weighting factor a , m = l , . . . , M , may have several interpre­
ta t ions . In addition to the interpretations common to locat ion analysis 
[ 1 5 ] , such as those referring to unit transportation costs or d i s t r ibu­
t ion volumes, there i s another interest ing interpretat ion of the weight­
ing fac tor . Suppose in each time period that there i s a probabi l i ty 
th 
that the m exist ing f a c i l i t y w i l l request service from the new 
f a c i l i t y and a probabi l i ty ^ - ~ a m that i t w i l l not; then ot̂ f ( i , j ) i s 
the expected distance traveled for the rendering of that uncertain s e r ­
v i c e . The data requirements for the m u l t i f a c i l i t y model are: 
N , the number of poss ib le locations 
M , the number of ex is t ing f a c i l i t i e s 
P , NxN Markov trans i t ion matrix, m = l , . . . , M 
m 
F , NxN distance matrix 
ou , re locat ion cost factor 
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a , H F * 1 , . . . , M , r e la t ive service cost factors 
ra 
(3 , discount factor . 
The order of events i s : 
1) The decision-maker observes CX f c_^,A^ t - l ' * " ' ^ M t -1^ a n < 1 
chooses X̂ _ ; 
2) The relocat ion cost ot̂ f (X ) i s incurred; 
3) The chance locations (A.. , . . . ,A^ ) are real ized; 
M Z 
4) The service cost Y a f (X .A ) i s incurred; and the process 
i m t mt m=l 
repeats . 
The object ive i s to minimize the expected present worth of a l l c o s t s , 
Minimize E 
f CO 
I ( V ( X t - l ' V + I V ( X t ' A m t > ^ 
t = l m=l 
( 1 . 4 ) 
M 
In general the service cost i s Y f^(X -A ) where i s the t , _ m t mt m m=l 
service cost matrix for exist ing f a c i l i t y m . We assume F^ = a F . 
to J m m 
1.2 State-Change Formulation 
Problem ( 1 . 4 ) i s represented in th i s section as a state-change 
Markov decision chain whose optimal solut ion i s characterized by a s y s ­
tem of extremal equations. This development c lose ly resembles the anal-
agous re su l t s of Chapter I I I , and i s , thus, reported in concise fashion. 
The trans i t ion ( i , J ) -*• (k,L) in a typica l time period i s viewed 
as having two phases. The decision maker, upon observing ( i , J ) and 
deciding where to re locate the new f a c i l i t y , e f f ec t s the s ta te change 
( i , J ) (k,J) . Then, "Nature" e f f ec t s the chance trans i t ion (k,J) 
(k,L) by changing the locat ions of the exis t ing f a c i l i t i e s . The prob­
a b i l i t y associated with the f i r s t s t a t e change i s d ( i , J , k ) ; the prob-
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a b i l i t y of the second i s p(J,L) given by ( 1 . 3 ) . The state-change 
probab i l i t i e s are decision var iab les , 
d ( i , J , k ) = 1 , i f the decision maker chooses to move 
the new f a c i l i t y to locat ion k when­
ever s ta te ( i , J ) i s observed; 
= 0 , otherwise. 
Note that pure, stationary p o l i c i e s are assumed; the arguments of pre ­
vious chapters apply to j u s t i f y this assumption. The al ternate notation 
for a pure pol icy i s K = { k ( i , J ) } where k(i,J)cM and d ( i , J , k ( i , J ) ) = 
1 , for a l l ( i , J ) e W M + 1 . 
The costs incurred in a time period are the state-change (re loca­
t ion) cost and the s t a t e - v i s i t (service) cos t . The conditional expecta­
t ion , r ( i , J ) , of the one period (immediate) c o s t s , given s ta te ( i , J ) 
at the s tar t of the period, i s next derived. r ( i , J ) i s the expected 
re locat ion cost plus the expected service costs for each ex is t ing f a c i l ­
i t y . Let 
w (J ,k) = I p ( j , £ ) f „ , j,keM ; m = l , . . . , M . ( 1 . 6 ) 
m m k£ 
w^(j,k) i s the expected unweighted service cost for ex is t ing f a c i l i t y 
m , and the matrix W = {w ( j , k ) } s a t i s f i e s 
m m j,keW 
W = P F x , m = l , . . . , M . ( 1 . 7 ) m m * 
The expected cost of service of a l l f a c i l i t i e s , when the ex is t ing f a c i l ­
i t i e s are at locat ions J = ( j ^ » • • • » j ^ ) and the new f a c i l i t y has j u s t 
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been moved to location k , i s w(J,k) where 
M 
w(J,k) = I * V V k ) 
m=l 
( 1 . 8 ) 
The cost of the s tate change ( i , J ) (k,J) i s C 4 Q f i k and since th i s 
change occurs with probabi l i ty d ( i , J , k ) , the expected one period cost 
i s 
r ( i , J ) = I d ( i , J , k ) f a 0 f . k + w ( J , k ) | 
kcW I- * 
Given a pure state-change pol icy K , ( 1 . 9 ) reduces to 
( 1 . 9 ) 
r ( i , J ) = a Q f &. ,k( i ,J) ) + w ( j , k ( i , J ) ) 
,M+1 
( 1 . 1 0 ) 
for a l l ( i ,J)eW 
The value determination equations for the m u l t i - f a c i l i t y problem 
have the form 
v ( i , J ) = r ( i , J ) + 3 J ^ 1 t ( ( i , J ) , ( k , L ) } v ( k , L ) ( 1 . 1 1 ) 
(k,L)eW 
where the complete trans i t ion probabi l i t i e s are 
t ( C i , J ) , ( k , L ) } -
p(J,L) , i f k = k ( i , J ) 
0 , otherwise 
(1 .12 ) 
Substituting ( 1 . 1 0 ) and ( 1 . 1 2 ) in ( 1 . 1 1 ) gives for the value determination 
equations 
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v ( i , J ) = a _ f ( i , k ( i , J ) } + w ( j , k ( i , J ) ) + 3 I M p ( J , L ) v ( k ( i , J ) , L ) (1 .13 ) 
for a l l ( i , J ) £ M M + 1 . Equation (1 .13 ) i s ident ica l to equation ( 2 . 1 6 ) 
of Chapter I I I except that M-tuple locations J and L are used in 
place of single-component locations j and Z . 
The extremal equations for the m u l t i f a c i l i t y dynamic p r o b a b i l i s t i c 
locat ion problem, obtained from (1 .13 ) by replacing the k ( i , J ) 's with 
the locat ions that minimize the s ta te values , are 
a O f i k + w ( J > k ) + $ I M P ( J , D v ( k , L ) ( 1 . 1 4 ) v ( i , J ) = min 
k 
for a l l ( i , J ) e W M + 1 . 
1 .3 Exact Solution Procedure 
We next present an exact so lut ion procedure for the state-change 
Markov decis ion chain model of the m u l t i f a c i l i t y locat ion problem. The 
procedure, extending the methods developed previously for the s i n g l e -
f a c i l i t y problem, has been coded for computer and applied to example 
problems with three ex is t ing f a c i l i t i e s and as many as s ix poss ib le l o -
cations (a t o t a l of 6 = 1296 s t a t e s ) . 
As in the s ingle f a c i l i t y case, we are fortunately not required 
to s tore the i P 1 by rf"1 complete transi t ion matrix T . This i s 
due to the specia l structure of T indicated by equation ( 1 . 1 2 ) . Un­
fortunately we must choose between the Scyl la of storing the by 
matrix of exis t ing f a c i l i t y trans i t ion probabi l i t i e s P = { p ( J , L ) } and 
the Charybdis of having to reevaluate these quantit ies by ( 1 . 3 ) each 
time they are needed. The l a t t e r option, requiring storage of the MN 
2 
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factors p instead of the N probabi l i t i e s p ( J , L ) , was taken, but 
m 
at considerable cost in computation time due to the oft repeated mul t i ­
p l i ca t ions in ( 1 . 3 ) . Under this option the t o t a l storage required i s a 
M+l 
l i t t l e more than 3N words with V , W and K const i tut ing the bulk 
of i t . (With N = 6 and M = 3 , N 2 ^ = 46656 and 3 ^ + 1 = 3888 . ) 
Storage can be cut further at addit ional expense in computation time; 
for example W could be reevaluated as needed instead of computed once 
and saved. Another storage economy device would be to place V and K 
g 
in the same array A , say, where a ( i , J ) = 10 • k ( i , J ) + v ( i , J ) . En­
coding and decoding the A array would of course require extra computa­
t ion which might be , with computers that carry about 8 s ign i f i cant 
d i g i t s (32 b i t s per word), prone to error. 
The three main features of the exact procedure are , as usual for 
solving Markov decis ion chains, i n i t i a l i z a t i o n , po l icy improvement and 
value determination. The macro structure into which these are assembled 
i s the same macro structure which was applied to the s i n g l e - f a c i l i t y 
problem and flow charted in Chapter I I I . 
I f the hypermyopic po l i cy (zero relocat ion c o s t ) , 
k ( i , J ) = i , ( i , J ) e W M f l , ( 1 .15 ) 
i s assumed i n i t i a l l y , then the system of value determination equations 
(1 .13 ) decomposes, in the same manner as the s i n g l e - f a c i l i t y problem, to 
N separate systems 
v ( i , J ) = w(J',i) + 6 I M p ( J , L ) v ( i , L ) , JeWM . ( 1 . 1 6 ) 
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There i s one subsystem ( 1 . 1 6 ) for each ieN ; each of these subsystems 
has the same coef f i c ient matrix, 
Q = I - $P 
where P = { p ( J , L ) } . The matrix 0 i s of order and, although Q 
i s considerably eas ier to invert than the coef f i c ient matrix I - 3T of 
order MM+''" in ( 1 . 1 3 ) , we have chosen not to invert Q . (This i s con­
s i s t en t with our choice not to store P . ) Because inverting Q would 
be necessary for exploit ing the commonality in structure of the sub­
systems ( 1 . 1 6 ) , the hypermyopic pol icy is not as benef i c ia l for finding 
i n i t i a l values in the m u l t i f a c i l i t y problem as i t i s in the s i n g l e -
f a c i l i t y problem. 
The preferred value i n i t i a l i z a t i o n procedure i s the one given by 
(6 .15 ) in Chapter I I : 
V ( 0 ) = n (^n (0 ) ) . ( 1 . 1 7 ) 
The myopic values (smallest immediate costs) in the array 11(0) are 
f i r s t determined and divided by 1-3 . The e f f ec t of dividing by 1-3 
i s to ra i se the myopic values to a l eve l more appropriate for the expect­
ed present worth of an i n f i n i t e stream of cash flows. These values are 
then assumed for the f i r s t pol icy improvement which resu l t s in . 
The pol icy improvement routine of choice i s again p a r t i a l feed­
back. The advantages of p a r t i a l feedback over nonfeedback or f u l l feed­
back are more dramatic for the m u l t i f a c i l i t y problem than they are for 
E 
the s i n g l e - f a c i l i t y . The p a r t i a l feedback operator used i s H where 
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( n v ) ( i , J ) = m i n 
r r n n p 0 - i k < « j k - - L 
K."™" J . Y M 9 M Y 1 ' . 
N E 
^ f , v t w 4 V + 3 I p (J ,L)- ( IIV)(k ,L) 
k = i + l , . . . , N t 
N 
a o f i k + w *k + 3 ^ p ( J » L ) ' v ( k » L ) 
£=1 
( 1 . 1 8 ) 
A FORTRAN subroutine for pol icy improvement using II i s l i s t e d in the 
Appendix. There is a scratch array of N elements which stores the 
terms, representing service cost and discounted future cos t , that are 
independent of i in ( 1 . 1 8 ) . A nonfeedback routine would require a 
scratch array of elements with which to dist inguish V from ITV . 
The time per i t era t ion would be about the same for nonfeedback and par­
t i a l feedback; whereas, f u l l feedback requires separate computation of 
the discounted future term for each i , J , k combination. Successive 
overrelaxation i s used for value determination. A code for this pro­
cedure when M = 3 appears in the Appendix. 
1.4 Computational Experience 
Computational experience with the exact procedure for the mult i -
f a c i l i t y problem i s reported in Table 3. In a l l cases the number of 
ex i s t ing f a c i l i t e s or customers i s M = 3 and the discount factor i s 
3 = .9 . Values of N , the number of poss ible locat ions , ranged from 
2 to 6; consequently the number of s tates ranged from =16 to 1296. 
Optimal po l i c i e s were determined for each problem generated. The 
method of data generation i s discussed in the Appendix. Through wide 
variat ion of within and among problems, the optimal p o l i c i e s were 
caused to cover the ent ire "viscosity" range of server behavior from 
staying completely fixed to t ight pursuit of the most c r i t i c a l customer. 
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The most commonly encountered optimal solutions involved loose pursuit 
of the a -weighted locat ion centroid, i . e . , re locat ions to fol low m ' ' 
vaguely the center of the present and near-future locations of those 
customers with highest interact ion costs . In these and a l l other experi­
ments, a variat ion had no discernible e f fec t s on computation load. 
The resu l t s reported in the table for each problem s i ze are: the 
average and maximum number of pol icy improvements, the d is tr ibut ion of 
the number of value determinations and the average computation time 
(CPU seconds on a Univac 1108 computer) expended in each of these opera­
t ions . 
Table 3. M u l t i f a c i l i t y Computational Experience 
POLICY IMPROVEMENT VALUE DETERMINATION 
Number 







which no. of 




N Problems Avg. Max. (sec) 0 1 2 (sec) 
2 
(16 
s ta tes ) 
20 2 .60 4 .009 0 19 1 .106 
3 
(81 
s ta te s ) 
14 3 . 5 0 5 .089 0 11 3 1.002 
4 
(256 
s ta te s ) 
13 4 .69 8 .538 1 12 0 13.784 
5 
(625 
s t a t e s ) 
6 4 .67 6 1.147 3 3 0 18.652 
6 
(1296 
s ta te s ) 
5.5.0 7 6 .816 0 6 0 245 .020 
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Comparison of the computation times per i terat ion for PIR's and 
VDO's demonstrates why the algorithm selected i s one that makes scant use 
of VDO's. Another important resul t i s that , as was our experience with 
the s ing le f a c i l i t y problem, the number of PIR's did not increase with 
problem s i z e . 
In a l l but 4 of the 59 problems solved, the number of VDO's was 
0 or 1 , indicating that in 55 problems the pol icy given by the f i r s t 
pol icy convergence was optimal. That i s , the optimal pol icy was found 
before the f i r s t value determination, and the time required to ver i fy 
optimality was far greater than the time to find the optimal so lut ion . 
For instance, the longest-running of the 1296-s tate problems had po l icy 
convergence af ter 6 pol icy improvements of about 7 seconds each, and then 
a 4-minute value determination and one more pol icy improvement were r e ­
quired to ver i fy that the solut ion was optimal. 
2. A Surrogate Single Fac i l i ty Approximation 
For the remainder of this chapter we sha l l eschew the exact , mul t i ­
dimensional state-change approach to the m u l t i f a c i l i t y locat ion problem. 
This capitulat ion to the "curse of dimensionality" i s made because of the 
d i f f i c u l t y not only in computing the optimal po l icy but also in 6toKA,YlQ 
i t . To optimally control the process one needs to have avai lable the 
prescribed decision for every s ta te (i,J)eW^*''" , an array of N̂ "̂ " de­
c i s ions . Retrieval on a long-term, once-per-period basis of the datum 
required in each time period may pose a serious information control prob­
lem. As another pract ica l matter, with such an immense s ta te space the 
percentage of s tates that are v i s i t e d in any duration of interest i s 
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extremely small . Thus, the bulk of decisions k ( i , J ) , even i f they 
could be e f f i c i e n t l y stored and retre ived, would never actual ly be need­
ed. Consequently, we sha l l propose approximation methods in the next 
two sect ions . 
The approach suggested in this section i s to replace the M-tuple 
of ex i s t ing f a c i l i t y locat ions with a AUA/IOGATE, s i n g l e - f a c i l i t y location, 
The problem i s then solved as a s i n g l e - f a c i l i t y problem employing the 
techniques of Chapter I I I , where the surrogate f a c i l i t y in some sense 
represents or replaces a l l the ex is t ing f a c i l i t i e s . An overview of th i s 
approach i s : 
M 
1 . Define a mapping cr:W" -»• W where cr(J) i s the surrogate 
for J . 
2. Develop an approximate Markov chain model of the s tochast ic 
process cr , t = 0 , l , 2 , . . . ; where 
r
t
 E a ( A i t V ( 2 . 1 ) 
3 . Solve the s i n g l e - f a c i l i t y location problem 
Minimize E I [ct0f(XT_VXT) + f ( X t , a t ) ) 3 
t - 1 
( 2 . 2 ) 
where F" i s a cost matrix for serving the surrogate f a c i l i t y , 
4. Operate the m u l t i f a c i l i t y system according to the following 
po l i cy : Move the new f a c i l i t y to locat ion k ( i , a (J ) ) eW when­
ever s tate ( i , J ) i s observed, where ( k ( > , » ) } i s the o p t i ­
mal pure stationary po l i cy obtained in Step 3. 
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There are three questions that need to be considered before this 
approach can be implemented; 1) How to choose O ? 2) What to assume 
for the t rans i t ion probabi l i t i e s Pr{a j ^ k ' a ^ i } ? and 3) What i s 
F"* ? We sha l l address these issues in order in the remainder of th is 
sect ion . 
In the presence of perfect information about the locat ions of 
ex is t ing f a c i l i t i e s and in the absence of re locat ion cos t , the locat ion 
problem reduces to placing the new f a c i l i t y in each period at the point 
from which i t can optimally serve the exist ing f a c i l i t i e s . Methods for 
determining these points have been developed for a variety of s i tuat ions 
[ 1 5 ] . In the present s i tuat ion , with respect to ex is t ing f a c i l i t i e s at 
locat ions J = ( j ^ , . . . , j ^ ) , the new f a c i l i t y locat ion that minimizes 
service cost i s the minimizing index in the expression 
minimum W(J,k) 
k 1 , . . . , N 
Let a(J)eW such that 
W(J ,a(J) ) < W(J,k) , keW . 
I n t u i t i v e l y , a(J) i s thought of as the "central locat ion" or "centroid" 
when the exis t ing f a c i l i t i e s have locat ion J . Of course, cr(J) does 
not convey as much information as J , j u s t as a sample mean conveys l e s s 
information than the data i t represents; but i t does correspond to the 
point from which the new f a c i l i t y can expect to serve the exis t ing 
f a c i l i t i e s at minimal cost over one time period. 
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The surrogate s ingle f a c i l i t y approach, i . e . replacing the set 
of ex i s t ing f a c i l i t i e s by their centroid and applying the techniques of 
Chapter I I I , i s approximate because the changes over time of the cen­
troid locat ion cr(j) are not necessar i ly Markovian. The d iscrete 
s tochast ic process cr , t = 0 , l , 2 , , i s an example of a lumped pK0Q.2Ai> 
[ 2 8 ] . The lumped process i s induced from the multi-dimensional Markov 
chain ^^it' * * *'^Mt^ ' t a s ^ » l » 2 » • • • > t n r o u g h a part i t ion ing , C ^ , . . . , C ^ , 
of the s ta te space of the chain, where 
C k = ' {JeW M | a (J )«k} , k = l , . . . , N . 
That i s , a l l N-tuple locat ions having the same centroid are "lumped" t o ­
gether to define a process with a smaller number of s tates than the 
M 
or ig ina l chain. For JeW , keW l e t 
q(J ,k) = I p ( j , L ) ; ( 2 . 3 ) 
LeC. 
k 
i f i s empty l e t q (J ,k )=0 . Note 
q(J ,k) = P r { a t + 1 = k | ( A l t , . . . , A M t ) = j } 
for a l l t = 0 , l , 2 , . . . . According to a theorem of Kemeny and Snel l [ 2 8 ] , 
the lumped process a , t * = 0 , l , 2 , . . . i s a Markov chain i f and only i f 
for every pair of locat ions i,keW , the values q ( j , k ) are the same 
for every J e ^ . This ImpcfoZLuty condit ion, in other words, i s that 
the centroid at time t+1 depends on the centroid, not on the part icu lar 
ex i s t ing f a c i l i t y loca t ions , at time t . I f th i s condition i s s a t i s f i e d , 
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we l e t ~ q(J»k) where J i s any member of ( p ^ = 0 i f 
C. = (I) ) , and we then have centroid transi t ion probab i l i t i e s 
1 
pIk = ^ { at+rk' at= i } » i » k e W » t = ° . 1 » * " - ( 2 * 4 ) 
When the lumpability condition does not hold, an approximate Markov an­
a l y s i s of the lumped process may be performed using simulation to e s t i ­
mate centroid trans i t ion p r o b a b i l i t i e s . 
A poss ib le choice for F^ , the service cost function for the 
surrogate f a c i l i t y , i s a weighted sum of service costs for a l l the N-
tuple locat ions associated with a part icular centroid locat ion , i . e . 
given new f a c i l i t y locat ion k and centroid locat ion j , 
F ' C M ) - I Y(J)W(J,k) , j,keW . ( 2 . 5 ) 
JeC. 
J 
The weights y (J ) may be simply the reciprocal of the cardinal i ty of 
Cj , resu l t ing in an arithmetic average, or , at the expense of addit ional 
ca lcu lat ion , weights based on stationary p r o b a b i l i t i e s . 
3. Structured Pol ic ies 
The second approximate approach proposed for the m u l t i f a c i l i t y 
problem i s a structured po l i cy . As in the previous sect ion we c a l l upon 
our a b i l i t y to solve s i n g l e - f a c i l i t y problems; in this sec t ion , however, 
we solve M s i n g l e - f a c i l i t y problems rather than one. 
The structured pol icy i s a decis ion rule that considers each cus­
tomer indiv idual ly to determine the optimal server locat ion i f the 
customer under consideration were the only customer; then i t s e l ec t s a 
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"compromise" server location based on the separate optima. 
The s i n g l e - f a c i l i t y problems which are solved at the outset of 
the structured pol icy procedure for m = l , . . . , M have extremal equations 
v ( i , j ) = min 
m keW 
^ - f ( i , k ) + w (j ,k) + 3 I P m ( J , - O v ( k , £ ) ( 3 . 1 ) 
th 
( i , j )eWxN . The optimal pol icy or AubpoLLcy for the m problem, i s 
designated K ={k ( i , j ) } . Problem ( 3 . 1 ) i s ident ica l to problem ( 2 . 1 7 ) 
m m 
m 
of Chapter I I I except that the transi t ion matrix P i s replaced by P 
and the re locat ion cost factor a i s replaced by a^/Ma^ . The ra t io 
a 0 / a i s the ra t io of relocat ion cost to service cost with respect to 0 m r 
th 
the m f a c i l i t y . The relocation cost factor for the s ingle f a c i l i t y 
subproblem i s scaled down to ag/Ma^ ; the e f fect of this transformation 
i s to give service costs in the subproblem the same re la t ion to re loca­
tion costs that ex i s t s in the or ig ina l M-customer problem. 
Once the subpolicies are computed and tabulated, the s truc­
tured pol icy K i s defined in terms of a mapping T:W^->W where 
k x ( i , J ) = x ( k 1 ( i , j 1 ) , . . . , 1 ^ ( 1 , ^ ) ) ( 3 . 2 ) 
i s the locat ion at which the server should be located whenever s ta te 
( i , J ) i s observed. The mapping x i s cal led the compH-OttUAZ f u n c t i o n 
because for any given s ta te ( i , J ) i t transforms the set of recommended 
server locat ions , k ^ ( i , j ^ ) , k ^ ( i , j ^ ) , into a s ing le compromise loca ­
t ion k^Ci,J)eW . The compromise function that has given good resu l t s 
on example problems small enough to be solved exact ly i s : k ( i , J ) = 
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the minimizing index in the expression 
M 
heW m=l 
( 3 . 3 ) 
For s ix three-customer problems the structured po l icy was computed, and 
i t s associated values were determined by ( 1 . 1 3 ) using successive over-
re laxat ion . These s ta te values were compared with the optimal so lut ion 
values obtained by the exact procedure of Section 1 . 3 . For each prob­
lem Table 4 reports the percentage difference between the optimal s o l u ­
t ion values , V , and the structured pol icy va lues , V . Average per­
cent di f ference i s 100 times 
maximal percentage difference i s 100 times 
[ V T ( i , J ) - V ( i , J ) ] 
max ,M-KL 
( i ,J)eW V ( i , J ) 
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Table 4. Computational Experience with a Structured Policy 
in the M u l t i f a c i l i t y Problem 
Problem 
Number N V V a 3 3 
Percentage Difference in State Values 




3 2 , 4 , 6 .9 1% 10% 
2 3 1, 1 , 1 .9 5% 23% 
3 3 . 2 , . 5 , . 7 .9 1% 10% 
4 6 2 , 3 , 5 . 9 1% 6% 
5 6 1 , 1 , 1 . 9 6% 11% 
6 6 . 8 , 1 . 2 , 1 . 4 .9 1% 4% 
The difference in computational e f for t between the exact proce­
dure and the structured pol icy i s several orders of magnitude. With 
N=6 the solut ion of three s i n g l e - f a c i l i t y problems i s accomplished in 
a matter of mil l iseconds (as demonstrated by Table 2) whereas the exact 
procedure for a t h r e e - f a c i l i t y problem requires something c loser to 5 
minutes. The structured-pol icy approach i s a lso very frugal in storage. 
Assuming that access to the subpolic ies , m a s l , . . . , M and to the 
routines for computing k T ( i , J ) by ( 3 . 2 ) and ( 3 . 3 ) remains ava i lable 
during the l i f e of the decis ion problem, i t i s not necessary to compute 
and store the ent ire structured po l icy array; rather, the decis ions 
k T ( i , J ) can be obtained only as needed. 
The h e u r i s t i c , structured pol icy presented in th is sect ion i s 
computationally tractable for v i r t u a l l y any s i ze problem of in teres t . 
Because the m u l t i f a c i l i t y problem i s so d i f f i c u l t to solve exact ly , i t 
i s impossible to experiment extensively on how near to optimal the 
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structured pol icy i s . The l imited experience we report i s promising. 
I t may be conjectured, from the s imi lar i ty of a truly large mult i -
f a c i l i t y problem to problems in s t a t i s t i c a l mechanics, that the accur­
acy of the structured pol icy may increase with problem s i z e ; the com­
putational experience reported i s not inconsistant with this conjecture. 
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CHAPTER V 
CONCLUSIONS AND EXTENSIONS 
The research reported in this dissertat ion introduces the concepts 
and methodologies of s tochast ic decision processes into the modeling 
and solut ion of location analysis problems. The main conclusion i s that 
i t i s benef ic ia l to view certain common problems in locat ion analysis as 
s tochast ic decision processes and that the result ing formulations of the 
locat ion problems can be solved. Multidimensional Markov decision mod­
e l s of dynamic probab i l i s t i c locat ion problems have been developed and 
solved. The modeling and solut ion procedures are straightforward, and 
the solut ions exhibit a key behavior of service f a c i l i t i e s — t h a t of 
part ly fol lowing, part ly ant ic ipat ing the moves of customers. 
Computational loads are high. The key developments that allow 
solut ion are 1) the delayed-evaluation macro procedure, 2) the e f f i ­
c i ent ly obtained hypermyopic s tart ing values ( for the s i n g l e - f a c i l i t y 
problem), 3) the concept of p a r t i a l feedback for pol icy improvement, 4) 
the explo i tat ion of structure for value determination, and 5) the prom­
is ing structured pol icy for large m u l t i f a c i l i t y problems. Another im­
portant development i s 6) the natural decomposition algorithm for rapid 
ident i f i ca t ion of the ergodic structure in an arbitrary Markov chain. 
I t i s hoped that , given th is work, more complex s tochast ic decis ion 
processes can be applied to locat ion analys i s . The following proposals 
for future work are suggested. 
ViAtinct Location Space* {pti Each facility. In a l l the problems we 
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have considered i t was assumed that the locations of a l l f a c i l i t i e s , 
while changing over time, were confined to a set bl . There i s no con­
ceptual d i f f i c u l t y in dealing with the s i tuat ion where each f a c i l i t y has 
i t s own set of poss ible locat ions; say, 
X f c e WQ = { h 1 , h 2 , . . . » h N ^ 
A . £ W mt m 
m 
M 
A typ ica l s ta te ( i , j ^ , . . . , j )e X N refers to the condition of having 
m=0 
the new f a c i l i t y at locat ion h^ , and exist ing f a c i l i t y m at locat ion 
^m. > m = l , . . . , M . The transi t ion probabi l i ty matrices P are of d i -
m̂ 
mension N ; the relocation cost matrix F i s N ^ X M and the service m 0 0 
cost matrices F^ are N A * N • A l l the analysis of Chapter IV can be m 0 m J r 
e a s i l y modified; for instance equation ( 1 . 7 ) becomes 
W = P F'* m mm 
Eff i c i ent data management for the problem in this form i s the key issue 
in developing th i s extension. 
HuJlttpZe. SoAVQAA. Consider dynamic, probab i l i s t i c problems in l o ­
cation analysis where there are several new f a c i l i t i e s whose movements 
over time can be determined by choice. Let X ^ be the locat ion of the 
4 s t 
t h s server at time t , l e t y be the re locat ion cost factor for the s 
th 
s server, and assume that customers are always served by the c loses t 
server; otherwise l e t the problem be ident ica l to the one introduced in 
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Chapter IV. The problem i s to devise a procedure for choosing (X. 
. . . , X s t ) given C X 1 ) t _ r . . . , X S ) t _ 1 , A 1 ( t _ 1 , . . . , A M ) t _ 1 ) so as to mini­
mize the expected value of 
00 r s 
s . t - l ' S t »
X s t } * £ ' S C m=l 
M 
m s = l 
min 
• » S 
?u/L6uit Situation!.. The s i n g l e - f a c i l i t y model of Chapter I I I i s 
s imilar to pursuit s i tuat ions except for the fact that the pursued en­
t i t y (ex is t ing f a c i l i t y ) makes moves independent of the locat ion of the 
pursuer (new f a c i l i t y ) . One way to enrich this model i s to allow the 
hope for reasonable resul ts because the framework would s t i l l be Markov-
ian, and no additional s tates would be generated. The complete t rans i ­
t ion matrix T would, however, lose i t s special s tructure. 
T/iavzLLng Salesman SeAvice.. Let the cost of service in the s i n g l e -
server, mult iple customer problem depend on the order in which customers 
v 
are served. That i s , l e t the per ipatet ic server take traveling-salesman 
tours rather than Weber tours . 
Bayesian Estimation o{ Transition \KatJiidZS. Let the or ig ina l trans­
i t i o n matrices be updated through Bayesian learning as the process 
evolves . 
Introduction ofi Qucuolng Tkmomzna* In a l l of the problems consid­
ered, the server has served a l l customers each period. An enrichment 
would be to relax th i s assumption and to give exp l i c i t consideration to 
the location-dependent time needed for serv ice , i . e . , to introduce 
queueing considerations into the model. 




PROCEDURES FOR GENERATING RANDOM PROBLEMS 
The following subroutine was used to generate random s i n g l e - f a c i l i t y 
locat ion problems. M u l t i f a c i l i t y problems were generated by a s imi lar 
program which generates M stochast ic matrices instead of one. 
The distance matrix DIST (corresponding to F in the text ) was 
generated by computing the rec t i l inear distance between pairs of points 
whose coordinates were uniformly distr ibuted on (0,10) . The distances 
were truncated to the nearest hundredth of a unit in order to f a c i l i t a t e 
hand ver i f i ca t ion of computer so lut ions . 
As noted in Chapter I I Section 6.3 one of the procedures used by 
MacQueen and Hitchcock [33] for generating s tochast ic matrices leads to 
nearly uniform entr ie s . The procedure presented here overcomes that 
d i f f i c u l t y . In MacQueen and Hitchcock's procedure "the row entries were 
randomly generated by se lect ing for each entry a uniformly dis tr ibuted 
random number between 0 and 1 and then normalizing by the row t o t a l . " 
[33] We begin as MacQueen and Hitchcock do by generating a row of uni ­
form random numbers; however, before normalizing, each number i s raised 
to a user-provided exponent. The e f fec t of the exponent i s to accentu­
ate the differences among the uniform var ia te s . For instance suppose 
the random numbers used to generate the f i r s t row of a 5-s tate t r a n s i ­
t ion matrix are .1554, .1372, .6132, .7417, .7503. The d is tr ibut ions 
resul t ing from various values of the exponent are tabled below: 
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EXPNT l 2 3 5 
1 .0648 .0573 .2557 .3093 .3129 
CM
 .0158 .0123 .2454 .3591 .3674 
5 .00017 .00009 .1579 .4088 .43304 
10 . 0 . 0 .0656 .4401 .4943 
500 . 0 . 0 . 0 .0031 .9969 
By use of th is procedure tes t matrices over a wide s tructural range can 
be generated. In the FORTRAN code below probabi l i t i e s that would be 
very small are set to zero. 
SUBR0UTINE GENDAT(NMAX, NODES, EXPNT, KSEED,PROB, DIST) 
DIMENSION PROB(NM A X , NMA X) ,DIST(NMAX,NMAX) 
N1=N0DES-1 
DO 10 1=1,NODES 
P R O B ( I , 1 ) = 1 0 . 0 * R A N D O M ( K S E E D ) 
10 P R O R ( I . 2 ) = 1 0 . 0 * R A N D O M ( K S E E D ) 
DO 20 1 = 1 / N 1 
J 1 = I + 1 
DO 30 J=J1 ,N0DES 
D I S T ( 1 , J ) = A B S ( P R 0 B ( I , 1 ) - P R O B ( J , 1 ) ) + 
• A B S ( P R 0 B ( I , 2 ) - P R 0 6 ( J , 2 ) ) 
D I S T ( I , J ) = . 0 0 1 * I N T ( 1 0 0 0 . 0 * D I S T ( I , J ) + . 5 ) 
30 D I S K J , I ) = D I S T ( I , J) 
20 D I S T ( I , I ) = 0 . 




CUT=UNDER**(1 . /EXPNT) 
DO 100 I = 1 , N 0 D E S 
S = 0 
DO 2 0 0 J=1 ,N0DES 
R=RAND0M(KSEED) 
IF(R . G T . CUT) GO TO 3 0 0 
P R 0 B C I , J ) = 0 . 
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GO TO 2 0 0 
300 P N O B d , J ) = R * * £ X P N T 
S = S + P N O B ( I , J ) 
? 0 0 CONTINUE 
P T E S T = 0 . 
DO 4 0 0 J = l , N O D E S 
P K O H ( I , J ) = . 0 0 1 * l N r ( 1 0 0 0 . * P R U H ( I » J ) / S + . 5 ) 
4 0 0 P T E S T = P T E S T + P R O B ( I , J ) 
D I F = 1 . 0 - P T E S T 
IF ( A B S ( D I F ) . L T . . 0 0 0 0 1 ) GO TO 100 
DO 5 0 0 J = l , N O D E S 
P P = P R O B ( I , J J + D I F 
I F ( P P . G T . 1. . O R . PP . L T . 0 . ) GO TO 5 0 0 
P R O B C I , J J = P P 
GO TO 100 
5 0 0 CONTINUE 





FORTRAN CODE FOR NATURAL DECOMPOSITION 
The following subprogram solves the system of equations 
N 
v. = r. + p . . v . , i = l , . . . , N 
i i j = i ^ 3 
for a nonergodic valued Markov chain by the s tate c l a s s i f i c a t i o n (natural 
decomposition) algorithm of Section 3 . 2 . 3 of Chapter I I I . The program in­
put i s N,8,R and P; the output i s V; other variables are used in terna l ly . 
SUBROUTINE FVDOSUB(N, BE JA,R,P, V, 
+ B, I C , ISET, NLEAD, I L E A I ) ) 
REAL P ( N , N ) , V ( N ) , R ( N ) 
LOGICAL B ( N , N ) 
INTEGER I C ( N ) , I S E T ( N ) , NLE A D ( N ) , I L t A D ( 1 0 0 0 ) 
IDENSE=0 
ICQUNT=0 
DO 10 1 = 1 , N 
DO ^Q J = t , N 
B ( I , J ) = ( P ( I , J ) • G T . 0 . 0 ) 
IF ( . N O T . B ( I , J ) ) GO TO 20 
IDENSE=IDENSE+1 
20 CONTINUE 
B ( I , I ) = . F A L S E . 
10 I S E T ( I ) = 1 
C CHECK FOR ABSORBING STATES 
DO 40 I = 1,N 
IK CP( I , I ) . L T . 1 . 0 ) GO TO 40 
V ( I ) = R ( I ) / ( 1 - B E T A ) 
B ( I , I ) = .TRUE. 
ICOUNT=ICUUNTf1 
40 CONTINUE 
IF (IC0UNT •EQ• N) GO TO 1 0 0 0 
C * * ALL STATEMENTS ABOVE THIS LINE ARE EXECUTED ONLY ONCE** 
30 CALL ZEROW(N,B,IZEROW) 
IF (IZEROW . G T . 0 ) GO TO 50 
CALL C Y C L E ( N , B , I S E T , I Z E R O W , I C ) 
50 CALL S O L V E ( N , I Z E R O W , P , V , R , B E T A , I C O U N T , I C , I S E T , B , N L E A D , 
+ IDENSE) I LEAD, 
IF (ICOUNT . L T . N) GO TO SO 
1 0 0 0 RETURN / 
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SUBROUTINE CYCLE ( N , B , S E T , I Z E R O W , I C ) 
LOGICAL B ( N . N ) 
INTEGE R SET ( N ) , IC (N) 
C B ( I , I ) = . I IS DELETED. 
C S E T ( I ) = 0 IFh I IS IN r HE RATH 
NC = 0 
C FIND FIRST STATE 
DO 10 J = 1 , N 
IF ( B ( J , J ) ) GO TO 10 
IL = J 
GO TO 3 0 
10 CONTINUE 
C • ADD STATE TO PATH 
30 NC=NC+1 
I C ( N C ) = I L 
S E T ( I L ) = 0 
C FIND ANOTHER S T A TL% IF NOT A REPEAT ADD TU PATH 
DO 40 J = 1 , N 
IF ( B ( J , J ) . O R . .NOT. B ( I L , J ) ) GO TO 40 
IL = J 
GO TO 50 
40 CONTINUE 
50 IF ( S E T ( I L ) . N E . 0 ) GO TO 30 
C REPEAT FOUND. FIND FIRST OCURRENCE 
IR=IL 
DO 70 I = 1 , N C 
IF ( I C ( I ) . N E . IR) GO TO 70 
NR = I 
GO TO 80 
70 CONTINUE 
C CYCLE IDENTIFIED I R = I C ( N R ) , I C ( N R + 1 ) , . . . , I C ( N C ) , I R 
C COLLAPSE CYCLE 
80 B ( I R , I R ) = . T R U E . 
NR1=NR+1 
DO 100 I=NR1,NC 
J R = I C ( I ) 
B ( J R , J R ) = . T R U E . 
S E T ( J R ) = I R 
DO 110 K = 1 , N 
IF ( S E T ( K ) . E O . JR) S E T ( K ) = I R 
IF ( B ( K , K ) ) GO TO 110 
B ( I R , K ) = B ( I R , K ) . O R . B ( J R , K ) 
B ( K , I R ) = B ( K , I R ) . O R . B ( K , J R ) 
110 CONTINUE 
100 CONTINUE 
C CHECK ROW(IR) FOR ZEROW 
DO 120 J = 1 , N 
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IF ( B ( J , J ) . O R . .NOT. B ( I R , J ) ) GO TO 120 
IL = J 
B U R , IR) = .FALSE . 
NC = NR 
GO TO SO 
120 CONTINUE 
DO 140 1=1 ,NR 





SUBROUTINE SOLVE(N,I Z E R O W , P , V , R , B E T A , I COUNT, I C , S E T , B 
t I L E A D , I DENSE) N | F A D 
LOGICAL B ( N , N ) , D I F ' ' 
INTEGER I C ( N ) , S E T ( N ) , N L E A D ( N ) , I L E A O ( I D E N S E ) 
REAL P ( N , N ) , V ( N ) , R ( N ) 
IZ=IZEROW 
C DETtRMINE SIZE OF SYSTEM & IDENTIFY VARIABLES 
I S I Z E = 0 
DO 10 1 = 1 , N 
IF ( S E T ( I ) . N E . I Z ) GO TO 10 
I S I Z E = I S I Z E + 1 
B ( I , I ) = . F A L S E . 
I C ( I S 1 Z E ) = I 
10 CONTINUE 
IF ( I S I Z E . G T . 1) GO TO 30 
SUM=0 . 0 
DO 20 I = 1 , N 
20 IF ( B ( I Z , I ) ) S U M = S U M t P ( I Z , I ) * V ( I ) 
V( I Z ) = (R( I Z ) + B E T A * S U M ) / ( 1 - B E T A * P ( I Z , I Z ) ) 
B ( I Z , I Z ) = . T R U E . 
ITER=0 
GO TO 190 
C UPDATE RIGHT-HAND-SIDE 
30 DO 50 1 = 1 , I S I Z E 
JR= I C ( I ) 
SUM = 0 . 0 
DO 40 K=1 ,N 
IF ( . N O T . B ( J R , K ) ) GO TO 40 





C IDENTIFY NONZERO TERMS IN SYSTEM 
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JNL = 0 
DO 80 1 = 1 , I S I Z E 
I R = I C ( I ) 
S LI M = 0 . 0 
NL = 0 
DO 110 J = l , I S i Z E 
J R = 1 C ( J ) 
TP ( P ( I R , J R ) . L P . 0 . 0 ) GO TO 110 





B ( I R , I R ) = . T R U E . 
80 CONTINUE 




120 D I F = . F A L S E . 
ITER = ITER+ 1 
JNL = 0 
DO 130 I = 1 , I S I Z E 
I R = I C ( I ) 
SUM = 0 . 0 
NL = NLEAD( I ) 




S U M = 1 . 3 * ( R ( I R ) + B E T A * S U M ) - . 3 * V ( I R ) 
DIF = DIF . O R . ( A B S ( S U M - V ( I R ) ) . G T . . 0 0 0 0 1 ) 
V(IR)=SUM 
130 CONTINUE 
IF ( . N O T . D1F) GO TO 190 
IF (ITER . G T . MXIT) GO TO 180 
GO TO 120 
180 W R I T E ( 6 , l b l ) MXIT 
181 FORMAT(18H SOR STOPPED A F T E R , I 8 , 2 X , 1 1 H ITERATIONS) 
190 ICOUNT=ICOUNT*ISIZE 
DO 2 0 0 I = 1 , I S I Z E 
I R = I C ( I ) 
2 0 0 W R I T E ( 6 , 2 0 1 ) I R , V ( I R ) 
201 FORMAT ( I 8 , F 1 2 . 6 ) 
W R I T E ( 6 , 2 0 2 ) ITER 
2 0 2 FORMAT ( I 8 , 2 X , 1 S H SOR ITERATIONS) 
RETURN 
2 2 0 W R I T E ( 6 , 2 2 1 ) JNL 




SUBROUTINE ZERUw(N,B, I ZEROw) 
LOGICAL B ( N , N ) 
C IZEROW IS A NONOELETED STATE THAT DUES NOT 
C LEAD TO ANY OTHER NONDELETED STATE, IF IT EXISTS 
C OTHERWISE IZEROW=0. 
DO 120 1 = 1 , N 
120 W R I T E 1 6 , 1 0 b ) ( B ( I , J ) , J = 1 , N) 
10S FORMAT(10L7) 
DO 10 I = 1, N 
IF ( B ( I , I ) ) GO TO 10 
DO 20 J = 1 , N 
IF ( B ( J , J ) . O R . .NOT. B ( I , J ) ) GO TO 20 








The system of value equations for a part icular canonical c lass i s 
solved in the sequence of code following the comment SOR and up to l ine 
180 in subroutine SOLVE. The method of solution i s a successive overre-
laxation routine using indexing to eliminate a l l mul t ip l icat ions by zero 
Any other method for solving the system can be substituted in place of 
th i s routine.. I f i t i s desired to l e t the s i ze of the canonical c lass 
determine the method to be used then the relevant branching variable i s 
ISIZE. 
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A P P E N D I X C 
P A R T I A L F E E D B A C K P O L I C Y I M P R O V E M E N T R O U T I N E F O R 
T H E M U L T I F A C I L I T Y L O C A T I O N PROBLEM 
SUBROUTINE P I R4(NMA X, NODES,PROB, DIST ,VALUE,KPOLCY, 
• VISIT,BETA,WORK,KCNVRG) 





C * * * PARTIAL FEEDBACK POLICY IMPROVEMENT * * * 
C * * * WORK = EXPECTED (SERVICE • DISCOUNTED FUTURE) COST 
KCNVRG=1 
DO 50 J3= l ,NODES 
DO 50 J2= l ,NODES 
DO 50 J 1 = 1 ,NCIDES 
DO 40 K = 1 , NODES 
S = 0 . 0 
DO 30 L3=l ,NODES 
IF ( P R O B ( 3 , J 3 , L 3 ) . L E . 0 . 0 ) GO TO 30 
DO 20 L2=1,NODES 
IF ( P R 0 B ( 2 , J 2 , L 2 ) . L E . 0 . 0 ) GO TO 20 
DO 10 L l = l , N O D E S 
IF ( P R O B ( 1 , J 1 , L 1 ) . L E . 0 . 0 ) GO TO 10 
S = S + P R O B ( 1 , J l , L 1 ) * P R 0 B ( 2 , J 2 , L 2 ) * P R O B ( 3 , J 3 , L 3 ) * 




40 W 0 R K ( J 1 , J 2 , J 3 , K ) = V I S I T ( J 1 , J 2 , J 3 , K ) + B E T A * S 
DO 50 I = l , N O D E S 
VNEW = D I S T ( I , 1 ) + W 0 R K ( J 1 , J 2 , J 3 , 1) 
KNEW=1 
DO 60 K=2,N0DES 
V 1 = D I S T ( I , K ) + W 0 R K ( J 1 , J 2 , J 3 , K ) 




IF (KNEW . E Q . K P 0 L C Y ( I , J 1 , J 2 , J 3 ) ) GO TO 70 
K P O L C Y d , J l , J 2 , J3)=KNEW 
KCNVRG=0 




A P P E N D I X D 
S U C C E S S I V E O V E R R E L A X A T I O N V A L U E D E T E R M I N A T I O N O P E R A T I O N 
F O R T H E M U L T I F A C I L I T Y L O C A T I O N PROBLEM 
SUBROUTINE SORVD4(NMAX, NODES,PROB, DIST, VALUE, KPOLCY, 
• VISIT ,BETA,EPSLON) 
DIMENSION PROB(3 ,NMAX,NMAX) ,DIST(NMAX,NMAX) , 
• VALUECNMAX,NMAX,NMAX,NMAX), 
• KPOLCY(NMAX, NMAX,NMAX,NMAX), 






IF (ITER . G E . 5 0 ) GO TO 70 
ERROR=0.0 
DO 40 I = l , N O D E S 
DO 40 J3= l ,NODES 
DO 40 J2= l ,NODES 
DO 40 J l = l , N O D E S 
K = K P 0 L C Y ( I , J 1 , J 2 , J 3 ) 
S = 0 . 0 
DO 30 L3= l ,NODES 
IF ( P R O B ( 3 , J 3 , L 3 ) . L E . 0 . 0 ) GO TO 30 
DO 20 L 2 = 1 , N 0 D E S 
IF ( P R O B C 2 , J 2 , L 2 ) . L E . 0 . 0 ) GO TO 20 
DO 10 L l = l , N O D E S 
IF ( P R O B ( 1 , J l , L 1 ) . L E . 0 . 0 ) GO 10 10 
P = P R 0 B ( 1 , J 1 , L 1 ) * P R 0 B ( 2 , J 2 , L 2 ) * P R O B ( 3 , J 3 , L 3 ) 




V l = D I S T ( I , K ) f V I S I T ( J l , J 2 , J 3 , K ) 
V1 = (V1+BETA*S)*R0MEGA • SUMEGA* V A L U E ( I , J 1 , J 2 , J 3 ) 
V 2 = A B S ( ( V I - V A L U E ( I , J l , J 2 , J 3 ) ) / V l ) 
IF (V2 . G T . ERROR) ERR0R=V2 
V A L U E d , J l , J 2 , J 3 ) = V 1 
40 CONTINUE 
IF (ERROR . G T . EPSLON) GO TO 50 
Z = 3H 
70 W R I T E ( 6 , 1 ) Z , I T E R , ERROR 
1 FORMAT(" SOR D I D " , A 3 , M CONVERGE",I 1 0 , M ITERATIONS", 
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