To aid in evaluating spatial and spectral imaging abilities of any imaging spectroradiometer system, we developed a spectral intensity gradient standard based on the behavior of a birefringent wedge imaged between cross polarizers. By comparing calculated with observed images of the wedge, a chromatic scrambling kernel was measured to generally estimate chromatic aberrations in any spectral imaging optical system. This technique provides a quantitative method to compare spectral imaging quality of different optical systems and also provides a quick test for severe misalignments in the optical path. Applying this method to the spectroradiometric measurement of temperature and temperature gradients in the laser-heated diamond cell, the observed scrambling kernel is used to infer original hotspot information from measured behavior, to provide a quantitative evaluation of the ability to measure a temperature gradient in any spectral system, and to yield an objective determination of precision of spectroradiometric temperature measurements. The birefringent wedge method and its application described in this paper are simple and inexpensive enough to be used on any spectroradiometric system.
I. INTRODUCTION
Measurements of material properties at high pressures and temperatures are required to understand the thermodynamic and elastic properties of materials and to interpret the behavior of the deep interiors of planets. The laser-heated diamond anvil cell ͑LHDAC͒ is uniquely well suited for measuring material properties under static high-pressure, high-temperature conditions. This technique can achieve high-pressure ͑20 GPaϽ P Ͻ ϳ 200 GPa͒ and hightemperature ͑1500 K Ͻ T Ͻ ϳ 5000 K͒ conditions for extended periods of time, from seconds to days, by compressing material between two optical quality diamond anvils and introducing an infrared laser into the sample chamber. The interpretation of measurements of material properties at these extreme conditions depends on the ability of the optical system to measure the temperatures in the LHDAC by spectroradiometric methods. In this paper we present a method to evaluate an optical system for suitability to measure temperatures in the LHDAC. Our method, based on the optical properties of a birefringent wedge, characterizes the combined spectral and spatial resolution properties of any spectral imaging system. From this measurement we further derive an experimental confidence band on temperature measurements in the LHDAC.
For laser heating in the diamond anvil cell, the large volume and high thermal conductivity of the diamond anvils requires a room temperature boundary condition just tens of microns away from the peak temperatures of the hotspot, which generally are thousands of degrees. This introduces steep temperature gradients of hundreds of K / m. If these temperature gradients are not properly measured and interpreted, they compromise measurement of physical properties in the LHDAC. In addition, the presence of temperature gradients combined with refracting optics ͑including the diamond anvil͒ diminishes the accuracy of the hotspot temperature and temperature gradient measurement. 1 Recently, systems designed to measure temperature gradients as well as temperatures in the LHDAC have been developed. 2, 3 These systems and associated approaches, such as reducing the numerical aperture of the optical system 1, 4 or collecting and separately focusing only a few wavelengths, 3 must be evaluated by a reproducible, laboratory-invariant method.
As with any quantitative experimental technique, a measurement is only as good as the ability to quantify measured values as well as their uncertainties. Unfortunately, temperature gradients have proven difficult to measure. Chromatic aberration within spectral imaging systems has been blamed for "scrambling" the spatial-spectral data. 4 If, as a result of chromatic scrambling, an optical spectroradiometer cannot resolve spatial variation in intensity at the approximately micron scale for all wavelengths, then measurements of temperature will not be reliable if temperature varies over a similar length scale. While it may seem self-evident that measurements of temperature gradient or profile will not be reliable, even measurements of peak temperature will be inaccurate in the presence of chromatic aberration induced loss of spatial resolution.
For the purposes of this work, we define chromatic aberration as any wavelength-dependent behavior in the optical path. Admittedly, this definition is broader than the usual definition of wavelength-dependent index of refraction ef-fects. However, in a real optical system, optical aberrations arise from a variety of sources, including imperfections in the lens shape and dispersion. Aberrations from these sources can be compounded by misalignments in the optical system. In addition, vignetting can also contribute spectrally dependent aberrations. Our aim is to assess many of these sources of chromatic bias in a single measurement, and this method measures the total effect of all contributions to chromatic aberrations.
Spectroradiometers for laser heating are calibrated using a lamp whose wavelength-dependent intensity is known ͑and usually traceable to NIST standards͒. As these lamps are often based on the thermal emission of a tungsten filament at a known temperature, this calibration method provides a direct validation of temperature measurements that are subsequently performed by measuring wavelength-dependent intensity of a sample at unknown temperature. The method could be extended to the calibration of temperature gradient measurements by using a thermally emitting standard lamp that not only has a known temperature but also a known temperature variation with position ͑a "calibrated temperature gradient source"͒. In fact, the notion of a calibrated temperature gradient source has been a subject contemplated by researchers for over a decade ͑e.g., GSECARS/COMPRES High-Pressure Workshop "Future Directions for the LaserHeated Diamond Anvil Cell at the Advanced Photon Source," 2004͒. Our intention at the origin of this project was simply to design and build a light source that would produce a temperature gradient by means of a current flowing through a tapered filament. However, the engineering requirement to provide a stable and well-calibrated temperature gradient of thousands of kelvins over ϳ10 m length scales-in order to match the relevant scales of the extreme thermal situation in the LHDAC-was difficult to achieve because the thermal conductivity of most metals is too high to permit significant temperature gradients for any machinable geometry.
The critical characteristic of a "temperature gradient standard" is that it mimics the salient attributes of the unknown hotspots: large intensity gradients ͑approximately one order of magnitude͒ over a small spatial scale ͑ϳ10 m͒ and significant chromatic variation. Therefore, we developed a calibration source based on the spectral-spatial image characteristic of a birefringent wedge placed between two crossed polarizers. This optical technique bypasses the obstacle of thermal conductivity by taking advantage of constructive and destructive interference effects that produce variations in intensity over ϳ10 nm in wavelength and ϳ10 m in distance when a highly birefringent wedge is illuminated between crossed polarizers.
In Secs. II and III, we describe the theory and application of our spectral calibration method, including the equations governing its spatiospectral intensity behavior. Our approach combines forward modeling of idealized spectroradiometry systems with experimental measurements on a real system. We present calculated spectral images with and without chromatic aberrations. Then, in Sec. IV we present results showing experimental measurements of intensity transmitted through the wedge with different optical configurations. Finally, in Sec. IV the difference between measurements and simulations is used to quantify the spatialspectral aberrations of our temperature measurement system, and in Sec. V these results are used to calculate precision errors in temperature measurement in LHDAC experiments. We show that this optical technique is not limited in use to spectroradiometers designed for laser heating in the diamond anvil cell; it can be used to evaluate and calibrate spherical and chromatic aberrations in any imaging spectroscopy application.
II. WEDGE METHOD OVERVIEW
Birefringence is an optical property in which the index of refraction is not identical along all crystallographic axes. Consequently, light that is polarized parallel to one axis travels through the crystal at a different rate and is refracted to a different angle than light that is polarized parallel to another axis. The best-known example of this is the doubling of images traveling through calcite. The use of uniaxially birefringent wedges in optical systems has been demonstrated to be useful in system design ͑e.g., isolation 5 and smoothing 6 ͒ and also component characterization ͑e.g., birefringence, 7 polarization, 8 and surface slope and strain 9 ͒. Here, we show further utility of the birefringent wedge as we employ it to examine spatiospectral resolution in a spectroradiometric optical system designed to generate and measure high temperatures and associated temperature gradients in the LHDAC.
The retardation, ⌬, of the slow branch of light relative to the fast is the product of the crystal thickness, t, and the birefringence, ␦, the difference between the ordinary index of refraction, n , and the extraordinary index of refraction, n : ⌬ = t␦ = t͑n − n ͒. When a uniaxially birefringent material is placed between crossed polarizers, the two branches destructively interfere when the retardation is ͑2n +1͒ / 2. For any thickness of a birefringent crystal some wavelengths of light are extinct. Therefore, a crystal with a smoothly varying thickness ͓e.g., a wedge, see Fig. 1͑a͔͒ oriented so that the principal axes of the indicatrix are perpendicular to an incoming white light source exhibits interference fringing in both the spatial and wavelength dimensions. When imaged directly in white light, this effect is illustrated by the Michel-FIG. 1. ͑Color online͒ Schematic of experimental setup. ͑a͒ The YVO 4 wedge is placed so that the front face is perpendicular to the optic axis. The wedge is cleaved such that the major and minor axes of the indicatrix are aligned with the axis of increasing wedge thickness ͑"wedge axis"͒ The optics cluster: ͑b͒ light source, ͑c͒ diffuser, ͑d͒ polarizer, ͑e͒ YVO 4 wedge with wedge angle , ͑f͒ diamond optic ͑in some experiments͒, and ͑g͒ analyzer are used to project the interference pattern onto the spectrometer. The y-axis is defined by ͑h͒, the optical path from the light source to the spectrometer, while the z-axis is defined by the slit of the spectrometer and is intended to be identical to the wedge axis. Note that the optical path ͑h͒ also represents the optical system to be characterized.
Lévy chart. 10 When light is dispersed, as in a spectrometer, the sinusoidal quality of the interference at each wavelength becomes apparent. Neighboring fringes will have a peak-topeak retardation difference equal to the wavelength of light,
With a wedge angle , the difference in thickness over an in-plane distance, d, is d tan . So the equation governing the length scale between neighboring fringes is = d␦ tan .
We designed an interference wedge consisting of a highly birefringent material cut so that the major and minor axes of the indicatrix lie in the plane of and parallel to the axis of increasing wedge thickness. Two requirements governed our choice of material: neighboring extinction distance near the spatial length scale of a laser-heated hotspot ͑ϳ10 m͒ and a wedge angle small enough to prevent significant path deviation ͑Fig. 2͒. We chose an YVO 4 wedge because its birefringence ͑+0.24͒ is higher than many other common birefringent materials. Furthermore, the wavelength dependence of its birefringence is known. 11, 12 Our YVO 4 wedge has a wedge angle of 6°and is ϳ100 m thick at the thinnest point.
When this wedge is illuminated between crossed polarizers, an interference pattern is produced and the ideal intensity as a function of wavelength and distance along the wedge can be calculated exactly. Differences between observed and predicted interference patterns indicate the spectrally dependent spatial precision in optical measurements. From this information, the associated precision of temperature and temperature gradient measurements can be determined. In Sec. III we describe the calculations of ideal wedge behavior.
III. MODEL CALCULATIONS
The spatially and spectrally varying light intensity, I͑͒, that passes through the birefringent wedge and polarizers can be calculated using the following equation:
where I 0 is the spectral intensity of the light source, ␣ and ␤ are the angles between a reference position and the polarizer and analyzer, respectively, and is the fractional phase difference between the slow and fast paths. When the angle between the polarizer and the analyzer is constrained to be 90°, this reduces to
ͬ .
͑2͒
As observed at an imaging spectrometer, this function varies both in wavelength, ͑the horizontal axis of the spectral image data͒ and position ͑the vertical axis of the spectral image data͒. The wedge thickness, t, is related to the spectrometer row variable, z, by t = t 0 + M tan cos z, where t 0 is the thickness of the wedge at z =0 ͑the edge of the spectrometer͒; M is the magnification of the optical system; is the angle by which the thickness of the wedge increases; and is the rotation angle of the wedge relative to the spectrometer slit ͑which is intended to be 0͒.
We use Eq. ͑2͒ to calculate spectral intensity profiles ͑Fig. 3͒ using parameters that mimic our experimental setup, including the wavelength-dependent birefringence of YVO 4 , 11,12 the angle and initial thickness of our wedge, the wavelength range of our spectrometer, and the image size of our charge coupled device ͑CCD͒ array detector. Horizontal and vertical profiles show that the interference pattern is a pure cosine in z, but a modulated cosine in wavelength. The effect of increasing the thickness of the wedge is to decrease the horizontal ͑wavelength͒ distance between intensity minima ͑fringes͒ without affecting the vertical ͑constant wavelength͒ fringe distance. Figure 3 depicts an idealized observation with no optical aliasing ͑i.e., with no spatial or chromatic aberrations͒ and is therefore the baseline for a perfect optical system. The effect of chromatic aberration is to limit resolution in a wavelength-dependent fashion since not all light is focused equally well at the spectrometer entrance. To model the effects of a chromatic aberration, we introduce a wavelengthdependent "scrambling kernel," r͑͒, with dimensions of length. It can be interpreted in two mathematically identical ways: as a length scale over which light emitted from a point source is smeared at the detector and as the radial distance from which light is observed at a single position ͑x , z͒ on the detector. In Appendix A, we show that the predicted effect of a scrambling kernel is to reduce the contrast of the birefringence-induced intensity oscillations. The direct transmission through the wedge and polarizers from Eq. ͑2͒ is aliased by a scrambling kernel to
where c = ͓␦͑͒ / ͔M tan cos , an observable parameter of the optical system and wedge having aggregate dimension ͑1/length͒. The integral in Eq. ͑3͒ is numerically solvable to a simple function of the dimensionless quantity cr that decreases monotonically from 1 at cr = 0 to 0 at cr = 0.6 ͑Fig. 4͒. Thus the aggregate effect of chromatic aberrations is to reduce the amplitude of interference ͑i.e., contrast͒. Any observed loss of contrast in interference fringes can be related directly to a wavelength-dependent distance over which the spatial intensity information is scrambled. Once c is measured, then the observed amplitude of interference oscillation determines r directly. We can use a simple optical system as a model to estimate the magnitude of loss of contrast that we might expect due to chromatic aberrations. We calculated the chromatic aberration effect of a highly dispersive diamond window directly behind the wedge ͓Fig. 1͑f͔͒ for two simplified optical systems: one with a narrow numerical aperture ͑NA= 0.03͒ and one with a wide aperture ͑NA= 0.34͒, similar to the optical systems examined in Ref. 1. As shown in Fig. 5 , the calculated chromatic effect is severe, with a large dependence on system numerical aperture. In these models an arbitrary focal point was chosen such that paraxial light at = 850 nm was focused: when red light is selectively focused fringe contrast loss is significant for less-well-focused blue light.
IV. EXPERIMENTAL PROCEDURE AND RESULTS
To compare the results from a real optical system with the calculations shown in Sec. III, we place a birefringent wedge in the object plane of a microspectroradiometer system, illuminate it with divergent light, place it between crossed polarizers, and measure its spectral intensity using an imaging spectroradiometer. The experimental configuration is shown in Fig. 1 , and further details of the optical components are listed in Table I . The optical path used is a spectroradiometric measurement system designed to measure temperatures in the LHDAC consisting of a microscope objective, two optical elements designed to reject the 1064 nm laser light and to transmit visible light, and two pellicle beamsplitters. A collimated light source incident on a diffuser was used to illuminate the polarizer and birefringent wedge in transmission. The diffuser was engineered to mimic the Lambertian quality of blackbody radiation, although due to geometric constraints, the diffuser was placed ϳ1 cm behind the wedge, limiting the emitted angle range of the source light to be slightly less than that of a hot sample. We used Polarcor polarizers for their superior broadband performance, transmitting more at blue wavelengths than many plastic polarizers. The birefringent wedge was mounted on a stage allowing for translation in two dimensions perpendicular to the optical axis. The analyzer was placed at the end of the optical path in front of the spectrometer slit, but all other optical elements in Fig. 1 are before the Mitutoyo objective. The spectral image data were collected by an Acton Research 150 mm spectrograph equipped with a 300 g/mm grating, and imaged onto a PiXIS 100 CCD. Data were collected in FIG. 3 . ͑Color online͒ Calculated spectrograph images of birefringence-induced interference patterns as predicted for our experimental conditions using Eq. ͑2͒. Each image represents 30 ͑vertical͒ m imaged by our CCD for two initial thicknesses: 110 and 250 m. Projections of the horizontal and vertical slices indicated by dashed lines are shown above and to the right, respectively, of the spectrograph images.
FIG.
4. Numerical solution to the integral factor ͕͑4 / ͒͐ v=0 1 ͱ 1− v 2 ͓cos 2crv͔dv͖ in Eqs. ͑3͒ and ͑A7͒ as a function of the parameters c and r. Chromatic aberrations act to reduce the amplitude of interference oscillations from the birefringent wedge by this factor that depends on r͑͒, the scrambling kernel, and c͑͒, the inverse of the period of oscillation. c is entirely determined by the design characteristics of the optical system so interference contrast loss can be directly linked to r͑͒.
imaging mode to yield intensity as a function of both wavelength ͑horizontal axis on the CCD͒ and distance along the wedge axis ͑vertical on the CCD chip͒. In the imaging direction, the magnification is ϳ73x, with each pixel covering ϳ0.27 m in the spatial direction. The spectral resolution is 0.380 nm/pixel. We collected several images as function of wedge thickness, a technique that mitigated the difficulty in positioning the wedge so that its thickness is precisely known. Finally, we adjusted the focus of each image to maximize the fringe contrast on the CCD. This procedure ensures that the front surface of the wedge is maintained in the object plane of the optical ͑microscope͒ system.
The data analysis has four components and is described in detail in Appendix B: ͑1͒ normalization, ͑2͒ fitting, ͑3͒ evaluation and consistency check, and ͑4͒ determination of the scrambling kernel, r͑͒. This normalization step is critical since the scrambling kernel depends almost entirely on intensity. We then quantify the total chromatic bias of our system by comparing our measured output data with the prediction. The result of the data analysis procedure described in Appendix B is a wavelength-dependent scrambling kernel, r͑͒, with dimensions of length.
Plots of normalized spectral image data under two optical configurations are shown in Figs. 6 and 7. Figure 6 images the wedge in our optical system without the diamond ͓i.e., Fig. 1 with 1͑f͒ missing͔. Figure 7 has a diamond ͑ϳ2 mm thick͒ inserted between the wedge and the analyzer ͓i.e., Fig. 1 with 1͑f͒ present͔. Our normalized data ͑Figs. 6 and 7͒ appear qualitatively similar to the model predictions ͑Figs. 3 and 5͒ indicating that our simple model of birefringent fringing based on Eqs. ͑2͒ and ͑3͒ captures the fundamental physical behavior of the wedge technique. Both data sets-with and without a diamond anvil in the path-show wavelength-dependent intensity variations superimposed upon the interference oscillations. These variations were observed in our calculated data set only in the case when an optical aberration was introduced. Therefore, we characterize this intensity modulation signal as a hallmark of our optical system's chromatic aberrations and spectral biases, and we use the intensity variation to determine the scrambling kernel. Our data exhibit small distortions near 580 and 700 nm and an additional periodic variation in intensity. We have determined that both of these apparent distortions are related to small errors in background subtraction and normalization. While perfect normalization is desired, these distortions yield quantitatively small errors in the determination of the wavelength-dependent scrambling kernel. The scrambling kernel, determined by the methods described in Appendix B, is shown for the optical system with and without a diamond window in Fig. 8 . Several points are apparent from this plot. First, the scrambling kernel is much greater than the ideal optical resolution of ϳ1-2 m and varies from approximately 7 m at the 550 nm to about 13 m at 850 nm. Second, the scrambling kernel is significantly increased ͑worsened͒ by the addition of the diamond. Third, the spatial resolution is better at lower wavelengths in both cases. This fact-that the scrambling kernel is minimized near 550 nm-suggests that the optical system was better focused for light at these wavelengths. This is more consistent with the peak sensitivity of the human eye ͑555 nm͒ being the driving force in our ability to focus the optical path rather than of the peak intensity of our calibration lamp ͑ϳ800 nm͒ or the peak sensitivity of the optics and CCD ͑600-650 nm͒, a fact that is especially surprising since we FIG. 6 . ͑Color online͒ Observed birefringent interference patterns collected on our optical system. Projections of the horizontal and vertical slices indicated by dashed lines are shown above and to the right of the spectrograph images. Wavelength-dependent offset ͑dark gray curve͒ and amplitude of the cosine fitting function ͑light gray shading͒ are shown with the horizontal projection.
FIG. 7. ͑Color online͒ Observed birefringent interference patterns collected on our optical system with an ϳ2 mm thick diamond window inserted after the wedge. Wavelength-dependent offset ͑dark gray curve͒ and amplitude of the cosine fitting function ͑light gray shading͒ are shown with the horizontal projection.
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refined the focus to maximize contrast in our raw spectral signal, which itself exhibited a maximum ϳ600-650 nm. This is different than the model calculations, which were completed in advance of the data analysis and which were performed for an optical system that was arbitrarily focused for paraxial light at 850 nm. Nonetheless, the basic point that light cannot be adequately focused for all wavelengths ͑and incident angles͒ through an optical system that includes dispersive optics remains true and supports the development and use of aberration-aware calibration methods. This method can be used to estimate wavelengthdependent birefringence in an unknown material since these values are independently determined as a by-product of the consistency checks in the data analysis protocol. We reproduced the expected wavelength-dependent birefringence of our YVO 4 material to within 10% ͑Fig. 9͒, and we propose that the 10% overestimate of the birefringence can be considered to be an estimate of the systematic error in this measurement.
We interpret the residual high frequency oscillations in Figs. 8 and 9 as estimates of experimental precision in this measurement because the amplitude and frequency of these oscillations are related to the precision of the cosine fitting. Figure 8 shows that without the diamond, these fluctuations in the spatial resolution average to be approximately 5%. With the diamond, the amplitude of these fluctuations approximately doubles to about 10%. Similar fluctuations appear in the measured birefringence.
Many laboratories have configured their spectroradiometric systems to measure a single thermal spectrum rather than a spectral profile by inserting a spatial aperture ͑pin-hole͒ into the optical system at a focal plane. It is possible ͑though perhaps tedious͒ to use the wedge method to measure the wavelength-dependent scrambling kernel and to evaluate the suitability of an optical system for spectroradiometry even if the system is not normally configured for imaging. In this case, it is feasible to translate the wedge by a known amount ͑1 or a few microns͒ in the vertical ͑wedge axis͒ direction, collecting a single spectrum at each of several ͑ϳ100͒ positions. From such a data set a twodimensional image can be reconstructed and then analyzed, as described in Appendix B.
V. IMPLICATIONS FOR TEMPERATURE MEASUREMENT IN THE LASER HEATED DIAMOND ANVIL CELL
Our primary goal is to use the measured scrambling kernel to calculate the effects of chromatic aberrations on temperature measurements of laser-heated hotspots. This can be accomplished either by an inverse approach, i.e., using the kernel to "unscramble" the measured information to back out the original hotspot from the measurement, or by a forward approach, i.e., propagating synthetic input hotspots through the scrambling kernel to calculate an "observed" hotspot. Since the inverse method cannot generate a unique solution in the presence of experimental statistical noise, we use a forward approach to examine how the scrambling kernel influences the peak temperature and hotspot width of various input temperature profiles.
These comparisons are contoured in Figs. 10͑a͒ and 10͑b͒. Figure 10͑a͒ contours the calculated output hotspotcenter temperature measurements from a synthetic diamond cell laser heating experiment subject to the scrambling kernel shown in Fig. 8 . In Fig. 10͑b͒ , the calculated output temperature gradient full width at half maximum ͑FWHM͒ is shown. These values are shown as a function of the input peak temperature and input FWHM. These synthetic data sets show how chromatic aberration systematically alters the temperature measurement. In all cases, the output temperatures are higher than the input temperatures, and the output peak widths are broader than the input peak widths. These effects are significant: For an input Gaussian hotspot with a peak temperature of 3000 K and a FWHM of 30 m, the output hotspot has a peak temperature of ϳ3600 K ͑20% difference͒ and a FWHM of 33 m ͑10% difference͒. The effect on observed peak width is exacerbated by narrower hotspot peaks and lower temperatures. For example, at an input peak temperature of 2000 K and a FWHM of 20 m, the output peak temperature is 2300 K ͑15% difference͒ and the FWHM is 28 m ͑40% difference͒.
Although one might expect that a loss of resolution would generate a lower observed temperature than the actual temperature, our results show that the output ͑observed͒ peak temperature is higher than the input ͑actual͒ peak temperature. This apparent temperature increase is due to the chromatic dependence of the scrambling kernel. Since in our system the red end of the spectrum experiences more scrambling than the blue end, at the high-temperature center of the hotspot, more of the emitted light from the blue portion of the spectrum arrives at the middle of the detected portion of the hotspot. Interpreting this spectrally scrambled signal with a blackbody radiation model generates a higher apparent temperature because of the scattering away of the red portion of the spectrum and consequent relative intensity weighting toward the blue portion of the spectrum.
Furthermore, at smaller hotspot widths, the output temperature profiles are no longer Gaussian. Interestingly, the scrambled ͑measured͒ hotspots have more of a "flat-top" appearing profile, purely as a result of thermal scrambling at the center of a hotspot. Therefore, spectroradiometric observations of a flat-top temperature need to be interpreted with care, considering the effects of chromatic aberrations on an imaging spectroradiometric system. This problem can be minimized if a simultaneous two-dimensional intensity image of the hotspot is obtained.
2,3
The scrambling kernel can be used to provide a quantitative estimate of the confidence band of the temperature measurement as a function of the hotspot size and the wavelength range of the spectroradiometry measurement. By determining the range of possible temperature mismeasurement ͑Fig. 11͒, we show in Appendix C that the half-width of a temperature measurement confidence band, ⌬T / T, is
where 1 and 2 are the two ends of the observation wavelength range and ␦ is a measure of the local temperature gradient. We describe the determination of the local gradient, ␦, in detail in Appendix C. Assuming a Gaussian hotspot profile, ␦ is mainly dependent on the hotspot size and the location within the hotspot: the gradient is most shallow at the hotspot center, steepest at the standard deviation. Thus, the confidence band is also several times larger for temperatures measured at the edge of the hotspot than it is for central temperatures, and the confidence band increases ͑nonlin-early͒ as the hotspot size decreases. The absolute size of a hotspot is relevant only as it relates to the observed scrambling kernel, r͑͒, so we define the hotspot size ratio, R = d / r, to be the ratio of the hotspot diameter to the average scrambling kernel. The hotspot needs to be significantly larger than the average scrambling kernel to be "immune" to aberration effects. Figure 12 illustrates the relative effects of wavelength range, hotspot size ratio, and local temperature gradient on measurement confidence by plotting confidence band halfwidth ͑⌬T / T͒ as a function of the longest wavelength used in temperature fitting ͓ 2 from Eq. ͑4͔͒ for different initial wavelengths 1 . Using a wide wavelength window to deter- mine temperature increases measurement precision ͑de-creases the confidence band width͒, though the effect of moderate wavelength range limitation ͑ 2 − 1 ϳ 300 nm͒ is less severe than the effect of reducing the hotspot size ratio or making a measurement where the local temperature gradient is large.
Forward calculations indicate that R Ն 10 is nearly sufficient to reproduce temperatures and temperature gradients, while a R Ն 5 is often adequate for measuring peak temperature, but is likely to cause significant error in profile. Observed ratios near 1 or 2 or 3 are certain to be poor representations of the actual thermal structure in the sample. This indicates that for our observed scrambling kernel ͑r = 10.35 m between 500 and 800 nm͒ the laser hotspot would need to be ϳ100 m in size to achieve a 10% confidence band on central temperatures measured in the diamond cell and more than 200 m to achieve even 20% confidence bands on temperature profile measurements. Alternatively, modifications in the LLNL optical system to reduce aberrations, perhaps by limiting the numerical aperture, and to increase the wavelength range of measurements may be sufficient to achieve reasonable precision in spectroradiometric measurements for typical hotspot sizes.
These results highlight the importance of good design in LHDAC experiments to maximize the hotspot width, which has the dual effect of increasing the hotspot size ratio and decreasing the local temperature gradient. More powerful lasers will play a role, but high-temperature mechanical stability of the high-pressure apparatus needs to be considered as well. Since the width of the hotspot is also sensitive to the thermal conductivity and thickness of the insulation layer, [14] [15] [16] improvements in temperature measurement can be made by improving the engineering of the sample to maximize the insulation layer thickness, for example, by using diamond anvils designed to minimize the gasket compression as the pressure is increased ͑e.g., Boehler-Almax type anvils 17 ͒. A broader hotspot also has the benefit of minimizing systematic errors in temperature due to misalignment when making in situ measurements ͑e.g., simultaneous x-ray diffraction and laser heating͒.
VI. HOW TO MAKE A BETTER MEASUREMENT: A CHECKLIST FOR TRANSPARENTLY MAKING AND REPORTING SPECTRORADIOMETRIC MEASUREMENTS
There are nearly as many temperature fitting and reporting protocols as there are researchers who measure temperatures during laser heating by spectroradiometry. While this may not be the origin of disagreement in controversial measurements, it is at least a factor that inhibits the direct comparison of discrepant data. In order to close this "comparability gap," we provide a description of the steps necessary for reporting both the characteristics of the optical system and the certainty of the measurement.
1. Design a good optical system for spectroradiometry, keeping in mind that the qualities that make a good imaging system are not necessarily the same as those that promote accurate spectroradiometry: Minimize aberration effects by using low numerical aperture and reflecting optics. In addition to imaging spectroradiometry, consider focusing and collecting several wavelengths independently as described in Ref. 3 . Maintain awareness that illumination used for alignment and imaging ͑e.g., transmitted light͒ is often nearly paraxial, and so does not experience any spherical aberration, while thermal emission, which is Lambertian in angular composition, is quite sensitive to spherical aberrations. If possible, center the optical focusing around the wavelength and angular distribution over which data will be collected. 2. Determine the wavelength-dependent scrambling kernel ͓r͔͑͒ for the optical system as described in this article. Report at least the average scrambling kernel over the wavelength range used in temperature fitting. Report the minimum, maximum, and average scrambling kernels if possible. 3. Calculate and report the experimental precision of temperature measurements using Eq. ͑4͒ and either Eq. ͑C8͒ ͑for central temperatures͒ or Eq. ͑C13͒ ͑for temperatures measured off the center of the hotspot͒. This experimental confidence band depends on the wavelength range used to calculate the temperature, the hotspot size ratio R, and the factor ͑T max − T 0 ͒ / T. Procedures for estimating the ͑T max − T 0 ͒ / T factor are described in Appendix C.
In the absence of more complete information, estimates of ͑T max − T 0 ͒ / T ϳ 0.9 when using Eq. ͑C8͒ and ͑T max FIG. 12. Confidence band half-widths for temperatures measured by spectroradiometry plotted as a function of the longest wavelength used in temperature fitting. All half-width curves are plotted for a Gaussian temperature profile with a central temperature of 3000 K. Confidence bands for central ͑r =0͒ temperatures with high hotspot size to scrambling kernel ratios, R = 10, are plotted in solid black for three different initial wavelengths: 400 nm ͑thin line͒, 600 nm ͑thick line͒, and 800 nm ͑thin line͒. In addition to wavelength range, hotspot size ratio and location within the hotspot strongly affect the width of the confidence band. The dotted curve is the confidence band for central temperatures ͑r =0͒ measured with an initial wavelength at 600 nm but with a smaller hotspot size ratio, R = 5. The gray curve shows the confidence band for temperatures measured far from the center of the hotspot ͑r = ͒ with an initial wavelength at 600 nm and a large hotspot size ratio, R = 10. A vertical line is plotted at 1000 nm to indicate a longwavelength limit that is often imposed by the presence of an infrared laser with a wavelength near 1000 nm. ͑Variation in peak temperature from 3000 K only changes the relative confidence band slightly.͒ − T 0 ͒ / T ϳ 1.4 when using Eq. ͑C13͒ are reasonable. Because hotspot size is strongly dependent on sample geometry, the size of the hotspot should be measured at least once for each distinct sample. 4. Determine and report the accuracy of each temperature measurement by the standard deviation of the histogram of the two-color temperature, as described in Ref. 18 . This component of uncertainty is a good reflection of limitations on accuracy due to wavelength-dependent emissivity as well as being an indication of uncertainty due to temperature gradients. Monitoring the residual of the Wien function during heating may also give an indication of changes in the uncertainty due to changes in optical properties or thermal gradients. 19 Thus, most experimental uncertainties are accounted for by reporting both an experimental precision that is determined fundamentally from the optical system and an accuracy that is determined from each measurement by its degree of non-Planck behavior due to sample specific properties such as wavelength-dependent emissivity. It is our intention that the steps described here ͑if followed͒ will lead to clear communication of measurements among experimentalists in the field as well as increased confidence in spectroradiometric temperature measurements by nonspecialists, in much the same way as the checkerboard resolution test in seismology is an assessment of model performance that is accessible to nonspecialists.
VII. CONCLUSION
The technique we have presented provides an experimental method to determine the chromatic scrambling kernel, r͑͒, of any optical system by using a birefringent wedge. When applied to the spectroradiometric measurement of temperatures, this technique allows optical systems to be systematically and objectively evaluated and optimized for efficacy at temperature measurement using the guideline that the ratio of laser-heated hotspot size to average scrambling kernel must be at least 5 to measure peak temperatures and at least 10 to measure temperature profiles. Furthermore when the scrambling kernel and hotspot size are known, quantitative estimates of the experimental precision ͑confidence band͒ of temperature measurements due to chromatic effects are directly calculable. Consequently, the birefringent wedge technique ͑in concert with the associated calculation of an experimental confidence band͒ makes possible direct comparisons of spectroradiometric measurements made in different laboratories. Our vision was to provide a method for objective, quantitative interlaboratory comparison of temperature measurements to the LHDAC community, and we believe that spectroradiometric temperature measurements that report the average scrambling kernel and the optical confidence band ͑as described in this work͒ and also the accuracy limit due to wavelength-dependent emissivity ͑as described in Ref. 18͒ satisfy this objective. In order to further promote this goal of increased interlaboratory consistency and comparability, we have provided a detailed description of the steps necessary to document precision and accuracy of a temperature measurement. 
APPENDIX A: EFFECT OF CHROMATIC ABERRATIONS ON THE IMAGE OF A BIREFRINGENT WEDGE
We model chromatic aberration simplistically by way of a wavelength-dependent scrambling kernel, r͑͒. That is, we posit that light observed ͑to be͒ at a given position on the birefringent wedge actually originates from a circle of radius r͑͒ around that position. Recall that the intensity transmitted through the birefringent wedge and polarizers is simply a function of the wedge thickness and birefringence:
where ͑z , ͒ are the relevant observational variables: z is the position on the vertical spectrometer slit and is the wavelength of light. Here we have collected the geometric variables into a single parameter, c. Define x to be the horizontal direction normal to the optic axis ͓see Fig. 1͑a͔͒ at each wavelength:
The simplistic part of this analysis is the assumption that light arrives equally from the entire circle of radius r͑͒. The effect of real aberrations is likely to involve unequal weighting, and thus the scrambling kernel is a notion, and not actually a parameter with real physical meaning. The first term in the integral in Eq. ͑A2͒ is a constant and integrates directly to the area of the circle. Similarly, the x-integral is a constant because the transmitted intensity is only a function of the wedge thickness, which is proportional to z.
͑A4͒
We define a variable of integration, v = ͑zЈ − z͒ / r ͑dv = dzЈ / r͒, and apply a trigonometric identity so that Eq. ͑A4͒ becomes 
I͑x

͑A7͒
The integral in Eq. ͑A7͒ is not analytically solvable, but the numerical solution is straightforward. As shown in Fig. 4 , it is a function of the dimensionless quantity cr. r, the effective radius of point-source light, which we call the scrambling kernel, has units of length, while c is the inverse of the period of the fringes ͑c = ͓␦͑͒ / ͔M tan cos ͒, and as such has units 1/length.
APPENDIX B: DATA ANALYSIS PROTOCOL
Interference data are expected to satisfy the function I = I 0 Ј 1− ⌫͑cr͒cos͑2␦t / ͒ while c = ͓␦͑͒ / ͔M tan cos , ⌫͑cr͒ =4/ ͐ v=0
͓cos 2crv͔dv, t = t 0 + M tan cos z, and the objective is to determine r. Here we outline the details of normalization and analysis of the spatiospectral intensity data.
Normalization
One of the key procedures was to find a consistent way to normalize the data for inter-and cross-comparisons. All measurements were performed as pairs. For each interference pattern collected, I fringe ͑ , z͒, an additional pattern was collected under identical conditions, save one: The analyzer was removed from the optical path, yielding a baseline intensity I base ͑ , z͒, with no fringing. Each data set was normalized by calculating the ratio I norm = I fringe / ͑I base ϫ T analyzer ͒, where T analyzer is the predetermined wavelength-dependent transmittance of the analyzer ͑in percent͒. This normalization scheme yields a data set that is between 0 and 1 for all ͑ , z͒.
A complication is introduced when the sensitivity of the system is close to zero, in which case the normalized data become dominated by noise. Thus the wavelength range of our measurements is limited by the combined optical absorption and detector sensitivity to regions where the signal to noise ratio was large enough to confidently fit the data to a cosine curve.
Fitting
We fit each column ͑i.e., each wavelength͒ of the image data separately to a cosine functional form f = c 1 − c 2 cos͓2͑c 3 + c 4 z͔͒, where z is the pixel position and ͕c 1 , c 2 , c 3 , c 4 ͖ are the four fitting parameters. We found that fitting the columns to cos͑z͒ was more efficient and reproducible than fitting the rows to cos͑1 / ͒, even though it entailed approximately ten times as many curve fits. This protocol yielded four functions, the c i ͑͒, that are then evaluated to find the scrambling kernel. The fit parameters map to the theoretical fringe function as c 1 = I o Ј, c 2 = I 0 Ј⌫͑cr͒, c 3 = ␦͑͒t 0 / , and c 4 = ␦͑͒M cos cos / , which is the c in ⌫͑cr͒.
Evaluation
Because of the periodic nature of cosine, the fit parameter c 3 is nonunique: c 3 + n = ͓␦͑͒ / ͔t 0 . To overcome that challenge, we constrained c 3 to be between 0 and 1 during the curve fit. Then we added sequential integers to c 3 in order to make c 3 ͑͒ a smooth and monotonic function. Next, we considered the ratio of the third and fourth fit parameters:
That is, the ratio is not a function of wavelength and should be a constant. We adjust n 0 , the initial integer in the sequence, until the ratio ͑c 3 + n͒ / c 4 is as independent of wavelength as possible. The degree to which this value is not wavelength independent may represent one source of error or estimate of uncertainty. We always were able to choose n 0 to make this quantity constant to within a few percent.
To determine t 0 , the thickness of the wedge at one end of the CCD, and the quantity M tan cos , which is a function of the wedge and optic geometry, we need two images ͑a and b͒ separated by a known vertical distance, z. Since ⌬t is known, ⌬t = ⌬z tan , we can solve for t 0b : 
͑B3͒
We checked the internal consistency of this determination by comparing the quantity M tan cos determined
