We show how to apply the canonical path method to a non-reversible Markov chain with no holding probability: a random walk used in Pollard's Rho algorithm for discrete logarithm. This is used to show that the Pollard Rho method for finding the discrete logarithm on a cyclic group G requires O( |G| (log |G|) 3/2 ) steps until a collision occurs and discrete logarithm is possibly found, not far from the widely conjectured value of Θ( |G|). Conversely, we find that arguments based on spectral gap, spectral profile or log-Sobolev cannot be used to show the correct mixing bound of the Pollard Rho walk, while coupling can give at best a small improvement on our current bound for collision time.
Introduction
Canonical path and comparison methods are among the most widely used tools for studying mixing times of Markov chains. The idea is that convergence of a Markov chain can be shown by instead studying convergence of a similar random walk. Such an argument has been used to show rapid mixing of a walk for approximating the permanent of a matrix, for the exclusion-process walk, and for domino tilings, among others.
A limitation of this method is that it involves bounding the spectral gap λ P of a Markov chain P, which in turn bounds mixing time if the walk is lazy (strongly aperiodic). Without the laziness assumption it is necessary to study the spectral gap λ PP * of the multiplicative reversibilization PP * [3] . Our contribution is to realize that comparison can sometimes be used to bound the spectral gap λ P m P * m for some m in terms of the spectral gap λ K of a much simpler Markov chain K.
As an application we study a Markov chain on the cycle C p on which Pollard's Rho algorithm for finding discrete logarithms is based. This algorithm is of great importance to cryptography, and yet there has been no rigorous proof of rapid mixing of the correct O((log p) c ) order until recently, by a non-trivial argument involving characters and quadratic forms [6] . We give an elementary proof based on canonical paths, which is perhaps the first application of canonical paths to a non-reversible walk with no holding probability. Moreover, we improve the bound on time until a collision occurs and the discrete logarithm is possibly found, from O( √ p (log p) 3 ) steps [6] to a new O( √ p (log p) 3/2 ) steps, whereas it is widely believed that Θ( √ p) steps suffices.
While this method potentially opens up additional problems to analysis, it is also important to know when it is not applicable. We show that spectral gap, profile, log-Sobolev or Nash inequalities cannot be used to show the correct order mixing time bound for the Pollard Rho walk R. This holds even when the spectral profile Λ R m R * m (r) of the multi-step walk R m is computed, as long as the number of steps m ≪ log 2 p is much smaller than the actual mixing time. Moreover, we find that other widely used methods, such as coupling, are unlikely to be of much use either.
The paper proceeds as follows. In Section 2 we review rapid mixing results. We then demonstrate our ideas for non-lazy walks by showing rapid mixing for the Pollard Rho walk in Section 3. In Section 4 a bound is derived on the time until a collision. This is followed in Section 5 by a proof that spectral, log-Sobolev and Nash arguments provide at most a minimal improvement. Finally, in Section 6 we argue that most other methods for studying mixing times are also not of much use.
Preliminaries
Let P be a finite irreducible Markov kernel on state space V with stationary distribution π, that is, P is a |V | × |V | matrix with entries in [0, 1], row sums are one, V is connected under P (∀x, y ∈ V ∃n : P n (x, y) > 0), and π is a distribution on V with πP = π. The walk is called lazy if it is strongly aperiodic (∀x ∈ V : P(x, x) ≥ 1/2), while it is reversible if P * = P where the time-reversal P * is given by P * (x, y) =
(note that πP * = π). If A, B ⊂ V the ergodic flow from A to B is given by Q(A, B) = x∈A,y∈B π(x)P(x, y).
If the walk is strongly connected and aperiodic then P n (x, ·) n→∞ −−−→ π for every x ∈ V . Perhaps the strongest notion of distance between two distributions σ and π is the relative pointwise (or
The mixing time τ ∞ (ǫ) = τ P,∞ (ǫ) = min{n : ∀x, y ∈ V, |P n (x, y)/π(y) − 1| ≤ ǫ} denotes the worst-case number of steps required for the L ∞ distance to drop to ǫ. Fill [3] showed a bound on mixing time of a general Markov chain. It seems to be not so widely known, and so a proof is included here as well.
Theorem 2.1. The mixing time of a finite Markov chain with π * = min x∈V π(x) is at worst
where the spectral gap of a Markov chain K is defined by
with f, g π = E π f g, identity matrix I, and Kf (x) = y∈V K(x, y)f (y).
Proof. Let k x n (y) = P n (x,y) π(y) denote the n-step density of the walk starting at state x. Then
where
Also, P * g, h π = g, Ph π , and so
Note that
π(x) ≤ 1−π * π * , and it remains only to solve for when the upper bound on |P n (x, y)/π(y) − 1| drops to ǫ.
A reversible Markov chain has λ = 1 − λ 1 , where λ 1 is the second largest eigenvalue of the Markov chain, hence the term "spectral gap". A lazy walk has λ PP * ≥ λ (see [3, 7] ), and so generally Theorem 2.1 is stated in terms of λ and restricted to the context of a lazy walk.
One of the more common ways of bounding spectral gap is via canonical paths [8] . We include a proof here so that our collision time result will be self-contained: Theorem 2.2. Consider a finite Markov chain P on state space V . For every x, y ∈ V , x = y, define a path γ xy from x to y along edges of P (i.e.
Proof. By Cauchy-Schwartz,
The Theorem now follows from definition of λ = λ P .
Mixing time of Pollard Rho walk
We now proceed to use these preliminary tools and bound the mixing time of a walk used for Pollard's Rho algorithm for finding the discrete logarithm. In particular, given a cycle C p = Z/pZ with an odd number p of vertices, let R(i, i + 1) = R(i, i + k) = R(i, 2i) = 1/3 for some fixed k. We refer to this as the Pollard Rho walk; see Section 4 for further details. It suffices to bound mixing time of the walk R 2 , because the mixing time of R is at most twice this.
Lemma 3.1. Let K(i, 2i) = K(i, 2i − 1) = 1/2 be a walk on the odd cycle C p . The Pollard Rho walk R satisfies
Observe that, from the definition of spectral gap,
, so it suffices to consider these transitions:
Remark 3.3. Proposition 5.4 and Remark 5.
Proof. The method of canonical paths will be used, where E contains all transitions of K. Suppose x, y ∈ V and fix n ∈ Z. To construct a path from x to y, let x 0 = x and consider all possible paths of length n, i.e. x = x 0 → x 1 → · · · → x n with x i = 2x i−1 − c i and c i ∈ {0, 1}. Then
The sum n i=1 2 n−i c i contains each value in {0, 1, . . . , 2 n − 1} exactly once. If n = ⌈log 2 p⌉ then there are either one or two possible paths from x 0 to x n = y. Pick one as the canonical path γ xy .
To apply Theorem 2.2, fix edge (a, b) with K(a, b) > 0 and suppose that (a, b) is the i-th edge in path γ xy . Then x ∈ {z : K i−1 (z, a) > 0} and y ∈ {z : K n−i (b, z) > 0}, and so there are at most |{z : 
Remark 3.5. The canonical path argument could just as well have been applied to R 2 R * 2 directly. However, the argument seems clearer by going through λ K . It will also be helpful later when we consider limitations of the method of Theorem 2.1.
Time to find Discrete Logarithm
The intent in the previous discussion was to demonstrate how canonical paths may be used to study walks with no holding probability. We now look at what this result says about the time for Pollard's Rho algorithm to find the discrete logarithm. Consider a cyclic group G of prime order p = |G| = 2, and suppose x is a generator, that is
. Given y ∈ G, the discrete logarithm problem asks us to find k such that x k = y. Pollard suggested an algorithm based on a random walk and the Birthday Paradox. Given g ∈ G the walk has transitions R(g, gx) = R(g, gy) = R(g, g 2 ) = 1/3. Equivalently, if the walk starts at x 0 = x 1 then this can be thought of as a walk on the exponent of x, that is, this is a walk on the cycle C p with transitions R(i, i + 1) = R(i, i + k) = R(i, 2i) = 1/3. By the Birthday Paradox if O( |G|) group elements are chosen uniformly at random, then there is a high probability that two of these are the same. Suppose these are x a+kb and x α+kβ . It follows that x a−α = x k(β−b) , and so a − α ≡ k(β − b) mod p and k ≡ (a − α)(β − b) −1 mod p, which determines k unless β ≡ b mod p. Hence, if we define a collision to be the event that the walk passes over the same group element twice, then the first time there is a collision it may be possible to determine the discrete logarithm.
The Pollard Rho algorithm is implemented by first choosing a random iterating function F :
Once a collision occurs, i.e. g i = g j , then this deterministic walk will enter a cycle with g i+α = g j+α ∀α ∈ Z + , which greatly simplifies the problem of detecting collisions. This is deterministic, but because the function F was randomly chosen then the walk is equivalent to the Markov chain described above, at least until the first collision occurs. Hence, bounding time until a collision of the Markov chain is equivalent to bounding time until a collision of the deterministic Pollard Rho walk.
Not much work is required to take our mixing time bound and show a bound on time until a collision occurs: Theorem 4.1. Consider the Pollard Rho walk on an odd cycle C p . After
steps the walk has a collision with probability at least 1 − e −c , for any c > 0.
Proof. Let S denote the first 2c p τ ∞ (1/2) states visited by the walk. If two of these states are the same then a collision has occurred, so assume all states are distinct. Even if we only check for collisions every τ ∞ (1/2) steps, the chance that no collision occurs in the next kτ ∞ (1/2) steps (so consider k semi-random states) is then at most
τ∞(1/2) then this is at most e −c , as desired, and so at most
steps are required for a collision to occur with probability at least 1 − e −c .
Weakness of Spectral and log-Sobolev argument for Pollard's Rho
We have already seen a fairly simple proof of the mixing time bound for Pollard's Rho. The actual mixing bound for this walk appears to be of order O((log p)(log log p + log 1 ǫ )), so there should be much room for improvement. However, we now show that bounds based on spectral gap, spectral profile, log-Sobolev or Nash inequalities can show mixing time of at best O((log p) 2 log 1 ǫ ). It follows that they can be used to show collision time of at best O( √ p(log p)), which is only a small improvement on what we have already proven. Roughly speaking, the weakness of the above methods is because each of these do a poor job of distinguishing mixing time of a non-reversible walk P from that of its additive reversibilization P+P * 2 , or lazy additive reversibilization of the Pollard Rho walk mixes in time τ ∞ (1/2) = Ω((log p) 2 ), and so we expect that the aforementioned methods for bounding mixing time of R will do no better than this.
Our argument will be based on comparison of Spectral Profile.
Definition 5.1. The Spectral profile of a Markov chain M is given by
where r ≥ π * and if f : V → R + the Dirichlet form is
Goel, Montenegro and Tetali [4] showed the following mixing bound:
Theorem 5.2. The mixing time of a finite Markov chain P is at worst
In the same paper it was found that the mixing time bound given by this is never more than a factor 4 worse than that found by log-Sobolev, Nash Inequalities or Spectral gap. Hence, if we show the Spectral profile upper bound on τ R,∞ (1/2) is Ω (log p) 2 then it follows that each of these other three methods are also at least that weak.
The first step will be to show that for m ≥ 2 constant and r > 0, that Λ R m R * m (r), Λ K (r) and Λ R (r) are all of the same orders, so bounding any of them gives the correct order for the others. Key to this will be the Comparison theorem of Diaconis and Saloff-Coste [1] , the proof of which is basically the same as that of Theorem 2.1. Theorem 5.3. Consider two Markov chains P andP on the same state space V , and for every x = y ∈ V withP(x, y) > 0 define a directed path γ xy from x to y along edges in P. Then
where A = max 
Proof. All inequalities will be shown by comparison. By definition of spectral profile, it suffices to show that the stated inequalities hold for the Dirichlet forms E P (f, f ). For clarity we argue the case when m = 2, with the general case considered at the end of the proof. Note the transitions of R and R * are R(i, i − 1) = R(i, i + 1) = R(i, 2i) = 1/3 and R * (i, i − 1) = R * (i, i + 1) = R(i, i/2) = 1/3.
The third inequality follows from the relation R 2 R * 2 (i, j) ≥ 2 81 K(i, j) when j = i, established in Lemma 3.1 (this was comparison with paths of length one).
For the first inequality, note that K has two transitions. The transition K : i → 2i can be written as a path in R as R : i → 2i. The transition K : i → 2i − 1 can be written in R as i → 2i → (2i) − 1. To compute A note that the maximum is at a transition in R of form i → 2i, with two paths passing through it, one of length one and one of length two. Then A = 3p(1/2p + 2/2p) = 9/2, and so
For the fourth inequality, note that as:
To compute A note that the maximum is at a transition in K of form i → 2i, with two paths passing through it, one of length one and one of length two. Then A = 4p(1/3p + 2/3p) = 4, and so
For the second inequality note that if R 2 R * 2 (x, y) > 0 then the transition from x to y can be decomposed into two steps in R followed by two steps in R * . Each of these four steps can be written using the short paths in
constructed above, and connecting these short paths gives a path in 
Suppose a higher power R m is considered. The first and fourth inequalities require no changes. For the third inequality, note that This will now be used to show that the Spectral Profile mixing bound for Pollard's Rho cannot be of the correct magnitude for this walk, unless m = Ω log p log log p is nearly the same order as the mixing time. 
Proof. Note that if some walk M is lazy then
and so if f : V → R then
because if P is a Markov chain then The term in parenthesis is exactly the Spectral profile upper bound for the mixing time of the Pollard Rho walk R, when calculated by considering the m-step walk P = R m . Hence, if the walk M mixes slowly the Spectral profile mixing bound for the walk R will be slow as well. In particular, suppose for some x ∈ V , set S ⊂ V , and
X t | ≥ 3 T /2 for some ℓ < T then, since X t is a symmetric random variable, the probability that | T t=1 X t | < 3 T /2 is at most 1/2. Hence, if we let
⊂ C p where i, j, k ∈ Z with j ≥ i and k > 0, then
In particular, KS is of the same form as S and |KS| = j − i + 1 + 2 k−1 = |S| + 2 k−1 . Likewise,
and K * S is again the same form as S, with |K * S| = j − i + 1 + 2 k = |S| + 2 k .
To bound π(S), assume that {X t } T t=1 satisfies ∀ℓ ≤ T : | ℓ t=1 X t | < 3 T /2. If the walk starts at state x = 1/2 n with n = 1 2 ⌊log 2 p⌋ and T = 1 9 * 32 (⌊log 2 p⌋) 2 then 3 T /2 < n and so
There are 6 T /2 − 1 possible values of T t=1 X t , and so
Remark 5.6. The key point to this discussion was that spectral gap, Spectral profile, log-Sobolev and Nash cannot be used to show a mixing bound with the correct exponent unless done by considering the walk R m where m is nearly the same order as the rate of convergence. In short, all of these methods are essentially useless for showing the correct order mixing time for the Pollard Rho walk! Remark 5.7. A slightly stronger result, λ K = Θ(1/(log p) 2 ), actually holds, although we have not been able to prove this. For a heuristic for why this should be true, note that λ K = λ K * = λ K+K *
2
. A lower bound on mixing times due to Dyer, Frieze and Jerrum [2] (or see [7] ) states that if a walk P is reversible, and n is an odd power, then
Simulations of the walk
show that its mixing time is of order τ (ǫ)
ǫ . When combined with the lower bound of (5.3) it follows that λ K+K *
= Ω(1/(log p) 2 ). In Lemma 3.2 we found that λ K = O(1/(log p) 2 ), and so λ K = Θ(1/(log p) 2 ).
Weakness of more general techniques
It is conjectured that the time for Pollard's Rho algorithm to find discrete logarithm is Θ( √ p). In this paper we have seen that the Pollard Rho walk will have a collision in time O( √ p(log p) 3/2 ), and that spectral gap, profile, log-Sobolev and Nash inequalities can show a bound of at best O( √ p(log p)). It is natural to ask if other arguments can do better.
Coupling is perhaps the most widely used method for showing mixing time bounds. However, coupling gives only a bound on total variation mixing time. In our approach to studying collision time of the Pollard Rho walk we relied on determining the number of steps required for the walk to be in some set S with probability at least 1/2. To derive such a result from total variation mixing time we note that if P n (x, ·) − π T V ≤ π(S)/2 then P n (x, S) ≥ π(S)/2, while conversely if P n (x, ·) − π T V ≥ π(S) then it is possible that P n (x, S) = 0. Hence, to derive an L ∞ bound in terms of a total variation bound, it is both necessary and sufficient to determine the number of steps for the walk to have total variation distance of order π(S). However, the total-variation mixing time of the Pollard Rho walk is τ T V (ǫ) = Ω((log p) log(1/ǫ)) and so in particular, when π(S) = (log p) c / √ p then
In particular the best we can show via a total variation argument will be that the time for a collision to occur is of order O( √ p(log p)), no better than what may be possible with spectral profile methods.
If coupling is ruled out, then what about a different approach to L 2 -mixing time bounds? It is shown in [7] that the spectral gap, profile, log-Sobolev and Nash bounds on mixing time can all be proven by studying the rate at which the variance of the probability distribution decreases, in particular by studying Var π (k
n is the n-step density of the walk started at state x ∈ V . However, if we combine the proof of Proposition 5.4 with Equation 5.2, we see that when M =
It follows that the variance of R m drops at most 64 3 m 2 times faster than the variance of M. It was found in the proof of Proposition 5.5 that the walk M requires Ω((log 2 p) 2 ) steps to converge. Hence, any method of bounding mixing time solely by looking at the rate at which variance drops is going to show a mixing bound for R m of at best Ω((log 2 p) 2 /m 2 ), which in turn means a mixing bound for R of at best Ω((log 2 p) 2 /m). It thus seems very unlikely that any argument for L 2 mixing bounds will help with this problem.
This leaves only three directions for improvements. First, an improved bound on the relation between mixing time and collision time. Second, a very direct bound on the convergence rate of the Pollard Rho walk in L 2 (or L ∞ ) distances. Fourier methods have been used to give such a precise bound on convergence rate for walks on groups when the t-step walk can be written exactly as a convolution of Markov kernels, but this does not appear to be applicable to the Pollard Rho walk. Third, a strong stationary time or other technique for bounding separation distance, as we used L ∞ bounds merely as a tool for bounding separation distance.
Remark 6.1. In this paper we showed that applying spectral methods to a multi-step walk (i.e. a power P m of a Markov kernel) can be useful in studying a non-lazy non-reversible walk. In Section 5 we found that the argument is still not strong enough to show the correct order bound for the Pollard Rho walk. However, much worse cases also exist. For instance, Hildebrand [5] considered a walk used in random number generation, the walk on the cycle of odd length p with transitions P(i, 2i−1) = P(i, 2i+1) = 1/4 and P(i, 2i) = 1/2, and used a probabilistic technique to show mixing time of τ (1/e) ≤ (1 + o(1)) log 2 p. We omit the details due to lack of space, but we can show that use of Spectral profile Λ P m P * m (r) (i.e. study the walk P m ) with m ≤ (1 − δ) log 2 p (so nearly the mixing time) can show mixing time of at best τ (1/e) = O(p δ ) for any δ > 0, which is exponentially worse than the correct answer! Perhaps more surprising, even though our proof of rapid mixing for the Pollard Rho walk was based on comparison of spectral gap to that of the walk K, it turns out that spectral gap or profile methods applied to the walk K m with m ≤ (1 − δ) log 2 p will again show mixing time of at best τ (1/e) = O(p δ ), which is again exponentially worse than the correct τ (1/e) = Θ(log p).
