Abstract: This paper attempts to revolutionise control system design by unifying all LTI approaches in both the time and the frequency domains under performance satisfactions. The design is automated by efficient evolution from plant step response data, bypassing the system identification stage. The underlying aim is for a control engineers to obtain an "off-the-computer" controller by feeding the developed CACSD system with plant I/O data and customer specifications. Validations against linear and nonlinear plants are convincing, where a better performance of the controller evolved from I/O data of an internally nonlinear plant is observed than that designed from an identified model.
I. INTRODUCTION
A classical or modern linear time-invariant (LTI) control law may be in the form of the proportional plus integral plus derivative (PID), the phase lag-lead, the pole-placement, the LQR, the LQG, the H ∞ or the µ-synthesis based control schemes. A different scheme has often to be designed using a different methodology or different algorithm. Thus, for a given application, a control engineer will face a challenge in selecting an appropriate control law from various available theories and algorithms before detailed designs are attempted. This has prompted the desire of overcoming such difficulty by unifying LTI control laws based on performance satisfactions, as opposed to pre-selection of a specific scheme [1] .
The following section tends to formalise this issue and Section 3 attempts to argue that evolution enables unified designs [1] . In Section 4, the frequency and time domain formulation of the unification is presented. It shows that the designs can be based on plant input-output (I/O) data directly, bypassing the system modelling stage required by usual control system design exercises. The feasibility of the proposed uniform LTI control (ULTIC) strategy is further reinforced in Section 5. Two design examples using a parallel evolutionary algorithm are shown in Section 6. One is for a linear plant and the other for a nonlinear plant. Finally, results and further work are summarised in Section 7.
II. UNIFICATION OF LTI CONTROL LAWS
Almost all types of LTI control schemes have a transfer function of the same structure. Only will the coefficients differ if a different control law is used in the design. Thus, a universal LTI controller as shown in Fig [E(s)] = e(t) is the error input to the controller, the amplitude of which may also be restricted by an A/D converter, and a i , b i ∈ ℜ ∀ i ∈ {0, 1, ..., n} are the coefficients to be determined in the design. Fig. 1 A unity negative feedback control system A controller designed from the LQR scheme, for example, tends to offer a minimised quadratic error with some minimal control effort, while an H ∞ controller similarly to offer a robust performance for the "worst case". The common purpose of both control laws is to devise an LTI controller that could guarantee a closed-loop performance to meet certain customer specifications in either the time or the frequency domain. Therefore, a step towards unification of LTI controllers is to coin the design by meeting practical performance requirements, instead of by a specific scheme [1] or in a particular domain. The performance requirements should reflect the usual design specifications such as: Spec. 1: Robust stability in terms of acceptable margins; Spec. 2: An excellent steady-state accuracy in terms of small steady-state errors; Spec. 3: An excellent transient response in terms of rise-time, overshoots, undershoots and settling-time; Spec. 4: Robustness in terms of disturbance rejection; and Spec. 5: Robustness in terms of parameter sensitivity.
For engineering applications, the controller design involves optimisation with practical constraints such as actuator saturation, voltage limits and current limits. In an LQR design, for example, this is partially taken into account by minimising in the time domain a weighted term of the control energy. Clearly, the strategy of accommodating a minimal control amplitude does not precisely reflect hard constraints found in engineering practice. Further, the multiple coefficient design space characterised by a performance index is usually multi-modal. This and practical system constraints make it almost impossible to use conventional analytical or numerical optimisation techniques to automate the design for a composite design objective or multi-objectives [2] . Partly because of this, the unification had not been realised until the use of evolutionary methods [1] .
III. EVOLUTION ENABLES AUTOMATION
Emulating the Darwinian-Wallace principle of "survival-of-the-fittest" in natural selection and genetics, evolutionary algorithms (EAs) [3, 4] have been found to be very effective and efficient in searching a poorly understood, irregular and complex space for optimisation and machine learning. Such an algorithm evaluates performances of candidate solutions at multiple points simultaneously, as shown in Fig. 2 , and thus efficiently approaches the global optimum. By trading off precision slightly using nondeterministic adjustments, the EA exponentially reduces the search time compared with exhaustive search and thus provides much improved tractability and efficiently in design automation [4, 5] .
As illustrated in Fig. 2 , a conventional "computer-aided control system design" (CACSD) package that provides simulation results is used to evaluate performances of candidate controllers in terms of plant outputs, closed-loop errors and control signal provision. Artificial evolution then enables CACSD to become "computer-automated control system design" [5] , where the performances on how well the candidate controllers meet the specification are used "intelligently" to guide the coefficient adjustment. This, however, requires a model of the plant to be controlled in the evaluation process. In many applications, step response data are often obtained when testing or setting the operating point. An LTI model of the plant is then identified or refined from the I/O data before the design of a controller is attempted. An example of plant response data, y s (t), to a step input of amplitude A = 2.5 V are plotted in Fig. 3 . Using the method described in [6] , a first-order model with transport delay is identified from the data, as given by
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with K = 0.01, D = 0.93 s and τ = 85.1 s. Owing to the simplicity and an acceptable accuracy, in certain control engineering practice, such a linear identification technique is even employed to fit data from a plant that may be internally nonlinear. Partly, this is because many nonlinear plants exhibit the "Type 0" behaviour of an equivalent linear system, where all energy storing elements are causal and thus a non-zero control energy is needed to maintain the steady-state operating point as indicated by Fig. 3 . It is interesting to note that the step response data were, in fact, obtained from the output y(t) of a nonlinear plant whose dynamics are given by
where To validate the first-order model of (2), its response to the same 2.5 V step has been obtained and also plotted in Fig. 3 . It can be seen that the discrepancy between the model and the plant is small, but cannot be eliminated due to the limited order of the model. This problem may, however, be overcome if an infinite-order "model" is used.
Convoluting the plant unit-impulse response data, g(t) = ( ) y t s /A, can conveniently realise such a "model" and yield a high fidelity reconstruction of the step response, as indeed shown in Fig. 3 . Note that, however, the "model" may only be valid for a consistent operating point, as the steady-state gain of a linear equivalent of this nonlinear plant should not be a constant like K, but be O(u(∞)).
Observation 1:
Step response data of a plant represent a high fidelity infinite-order LTI "model" of the plant. Such a fidelity only holds at a consistent steady-state operating point if the plant is nonlinear.
This opens a way of designing LTI controllers directly from plant step response data [7] . Of course, a more stimulating input whose spectra covers the plant bandwidth should reflect the dynamics of a practical plant more accurately. Note that this "modelling" approach may also apply to nonlinear plants for a given operating point, although a more accurate I/O relationship would be obtained by using the steady-state equilibrium and perturbing the plant round this point as adopted in linearisation techniques.
B. Design Evaluation Based on Plant Step Response Data
Study Fig. 1 again. The closed-loop output contributed purely by the controlled input is given by
[ ] y t u t g t u t y t A r t y t h t y t A
In Laplace or Fourier transform terms, this output can be evaluated by
where
Given an open-loop step response, the spectra of the step response or the frequency response of a plant, the performance of an LTI controller can always be evaluated in either the time or the frequency domain without the need of a model of the plant.
In this paper, step response data and (4) are used in an EA to evaluate candidate ULTIC controllers for evolution towards performance satisfactions.
V. IMPLICIT PERFORMANCE FOR ULTIC
In this section, we attempt to reinforce the feasibility of unifying classical and modern LTI control strategies in both the time and the frequency domains, guided by performance satisfactions. The underlying aim is to let a practising engineer conveniently to obtain an "off-the-computer" controller directly from the plant step response data and his/her building blocks of customer specifications.
A. Basic Performance Index for EA Guidance
In a design exercise, the closed-loop performance can be inverse-indexed conveniently by a basic cost function
Here N is the number of samples in DFT. The design task is thus to find optimal coefficients of H(s) in (1) such that J min (H) is minimised. This is equivalent to minimising the root mean square (rms) error. Note that the second part of (7) is given by Parseval's theorem on energy equivalence in the time and the frequency domains.
Observation 3: The design of an LTI controller for an optimal performance can be unified in the time and the frequency domains.
It can also be inferred that the design of an ULTIC controller can be carried out in either the continuous time or the discrete time. Note that, however, the discussions in this paper are restricted in deterministic systems for simplicity, since the ULTIC strategy will be applicable to stochastic systems by involving an expectation operator in the cost function blocks. Similarly, we have the following observation.
Observation 4: A specific LTI control scheme can be obtained from the ULTIC scheme by adding and/or multiplying the basic index of (7) with a relevant specification block.
B. Implicit Index to Robust Stability
If the open-loop system is stable, then the Nyquist plot of the denominator of (8) should not encircle its origin in any way. This means that for relatively large stability margins, the denominator plot should be relatively far away from its origin and its magnitude should have a relatively large value. Note also that L ∞ stable also means that the system is bounded-input and bounded-output stable.
Observation 5: Minimising the basic index indirectly leads to robust stability and hence largely meets Spec. 1, owing to the norm equivalence.
C. Minimising Steady-State Errors
If suppressing errors at a particular time period needs to be emphasised in guiding the optimisation, a time or frequency weighting function similar to LQR and LQG control [8] , for example, may be added. Since evolution does not require direct gradient-guidance, the weighting function design becomes much more flexible.
Note that if the control reference is a step of size A, then
Observation 6: A simple weighting against the steady-state error is to add building block (9) to the basic index in either the time or the frequency domain. Note that all linear metrics are equivalent, i.e., they are linearly bounded by one another. If the L ∞ norm is used to replace L 2 in (7), an emphasis will be placed on the maximum magnitude of the spectra that occurs near the dc frequency, where static steady-state errors contribute most. Similarly, the time domain cost of (7) can be in L 1 , which tends to accumulate the absolute values of errors that are significantly contributed ∀ t → ∞. Thus, the above indexing techniques have largely dealt with Spec. 2.
D. Improving Transients
Observation 8: If suppressing overshoots and undershoots are required, weighting against the transient may be realised in either the time or the frequency domain by adding to the basic index:
Observation 9: Another simple "weighting" against overshoots and undershoots is to use the L 1 norm for the basic index in the frequency domain or to use L ∞ in the time domain.
The argument is similar to that of Observation 7. When L 1 norm is used, it tends significantly to accumulate frequency response values ∀ ω → ∞, which are contributed most at transients. The L ∞ norm in the time domain places an emphasis on the maximum amplitude of errors which usually occurs at t ≈ 0. These have dealt with Spec. 3 to a certain degree.
E. Implicit Index to Disturbance Rejection
Study Fig. 1 and (8) again. The magnitude of the coloured transfer from the white disturbance to the closed-loop output is give by
Observation 10: The disturbance rejection is maximised if the basic index is minimised, largely meeting Spec. 4.
F. Implicit Index to Robustness against Plant Uncertainty
In Fig. 1 , the magnitude of the sensitivity of the closed-loop transfer function to the plant transfer function is given by
Observation 11: The closed-loop sensitivity to the plant uncertainty is minimised if the basic index is minimised, largely meeting Spec. 5.
G. Reconciling Accuracy and Chattering
It is known that smooth control actions often lead to steady-state errors. High control actions usually result in low steady-state errors and high robustness, but also result in chattering and excessive wear of actuators. This may be reconciled by constructing performance index blocks in a similar manner to phase lag-lead compensation or PID control, noting that the chattering is reflected by the rate of change of error. Note also that index block manipulations can be realised easily in evolutionary guidance, since it is only required by an EA to calculate J min and not its gradients.
Observation 12: A frequency domain index for reconciling the requirements of high accuracy and low chattering may be constructed by multiplying the basic index with a notch filter as in
To penalise both the error and chattering at the steady-state in the time domain, weighting can be simply realised by multiplying the basic index by time. Further, weighting this way will not penalise a rapid transient. 
VI. ULTIC DESIGN EXAMPLES
A. Parallel Evolutionary Algorithm
The structure of the parallel EA used in this work is similar to that used in [1] , where mutation is realised by Monte Carlo perturbation in simulated annealing. It is provided to the best probable 50% candidates determined by a tournament selection. However, two major differences exit. One is the parallelism, to which the EA feature of multiple search points and multiple candidate solutions is naturally suited. Here a population size of 90 is used in view of the size of the dimension of the problem, which is 7 for a fixed third order ULTIC controller. The 90 simulation tasks are equally shared by up to 15 T8 transputers in a 2-D array. These and another transputer used as the host for communications and supervisory tasks are provided by a Parsytec SuperCluster. Parallel C is used under the PARIX (PARallel unIX) operating system that offers straightforward software-channels for intertransputer communications.
The other difference lies in the algorithmic detail. No chromosome encoding is used here and the candidate controller coefficients are represented as "bare" in floating-point, similar to the evolutionary programming technique. This dramatically improves the memory usage and shortens the chromosome length to 7 (real variables), an integer version of which is shown in Fig. 2 . Different to evolutionary programming, crossover is used here, which is applied at a probability rate of 50%. This occurs at 3 (for half of 7) points only between two complete coefficients.
B. ULTIC for a Linear Plant
An LTI plant experimented here is a time-delayed dc servo-system for velocity control, as given by
where v(t) ∈ [-5V, 5V] is the input field control voltage with a hard limit, ω(t) ∈ ℜ the angular velocity calculated from a Gray-code shaft encoder, K T = 13.5 NmA -1 the torque constant for a fixed armature current, R = 9.2 Ω the resistance of the field winding, L = 0.25 H the inductance, and J = 0.001 kgm 2 the moment of inertia of the motor shaft and load. The friction coefficient of the shaft, B, changes from 2.342 × 10 3 Nms to 1.34 × 10 3 Nms when an eddy current brake is released.
Although it is unnecessary to use a third-order controller for a second-order plant, it is used to test the ability of the EA in finding an optimal and reasonable coefficient set. Thus, a third-order ULTIC controller of a minimal cost of (14) has been evolved directly from step response data obtained from the true system of (15 
The coefficients in the numerator appear to be different from those obtained using the system model, which was reported in [1] . It is however expected, as the EA is a non-deterministic algorithm and only recommends a controller that, with whatever coefficients, offers a globally optimised performance. This observation is validated by Fig. 4 , which shows the step response of the true system controlled by (16). Note that the step-down was tested while the plant parameter value, B, was varied, which had been not been modelled for use with the EA based design. The response confirms that the ULTIC approach does yield a good transient and steady-state performance, with some robustness against the plant uncertainties. Fig. 4 Performance of the I/O data evolved ULTIC for an LTI plant, where parameter uncertainties occur at t = 3 and 8 s
It is not surprising to note that the performance determined ULTIC offers an integrator automatically to the Type 0 plant of (15). The same recommendation of using an integrator was made by the EA when a model is used for a performance based design [1] . Both the model and I/O data based designs have recommend a relatively small coefficient for the third-order term in the numerator when a third-order controller was asked for.
Subject to hard voltage limit, the control action that provides the above closed-loop response is shown in Fig. 5 . It can be seen that the feasibility of incorporating such a practical constraint in the evolutionary design not only yields a practical control signal that offers the optimised performance, but also eliminates the need of artificially minimising the control energy in scheme-dependent modern control approaches, such as the LQR. To assess the effectiveness of the parallelism, the EA design process has been repeated several times on 1, 3, 9 and 15 slave transputer(s), respectively. The average speedup is plotted in Fig. 6 . It can be seen that a near-linear pipelinability is evident, which implies that evolutionary algorithms are indeed naturally suitable for parallel processing. The other advantage of EAs is the non-deterministic polynomial (NP) feature. This implies that designing a more sophisticated controller would not necessarily take more time than designing a simple one. To confirm this, the design of a three-coefficient pure PID digital controller has been repeated on the same numbers of transputers. The speedup is also plotted in Fig. 6 . It can be inferred that, although the number of coefficients of the third-order controller is more than doubled, it only requires an O(n) = n × 25% increase in the design time, mainly due to the increased simulation time for the more complicated controller. Fig. 6 The near-linear pipelinability and NP feature of the parallel EA
D. ULTIC for an Unseen Nonlinear Plant
The other plant experimented is the nonlinear system given by (3). It is a coupled liquid tank simulating massbalance dynamics usually found in chemical and dairy plants. The nonlinearity is unseen by the EA, only the step response data of Fig. 3 . A third-order ULTIC controller to be determined by the performance requirement of (14) 
To compare with the I/O based approach, another third-order controller was designed from the true system of (3), using the same EA. 
The performances of controlling the nonlinear system of (3) by these three controllers have been tested using a staircase input. The closed-loop step responses are shown in Fig. 7 and the respective control signals in Fig. 8 . It can be seen that the LTI controller designed without a model offers a good performance in controlling the nonlinear system. The performance is better than that offered by the controller designed from the identified model. Fig. 7 The performances of the ULTIC controllers designed from the I/O data, the first-order model and the true system In this paper, we have attempted to revolutionise control system design by unifying all LTI approaches in both the time and the frequency domains under performance satisfactions. The design is automated by efficient evolution from plant step response data, bypassing the system identification stage required by modern designs. Using the proposed ULTIC approach, a control engineers only needs to feed the CACSD system with the plant I/O data and customer specifications optimally to obtain an "off-the-computer" controller. This control and design strategy has been validated against linear and nonlinear plants. It has been observed that the performance of the controller evolved from the response data of an internally nonlinear plant is better than that designed from an identified model. The benefit of the ULTIC methodology will be further enhanced using a multiobjective EA in the sense of Pareto optimility [2] .
