The high signal-to-noise ratios typical of swept-wavelength interferometry (SWI) enable distance measurements to be superresolved with 2σ uncertainties as low as 10 −4 -10 −5 of Fourier transform-limited resolution. We compare three methods of superresolving SWI distance measurements: Local Linear Regression (LLR), Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT), and Nonlinear Least Squares (NLS). We find that the superresolution method limits both measurement precision and minimum superresolvable distance. Measurement uncertainty is determined by both the superresolution method and the SWI hardware, while SWI hardware alone limits the maximum superresolvable distance. For very short distances, between 2 and 20 times the SWI system's Fourier transform-limited resolution, NLS provides unbiased estimates with the least uncertainty. At longer distances, LLR provides the fastest unbiased estimates. LLR and NLS are more noise tolerant than ESPRIT and are found to operate close to the Cramér-Rao bound. With sufficient SNR, they provide 1σ measurement precision of 10 −4 of the transform limit.
high SNRs allow measurements of reflector spacing to be superresolved, with resolutions up to 4 orders of magnitude below the traditional Fourier transform limit. (While we defer to common usage of the term "superresolution," we note that in all cases examined here, reflectors are Rayleigh-resolved.)
Here, we evaluate three methods of making superresolved SWI measurements. First, we examine the limits of uncertainty for SWI measurements, both for targets containing a single reflective surface and for those containing multiple reflective surfaces. Next, we compare the precision, or noise tolerance, of the three methods. Finally, we conclude with a discussion of the conditions under which these superresolution methods are appropriate.
In practice, temperature and pressure fluctuations in the atmosphere, the target, and the SWI system itself typically set experimental limits on the accuracy and precision of any SWI measurement system [4, 5] . To avoid these limitations and examine the fundamental limits of superresolved SWI, we use data that has been generated numerically rather than experimentally. This approach is particularly advantageous in the evaluation of uncertainty limits-results may be compared with the parameters of a known model, rather than with secondary experimental measurements, which are themselves subject to environmental instability.
Data was generated according to the specifics of the system shown in Fig. 1 . This model is very similar to the experimental system described in [6] . In the measurement arm of the interferometer, two reflectors are located approximately 7% of the way through the unambiguous range of the system. The tunable laser sweeps from 1500 to 1565 nm, resulting in a sweep bandwidth of 8.3 THz. A trigger interferometer with a 30 m path length mismatch between the two arms sets both the sample spacing in optical frequency (10 MHz) and the total number of samples per laser sweep (830,096). The laser's tuning rate is assumed to be slow enough that the trigger interferometer can perfectly compensate for laser sweep nonlinearity, i.e., second and higher order sweep rate nonlinearities can be neglected [7] .
Mathematically, the data corresponding to a single laser sweep takes the form of Eq. (1):
The signal U , sampled at times t, is a function of the instantaneous laser frequency ν. This signal consists of a DC offset term, two oscillatory terms created by the two reflectors in the measurement arm of the interferometer, and an additive noise term, Z t. Delay times τ i to each of the two reflectors correspond to path length mismatches between arms of the measurement interferometer. Zero-mean Gaussian noise Z t is added to the signal by drawing values from a normal distribution whose variance is equal to noise power.
In Fig. 2(a) , a portion of the signal U is plotted against laser wavelength λ. The discrete Fourier transform (DFT) of sampled signal U is a function of delay time τ. The transformed signal [ Fig. 2(c) ] contains peaks centered at delay times τ i , given by
where the DFT bin size s τ , the spacing between samples in delay time, is equal to the inverse of laser sweep bandwidth. Indices n i are the highest amplitude points in each of the delay-time peaks [ Fig. 2(d) ]. The Fourier transform-limited measure of each delay time τ i is given by the product of index n i and DFT bin size s τ . The exact delay time to any reflector is unlikely to equal an integer multiple of DFT bin size. Instead, exact delay times are typically centered some fraction δn i of the way between sample points. Superresolution is the process estimating delay times with resolution finer than the Fourier transform limit, either through a direct estimate of the fraction δn i , or through some other method.
It is apparent from Eq. (2) that the uncertainty of delay-time measurements depends both on uncertainty in DFT bin size us τ and on uncertainty in superresolution, uδn i . In general, uncertainty in DFT bin size depends on the method used to maintain sample spacing in optical frequency. Because tunable laser sweep rates are generally not linear, samples acquired at regular time intervals will be unevenly spaced in optical frequency [7] . Evenly spaced samples can be obtained in several ways, by resampling the signal data [8] , linearizing the laser sweep [9] , or using a secondary interferometer to trigger sample acquisition [7] . In each case, the method used to set sample spacing also sets a lower limit on uncertainty in DFT bin size. The system modeled here uses a trigger interferometer, and consequently, DFT bin size uncertainty is ultimately limited by the quality of the wavelength reference gas cell [6, 10] .
For Fourier transform-limited SWI measurements, only DFT bin size uncertainty us τ contributes to total uncertainty in delay-time measurements. However, for superresolved measurements, the process of estimating the fractional location δn i of delay time within a DFT bin may also contribute uncertainty to the measurement. In general, unbiased estimation methods make no additional contribution to total uncertainty; in these cases, the value of uδn i is zero. However, estimators that converge to incorrect values of fractional location δn i , that is, biased estimators, contribute additional uncertainty uδn i to the total uncertainty of delay-time measurements.
Here, we compare three estimators capable of superresolving SWI measurements. The first two, Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT) [11] and Nonlinear Least Squares (NLS) [12] are well-known and well-characterized methods from the frequency estimation literature. Here, we apply them to SWI data, using them to estimate delay times instead of frequencies. The third estimator was developed specifically for making superresolved OFDR measurements [6] , but unlike ESPRIT and NLS, its statistical properties are unknown. Here we refer to this method as Local Linear Regression (LLR) in order to disambiguate the estimation method itself from the entire experimental process the authors of [6] call precision ranging.
For signals composed only of a summation of complex exponentials and corrupted only by white Gaussian noise, NLS is the maximum likelihood estimator [12] . As such, it is consistent, asymptotically efficient, and asymptotically unbiased. Even in the presence of colored noise, NLS estimates are asymptotically unbiased [13] . Because NLS is a parametric method, the number of reflectors contributing to the SWI data must be known in advance. And unlike LLR and ESPRIT, NLS is an optimization method, dependent on the quality of the initial guesses used to seed the optimization process. The optimization search space contains many local maxima, and in general, the quality of initial guesses required for convergence to the global maximum is unknown [12] . However, for the model used here, containing only two reflectors, we found that initial guesses within one DFT bin of the truth guarantee that, in the absence of noise, the NLS search will converge to the global maximum.
ESPRIT was originally developed to solve direction-ofarrival problems [14] , but it is also used to estimate the components of sampled signals containing multiple frequencies [15] , and here we use it to estimate exact delay times to reflectors. It is a parametric estimation method, asymptotically unbiased and efficient, and generally known to give good results [14] . Its speed depends on both the number of data points in the sampled signal and on the order of the covariance matrix used in the estimation process [15] . However, because ESPRIT is noniterative, it is, in general, faster than NLS (Table 1) .
LLR is by far the fastest of the three estimators, largely because it is not a parametric method, and only a small portion of the signal is used to superresolve delay times of interest [6] . In fact, LLR can be considered a single-frequency estimation method [16] , modified to estimate delay times for SWI signals containing returns from multiple reflectors. The estimation process, detailed in [6] , consists of extracting a series of points centered on a peak of interest in delay time, multiplying the extracted points by a digital window function, and using the Fourier-shift theorem to determine the fractional distance δn i of the peak's center from the nearest sample point.
The DFT of an SWI signal containing returns from multiple reflectors contains multiple peaks in delay time. LLR relies on the assumption that the extracted points surrounding any peak contain information only about that peak, i.e., spectral leakage is negligible. This assumption is reasonable only if the peaks are sufficiently separated in delay time, meaning the optical path length between any two reflectors is sufficiently large. Consequently, the closer two peaks are in delay time, the fewer points surrounding any one peak may be extracted in the estimation process.
Even when spectral leakage is negligibly small or nonexistent, LLR estimates are biased. The magnitude of this bias depends on several things: the locations of reflectors in the unambiguous range of the system, the number of points included in the extraction step, and the choice of window function. For the case of a single reflector, Fig. 3(a) illustrates how LLR bias depends on the fractional location of a delay-time peak inside a DFT bin. As the position of the reflector is moved across one DFT bin, the difference between the reflector's true position (used to generate data) and the reflector's recovered position (obtained with an LLR estimate) varies unpredictably.
In general, bias decreases as the number of points included in the extraction step increases [ Fig. 3(b) ]. Applying window functions that decay smoothly to zero at their edges produces bias values that asymptotically approach 10 −10 of DFT bin size. When peaks are separated in delay time by approximately 200 DFT bins or more, enough points may be included in the extraction step that LLR bias becomes inconsequential.
For targets containing multiple reflective surfaces, quantities of interest are not typically the absolute delay times to each surface, but rather the differential delay times between target surfaces. Differential measurements reject common mode fluctuations such as temperature drift in the interferometer, resulting in significant improvements in measurement precision [6] . Here, we examine the two-reflector case, but our results are generalizable to targets containing any number of reflectors.
For two reflectors separated by delay-time difference Δτ, uncertainty in the measurement of Δτ is given by:
As reflector spacing increases, uncertainty also increases, with the rate of increase dependent on uncertainty in delay-time step size (Fig. 4) . In the system modeled here, delay-time step size is 120 fs (the inverse of the 8. For LLR estimates, when reflectors are separated by approximately 12 DFT bins or fewer, only a handful of points may be included in the LLR extraction step. As a result, LLR bias increases, and uncertainty in the estimate of δn contributes significantly to overall uncertainty.
For reflectors that are more widely spaced, by 20 DFT bins or more, the uncertainties of LLR, ESPRIT, and NLS estimates are nearly identical, and the computational speed of LLR makes it the preferred superresolution method. When reflector spacing is wide enough-in free space, 0.55 m with a dBm Optics HCN cell or 2.65 m with a wavelength references celluncertainty equals the size of a DFT bin. This places an upper limit on the useful range of superresolved SWI. a Averages of 8080 iterations, run using Matlab on Intel core i7 − 3770K processor. Fig. 4 . 2σ uncertainty for distance measurement between reflectors separated by free space. Solid lines correspond to a system with a dBm Optics HCN cell, and dashed lines to a system with a wavelength references HCN cell. The lower x axis shows the separation between reflectors measured in DFT bins; the upper x axis shows the same reflector separation measured in meters of free space. The left y axis shows uncertainty normalized to the system's Fourier transformlimited resolution, while the right y axis shows the corresponding distance value in free space. The highest value on the left axis is 1; when normalized uncertainty is equal to DFT bin size, superresolution no longer provides meaningful information. To examine the variances of LLR, ESPRIT, and NLS estimates, we simulate two scenarios based on the model in Fig. 1 . The two reflectors in the measurement arm of the interferometer are the front and back surfaces of a fused silica window at 25°C, 0.5 mm thick in one scenario, and 5 mm thick in the other. At a series of SNRs, 150 simulations were run, 10 simulations at each of 15 reflector locations spaced evenly across the length of one DFT bin.
In Fig. 5 the standard deviations of recovered reflector positions are plotted along with the square root of the Cramér-Rao bound (CRB). For signals composed of reflections from multiple surfaces, there is typically no analytical solution for the CRB [17] . However, if the signal's parameters are known, the CRB may be estimated or, as was done here, calculated using the method presented in [12] .
ESPRIT is decidedly the least precise estimator. Its variance quickly rises as reflector spacing decreases. Estimates of reflectors separated by 5 mm have standard deviations less than DFT bin size, but only at SNRs above 90 dB. The precision of ESPRIT estimates can be improved by increasing the size of the covariance matrix, but this comes at the cost of increased computation time. Alternatively, a modified version of ESPRIT [18] can be used to increase the precision of ESPRIT estimates for closely spaced reflectors, although this comes at the cost of decreased unambiguous range for the SWI system. Furthermore, the variances of these modified ESPRIT estimates are still higher than the variances of LLR and NLS estimates for the model used here.
Above 50 dB of SNR, LLR and NLS estimates have comparable precision. Below 50 dB, however, LLR is more precise, particularly in the 0.5 mm case. Closely spaced reflectors restrict the number of points included in the LLR window, making estimates more noise tolerant (but also more uncertain).
The ideal estimator would be fast, unbiased, and noise tolerant. ESPRIT satisfies only one of these requirements. While ESPRIT estimates are asymptotically unbiased, their noise tolerance suffers greatly when target reflectors are closely spaced. Additionally, for the system modeled here, which contains many points per data set and requires the computation of a large covariance matrix, ESPRIT is far slower than LLR.
In terms of both uncertainty and precision, NLS and LLR emerge as the superresolution estimators of choice. NLS estimates are both asymptotically unbiased and noise tolerant. Additionally, NLS estimates suffer no increase in uncertainty when reflectors are closely spaced. However, because NLS is an optimization method, it is comparatively slow. Additionally, the required quality of the initial guesses used to seed the optimization process is, in general, unknown. Furthermore, omitting any reflection-even a spurious reflection-from the optimization process will alter the search space and degrade results. Seeding the NLS search with the output of another, more computationally efficient estimator (such as the periodogram maximizer, which has been successfully used in spectral domain OCT measurements of the precorneal tear film [19] ), could potentially mitigate these difficulties [20] .
LLR is both fast and noise tolerant. While it is not an unbiased estimator, if target reflectors are sufficiently spaced-by at least 100 to 200 DFT bins in delay time-the bias of LLR estimates can be negligibly small. The utility of LLR demonstrates that the search for an ideal superresolution estimator need not be restricted to unbiased estimators, or even to multiple frequency estimators.
Furthermore, the differences between LLR and NLS demonstrate that the best choice of estimator depends strongly on SWI system parameters and on experimental conditions. LLR, ESPRIT, and NLS are only three among many known frequency estimators, and the well-developed field of frequency estimation likely has much to offer in the search for optimal estimators for superresolved SWI.
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