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Introduction
Let n be a positive integer and M, denote the set of real square matrices of order n., The symbol C stands for the set of cyclic permutations of subsets of IV= (1 2 , . . . , n} (elements of C will be called briefly cycles). The number k, the length of ci, will be denoted by I(a). Furthermore, define ye&), the mean weight of G, by and L(A), the maximum cycle mearl (MCM) of A, as
(3)
The MCM has several practical interpretations, e.g. in an industrial scheduling problem [2] or a ship-routing problem [4] . Methods for computing ii(A) are presented in e.g. iS, 6, S]. The least worst-case computational complexity of any known algorithm for finding the MCM is O(n'), cf.
[5], but of course it is possible to develop algorithms of a smaller complexity in special cases. One such case corresponds to matrices in which the elements of at least one cycle aI equal the maximum element of the matrix, e.g. if some diagonal element is maximal or if there are moie than $n(n-1) maximal elements. This property can be recognized in 0(n2) operations via an algorithm for checking the existence of a cycle in a digraph [6] . Notice that this procedure is linear in terms of the input length, which is also O(n'). Another special case arises if the matrix is separable, i.e., is defined as aij=Ui+Vj (i, j= l,...,n) for suitable uI, . . . which can be found in O(n) operations. Since now the input length is just 2n = O(n), the procedure is again linear. The aim of the present paper is to derive a linear procedure for a further special case, namely where A is a bivalent matrix (its elements take at most two distinct values). In fact, it is easily seen that if t EC maximizes &t(o), then t also maximizes ~~(a) for any matrix B obtained by applying a positive linear transformation to the elements of A. It follows that there is no loss of generality in taking the elements of A to lie in the set (0, 1}, and we assume this from now on.
MCM for zero-one matrices
In what follows M,, will now denote the set of zero-one matrices of order n. Clearly, OS A(A) I 1 for all A EM,,; and A(A) = 0 if and only if A is a zero matrix. By taking N as node set and letting aO denote the weight of the directed arc (i, j) we may in the obvious way associate a complete arc-weighted digraph with A. We shall denote this graph as DA. Evidently, each o EC corresponds naturally to a graph-theoretical cycle (which may be a one-arc seaf_Zoop) in DA and it wili be convenient to understand the notation and terminology of cycles in either sense, according to context. We shail make free use of the properties of paths in DA, occasionally referring to them as running from or running to particular nodes, with self-evident meaning. The length of a path or cycle is the number of arcs it contains. All paths and cycles will be elementary, i.e., containing no proper subcycle, so there will be only finitely many. Thus maximum values of weight and length will be attained. For convenience, arcs in DA of weight zero (respectively unity) will be called zero arcs (respectively unity arcs). For A = (ati) EM,, we denote by GA the digraph with node set N in which j or if and only if au --1, where r denotes the usual successor map on the nodes of a digraph, i.e., jE T(i) if and only if there is an arc directed from i to j. Evidently GA is a subgraph of DA, so if II is any path in GA we may regard n also as a path in DA.
One can easily see that A(A) c 1 if and only if GA is acyclic (in this case we say also that A is acyclic). Hence any algorithm for checking the acyclicity of a digraph (see e.g. [6] ) can be used in order to decide whether A(A) = 1 or n(A) C 1. We show that a slight modification can be used for a fast computation of the actual value of A(A). The algorithm is based on the evident property that in every acyclic digraph at least one node without a successor exists. Its basic version (for checking the acyclicity) consists in successive removals of such nodes whereas our modification removes all such nodes at once. More precisely, define inductively
N,={iEN: T(i)=O}
and for k > 1 for which Nk_ 1 is defined and UT:,' Nj +N define 
The number 1, which we also denote by l(A), will be called the decomposition number of the acyclic matrix A. Clearly, l(A) = 1 if and only if A = 0 or, equivalently, GA has no arcs. We now introduce the algorithm. Proof. The correctness follows from the fact that zi is set to the number of nonzero elements in row i for all ie N in the initialization step and updated in step 5 so that this property is preserved and thus step 2 corresponds exactly to formula (5).
We omit the time bound derivation, which follows classical lines. 
