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NONEXISTENCE IN THOMAS-FERMI-DIRAC-VON
WEIZSA¨CKER THEORY WITH SMALL NUCLEAR
CHARGES
PHAN THA`NH NAM AND HANNE VAN DEN BOSCH
Abstract. We study the ionization problem in the Thomas-Fermi-
Dirac-von Weizsa¨cker theory for atoms and molecules. We prove the
nonexistence of minimizers for the energy functional when the number
of electrons is large and the total nuclear charge is small. This nonexis-
tence result also applies to external potentials decaying faster than the
Coulomb potential. In the case of arbitrary nuclear charges, we obtain
the nonexistence of stable minimizers and radial minimizers.
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1. Introduction
It is a well-known experimental fact that highly negative ions do not exist:
in fact, a neutral atom can bind at most one or two additional electrons.
Heuristically, if a neutral atom has too many extra electrons, then the outer-
most electron has no electrostatic favor to stay together with the rest of the
system, which will have a negative net charge. However, deriving this fact
rigorously from the first principles of quantum mechanics is a longstanding
open problem, often referred to as the ionization conjecture, see for example
[26, Problem 9] and [14, Chapter 12]. We refer to [25, 22, 12, 15, 7, 24, 21]
for partial results in the full many-body quantum theory. The ionization
problem has also been studied (and solved) in several approximate mod-
els such as the Thomas-Fermi theory [16], the Thomas-Fermi-Dirac theory
[1, 11], the Thomas-Fermi-von Weizsa¨cker theory [2, 3] and the Hartree-Fock
theory [27, 28].
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2 P.T. NAM AND H. VAN DEN BOSCH
In this paper, we study the ionization problem in the Thomas-Fermi-
Dirac-von Weizsa¨cker (TFDW) theory. We consider the variational problem
IV (m) = inf
{
EV (u) : u ∈ H1(R3),
∫
R3
|u(x)|2 dx = m
}
(1)
where EV is the TFDW energy functional
EV (u) =
∫
R3
(
cTF|u(x)|10/3 − cD|u(x)|8/3 + cW|∇u(x)|2 + V (x)|u(x)|2
)
dx
+
1
2
∫∫
R3×R3
|u(x)|2|u(y)|2
|x− y| dx dy
and
V (x) = −
J∑
j=1
Zj
|x− rj | . (2)
The functional EV (u) models the energy of a system of m quantum electrons
interacting with J classical nuclei fixed at positions {rj}Jj=1 ⊂ R3. Here,
|u(x)|2 is interpreted as the electron density. The nuclear charges {Zj} and
the total number of electrons m are nonnegative numbers, which are not
necessarily integers. The constants cTF, cD and cW are positive numbers,
whose precise values are not important in our analysis.
The first and the last terms in EV (u) are the semiclassical approximations
of the kinetic energy and the self-interaction energy of electrons. They
were introduced independently by Thomas [30] and Fermi [8] in 1927 in
their celebrated theory for the electron distribution in atoms and molecules.
Although the Thomas-Fermi theory captures the precise leading order of the
ground state energy of large systems [16], it has some serious defects, most
notably Teller’s no-binding theorem [29] and the absence of negative ions.
Therefore, further corrections are necessary. In 1930, Dirac [6] proposed the
correction −cD
∫ |u|8/3 which models the exchange energy and in 1935, von
Weizsa¨cker suggested the correction cW
∫ |∇u|2 to the kinetic energy. When
only one of these two corrections is taken into account, we are left with the
Thomas-Fermi-Dirac and the Thomas-Fermi-von Weizsa¨cker theories. The
simultaneous appearance of two corrections makes the TFDW theory more
precise but also more difficult to analyze than its ancestors. We refer to [11]
for a pedagogical introduction to these density functional theories and their
connections to many-body quantum mechanics.
One of the most fundamental questions in the TFDW theory is to esti-
mate the values of the parameters for which the variational problem (1) has
minimizers. In 1987, Lions [19] proved the existence of minimizers when
m ≤
J∑
j=1
Zj
(see also [5]). However, the ionization problem, which corresponds to the
nonexistence of minimizers when m is large, remains mostly open. In fact,
the nonexistence when V ≡ 0 is already surprisingly delicate and has been
solved recently by Lu and Otto [20]. Their proof is based crucially on the
translation-invariance of E0(u) and does not apply to the general case.
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In this paper, we will establish the nonexistence of minimizers for (1) with
an external potential V . Our main result is the following.
Theorem 1 (Nonexistence with small nuclear charges). There exist con-
stants Zc > 0 and Mc > 0 such that the variational problem IV (m) in (1)
with V in (2) has no minimizers when
J∑
j=1
Zj ≤ Zc and m ≥Mc.
Our overall strategy is to show that if IV (m) has a minimizer with m
sufficiently large, then all but a ≤∑Jj=1 Zj electrons must escape to infinity.
The energy of the electrons that stay is not smaller than IV (a), while the
energy of the electrons that escape is not smaller than I0(m − a). Since
this splitting of the energy will only hold up to an error term, we need a
quantitative version of the strict binding inequality IV (m) < IV (a)+I0(m−
a) in order to obtain a contradiction. In this last step we have to assume
the smallness of the nuclear charges. We hope to be able to remove this
technical assumption in the future.
As by-products of our proof, we obtain some related results. First, the
nonexistence can be extended easily to any external potential which decays
faster than the Coulomb potential.
Theorem 2 (Nonexistence with short-range potentials). Assume that
V ∈ L3/2loc (R3), V (x) ≤ 0 and lim|x|→∞ |x|V (x) = 0.
Then there exists M ′c > 0 such that the variational problem IV (m) in (1)
has no minimizer when m ≥M ′c.
Next, for general Coulomb-type external potentials, including the molec-
ular form (2) with arbitrary nuclear charges, we obtain two weak forms of
the nonexistence.
Theorem 3 (Nonexistence of stable and radial minimizers). Assume that
V ∈ L3/2loc (R3), V (x) ∈ R and lim sup|x|→∞
|xV (x)| <∞.
(i) There exist a > 0 and b > 0 such that both IV (a) and I0(b) have mini-
mizers, and
IV (a+ b) = IV (a) + I0(b).
(ii) There exists a constant Mr > 0 such that for all m ≥Mr, a minimizer of
the variational problem IV (m) in (1), if it exists, is not radially symmetric.
Theorem 3 (i) corresponds to the nonexistence of stable minimizers. From
the physical point of view, the equality IV (a+b) = IV (a)+I0(b) implies that
the minimizers of IV (a+ b), if they exist, are not stable because b particles
may escape to infinity without increasing the energy.
Theorem 3 (ii) is related to the fact that in the atomic case, V (x) =
−Z/|x|, all minimizers are radially symmetric decreasing if m ≤ Z, see [11,
Theorem 8.6]. Indeed, in the atomic case, it was conjectured in [11] that any
minimizer, if it exists, must be radially symmetric. This remains an open
problem.
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Note added in proof. In the atomic case, V (x) = −Z/|x|, it has been
proved very recently in [9] that (1) has no minimizer if m > Z + C, where
Z > 0 is arbitrary and C > 0 is independent of Z. This result is much
stronger than our result in the present paper. However, the method we
presented below is different from that of [9] and it works for a more general
class of external potentials V (including the molecular case). Therefore,
we hope that the approach in the present paper still has some independent
interest.
Outline of the paper. In Section 2 we establish some basic properties
of the energy functional and its minimizers. Then we quickly revisit the
existence and nonexistence results for I0(m) in Section 3 – the proof of
the existence part is deferred to the appendix. The main new part of the
paper starts with Section 4 where we provide a detailed study of the ra-
dius of the minimizers. The obtained estimates will be used in Section 5
to prove Theorem 2 for short-range potentials. In Section 6, we establish
an improved radius estimate, which is essential to deal with Coulomb-type
potentials. The proofs of Theorems 1 and 3 are presented in Sections 7 and
8, respectively.
Acknowledgements. We would like to thank Rafael Benguria for motivat-
ing discussions. We thank Jianfeng Lu and Felix Otto for helpful correspon-
dence on the translation-invariant case and for pointing out the reference
[23] to us. P.T. Nam is supported by the Austrian Science Fund (FWF)
under Project Nr. P 27533-N27. H. Van Den Bosch acknowledges sup-
port from CONICYT (Chile) through CONICYT–PCHA/Doctorado Na-
cional/2014 and through Fondecyt Project # 112-0836, and from the Inicia-
tiva Cient´ıfica Milenio (Chile) through the Millenium Nucleus RC–120002
“F´ısica Matema´tica”.
2. General estimates
The goal of this section is to establish some properties of the energy func-
tional and its minimizers that hold independently of the detailed properties
of the external potential V . We will assume throughout this section that
V ∈ L3/2loc (R3), V ≤ 0 and lim|x|→∞V (x) = 0.
The Coulomb interaction energy will be written as
D(f, g) =
1
2
∫∫
R3×R3
f(x)g(y)
|x− y| dx dy.
We start with some basic properties of the energy functional.
Lemma 4 (Basic energy estimate). For all u ∈ H1(R3) we have
EV (u) + C1
∫
|u|2 ≥
∫ (cTF
2
|u|10/3 + cW
2
|∇u|2 + |V ||u|2
)
+D(|u|2, |u|2). (3)
with
C1 =
c2D
2cTF
− 1
2
inf spec (−cW∆− 4|V |) .
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In the molecular case, where V is given by (2), we have
C1 ≤ c
2
D
2cTF
+
2
cW
( J∑
j=1
Zj
)2
.
Proof. Since V ∈ L3/2(R3) + L∞(R3), by Sobolev’s inequality we find that
the Schro¨dinger operator −cW∆ − 4|V | is bounded from below on L2(R3),
see [13, Section 11.3, Eq. (15)]. Using
cTF
2
|u|10/3 − cD|u|8/3 =
(√
cTF
2
|u|5/3 − cD|u|√
2cTF
)2
− c
2
D
2cTF
|u|2 ≥ − c
2
D
2cTF
|u|2
we obtain (3) with
C1 =
c2D
2cTF
− 1
2
inf spec (−cW∆− 4|V |) .
In the molecular case (2), by using the hydrogen bound −∆−s/|x| ≥ −s2/4,
we obtain
inf spec (−cW∆− 4|V |) ≥ − 4
cW
( J∑
j=1
Zj
)2
,
and hence
C1 ≤ c
2
D
2cTF
+
2
cW
( J∑
j=1
Zj
)2
.

Lemma 4 implies that IV (m) ≥ −C1m and it also leads to some a-priori
estimates on minimizers. Refined estimates on minimizers will be obtained
from the following binding inequality, which is a typical ingredient of the
concentration-compactness method [17, 18].
Lemma 5 (Binding inequality). For all m > 0 we have
IV (m) ≤ IV (m′) + I0(m−m′), ∀0 ≤ m′ ≤ m. (4)
Moreover, IV (m) ≤ I0(m) < 0 for all m > 0 and the function m 7→ IV (m)
is strictly decreasing and continuous.
Proof. Let us take two smooth functions v1, v2 with compact supports such
that
∫ |v1|2 = m′ and ∫ |v2|2 = m −m′. For any vector x0 ∈ R3\{0}, one
has
IV (m) ≤ lim
R→∞
EV
(
v1(.) + v2(.+Rx0)
)
= EV (v1) + E0(v2).
Here we have used the fact that V (x) and the Coulomb potential |x|−1 vanish
at infinity. Optimizing the right-hand-side over v1 and v2 gives (4).
From (4), we have immediately that IV (m) ≤ I0(m). The strict inequality
I0(m) < 0 can be seen by choosing a test function v such that∫
|v|2 = m, D(|v|2, |v|2) < cD
∫
|v|8/3.
Then, consider the trial function v` = `
3/2v(` · ). Since the kinetic terms
scale as `2 and the electrostatic terms scale as `, the energy becomes strictly
negative when ` > 0 is small enough.
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Combining (4) with I0(m) < 0 when m > 0, we obtain that m 7→ IV (m)
is strictly decreasing. The continuity of m 7→ IV (m) follows from a standard
argument based on the variational principle and appropriate trial states. 
Using the previous lemma, we obtain a key estimate on minimizers.
Lemma 6 (Basic localization estimate). Assume that IV (m) has a min-
imizer um. Consider a partition of unity consisting of smooth functions
χ, η : R3 → [0, 1] satisfying χ2 + η2 ≡ 1 on R3, and define Ω ≡ {x ∈
R3|χ(x) ∈ (0, 1)}. Then,
2D(|χum|2, |ηum|2) ≤ −
∫
R3
V |ηum|2 + C2
∫
Ω
|um|2, (5)
where
C2 =
c2D
4cTF
+ cW
(
‖∇χ‖2L∞ + ‖∇η‖2L∞
)
.
Proof. Since um is a minimizer for IV (m), by applying (4), we find that
EV (um)− EV (χum)− E0(ηum) ≤ 0.
It remains to show that
EV (um)− EV (χum)−E0(ηum) ≥ 2D(|χum|2, |ηum|2) (6)
+
∫
R3
V (x)|η(x)um(x)|2 dx− C2
∫
Ω
|um(x)|2 dx.
Indeed, by using
1− χ2(x)χ2(y)− η2(x)η2(y) = χ2(x)η2(y) + η2(x)χ2(y)
and interchanging the variables x and y, we get
1
2
∫∫
R3×R3
|um(x)|2|um(y)|2
|x− y|
(
1− χ2(x)χ2(y)− η2(x)η2(y)
)
dx dy
=
∫∫
R3×R3
|χ(x)um(x)|2|η(y)um(y)|2
|x− y| dx dy. (7)
Next, from the IMS localization formula
|∇u|2 − |∇(χu)|2 − |∇(ηu)|2 = −(|∇χ|2 + |∇η|2)|u|2,
it follows that
cW
∫
R3
(
|∇um|2 − |∇(χum)|2 − |∇(ηum)|2
)
= −cW
∫
R3
(
|∇χ|2 + |∇η|2
)
|um|2
≥ −cW
(
‖∇χ‖2L∞ + ‖∇η‖2L∞
)∫
Ω
|um|2. (8)
Finally, using
0 ≤ 1− χ8/3 − η8/3 ≤ 1− χ10/3 − η10/3 ≤ 1Ω
and
cTF|um|10/3 − cD|um|8/3 ≥ − c
2
D
4cTF
|um|2, (9)
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we can estimate∫
R3
(
cTF(1− χ10/3 − η10/3)|um|10/3 − cD(1− χ8/3 − η8/3)|um|8/3
)
≥
∫
R3
(1− χ10/3 − η10/3)
(
cTF|um|10/3 − cD|um|8/3
)
≥ − c
2
D
4cTF
∫
Ω
|um|2.
(10)
Putting (7), (8) and (10) together, we obtain (6) and complete the proof. 
We will frequently apply the localization estimate in Lemma 6 to separate
the energy contribution inside and outside a ball centered at the origin. The
corresponding localization functions are defined below.
Definition (Standard localization functions). Fix two smooth functions
f, g : R→ [0, 1] such that
f2 + g2 ≡ 1 on R, f(t) = 1 when t ≤ 0, f(t) = 0 when t ≥ 1. (11)
We can choose f , g such that |f ′| ≤ 2, |g′| ≤ 2. For every R > 0, we define
χR(x) = f(|x| −R), ηR(x) = g(|x| −R). (12)
Then χ2R + η
2
R ≡ 1 on R3, χR(x) = 1 when |x| ≤ R and χR(x) = 0 when
|x| ≥ R+ 1. Moreover, ‖∇χR‖L∞ ≤ 2 and ‖∇ηR‖L∞ ≤ 2.
Using these localization functions in Lemma 6, we obtain
Lemma 7 (Annulus estimate). Assume that IV (m) has a minimizer um.
Then for all R ≥ 1,∫
|x|≤R
|um(x)|2 dx
∫
|y|≥2R
|um(y)|2 dy ≤ 12
∫
|x|≥R
(C3 + |xV (x)|) |um(x)|2 dx,
(13)
where C3 = 8cw + c
2
D/(4cTF).
Proof. For every R ≥ 1, we apply (5) with χ = χR and η = ηR. Using the
triangle inequality, |x− y| ≤ |x|+ |y| ≤ 3|y| when |y| ≥ max{1, |x| − 1}, so
we have
1
3
(∫
R3
|χR(x)um(x)|2 dx
)(∫
R3
|ηR(y)um(y)|2
|y| dy
)
≤ −
∫
R3
V (x)|ηR(x)um(x)|2 dx+ C3
∫
R≤|x|≤R+1
|um(x)|2 dx. (14)
By replacing R with R + k in (14) and taking the sum over k = 0, 1, 2, ...,
we obtain
∞∑
k=0
1
3
(∫
R3
|χR+k(x)um(x)|2 dx
)(∫
R3
|ηR+k(y)um(y)|2
|y| dy
)
≤ −
∞∑
k=0
∫
R3
V (x)|ηR+k(x)um(x)|2 dx+ C3
∫
|x|≥R
|um(x)|2 dx. (15)
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Let us estimate the left hand side of (15). For the first factor, we use the
uniform bound |χR+k(x)|2 ≥ 1(|x|≤R). For the second factor, note that
∞∑
k=0
η2R+k(y) ≥
∞∑
k=0
1(|y|≥R+k+1) ≥ 1
2
(|y| −R)1(|y|≥R+1),
which gives
1
|y|
∞∑
k=0
η2R+k(y) ≥
1
2
(
1− R|y|
)
1(|y|≥R+1) ≥ 1
4
1(|y|≥2R).
Combining these inequalities,
∞∑
k=0
1
3
(∫
R3
|χR+k(x)um(x)|2 dx
)(∫
R3
|ηR+k(y)um(y)|2
|y| dy
)
≥ 1
12
(∫
|x|≤R
|um(x)|2 dx
)(∫
|y|≥2R
|um(y)|2 dy
)
. (16)
To bound the right hand side of (15), we use
∞∑
k=0
η2R+k(x) ≤
∞∑
k=0
1(|x|≥R+k) ≤ (|x| −R+ 1)1(|x|≥R) ≤ |x|1(|x|≥R)
and deduce that
−
∞∑
k=0
∫
R3
V (x)|ηR+kum(x)|2 dx ≤
∫
|x|≥R
|xV (x)| |um(x)|2 dx. (17)
Substituting (16) and (17) into (15), we obtain (13). 
3. Existence and nonexistence for I0(m)
In this section, we revisit some well-known properties of the translation-
invariant problem I0(m), which will be used in the rest of the paper. First,
let us quickly prove the nonexistence of minimizers when m is large, recov-
ering the main result in [20].
Lemma 8 (Nonexistence for I0(m)). I0(m) has no minimizers when m is
sufficiently large.
Proof. We will denote by C a generic constant independent of m, the value
of which may change from line to line. Assume I0(m) has a minimizer um.
For every R > 0, we define
MR = sup
y∈R3
∫
|x−y|≤R
|um(x)|2 dx.
Since R 7→ MR is increasing and 0 = M0 ≤ M∞ = m, there exists rm such
that Mrm > m
2/3 ≥Mrm/2. By the definition of Mrm , there exists ym ∈ R3
such that ∫
|x−ym|≤rm
|um(x)|2 dx ≥ m2/3. (18)
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Since E0(u) is translation-invariant, by replacing um with um( · + ym) we
can assume ym = 0. From Lemma 7 and the fact that E0(um) = I0(m) < 0
we find that ∫
|um(x)|10/3 dx ≤ Cm.
Therefore, by Ho¨lder’s inequality, we get
m2/3 ≤
∫
|x|≤rm
|um(x)|2 dx ≤
(∫
|x|≤rm
1 dx
)2/5(∫
|x|≤rm
|um(x)|10/3 dx
)3/5
≤ Cr6/5m m3/5. (19)
Thus rm ≥ 1 when m is sufficiently large. By applying (13) for R = rm and
using (18) (with ym = 0), we find that∫
|x|≥2rm
|um(y)|2 dy ≤ 12C3m1/3. (20)
On the other hand, it is easy to see that there is a universal constant CB
such that the ball B(0, 2rm) ⊂ R3 can be covered by CB smaller balls of
radius rm/2. By the definition of Mrm/2, the integral of |um|2 over each
smaller ball is smaller than Mrm/2, and Mrm/2 ≤ m2/3. Therefore,∫
|x|≤2rm
|u(x)|2 dx ≤ CBm2/3. (21)
Combining (20) and (21), we find that
m =
∫
R3
|u(x)|2 dx ≤ (CB + 12C3)(m1/3 +m2/3).
Thus m is bounded by a universal constant. 
We will also need the following existence result, which is a typical appli-
cation of the concentration-compactness method [17, 18]. Since we could
not localize a precise reference, a proof will be provided in the appendix.
Lemma 9 (Existence for I0(m)). For all m > 0, the followings hold true.
(i) If {vn} is a minimizing sequence for I0(m), then up to subsequences and
translations, vn converges weakly in H
1(Rn) to some v 6≡ 0.
(ii) We can decompose
m =
∞∑
j=1
mj and I0(m) =
∞∑
j=1
I0(mj),
where mj ≥ 0 and I0(mj) has a minimizer for all j ≥ 1.
(iii) There exists m0 > 0 such that
I0(m) < I0(m
′) + I0(m−m′) for all 0 < m′ < m ≤ m0.
Consequently, I0(m) has a minimizer for all m ≤ m0.
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4. Radius estimates
Throughout this section we will assume that IV (m) has a minimizer um
for m large. Our goal is to obtain several estimates on how the mass of um
is distributed that will be used afterwards to derive a contradiction. We will
assume that
V ∈ L3/2loc (R3), V (x) ∈ R and lim sup|x|→∞
|xV (x)| <∞.
Notations. We will always denote by C a generic (typically large) constant
independent of V and m. In addition, we will denote by CV a generic
constant dependent on V but independent of m. In the molecular case (2),
CV can be chosen to be C(1 +
∑J
j=1 Zj). In this way we keep the notations
concise while keeping track of the dependence of constants on the nuclear
charges, as this will be required for the proof of Theorem 1.
Definition (Radius of the system). Define χR and ηR as in (12). We define
Rm > 0 such that ∫
R3
|χRmum|2 =
∫
R3
|ηRmum|2 =
m
2
.
Since R 7→ ∫ |χRum|2 is continuous and increases from 0 to m, this is always
possible.
Lemma 10. We have Rm ≥ m1/3/CV − 1.
Proof. The proof is similar to the one of (19). Since EV (um) = IV (m) < 0,
It follows from (3) that ∫
|u|10/3 ≤ C2Vm. (22)
Therefore, by Ho¨lder’s inequality,
m
2
=
∫
χRm |um|2 ≤
(∫
|χRm |5/2
)2/5(∫
|um|10/3
)3/5
≤
(4pi
3
(Rm + 1)
3
)2/5
(C2Vm)
3/5
and the desired estimate follows. 
Lemma 11. When m ≥ C3V we have∫
Rm/2≤|x|≤2Rm+2
|um(x)|2 dx ≥ m− CV . (23)
Proof. If m is larger than C3V , then Rm is large by Lemma 10, and hence
|xV (x)| ≤ CV for |x| ≥ Rm/2 by the assumption on V . Applying Lemma 7,
we find that(∫
|x|≤R
|um(x)|2 dx
)(∫
|y|≥2R
|um(y)|2 dy
)
≤ CVm (24)
for all R ≥ Rm/2. We use (24) with R = Rm/2 and observe that∫
|y|≥Rm
|um(y)|2 dy ≥
∫
R3
|ηRm(y)um(y)|2 dy =
m
2
.
NONEXISTENCE IN THOMAS-FERMI-DIRAC-VON WEIZSA¨CKER THEORY 11
This gives ∫
|x|≤Rm/2
|um(y)|2 dx ≤ CV . (25)
Similarly, using (24) with R = Rm + 1 and noting∫
|x|≤Rm+1
|um(y)|2 dx ≥
∫
R3
|χRm(x)um(x)|2 dx =
m
2
,
we obtain ∫
|x|≥2Rm+2
|um(x)|2 dx ≤ CV . (26)
Putting (26) and (25) together, we obtain (23). 
Lemma 12. When m ≥ C3V , we have Rm ≥ m/C.
Proof. Let us apply (14) with R = Rm:
1
3
(∫
R3
|χRm(x)um(x)|2 dx
)(∫
R3
|ηRm(y)um(y)|2
|y| dy
)
≤ −
∫
R3
V (x)|ηRm(x)um(x)|2 dx+ C
∫
Rm≤|x|≤Rm+1
|um(x)|2 dx. (27)
Using Lemma 11, we have∫
R3
|ηRm(y)um(y)|2
|y| dy ≥
1
2Rm + 2
∫
|x|≤2Rm+2
|ηRm(y)um(y)|2 dy
=
1
2Rm + 2
(
m
2
−
∫
|x|≥2Rm+2
|um(x)|2 dx
)
≥ m− CV
4Rm + 4
. (28)
Moreover,
−
∫
R3
V (x)|ηRm(x)um(x)|2 dx ≤ sup
|y|≥Rm
|yV (y)|
∫
|x|≥Rm
|um(x)|2
|x| dx
≤ CVm
Rm
. (29)
Here we have used again the assumption that |xV (x)| ≤ CV for |x| large.
Substituting (28) and (29) into (27) and using the obvious bound∫
Rm≤|x|≤Rm+1
|um(x)|2 dx ≤
∫
R3
|um|2 = m
we deduce that
1
3
· m
2
· m− CV
4Rm + 4
≤ CVm
Rm
+ Cm
which implies Rm ≥ m/C. 
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The previous estimate tells us that, if a minimizer exists for large m,
most of the electrons are far away from the origin. In the next lemma we
use this fact to approximately separate the energy in a term coming from
the electrons that remain close to the origin and a term coming from those
that are far away.
Lemma 13. When m ≥ C3V , there exists rm ∈ [Rmm−1/2, 2Rmm−1/2] such
that
am :=
∫
R3
|χrmum|2 ≤
(
1 + Cm−1/2
)(
sup
|x|≥rm
|xV (x)|+ CVm−1/2
)
, (30)
and
EV (um)− EV (χrmum)− E0(ηrmum) ≥ − sup
|x|≥rm
|xV (x)| 2m
Rm
− CVm
1/2
Rm
. (31)
Proof. Recall that by Lemma 12, Rmm
−1/2 ≥ m1/2/C. Since∫
|x|≤Rm/2
|um(x)|2 dx ≤ CV
by Lemma 11, there exists rm ∈ [Rmm−1/2, 2Rmm−1/2] such that∫
rm≤|x|≤rm+1
|um(x)|2 dx ≤ CVm
1/2
Rm
.
Applying the localization estimate (6) to R = rm, we have
0 ≥ EV (um)− EV (χrmum)− E0(ηrmum)
≥ 2D(|χrmum|2, |ηrmum|2) +
∫
R3
V (y)|ηrm(y)um(y)|2 dy −
CVm
1/2
Rm
. (32)
The first term can be bounded by using
|x− y| ≤ |x|+ |y| = |y|
( |x|
|y| + 1
)
≤ |y|(Cm−1/2 + 1)
when |x| ≤ rm + 1 ≤ Rm/2 ≤ |y|, so
2D(|χrmum|2, |ηrmum|2)
≥
∫
R3
|χrm(x)um(x)|2
(∫
|y|≥Rm/2
|ηrm(y)um(y)|2
|x− y| dy
)
dx
≥ am
(
1 + Cm−1/2
)−1 ∫
|y|≥Rm/2
|um(y)|2
|y| dy. (33)
Moreover,∫
R3
|V (y)||ηrm(y)um(y)|2 dy ≤ sup
|x|≥rm
|xV (x)|
∫
|y|≥rm
|um(y)|2
|y| dy
≤ sup
|x|≥rm
|xV (x)|
(
CV
rm
+
∫
|y|≥Rm/2
|um(y)|2
|y| dy
)
, (34)
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where the last estimate follows from Lemma 11 by noting∫
rm≤|y|≤Rm/2
|um(y)|2
|y| dy ≤
1
rm
∫
|y|≤Rm/2
|um(y)|2 dy ≤ CV
rm
.
Inserting (33) and (34) into (32), we obtain
0 ≥ EV (um)− EV (χrmum)− E0(ηrmum) (35)
≥
(
am
1 + Cm−1/2
− sup
|x|≥rm
|xV (x)|
) ∫
|y|≥Rm/2
|um(y)|2
|y| dy −
CVm
1/2
Rm
.
On the other hand, using Lemma 11 we have∫
|y|≥Rm/2
|um(y)|2
|y| dy ≥
1
2Rm
∫
Rm/2≤|y|≤2Rm
|um(y)|2 dy ≥ m− CV
2Rm
.
Thus we deduce from (35) that
am
1 + Cm−1/2
≤ sup
|x|≥rm
|xV (x)|+ CVm
1/2
Rm
(∫
|y|≥Rm/2
|um(y)|2
|y| dy
)−1
≤ sup
|x|≥rm
|xV (x)|+ CVm−1/2,
which is equivalent to (30). Moreover, using∫
|y|≥Rm/2
|um(y)|2
|y| dy ≤
2
Rm
∫
R3
|um(y)|2 dy = 2m
Rm
(36)
we also deduce (31) immediately from (35). 
The previous estimates provide sufficient tools to prove the nonexistence
for short-range potentials, which will be done in the next section. We end
this section by extracting a consequence of Lemma 13, which will be useful
when we deal with Coulomb-type potentials.
Lemma 14. When m ≥ C3V , we have∫
R3
|V (x)||um(x)|2 dx ≤ C3V . (37)
Proof. Let rm be as in Lemma 13. Then from (30), we have
am :=
∫
R3
|χrm(x)um(x)|2 dx ≤ CV .
Thus, by Lemma 4,
EV (χrmum) ≥ −C2V am ≥ −C3V .
Combining with the lower bound on the Thomas-Fermi and Dirac terms (9),
we get∫
R3
|V (x)||χrm(x)um(x)|2 dx ≤ −EV (χrmum) +
c2D
4cTF
am ≤ C3V + CV .
On the other hand, from (34) and (36) we get∫
R3
|V (x)||ηrm(x)um(x)|2 dx ≤ CV
(
CV
rm
+
2m
Rm
)
≤ C2V .
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Summing the last two estimates, we find the desired bound. 
5. Short-range potentials: Proof of Theorem 2
In this section, we demonstrate our general strategy in the simpler case
of short-range potentials.
Proof of Theorem 2. The case V ≡ 0 has been settled in Lemma 8. Now let
us consider the case V ≤ 0 and V 6≡ 0. We will assume that IV (mk) has a
minimizer umk with mk → ∞ and then derive a contradiction. In order to
keep notations simple, we will write m and um instead of mk and umk .
Choose rm as in Lemma 13 and denote
am :=
∫
R3
|χrm(x)um(x)|2 dx.
Under the short-range assumption |xV (x)| → 0 as |x| → ∞, using Rm ≥
m/C in Lemma 12, we deduce from (30) and (31) that limm→∞ am = 0 and
lim inf
m→∞ (IV (m)− IV (am)− I0(m− am))
≥ lim inf
m→∞
(
EV (um)− EV (χrmum)− E0(ηrmum)
)
≥ 0.
Since IV (am) ≥ −CV am → 0 and I0(m − am) ≥ I0(m) ≥ IV (m), we find
that
lim
m→∞ (IV (m)− I0(m)) = 0. (38)
On the other hand, by Lemma 8, there exists a constant M0 > 0 such
that I0(m) has no minimizers for all m ≥M0. Define
δV := inf
a∈[M0/2,M0]
(I0(a)− IV (a)). (39)
Let us show that δV > 0. Since the function a 7→ I0(a)−IV (a) is continuous
by Lemma 4, it suffices to show that I0(a)− IV (a) > 0 when a > 0. Indeed,
by Lemma 9 (ii) and the binding inequality (4), we can write
I0(a) = I0(b) + I0(a− b)
for some 0 < b ≤ a such that I0(b) has a minimizer v. Since E0(u) is
translation-invariant, v( · + y) is also a minimizer for I0(b) for all y ∈ R3.
Since V ≤ 0 and V 6≡ 0, there exists y ∈ R3 such that
IV (b)− I0(b) ≤ EV (v( · + y))− E0(v(.+ y)) =
∫
R3
V (x)|v(x+ y)|2 dx < 0.
By the binding inequality (4) again,
IV (a) ≤ IV (b) + I0(a− b) < I0(b) + I0(a− b) = I0(a).
Thus I0(a)− IV (a) > 0 for all a > 0, and hence δV > 0.
Finally, we show that when m ≥M0, then I0(m)− IV (m) ≥ δV . Indeed,
by Lemma 9 (ii) and the binding inequality (4), we can write
I0(m) = I0(m
′) + I0(m−m′)
for some m′ ∈ [M0/2,M0]. Using the binding inequality (4) and the defini-
tion of δV in (39), we find that
I0(m)− IV (m) = I0(m′) + I0(m−m′)− IV (m) ≥ I0(m′)− IV (m′) ≥ δV .
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This is a contradiction because I0(m)− IV (m)→ 0 as m→∞ by (38) and
δV > 0 is independent of m. 
For the Coulomb potential in (2), |x|V (x) does not vanish at infinity and
the simple bound Rm ≥ m/C in Lemma 12 is not enough to control the
error term in (31). We need the stronger estimate Rm  m, which will be
derived in the next section.
6. Improved radius estimate
We will use again the notations of Section 4. The following is the key
estimate to treat Coulomb potentials.
Lemma 15 (Improved radius estimate). When m ≥ C3V we have Rm ≥
m2/C3V .
Proof. We will use successive localization estimates. In the following, ε > 0
can be taken as any small, fixed constant (we will eventually choose ε = 1/4).
Step 1. (Improved localization in annulus) We show that∫
Ω
|um(x)|2 dx ≥ (1− ε)m
where
Ω = {x ∈ R3|Rm −Km ≤ |x| ≤ Rm +Km} for some Km ≤ CRm
εm
.
Let us denote
K− = min
{
K ∈ N :
∫
|x|≤Rm−K
|um(x)|2 dx ≤ ε
2
m
}
and
K+ = min
{
K ∈ N :
∫
|x|≥Rm+K
|um(x)|2 dx ≤ ε
2
m
}
.
Then from Lemma 11, we know that, as soon as εm > CV ,
K− ≤ Rm/2, K+ ≤ Rm + 2.
Applying the basic localization estimate (14) with R = Rm+j and summing
over j = −K−, . . . ,K+ leads to
K+∑
j=−K−
1
3
(∫
R3
|χRm+j(x)um(x)|2 dx
)(∫
R3
|ηRm+j(y)um(y)|2
|y| dy
)
≤ −
K+∑
j=−K−
∫
R3
V (x)|ηRm+j(x)um(x)|2 dx+ Cm. (40)
Since Rm + j ≥ Rm/2 in the range we are considering, we have, similarly to
(29),
−
∫
R3
V (x)|ηRm+j (x)um(x)|2 dx ≤
CVm
Rm
(41)
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Moreover, when −K+ + 1 ≤ j ≤ −1, we have∫
R3
|χRm+j(x)um(x)|2 dx ≥
∫
|x|≤R−K−+1
|um(x)|2 dx ≥ ε
2
m,
by the definition of K−, and∫
R3
|ηRm+j(y)um(y)|2
|y| dy ≥
∫
R3
|ηRm(y)um(y)|2
|y| dy ≥
m− CV
4Rm + 4
,
by (28). Therefore, when m and Rm are large,(∫
R3
|χRm+j(x)um(x)|2 dx
)(∫
R3
|ηRm+j(y)um(y)|2
|y| dy
)
≥ εm
2
CRm
. (42)
when −K− + 1 ≤ j ≤ −1. By the same argument, we can prove that (42)
also holds when 0 ≤ j ≤ K+ − 1. Substituting (41) and (42) into (40), we
find that
(K+ +K− − 1) εm
2
CRm
≤ (K+ +K− + 1)CVm
Rm
+ Cm.
We obtain
K+ +K− − 1 ≤ CRm
εm
.
Thus we can choose Km = max{K−,K+}.
Step 2. (Further localization in a slab) We now show that either Rm ≥
m2/C3V , or there exists a unit vector n ∈ S2 such that∫
Ωn
|um(x)|2 dx ≥ (1− 2ε)m,
where
Ωn = {x ∈ Ω| − Lm ≤ n · x ≤ Lm} with some Lm ≤ Rm
ε(1− ε)m.
Let us fix n ∈ S2 such that∫
{
x∈Ω
n·x≥0
}|um(x)|2 dx =
∫
{
x∈Ω
n·x≤0
}|um(x)|2 dx.
This is always possible, since the function
n 7→
∫
{
x∈Ω
n·x≥0
}|um(x)|2 dx−
∫
{
x∈Ω
n·x≤0
}|um(x)|2 dx
is continuous on S2 and it integrates to zero. Now we will use the basic
localization estimate (5) applied to half-spaces perpendicular to n. Take
the partition of unity f2 + g2 = 1 as in (11) and set
ϕ−` (x) = f(n · x− `), ϕ+` (x) = g(n · x− `).
Also define
L− = min
{
L ∈ N :
∫
Ω
|ϕ−−L(x)um(x)|2 dx ≤
ε
2
m
}
and
L+ = min
{
L ∈ N :
∫
Ω
|ϕ+L (x)um(x)|2 dx ≤
ε
2
m
}
.
NONEXISTENCE IN THOMAS-FERMI-DIRAC-VON WEIZSA¨CKER THEORY 17
We now apply the localization estimate (5) with χ = ϕ−` , η = ϕ
+
` and
sum over ` = −L−, . . . , L+. The potential energy can be controlled by
Lemma 14. This gives
L+∑
`=L−
2D(|ϕ−` um|2, |ϕ+` um|2) ≤ (L− + L+ + 1)C3V + Cm. (43)
In order to bound the right-hand side, observe that
2D(|ϕ−` um|2,|ϕ+` um|2) ≥
∫∫
Ω×Ω
|ϕ−` (x)um(x)|2|ϕ+` (y)um(y)|2
|x− y| dx dy
≥ 1
4(Rm + 1)
∫
Ω
|ϕ−` (x)um(x)|2 dx
∫
Ω
|ϕ+` (y)um(y)|2 dy,
where in the last estimate we have used
|x− y| ≤ |x|+ |y| ≤ 2(Rm +Km) ≤ 4(Rm + 1)
for x, y ∈ Ω. Now, for −L− + 1 ≤ ` ≤ 0, we have∫
Ω
|ϕ−` (x)um(x)|2 dx ≥
εm
2
by the definition of L− and∫
Ω
|ϕ+` (y)um(y)|2 dy ≥
∫
{
y∈Ω
n·y≥0
}|um(y)|2 dy = 1
2
∫
Ω
|um|2 ≥ (1− ε)m
2
by the choice of n. Therefore,
2D(|ϕ−` um|2, |ϕ+` um|2) ≥
ε(1− ε)m2
16(Rm + 1)
when −L− + 1 ≤ ` ≤ 0. This estimate also holds 1 ≤ ` ≤ L+ − 1, by
applying the same argument exchanging the roles of both integrals. Thus
(43) reduces to
(L− + L+ − 1) ε(1− ε)m
2
16(Rm + 1)
≤ (L− + L+ + 1)C3V + Cm,
and hence we have either Rm ≥ m2(C3V ε(1− ε))−1, or
L+ + L− ≤ Rm
ε(1− ε)m.
In the latter case, we can simply choose Lm = max{L+, L−}.
Step 3. (Final localization in a perpendicular slab) We show that either
Rm ≥ m2/(C3V ε(1 − 2ε)), or there exist a unit vector v ∈ S2 such that
v · n = 0 and ∫
Ωn,v
|um(x)|2 dx ≥ (1− 3ε)m,
where
Ωn,v = {x ∈ Ωn| −Mm ≤ v · x ≤Mm} for some Mm ≤ CRm
ε(1− 2ε)m.
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0 w
n
v
Rm +Km
2Km
2Lm
2Mm
Ω−n,v Ω
+
n,v
Figure 1. An illustration of Ωn,v = Ω
−
n,v ∪ Ω+n,v
The proof proceeds as before upon replacing Ω by Ωn. For the first step,
note that we may find v ∈ S2 such that v · n = 0 and∫
{
x∈Ωn
v·x≥0
}|um(x)|2 dx =
∫
{
x∈Ωn
v·x≤0
}|um(x)|2 dx
by following the same continuity argument on the connected set
{v ∈ S2|v · n = 0} ∼= S1.
Step 4. (Conclusion) If Rm ≥ m2/C3V , then we are done. Otherwise, by
choosing ε = 1/4, we conclude from the previous steps that∫
Ωn,v
|um(x)|2 dx ≥ m
4
(44)
for some n,v ∈ S2 with n · v = 0 and
Ωn,v = {x ∈ R3|Rm −Km ≤ |x| ≤ Rm +Km, |n · x| ≤ Lm, |v · x| ≤Mm},
as shown in figure 1, with
max{Km, Lm,Mm} ≤ CRm
m
. (45)
In order to describe Ωn,v more easily, we can choose w ∈ S2 such that
(n,v,w) forms an orthonormal basis for the Euclidean space R3. Using
coordinates (x1, x2, x3) ∼= x1n + x2v + x3w in this basis, we can write
Ωn,v =
{
(x1, x2, x3) ∈ R3
∣∣∣Rm −Km ≤√x21 + x22 + x23 ≤ Rm +Km,
|x1| ≤ Lm, |x2| ≤Mm
}
.
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Note that if (x1, x2, x3) ∈ Ωn,v, then√
(Rm −Km)2 − L2m −M2m ≤ |x3| ≤
√
(Rm +Km)2 + L2m +M
2
m.
Therefore, the diameters of each of the sets
Ω+n,v = {(x1, x2, x3) ∈ Ωn,v|x3 ≥ 0}, Ω−n,v = {(x1, x2, x3) ∈ Ωn,v|x3 < 0}
are not larger than
2Lm + 2Mm +
√
(Rm +Km)2 + L2m +M
2
m −
√
(Rm −Km)2 − L2m −M2m
≤ 2Lm + 2Mm + 4RmKm + 2K
2
m + 2L
2
m + 2M
2
m
Rm
≤ CRm
m
.
Here we have used (45) and the elementary inequality
√
a−
√
b =
a− b√
a+
√
b
≤ a− b√
a
, ∀a ≥ b > 0.
Therefore,∫∫
Ω+n,v×Ω+n,v
|um(x)|2|um(y)|2
|x− y| dx dy ≥
m
CRm
(∫
Ω+n,v
|um|2
)2
and the same holds with Ω+n,v replaced by Ω
−
n,v. Summing these estimates,
then using a2 + b2 ≥ (a+ b)2/2 for a, b ≥ 0 and (44), we find that
D(|um|2, |um|2) ≥ m
CRm
(∫
Ω+n,v
|um|2
)2
+
(∫
Ω−n,v
|um|2
)2
≥ m
2CRm
(∫
Ω+n,v
|um|2 +
∫
Ω−n,v
|um|2
)2
=
m
2CRm
(∫
Ωn,v
|um|2
)2
≥ m
3
32CRm
.
On the other hand, from EV (um) = IV (m) < 0 and (3) it follows that
D(|um|2, |um|2) ≤ C2Vm.
Comparing the latter two estimates, we conclude that Rm ≥ m2/C2V . Thus
in all cases, we have Rm ≥ m2/C3V , which finishes the proof. 
7. Small charges: Proof of Theorem 1
We are now ready to prove our main result.
Proof of Theorem 1. Fix V as in (2) with
Z :=
J∑
j=1
Zj ≤ Zc,
where Zc > 0 is a fixed constant. Let us assume that IV (m) has a minimizer
um with m sufficiently large. We will use the notations from Section 4.
Since we can choose CV ≤ C(Z + 1) ≤ C(Zc + 1), the V -dependence in
the constant CV can be ignored. Recall that C is a generic (large) constant
independent of Z and m.
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Let rm be as in Lemma 13. Since Rm ≥ m2/C by Lemma 15, we get
rm ≥ Rm
m1/2
≥ m
3/2
C
.
For |x| ≥ rm, by the triangle inequality we find that
||xV (x)| − Z| ≤
J∑
j=1
Zj
∣∣∣∣ |rj ||x| − |rj |
∣∣∣∣ ≤ CZm3/2 .
Therefore, from Lemma 13, Lemma 15 and Z ≤ Zc we deduce that
am :=
∫
R3
|χrmum|2 ≤ Z + C(Z + 1)m−1/2 ≤ Z + Cm−1/2 (46)
and
IV (m)− IV (am)− I0(m− am) ≥ EV (um)− EV (χrmum)− E0(ηrmum)
≥ −C
m
. (47)
Now let us find an upper bound on IV (m)− IV (am)− I0(m−am). Recall
that by Lemma 8, there exist a constant M0 > 0 such that I0(m) has no
minimizers for all m ≥M0. Note that m− am ≥M0 when m is sufficiently
large, because am is bounded by (46). Therefore, by Lemma 9 and the
binding inequality (4), we can decompose
I0(m− am) = I0(bm) + I0(m− am − bm) (48)
for some bm ∈ [M0/2,M0]. By (4) again,
IV (m) ≤ IV (bm) + I0(am) + I0(m− am − bm).
Therefore,
IV (m)− IV (am)− I0(m− am) ≤ I0(am)− IV (am) + IV (bm)− I0(bm). (49)
It remains to estimate I0(am)− IV (am) and I0(bm)− IV (bm) separately.
First, we consider I0(am)−IV (am). By the definition of IV (am), for every
fixed m and ε > 0, we can find v ∈ H1(R3) such that∫
|v|2 = am and IV (am) + ε ≥ EV (v).
From IV (am) < 0 and Lemma 4, we find that∫
|∇v|2 ≤ C(am + ε).
NONEXISTENCE IN THOMAS-FERMI-DIRAC-VON WEIZSA¨CKER THEORY 21
Using the variational principle and Hardy’s inequality, we can estimate
I0(am)− IV (am)− ε ≤ E0(v)− EV (v) = −
∫
V |v|2 =
J∑
j=1
Zj
∫ |v(x)|2
|x− rj | dx
≤
J∑
j=1
Zj
(∫
|v(x)|2 dx
)1/2(∫ |v(x)|2
|x− rj |2 dx
)1/2
≤
J∑
j=1
Zj
(∫
|v(x)|2 dx
)1/2(
4
∫
|∇v(x)|2 dx
)1/2
≤ CZ
√
am(am + ε).
Since ε > 0 can be taken arbitrarily small, we conclude that
I0(am)− IV (am) ≤ CZam. (50)
Now, we consider I0(bm)− IV (bm). We have
I0(bm)− IV (bm) ≥ λ0Z, ∀Z > 0, (51)
where λ0 is defined by
λ0 := inf
I0(b)− IV (b)Z : Z =
J∑
j=1
Zj > 0,M0 ≥ b ≥ M0
2
 .
Here, the minimization is over potentials V of the form (2) with a fixed
number of nuclei J ∈ N and fixed nuclear positions {rj}, but the nuclear
charges {Zj} and the mass of the electrons b are allowed to vary. We will
show that λ0 > 0 at the end of the proof.
Assuming this for the moment, by inserting (50) and (51) into (49), we
find that
IV (m)− IV (am)− I0(m− am) ≤ CZam − λ0Z.
Combining the latter estimate with (46) and (47), we arrive at
−C
m
≤ IV (m)− IV (am)− I0(m− am) ≤ CZam − λ0Z
≤ CZ
(
Z + Cm−1/2
)
− λ0Z.
when Z < λ0/C, this gives a contradiction when m ≥Mc with Mc large.
To finish the proof, we still have to show that λ0 > 0. By the definition
of λ0, there exist sequences {bk}k ⊂ [M0/2,M0] and {Z(k)j }j,k such that
λ0 = lim
k→∞
I0(bk)− IVk(bk)∑J
j=1 Z
(k)
j
with Vk = −
J∑
j=1
Z
(k)
j
|x− rj | .
Recall that by Lemma 9 (iii), there exists a constant m0 > 0 such that I0(m)
has minimizers for all m ≤ m0. By Lemma 9 (ii) and the binding inequality
(4), we can decompose
I0(bk) = I0(b
′
k) + I0(bk − b′k)
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for some b′k ∈ [m0/2, bk] such that I0(b′k) has a minimizer vk. By passing to
a subsequence if necessary, we can assume that b′k → b′ ∈ [m0/2,M0]. Since
lim
k→∞
E0((b′k/b′)1/2vk) = lim
k→∞
E0(vk) = lim
k→∞
I0(b
′
k) = I0(b
′),
the sequence {(bk/b′)1/2vk} is a minimizing sequence for I0(b′). By Lemma
9(i), up to subsequences and translations, we can assume that (b′k/b
′)1/2vk,
and hence vk, converges weakly in H
1(R3) to some v 6≡ 0. Thus, for every
j = 1, 2, ..., J ,
lim
k→∞
∫
R3
|vk(x)|2
|x− rj | dx =
∫
R3
|v(x)|2
|x− rj | dx > 0. (52)
By the binding inequality (4) and the variational principle, we have
I0(bk)− IVk(bk) = I0(b′k) + I0(bk − b′k)− IVk(bk)
≥ I0(b′k)− IVk(b′k) ≥ E0(vk)− EVk(vk) = −
∫
Vk|vk|2.
Therefore, we conclude that
λ0 = lim
k→∞
I0(bk)− IVk(bk)∑J
j=1 Z
(k)
j
≥ lim
k→∞
− ∫ Vk|vk|2∑J
j=1 Z
(k)
j
≥ lim
k→∞
min
j=1,..,J
∫
R3
|vk(x)|2
|x− rj | dx = minj=1,..,J
∫
R3
|v(x)|2
|x− rj | dx > 0.
This completes the proof. 
8. Partial nonexistence: Proof of Theorem 3
In this section, we will consider a general Coulomb-type potential
V ∈ L3/2loc (R3) and lim sup|x|→∞
|xV (x)| <∞.
To prove Theorem 3 (i), we need the following analogue of Lemma 9 (ii).
Lemma 16. For every m > 0, there exists m ≥ m′ > 0 such that
IV (m) = IV (m
′) + I0(m−m′)
and IV (m
′) has a minimizer.
Proof. This is a typical result from the concentration-compactness method
[17, 18]. For the reader’s convenience, we quickly sketch its proof. Let {vn}
be a minimizing sequence for IV (m). After extracting a subsequence, we
may assume that vn ⇀ v weakly in H
1(R3). By the same arguments as
those leading to (52) above and (61), (63) in the appendix, we find that
lim
n→∞
(
EV (vn)− EV (v)− E0(vn − v)
)
= 0,
lim
n→∞
∫
R3
∣∣∣|vn|2 − |v|2 − |vn − v|2∣∣∣ = 0.
The second one of these equations implies that
lim
n→∞
∫
|vn − v|2 = m−m′ with m′ :=
∫
|v|2 ≤ m.
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Using the binding inequality (4) and the variational principle, we get
0 ≥ IV (m)− IV (m′)− I0(m−m′) ≥ IV (m)− EV (v)− I0(m−m′)
≥ lim inf
n→∞
(
EV (vn)− EV (v)− E0(vn − v)
)
= 0.
Thus we conclude that
IV (m) = IV (m
′) + I0(m−m′)
and EV (v) = IV (m′), namely v is a minimizer for IV (m′). Finally, we have
m′ > 0 because I0(s) > IV (s) for all s > 0, which has been shown in the
proof of Theorem 2 in Section 5. 
Now we are ready to prove the nonexistence of stable minimizers.
Proof of Theorem 3 (i). We distinguish two cases.
Case 1: Assume that IV (m) has no miminizers for some m > 0. Then by
Lemma 16, we can decompose
IV (m) = IV (a) + I0(m− a)
for some m > a > 0 such that IV (a) has a minimizer. By Lemma 9 (ii), we
can further decompose
I0(m− a) = I0(b) + I0(m− a− b)
for some m−a ≥ b > 0 such that I0(b) has a minimizer. Combining the last
two equalities and using the binding inequality (4), we have
IV (m) = IV (a) + I0(m− a) = IV (a) + I0(b) + I0(m− a− b)
≥ IV (a+ b) + I0(m− a− b) ≥ IV (m).
Therefore, we conclude that IV (a) + I0(b) = IV (a+ b), as desired.
Case 2: Assume that IV (m) has minimizers for all m > 0. Define Z˜ =
lim sup|x|→∞|xV (x)|. Then from the proof of Theorem 1 (see equations
(46), (47) and (48)), we can find am ≥ 0 and bm ∈ [m0/2,M0] such that
lim inf
m→∞
(
IV (m)− IV (am)− I0(bm)− I0(m− am − bm)
)
≥ 0. (53)
Restricting to a subsequence and using (30), we can assume
lim
m→∞ am = a ∈ [0, Z˜] and limm→∞ bm = b ∈ [M0/2,M0].
From (53) and the binding inequality (4), we get
0 ≤ lim inf
m→∞
(
IV (m)− I0(m− am − bm)− IV (am)− I0(bm)
)
≤ lim inf
m→∞
(
IV (am + bm)− IV (am)− I0(bm)
)
= IV (a+ b)− IV (a)− I0(b) ≤ 0.
Therefore,
IV (a+ b) = IV (a) + I0(b).
Since b > 0 and I0(s) > IV (s) for all s > 0 (see the proof of Theorem 2), we
find that a > 0. By the initial assumption in Case 2, we know that IV (a)
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has a minimizer. We do not know yet if I0(b) has a minimizer. However, by
Lemma 9 (ii) we can always decompose
I0(b) = I0(b
′) + I0(b− b′)
for some b ≥ b′ > 0 such that I0(b′) has a minimizer. Using the binding
inequality (4) again, we get
IV (a+ b) = IV (a) + I0(b) = IV (a) + I0(b
′) + I0(b− b′)
≥ IV (a+ b′) + I0(b− b′) ≥ IV (a+ b).
Thus
IV (a+ b
′) = IV (a) + I0(b′)
with a > 0, b′ > 0, and both IV (a) and I0(b′) have minimizers. 
Now we turn to the proof of Theorem 3 (ii). The estimates in Section 4
are actually sufficient for this part. The key ingredient for the proof is the
following lemma.
Lemma 17. Assume that m ≥ C3V and IV (m) has a minimizer um. Let
Rm be the radius of the system defined in Section 4. Then
ess sup
|x|≥Rm/2
|um(x)| ≥ 1
C
.
Proof. First, by the binding inequality (4) we find that
IV (m) ≤ IV (m− bmc) + bmcI0(1),
where bmc is the largest integer that is not bigger than m. Since IV (m −
bmc) ≤ 0, I0(1) < 0 and bmc > m− 1, we obtain
EV (um) = IV (m) ≤ (m− 1)I0(1) ≤ −m
C
.
Combining with the bound on the potential energy in Lemma 14, we get∫
R3
(
cTF|um|10/3 − cD|um|8/3
)
≤ EV (um)−
∫
V |um|2 ≤ −m
C
(54)
for m large (say, m ≥ C3V ). Moreover, from the pointwise estimate (9) and
Lemma (11), it follows that∫
|x|≤Rm/2
(
cTF|um(x)|10/3−cD|um(x)|8/3
)
dx
≥ −c
2
TF
4cD
∫
|x|≤Rm/2
|um(x)|2 dx ≥ −CV .
Therefore, (54) implies that∫
|x|≥Rm/2
−cD|um|8/3 ≤
∫
|x|≥Rm/2
(
cTF|um|10/3 − cD|um|8/3
)
≤ −m
C
for m large. On the other hand, if we denote λ := ess sup|x|≥Rm/2 |um(x)|,
then
m
C
≤
∫
|x|≥Rm/2
cD|um|8/3 ≤ cDλ2/3
∫
|x|≥Rm/2
|um(x)|2 dx ≤ Cλ2/3m.
Thus λ ≥ 1/C. 
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Now we are ready to conclude the proof.
Proof of Theorem 3 (ii). Assume that IV (m) has a radially symmetric min-
imizer um for m large (say, m ≥ C3V ). Note that (see [13, Theorem 7.8])
EV (u)− EV (|u|) =
∫
R3
|∇u|2 −
∫
R3
|∇|u||2 ≥ 0, ∀u ∈ H1(R3).
Therefore, by replacing um by |um| if necessary, we can assume that um ≥ 0.
Since um is radially symmetric, there exists vm : [0,∞)→ [0,∞] such that
um(x) = vm(|x|) for a.e.x ∈ R3.
We have
m =
∫
R3
|um(x)|2 dx = 4pi
∫ ∞
0
|vm(r)|2r2 dr. (55)
Moreover, from (3) and EV (um) = IV (m) < 0, it follows that
C2Vm ≥
∫
R3
|∇um(x)|2 dx = 4pi
∫ ∞
0
|v′m(r)|2r2 dr. (56)
In particular, since vm ∈ H1([a,∞)) for all a > 0, the function r 7→ vm(r)
is continuous for r > 0. From Lemma (17), there exists r1 ≥ Rm/2 such
that vm(r1) ≥ 1/C. Since vm is continuous and it vanishes at infinity, there
exists r2 > r1 such that
vm(r2) =
vm(r1)
2
and vm(r) ≥ vm(r2) for all r ∈ [r1, r2]. (57)
From (55) and (57), we obtain
m
4pi
≥
∫ r2
r1
|vm(r)|2r2 dr ≥ |vm(r1)|
2
4
∫ r2
r1
r2 dr =
|vm(r1)|2
12
(r32 − r31). (58)
On the other hand, from (56), (57) and Ho¨lder’s inequality,
C2Vm ≥
∫ r2
r1
|v′m(r)|2r2 dr ≥
(∫ r2
r1
v′m(r) dr
)2(∫ r2
r1
r−2 dr
)−1
= (vm(r2)− vm(r1))2 r1r2
r2 − r1
=
|vm(r1)|2
4
· r1r2
r2 − r1 . (59)
Finally, we multiply (58) with (59), then use vm(r1) ≥ 1/C and r2 > r1 ≥
Rm/2 ≥ m/C by Lemma 12. This yields
C2Vm
2 ≥ |vm(r1)|
4
48
r1r2(r
2
1 + r1r2 + r
2
2) ≥
m4
C
.
Thus m ≤ CV , which finishes the proof. 
Remark 18. If we use the improved estimate in Lemma 15, then we can
conclude faster from (59) and r1r2/(r2 − r1) ≥ r1 ≥ Rm/2 ≥ m2/C3V .
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Appendix. Existence for I0(m)
Proof of Lemma 9. (i) Let {vn} be a minimizing sequence for I0(m). Then
{vn}∞n=1 is bounded in H1(R3). Following [17], we define
M({vn}) = lim
R→∞
lim sup
n→∞
sup
y∈R3
∫
|x−y|≤R
|vn(x)|2 dx,
which can be understood as the largest chunk of mass which stays in a
bounded region (up to subsequences and translations). An equivalent char-
acterization is
M({vn}) = sup
{‖v‖L2 ∣∣∃{yk} ⊂ R3 : vnk( · + yk) ⇀ v weakly in H1(R3)}.
From the proof of Lemma I.1 in [18] (see also [10]), we have
lim sup
n→∞
∫
R3
|vn|10/3 ≤ C
(
M({vn})
)2/3
lim sup
n→∞
‖vn‖2H1(R3). (60)
for some universal constant C > 0 independent of {vn}. By Lemma 4,
‖vn‖2H1(R3) ≤ Cm . Combining this bound with I0(m) < 0 for all m > 0, we
see that
0 > I0(m) = lim
n→∞ E0(vn) ≥ −cD lim supn→∞
∫
|vn|8/3
≥ −cDm1/2 lim sup
n→∞
(∫
|vn|10/3
)1/2
≥ −Cm(M({vn}))1/3,
and therefore M({vn}) > 0.
Now from the characterization of M({vn}), by passing to a subsequence
if necessary, we can find {yn} ⊂ R3 and v(1) ∈ H1(R3) such that
vn(.+ yn) ⇀ v
(1) weakly in H1(R3) and
∫
R3
|v(1)|2 ≥ 1
2
M({vn}).
This proves (i).
(ii) Since E0(u) is translation-invariant, the sequence {vn(. + yn)} is also a
minimizing sequence for I0(m). Therefore, we can assume yn = 0 for all
n. Thus vn = v
(1) + v
(1)
n with v
(1)
n ⇀ 0 weakly in H1(R3). From Sobolev’s
embedding theorem [13, Corollary 8.7], by passing to a subsequence if nec-
essary, we have v
(1)
n (x)→ 0 for a.e. x ∈ R3. Let us show that
lim
n→∞
(
E0(vn)− E0(v(1))− E0(v(1)n )
)
= 0. (61)
First, since ∇v(1)n ⇀ 0 weakly in L2, we have
lim
n→∞
∫ (
|∇vn|2 − |∇v(1)|2 − |∇v(1)n |2
)
= lim
n→∞ 2 Re(∇v
(1),∇v(1)n ) = 0. (62)
By Fatou’s lemma with remainder term of Brezis and Lieb [4], we get
lim
n→∞
∫
R3
∣∣∣|vn|p − |v(1)|p − |v(1)n |p∣∣∣ = 0 ∀2 ≤ p ≤ 6. (63)
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Combining with the Hardy-Littewood-Sobolev inequality [13, Theorem 4.3],
we obtain
lim
n→∞D(|vn|
2, |vn)|2) = lim
n→∞
(
D(|v(1)|2, |v(1)|2) +D(|v(1)n |2, |v(1)n |2)
)
+ lim
n→∞ 2D(|v
(1)|2, |v(1)n |2). (64)
But the last term tends to 0, since |v(1)n |2 ∗ | · |−1 is bounded in L∞(R3) and
converges to 0 pointwise. From (62),(63) and (64), we obtain the decompo-
sition of the energy (61). Consequently,
I0(m) = lim
n→∞ E0(vn) = E0(v
(1)) + lim
n→∞ E(v
(1)
n ) ≥ I0(m1) + I0(m−m1)
where
m1 :=
∫
|v(1)|2 ≥ 1
2
M({vn}).
Combining with the binding inequality (4), we conclude that
I0(m) = I0(m1) + I0(m−m1).
Moreover, v(1) is a minimizer for I0(m1) and {v(1)n } is a minimizing sequence
for I0(m − m1). By repeating the above argument with vn replaced by
the remainder term v
(1)
n , we find a subsequence and translations such that
v
(1)
n = v(2) + v
(2)
n . Iterating this procedure, we construct sequences {v(j)}j
and {v(j)n }j,n such that
• v(j) is a minimizer for I0(mj) with mj =
∫ |vj |2 for all j ≥ 1,
• I0(m) =
∑K
j=1 I0(mj) + limn→∞ E0(v(K)n ) for all K ≥ 1,
• m = ∑Kj=1mj + limn→∞ ∫ |v(K)n |2,
• mj+1 ≥ 12M({v
(j)
n }) for all j ≥ 1.
The last two points imply that mj → 0 and M({v(j)n }) → 0 as j →
∞. Moreover, lim supn→∞ ‖v(j)n ‖H1(R3) is bounded uniformly in j because
lim infn→∞ E0(v(j)n ) is bounded uniformly in j. Therefore we deduce from
(60) that
lim
j→∞
lim sup
n→∞
‖v(j)n ‖Lp = 0, for all 2 < p ≤ 10/3.
Consequently
lim inf
K→∞
lim inf
n→∞ E0(v
(K)
n ) ≥ 0,
and hence
I0(m) = lim
K→∞
( K∑
j=1
I0(mj) + lim
n→∞ E0(v
(K)
n )
)
≥
∞∑
j=1
I0(mj) ≥ I0
( ∞∑
j=1
mj
)
.
The last estimate follows from the binding inequality (4). Since s 7→ I0(s)
is strictly decreasing by Lemma 5, we conclude that
m =
∞∑
j=1
mj and I0(m) =
∞∑
j=1
I0(mj).
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(iii) It suffices to prove that when m is sufficiently small,
I0(m) < I0(m
′) + I0(m−m′), ∀0 < m′ < m. (65)
Then the existence of minimizers for I0(m) follows from part (ii). The
following proof is adapted from the treatment of Sa´nchez and Soler [23]
for the Schro¨dinger-Poisson-Slater model (which is the TFDW theory with
cTF = 0).
First, note that it suffices to prove (65) when I0(m
′) has a minimizer.
Otherwise, by part (ii), we can decompose further I0(m
′) = I0(m′′)+I0(m′−
m′′) for some 0 < m′′ < m′ such that I0(m′′) has a minimizer and then prove
I0(m) < I0(m
′′) + I0(m−m′′) ≤ I0(m′) + I0(m−m′).
Let us introduce the short-hand notations
Au = cW
∫
|∇u|2, Bu = cTF
∫
|u|10/3,
Cu = cD
∫
|u|8/3, Du = D(|u|2, |u|2)
such that
E0(u) = Au +Bu − Cu +Du.
Following the argument in [23, Prop. 2.8], we have the identity
I0(m) = inf∫ |u|2=m E0(u) = inf∫ |u|2=1 E0(m2u(m · )) = inf∫ |u|2=1 inf`>0 E0(m2`3/2u(m` · ))
= inf∫ |u|2=1 inf`>0
{
`2
(
m3Au +m
11/3Bu
)
− `
(
m7/3Cu −m3Du
)}
= inf∫ |u|2=1−
m5/3
(
Cu −m2/3Du
)2
+
4
(
Au +m2/3Bu
) . (66)
The last equality follows from the variational formula
inf
`>0
(
`2a− `b
)
= −b
2
+
4a
with a > 0, b ∈ R, b+ = max{b, 0}.
For every u ∈ H1(R3) with ∫ |u|2 = 1, let us consider the function
hu(s) =
s
(
Cu − sDu
)2
+
Au + sBu
.
By Ho¨lder’s inequality, Sobolev’s inequality and the Hardy-Littlewood-Sobolev
inequality, there is a universal constant C > 0 such that for all u ∈ H1(R3),
Bu ≤ CAu
(∫
|u|2
)2/3
, Du ≤ CCu
(∫
|u|2
)2/3
. (67)
Therefore, when
∫ |u|2 = 1 and s > 0 is sufficiently small (independently of
u), we find that
hu(s) =
s
(
Cu − sDu
)2
Au + sBu
,
dhu(s)
ds
=
(Cu − sDu)(AuCu − 3sAuDu − 2s2BuDu)
(Au + sBu)2
> 0.
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Thus s 7→ hu(s) is strictly increasing when s > 0 is small. We are now
ready to derive the strict binding inequality (65) for m small. From (66)
and the monotonicity of s 7→ hs(u) we have that
I0(m−m′)
m−m′ = inf∫ |u|2−hu((m−m′)2/3) ≥ inf∫ |u|2−hu(m2/3) =
I0(m)
m
. (68)
Moreover, since I0(m
′) has a minimizer, we can strengthen (66) to
I0(m
′)
m′
= inf∫ |u|2=1−hu((m′)2/3) = −hv((m′)2/3)
for v ∈ H1(R3) a suitably rescaled minimizer of I0(m′) with
∫ |v|2 = 1.
Therefore, using the strict monotonicity of s 7→ hv(s) we get
I0(m
′)
m′
= −hv((m′)2/3) > −hv((m)2/3) ≥ inf∫ |u|2−hu(m2/3) =
I0(m)
m
. (69)
Combining (68) and (69), we obtain (65), which finishes the proof. 
Remark 19. From (66) and (67), we obtain the interesting identity
lim
m→0+
I0(m)
m5/3
= inf∫ |u|2=1−
C2u
4Au
= − c
2
D
4cW
sup∫ |u|2=1
(∫ |u|8/3)2∫ |∇u|2 ∈ (−∞, 0).
The fact that I0(m)/m→ 0 as m→ 0+ has been proved by Lions [19].
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