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ABSTRACT
The presence of hydrogen (H) is deleterious to many metals and alloys, and results in the
loss of integrity by a number of embrittlement processes. The zirconium (Zr) alloys used
throughout the nuclear industry to produce protective fuel cladding are highly susceptible
to one form of H embrittlement: Delayed Hydride Cracking (DHC), which occurs because
Zr is a hydride-forming metal. H atoms are introduced into the fuel clad by the corrosion
reaction and diffuse along stress, temperature and concentration gradients. DHC occurs
when H diffuses along the stress gradient caused by a crack in the clad. Once enough H
accumulates and the precipitation solvus is reached, brittle hydrides grow ahead of the crack
and eventually enable the crack to propagate. The process then begins again with H diffusion.
The present work is aimed at modelling H diffusion in Zr under the influence of the elastic
field caused by dislocations, as a precursor to the diffusion of H to cracks. A combination
of first principles Density Functional Theory (DFT) simulations, atomistic simulations with
Embedded Atom Method (EAM) Empirical Potentials (EPs), and analytical models are used
to simulate H diffusion to a dislocation on the continuum scale, incorporating the elastic
interaction energy between H and the dislocation as a driver. The defect forces exerted by
interstitial H on neighbouring Zr atoms are calculated using DFT and EP methods. The free
energy of H in Zr as a function of applied strain is also calculated using both DFT and EP.
These quantities are then used to evaluate the elastic dipole tensor of H in Zr using two
approaches: the defect forces method, and the strain method. Expressions for the dipole tensor
are derived using the two approaches and their methods of calculation are also described.
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The purpose of evaluating the elastic dipole tensor is to illustrate the anisotropy of the elastic
field of H in Zr. It is shown that the elastic field of H can be more accurately described as a
misfitting prolate spheroid, than by the typical misfitting sphere approach.
The calculated dipole tensors using both methods and both simulation techniques show
that the dipole tensor components ⇢11 = ⇢22 6= ⇢33, which is representative of the fact that
the hexagonal close-packed (HCP) crystal is isotropic in the basal plane and has a non-ideal
c/a ratio. It is shown that the defect forces method yields a conditionally convergent sum,
requiring the forces to fall as 1/|R3| or faster to obtain a converged dipole tensor, where
R is the radial distance between H and surrounding Zr atoms. This is not satisfied when
using DFT, whereas converged forces are obtained using the EP. It is found that there is
no numerical agreement between the strain and defect forces method dipole tensors using
either DFT or EP, and that this mismatch can be attributed to the series of assumptions
that lead to each expression for the elastic dipole tensor. Using DFT, the ⇢11 component of
the dipole tensor is found to be lower than the ⇢33 component (⇢11 = 1.68 eV and ⇢33 =
1.74 eV for a 96-atom supercell), whereas the EP technique yielded a higher ⇢11 component
(⇢11 = 3.94 eV and ⇢33 = 3.68 eV for a 96-atom supercell). The reason for this is attributed
to an underestimation of the strength of the Zr-H bond by the EAM potential developed by [1].
The work-done formulation for the elastic interaction energy (Eint = -
R
fiuidV) is used to
compute the elastic interaction energy between H interstitials and dislocations in Zr, without
needing to simulate H and a dislocation together in a single simulation cell, which can
become computationally expensive, particularly for edge dislocations. This new approach also
combines atomistic simulations with continuum models, and can be scaled up to evaluate
the interaction between H interstitials and cracks, or any other displacement field, whilst
also accounting for anisotropy. The computed elastic interaction energy is used in a stress
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driven diffusion calculation to model the diffusion of H to dislocations. Two dislocation elastic
fields are compared: a prism dislocation with dislocation line oriented along the c-axis and
b= a3 [21¯1¯0], and a basal dislocation with dislocation line oriented in the basal plane and
b= a3 [21¯1¯0]. It is shown that since the elastic field of the prism dislocation is isotropic, the
elastic interaction between H and the dislocation will also be isotropic. Therefore a dislocation
oriented in another direction, with a non-zero displacement field component along the crystal
c-axis, is required to highlight the anisotropy of its elastic interaction with H. This is shown to
be the case with the basal edge dislocation.
It is shown that both the prism and basal dislocations become saturated with H within
2 picoseconds at 300K, with H accumulating around the basal dislocation more rapidly at
all temperatures. Furthermore it is shown that at low temperatures, the basal dislocation in
particular can act as a nucleation site for hydrides, by attracting enough H to its atmosphere
to exceed the solubility limit.
The work presented in this thesis is a theoretical characterisation of the elastic field of H in
Zr, its elastic interaction with dislocations, and its diffusion to dislocations, whilst accounting
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Hydrogen (H) embrittlement is a process which renders many materials brittle and prone to
fracture. It is particularly troublesome in high-strength steels, but one subset of hydrogen em-
brittlement mechanisms is highly relevant to the nuclear industry: Delayed Hydride Cracking
(DHC). DHC occurs in hydride forming metals and alloys, such as the zirconium (Zr) alloys
used in the nuclear industry to act as fuel cladding in pressurized water reactors (PWRs).
The dangers behind DHC are the potentially life threatening in-reactor failures, and storage
failures, which can result in a leak of fission products into the environment.
Whilst Zr is a relatively corrosion resistant metal, at operating temperatures corrosion does
occur, leaving H atoms free to enter the material. DHC is initiated by the diffusion of H atoms
from hydrides in the bulk and from H in solution, to a tensile stress concentration at the head
of a crack, due to the difference in chemical potential of the hydrogen in the two regions. The
chemical potential is altered by the stress state, with a tensile stress reducing the chemical
potential of H in Zr. Since Zr is a hydride former, the presence of H within the material will
tend to result in the formation of a new phase. This is because of the low solubility limit of H
in Zr. The brittle hydrides grow until the conditions for fracture are satisfied, where the crack
propagates through instantaneously until the matrix material is reached. The process then
recommences with H diffusion to the new crack tip.
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DHC is an inherently multiscale phenomenon, which begins on the atomistic scale, and
works its way up to the macro-scale. The study of DHC requires the study of
• H in Zr: its preferred sites and diffusion paths, diffusion coefficient, and elastic field
• Elastic interactions between H and defects such as dislocations and cracks, and the
effects of anisotropy on elastic interaction profiles
• Phase transitions: precipitate nucleation and growth and the energy barriers to nucleation
• Interfaces and the emission of accommodation dislocations from precipitate-host materi-
als interfaces
• The interaction between H and crack tip plasticity, and the impact this has on diffusion
• Crack growth
It is clear from the above list that different phenomena on many length scales can contribute
to the fracture of Zr by DHC, and so it is essential to bridge them to develop a full model.
The goal of this project is to model the diffusion of H to the elastic field of a dislocation.
The purpose of this particular calculation is to (a) better understand the elastic distortions
due to H in an anisotropic HCP crystal such as Zr, (b) accurately model the elastic interaction
between H and dislocations in anisotropic elasticity, (c) illustrate that anisotropy is relevant to
stress driven diffusion and finally (d) offer a foundation with which to model the diffusion of
H atoms to cracks as the first step to DHC.
1.1 outline of work presented
Chapter 2 offers a historical and critical review of the field of DHC. To motivate the present
work, it will be shown from the literature that the diffusion of H is dominated by stress at low
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temperatures, and so elastic interactions are a prudent topic of study in order to develop a
model for DHC.
First principles calculations have been carried out using DFT. The technical details of DFT
are given in Chapter 3, in addition to preliminary convergence tests and calculations, which
are compared to previous work. The purpose of these calculations is to obtain parameters
characterising the elastic distortion caused by H on the Zr lattice, namely the defect forces,
and the free energy of H in Zr as a function of applied strain. In addition, molecular dynamics
(MD) based atomistic simulations using an EP are carried out, and the theory behind MD and
the EAM potential used is given in Chapter 3.
Results for the defect forces are presented in Chapter 4 and are used to evaluate the elastic
dipole tensor, which represents the elastic field of a point defect. Two expressions for the
elastic dipole tensor are derived in this chapter, and their methods of evaluation is outlined.
The elastic dipole tensor is calculated using both DFT and EPs. The resulting tensors are
compared and contrasted to assess which approach is most suitable, which has not been done
numerically before. In addition, the elastic dipole tensor will shed light on the nature of the
elastic distortion due to H in Zr and it will be shown that the symmetry of the local atomic
environment results in an anisotropic elastic dipole tensor. Two key ingredients needed to
evaluate the elastic interaction energy between H atoms and dislocations in Zr are identified:
the defect forces and the dislocation displacement fields.
The defect forces calculated using DFT are used to determine the elastic interaction energy
between H and an edge dislocation. The displacement field for a prism and basal edge dislo-
cation is given exactly for anisotropic Zr, and is presented in Chapter 5 using the solutions
outlined in [4, 5]. The elastic interaction energy is then used to determine the equilibrium
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concentration profile of a H Cottrell atmosphere around a dislocation, and is also incorporated
into the stress driven diffusion equation derived in Chapter 6. The stress driven diffusion
equation is solved using the Finite Difference (FD) method, to model H diffusion to two dislo-
cations types. It will be shown that anisotropy impacts on the diffusion of H to dislocations,
that dislocations act as trapping sites for H atoms, and that there is a small domain in which
dislocations can act as nucleation sites for hydrides.
Finally, the novel results and contributions presented in this thesis are summarised in




2.1 applications of zirconium in the nuclear industry
The UK currently draws approximately 18% of its electricity from 16 nuclear reactors
around the country [6, 7], of which 14 are advanced gas-cooled reactors (AGRs). Currently
there is one pressurized water reactor (PWR) in operation in the UK and more are expected to
be built in the next ten years as part of the UK’s energy policy [8, 9]. Key efforts in the nuclear
industry are focussed on increasing the longevity of the current nuclear plants, enhancing
fuel performance and addressing the safety issues related to fuel storage. It is the focus of
the present research project to develop an understanding of potential hydrogen (H) related
failures that occurs in light water reactor fuel cladding materials, which can lead to the failure
of the barriers to fission product (radio-toxic material) release.
The fuel assembly within a PWR consists of an array of fuel pins (fuel cladding containing
fuel pellets), such as the one shown in Figure 1. The fuel cladding is made from zirconium
(Zr) alloys. The fuel pins are held in place using grid spacers, and contain ceramic pellets
of fuel, which is most often UO2 enriched in U235 to 2-4% [10]. Fast neutrons produced
during fission are emitted through the cladding material and into the moderator, and so a
continuous exchange of neutrons occurs between fuel pins, sustaining a nuclear chain reaction.
The primary source of stress in the fuel cladding is from the thermal expansion of the pellet
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Figure 1: A PWR fuel pin, reproduced from [10].
and volume expansion caused by the release of fission products. Fuel cladding in PWRs
is required to have a low thermal neutron capture cross-section to enable neutrons to pass
through the clad and enter the water. Since the primary coolant is hot fast-flowing water, the
fuel cladding is also required to be highly corrosion resistant, and remain structurally stable
in the harsh reactor environment. For these reasons, zirconium alloys are used for PWR fuel
cladding.
Table 1 shows a list of alloys used from the first PWRs to present day.
Alloy Alloying Elements
Zircaloy-2 [11] Sn, Fe, Cr, Ni, O
Zircaloy-4 [11] Sn, Fe, Cr, O
Zr 2.5-Nb [12] 2.5 wt% Nb, O
M5 (Areva) [13] Fe (350 ppm), Nb, O
M5+ (Areva) [14] Sn, Fe, Nb, O
ZIRLO (Westinghouse) [13] Sn, Fe, Nb, O
Table 1: Generations of Zirconium Alloys.
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Zr was chosen for use in light water reactor fuel cladding materials from the very beginning
of the design stage in the US Naval Submarine Programme, because of its unique combination
of corrosion resistance, low thermal neutron capture cross section and structural integrity at
high temperatures [15, 16]. Since the first fuel clad made from Zircaloy-2, new alloys have been
developed to improve the corrosion and creep resistance and reduce the hydrogen pickup
fraction. Fe, Cr and Ni were thrown into the mix early in the development of the Zircaloys
and were found to improve corrosion resistance [15]. Sn was initially added at up to 2.5%
as it improved creep resistance and offset the effect of pre-existing N and C in the metal,
which were detrimental to corrosion resistance [15], but once N levels had been reduced in
the manufacture process it was found that Sn in large quantities in fact also reduced corrosion
resistance [17]. Therefore the Sn content has since been reduced. Zr is oxidized, which hardens
the metal, creating a protective oxide (ZrO2) coating on the surface which also protects against
corrosion.
Despite high levels of corrosion resistance, Zr alloys are not 100% resistant. This means that
the corrosion reaction between the water and metal and the radiolysis of the water molecules
leaves hydrogen atoms which can enter solution within the metal matrix, shown by equation
2.1.1.
Zr+ 2H2O! ZrO2 + 4H (2.1.1)
2.2 hydrogen embrittlement in zirconium
H solute atoms have a deleterious effect on the structural integrity of many transition metals.
This has resulted in an abundance of research into the effect of H on metals on many length
scales. Hydrogen embrittlement is not restricted to a single well-understood mechanism; there
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are a number of distinguishable forms and they vary from group to group in the periodic table.
The three most commonly studied mechanisms are DHC [18, 19, 20, 21], hydrogen-enhanced
decohesion (HED) [22], and hydrogen-enhanced localized plasticity (HELP) [23, 24, 25]. Typi-
cally the HELP and HED mechanisms are observed in non-hydride-forming metals such as
aluminium and steel [26, 27], whereas DHC is present in hydride formers, such as Zr and Ti
[18].
The group IV transition metals are hydride-formers, since they have a low H solubility
limit, as shown in the Zr-H phase-diagram in Figure 2 [28]. The figure shows that Zr has
an allotropic transformation from a HCP structure (the ↵-phase) to a body-centered cubic
structure (the  -phase) in the pure state [18]. H remains in solution in the ↵-phase for only a
small concentration range: up to a maximum of 5.9 atomic % at 873 K, after which hydrides
begin to precipitate [18, 28]. The relevant temperature range for fuel cladding in PWRs is
280-400  C (553-673 K), i.e. temperature between the outer and inner surfaces of the fuel
cladding at operating temperature [29], where the H solubility limit is at 100 ppm by weight
(0.9 atomic %) at 553 K [20].
When in solution, H occupies tetrahedral interstitial sites in Zr, although it has also been
found to occupy octahedral sites [30]. The difference in H solution enthalpy in tetrahedral
and octahedral interstitial sites has been computed to be 0.057 eV [31]. When measured over
a range of H concentrations, an expansion of the a-lattice spacing of 1 (±0.12) nm/(at.%)
and c-lattice spacing of 3 (±0.24) nm/(at.%) has been observed [18, 2]. These were measured
using time-of-flight neutron diffraction.
The hydrides exist in a number of stoichiometries, with the most commonly observed in the
fuel cladding being ZrH1.66, known as the  -phase, which has a face-centered cubic structure.
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Figure 2: The Zr-H phase diagram, reproduced from [28]. The eutectoid temperature is 550 C and the
maximum concentration of H in solution in the ↵-phase is 5.9 atomic %.
The  -hydride forms as platelets with (101¯7) as the habit plane [32, 33]. Under rapid cooling,
mostly needle-like  -hydrides (ZrH) have been observed to form, often at dislocations [34],
whereas  -hydrides have been observed during slower cooling. A mixture of the two has been
found at intermediate cooling rates. The hydride phases form in the bulk of the metal as well
as at tensile stress concentrations such as cracks [20], and they are typically brittle, with an
ultimate tensile strength of 800 MPa and a fracture stress of 550 MPa at 1.5% strain [35]. The
combination of the low solubility of H in the group IV metals, and the brittle nature of the
hydrides that form, are the primary indicators of DHC being the dominant H embrittlement
mechanism.
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2.3 delayed hydride cracking
DHC is initiated by the diffusion of H from hydrides in the bulk and from H in solution,
to a tensile stress concentration at the head of a crack, due to the difference in chemical
potential in the two regions [36, 37]. The chemical potential is altered by the stress state,
with a tensile stress reducing the chemical potential of H in Zr. Since Zr alloys are one of
the hydride forming metals and alloys, the presence of H within the material will tend to
result in the formation of the brittle hydride phase, due to the low solubility limit of H in Zr.
The brittle hydrides grow until the conditions for fracture are satisfied, at which point the
crack propagates through essentially instantaneously until the matrix material is reached. The
process then recommences with H diffusion to the new crack tip. The growth of the hydride
is governed by the kinetics of H diffusion, which is in turn governed by both the temperature
and the chemical potential gradient between the bulk and close to the crack tip; this is the
central theme in the present research project.
The first observation and major impact of DHC was seen in Zr-2.5%Nb pressure tubes
from CANDU reactors in 1974 [38, 16], when twenty pressure tubes leaked due to cracks that
had grown via DHC. It was found that the cracking had progressed at low temperatures,
and stopped when the reactor was at power at temperatures above 250 C. Even before the
first in-reactor DHC-related failure, it had been observed that the fracture energy of Zr was
reduced with increasing H concentration, falling by 80% at a H concentration of just 1 atomic
% [18], and with the brittle-ductile transition of Zr moving to higher temperatures with
increasing H concentration [39, 40]. Given that eventually all used fuel pins containing spent
fuel, in the UK and the USA, are currently stored in dry storage at the end of life, and that
residual stresses from fuel swelling due to fission products and the expanded fuel pellet
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continue to exert pressure on the cladding, and that the temperatures in storage are low
enough that even at 20 C hydrides will precipitate at concentrations as low as 0.0003 atomic
%, it is prudent to study DHC and the factors that impact on the rate at which it occurs, in
particular, H diffusion, which is the rate limiting factor.
The diffusion coefficient of H in Zr is typically in the range of 1x10-15 - 3x10-13 m2s-1
at 20 C, with H moving up to 2x10-2 mm in one hour [18, 41, 42]. Kearns found that the
compositional variations of the Zircaloy-2 and Zircaloy-4 had little effect on the diffusion of H,
reporting values for the diffusion coefficient of H in samples of ↵-Zr, Zircaloy-2 and Zircaloy-4
along both the c- and a- directions, observing coefficient to the Arrhenius equation, D0, was
slightly higher along the c-direction as compared to along the basal plane (although not by
more than a multiple of two) [41]. Zhang and coworkers however found that diffusion along
the c-direction was slower than along the a-direction, by approximately one order of magni-
tude [43]. First principles calculations by Domain and coworkers also agreed with the findings
of Zhang and coworkers [31]. The fact that the diffusion coefficient is directionally depen-
dent suggests that the anisotropy of the Zr crystal clearly has some effect on the diffusion of Zr.
Hydrostatic stress gradients also affect the activity of H in Zr through the relation ln(aH) =
- VH/RT , where aH is the activity of H,   is the hydrostatic stress and VH is the partial
molar volume of H in solution [44, 18]. Eadie and coworkers confirmed experimentally that H
flows along stress gradients in their evaluation of the partial molar volume of H in Zr [45].
Experimental observations of DHC in Zr-2.5%Nb showed that H moves at room temperature
towards cracks and forms hydrides at as little as 10 ppm by weight [46].
The other factors affecting the accumulation of H at stress concentrations and subsequent
crack growth are the H-H interaction, diffusion of H along temperature gradients such as
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towards to outer surface of the fuel clad, and the impact of the elastic field of the growing
hydride and emitted dislocations from the hydride and crack tip. All but the first of these
are dominated by elastic contributions, which motivates further study into the effects of
elasticity on H diffusion. The H-H interaction was studied by von Pezold and coworkers in
the Ni-H system, where it was shown that the contribution of the H-H interaction significantly
increases the local H concentration in the tensile strain field of a dislocation [47]. This work
was performed using DFT and MD simulations. However Domain and coworkers [31] found
that for the Zr-H system, the H-H dumbell is not favourable inside an interstitial site, and
therefore repels, suggesting that there is a repulsive H-H interaction inside Zr. This can also
be seen from the Zr-H phase diagram (see Figure 2), where either a dilute system or a hydride
is preferred, but not in between. Lumley and coworkers also show this in their calculations of
the Gibbs free energy of precipitation of hydrides of varying stoichiometries [48], where they
reported that hydrides with low H content were generally unfavourable.
The mechanisms behind the first step towards DHC are not entirely agreed upon by the
community researching the field. Since DHC is limited by the rate of accumulation of H at
the crack tip, the relationship between H diffusion and crack velocities has been the focal
point of these first step models. The majority of research into DHC is also based on the need
for predictive models for use by industry. The two current competing models for the first
step are the precipitation first model (PFM) postulated by Kim and coworkers [49, 50], and
the diffusion first model (DFM) postulated by McRae and coworkers [20], which is based on
much earlier work by Dutton and Puls [51].
The PFM is based on the claim that the lower chemical potential for H in the presence of
a hydrostatic tensile stress reduces the solubility limit, causing precipitation, and therefore
reduces the overall concentration of H at the crack tip, after which it is the gradient in the
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H concentration between the bulk and the crack that leads to further H diffusion [50, 20].
The DFM differs in that it is the chemical potential gradient that is given as the driving force
for diffusion; a far more general approach which makes the diffusion of H to the crack tip
the primary step in the DHC process. The DFM is a model for H diffusion to the crack tip
when no hydrides exist [20]. In the DFM it is assumed that the solvus is not greatly affected
by stress, and therefore all that is required for hydride precipitation at the crack tip is for
the precipitation solvus to be reached [20]. This cannot be entirely true since the solvus is
inherently related to the chemical potential, and if the chemical potential changes, so should
the solubility limit. However experiments by Puls, Leitch, Coleman and Ambler and others
suggested that any effects of hydrostatic stress on the solvus are small, giving a change of
approximately 3% with stresses as high as 500 MPa [2, 52, 53]. As was recently calculated
by Lumley and coworkers in [48], the predicted local concentration required to precipitate
hydrides at room temperature, from DFT calculations, is approximately 690 ppm, exceeding
the measured global concentrations at which hydrides are observed to form. This suggests
that factors such as local stresses may impact on the solvus to result in hydride formation
at the observed concentrations. However the calculations of Lumley and coworkers did not
include interfacial energy contributions, thus giving a lower bound for the local concentration
required to overcome the barrier to hydride formation.
The contention between the two models lies in the authors’ different interpretations of the
thermodynamic drivers for diffusion. It is not entirely bold to say that the thermodynamic ar-
gument of Kim and coworkers is fundamentally incorrect, since in the appropriate conditions
the chemical potential formalism would simplify to concentration gradients as the main driver
for diffusion, in the absence of a stress field [20], as is shown in Chapter 6. Furthermore, the
model of McRae and coworkers in [45] is supported by the experimental findings of Eadie and
coworkers in [45] for the case of H diffusion along stress gradients in Zr-2.5%Nb. Furthermore,
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the basis of the PFM relies on the existence of sufficient H in the crack tip region for hydrides
to precipitate, and the H must arrive there by some diffusion process.
In the DFM it is assumed that the activity coefficients are the same in the bulk and at the
crack tip, which is valid for dilute concentrations [20]. Furthermore it is assumed that there is
no contribution of the H-H interaction on the chemical potential at the crack tip. Finally, the
DFM is intended to assess the accumulation of H under stress, but in an isotropic way, using
the hydrostatic stress in their solvi equations. This can be extended, as is done in the present
work, to include a directional contribution, which no doubt affects how quickly the solvus is
reached in particular regions around the crack.
There is a significant thermal hysteresis in the solubility limit of H in Zr, where the metal
exhibits a larger capacity to hold H in solution during or after cooling through the terminal
solid solubility of precipitation (TSSP), as compared to after heating [18], as illustrated by
Figure 3 [20]. Therefore there are two curves for the terminal solid solubility (TSS) of H in
Zr: the TSS during heating, and the TSS during cooling. The result is that when the reactor
temperature is raised in order to dissolve hydrides in the bulk or at stress concentrations, a
precipitate that has grown during cooling at 250  C will dissolve at approximately 300  C
[20].
The cause of the hysteresis is attributed to the volume expansion during hydride formation,
since the hydride is less dense than its parent metal, and so has a large partial molar volume
in Zr. A theoretical model for this hysteresis effect was developed by Puls in [54, 55], and is
based on the elastic and plastic accommodation effects of the hydride on hydrogen solubility,
where the Zr system accommodates the growing hydride first by elastic distortions, then by
the emission of dislocations. The emitted dislocations subsequently stabilize the hydride; this
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Figure 3: The precipitation and dissolution solvi, based on equations for cold-worked Zr-2.5Nb in
Canadian Standards Association, Technical requirements for in-service evaluation of zirco-
nium alloy pressure tubes in CANDU reactors, Update 2, N285.8-10, (2013). Image supplied
by C. E. Coleman (private communication), also available from [20].
energy barrier must be overcome by increasing the temperature to higher values in order to
dissolve the hydride. The dilatational misfit in the a and c lattice spacing in the presence of a
 -hydride was measured by Carpenter, who reported a misfit of 4.58% and 7.2% in the a and
c directions respectively [56]. A volume difference of 17.2% was reported between the hydride
and the metal [56], making the emission of dislocations to accommodate the misfit rather
unsurprising. Carpenter also showed using transmission electron microscopy, the dislocation
types that are emitted from   hydrides, which take a needle-like shape, as opposed to the
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lenticular  -hydrides [57]. The more rapidly the system was cooled, the fewer dislocations
were emitted from the growing hydride.
The research on hydride morphology, orientation, growth rate, and reorientation under
applied load is significant, making up the majority of the present understanding of DHC.
The majority of the work on hydrides and DHC has been experimental and the majority of
that is done after the fact, such as observations of dislocation loops surrounding hydrides
via transmission electron microscopy [57]. In-situ studies of DHC and in particular, hydride
dissolution and reorientation under applied loads and as a function of temperature, are a
more recent effort [58].
2.4 computer simulations on the zr-h system
DHC is a highly multi-scale phenomenon, which merits study via both experiment and
theory at multiple lengthscales. However the downside of this is that there is a plethora of
research available which when taken as a whole can be incoherent. The development of a full
computational model that is based on the experimentally confirmed theoretical understanding
of DHC is an essential step towards bringing together the current state of knowledge on DHC
and building a predictive model.
Computational simulations of H in Zr have been carried out to assess the diffusion coeffi-
cients of H, the solution enthalpies of H in various interstitial sites [31, 59], and the interaction
between H and intermetallic phases in Zr that develop from the use of alloying elements
[60, 59], all using DFT. Domain and coworkers evaluated the expansion of the Zr crystal in
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the presence of increasing concentrations of H, which agreed well with the work of MacEwen
and coworkers, finding an expansion of 0.033 and 0.01 (at.%)-1 along the a and c-directions
respectively. The limitations of performing DFT simulations on the Zr-H system are of course
that it becomes increasingly computationally expensive to simulate large enough cell sizes
to represent H in dilute solution, as opposed to alloying concentrations. The limitations of
supercell size also make it virtually impossible to adequately represent the effect of H on
fracture. For this reason, interatomic potentials have been developed to model the Zr-H system
on a large scale, but these methods are not without problems.
The difficulty associated with obtaining an adequate interatomic potential to describe the
Zr-H system has formed a barrier to the bridging of the atomic and continuum lengthscales
to model aspects of DHC. These potentials would make it possible to model systems of
thousands of atoms, and defects such as dislocations, vacancy loops and cracks. The most
common form of interatomic, or EP, developed for the Zr-H system is via the EAM [61, 62] or
Modified Embedded Atom Method (MEAM) [63].
In the EAM, the interatomic interaction is given by the sum of a pair term (representing
the electrostatic interaction) and an embedding term. The embedding energy of the defect
is a functional of the electron density of the pure system [61], which is approximated as
dependent only on the atomic environment in the immediate vicinity of the defect. The em-
bedding energy is that required to add a foreign atom into the host material. Whilst the EAM
method successfully reproduces the lattice parameters of HCP systems, the simplification
leads to an underestimation of the stacking fault energy, which is affected by third nearest
neighbour contributions [64]. Mendelev and Ackland re-fitted the existing Zr EAM potential
to reproduce the high stacking fault energy, agreeing well with previous DFT calculations [65].
Christensen and coworkers more recently developed a Zr-H potential [1], which was fitted
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using ab-initio molecular dynamics simulations, using no experimental elastic moduli in the
fitting, and which reproduced the elastic moduli of Zr, as well as the difference in H solution
enthalpy between the octahedral and tetrahedral interstitial site, which agreed well with their
DFT calculations. However as is shown in Chapter 4, the strength of the Zr-H bond along the
c-direction is underestimated, which impacts on the evaluation of the elastic dipole tensor.
Recent charge-optimized many-body (COMB) potentials attempt to account for the effects
of charge in empirical potentials, and have been developed to describe a number of metals,
including Zr [66].
Studies of the interaction of dislocations with H and C has been more prominent in iron
and steel, because the effect of H embrittlement on steel and iron has significantly more
impact across many industries, such as automotive, aerospace and in structural materials, as
compared to the effect of H on Zr, which is the focus of solely the nuclear industry.
There has been a significant number of studies performed on point-defect dislocation
interactions using numerical simulations such as discrete dislocation dynamics [67], finite
element analysis [23], and interatomic potentials in MD simulations in the Fe-H system [68].
Chateau and coworkers developed a model for the diffusion of H to the hydrostatic stress
field of edge and screw dislocations in austenitic stainless steel [67]. For the edge dislocation
they employed plane strain conditions and modelled the H elastic field as a cylinder of
dilatation, coupling the diffusion of H to dislocations with the evaluation of forces exterted by
H on dislocations. They showed that there is a reduction in the elastic interaction between
parallel dislocations in the presence of H, which was also shown previously in the simulations
and experiments of Sofronis and Birnbaum in [23, 69]. This reduction in the repulsive force
between parallel dislocations means that their equilibrium separation is reduced in the pres-
ence of H. In the second part of their paper, Chateau and coworkers modelled the effect of
18
accumulated H on crack tip plasticity in stress-corrosion cracks, and showed that (a) H atoms
cause dislocation pile-ups ahead of cracks, and (b) that these dislocations are pinned by the
presence of hydrogen [67]. It should be noted that accumulating enough H to impact on the
dislocation-dislocation interaction, or indeed pin dislocations, is unlikely for hydride-formers
such as Zr, due to the low solid solubility of H. More relevant to the present work is that
Chateau and coworkers, and Sofronis and coworkers showed that H is strongly attracted to
the elastic field of dislocations. If the local concentration of H is increased in this way, it is
unsurprising to find that hydrides can form in the presence of dislocations, motivating further
study of H-dislocation interactions. It is these studies of elastic interactions that motivated
the present work, and also the extension to incorporate anisotropy in interaction energy
calculations for use in stress-driven diffusion models.
2.5 stress driven diffusion
Existing models for DHC are based on a significant amount of empirical data for diffusion
and crack propagation rates, such as the work of Shmakov and coworkers in [70, 71] and
Sagat and coworkers in [72]. Sagat and coworkers incorporated temperature gradients into
their model for DHC, adding a temperature gradient term to their equation for stress driven
diffusion [72]. Their model showed an increase in DHC velocity with a positive temperature
gradient (where the temperature is lower at the crack tip), as well as an increase in the critical
temperature at which cracking stops if the temperature is acheived by heating. The elastic
interaction term used in their model was based on the hydrostatic pressure and volume
dilatation formulation. Shmakov an coworkers have developed a model for DHC which
incorporates stress driven diffusion, with the precipitation and dissolution solvi of hydrides,
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and the isotropic elastic field of a crack. The authors model the elastic interaction as that
between a misfitting sphere (using the partial molar volume of H in solid solution) and the
hydrostatic stress field of a crack. The terminal solid solubility is given as a function of the
interaction energy between the ↵ and ↵+   phases of the Zr-H system, where the TSSP and
terminal solid solubility of dissolution (TSSD) differ by 25-75K [70]. The TSSP and TSSD
data is fitted to experimental values. Using a finite element method, the diffusion equation is
solved and once the TSSP is achieved in an element, hydrides precipitate. The critical length
of the hydrides, from previous experimental work, are incorporated into the model so that
once the hydride reached its critical size, the crack propagates and continues the process of
DHC again. The simulation developed by the authors combines phenomenological models of
diffusion, precipitation/dissolution and crack propagation to build up a picture of DHC.
Whilst these models reflect observed behaviour of DHC, and are indeed promising for
industrial use, they show that the majority of recent work has been focused on developing
phenomenological models which are driven by experimental findings. The present models do
not account for the effects of anisotropy in the local Zr environment that was observed in the
dilatational misfit experiments of [56] and [2], or the diffusion coefficient experiments of [41]
and [43]. The current models can be extended by including additional fundamental physics
such as anisotropic elasticity, as is done in the present work and which cannot easily be
done with experiment, and also by considering the effects of H-H interactions on the overall
solubility limit, and the impact of directionality of the diffusion coefficient on diffusion. The
accumulation of H atoms around dislocations, which act as trapping sites, is also a directional
phenomenon that merits consideration in any model of H diffusion and DHC, as it alters the
overall concentration profile of H in solution in the vicinity of the crack.
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A schematic of the HCP crystal axes is shown in Figure 4. The primary slip direction in Zr
is the < 1¯21¯0 > direction, and the primary slip plane is the prism plane. In particular it is the
slip plane that distinguishes the group IV metals, since it is not the close packed plane, as
is usually expected, that is the dominant slip plane [64]. This means that the primary edge
dislocation type is one that glides along the prism plane with line direction along the c-axis of
the HCP crystal, which as is shown in Chapter 5, has an isotropic elastic field. The secondary
slip system in Zr is the basal plane, again in the < 1¯21¯0 > direction, which will be shown
to exhibit the anisotropy of the Zr system. Demonstrating these effects for dislocations will
emphasise the effects of anisotropy on the diffusion path of H to cracks.
Figure 4: A schematic of the HCP crystal axes. The < 1¯21¯0 > falls along the a1 lattice direction.
2.6 the elastic dipole tensor
Studies of the elastic interaction between point defects and dislocations date back to the work
of Cottrell and Bilby [73, 74], where the form of the solute atmosphere that accumulates
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around a dislocation was evaluated, and its effect on the mobility of dislocations was shown to
impact on the temperature dependence of the yield point of iron. Eshelby, Read and Shockley
then developed the theory for an edge dislocation in an anisotropic elastic medium [75], which
is used in this thesis (see Chapter 4). It is found that the Green’s function with which the
elastic field for a dislocation can be derived via Volterra’s method, is analytic for two cases:
isotropic systems, and HCP systems [76], making it possible to develop analytic solutions for
dislocations in HCP crystals.
Calculations of the elastic interaction energy between defects and dislocations in anisotropic
HCP crystals were performed by Tome and Savino in [77], where the dislocation elastic
fields of Teutonico [78] were employed in combination with the elastic dipole tensor of the
point defect, which was noted to be dependent on the point symmetry of the insterstitial site
[76]. Tome and Savino showed that the elastic interaction field between point defects and
dislocations in various orientations had significant directionality. The dipole tensor used was
one calculated via the Kanzaki-Hardy method, and evaluated over 3 shells of atoms that lie at
within a particular ring of fixed radius from H [79, 80]. Details of the elastic dipole tensor and
the Kanzaki-Hardy method will follow in the present chapter.
In the context of H embrittlement, the elastic interaction between H and dislocations in
anisotropic elastic crystals has traditionally been evaluated using the hydrostatic stress of
the dislocation, and the volume dilatation due to the H atom. However as illustrated by
the experimental work of MacEwen and coworkers in [2], H expands the Zr lattice in an
anisotropic way, reflecting the point symmetry of the local atomic environment, which is
usually a tetrahedral interstitial site. Therefore a more adequate description of the elastic field
of interstitial H would be via the elastic dipole tensor as done by Tome and Savino. The dipole
tensor is a tensor analogue to the dipole moment typically found in electrostatics, which
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characterises the long range field of a point defect.
The theory of the elastic dipole tensor has been described by a number of authors [81, 76],
using the multipole expansion of the lattice Green’s function that relates the forces due to
a point defect to the displacements caused at some distance from the defect. The benefit of
the multipole expansion, similar to the case of electrostatics, is to identify the longest range
contribution to the field of a point defect, which is the most relevant contribution for the
case of long range elastic interactions. The dipole tensor is derived in Chapter 4.1.1 using
the Green’s function multipole expansion, following the method outlined in [81], and by two
other methods: the defect-forces and strain method.
Nowick and Heller devised an expression for the dipole moment of a concentration of point
defects in [82], called the  -tensor, which is given as
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for a system that has rotational symmetry about the c-axis, where cH is the concentration of
the defect, a0 and c0 are the lattice vectors along the basal plane and along the c-direction
respectively in the pure crystal, and a and c are the lattice vectors corresponding to a defect
concentration cH. This approach has been used in both experiment and theory to identify the
relaxations caused by defects in HCP crystals [2, 31]. The key difference between this method
and the dipole tensor is that the  -tensor is a measure of the expansion of a crystal when it
contains a number of point defects, and it is dimensionless, whereas the dipole tensor takes
units of energy.
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Theoretical work on evaluating the elastic dipole tensor was initially based on the assump-
tion that the crystal lattice responds harmonically to the presence of a point defect [80, 83],
and the domain of validity of this approach has been addressed by Gillan and coworkers [84].
The elastic dipole tensor can be determined using the defect forces, and can be thought
of simply as the force dipole moment of the defect. Defect forces are the forces that can
be applied to the atoms in a host system, which will replicate the resulting distortion field
produced by a defect, as defined by Kanzaki [80]. The method of defect forces to evaluate
the dipole tensor, called the Kanzaki-Hardy method in previous work, and the defect-force
method in the rest of this thesis, is one way of calculating the dipole tensor. There are a
number of other methods, such as by using the response of a system’s total energy to strain
in the presence of a defect; this method is henceforth referred to as the strain-method [84].
Both approaches have been employed in studies of the long range field of point defects such
as vacancies, substitutional defects, defects in ionic crystals, and also more perturbing defects
such as interstitials [84, 85, 86], as in the present case of H in Zr.







where EZr+H is the total energy of the defective lattice as a function of strains, and its
derivative is evaluated at the equilibrium strain of the non-defective lattice. The defect-force







where the relaxed defect force, f⇤i , is evaluated at R
n, the undeformed lattice position of the
host atom with respect to the defect. The defect-force relation is also known as the Kanzaki-
Hardy formula [80, 79, 84]. Equation 2.6.4 can also be derived by Taylor expanding the elastic
interaction energy relation of Eshelby in [87]. Both equations are derived in Chapter 4.
The basic principle behind defect forces is that one can represent a defect in terms of the
forces it exerts on the neighbouring host atoms. This makes it possible to use these forces, and
the resulting displacements of individual atoms, to determine the defect’s elastic field using
the elastic Green’s function. Both the nature of the defect and the local atomic environment
can be incorporated into this elastic field.
The theory for determining defect forces is based on the work of Kanzaki, who reduced
the issue of calculating the distortions due to a defect, to the simpler problem of obtaining
atomic displacements of the non-defective system under a given set of external forces [80]. The
Kanzaki method is grounded in harmonic lattice theory. This is a reasonable approximation
for a sufficiently weak defect, or at sufficiently large distances from the defect. Mathemat-
ically, the Kanzaki method is based on the expansion of the total energy, E, of a defective
system to second order in the displacement. Here a procedure for determining equilibrium




















Here, i, j,k = 1...N are the site indices, and ↵, ,  = x,y, z. Following the summation
convention, a repeated index imply summation over the range of that index. In the above
for the case of summation over atomic sites, these are given explicitly. Fi↵ is the force acting
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on atom i in the ↵-direction (↵=x,y,z), which is zero in the perfect crystal, and ⇠i↵ is the
displacement acting on atom i in the ↵ direction. The second term, Ai↵j  is the matrix of
force constants. The addition of a defect introduces forces, FDi↵, acting on its neighbours, and
an additional contribution to the force constants, ADi↵j  :









The contribution ADi↵j  arises from local changes in the bonding caused by the defect. Prior to
any relaxations, there are no displacements. In Kanzaki’s method, the additional term ADi↵j  is
not included in the initial theory, and as we will see in the following procedure, it is this term
that in the quasi-harmonic approximation allows us to distinguish between the relaxed and
unrelaxed forces. In the classical harmonic approximation, the force constants are assumed to
remain constant, whereas in the quasi-harmonic approximation, they are allowed to change.
In order to relax the force and determine the equilibrium displacements, we minimise the


















) FDk  =(Ak j  +ADk j )⇠j  (2.6.11)
Here we are able to relate the forces due to the defect in the unrelaxed state, to the displace-
ments caused after the relaxation. The relation is made by a combination of force constant
matrices, one for the defect-free crystal and one for the defective crystal. Kanzaki calculates
the forces FDi↵, using a pair potential [80]. In the first approximation, Kanzaki calculates the
force on an atom as the gradient of the total energy of the system expressed as a sum of pair
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potentials. Kanzaki assumes that this force does not change when atoms are subsequently
displaced from the unrelaxed state. In the second approximation, the force is assumed to
change linearly with the displacements of the lattice point where the force is applied, which is
an important effect for crystals with a harder interatomic potential [80]. The second approxi-
mation therefore includes the effect of displacements on forces, i.e. a term analogous to ADi↵j .
Whilst the second approximation clearly leads to a greater accuracy in the forces than the
first, the limitation of the Kanzaki approach is still that it operates within the harmonic regime.
Kanzaki’s initial scheme approximated the defect core as the defect itself, plus the surround-
ing atoms to a radius at which the harmonic regime is considered to apply [80]. This made
it possible to stay within harmonic lattice theory. Defect forces calculations have since been
developed further to account for anharmonic contributions when describing the defect forces,
which is particularly useful for attempting to describe the defect core where the harmonic
approximation breaks down. This work has been done by authors such as Simonelli and
coworkers [88], and Gillan and coworkers [84, 85]. Recent work employing modern compu-
tational methods has enabled the calculation of defect forces in a far more accurate manner
than via the harmonic approximation, automatically accounting for anharmonic and volume
contributions.
Returning briefly to the definition - the Kanzaki forces are defined as the forces that in a har-
monic approximation produce the same displacements in the lattice as does the defect [88, 89].
Defect forces have also been calculated previously, using both DFT packages and EP methods;
however they have been defined loosely as Kanzaki forces [31, 90]. The key distinction is that
Kanzaki forces are calculated as a response of the energy to displacements to second order,
normally using a pair-potential to describe the atomic interactions, therefore they are limited
to the harmonic approximation. In the present work, defect forces are calculated explicitly via
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electronic structure calculations and the energy is computed to greater accuracy than second
order in the atomic displacements, including anharmonic terms and the effect of the local elec-
tronic structure on the total force. In the limit of a sufficient distance from where we calculate
the force exerted by the defect on an atom, the calculated defect forces will be well described
by the harmonic approximation used by Kanzaki, and in this instance are called Kanzaki forces.
For force calculations beyond the harmonic approximation, they are referred to as defect forces.
Following the introduction of defect forces by Kanzaki [80], Hardy went on to use them to
determine the short and long range distortion of point defects by way of the elastic dipole
tensor [79]. This was done within the harmonic approximation, and a similar theoretical
treatment is given by Teodosiu in [81].
The origin of the limitations of the harmonic approximation when evaluating the elastic
dipole tensor was studied by Gillan [84], who pointed out that there is an internal inconsis-
tency in the calculation of energies and forces using the harmonic approximation. Part of
this inconsistency is associated with the fact that in the harmonic approximation the energy
is calculated to second order in the atomic displacements, whereas the force is correct only
to first order [84]. If the energies and forces were calculated to the same order, then the
dipole tensor should be the same. Furthermore, there are two ways of evaluating the dipole
tensor whilst still using the harmonic approximation: the defect forces method, and the strain
method, which employs energies. It is suggested by Gillan that whilst Kanzaki and Hardy
indicate that the relaxed forces can be used in their expression for the dipole tensor to offer
accuracy [80, 79], since the Kanzaki-Hardy formula itself is correct only to first order, due
to the harmonic approximation, it will make little impact on the dipole tensor unless the
Kanzaki-Hardy expression is extended to include higher order terms where the distinction
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between unrelaxed and relaxed forces becomes relevant [84].
Computational methods have made it possible to calculate forces to a much higher degree
of accuracy than the harmonic approximation allows. Simonelli and coworkers devised a
procedure for working out what they refer to as Kanzaki forces using computational methods
(EPs) [88] which involves the evaluation of forces on a distorted supercell once the defect has
been removed. However as discussed earlier, what they actually calculate are defect forces to
a much higher order. Domain and coworkers evaluated the elastic dipole tensor for C and N
interstitials in ↵-Fe using DFT with the method proposed by Simonelli and coworkers [91]. In
their work, the defect forces method is used to determine the dipole tensor, ⇢ab and evaluate








a is the a-component of the vector from the defect to a host
atom at j, and fjb is the b-component of the force on a host atom at j), within a sphere of
radius R centred on the defect, assuming the harmonic lattice approximation. Their results
for varying radii did not converge, but gave an indication of the order of magnitude of ⇢11
and ⇢33. The difficulty in obtaining a converged dipole tensor from DFT calculations has also
been experienced in the present work, and reasons behind it are discussed in Chapter 4.
The defect forces approach was also employed by Hayward and coworkers in [90] to de-
scribe point defects in bcc-Fe, via the LAMMPS molecular dynamics package [92], and used
to determine the interaction of screw dislocations with point defects. Hayward and coworkers
obtained a dipole tensor for a vacancy in bcc-Fe which converged with respect to the sum over
surrounding atoms on which the forces are exerted. This is because the EP method gives defect
forces which fall to zero with increasing distance from the defect, as is shown in Chapter 4. The
strain method has been employed by Clouet and coworkers to study the interaction of disloca-
tions with C in ↵-Fe; this is the most similar work to the aim of this thesis. The strain method
involves obtaining an energy-strain surface of a system, by applying specific strains to both
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the defective and non-defective cell, to establish the systems response, and therefore the elas-
tic dipole tensor. A derivation and description of the strain method is given in detail Chapter 4.
Using a similar derivation to the elastic dipole tensor as given by [93], Clouet relates the
dipole tensor to the average stress tensor in the cell volume when the cell shape and size
are not allowed to relax; this is because, as is shown in the derivations Chapter 4, the dipole
tensor is related to an atomic stress tensor. There is a linear relationship between the stress,
 ij, and dipole ⇢ij, tensors given by  ij = -⇢ij/V . Varvenne later extends Clouet’s work,
using the dipole tensor to calculate the elastic interaction energy between point defects [94].
The purpose of Varvenne’s work is to seek better convergence in supercell calculations of
defect formation volumes, by extracting the contribution of the elastic interaction of one defect
with its images in neighbouring cells.
To summarise, whilst the defect forces and strain methods discussed above have been
used to evaluate the dipole tensor for various systems, using computational schemes that are
not limited to the harmonic regime, their quality has not yet been assessed. For this reason,
the elastic dipole tensor is calculated by atomistic methods in this project in two ways and
a comparison is made. Furthermore, due to the difficulty in obtaining a converged dipole
tensor from DFT simulations, an EP method will be used to compare the methods. The two
resulting dipole tensors are compared to assess which is more reliable for use in larger scale
simulations, and for use in the evaluation of the elastic interaction between point defects and
other stress concentrations. The results of this work are described in Chapter 4.
Once the elastic dipole tensor and the defect forces are obtained, they are employed in
Chapter 6 to incorporate the elastic interaction energy in the stress driven diffusion model of
H to dislocations in Zr. It will be shown in Chapter 6 that the work done formulation which
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involves the defect forces of H in Zr, and the anisotropic displacement field of a dislocation in
Zr, is for the present work a more reliable method for evaluating the elastic interaction energy




We have a habit in writing articles published in scientific journals to make the work as
finished as possible, to cover all the tracks, to not worry about the blind alleys or to
describe how you had the wrong idea first, and so on. So there isn’t any place to publish,
in a dignified manner, what you actually did in order to get to do the work.
Richard P. Feynman - Nobel Lecture (1972):
The Development of the Space-Time View of Quantum Electrodynamics
There is a direct analogy between general physics-based models of a system, and the way
in which we can understand computational materials modelling. A model enables us to ask
and answer questions about a system, and within a particular domain of validity, that model
can be very much exact. In the field of the computational modelling of materials, different
length scales are simulated to address different questions. For example, within the domain
of linear elasticity theory, calculations done on the continuum length scale are exact. One
can learn a great deal about the mechanical properties of a material from the theories that
cover the continuum length scales, but if asked about the atomic nature of the system then
the scale and theory become inadequate. Similarly, although one could in principle, with
large (and unattainable) quantities of computing power, solve the Schrödinger equation to
calculate mechanical properties, it would be the equivalent of using a sledgehammer to crack
a nut. This is what motivates the use of models in the sciences, and indeed the advent of
computational materials science.
32
The purpose of multiscale materials modelling is not simply to model a system on multiple
length and time scales, or do it with the same theory, but to carry forward the right kind of
information from one to the other, in order to bridge these scales. This is the real challenge
that is presented within multiscale research. As DHC is inherently multiscale, identifying
phenomena on each length scale is the trivial part, and the difficult part is to find the correct
questions which allows us to bridge the various length scales. The focus of this chapter is to
introduce the established techniques I have used in my research, namely DFT and MD. I will
motivate specific choices of each method and detail the technical points of each method with
the appropriate preliminary studies.
3.1 density functional theory
The role of DFT, within the theme of multiscale modelling, is to answer questions about
the atomic scale and the impact that electronic structure might have on phenomena in the
continuum regime. The questions I wish to address are about the impact of atomic defects
on the micro-mechanical properties of Zr, and my goal is to model the diffusion of atomic
defects in the presence of elastic fields created by microscale defects by understanding the
nature of elasticity on the atomic scale. Under normal circumstances this would be done
using interatomic potentials and MD simulations, which do not treat electrons explicitly.
However, as will be discussed in the latter part of this chapter, current empirical potentials
do not adequately describe the bonding in the Zr-H system, which arises from the electronic
structure. Therefore, DFT is used model the elastic field of H within Zr, to capture the full
effect of the anisotropy of the atomic environment, and that of the defect elastic field itself.
This is the reason that first principles methods have been chosen in my study of DHC.
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Of the many methods employed to study the properties of a material, first principles
quantum mechanical calculations are based solely on solving the equations of quantum
mechanics, using as little empirical information as possible about the system, except for the
atomic number of the constituent atoms [95]. This is a unique feature of quantum mechanical
methods, although an analytical solution exists only for one system: the hydrogen atom. For
larger systems, even with approximations in place to improve the efficiency of the calculation,
the equations need to be solved numerically and require a great deal of computational power.
Here I will discuss the ways in which these first principles approaches can be made tractable,
followed by and introduction to the essential components of DFT.
Quantum mechanics can be described by concepts common to linear algebra, namely
eigenfunctions, operators, and eigenvalues. Operators and eigenfunctions are mathematical
representations of measurements and systems, respectively. Similarly, operators in quantum
mechanics represent the observable we wish to evaluate, wavefunctions represent the system
and all the information contained therein, and eigenvalues represent the observed value once
an operation, or measurement, is performed. The governing equation in quantum mechanics,
the Schrödinger equation, takes this form, as shown in equation 3.1.1.
Hˆ  = E  (3.1.1)
where Hˆ is the Hamiltonian operator, which when applied to the wavefunction   of a
given system, returns the energy E. First principles calculations are based on determining
the ground state of a system by minimising the total energy with respect to the electronic
wavefunction. For a system containing a single electron, the Schrödinger equation can be
solved analytically, since in this case it is separable. For systems of more than two electrons,
the equation becomes increasingly difficult to solve via analytical methods. Let us address the
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many-body Hamiltonian, Hˆ, from equation 3.1.2. The first term is the kinetic energy of the
nuclei, labelled N. The electron kinetic energy term is given by Kˆe(r). The final three terms
describe the Coulomb interaction between the nuclei and the electrons (N-e), nuclei and nuclei
(N-N), and between electrons and electrons (e-e), respectively. Finally R and r represent the
set of nuclear and electronic coordinates, respectively.
Hˆ = KˆN(R) + Kˆe(r) + VˆN-e(R, r) + VˆN-N(R) + Vˆe-e(r) (3.1.2)
The nuclear mass is 3-5 orders of magnitude greater than that of the electron. The result
is that the nucleus responds very slowly to perturbations, whereas the electrons respond
almost instantaneously, and we can assume that the electrons are always in their ground
state. As long as there are no electronic excitations (e.g. during heating or irradiation), it is
possible to separate the Hamiltonian for the nucleus and that of the electrons, treating the
electrons quantum mechanically, and the nuclear positions as parameters in the electronic
Hamiltonian. This is the Born-Oppenheimer approximation, which makes it possible for
the nuclei to be treated as a static external potential in which the electrons can move [96].
The nuclear-nuclear interaction term can also be separated from the electrons due to the
Born-Oppenheimer approximation, however its presence is essential to maintaining charge
neutrality of the system.
The Coulomb interaction between electrons and the ions is often described by a pseudopo-
tential, which captures the influence of the nucleus, and the core electrons on the valence
electrons, so that core electrons do not have to be treated explicitly. The pseudopotential arises
from consideration of the total energy of an electron in the vicinity of the nucleus. By the
exclusion principle, the wavefunction of the electron must remain orthogonal to the atomic
core states, and this results in large oscillations in the electronic wavefunction. These large
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oscillations correspond to an elevated kinetic energy of the electrons, which when added to the
strong potential energy of the core, yields a low effective potential energy. This weak potential
is called the pseudopotential [97]. This introduces a further simplification of the Schrödinger
equation, since now only the free outer electrons are solved for explicitly. Physically this is
a reasonable approximation since it is only the valence electrons that contribute to bonding,
and therefore the mechanical properties of metals [98].
So far the many-body Hamiltonian presented in equation 3.1.2 has been simplified to the
Hamiltonian of electrons moving in an external potential:
Hˆ = Kˆe(r) + Vˆe-e(r) + Vˆext(r) (3.1.3)
where the external potential Vˆext contains the Coulomb potential arising from the nuclei,
which are treated as static due to the Born-Oppenheimer approximation. The remaining, and
indeed most challenging term arises from the interacting electron term, Vˆe-e. Due to this
term, the wavefunction of the electron now depends on the positions of all other electrons in
the system.
DFT addresses this issue by mapping the problem of many interacting particles, onto a
system of many independent particles moving in an effective, single particle potential that
emulates the many particle interactions. Hohenberg, Kohn and Sham developed DFT in two
papers in 1964 [99] and 1965 [100].
The first theorem of Hohenberg and Kohn [99] states that the ground state electron density
is determined uniquely by the external potential, and that there is a one-to-one correspon-
36
dence between them 1. In this case, since the Hamiltonian is fully determined, all properties
of the system can be determined from the density, a function of just 3 spatial coordinates.
Hohenberg and Kohn also demonstrated that the ground state energy is a unique functional
of the electron charge density, and although the functional itself is not known, it reaches
a minimum value when the charge density is correct [97]. Therefore there is a variational
principle by which one can find the correct charge density.
The theorems of Hohenberg and Kohn made it possible to redraw a problem in 3N spatial
coordinates (N-electron wavefunction) into one in just 3 coordinates (electronic charge den-
sity). The next problem arises when working out what the charge density is. The leap from
elegant formulation to usable theory came when Kohn and Sham published their derivation
of a system of single particle equations, representing independent electrons moving in an
effective potential due to surrounding electrons, called the Kohn-Sham potential VKS(r). The
key assumption made is that the ground state density of the real system is the same as that of
a non-interacting system [98]. This is where the 3N dimensional problem is mapped exactly
onto N independent single particle equations. Since the Kohn-Sham potential is dependent on
the electron density, the set of single particle equations must be solved self-consistently, i.e.
by a circular process of guessing the charge density, solving the Schrödinger equation, and
reconstructing the charge density, until the input and output charge densities match [95].
The only term contained within the Kohn-Sham potential that still has no exact known
form is the exchange and correlation term, Vxc(r), which contains all the electron-electron
interactions. Since the exchange and correlation function describes the interaction between
the electron and hole in the charge density surrounding it, it is relatively short-ranged, being
approximately 1-2 Å. This is the origin of the Local Density Approximations (LDAs), and
1 Although they may differ by an additive constant.
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the Generalized Gradient Approximations (GGAs) to EXC. In the LDA, the exchange and
correlation functional at a particular point is dependent on the electron density at that point.
In the GGA on the other hand, the contribution is based on both the electron density, and the
magnitude of the gradient of the electron density within each element.
The periodic nature of the crystal lattice, and therefore the periodic nature of the effective
potential in which the electrons move, imposes a constraint on the possible solutions of the
Schrödinger equation, known as Bloch’s theorem [101]. Since the system is invariant under
translations by any of the Bravais lattice vectors, the wavefunction  (r) in a crystal can be
expressed as the product of a cell-periodic part, f(r), and a plane wave part, eik·r:
 (r) = f(r)eik·r (3.1.4)
where k is the quantum vector that is related to translational symmetry [95]. Fourier analysis
can be applied to the cell-periodic component, which yields an expression for the eigenstates





where G is the reciprocal lattice vector and cnk(G) are the expansion coefficients. The prob-
lem of solving the Schrödinger equation for a wavefunction across all space has now been
exchanged for the problem of solving for wavefunctions within a single cell with respect to an
infinite number of k-points. Since periodic boundary conditions are imposed, the total number
of k-points is limited to those in the first Brillouin zone [95], and the problem soon becomes
manageable. Furthermore, the wavefunctions and the eigenvalues of the Hamiltonian vary
smoothly enough over the Brillouin zone to enable a discrete set of k-points to be selected [95].
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Methods for k-point sampling include that of Monkhorst and Pack [102], and Gamma-centered.
The wavefunction at each k-point is now determined by a plane-wave basis which takes
the form ei(k+G)·r, and each plane wave has kinetic energy  h
2
2m |k+G|
2. The lowest energy
eigenstates are occupied, and the plane waves that contribute to these occupied states the
most are of lower energy, therefore the lowest kinetic energy plane waves carry greater impor-
tance. This makes it possible to truncate the basis set to a finite size. Convergence tests with
increasing plane wave energy cutoffs can be used to determine the lowest possible plane wave
energy that will give a total energy that changes only to within a specified tolerance. Similar
tests can be performed to identify the ideal k-point mesh size.
3.1.1 Key Parameters and Convergence
The energetics, equilibrium structure and elastic fields of H in Zr were calculated using DFT,
with the Vienna Ab Initio Simulation Package (VASP) (version 5.2) [103, 104, 105, 106]. The
electron-ion interaction was described using the projector augmented-wave (PAW) method
[107, 108] with the semi core s-states treated as valence for Zr - these include the two 4s, six 4p,
and two 5s and 4d electrons. The PAW pseudopotential method transforms rapidly oscillating
wavefunctions near the atomic core into smoother functions which are less computationally
intensive. The electron exchange and correlation was described using the GGA of the Perdew-
Burke-Ernzerhof (PBE) form [109]. This is because GGA have been found to be better at
predicting correct elastic constants, whereas LDA underestimates c44 and overestimates c13
[31].
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Figure 5: Sufficient convergence was obtained with a plane-wave cutoff energy of 400eV, and a k-point
density of 0.02 Å-1, corresponding to a 4x4x3 gamma-centered k-point grid for a 4x4x3
supercell.
Convergence tests using a 2 atom cell of the perfect crystal showed that numerical precision
in the electron energy below 1 meV is obtained with a kinetic energy cutoff of 400 eV and a
gamma-centered 4608 k-point*atoms mesh corresponding to a k-point spacing of approxi-
mately 0.02 Å-1 in all directions, see Figure 5. Structural relaxations were performed until the
change in total energy was below 1 µeV and the forces on each atom were below 1 meV/Å.
With the coarse k-point mesh, it is not possible to sample appropriately over the Fermi level,
and this leads to the need for more Fourier components to describe the sharp discontinuity
across the Fermi level, therefore Fermi surface smearing is required. Various smearing schemes
are used to smooth out the discontinuity, which introduces an artificial temperature to the
system and an entropic contribution to the energy. The second order Methfessel-Paxton (MP)
method was applied for the Fermi surface smearing in order to reduce the number of necessary
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k-points required to sample the Brillouin zone [110]. This method employs a Hermite poly-
nomial expansion to smooth out the step function at the Fermi energy. A smearing width of
0.1 eV was chosen such that the error in the 0 K extrapolated energy was less than 1meV/atom.
There are three main types of calculation that have been used in this thesis: full relaxation
calculations, local relaxation calculations and single point calculations (SPCs). A full relaxation
calculation is a total energy calculation where both the ions and the supercell vectors are
permitted to relax. This is a classic geometry optimisation which must be performed on a
supercell of pure Zr to identify its geometry (i.e. lattice parameters) in the ground state. In a
local relaxation calculation only the ions are permitted to move, and the volume and shape of
the supercell remains fixed. Full relaxation and local relaxation calculations are often referred
to as constant pressure and constant volume calculations, respectively. Finally in an SPC, no
relaxations are permitted at all.
Point defects in a crystalline structure, such as vacancies or interstitial atoms, induce local
and long range elastic relaxations of the crystal. In large enough concentrations, such as
within a supercell approach, these point defects can alter the atomic volume and also the total
energy of the system. A unit cell of Zr contains 4 tetrahedral sites and 2 octahedral sites [31].





where y is the interstitial site label, and E0H is the hydrogen molecule reference energy, which
is equal to half the total energy of a single H2 molecule. The hydrogen molecule reference
energy was calculated by two H atoms with the separation of the molecule, inside a large
supercell with fixed volume. Local relaxations were performed to enable the molecule to reach
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equilibrium separation. The reference energy, 12H2, was calculated to be -3.38 eV. A similar
formulation to equation 3.1.6 was used to evaluate the defect volume of formation.
Simulating a point defect in a solid requires the use of the supercell approach. Since periodic
boundary conditions are employed, it is difficult to simulate an isolated point defect in an
infinite crystal. It is therefore necessary to ensure that the supercell is large enough such that
defect-image interactions are minimised. Supercell convergence of the solution enthalpy of
hydrogen was obtained for the 4x4x3 (96 atom) supercell, shown in figure 6 in the next section.
Furthermore, given that the Zr crystal has a larger ~c lattice vector than ~a lattice vector, the
supercell dimensions were chosen so as to ensure that interactions between defects situated at
the centre of the supercell and their periodic images in adjacent supercells would be roughly
the same in all directions.
Preliminary tests, using a 2-atom cell with a plane wave cut-off of 400 eV and k-point
spacing of 0.02 Å-1, confirmed the lattice parameter of Zr agreed well with experimental
values and previous theoretical work. The lattice parameters are shown in Table 2.
~a (Å) ~c (Å)
Current work 3.23 5.14
Experimental values [111] 3.23 5.15
Previous DFT calculations [31] 3.23 5.18
Previous DFT calculations [1] 3.24 5.18
Table 2: The ~a and ~c lattice parameters for pure Zr calculated for a 2-atom cell with a plane wave
energy cutoff of 400 eV and k-point grid of 4x4x3 k-points (corresponding to a spacing of 0.02
Å-1. Experimental values and previous DFT results are also reported for comparison.
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3.1.2 Solution Enthalpies for Interstitial Defects and Vacancies
The solution enthalpy of H in Zr was determined for all interstitial sites, and the results are
given in Table 3. These solution enthalpies were determined by permitting a full relaxation of
Zr96H and evaluating equation 3.1.6. The most energetically stable site for H is the tetrahedral
interstitial (T-site), followed by the octahedral interstitial (O-site), which agrees with previous
experimental and theoretical work [31, 30].
Interstitial (y)  HyH (eV)  H
y
H (eV)  v (Å
3)  v (Å3)
(present work) (Domain et al. [31]) (present work) (Domain et al. [31])
Tetrahedral -0.42 -0.60 3.6 ~ 3.9
Octahedral -0.37 -0.53 1.39 ~ 1.5
Hexahedral -0.30 - - - 3.97 - - -
Basal Trigonal -0.30 - - - 4.70 - - -
Table 3: Hydrogen Solution Enthalpies in the interstitial sites of Zr. The solution enthalpy and volume
of formation for the basal-trigonal and hexahedral sites was not reported in [31].
The solution enthalpy of H in Zr was found to be -0.42 eV. Previous experimental work has
shown that the H solution enthalpy ranges between -32.5 and -64 kJ/mol (between -0.34 and
-0.66 eV) [112] , with the solution enthalpy at 300K calculated to be -0.67eV [113]. Furthermore,
previous results by Domain and coworkers yielded a solution enthalpy of -0.60eV and results
by Christensen and coworkers yielded a solution enthalpy of -41.3 kJ/mol (-0.41eV) [1]. The
difference between the solution enthalpy calculated in the present work, and that of Domain
et al., is down to the difference in XC-functional and also the plane wave cutoff energies.
Domain et al. used PW91 and in the present work a PBE functional was employed. The
disassociation energies of H2 and H separation within the molecule were similar in both
works. The disassociation energy of H2 was calculated by Domain et al. to be 4.27 eV [31] and
from my calculations it was -4.53 eV. However both results are within the range obtained via
43
experiment. Finally, the partial molar volume calculated along with the solution enthalpies is
in good agreement with the previous theoretical calculations of Domain et al., see Table 3.
To assess the effect of supercell size on the total energy per atom, I calculated the difference
in energy during a constant volume and constant pressure calculation for varying cell sizes.
Since the DFT calculation operates using periodic boundary conditions, the interaction
between defects in adjacent cells affects the total energy. Due to this image interaction the
defective supercell does not relax completely as if it were isolated. A good test of whether the
limit of a single atom within the bulk crystal has been achieved is to assess whether during a
constant pressure calculation, the supercell expands significantly, or if the energy during this
calculation is significantly different from that of a constant volume calculation. A calculation
involving local relaxations (no supercell relaxations), is a constant volume calculation. This
mimics a system of bulk Zr (infinite lattice) containing a single defect, since in reality the
supercell lattice parameter would not be affected significantly by the addition of one H
atom. The plot in Figure 6 shows that the difference in energy between constant volume and
pressure calculations of H in Zr approaches zero for increasing cell size, and the difference is
sufficiently small for 96 atom (4x4x3) supercells (0.01 eV).
Finally, Figure 7 shows the forces against distance of H from an SPC for varying cell sizes.
The experimental lattice constants of Zr were used instead of a DFT relaxed geometry. Both
the experimental lattice constants, and the single point calculation were chosen to overcome
the computational expense of full structural relaxation calculations of large systems. Since
atomic positions were not permitted to relax the total force calculated was much greater than
during local or full relaxation calculations, shown in Figure 8 in the next section. This is partly
related to the fact that the distortion field caused by H was suppressed, upon freezing the
atomic positions, which prevented local relaxations from releiving some of the stored stresses
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Figure 6: This figure shows the difference in total energy per atom for a Zr supercell containing H
between a constant volume calculation and a constant pressure calculation. The the two
calculations, as a function of cell size show that total energy difference falls with increasing
supercell size, and can therefore be said to decrease with falling H concentration.
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in the system. The figure also shows that there are still significant variations in the defect
forces far from the H atom.
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Figure 7: The two plots show the same data: the defect forces calculated using an SPC, as a function of
radial distance from the H atom. The upper plot shows the full range of forces and how they
decay with increasing distance from the H atom. The lower plot shows the fluctuations in the
forces that are still present when looking more closely. From the lower plot we see that there
are still small variations present in the defect forces far from the defect, which will impact on
later calculations of the elastic dipole tensor.
46
3.1.3 Methodology for calculating components of the elastic dipole tensor
When the Zr96H system is relaxed, the net force acting on any atom is less than 1 meV/Å.
However, to arrive at this state, the H atom exerts forces, which are known as defect forces,
on neighbouring Zr atoms. The defect forces are determined by (i) relaxing a supercell of Zr
containing a single H atom, (ii) removing the H atom while maintaining the positions of all
Zr atoms, (iii) relaxing the electrons by making the electronic Hamiltonian self-consistent, (iv)
calculating the force on each Zr atom. The force calculated in step (iv) is the negative of the
defect force: it is the negative of the force the H atom exerts on the Zr atom when the H is
present. The Zr atom experiences a net force because the H-atom base been removed but the
distortion created by the H atom of the surrounding Zr crystal is still present.
To calculate the defect force, an SPC on a system after removal of the H atom was performed,
from a previously locally relaxed Zr96H supercell. The calculated force on each atom is the
restoring force that would return the lattice to its perfect form, if ionic relaxations were
permitted. The elastic dipole tensor is the cross-product of these forces with the unrelaxed
positions of the Zr atoms. A description of the theory of the elastic dipole tensor given in
Chapter 4 offers a further explanation of the choice to combine relaxed forces and unrelaxed
positions.
In order to assess whether the forces converged sufficiently at large distances from H, the
calculated forces against radial distance from the H atom were plotted in Figure 8. The forces
shown in the figure are those calculated by full relaxations and local relaxations in step (i). In
previous work [31], defect forces are calculated with full relaxations performed in step (i), but
as Figure 8 shows, there is little difference (a root-mean-square difference of 0.013 eV) in the
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magnitude of the defect forces when calculated via the procedures involving local and full
relaxations.
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Figure 8: The defect forces agains radial distance from the H atom (in all directions). The two sets of
data are calculated by enabling full relaxations (blue x) and local relaxations (red +), in the
first step of the defect forces calculation procedure.
There is a direct relation between the dipole tensor and the stress tensor, which is outlined
in detail in Chapter 4. In order to compare the dipole tensor calculated using defect forces
with the atomic stress tensor of H in Zr, I chose to calculate the stress using the method of
applying strains to the system, as outlined in Chapter 4. The reasoning for this is due to the
computational cost of calculating the stress tensor within DFT in general, and also difficulties
relating to VASP.
Within VASP, the stress tensor is calculated implicitly at a fixed basis set, after the nearly-
minimized wavefunction is extrapolated to correspond to a specific strain. The result is
that upon completing the energy minimisation, the structure is relaxed so that the stress is
zero. Therefore, since this is an approximate method, the energy outputted at the end of a
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relaxation calculation does not necessarily correspond to the lowest energy configuration [114].
In addition, stresses calculated in VASP are subject to errors known as Pulay stresses [115].
They arise because the plane wave basis set is incomplete with respect to changes in the
volume, and for a fixed plane wave cutoff energy, the number of plane waves vary with
the supercell size during volume relaxation calculations. A constant basis set is essential for
the variational principle to hold, but leads to errors arising from the underestimation of the
equilibrium volume unless an infinite number of k-points are used in the calculation [115],
since improved Brillouin zone sampling mitigates the effect of basis set changes for each
k-point individually. The Pulay stresses can be mitigated by increasing the plane wave cutoff
energy or by applying the finite basis set correction derived by Francis and Payne which
corrects against the Pulay stresses [115]. In VASP, the basis set is held constant and so the
suggested method is to increase the plane wave cutoff energy. In previous work however, this
has proved to be computationally expensive. In calculations performed on graphene [116],
it was found that extremely high plane-wave cutoff energies (of the order of 1900 eV) were
required to calculate the stress tensor accurately.
To evaluate the stress tensor another way (closely related to the dipole tensor), the Zr96 and
Zr96H super cells were locally relaxed, and the total energies were calculated with an SPC
after strains up to ±1% were applied. Both biaxial strain to the basal plane, and uniaxial strain
to the c-axis was applied to obtain an energy strain surface. Further details of the method
by which the elastic constants and dipole tensor were obtained are dealt with thoroughly in
Chapter 4. Here the elastic constants obtained via DFT calculations are reported, and it can be
seen that there is very good agreement with experimental results:
49
Present work Previous work Experiment
(DFT) (DFT) [31] [117]
c11+c12 (GPa) 217.332 206 144+74 =218
c33 (GPa) 173.23 164 166
Table 4: A comparison of the elastic constants of pure Zr calculated in the present work, and previous
DFT calculations and experimental calculations. The sum of c11 and c12 agree well with
experiment, whilst the c33 component is slightly overestimated.
3.2 molecular dynamics
MD is a classical technique used to perform atomistic simulations, where the interaction
between atoms is described by a potential energy function, and the forces derived from this
function are used to determine the trajectory of each individual atom. MD is commonly
used to follow the dynamics of a system at a given temperature, and observe events such
as irradiation damage cascades, fracture, or diffusion [118]. However it is also a method for
calculating thermodynamic quantities, such as the phase diagram of a system, since it samples
the configurational phase space of the system. It is also a useful tool for calculations where
the atoms have no kinetic energy. All studies done in this project involve only structural
(configurational) relaxations. The primary goal is to calculate forces and energies in a similar
manner to traditional DFT calculations.
Interatomic potentials employed in MD simulations range from the two-atom Lennard-Jones
potential [119, 120, 121], to more complex potentials such as those based on the concept of
bond-order: the strength of a bond between two atoms is no longer constant but is dependent
on the local atomic environment [122, 123, 124]. In the present work, an EAM potential is
employed to describe the interaction of Zr-Zr, Zr-H and H-H within bulk Zr.
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The EAM potential is based on a central force pair potential with an additional embedding
function, which represents the energy of inserting an atom into the electron cloud provided











where E is the total energy, V is the central force pair potential between atom i and atom j at
position r. Finally, F is the additional embedding functional, which is dependent on ⇢i, the
electron density at atom i.
There are a number of existing empirical EAM potentials for the transition metals, including
Zr and the Zr+H system [125, 63, 126, 61]. However the EAM potential has previously been
criticised for the lack of directionality in its description of bonding in HCP systems [64]. Early
EAM potentials predict that the basal plane is the dominant slip plane [127], whereas the
prism slip is found experimentally to dominate. Upon adding H, the EAM potentials have
predicted that octahedral interstitial sites are more energetically favourable than tetrahedral
sites [61]. This is another indicator of the inadequacy of early EAM potentials.
It is clear that an EAM potential is not sufficiently accurate to calculate the properties of
H in Zr that I wish to predict. However my use of this potential is not intended for accurate
predictions, but to compare the results of using two methods of calculating the elastic dipole
tensor. This is because, as shown in Chapter 4, there are issues with the convergence of defect
forces when using DFT which impact on the convergence of the elastic dipole tensor. For this
purpose I might have chosen any interatomic potential that provides a mechanically stable
description of H in Zr, since the method of interatomic potentials offers the precision that my
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study requires. To calculate accurate configurations and energies of the Zr-H system I have
used DFT.
3.2.1 Key Parameters and Convergence
In the present work, a Zr-H EAM potential is employed from the MedeA package developed
by Materials Design [128, 1], which is based on the Mendelev-Ackland pure Zr potential [65],
and has been fitted using ab initio calculations of Zr-H and H-H interactions. The calculations
were performed using the LAMMPS molecular dynamics package [92].
The main purpose for which the potential was developed was to better understand fuel
channel distortion and the physics involved, including changes in the volumetric properties
of Zr due to interstitial and vacancy loops and how the presence of H affects these defects.
For these reasons the potential was fitted to ab initio calculations of the energy of H atoms
clustering around a Zr vacancy, and the energy difference of H in bulk T and O sites, amongst
other scenarios [129]. The potential was tested with its future application in mind, in particular
by calculating the H-induced swelling of pure ↵-Zr and by comparing to ab initio calculations.
The Polak-Ribiere conjugate gradient scheme was used to perform the energy minimisation
[130]. The structures were relaxed until the norm of the global force vector fell to less than
10-6 eV/Å, at this force tolerance the average force per atom was 5.1⇥10-8 eV/Å. Upon
performing structural relaxations, the lattice constants obtained for Zr were a=3.24 Å, c=5.15
Å, with c/a=1.59, as compared to the experimental values of a=3.23 Å, c=5.15 Å and c/a=1.59
[131, 3]. In all calculations I used the equilibrium lattice constants predicted by the empirical
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potential at absolute zero.
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Figure 9: The force on Zr atoms as a function of increasing distance from a centrally located H atom.
The data points go as far as the maximal distance between Zr and H for each cell size. The
maximal distances were 9.43 Åfor the 3x3x2 supercell, 13.97 Åfor the 4x4x3 supercell, 19.34
Åfor the 6x6x4 supercell, and 29.13 Åfor the 9x9x6 supercell. The data points are overlaid on
one another in order of decreasing cell size.
The energies and forces for H in Zr were determined for a 4a1x 4a2x 3c (96 atom) supercell.
The choice of supercell size was based on ensuring that the separation between H atoms
in adjacent cells was approximately the same in all three directions, just as for the DFT
calculations. Figure 9 shows force convergence with cell size in a number of larger and smaller
supercells. The forces in the 3x3x2 cell have a second peak at 6.7 Å from H. This is because
of spurious interactions between Zr atoms in one supercell with H atoms in neighbouring
super cells. For cell sizes larger than the 3x3x2 cell, the forces fell to less than 10-6eV/Å at
approximately 5 Å from the H atom.
Two of the elastic constants of Zr were also calculated by applying a uniform strain to the
crystal. To determine c11+c12, biaxial strain was applied, and to determine c33, a uniaxial
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strain along the c-direction was applied. A more detailed description of the strain method is
given in Chapter 4. Using the 4x4x3 supercell, the c11+c12 elastic constant was calculated to
be 235 GPa (experimental value 218 GPa [117]) and the c33 elastic constant tensor was 183
GPa (experimental value 166 GPa [117]). The elastic constants were also checked against cell
size and they converged to within 0.006% with a supercell of 96 atoms. It is clear that the
elastic constants do not change significantly with increasing cell size.
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4
ELAST IC DIPOLE TENSOR
Il ne suffit pas d’observer, il faut se servir de ses observations, et pour cela il faut
généraliser. [. . . ] Le savant doit ordonner; on fait la science avec des faits comme une
maison avec des pierres; mais une accumulation de faits n’est pas plus une science qu’un
tas de pierres n’est une maison1
Henri Poincaré (1902), La science et l’hypothèse
4.1 introduction
The goal of this chapter is to calculate the elastic dipole tensor of a H interstitial atom in
Zr. The elastic dipole tensor enables us to characterise the interaction energy of a point
defect with another elastic field. Typically, the elastic field of H is derived by treating it as a
misfitting sphere, if it is assumed to be in an isotropic medium [23]. This does not account
for the anisotropy of both the source of the elastic field of the H atom in Zr, or the elastic
anisotropy of Zr. To adequately describe a point defect such as H, one should instead consider
its elastic dipole tensor, since the point symmetry of the interstitial site is then accounted for.
Thus in place of the typical volume dilatation term used to describe a spherical defect, one
can make use of the elastic dipole tensor to represent the strength of a defect’s elastic field,
with some directionality. Two proposed methods of calculating the elastic dipole tensor from
1 It is not enough to observe. One must use these observations, and for this purpose one must generalize. [...]
The scientist must organize [knowledge]; science is composed of facts as a house is composed of bricks; but an
accumulation of facts is no more a science than a pile of bricks is a house.
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atomistic simulations are assessed in order to determine the best approach. The resulting
dipole tensor will enable us to emphasise the effects of anisotropy at the atomic scale, on the
continuum scale. The presented work can also be used to couple atomistic simulations with
elasticity theory and continuum calculations. The best method for this will be discussed in
the concluding section of this chapter.
This chapter begins with a description of the elastic dipole tensor using the analogous case
in electrostatics, to aid conceptual understanding. The dipole tensor is then derived in two
different ways, followed by a description of how each approach can be coupled with atomistic
simulations to determine a quantitative value. The assumptions and approximations in the
derivations will be discussed, with reference to previous research. Finally, the main method
for calculating the dipole tensor is outlined, using both DFT and EP methods, followed by a
presentation of the results and discussion.
4.1.1 Multipole Expansions
The relevance and usefulness of the elastic dipole tensor can be understood by considering
the multipole expansion of the field of a system. In the case of electrostatics, the analogy
would be the electrostatic potential at some point r due to a distribution of point charges at ra







|r- r 0 - ra|
, (4.1.1)
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where ea is the charge at ra, and ✏0 is the permittivity of free space. The Green’s function
relating the potential at r to a unit point charge at r’+ra is












where R=r-r’ is the average separation between the centre of charges at r’ and the point of
observation r, with |R|   |ra|. The multipole expansion can be made by Taylor expanding the
Green’s function about R. From this, the leading terms can be established; the first term in the





























j + ... (4.1.5)
where xi corresponds to the ith component of the vector R. Using the Einstein summation
convention, the repetition of indices in a single term implies summation over all the values
of the index. The dipole moment is given by the term earai , and the quadrupole moment is
identified as earai r
a
j . The dipole and other multipole moments are a property of the distribu-
tion of charge, and arise when attempting to establish the long range field. The first non-zero
multipole moment gives the longest range field due to the distribution. This is an appropriate
quantity to calculate if we are interested solely in the far field, which is usually the case for
elastic fields.
In a similar manner, the force multipole moments characterise the long range field of a
distribution of forces, due to say, a point defect. This is shown in some detail in [81]. The
multipole expansion of forces gives rise to the elastic dipole tensor, from which the long range
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displacement field can be calculated with the aid of the elastic Green’s function. The dipole
tensor can also be derived by considering the elastic interaction between a point defect and
another elastic field, as will be shown in the next section.
4.2 theory
4.2.1 Derivation of the Elastic Dipole Tensor from the Elastic Interaction Energy
The theory of elastic interaction energies between two stress sources has been developed
by Eshelby in [87]. In this section, the same basic principle is followed to derive the elastic
interaction energy between a point defect, H, and a second stress source, such as the stress
field of a dislocation or crack. The elastic dipole tensor of the point defect is then derived
from this elastic interaction energy.
Let us first consider a single point defect contained within a fixed volume V, where the
defect is represented by a series of body forces f⇤. The point defect is the only source of stress
contained within V. For the body to be in mechanical equilibrium, tractions t⇤i are applied to








which using Gauss’s theorem and the fact that t⇤i =  
⇤





Let us now apply a displacement field, ui, on ⌃, from an external stress source. The *
denotes a field due to the point defect and no star denotes the fields of the external source.






where the work done on the body, V, by the displacement field, gives rise to an increase in
potential energy, resulting in a positive work done, Eint. Expanding t⇤i =  
⇤
ijnj, and applying

















The second term can be expanded by noting that due to the symmetry of  ⇤ij and the fact
that the externally applied field has no source inside V, ui,j should be continuous in the
vicinity of the point defect, and can be expressed as
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Since we have imposed that there are no displacements, u⇤i , on ⌃, the first term is zero,
and since the externally applied field has no source within V, its divergence is zero inside V,




The elastic interaction energy is devised using the assumptions of linear elasticity theory, in
which the superposition principle can be applied. Therefore the body forces f⇤i , due to the
point defect, and also the displacement field, ui, of the second stress source, can be evaluated
independently as if they are isolated defects within the crystal. This is the primary benefit
of this approach. Eshelby’s derivation of this same result can be found in [87], and a more
rigorous derivation has been made by Teodosiu in [81].
So far, nothing has been said about the nature of the body forces, henceforth called defect
forces, or how they might be evaluated in a crystal system. To describe the defect forces, we
use the definition given by Kanzaki in [80] to say that they are the forces applied at the pure
lattice atomic positions, that give rise to the displacements that exist in the presence of a defect
once the system is locally relaxed around it. That is, when the atoms surrounding the defect
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are relaxed but the volume V does not change, since in this problem we assume no volume
change. More is said about how this applies in practice in Section 4.3. The defect forces are
applied at the atomic positions of the undeformed crystal.
Let us now re-express equation 4.2.14 in discrete form. Let the point defect be located at r
with respect to the second defect, which is located at the origin. The elastic displacement field
at the atomic position Rn relative to the point defect, due to the second defect, is u(r+ Rn).





n) · ui(r+ Rn) (4.2.15)
where the integral over the volume dV is replaced by the sum over n nearest neighbour atoms
on which the defect forces and the displacement field act. This formulation has not been
applied in any previous work to date, to couple atomistic and continuum methods to calculate
the elastic interaction between two defects.
Figure 10: A schematic showing the positioning of the defect with respect to the external stress source.
The defect is labelled A and the external source (e.g. the second defect) is labelled B. The
force on atoms surrounding the defect, calculated in the relaxed state, are indicated by
f ⇤i (R
n). The displacement field due to B at the location of each neighbour Rn, is given by
ui(r+Rn).
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The defect forces of the point defect and displacement field due to the second defect must
be evaluated at the same point. Therefore they are both evaluated at the pure crystal atomic
positions. This enables us to evaluate the work done by a set of forces acting on the crystal
atoms due to a defect, against the displacements applied at those atomic positions due to the
second defect.
Let us now evaluate the elastic dipole tensor from equation 4.2.15. We assume that the
displacement field of the second defect is slowly varying over the atomic lengthscale in the
vicinity of the point defect, i.e. |5 u(r)| ⌧ 1. For this to be true the two defects must be
separated enough such that |r|   |Rn|. The elastic interaction energy can then be rewritten by
expanding the displacement field about r:
ui(r+ R







































The dipole tensor is symmetric because in equilibrium, there is no torque acting on the












where ✏ij is the elastic strain tensor of the second defect.
Equation 4.2.18 is a conditionally convergent sum, since the value of the elastic dipole
tensor depends on how many Zr atoms the sum is performed over, and on how the forces
decay with distance from the defect. It is essential that when the sum over n neighbour host
atoms is performed, it is done so firstly in increasing order of radial distance from the defect,
and only over full nearest neighbour shells. A full nearest neighbour shell is one in which




n) = 0 (4.2.21)
The sum over n must be limited to atoms where |Rn| is significantly less than |r| so
that the Taylor expansion in equation 4.2.16 is valid. Furthermore, conditional convergence
requires that a fully converged set of forces, that decrease as 1/R3 or faster, is obtained.
The elastic dipole tensor can be understood in a number of ways. Using the elastic interaction
energy of a point defect with a second defect, as shown above, is an intuitive way to derive
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the elastic dipole tensor. This approach is completely consistent with the multipole expansion





0 - Rn)fj(r 0 + Rn) (4.2.22)
where the displacement ui at r arising from the defect forces fj at r’+Rn due to a defect at
r’, are related through the elastic Green’s function Gij(r- r 0 - Rn). The Green’s function
is expanded about r-r’, in the same way as shown in equation 4.1.4, and the dipole tensor
arises from the second term, followed by the quadrupole moment, and so on. Once again, in
the theory nothing is said about the forces except that they are forces that give rise to the
displacements that would occurr in the presence of the defect, and the purpose of part of
this chapter is to identify how exactly to calculate these defect forces. This multipole moment
expansion is one which can enable us to understand the nature of the action of a point defect
on an anisotropic elastic medium, a traditionally continuum concept, in a discrete way.
4.2.2 Derivation of the Elastic Dipole Tensor from the Energy
An alternative formulation of the elastic dipole tensor can be made by considering the response
of the total energy of a system containing a defect, to a uniform applied strain. The elastic
dipole tensor can be defined as the derivative of the Helmholtz free energy of a system
containing a defect, with respect to small strains at a fixed volume [84] . Let us consider the
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where the coefficient of the linear term, ⇢ij is equal to the stress tensor of pure Zr, which is
zero when there is zero strain. V0 is the volume of the unstrained system [93]. The quadratic
term will give the components of the elastic constant tensor, cijkl, of Zr.
Let us now introduce a defect into the system, the functional form of the energy is the same














where the strain is still evaluated with respect to the equilibrium lattice constants of the
non-defective system. In this new system, due to the addition of a defect, the energy minimum
is no longer at ✏ij=0, and so the linear term is no longer zero. This is shown schematically in
Figure 11. We can see that the elastic constants can be calculated for the non-defective system,
as shown in equation 4.2.24, and that the dipole tensor is calculated from the first term.














Figure 11: A schematic to explain the calculation of the elastic dipole tensor of a defect by straining
a supercell. The slope of the curve for the defective system at zero strain denotes the
component of the dipole tensor corresponding to a particular strain.
The Helmholtz free energy of formation of H in Zr is given, in the case of T = 0 K , by
 E = EZr+H - EZr - EH (4.2.28)
where EH is the reference chemical potential of H (this is given as as half the energy of an H2















































The first term is zero, and the derivative of the non-defective system’s energy with respect
to strain is also zero, since we evaluate the derivative at the equilibrium strain for pure Zr
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(✏ij=0). This enables us to evaluate the dipole tensor of a defect as the energy change of a







As can be seen from the preceding derivations, the dipole tensor can be calculated in two
ways. Now the question of equivalence between the two methods must be addressed.
In both derivations, the harmonic approximation is applied, however to different degrees.
Both the methods are applied to test their equivalence in practice. Furthermore, both DFT
and EP methods are employed. The advantage of DFT is that it reproduces highly accurate
materials properties, however the precision of forces and energies is poor. Conversely, whilst
EP methods cannot reproduce all the correct physical properties of a material, they do reach
high levels of precision.
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4.3 methodology





n) · Rnj (4.3.1)
Where f*i(Rn) is the i’th component of the force on atom n, and Rn is the vector to atom n
with respect to the defect. The force is the relaxed force, which is determined by performing
a local relaxation on a system containing a defect (enabling atoms to move but the shape
and volume of the cell remain fixed in order to replicate bulk behaviour), followed by a
single point calculation of the system after the defect has been removed (not allowing atoms
to move). The vector Rn is calculated before any relaxations, i.e. they are the equilibrium
positions of the atoms in the non-defective crystal with respect to the relaxed position of
the defect. We calculate Rn with respect to the relaxed defect position because upon first
adding the H interstitial to Zr, it is not guaranteed to be in its fully relaxed position within




Figure 12: Illustration of the procedure used to evaluate defect forces. Begin with a fully relaxed
supercell of pure Zr; add the H interstitial atom to a tetrahedral site; allow the atoms to
relax whilst fixing the supercell vectors until the force on each atom is less than the specified
force tolerance; remove the defect and perform an SPC calculation of the forces. These forces
are the negative of the forces exerted by the defect, i.e. the negative of the defect forces that
we wish to calculate.
The approximation that leads to equation (4.3.1) is that r R. Therefore, unless the forces
decay as 1/R3 or faster, we cannot calculate the sum over the entire system. In particular this
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is true for DFT calculations where perfect force convergence is difficult to obtain. Therefore
the elastic dipole tensor is determined for only full nearest neighbour shells, shown in Figure
13, that satisfy two criteria: r R, and that there is no net force on the system, i.e.Pn f⇤ni = 0.
H
Figure 13: The defect forces dipole tensor is calculated by summing the force-distance outer product
over a series of nearest neighbour shells around the defect. Full shells, in which there is no
net force, are required in order to ensure that the symmetry of the defect site is reflected in
the dipole tensor.
In this work, forces determined by a local relaxation scheme were chosen. Forces can also
be calculated by a full relaxation scheme, where both the atoms and the supercell vectors are
allowed to relax. As discussed in Chapter 3 and illustrated in Figure 14, the final forces do not
differ significantly to those calculated via a local relaxation, but significant computation time
is saved by performing local relaxations only.
The effect of a point defect on the volume of the host system is also relevant. In elasticity
theory, a point defect in an infinite medium gives rise to a volume change that is proportional
to its strength, and this increases when free surfaces are introduced. My aim was to simulate
as accurately as possible the behaviour of a single H interstitial atom in bulk Zr. It has also
already been shown in Chapter 3 that for a sufficiently large system size, the volume change
introduced by a single H atom becomes sufficiently small, and we can neglect the effects of
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96 atom : full relaxations
96 atom : local relaxations
Figure 14: Force-distance profile of a 96 atom cell, calculated using both full and local relaxations. In
the full relaxation calculation a coarser 3x3x2 k-point grid was used, as compared to the
local relaxation calculation where a 4x4x3 k-point grid was used. In both cases the electronic
energy tolerance was 10-6 eV and the force tolerance was 10-3 eV/Å.
volume contributions to our calculations. For these reasons, and also because local relaxation
calculations were computationally cheaper, only forces calculated via local relaxations are
presented from this point.
The defect forces are calculated using 96- and 150-atom simulation cells, with an energy
cutoff of 400 eV and a k-point spacing of 0.02 Å-1, corresponding to a 4x4x3 k-point grid for
the 96 atom cell, and a 3x3x3 k-point grid for the 150 atom cell. A fully relaxed Zr cell is used
for the starting geometry and a H atom is introduced into a tetrahedral interstitial site. Local
relaxations are performed until the energies are converged to within a 10-6-10-8eV tolerance.
Once the force on each atom is below 10-3-10-4eV/Å, the H atom is removed and an SPC is
carried out using an electronic energy tolerance of 10-8eV or smaller and the forces on Zr
atoms are calculated.
70
The force experienced by each Zr atom is the negative of the force experienced by that atom
when the tetrahedral site is occupied by the H atom. That is, the forces calculated on the Zr
atoms in the absence of the H are the negative of the defect forces exerted by the H on the
surrounding Zr atoms. In equation 4.3.1, the positions Rnj are the unrelaxed positions of the
Zr atoms, relative to the H atom.
To process the results, the position of each Zr atom is transformed so that the H atom is






has also been confirmed during the calculations that the sum of all the forces acting on the H
is zero to within the tolerance of the forces (10-3-10-4 eV/Å), and the off-diagonal elements
of the dipole tensor are zero.








where the applied strain is uniform. The coordinate system of the strain and dipole tensors
corresponds to that of the hexagonal-close-packed lattice, where the index 1 corresponds to
the vector along the ~a1 principal direction, and similarly ~a2 = 2 and ~c = 3. Strain applied to
the basal plane in the ~a1 direction therefore corresponds to ✏11 and so on. To determine the
⇢11 and ⇢22 components of the dipole tensor, a uniform biaxial strain is applied to the basal
plane. This increases the total area of the basal plane. Since the basal plane is isotropic, the
⇢11 and ⇢22 components are the same. To determine the ⇢33 component a uniaxial strain is
applied to the c-axis, such that the crystal is expanded in the c-direction.
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The elastic dipole tensor is analagous to the atomic level stress tensor, it should therefore
be evaluated as the change in the energy of the defective system when strains are applied
homogenously. The defective system is first locally relaxed, and strains are then applied to
the supercell. The elastic constant tensor will then become that of the locally relaxed Zr+H
system before strains are applied. The energy is then evaluated via an SPC, where no more
relaxations are permitted. This will eliminate the second order changes in the energy once the
strain is applied.
Using the same energy cut-off as for the defect-forces calculations, and a 4x4x3 k-point
grid, a H interstital atom is added to 96-atom supercell of Zr, the system is locally relaxed
so that the H atom is accommodated by Zr and then is strained up to ±1% in steps of 0.5%.
No relaxations are permitted once the strain has been applied. The total energy is plotted
as a function of strain. Smaller electronic energy and ionic force tolerances were also tested;
however these did not alter the total energy by more than 10-5 eV.
Upon straining the defective system, the data points are interpolated to obtain a functional
form for the energy that is dependent on uniaxial and biaxial strains. The value of the deriva-
tive with respect to strain, @E/@✏ij, at zero strain gives the corresponding component of the
dipole tensor, as shown previously in Figure 11. The data is interpolated using a quadratic
fitting function on Mathematica 7 [132].
Using the strain method, in the case of the pure Zr system, one can evaluate the elastic



















where V0 is the unstrained volume. The sum must be made over four combinations of the
strain-derivative in order to ensure the symmetry of the elastic constant tensor [133].
The components of the elastic dipole tensor are determined by considering different kinds
of applied strain [93]. For example, proceeding from equation 4.2.24, changing the area of the








to the crystal lattice, yields the (c11+c12) elastic constants and also ⇢11 and ⇢22 dipole tensor
components. Voigt notation is used to simplify the terms in the following calculations 2:
since ⇢1 = ⇢2 = ⇢ and ✏1 = ✏2 = ✏ (4.3.6)












= c11 + c12 (4.3.9)
2 The indices of symmetric tensors can be reduced using Voigt notation, in the following way: 11!1, 22!2, 33!3,
23=32!4, 13=31!5, 12=21!6, giving:
 ij =
0BB@ 11  12  13 22  23
 33
1CCA =




Similarly, the c33 elastic constant component and the ⇢33 component of the elastic dipole
tensor are evaluated by applying a purely uniaxial strain in the c-direction:

















A series of checks were performed on the system to assess the quality of the two methods
of calculating the dipole tensor. In the case of the defect forces method, the convergence of
the force with increasing distance from the defect was assessed, since in a real system the
force should decrease to zero at large distances. However when employing periodic boundary
conditions, the forces may not decrease to negligible values before the period boundaries
are reached, depending on the size of the supercell. Supercell calculations were performed
to assess this. Checks were also performed to assess the impact, if any, of oscillations in
the charge density on the total force-distance profile. Finally, the methodology presented in
this section for DFT calculations, was also applied to EP calculations performed using the




In the first set of defect force calculations, electrons were relaxed until the change in their
energy was below 10-6 eV and the ions were relaxed until the magnitude of the largest force
was below 10-3eV/Å. The level of precision obtained in the forces can be increased, but at
the cost of simulation time. The results here show that whilst initially they fall rapidly with
the distance from the defect, the forces at each Zr atom do not reach zero, nor do they fall
smoothly, as is demonstrated by the variations in Figure 15.
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150 atom cell : local relaxations
96 atom cell : local relaxations
Figure 15: This plot shows the convergence of the defect forces with respect to the size of the compu-
tational cell. The absolute value of the force at each Zr atom is shown with respect to the
unrelaxed positions. Forces are obtained from the SPC step, after the removal of the H atom
from a locally relaxed Zr96H and Zr150H supercell. A plane wave energy cutoff of 400eV
was used. In addition, 4x4x3 and 3x3x3 k-point grid were used for the 96 atom cell and the
150 atom cell calculations, respectively. In the local relaxation step ions were relaxed until
changes in electronic energy were below 10-6 eV and changes in the forces were below
10-3 eV/Å.
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With the initial choice of tolerance criteria it is difficult to tell whether these variations
are related to noise, or some other phenomenon, such as long range variations in the charge
density, or image interactions. This can be tested by reducing the force and energy tolerances
so that the charge density becomes self consistent to a high precision, which will result in a
greater convergence of the forces.
Figure 16 shows the change in the forces for an electronic energy tolerance of 10-8 eV and
force tolerance of 10-4 ev/Å. The results are overlaid with the data from the calculations
shown in Figure 15. The result of the reduced tolerances is that forces are much closer to
zero during the local relaxation step, before the removal of H, as shown in Figure 17, and
there is a higher precision in the calculated forces after the removal of H. However as Figure
16 demonstrates, there is little change in the convergence of the forces, and in fact the final
forces differ for each calculation only in the fourth decimal place. This tells us that whilst
the precision has increased slightly, the variations in the forces obtained by the original
calculations are not necessarily numerical noise but an artefact of another property of the
system. This lack of convergence of the defect forces to negligible values at long range will
affect the defect-forces dipole tensor, as shown in the results section, and prompts the next
investigation into charge density variations.
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96 atom cell :  fi < 10 3eV/A˚
96 atom cell :  fi < 10 4eV/A˚
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150 atom cell :  fi < 10 3eV/A˚
150 atom cell :  fi < 10 4eV/A˚
Figure 16: This plot shows the convergence of the defect forces with respect to unrelaxed atomic
positions, for two force and energy tolerances. Forces are obtained from the SPC step, after
removal of H atom from a locally relaxed (a) Zr96H, and (b) Zr150H supercell. A plane
wave energy cutoff of 400 eV was used. A 4x4x3 and 3x3x3 k-point grid were used for the 96
and 150 atom cell calculations respectively. In the local relaxation step, ions were relaxed
until changes in electronic energy were below 10-6eV (blue), 10-8 eV (red) and changes in
the forces were below 10-3 eV/Å (blue) 10-4 eV/Å (red).
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96 atom cell :  fi < 10 3eV/A˚
96 atom cell :  fi < 10 4eV/A˚
Figure 17: This plot shows the effect of force and energy tolerance criteria on the convergence of the
forces during the local relaxation of a Zr96H supercell. Forces are obtained from the local
relaxation step, before removing the H atom. A plane wave energy cutoff of 400eV, and a
4x4x3 k-point grid were used. Ions were relaxed until changes in electronic energy were
below 10-6eV (blue) and 10-8 eV (red) and changes in the forces were below 10-3 eV/Å
(blue) and 10-4 eV/Å (red).
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4.4.2 DFT: Charge Density
The force variations observed in the previous section persist even when the force and energy
tolerance is reduced, suggesting that the real cause is variations in the charge density, on
which the force depends. Therefore the charge density of the H atom in Zr is investigated.
The charge density computed during DFT calculations can be used to determine where
the majority of the charge goes upon adding H to Zr, and allowing it to relax. The total
electron density multiplied by the cell volume, ⇢(r) · Vcell, was calculated, and the charge
density in units of bohr-3 (a-30 ) is plotted. A difference map of the charge density between
the locally relaxed Zr supercell containing a H interstitial, pure Zr and pure H systems
(⇢[Zr96H]- ⇢[Zr96]- ⇢[H]) is plotted in Figure 18, for a 4x4x3 supercell of 96 Zr atoms. In
Figures 18 (a) and (b) only two isosurface values have been plotted, to illustrate where elec-
trons have moved from and to. In the Figures 18 (c) and (d), a slice along the x-z plane, and
x-y plane, at the coordinate of the H atom (in cartesians: [7.56, 4.67, 8.41]Å) is shown. The
lobes of charge along the tetrahedral bonds between the H atom and the Zr atoms reflect the
formation of s-d hybrids between the H and its 4 surrounding Zr neighbours.
Part of this charge profile is purely due to the H atom, and part of it is caused by the
displacement of the Zr atoms upon accommodating the H interstitial, since the charge density
is given at a fixed set of grid points. Therefore in order to view the nature of the charge profile
of H in Zr, the simpler case of calculating the difference between an SPC of ZrH, and pure Zr
is required. As the Zr atoms are not permitted to move during an SPC calculation, subtracting
the charge densities will remove all charge due to Zr and leave only that of H. This is shown
in Figure 19, where it is clear that the charge profile again reflects the nature of the bond
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Figure 18: Difference maps showing the rise and fall of charge density at each point in the supercell,
between a pure cell of Zr and single H atom, and Zr cell containing a H atom. The shape
of the lobes suggests the formation of s-d hybrids when the H and Zr atoms bind. The
yellow regions refer to areas of positive charge (+0.004 a-30 ) and the blue regions refer to
areas of negative charge (-0.004 a-30 ). The top two images are 3D plots of the difference
map, showing the a-c plane and the basal plane. Plots (c) and (d) show the charge density
between ±0.004 a-30 for slices of the x-z and x-y planes respectively, made at the y and z
coordinates of the H atom respectively.
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between H and the surrounding Zr atoms in a tetrahedral configuration. Figures 19 (a) and
(b) show a range of isosurfaces of decreasing charge density up to the outermost surfaces. A
clearer illustration of the charge profile is given by the sliced images of the x-z and x-y planes
in Figures 19 (c) and (d). We can see from Figure 19 that the majority of the charge density
due to H appears highly localised around the H atom and falls to ±0.001 a-30 (±0.007 Å-3) at
the first nearest neighbour Zr atoms.
To observe the charge density as a function of distance from the H atom more closely, the
charge density data used for the difference maps can be plotted in a selected number of
directions, as shown in Figure 20. Figure 20(a) shows the variation in the charge density along
the principal directions of the HCP crystal. Figure 20(b) shows the charge density along the
diagonal directions. There are clear variations in the charge density which can impact on the
defect forces.
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Figure 19: These plots show the charge density profile of an unrelaxed 4x4x3 Zr supercell containing a
single H atom, minus the charge density of a pure Zr system. Since the Zr atoms have not
been allowed to relax, the charge density of Zr has been completely removed and only the
charge density of a single H atom remains. Plots (a) and (b) show the isosurfaces of charge
between ±0.004 a-30 in steps of 0.001 a-30 . The outermost isosurfaces correspond to the
lowest charge densities: +0.001 a-30 (pink) to -0.001 a
-3
0 (blue) . Plots (c) and (d) show the
charge density between ±0.004 a-30 for slices of the x-z and x-y planes respectively, made at
the y and z coordinates of the H atom respectively.
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a1 + a2   direction
a1 + a2 + c  direction
Figure 20: The charge density difference between an SPC calculation of a Zr supercell containing H
and a pure Zr supercell, shown as a function of distance from H in various directions.
Plot (a) shows the variation in the charge density along the a1, a2 and c directions in the
HCP crystal. Plot (b) shows the charge density variations in the a1+a2 direction and in the
diagonal direction from the H atom to the corner of the supercell.
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4.4.3 DFT: Calculating the dipole tensor using the defect forces method





where the defect forces used were obtained after locally relaxing a defective supercell, and
calculating the forces upon the removal of the defect, using only an electronic relaxation.
The positions, Rnj are the unrelaxed positions of the host atoms with respect to the relaxed
position of the defect, to ensure that the defect is in a fully equilibrated position within the
tetrahedral site. All 9 components of the dipole tensor were obtained, but only 3 compo-
nents were non-zero: ⇢11 = ⇢22 and ⇢33. The components ⇢11 = ⇢22 because of the point
symmetry of the tetrahedral site, and more fundamentally because of the symmetry of the
basal plane. The ⇢33 component differs from ⇢11 = ⇢22 because of the non-ideal c/a ra-
tio of the Zr crystal. The dipole tensor will be symmetric, with ⇢ij = ⇢ji, because there
is no torque on the defect. Furthermore, the components where i6=j were zero because of
the point symmetry of the local atomic environment of the defect. Finally, the sum of the
magnitude of the forces acting on the H atom also equated to zero to within the force tolerance.
Figure 21 shows the value of the cumulative sum in equation 4.3.1 with increasing radial
distance of each Zr atom from the defect. The dipole tensor does not converge to a single
value as Rn increases. This can be related back to the calculation of defect forces, which feeds
into the defect-forces method dipole tensor. These forces were found previously to vary even
far from the H atom, which results in non-zero values of f⇤ni (R
n)Rnj to be incorporated into
the sum, raising its value gradually.
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Figure 21: The ⇢11 = ⇢22 and ⇢33 components of the elastic dipole tensor calculated using the defect
forces method, as a function of distance from the defect. The data was obtained from a DFT
calculation of the defect forces using a plane wave energy cutoff of 400 eV, an electronic
energy tolerance of 10-6 eV and a force tolerance of 10-3 eV/Å. A 4x4x3 and 3x3x3 k-point
grid was used for the 96 and 150 atom cells respectively. The dipole tensor calculated using
the strain method, in a 96 atom cell, is also given by the flat lines, since it is not dependent
on distance from the H atom. A description of the strain method calculation is given in
Section 4.3.
The first shells surrounding the defect give a steadily increasing value for the dipole tensor
components, until the value becomes more steady. The region of increasing ⇢11 and ⇢33 is the
region where the host atoms are closest to the defect, and so they are displaced significantly
more than the atoms farther away. Because of this displacement, the atoms in these nearby
shells are likely to be outside of the realm of harmonic lattice theory, particularly in the case of
a strongly perturbing defect such as a H interstitial. Therefore they can be clustered together
to instead describe the ’extended defect’. This approach has been taken in other work [80, 88],
and was also applied to the current data by taking the sum from the second nearest neighbour
shell onwards, neglecting the atoms on the tetrahedral site. The results are shown in Figure 22,
for a 96 atom cell, and are overlaid with the dipole tensor evaluated with the full sum from
the first nearest neighbour shell. Expectedly, the ⇢11 and ⇢33 components were lower than for
the full sum since the largest forces are not counted. Agreement with the strain method dipole
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tensor was not improved, but in general the convergence of the dipole tensor was improved.
However without further calculations to determine where harmonic behaviour truly begins,
the choice of where to define the extended defect remains arbitrary.
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Figure 22: This plot shows the ⇢11 = ⇢22 and ⇢33 components of the elastic dipole tensor calculated
using the defect forces method from the first nearest neighbour shell (1), and for the second
nearest neighbour shell (2), as a function of distance from the defect. The data used in this
plot was obtained from a DFT calculation of the defect forces in a 96 atom cell, using a plane
wave energy cutoff of 400 eV, a 4x4x3 k-point grid, an electronic energy tolerance of 10-6 eV
and a force tolerance of 10-3 eV/Å. The dipole tensor calculated using the strain method is
also overlaid (strain).
Reducing the electronic energy and force tolerances did not result in a significant decrease
in the forces at large distances, implying that the force variations are not a consequence of
numerical noise in the electronic structure calculations. The finite size of the supercell results
in interactions between the supercells which contribute to the total force on an atom far from
the defect. Figure 23 shows the dipole tensor against varying cell size, calculated using only
unrelaxed forces during a single point calculation. Cell sizes of 96, 150, 200 and 288 atoms
are shown, and the figure illustrates that there is some convergence of the dipole tensor with
increasing cell size, if we ignore the data from the 200 atom cell calculations (shown in red).
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All the supercells have a cubic geometry except for the 200 atom cell, which has a height of
approximately 20Å verses a width of approximately 16Å. This is the key difference between
the simulation cells, which accounts for the difference in the dipole tensor convergence. The
computational expense limits the possibility of performing full calculations of the forces
described in Section 4.3 for cell sizes larger than 150 atoms.
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⇢11 : 288 Atoms
⇢11 : 200 Atoms
⇢11 : 96 Atoms
⇢11 : 150 Atoms
⇢33 : 288 Atoms
⇢33 : 200 Atoms
⇢33 : 150 Atoms
⇢33 : 96 Atoms
⇢11 (strain)
⇢33 (strain)
Figure 23: The elastic dipole tensor evaluated using the summation method, with unrelaxed defect
forces calculated during an SPC of a 96, 150, 200 and 288 atom cell of Zr containing a H
tetrahedral interstitial. The values of the ⇢11 and ⇢33 components are significantly larger
than the dipole tensor evaluated with locally relaxed defect forces since local relaxations
around the defect have not been permitted.
Even though the residual defect forces at large values of |Rn| are small, the number of
atoms at |Rn| from the H atom varies as |Rn|2. In the expression for the dipole tensor,
each defect forces is multiplied by a component of Rn. Therefore, unless the defect forces
decay with |Rn| more rapidly than 1/|Rn|3, the dipole tensor will not converge. This
is the fundamental cause of the lack of convergence of the dipole tensor calculated with
equation 4.3.1. The computational cell could not be made sufficiently large to guarantee this
convergence.
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4.4.4 DFT: Calculating the dipole tensor using the strain Method






Upon obtaining the energy response to strain in the case of non-defective Zr, the quadratic
fit generated from the data was:
EZr(✏xx, ✏zz) [eV ] =- 1.40103⇥ 10-9 + 0.000010282✏xx+
3069.13✏xx2 + 3.94256⇥ 10-6✏zz + 1698.56✏xx✏zz + 1223.16✏2zz
(4.4.1)
where the energy is given in eV. Equation 4.4.1 is plotted in the contour plot in Figure 24,
with the point of minimum energy found at the point of zero strain. From this relationship a
benchmark check can be performed for the elastic constants. As demonstrated Section 4.3, the
sum of the elastic constants c11+c12 is obtained from the application of biaxial strain in the
basal plane, and can be identified in equation 4.4.1 from the coefficient of ✏2xx at the point of
zero strain in the c-direction. Since the equation is in eV, it is necessary to first calculate the
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Figure 24: Contour plot showing the energy-strain surface for a system of pure Zr. The energy is given
in eV. The x-axis corresponds to the application of biaxial strain in the basal plane, and
the y-axis corresponds to the application of uniaxial strain along the c-direction. The plot
shows a well with energy minimum at zero strain. The shape of the surface illustrates the
difference between the elastic response of the Zr system in the c-direction and the basal
plane.
value in terms of a stress, or energy per unit volume, and then to convert the units to GPa in
order to compare to experimental data. The calculation follows from equation 4.3.9





























= 217.332 GPa (4.4.7)
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= 173.23 GPa (4.4.9)
These are compared to experimental values in Table 4 in Chapter 3. The c11 and c12 elastic
constants cannot be extracted individually without further calculations, however their sum is
calculated with good accuracy. There is also reasonable agreement between the predicted and
experimental c33 elastic constant. In DFT, typically the exchange and correlation function in
the LDA tends to overestimate the c33 elastic constant, whereas the GGA that has been used
in this work usually underestimates c33. However, the result for c33 presented agrees with
the experimental work of Fisher and coworkers in [134], where the elastic moduli at 4K are
reported. The c33 reported in the present work is higher than that calculated by Hearmon and
coworkers in [117]. At room temperature the elastic constants are typically higher than those
calculated by DFT. Previous DFT calculations by Domain and coworkers where the GGA
was employed yields a lower c33 [31]. A number of factors differ between the present work
and that of Domain and co-workers, such as the plane wave energy cutoff, the interatomic
potential and the specific GGA exchange and correlation function used. Any of these factors
could contribute to the difference in calculated elastic constants.
Upon adding the H interstitial atom, the same calculation as for non-defective Zr is done
to obtain the energy of defective Zr as a function of strain. As shown by equation 4.4.11, the
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key difference is that the coefficients of ✏xx and ✏zz are now significantly non-zero, and are
identified as the ⇢11 = ⇢22 and ⇢33 elastic dipole tensor components.
EZr+H(✏xx, ✏zz) =0.00107358- 3.35575✏xx + 2996.67✏2xx- (4.4.10)
1.74027✏zz + 1853.86✏xx✏zz + 1206.04✏2zz (4.4.11)
A contour plot of the new energy-strain surface is shown in Figure 25, with the energy
Figure 25: Contour plot showing the energy-strain surface for a system of defective Zr. The x-axis
corresponds to the application of biaxial strain in the basal plane, and the z-axis corresponds
to the application of uniaxial strain along the c-direction. In this figure, the axes show the
changing lattice constants of a 4x4x3 supercell of Zr upon applying the strains, as compared
to showing the strains directly in Figure 24. The green point refers to the energy minimum
of the defective system, and the red point refers to the energy minimum in the non-defective
system.
minima of the non-defective (red) and defective (green) systems. The energy-strain shift due
to the presence of the H interstitial defect is illustrated in Figure 26.
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Figure 26: The energy-strain curves for pure Zr and Zr+H, shown as a function of ✏xx (left) and ✏zz
(right) The blue curves represent the pure Zr system and the red curves represent the
defective system.









To compare these components to those calculated by the defect-forces method, two lines
corresponding to ⇢11[strain] and ⇢33[strain] are given in Figure 21. The elastic constants
that have been determined using the strain method are comparable to both experimental and
other theoretical data, giving more confidence in the dipole tensor established by this method.
Furthermore, the dipole tensor obtained by the defect-forces method varies with increasing
cell size, and increasing distance from the defect, whereas it is expected to converge to a single
value. The difficulty in the convergence is because DFT calculations cannot be performed with
sufficiently large cell sizes. There is also the issue of lack of precision in DFT calculations,
or difficulties in reaching self-consistency of the charge, as well as variations in the charge
density, which can all contribute greatly to the convergence of the forces.
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4.4.5 Empirical Potential
Obtaining comparable dipole tensors by the two methods relies on accurate and precise
calculations. Whilst DFT can provide a high level of accuracy of atomic interactions, the
results depend on reaching self consistency of the electronic structure - i.e. the ground state
electron density. If self consistency is not obtained, there will be first order errors in the
forces. If we make use of an empirical potential (EP) instead of DFT to model the atomic
interactions, the error associated with the electron density can be removed and the two
methods of calculating the dipole tensor can be compared more reliably. A description of EP
methods, and the particular potential employed in these calculations is described in Chapter
3.
4.4.6 Elastic Dipole Tensor
Since calculations of systems containing millions of atoms are possible using EP methods, the
dipole tensor was calculated using both methods for super cells of 96 atoms, up to super cells
of 972 atoms, as shown in Figure 27.
The values of the dipole tensor components, and the elastic constants, are also tabulated
in Table 5. Figure 27 illustrates uniform convergence of the dipole tensor with cell size. The
dipole tensor calculated using defect forces is converged (3.57 eV for ⇢11 and 3.31 eV for ⇢33)
at 10 Å from the H atom. However there is still a significant difference in the final value of the
defect-forces method dipole tensor, and the strain method dipole tensor.
93
0 5 10 15 20 25 30 35
























0 5 10 15 20 25 30 35
























Figure 27: The dipole tensor components ⇢11 (top figure) and ⇢33 (bottom figure) are shown. The
curved lines illustrate the dipole tensor components calculated via the defect-forces method.
The dashed straight lines illustrate the dipole tensor components calculated via the strain
method, since it is independent of distance from the H atom. Calculations were performed
for supercells containing 32 atoms (3x3x2 - blue), 96 atoms (4x4x3 - green), 288 atoms (6x6x4
- red) and 972 atoms (9x9x6 - yellow).
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3x3x2 4x4x3 6x6x4 9x9x6 Experiment [117]
c11+c12 (GPa) 235.12 235.12 235.12 235.12 144+74=218
c33 (GPa) 182.845 182.84 182.84 182.84 166
⇢11 [strain] (eV) 3.99 3.94 3.91 3.91 –
⇢33 [strain](eV) 3.71 3.68 3.67 3.67 –
⇢11 [defect-forces] (eV) 2.98 3.44 3.54 3.57 –
⇢33 [defect-forces](eV) 3.16 3.30 3.31 3.31 –
Table 5: The elastic constants and dipole tensor as a function of supercell size from the empirical
potential calculations. The converged dipole tensor components using the defect-forces method
are also included for comparison. The 3x3x2 supercell contains 32 atoms, the 4x4x3 supercell
contains 96 atoms, the 6x6x4 supercell contains 288 atoms and the 9x9x6 supercell contains
972 atoms. There is currently no experimental or computational data for the strain method
and defect-forces method dipole tensor.
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4.5 discussion
The purpose of evaluating the dipole tensor via two approaches - the defect-force method
and the strain-method - was to establish how well one could characterise a point defect in
an anisotropic elastic crystal, and also to determine which approach is more accurate. There
was disagreement between the elastic dipole tensors calculated using the two methods. Fur-
thermore, whilst there was slightly better agreement between the two methods when applied
using an EP, the comparative magnitude of the ⇢11 and ⇢33 components were opposite to
those calculated using DFT, as is shown in Figure 27, where ⇢11 = ⇢22 > ⇢33.
First let us assess the DFT results for the elastic dipole tensor. As noted in section 4.2.1,
the defect-forces method, also known as the Kanzaki-Hardy method [84], requires highly
converged forces. This was not possible using DFT because of persistent variations in the
forces as the distance from the defect increased. The reason for these variations was not fully
determined, and they were not successfully mitigated, although a number of possibilities were
tested. These included reducing the electronic energy and ionic force tolerances during the
local relaxation step of the defect force calculations, investigating the impact of charge density
variations on the forces, and investigating the impact of finite size effects on the convergence
of the forces by increasing the supercell size.
Accurate forces rely on reaching self-consistency in the charge density to a very high degree
of precision, and DFT employs the variational method to evaluate the energy as a functional
of the charge density. First order errors in the charge density give rise to second order errors
in the energy but first order errors in the forces. Therefore when the dipole tensor is calculated
by the method of defect forces using DFT, the error in the charge density must be reduced by
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an order of magnitude for the accuracy of the defect forces dipole tensor to be comparable to
the dipole tensor calculated from the energy of the strained supercell. To increase the accuracy
of the final forces, the electronic energy tolerance was reduced by a factor of 10-3 eV, and
the force tolerance was reduced by a factor of 10. With the more precise calculations, the
variations in the forces were not eliminated, and the resulting dipole tensor did not agree
with that from the strain method.
Force convergence was achieved using the EP calculations. A key difference between EP and
DFT methods is the use of charge density in the calculation of the forces in DFT. Therefore it is
possible that charge density variations are the cause of force variations in the DFT calculations,
that do not appear in EP calculations. This prompted the next investigation into charge
density variations as a possible cause of the persistent force variations at large distances
from the H atom. The charge density difference map in Figures 19(a) and 19(b), between
Zr and Zr+H, when both systems are unrelaxed, shows that the majority of the electronic
charge is distributed around the H atom. However looking at linear profiles of charge density
against distance from the defect in various directions, it is clear that there are persistent small
variations, as shown in Figure 20. The variations in the charge density were not eliminated by
reducing the force and energy tolerances and so may be related to some other effect.
As illustrated in Figure 20, the variations in the charge density of H in Zr decay in amplitude
with increasing distance from the H atom. For metals at low temperatures, the discontinuity
of the Fermi-Dirac distribution at the Fermi level results in oscillations in the decaying charge
density due to a foreign defect [135]. These are known as Friedel oscillations [136], and they
mimic ripples in water caused by a pebble. The variations observed in Figure 20 may be these
Friedel oscillations, however the charge density decays much more rapidly than 1/r3, which
is the typical decay rate for Friedel oscillations. The variations also do not have the same
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periodicity seen in Friedel osciallations. This may be due to the presence of positive ion cores
in the Zr crystal, which distort the oscillations. Nonetheless it is clear that there are variations
in the charge density, and these same variations can be seen in properties that depend on the
local electron density, such as the forces.
One can decompose the total energy of accommodating a H interstitial in a Zr supercell
into two parts: chemical and mechanical. This can offer some insight into the dominant contri-
bution of the H atom to the Zr system, whether it is simply the chemical energy of adding H
to Zr, or whether the majority of the energy is used to deform the Zr cell. For small interstitial
defects entering large interstitial sites the mechanical contribution is smaller. The energy of
adding a H atom to Zr was decomposed by first calculating the energy change when adding
H to Zr and not allowing relaxations, and then the energy change in allowing the relaxation.
The decomposed energies where -0.11198 eV (chemical) and -3.745857 eV (mechanical). It
is clear from this result that H has a large elastic energy contribution to Zr as compared to
other defect types, partly due to its volume of formation, and partly due to the size of the
tetrahedral site it prefers to occupy.
Supercell size can impact on the convergence of the forces. However testing this with DFT
can become computationally expensive. Therefore, for a select number of supercell sizes with
experimental lattice parameters, forces were calculated by an SPC, as shown in Figure 28
(this is the same as Figure 7 in Chapter 3). These plots show the effect of supercell size on
the chemical component of the force, and effectively demonstrate the screening length of Zr
on the H atom. At first glance there appears to be a better convergence of the forces with
increasing supercell size, as shown in Figure 28(a). Looking more closely, as shown by Figure
28(b), we can see that there are still significant variations in the chemical component of the
force at large distances from the H atom but they fall in magnitude. This suggests that a much
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larger supercell might yield better convergence in the forces. However since these are not the
same as the defect forces, for a number of reasons they will not yield necessarily comparable
results to a supercell convergence test of the locally relaxed defect forces. Firstly, since the
experimental lattice parameters were used there will be residual internal stresses present
since the Zr supercell is not fully relaxed. Secondly, the effect of supercell size on the forces is
underestimated when evaluated using an SPC. This is because the periodicity of the supercell
requires strains to be zero at the boundaries, and therefore the gradients of the displacement
fields to be zero. These constraints introduce additional forces on atoms. When we do not
allow relaxations, the constraints are already satisfied. When we allow local relaxations, and
therefore displacements, additional forces arise since the constraints must be satisfied. This
places a greater impact of supercell size on the locally relaxed forces.
The dipole tensor has been calculated in a similar way to the defect-forces method presented
in this thesis by Domain and coworkers in [91], for the case of foreign interstitial atoms (FIAs)
in ↵-Fe. The elastic dipole tensor was calculated for C and N FIAs. Full relaxations were
performed on the defective supercells and then the forces were calculated upon the removal
of the defect. In the present work only local relaxations are permitted. Domain and coworkers
reported dipole tensors for C and N in octahedral sites, where the sum was performed for
atoms up to three different cutoff radii from the FIA. Domain and coworkers followed the
method of [88], and did not identify the need to ensure that the shell of atoms has no summed
net force as has been established in the present work. In addition it is not clear whether
Domain and coworkers evaluated the dipole tensor at the pure crystal atomic positions or at
the relaxed positions. Therefore whilst Domain and coworkers obtained unchanging values
for ⇢33, the ⇢11 and ⇢22 dipole tensor components varied significantly with the choice of
cutoff radius. This variation could also be due to the same factors established in the present
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Figure 28: To show the convergence of forces with distance from a H atom, for increasing cell sizes.
The forces shown are those evaluated after an SPC of the Zr system containing a single H
atom, with both the ionic positions and supercell vectors fixed. The forces were evaluated to
within a tolerance of 10-6eV/A. The cell sizes used included a 4x4x3 supercell containing 96
atoms, a 5x5x3 supercell containing 150 atoms, a 6x6x4 supercell containing 288 atoms, and
a 7x7x4 supercell containing 392 atoms. Both figures show the same data, however figure (b)
has an enlarged scale along the y-axis.
work, such as the lack of convergence in the defect forces and the impact of supercell size.
The dipole tensor calculated using the strain-method agreed with the defect-forces dipole
tensor with regard to the comparative magnitudes of ⇢11 and ⇢33 (that is, ⇢11 = ⇢22 < ⇢33).
The strain method, using DFT, was found to predict that c11+ c12 = 217 GPa and c33=173 GPa.
Compared to the experimental work from [117] (where c11+ c12 = 218 GPa and c33=166 GPa
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), the c33 constant is overestimated. These results offer some confidence in the strain-method,
and the dipole tensor we can calculate with it. No predictions of physical properties were
made and tested with the defect forces method, although in principle the defect relaxation
volume, 4v, could be predicted using the trace of the dipole tensor and the bulk modulus B:
4v = Tr(⇢)/3B [91]. However this is dependent on obtaining a converged dipole tensor.
To compare the DFT results to previous work, the available experimental data from the work
of MacEwen and coworkers in [2] and the DFT calculations of Domain and coworkers in
[31] were assessed. In the experimental paper the authors evaluated a tensor, known as the
 -tensor of deuterium in Zr by measuring the change in lattice parameters, from which they
calculated the strains present in the crystal as a function of deuterium concentration. The
















where a0 and c0 are the lattice constants of pure Zr, and a and c are the lattice constants
measured when there is a H concentration cH. The  -tensor is based on Vegard’s law, which
states that at constant temperature, the lattice constant of an alloy is linearly related to the
concentration of constituent elements. The lattice constants were measured using time of flight
neutron diffraction. The authors report that  11=0.032 and  33=0.052, and explain this as a
larger expansion along the c-direction [2].
It is essential that we are clear that the  -tensor and the elastic dipole tensor are not the
same, this can be observed through dimensional arguments: the  -tensor is unit-less since
the concentration is given in atomic fractions, and the dipole tensor is measured in units of
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energy. However, the  -tensor suggests that the presence of H in Zr has greater impact along
the c-direction, in agreement with the dipole tensors calculated using DFT in this thesis. A
key difference between the experimental techniques and the DFT calculations is that fewer
constraints can be applied in experiment. Therefore the experimental results are due not only
to the internal relaxations that occur in the presence of H but also the relaxations that occur
due to the presence of a surface. However for such large systems as the samples tested, surface
relaxations begin to have a negligible effect. The experimental data can be converted into the
elastic dipole tensor by considering Hooke’s law
 ij = cijkl✏kl (4.5.3)
) ⇢ij = Vcijkl✏kl (4.5.4)
The data points for H in Zr at 777K were extracted from [2], and they are tabulated in Table 6.
For an atom ratio of 0.01:1 (H:Zr), the lattice constants were a = 3.243 Å and c = 5.176 Å (with
an error of ±10-4 Å), and the volume of the unit cell was 47.136 Å3 (with an error of ±5⇥ 10-3
Å3). Using a line of best fit on the extracted data, the lattice constants for a sample containing
no H atoms were a0 = 3.242 Å, and c0 = 5.173 Å. The experimental elastic constants from
[117] can be used to evaluate ⇢ij using equation 4.5.4, giving ⇢11 = 3.605 eV and ⇢33 = 4.423 eV.
Atom Ratio (H:Zr) a (Å) c (Å) V (Å3)
0.0016 3.2419 5.1736 47.0909
0.0082 3.2423 5.1752 47.1163
0.0100 3.2427 5.1761 47.1362
0.0134 3.2432 5.1772 47.1599
0.0213 3.2438 5.1792 47.1892
0.0289 3.2449 5.1815 47.2516
Table 6: Lattice constants of Zr as a function of H:Zr atom ratio, extracted from the plots in the
experimental paper of MacEwen and coworkers [2].
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The strain as a function of H concentration can also be evaluated at H atom ratio of 0.01:1.
MacEwen and coworkers report a strain along the basal plane of ✏11 = 0.0003 and a strain
along the c-axis of ✏33 = 0.0005. This matches their statement that there is a larger expansion
along the c-direction, which is due to the fact that the combination of c11 + c12 is larger than
c33. In the present work, the calculated strains using the strain-method are ✏11 = 0.00044
and ✏33 = 0.00038, showing a disagreement with the experimental work of MacEwen and
coworkers. At such high temperatures and low concentrations, H tends to remain in solution
[28], and so the formation of hydrides is not likely to be the cause of this disagreement.
Presumably then, the disagreement is down to the difference in method of calculation, where
more constraints can be applied when using computer simulations.
Domain and coworkers used a similar approach to MacEwen et. al. but with DFT, and cal-
culated the  -tensor by evaluating the strain in a Zr supercell as a function of H concentration.
Their theoretical paper reports  11=0.033 and  33=0.1, where their calculated value of  33
is twice that of MacEwen et. al. The results from Domain and coworkers suggest that their
calculations were performed with full relaxations, which similarly to the experimental work,
may be the reason for the larger strains along the c-direction.
Whilst the previous experimental and theoretical works yield a tensor that agrees with
the present work, in that the component along the c-direction is greater than the component
along the basal plane, it is important to note some vital differences. The interpretation of the
two tensors is also different. The  -tensor is a way of characterising the distortions due to
the presence of a H concentration, not that of a single H atom in a tetrahedral interstitial
site. Although it is noted that the periodic boundary conditions within DFT impose a con-
centration, a sufficiently large supercell makes it possible to simulate an isolated defect. The
dipole tensor calculated using DFT in the present work shows that H exerts larger forces
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along the c-direction than along the a-direction, which is due to the stiffness of the Zr crystal
along the c-direction. The stiffness along the c-direction will then result in smaller strains
in the presence of a defect. Therefore the explanation that the  -tensor results show greater
accommodation along the c-direction are at odds with the present work, and may be more likely
due to the strains caused by H in multiple interstitial sites in the Zr crystal.
The EP technique was chosen to compare the two methods of evaluating the dipole tensor
because charge density plays no role in empirical potentials, and so they are far more reliable
for obtaining well-converged, but not accurate, forces. So whilst the calculated dipole tensors
are not expected to be correct, the EP technique offers a way to compare the two methods of
calculating the dipole tensor more clearly. The resulting elastic dipole tensors still differed
from eachother by a small amount, even for increasing supercell sizes up to a 972-atom cell.
This difference is clear in Figure 27. The magnitude of the ⇢11 and ⇢33 components, whilst
not expected to be the same as that calculated by the DFT approach, was at least expected to
follow the same trend, with ⇢33 > ⇢11, but this was not the case. Using the strain method,
both the c11 + c12 and c33 elastic constants were overestimated by 7.7% and 10% respectively,
compared to the experimentally measured elastic constants from [117]. The consistent discrep-
ancy between the ⇢11 and ⇢33 components calculated by the strain and defect forces methods
was unexpected, since the forces were calculated to a high degree of precision, as were the
energies, within the domain of the given simulation method.
To understand the origin of why, for the EP, the ⇢11 component of the dipole tensor was
larger than the ⇢33 component, in disagreement with the DFT results, let us look more closely
at the defect forces on the Zr atoms in the tetrahedron surrounding H, from both EP and
DFT. As shown in Table 7, it is clear that the magnitude of the force on the Zr atom directly
above H, calculated using DFT is greater than on the Zr atoms that make up the base of the
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tetrahedron. Figure 29 shows a schematic of the tetrahedron with the atom numbers labelled.
Figure 29: A schematic showing a H atom and the four surrounding Zr atoms that make a tetrahedral
site in a Zr crystal. The Zr atoms are numbered so as to identify the position of the atoms
given in Table 7. The magnitude of the force exerted by H on Zr atom 4 is greater than the
force on Zr atoms 1,2 and 3.
Atom x1 x2 x3 fx fy fz R F
1 1.919 0 -0.645 0.367 0 -0.175 2.024 0.407
2 -0.959 1.662 -0.645 -0.184 0.318 -0.175 2.024 0.407
3 -0.959 -1.662 -0.645 -0.184 -0.318 -0.175 2.024 0.407
4 0 0 2.056 0 0 0.513 2.056 0.513
Table 7: This table shows the defect forces exerted by H on surrounding Zr atoms, calculated using
DFT. The x1, x2 and x3 components of the vector from the H atom, situated at the origin,
to each Zr atom, and the magnitude of each vector, R, are given in units of Å. The force
components fx, fy and fz, and the magnitude of the force from H to each Zr atom, are given in
units of eV/Å. This table illustrates that the force exerted by H on the Zr atom directly above
it along the c-direction, is greater than the total force on the remaining three Zr atoms.
Considering the elastic constants of the Zr crystal, (c33 = 166, c11 = 144 [117]), Zr is signif-
icantly stiffer in the c-direction than in the a-direction. It therefore follows that for a given
displacement, a greater force is exerted along the c-direction by a foreign interstitial atom
than the force along the a-direction. The elastic dipole tensor evaluated by the summation
method relies on the force-moments, that is the sum of the outer product of the forces and
position vectors on each neighbouring Zr atom, contained within a shell where equilibrium is
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maintained. It can be shown from Table 7 that the tetrahedron satisfies this requirement, sinceP
n fi = 0 is satisfied. Therefore the dipole tensor can be evaluated with a sum over just four
atoms. The dipole tensor component ⇢33 over four atoms is therefore 1.39 eV whereas ⇢11 =
1.05 eV.
Let us now look more closely at the defect forces calculated using the EP, for each of the
four tetrahedral Zr atoms surrounding the H atom. Table 8 shows that the force on the Zr
atom directly above the H atom along the c-direction is smaller by 17% than the force on the
three Zr atoms at the base of the tetrahedron, compared to the DFT forces which show the
force along the c-direction is greater than the force on the base of the tetrahedron by 26%. The
DFT results show a difference of 1.5% in the separation between H and Zr atoms at the top
of the tetrahedron and at the base of the tetrahedron; in comparison the EP results show a
smaller difference of 0.5%. Since the difference in separation is smaller in the EP results, it is
expected that the forces do not differ as much from one another, and that the force along the
c-direction is smaller than that calculated by DFT. However it is unexpected that the force
along the c-direction is smaller than the force between H and the Zr atoms at the base of the
tetrahedron. This suggests that the EP underestimates the force along the c-direction. This
is presumably because the EP contains no chemistry, and any directionality present in the
bonding between H and Zr is due to the formation of an s-d hybrid, as shown from the
plots in Figure 19. The report where the potential was first presented also stated that the
equilibrium separation between H and Zr was fitted to be approximately 2.05 Å [129], with
no dependence on orientation in the Zr crystal.
As stated previously, the purpose of the EP was to compare the two methods of evaluating
the dipole tensor, and it was found that there is still a disagreement, even when the effects of
charge in the convergence of the defect forces is eleminated. If the two methods of calculating
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Atom x1 x2 x3 fx fy fz R F
1 -1.656 0.956 -0.608 -0.279 0.161 -0.103 2.007 0.339
2 1.656 0.956 -0.608 0.279 0.161 -0.103 2.007 0.339
3 0 -1.913 -0.608 0 -0.323 -0.103 2.007 0.339
4 0 0 2.016 0 0 0.289 2.016 0.289
Table 8: Defect forces exerted by H on surrounding Zr atoms, calculated from the Zr-H EAM potential.
The x1, x2 and x3 components of the vector from the H atom, situated at the origin, to each Zr
atom, and the magnitude of each vector, R, are given in units of Å. The force components fx,
fy and fz, and the magnitude of the force from H to each Zr atom, are given in units of eV/Å.
This table illustrates that the force exerted by H on the Zr atom directly above it along the
c-direction, is smaller than the total force on the remaining three Zr atoms, suggesting that the
potential underestimates the strength of the bond along the c-direction.
the dipole tensor were indeed identical, the EP method should show this. Let us address the
causes of this continued numerical disagreement between the elastic dipole tensors. Returning
to the study performed by Gillan [84], which was focussed on the use of the harmonic approx-
imation to evaluate the elastic dipole tensor via the same two methods. Gillan states that the
two expressions for the dipole tensor, 4.3.1 and 4.3.2, should in principle give identical results
provided the constituent parts are calculated exactly. Within the harmonic approximation,
the errors in the energies are second order in the errors in the atomic positions, whilst the
errors in the forces are first order in the errors in the atomic positions [84]. This results in a
discrepancy between the elastic dipole tensor when calculated by the strain method which
uses only energies, and the defect forces method, which uses forces.
The calculations performed in the present work however, are not restricted to the harmonic
approximation since both DFT and EP methods are employed. Whilst consistency was initially
expected between the two methods when using highly accurate simulation techniques, in the
reality of computer simulations, evaluating the energies and forces still results in a discrep-
ancy in the resulting dipole tensors. A new question then arises as to why there is still an
inconsistency between the two dipole tensors, even with highly accurate DFT calculations, and
highly precise EP calculations. The focus is to now postulate some causes of this inconsistency
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for both simulation techniques.
Returning to the theory described in section 4.2, it is clear that whilst in principle the
defect-forces dipole tensor and the strain-method dipole tensor are the same, the theory with
which they are derived involves different levels of approximation, which naturally leads to
differing levels of accuracy in their calculation. The strain-method dipole tensor is evaluated
to first order in the energy. The defect-forces dipole tensor is evaluated using two assumptions.
First, the elastic interaction energy given by equation 4.2.14 is itself an approximation, which
is based on the assumption that upon applying a displacement field to a system containing a
defect, there is no change on the forces exerted by the defect on the surrounding environment.
Secondly, the Taylor expansion of the elastic interaction energy requires that the displacement
field of the second defect is slowly varying in the vicinity of the point defect. Two approxima-
tions lead to the summation-method dipole tensor. Therefore the two methods of calculating
the elastic dipole tensor should not necessarily yield the same result.
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4.6 conclusion
The defect forces method can be used to determine an elastic dipole tensor, which is useful for
characterising the elastic properties of a point defect in an anisotropic medium. Overall, there
was disagreement between the two methods of evaluating the dipole tensor. The present work
was more accurate than the harmonic approximation used by Gillan and coworkers in [84],
and yet still did not generate consistent dipole tensors. Possible reasons for this have been
discussed, and a number of calculations were performed to better understand the reasons for
the disagreement between the elastic dipole tensor calculated using the summation method
and the strain method.
During this investigation, it was found from the theory covered in section 4.2.1 that evalu-
ating the summation method dipole tensor over full nearest neighbour shells, in which the
net force is zero, is absolutely essential for the assumptions that lead to the dipole tensor to
hold. Furthermore it is required that the forces fall as 1/|R|3 or faster for the elastic dipole
tensor to converge. These are key findings that have not been clearly outlined in previous
work. The dipole tensor calculated using the summation of defect-force dipole moments from
DFT yielded non-converging ⇢11 and ⇢33 components. This led to an investigation into how
to better converge the forces, as well as other methods of evaluating the dipole tensor, in
particular using the strain-method in which energies are the input parameters. Since energies
are calculated in DFT to greater precision than the forces, the dipole tensor evaluated using
the energy as a function of strain yields a more stable result. The strain-method dipole tensor
also gives a more confident result due to the fact that other materials properties such as the
elastic constants, can also be calculated using the same method. The strain-method dipole
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tensor using DFT was ⇢11 = 1.68 eV and ⇢33 = 1.74 eV for a 96-atom supercell.
The EP was used to compare the two methods and yielded no numerical agreement, how-
ever both methods gave ⇢11 = ⇢22 > ⇢33, showing that in a similar manner to the DFT
results, there was self-consistency within the EP technique, even though the DFT calculations
gave ⇢11 = ⇢22 < ⇢33. The strain-method dipole tensor components were calculated to be
⇢11 = ⇢22 = 3.94 eV and ⇢33 = 3.68 eV for a 96-atom supercell, and the summation method
dipole tensor components were ⇢11 = ⇢22 = 3.44 eV and ⇢33 = 3.30 eV for a 96-atom supercell.
The reason for the difference between the magnitudes of ⇢11 = ⇢22 and ⇢33 in the DFT and
EP calculations is attributed to the lack of directionality, and underestimation of the strength
of the Zr-H bond, by the EAM potential developed by [1].
Even taking into account the quality of the EP, if the two methods were indeed identical
they would yield identical dipole tensors. This suggests that the most likely reason for the
disagreement is the fundamental assumptions that went into the derivations of the elastic
dipole tensor. Recalling equation 4.2.14 onwards, where the summation method dipole ten-
sor was derived from the elastic interaction energy, there are a series of assumptions and
therefore approximations involved. Firstly when describing the elastic interaction energy in
continuous form (equation 4.2.14), it was assumed that the defect force would not change with
displacement. Furthermore, using the assumption that the displacement field of the external
stress source is slowly varying in the presence of the point defect, the Taylor approximation
was applied. These two approximations lead to errors in the overall description of the elastic
dipole tensor. The strain method on the other hand, is derived by assuming that the total
energy of a defective system responds to small strains, a single approximation which yielded
very accurate elastic constants when compared to experiment. Given the differences in the
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levels of assumption, the two elastic dipole tensors cannot be expected to agree fully.
In spite of the disagreement obtained between the two dipole tensor methods, it is clear
that the elastic dipole tensor is anisotropic, and the interaction with an external strain field
will also have a significant anisotropy. The dipole tensor can be used in combination with the
strain tensor of another field source to calculate the interaction energy, it can also be used in
conjunction with the elastic Green’s function to establish the long range distortion of the defect.
The elastic dipole tensor tells us a great deal about the H atom within a tetrahedral site in
Zr, and whilst it can be used to establish the interaction energy profile between a H atom and
an external strain source, such as a dislocation in the case of the work presented in Chapter 6,
it is not the most efficient method by which to do so. Far simpler is the force-displacement
formulation given at the beginning of this chapter, enabling us to calculate the work done by
the defect forces exerted by H on host Zr atoms, against the displacement field of another
defect, such as a dislocation. This approach also captures the anisotropy of H in the Zr crystal.
In the next chapters I will proceed by using this formulation to calculate the elastic interaction
energy, which will be used in the stress driven diffusion model.
4.7 further work
Much of the work presented in this section began during the course of this research project,
however as it is currently incomplete, it has been included as future work. The methodology
is presented in the following sections, and the proposed calculations in this section follow
naturally from the work produced in this chapter, as methods by which to independently
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assess the calculated dipole tensors.
This section is separated into two subsections, beginning with a description of the explicit
calculation of the interaction energy between two H atoms, using EP simulations. Two other
methods by which to evaluate the interaction energy between the two H atoms are then
introduced, using the strain and defect forces dipole tensors, and then the defect forces and
displacement fields. The approach taken to evaluate the strain tensor of a point defect in a
host material is established from previous research [137, 138], and is presented and applied to
evaluate the strain tensor of H in Zr. The strain tensor can then be used in conjunction with the
dipole tensor of a second H atom to evaluate their elastic interaction. This is a novel approach
to compare the energies evaluated from elasticity theory to explicit interaction energies.
4.7.1 Independent assessment of the defect forces and the elastic dipole tensors
4.7.1.1 Explicit Calculation of Interaction Energy
The explicit total energy calculations of two H interstitials with a number of separations
were calculated using the EP method. The calculations were not made using DFT since it is
more computationally expensive. One H atom was fixed to a single tetrahedral interstitial
site, whilst the second H atom was moved to 16 different tetrahedral sites with varying radial
separation and angular orientation. Therefore the interaction energy is strictly between H
atoms in tetrahedral sites. Since the calculation involved locally relaxing the system, in all
the simulations the first H atom was displaced from its equilibrium position, most likely
due to the presence of another H atom in its vicinity. The total energy of a single H atom
in Zr (see Chapter 3) was subtracted from each result to give the interaction energy. The
same interpolation scheme as for the strain tensor should be used to interpolate over the
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vectors from the first H atom to the second, giving the energy as a function of the position
of the second H atom with respect to the first. The raw interaction energies are given in Table 9.
H atom 1 H atom 2
Simulation
number
x1 y1 z1 x2 y2 z2 r12 x12 y12 z12 Eint
1 3.239 5.498 7.239 3.239 7.594 5.641 2.636 0 -2.097 1.598 0.0956
2 3.229 5.616 7.124 6.482 1.868 9.71 5.597 -3.254 3.748 -2.586 0.1191
3 3.27 5.593 7.097 4.845 4.684 4.616 3.076 -1.575 0.909 2.481 0.0976
4 3.209 5.593 7.097 1.634 4.684 4.616 3.076 1.575 0.909 2.481 0.0976
5 3.236 5.609 7.126 6.484 7.484 4.543 4.553 -3.247 -1.875 2.584 0.126
6 3.239 5.611 7.135 8.1 2.805 1.978 7.622 -4.861 2.807 5.157 0.1138
7 3.238 5.611 7.143 4.86 4.675 0.585 6.82 -1.622 0.936 6.558 0.1131
8 3.24 5.611 7.138 0 7.481 0.59 7.541 3.24 -1.871 6.547 0.1128
9 3.209 5.635 7.119 1.625 8.378 7.119 3.167 1.584 -2.743 0 0.1104
10 3.27 5.635 7.119 4.854 8.378 7.119 3.167 -1.584 -2.743 0 0.1104
11 3.275 5.625 7.119 6.443 5.625 7.119 3.167 -3.167 0 0 0.1104
12 3.203 5.625 7.119 0.036 5.625 7.119 3.167 3.167 0 0 0.1104
13 3.234 5.572 7.119 1.65 2.829 7.119 3.167 1.584 2.743 0 0.1104
14 3.245 5.572 7.119 4.829 2.829 7.119 3.167 -1.584 2.743 0 0.1104
15 3.239 5.627 7.192 3.239 7.446 9.673 3.076 0 -1.819 -2.481 0.0976
16 3.225 5.603 7.192 1.65 4.693 9.673 3.076 1.575 0.909 -2.481 0.0976
Table 9: Table showing the interaction energies of two H atoms in a 96-atom Zr supercell of, calculated
using the LAMMPS package. The supercell has dimensions (12.93 aˆ1,12.93 aˆ2, 15.42 cˆ). The
first three coordinates are that of the first H atom inside the Zr cell, which are always in the
same tetrahedral site. The second three coordinates are that of the second H atom, which is
moved to 16 different points in the Zr supercell. The column r12 gives the radius of the vector
from H atom 1 to H atom 2, and the coordinates (x12,y12,z12) give the vector from H atom
1 to H atom 2. The final column gives the interaction energy, calculated by subtracting the
energy of a single H atom in Zr, from the case of two H atoms in Zr.
4.7.1.2 Calculation of the elastic interaction energy using the dipole tensors
Two elastic dipole tensors can be assessed by first calculating the elastic interaction energy
between two point defects explicitly, and by comparing this against the elastic interaction
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energy calculated by the product of the dipole tensor of one defect, multiplied by the strain





where the elastic dipole tensor, ⇢⇤ij, has already been evaluated using the strain-method and
the defect-forces method. The strain, ✏ij, due to the second defect with which the first H
interstitial interacts, is calculated using the displacement field caused by the addition of a
single H atom into pure Zr.
The strain tensor is determined for a discrete atomic model of a point defect. This is done
by calculating the deformation gradient caused by the displacement of host atoms in the
presence of the defect. The full treatment is given in [138]. Consider the vector ~Xab from atom
a to atom b in the undeformed lattice, and the vector ~Yab in the deformed lattice. The two
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ij -  lj] (4.7.4)
In the limit of small strains, Elj is equal to the strain tensor ✏lj. For a particular atom a,
and its nearest neighbours, equation 4.7.2 will be exact. However it is not necessarily true
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for other atom-neighbour pairs. Therefore it is required simply that the sum over all nearest
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The components !ail and ⌘
a
jl are dependent only on the vectors from each atom to every
other atom, before and after the deformation. These can simply be extracted from DFT or
EP calculations, and the deformation gradient tensor Faij can be evaluated. F
a
ij is a list of 96
(a=1...96), 3x3 strain tensors at the coordinate of each Zr atom. Mathematica version 7.0 [132]
was used to perform the 3D interpolation of the strain tensor components, with an in-built
interpolation package, to give a profile of the strain tensor as a function of the position of the
second H atom with respect to the first.
In the above derivation all atom pairs are summed over with equal weighting. Therefore
displacements far from the defect will impact greatly on the final deformation gradient tensor.
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Gullet and coworkers introduced a scheme by which to implement a weighting function to
the vectors, as well as a cutoff radius outside of which the weighting function is zero [137].
This approach simplifies the problem greatly, and reduces computational expense. The choice
of cutoff radius, Rcut, in [137] was suggested to be arbitrary, therefore in the present case
it is introduced by determining the modulus of the largest atom pair vector in the data set,
and dividing by two. The modulus of every vector Xabi and Y
ab
i is then determined and all
vectors outside the range of Rcut are taken to be zero.
The weighting function, ⌧b, is introduced when evaluating the square of the errors from



























The method introduced by Gullet and coworkers, for calculating the weighting function is
given in [137] and is briefly described here. The weighting function is evaluated only for
atom pairs within the cutoff radius. The atom pairs for each atom a, are grouped into radius
shells labelled ri, where i is the label for the first, second, third etc nearest neighbour shells.
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The radius ri is normalised by dividing by Rcut. The weighting function is then given as a
function of this normalised radius using a cubic spline:
⌧(r) =
8>>>>>>>>>><>>>>>>>>>>:
1- 6r2 + 6r3 r 6 0.5
2- 6r+ 6r2 - 2r3 12 < r < 1.0
0 r > 1.0
(4.7.14)
The ✏11 and ✏22 components of the strain tensor are expected to follow that of a simple
point defect in an isotropic medium since the basal plane is isotropic. The ✏33 component
should also behave in qualitatively the same way. Upon evaluating the strain tensor, and
performing the interpolation using the Mathematica 7.0 package, the expected behaviour was
not found. There are three potential reasons for this: the choice of weighting function was
not appropriate; the choice of cutoff radius was not appropriate; or there were not enough
data points to perform a sensible interpolation, or even simulate a large enough area of the Zr
crystal within which elasticity theory applies.
The weighting function given in equation 4.7.14 has little physical significance, and carries
only the requirements that it is continuous and differentiable, and ranges from 1 to 0 in from
the atom a to the atoms at Rcut. In its current state therefore, whilst the weighting function
introduces some level of reality to the calculation of the deformation gradient, it is clear
that further investigation is required to obtain a more realistic function. The small supercell
size, and therefore the insufficient data set (number of H atom pairs) used to evaluate the
deformation gradient tensor is also a likely cause of the difficulty in obtaining a sensible
functional form for the strain tensor, therefore performing the calculation for a larger cell size
is the suggested starting point for further work.
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5
DISLOCATIONS IN Z IRCONIUM
The purpose of this chapter is to review the theory of straight dislocations in anisotropic
hexagonal close-packed (HCP) crystals, which will enable the reader to reproduce the elastic
displacement fields for any dislocation orientation. This is an essential component to the mod-
eling of H in Zr, because of the effects of anisotropy on H diffusion, and on the development
of hydrides in the later stages of DHC. In this chapter, the essential components of the theory
of dislocations in anisotropic elastic systems are presented. Following this, the special case for
which the edge and screw component of the dislocation can be decoupled is used to simplify
the theory greatly. Finally, the displacement fields for basal and prism edge dislocations are
evaluated.
5.1 theory of dislocations in anisotropic elastic crystals
The elastic anisotropic theory of straight dislocations was first developed by Eshelby, Read
and Shockley [75]. The essential theory required to develop the sixth order polynomial that
must be solved in order to obtain the displacement fields, is outlined here, and wherever
details are omitted, the reader is directed to [4] where the method of Eshelby et al. is given fully.
The dislocation displacement fields are expressed with respect to the dislocation coordinate
system, and the elastic constant tensor of the crystal must be rotated accordingly. We consider
an infinite straight dislocation which lies with dislocation line ⇠ˆ parallel to x3, which is
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orthogonal to the plane made by x1 and x2. The axes xi form a right-handed set.
An infinite dislocation oriented along x3 has displacements, strains and stresses that are
independent of x3. This immediately simplifies the problem. The stress tensor of an isolated
dislocation in an infinite medium must satisfy the equilibrium relation:
 ij,j = 0 (5.1.1)
where the comma denotes differentiation, and the divergence of the stress tensor equates
to zero since there are no body forces and no accelerations. Expanding equation 5.1.1 using







where the indices i, k = 1, 2, 3 and ↵,  = 1, 2. The general solution is of the form
uk = Akf(⌘) (5.1.3)
where f is an arbitrary function of ⌘ = x1+px2 and p is complex in general. Inserting equation
5.1.3 into equation 5.1.2 gives










Equation 5.1.5 is a set of simulaneous equations for Ak, with non-trivial solutions only if
|aik|=0, which becomes a 6th order polynomial equation to be solved for roots pn (n=1,...,6).
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Now, ⌘ and p are treated as variables in place of x1 and x2. The roots pn are given in 3
complex conjugate pairs because the coefficients of the sextic equations are real [75]. The roots

















= 0 i = 1, 2, 3 (5.1.8)
where Bi2k = ci2k1 + ci2k2pn and cijkl are the elastic constants. Because f(⌘) is not a single-
valued function, it changes by D(n), an arbitrary complex constant, per revolution about the
x3 axis, and so D(n) represents the discontinuity in the displacement field of the dislocation.
Equation 5.1.7 represents the constraint that the discontinuity in the displacement should be
equal to the Burgers vector, and equation 5.1.8 arises from the requirement that there must be
no net force on the dislocation core; these are the boundary conditions. The plus and minus
signs are used when the imaginary part of pn is positive or negative, respectively [4]. Once











where ⌘n = x1 + pnx2. Alternative approaches to that presented in this thesis exist for
obtaining the elastic Green’s function in an anisotropic system. In particular, an integral
formulation demonstrated by Barnett [76] involving the Radon transform has been shown to
lead to the same result, with much less difficulty than solving the sextic equation presented
above.
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5.2 reduction of the problem
The method given in the previous section is a general method with which to derive the elastic
fields of a dislocation oriented in any direction in any crystal. In general the sextic equation is
soluble analytically only when it is reduced to a quartic or less. Solutions to the higher order
problem are possible numerically, as has been shown by [78]. The full solution for dislocations
in any orientation in a hexagonal lattice has been calculated by Teutonico in [78]. In [4] the
problem is reduced when the dislocation is oriented such that the screw component gives
rise only to u3 displacements and when the edge component gives rise only to u1 and u2
displacements. Teutonico’s solution is applicable to mixed dislocations, whereas the solution
given in this section is applicable only to pure edge and pure screw dislocations.
Using the method of [4], the general form of the displacement fields for a straight pure
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where c’ij are the components of the elastic constant tensor in the coordinate system of the
dislocation, and where






































Real values for the angle   exist when the anisotropy factor is positive:




11 > 0 (5.2.8)
5.3 dislocations in zirconium
The displacement fields will now be evaluated for dislocations in an HCP crystal. It will be
shown that for the dominant slip plane and direction in Zr, prismatic slip, the displacement
fields are isotropic, since HCP crystals are isotropic in the basal plane. It will also be shown
that there is no component to the elastic field along the c-axis, and therefore the anisotropy
of the tetrahedral interstitial site has no effect for prism dislocations. The displacement
field for basal dislocations, with dislocation line in the basal plane, will be evaluated, which
due to their orientation in the HCP crystal are affected by the anisotropy of the tetrahedral site.
The hexagonal system is described by 4 axes (a1, a2, a3, c) as shown in Figure 30. A linear
combination of two lattice vectors ai in the basal plane will produce the third. The c-axis is or-
thogonal to the basal plane, but the c lattice vector is different in length to ai, where a1= a2= a3.
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Figure 30: This figure shows the HCP crystal axes (a1,a2,a3,c) and the cartesian axes yi on to which it
is mapped.
The hexagonal axes are mapped onto the Cartesian axes of the crystal by the transformation
a1 = y1 (5.3.1)









c = y3 (5.3.3)
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c11 c12 c13 c33 c44 c66
144 74 67 166 33.4 35
Table 10: Elastic constants of Zr in GPa, obtained from [3].
Here yi denote the Cartesian crystal axes, to distinguish from the dislocation axes xi. The
Cartesian crystal axes form a right-handed set. The elastic constant tensor for HCP crystals in
the crystal coordinate system can be represented as a matrix using Voigt notation as
cij =
0BBBBBBBBBBBBBBBBBBBBB@
c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0






(c11 - c12) (5.3.5)
where the elastic constants used in this work for Zr are obtained from [3], and are given in
Table 10.
5.3.1 Dislocations oriented along the c-axis with b= a3 [21¯1¯0]
For a pure edge dislocation oriented with its dislocation line along the c-axis of the HCP
crystal, no rotation of the elastic constants is needed since the HCP crystal is isotropic in
the basal plane, i.e. c’ij=cij. For the prism dislocation, the dislocation axes, xi, form a right
handed set, with the slip direction along one of the principal directions, a1, perpendicular
to the dislocation line direction ⇠ˆ. Figure 31 shows a schematic of the HCP system with the
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dislocation axes overlayed.
Figure 31: This figure shows a dislocation with Burgers vector along the direction b=a1 and line
direction along the c-direction, in the HCP crystal. This is a prism edge dislocation in the
plane (101¯0).
For the prism dislocation,   = 1 and   = ⇡/2. We are then required to take the limits of
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The u1 and u2 displacement fields are plotted in the contour plots in Figures 56 and 57.
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Figure 32: Contour plot of the u1 component of
the displacement field of a dislocation
oriented with Burgers vector in the di-
rection of a1, with line direction along
c. The dislocation is at the center of the
plot and u1 is along the x-axis.
Figure 33: Contour plot of the u2 component of
the displacement field of a dislocation
oriented with Burgers vector in the di-
rection of a1, with line direction along
c. The dislocation is at the center of the
plot and u2 is along the y-axis.
5.3.2 Dislocations oriented in the basal plane with b= a3 [21¯1¯0]
In order to obtain the fields for dislocations oriented in other directions, we must rotate the
elastic constant tensor to match the dislocation orientation. In this section a basal dislocation
is considered, as shown in Figure 34. Using the same method as for the prism dislocation, let
us first rotate the elastic constant tensor and evaluate   and  .
The transformation formula for the elastic constant tensor c’ijkl in the coordinate system of
the dislocation, in terms of the elastic constant tensor cijkl, of the crystal is
C 0ijkl = lipljqlkrllsCpqrs (5.3.8)
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Figure 34: This figure shows a dislocation oriented with Burgers vector in the direction a1 and line
direction in the basal plane. The dislocation glides along the basal plane.
where lij are the rotation matrices, made from the direction cosines of the dislocation axes
(x1, x2, x3), with respect to the crystal c-axis. The transformation is performed fully in [78],
and the transformed elastic constants are quoted here:
c 0ij =
0BBBBBBBBBBBBBBBBBBBBB@
c11 c13 c12 0 0 0
c13 c33 c13 0 0 0
c12 c13 c11 0 0 0
0 0 0 c44 0 0
0 0 0 0 c66 0


























This result follows from the fact that the anisotropy factor is negative, which means that
the angle   is complex and takes the form   = ⇡/2- i . The solution to this problem has
been give by [5], where the modified equations for the displacment fields are given using the
relations
cos 2  =- cosh 2  (5.3.12)
cos  =i sinh   (5.3.13)
sin 2  =i sinh 2  (5.3.14)
sin  = cosh   (5.3.15)
where for the dislocation lying along the basal plane,   = 0.457. The displcament fields are
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(5.3.17)
where the elastic constant tensor in Voigt notation, c’ij, is the rotated elastic constant tensor
of the crystal. These displacement fields will be used to calculate the elastic interaction
between hydrogen atoms and dislocations in later chapters, and in particular will be used to
demonstrate the effects of anisotropy on the elastic interaction profile.
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5.3.3 Dislocations oriented in the basal plane with b= c < 0001 >
There is a second pure edge dislocation where the line direction ⇠ˆ lies in the basal plane, and
this is the prism edge dislocation, which glides along the prism plane with Burgers vector
along the direction c. A series of these prism edge dislocations make up vacancy loops that
are found in the basal plane. A schematic of this dislocation orientation is shown in Figure 35.
Figure 35: This figure shows a dislocation oriented with Burgers vector along the c-direction, and line
direction in the basal plane. The dislocation glides along the prism plane.
129
The elastic constant tensor in the dislocation coordinate system is
c 0ij =
0BBBBBBBBBBBBBBBBBBBBB@
c33 c13 c13 0 0 0
c13 c11 c12 0 0 0
c13 c12 c11 0 0 0
0 0 0 c66 0 0
0 0 0 0 c44 0
0 0 0 0 0 c44
1CCCCCCCCCCCCCCCCCCCCCA
(5.3.18)






















)   =0.457 (5.3.21)
Once again, these constants should be inserted into equations 5.3.16 and 5.3.17, along with
the rotated elastic constant tensor to obtain the displacement fields for the dislocation oriented
with line in the basal plane and Burgers vector along the c-direction.
5.4 evaluation of the elastic interaction energy
When the elastic interaction energy is calculated between a dislocation and a hydrogen atom
using the method described in Chapter 4 by equation 4.2.15, it is essential that the defect
forces of the H atom are expressed in the same Cartesian coordinate system as that used to
express the displacement field of the dislocation, and that in the particular case of pure edge
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and pure screw dislocations, the x1 axis of the dislocation aligns with a principal axis.
When evaluating the defect forces of the H atom using DFT, the hexagonal close-packed
crystal of Zr is defined in terms of the Cartesian axes as shown in grey (labeled a) in Figure 36,
and it is clear that the principal crystal axis a1 does not align with the x1 axis along which the
dislocation Burgers vector is defined. Therefore the crystal axes must be rotated anticlockwise









Figure 36: In this schematic, the Zr crystal axes are shown against the cartesian coordinate system.
In the DFT calculations, the crystal is oriented so that there is no principal axis along the
cartesian x-axis (as shown by the grey hexagon). Therefore an anticlockwise rotation of 30
degrees about the c-axis will align the principal axis of the Zr crystal with the c-axis.
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The result of the rotation is that the defect forces and coordinates are mapped onto the








x1 cos ⇡6 - x2 sin
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The above rotation has been applied to all defect forces data obtained from the DFT cal-
culations, and all further rotations are applied to this new set of forces and positions. This
rotation also results in a complete alignment of the Cartesian axes used to express the defect
forces, and the Cartesian axes used to express the dislocation displacement fields for the case
of a dislocation oriented with ⇠ˆ along the c-axis, since the Burgers vector now falls on the a1
principal axis. For other dislocation orientations, the Cartesian axes of the defect forces given
above must once again be rotated to align with the dislocation axes.
The tranformations are performed by applying the same rotation matrices, lij, that were
described for the transformation of the elastic constant tensor. An outline of how to obtain the
matrices is given in Appendix A. For a dislocation that glides along the basal plane, with a

























For a dislocation gliding in the prism plane but with a Burgers vector parallel to the c-axis,































STRESS DRIVEN DIFFUS ION
6.1 introduction
The ultimate goal of this project is to study the evolution of point defects to a stress source,
where H atoms are modelled as point defects and where a crack, dislocation, or some applied
load is the stress source. The method is to evolve the concentration profile of H in Zr according
to its elastic interaction with the stress source using a stress driven diffusion equation. The
simulation that is developed in this project is one which models the accumulation of H atoms
around a dislocation.
The motivation for this approach is given by previous research which has shown that H
diffusion is affected by stress fields [20]. Previous work has employed the misfitting sphere
approach to model the elastic field of H [139, 23], which does not account for the anisotropy
of the local atomic environment. In this work it is shown that anisotropy has a significant
impact on the accumulation of H around dislocations, and can therefore have an impact on
diffusion to cracks. The effect of dislocations on DHC is also highly relevant, since dislocations
are emitted from cracks, and can trap H atoms, acting as hydride nucleation sites [140, 58]. In
other systems where hydrides are not stable, there can be an effect on crack tip plasticity by
the formation of sufficiently large Cottrell atmospheres; the work presented in this thesis can
be applied to these systems as well.
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In this model, it is assumed that elastic interactions are the main drivers for H diffusion
to stress sources, and therefore dominate the first stage of DHC, where H is seen to diffuse
along stress gradients to crack tips.
The preliminary step taken in this thesis is to develop a stress driven diffusion model
of H atoms to a dislocation. The elastic field of a dislocation in anisotropic elastic Zr is a
challenge to obtain and implement, and therefore much of the project is focused here. The
equations outlined in Chapter 5 will be used for the dislocation displacement fields. The
elastic interaction between a single H atom and a dislocation is obtained using the defect
force calculations from Chapter 4, where the presented method for evaluating the elastic
interaction goes beyond the usual isotropic assumptions from previous work. In this way, the
stress driven diffusion model will account for the anisotropy of the local atomic environment
and the elastic anisotropy of Zr. Once the model is developed and tested, extending the
elastic field description to that of a crack, and then both cracks and dislocations, are the next
essential steps. The combination of DFT defect forces data and the continuum model enables
us to use information from the atomic length scales to understand a macroscopic phenomenon.
In order to study the evolution of H to a stress concentration, one must numerically solve a
modified diffusion equation that accounts for the elastic interaction between the H and the
stress concentration. This is typically done using Finite Difference (FD) based methods. In
this way, the concentration of H can be followed over time and the total stress due to the
crack can be used to update the H concentration accordingly at each time step. Therefore the
required data for this simulation is the diffusion equation. The simulation results presented in
this thesis are obtained from a stress driven diffusion simulation that I developed using the
python programming language over the course of the project.
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A variety of tests are performed on the stress driven diffusion model. Firstly, the case of
diffusion in the absence of a stress concentration is considered, to ensure that concentration
gradient driven diffusion can be reproduced. Secondly, the diffusion of a defect in the elastic
displacement field of a bent beam is a simple field to test the case of stress driven diffusion,
where it is expected that the H atoms should accumulate in the tensile zone and move away
from the compressive zone. Thirdly, the final concentration profile of H around an edge
dislocation along the prism plane with Burgers vector b=<a>3 [112¯0] and line direction ⇠=c
must be checked to agree qualitatively with the steady state solution, i.e. the form of the
concentration profile should be that of a Cottrell atmosphere. However it should be noted that
in a real system of Zr, the Cottrell atmosphere would be very small before a hydride begins to
form, since the solubility limit for hydride precipitation at 245 C is approximately 60 ppm
[20]. Finally, for a dislocation oriented with b=<a>3 [112¯0] and with the prism plane as the slip
plane, there is no component to the displacement field along the c-axis since its dislocation
line is along the c-axis and its Burgers vector is in the basal plane, eliminating the effect of the
anisotropy of the tetrahedral site. Therefore another dislocation orientation will be tested to
reveal the effect, which has a non-zero component of its displacement field along the c-axis.
This dislocation is of basal edge type, with dislocation line along the basal plane and with
b=<a>3 [112¯0].
6.2 theory of stress driven diffusion: derivation and assumptions
The stress driven diffusion equation has been identified in previous work, and has been used
in conjunction with the hydrostatic stress and misfitting sphere model for the strain, [21, 70].
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In this section the stress driven diffusion equation describing the diffusion of H to a stress







=-r · J (6.2.2)
The first law states that the flux, J, is equal to the gradient of the chemical potential, µH,
of H. The diffusion constant is given by D, T is the temperature and kB is Boltzmann’s
constant. For simplicity we consider D to be constant, although it is exponentially dependent
on temperature. Fick’s second law is derived by considering mass conservation. The first law
shows clearly that it is not simply the gradient of concentration of a component that drives
diffusion, but the gradient in the chemical potential. The importance of this becomes clear
when we establish the chemical potential of H in Zr in the presence of a stress source.
In the following, the equilibrium concentration profile of a defect, H, around a stress source
such as a dislocation or crack field, is derived by equating the chemical potentials of the defect
both near and far from the source. Sufficiently far from the stress concentration, the chemical
potential of H in Zr is simply the derivative of the Helmholtz free energy, F, with respect to
the number of H atoms:
F =nHf- TSc (6.2.3)
The Helmholtz free energy is given in two parts; the free energy, f = U- TS⌫, of an isolated
H atom in a tetrahedral site in Zr, where U is the internal energy and S⌫ is its vibrational en-
tropy, and Sc is the configurational entropy associated with arranging nH H atoms amongst N
tetrahedral sites. It is assumed here that each tetrahedral site accommodates only one H atom,
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and that the H atoms populate only tetrahedral sites. Both assumptions are simplifications,
since typically the tetrahedral site can accommodate more than one H atom, and although the
tetrahedral sites are energetically favoured by H atoms, octahedral, and other sites can also
be occupied, as illustrated by the solution enthalpies calculated in Chapter 3 and shown in
previous work [31].
We adopt the ideal solution model for this system so that H-H interactions are ignored. The
first energy contribution is additive because we assume an ideal solution, where H atoms do
not interact. The configurational entropy is expanded in the normal way using the statistical
mechanical relation of Sc = kB ln⌦, where ⌦ is the number of microstates, or the number of
ways in which nH H atoms can be arranged amongst N tetrahedral sites in Zr. There are two
unique tetrahedral sites per Zr atom, giving N=2NZr. The isolated H atom free energy, f, is






















where c0 = nH/NZr denotes the atomic concentration of H in the stress-free bulk. The
chemical potential of H in tetrahedral sites in Zr is then given by differentiating the free
































Using a similar procedure for the chemical potential for H in the presence of a stress
concentration, there is simply an additional energy contribution due to the elastic interaction,
Eint(r), between H and the stress source. Once again, other energy contributions relating to
the interaction of H with the other stress concentration are omitted.






From equation (6.2.9) it can be seen that the interaction energy between the defect and the
stress source, Eint(r), is an additional term in the chemical potential, and either raises or
lowers the chemical potential depending on the stress-state. The concentration close to the
stress source is c(r), and the concentration in the bulk is c0. The concentration in the bulk
is constant because in this region, and in the absence of sources or sinks, the concentration














which, in the dilute limit of c(r) and c0 << 2 (corresponding to x=nH/N << 1), becomes







However, for the purpose of modelling the diffusion of H to the stress concentration, we
are required to solve the time dependent stress-driven diffusion equation, which is obtained
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[c(r)rEint(r) + 2kBTrc(r)] (6.2.12)
where the diffusion coefficient follows the Arrhenius law. Let us now insert the flux into Fick’s










⇥rc(r, t) ·rEint(r) + c(r, t)r2Eint(r) + 2kBTr2c(r, t)⇤ (6.2.13)
Equation (6.2.13) is the diffusion equation of a defect, H, under stress. It is clear that without
the presence of a stress source to drive the diffusion, the diffusion of H would be governed
purely by the Laplacian of the concentration. Therefore we can see that there will now be a
competition between the elastic interaction energy leading to an inhomogenous distribution
of H, and the Laplacian of the concentration tending to homogenize the distribution of H. The
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interaction energy term is the elastic interaction energy given by equation (6.2.14), which was







where the interaction energy profile is given by the sum of the scalar products of the forces
exerted by the H atom on the n surrounding Zr atoms located at Rn with respect to the defect,
and the displacement field at these locations due to the stress source. The stress source is at
the origin. The H atom is located at r with respect to the stress source, and the Zr atoms are
located at r+ Rn with respect to the stress source.
Following the work performed in Chapter 4, it became clear that whilst the elastic dipole
tensor is a valuable tool for establishing the form of the elastic field of a point defect in an
anisotropic elastic medium, and whilst in principle one can establish the elastic interaction
energy from it (using -
R
⇢ij✏ijdV), there are a number of reasons why the work done formu-
lation (equation 6.2.14) is a better choice for the form of the elastic interaction energy used in
the stress driven diffusion equation. Firstly, for the two expressions of the elastic interaction
energy to be equivalent, it is requried that the displacement field is slowly varying, which
is not the case as the we approach the dislocation core. Therefore the work done equation
is more accurate. Furthermore, the expressions for the displacement fields of dislocations in
anisotropic elasticity are readily available, and to obtain the strain fields it would require
differentiation of these displacement fields, leading to complicated formulae. Therefore we
instead use the formula above to give the work done by the forces exerted by a H atom on its
zirconium neighbours. This equation is correct provided the requirements of linear elasticity
are satisfied.
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Looking at equation (6.2.13), we can see that the derivatives of the elastic interaction energy
only need to be calculated once, given a particular dislocation field. Let the Laplacian of the
elastic interaction energy be labelled ↵. The elastic interaction energy gradient term is split

















where x1 and x2 are components of r. The final expression which must be implemented



















The simulation was based on a finite difference scheme to evolve the diffusion equation
forward in time. A combination of central, backward and forward difference schemes were
used to evaluate the spacial derivatives, and the Euler method was used to explicitly integrate
the diffusion equation. Therefore the finite difference scheme employed in this work is the
Forward Time Central Space (FTCS) scheme. A detailed description of the simulation cell,
finite difference schemes, displacement fields and concentration profiles used, is given in this
section.
Figure 37: This schematic shows the simulation cell of side length L, which is represented within the
diffusion model as an array, where each index (i,j) maps to a spacial position. The array
is filled from 0 to nx- 1 and ny- 1 along the x and y axes. The boundary conditions are
applied by taking each outer node within one of the circled regions, and equating it to the
inner node, as indicated by the nodes surrounded in red.
The dislocation is positioned at the centre of the simulation cell, as illustrated by Figure 38.
The pure bending elastic field is applied at the boundaries of the simulation cell. The treatment
of the stress driven diffusion equation is given here in 2D, which is an approximation in itself.
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In the simulation cell, the dislocation is treated as a point in 2D, as opposed to a line in 3D.
This is possible because there is no elastic field component perpendicular to the 2D plane.
However the treatment of the H atom from a point defect that is free to move in 3D, to a point
that is restricted to motion in 2D, will no doubt impact the resulting diffusion behaviour, since
a degree of freedom in the motion of the H atom is lost. It is possible that developing the
stress driven diffusion equation in 3D, and applying the same dislocation elastic fields, will
result in the same functional form as given in equation 6.2.13, but with an additional factor of
⇡ or similar, relating to the motion of a point defect in 3D.
Figure 38: When the dislocation is introduced, it is positioned at the center of the simulation cell. The
H atom is positioned at r with respect to the dislocation and the defect forces are located at
Rn with respect to the H atom.
The simulation cell is a square of side length L and the number of nodes is nx, so that the
spacing between nodes is 4x = L/(nx- 1). A schematic of the cell is shown in Figure 37. The
box size L can be arbitrary for the case of pure bending, but must be sufficiently large for
the long range field of a dislocation to become apparent. This can be assessed by plotting
the hydrostatic pressure of the dislocation as a function of distance along the longest range
direction of the elastic field, and assessing the distance at which the field becomes insignificant.
In this way, it is possible to ensure that the field of the dislocation and therefore its full H
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atmosphere is observed, without having a simulation cell so large that the dislocation field
becomes insignificantly small. This is just one aspect of the presented model where a balance
must be reached between resolving the local atomic environment of the H atoms and the field
of the dislocation on the continuum scale.





Figure 39: A plot to shown the change in hydrostsatic stress as a function of increasing radial distance
from the dislocation core, along the positive y-axis.
The value of the hydrostatic pressure along the positive y-axis is illustrated in Figure 39,
where polar coordinates have been used to identify the line along which the pressure is
plotted. The method by which Figure 39 is made is illustrated in Appendix B, and is used
again to establish the core radius cutoff. From Figure 39 it is shown that at approximately
100 Å (where P= 0.22 GPa), the field of the dislocation falls to less than 3% of its value at 1
Burgers vector (3.2 Å, P = 6.69 GPa) from the dislocation core, suggesting that a side length
of 200 Å is sufficient to observe the atmosphere of a dislocation. This is the simulation cell
size used in all calculations, unless specified otherwise. This criterion would be insufficient
if there was no cutoff radius present to remove the diverging stress field at the core of the
dislocation, since typically linear elasticity does not apply at 3.2 Å from the core, and 3% of
the stress at 3.2 Å would therefore be much too large. However, since a core cutoff has been
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introduced, the stress at the edge of the cell is instead 3% of a new capped maximum stress.
Furthermore, too large a cell would result in difficulty in observing a Cottrell atmosphere,
therefore a balance is required.
The interval length 4x and 4y must be large enough to contain the coordinates of the
defect forces, Rn. In addition, the interval length must also be smaller than the Burgers vector
to ensure that the field around the dislocation can be resolved effectively. These provide
an upper and lower bound for the mesh size, since the Burgers vector is 3.2 Å, and for the
tetrahedral site, the largest spacing between H and the Zr atoms is 1.66 Å, since only the
forces on the nearest Zr neighbours to the H atom are employed. Therefore an interval length
of approximately 2 or 3 Å is sufficient to satisfy these requirements. Finally, it is required
that there are an odd number of nodes. Further reasoning behind the choice of using only the
nearest neighbour Zr atoms is given in the preliminary calculations section.
These parameters define an array with nx and ny entries, where the location of the entry
in the array corresponds to their spacial location in the cell. The transformation x = i ·4x
maps the index of the array, i onto a point along x, and similarly for y. The unit of length
is defined in Å. Each quantity involved in the diffusion equation is defined in an array, and
so the spacial component is dealt with by the nature of the array, with the derivatives and
Laplacians calculated at each time step, and then evolved forward in time.
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The central difference derivatives for a function F[i,j] defined on an array of nodes separated




























F[i, j+ 1]- 2F[i, j] + F[i, j- 1]
4y2 (6.3.4)
The concentration of H atoms within the simulation cell is defined at each node, with the
initial concentration defined by dividing the total mass M, by the area contained within the
cell (nx- 1)(ny- 1)4x4y. The total mass in the cell is then equal to the pre-determined mass
M, for the case of a uniform concentration profile. The mass is calculated at each timestep, by
evaluating the concentration at each node multiplied by 4x4y and summing over all nodes,
where the corner and edge nodes are weighted by 0.25 and 0.5 respectively. For other profiles
the total mass in the cell varies. The mass change is determined as a percentage change, so
that regardless of the starting concentration profile, the measurements are comparable to one
another.
Zero flux boundary conditions are employed to conserve the total mass contained in the sim-
ulation cell. Imposing zero flux requires the gradient of the concentration at the boundary to
be zero, for the case of pure concentration driven diffusion, preventing any diffusion through
the simulation cell walls. This was implemented by equating the value of the concentration
at the edge and corner nodes of the simulation cell to the value of the concentration at the
penultimate nodes, as illustrated by the red boundaries in Figure 37. The boundary conditions
are applied before the Laplacian is calculated and before the Euler integration is performed,
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at each timestep. For the case of stress driven diffusion however, zero flux requires that at the
boundaries ln c = -4Eint/(2kBT), but since the interaction energy at the boundaries is small,
when the simulation cell is sufficiently large, there is only a small loss of H at the boundaries.
The importance of the boundary conditions can be demonstrated by considering the simple
case of a linear sloped concentration profile, and observing one-dimensional diffusion. For
a starting concentration of C = kx, where k is some constant, the flux is steady everywhere.
An accumulation or loss of solute will only occur when there is a zero flux at the boundaries,
which is obtained by applying the zero flux boundary conditions. The boundary conditions
are imposed by introducing fictitious nodes on the boundary of the simulation cell which
match the value at the boundaries. Therefore for the second node from each of the boundaries,
the flux is zero, with all other nodes having a non-zero flux. The result is that in the Euler
integration step, only the outer two layers (this includes the fictitious nodes) are affected, and
the gradient of the slope at the centre begins to fall, giving the expected diffusion behaviour.
This is demonstrated in the test cases given later in the chapter.
It can be shown via the von Neumann stability analysis [141] that for the case of pure
concentration driven diffusion, the FTCS scheme becomes unstable for large time steps, due





where dx and dy denote the mesh size and D is the diffusion coefficient. The Crank-Nicholson
algorithm employs a combination of forward and backward differencing, and gives an amplifi-
cation factor (the ratio of the error at timestep n+1 to the error at timestep n) which stays stable
for all time steps [142]. It would be advantageous to employ the Crank-Nicholson method
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so that there is no limit to the time step size, however implementation is time-consuming
and in simulations conducted in this research project, long times scales were not essential.
Therefore it is left for future work. The stability analysis is non-trivial for the case of stress
driven diffusion, since the stable timestep becomes dependent on the elastic interaction energy.
Therefore it is necessary to check convergence of the simulation with respect to the timestep.
The choice of timestep is dependent on the diffusion coefficient, and therefore the temper-
ature. Diffusion is faster at higher temperatures, as illustrated by equation 6.3.6. Therefore,
to determine the largest timestep that yields numerical stability for all simulations, timestep
convergence tests should be performed at the highest possible temperature, for a fixed mesh
size, for both concentration driven and stress driven diffusion. In this way, the timestep choice
will be stable for all temperatures below the maximum. The maximum temperature of the
simulation is fixed to 1136 K, which is the allotropic phase transition temperature of ↵-Zr to
 -Zr. Tests were performed with a sloped starting concentration profile, for the case of no
elastic field, and the elastic field of a prism dislocation (b=<a>3 [112¯0] and line direction along
the c-axis). Figure 40 shows the timestep sizes for which simulations become unstable, for
300K and 1135K. All the simulations were run for a total of 50 ps. From Figure 40, it is clear
that for both the case of simple concentration driven diffusion, and stress driven diffusion, the
simulation is stable for larger timesteps when the temperature is low, as suggested previously
using the diffusion coefficient. The largest timestep that yields numerical stability for all the
simulations is 0.02 ps.




Figure 40: This figure shows the convergence with respect to timestep size (4t) of two starting
concentration profiles, with and without an elastic field contribution from a dislocation. The
simulation cell size in these tests was 99 Å, and the simulations ran for 50 picoseconds.
where D0 = 7.9⇥ 10-3cm2/s = 79 Å2/ps and Q = 1073 cal/mol (0.0465 eV/H atom) is the
activation energy for diffusion [41], R is the universal gas constant, and T is the temperature
in K. Both values are for H in ↵-Zr, and are obtained by fitting the diffusion behaviour of H at
varying temperatures to an Arrhenius law. The activation energy, Q, from [41] is therefore
not specific to diffusion from one tetrahedral site to another. Since the length scale of the
simulation is in Å, which is appropriate for modelling the elastic field of a dislocation, the
timestep is limited to the picosecond range in order for the simulation to remain stable, as
shown previously by the timestep convergence tests. With the above diffusion parameters, it is
estimated that the H atom travels approximately 3.6 Å in 1 ps at 300K. At lower temperatures,
H is less mobile in Zr, and so it covers a smaller distance for a given time, this means that
the timestep size and the total time for which simulations can be run, is greater when the
temperature is lower, as compared to high temperatures.
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The processes carried out in the stress driven diffusion simulation are shown in the flow
diagram in Figure 41. Once a starting concentration profile is selected, the displacement field
type is selected and the defect forces calculated from the DFT calculations are imported. The
elastic interaction energy is evaluated using equation 6.2.14 and its derivatives are evaluated
at each node using the finite difference equations 6.3.1-6.3.4. The finite difference scheme is
also defined for the concentration profile and is called into the Euler integration loop once the
loop has been started. The Euler integration step effectively evaluates the right hand side of
equation 6.2.13 using the input concentration profile, and evolves the concentration forward
in time in the following way











where c = c0 in the first integration step.
Three starting concentration profiles were tested: a uniform profile, a top hat function and
a linearly sloped concentration profile. The uniform profile was made by taking the starting
mass M and dividing by the area of the cell, giving each node a concentration value Cstart.
The top hat function was implemented by taking all the nodes within (nx- 1)/4 from the
boundary and assigning a concentration equal to the starting mass M divided by the space
taken up by those nodes, and all other nodes the value zero, so that there is a 2D top hat
function in the centre of the simulation cell. The sloped concentration profile was implemented
by taking the index of the nodes in the x-direction and assigning a value based on a linear
function c[i, j] = k(i- (nx/2))4x+Cstart, where i corresponds to the node index. The sloped
function was applied only in one direction, and varying the gradient k maintains the total
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Select starting concentration








energy, Eint, using equation
6.2.14 and define on array
Calculate derivatives of
Eint, using finite difference
Define finite difference scheme
for concentration using zero
flux boundary conditions
Calculate spatial derivatives, c˙
Evolve forward in
time by time step dt








Figure 41: A flow diagram illustrating the structure of the stress driven diffusion simulation, which I
developed using the Python programming language.
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mass contained in the supercell.
Two displacement field types were tested. A pure bending displacement field was applied,
to ensure that the stress driven diffusion simulation works for a known case. Finally, the
main tests were performed on dislocation displacement fields, for dislocations of varying
orientations in the HCP crystal.
The dominant slip system of Zr is prism slip, with dislocation line oriented along the c-axis
and b= a3 [21¯1¯0]. As described in Chapter 5, prism dislocations have no component to the
elastic field along the c-direction and so the anisotropy of the tetrahedral interstitial site in
which the H atom is located has no effect for this dislocation type. To observe the effects of
anisotropy of the tetahedral site, dislocations that are oriented such that they have non-zero
elastic field components along the c-axis must be tested. For this reason, a second dislocation
type with line direction along the basal plane, which glides along the basal plane (also with
Burgers vector b= a3 [21¯1¯0]) is also modeled.
The effect of temperature on stress driven diffusion will be tested on the two dislocation
types. Firstly, for the case of a uniform starting concentration profile, the effects of temperature
on diffusion to the dislocation will be tested. Secondly, for a starting profile where an atmo-
sphere has already formed around the dislocation, varying the temperature will determine
the temperature range at which the H atmosphere around the dislocation evaporates. Finally,
the dislocations are compared by assessing the timescale over which a the total starting mass




In this section, a series of tests for starting concentration profile and elastic field types is
conducted. The purpose of these tests is to demonstrate that the simulation produces the
expected results for the case of simple concentration gradient driven diffusion, to show that
there is no loss of mass at the boundaries, to show that a finer mesh spacing leads to better
convergence, and finally, to show that for the simple case of pure bending, stress driven
diffusion is observed.
6.4.1 Convergence with respect to mesh size
It is first essential to demonstrate that numerical errors in the FTCS integration scheme can
be mitigated by a sufficiently dense mesh. Forward and backward difference derivatives are
first order approximations, and the central difference derivatives in equations 6.3.1-6.3.4 are
accurate to second order in the mesh size 4x, and 4y. This can be shown by taking Taylor
expansions of the components of the difference schemes, and identifying to what order the
expansions are truncated. For example, the forward difference scheme in one dimension is
expanded in the following way
















The truncation errors therefore decrease linearely for forward difference. In the case of
central differences, the expansion is



















































which shows that the errors fall quadratically with refined mesh size.
Mesh size convergence tests offer a good indication of the maximum size of4x and4y that
will be tolerated. The error is represented by the percentage change in total mass contained
within the simulation cell. Figure 42 shows how the percentage change in total mass varies
with an increasing number of nodes, and therefore with a decreasing mesh size.
It is clear from the figure that losses due to numerical errors fall when the mesh is finer,
but it also shows how the starting concentration profiles can impact on errors. In particular,
the top-hat function demonstrates significant errors which do not converge as rapidly as the
sloped and uniform concentration profiles. This is most likely due to the sharp discontinuities
present in the edges of the top-hat function at the start of the simulation, to which the finite
difference schemes cannot be applied accurately. However it should be noted that in the rest
of this work it is unlikely that such discontinuous functions will be used, since they are not
representative of H concentration profiles in Zr. Additional convergence tests are performed
for the case of the dislocations, since any discontinuities present in the description of the
dislocation elastic field will also impact on the ability of the finite difference formulation to
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Figure 42: This figure shows the mesh convergence of three different concentration profiles. A negative
% mass change corresponds to a gain. The simulation cell size in these tests was 49Å, and
the simulations ran for 63 timesteps, corresponding to 79.84 picoseconds.
evaluate derivatives without significant errors. The results of these tests are given in section
6.5.
6.4.2 Sloped Concentration Profile
The sloped concentration profile was tested to determine whether both the gradient of the
slope, and the diffusion coefficient impacted on diffusion. In both cases a higher gradient and
diffusion coefficient should speed up the rate at which the sloped profile equilibrates to a flat
line. In Figures 43 and 44, the effect of increasing the diffusion coefficient is illustrated in 3D
and in a 2D sideview plot. A multiplier was applied to the diffusion coefficient to increase its
value by up to 25% to speed up diffusion, and the simulations were run over 80 picoseconds,
with the profile at the final timestep shown in the following figures. The figures illustrate that
the equilibration of the slope is more rapid for a larger diffusion coefficient.
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Figure 43: A 3D sloped concentration profile to illustrate how the profile changes for varying diffusion
coefficients, all run over 80 picoseconds, in a 49 Å simulation cell.
The gradient of the function defining the concentration slope was varied to demonstrate that
with a steeper starting slope, diffusion progresses rapidly enough to catch up with shallower
profiles. This is illustrated by Figure 45.
6.4.3 Top Hat Profile
The final concentration profile to be tested was the top-hat function, which is shown in
Figure 47 in 3D. The starting profile is illustrated in Figure 46. For the case of zero flux
boundary conditions, as the top-hat distribution begins to smooth, the total concentration in
the simulation cell should remain the same, which is illustrated by the concentration at the
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Figure 44: This figure shows a sideview of the sloped concentration profile, and how the diffusion
coefficient affects the rate of diffusion. The black line shows the profile at t=0. All the
simulations were run over 80 picoseconds, with the timestep size and number of timesteps
varied accordingly. The data used in this plot is from the last timestep in all the simulations.
The simulation cell size was 49 Å. The units of D are Å2/ps.
Figure 45: This figure shows the diffusion rate of varying sloped concentration profile gradients. All
the simulations were run over 100 picoseconds, for 710 timesteps, in a 49 Å simulation cell.
The gradient g is unitless.
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boundary rising. The figure illustrates that for increasing values of the diffusion coefficient,
the top-hat profile flattens out more rapidly in the same amount of time.
Figure 46: A 3D plot illustrating the starting concentration profile for the top hat function.
A 2D sideview plot is shown in Figure 48, where the upper image shows the starting profile
marked with black crosses, and the final flattened profile marked in yellow. The lower plot
in Figure 48 shows the flattened profile more closely, illustrating how for simulations with
varying diffusion coefficients run over the same length of time, a larger diffusion coefficient
(shown in yellow) approaches equilibrium more quickly.
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Figure 47: A 3D plot illustrating the evolution of a simulation with a top hat initial concentration
profile, for increasing values for the diffusion coefficient. All four profiles are made from
the final concentration profile of an 80 picosecond simulation. The plot illustrates how a
higher diffusion coefficient leads to more a more rapid equilibration.
Figure 48: A 2D sideview of the top hat distribution to illustrate the effects of diffusion coefficient
on the rate of equilibration. The same data is used here as for Figure 47, however there
are more data points. The upper plot shows the starting profile for all simulations (shown
by black crosses) and the final profile. The lower figure shows more closely what the final
concentration profile looks like for each value of D. The duplication of points is due to the
fact that profile smooths out in both the x and y direction. The units for D are Å2/ps.
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6.4.4 Pure bending
In this section, a non-zero elastic field is added into the system. The simplest case is that of
pure bending by normal stresses applied at the sides, which give rise to a tensile stress in the
upper half of the cell and a compressive stress in the lower half of the cell, as is shown in
Figure 49.
Figure 49: A schematic of the simulation cell to illustrate how the normal stresses applied to the sides
of the cell vary along the y-direction.
For a more detailed derivation of the displacement fields for the pure bending of a beam,
see [143]. Consider a beam of side length L, given that the stresses applied to the sides should
follow the set of equations
 11 = cy (6.4.7)
 22 = 0 (6.4.8)
 12 = 0 (6.4.9)
 33 =  13 =  23 = 0 (6.4.10)
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where the stresses are constant along x and vary along y, with constant c. The origin is placed
at the center of the simulation cell. We can use the isotropic elastic constant tensor and the

















Here, ⌫ is Poisson’s ratio and E is Young’s modulus. Assuming that for small strains the























It is assumed that there are no rigid body translations, and so U1(0,y) = 0. This yields








(x2 + ⌫y2) (6.4.19)
As the simulation cell is defined as an array that is filled from the corner, the pure bending
displacement fields must be translated such that their origin is at the center of the cell.
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The corresponding fields are shown in Figures 50 and 51, as contour plots. However the
scales are arbitrary due to the arbitrary choice of the constants c, Young’s modulus, E, and
Poisson’s ratio, ⌫. For pure Zr the Young’s modulus is typically 88 GPa and the Poisson’s ratio
is 0.34. The strength of the constants impacts on the extent of bending, but for the purpose
of the present illustrative tests, exact values were not essential, and therefore the values on
the scale are not realistic for Zr, they simply show the effects of significant bending on the
diffusion of H. The constants used in these calculations are c=0.5, E=10000 GPa, ⌫=0.34. The
constant c is typically the ratio of the Young’s modulus to the radius of curvature of the
neutral axis (corresponding to the x-axis in the simulation cell) and so has units GPa/m. The
maximum and minimum tensile stress along the y axis in the presented calculations is ±50
GPa, corresponding to a large radius of curvature of 20000 Å (2⇥ 10-5m).
Figure 50: The U1 displacement field for the case
of pure bending.
Figure 51: The U2 displacement field for the case
of pure bending.
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As described in Chapter 4, it is essential that the elastic interaction energy between the H
atom and the displacement field is evaluated using a sum over full atom shells. This is because
there must be no resultant force exerted by the H atom on the surrounding neighbours, to
maintain equilibrium. Furthermore, the displacement field must be slowly varying on the
scale of Rn, which is the case for pure bending. Therefore we must find the smallest value of
n over which we obtain a full shell of Zr atoms surrounding H. The chosen value of n is 4,
which gives the atoms that make up the tetrahedral site. The resultant force in this system
can be shown to be zero by taking a cumulative sum of the force components on Zr atoms
surrounding the H atom. This is illustrated by Figure 52.
Figure 52: This figure shows the cumulative sum of the force components Fx, Fy and Fz against atom
number. The forces are those exerted by the point defect on the nth neighbour Zr atom. The
data shown is taken from DFT results for a 4x4x3 supercell of Zr containing a single H atom
within a tetrahedral interstitial site. The forces used are those evaluated from the SPC step
after the removal of the H atom from a locally relaxed Zr96H system.
The elastic interaction energy profile is then given by evaluating equation 6.2.14 on the
simulation grid. The field is shown in Figure 53. The figure shows that the elastic interaction
energy varies along y and is uniform along x. Because the H atom has a positive partial molar
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volume, as discussed in Chapter 2, it is energetially favourable to move towards regions of
tensile stress, and away from regions of compressive stress. Therefore it is expected that since
the pure bending field exhibits tension along the positive y-axis, H will diffuse towards this
region, and away from the compressive region along the negative y-axis.
Figure 53: The elastic interaction energy profile in the simulation cell for the case of pure bending.
When normal stresses are applied to the sides of the cell there is a compression in the
lower half (with respect the y-direction) and an expansion in the upper half, of the cell. This
results in an increase in elastic interaction energy in the compressive region and a decrease
in elastic interaction energy in the tensile region. The tensile stress along the top of the
simulation cell is 50GPa and along the bottom of the simulation cell it is -50GPa. The axes
indicate the length of the sides of the simulation cell in Å.
Once again, it is essential to ensure that there continues to be a convergence in the numerical
error with respect to mesh spacing. Figure 54 shows the effect that mesh size (4x and 4y)
has on the percentage change in total mass during a simulation.
The effects of increasing the temperature and the diffusion coefficient were tested on a
simple case of the stress driven diffusion of a uniform starting concentration profile. It is
expected that when the diffusion coefficient is increased, it only impacts on the rate of
diffusion, as shown in the plot (a) of Figure 55. The temperature however, plays a more
interesting role, in that temperature governs the interplay between concentration gradient and
stress driven diffusion, which have opposing effects on the total H distribution. The internal
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Figure 54: Convergence of numerical errors with respect to the number of nodes, nx and ny. For a
fixed box length of 199 Å, as the nx and ny increases the mesh size decreases. The numerical
errors are represented by percentage change in total mass.
energy, which seeks to localise the H in attractive regions via the elastic interaction energy, is
in competition with the entropic contribution to the free energy which seeks to maximise the
entropy and equalise the concentration everywhere. As shown in equation 6.2.13, although
the diffusion coefficient increases as the temperature is increased, it appears in the coefficient
of all the terms. On the other hand, the effects of stress on diffusion diminish with increasing
temperature since the H atoms have enough vibrational energy to overcome the attraction of
the elastic field, leading to either a reduction, or complete halt in stress driven diffusion, with
the homogenizing effect of the Laplacian of the concentration taking over. This is illustrated
in Figure 55(b).
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Figure 55: These plots illustrate the effect of (a) the diffusion coefficient (in Å2/ps) and (b) the temper-
ature (in K) on stress driven diffusion, where the starting concentration profile is uniform.
Each simulation was run for a total of 100 picoseconds. The starting profile is shown (black
crosses). Higher temperatures enable H to overcome to attraction to the elastic field, which
diminishes the effect of stress driven diffusion.
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6.5 results for dislocations
In the preliminary sections, the concentration in the simulation cells was selected arbitrarily
based on a fixed total mass contained within the cell. To make the accumulation and deficit
seen around the dislocation clear, the concentration profile is normalised against the starting
profile of each simulation. Therefore, unless stated otherwise, the concentration profile scale
represents the factor by which the total concentration at a given point changes from the
starting profile. In this section, the diffusion of H to two dislocation types is presented. For
the case of the prism dislocation, which is presented first, additional convergence tests and a
discussion of the impact of core size on diffusion are given.
6.5.1 Prism dislocation oriented along the c-axis with b= a3 [21¯1¯0]
To recap the form of the elastic field of a prism dislocation, the u1 and u2 components of the
displacement field are given by Figures 56 and 57. In these contour plots, the axes shown
represent the length of the sides of the simulation cell, and the dislocation is situated at the
centre of each plot. Relative to the dislocation axes, the dislocation line is normal to the page
and the Burgers vector is parallel to the x-axis. In Figure 56, the cut to define the Burgers
vector displacement is along x<0, the u1 displacement is along x and the u2 displacemente is
along y, all relative to the dislocation axes.
The dislocation core is the region within which linear elasticity theory is no longer suitable
to describe the atomic displacements caused by the dislocation. Although there has been
much work on the definition of the core region (one example is [144]), it is beyond the scope
of the present project. Two approaches are taken in the present work to define the core cutoff
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Figure 56: The u1 component of the displacement
field of a dislocation oriented with Burg-
ers vector in the direction of a1, with line
direction along c.
Figure 57: The u2 component of the displacement
field of a dislocation oriented with Burg-
ers vector in the direction of a1, with line
direction along c.
radius, which is normally expressed as a multiple of the Burgers vector. The hydrostatic stress
is a stress tensor invariant and the arbitrary definition of the core radius we adopt is that it
is the radius at which the hydrostatic stress falls below 2% of the shear modulus. The shear
modulus of Zr is 33 GPa.
Secondly, because the core cutoff leads to a sharp discontinuity in the elastic interaction
energy along the x-axis (the axis that defines the dislocation glide plane), the choice of cutoff
impacts on the effectiveness of the mesh to evaluate the derivatives of the elastic interaction
energy without significant accumulation of errors. Therefore the cutoff should be assessed
against further mesh convergence tests. Figure 58 shows how different choices of core radii
affect the convergence of the mesh size. Clearly a core radius spanning 20b would cover
the entire simulation cell, so whilst it yields fewer errors due to the smaller size of the
discontinuity in Eint at the core, it would not be a suitable description of the dislocation.
Typically the core radius is selected to be approximately 5b, however this gives rise to large
errors that alter the final mass significantly compared to the starting mass in the simulation
cell. A radius of 10b was, for these reasons, selected as the core cutoff. This core radius is also
the point at which the maximum hydrostatic stress is approximately 2% of the shear modulus.
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A description of how the core radius might be estimated using a comparison with the shear
modulus is given in Appendix B, using the hydrostatic stress of the prism dislocation. In the
present work, the core region is not excluded during the diffusion process, it is simply used
to limit the total elastic interaction energy.
Figure 58: Mesh convergence tests performed for varying core radii (given in multiples of the Burgers
vector). Simulations were run for 500ps, at 500K.
Figure 59 shows the size of the elastic interaction energy profile for varying core sizes.
Temperature also impacts on the convergence of the errors with respect to mesh size,
as is illustrated by Figure 60. This is because the stress terms in the diffusion equation
have the coefficient 1/kBT , causing the stress field to dominate the diffusion process at low
temperatures, as shown in Figure 55(b). It also magnifies any errors that may arise from the




Figure 59: The elastic interaction energy profiles for dislocations with a core radius of (a) 4b, (b) 8b, (c)
10b, (d) 20b (all in Å).
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Figure 60: Mesh convergece test for two temperatures, to assess the effect of T on the accumulation of
errors. Simulations were run for 500ps, using a core radius of 10b.
The elastic interaction energy for the prism dislocation, with a core radius of 10b is shown
in Figure 61. It is the gradient, and the Laplacian of the elastic interaction energy that drives
diffusion to the dislocation.
6.5.2 The steady state solution vs Temperature
To achieve the steady state solution, the simulation must be run for a significant period of time.
The steady state solution given by equation 6.2.11, is shown in Figure 62 which illustrates the
effect of temperature on the steady state concentration profile around a prism dislocation. It
is clear that at lower temperatures there is a greater accumulation of H in the tensile region of
the dislocation, and the overall size of the Cottrell atmosphere decreases as the temperature
increases. This is because the H atoms have enough thermal energy to escape the elastic field
of the dislocation, and the atmosphere evaporates. The same principle is applied to reduce
cracking via DHC in pressure tubes in PWRs. The steady state solution is non linear at low
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Figure 61: The elastic interaction energy profile between H and a prism edge dislocation. Consider the
edge dislocation at the center of the plot, with the terminating half plane along the positive
y-axis. The profile shows what the elastic interaction energy would be between a H atom
and the prism edge dislocation when it is placed at different points in the simulation cell.
The xy-plane of the plot corresponds to the basal plane of the crystal. The well-known form
of the Cottrell atmosphere is illustrated here, because the elastic field of dislocations which
glide along the prism plane with line direction along the c-axis, is isotropic.
temperatures, and so there is a greater accumulation of H in the tensile region than there is
deficit in the compressive region. At higher temperatures, the solution becomes more linear
and the atmosphere becomes more symetric in terms of the equality of the increase in H and
the deficit. This is illustrated in Figure 63, which is a side view of the profiles given in Figure 62.
When the stress driven diffusion equation is run for long times, the concentration profile
near the dislocation core continues to grow rapidly, accumulating errors and therefore excess
H within the cell. This accumulation is partly due to the first and second derivatives of the




Figure 62: The steady state concentration profile around a prism edge dislocation, for two tempera-
tures:(a) 350K, (b) 600K. The plots show that as the temperature increases, the H atmosphere
around the dislocation reduces. This is shown by the contour values around the dislocation.
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Figure 63: A side view of the steady state concentration profile as a function of temperature. As the
temperature increases, the overall concentration decreases, but as is illustrated by the 700K
profile, the magnitude of the accumulation and deficit in the tensile and compressive regions
equalize.
to negative where the terminating half plane of the edge dislocation ends. Therefore the steady
state solution shown in Figure 62 is not obtianed by the diffusion model.
When the steady state solution is inserted as the starting concentration, it is expected that
there would be no change in the concentration profile. However there is again an accumulation
of errors near the core discontinuities that causes the profile to continue to evolve. This change
is reflected in the change in the total mass in the simulation cell as illustrated by Figure 64,
which shows the percentage mass change as a function of core radius.
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Figure 64: Percentage change in mass contained within the supercell when the steady state solution is
used as the starting profile. Simulations were run for 500 ps.
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6.5.3 Evaporating atmosphere
Once a H atmosphere has formed around a dislocation, if the temperature is raised it is
expected to evaporate. This is illustrated in Figures 65, where an atmosphere around a
dislocation formed at 500K, begins to evaporate when at 800K, even in the presence of the
dislocation. As it shown in the figure, the atmosphere does not completely disappear, and this
is again an artefact of the errors accumulated in the core region.
(a) (b)
(c) (d)
Figure 65: The normalized concentration profile of a Cottrell atmosphere which is formed at 500K,
evaporating when the temperature is raised to 800K. Each plot refers to the profile at a point
in time during the simulation: (a) 0 ps, (b) 25 ps (c) 128 ps, (d) 256 ps.
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6.5.4 Dislocations oriented in the basal plane with b= a3 [21¯1¯0]
As shown in Figures 66 and 67, the displacement fields for a dislocation with line along the
basal plane and which glides along the basal plane, are essentially the same as the fields
for a prism dislocation. The difference between the two types of dislocation and the elastic
interaction energy of H with each dislocation emerges from the defect forces. A coordinate
transformation must be performed on the HCP crystal axes on which the defect forces are
defined, so that it is aligned with the dislocation axes. This transformation is given in Chapter
5, section 5.4
Figure 66: The u1 component of the displacement
field of a dislocation oriented with Burg-
ers vector in the direction of a1, with line
direction along the basal plane.
Figure 67: The u2 component of the displacement
field of a dislocation oriented with Burg-
ers vector in the direction of a1, with line
direction along the basal plane.
As seen from the formulation of the displacement fields in equations 5.3.16 and 5.3.17
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When implementing the ArcTan(y/x) function, most mathematical programming lan-
guages have an in-built version which automatically mitigates the discontinuity that arises
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from the case where x=0, by taking the value of ArcTan(y/x) from the positive quadrant and
translating it to the remaining three quadrants, having selected where to place the cut where
the function shifts from 0 to 2⇡. This is illustrated by the u1 component of the displacement
field given in Figures 56 and 66. In a similar manner, a customized function is required to
address the discontinuities in equation 6.5.1 along the lines y =  x and y = - x. The function









g(x,y) 0 6 x, 0 6 y 6 x 
⇡- g(x,y) 0 6 x, y > x 
⇡+ g(x,y) 0 < x, y > -x 
2⇡- g(x,y) 0 < x, 0 6 y < -x 
-2⇡+ g(x,y) 0 < x, x  6 y < 0
-⇡- g(x,y) 0 < x, y < x 
-⇡+ g(x,y) 0 6 x, y 6 -x 
-g(x,y) 0 6 x, -x  < y < 0
(6.5.3)
To assess the convergence with respect to the mesh size for various core cutoffs, a series
of convergence tests were performed once more for the basal dislocation. It was confirmed
that the timestep of 0.02 ps led to numerically stable simulations for the present dislocation
type. Figure 68 shows that a core radius of 8b is sufficient for mesh convergence, whereas
a smaller core radius gives a divergent percentage change in mass, presumably due to the
significant discontinuity in the core region. What is unexpected is that as compared to the
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prism dislocation in the previous section, there is better mesh convergence overall when the
core size is smaller, with the exception of the core radius of 5b.
Figure 68: The convergence with respect to mesh size for the basal edge dislocation elastic field.
This plot shows the percentage change in mass within the simulation cell as a function of
increasing the number of nodes (which corresponds to decreasing the mesh spacing), for
different core cutoffs of the dislocation.
The difference in convergence behaviour compared to the prism dislocation may be due to
the overall distance that the dislocation elastic field spans, as is shown by the elastic interaction
energy plots for various core radii in Figures 69(a)-(d); the elastic field for the basal edge
dislocation appears to have a longer range than the corresponding field for the prism edge
dislocation. A larger plot of the elastic interaction energy profile of the basal edge dislocation,




Figure 69: These plots illustrate the form of the elastic interaction energy profile of the basal edge
dislocation, for varying Burgers vectors:(a) 4b, (b) 8b, (c) 10b, (d) 20b.
181
Figure 70: The elastic interaction energy profile between H and a dislocation at the center of the
simulation cell. The dislocation is a basal edge, with line direction along the basal plane and
Burgers vector a3 [21¯1¯0]. The crystal c-axis aligns with the y-axis of the plot, and the crystal
a1-axis aligns with the x-axis of the plot.
6.5.5 Steady State
The steady state concentration profile as a function of temperature is shown in Figure 71. As
for the prism edge dislocation, the ability of the elastic field to drive diffusion towards the




Figure 71: The steady state concentration profiles of H around the basal edge dislocation, showing an
accumulation of H in the tensile region and a deficit in the compressive region. The plots
correspond to different temperatures: (a) 350K, (b) 600K.
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6.5.6 Timescales for accumulation of H in dislocation atmosphere
The two dislocations can be compared to one another by assessing the timescale in which each
dislocation type attracts a fraction of the starting concentration of H to its elastic field. Figures
72 (a) and (b) show the time taken for the concentration at some point in the simulation cell
to reach 110% of the starting concentration, then 120%, and so on. The steeper the curve, the
more quickly H tends to accumulate in the dislocation atmosphere. The figures show that the
basal edge dislocation is much more strongly attractive than the prism edge dislocation, even
though they have the same Burgers vector. This shows the importance of elastic anisotropy in
Zr in affecting the segregation of H to dislocations. In addition, the prism dislocation becomes
saturated far more quickly, as illustrated by the fact that the time taken to reach upward of
130% of c0 increases significantly.
The plots show that there is initially a rapid accumulation of H in the elastic field of the
dislocation, and that this accumulation slows down at higher temperatures, or when the
atmosphere becomes saturated. The saturation point arises when equilibrium between the
Laplacian of the concentration and the gradient and laplacian of the elastic interaction energy
is reached.
Figures 73 and 74 show the concentration profile growing around the prism, and the basal
edge dislocation, at 600K, over 1 nanosecond. A high temperature was chosen so that the
atmosphere would not form as rapidly, and to reduce the errors that arise from performing
the calculations at low temperatures. These figures illustrate the steady accumulation of H in
the tensile region of each dislocation and the growing deficit in the compressive region.
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Figure 72: This figure shows the time taken for the concentration in the simulation cell to exceed the
starting concentration profile by 10-50%. The basal dislocation results are given in plot (a)




Figure 73: The normalized concentration profile around a basal edge dislocation at two timesteps: (a)




Figure 74: The normalized concentration profile around a prism edge dislocation at two timesteps: (a)
0.5 nanoseconds, (b) 1 nanosecond.
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6.6 discussion
The effects of anisotropy can be assessed by comparing the elastic interaction energy profiles
of the prism and basal edge dislocation side by side, as is shown in Figure 75.
(a) (b)
Figure 75: The elastic interaction energy profiles for the basal and prism edge dislocations. (a) Basal
with core radius of 8b, (b) Prism with core radius of 10b
There is a clear anisotropy in the elastic interaction profile of the basal edge dislocation.





n), with f 01 = f1 and f
0
2 = f3, due to the transformation which aligns the
crystal coordinate system with the dislocation coordinate system. This means that the force
along the y-axis of the dislocation is the f3 component in the crystal coordinate system. This
transformation is given in Appendix A, and also in Chapter 5.4. This gives the u2 component
additional weight in the interaction energy, illustrating the anisotropy of the HCP crystal and
the local atomic environment around H.
What this shows is that the defect forces play the rather significant role of adding a
weight to the components of the displacement field of a dislocation, and when there is a
stronger force in a particular direction, the component of ui in that direction dominates the
elastic interaction energy. In this way, it is clear that there is some interplay between the
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inherent anisotropy of the form of the dislocation elastic field, and the anisotropy of the
defect elastic field as a result of the local atomic environment. The elastic dipole tensor would
yield a very similar result, since the ⇢33 component is larger than the ⇢11 and ⇢22 components.
The evaluation of the elastic interaction energy between a point defect and a dislocation has
been carried out in previous work, first by Cottrell and Bilby and others using the first-order
size interaction, which is the classic PdV formulation for the elastic interaction [145, 73]. The
size interaction work was extended to account for the discrete lattice by Kanzaki, Hardy
and others, using the harmonic lattice approximation to evaluate Kanzaki (or defect) forces
[80, 146]. In the present work, the elastic interaction has been evaluated via DFT, using the
discrete lattice model to offer a more accurate view of the kind of dilatation exerted by H in
Zr, and therefore a more accurate view of its elastic interaction with a dislocation in Zr. A
suitable analogy is that H has been previously described as a misfitting sphere, usually in
an isotropic medium, whereas in the present work, the elastic field of H in a tetrahedral site
has been modelled as a misfitting egg, similar to the concept of the ellipsoidal inclusion by
Eshelby [147], except that the crystal lattice has been treated explicitly, and any anharmonic
contributions to the forces are included by virtue of the simulation technique. The result
is that the elastic interaction profile between H and an edge dislocation depends on their
respective orientations within the crystal.
It was noted in the introductory sections of this chapter, and in the literature review that
the work done formulation is correct provided that the requirements of linear elasticity are
satisfied. This may not be the case so close to the H atom, and in future work the "extended
defect" approach where the atoms closest to the defect are clustered together, as introduced
by Simonelli and coworkers [88], may be needed to ensure that linear elasticity fully applies.
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The final concentration profiles after the 1 nanosecond simulation (Figures 73 and 74) show
that the prism dislocation accumulates more H in its atmosphere overall at 600K, whereas the
tensile zone of the basal dislocation becomes saturated quickly at a lower concentration. In
addition, there is a greater deficit in the compressive region of the basal dislocation than for
the prism dislocation. The basal dislocation atmosphere is highly localized along the y-axis,
wheras the prism dislocation atmosphere is slightly more isotropic - although not perfectly
isotropic as would normally be expected. These are likely due to the tetrahedral site, on which
the forces are evaluated.
The plots shown in Figure 72 enable us to draw a few conclusions about the effect of
dislocations on H trapping and hydride nucleation. Let us consider bulk Zr at approximately
500K (227 C), containing a uniform concentration of H where the concentration is 0.15 atomic
%. At 500K the solubility limit of H is approximately 0.2 atomic %, using the phase diagram in
Figure 2. If a basal edge dislocation glides into this region of initially uniformly distributed H
in solution, a Cottrell atmosphere will form around it within picoseconds, and the concentra-
tion in the tensile zone of the atmosphere will reach 130% of the initial concentration, that is
approximately 0.2 atomic %, and a hydride will nucleate. If the temperature is lowered, whilst
Figure 72 suggests that the dislocation will attract more H more rapidly, the lower temperature
will also simply reduce the solubility limit of H in Zr and cause hydride precipitation. Equally
if the temperature is raised, the solubility limit will increase, and the maximum amount
of H that accumulates in the dislocation atmosphere will fall, which will halt any hydride
formation. This shows that there is a very small concentration domain at low temperatures,
when the presence of the dislocation will reduce the barrier to hydride precipitation. On the
other hand, these calculations also show that a dislocation can trap H atoms and remove
them from the bulk, thereby reducing the total concentration of H in the bulk which could
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precipitate into hydrides.
In the stress driven diffusion simulation, it is expected that a steady state is reached when
the homogenizing effect of the Laplacian of the concentration is balanced by the elastic
interaction which leads to an inhomogenous H distribution. As is shown by Figures 73 and
74, the steady state solution is not matched by a simulation over long timescales, and is in fact
exceeded. This is clear when comparing the concentration profiles at 1 ns to the steady state
profiles for the prism and basal edge dislocation atmospheres given in Figures 62(b) and 71(b).
The reason for this is the accumulation of errors when the derivatives are evaluated using
the finite difference formulation, near the discontinuous region about the dislocation core.
Because the core radius has been defined sharply, and because the elastic interaction energy
jumps discontinuously from positive to negative where the compressive and tensile regions of
the dislocation meet, the simulation accumulates errors and therefore excess mass in these
regions. Therefore whilst the simulation of H diffusion to the dislocation does slow down
significantly when equilibrium approaches, the errors lead to a continued diffusion process.
These errors are also apparent in the mesh convergence tests performed using the dislo-
cation elastic field, shown in Figure 58. It was shown that the choice of core cutoff impacts
on the convergence with respect to mesh size, and that in particular for the prism edge
dislocation, errors reduce with a larger core radius. From previous work, a typical core radius
is just a few Burgers vectors, whereas in the present work an unusually large core radius
has been employed purely to reduce errors. The temperature was also found to impact on
the accumulation of errors, since with a smaller temperature, the term D/kBT preceding the
stress terms in the diffusion equation become larger, and any associated errors therefore also
increase in magnitude.
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A method by which to reduce the core radius without significant accumulation of errors
would be to smooth out the core region. Due to the method of applying the core cutoff, there
are sharp discontinuities in the interaction energy at the core radius, and at the center of the
dislocation where there is an abrupt transition from compression to tension. A smooth core
region can be introduced by using a method similar to that of Weinberger and Cai [148], which
involves replacing the 1/r dependence of the displacement field, with the form r/(a2 + r2),
where a is related to the core radius. This results in a smooth transition between the required
1/r behaviour at large distances where linear elasticity applies, and linear behaviour closer to
the core.
Another approach would be to employ higher order finite difference formulae, where the
errors fall as O(4x4) or greater, since they incorporate more nodes in the evaluation of the
derivative at any given point by going out to second and third nearest neighbour nodes. Other
approaches involve extrapolating the numerical flux across a discontinuity, using information
from only one side [149].
Although it is possible to smooth the core region and limit the extreme values of the elastic
interaction energy in the core, it is not physical to even model the core and any diffusion to it.
Therefore a further modification would be to insert a cylinder, on which zero flux boundary
conditions are defined, around the core region to shield it, and disable any diffusion in the
core. In this way, it will be possible to model more physically, the diffusion of H to the elastic
field of a dislocation.
In previous simulations of stress driven diffusion, the continuum version of the first-order
size interaction has typically been employed, such as by Sofronis and coworkers on their work
on the HELP model [150, 69, 23], and by Li and coworkers in their models of fracture using a
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combination of atomistic and continuum models [151]. Clouet and coworkers made use of the
elastic dipole tensor to model the the elastic interaction between C and dislocations in ↵-iron.
The present work is unique in that the force-displacement formulation has been employed to
model the elastic interaction between H solute atoms and dislocations in Zr.
6.7 conclusion
In this chapter, a stress driven diffusion model for H to the field of dislocations was developed.
The expected behaviour for the simple case of diffusion along concentration gradients and
stress driven diffusion in the field of pure bending was confirmed. Mesh convergence tests
showed that a 99x99 node mesh cell was sufficient to reduce numerical errors and that a
timestep size of 0.02 ps maintained numerical stability. A simulation cell size of 199 Å was
sufficient to model the diffusion of H to a dislocation, and the mesh spacing was large enough
to contain the coordinates of the tetrahedral site of Zr. The choice of core radius for the prism
dislocation was 10 Burgers vectors, and 8 Burgers vectors for the basal dislocation. These are
larger core radii than is normally expected and core smoothing methods have been proposed
to enable the core size to be reduced.
The elastic interaction profile between a dislocation and H was presented, and used to
illustrate the anisotropy of the local atomic environment. This is a significant result, because it
was found to impact on the anisotropy and the extent of diffusion of H to the dislocation field.
In particular since both the basal edge and prism edge dislocations have the same Burgers
vector (3.232 Å), their elastic field would normally be expected to have a similar magnitude.
However it has been shown that when the anisotropic field of H is modelled instead of the
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usual misfitting sphere approach, the elastic interaction profile, and therefore H diffusion is
impacted.
The simulation presented in this chapter is specific to the case of a closed system containing
H, where a dislocation is introduced, whereas in a PWR, H will continuously enter the system
from the cladding surface. It has been shown that dislocations act as trapping sites for H
atoms, and at low temperatures, when the H concentration is just below the solvus, the
introduction of a basal edge dislocation will lead to an accumulation of H in its tensile zone
which exceeds the solubility limit. Therefore the basal edge dislocation can be shown to act as
a nucleation site for hydrides.
The ideal route for further work would follow two paths. In the first place, after successful
evaluation of the elastic dipole tensor it would be interesting to compare the elastic inter-
action energy profiles obtained using the -⇢ij✏ij formulation to the present profiles. Once
the elastic dipole tensor has been characterised for any given solute in its host system, its
elastic interaction energy can be evaluated with the strain field of a dislocation, crack or other
stress source. For example, Varvenne and coworkers used the elastic dipole tensor to evalu-
ate image interactions between solutes in DFT supercells, which typically employ periodic
boundary conditions. By evaluating the long range interactions between a defect and its im-
ages, they were able to deduce the properties of an isolated defect using smaller supercells [94].
A second path for the present work is to extend the stress driven diffusion model to include
the elastic field of a crack, and model diffusion to the crack tip. The solutions for edge disloca-
tions used in the present work can be used to model cracks as in the Bilby-Cottrell-Swinden
model, where the crack is modelled as a continuous distribution of dislocations. In addition,
existing models for 2D discrete dislocation dynamics around a crack can be modified to
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account for HCP systems, and this can be coupled with the stress driven diffusion model to
simulate H diffusion to a crack in the presence of dislocations. The effect of H on crack tip




The purpose of this thesis was to evaluate the elastic field of H in Zr, and therefore its
interaction with and diffusion to dislocations in Zr in order to convey the impact of anisotropy
on H diffusion, which has not yet been incorported into previous models of DHC. Anisotropy
arises in two places: firstly there is anisotropy of the elastic field of interstitial H due to the
nature of the symmetry of the tetrahedral site in Zr, and there is secondly anisotropy of
the dislocation’s elastic field. Since DHC is a highly multifaceted phenomenon, multiscale
methods are essential to developing an adequate model. In this thesis a combination of first
principles DFT simulations and analytical models were employed to simulate H diffusion to a
dislocation on the continuum scale, incorporating the elastic interaction energy between H
and the dislocation as a driver.
A key result of this project was the evaluation of the elastic dipole tensor of H in tetrahedral
sites in Zr using two methods: the defect forces method and the strain method. It was shown
through the elastic dipole tensor that the elastic field of H is anisotropic in Zr, exhibiting a
stronger effect along the c-axis of the HCP crystal than along the basal directions, and an
isotropic field in the basal directions. The anisotropy exhibited by the elastic dipole tensor of H
in Zr challenges the use of the volume dilatation term in the elastic interaction energy expres-
sions in previous work, and offers a simple method with which anisotropy can be accounted
for. The use of the dipole tensor as compared with the volume dilatation is analagous to that
of modelling H as a misfitting egg (specifically a misfitting prolate spheroid), as opposed to
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a misfitting sphere. It has been shown that for an anisotropic system such as Zr, a valuable
insight into the elastic field of H insterstitials and their interaction with dislocations would be
missed by representing it as a volume dilatation.
During the calculation of the elastic dipole tensor, it was shown that the defect forces
method yields a conditionally convergent sum, requiring the defect forces to fall as 1/|R3|
or faster to obtain a converged dipole tensor. This was not satisfied when using DFT and
although convergent forces were not obtained, it is suggested that the reason for this lack
of convergence is an insufficient supercell size, or long ranging variations in the charge density.
The dipole tensor evaluated by the strain method did not agree with that evaluated using
the defect forces method when calculated using DFT, and this was partly due to the lack
of convergence of the defect forces. Furthermore, even using the EP technique, where the
forces did converge, there was still disagreement between the strain method and defect forces
method dipole tensors.
Using DFT the ⇢11 component of the dipole tensor was found to be lower than the ⇢33
component (⇢11 = 1.68 eV and ⇢33 = 1.74 eV for a 96-atom supercell), whereas the EP technique
yielded a higher ⇢11 component (⇢11 = 3.94 eV and ⇢33 = 3.68 eV for a 96-atom supercell). The
reason for this is attributed to an underestimation of the strength of the Zr-H bond by the
EAM potential developed by [1].
Based on these findings some conclusive statements can be drawn about the evaluation
of the elastic dipole tensor. Firstly it is clear that the defect forces expression is a definitive
statement for an elastic dipole tensor, and should therefore yield a correct tensor provided
that converged forces are obtained. This is illustrated by the fact that the EP technique yielded
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a converged dipole tensor via the defect forces method. The strain method yields a dipole
tensor which does not require such stringent convergence criteria, and could therefore be
considered as a better approach for calculating the elastic dipole tensor using DFT. The defect
forces method is certainly not inferior to the strain method, in principle, but in practice using
DFT the strain method is the more suitable approach. These conclusions however are made
under the assumption that the two methods are equivalent.
The theory behind the elastic dipole tensor highlighted the key assumptions behind the
two methods, and therefore the differences which lead to the eventual mismatch between
defect force and strain method dipole tensors. Whilst the difference between the two methods
has been discussed in previous work by Gillan and coworkers in [84], a numerical compar-
ison is made here for the first time. The assumptions that lead to the two expressions are
manifested through the Taylor approximations which are applied to derive the two dipole
tensor equations. For the strain method the energy is expanded to second order in the strain,
whereas for the defect forces method two approximations are applied: first it is assumed that
the forces exerted by the defect on neighbouring atoms is unchanged by the displacement
field due to a second defect, and secondly the Taylor expansion applied to the displacement
field requires that it is slowly varying in the vicinity of the defect. The result is that because
of the assumptions behind them, the two methods of calculating the dipole tensor are not
exactly equivalent.
Using the work-done formulation, the elastic interaction energy between H interstitials and
dislocations in Zr was computed without needing to simulate H and dislocations in a single
simulation cell, which can become computationally expensive, particularly for edge disloca-
tions. The purpose of evaluating this interaction energy was to demonstrate the simplicity of
the method, and to allow the stress-driven diffusion problem to be solved. This can be scaled
198
up to make it possible to evaluate the interaction between H interstitials and cracks, or any
other displacement field. The key to this calculation was ensuring that linear elasticity theory
was always satisfied, so that the elastic field of H and the dislocation could be evaluated
independently from one another. All of this was done whilst accounting for anisotropy.
The computed elastic interaction energy was then used in a stress driven diffusion simula-
tion to model the diffusion of H to dislocations. Two dislocation elastic fields were compared:
a prism dislocation with dislocation line oriented along the c-axis and b= a3 [21¯1¯0], and a basal
dislocation with dislocation line oriented in the basal plane and b= a3 [21¯1¯0]. It was shown that
since the elastic field of the prism dislocation was isotropic, the elastic interaction between
H and the dislocation would also be isotropic. Therefore a dislocation oriented in another
direction, with a non-zero displacement field component along the crystal c-axis, was required
to highlight the anisotropy of its elastic interaction with H.
It was shown that both the prism and basal dislocations become saturated with H within 2
picoseconds at 300K, with H accumulating around the basal dislocation more rapidly. Further-
more it was shown that at low temperatures, the basal dislocation in particular can act as a
nucleation site for hydrides, by attracting enough H to its atmosphere to exceed the solubility
limit. However it was also shown that this is true for only a small temperature range, and
once the temperature exceeds 700K, both the solubility limit increases and the amount of H
collected in the dislocation atmosphere falls significantly. In addition, if the temperature is
very low, the presence of a dislocation does not impact greatly on hydride nucleation as the
solubility limit is also very low.
The limitations of the stress driven diffusion model are that (a) it does not account for H-H
interactions and (b) the dislocation core is not entirely eliminated from the simulation. The
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dislocation core is dealt with in the present model by approximating the elastic interaction
energy within the core as constant, eliminating the divergences. Without further atomistic
calculations of dislocations, this is a limitation of how the dislocation core can be treated. An
approach to limit the accumulation of errors is to eliminate the core region of the dislocation,
in the present work diffusion of H was not restricted in the core region, only at the boundaries
of the simulation cell, whereas in reality additional boundaries must be added in the core
region to correctly model H diffusion.
The work presented on the elastic dipole tensor could be incorporated into the stress-driven
diffusion model if used in conjunction with the strain field of a dislocation or crack or other
defect, to evaluate the elastic interaction energy. However the functional form of the strain of
a dislocation in an anisotropic elastic crystal is not trivial to obtain. Once the elastic dipole
tensor of an interstital atom has been evaluated, it reveals a great deal about the nature of
the host system and the interaction of the interstital with other material defects, this is a very
general method that can be applied to any point defect. As outlined in the final sections of
Chapter 4, a first step is to assess the quality of the dipole tensor in the evaluation of the
elastic interaction energy between two H atoms in Zr.
The presented stress driven diffusion simulation can be extended to include the diffusion
of H to a crack using the Bilby-Cottrell-Swinden model, as well as including H-H interactions
into the governing diffusion equation. Furthermore, the simulation can be coupled with a
discrete dislocation dynamics model of a crack to simulate H diffusion to a crack in the
presence of crack tip plasticity. This work can shed light on the first step to DHC, in particular
the rate at which H accumulates at the crack tip, the effect of dislocations on H diffusion and
the effect of H on crack tip plasticity. Furthermore, once enough H accumulates to exceed the
solubility limit for a given temperature, hydride formation and its elastic interaction with H
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atoms and the crack tip can be incorporated into the model. There is indeed a great deal of
room for extending the present work and developing a fuller model of DHC.
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In this section the rotation matrices to transform defect forces and positions in the Cartesian
crystal axes into the dislocation axes are derived. The dislocation axes are at some arbitrary
orientation with respect to the Cartesean crystal axes.
Let eˆi be the unit vectors along the Cartesian axes used to express the defect forces and
positions, where the vector x = xieˆi. Let eˆ
0
i be the unit vectors along the Cartesian axes used
to express the displacement field of the dislocation, i.e. the dislocation axes. The vector x is
expressed as x = x’jeˆ 0j in terms of the dislocation axes. To expresss the components of the
vector x in terms of the eˆ 0j coordinate system we must evaluate the direction cosines between
the dislocation and crystal axes:
eˆi = (eˆi · eˆ 0j)eˆ 0j (A.0.1)
where the direction cosines are in the parentheses. The components of the vector x, in terms
of the dislocation axes are then given by





)xi(eˆi · eˆ 0j)eˆ 0j = x 0jeˆ 0j (A.0.3)
)xi(eˆi · eˆ 0j) = x 0j (A.0.4)
)(eˆ 0j · eˆi)Txi = x 0j (A.0.5)
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The matrix lij, made by (eˆ 0j · eˆi)T is the rotation matrix required to re-evaluate a vector that
is given in terms of the crystal Cartesian axes, in terms of the dislocation Cartesian axes.
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B
EVALUATION OF THE CORE RADIUS
Linear elasticity theory breaks down in the core region of a dislocation. Therefore it is nec-
essary to identify the point at which the elastic field of a dislocation should be cut off, such
that the the core radius is the point at which linear elasticity theory begins. Methods have
been devised to evaluate the core radius but it is not trivial, since it is outside the scope
of linear elasticity theorey alone [4, 76]. Thereofore a practical approach has been applied
here to evaluate the core radius as the point from the origin of the dislocation, at which the
hydrostatic stress falls below 2% of the shear modulus of Zr. It should be noted that this
approach is purely a way to estimate the size of the core region.
The stress tensor is taken from [4], for the case of a dislocation parallel to the c-axis and






















We require that the core cutoff is the value of the radius at which the hydrostatic stress is





=0.02 ⇤ 33GPa (B.0.8)
Plotting the hydrostatic stress, it is clear that the contours are dependent on ✓, therefore we
























Figure 76: A contour plot of the hydrostatic stress of a prism dislocation. The contours are labelled
with the value of the hydrostatic stress in GPa.
Solving P(r,+⇡/2)=0.66 for r gives a radius of 32 Å, or approximately 10b. This core cutoff
will be used in further dislocation simulations, and will result in a maximum value that the
displacement fields and therefore the elastic interaction energy can reach.
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Figure 77: A plot to shown the change in hydrostsatic stress as a function of increasing radial distance
from the dislocation core, along the positive y-axis. The hydrostatic stress falls below 10% of
the shear modulus of Zr at approximately 4 Burgers vectors from the core.
224
C




Request to reproduce image from ASM publication
Sue Sellers <Sue.Sellers@asminternational.org> Mon, Jul 14, 2014 at 3:33 PM
To: Jassel Majevadia <jassel.majevadia09@imperial.ac.uk>
Dear%Jassel,
%
Thank you again for your interest in ASM information.
 
I (we) grant permission requested in the attached document. Please ensure that ASM International receives

















From: Jassel Majevadia [mailto:jassel.majevadia09@imperial.ac.uk] 
Sent: Monday, July 14, 2014 5:27 AM
To: Sue Sellers
Subject: Re: Request to reproduce image from ASM publication
Jassel Majevadia <jazzmajevadia@gmail.com>
Request to reproduce image for PhD thesis
Jassel Majevadia <jassel.majevadia09@imperial.ac.uk> Fri, Jul 11, 2014 at 7:36 PM
To: colemanc@aecl.ca
Dear Prof. Coleman,
I am writing to request to reproduce the image of the precipitation and dissolution solvi from your 2010 paper on
the first step for DHC in zirconium alloys. I am currently writing my PhD Thesis and would be grateful if I could use
it for illustrative purposes in my literature review. If I need to contact the journal directly, I would also greatly
appreciate it if you could put me in touch with the relevant contact. 













Request to reproduce image for PhD thesis
Coleman, Kit <colemanc@aecl.ca> Fri, Jul 11, 2014 at 9:45 PM

















From: Jassel Majevadia [mailto:jassel.majevadia09@imperial.ac.uk] 
Sent: July-11-14 2:36 PM
To: Coleman, Kit
Subject: Request to reproduce image for PhD thesis
[Quoted text hidden]





This is a License Agreement between Jassel S Majevadia ("You") and Elsevier ("Elsevier")
provided by Copyright Clearance Center ("CCC"). The license consists of your order details,
the terms and conditions provided by Elsevier, and the payment terms and conditions.
All payments must be made in full to CCC. For payment instructions, please see







Customer name Jassel S Majevadia
Customer address 63B1 Holbein Hall
 London, IG3 9AB
License number 3464101488809
License date Sep 08, 2014
Licensed content publisher Elsevier
Licensed content publication Journal of Nuclear Materials
Licensed content title Nuclear fuels – Present and future
Licensed content author D. Olander







Number of pages 22
Start Page 1
End Page 22





Format both print and electronic
Are you the author of this
Elsevier article?
No
Will you be translating? No
Title of your
thesis/dissertation
Multiscale Modelling of Hydrogen in Zirconium
Expected completion date Sep 2014
Estimated size (number of
pages)
200
Elsevier VAT number GB 494 6272 12
Permissions price 0.00 USD




1. The publisher for this copyrighted material is Elsevier.  By clicking "accept" in
connection with completing this licensing transaction, you agree that the following terms
and conditions apply to this transaction (along with the Billing and Payment terms and
conditions established by Copyright Clearance Center, Inc. ("CCC"), at the time that you
opened your Rightslink account and that are available at any time at
http://myaccount.copyright.com).
GENERAL TERMS
2. Elsevier hereby grants you permission to reproduce the aforementioned material subject to
the terms and conditions indicated.
3. Acknowledgement: If any part of the material to be used (for example, figures) has
appeared in our publication with credit or acknowledgement to another source, permission
must also be sought from that source.  If such permission is not obtained then that material
may not be included in your publication/copies. Suitable acknowledgement to the source
must be made, either as a footnote or in a reference list at the end of your publication, as
follows:
“Reprinted from Publication title, Vol /edition number, Author(s), Title of article / title of
chapter, Pages No., Copyright (Year), with permission from Elsevier [OR APPLICABLE
SOCIETY COPYRIGHT OWNER].” Also Lancet special credit - “Reprinted from The
Lancet, Vol. number, Author(s), Title of article, Pages No., Copyright (Year), with
permission from Elsevier.”
4. Reproduction of this material is confined to the purpose and/or media for which
permission is hereby given.
5. Altering/Modifying Material: Not Permitted. However figures and illustrations may be
altered/adapted minimally to serve your work. Any other abbreviations, additions, deletions
and/or any other alterations shall be made only with prior written authorization of Elsevier
Ltd. (Please contact Elsevier at permissions@elsevier.com)
6. If the permission fee for the requested use of our material is waived in this instance,
please be advised that your future requests for Elsevier materials may attract a fee.
7. Reservation of Rights: Publisher reserves all rights not specifically granted in the
combination of (i) the license details provided by you and accepted in the course of this
licensing transaction, (ii) these terms and conditions and (iii) CCC's Billing and Payment
terms and conditions.
8. License Contingent Upon Payment: While you may exercise the rights licensed
immediately upon issuance of the license at the end of the licensing process for the
transaction, provided that you have disclosed complete and accurate details of your proposed
use, no license is finally effective unless and until full payment is received from you (either
by publisher or by CCC) as provided in CCC's Billing and Payment terms and conditions.  If
full payment is not received on a timely basis, then any license preliminarily granted shall be
deemed automatically revoked and shall be void as if never granted.  Further, in the event
that you breach any of these terms and conditions or any of CCC's Billing and Payment
terms and conditions, the license is automatically revoked and shall be void as if never
granted.  Use of materials as described in a revoked license, as well as any use of the
materials beyond the scope of an unrevoked license, may constitute copyright infringement
and publisher reserves the right to take any and all action to protect its copyright in the
materials.
9. Warranties: Publisher makes no representations or warranties with respect to the licensed
material.
10. Indemnity: You hereby indemnify and agree to hold harmless publisher and CCC, and
their respective officers, directors, employees and agents, from and against any and all
claims arising out of your use of the licensed material other than as specifically authorized
pursuant to this license.
11. No Transfer of License: This license is personal to you and may not be sublicensed,
assigned, or transferred by you to any other person without publisher's written permission.
12. No Amendment Except in Writing: This license may not be amended except in a writing
signed by both parties (or, in the case of publisher, by CCC on publisher's behalf).
13. Objection to Contrary Terms: Publisher hereby objects to any terms contained in any
purchase order, acknowledgment, check endorsement or other writing prepared by you,
which terms are inconsistent with these terms and conditions or CCC's Billing and Payment
terms and conditions.  These terms and conditions, together with CCC's Billing and Payment
terms and conditions (which are incorporated herein), comprise the entire agreement
between you and publisher (and CCC) concerning this licensing transaction.  In the event of
any conflict between your obligations established by these terms and conditions and those
established by CCC's Billing and Payment terms and conditions, these terms and conditions
shall control.
14. Revocation: Elsevier or Copyright Clearance Center may deny the permissions described
in this License at their sole discretion, for any reason or no reason, with a full refund payable
to you.  Notice of such denial will be made using the contact information provided by you. 
Failure to receive such notice will not alter or invalidate the denial.  In no event will Elsevier
or Copyright Clearance Center be responsible or liable for any costs, expenses or damage
incurred by you as a result of a denial of your permission request, other than a refund of the
amount(s) paid by you to Elsevier and/or Copyright Clearance Center for denied
permissions.
LIMITED LICENSE
The following terms and conditions apply only to specific license types:
15. Translation: This permission is granted for non-exclusive world English rights only
unless your license was granted for translation rights. If you licensed translation rights you
may only translate this content into the languages you requested. A professional translator
must perform all translations and reproduce the content word for word preserving the
integrity of the article. If this license is to re-use 1 or 2 figures then permission is granted for
non-exclusive world rights in all languages.
16. Posting licensed content on any Website: The following terms and conditions apply as
follows: Licensing material from an Elsevier journal: All content posted to the web site must
maintain the copyright information line on the bottom of each image; A hyper-text must be
included to the Homepage of the journal from which you are licensing at
http://www.sciencedirect.com/science/journal/xxxxx or the Elsevier homepage for books at
http://www.elsevier.com; Central Storage: This license does not include permission for a
scanned version of the material to be stored in a central repository such as that provided by
Heron/XanEdu.
Licensing material from an Elsevier book: A hyper-text link must be included to the Elsevier
homepage at http://www.elsevier.com . All content posted to the web site must maintain the
copyright information line on the bottom of each image.
Posting licensed content on Electronic reserve:  In addition to the above the following
clauses are applicable: The web site must be password-protected and made available only to
bona fide students registered on a relevant course. This permission is granted for 1 year only.
You may obtain a new license for future website posting.
For journal authors:  the following clauses are applicable in addition to the above:
Permission granted is limited to the author accepted manuscript version* of your paper.
*Accepted Author Manuscript (AAM) Definition: An accepted author manuscript (AAM)
is the author’s version of the manuscript of an article that has been accepted for publication
and which may include any author-incorporated changes suggested through the processes of
submission processing, peer review, and editor-author communications. AAMs do not
include other publisher value-added contributions such as copy-editing, formatting, technical
enhancements and (if relevant) pagination.
You are not allowed to download and post the published journal article (whether PDF or
HTML, proof or final version), nor may you scan the printed edition to create an electronic
version. A hyper-text must be included to the Homepage of the journal from which you are
licensing at http://www.sciencedirect.com/science/journal/xxxxx. As part of our normal
production process, you will receive an e-mail notice when your article appears on Elsevier’s
online service ScienceDirect (www.sciencedirect.com). That e-mail will include the article’s
Digital Object Identifier (DOI). This number provides the electronic link to the published
article and should be included in the posting of your personal version. We ask that you wait
until you receive this e-mail and have the DOI to do any posting.
Posting to a repository: Authors may post their AAM immediately to their employer’s
institutional repository for internal use only and may make their manuscript publically
available after the journal-specific embargo period has ended.
Please also refer to Elsevier's Article Posting Policy for further information.
18. For book authors the following clauses are applicable in addition to the above:  
Authors are permitted to place a brief summary of their work online only.. You are not
allowed to download and post the published electronic version of your chapter, nor may you
scan the printed edition to create an electronic version. Posting to a repository: Authors are
permitted to post a summary of their chapter only in their institution’s repository.
20. Thesis/Dissertation: If your license is for use in a thesis/dissertation your thesis may be
submitted to your institution in either print or electronic form. Should your thesis be
published commercially, please reapply for permission. These requirements include
permission for the Library and Archives of Canada to supply single copies, on demand, of
the complete thesis and include permission for UMI to supply single copies, on demand, of
the complete thesis. Should your thesis be published commercially, please reapply for
permission.
 
Elsevier Open Access Terms and Conditions
Elsevier publishes Open Access articles in both its Open Access journals and via its Open
Access articles option in subscription journals.
Authors publishing in an Open Access journal or who choose to make their article Open
Access in an Elsevier subscription journal select one of the following Creative Commons
user licenses, which define how a reader may reuse their work: Creative Commons
Attribution License (CC BY), Creative Commons Attribution – Non Commercial -
ShareAlike (CC BY NC SA) and Creative Commons Attribution – Non Commercial – No
Derivatives (CC BY NC ND)
Terms & Conditions applicable to all Elsevier Open Access articles:
Any reuse of the article must not represent the author as endorsing the adaptation of the
article nor should the article be modified in such a way as to damage the author’s honour or
reputation.
The author(s) must be appropriately credited.
If any part of the material to be used (for example, figures) has appeared in our publication
with credit or acknowledgement to another source it is the responsibility of the user to
ensure their reuse complies with the terms and conditions determined by the rights holder.
Additional Terms & Conditions applicable to each Creative Commons user license:
CC BY: You may distribute and copy the article, create extracts, abstracts, and other revised
versions, adaptations or derivative works of or from an article (such as a translation), to
include in a collective work (such as an anthology), to text or data mine the article, including
for commercial purposes without permission from Elsevier
CC BY NC SA: For non-commercial purposes you may distribute and copy the article,
create extracts, abstracts and other revised versions, adaptations or derivative works of or
from an article (such as a translation), to include in a collective work (such as an anthology),
to text and data mine the article and license new adaptations or creations under identical
terms without permission from Elsevier
CC BY NC ND: For non-commercial purposes you may distribute and copy the article and
include it in a collective work (such as an anthology), provided you do not alter or modify
the article, without permission from Elsevier
Any commercial reuse of Open Access articles published with a CC BY NC SA or CC BY
NC ND license requires permission from Elsevier and will be subject to a fee.
Commercial reuse includes:
·         Promotional purposes (advertising or marketing)
·         Commercial exploitation ( e.g. a product for sale or loan)
·         Systematic distribution (for a fee or free of charge)





You will be invoiced within 48 hours of this transaction date. You may pay your invoice
by credit card upon receipt of the invoice for this transaction. Please follow instructions
provided at that time. 
To pay for this transaction now; please remit a copy of this document along with your
payment. Payment should be in the form of a check or money order referencing your
account number and this invoice number RLNK501396895.





Please disregard electronic and mailed copies if you remit payment in advance.
Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or
+1-978-646-2777.
Gratis licenses (referencing $0 in the Total field) are free. Please retain this printable
license for your reference. No payment is required.
