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Abstract
The management of digital video has become a very challenging problem as
the amount of video content continues to witness phenomenal growth. This
trend necessitates the development of advanced techniques for the efficient
and effective manipulation of video information. However, the performance
of current video processing tools has not yet reached the required satisfac-
tion levels mainly due to the gap between the computer generated semantic
descriptions of video content and the interpretations of the same content by
humans, a discrepancy commonly referred to as the semantic gap. Inspired
from recent studies in neuroscience suggesting that humans remember real
life using past experience structured in events, in this thesis we investi-
gate the use of appropriate models and machine learning approaches for
representing and recognizing events in video. Specifically, a joint content-
event model is proposed for describing video content (e.g., shots, scenes,
etc.), as well as real-life events (e.g., demonstration, birthday party, etc.)
and their key semantic entities (participants, location, etc.). In the core
of this model stands a referencing mechanism which utilizes a set of video
analysis algorithms for the automatic generation of event model instances
and their enrichment with semantic information extracted from the video
content. In particular, a set of subclass discriminant analysis and support
vector machine methods for handling data nonlinearities and addressing
several limitations of the current state-of-the-art approaches are proposed.
These approaches are evaluated using several publicly available benchmarks
particularly suited for testing the robustness and reliability of nonlinear
classification methods, such as the facial image collection of the Four Face
database, datasets from the UCI repository, and other. Moreover, the most
efficient of the proposed methods are additionally evaluated using a large-
scale video collection, consisting of the datasets provided in TRECVID mul-
timedia event detection (MED) track of 2010 and 2011, which are among
the most challenging in this field, for the tasks of event detection and event
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recounting. This experiment is designed in such a manner so that it can be
conceived as a fundamental evaluation of the proposed joint content-event
model.
6
Acknowledgments
I am indebted to Dr. Tania Stathaki and Dr. Yiannis Kompatsiaris for
providing me the opportunity to pursue my PhD degree under their excellent
supervision. In addition, I am grateful to Dr. Vasileios Mezaris for the
invaluable support on the development of the thesis. I would also like to
express my sincere thanks to Professor Maria Petrou for the significant
assistance during my PhD studies.
Finally, above all, I wish to thank my wife Momke, my daughter Zoi
Martje and my parents Giorgos and Angeliki for their constant support and
inspiration.
7
Contents
1. Introduction 19
1.1. Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.2. Organization of the thesis . . . . . . . . . . . . . . . . . . . . 26
2. Joint content-event model 28
2.1. State-of-the-art and open issues in video modelling . . . . . . 29
2.1.1. Event model requirements . . . . . . . . . . . . . . . . 30
2.1.2. Video modelling . . . . . . . . . . . . . . . . . . . . . 33
2.2. Overview of the proposed model . . . . . . . . . . . . . . . . 38
2.3. Content node properties . . . . . . . . . . . . . . . . . . . . . 41
2.4. Event node properties . . . . . . . . . . . . . . . . . . . . . . 41
2.4.1. Formality aspect . . . . . . . . . . . . . . . . . . . . . 42
2.4.2. Informational aspect . . . . . . . . . . . . . . . . . . . 42
2.4.3. Experiential aspect . . . . . . . . . . . . . . . . . . . . 43
2.5. Referencing mechanism . . . . . . . . . . . . . . . . . . . . . 46
2.5.1. Low-level feature extraction procedure . . . . . . . . . 47
2.5.2. Semantic concept detectors . . . . . . . . . . . . . . . 48
2.5.3. Event recognition and recounting . . . . . . . . . . . . 49
2.6. Example of event-based video indexing using the proposed
model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.7. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3. Mixture subclass discriminant analysis and other general-
izations 54
3.1. State-of-the-art and open issues in subclass discriminant anal-
ysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2. Subclass discriminant analysis using peak picking-based par-
titioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
8
3.3. Mixture subclass discriminant analysis . . . . . . . . . . . . . 62
3.3.1. Toy example . . . . . . . . . . . . . . . . . . . . . . . 65
3.4. Mixture subclass discriminant analysis link to Gaussian model 67
3.4.1. Gaussian mixtures model . . . . . . . . . . . . . . . . 67
3.4.2. Log-likelihood function . . . . . . . . . . . . . . . . . . 68
3.4.3. EM algorithm . . . . . . . . . . . . . . . . . . . . . . . 71
3.4.4. Model selection . . . . . . . . . . . . . . . . . . . . . . 75
3.5. Fractional step mixture subclass discriminant analysis . . . . 77
3.6. Kernel mixture subclass discriminant analysis . . . . . . . . . 81
3.7. Feature selection using MSDA . . . . . . . . . . . . . . . . . . 83
3.7.1. Derivation of the feature selector . . . . . . . . . . . . 83
3.8. Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.9. Experimental evaluation in common benchmarks . . . . . . . 86
3.9.1. Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.9.2. Evaluation . . . . . . . . . . . . . . . . . . . . . . . . 90
3.10. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4. Combining subclass support vector machines with error cor-
recting output codes 97
4.1. State-of-the-art and open issues in subclass support vector
machines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.2. Subclass recoding error-correcting output
codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.2.1. Subclass partitioning . . . . . . . . . . . . . . . . . . . 100
4.2.2. SRECOC framework . . . . . . . . . . . . . . . . . . . 101
4.3. Linear subclass support vector machines . . . . . . . . . . . . 104
4.3.1. Problem formulation . . . . . . . . . . . . . . . . . . . 104
4.3.2. Computation of the LSSVM parameters . . . . . . . . 106
4.3.3. Classification . . . . . . . . . . . . . . . . . . . . . . . 108
4.3.4. Subclass partitioning . . . . . . . . . . . . . . . . . . . 109
4.4. Experimental evaluation in common benchmarks . . . . . . . 111
4.5. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5. Experimental evaluation on TRECVID 114
5.1. Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.2. Video representation . . . . . . . . . . . . . . . . . . . . . . . 115
9
5.3. Event detection . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.3.1. Evaluation measures . . . . . . . . . . . . . . . . . . . 117
5.3.2. Experimental setup . . . . . . . . . . . . . . . . . . . . 121
5.3.3. Experimental results . . . . . . . . . . . . . . . . . . . 121
5.4. Event recounting . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.4.1. Event recounters for comparison . . . . . . . . . . . . 132
5.4.2. Evaluation experiments and measures . . . . . . . . . 133
5.4.3. Creation of VERD datasets . . . . . . . . . . . . . . . 134
5.4.4. Experimental results . . . . . . . . . . . . . . . . . . . 135
5.5. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6. Thesis summary, conclusions and future work 139
6.1. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.2. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.3. Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
Bibliography 142
Appendices 165
A. Derivation of equations in Section 3.4 165
A.1. Derivation of Eqs. (3.22) and (3.23) . . . . . . . . . . . . . . 165
A.2. Derivation of Eq. (3.34) . . . . . . . . . . . . . . . . . . . . . 167
B. Key terms & definitions 168
10
List of Tables
3.1. ACCRs and discriminant subspace dimensionality. . . . . . . 92
3.2. Statistical significance performance improvement using FMSDA
(+), EMMSDA (∗), or KMSDA (∼). . . . . . . . . . . . . . . 94
3.3. Training and testing speedup rates. . . . . . . . . . . . . . . . 95
4.1. CCR in 11 datasets from the UCI and Delve repositories. . . 112
5.1. TRECVID MED 2010 and 2011 video datasets. . . . . . . . . 116
5.2. Experimental results in terms of Sτ , PMD and PFA in MED
2010 dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.3. Experimental results in terms of Sτ , PMD and PFA in MED
2011 dataset (events E06 – E10). . . . . . . . . . . . . . . . . 125
5.4. Experimental results in terms of Sτ , PMD and PFA in MED
2011 dataset (events E11 – E15). . . . . . . . . . . . . . . . . 126
5.5. Overall performance in terms of Sτ , PMD and PFA in MED
2010 and MED 2010 datasets. . . . . . . . . . . . . . . . . . . 127
5.6. Events for which the evaluated method achieved the goals of
MED 2012 evaluation (PMD < 50% and PFA < 4%). . . . . . 127
5.7. Training and testing speedup rates for MED 2011 dataset. . . 128
5.8. Dataset of VERDs for the evaluation of the event recounters. 135
5.9. Results for the verd-to-event experiment. . . . . . . . . . . . 137
5.10. Results for the verd-to-clip experiment. . . . . . . . . . . . . 138
11
List of Figures
1.1. The semantic gap between human and machine interpretations. 19
1.2. Referencing mechanism. . . . . . . . . . . . . . . . . . . . . . 21
1.3. Different levels of model’s complexity. . . . . . . . . . . . . . 23
1.4. Application of the joint content-event model. . . . . . . . . . 24
2.1. Overview of the proposed joint content-event model. . . . . . 38
2.2. Event and content node properties. . . . . . . . . . . . . . . . 40
2.3. Implementation of the referencing mechanism. . . . . . . . . . 48
2.4. Example application of the joint content-event model. . . . . 50
2.5. Video content and event description using the proposed model. 51
2.6. The VERD generated using the proposed model. . . . . . . . 52
3.1. Artificial dataset with Gaussian homoscedastic subclass dis-
tributions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2. Subclass separation problem. . . . . . . . . . . . . . . . . . . 78
3.3. Example images of benign and malignant cells from the WDBC
dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.4. Example binary images of handwritten numerals (0−9) from
the MDD dataset. . . . . . . . . . . . . . . . . . . . . . . . . 88
3.5. One example image for each object of the ETH80 dataset. . . 88
3.6. One example shot keyframe image for each event of the Me-
diaMill Challenge dataset. . . . . . . . . . . . . . . . . . . . . 89
3.7. Example images for three face databases. . . . . . . . . . . . 90
4.1. Artificial dataset with a linearly separable subclass structure. 110
5.1. Example keyframes for each MED 2010 event (E01-E03). . . 117
5.2. Example keyframes for five MED 2011 events (E06-E10). . . 118
5.3. Example keyframes for five MED 2011 events (E11-E15). . . 119
5.4. Example keyframes for three “rest-of-world” MED events. . . 120
12
5.5. Evaluation results in terms of AP for each MED 2010 event. . 122
5.6. Evaluation results in terms of AP for each MED 2011 event. . 123
5.7. Evaluation performance in terms of MAP for the MED 2010
and MED 2011 datasets. . . . . . . . . . . . . . . . . . . . . . 124
5.8. Influence of the number of subclasses H1 in the performance
of LSSVM, SRECOC and KMSDA+LSVM for the MED 2010
events. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.9. Influence of the number of subclasses H1 in the performance
of LSSVM, SRECOC and KMSDA+LSVM for the MED 2011
events. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.10. Influence of the number of subclasses H1 in the performance
of LSSVM, SRECOC and KMSDA+LSVM in the MED 2010
(left) and MED 2011 (right) datasets. . . . . . . . . . . . . . 130
5.11. One video recounting example for each MED 2010 event. . . 136
13
Glossary of Symbols and
Abbreviations
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R real number
R+ nonnegative real number
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N∗ natural number excluding zero
N∗C the subset of non-zero natural numbers less than or equal to
C ∈ N∗
RF F -dimensional real vector space
~ element-wise vector multiplication
xT transpose of vector x
sort(x, I) returns the I largest values of x in descending order along with
the respective indices
A−1 inverse of nonsingular matrix A
tr(A) trace of matrix A
diag(A) main diagonal of matrix A
rank(A) rank of matrix A
X input space; in general X ⊂ RF , however, when model vectors
are used X ⊂ [0, 1]F
F dimensionality of the input space; it is also the number of con-
cept detectors in the case of a model vector representation
14
X set of all training feature vectors in input space X
Xi set of training feature vectors belonging to i-th class
Xi,j set of training feature vectors belonging to the (i, j) subclass
C total number of classes
H total number of subclasses
Hi number of subclasses of class i
N total number of training observations
Ni number of training observations of class i
Ni,j number of training observations of (i, j) subclass
x feature vector representation in X
xn feature vector representation of the n-th training observation in
X
xni feature vector representation of the n-th observation of i-th class
xni,j feature vector representation of the n-th observation of (i, j)
subclass
xκ κ-th element of x
xn,κi κ-th element of x
n
i
xn,κi,j κ-th element of x
n
i,j
pˆi estimated prior of class i
pˆi,j estimated prior of (i, j) subclass
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µˆ estimated total sample mean
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µˆi,j estimated sample mean of (i, j) subclass
Σˆ estimated total covariance matrix
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Σˆi,j estimated sample covariance matrix of (i, j) subclass
Sw within-class scatter matrix
Sb between-class scatter matrix
Sbs between-subclass scatter matrix
Sws within-subclass scatter matrix
Sbsb inter-between-subclass scatter matrix
Ψ F×D discriminant analysis transformation matrix (usuallyD 
F )
ψq q-th column of Ψ
D dimensionality of the new feature space after the application of
a discriminant analysis technique (usually D  F )
H high-dimensional feature space using an appropriate nonlinear
mapping (for kernel-based methods)
Z vector space of low-level feature vectors
C set of semantic concepts
cκ κ-th semantic concepts
G set of semantic concept detectors
gκ κ-th concept detector; gκ : Z → [0, 1]
e event detector; e : X → [0, 1]
f feature selector; f : X → F , where, F ⊂ RI (usually I  F )
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Abbreviations
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DS Description Scheme (MPEG-7)
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FSLDA LDA-based Feature Selection
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KSVM Kernel SVM
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1. Introduction
With the rapid proliferation of video cameras and the popularity of digital
video applications in many areas, including education, medicine, surveil-
lance, entertainment, and the World Wide Web, the generation and dissem-
ination of digital videos continues to grow in unprecedented levels. Due to
this fact, applications related to the automatic or semi-automatic under-
standing, indexing and retrieval of video content have become much more
challenging, requiring computationally efficient and effective video analysis
algorithms to process this vast amount of available data. Another impor-
tant factor that affects the quality of these applications relates with their
success to provide human-comprehensible descriptions using suitable video
content representation models, affecting, for example, productivity, and cus-
tomer satisfaction, among others. However, the quality of the provided de-
scriptions of current video management systems is still beyond the required
performance level, mainly due to the so-called semantic gap between the
generated video descriptions and the interpretation of the same video data
by human users [1]. One important aspect of the semantic gap relates to
Figure 1.1.: The semantic gap between human and machine interpretations.
events: most video processing tools decompose video data to hierarchical
structures, e.g., keyframes, shots, scenes, etc., and index them using repre-
sentative keyframes and/or limited high-level metadata, while people retain
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from the sensed information high-level events and their key semantic ele-
ments, and use this information to structure their memory1 [2–5]. Such an
example is shown in Figure 1.1, where a set of video analysis algorithms are
used to automatically extract a number of semantic concepts (e.g., river,
tower, etc.) for describing the video, while the human viewer recalls her
last trip in London, along with the main semantic entities related with this
event, such as visited places, performed activities, and other, ignoring non-
event related information. Therefore, it is expected that describing videos
with events and their key semantic entities can contribute to more effective
organization of video content. Additionally, current video analysis algo-
rithms have not yet fully succeeded to provide fast and accurate semantic
concept results for video, affecting significantly the quality of the generated
descriptions.
Different event definitions have been provided in research community dur-
ing the past decade mostly depending on the targeted applications [6–10].
For instance, in database systems [7] an event is defined as something that
happens at a point in time (e.g., database transactions), while in particle
physics [8] events are results of interactions between subatomic particles
(e.g., the results of interactions occurring when a beam crosses a particle
detector). Here we are interested to high-level events depicted in real-world
videos such as the events defined in the TRECVID multimedia event de-
tection (MED) evaluation track (e.g., getting a vehicle unstuck, flash mob
gathering, etc.). In this context, the authors in [9] define events as “real-
world occurrences that unfold over space and time”. However, this is a very
broad definition, including almost every dynamic process, such as elemen-
tary human activities, chemical reactions, etc. A more narrow definition
is provided in TRECVID MED [6], defining an event as “a complex activ-
ity occurring at a specific place and time involving people interacting with
other people and/or objects”. In this thesis, we consider a similar definition
proposed in [10], defining events as “purposeful activities, involving people,
acting on objects and interacting with each other to achieve some result”.
This definition implies that events are primarily temporal entities with com-
positional nature (i.e., consisting of actions, actors, objects, times and other
1This conclusion has been triggered by recent studies in neuroscience showing that our
life is conceived as a constellation of events that pace our everyday activities and
provide the basis for structuring our memories [2–5].
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components with possible relations among them). Moreover, characterizing
events as purposeful activities we place an emphasis on the impact that the
goals and intentions of event participants have in the definition of events.
Finally, we should note that the use of the above definition prevents from
defining as events elementary entities such as objects, simple actions, and
other entities that do not include actors and objects engaged in purposeful
activities.
During the past few years, high-level event modelling and recognition
has been widely recognized as an essential step towards effective large-scale
multimedia content analysis, indexing and search [11–14]. The event models
proposed until now capture several aspects of events; however, they either
offer little support for modelling video content [11,15] or focus entirely on the
content, treating events as second class entities2 (i.e., event metadata can
only appear as part of the spatiotemporal content description) [16,17]. Ad-
ditionally, a mechanism utilizing event analysis algorithms for the automatic
enrichment of the event model instances is usually not provided. Similarly,
researchers in the side of statistical pattern recognition community mostly
address the problem of event recognition for indexing videos [14], without
dealing with the extraction of other key semantic entities which are nec-
essary for the description of the video content in a human-comprehensible
manner.
Figure 1.2.: Referencing mechanism.
To address the above challenges, we propose a joint content-event model
for indexing video and describing its content. This model consists of a con-
tent part for capturing the spatiotemporal decomposition of the video signal
to content segments (e.g., shots, keyframes, etc.), an event part to describe
the event and its primary elements (e.g., where the event occurred, what was
observed during the event occurrence, etc.), and a referencing mechanism
2Events defined as first class entities can be instantiated independently of the multimedia
data. For instance, an event template may be instantiated and later on filled in with
details extracted from the analysis of the particular video.
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which facilitates the automatic (or semi-automatic) enrichment of the event
part of the model with information extracted from the video content (see
for instance the example application of the model in Figure 1.4). With the
term referencing mechanism we refer to the software and/or hardware im-
plementation of a logical procedure that analyzes the video content (shots,
keyframes, etc.), and provides as output key semantic entities of the iden-
tified event and potential relations among them. The model’s referencing
mechanism consists of four parts as shown in the block diagram of Figure
1.2 and described in the following:
• a feature extraction procedure that, given a video segment, provides
a low-level feature vector representation of it,
• a set of semantic concept detectors for the semantic description of the
video content3,
• an event recognition algorithm (called hereafter event recognizer or
event detector for the binary “target event vs rest-of-world events”
classification problem),
• an event recounting algorithm (event recounter), which, given the
identity of the depicted event and the output of the semantic con-
cept detectors, provides a ranked list of the key semantic entities re-
lated with the event and optionally a set of relationships among these
entities4.
The different parts of the model as well as its referencing mechanism may
be used to describe the video and event at different complexity levels de-
pending on the application and the available computational resources, as
shown in Figure 1.3. For instance, in a low-cost surveillance application
3In this point we should clarify that the recognition of semantic entities such as objects,
faces, actions [18, 19], etc., that typically require special treatment for their identi-
fication (e.g., face detection, and tracking) is a challenging and active research area
affecting significantly the quality of the generated descriptions. However, in this the-
sis we focus on technologies for recognizing high-level events in videos (e.g., birthday
party, making a cake, etc.), and describing them using concept detection approaches
that exploit local image descriptors (i.e., they do not require any particular technology
for their identification such as background segmentation, tracking, etc.).
4As it will be explained in this and the next chapter, event recounting can provide more
comprehensive descriptions of video content (instead of using only the label provided
by the event detector) aiding among others applications related with multimedia con-
tent analysis, indexing and retrieval.
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Figure 1.3.: Different levels of model’s complexity.
a single event label (e.g., robbery, gunshot, etc.) may be adequate for in-
dexing the video and alerting the security officers, while advanced language
templates containing sentences, clip segments, sounds, etc., may be required
in a news agency office summarizing the event in a journalistic fashion. Due
to the extremely high computational cost required for fully applying the
proposed model in large-scale video collections, in the experimental results
chapter of the thesis (Chapter 5) we examine the application of the model
for providing event descriptions of intermediate complexity, i.e., for index-
ing a large-scale video collection using the event label and the key semantic
entities recounting the event.
An example of the application of the proposed model (similarly to the
way we apply it in the experimental results chapter (Chapter 5)) is shown
in Figure 1.4. In this example automatic temporal segmentation techniques
are applied to describe the video using the content part of the model, i.e.,
in terms of shots and keyframes5. By the application of the two first com-
5In the experimental results chapter (Chapter 5), video content is described using
keyframes extracted at uniform time intervals (instead of using more complex con-
tent schemes to describe, e.g., shots, scenes, etc.). From our early experimentation
we have seen that this representation is adequate for detecting events and recounting
their key semantic entities in video signals.
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Figure 1.4.: Application of the joint content-event model.
ponents of the referencing mechanism (low-level analysis and pre-trained
concept detectors) a semantic description of the video is retrieved consist-
ing of a large number of concepts associated with a degree of confidence
(DoC) value6, e.g., primate: 0.5, sports: 0.6, running: 0.4, eating: 0.3, etc.
Subsequently, the event recognizer and recounter provide a description of
the video consisting of the event label and the main semantic entities re-
counting the specific event (e.g., baseball, players, throwing, running, etc.)
respectively. That is, given the event label, the event recounter is used to
discard, generic (e.g., primate, eukaryotic organism, etc.) or irrelevant to
the detected event concepts (e.g., eating, text, etc.). The above description
produced by the recounter is called hereafter video event recounting docu-
ment (VERD). That is a VERD contains the label of the identified event
and enumerates the key semantic entities of it7.
Throughout the thesis we pay special attention on the design of the ref-
erencing mechanism and in particular on its event analysis components.
Event recognition and recounting in video is a demanding task due to com-
plex motions, cluttered backgrounds, occlusions, geometric and photometric
variances of visual cues as well as spatial and temporal differences among
6For instance, in the experimental evaluation described in Chapter 5 a set of 346 concept
detectors are used to provide a respective number of concept-DoC value pairs.
7We should again clarify that in this example we demonstrate an intermediate-level
application of our model. That is, instead of a VERD, more complex event descrip-
tions could be produced, consisting of text, sounds, facial image segments, and other
multimedia items extracted from the video. This would of course require the use of
additional functionalities within the referencing mechanism, e.g., an event entities rela-
tionships analysis algorithm to derive different types of relations among event entities
(spatiotemporal, causal, etc.), as well as the exploitation of more advanced techniques
for the finer decomposition of video content (e.g., object and face segmentation, etc.).
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video signals representing the same event. Moreover, the processing of large-
scale video archives requires the use of powerful and efficient algorithms for
providing fast and accurate event analysis responses. To this end, novel
methods extending the state-of-the-art in discriminant analysis (DA) [20,21]
and support vector machines (SVMs) [22] are used to implement the event
analysis parts of the referencing mechanism. The aforementioned class of
algorithms are among the most popular techniques in statistical pattern
classification. These methods are typically extended using an appropriate
Mercer kernel so that data nonlinearities (typically involved in real-world
problems) can be captured, however, at the cost of higher testing times
that scale with the number of training observations. Recently, another class
of DA and SVM techniques has emerged that identify a linearly-separable
subclass structure of the original nonlinearly separable classes in the feature
space to aid classification [23–25]. In certain cases, subclass DA and SVM
approaches may provide competitive performance to their kernel counter-
parts in both efficiency and classification accuracy. However, as we show
in this thesis there is still room for further improving these methods, e.g.,
linking subclass DA methods with the Gaussian mixture model (GMM)
or extending the multiclass SVMs (MSVM) formulation using subclasses.
To this end, several novel subclass DA and SVM methods are proposed in
this thesis and their applicability is examined in the event detection and
recounting scenario as part of the model’s referencing mechanism.
1.1. Contributions
Overall, the major contributions of the thesis are summarized in the follow-
ing:
• A joint content-event model is proposed that treats events as first
class entities, provides an event part for representing events and their
elements and a content part for the description of video signals with
their constituent spatiotemporal segments. However, the main contri-
bution is the provision of a referencing mechanism that utilizes a set
of machine learning techniques for the automatic enrichment of event
model instances with information extracted from video content.
• A set of novel subclass DA and SVM methods are proposed for the ef-
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fective classification of nonlinearly separable data classes, at the same
time alleviating several shortcomings of the current state-of-the art
methods. For instance, by linking subclass DA methods with an ap-
propriate Gaussian mixture model a new DA method is derived un-
der the Expectation Maximization (EM) framework [26], or exploiting
a subset of the eigenvectors computed using the subclass DA eigen-
value formulation a new feature selection method is designed. Simi-
larly, linear subclass SVMs (LSSVMs) are proposed that extend the
MSVM criterion, and subclass recoding ECOC (SRECOC) is formu-
lated by the introduction of the recoding trick in the SECOC frame-
work [25, 27]. Finally, the combination of subclass DA methods with
linear SVM classifiers opens new possibilities for improved classifica-
tion performance as it is shown by our experimental results in popular
video benchmarks.
• An extensive experimental evaluation of the proposed methods is per-
formed both on popular publicly available benchmarks (UCI reposi-
tory [28], Four Face database collection [29], etc.) and on the large-
scale video collections provided in the TRECVID multimedia event de-
tection (MED) evaluation track [30,31]. Specifically, in the TRECVID
datasets we evaluate our methods for the tasks of event recognition
and recounting, which can be conceived as a fundamental user evalu-
ation of the proposed joint content-event model.
1.2. Organization of the thesis
The thesis is organized as follows. The current, Chapter 1, introduces the
main notions and provides a brief overview of the state-of-the-art meth-
ods concerning event modelling and recognition in video signals. It also
describes the major contributions achieved in this thesis and outlines the
thesis structure.
In Chapter 2, a review of event modelling methods is provided and sub-
sequently the joint event-content model for describing events in video is
presented. The properties of both the content part and the event part of
the model are discussed. Moreover, the constituent elements of the refer-
encing mechanism are described in detail and an example application of the
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proposed model for indexing a real-world video is demonstrated.
In Chapter 3, we initially review recent advances in DA for handling
nonlinearly separable data, and analyze shortcomings of current subclass
DA methods such as their relation with Gaussian mixtures, the subclass-
separation problem and other. Based on this analysis a set of new methods
are proposed for pattern classification and feature selection. These meth-
ods are extensively evaluated using the UCI repository [32], the Four Face
database collection [29], the ETH80 object database [33], and other relevant
benchmarks.
In Chapter 4, a review of methods based on ensembles of SVMs for the
classification of nonlinearly separable data is presented. Subsequently, two
methods that combine subclass SVMs using the ECOC framework [34] for
binary classification problems are proposed. In particular, SRECOC that
extends SECOC [25] using a recoding step [27], and LSSVMs that utilize
the MSVM criterion [35] to compute hyperplanes between subclasses of dif-
ferent classes are proposed. Both methods are evaluated in various publicly
available benchmarks from the UCI [32] and Delve [36] repositories.
In Chapter 5, a subset of the methods presented in Chapters 3 and 4
are evaluated for the tasks of event detection [6] and recounting [37] using
the large-scale video collections of TRECVID MED 2010 [30] and 2011 [31]
evaluation track. In particular, due to the size of the latter dataset, the
most effective methods in terms of computationally efficiency are selected,
so that the experiments can be accomplished in reasonable time frames
(using these methods the experimental evaluation described in this chapter
spanned a period of several months). In overall, the experiments presented
in this chapter can be conceived as a user evaluation of the proposed joint
content-event model presented in Chapter 2 for indexing real-world videos.
In Chapter 6, the main topics covered in the thesis are summarized and
concluding remarks are drawn. Moreover, we discuss possible extensions
of the proposed event model and machine learning methods, and provide
future work directions.
Finally, in Appendix A, detailed derivations of particular equations pre-
sented in Chapter 3 are given, while in Appendix B definitions of the key
terms presented through the thesis are provided.
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2. Joint content-event model
In this chapter a joint content-event model is proposed for the automatic
event-centric description of videos, addressing limitations of the current
state-of-the-art event models. For the design of the model a set of fun-
damental requirements (or aspects) have been addressed, identified after a
comprehensive review of existing models [9, 11,14,38,39].
The proposed model consists of three parts: a) the event part, b) the
content part, and, c) the referencing mechanism. The different parts of
the model can be seen in the application examples of Figures 1.4, 2.1, 2.4
and 2.5. The event part of the model offers utilities for representing real-
life events and their elements (e.g., location, time, event participants, etc.),
while the content part models the spatiotemporal decomposition of the video
(e.g., keyframes, shots, etc.). In both sides of the model, descriptions can be
provided at different granularity levels. That is, depending on the complex-
ity of the application, a video may be indexed only with an event label, or
a more comprehensive description may be used, e.g., utilizing the so-called
video event recounting document (VERD)1 consisting of the name and the
key semantic entities of the event, or using a more complex event template
containing different types of relationships among events and event elements,
and including multimedia items such as text, sounds, image segments, and
other (e.g., see Figure 1.3 describing different levels of model’s complexity).
Similarly, the content part of the model may be constructed using basic
metadata, e.g., describing a keyframe sequence, or by exploiting more com-
plex metadata schemata for representing scenes, shots, keyframes, image
segments, etc. Finally, the referencing mechanism (in which we mainly fo-
cus in this thesis) permits the automatic enrichment of the event part of
the model with information extracted from the video content using a set
of video analysis algorithms. This mechanism consists of a low-level anal-
ysis component, a semantic description component (comprised of a set of
1VERD has been defined in Chapter 1.
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concept detectors), and two components where the actual event analysis is
performed, i.e., the event detector and event recounter. For the implemen-
tation of the two latter, a set of machine learning techniques are proposed
in Chapters 3 and 4.
Experimental evaluation of our model is performed in Chapter 5 using the
video databases of the TRECVID MED 2010 and 2011 evaluation tracks.
In this evaluation, an intermediate-level implementation of our model is em-
ployed due to the very high computational cost associated with processing
and fully applying our model in this large-scale dataset. In particular, our
model is used to represent videos with keyframe sequences2 and index them
with VERDs. Finally, we should note that we have published preliminary
work to the material presented in this chapter in [40–44].
The chapter is structured as follows. Section 2.1 reviews the state-of-
the-art in video indexing, focusing in event-based modelling. An overview
of the joint-content event model is provided in Section 2.2. In Sections
2.3 and 2.4, the content and event node properties of the proposed model
are presented. Section 2.5 examines in detail the several components of the
model’s referencing mechanism, while in Section 2.6, an example of applying
the proposed model for video indexing is provided. Finally, Section 2.7
concludes the chapter.
2.1. State-of-the-art and open issues in video
modelling
The recognition and description of events in videos has primarily been an
important task for many applications such as video understanding, indexing
and retrieval, and has been receiving increasing attention in video analysis
research community during the last years [14]. The significance of formal-
izing event information for the full exploitation of the above technologies
has been recently acknowledged, and a number of event models have been
developed [13, 39, 45]. Moreover, in [9, 11] aspects (or facets) that an event
model should satisfy are defined, such as media independence, model inter-
operability, and other. In order to put our model in context we first describe
2From our early experimentation we observed a negligible event detection accuracy im-
provement when shot keyframes were used instead of uniformly extracted ones. There-
fore, during the model’s evaluation we resorted to the latter video representation.
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a set of necessary event model requirements and then review related video
metadata standards and models, focusing on event based modelling.
2.1.1. Event model requirements
Inspired mostly by [11], we list a number of aspects that should be covered
by an event model for video content description. We briefly describe these
aspects one by one and use them for analyzing existing models in Section
2.1.2.
Formality aspect
It is important that the relationships, properties and domain concepts of the
event model are formally defined, e.g., by enforcing the use of foundational
ontologies. Models with formally defined rules, syntax and semantics, can
significantly facilitate the subsequent development of event-processing tools
for querying and retrieving relevant video content.
Informational aspect
This aspect refers to the information regarding the event itself, i.e., the
name and type of the event, and may further include information regarding
the participation of agentive3 and non-agentive entities.
Experiential aspect
Video data comprise the experiential dimension of an event. Events may
need to address a specific content segment of the video source, e.g., a scene,
a shot keyframe, or an image segment. In addition, events should form first
class entities, i.e., they should exist independently of the video data. For the
above two reasons media decomposition and media independence should be
considered respectively when addressing the experiential aspect of an event
model. Media decomposition can be accomplished by either designing a
suitable video content decomposition model or by providing instructions on
how to use an existing one (e.g., the MPEG7 related schemata). On the
other hand, media independence can be achieved by an appropriate mecha-
nism for referencing particular video content segments (the experiential part
3An agentive entity is defined as a force-processing entity, that can take an active part
within a specific event, affecting the state of other entities.
30
of an event) when required. In this way, video segments unrelated to the
event are not included, providing a comprehensive and of low-complexity
description of the event.
Temporal aspect
Event elements are closely related to the notion of time. Temporal infor-
mation can be expressed using either absolute or relative times, e.g., “12
Nov 2013 23:00 EET” or “next month” respectively. A number of stan-
dards have been developed for this purpose, e.g., the Timeline Ontology [46],
OWL-Time [47], the W3C Datetime Formats [48], and other.
Spatial aspect
Similar to temporal information, the spatial properties of an event element
should be able to capture its absolute or relative location information, where
locations are determined using precise latitude and longitude coordinates
(e.g., Thessaloniki is located 40.6500◦ North, 22.9000◦ East) or exploiting
another region (e.g., Thessaloniki is located in the north part of Greece).
Several standards have been developed for supporting absolute and relative
location functionalities such as the Basic Geo (WGS84 lat/long) Vocabulary
[49], the Geonames ontology [50], the Region Connection Calculus (RCC)
[51], and other.
Compositional aspect
Events are compositional in nature, i.e., consist of actions, actors, objects,
locations, times, subevents, and other. For instance, a making a cake event
may be composed by a cook, the cooking instruments, and a set of sub-
events, such as mixing the ingredients, baking the cake, etc. The mecha-
nisms reflecting the compositional relationships of the event with its com-
ponents should be explicitly defined in the event model.
Causal aspect
The creation of an event may alter the state of one or more events, e.g., a
robbery event may result in the creation of several gunshot events, which
may result in the creation of injury events, and so on. This cause-effect
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relationship is inherent in events and should be adequately addressed by an
event model.
Interpretation aspect
The perception of an event depends on the cultural and personal perspective
of the observer. This means that different people may describe the same
event in completely different manners. Thus, an event model should offer a
mechanism for indicating that two or more different event descriptions refer
to the same event. For instance, during a soccer game a part of the spec-
tators may believe that the referee misapplied the rules, while another part
(e.g., the supporters of the winner team) may be of the opposite opinion.
Uncertainty aspect
In most applications, a part or most of the event information is auto-
matically extracted using appropriate software programs and hardware re-
sources. This involves the use of a number of algorithms to analyze video
sources and associate content segments with concepts and event elements,
or derive relationships among events or event entities. Such algorithms,
however, hardly ever produce results with a 100% confidence; instead, they
typically provide multiple contradictory results, each accompanied by a dif-
ferent confidence score. Consequently, an event model should allow for this
uncertainty to be appropriately represented. This can be done by providing
an optional degree of confidence field accompanying the description of the
particular event elements and the different relationships among events and
event entities.
Feasibility of automated extraction
The manual instantiation of events and their annotation with video content
is a very costly process. Thus, the automatic or semi-automatic implemen-
tation of this process is highly desirable. To this end, the observability and
feasibility of automated extraction of events, event entities and relationships
among them should be thoroughly considered during model design. More-
over, even if specific entities are observable, the usefulness of them for the
targeted application, and the required computational complexity for their
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automatic extraction should be examined in detail. For instance, the com-
putational cost for the extraction of concepts and their relationships in large-
scale video datasets is in the order of few days when large computer systems
are utilized (e.g., supercomputers, multicore clusters, etc.) [52]. Therefore,
the extraction of this information in real-time applications involving large-
scale datasets and small to medium level computer infrastructures may be
hard or even impossible target to accomplish [53].
Complexity
Models used for the annotation and indexing of video content play an es-
sential role in the whole architecture of video related applications. The
realization of generic semantic models for video indexing may result in very
complicated and difficult to query applications [54]. Thus, in order to avoid
scalability issues the model should be designed with low complexity, at the
same time addressing the essential requirements of the targeted application.
Moreover, events should be described at the required granularity level and
should be easy to perceive or understand by human users.
2.1.2. Video modelling
A video may consist of different sources of information, such as the audio-
visual signal, textual tags, video transcripts, EXIF metadata [55], etc. To
facilitate the representation, indexing and retrieval [1,56,57] of video content
and the description of its semantic content and context several models have
been proposed in the literature. We divide the existing work into four major
categories, namely, perceptual information-based modelling, concept-based
modelling, semantic-based modelling, and event-based modelling.
Perceptual information-based modelling
A large fraction of video processing approaches use media segmentation
algorithms together with objective measurements at the perceptual level.
That is, a number of low-level features are extracted by processing the
visual and audio channel, the video tags, and/or other video modalities.
These features are then used for representing the video segment, e.g., using
the multimedia content description interface (MPEG-7) color and texture
features [58], SIFT points for images [59], MFCC coefficients for audio [60],
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features derived using text analysis [56], etc. Such modelling approaches,
although they are a necessary part of any modelling scheme, when used in
isolation present several limitations, most importantly, failing to capture
the conceptual and contextual information conveyed by the video content.
Concept-based modelling
In many works the aforementioned low-level features in combination with
machine learning algorithms are exploited in order to achieve the association
of content (e.g., shots, scenes, etc.) with semantic concepts4 (e.g., person,
outdoors, etc.). [62–64]. The content segments can then be indexed with the
use of the detected concepts [65, 66]. For example, a video depicting “One
day sea tour in Cornwall” will require the detection of people, beach, sea,
sky, and possible objects and actions involved in this tour. A major effort
in this field is the annual semantic indexing (SIN) benchmarking activity
of NIST TRECVID [52] where a large-scale video dataset is provided for
training and evaluating different concept-based indexing approaches. These
methods represent a significant improvement over the methods of the pre-
vious category. However, they still do not fully capture the meaning that
the content has to a human observer, who typically “sees” in it more than
just a few depicted objects or elementary actions. For this to happen, the
automatically detected concepts need to be seen in combination and be used
for deriving higher-level interpretations of the content.
Semantics-based modelling
A large number of video modelling schemes based on technologies related
to the vision of the Semantic Web [67] have recently emerged in various
application domains [68–71] to support the higher-level interpretation of
the content. The world wide consortium (W3C) and MPEG-7 of interna-
tional organization for standardization (ISO) is one of the first standards
to address the need for semantic multimedia content description [72–74].
MPEG-7 offers a set of audiovisual description tools called descriptors and
description schemata (DS) that use metadata structures and relationships
4In The New Oxford Dictionary of English [61] concepts are defined as “An idea or
thought that corresponds to some distinct entity or class of entities, or to its essential
features, or determines the application of a term, and thus plays a part in the use of
reason or language”
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among them for describing multimedia content [75,76]. These structures are
typically used by development teams at different application fields to create
problem-specific descriptors and description schemata. That is, the appli-
cation and modification of multimedia DS (MDS) is outside the scope of
the standard and is left to the current application developer. Therefore, al-
though a rich set of multimedia semantics are provided by MPEG-7, the lack
of formalized rules for defining, linking and altering MDS created by differ-
ent MPEG-7 users can cause serious interoperability issues [77,78]. On the
other hand, the Semantic Web completely lacks of multimedia-specific se-
mantics for the description of the perceptual and structural aspects of multi-
media and relies on third party specifications for defining application-specific
semantics, yielding similar interoperability issues. To address the above
limitations many researchers have used the resource description framework
(RDF) or the web ontology language (OWL) to provide a multimedia con-
tent description framework that can easily integrate with the semantic web.
This includes attempts to develop an MPEG-7 multimedia ontology based
on RDF or OWL [78, 79]. However, in all these attempts there is an one
to one translation of MPEG-7 types to RDF/OWL concepts and proper-
ties, and thus, the interoperability issues described above remain unsolved.
In [69], the content of a video is first described using MPEG-7, and, then,
a domain level ontology in OWL is used to annotate the content segments.
However, the domain ontologies developed in this work are not based in a
foundational ontology, thus, lacking formal semantics. In [80, 81] the core
ontology for multimedia (COMM) is proposed, which builds upon the de-
scriptive ontology for linguistic and cognitive engineering (DOLCE) [82].
DOLCE is a foundational ontology, providing domain independent vocab-
ulary that explicitly includes formal definitions of foundational concepts.
In addition, DOLCE’s descriptions and situations (DnS) ontology design
pattern offers formal representation of context, e.g., to allow different si-
multaneous descriptions (viewpoints) of the same video content segments.
However, COMM may yield very complex and large RDF graphs in order
to describe large video sources. Thus, scalability issues may arise, prohibit-
ing the widespread use of COMM in commercial applications [83]. Another
important drawback of COMM (and similarly of all other MPEG-7 ontolo-
gies) is that the resulting video content descriptions are not centered around
events, in contrast to the fact that human memory organizes experiences in
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events [2–4]. This structural difference between the semantic descriptions
produced by COMM or related works and the way humans structure their
memory restricts the use of such techniques for human-friendly event-centric
video processing systems.
Event-based modelling
During the last years there is a growing interest on event-centric video ap-
plications [9,11,13,39]. In the following, a comprehensive review of existing
approaches in the literature is provided.
One of the first efforts to model events in videos was the work presented in
[16]. In this study, the semantic-syntactic video model (SsVM) was proposed
integrating low-level features and high-level semantic entities for video event
representation. Similarly, in [17], the video event representation language
(VERL) accompanied with the video event markup language (VEML) were
presented for the description of events in videos. In [84], the IPTC-G2 family
of news exchange standard is provided, including EventML, the respective
standard for describing events in a journalistic fashion. However, the use of
proprietary metadata to describe video content limits the widespread use of
the event models described above.
To support interoperability between video descriptions derived from dif-
ferent models, several researchers resort to the well established MPEG-7
standard. MPEG-7 consists of a large set of description tools, including
descriptors for representing event related content. For instance, in [75] the
semantic DS of MPEG-7 is presented, which offers an expressive scheme
for describing events in media. Going one step ahead, the COMM on-
tology [80, 81, 83] ports the MPEG-7 standard, including its event related
schema, into the context of the Semantic Web [67]. Similarly, in [85,86], the
CIDOC CRM ISO standard is described aiming to provide formal semantics
for the integration of multimedia data in the cultural heritage domain, while
in [87], an OWL ontology for the G2 standards (including EventML) [84] is
presented. Most of the models described above are media-centric, i.e., the
creation of an event model instance depends on the existence of a video (or
video segment) depicting the event. This strategy generates video descrip-
tion of increased complexity, which are difficult to scale and sustain for large
video datasets. For instance, the use of MPEG-7 for indexing images with
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events requires the instantiation of graph structures from both Semantic DS
and Segment DS yielding complicated graph structures even for providing
simple event descriptions.
To achieve media independence several models have been proposed de-
coupling event descriptions from media documenting the events. In [88,89]
the E-event-model for e-Chronicle multimedia applications is presented ad-
dressing many of the aspects presented in [11]. In [39], the E∗-event-model
extends E using a graph-based design and the ABC [90] and DOLCE ontolo-
gies [82] to provide formal definition of event aspects. However, both models
(E and E∗) offer limited support for describing compositional event relation-
ships. In [45], the pattern oriented ontology approach of DOLCE+DnS Ul-
tralite (DUL) [82,91] is utilized to define the F-event-model, addressing most
event modelling requirements (including the compositional aspect) discussed
in [11]. In [92], an overview of how existing ontologies (CIDOC CRM [93],
ABC, EO [94,95], EventsML [84,87], DUL, F-event-model, OpenCYC [96])
represent events is provided, and the linked data event model (LODE) is
designed in order to enable interoperability among the examined ontologies.
In [97,98], graph-based event models and novel event composition operators
are presented in order to realize several aspects of the above generic event
models (e.g., E- and F-event-models) in the context of multimedia analysis
systems.
In overall, the event models proposed until now either treat events as
second class entities, i.e., their existence depends on the content they de-
scribe [16,17,67,75,80,81,83–87], or mainly emphasize on semantic technolo-
gies for describing events and their attributes, providing little or no support
for capturing the structure of multimedia content [39, 45, 88, 89, 92, 97, 98].
Most importantly though, these models do not provide a mechanism for
the automatic (or semi-automatic) association and enrichment of event de-
scriptions with multimedia content so that video event analysis technologies
(e.g., event recognition, event recounting, etc.) can be effectively exploited.
The above requirement is closely related with the feasibility of automated
extraction aspect discussed in Section 2.1.1. This has been only partly ad-
dressed in some recent works, e.g, in [37] where events in videos are described
with VERDs, or, in [97, 98], where a number of E-event-model aspects are
implemented and used for representing video events.
Inspired from the conclusions derived from the above review, in the next
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sections we propose a joint content-event model to address the limitations
of the current event models, i.e., a model that treats events as first class
entities, allows the description of video content, and offers a referencing
mechanism that encapsulates a set of event analysis algorithms for populat-
ing event model instances with information extracted from relevant video
content. The proposed model is flexible allowing the description of events
using basic VERD structures (as it is shown in the example of Section 2.6,
and in the evaluation study of Chapter 5) or more advanced descriptions
covering several event aspects including spatiotemporal relations, images
documenting the event, and other.
2.2. Overview of the proposed model
In this section the proposed joint content-event model is described. This
model offers several advantages in comparison to the current state-of-the-art
models: it treats events as first class entities, allows the description of video
content, and offers a referencing mechanism5 for the automatic enrichment
of event model instances (represented with the event part of the model) with
information extracted from the video content segments (described with the
content model part). Moreover, we tried to address the event aspects dis-
cussed in Section 2.1.1, while at the same time paying attention to economy,
simplicity and feasibility of automatic extraction through the overall model
design.
Figure 2.1.: Overview of the proposed joint content-event model.
The content part of the model describes the spatiotemporal decomposi-
5The definition of the referencing mechanism has been provided in Chapter1.
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tion of the video (keyframes, shots, etc.) and carries information related
with the concepts identified in the different content segments. It has a hi-
erarchical graph structure consisting of nodes and edges, e.g., as shown at
the left side of Figure 2.1. These nodes are structurally alike, i.e., they all
consist of the same set of properties, and each node is used to convey in-
formation for exactly one content segment. Edges between nodes are used
to reflect content segment spatiotemporal relations. The event part of the
model is used to provide information related with the event depicted in the
video. It has a more general graph structure, as shown at the right side
of Figure 2.1. An event node corresponds to one real-life event element,
e.g, the event itself, a sub-event, a human action, etc., and, similarly to the
content part, all event nodes have the same structure. On the other hand,
edges between nodes indicate a variety of relationships, e.g., spatiotemporal,
compositional, causal, and other. However, the main difference between the
two model parts, is that the content part is used to describe the hierarchical
decomposition of the video and the semantic information identified in each
content segment, which may or may not be related with the event depicted
in the video, while, using the event part, the above information is structured
around the notion of event, discarding any irrelevant content segment or se-
mantic entity. For instance, in the example of Figure 2.1, non-event related
concepts of the content model are ignored (e.g., driving, airplane, etc.), and
only a limited number of keyframes are used to describe the “assembling a
shelter” event with the event part of the model.
The properties of the event and content nodes are depicted in Figure 2.2.
We observe that there is a number of properties that are common in both the
content and the event node. There is also a number of event node properties
that their values can be inferred from the values of the respective content
node properties. For instance, the identified concepts in the conceptDoCs
content node property could be utilized to predict several informational
aspect properties (hasName, hasType, etc.) of particular event nodes. This set
of properties exhibit the functionality of the referencing mechanism in the
context of the proposed model: the values of these properties can be utilized
by a set of video analysis algorithms (feature extraction, machine learning,
etc.) to associate one or more content nodes with an event node, and, in
the case of association, initialize several properties of the event node. To
accomplish this task, the referencing mechanism (Figure 1.2) utilizes a low-
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level feature extraction unit and a set of pre-trained concept detectors for
semantically describing the video content. Subsequently, a set of machine
learning algorithms, such as DA-based (Chapter 3), SVM-based (Chapter 4)
or combination of DA and SVM (Chapter 5), are exploited for recognizing
and recounting the key semantic entities of the event depicted in the video.
Figure 2.2.: Event and content node properties.
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2.3. Content node properties
The MPEG-7 is the dominant standard for multimedia content description.
To this end, we adopted a type taxonomy similar to the segment descrip-
tion scheme (DS) of MPEG-7 multimedia DS (MDS) for defining content
segment types, e.g., audio segment, video segment, moving regions, scenes,
shots, etc. In particular, content segment type information is recorded in the
contentType property. The ID property is filled with a URI to index content
nodes in a uniform manner, while the technicalDetails property holds techni-
cal details of the multimedia data, e.g., frame rate, aspect ratio, etc. The
properties hasParent, isChild, precedes and follows receive an URI to reflect the
relative position of content nodes in the content graph. The two former
are used to express compositional information between two nodes, e.g., to
indicate that a shot belongs to a scene, while the two latter express relative
temporal information between content nodes, e.g., to indicate that one shot
appears before another. The mediaSpatialLocation property is used to describe
a spatial segment of a video frame, e.g., a rectangular area around a human
body. The mediaTemporalLocation property records information regarding the
temporal position of a content segment, e.g., it may record the start and
the end frame of a shot. The information conveyed by these properties is
directly used by the hasContentLocation event node property to directly ref-
erence a multimedia content segment using the event part of the proposed
model, as explained in Section 2.4. The properties creatorName, textAnnotation,
absoluteLocation and absoluteTime hold information extracted from the meta-
data accompanying the content segment; the two latter are used to hold
geospatial and time-related information respectively. Finally, DoC values
referring to particular concepts extracted from the content segments using
a set of corresponding trained concept detectors are described using the
conceptDoCs property.
2.4. Event node properties
The event node metadata have been selected to cover a number of real-
life event aspects. In the following we present the different metadata with
regard to the event aspect categorization presented in Section 2.1.1.
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2.4.1. Formality aspect
An event in our model is formally defined as a graph where each node
represents an element of the event (or the event itself), and an edge between
two nodes indicates the existence of one or more relationships between these
nodes. In addition, each node has a number of properties which are defined
using formal classes from foundational ontologies.
2.4.2. Informational aspect
The informational aspect of the event is modelled with the properties hasID,
hasName, hasType, and hasRole. The hasID property receives a URI to differen-
tiate the event node in a global scope. The event element type is carried
by the hasType property. This is the most important property of the event
element declaring its nature according to the following 3W’s framework:
What, Who and Where. That is, an event node may be declared as an
event (What), an object of the event (Who), or a location related with the
event (Where). In order to enforce interoperability, the event type is defined
using elements of the DOLCE foundational ontology [82]. Specifically, three
classes from the ultra light version of DOLCE (DUL) [82] are adopted for
modelling the type of an event element, i.e., Event, Agent and Place. Fol-
lowing DUL, an event element of type Event is used to model any physical,
social, or mental process, event, or state, e.g., a bank robbery. The next
two classes, Agent and Place, are subclasses of the DUL Object class. The
Agent class is used to represent any agentive object participating in the
event, either physical, e.g., a person, a gun, or social, e.g., a corporation, an
amount of money, etc. The Place class is used to denote a location in a very
generic sense, e.g., a political geographic entity (e.g., London, Greece), a
location determined by the presence of other entities (e.g., the area between
Munich and Frankfurt), etc. The hasName property holds the name of the
event element after its instantiation, e.g., bank robbery, Lionel Messi, base-
ball bat or Paris. The hasRole property, adopted from DUL as well, is used
to classify the event element in a given situation, e.g., it can classify Pep
Guardiola as a soccer player, or as soccer manager depending on the con-
text. As we see latter in this section, this property is also used to support
different interpretations of the same event entity.
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2.4.3. Experiential aspect
Event elements in our model are treated as first-class entities, i.e., they can
exist independently of multimedia data. However, when required for certain
event elements, content segments or the entire video is used to provide the
experiential aspect of the event. In this way the media independence re-
quirement as described in Section 2.1.1 is satisfied. The experiential aspect
of an event is captured using six properties, namely, hasContentID, hasCre-
atorName, hasTextAnnotation, hasContentType, hasTechnicalDetails, hasContentLocation.
These properties are automatically filled with information directly trans-
ferred from the respective properties of the content node, as shown in Figure
2.2. A connection between a content node and an event node is automat-
ically established using the referencing mechanism of the model described
in Section 2.5. The hasTextAnnotation property is filled in with any textual
annotation of the multimedia data, while the hasCreatorName property holds
the name of the creator, extracted from the administrative information of
the multimedia data. The hasTechnicalDetails property holds the technical
details of the video, e.g., it provides information regarding the encoding,
frame rate, aspect ratio, etc. The hasContentID property is filled with the
identification URI of the content node and the hasContentLocation property
provides information concerning the actual position of the content segment,
recorded in the mediaSpatialLocation and mediaTemporalLocation properties of the
content part of the model (Section 2.3). For instance, if a running action
within a “batting a run in” event, recorded by an amateur videographer is
identified in frames 274 to 322 of the video, the hasContentLocation property
will be, hasContentLocation : C:\baseball.avi#frames-274-322. We should note that
the hasTechnicalDetails and the hasContentLocation properties capture all the nec-
essary information to locate and use the content segment itself, avoiding
the overhead for accessing the content description part of the model again
during a retrieval operation.
Temporal aspect
The absolute time of an event is recorded in the hasAbsoluteTime property
using the W3C Datetime Format profile of ISO 8601 standard [48]. For in-
stance, the temporal interval regarding the opening game between Brazil
and Croatia of FIFA’s world cup in 2014 in this format will be [2014]-
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[06]-[12]T[21]:[00]Z/[2014]-[06]-[12]T[22]:[45]Z. The ISO 8601 offers a number
of significant advantages over other standards, such as, simplicity, language
independence, interoperability, etc. [99–103]. Relative temporal event in-
formation is captured using Allen’s Time Calculus [104]. Relative time is
expressed with respect to another temporal entity, either a globally defined
entity specified by an URI, e.g, summer 2013, or by an event element mod-
elled in the current graph, e.g., first half of a specific soccer match. For
capturing relative temporal information the temporal relations and their
inverses provided in Allen’s time calculus are utilized. In overall, these re-
lations are thirteen: before (tbe, tbei), equal (teq), meets (tme, tmei), overlaps
(tov, tovi), during (tdu, tdui), starts (tst, tsti), finishes (tfi, tfii). In the brackets
an abbreviation of the relation and its inverse is given, where the letter t
is used to denote the temporal nature of the property, the next two letters
are used to reference the specific property, and if existing, the last letter
(i) is used to denote that this is an inverse property. The reason we select
Allen’s calculus is due to its emphasis on events, its simplicity, and its overall
structure providing a full algebra with a set of operations for constructing
efficient inference rules determining relationships between events [105]. Ad-
ditionally, the recurrenceRule property of EventML is used to denote that an
event occurs periodically, e.g, yearly, monthly, every summer, etc.
Spatial aspect
The hasAbsoluteLocation property is used to capture the absolute spatial loca-
tion of an event in (latitude, longitude) form as defined in the W3C Basic Geo
(WGS84 lat/long) vocabulary [49]. We utilize this standard due to its sim-
plicity and widespread usage, which is beneficial in terms of interoperability
(e.g., see [106]). We also use the nearTo and farFrom properties of DOLCE to
denote relative distance between event elements, and the equals, disjoint, con-
tains and partially overlaps properties of region connection calculus (RCC) [51]
to denote more complicated spatial relations between two event elements.
RCC is a well established formal system for qualitative spatial reasoning,
and similarly to Allen’s time calculus, it can be used to provide efficient
reasoning algorithms [107, 108]. We should note that our model could be
easily extended to use more RCC relations if necessary.
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Compositional aspect
Compositional information between events is simple captured using the
properties of hasParent and hasChild to record immediate super- or sub-events
respectively. These properties receive as values the IDs of the immediate
super-events and sub-events related with the event in question, respectively.
Causal aspect
Causal information is captured using the properties causedBy and causes. The
causes property is filled with the IDs of the events that are caused by the
specific event, and the isCausedBy property is filled with the IDs of the events
that cause the current event.
Interpretation aspect
To allow different interpretation of same event, we use the properties isIn-
stantiatedBy and hasInstantiationTime to capture the creator and the creation
time of an event node, and the sameAs property to link two or more event
nodes in the case that they correspond to the description of the same event
by different people. The sameAs property can be also used to connect event
elements representing the same entity in different context. For instance, it
can link a person acting as a policeman in a bank robbery event, and the
same person classified as the shooter or the victim during a gunshot event.
Feasibility of automated extraction
As described above, the adopted metadata have been selected after an anal-
ysis of simple but at the same time powerful and widely adopted standards
and foundational ontologies (W3C ISO 8601, Allens’s calculus, DOLCE,
etc.). Moreover, during the design of the model we have paid special at-
tention on selecting properties that could be easily instantiated with infor-
mation extracted from the automatic analysis of the video content. For
instance, for a video depicting a “batting a run in” event, several informa-
tional aspect’s metadata can be instantiated automatically using the refer-
encing mechanism of our model (Section 2.5), i.e., hasName: batting a run in,
hasType: event, metadata referring to the experiential aspect can be filled by
analyzing the EXIF video information, etc.
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Uncertainty aspect
The properties hasID, isInstantiatedBy, hasInstantiationTime, hasTextAnnotation, hasCre-
atorName, hasRemoteInfo, hasContentType, hasAbsoluteTime and hasAbsoluteLocation,
are filled with “crisp” values or text created during the instantiation of the
multimedia content or the event element. For all other properties, each
value can be accompanied by a confidence score in the range [0, 1].
Complexity
As already explained, the proposed model consists of a content part to
describe the content of the multimedia data and an event part to describe
the real-life event. The event part of the model uses a referencing mechanism
to index only the multimedia content that is relevant to the event, ignoring
the rest of the content, e.g., it may index only a specific shot from a whole
video. Consequently, the description of the entire content is not included in
the event description, and, the event part description alone can be used to
search and retrieve the relevant multimedia content without the use of the
content part description. This modelling strategy has important benefits
regarding the complexity of the model and the efficiency of multimedia
applications using it. This is an essential advantage of the proposed model
against models designed primarily for annotating multimedia data, e.g.,
[17,80], which incorporate content description in the event description, thus,
considerably increasing the complexity of the event representation.
2.5. Referencing mechanism
In the context of the proposed model, the referencing mechanism is used
to enrich the event nodes with information automatically extracted from
the video content. Thus, the primary target of this mechanism is to auto-
matically (or semi-automatically) recognize the event depicted in the video
segment and additionally recount the key semantic entities of the detected
event. Here we describe the basic parts of the referencing mechanism, i.e.,
the parts, which are necessary to provide the aforementioned functional-
ity. These components are shown in the block diagram of Figure 1.2 and
described briefly in the following:
• Low-level feature extraction procedure: a feature extraction algorithm
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that provides a low-level feature vector representation of the input
video segment in the feature space Z. In this thesis we focus on
features extracted from the visual stream of the video6 [59].
• Semantic concept detectors: a set of F semantic concept detectors G =
{gκ : Z → [0, 1]|κ = 1, . . . , F} that provides a semantic representation
x ∈ X (called hereafter model vector) of the content segment [109].
The κ-th element of the model vector x is the response of gκ denoting
the degree of confidence (DoC) that the semantic concept cκ ∈ C is
depicted in the video segment, where C = {c1, . . . , cF } is the set of
concepts used in the model vector. That is, here the input feature
space is X ⊂ [0, 1]F .
• Event recognizer : an event recognition algorithm e : X → N∗C that
provides a DoC regarding the presence of the target events in the
content segment. In the “target event vs rest-of-world” scenario (i.e.,
when only one target event should be recognized) this component is
called event detector.
• Event recounter : an event recounting algorithm r : X × N∗C → {cq1 ,
. . . , cqI} that provides a ranked list consisting of the I  F key se-
mantic concepts related with the event, where qi is the index of the
i-th most relevant concept in the list. We see that the event recounter
requires the label of the event depicted in the video. That is, the event
recognizer has been used or a human user intervened to retrieve the
event label of the video, prior calling the event recounter.
In the next subsections we provide a more concrete description of the
referencing mechanism’s components according to their implementation in
this thesis. The block diagram of the implemented referencing mechanism
is depicted in Figure 2.3.
2.5.1. Low-level feature extraction procedure
For the extraction of low-level visual features, the visual stream of a video
is decoded and represented using a temporal sequence of keyframes, e.g.,
6Several other low-level features could be exploited to provide additional video infor-
mation, such as audio, textual (e.g., using optical character recognition (OCR), auto-
matic speech recognition (ASR) transcripts, etc.), and other. However, due to time
constraints, we let further investigation on this topic as a future work direction.
47
Figure 2.3.: Implementation of the referencing mechanism.
exploiting a shot segmentation algorithm or extracting video keyframes at
fixed intervals.
The spatial information within each keyframe image is encoded using a
1 × 3 spatial pyramid decomposition scheme, i.e., the entire image is the
pyramid cell at the first level, and three horizontal image bars of equal size
are the pyramid cells at the second level [59]. For the detection of salient
image patches at the pyramid cells we utilize a dense sampling strategy
and the opponentSIFT descriptor [59] is used to derive a 384-dimensional
feature vector for each patch. Subsequently, for each pyramid cell a Bag-
of-Words (BoW) model of 1000 visual words is derived using the k-means
algorithm and a large set of feature vectors. The association of the derived
local feature vectors to the codebook words is done using a soft assignment
technique [110]. Applying the above procedure, the t-th keyframe of the n-
th video sequence is represented with a K-dimensional BoW feature vector
xn,t in the feature space Z. Here Z ⊂ RK , where K = 4000 is the total
number of BoW centers along all pyramid levels.
2.5.2. Semantic concept detectors
A set of F pre-trained concept detectors, G = {gκ : Z → [0, 1]|κ = 1, . . . , F},
is utilized to provide an intermediate level representation of a video keyframe
based on F semantic concepts [109]. Each detector gκ is designed using an
LSVM and a training set of low-level feature vectors derived from images
belonging to the κ-th semantic concept using the procedure described in
Section 2.5.1. In this way, the t-th keyframe of the n-th video in the database
is associated with the model vector xn,t = [xn,t,1, . . . , xn,t,F ]T ∈ [0, 1]F ,
where, xn,t,κ is the response of the concept detector gκ expressing the DoC
that the κ-th concept is depicted in the keyframe.
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The procedure described above provides a set of model vectors for each
video (i.e., one model vector for each keyframe). In order to derive a model
vector representation at content segment- or entire video-level, the model
vectors of the individual keyframes referring to the video or video segment
are averaged. For instance, the model vector referring to the n-th video is
computed using xn = (1/Tn)
∑Tn
t=1 x
n,t, where Tn is the length of the video
in keyframes.
2.5.3. Event recognition and recounting
For recognizing events and enumerating their key semantic entities in con-
tent segments, the referencing mechanism exploits a set of supervised ma-
chine learning techniques and annotated video data, as explained in the
following.
Let X = {xni |n = 1, . . . , Ni, i ∈ N∗C}7 be annotated dataset representing
videos belonging to one of the target event classes (i ∈ N∗C−1) or to the
“rest of the world” event class (i = C). In the above formulation Ni,
N =
∑C
i=1Ni and C are the number of videos of the i-th class and the total
number of videos and classes respectively. A model vector representation is
utilized [109], i.e., xni ∈ X is the model vector derived from the n-th video
of i-th class8. The κ-th element of xni denotes the DoC that the semantic
concept cκ ∈ C is depicted in the video, where C = {c1, . . . , cF } is the set of
concepts used, and F is the total number of concepts. Our goal is to design
an event recognizer e : X → N∗C , and a semantic concept selector (called
hereafter event recounter) r : X ×N∗C → {cq1 , . . . , cqI}, where qι is the index
of the ι-th most relevant concept in the returned ordered list of concepts.
That is, the event recognizer provides the label of the video event, while the
event recounter provides as output a ranked list consisting of the I  F key
semantic concepts that are depicted in the video and are related with the
detected event. We should note that e is called event detector when only
one target event class is used (i ∈ N∗2). In this case, several event detectors
may be used to decide whether a target event is present in the examined
7The subset {1, . . . , C} of non-zero natural numbers less than or equal to C ∈ N∗ is
denoted as N∗C .
8As explained in the beginning of Section 2.5, X denotes the input feature space for
our event analysis algorithms (i.e., event detector and event recounter). In general,
X ⊂ RF , however, when model vectors are used X ⊂ [0, 1]F .
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video9.
2.6. Example of event-based video indexing using
the proposed model
In this section we describe an example of using the proposed model to
describe a real-life event depicted in a video, in particular an “assembling a
shelter” event. In textual form the description of this event may be stated
as “During Christmas we had a lot of fun assembling a snow shelter. We
build it using our shovels, trunks from the trees and ...”.
Figure 2.4.: Example application of the joint content-event model.
A schematic representation of the different steps used to describe the
above event with the proposed model is shown in Figure 2.4. In this figure,
the content graph has been automatically generated using content decompo-
sition analysis tools, while the event graph has been instantiated and popu-
lated using the event analysis components of the referencing mechanism. In
more detail, the video related to the event is decoded and represented using
a temporal sequence of keyframes extracted at fixed intervals; it is then de-
scribed with the use of the proposed content model, as shown in the upper
9In this thesis, subclass DA and SVM techniques (presented in Chapters 3 and 4 respec-
tively) are used to implement the event recognizer. The former is used to extract the
most discriminant features describing the event, while the latter performs the actual
classification. Similarly, for the implementation of the event recounter, a DA-based
feature selection approach (presented in Section 3.7) exploits the model vector video
representation to select the most significant concepts of the depicted event.
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part of Figure 2.5. Following the generation of the content description, the
Figure 2.5.: Video content and event description using the proposed model.
referencing mechanism is applied. Initially, low-level feature vectors are de-
rived from the keyframes, and a model vector representation of each video
segment (here at video- and keyframe-level) is created using the set of con-
cept detectors G. For instance, keyframe-37 is semantically described with
the concept-DoC value pairs “building: 0.33”, “snow: 0.4”, “shovel: 0.3”,
..., “airplane: 0.02”, etc., as shown in Figure 2.5. The model vectors are
recorded in the content description of the video for safe keeping purposes
and also exploited as the feature vectors of the content segments in the
subsequent processing steps of the referencing mechanism. Particularly, in
this example, the event “assembling a shelter” along with the set of F key
semantic concepts c1 = “snow-shoveling”, c2 = “shovel”, . . . , cF = “trees”
are identified using the event detector e and the event recounter r respec-
tively. This information is exploited to generate the event part of the model
as shown in the lower part of Figure 2.5. For instance, exploiting the model
vector representations, the temporal video segment from frame 5 to frame 52
has been associated with a “shoveling the snow” event (which is a subevent
of the main event), while, a “shovel” object is identified in frames 3 to 70.
The overall event information is finally recorded in a VERD document in
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<verd
hasID="...#event#assembling-shelter-1"
hasName="assembling a schelter on christmas"
hasType="event"
DoC="0.23"
hasContentID="...#video-1">
.......
<node
hasID="...#event#snow-shovelling-1"
hasName="shovelling the snow"
hasType="event"
DoC="0.47"
hasContentID="...#video-1#keyframes-5-52"
.......
</node>
<node
hasID="...#agent#shovel-1"
hasName="shovel"
hasType="agent"
DoC="0.32"
hasContentID:"...#video-1#keyframes-3-70"
.......
</node>
.......
</verd>
Figure 2.6.: The VERD generated using the proposed model.
XML format containing the name of the identified event and enumerating
its key semantic entities, as shown in Figure 2.6.
We should note that additional properties of the event node could be
automatically initialized from the respective values in the content node,
e.g., the hasContentLocation, the hasAbsoluteTime, etc., according to metadata
associated with the video, such as geotags, textual tags, etc.. Moreover, the
derived information can be further processed using appropriate language
templates in order to produce more advanced event descriptions (instead of
using a simple VERD document). For instance, for the example above a
sentence such as “Assembling a snow shelter next to the street outside from
our residential building” could be automatically constructed enriched with
sound and image objects extracted from the video.
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2.7. Conclusions
In this chapter a joint content-event model for describing the semantic video
content was proposed. This model is designed so that several event aspects
are addressed such as media decomposition, event-media independence and
other. However, the main emphasis is on the model’s referencing mech-
anism, which allows the automatic enrichment of event descriptions with
information extracted using video analysis algorithms. To this end, the
event analysis components of the referencing mechanism (event recounter
and recognizer) are examined in detail in Chapters 3 and 4, where a number
of subclass DA and SVM approaches are proposed respectively.
A simple example, where the content part of the model describes the
decomposition of the video to keyframes and the event part enumerates
the key semantic entities of the event, was used to demonstrate the basic
functionality of the model. The practical application of the proposed model
in indexing real-world videos is demonstrated in Chapter 5 using the large-
scale database of the TRECVID MED evaluation track.
53
3. Mixture subclass discriminant
analysis and other
generalizations
The major contribution of the proposed event model presented in the pre-
vious chapter (Chapter 2) is its referencing mechanism that permits the
automatic description of events depicted in video signals. As explained
in the introductory chapter (Chapter 1), in this thesis special attention is
given in the machine learning techniques implementing the event analysis
components of the referencing mechanism, i.e., the event recognizer and
event recounter. Discriminant analysis (DA) techniques [20, 21] are allur-
ing candidates for the realization of several parts of the above components
because they can be used to extract the video features that best separate
the underlying events and at the same time select a subset of key semantic
concepts for describing the depicted event. Moreover, DA and SVMs [22]
(examined in the next chapter) are among the most popular techniques in
the area of statistical pattern recognition due to their compact theoretical
establishment and their very good recognition performance in a variety of
practical applications. For the above reasons, we have decided to exploit
DA and combine DA with SVMs for the realization of the event recounter
and event recognizer respectively. To this end, in this chapter we exam-
ine recent advances in the area of DA, in particular DA techniques that
exploit the subclass structure of the data, and in the next chapter (Chap-
ter 4) promising SVM approaches are proposed, complementing our study
concerning machine learning techniques for event analysis.
Subclass DA methods [23, 111] are receiving increased attention during
the last years. In this chapter, after reviewing recent advances in the area of
subclass DA, we propose a set of new subclass DA methods alleviating lim-
itations of the current state-of-the-art techniques. The effectiveness of the
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proposed methods is verified using several standard benchmarks along differ-
ent application domains, such as face, object and digit recognition, medical
image analysis and other. Moreover, a subset of the proposed DA techniques
is extensively evaluated in Chapter 5 as parts of the event model’s refer-
encing mechanism using the large-scale video collections of the TRECVID
MED 2010 and 2011 evaluation tracks [6] for the tasks of event detection
and event recounting. We should note that relevant work concerning the
proposed methods has been published in [42,43,112,113].
The rest of the chapter is structured as follows: The next section (Sec-
tion 3.1) reviews recent advances in the area of subclass DA. In Section 3.2,
peak-picking SDA (pSDA) is described, while, in section 3.3, MSDA that
alleviates two shortcomings of SDA is proposed. Section 3.4 presents a link
between MSDA and the Gaussian mixture model, which allows the deriva-
tion of EM-MSDA. Subsequently, in Sections 3.5 and 3.6, fractional-step
MSDA (FMSDA) and kernel-based MSDA (KMSDA) are proposed. Differ-
ent from the above methods, in Section 3.7, FSMSDA that utilizes MSDA to
perform feature selection in a single step is described. Section 3.8, presents
two NN-based measures for the classification of unlabeled observations or
sequences in the DA subspace. Finally, in Sections 3.9 and 3.10, experimen-
tal results in common benchmarks are reported and concluding remarks are
drawn, respectively.
3.1. State-of-the-art and open issues in subclass
discriminant analysis
In a natural environment, the high dimensional measurement signals, ly-
ing in the F -dimensional measurement space, usually represent patterns
residing in a much lower, D-dimensional subspace embedded in the ambient
measurement space [114]. Dimensionality reduction (DR) is an important
component of statistical pattern classifiers that helps to overcome estimation
problems in noisy high-dimensional environments, and thus, often results in
improved classifier accuracy as well as lower storage and processing time
requirements.
A fundamental DR technique is linear discriminant analysis (LDA) [20,
21, 115]. Given a training set X = {xni |n = 1, . . . , Ni, i ∈ N∗C} of C classes
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and N =
∑C
i=1Ni training observations, where x
n
i ∈ X is feature vector
representation of the n-th observation, X ⊂ RF is the input feature space,
and Ni is the number of observation concerning the i-th class respectively,
this method derives a discriminant subspace spanned by the column vectors
of the transformation matrix Ψ ∈ RF×D (D  F ) that maximizes the ratio
JLDA(Ψ) = tr(Ψ
TSbΨ)/ tr(Ψ
TSwΨ) (3.1)
of the between-class sum of squares Sb =
∑C
i=1 pˆi(µˆi − µˆ)(µˆi − µˆ)T to the
within-class sum of squares Sw =
∑C
i=1 pˆiΣˆi, where, pˆi = Ni/N , Σˆi =
1
Ni
∑Ni
n=1(x
n
i − µˆi)(xni − µˆi)T , µˆi = 1Ni
∑Ni
n=1x
n
i are the estimated prior, the
sample covariance matrix and the sample mean of the i-th class, and µˆ =∑C
i=1 pˆiµˆi is the total sample mean. This optimization problem turns out
to be equivalent to the generalized eigenvalue decomposition SbΨ = SwΨΛ,
where the columns of Ψ are the generalized eigenvectors corresponding to
the largest generalized eigenvalues in the diagonal matrix Λ [116].
Despite its elegant algebraic formulation, two important shortcomings of
LDA restrict its use in real-world applications:
1) When the so-called small sample size (SSS) problem occurs, i.e., when
the number of training observations N is small compared with their dimen-
sionality F the class covariance matrix estimates Σi and equivalently the
within-class scatter matrix Sw are highly unreliable [117]. Taking into ac-
count that Σx = Sb+Sw and that Σx can be estimated more robustly than
Sw (as it is usually rank(Σx) > rank(Sw)), a basic way to alleviate this
problem is using the following robust LDA criterion J ′lda(Ψ) =
tr(ΨTSbΨ)
tr(ΨTΣxΨ)
.
Considering that tr(ΨTΣxΨ) = tr(Ψ
TSbΨ) + tr(Ψ
TSwΨ), J
′
lda(Ψ) and
Jlda(Ψ) have the same maximizer according to the following theorem (e.g.
see [117]):
Theorem 3.1.1 Suppose that ∀ψ ∈ RF , u(ψ) ≥ 0, v(ψ) ≥ 0, u(ψ)+v(ψ) >
0. Let h1(ψ) =
u(ψ)
v(ψ) and h2(ψ) =
u(ψ)
u(ψ)+v(ψ) . Then h1(ψ) has the maximum
(including positive infinity) at point ψ˜ iff h2(ψ) has the maximum at the
same point.
However, when the SSS is severe, both Sw and Σx may be rank-deficient,
a situation that occurs frequently in many applications. Several methods
have been proposed to deal with this problem, including PCA+LDA [118],
56
MMC LDA [119], dICA [120], and others.
2) LDA faces difficulties in deriving a discriminant subspace when the
classes are not linearly separable (a problem called hereafter nonlinearity
problem). This problem has been mostly addressed by using kernel exten-
sions of LDA [121] or methods that use local linear discriminant analyzers
to learn the nonlinear data structure [20, 122]. However, the SSS problem
remains, and to address it similar solutions to those discussed above are
exploited for both the kernel-based [123, 124] and local-based [125] LDA
variants.
A different strategy for solving the nonlinearity problem is to use a clus-
tering procedure to derive a subclass division of the data, and then incor-
porate this information into the LDA criterion (again, the SSS problem is
handled with techniques that overcome the rank-deficiency of Sw (or Σx),
e.g. see [126]). The main advantage of this strategy over the methods de-
scribed in the previous paragraph (especially over the kernel-based variants
of LDA) is that it offers faster computation times during testing, because it
only involves a single matrix multiplication. This is the underlying princi-
ple of mixture discriminant analysis (MDA) [111] that utilizes the following
criterion
JMDA(Ψ) = tr(Ψ
TSbsΨ)/ tr(Ψ
TSwsΨ), (3.2)
where Sbs =
∑C
i=1
∑Hi
j=1 pˆi,j(µˆi,j − µˆ)(µˆi,j − µˆ)T is the between-subclass
scatter, Sws =
∑C
i=1
∑Hi
j=1 pˆi,jΣˆi,j is the within-subclass scatter matrix, Hi
denotes the number of subclasses of the i-th class, and pˆi,j , µˆi,j , Σˆi,j are
the estimated prior, sample mean and sample covariance matrix of the j-th
subclass of class i.
As the target in DA is to derive a subspace that best separates observa-
tions of different classes, a better choice is to define a discriminant metric
that favors the scatter of means between subclasses of different classes. This
idea is exploited in subclass discriminant analysis (SDA) [23] that defines
the following criterion
JSDA(Ψ) = tr(Ψ
TSbsbΨ)/ tr(Ψ
TΣxΨ) , (3.3)
where Sbsb =
∑C−1
i=1
∑Hi
j=1
∑C
k=i+1
∑Hk
l=1 pˆi,j pˆk,l(µˆi,j − µˆk,l)(µˆi,j − µˆk,l)T is
the inter-between-subclass scatter matrix, representing the scatter between
the means of subclasses of different classes (inter-subclass scatter of means),
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and Σx =
1
N
∑C
i=1
∑Hi
j=1
∑Ni,j
n=1(x
n
i,j − µˆ)(xni,j − µˆ)T is the total covariance
matrix. Moreover, in [127] the DA stability criterion (DSC) is presented to
detect cases that DA methods will not work (including the case that class
distributions are homoscedastic), summarized in the following theorem
Theorem 3.1.2 Let ΨA = [ψA1 , . . . ,ψAD ] and ΛA = diag(λA1 , . . . , λAD)
be the eigenvector and eigenvalue matrices of the metric A to be maximized,
i.e., AΨA = ΨAΛA, and, ΨB = [ψB1 , . . . ,ψBB] and ΛB = diag(λB1 , . . . , λBB)
be the eigenvector and eigenvalue matrices of the metric B to be minimized ,
i.e., BΨB = ΨBΛB, where D and B are the ranks of A and B respectively,
λA1 ≥ · · · ≥ λAD , λB1 ≥ · · · ≥ λBB, and B ≥ D. Define the criterion
Θ =
n∑
p=1
i∑
q=1
(cos ai,j)
2 =
n∑
p=1
p∑
q=1
(ψTAiψBj )
2 (3.4)
where n ≤ B, and ai,j is the angle between the eigenvectors ψAi and ψBj .
Then if Θ > 0 the basis vectors given by maximizing the DA criterion will
not guaranteed to minimize the Bayes error for the given distribution of the
data.
The optimization of (3.3) is done using an iterative procedure that selects
the best subclass partition [127]. At the r-th iteration a nearest neighbor
based (NN-based) clustering algorithm is used to provide a new subclass
partition of the data {X(r)1,1, . . . ,X(r)C,HC}, where X
(r)
i,j denotes the set of ob-
servation belonging to the j-th subclass of i class at the r-th iteration. In
particular, at each iteration the number of the subclasses referring to the
i-th class is increased by one, H
(r)
i = H
(r−1)
i + 1, and, therefore, the total
number of subclasses is increased by C, i.e., H(r) =
∑C
i=1H
(r)
i = H
(r−1)+C.
Each subclass partition is then evaluated using either a leave-one-out-cross-
validation based (LOOCV-based) criterion, or the DSC criterion (3.4) set-
ting A = Sbsb and B = Σx, and the best subclass partition is chosen as the
one that minimizes the respective criterion.
Several extensions of MDA [128–131], and SDA [132–134] have been pro-
posed, however, as we explain in the following, there is still room for further
improving dimensionality reduction along the following directions:
1) Effective partitioning procedure: The iterative algorithm exploited in
both MDA and SDA increases the total number of subclasses by C at each
58
iteration. However, a more effective subclass partitioning procedure may
improve the efficiency and the accuracy of the event recognition approach
[128,134].
2) Stability analysis of SDA criterion: Using the fact that the sample
covariance matrix can be expressed as the sum of the scatter matrices (Σx =
Sb + Sw), it has been shown that the more stable (especially in cases that
the SSS problem occurs) criterion J(Ψ) = tr(ΨTSbΨ)/ tr(Ψ
TΣxΨ) has the
same optimizer with the original LDA criterion [117]. A similar analysis for
the SDA criterion (3.3), in particular, its relation with the optimization of
J(Ψ) = tr(ΨTSbsΨ)/ tr(Ψ
TSwsΨ) remains to be investigated.
3) Link to Gaussian model : In [111,135,136], it was shown that the LDA
and MDA subspaces (defined by the column vectors of the respective projec-
tion matrix) coincide with the subspace that maximizes the log-likelihood
function of Gaussian class densities or Gaussian mixture class densities, re-
spectively, under the assumption that all class densities (or mixture compo-
nent densities) are homoscedastic and that all class discriminant information
is confined in a D-dimensional subspace of the F -dimensional measurement
space. A respective link between MSDA (or SDA) and an appropriate Gaus-
sian model has not yet been provided in the literature, and such a link could
lead to a new DR approach.
4) Subclass separation problem: When the dimensionality of the LDA
subspace is strictly lower than the rank of the between-class matrix, i.e.,
D < C−1, the projection of the class densities to the discriminant subspace
may smear the neighboring classes in the measurement space, a situation
described as the class-separation problem [137–139]. The same problem
can equivalently occur to MSDA (and other subclass variants of LDA),
i.e., neighboring subclasses in the original feature space may overlap in the
projection subspace when the MSDA subspace dimensionality is strictly
lower than the rank of the inter-between-subclass scatter matrix. We refer
to this situation as the subclass separation problem.
5) Subclass nonlinearity problem: Subclass variants of LDA, can resolve
the problem of nonlinearly separable classes as long as a subclass division
that results in linearly separable subclasses is identified. If this is not possi-
ble, a subclass approach that can deal with nonlinearly separable subclasses
is desirable, often using an appropriate kernel to map the nonlinearly sepa-
rable subclass divisions into a new space where they are linearly separable.
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For instance, in [24,140] the kernel SDA (KSDA) method was shown to out-
perform a number of other approaches including kernel discriminant analysis
(KDA) [121] and kernel support vector machines (KSVM) [22].
6) Feature selection using DA-based approaches: It has been recently
shown, that scatter matrix-based selection criteria such as the one used in
linear discriminant analysis (LDA) offer competitive performance in com-
parison to the popular SVM-based algorithms [141]. Going one step ahead,
in [142] the direct exploitation of LDA for feature selection is examined,
yielding promising results. We expect that further improvement can be
achieved using a subclass approach for handling nonlinearities in the data.
Inspired from the above discussion, in the next sections of this chapter
we present a set of new subclass DA methods: a) SDA is extended using
a peak-picking-based partitioning algorithm that efficiently selects a more
suitable subclass data partition, b) the stability of the SDA criterion is an-
alyzed and based on this analysis mixture subclass discriminant analysis
(MSDA) is proposed, c) an explicit link between MSDA and an appropriate
Gaussian model is provided, which allows the derivation of the Expecta-
tion Maximization (EM) MSDA (EM-MSDA) under the EM framework, d)
fractional-step MSDA (FMSDA) is presented to alleviate the subclass sep-
aration problem of MSDA, e) kernel MSDA (KMSDA) is derived to handle
cases where MSDA subclasses are not linearly separable, and f) the feature
selection method of [142] is extended using MSDA so that nonlinearities in
the data are considered.
3.2. Subclass discriminant analysis using peak
picking-based partitioning
One drawback of SDA is that at each iteration of the algorithm the number
of total subclasses is increased by C. To this end, we propose an extension of
the SDA algorithm, where at the r-th iteration only one additional subclass
is introduced, i.e., H(r) = H(r−1) + 1. In every iteration, a peak-picking-
based algorithm is used to efficiently repartition the main classes. Peak-
picking has been often used in several areas of digital signal processing such
as blind source separation of speech signals [143], radar target detection
[144], and other.
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Let X = [X1, . . . ,XC ] be a block matrix containing the observations of
the training set X. That is, its i-th block Xi = [x
1
i , . . . ,x
Ni
i ] contains the Ni
observations of class i. Initially, the NN-based algorithm presented in [23]
is used to sort the feature vectors within block Xi independently, yielding
a new training block matrix
z = [z1, . . . ,zC ], zi = [κ1i , . . . ,κ
Ni
i ], (3.5)
wherezi contains the same observations with Xi, and κνi ∈ RF is the feature
vector placed at the ν-th position of the i-th block after sorting. That is, κ1i
and κNii are the most distant in zi, while neighboring observations have the
smallest Euclidean distance in the set, i.e., ||κνi −κν+1i || < ||κνi −κpi ||,∀p 6=
(ν + 1). Next, the distance between neighboring vectors in the same class
is taken to provide an array of distances
d = [d11, . . . , d
N1−1
1 , . . . , d
1
C , . . . , d
NC−1
C ]
T , (3.6)
where, dνi = ||κνi − κν+1i || is the Euclidean distance between the feature
vectors at the ν-th and (ν + 1)-th position of the block matrix concerning
the i-th class. Conceiving this last array as an one dimensional finite discrete
signal, a peak picking algorithm h(d, r) can be used at the r-th iteration to
first mark all the local maxima in the signal and then return the positions
of the r largest peaks in the array,
{i1, . . . , ir} = h(d, r) (3.7)
where i1, . . . , ir are the positions of the largest local maxima in the array.
Moreover, in case that a local maximum coincides with a class edge it is
ignored and a new one is obtained. In this work, we applied a very simple
peak picking algorithm using the Matlab function findpeaks [145]. The
positions of the retrieved maxima are used as landmarks for partitioning
the classes to H = C + r total subclasses and the SDA criterion (3.3) is
used to identify the discriminant subspace. The stability of the derived pro-
jection matrix at each iteration is validated using Theorem 3.1.2 or using
the correct classification rate (CCR) on an appropriate evaluation set. The
advantage of using this procedure is that sorting and distance computation
is done only once, prior to the optimization stage. Therefore, the reparti-
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tioning of the classes at each iteration of the optimization can be performed
very efficiently, resulting in a fast training procedure, as opposed to using
a clustering method for each optimization step. The overall procedure is
summarized in Algorithm 1.
Algorithm 1 pSDA
Input: Annotated data set X, maximum number of iterations rmax
Output: Ψ
1: Initialize: z (3.5), d (3.6); Set: r = 0
2: repeat
3: Set: r = r + 1
4: Compute r local maxima positions using (3.7)
5: Repartition to H = C + r total subclasses
6: Compute Ψ using (3.3)
7: Compute Θ (Theorem 3.1.2) or CCR using an appropriate evaluation
set
8: Store Ψ, Θ (or CCR)
9: until r == rmax
10: Select optimum Ψ according to minimum Θ (or maximum CCR)
3.3. Mixture subclass discriminant analysis
In this section the stability of the SDA criterion (3.3) is analyzed, and based
on this analysis a new algorithm is proposed. In particular, it is shown that
when the data have a Gaussian homoscedastic subclass structure: a) SDA
does not guarantee to provide the discriminant subspace that minimizes
the Bayes error, and, b) the sample covariance matrix should not be used
as the minimization metric on the discriminant analysis stability criterion
(DSC) [23]. Then, MSDA is proposed that utilizes a novel objective function
and a partitioning procedure to aid discrimination of data with Gaussian
homoscedastic subclass structure.
For data with a Gaussian homoscedastic subclass structure and under
stable conditions (according to Theorem 3.1.2) the following mixture-based
subclass objective function will provide a discriminant subspace that mini-
mizes the Bayes error
Jmsda(Ψ) =
tr(ΨTSbsbΨ)
tr(ΨTSwsΨ)
, (3.8)
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where Sbsb is the scatter of means of subclasses between different classes
(intra-subclass scatter of means) and Sws is the within-subclass scatter ma-
trix (both matrices defined in (3.3)). This can be easily proved treating the
Gaussian homoscedastic subclasses as the main classes and constructing
linear likelihood classification rules [20].
However, in the following we show that the SDA criterion (3.3) is not
equivalent with the criterion (3.8) above. The between-subclass scatter
matrix (defined in (3.2)) can be also expressed as [20]
Sbs =
C−1∑
i=1
Hi∑
j=1
C∑
k=i
Hk∑
l=j+1
pi,jpk,l(µi,j − µk,l)(µi,j − µk,l)T
Using this expression we can represent Sbs as the sum of two parts
Sbs = Sbsb + Sbsw, (3.9)
where, Sbsw is the scatter of means of subclasses within the same classes
(inter-subclass scatter of means)
Sbsw =
C∑
i=1
Hi∑
j=1
Hi∑
l=j+1
pi,jpi,l(µi,j − µi,l)(µi,j − µi,l)T . (3.10)
Therefore, the sample covariance matrix (defined in (3.3)) can be expressed
as
Σx = Sbs + Sws = Sbsb + Sbsw + Sws (3.11)
Replacing this expression in the optimization criterion of SDA (3.3), and
assuming that tr(ΨTSwsΨ) > 0 we get
Jsda(Ψ) =
tr(ΨTSbsbΨ)
tr(ΨTSbsbΨ)+tr(Ψ
T
SbswΨ)+tr(Ψ
T
SwsΨ)
= J(Ψ)msda
J(Ψ)msda+h(Ψ)+1
, (3.12)
where h(Ψ) = Ψ
T
SbswΨ
ΨTSwsΨ
is a function that varies independently with Jmsda(Ψ).
Due to this fact, Theorem 3.1.1 can not be used to show that Jsda(Ψ) and
Jmsda(Ψ) have the same maximum.
According to (3.11) minimizing Σx has the desired effect of minimizing
Sws as well as the undesired effect of minimizing Sbsb. This conclusion is
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important as it reveals a second drawback of SDA, i.e., Σx can not be used
as the minimization metric B in theorem 3.1.2.
Based on the above analysis and according to theorem 3.1.1 we propose
the following robust objective function
Jmsda(Ψ) =
tr(ΨTSbsbΨ)
tr(ΨT Σ˘xΨ)
, (3.13)
where Σ˘x is defined as Σ˘x ≡ Sbsb+Sws. The optimization of (3.13) is done
using an iterative procedure similar to SDA, and each subclass partition is
evaluated using the DSC criterion (3.4), (however, substituting now A =
Sbsb and B = Sws), the LOOCV-based criterion, or the nongaussianity
criterion presented in the following.
Contrary to SDA, at each iteration a specific class is selected and only
the number of subclasses of this class is increased by one, i.e., only one
additional subclass is introduced at each iteration (H(r) = H(r−1) + 1).
The selection of the class to be repartitioned is done using a nongaussianity
criterion based on the skewness and kurtosis. Estimates of the standardized
skewness γκi,j and kurtosis β
κ
i,j of the Xi,j subclass along the κ-th dimension
can be computed using the following equation
βˆκi,j =
1
Ni,j
∑Ni,j
n=1(x
n,κ
i,j − µˆκi,j)3
(σˆκi,j)
3
, (3.14)
γˆκi,j =
1
Ni,j
∑Ni,j
n=1(x
n,κ
i,j − µˆκi,j)4
(σˆκi,j)
4
− 3, (3.15)
where xn,κi,j is the κ-th element of the n-th observation x
n
i,j in Xi,j , and
µˆκi,j , σˆ
κ
i,j are the sample mean and standard deviation estimates of (i, j)
subclass along the κ-th dimension. Then, an estimate of the skewness γi,j
and kurtosis βi,j of the (i, j) subclass can be obtained by averaging along
all dimensions
γˆi,j =
1
F
F∑
κ=1
|γˆκi,j | , βˆi,j =
1
F
F∑
κ=1
|βˆκi,j |, (3.16)
where |α| denotes absolute value of α. Skewness and kurtosis measure the
deviations of a probability density from the Gaussian density in terms of
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asymmetry and peakedness, and their estimates in (3.16) will be zero if
(i, j) subclass has a Gaussian distribution, and depart from zero the more
the subclass distribution deviates from a Gaussian distribution. Thus, a
measure of nongaussianity of (i, j) subclass can be defined as
Φi,j = γˆi,j + βˆi,j , (3.17)
and similarly a measure of nongaussianity of class i with respect to its
subclasses can be defined as
Φi =
1
Hi
Hi∑
j=1
Φi,j . (3.18)
Therefore, at the r-th iteration Φ
(r)
i is computed for each class, and the class
ı to be repartitioned is selected according to the following rule
ı = argmax
i=1,...,C
(Φ
(r)
i ). (3.19)
Additionally, at each iteration a total nongaussianity measure is computed
for assessing the fitness of the current Gaussian model with respect to the
overall training data set
Φ =
1
C
C∑
i=1
Φi . (3.20)
The value of Φ is examined at each iteration, and the iterative procedure
is completed upon the convergence of Φ. Alternatively, a cross-validation
criterion can be used to select the Gaussian model that provides the best
empirical recognition rate. The overall procedure is summarized in Algo-
rithm 2.
3.3.1. Toy example
An artificial data set with Gaussian homoscedastic subclass structure is
used to justify the theoretical analysis of the proposed method (Figure
3.1). The dataset consists of two main classes X1,X2, and three subclasses
X11,X12,X21, i.e., the first class consists of two Gaussian subclasses, whereas
the second class is a single Gaussian. The parameters of the Gaussian dis-
tributions are: µ1,1 = [2 1]
T , µ1,2 = [6 − 3]T ,µ2,1 = [5 0]T ,Σ1,1 = Σ1,2 =
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Algorithm 2 MSDA
Input: Annotated data set X, maximum number of iterations rmax
Output: Ψ
1: Set: H1 = · · · = HC = 1, Initialize: Φi (3.18), Φ (3.20)
2: repeat
3: Set r = r + 1
4: Compute class label ı of class to repartition (3.19)
5: Set: Hı ← Hı + 1
6: Repartition ı-th class to Hı subclasses using k-means
7: Compute Ψ (3.13) Φi (3.18) Φ (3.20)
8: Compute Θ (Theorem 3.1.2) (or CCR)
9: Store Ψ, Θ (or CCR)
10: until convergence of Φ or r == rmax
11: Select optimum Ψ according to minimum Θ (or maximum CCR)
Σ2,1 = [1 0.7; 0.7 1]. The true subclass labeling of the data is directly used
and LDA, SDA, and MSDA are applied to derive the one dimensional pro-
jection that maximizes the respective objective function (3.1), (3.3), (3.13)
(or similarly (3.8)). We should note that recovering another 2D subspace
will be useless as this will result in the same computational complexity and
classification error as in the original space [20]. The derived projection di-
Figure 3.1.: Artificial dataset with Gaussian homoscedastic subclass
distributions.
rections, ψLDA, ψSDA and ψMSDA, are shown in Figure 3.1. As expected,
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LDA does not recover the optimal projection as the first class consists of two
separate Gaussian distributions. Although the data have a clear subclass
homoscedastic structure, SDA also fails to provide the optimal projection.
On the other hand, using any of the optimization criteria, (3.8) or (3.13),
MSDA correctly identifies the projection that minimizes the Bayes error,
justifying the analysis presented in Section 3.3.
3.4. Mixture subclass discriminant analysis link to
Gaussian model
In this section, we initially provide a Gaussian mixtures model formulation
of the classification task, and then show how the Expectation Maximization
(EM) algorithm [146–148] can be applied to estimate the unknown model
parameters. Through this treatment we provide an explicit link between
MSDA and the described Gaussian model, and consequently derive the EM-
MSDA algorithm.
3.4.1. Gaussian mixtures model
Let ω1, . . . , ωC be a finite set of C states of nature (classes) and (X , Y ) be
an X × IC-valued random pair, where X ⊂ RF is the space of observations
and IC = {1, . . . , C} is the class indicator variable [20, 21, 149]. Under this
framework we model the i-th class-conditional probability density function
p(x|ωi) as a multivariate Gaussian mixture density of Hi component densi-
ties where the mixture components along all classes are homoscedastic [111],
i.e.
p(x|ωi) =
Hi∑
j=1
pii,jN (x|µi,j) , (3.21)
where, N (x|µi,j) = (τ)−F/2|Σ|−1/2 exp((−1/2)∆(x,µi,j)) is the j-th com-
ponent density (subclass) of the i-th mixture with constant τ ≈ 6.283185...,
nonnegative mixing coefficient pii,j (satisfying
∑Hi
j=1 pii,j = 1), mean vector
µi,j and covariance matrix Σ shared along all mixture components. More-
over, ∆(x,µi,j) = (x − µi,j)TΣ−1(x − µi,j) is the Mahalanobis distance
between observation x and the j-th component of class i.
We wish to obtain a D < F -dimensionality reduction of the data which fa-
vors the separability of those subclasses that correspond to different classes.
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Consequently, the parameter vector of the presented model is formed as
θ = [pi1,1,µ
T
1,1, . . . , piC,HC ,µ
T
C,HC
, vec(Σ)T , vec(Ψ)T ]T , where Ψ ∈ RF×D is
the required projection matrix for mapping the data into the reduced sub-
space, T is the vector transposition operator, and the vec() operator stacks
the matrix columns to a vector.
3.4.2. Log-likelihood function
For the estimation of the unknown parameters θ we resort to the EM al-
gorithm. The EM algorithm is based on the interpretation of the observed
data set Xi = [x
1
i , . . . ,x
Ni
i ] of i-th class as incomplete, where the miss-
ing part is a corresponding set Zi = [z
1
i , . . . , z
Ni
i ] of categorical vectors
zni = [z
n
i,1, . . . , z
n
i,Hi
]T , in which only a particular element zni,j equals to 1,
indicating that xni was produced from the j-th component (subclass) of the
i-th mixture density. Under the above formulation and assuming that the C
data matrices (blocks) of the block matrix X (see nomenclature of Section
3.2) are independent as well as that the column vectors of the i-th block
constitute a random sample from the population with density p(x|ωi) (i.e.,
all observation vectors are independent and identically distributed (i.i.d.)),
the log-likelihood function L1 of the complete dataset would be (similar
to [111,135] – see Appendix A.1)
2L1 =
C∑
i=1
Hi∑
j=1
2N˜i,j lnpii,j −NF ln(2pi) +N ln(det Σ−1)
−
C∑
i=1
Hi∑
j=1
N˜i,j(x¯i,j − µi,j)TΣ−1(x¯i,j − µi,j)
−
C∑
i=1
Ni∑
n=1
Hi∑
j=1
hni,j(x
n
i − x¯i,j)TΣ−1(xni − x¯i,j),
(3.22)
where hni,j are the responsibilities, i.e., the expected values of the categorical
variables zni,j for each data point, given by
hni,j = E[zni,j ] =
pˆii,jN (xni |µˆi,j)∑Hi
j=1 pˆii,jN (xni |µˆi,j)
, (3.23)
and x¯i,j = (1/N˜i,j)
∑Ni
n=1 h
n
i,jx
n
i , N˜i,j =
∑Ni
n=1 h
n
i,j are the weighted sample
mean and the effective number of points of the j-th component of the i-th
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mixture respectively (note from (3.23) that
∑Hi
j=1 N˜i,j = Ni). Moreover, ln δ
and det A denote the natural logarithm of number δ and the determinant
of matrix A, respectively. We can rewrite (3.22) more compactly as
2L1 = ζ −
C∑
i=1
Hi∑
j=1
N˜i,j(x¯i,j − µi,j)TΣ−1(x¯i,j − µi,j)
= ζ − tr{N(X¯−M)TΣ−1(X¯−M)} (3.24)
where ζ is the part of the log-likelihood function that is independent of the
true means (ζ =
∑C
i=1
∑Hi
j=1 2N˜i,j lnpii,j−NF ln(2pi)+N ln(det Σ−1)−
∑C
i=1∑Ni
n=1
∑Hi
j=1 h
n
i,j(x
n
i − x¯i,j)TΣ−1(xni − x¯i,j)), and M = [µ1,1, . . . ,µC,HC ],
X¯ = [x¯1,1, . . . , x¯C,HC ] are the matrices of true means and weighted sample
means respectively.
Constrained M
We wish to impose two constraints on the values of the true means as we
explain in the following. Firstly, we require that the discriminant informa-
tion is confined in a D-dimensional subspace of the original F -dimensional
measurement space (e.g., see p. 339 [135], [111, 136]). Under this restric-
tion the mean of the j-th mixture component of the i-th class density is
expressed as
µi,j = µo + ΣΨυi,j (3.25)
where, Ψ ∈ RF×D is a singular transformation matrix with uncorrelated
column vectors that transforms Σ into the unit matrix
ΨTΣΨ = I, (3.26)
µo is the total mean, and υi,j ∈ RD is the projection of µi,j into the lower-
dimensional subspace. The latter is clear if we rearrange (3.25) to yield
υi,j = Ψ
T (µi,j − µo). In matrix form (3.25) can be written as
M = Mo + ΣΨΥ (3.27)
where, M now is of column rank D, Mo = [µo, . . . ,µo] is the F ×H matrix
whose column vectors equal to the total mean µo, and Υ = [υ1,1, . . . ,υC,HC ]
is the matrix with the projection coefficients of the mean vectors.
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Secondly, we wish to penalize (3.22) such that in the lower dimensional
subspace the between-subclass spread is emphasized relative to the within-
subclass spread. We can impose this by introducing in (3.22) the term
tr{ΥQΥT }. The penalty matrix Q is defined as
Q = NA−1N−N (3.28)
where N = diag(N˜1,1, . . . , N˜C,HC ) is an H×H diagonal matrix with diagonal
elements the effective sample numbers of the respective mixture component,
and A is a symmetric matrix that allows us to express the weighted inter-
between-subclass scatter matrix
Swbsb =
C−1∑
i=1
Hi∑
j=1
C∑
k=i+1
Hκ∑
l=1
p˜i,j p˜k,l(x¯i,j − x¯k,l)(x¯i,j − x¯k,l)T , (3.29)
in a matrix product form,
Swbsb = X¯AX¯
T , (3.30)
and X¯ = [x¯1,1, . . . , x¯C,HC ] is the matrix of the weighted means. That is,
the matrix element Ai,j.k,l that corresponds to x¯i,j and x¯k,l weighted means
takes the value
Ai,j.k,l =

p˜i,j(1− p˜i), if (i, j) = (k, l),
0 if i = k, j 6= l,
−p˜i,j p˜k,l else,
(3.31)
where, p˜i,j = N˜i,j/N and p˜i =
∑Hi
j=1 p˜i,j = Ni/N . Notice that the sum of
the components of any row vector (or any column vector) of matrix A equals
to zero. Therefore, for any matrix with equal column vectors B = [b, . . . ,b]
the matrix product ABT will yield the zero matrix. We should also note
that Q is symmetric and that for A = N, Q and consequently the penalty
term vanish, leading to the conventional MDA algorithm [111]. As we will
explain in the sequel, such a specialization of the penalty matrix Q will
lead to an interesting extension of the MDA algorithm that will provide a
subspace equivalent to the MSDA subspace.
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Constrained Σ
Similarly to MDA with centroid shrinking (p.171, [111]) we constrain the
covariance matrix at the weighted within-subclass scatter matrix
Σˆ = Swws =
C∑
i=1
Hi∑
j=1
p˜i,jΣˆ
w
i,j
=
1
N
C∑
i=1
Hi∑
j=1
Ni∑
n=1
hni,j(x
n
i − x¯i,j)(xni − x¯i,j)T ,
(3.32)
where, Σˆwi,j = (1/N˜i,j)
∑Ni
n=1 h
n
i,j(x
n
i −x¯i,j)(xni −x¯i,j)T is the weighted sample
covariance matrix of (i, j) component density.
Imposing the above constraints (3.26), (3.27), (3.32), and the penalty
term (3.28) in (3.24), we finally arrive to the following penalized and re-
stricted version of the log-likelihood function
2L2 = − tr{N(X¯−Mo − ΣˆΨΥ)T Σˆ−1(X¯−Mo − ΣˆΨΥ)}
− tr{ΥQΥT }+ ζ, (3.33)
where Ψ is constrained by (3.26).
3.4.3. EM algorithm
The EM algorithm can be applied to obtain the maximum likelihood esti-
mate (MLE) of the model parameters in (3.33). This algorithm alternates
between two steps, the Expectation step (E-step) and the Maximization
step (M-step), to produce a sequence of estimates until some convergence
criterion is met.
E-step
During the E-step, the parameter values identified in the previous EM cycle
are used to compute the responsibilities hni,j using (3.23).
M-step
In this step, the unknown mixture parameters are estimated by maximizing
(3.33). In particular, we need to estimate the mixing coefficients pii,j and
the true means µi,j for each mixture component in (3.21).
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Estimation of pii,j : The mixing coefficients are estimated by maximizing
(3.33) subject to the constraint that
∑Hi
j=1 pii,j = 1, giving (similarly to [148]
– see Appendix A.2)
pˆii,j =
N˜i,j
Ni
. (3.34)
Estimation of µi,j : Now we proceed to estimating the true means in M,
or equivalently Mo, Υ, and Ψ, that maximize (3.33) subject to Ψ
T ΣˆΨ = I.
In (3.33) ζ is independent of M and thus can be discarded from the opti-
mization criterion. Moreover, the maximization of L2 is equivalent to the
minimization of −L2 under the same conditions, leading us to the following
optimization problem
argmin
Mo,Υ,Ψ
L3 subject to ΨT ΣˆΨ = I, (3.35)
where,
L3 = tr{N(X¯−Mo − ΣˆΨΥ)T Σˆ−1(X−Mo − ΣˆΨΥ)}
+ tr{ΥQΥT }. (3.36)
Setting y¯i,j = Σˆ
−1/2x¯i,j , vi,j = Σˆ−1/2µi,j , and vo = Σˆ−1/2µo, we can write
vi,j = vo + Ψ˜υi,j or in matrix form
V = Vo + Ψ˜Υ (3.37)
where Ψ˜ = Σˆ1/2Ψ, Y¯ = Σˆ−1/2X¯ = [y¯1,1, . . . , y¯C,HC ], V = Σˆ
−1/2M =
[v1,1, . . . ,vC,HC ], and Vo = Σˆ
−1/2Mo. Substituting this to (3.36) we arrive
to
L3 =
C∑
i=1
Hi∑
j=1
N˜i,j(y¯i,j − vi,j)T (y¯i,j − vi,j)
= tr{N(Y¯ −V)T (Y¯ −V)}+ tr{ΥQΥT }
= tr{N(Y¯ −Vo − Ψ˜Υ)T (Y¯ −Vo − Ψ˜Υ)}
+ tr{ΥQΥT }
(3.38)
Setting the derivatives of L3 in (3.38) with respect to the projection coeffi-
cients Υ to zero we obtain
∂L3
∂Υ
= 0⇒ Υ = Ψ˜T (Y¯ −Vo)AN−1 (3.39)
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We can now expand (3.38) as
L3 = tr{N(Y¯ −Yo + Yo −Vo − Ψ˜Υ)T
×(Y¯ −Yo + Yo −Vo − Ψ˜Υ)}+ tr{ΥQΥT }
= tr{N(Y¯ −Yo)T (Y¯ −Yo)}
+ tr{N(Yo −Vo)T (Yo −Vo)}
+ tr{NΥT Ψ˜T Ψ˜Υ}+ tr{ΥQΥT }
+2 tr{N(Y¯ −Yo)T (Yo −Vo)}
−2 tr{N(Y¯ −Vo)T Ψ˜Υ} (3.40)
Reformulating the fifth term of (3.40) we see that it vanishes
tr{N(Y¯ −Yo)T (Yo −Vo)}
=
∑C
i=1
∑H
j=1 N˜i,j(y¯i,j − yo)T (yo − vo)) = 0 ,
(3.41)
Using (3.28), (3.39) and taking into account that Ψ˜T Ψ˜ = ΨT ΣˆΨ = I the
summand of the third and forth term of (3.40) becomes
tr{NΥT Ψ˜T Ψ˜Υ}+ tr{ΥQΥT }
= tr{Υ(N + Q)ΥT } = tr{ΥNA−1NΥT }
= tr{A(Y¯ −Vo)T Ψ˜Ψ˜T (Y¯ −Vo)}
(3.42)
and similarly using (3.39) the sixth term of (3.40) becomes
tr{N(Y¯ −Vo)T Ψ˜Υ}
= tr{A(Y¯ −Vo)T Ψ˜Ψ˜T (Y¯ −Vo)}
(3.43)
Substituting (3.41), (3.42), (3.43) into (3.40) we arrive to
L3 = tr{N(Y¯ −Yo)T (Y¯ −Yo)}
+ tr{N(Yo −Vo)T (Yo −Vo)}
− tr{A(Y¯ −Vo)T Ψ˜Ψ˜T (Y¯ −Vo)} (3.44)
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Using the fact that AVTo = 0, the last term of (3.44) is simplified to
tr{A(Y¯ −Vo)T Ψ˜Ψ˜T (Y¯ −Vo)} = tr{AY¯T Ψ˜Ψ˜T Y¯}
+ tr{AVTo Ψ˜Ψ˜TVo} − 2 tr{AVTo Ψ˜Ψ˜T Y¯}
= tr{AY¯T Ψ˜Ψ˜T Y¯} ,
(3.45)
and substituting this back to (3.44) we arrive to
L3 = tr{N(Y¯ −Yo)T (Y¯ −Yo)}
+ tr{N(Yo −Vo)T (Yo −Vo)} − tr{Ψ˜T Y¯AY¯T Ψ˜} ,
(3.46)
where, Yo = Σˆ
−1/2Xo, and Xo is the F × H matrix whose column vec-
tors equal to the weighted mean xo = (1/N)
∑C
i=1
∑Hi
j=1
∑Ni
n=1 h
n
i,jx
n
i =∑C
i=1
∑Hi
j=1 p˜i,jx¯i,j . We now have to minimize (3.46) with respect to Vo, or
equivalently
tr{N(Yo −Vo)T (Yo −Vo)} = N(yo − vo)T (yo − vo) (3.47)
which is minimized for yo = vo and, thus, yielding µˆo = xo or in matrix
form
Mˆo = Xo . (3.48)
Without loss of generality we can set xo = [0, . . . , 0]
T (e.g. setting X ←
X−Xo). Substituting this back to (3.46) we arrive to
L3 = tr{Σˆ−1X¯NX¯T } − tr{ΨT X¯AX¯TΨ} (3.49)
where we have used the requirement that Ψ transforms the pooled covari-
ance matrix Σˆ into the unit matrix (ΨT ΣˆΨ = I). In (3.49) only the second
term depends on the transformation matrix, and, thus, this matrix can be
obtained by solving the following optimization problem
argmax
Ψ
tr{ΨTSwbsbΨ} subject to ΨTSwwsΨ = I (3.50)
where we have used (3.30) and fixed Σˆ according to (3.32). The solution
to this problem is obtained by the set {ψi|i = 1, . . . , D} of the generalized
eigenvectors of Swbsb and S
w
ws corresponding to the D largest eigenvalues
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{λi|i = 1, . . . , D} of the following generalized eigenvalue decomposition [20]
SwbsbΨ = S
w
wsΨΛ (3.51)
where Λ = diag(λ1, . . . , λD). Therefore, the subspace that maximizes the
constrained log-likelihood function in (3.35) at each EM cycle coincides with
the subspace that maximizes the MSDA criterion, where the scatter matrices
in (3.8) are replaced by their weighted equivalent in each EM cycle. The
MLE of the true means can now be computed by substituting (3.39), (3.48)
into (3.27) and using the computed estimates of (3.32), (3.51) for Sws and
Ψ respectively
Mˆ = Xo + S
w
wsΨΨ
T (X¯−Xo)AN−1
= SwwsΨΨ
T X¯AN−1 (3.52)
where, we have assumed that Xo = 0.
3.4.4. Model selection
The Gaussian model described above as well as the derived EM algorithm
assume that the number of mixing components in each Gaussian mixture
density is provided. In order to estimate the optimum number of mixing
components for each mixture density with respect to the given training set,
we utilize an iterative procedure, where at each iteration a new Gaussian
model is specified (with respect to the number of mixture components) and
a nongaussianity measure Φ is evaluated in order to assess the goodness of
fit of the particular Gaussian model.
Similar to the method described in Section 3.3, skewness and kurtosis
are again used to provide an indication of how well a particular Gaussian
mixture density fits the training data of a specific class; however, here the
weighted versions are used [150, 151]. Estimates of the skewness βˆi,j and
kurtosis γˆi,j of the (i, j) component density are obtained by
βˆi,j =
1
F
F∑
κ=1
|βˆκi,j |, γˆi,j =
1
F
F∑
κ=1
|γˆκi,j |. (3.53)
In the above equations, the quantities βˆκi,j and γˆ
κ
i,j are the weighted stan-
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dardized skewness and kurtosis respectively, along the κ-th dimension re-
garding the (i, j) component density, computed as follows
βˆκi,j =
1
N˜i,j
∑Ni
n=1 h
n
i,j(x
n,κ
i,j − µˆκi,j)3
(σˆκi,j)
3
, (3.54)
γˆκi,j =
1
N˜i,j
∑Ni
n=1 h
n
i,j(x
n,κ
i,j − µˆκi,j)4
(σˆκi,j)
4
− 3 , (3.55)
where xn,κi,j is the κ-th element of x
n
i,j , and µˆ
κ
i,j , σˆ
κ
i,j are the sample mean and
standard deviation of the j-th mixture component of class i along the κ-th
dimension. The above estimates will be close to zero for Gaussian densities
and deviate from zero the more the underlying density deviates from the
Gaussian.
Similarly, we can define a nongaussianity measure regarding the Gaussian
mixture density referring to the i-th class using
Φi =
Hi∑
j=1
pˆii,j(βˆi,j + γˆi,j) . (3.56)
A large value of Φi will denote that the respective Gaussian mixture density
does not fit well the underlying density function of the i-th class training
data. Therefore, at each iteration this measure is used to select the mixture
density that yielded the worst fit according to the following criterion
ı = argmax
i=1,...,C
(Φi) , (3.57)
and the required number of mixture components referring to this mixture
density is increased by one (Hk ← Hk + 1). Similarly, at each iteration
a total nongaussianity measure is defined for assessing the fitness of the
current Gaussian model with respect to the overall training data set
Φ =
C∑
i=1
p˜iΦi . (3.58)
The value of Φ is examined at each iteration, and the iterative procedure
is completed either upon the convergence of Φ. Alternatively, a maximum
number of iterations rmax is utilized and a cross-validation criterion (CVC)
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is used to select the Gaussian model that provides the best empirical recog-
nition rate. The resulting EM-MSDA algorithm is outlined in Algorithm 3.
Algorithm 3 EM-MSDA
Input: Annotated data set X, maximum number of iterations rmax
Output: Ψ
1: Initialize: H1 = · · · = HC = 1, H = C, Φi (3.56), Φ (3.58), r = 0
2: repeat
3: Set: r = r + 1
4: Compute class label ı of class to repartition (3.57)
5: Set: Hı ← Hı + 1
6: Repartition ı-th class to Hı subclasses using k-means
7: Initialize the MLE parameters θˆ
8: repeat
9: E-step: Compute responsibilities hni,j (3.23)
10: M-step: Compute MLEs: Ψ (3.51), θˆ (3.32), (3.34), (3.52)
11: until convergence of θˆ
12: Compute Φi (3.56), Φ (3.58) (and CCR if CVC is used)
13: Store Ψ (and CCR if CVC is used)
14: until convergence of Φ (or r == rmax)
3.5. Fractional step mixture subclass discriminant
analysis
Equivalently to the class separation problem of LDA [137–139], the subclass
separation problem may occur when the dimensionality of the MSDA sub-
space D is strictly lower than the rank of the inter-between-subclass scatter
matrix (D < rank(Sbsb) ≤ min(F,H − 1)). When this happens, distinct
subclasses in the measurement space may not separate well in the lower
dimensional subspace.
To demonstrate this problem we use an artificial dataset of two classes,
where, the first class consists of two Gaussian subclasses X1,1, X1,2, and the
second class is a unimodal Gaussian X2,1. The means of the Gaussian distri-
butions are µ1,1 = [6 22]
T , µ1,2 = [0 0]
T , µ2,1 = [12 22]
T , whereas a common
covariance matrix is shared along all distributions Σ = [0.7 0.3 ; 0.3 0.7], as
depicted in Figure 3.2. Under these settings, we see that the one-dimensional
projection transformation derived using MSDA (ψMSDA) causes a large
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overlap between the subclasses X1,1 and X2,1, which are close to each other,
but well separated in the measurement space. This happens because the
large subclass distance d1,2.2,1 = ||µˆ1,2 − µˆ2,1||2 dominates the MSDA cri-
terion, and, thus, the derived projection transformation preserves well the
separation of the subclasses X1,2 and X2,1, while, on the other hand, merges
the two subclasses that are close together in the measurement space, X1,1
and X2,1.
Figure 3.2.: Subclass separation problem.
To overcome the subclass separation problem, inspired from [139], we
introduce the fractional-step MSDA (FMSDA) that utilizes the following
objective function
JFMSDA(Ψ) =
tr(ΨT SˇbsbΨ)
tr(ΨT ΣˆxΨ)
, (3.59)
where the inter-between-subclass scatter matrix is modified using an appro-
priate weighting function wi,j.k,l
Sˇbsb =
C−1∑
i=1
Hi∑
j=1
C∑
k=i+1
Hk∑
l=1
wi,j.k,l(µˆi,j − µˆk,l)(µˆi,j − µˆk,l)T , (3.60)
and the modified covariance matrix accordingly becomes Σˆx ≡ Sˇbsb + Sws.
The weighting function is a monotonically decreasing function defined as
wi,j.k,l = d
−q
i,j.k,l, where, di,j.k,l = ||µˆi,j − µˆk,l||2 is the Euclidean distance
between the estimated means of subclasses (i, j) and (k, l), q is an integer
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number larger than two, and ||x||2 is the l2 norm of vector x.
The FMSDA algorithm (Algorithm 4) starts with the application of the
subclass partitioning procedure described in the previous section (Eqs. (3.54)
to (3.58)) to derive a subclass division of the data. Then, the FMSDA cri-
terion (3.59) is utilized to initialize the projection transformation matrix
ΨD ∈ RF×D, and an iterative algorithm is applied, where at each iter-
ation ρ fractional steps are used for decreasing the dimensionality of the
subspace by one. That is, at the s-th fractional step of the k-th iteration
(where k varies from D down to 1 with step 1) the training feature vec-
tors xni,j are projected in the k-th dimensional subspace g
n
i,j = Ψ
T
k x
n
i,j using
the transformation matrix Ψk ∈ RF×k, scaled utilizing the following scaling
transformation
y(gni,j , s) =
{
αsgκi,j , κ = k
gκi,j , κ = 1, . . . , k− 1,
(3.61)
where α = exp(− ln(ρ)/(ρ − 1)), gni,j = [g1i,j , . . . , gki,j ]T and the transforma-
tion matrix Ψk is recomputed using the projected and scaled data. At the
end of this fractional procedure the last, k-th eigenvector of Ψk (i.e., the one
that corresponds to the smallest eigenvalue of Ψk) is discarded. The scaling
transformation compresses the data along the direction of the last eigenvec-
tor of Ψk. This allows the subclass means that are along the direction of
the k-th eigenvector to be increasingly weighted in the next fractional step,
causing the k-dimensional subspace to reorient so that a useful projection
direction is not discarded at the end of each iteration. A validation set
is used to assess the performance of the derived projection matrix Ψk at
each iteration, and the one that provided the best correct classification rate
(CCR) is selected.
The main advantage of FMSDA (and also EM-MSDA) over kernel vari-
ants of LDA is that the projection matrix still constitutes a linear transfor-
mation, which can provide real-time performance during the testing stage.
On the other hand, in contrast to EM-MSDA that tends to optimize the fit
of the subclasses and simultaneously seek the projection that maximizes the
inter-subclass scatter of means, FMSDA derives an initial subclass structure
of the data and gradually attempts to identify the subspace that provides
the best empirical recognition rate.
79
Algorithm 4 FMSDA
Input: Annotated set X, validation set X˙, parameters ρ, q, rmax
Output: Ψ
1: Initialize: H1 = · · · = HC = 1, H = C, r = 0, Φi (3.18), Φ (3.20)
2: repeat
3: Compute label ı of class to repartition (3.19) and repartition ı-th class
4: Set: Hı ← Hı + 1, r ← r + 1
5: Compute nongaussianity values Φi (3.18) and Φ (3.20)
6: until convergence of Φ or r == rmax
7: Compute ΨD (3.59), set D = rank(Sˇbsb) (3.60)
8: Set CCRk = 0, k = 1, . . . , D
9: for k = D to 1 do
10: for s = 0 to ρ− 1 do
11: Project training data: gni,j = Ψ
T
k x
n
i,j
12: Apply scaling transformation: g˜ni,j = y(g
n
i,j , s)
13: Compute Ψ˜ (3.59) using scaled data
14: Set: Ψk ← ΨkΨ˜
15: end for
16: Discard the last (k-th) column of Ψk
17: Project validation observations using Ψk and classify them
18: if t-th validation observation is classified correctly then
19: CCRk + +
20: end if
21: end for
22: Set: ko = argmaxk(CCRk); Ψ = Ψko
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3.6. Kernel mixture subclass discriminant analysis
The methods described in the previous section will still not perform well
when it is not possible to identify a subclass division that results in linearly
separable classes [24, 140]. To deal with such cases, a nonlinear feature
mapping φ(·) : RF 7→ H can be used to map the partitioned data into
some high- or even infinite-dimensional feature space H, where the data are
expected to be linearly separable. Given a subclass partition of the data X =
[X1,1, . . . ,XC,HC ], where Xi,j = [x
1
i,j , . . . ,x
Ni,j
i,j ] contains the observations of
the (i, j) subclass, the transformation matrix W that maximizes the MSDA
criterion in H can be computed from the following generalized eigenvalue
problem
SφbsbW = Σˇ
φ
xWΛ
φ (3.62)
where,
Sφbsb =
C−1∑
i=1
Hi∑
j=1
C∑
k=i+1
Hk∑
l=1
pˆi,j pˆk,l(µˆ
φ
i,j − µˆφk,l)(µˆφi,j − µˆφk,l)T ,
Sφws =
C∑
i=1
Hi∑
j=1
pˆi,jΣˆ
φ
i,j , Σˇ
φ
x = S
φ
bsb + S
φ
ws,
are the inter-between-subclass scatter matrix, the within-subclass scatter
matrix, the modified total sample covariance matrix, and Σˆφi,j = (1/Ni,j)∑Ni,j
n=1(φ(x
n
i,j) − µˆφi,j)(φ(xni,j) − µˆφi,j)T , µˆφi,j = (1/Ni,j)
∑Ni,j
n=1φ(x
n
i,j) are the
sample covariance matrix and the sample mean of (i, j) subclass in H re-
spectively. To avoid working with the mapped data explicitly (which may be
impossible in case of infinite dimensional feature space H) a kernel function
formulated as an inner product in the feature space satisfying the Mercer’s
condition is used [121]
k(xni,j ,x
ν
k,l) = φ(x
n
i,j)
Tφ(xνk,l) . (3.63)
Under mild conditions, any solution of W must lie in the span of all the
training observations [121], and, thus, it can be represented by a linear
combination of the training observations as
W = Φ(X)Γ (3.64)
81
where Φ(X) = [φ(x11,1), . . . ,φ(x
NC,HC
C,HC
)] and Γ ∈ RN×C−1 contains the ex-
pansion coefficients. Substituting (3.64) into (3.62) and multiplying from
the left with Φ(X)T we get ΦT (X)SφbsbΦ(X)Γ = Φ
T (X)ΣˇφxΦ(X)ΓΛ
φ or
SkbsbΓ = Σˇ
k
xΓΛ
φ (3.65)
where we set Skbsb = Φ
T (X)SφbsbΦ(X), S
k
ws = Φ
T (X)SφwsΦ(X), and Σˇkx =
Skbsb + S
k
ws. The mean and sample covariance matrix of the (i, j) subclass
in H can be written in matrix product form as µφi,j = Φ(Xi,j)pi,j and
Σφi,j = (1/Ni,j)Φ(Xi,j)(I−Pi,j)ΦT (Xi,j) respectively, where, pi,j is aNi,j×1
vector and Pi,j is a Ni,j × Ni,j matrix with all elements equal to 1/Ni,j .
Using the above expressions, the scatter matrices in (3.65) can be entirely
expressed by the kernel functions as follows
Skbsb =
C−1∑
i=1
Hi∑
j=1
C∑
k=i+1
Hk∑
l=1
pi,jpk,l(Ki,jpi,j −Kk,lpk,l)
×(Ki,jpi,j −Kk,lpk,l)T , (3.66)
Skws =
1
N
C∑
i=1
Hi∑
j=1
Ki,j(I−Pi,j)KTi,j (3.67)
where, Ki,j = Φ
T (X)Φ(Xi,j), Ki,j ∈ RN×Ni,j , and, thus, Γ can be easily
computed from (3.65) using only kernel evaluations. The derived Γ can then
be used for the projection of a test observation φ(xt) in the discriminant
subspace using
gt = WTφ(xt) = ΓTk (3.68)
where k = [k(x11,1,x
t), . . . , k(x
NC,HC
C,HC
,xt)]T and gt is the projection of φ(xt).
The optimal subclass partition of the data is identified by exploiting the
nongaussianity-based iterative algorithm described in Algorithms 3 and 4.
Consequently, the KMSDA algorithm is presented in Algorithm 5. In cer-
tain cases, KMSDA may provide superior performance in comparison to
EM-MSDA and FMSDA, however, at the cost of much higher computation
time during both the training and testing stage, especially when large-scale
training data sets are used (due to the large number of kernel evaluations
for mapping the observations in the kernel space, and the associated com-
putational burden of performing eigenanalysis in this space).
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Algorithm 5 KMSDA
Input: Annotated data set X, kernel parameters and rmax
Output: Γ
1: Initialize: H1 = · · · = HC = 1, H = C, r = 0, Φi (3.18), Φ (3.20)
2: repeat
3: Compute class label ı of class to repartition (3.19)
4: Set: Hı ← Hı + 1, r ← r + 1
5: Repartition ı-th class to Hı subclasses using k-means
6: Compute Γ (3.65)
7: Compute Φi (3.18) and total nongaussianity Φ (3.20) (and CCR if
CVC is used)
8: Store Γ and Φ (and CCR if CVC is used)
9: until convergence of Φ or r == rmax
10: Select optimum Γ according to minimum Φ (or maximum CCR)
3.7. Feature selection using MSDA
The exploitation of scatter matrix-based feature selection (FS) criteria such
as the one used in linear discriminant analysis (LDA) has shown competitive
performance in comparison to exploiting other popular criteria such as SVM-
based one [141]. The authors in [142] proceed one step further, pursuing the
direct exploitation of LDA for feature selection. Their approach has shown
promising recognition performance in the task of face classification. The
advantage of this method is that the use of a time-intensive search strategy
is avoided. Inspired from the success of the above approach in this section
we examine its extension using MSDA, so that non-linearities in the dataset
can be handled effectively. Of course, other subclass DA methods presented
in this chapter can be as well utilized to design an appropriate FS method.
3.7.1. Derivation of the feature selector
In [142], a training set partitioned to C classes {X1, . . . ,XC} (where in [142]
each class subset contains the face images of a particular person) is exploited
for the computation of the LDA transformation matrix W ∈ RF×Dlda ,
Dlda ≤ min(C − 1, F ). Subsequently, the Ω(< Dlda) first columns of W
are utilized to provide a weight vector u ∈ RF , whose κ-th component
is the average of the absolute values of the respective components in the
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selected columns of W, i.e.,
uκ = 1/Ω
Ω∑
i=1
|wκi |, (3.69)
where |wκi | is the absolute value of the κ-th element of the i-th column
of W. The I larger components of u are then selected to form a set U =
{u˙1, . . . , u˙I}, i.e., u˙κ is the κ-th largest component of u, and then are utilized
to design the feature selector
flda = a~ x, (3.70)
where the operator ~ is used to denote element-wise vector multiplication.
In (3.70), a ∈ {0, 1}F ,∑Fκ=1 aκ = I is a binary-valued indicator vector used
to select the desired features from x, whose κ-th element is aκ = 1 if u
κ ∈ U
and aκ = 0 otherwise. The strength of this method is its computational
efficiency and simplicity, as instead of using a time consuming search strat-
egy a simple eigenvalue problem is solved. However, this method suffers
from the nonlinearity problem of LDA, i.e., it faces difficulties to account
for nonlinearities in the dataset. For instance in the case of event detection,
which is a two-class problem, LDA can provide only one eigenvector, which
is not sufficient to capture such nonlinearities.
Inspired from the above method, FSMSDA is proposed that exploits MSDA
(Section 3.3) to build an efficient feature selection method. This is achieved
using the first Ω columns of the MSDA transformation matrix Ψ ∈ RF×Dmsda ,
Dmsda ≤ min(H−1, F ) (where H is the total number of subclasses) to derive
a weight vector ε ∈ RF . In particular, the κ-th element of ε is computed as
εκ = max(|ψκ1 |, . . . , |ψκΩ|), (3.71)
where, |ψκi | is the absolute value of the κ-th element of the i-th column of Ψ.
Note that H ≥ C and thus Dmsda ≥ Dlda. Therefore, in general a larger Ω
can be used in FSMSDA in comparison with FSLDA, allowing the exploitation
of additional discriminant information for selecting the most useful features.
Then, during testing, ε can be utilized to design a feature selector similar
to (3.70). That is, ε is used for deriving a binary-valued indicator vector
α´ whose κ-th element is α´κ = 1 if εκ ∈ E and α´κ = 0 otherwise. The
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Algorithm 6 FSMSDA
Input: Annotated data set X, validation set G, parameters I, rmax
Output: a´
1: Set: H1 = · · · = HC = 1, Initialize: Φi (3.18), Φ, r = 0 (3.20)
2: repeat
3: Set r = r + 1, CCRr = 0
4: Compute class label ı of class to repartition (3.19)
5: Set: Hı ← Hı + 1
6: Repartition ı-th class to Hı subclasses using k-means
7: Compute Ψ(r) (3.13) Φi (3.18) Φ (3.20)
8: Compute Ω = round(D/2), ε (3.71), a´ (3.72) using Ψ(r)
9: Project observations in G into a new feature space using FSMSDA
(3.72)
10: if observation gj is classified correctly then
11: CCRr + +
12: end if
13: Store Ψ(r), CCRr
14: until r == rmax
15: Compute ro = argmaxr CCRr; Set Ψo = Ψ
(r)
16: Compute ε (3.71), a´ (3.72) using Ψo
set E = {ε˙1, . . . , ε˙I} contains the I largest elements of ε, i.e., ε˙κ is the κ-
th largest component of ε. Consequently, the respective feature selector is
designed as follows
fmsda = a´~ x. (3.72)
The overall procedure for deriving the MSDA-based feature selector is sum-
marized in Algorithm 6.
3.8. Recognition
The projection of a test observation xt ∈ RF into the D-dimensional dis-
criminant subspace can be retrieved using gt = ΨTxt, where Ψ is a transfor-
mation matrix computed using one of the methods described in the previous
sections. The test observation can be then classified to one of the learned
event classes by the nearest neighbor rule using the cosine similarity:
yt = max
i∈[1,C]
[ max
n∈[1,Ni]
(
(gt)Tgni
||gt||2||gni ||2
) ], (3.73)
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where gni is the projection of the n-th observation of class i, y
t is the class
label assigned to xt, and ||x||2 denotes the l2 norm of vector x. Alternatively,
a decision rule using the NN classifier combined with the Euclidean distance
can be designed.
For the classification of feature vector sequences (such as model vector
sequences representing videos) a variant of the median Hausdorff distance
in the discriminant subspace can be used:
Dn,ti = medians
(min
t
‖ gn,ti − gt,s ‖2), (3.74)
where, {gn,ti }Tnt=1 is the n-th sequence of the i-th class and {gt,s}Tts=1 is the
test sequence, with length Tn and Tt respectively. To provide a symmetric
measure the following distance measure is used
dn,ti = D
t,n
i +D
n,t
i . (3.75)
Finally, this measure is combined with the nearest neighbor rule to classify
an unlabeled sequence
yt = min
i∈[1,C]
[ min
n∈[1,Ni]
( dn,ti ) ]. (3.76)
3.9. Experimental evaluation in common
benchmarks
In this section, we use 12 standard benchmarks (defining in total 19 classi-
fication tasks) to compare the proposed algorithms, FSMSDA, pSDA, MSDA,
EM-MSDA, FMSDA and KMSDA, with various linear and nonlinear meth-
ods, in particular with PCA [152], LDA [118], FDA [138], FSLDA [142],
MDA [111], SMDA [131], SDA [23], KDA [121] and KSDA [24].
3.9.1. Datasets
For the evaluation we use four datasets that belong to the UCI repository
[32], two datasets from the Gunnar Ra¨tsch’s Benchmark Datasets [153],
and six datasets that have been widely used for face, object and video shot
detection:
Dataset 1: The Monk problem [32] is based on an artificial dataset of 432
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data points in N6+. Three binary classification tasks have been defined, i.e.,
MONK1, MONK2 and MONK3. For each task, a portion of the data has
been randomly selected for forming the training set, and all 432 observations
are used as the test set. In addition, in the third task 5% of the training
data have been annotated wrongly in order to simulate the effect of random
noise contaminating the data.
Dataset 2: The Landsat data set (LSD) consists of 6 classes (red soil,
cotton crop, grey soil, damp grey soil, soil with vegetation stubble, and
very damp grey soil) and 6435 feature vectors in N36+ . A partition of the
dataset to training set (4435 observations) and test set (2000 observations)
is already provided in [32].
Dataset 3: The Wisconsin diagnostic breast cancer (WDBC) dataset
[32,154] is used for the recognition of benign and malignant cells from diag-
nostic images (Figure 3.3). This database comprises 569 diagnostic images
represented in R30.
Benign cells
Malignant cells
Figure 3.3.: Example images of benign and malignant cells from the WDBC
dataset.
Dataset 4: The multi-feature digit dataset (MDD) [32, 155] consists of
ten classes and 200 patterns per class, i.e. 2000 patterns in total, where
each class represents one handwritten numeral (0 − 9) as shown in Figure
3.4. Each pattern is represented in terms of 6 feature sets, extracted from
a 30× 48 binary image, as follows: a) MDD-pix: 240 pixel averages in 2× 3
windows, b) MDD-fou: 76 Fourier coefficients of the character shapes, c)
MDD-fac: 216 profile correlations, d) MDD-kar: 64 Karhunen-Loe`ve coef-
87
ficients, e) MDD-zer: 47 Zernike moments, f) MDD-mor: 6 morphological
features. Each set of features defines a separate classification task.
Figure 3.4.: Example binary images of handwritten numerals (0 − 9) from
the MDD dataset.
Dataset 5: The ETH80 database [33] consists of 8 object classes, namely,
apples, pears, cars, cows, horses, dogs, tomatoes, and cups (Figure 3.5).
Each class contains color images of 10 different objects recorded from 41
different views spaced evenly over the upper viewing hemisphere, i.e., the
database contains 3280 images in total. In our computations the classic
COIL segmentation masks of 128× 128 pixels size provided in [33] are em-
ployed, resized to 25 × 30 pixels size and scanned column-wise to form
750-dimensional feature vectors.
apple car cow cup
dog horse pear tomato
Figure 3.5.: One example image for each object of the ETH80 dataset.
Dataset 6: A subset of the MediaMill Challenge dataset is used for event
recognition experiments [41, 156]. It consists of 492 shots belonging to one
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of five different sport events: baseball, basketball, football, golf, soccer. One
example shot keyframe for each event is shown in Figure 3.6. Each shot is
represented by a 101-dimensional vector, where the κ-th component of this
vector is in the range [0, 1], expressing the degree of confidence that the
κ-th concept (out of 101 concepts) is present in the shot [41]. These values
are the output of SVM-based automatic concept detectors, thus represent
highly-noisy data.
baseball basketball football golf soccer
Figure 3.6.: One example shot keyframe image for each event of the Medi-
aMill Challenge dataset.
Datasets 7-10: Four face datasets were used in our experiments. The
Sheffield face database [157] offers 575 gray-scale cropped facial images of
20 individuals, shown in a range of poses from profile to frontal views. The
AT&T Database of Faces [158] contains 400 facial images of 40 individu-
als captured at different times, with varying lighting conditions, facial ex-
pressions, etc. The Extended Yale B (ExtYaleB) database [159] offers 2432
gray-scale cropped facial images of 38 individuals under 64 illumination con-
ditions. The CMU Pose, Illumination, and Expression (PIE) database [160]
is a collection of more than 40000 facial images of 68 people captured across
13 different poses, under 43 different illumination conditions, and with four
different expressions. For the Sheffield database, we downscaled the facial
images to size 32 × 32 pixels resolution using bicubic interpolation, and
scanned them columnwise to retrieve a set of 575 feature vectors in R1024.
For the rest of the face databases we used the preprocessed 32 × 32 pixels
resolution facial image sets of the Four Face database collection [28, 29]. A
few facial images from AT&T, ExtYaleB and PIE databases are shown in
Figure 3.71.
Dataset 11: The Banana set [161] is a binary class dataset consisting of
5300 observations in R2. It is an artificial dataset created using a mixture
1Facial images of the Sheffield face database are not depicted in the figure due to re-
strictions applied to the publication of them.
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AT & T face database
Extended Yale B face database
PIE face database
Figure 3.7.: Example images for three face databases.
of overlapping Gaussian distributions.
Dataset 12: The Breast Cancer dataset [161] is a two-class dataset con-
taining observations of 277 patients in R9 (excluding the nine observations
that contain unknown attribute values)2.
3.9.2. Evaluation
A division of the datasets described in the previous subsection to training
and test sets is necessary in order to evaluate the proposed algorithms.
Such a division is provided along with the data for Monk and LSD. For
Banana and Breast Cancer, we used 50 random realizations for training/test
sets for each dataset from the Gunnar Ra¨tsch’s benchmark collection [161].
Similarly, for AT&T, ExtYaleB and PIE, 30 random realizations from the
Four Face database collection [28, 29] were used, where the training set at
each realization contains 10 images per subject for ExtYaleB and PIE, and
8 images per subject for AT&T. For each of the remaining datasets, we
divided them following standard practices in similar works of the literature,
e.g. [23, 24]. In particular, we have designed ς cross-validation (CV) folds
2This breast cancer domain was obtained from the University Medical Centre, Insti-
tute of Oncology, Ljubljana, Yugoslavia. Thanks go to M. Zwitter and M. Soklic for
providing the data.
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by selecting randomly $% of the observations of each class at each fold
to form the test set, and used the rest of the observations as the training
set. The number of folds ς and the percentage of test observations $%
for WDBC, MDD, ETH80, Sheffield, and Mediamill dataset were set to
(ς,$) = (1, 50), (5, 50), (10, 10), (30, 60) and (30, 20), respectively3.
The optimal parameters of each method at each CV fold are selected us-
ing a grid search over the parameter space, by further splitting the training
set to learning and validation set. The correct classification rate (CCR)
is utilized as the primary performance measure. For the subclass meth-
ods (FSMSDA, MDA, SMDA, SDA, pSDA, MSDA, FMSDA, EM-MSDA,
KMSDA) we optimize over the number of subclasses in each class, and
consequently over the total number of subclasses. For FSLDA and FSMSDA
the number of eigenvectors Ω (Section 3.7.1) selected from the respective
transformation matrix are computed using Ω = round(D/2); moreover, for
both methods the number of non-zero components I of the feature selection
vector (a (3.70) or a´ (3.72)) are set equal to the average dimensionality
of the MSDA subspace at the respective dataset shown in Table 3.1. For
FMSDA we additionally require the identification of the exponent q of the
weighting functions in (3.60) and the number of fractional steps ρ ∈ N+
for decreasing the subspace dimensionality by one. For the optimization
of these parameters we search over the following values: q = 3, 4, . . . , 16
and ρ = 3, 4, . . . , 20. Similarly, for the kernel-based methods (KDA, KSDA,
KMSDA) we need to identify the optimal parameters of the kernel func-
tions. In our experiments we used two types of base kernels: Gaussian
radial basis function k(xi,xj) = exp(−‖xi − xj‖/2σ2), σ ∈ R+, and the
polynomial function k(xi,xj) = ((xixj) + o)
%, o ∈ R, % ∈ N+. For their pa-
rameters we search for the optimal values over the following ranges: o = 0, 1,
% = 1, 2, . . . , 8, σ = 0.1, 0.2, . . . , 4. Except for MDA and SMDA [131], for
which their R package [162] implementation is exploited, for all other al-
gorithms an unoptimized Matlab implementation is used. We should note
that for the datasets whose number of training observations N is small com-
pared to their dimensionality F (such as the Sheffield and ETH80 datasets),
3These experimental settings were chosen by following other works in the literature (e.g.,
similar to [23] for the WDBC dataset), or trying to simulate real-world scenarios. For
instance, setting $ = 60, which corresponds to approximately 10 training images
per person, is a rather reasonable choice considering that in most applications only a
limited number of facial images per person are available.
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the computation of the inverse of the MLE of the sample covariance matrix
(3.32) by the EM-based methods, for instance SMDA and EM-MSDA, will
be especially problematic (e.g. see [20, 163]). In these cases, we compute
the inverse using the eigenvalue decomposition of the sample covariance ma-
trix, keeping only the eigenvalue components whose eigenvalues are above
a specific threshold [20].
Table 3.1.: ACCRs and discriminant subspace dimensionality.
PCA LDA FDA FSLDA FSMSDA
MONK1 (6) 81.4% (6) 69.9% (1) 69.9% (1) 95.8% (4) 98.6% (1)
MONK2 (6) 71.7% (6) 67.3% (1) 67.3% (1) 67.1% (4) 67.1% (4)
MONK3 (6) 86.8% (6) 85.8% (1) 85.8% (1) 84.7% (4) 89.8% (4)
LSD (36) 89.4% (36) 84% (5) 85.2% (5) 88.6% (16) 89.1% (16)
WDBC (30) 89.4% (30) 93.3% (1) 94.7% (1) 89.4% (16) 89.4% (16)
MDD-pix (240) 97.5% (240) 94.1% (9) 95.3% (8) 94.3% (70) 96.6% (70)
MDD-fou (76) 82.6% (76) 80.4% (9) 80.2% (8) 83.3% (24) 83.7% (24)
MDD-fac (216) 94.4% (213) 97.6% (9) 97.6% (8) 78.4% (29) 94.6% (29)
MDD-kar (64) 97.2% (64) 95.7% (9) 95.6% (8) 90.8% (20) 94.6% (20)
MDD-zer (47) 81.1% (47) 76.4% (9) 79.3% (8) 50.5% (22) 81.2% (22)
MDD-mor (6) 59.5% (6) 67.2% (6) 67.3% (4) 61.8% (4) 59.4% (4)
ETH80 (750) 83.5% (750) 69.5% (7) 77.1% (7) 56.5% (75) 78.8% (75)
Mediamill (101) 68% (101) 64.9% (4) 63.9% (4) 64.9% (35) 70.2% (35)
Sheffield (1024) 94.9% (236) 95.5% (19) 96.8% (19) 91.4% (24) 93.9% (24)
A&T (1024) 92.5% (319) 96.1% (39) 97.8% (33) 89.7% (44) 88.7% (44)
ExtYaleB (1024) 53.4% (379) 85.6% (37) 85.6% (35) 46.2% (48) 53.4% (48)
PIE (1024) 44.4% (679) 77.6% (67) 79.8% (41) 45.7% (85) 49.9% (85)
Banana (2) 68.4% (2) 57.2% (1) 63.7% (1) 59.8% (1) 59.8% (1)
B. Cancer (9) 67.6% (9) 65.2% (1) 65.2% (1) 72.7% (7) 76.6% (7)
MDA SMDA SDA pSDA MSDA
MONK1 (6) 95.6% (6) 93% (6) 84.4% (6) 86.1% (6) 98.8% (4)
MONK2 (6) 76.1% (5) 65.3% (3) 84.9% (6) 87.7% (6) 87.2% (6)
MONK3 (6) 94.1% (6) 89.5% (6) 88.9% (3) 91.4% (3) 93.0% (3)
LSD (36) 88.1% (35) 83.2% (35) 87.8% (17) 89.9% (25) 89.9% (16)
WDBC (30) 96.1% (27) 91.9% (19) 94.7% (15) 96.8% (3) 96.8% (10)
MDD-pix (240) 96.4% (105) 96.7% (71) 96.6% (55) 97.2% (56) 97.8% (70)
MDD-fou (76) 82.9% (72) 82.6% (64) 81.3% (52) 83.1% (33) 82.2% (24)
MDD-fac (216) 98.2% (63) 97.2% (80) 96.2% (31) 98.2% (27) 98.3% (29)
MDD-kar (64) 97.2% (64) 97.3% (55) 97.0% (41) 97.4% (44) 97.2% (20)
MDD-zer (47) 83% (47) 83.2% (24) 81.2% (22) 83.2% (22) 83.2% (22)
MDD-mor (6) 67.4% (6) 68.2% (6) 67.5% (6) 67.6% (6) 68.3% (6)
ETH80 (750) 79.4% (115) 73.6% (82) 85.1% (73) 84.6% (92) 86.5% (75)
Mediamill (101) 71.3% (21) 60.2% (9) 69.3% (35) 72.3% (25) 71.4 (23)
Sheffield (1024) 90.3% (39) 95.2% (74) 97.2% (31) 97.6% (35) 97.6% (24)
A&T (1024) 93.5% (81) 95.4% (81) 97.7% (47) 98.4% (44) 98.3% (44)
ExtYaleB (1024) 73.3% (75) 66.2% (39) 86.5% (71) 86.4% (54) 86.7% (48)
PIE (1024) 82.1% (105) 62.6% (69) 80% (67) 82.1% (67) 84.9% (85)
Banana (2) 88.3% (2) 88.3% (2) 86.2% (2) 86.4% (2) 88.4% (2)
B. Cancer (9) 71.4% (4) 69.4% (2) 70.4% (4) 72.8% (3) 73.9% (7)
FMSDA EM-MSDA KDA KSDA KMSDA
MONK1 (6) 99.8% (3) 96.2% (3) 90.2% (1) 94.4% (5) 99.8% (3)
MONK2 (6) 85.2% (5) 90% (6) 81.9% (1) 83.5% (29) 91% (16)
MONK3 (6) 94.4% (2) 94.4% (3) 95.8% (1) 94.6% (3) 96.2% (1)
LSD (36) 90.4% (17) 89% (19) 87.1% (5) 89.3% (6) 89.9% (38)
WDBC (30) 97.1% (5) 97.2% (8) 93.3% (1) 94.3% (5) 95.4% (5)
MDD-pix (240) 97.3% (44) 95.9% (19) 98.5% (9) 98.2% (47) 98.6% (23)
MDD-fou (76) 82.7% (13) 83.1% (23) 85.4% (9) 84% (17) 85.9% (12)
MDD-fac (216) 98.4% (20) 98.4% (43) 98.2% (9) 95.7% (23) 98.8% (13)
MDD-kar (64) 96.8% (15) 97.5% (57) 98.3% (9) 98.1% (23) 98.6% (22)
MDD-zer (47) 82.8% (27) 78.7% (16) 84.0% (9) 83% (23) 84.8% (27)
MDD-mor (6) 68.5% (5) 67.6% (6) 65.8% (9) 64.8% (17) 68.7% (33)
ETH80 (750) 87% (65) 74.7% (41) 86.9% (7) 83.2% (17) 87.2% (63)
Mediamill (101) 75.8% (31) 72% (27) 74.3% (4) 76.8% (26) 77.5% (24)
Sheffield (1024) 98.5% (18) 97.3% (34) 98% (19) 98.5% (31) 98.5% (23)
A&T (1024) 98.9% (29) 98.9% (39) 97.9% (39) 98.9% (47) 99.4% (40)
ExtYaleB (1024) 87.7% (40) 87.8% (37) 85.5% (37) 87.9% (48) 89.9% (39)
PIE (1024) 86.5% (66) 86.1% (67) 85.1% (62) 83.7% (67) 86.7% (74)
Banana (2) 88.3% (2) 88.9% (2) 88.8% (1) 88.4% (3) 89.5% (4)
B. Cancer (9) 75.3% (7) 77.9% (9) 74.7% (1) 74.6% (3) 79.2% (3)
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The recognition performance of a method regarding a dataset is measured
using the average CCR (ACCR) along all CV folds. The ground truth labels
and the predicted labels at each CV fold for each algorithm are retained,
and the McNemar’s hypothesis test [164, 165] with a significance level of
0.025 is used to evaluate the statistical significance of the difference in the
performance between each of the proposed algorithms and any other algo-
rithm used in our experiments. Moreover, to compare the computational
complexity of the algorithms we recorded the testing and training times in
minutes, on a Intel i7 2.8GHz machine, with respect to one CV fold for each
method and each dataset. To this end, the FMSDA algorithm is used as
the baseline method to compute the speedup rate sκ for the κ-th algorithm
using sκ = Tfmsda/Tκ, where Tfmsda and Tκ are the training (or testing)
time concerning the FMSDA and the κ-th algorithm respectively.
The ACCR, the input space dimensionality, and the average dimensional-
ity in the discriminant subspace for each method and each dataset are shown
in Table 3.1. The methods are divided into three groups, namely, linear
(PCA, LDA, FDA, FSLDA), subclass (FSMSDA, MDA, SMDA, SDA, pSDA,
MSDA, FMSDA, EM-MSDA) and kernel-based methods (KDA, KSDA,
KMSDA). With respect to this partitioning, we have used bold digits and
underlined-bold digits to denote the best performance rate within each
group and along all methods respectively. From Table 3.1 we can see that
for the majority of the datasets the best ACCR among the linear subclass
methods is provided by FMSDA (in 10 out of 19 classification tasks of
Table 3.1) or EM-MSDA (again in 10 out of 19 tasks). Additionally, the
proposed pSDA and MSDA outperform in most of the cases MDA, SMDA
and SDA. The same is true for the proposed FSMSDA, which is better from
FSLDA in 13 out of 19 tasks. In overall, the best ACCR among all meth-
ods is achieved by KMSDA (in 17 out of 19 tasks). We should also note
that in many cases FMSDA and EM-MSDA outperform the kernel-based
methods as well (including KMSDA in 2 classification tasks, while they
match KMSDA’s performance in another 2 tasks). Between FMSDA and
EM-MSDA, we observe that the former tends to perform better when the
data dimensionality is larger than the number of the observations, and at
the same time many subclasses are necessary in order to capture the sub-
class structure of the data. In these cases, the training observations per
subclass are limited and consequently the subclass covariance matrices are
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Table 3.2.: Statistical significance performance improvement using FMSDA
(+), EMMSDA (∗), or KMSDA (∼).
Linear methods Linear subclass methods Kernel methods
PCA LDA FDA MDA SMDA SDA KDA KSDA
MONK1 +, ∗,∼ +, ∗,∼ +, ∗,∼ +,∼ +,∼ +, ∗,∼ +, ∗,∼ +,∼
MONK2 +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ ∗,∼ ∗,∼ ∗,∼
MONK3 +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼
LSD +, ∗,∼ +, ∗,∼ +, ∗,∼ +,∼
WDBC +, ∗,∼ +, ∗
MDD-pix ∼ +,∼ ∼ ∼ ∼ ∼
MDD-fou ∼ +, ∗,∼ +, ∗,∼ ∼ ∼ +, ∗,∼ ∼
MDD-fac +, ∗,∼ +, ∗,∼ +, ∗,∼ ∼ +, ∗,∼ +, ∗,∼ ∼ +, ∗,∼
MDD-kar ∼ +, ∗,∼ +, ∗,∼ ∼ ∼ ∗,∼ ∼
MDD-zer +,∼ +, ∗,∼ +,∼ ∼ ∼ +,∼ ∼
MDD-mor +, ∗,∼ +,∼ +,∼ +,∼ +,∼ +,∼ +,∼
ETH80 +,∼ +, ∗,∼ +,∼ +,∼ +,∼ +,∼ +,∼
Mediamill +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗ +, ∗,∼ +, ∗ +, ∗
Sheffield +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +,∼ +,∼
A&T +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ ∼
ExtYaleB +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ ∼
PIE +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼
Banana +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ ∗,∼ +, ∗,∼
B. Cancer +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼ +, ∗,∼
poorly estimated [163]. This adversely affects the performance of EM-based
methods. For instance, the performance of SMDA and EM-MSDA on the
ETH80 dataset (which contains 8 object classes and each object class 10
different objects) is considerably lower than that of FMSDA. Using the Mc-
Nemar’s test with significance level 0.025 we verified that the performance
improvements attained by the proposed methods are statistically signifi-
cant for most of the datasets. For instance, for the 13 tasks that FSMSDA
outperforms FSLDA the performance difference is statistically significant in
the 11 of them. Similar results are depicted in Table 3.2 for the proposed
FMSDA, EMMSDA and KMSDA against PCA, LDA, FDA, MDA, SMDA,
KDA and KSDA. In this table, a cell contains the symbol +, ? or ∼ for
FMSDA, EMMSDA or KMSDA respectively, in order to denote that the
improvement in performance achieved by the aforementioned methods in
comparison to the method corresponding to the column of the table is sta-
tistically significant. Finally, the speedup rate for the training stage (left
side of the comma) and testing stage (right side of the comma) of the algo-
rithms on each dataset (except FSLDA, FSMSDA and pSDA that exhibit very
similar performance with LDA, MSDA and SDA respectively) are depicted
in Table 3.3, where higher speedup values indicate faster computations. In
every table we divided the methods into three groups, namely, linear, sub-
class and kernel-based methods, and used bold digits and underlined-bold
digits to denote the best performance rate within each group and along all
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Table 3.3.: Training and testing speedup rates.
PCA LDA FDA FMSDA
MONK1 15.19, 0.13 34.07, 1 1.79, 0.89 1, 1
MONK2 10.19, 0.12 35.74, 0.94 2.07, 0.88 1, 1
MONK3 15.96, 0.13 35.86, 1 2.13, 0.91 1, 1
LSD 331.16, 0.76 564.22, 1.32 8.68, 1.42 1, 1
WDBC 23.10, 0.10 54.40, 1.06 2.60, 0.76 1, 1
MDD-pix 410.92, 0.33 1136.07, 1.63 6.04, 1.41 1, 1
MDD-fou 517.16, 0.65 934.62, 1.27 3.23, 1.20 1, 1
MDD-fac 169.54, 0.30 357.92, 1.40 2.22, 1.24 1, 1
MDD-kar 181.93, 0.65 339.60, 1.27 1.06, 1.11 1, 1
MDD-zer 212.70, 0.80 296.79, 1.09 1.22, 1.13 1, 1
MDD-mor 389.80, 1.03 347.17, 1.06 1.85, 1.13 1, 1
ETH80 380.92, 0.09 1123.13, 1.19 13.31, 2.09 1, 1
Mediamill 168.18, 0.06 305.82, 1.78 5.47, 1.17 1, 1
Sheffield 470.65, 0.12 678.09, 0.99 1.09, 0.58 1, 1
A&T 2470.1, 0.31 3169.4, 0.93 0.5, 0.87 1, 1
ExtYaleB 510.28, 0.27 919.18, 0.92 0.72, 1.13 1, 1
PIE 472.67, 0.12 2115.13, 0.97 0.47, 1.03 1, 1
Banana 11.98, 0.93 7.65, 1.1 0.74, 1.1 1, 1
B. Cancer 21.67, 0.4 40.2, 1.17 3.14, 1.14 1, 1
MDA SMDA SDA MSDA
MONK1 11.81, 0.56 4.20, 0.57 6.74, 0.98 3.51, 1.09
MONK2 12.12, 0.58 7.84, 0.45 8.98, 0.94 4.46, 0.94
MONK3 12.7, 0.83 4.45, 0.65 8.74, 0.99 4.05, 0.95
LSD 37.59, 0.98 6.71, 0.64 30.89, 0.99 9.30, 0.97
WDBC 5.75, 0.17 0.18, 0.15 4.85, 0.94 3.43, 0.99
MDD-pix 13.41, 0.06 1.1, 0.37 14.86, 0.73 1.29, 0.78
MDD-fou 9.18, 0.07 1.18, 0.61 20.41, 0.61 6.46, 0.99
MDD-fac 4.06, 0.05 0.39, 0.4 6.44, 0.78 1.61, 0.95
MDD-kar 2.96, 0.07 0.48, 0.62 7.96, 0.60 2.68, 0.91
MDD-zer 3.62, 0.09 0.79, 0.89 10.64, 0.93 2.13, 0.88
MDD-mor 6.41, 0.15 8.13, 0.21 15.87, 0.87 0.65, 0.37
ETH80 21.85, 0.23 1.12, 1.07 7.14, 1.02 1.18, 1.05
Mediamill 19.42, 0.1 64.88, 0.41 21.80, 0.92 10, 1.02
Sheffield 62.25, 0.08 3.72, 0.06 6.53, 0.26 18.14, 0.98
A&T 131.33, 0.09 1.95, 0.19 1.47, 0.79 0.83, 0.82
ExtYaleB 22.76, 0.09 3.65, 0.09 6.29, 0.66 1.32, 0.74
PIE 54.84, 0.38 5.77, 0.31 13.36, 0.99 0.61, 0.74
Banana 50.79, 0.54 15.63, 0.83 2.29, 0.99 1.34, 0.99
B. Cancer 37.8, 0.23 3.37, 0.63 21.07, 1.04 9.06, 0.94
EM-MSDA KDA KSDA KMSDA
MONK1 2.87, 0.92 3.08, 0.59 0.20, 0.65 0.18, 0.64
MONK2 1.32, 1.18 3.18, 0.59 0.13, 0.55 0.13, 0.58
MONK3 3.54, 1.25 3.03, 0.54 0.21, 0.65 0.19, 0.62
LSD 2.20, 0.96 0.07, 0.52 0.01, 0.46 0.01, 0.43
WDBC 1.32, 1.06 1.29, 0.45 0.03, 0.46 0.03, 0.47
MDD-pix 3.57, 1.13 3.02, 0.39 0.17, 0.35 0.03, 0.35
MDD-fou 3.68, 0.98 1.31, 0.38 0.07, 0.35 0.01, 0.34
MDD-fac 1.35, 0.96 1.05, 0.34 0.06, 0.31 0.01, 0.31
MDD-kar 1.07, 0.85 0.39, 0.36 0.02, 0.32 0.01, 0.32
MDD-zer 3.40, 0.96 0.46, 0.4 0.02, 0.34 0.01, 0.34
MDD-mor 3.09, 0.82 0.34, 0.33 0.02, 0.35 0.01, 0.30
ETH80 0.51, 1.08 1.37, 0.32 0.03, 0.28 0.01, 0.28
Mediamill 2.13, 1.04 4.32, 0.53 0.14, 0.47 0.05, 0.47
Sheffield 2.52, 0.99 74.04, 0.39 12.33, 0.38 4.30, 0.39
A&T 0.61, 0.93 27.34, 0.36 1.38, 0.25 1.29, 0.34
ExtYaleB 0.59, 1.02 16.47, 0.47 3.17, 0.36 1.53, 0.4
PIE 1.81, 1 44.09, 0.49 2.22, 0.43 1.39, 0.34
Banana 0.59, 0.98 0.17, 0.69 0.04, 0.59 0.03, 0.49
B. Cancer 0.33, 0.90 0.43, 0.25 0.27, 0.18 0.08, 0.18
methods respectively (as we did in Table 3.1 and explained in the beginning
of this paragraph for the ACCRs).
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3.10. Conclusions
Linear subclass DA methods are attractive alternatives to the kernel DA
variants because they offer fast (often real-time) computations and compa-
rable recognition performance. Furthermore, combining subclass partition-
ing and the kernel trick in a single DA method opens new possibilities for
improved DA effectiveness. In this chapter important limitations of cur-
rent subclass DA methods were analyzed and several new methods were
proposed alleviating the above problems, such as, EM-MSDA that provides
a link to an appropriate Gaussian mixture model, FMSDA that can be
used when the subclass separation problem occurs, KMSDA that utilizes
a nongaussianity-based subclass partitioning to identify the DA projection
matrix in the kernel induced feature space, and FSMSDA that exploits the
subclass data structure to select the most relevant class features in a single
step. The effectiveness of the proposed methods was verified by extensive
experimentation on various publicly available benchmarks.
In the context of the joint content-event model presented in Chapter 2
the proposed methods are used to implement the first part of the event rec-
ognizer component, that is the extraction of the most useful features prior
to the application of an SVM-based event classifier (Chapter 4). Moreover,
the combination of FSMSDA (Section 3.7) with the model vector video rep-
resentation (Section 2.5.2) forms the basis of the event recounter. To this
end, a fraction of the methods presented in this chapter are assessed in the
overall evaluation of the joint content-event model (Chapter 5) using the
video collections of the TRECVID MED evaluation track.
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4. Combining subclass support
vector machines with error
correcting output codes
As explained in the previous chapters, an SVM-based classifier performs
the actual event classification in the event model’s referencing mechanism.
Depending on the complexity of the event and the quality of features repre-
senting it, this classifier operates either directly on the video model vectors
or on the discriminant subspace obtained after the application of one of the
subclass DA algorithms presented in Chapter 3. The reason of selecting
SVMs for the classification task is principally due to their excellent classifi-
cation performance exhibited in a variety of real-world applications.
Similarly to our choice in Chapter 3 for the type of DA algorithms to
examine, here we also concentrate our study on SVM algorithms that ex-
ploit the subclass structure of the data. Specifically, we focus on subclass
methods that use the ECOC framework [34] to combine SVMs trained at
different partitions of the feature space. To this end, three limitations of
conventional SECOC [25] are addressed. Firstly, the fast quadratic mutual
information (MI) measure [166] of SECOC is replaced by a much faster
nongaussianity criterion. Secondly, the subclass recoding error correcting
output codes (SRECOC) algorithm is proposed that utilizes the recoding
trick of RECOC [27] to extend SECOC [34] and increase the generaliza-
tion of the overall classifier. Thirdly, linear subclass SSVMs (LSSVMs) are
proposed, that extend the multiclass SVM (MSVM) formulation so that cor-
relations among subclasses are exploited, and at the same time only those
hyperplanes that separate subclasses of different classes are computed. Ex-
perimental results on several datasets from the UCI [167] and Delve [36]
repositories confirm the advantages of the proposed methods. Moreover, the
proposed algorithms are extensively evaluated in Chapter 5 as part of the
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joint content-event model (Chapter 2) using the large-scale video collection
of TRECVID MED evaluation track. Finally, we should note that relevant
work concerning the proposed techniques has been published in [44,168,169].
This chapter is organized as follows. In Section 4.1, state-of-the-art sub-
class SVM approaches are briefly reviewed. The SRECOC method is de-
scribed in Section 4.2, while LSSVMs are presented in Section 4.3. Exper-
imental results are discussed in Section 4.4 and conclusions are drawn in
Section 4.5.
4.1. State-of-the-art and open issues in subclass
support vector machines
Binary pattern classifiers, based on ensembles of support vector machines
(SVMs) [22] are recently receiving increasing attention due to some impor-
tant advantages they offer over conventional kernel SVMs (KSVMs) [25,170],
namely:
• The exploitation of linear SVM (LSVM) base classifiers achieve con-
siderable faster training and testing times and in certain cases (e.g.,
medium-scale datasets) may offer competitive classification perfor-
mance.
• In more complex classification tasks (e.g., involving large-scale datasets)
ensembles of KSVM experts may achieve superior classification per-
formance.
These methods employ a clustering algorithm to divide the feature space
into several partitions and train a number of SVMs in order to derive a piece-
wise linear decision function in the feature space. The existing work in this
area can be roughly divided into two major categories: a) Local experts ap-
proaches divide the training data into several partitions and train one SVM
for each partition. At the testing stage, the confidence scores along the ex-
perts are combined (e.g., using weighted average, geometric mean, etc.) to
yield the final decision for the test observation. For instance, extending the
work of [171, 172], a “flat” mixture of SVM experts (MixSVM) is proposed
in [170]. In particular, MixSVM utilizes a gating network to provide a soft
partition of the feature space, and for each partition an SVM is used to learn
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the hyperplane that separates the positive from the negative observations
of the partition. The gating network is then used to implicitly select the
appropriate SVM expert for classifying an unlabeled observation. Similarly,
in [173] multiclass SVMs (MSVMs) are utilized to learn a mapping between
the input feature space and the different partitions, and a local SVM expert
is trained for each partitions. During testing, the MSVM assigns test obser-
vations to clusters and the corresponding experts perform the classification.
b) Subclass approaches divide each class to a number of subclasses (i.e., in
contrary to local experts approaches, each partition contains observations of
only one class) and train one SVM for each subclass, to derive a hyperplane
separating the observations of a specific subclass from the observations in
one or more other subclasses. During evaluation an appropriate framework
is again applied to combine the results of the binary classifiers for classifying
a test observation. In [174], k-means is used to partition each class to several
subclasses and a set of subclass SVMs is trained. During testing the test
observation is assigned to the subclass yielding the highest confidence score.
In [175, 176], ensembles of subclass SVMs are used to tackle the problem
of rare classes in large-scale datasets. In [25], a data division is produced
using sequential forward floating search and the fast quadratic MI measure,
and subclass information is injected into an error-correcting output codes
(ECOC) framework [34] to learn the different classes. A test observation is
then classified according to the value of its output code.
In this chapter, we focus on subclass methods that use ECOC [25] to com-
bine SVMs trained at different partitions of the feature space. The ECOC
fusion strategy has recently received increased attention and exhibited very
good performance in several real-world applications [25, 27, 34, 177–180].
However, this method can be further extended to provide improved per-
formance in terms of accuracy and running time, as explained in the fol-
lowing: a) the computational time requirements of the fast quadratic MI
measure are rather prohibitive for processing large-scale datasets, b) in the
one-versus-one subclass ECOC (SECOC) design [25] the confidence score of
only one base classifier (the one that corresponds to the non-zero bit in the
subclass codeword) is exploited during decoding, c) in the SECOC design
the several binary subclass classifiers are treated independently ignoring
correlations that may exist among subclasses.
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To address the limitations of SECOC described above the following ex-
tensions are introduced in the next sections: a) the fast quadratic MI mea-
sure is replaced by a computationally fast nongaussianity criterion based on
higher order statistics (skewness and kurtosis) (Section 4.2.1), b) a recoding
step [27] is introduced to leverage information from other binary classifiers
in the one-versus-one SECOC framework (Section 4.2), c) the MSVM cri-
terion is extended so that all subclasses are accounted in the optimization
problem, and at the same time only those hyperplanes that separate sub-
classes of different classes are computed (Section 4.3).
4.2. Subclass recoding error-correcting output
codes
Recent works in machine learning have shown that in various learning prob-
lems performance gains can be achieved by combining multiple classifiers
trained along different feature types [181, 182] as well as along different re-
gions of the same feature space [25]. Building on the latter, we propose
in this section a new method that extends SECOC [25] using a recoding
step [27] so that information from detectors trained along different sub-
classes can be leveraged.
4.2.1. Subclass partitioning
Given a binary training set X = {xni |n = 1, . . . , Ni, i ∈ N∗2} of N =
∑2
i=1Ni
total observations, where xni is the n-th observation of class i, an iterative
algorithm similar to the one described in Section 3.3 is applied in order to
derive a subclass division of the positive class1.
The iterative algorithm operates as follows. Starting from the initial
partition X = {X(1)1 ,X(1)2 }, where X(1)1 is the set of observations belonging
to the positive class, at the r-th iteration the k-means algorithm is used to
divide X
(1)
1 to r subclasses, X = {X(r)1,1 . . . ,X(r)1,r,X2,1}, where X2,1 = X2.
At each iteration the following nongaussianity measure is computed using
1The positive class is the one that contains observation of the class of interest (or target
class); in contrary, the negative class is the uninteresting (or “rest-of-world”) class.
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the partitions of the positive class
Φ(r) =
1
r
r∑
j=1
(γ1,j + β1,j), (4.1)
where, β1,j =
1
F
∑F
κ=1 |βκ1,j |, γ1,j = 1F
∑F
κ=1 |γκ1,j − 3| are estimates of the
multivariate standardized skewness and kurtosis of the j-th positive sub-
class respectively. These are based on estimates of their one-dimensional
counterparts, which along the κ-th dimension can be calculated using βκ1,j =
( 1N1,j
∑N1,j
n=1(x
n,κ
1,j −µˆκ1,j)3)/(σˆκ1,j)3 and γκ1,j = ( 1N1,j
∑N1,j
n=1(x
n,κ
1,j −µˆκ1,j)4)/(σˆκ1,j)4
respectively. In the above equations N1,j is the number of observations in
the j-th positive subclass, xn,κ1,j is the κ-th element of the n-th observation in
j-th positive subclass, and µˆκ1,j , σˆ
κ
1,j , are the estimates of sample mean and
standard deviation of the j-th positive subclass along the κ-th dimension,
respectively.
At the end of the iterative algorithm, the best subclass partition X(H
?
1 ) =
{X(H?1 )1,1 , . . . ,X(H
?
1 )
1,H?1
,X2,1} is selected according to the following rule
X (H?1 ) = argmin
r∈[1,R]
(Φ(r)), (4.2)
where, R is the total number of iterations and H?1 is the number of subclasses
of the target event class corresponding to the derived optimal subclass par-
tition. In case that a validation set is provided, the optimal partition can
also be selected using an appropriate cross-validation procedure to identify
the subclass partition that provides the best classification rate.
4.2.2. SRECOC framework
After the application of the iterative algorithm presented above, the training
dataset will be described at subclass level as X = {xn1,j ,xn2,1|n = 1, . . . , Ni,j , i ∈
N∗2, j ∈ N∗H1}. The derived subclass division is exploited using a ternary
SRECOC framework. In particular, a variant of the one-versus-one sub-
class strategy is used, where binary problems are defined only for subclasses
of different classes. During the coding step, a set of binary subclass classi-
fiers A = {ap : X → [0, 1]|p = 1, . . . ,H1} are utilized, where X ⊂ RF is the
space of observations, and ap is the detector trained using the observations
of the p-th positive subclass and all the observations of the negative class. In
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addition to the above set of detectors, a last detector aH is trained, using the
entire set of observations. Subsequently, a codeword ml ∈ {1, 0,−1}1×H ,
l ∈ [1, H] is designed for each subclass, where the codeword referring to
the negative class is defined as mH = [−1,−1, . . . ,−1]. In contrary, the
elements of the codewords referring to the positive subclasses receive one of
the other two ternary digits, i.e,
ml,p =
{
1 if p = l or p = H;
0 else,
(4.3)
where l ∈ [1, H1], p ∈ [1, H]. The above codewords are then used as rows of
the so-called coding matrix M ∈ {1, 0,−1}H×H .
Moreover, in order to update M, following the conventional recoded
ECOC (RECOC) [27] and pursuing a Loss-Weighted decoding (LWD) scheme,
the weighting matrix M˜ ∈ RH×H is calculated using the training set and
the derived subclass classifiers [34]. This is done by firstly computing the
performance matrix B ∈ NH×H , whose element bl,p corresponds to the per-
formance of ap on classifying the training observations belonging to the l-th
positive subclass, bl,p =
1
N1,l
∑N1,l
n=1 s
n
l,p, l ∈ [1, H1], or to the positive class
bH,p =
1
N1
∑H1
l=1
∑N1,l
n=1 s
n
l,p. In the above equations s
n
l,p is the response of the
p-th indicator function sp : X 7→ N∗2
snl,p =
{
1 if anl,p ≥ ϑp;
0 else,
(4.4)
anl,p is the degree of confidence (DoC) of ap with respect to the n-th ob-
servation of the l-th positive subclass (l ∈ [1, H1]), and ϑp is the detection
threshold referring to the p-th detector (p ∈ [1, H]). The weighting matrix
is then obtained by normalizing each row bl of B to unit (l1) norm, i.e.,
m˜l,j = bl,j/ ‖ bl ‖1 so that ‖ m˜l ‖1= 1 , where ‖‖1 is the l1 norm function.
The above normalization effectively allows the treatment of M˜ as a dis-
crete probability density function. Subsequently, a performance threshold
ϕ ∈ [0.1, 1] is used to update (recode) the positions of M coded with zero
according to the following rule
m˘l,p =
{
1 if m˜l,p > ϕ · m˜l,l & ml,p = 0
ml,p else,
(4.5)
102
where, M˘ is the recoded matrix, and l ∈ [1, H1], p ∈ [1, H]. The encoding
steps of SRECOC for a particular subclass partition X, recoding parameter
ϕ and SVM penalty C are depicted in Algorithm 7.
Algorithm 7 SRECOC
Input: Annotated partitioned data set X, parameters C, ϕ
Output: M˘ , M˜, αp, p = 1, . . . ,H
1: Learn event class and subclass detectors αH and αp, p = 1, . . . ,H1
2: Compute coding and performance matrix M, B
3: Compute weighting matrix M˜ using B
4: Compute recoding matrix M˘ using ϕ, M (4.5)
During the decoding stage, a test model vector xt is classified to one
of the subclasses by first evaluating the H detectors in order to create a
codeword for it, and then comparing the derived codeword with the base
codewords in the coding matrix referring only to the positive subclasses. For
the comparison of the codewords we use the linear LWD measure consid-
ering the intersection of the confidence intervals derived from the subclass
classifiers [34]
dtl = −
H∑
p=1
m˘l,pa
t
pm˜l,p, l = 1, . . . ,H1 , (4.6)
where, m˘l,p, m˜l,p are the elements of the recoded and weighting matrix, re-
spectively, that correspond to the l-th subclass and p-th detector. Note
that m˘k,j ∈ {0, 1}, m˜l,p, atp ∈ [0, 1],
∑H
p=1 m˜l,p = 1, ∀l, p, and therefore
dtk ∈ [0,−1]. To this end, in order to derive a probability estimate for the
j-th subclass, we negate the LWD distance pitk = −dtk. Finally, considering
that all detectors refer to subclasses of the positive class (or to the entire
positive class), i.e., they can be considered as expert detectors of the posi-
tive class in a specific region of the feature space, an overall DoC, et ∈ [0, 1],
regarding the presence of the event in the test video is obtained using the
sum probability rule under the equal prior assumption along the event sub-
classes [183]
et =
1
H
H1∑
k=1
pitk. (4.7)
The test video is then classified to the target event according to the rule
et ≥ ϑ, where, ϑ ∈ [0, 1] is the detection threshold value estimated along with
the other SRECOC parameters (C, ϕ) using a cross-validation procedure.
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4.3. Linear subclass support vector machines
To the best of our knowledge, the subclass approaches presented until now
in the literature (e.g., [34,170]) break the multi-subclass problem into mul-
tiple independent binary subclass problems and train one LSVM for each
problem. However, this yields binary classifiers that may not generalize
well, since correlations between different subclasses are not adequately cap-
tured [35]. Moreover, most of the approaches combining binary LSVMs to
solve multi-subclass binary problems do not provide an adequate theoretical
analysis on their generalization properties. These issues can be addressed
using multiclass SVMs (MSVMs) that naturally extent the concept of mar-
gin considering all data in a single constrained optimization problem (see
for instance [35, 184] and the many references therein). However, a naive
application of MSVMs directly in the derived subclasses will compute the
parameters that enforce separability between every pair of subclasses, in-
cluding subclasses of the same class. This will cause an unnecessary increase
in the computational cost of the algorithm, and may additionally degrade
the classification accuracy. To this end, inspired from similar approaches in
discriminant analysis [23], we propose a new formulation of the optimization
problem, that extends the MSVM formulation, so that only those hyper-
planes that separate subclasses of different classes are computed. We refer
to this new method as linear subclass SVMs (LSSVMs). For the efficient
implementation of LSSVMs we exploit the sequential dual method (SDM)
described in [185]. Moreover, we introduce a new nongaussianity measure
for subclass partitioning, and exploit an ECOC framework for combining
the binary subclass classifiers.
4.3.1. Problem formulation
Let X = {(xni,j |n = 1, . . . , Ni,j , j ∈ N∗Hi , i ∈ N∗2} be a subclass partition of an
annotated dataset consisting of N =
∑2
i=1
∑Hi
j=1Ni,j training observations,
where xni,j ∈ RF is the feature vector representation of the n-th observation
of (i, j) subclass (F is the feature vector length), Hi is the number of sub-
classes of the i-th class, and H =
∑2
i=1Hi is the total number of subclasses
(in contrary to the method presented in Section 4.2.1, here the negative
class may also be divided according to the algorithm described in Section
4.3.4). MSVMs can effectively utilize the subclass information considering
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all data in one optimization problem [22,35,184]. For instance, the method
of [35] will yield the following formulation
JP (w, ξ) =
1
2
2∑
i=1
Hi∑
j=1
‖wi,j‖2 + C
2∑
k=1
Hi∑
l=1
Nk,l∑
n=1
ξnk,l , (4.8)
subject to the constraints
(wk,l −wi,j)Txnk,l ≥ eni,j.k,l − ξnk,l, ∀i, j, n, k, l (4.9)
where wi,j = [w
T
i,j , bi,j ]
T contains the weight vector wi,j ∈ RF and bias
bi,j ∈ R referring to (i, j) subclass; xnk,l = [(xnk,l)T , 1]T , ξnk,l ≥ 0 are the F +1
dimensional representation and the slack variable corresponding to the n-th
observation of (k, l) subclass, C > 0 is the penalty term, and eni,j.k,l = 1 −
δni,j.k,l. In the latter, δ
n
i,j.k,l = δi,j(x
n
k,l) is the subclass indicator function, i.e.,
δni,j.k,l = 1 if (k, l) = (i, j), δ
n
i,j.k,l = 0 otherwise. The number of constraints
in this formulation are
∑2
k=1
∑Hk
l=1
∑Nk,l
n=1
∑2
i=1Hi = NH. However, the use
of constraints that enforce separability between subclasses of the same class
increases the computational complexity without necessarily improving the
classification performance. In LSSVM, we extend the MSVM formulation
so that only the constraints that involve subclasses of different classes are
accounted in the optimization problem. Thus, we seek to optimize (4.8)
subject to the following set of constraints:
cni,j.k,l = (wk,l −wi,j)Txnk,l − eni,j + ξnk,l ≥ 0,
∀n, k, l, (i 6= k, j) ∨ (i, j) = (k, l). (4.10)
It can be seen that LSSVMs require
∑2
i=1Hi−Hk+1 constraints for the n-th
training observation of subclass (k, l), and the total number of constraints
is
J =
2∑
k=1
Hk∑
l=1
Nk,l∑
n=1
(
2∑
i=1
Hi −Hk + 1)
=
H1∑
l=1
N1,l∑
n=1
(H −H1 + 1) +
H2∑
l=1
N2,l∑
n=1
(H −H2 + 1)
= N1H2 +N2H1 +N. (4.11)
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Therefore, LSSVMs have N1H1 + N2H2 − N fewer constraints compared
to MSVMs. The number of constraints controls the number of Lagrange
multipliers in the Lagrangian formulation, which in turn determines the
complexity of the quadratic problem for identifying the parameters of the
decision functions. This reveals a significant advantage of the LSSVM over
naive application of MSVMs using subclasses: LSSVMs have much lower
computational cost during training.
4.3.2. Computation of the LSSVM parameters
The primal Lagrangian of the LSSVMs can be formed using the equality
constraints
LP (w, ξ) = 1
2
2∑
i=1
Hi∑
j=1
‖wi,j‖2 + C
2∑
k=1
Hi∑
l=1
Nk,l∑
n=1
ξnk,l
+
2∑
i=1
Hi∑
j=1
2∑
k=1
Hk∑
l=1
Nk,l∑
n=1
%ni,j.k,l[(wi,j −wk,l)Txnk,l + eni,j.k,l − ξnk,l],
(4.12)
where, %ni,j.k,l, ∀i, j, k(6= i), l, n, is the set of dual variables for the set of
constraints in (4.10). Note that for notational convenience we have defined
the dummy variables eni,j.i,l = %
n
i,j.i,l = 0 ∀j 6= l, n.
For the primal problem above the Karush-Kuhn-Tucker (KKT) conditions
may be stated: ∂LP∂ξnk,l = 0,
∂LP
∂wi,j
= 0, cni,j.k,l ≥ 0, %ni,j.k,l ≥ 0, %ni,j.k,l cni,j.k,l =
0. Evaluating the equality constraints above we get
C =
2∑
i=1
Hi∑
j=1
%ni,j.k,l , (4.13)
wi,j =
2∑
k=1
Hk∑
l=1
Nk,l∑
n=1
(Cδni,j.k,l − %ni,j.k,l)xnk,l , (4.14)
Substituting (4.13), (4.14), back to (4.12), and defining αni,j.k,l = (Cδ
n
i,j.k,l−
%ni,j.k,l) as the new dual variable we get the dual formulation of the La-
grangian
LD(α) = −1
2
2∑
i=1
Hi∑
j=1
‖wi,j‖2 − CeTα, (4.15)
where, wi,j =
∑2
k=1
∑Hk
l=1
∑Nk,l
n=1 α
n
i,j.k,lx
n
k,l is the weight vector expressed via
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the dual variables, e = [(e11,1)
T , . . . , (e
N2,H2
2,H2
)T ]T , α = [(α11,1)
T , . . . , (α
N2,H2
2,H2
)T
]T , e,α ∈ RJ are block vectors whose blocks corresponding to xnk,l are enk,l =
[enk,l.k,l, e
n
k˜,1.k,l
, . . . , en
k˜,Hk˜.k,l
]T , αnk,l = [α
n
k,l.k,l, α
n
k˜,1.k,l
, . . . , αn
k˜,Hk˜.k,l
]T , enk,l,
αnk,l ∈ RJk , Jk = 1 + Hk˜, and, k˜ is 1 for k = 2 and 2 for k = 1. That is,
the block corresponding to xnk,l contains the variables associated with this
observations excluding the dummy variables enk,j.k,l = α
n
k,j.k,l = 0, ∀j 6= l.
Consequently, exploiting the KKT conditions the dual optimization problem
can now be stated as
min
α
− LD(α) subject to
{
α ≤ C,
1Tα = 0,
(4.16)
where, 1 ∈ RJ is a vector of ones and C = [(C11,1)T , . . . , (C
N2,H2
2,H2
)T ]T is a
block vector whose block corresponding to xnk,l is C
n
k,l = [C
n
k,l.k,l, C
n
k˜,1.k,l
, . . . ,
Cn
k˜,Hk˜.k,l
]T contains the penalty terms associated with the observation xnk,l
given by Cni,j.k,l = δ
n
i,j.k,lC. This optimization problem is quadratic in terms
of α with linear constraints and therefore it can be solved using an appropri-
ate technique. Here we exploit the sequential dual method (SDM) presented
in [185] to derive an efficient sequential derivation of the LSSVM dual vari-
ables. This algorithm uses the gradient information to optimize the dual
variables and the weight vector in a sequential manner. At each iteration
an additive update δαnk,l is computed for updating the dual variables of the
block vector αnk,l and the weight vectors wi,j , solving the following reduced
optimization problem
min
δαnk,l
1
2
Ank,l‖δαnk,l‖2 + (gnk,l)Tδαnk,l subject to
{
δαnk,l ≤ Cnk,l
(1nk,l)
Tδαnk,l = 0,
(4.17)
where, Ank,l = ‖xnk,l‖2, 1nk,l is a vector of the same length with αnk,l and with
all elements equal to 1, gnk,l = [g
n
k,l.k,l, g
n
k˜,1.k,l
, . . . , gn
k˜,Hk˜.k,l
]T , and gni,j.k,l is the
gradient of (4.15) with respect to the dual variable αni,j.k,l given by
gni,j.k,l = w
T
i,jx
n
k,l + e
n
i,j.k,l . (4.18)
Optimality of αnk,l is checked using the quantity υ
n
k,l = gˆ
n
k,l − gˇnk,l, where
gˆnk,l = argmaxi,j g
n
i,j.k,l and gˇ
n
k,l = argmini,j:αni,j.k,l<C
n
i,j.k,l
gni,j.k,l. That is, we
consider that the dual variables have converged to their optimal values when
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υnk,l < ,∀i, j, n, where  is a positive tolerance parameter. The overall
procedure is described in Algorithm 8.
Algorithm 8 LSSVM training
Input: Annotated data set X, penalty C
Output: α,wi,j , ∀i, j
1: Initialize: α = [0, . . . , 0]T , wi,j = [0, . . . , 0]
T , ∀i, j
2: repeat
3: for (k, l, n) = (1, 1, 1) to (2, Hk, Nk,l) do
4: Compute gnk,l, υ
n
k,l (4.18)
5: if υnk,l ≥  then
6: Compute δαnk,l (4.17); α
n
k,l ← αnk,l + δαnk,l
7: wi,j ← wi,j + δαni,j.k,lxnk,l, ∀(i 6= k, j) ∨ (i, j) = (k, l)
8: end if
9: end for
10: until υnk,l < , ∀k, l, n
4.3.3. Classification
In MSVM formulations a test observation xt is classified to one of the sub-
classes usually according to the rule argmaxi,j w
T
i,jx
t. This procedure is sim-
ilar to the one-versus-all classifier in multiclass problems. In contrast to this,
we use the results of the LSSVM to construct the separating hyperplanes
between the different subclasses, similarly to [186]. The advantage of the lat-
ter approach is that an appropriate framework can be exploited to combine
the derived binary classifiers, as explained in the following. The hyperplane
ηp,q that separates subclass X1,p and X2,q is defined as ηp,q = w1,p −w2,q,
(p ∈ [1, H1], q ∈ [1, H2]). Hence, the respective binary subclass classifier
hp,q(xt) = sign [(w1,p −w2,q)Txt] = sign (ηTp,qxt) (4.19)
assigns the test observation to X1,p if hp,q(x
t) > 0 and to X2,q otherwise
2.
The binary subclass classifiers can then be combined to a binary classifier
using a subclass ternary error correcting output code (ECOC) framework
[25]. In our case, the ternary coding matrix M ∈ {1, 0,−1}H×H1H2 is defined
so that the rows represent the subclasses, (1, 1), . . . , (1, H1), (2, 1), . . . , (2, H2),
2In applications that a probabilistic output is necessary (i.e., we require the estimation
of a function h : R→ [0, 1]) the implementation in [187,188] can be used.
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and the columns represent the LSSVM decision functions, h1,1, . . . , hH1,H2 .
That is, each column corresponds to a distinct subclass pair {(1, p), (2, q)},
and for such a column, M has +1 in row corresponding to subclass (1, p),
−1 to the row corresponding to subclass (2, q), and zeros in all other rows.
This simulates a one-versus-one subclass coding design, where the subclasses
belong to different classes. For classifying an unlabeled observation xt, we
use the linear loss-weighted (LLW) decoding strategy on the output of the
binary subclass classifiers [34]
LLW ((i, j),xt) =
H1∑
p=1
H2∑
q=1
−Mp,qi,j hp,q(xt)M˜p,qi,j , (4.20)
where Mp,qi,j , M˜
p,q
i,j are the elements of the coding and weighting matrix [34],
respectively, that correspond to the (i, j) subclass and the hyperplane that
separates the subclasses (1, p) and (2, q). Then, the test observation is
classified to the k-th class (more specifically to the (k, l) subclass) according
to the rule
(k, l) = argmini,jLLW ((i, j),x
t). (4.21)
4.3.4. Subclass partitioning
In the above, we exploit a partitioning of the data to subclasses. Assum-
ing that the data have a Gaussian subclass structure, we use an iterative
algorithm to derive this subclass division. Starting from the initial class
partition (i.e. H = 2), at each iteration we increase the number of sub-
classes of the ı-th class according to the following rule ı = argmaxi=1,2(Φi),
where Φi measures the nongaussianity of the i-th class. Exploiting the work
in [189] we define this measure as
Φi =
Hi∑
j=1
(
Ni,j βˆi,j
6
+ | γˆi,j − F (F + 2)√
8F (F + 2)/Ni,j
|
)
, (4.22)
where F is the dimensionality of the feature vectors. The quantities βˆi,j , γˆi,j
above are estimates of the multivariate skewness and kurtosis of the (i, j)
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subclass respectively, computed as follows
βˆi,j =
1
N2
Ni,j∑
n=1
Ni,j∑
ν=1
[(xni,j − µˆi,j)T Σˆ−1i,j (xνi,j − µˆi,j)]3 (4.23)
γˆi,j =
1
N
Ni,j∑
n=1
[(xni,j − µˆi,j)T Σˆ−1i,j (xni,j − µˆi,j)]2 (4.24)
where Ni,j , µˆi,j =
1
Ni,j
∑Ni,j
n=1 x
n
i,j , Σˆi,j =
1
Ni,j
∑Ni,j
n=1(x
n
i,j − µˆi,j)(xni,j − µˆi,j)T
are the number of observations, the sample mean and the sample covari-
ance matrix of (i, j) subclass. It has been shown in [189] that for large
Ni,j , the quantities Ni,j βˆi,j/6 and (γˆi,j − F (F + 2))/
√
8F (F + 2)/Ni,j fol-
low a chi-square distribution with F (F + 1)(F + 2)/6 degrees of freedom
and a standard normal distribution N (0, 1) respectively. Consequently, Φi
defined in (4.22) expresses the departure of the i-th class distribution from
a multivariate Gaussian mixture.
Using the iterative procedure described above, the best partition is se-
lected using either cross-validation, i.e., we repeat the splitting procedure
until a maximum number of subclasses is reached and then select the parti-
tion that provides the best empirical recognition rate, or by inspecting the
convergence of a total nongaussianity measure Φ = Φ1 + Φ2. We used the
former approach in our experiments.
Figure 4.1.: Artificial dataset with a linearly separable subclass structure.
A classification example with two non-linearly separable classes X1,X2 is
depicted in Figure 4.1. X1 consists of two Gaussian subclasses X1,1,X1,2,
whereas X2 is a single Gaussian X2,1. In contrary to the main classes, this
dataset has a linearly separable subclass structure. From each subclass
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distribution 300 observations were randomly drawn to form the artificial
dataset. The subclass partitioning (4.3.4) and the LSSVM algorithm were
then applied, correctly identifying the subclass structure of the data and
the separating hyperplanes η1,1, η2,1. For comparison, the hyperplane ηsvm
computed by LSVM does not provide a valid solution for separating the two
classes. At the same time, LSSVM avoids the unnecessary computations for
estimating the hyperplane that separates subclasses X1,1 and X1,2, which
MSVM would perform.
4.4. Experimental evaluation in common
benchmarks
We compare the performance of SRECOC and LSSVM with LSVM, KSVM
with radial basis function (RBF) kernel [22], MSVM [35], MixLSVM [170]
and SECOC [25], using 11 datasets from the UCI [167] and Delve [36] repos-
itories: WDBC (Figure 3.3), Ionosphere, Breast Cancer, Pima, German,
Heart, Splice, Titanic, and Monk-1,-2,-3.
The reason these datasets have been selected is that they
For the evaluation of the algorithms, a division of the datasets to train-
ing and test sets is necessary. This already exists for the Monk sets. For
Ionosphere, similarly to other works, we use the first 200 observations for
training and the rest 151 as testing instances, while, for WDBC we created
a random 50–50 train–test split. For the Breast Cancer, Pima, German,
Heart, Splice and Titanic datasets we used 10 random partitions for each
dataset from the Gunnar Ra¨tsch’s benchmark collection [161]. The optimal
parameters for each method are identified by further splitting the training
set to learning and validation set. The recognition performance of a method
regarding a dataset is measured using the average correct recognition rate
(CCR) along all the partitions. Moreover, for assessing the statistical sig-
nificance of the difference in the performance between any two algorithms,
we used the McNemar’s hypothesis test [164].
For the experiments, LSSVM and MixLSVM were implemented in Mat-
lab, while for LSVM, KSVM, MSVM and the base classifiers of SECOC and
SRECOC, the libsvm [190] or the liblinear [191] packages were used.
For fair comparison, for all methods except KSVM (i.e., LSVM, MSVM,
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MixLSVM, SECOC, SRECOC, LSSVM) we used LSVMs as base classifiers,
and for the methods that utilize an ECOC framework to combine multiple
subclass LSVMs (i.e., LSSVMs, SECOC, SRECOC) the LLW strategy is
exploited during decoding. In the stage of model selection, for LSVM we
need to estimate the penalty term C, while for KSVM and LSSVM we ad-
ditionally optimize over the scale parameter σ of the RBF function [22] and
the number of subclasses H, respectively. Three parameters are optimized
for MixLSVM and SRECOC, i.e, C, H and additionally the scale parameter
τ of the gating function [170] for MixLSVM and the recoding threshold ϕ
for SRECOC. Finally, in SECOC we search for the optimal values of the
three splitting criteria (ϑsize, ϑperf and ϑimpr) [25] and the penalty term C
of the base classifiers.
Table 4.1.: CCR in 11 datasets from the UCI and Delve repositories.
LSVM LSSVM MSVM MixLSVM SECOC SRECOC KSVM
Monk-1 70.6% 98.8% 94.7% 86.3% 81.7% 85.6% 86.1%
Monk-2 67.1% 75.5% 74.5% 76.9% 67.3% 78.7% 81.9%
Monk-3 81% 96.5% 86.6% 96.5% 93% 97.2% 97%
WDBC 95.8% 96.1% 95.4% 96.1% 96.1% 96.4% 94.4%
Ionosph. 97.4% 98.7% 95.4% 98% 97.4% 99.3% 98%
B. Cancer 69.7% 77.9% 72.6% 74.6% 74% 73.2% 74.7%
Pima 76.9% 79% 75.6% 77.7% 77.9% 76.2% 77%
German 76.9% 79.7% 74% 76.9% 80.3% 76% 77.9%
Heart 81.7% 85.6% 82.7% 83.7% 83.2% 83.5% 84.4%
Splice 84.1% 89.6% 88.6% 87.5% 88% 84.7% 88.4%
Titanic 76.6% 78.6% 76.8% 77.8% 77.6% 77.3% 78%
The evaluation results are presented in Table 4.1. We can see that LSSVM
and SRECOC provide top recognition rate in 8 and 3 out of the 11 datasets.
Using the McNemar’s test with significance level 0.025 we verified that the
differences in performance between LSSVM and MSVM are statistically
significant in 8 of the datasets, and between LSSVM and MixLSVM, and
LSSVM and SECOC in 7 of the datasets. On the other hand, SRECOC
provides statistical significant results in 4, 3, and 1 datasets in comparison
to SECOC, MSVM, and MixLSVM respectively. We experimentally verified
that the training of LSSVM and SRECOC is much faster than MixLSVM
mainly due to the slow convergence of the expectation maximization-based
MixLSVM; similarly, the training stage of the proposed algorithms is faster
than SECOC, due to the lower number of parameters that need to be op-
timized. Finally, both algorithms are also less computationally demanding
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in comparison to KSVM, due to the absence of a kernel evaluation step.
4.5. Conclusions
Two methods that exploit the subclass structure of the data and an appro-
priate ECOC framework for the computation of a piecewise linear separating
hyperplane have been proposed. In particular, SRECOC combines different
SVM-based subclass classifiers using a recoding ECOC framework, while
LSSVM provides a new MSVM formulation so that only those hyperplanes
that separate different subclasses are computed. Experiments on various
datasets from the UCI and Delve repositories demonstrated the effective-
ness of the proposed methods.
Within the framework of the joint content-event model presented in Chap-
ter 2, the methods described in this chapter can be exploited for the im-
plementation of the classification algorithm in the event recognition com-
ponent. To this end, the proposed methods are evaluated in Chapter 5 for
the task of event recognition using the video collections of TRECVID MED
evaluation track.
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5. Experimental evaluation on
TRECVID
In this chapter, the video datasets of TRECVID MED 2010 and 2011
[30, 31] are used for the evaluation of several methods presented in the
thesis for the tasks of event detection and event recounting1. For the
former, we compare the proposed LSSVM (Section 4.3), MSDA+LSVM
(Section 3.3), SRECOC (Section 4.2) and KMSDA+LSVM (Section 3.6)
with LSVM [22], KDA+LSVM [121], and KSVM [22]. That is, the experi-
mental evaluation consists of 1 linear (LSVM), 2 linear subclass (LSSVM,
MSDA+LSVM), 2 kernel (KSVM, KDA+LSVM), and 2 kernel subclass
(SRECOC, KMSDA+LSVM) methods. In order to allow the use of appro-
priate performance measures (e.g., average precision [192]), the DA methods
above have been combined with a LSVM classifier (instead of the NN clas-
sifier as in Chapter 3) so that an event DoC can be derived for each video.
Similarly, for LSSVM the implementation in [187,188] is exploited to derive
a probabilistic output concerning the event presence in a video.
For the task of event recounting, a subset of the MED 2010 dataset is used
for the comparison of a recounter based on the proposed FSMSDA (Section
3.7) with one that is based on FSLDA [142] and one designed using the “raw”
DoCs of model vectors. The evaluation set for the recounting task is created
by first exploiting the SRECOC-based event detectors (derived during the
event detection task) to provide a ranked list of the MED 2010 test videos
for each event, and then manually selecting the top 20 positive event videos
from each ranked list. Each recounter is then used to generate a VERD for
each video, and judgment responses from five human judges with respect to
the quality of the VERDs to describe the video events are used to compute
the performance of each recounter. In overall, the above experiment can be
1An evaluation using the TRECVID MED 2012 dataset [52] can not be performed be-
cause the ground truth of the test data concerning this dataset has not been provided
yet by the TRECVID organizers.
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conceived as an evaluation study of the joint content-event model presented
in Chapter 2 for indexing real-world videos. We should note that relevant
evaluation results in the TRECVID MED 2010-12 datasets [30,31,52] have
been reported in [44,169,193–195].
The rest of the chapter is organized as follows. In Section 5.1 the two
evaluation datasets (TRECVID MED 2010 and 2011) are described, while
in Section 5.2 the model vector approach for representing videos is outlined.
In Sections 5.3 and 5.4 experimental results concerning several methods
proposed in the previous chapters for the tasks of event detection and event
recounting, respectively, are presented. Finally, Section 5.5 concludes the
chapter.
5.1. Datasets
The video datasets of the TRECVID MED evaluation track are among
the most challenging in the field of video event detection. The MED 2010
dataset contains 1745 development and 1742 test videos belonging to one
of 3 target events or to another “rest-of-world” (also called uninteresting or
non-target) event (upper part of Table 5.1), whereas, the MED 2011 dataset
consists of 13113 development videos and 32037 test videos associated with
one of 10 target events or with another “rest-of-world” event (lower part
of Table 5.1). One example keyframe for each target event of MED 2010,
MED 2011 and from three “rest-of-world” events are shown in Figures 5.1,
5.2, 5.3 and 5.4.
5.2. Video representation
Initially, the TRECVID SIN 2012 [52] dataset is used to derive one concept
detector for each of the F = 346 SIN 2012 task concepts. That is, the dataset
used for training the visual concept detectors is completely different from
the dataset used for the evaluation of the event detectors. Low-level visual
feature vectors in R4000 are derived according to the procedure described in
Section 2.5.1, i.e., using the opponentSIFT descriptor at densely sampled
interest points, the 1× 3 spatial pyramid decomposition scheme with 1000
visual words at each pyramid level, and the soft assignment BoW technique.
The derived feature vectors are then used for training one LSVM-based
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Table 5.1.: TRECVID MED 2010 and 2011 video datasets.
MED 2010 Events Dev. Test
E01 – Assembling a shelter 48 50
E02 – Batting a run in 50 52
E03 – Making a cake 48 58
E00 – Rest-of-world 1599 1582
MED 11 Events Dev. Test
E06 – Birthday party 221 172
E07 – Changing a vehicle tire 119 113
E08 – Flash mob gathering 191 135
E09 – Getting a vehicle unstuck 151 83
E10 – Grooming an animal 143 81
E11 – Making a sandwich 186 137
E12 – Parade 171 187
E13 – Parkour 134 102
E14 – Repairing an appliance 137 88
E15 – Working on a sewing project 124 82
E00 – Rest-of-world 13113 32037
event detector gκ for each SIN concept.
Following the procedure described in Section 2.5.2, each video in both
the MED 2010 and MED 2011 datasets is decoded, one frame every 6 sec-
onds is uniformly selected, and the low-level feature extraction procedure
described above is again used to represent each frame with a feature vector
in R4000. For the MED 2010 dataset a model vector is retrieved for each
keyframe using the aforementioned 346 concept detectors, and the model
vectors referring to the same video are averaged providing a model vector
for each video in R346. On the other hand, for the MED 2011 dataset, 172
concept detectors (out of the 346) are used to represent each video with a
172-dimensional model vector2.
5.3. Event detection
In this section, the model vector datasets created above using the MED
2010 and 2011 video collections are used for the evaluation of the follow-
2Due to time constraints, the 172 most relevant concept detectors (according to their
relation with the MED 2011 target events) were selected.
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Assembling a shelter (E01)
Batting a run in (E02)
Making a cake (E03)
Figure 5.1.: Example keyframes for each MED 2010 event (E01-E03).
ing seven methods: LSSVM (Section 4.3), MSDA+LSVM (Section 3.3),
KMSDA+LSVM (Section 3.6), SRECOC (Section 4.2), LSVM [22], KDA+
LSVM [121], and KSVM [22]. For each method the corresponding develop-
ment set is used to learn the three and ten target events of MED 2010 and
MED 2011 respectively. The Matlab [145] environment was used for the
implementation of MSDA, KDA, KMSDA, LSSVM and SRECOC, while
for LSVM, KSVM and the base classifiers of SRECOC, the libsvm [190]
package was utilized.
5.3.1. Evaluation measures
For assessing the performance of the i-th event detector the average precision
APi [192] is used to measure the overall retrieval effectiveness of a method
APi =
1
Mi
M∑
n=1
Mni
n
Rin, (5.1)
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Birthday party (E06)
Changing a vehicle tire (E07)
Flash mob gathering (E08)
Getting a vehicle unstuck (E09)
Grooming an animal (E10)
Figure 5.2.: Example keyframes for five MED 2011 events (E06-E10).
where, M , Mi, M
n
i , are the total number of videos in the test set, the
number of test videos belonging to the i-th event, and number of i-th event
videos in the n-top ranked list returned by the detection method; Rin is an
indicator function with Rin = 1 if the n-th video in the ranked list belongs to
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Making a sandwich (E11)
Parade (E12)
Parkour (E13)
Repairing an appliance (E14)
Working on a sewing project (E15)
Figure 5.3.: Example keyframes for five MED 2011 events (E11-E15).
the i-th event and Rin = 0 otherwise. The overall performance of a method
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Figure 5.4.: Example keyframes for three “rest-of-world” MED events.
is then measured using the mean AP (MAP) along all events in a dataset
MAP =
1
C
C∑
i=1
APi, (5.2)
where, C is the total number of events.
To provide additional insight, we also compute the missed detection (MD)
and false alarm (FA) rates3, as well as the measure Siτ [196]:
Siτ = P
i
MD + τP
i
FA, (5.3)
where, P iMD = M
i
MD/Mi, P
i
FA = M
i
FA/(M −Mi), M iMD, M iFA and τ are
the MD rate, FA rate, number of MDs and FAs concerning the i-th event,
and desired miss-to-false-alarm ratio respectively. The measure Sτ expresses
the degree to which the considered event detection method (realized using a
specific set of parameters) achieves a desired compromise (expressed by the
3The AP , PMD and PFA are among the primary evaluation measures in TRECVID
MED evaluation track [6].
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parameter τ) between MD and FA. For instance, in the TRECVID MED
evaluation track [52] a FAs rate penalty of τ = 12.5 is desired considering
that in typical retrieval applications users may not tolerate FAs in the first
page of retrieved documents. To this end, we should note that a larger APi
and a smaller Siτ indicate a better retrieval performance.
5.3.2. Experimental setup
In the stage of model selection, following the recommendation in [197], the
SVM penalty term C is computed using C = max(||µ + 3σ||, ||µ − 3σ||),
where, µ and σ are the sample mean and sample standard deviation vector
of the training data respectively. For the subclass methods (LSSVM, SRE-
COC, MSDA+LSVM, KMSDA+LSVM) we need to identify the number
of subclasses H1 in the target event class, while for SRECOC the recod-
ing parameter ϕ (4.5). For the kernel-based methods (KSVM, SRECOC,
KDA+LSVM, KMSDA+LSVM) the Gaussian radial basis function (RBF)
k(xi,xj) = exp(−ρ‖xi − xj‖2), ρ ∈ R+ is utilized [22]. Thus, for these
methods we additionally require the identification of the RBF scaling pa-
rameter ρ. These parameters (H1, ρ, ϕ) are estimated using a grid search on
a 5-fold cross-validation procedure, where at each fold the development set
is split to 70% training set and 30% validation set. The overall optimization
procedure is guided by the maximization of AP . The estimated parameters
are then applied to the overall development set in order to derive the target
event detectors, and the derived detectors are evaluated in terms of the AP
measure using the test sets of the TRECVID MED collections (Table 5.1).
Moreover, in order to gain additional insight concerning the performance of
a method Sτ , PMD, PFA, and the number of MDs, FAs, true negatives
(TNs) and true positives (TPs) are also reported. In particular, using the
derived set of DoCs referring to a particular trained event detector and
the test ground truth labels, a detection threshold value is selected that
best approximates the desired operating point, i.e., minimizes the quantity
PMD
PFA
− τ , where in our experiments τ = 12.5.
5.3.3. Experimental results
The performance of the proposed methods in terms of the AP and MAP
measures defined in Section 5.3.1 for each event in MED 2010 and MED
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2011 dataset is shown in bar plots in Figures 5.5 and 5.6 respectively, where
a black bar denotes the best performance among the methods in the plot.
The overall performance in terms of MAP along all events for each dataset
is shown in Figure 5.7. Concerning the estimated parameters, the opti-
mum ρ was usually identified in [0, 8], while H1 was identified in different
regions depending on the underlying type of the method (linear or kernel)
as examined later in this section. Finally, the application of the identified
recoding parameter ϕ ∈ [0.1, 1] provided always better or at least the same
performance in comparison to the conventional SECOC.
From the obtained results we observe that the kernel subclass meth-
ods (KMSDA+LSVM, SRECOC) provide the best performance in both
datasets. The linear subclass methods (LSSVM, KMSDA+LSSVM) per-
form always better than the linear one, and provide competitive perfor-
mance to the kernel methods for events E01 and E02 of MED 2010 dataset;
however clearly underperform the kernel subclass ones in the MED 2011
dataset. Examining each method separately, we see that KMSDA+LSVM
outperforms the other methods in terms of MAP along all the events (Figure
5.7) and in terms of AP for most of the events (Figures 5.5, 5.6). The second
best performance is usually attained by SRECOC, which additionally out-
performs KMSDA+LSVM in 4 out of the 13 events (E02, E03, E06, E15).
Concerning the two linear subclass methods (MSDA+LSVM and LSSVM),
MSDA+LSVM achieves higher MAP in MED 2010, while both methods
have equivalent performance in MED 2011.
Figure 5.5.: Evaluation results in terms of AP for each MED 2010 event.
The performance of each method in terms of Sτ , PMD, PFA at an oper-
ating point with τ ' 12.5, as explained in Section 5.3.2, are presented in
Table 5.2 for the MED 2010 events, and in Tables 5.3 and 5.4 for the events
of MED 2011. Additionally, the average values for the aforementioned mea-
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Figure 5.6.: Evaluation results in terms of AP for each MED 2011 event.
sures along the events for each dataset are shown in Table 5.5. In these
tables, the best attained performance for an event (Tables 5.2, 5.3, 5.4) or
along all events in the MED 2010 and 2011 datasets (Table 5.5) is denoted
with bold fonts. We again see that in most cases the subclass methods
outperform their conventional (one class) counterparts. From the results
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Figure 5.7.: Evaluation performance in terms of MAP for the MED 2010
and MED 2011 datasets.
Table 5.2.: Experimental results in terms of Sτ , PMD and PFA in MED 2010
dataset.
E01 Sτ PMD PFA
PMD
PFA
MD FA TN TP
LSVM 1.417 0.700 0.0573 12.2 35 97 1595 15
LSSVM 1.367 0.680 0.0550 12.3 34 93 1599 16
KSVM 1.323 0.680 0.0514 13.2 34 87 1605 16
SRECOC 1.374 0.680 0.0556 12.2 34 94 1598 16
MSDA+LSVM 1.283 0.640 0.0514 12.4 32 87 1605 18
KDA+LSVM 1.221 0.600 0.0496 12.1 30 84 1608 20
KMSDA+LSVM 1.191 0.600 0.0473 12.7 30 80 1612 20
E02
LSVM 0.735 0.365 0.0295 12.3 19 50 1640 33
LSSVM 0.639 0.326 0.0289 11.3 17 49 1641 35
KSVM 0.519 0.230 0.0230 10.0 12 39 1651 40
SRECOC 0.494 0.250 0.0195 12.8 13 33 1657 39
MSDA+LSVM 0.542 0.269 0.0218 12.3 14 37 1653 38
KDA+LSVM 0.539 0.288 0.0201 14.3 15 34 1656 37
KMSDA+LSVM 0.501 0.250 0.0201 12.4 13 34 1656 39
E03
LSVM 1.587 0.793 0.0635 12.5 46 107 1577 12
LSSVM 1.468 0.741 0.0581 12.7 43 98 1586 15
KSVM 1.140 0.568 0.0457 12.4 33 77 1607 25
SRECOC 1.130 0.551 0.0463 11.9 32 78 1606 26
MSDA+LSVM 1.152 0.758 0.0611 12.4 44 103 1581 14
KDA+LSVM 1.214 0.620 0.0475 13.1 36 80 1604 22
KMSDA+LSVM 1.155 0.568 0.0469 12.1 33 79 1605 25
in Table 5.5 we observe that in overall the best performance is obtained
from KMSDA+LSVM followed by KDA+LSVM. It is interesting to note
that the third best results in the medium-scale dataset (MED 2010) are
obtained from MSDA+LSVM, which is a linear subclass method. However,
this is not true for the large-scale dataset (MED 2011), where SRECOC is
the third best method, performing very closely to KDA+LSVM. We also ex-
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Table 5.3.: Experimental results in terms of Sτ , PMD and PFA in MED 2011
dataset (events E06 – E10).
E06 Sτ PMD PFA
PMD
PFA
MD FA TN TP
LSVM 1.788 0.912 0.0700 13.0 157 2232 29633 15
LSSVM 1.631 0.819 0.0649 12.6 141 2069 29796 31
KSVM 1.172 0.593 0.0464 12.8 102 1477 30388 70
SRECOC 1.161 0.587 0.0459 12.8 101 1463 30402 71
MSDA+LSVM 1.429 0.715 0.0571 12.5 123 1820 30045 49
KDA+LSVM 1.085 0.697 0.0310 22.5 120 988 30877 52
KMSDA+LSVM 1.180 0.569 0.0489 11.7 98 1557 30308 74
E07
LSVM 1.539 0.734 0.0644 11.4 83 2056 29868 30
LSSVM 1.346 0.672 0.0539 12.5 76 1722 30202 37
KSVM 1.047 0.522 0.0420 12.4 59 1342 30582 54
SRECOC 1.065 0.530 0.0424 12.5 60 1355 30569 53
MSDA+LSVM 1.169 0.584 0.0468 12.5 66 1496 30428 47
KDA+LSVM 1.002 0.495 0.0405 12.2 56 1294 30630 57
KMSDA+LSVM 0.933 0.477 0.0364 13.1 54 1163 30761 59
E08
LSVM 1.006 0.503 0.0401 12.5 68 1282 30620 67
LSSVM 0.769 0.385 0.0307 12.5 52 980 30922 83
KSVM 0.650 0.333 0.0253 13.1 45 810 31092 90
SRECOC 0.590 0.296 0.0235 12.6 40 752 31150 95
MSDA+LSVM 0.714 0.355 0.0286 12.4 48 915 30987 87
KDA+LSVM 0.553 0.325 0.0182 17.9 44 581 31321 91
KMSDA+LSVM 0.585 0.296 0.0231 12.8 40 737 31165 95
E09
LSVM 1.384 0.698 0.0548 12.7 58 1754 30200 25
LSSVM 1.169 0.590 0.0463 12.7 49 1481 30473 34
KSVM 1.004 0.506 0.0398 12.7 42 1273 30681 41
SRECOC 0.925 0.457 0.0374 12.2 38 1196 30758 45
MSDA+LSVM 1.318 0.662 0.0524 12.6 55 1676 30278 28
KDA+LSVM 0.912 0.457 0.0363 12.6 38 1163 30791 45
KMSDA+LSVM 0.936 0.481 0.0363 13.2 40 1163 30791 43
E10
LSVM 1.872 0.913 0.0766 11.9 74 2451 29505 7
LSSVM 1.639 0.802 0.0669 12.0 65 2139 29817 16
KSVM 1.211 0.604 0.0485 12.5 49 1550 30406 32
SRECOC 1.104 0.555 0.0439 12.6 45 1404 30552 36
MSDA+LSVM 1.559 0.777 0.0625 12.4 63 1999 29957 18
KDA+LSVM 1.178 0.592 0.0502 12.2 48 1607 30349 33
KMSDA+LSVM 1.144 0.567 0.0460 12.3 46 1473 30483 35
amine whether the evaluated methods accomplish the targets of the MED
2012 evaluation track, i.e., achieve PMD < 50% and PFA < 4%. This is
shown in Table 5.6, where we see that KMSDA+LSVM fulfills this target
for 7 out of the 13 events, followed by SRECOC and KDA+LSVM, KSVM,
LSSVM, MSDA+LSVM and LSVM, that meet this target for 6, 4, 3, 2, and
1 events respectively.
In Figures 5.8, 5.9 and 5.10 we study the influence of the number of sub-
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Table 5.4.: Experimental results in terms of Sτ , PMD and PFA in MED 2011
dataset (events E11 – E15).
E11 Sτ PMD PFA
PMD
PFA
MD FA TN TP
LSVM 1.837 0.919 0.0734 12.5 126 2342 29558 11
LSSVM 1.621 0.810 0.0648 12.5 111 2070 29830 26
KSVM 1.184 0.591 0.0474 12.4 81 1515 30385 56
SRECOC 1.155 0.576 0.0463 12.4 79 1478 30422 58
MSDA+LSVM 1.489 0.744 0.0595 12.5 102 1901 29999 35
KDA+LSVM 1.262 0.649 0.0490 13.3 89 1564 30336 48
KMSDA+LSVM 1.198 0.591 0.0485 12.2 81 1549 30351 56
E12
LSVM 1.598 0.802 0.0637 12.6 150 2029 29821 37
LSSVM 1.006 0.497 0.0407 12.2 93 1297 30553 94
KSVM 0.988 0.491 0.0397 12.4 92 1265 30585 95
SRECOC 0.975 0.486 0.0390 12.4 91 1245 30605 96
MSDA+LSVM 1.174 0.582 0.0473 12.3 109 1508 30342 78
KDA+LSVM 0.903 0.459 0.0354 13.0 86 1130 30720 101
KMSDA+LSVM 0.889 0.438 0.0360 12.2 82 1149 30701 105
E13
LSVM 1.902 0.950 0.0761 12.5 97 2432 29503 5
LSSVM 1.562 0.784 0.0622 12.6 80 1988 29947 22
KSVM 0.853 0.450 0.0322 14.0 46 1029 30906 56
SRECOC 0.857 0.450 0.0325 13.9 46 1038 30897 56
MSDA+LSVM 1.667 0.833 0.0667 12.5 85 2132 29803 17
KDA+LSVM 0.903 0.470 0.0346 13.6 48 1107 30828 54
KMSDA+LSVM 0.823 0.411 0.0329 12.5 42 1052 30883 60
E14
LSVM 1.683 0.818 0.0692 11.8 72 2212 29737 16
LSSVM 1.275 0.636 0.0511 12.5 56 1633 30316 32
KSVM 1.048 0.534 0.0411 13.0 47 1314 30635 41
SRECOC 0.955 0.477 0.0382 12.5 42 1221 30728 46
MSDA+LSVM 1.387 0.693 0.0555 12.5 61 1774 30175 27
KDA+LSVM 0.961 0.556 0.0323 17.2 49 1034 30915 39
KMSDA+LSVM 0.911 0.477 0.0347 13.7 42 1111 30838 46
E15
LSVM 1.695 0.853 0.0673 12.7 70 2151 29804 12
LSSVM 1.466 0.731 0.0587 12.5 60 1878 30077 22
KSVM 1.357 0.670 0.0549 12.2 55 1756 30199 27
SRECOC 1.338 0.670 0.0534 12.5 55 1708 30247 27
MSDA+LSVM 1.881 0.939 0.0754 12.5 77 2410 29545 5
KDA+LSVM 1.349 0.670 0.0542 12.4 55 1734 30221 27
KMSDA+LSVM 1.342 0.670 0.0537 12.5 55 1716 30239 27
classes H1 in the performance of LSSVM, SRECOC and KMSDA+LSVM
(MSDA+LSVM appeared slight variations in performance against H1 and
therefore was excluded from this study). In particular, we plot the perfor-
mance of these methods in terms of AP against the number of subclasses.
This is done by keeping fixed the parameters identified during the CV pro-
cedure for each method (except H1), and creating a set of event detectors by
varying the number of subclasses. The trained detectors were then applied
126
Table 5.5.: Overall performance in terms of Sτ , PMD and PFA in MED 2010
and MED 2010 datasets.
MED 2010 MED 2011
Sτ PMD PFA Sτ PMD PFA
LSVM 1.2463 0.6193 0.0501 1.6304 0.8102 0.0656
LSSVM 1.1580 0.5823 0.0473 1.3484 0.6726 0.0540
KSVM 0.9940 0.4927 0.0400 1.0514 0.5294 0.0417
SRECOC 0.9993 0.4937 0.0405 1.0125 0.5084 0.0402
MSDA+LSVM 0.9923 0.5557 0.0448 1.3787 0.6884 0.0552
KDA+LSVM 0.9913 0.5027 0.0391 1.0108 0.5370 0.0382
KMSDA+LSVM 0.9490 0.4727 0.0381 0.9941 0.4977 0.0396
Table 5.6.: Events for which the evaluated method achieved the goals of
MED 2012 evaluation (PMD < 50% and PFA < 4%).
LSVM LSSVM KSVM SRECOC MSDA+LSVM KDA+LSVM KMSDA+LSVM
E01
E02 X X X X X X X
E03
E06
E07 X X
E08 X X X X X X
E09 X X X
E10
E11
E12 X X X X X
E13 X X X X
E14 X X
E15
in the test sets of MED 2010 and 2011. The number of subclasses was:
H1 ∈ [1, 12] for all the algorithms in MED 2010 and for LSSVM in MED
2011; H1 ∈ [1, 7] for SRECOC and KSVM+MSDA in MED 2011. We should
note that for H1 = 1 the used algorithm is equivalent to the conventional
(one class) counterpart, i.e., LSVM (for LSSVM), KSVM (for SRECOC)
and KDA+LSVM (for KMSDA+LSVM). The plots corresponding to the
MED 2010 and 2011 events are shown in Figures 5.8 and 5.9 respectively.
The same information is presented in Figure 5.10, however, the plots cor-
responding to the events of the same dataset are grouped according to the
applied detection method. From these figures we can conclude the following.
The kernel subclass methods (SRECOC, KMSDA+LSVM) usually obtain
a small but noticeable performance gain for H1 > 1. For these methods, the
region H1 ∈ [2, 3] seems to provide a satisfying performance gain in most
cases; on the other hand, for larger H1 a degradation in performance may be
observed for SRECOC (e.g. see event E02). For LSSVM, a stronger perfor-
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mance gain is usually observed by increasing the number of subclasses (e.g.
see events E01, E08 and E12), while a good choice for H1 is provided in the
region [6, 11]. In overall, the algorithms exhibit a more stable behavior in
the MED 2011 dataset, which can be explained by the much larger size of
this set in comparison to the medium-scale MED 2010 dataset.
Figure 5.8.: Influence of the number of subclasses H1 in the performance
of LSSVM, SRECOC and KMSDA+LSVM for the MED 2010
events.
Table 5.7.: Training and testing speedup rates for MED 2011 dataset.
Training Testing
LSVM 1 1
LSSVM 0.261 0.547
KSVM 0.111 0.898
SRECOC 0.066 0.413
MSDA+LSVM 0.770 94
KDA+LSVM 0.026 3
KMSDA+LSVM 0.013 2.7
Moreover, for evaluating the computational complexity of the algorithms
we recorded the testing and training time for learning one MED 2011 event
on a Intel i7 3.5-GHz machine. In particular, the speedup rate sκ of method
κ over LSVM was computed using sκ = Tlsvm/Tκ, where Tlsvm and Tκ
are the training (or testing) time referring to LSVM and the κ-th algo-
rithm respectively. From the obtained results, shown in Figure 5.7, we
verify that the linear and subclass linear methods outperform the kernel-
based ones in terms of training time. On the other hand, we observe
that using the particular SVM implementation the linear methods (LSVM,
LSSVM) are moderately faster from the kernel ones (KSVM, SRECOC)
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Figure 5.9.: Influence of the number of subclasses H1 in the performance
of LSSVM, SRECOC and KMSDA+LSVM for the MED 2011
events.
during the testing stage, while the methods exploiting a DA preprocess-
ing step (MSDA+LSVM, KDA+LSVM, KMSDA+LSVM) provide the best
performance. The latter result can be explained by the fact that the LSVM
classifier is applied in a much lower dimensional space where the data are
expected to be linearly separable.
129
Figure 5.10.: Influence of the number of subclasses H1 in the performance
of LSSVM, SRECOC and KMSDA+LSVM in the MED 2010
(left) and MED 2011 (right) datasets.
In order to gain additional insight in the behavior of the different methods
along events and datasets we resort to a basic inequality in structural risk
minimization (SRM) relating the generalization of a classifier (error rates in
tests sets) with its capacity (the ability of a classifier to learn any training
set without error) and the empirical error of the classifier attained in a
particular training dataset [22,198]
R(θ) ≤ Remp(θ) + V Cconf , (5.4)
V Cconf =
√
[h(log(2N/h) +N)− log(η/4)]/N, (5.5)
where, θ is the set of fixed parameters realizing the trained classifier, (e.g.,
for LSVM it is the identified weight vector w and bias term b), R(θ) is the
expected test error (called actual risk), Remp(θ) is the measured mean error
rate on the training set (called empirical risk), N is the number of training
observations, η ∈ [0, 1] denotes the loss confidence level [198], and h, V Cconf
are the so called Vapnik Chervonenkis (VC) dimension (a measure for the
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capacity of a classifier) and VC confidence respectively. The right hand side
of (5.4) is called risk bound as given h we can compute an upper bound on
the expected generalization performance of the classifier. Therefore, in SRM
the classifier that provides the most tight risk bound is selected (e.g. for
classifiers with approximately equivalent Remp(θ) select the classifier with
the smallest capacity h).
Regarding LSVM as a simple oriented hyperplane classifier, its capacity
can be expressed as hlsvm = F +1 [22,198], where F is the dimension of the
observation vectors in the input space4. Similarly, for methods including
a DA step (MSDA+LSVM, KDA+LSVM, KMSDA+LSVM) the maximum
capacity is hda+lsvm = D+ 1, where D is the dimensionality of the observa-
tion vectors in the discriminant subspace (D  F ). Therefore, intuitively
we can write hda+lsvm < hlsvm < hksvm < hsrecoc. Similarly, for the em-
pirical error along all events we have Rlsvmemp > R
lssvm
emp ' Rmsda+lsvmemp >
Rksvmemp ' Rkda+lsvmemp > Rsrecocemp ' Rkmsda+lsvmemp (where we write Remp instead
of Remp(θ) for simplicity). From the above analysis we can conclude the
following. Firstly, the introduction of the new class of subclass algorithms
allows for a more smooth variation of the risk bound along the different class
of algorithms, which can effectively aid the selection of a more appropriate
algorithm for the specific dataset (i.e., choosing the classifier with the right
balance between empirical error and capacity for the particular dataset). For
instance, we observe that for E01 and E02 events the intermediate capacity
algorithms (LSSVM, MSDA+LSVM) provide equivalent detection accuracy
to the kernel ones. Therefore, considering that this algorithms are much less
demanding in terms of computational time and memory requirements, they
should be used in these events. Secondly, the use of a DA step may both
reduce Remp(θ) and h of the classifier, which for instance explains the ex-
cellent performance of KMSDA+LSVM in the MED 2011 dataset. Finally,
we should note that as we increase the number of training observations N
the influence of the classifier’s capacity h in the risk bound (5.5) is allevi-
ated. Therefore, we expect that for even more challenging datasets (in terms
of size and quality of feature representation) subclass kernel methods can
provide further accuracy gains compared to the conventional kernel ones.
4For the capacity h of LSVM the following inequality holds h ≤ min(r2/c, F ) + 1, where
r is the radius of smallest hypersphere containing all data, and c is a constant value
satisfying ||w||2 ≤ c [22, 198]. That is, maxh ≤ F + 1. Thus, for easy of presentation
we assume that LSVM receives the maximum possible capacity.
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5.4. Event recounting
In this section, the model vector-based video representation is utilized to
extend the proposed FSMSDA as well as FSLDA [142] for the task of event
recounting. The MSDA-based recounter is then evaluated using a subset
of the MED 2010 test videos, and compared with the LDA-based recounter
and one that directly exploits the DoCs in the model vector representation.
Specifically, the 3 SRECOC-based MED 2010 event detectors derived in
Section 5.3 are applied on the MED 2010 test set to generate one rank list
for each event, 20 positive event videos are selected manually from each
ranked list using the ground truth video annotation, and the 3 recounters
are applied to the selected set of videos producing a set of 60 VERDs in
total. The created set of VERDs along with a subset of related videos are
then provided to five judges, and the responses of the judges are exploited
for evaluating the performance of the recounters.
We should note that the experimental setup in this section can be also
conceived as a user evaluation of the proposed joint content-event model
described in Chapter 2 for indexing real-world videos with VERDs (see
for instance the application example of the model in Section 2.6). That
is, video content is represented using keyframes, the model’s referencing
mechanism consists of the opponentSIFT-based low-level visual analysis
unit (Section 5.2), the 346 SIN 2012 concept detectors (Section 5.2), the
SRECOC-based event detector (5.3) and the MSDA-based event recounter
(5.4), while VERD structures are used for modelling the video events.
5.4.1. Event recounters for comparison
In order to fully take advantage of the model vector video representation in
building a recounting function, the weight vector ε (3.71) of FSMSDA (Section
3.7) is exploited in building the MSDA recounter,
rmsda = sort(ε~ x, I), (5.6)
where the sort(x, I) vector operator returns the I largest values of x in
descending order, along with the respective indices. In (5.6), the DoC con-
cerning the presence of the cκ concept in a video is weighted with a signifi-
cance value εκ (computed according to (3.71)) that denotes the importance
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of this concept for the detection of the target event. With this modification
the DoC that a concept is depicted in the particular video is also taken
into account as opposed to using directly the feature selection approach of
(3.70) [142]. Moreover, each concept is associated with a DoC regarding the
target event, which allows the creation of a ranked list of concepts that best
describe jointly the video and the event of interest depicted on it.
During the evaluation procedure, the proposed recounter (5.6) is com-
pared against two other event recounting approaches:
1) Input space recounter : the original concept detector responses can be
used for selecting the highest-ranking concepts,
rin = sort(x, I) (5.7)
2) LDA-based recounter : similarly to the proposed MSDA-based method,
an LDA-based recounter can be designed by modifying the feature selection
approach in (3.70) [142] as follows:
rlda = sort(u~ x, I) (5.8)
5.4.2. Evaluation experiments and measures
The ability of an event recounter to generate an expressive VERD is evalu-
ated according to the methodology of [52] as described in the following.
Verd-to-event experiment
In this experiment a set of unlabeled VERDs (which belong to E different
events and were generated by O different recounters) are provided to S
judges, and the task of each judge is to classify each VERD to one of the
target events. Let No,e denote the number of VERDs that belong to the e-th
target event and were generated by the o-th recounter, and N˘ so,e (≤ No,e)
the number of the above VERDs that are correctly classified to the e-th
event by the s-th judge. Based on [52] the following measures are defined:
1) The verd-to-event correct classification rate for the o-th recounter and
the e-th target event (Ro,eE ) is defined as the fraction of judgments of the s-th
judge that correctly identified the target event, averaged across all judges:
Ro,eE =
∑S
s=1 N˘
s
o,e/(S ·No,e).
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2) The verd-to-event average correct classification rate of the o-th re-
counter (RoE) is defined as the average of R
o,e
E across all events: R
o
E =∑E
e=1R
o,e
E /E.
Verd-to-clip experiment
In this experiment, for each event and each recounter a set of video clips
and their associated VERDs are provided to S judges. That is, in total
O · E sets are used: (o, e) ∈ {1, . . . , O} × {1, . . . , E}; within each set, the
clips belong to the same event and their VERDs have been generated by the
same recounter. No information is provided to the judges regarding which
recounter was used and to which event the VERDs refer to. The task of the
judges is, within each set separately, to link the clips with their associated
VERDs. This task examines how characteristic of each video the VERD
descriptors are.
Let Mo,e denote the number of VERDs that belong in the set associated
with the o-th recounter and the e-th event class, and M˘ so,e (≤ Mo,e) the
number of correct VERD-clip pairs provided by the s-th judge. Following
[52] the following measures are used:
1) The verd-to-clip correct classification rate concerning the o-th recounter
and the e-th target event (Ro,eC ) is defined as the fraction of valid VERD-
clip pairs provided by the s-th judge, averaged across all judges: Ro,eC =∑S
s=1 M˘
s
o,e/(S ·Mo,e).
2) The verd-to-clip average correct classification rate of the o-th recounter
(RoC) is defined as the average of R
o,e
C across all events: R
o
C =
∑E
e=1R
o,e
C /E.
5.4.3. Creation of VERD datasets
For the evaluation of the proposed recounter and its comparison with the
other recounters presented in Section 5.4.1 two datasets are generated as
explained in the following.
The 3 target event detectors created using SRECOC and the development
set of MED 2010 are used to automatically associate each video in the test
set of MED 2010 with one DoC value for each event. Thus, a ranked list of
videos for each event is created. Three sets of video clips are then formed
by selecting the first top 20 positive event clips from each ranked list using
the ground-truth video annotation. Subsequently, the three recounters, rin,
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Table 5.8.: Dataset of VERDs for the evaluation of the event recounters.
event
name
# top ranked
eval. clips
# VERD (verd-to-event) # VERD (verd-to-clip)
rin rlda rmsda rin rlda rmsda
assembl. shelter 20 20 20 20 5 5 5
batting run in 20 20 20 20 5 5 5
making cake 20 20 20 20 5 5 5
rlda and rmsda, are used to provide a VERD for each of the selected clips.
The number of recounting concepts for the recounter in (5.6), (5.7), (5.8) is
set to I = 15, and the number of selected columns in (3.71) for rmsda is set
to Ω = 2 (note that for two class problems only one projection direction can
be derived using conventional LDA; therefore, concerning rlda the number
of columns in (3.69) is Ω = 1). In this way, 9 sets of VERD-clip pairs
are created, where all the VERD-clip pairs within a set refer to a distinct
“event-recounter” combination. The 180 VERDs created using the above
procedure (20 VERDs per set) are used for the verd-to-event experiment.
Additionally, 5 VERD-clip pairs are randomly selected from each set of 20
in order to form 9 evaluation sets for the verd-to-clip experiment (45 VERD-
clip pairs in total). The overall distribution of VERDs for each experiment
is depicted in Table 5.8.
5.4.4. Experimental results
In Figure 5.11 we present one video recounting example for each of the three
events in MED 2010, along with the nine VERDs (three for each video)
generated by the application of the three recounters (rin, rlda and rmsda)
to the videos. In particular, in each example we present three keyframes of
the video along with the VERDs generated by the recounters. From each
VERD the top ten ranked concepts are shown, where correctly identified
concepts are presented with bold fonts, and wrong or very generic concepts
with red italic or red normal font respectively. In the above examples we
observe that the proposed recounter outperforms the other two recounters
in terms of both number of correct concept detections as well as ordering of
the correct concepts in the list. Apart from the improved concept selection
performance, we also see that the proposed recounter effectively discards
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Assembling a shelter
Batting a run in
Making a cake
Figure 5.11.: One video recounting example for each MED 2010 event.
or ranks very low concepts such as “eukaryotic organism” and “primate”,
which are very generic and thus not suitable for describing the content of
the video and the event taking place.
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Table 5.9.: Results for the verd-to-event experiment.
Event rin rlda rmsda
Assembl. shelter 0.800 0.850 0.890
Batting run in 0.490 0.870 0.980
Making cake 0.880 0.940 0.960
Average 0.723 0.887 0.943
For the systematic evaluation of the recounters, experiments are carried
out according to the experimentation methodology of section 5.4.2, using
the datasets of section 5.4.3 and the judgment responses from five human
judges (S = 5). The evaluation results are presented in Tables 5.9 and
5.10 for the verd-to-event and the verd-to-clip experiment respectively. We
observe that:
a) For the verd-to-event experiment (Table 5.9), the exploitation of a
feature selection process to build the event recounter (rlda or rmsda) provides
a significant improvement on the quality of the derived VERDs over the
direct use of the concept DoCs (rin). For instance, for the event “batting a
run in”, the 0.49 of Ro,eE achieved with rin is increased to 0.98 utilizing rmsda.
Using rmsda, a significant average performance boost of approximately 30.4%
and 6.4% is observed over rin and rlda respectively.
b) For the verd-to-clip experiment (Table 5.10), the proposed recounter
provides a significant performance gain over the two other methods for two
of the three considered events. Overall, achieves an average performance
boost of 5.2% and 11.1% over rin and rlda respectively.
c) The verd-to-clip task seems to be more challenging than the verd-to-
event one as indicated by the results. This can probably be attributed to the
number of concepts included in each VERD in our experiment (I = 15), and
to shortcomings of the overall set of 346 concepts in fully describing the video
content. Nevertheless, the proposed method still provides improved perfor-
mance in this experiment as well, by effectively removing highly-ranked
erroneous or very generic concepts.
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Table 5.10.: Results for the verd-to-clip experiment.
Event rin rlda rmsda
Assembl. shelter 0.280 0.280 0.440
Batting run in 0.200 0.160 0.240
Making cake 0.280 0.280 0.120
Average 0.253 0.240 0.267
5.5. Conclusions
In this Chapter several methods described throughout the thesis were eval-
uated for the tasks of event detection and event recounting. The evaluation
was performed using the TRECVID MED 2010 and 2011 video datasets,
where in all cases a model vector approach was exploited to represent the se-
mantic video content. The proposed linear subclass methods provided com-
petitive performance to the kernel-based ones on the medium-scale dataset
(MED 2010), however, underperformed the kernel-based methods on the
large-scale dataset (MED 2011). In all cases the proposed linear subclass
methods provided better performance in comparison to the conventional lin-
ear ones and the proposed kernel subclass methods provided always the best
performance. We should also note that the overall chain of video process-
ing in this chapter (low-level analysis, model vector representation, event
detection and recounting, generation of VERDs, etc.) can be conceived as
the experimental evaluation of the proposed joint content-event model pre-
sented in Chapter 2 for indexing real-world videos with events and their key
semantic entities.
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6. Thesis summary, conclusions
and future work
In this thesis events were used as the cornerstone entity for bridging the
semantic gap between human and machine interpretations as well as for the
effective organization of large-scale video datasets. Moreover, a set of ma-
chine learning approaches were proposed for the effective recognition and
description of events in videos. In the following, we summarize the main
contributions of the thesis, provide conclusions that arose from the experi-
mental evaluation of the proposed methods, and outline several suggestions
for extending the presented work.
6.1. Summary
The main contributions of the thesis include:
• The presentation of a joint content-event model for video indexing
(Chapter 2). Our main emphasis is on the referencing mechanism of
the model, which is responsible for the automatic indexing of videos
with events and for the enrichment of the event descriptions with in-
formation extracted from the analysis of video content. To accomplish
this task, the referencing mechanism utilizes a model vector approach
for the semantic description of the video content, a classification tech-
nique for the recognition of the event depicted in the video, and a
recounting algorithm for the extraction of the key semantic event en-
tities.
• The presentation of a set of novel methods dealing with limitations of
current subclass DA methods (Chapter 3). Most importantly, a link
between subclass DA and the Gaussian mixture model is provided, the
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subclass separation problem is defined and investigated, the applica-
tion of the kernel-trick for handling nonlinearly separable subclasses
is examined and the applicability of subclass DA methods for feature
selection is explored.
• The investigation of subclass SVM approaches (Chapter 4). In partic-
ular, two methods are proposed: a) SRECOC that extends SECOC
using the recoding trick and exploits the properties of the LWD mea-
sure in order to derive a class probability estimate along different sub-
class classifiers, and, b) linear subclass SVMs (LSSVMs) that extend
MSVMs for the efficient classification of piece-wise linearly separable
data.
• Experimental results in several publicly available benchmarks from
the UCI [32], and Gunnar Ra¨tsch’s [153] repositories, the Four Face
database collection [28,29] and other (Chapter 3 and 4). Moreover, the
effectiveness of the proposed algorithms for the task of event detection
and recounting is demonstrated using the large-scale video collections
of the TRECVID MED evaluation track (Chapter 5). The latter ex-
periments can be also conceived as an overall experimental evaluation
of the proposed joint content-event model.
6.2. Conclusions
The most important conclusions derived from the experimental evaluation
of the proposed methods are outlined in the following:
• The proposed techniques have been developed for the task of event
recognition; however, they are applicable to several other challenging
areas of machine learning as it can be concluded from their good
performance in several other domains, such as face recognition, object
recognition, etc., as it was shown in Sections 3.9 and 4.4.
• The linear subclass methods always outperformed conventional lin-
ear methods in terms of recognition accuracy; in comparison to the
kernel methods provided competitive performance in medium-scale
datasets (e.g., TRECVID MED 2010) and underperformed in large-
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scale datasets (e.g., TRECVID MED 2011). However, in all cases the
proposed subclass kernel methods provided the best performance.
• The kernel methods (e.g., KSDA, KMSDA, SRECOC, etc.) are much
more demanding than linear and subclass linear methods in terms of
both memory and computational time requirements. For instance,
in Chapter 5 for one CV cycle KMSDA required approximately 10
GB memory capacity and more than 1 hour computational time for
completing one CV cycle concerning a TRECVID MED 2011 event
on an Intel i7 3.5 GHz machine, while the corresponding memory
and time requirements for MSDA was less than 0.5 GB and 1 minute
respectively.
• Our strategy in Chapter 5 to combine DA methods with an LSVM
classifier (e.g. KMSDA + LSVM) provided competitive or even bet-
ter detection performance in comparison to the SVM methods oper-
ating directly in the input feature space (e.g., KSVM or SRECOC).
This may be attributed to the fact that DA removes noise or irrele-
vant features prior to the application of the LSVM and at the same
time increases the generalization accuracy of the classifier (see relevant
analysis in Section 5.3.3).
• The excellent performance in the verd-to-event user evaluation (Sec-
tion 5.4) indicates that describing and organizing video content in
terms of events can indeed be exploited to bridge the gap between
human and machine interpretations. On the other hand, the lower
performance attained in the verd-to-clip task indicates that a larger
number of semantic concepts (not only the key semantic entities of
the event) may be necessary for distinguishing videos belonging to
the same event.
6.3. Future work
Interesting future research directions extending the work presented in the
thesis include:
• The exploitation of language templates that can effectively utilize the
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event recounting results (Section 5.4) for providing richer event de-
scriptions.
• The modification of FMSDA (Section 3.5) for feature selection and
event recounting, so that that at each iteration the least significant
feature instead of the least discriminant dimension is discarded.
• The extension of LSSVMs (Section 4.3) using the kernel trick for sep-
arating categories with nonlinearly separable subclasses.
• The utilization of additional feature types in order to provide richer
video content descriptions, such as static features (SIFT-based [59],
SURF [199], etc.), dynamic features (STIP [200], MoSIFT [201], dense
trajectories [202], etc.) audio features (LFCC, MSG [203], etc.), text
features derived using optical character recognition (OCR) and/or au-
tomatic speech recognition (ASR), and other. To this end, SRECOC
(Section 4.2) could be exploited to combine event detectors (late fusion
strategy) trained along subclasses of different feature spaces.
• The implementation with optimized software, e.g., vectorized Mat-
lab code, use of a GPU platform [204], etc., is necessary for further
investigation of the proposed algorithms for large scale experiments.
• Further investigation on methods combining kernel DA approaches
with LSVM classifiers as indicated from the competitive performance
attained from these techniques during the experimental evaluation in
Chapter 5.
• The extension of the subclass DA algorithms presented in Chapter
3 for sequence classification (e.g., classification of model vector se-
quences). For this, a signature-based approach can be used taking
advantage of the work described in [205].
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A. Derivation of equations in
Section 3.4
A.1. Derivation of Eqs. (3.22) and (3.23)
The Gaussian mixture distribution concerning the i-th class in (3.21) can
be derived in terms of latent variables [147,148], as described in the
following. Let Zi ∈ RHi be a categorical latent random vector concerning
the i-th class, whose parameter space Zi is the standard base of RHi , i.e.,
Zi = {ei,1, . . . , ei,Hi}, where only the j-th element of the unit vector ei,j is
equal to one and all other elements are equal to zero. Setting
p(Zi = ei,j) = pii,j and p(x|Zi = ei,j) = N (x|µi,j) the marginal and
conditional densities, p(zi) and p(x|zi), are expressed in terms of the
mixing coefficients and mixture components respectively,
p(zi) =
∏Hi
j=1 pi
zi,j
i,j , p(x|zi) =
∏Hi
j=1N (x|µi,j)zi,j . Thus, using the product
rule of probability we can express the i-th class-conditional joint density as
p(x, zi|ωi) = p(zi|ωi)p(x|zi, ωi) = p(zi)p(x|zi)
=
Hi∏
j=1
(pii,jN (x|µi,j))zi,j , (A.1)
where we have used the fact that x is conditionally independent of ωi
given zi, and zi is independent of ωi. The i-th class-conditional marginal
distribution of x can then be written as
p(x|ωi) =
∑
zi
p(x, zi|ωi) =
Hi∑
j=1
pii,jN (x|µi,j), (A.2)
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which is a Gaussian mixture equivalent to (3.21), and, using the Bayes’
rule the posterior distribution is also derived
p(zi|x, ωi) =
∏Hi
j=1(pii,jN (x|µi,j))zi,j∑Hi
j=1 pii,jN (x|µi,j)
. (A.3)
Therefore, under the i.i.d. assumption, the likelihood of the complete data
set is expressed as (p.108, [135])
p(X,Z|θ) =
C∏
i=1
Ni∏
n=1
p(xni , z
n
i |ωi)
=
C∏
i=1
Ni∏
n=1
Hi∏
j=1
(pii,jN (xni |µi,j))z
n
i,j . (A.4)
while the posterior distribution takes the form
p(Z|X,θ) ∝
C∏
i=1
Ni∏
n=1
Hi∏
j=1
(pii,jN (xni |µi,j))z
n
i,j , (A.5)
where Z is the set of all categorical vectors. Observing that the posterior
distribution is independent over zni,j , the expectation of the categorical
variables can be derived
E[zni,j ] =
∑Hi
j=1 z
n
i,j(pii,jN (xni |µi,j))z
n
i,j∑Hi
j=1 pii,jN (xni |µi,j)
, (A.6)
and simplifying the above, we arrive to the definition of the responsibilities
in (3.23).
Moreover, from (A.5) the log likelihood of the complete data set is
retrieved
ln p(X,Z|θ) =
C∑
i=1
Ni∑
n=1
Hi∑
j=1
zni,j(lnpii,j + lnN (xni |µi,j)) . (A.7)
Applying the expectation operator to the above expression and
substituting E[zni,j ] from (3.23) the expectation of the complete data
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log-likelihood is expressed as
E[ln p(X,Z|θ)]
=
C∑
i=1
Ni∑
n=1
Hi∑
j=1
hni,j(lnpii,j + lnN (xni |µi,j ,Σ))
=
C∑
i=1
Hi∑
j=1
N˜i,j lnpii,j − NF
2
ln(2pi) +
N
2
ln |Σ−1|
−1
2
C∑
i=1
Ni∑
n=1
Hi∑
j=1
hni,j(x
n
i − µi,j)TΣ−1(xni − µi,j) .
(A.8)
Using the identity (xni − µi,j)TΣ−1(xni − µi,j) = (xni − x¯ni )TΣ−1(xni −
x¯i,j) + (x¯i,j − µi,j)TΣ−1(x¯i,j − µi,j) + 2(xni − x¯i,j)TΣ−1(x¯i,j − µi,j) along
with the fact that
∑Ni
n=1(x
n
i − x¯i,j)TΣ−1(x¯i,j − µi,j) = 0, and multiplying
both sides by two, we arrive to (3.22).
A.2. Derivation of Eq. (3.34)
The constraint that the mixing coefficients should sum to one can be
incorporated in (3.33) using C Lagrange multipliers ηi, i = 1, . . . , C.
Therefore, we need to find the stationary point of
C∑
i=1
Ni∑
n=1
Hi∑
j=1
hni,j(lnpii,j + lnN (xni |µi,j))
+
C∑
i=1
ηi(
Hi∑
j=1
pii,j − 1)
(A.9)
with respect to pii,j and ηi. Optimizing over pii,j we arrive to
N˜i,j/pii,j + ηi = 0. If we multiply both sides with pii,j and sum over all
subclasses of the i-th class we get ηi = −Ni. Eliminating ηi we obtain
(3.34).
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B. Key terms & definitions
Bag-of-Words (BoW) : This method exploits a word vocabulary to
represent a document, image or video keyframe with a histogram of
word occurrences. A word vocabulary is generated by clustering a
large set of feature vectors and treating each cluster centre as one
word. The traditional BoW technique has been extended in several
ways, e.g., using a multi-level pyramid decomposition strategy to
encode multimedia information at different granularity levels,
exploiting a soft assignment technique for histogram construction,
etc.
Concept : According to [61] a concept is “an idea or thought that
corresponds to some distinct entity or class of entities, or to its
essential features, or determines the application of a term, and thus
plays a part in the use of reason or language”.
Concept detector : It is the software and/or hardware implementation of
a logical procedure that receives as input a feature vector
representing a particular content segment (e.g., keyframe, shot,
video, etc.) and provides as output a DoC regarding the presence of
the respective semantic concept in the content segment.
Degree of Confidence (DoC) : It is a real number in the range [0,1] that
expresses the reliability of the estimate. For instance, during the
application of a concept detector in a video keyframe the derived
DoC depicts the degree that the respective concept is depicted in the
keyframe.
Event : According to [10] an event “is a purposeful activity, involving
people, acting on objects and interacting with each other to achieve
some result”.
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Event recognizer : It is the software and/or hardware implementation of
a logical procedure that receives as input a feature vector
representing a particular content segment (e.g., keyframe, shot,
video, etc.) and provides a DoC regarding the presence of the target
events in the content segment. In the “target event vs rest-of-world”
scenario (i.e., when only one target event should be recognized) this
component is called event detector.
Event recounter : It is the software and/or hardware implementation of a
logical procedure that receives as input a model vector representing
a particular content segment (e.g., keyframe, shot, video, etc.) and
the label of the detected event (identified using an event recognizer,
or provided by a human user), and gives as output a ranked list
consisting of the key semantic entities related with the event.
First class entity : It is a modelling entity that can exists independently
of other entities (e.g., events defined as first class entities can be
instantiated without requiring the pre-existence of video content),
and can support all operations available to other model entities.
Joint content-event model : This is the name of the model proposed in
this thesis. It consists of a content part for capturing the
spatiotemporal decomposition of the video signal to content
segments (e.g. shots, keyframes, etc.), an event part to describe the
event and its primary elements (e.g. where the event occurred, what
was observed during the event occurrence, etc.), and a referencing
mechanism which facilitates the automatic (or semi-automatic)
enrichment of the event part of the model with information
extracted from the video content.
Model vector : It is the vector created from the ordered concatenation of
the DoCs retrieved using a set of pre-trained semantic concept
detectors. Intuitively, each component of the model vector expresses
the degree of confidence that the respective semantic concept is
depicted in the video keyframe.
Multimedia indexing : It refers to the problem of preprocessing a
database of multimedia content so that multimedia content items
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(keyframes, videos, shots, scenes, etc.) can be efficiently and
accurately retrieved at required granularity levels.
Multimedia event recounting (MER) : It is a textual human and
machine understandable description (e.g., an XML document)
containing the label and enumerating the key semantic entities of the
detected event in a particular multimedia item (text, audio, images,
video, etc.).
Referencing mechanism : This mechanism is in the core of the proposed
joint content-event model. It utilizes a set of video analysis
algorithms for the automatic instantiation of event model instances
and their enrichment with semantic information extracted from
video content.
Semantic gap : Adopting the definition provided in [1]: “The semantic
gap is the lack of coincidence between the information that one can
extract from the visual data and the interpretation that the same
data have for a user in a given situation”.
Video event recounting document (VERD) : It is a MER referring to
video signals.
Video content structuring or segmentation : It is the process of
hierarchically decomposing videos into units (such as image
segments, keyframes, shots, scenes, etc.) and building their
relationships. Thus, indexing of video content at different
granularity levels can be made possible allowing more efficient access
and manipulation of the video information.
Video content : It is the information contained in the video that may
provide value to the end-user of a video processing application.
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