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Abstract
By means of the techniques of Boolean valued analysis, we provide a transfer principle
between duality theory of classical convex risk measures and duality theory of conditional
risk measures. Namely, a conditional risk measure can be interpreted as a classical convex
risk measure within a suitable set-theoretic model. As a consequence, many properties of
a conditional risk measure can be interpreted as basic properties of convex risk measures.
This amounts to a method to interpret a theorem of dual representation of convex risk
measures as a new theorem of dual representation of conditional risk measures. As an
instance of application, we establish a general robust representation theorem for conditional
risk measures and study different particular cases of it.
Keywords: Boolean valued analysis; conditional risk measures; duality theory; transfer
principle.
Introduction
The present paper contributes to mathematical finance by means of the tools of Boolean valued
analysis, a branch of functional analysis that applies special model-theoretic techniques to
analysis.
Let us start by explaining the mathematical finance problem that we are interested in.
Over the past two decades and having its origins in the seminal paper [1], duality theory of risk
measures has been an active and prolific area of research, see e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]
and references therein. The simplest situation is the case in which only two instants of time
matter: today 0 and tomorrow T > 0. In this case, the market information that will be
observable at time T is described by a probability space (Ω, E ,P). A risk measure is a function
that assigns to any E-measurable random variable x, which models a final payoff, a real number
ρ(x), which quantifies the riskiness of x. Generally speaking, duality theory of risk measures
studies what are the desirable economic properties that should have a risk measure and which
is the dual representation of a risk measure with these properties.
A more intricate situation is when we have a dynamic configuration of time, in which the
arrival of new information at an intermediate date 0 < t < T is taken into account. Suppose
that the available information at time t is encoded in a sub-σ-algebra F of the σ-algebra E of
general information. In that case, the riskiness at time t of any final payoff is contingent on
the information contained in F . Then a conditional risk measure is a mapping (fulfilling some
desirable economic conditions) that assigns to any final payoff, modeled by an E-measurable
random variable x, an F-measurable random variable ρ(x), which quantifies the risk arisen
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2from x. A problem that has drawn the attention for a long time is the dual representation of a
risk measure in a multi-period setup, see for instance [13, 14, 15, 16, 17, 18, 19, 20, 21, 22] and
references therein.
As explained in [23], whereas classical convex analysis perfectly applies to the one-period
case, it has a rather delicate application to the multi-period model: consider the properties of
the conditional risk measure ρ such as convexity, continuity, differentiability and so on. These
properties have to be satisfied by the function x 7→ ρ(x)(ω) for each ω ∈ Ω, but they should
be fulfilled under a measurable dependence on ω, in order to enable a recursive multi-period
scheme. This approach would require heavy measurable selection criteria. These difficulties
have motivated some new developments in functional analysis. For instance, Filipovic et al. [23]
proposed to consider modules over L0(F), the space of (equivalence classes of) F-measurable
random variables (see also [19, 24, 25]). More sophisticated machinery is provided in [26], where
the so-called conditional set theory is introduced and developed. Other related approaches are
introduced in [27, 28, 29].
A step forward is given in [30], where it is established a method to interpret any theorem
of convex analysis as a theorem of L0-convex analysis. The machinery is taken from Boolean
valued analysis, a branch of functional analysis that consists in studying the properties of a
mathematical object by interpreting it as a simpler object in a different set-theoretic model
whose construction utilizes a Boolean algebra. Boolean valued analysis stems from the method
of forcing that Paul Cohen created to prove the independence of the continuum hypothesis
from the system of axioms of the Zermelo-Fraenkel set theory with the Axiom of Choice (ZFC)
[31]. The main tool of Boolean valued analysis are Boolean valued models of set theory, which
were developed by Scott, Solovay, and Vopeˇnka as a way to simplify the Cohen’s method of
forcing. Boolean valued analysis started with Gordon [32] and Takeuti [33]1, and has undergone
a fruitful and deep development due to Kusraev and Kutateladze. For a thorough account, we
refer the reader to [34] and its extensive list of references.
The present paper is aimed to extend and exploit the connections provided in [30], to
establish a general transfer method between duality theory of one-period risk measures and
duality theory of conditional risk measures, putting at the disposal of mathematical finance
a powerful tool to obtain different duality representation results. Namely, we show that if
ρ : X → L0(F) is a conditional risk measure, then we can interpret ρ as a one-period risk
measure ρ↑ defined on a space of (classes of equivalence of) random variables X ↑ within a
suitable set-theoretic model. Then, inside of this model, any available theorem about the dual
representation of the one-period risk measure ρ↑ has a counterpart that is satisfied by the
conditional risk measure ρ. This means that any theorem of duality theory of one-period risk
measures gives rise to a new theorem of duality theory of conditional risk measures.
The paper is structured as follows: In Section 1, we give some preliminaries and review
duality theory of risk measures both in the one-period and multi-period setups. In Section 2, we
recall the basics of Boolean valued models. In Section 3, we establish a Boolean valued transfer
principle between duality theory of convex risk measures and duality theory of conditional risk
measures. By applying this transfer principle we derive a general robust representation theorem
of conditional risk measures and study different particular cases. Finally, in Section 4, due to
limited space, we sketch the proof of the transfer method.
1 Preliminaries on duality theory of risk measures
In this section, we review the main elements of duality theory of risk measures. We start by
the one-period setup, recalling the notion of convex risk measure and different properties that
1Actually the term Boolean valued analysis was coined by Takeuti [33].
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matter in the dual representation of a convex risk measure. After this, we move on to the
multi-period setup. We recall the notion of conditional risk measure and introduce conditional
analogues of the different elements of the one-period case.
1.1 One-period setup: convex risk measures
Let us recall some basics of duality theory of risk measures. For an introduction to this topic,
we refer the reader to [35, Chapter 4]. Let (Ω, E ,P) be a probability space. We denote by
L0(E) the space of E-measurable real-valued random variables on Ω identified whenever their
difference is P-negligible. Given x, y ∈ L0(E) we understand x ≤ y and x < y in the almost
surely sense. Endowed with the order ≤, L0(E) is a Dedekind complete lattice ring. We say that
limn xn = x a.s. in L
0(E) whenever (xn) converges almost surely to x ∈ L0(E) (or equivalently,
xn order converges to x).
Suppose that our probability space (Ω, E ,P) models the market information at some time
horizon T > 0. The final payoff of each financial position is going to be modeled by a subspace
X of L0(E) with the following properties:
• X is solid, that is, y ∈ X and |x| ≤ |y| imply that x ∈ X ;2
• EP[|x|] <∞ for any x ∈ X ;
• the classes of equivalence of constant functions are contained in X .
Example 1.1. The following subspaces of L0(E) satisfy the properties above:
1. Lp spaces: Lp(E) := Lp(Ω, E ,P) with 1 ≤ p ≤ ∞.
2. Orlicz spaces: Let φ : [0,∞) → [0,∞] be a Young function, that is, an increasing left-
continuous convex function finite on a neighborhood of 0 with ϕ(0) = 0 and limx→∞ φ(x) =
∞. The associated Orlicz space is
Lφ(E) = {x ∈ L0(E) : ∃r ∈ (0,∞), EP[φ(r|x|)] <∞}.
3. Orlicz-heart spaces: If φ is a Young function, the associated Orlicz-Heart space is
Hφ(E) = {x ∈ L0(E) : ∀r ∈ (0,∞), EP[φ(r|x|)] <∞}.
The riskiness of any final payoff x ∈ X is quantified by a function ρ : X → R satisfying for
all x, y ∈ X :
1. Convexity : i.e. ρ(rx+ (1− r)y) ≤ rρ(x) + (1− r)ρ(y) for all r ∈ R with 0 ≤ r ≤ 1;
2. Monotonicity : i.e. x ≤ y implies ρ(y) ≤ ρ(x);
3. Cash-invariance: i.e. ρ(x+ r) = ρ(x)− r for all r ∈ R.
Such a function ρ is called a convex risk measure. The notion of convex risk measure was
independently introduced in [36] and [37] as a generalization of the notion of coherent risk
measure introduced in [1].
Associated to the model space X , we can consider a dual pair. Namely, the Ko¨the dual
space of X is defined by
X# := {y ∈ L0(E) : xy ∈ L1(E) for all x ∈ X}.
2Solid subspaces are also called order ideals.
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Then X# is also a solid subspace of L1(E) with R ⊂ X#. This gives rise to the dual pair
〈X ,X#〉 associated to the bilinear form (x, y) 7→ EP[xy] and the weak topologies σ(X ,X#) and
σ(X#,X ).
If X = Lp(E) with 1 ≤ p ≤ ∞, it is known that X# = Lq(E), where q := (1 − 1/p)−1
is the Ho¨lder conjugate of p, see e.g. [38, Example 29.4]. Suppose that φ is a Young function
and let ψ(r) := sups≥0{rs − φ(s)} be the conjugate Young function of φ. If X = Lφ(E), then
one has that X# = Lψ(E), see e.g. [39, 40]. If X = Hφ(E) and φ is finite-valued (otherwise
Hφ(E) = {0}), then X# = Lψ(E), see e.g. [41].
The Fenchel transform of a convex risk measure ρ is defined to be
ρ#(y) := sup{EP[xy]− ρ(x) : x ∈ X}.
Duality theory of convex risk measures is aimed to study when the Fenchel transform is
involutive. More precisely, given a convex risk measure ρ say that:
• ρ is representable if it admits the following dual representation:
ρ(x) = sup{EP[xy]− ρ#(y) : y ∈ X#} for all x ∈ X .
• ρ attains its representation whenever for any x ∈ X there exists a y ∈ X# such that
ρ(x) = EP[xy]− ρ#(y).
Remark 1.1. We have that ρ#(y) <∞ only if y ≤ 0 and E[y] = −1.3 Thus ρ is representable
if and only if
ρ(x) = sup{EP[xy]− ρ#(y) : y ∈ X#, y ≤ 0,EP[y] = −1} for all x ∈ X . (1)
Notice that an element y ∈ L1(E) with y ≤ 0 and EP[y] = −1 can be identified with a probability
measure Qy  P via the Radon-Nikodym derivative y = −dQydP . The economic interpretation of
the representation (1) is that a convex risk measure can be seen as a stress test of the financial
position x among the different market models given by the probabilities Qy and the penalty
function ρ#.
Next, we recall some properties that matter in duality theory of convex risk measures:
Let f be a function from X to the extended real numbers R. For any r ∈ R, we define the
sublevel set
Vr(f) := {x ∈ X : f(x) ≤ r} .
Say that:
• f has the Fatou property if
lim
n
xn = x a.s., y ∈ X , |xn| ≤ y for all n ∈ N implies lim inf
n
f(xn) ≥ f(x);
• f has the Lebesgue property if
lim
n
xn = x a.s., y ∈ X , |xn| ≤ y for all n ∈ N implies lim
n
f(xn) = f(x);
3Indeed, suppose that y ∈ X# and fix n ∈ N. Then ρ#(y) ≥ E[n1{y≥0}y] − ρ(n1{y≥0}) ≥ nE[y+] − ρ(0).
Since n is arbitrary, ρ#(y) <∞ only if y+ = 0. We also have that ρ#(y) ≥ E[ny]− ρ(n) ≥ n(E[y] + 1)− ρ(0).
Being n arbitrary, we conclude that ρ#(y) <∞ only if E[y] = −1.
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• f is law invariant if f(x) = f(y) whenever x and y have the same law (i.e. P(x ≤ r) =
P(y ≤ r) for each r ∈ R);
• f is lower semicontinuous w.r.t. σ(X ,X#), if Vr(f) is closed w.r.t. σ(X ,X#) for each
r ∈ R;
• f is inf-compact w.r.t. σ(X ,X#), if Vr(f) is compact w.r.t. σ(X ,X#) for each r ∈ R.
1.2 Multi-period setup: conditional risk measures
The notion of conditional risk measure was independently introduced by [17] and [18]. Next,
we recall the main elements of duality theory of conditional risk measures. Namely, we adopt
the module-based approach introduced in [19, Section 3].
Now, we suppose that F is a sub-σ-algebra of E , which models the available market infor-
mation at some future date t ∈ (0, T ). Let us introduce some notation. We denote by L0+(F),
L0++(F), and L0(F) the spaces of (classes of equivalence of) F-measurable random variables
with values in the intervals [0,∞), (0,∞), and [−∞,∞], respectively.
Let F¯ be the probability algebra associated to (Ω,F ,P), where F¯ is defined by identifying
events modulo null sets. It is well-known that F¯ is a complete Boolean algebra which satisfies
the countable chain condition (ccc), i.e. every family of positive pairwise disjoint elements in
F¯ is at most countable. The 0 of F¯ is represented by the empty set ∅ and the unity I of F¯ is
represented by Ω. We denote by p(I) the set of all partitions of I to F¯ . Given a ∈ F¯ , we write
1a for the class in L
0(F) of the characteristic function 1A of some representative A ∈ F of a.
Given a partition (ak)k∈N ∈ p(I) and a sequence (xk)k∈N, we define∑ 1akxk := limk∑ki=1 1aixi
a.s..
Classically, the conditional expectation E[·|F ] is defined for elements with finite expectation.
We consider the extended conditional expectation. Namely, suppose that x ∈ L0(E) satisfies
that at least one of limn EP[x+ ∧ n|F ] and limn EP[x− ∧ n|F ] (a.s.) is finite, then we define the
extended conditional expectation of x to be
EP[x|F ] := lim
n
EP[x+ ∧ n|F ]− lim
n
EP[x− ∧ n|F ] ∈ L0(F).
Now, our model space is an L0(F)-submodule X of L0(E) which satisfies the following
properties:
• X is solid;
• EP[|x||F ] <∞ for all x ∈X ;
• L0(F) ⊂X ;
• X is stable, that is, ∑ 1akxk ∈X whenever (ak) ∈ p(I) and (xk) ⊂X .
Example 1.2. The following L0(F)-submodules of L0(E) satisfy the properties above:
1. Lp type modules (see [23]): We define
L∞F (E) :=
{
x ∈ L0(E) : |x| ≤ η, for some η ∈ L0(F)} ,
if 1 ≤ p <∞, let
LpF (E) :=
{
x ∈ L0(E) : EP [|x|p |F ] <∞
}
.
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2. Orlicz type modules (see [42]) and Orlicz-heart type modules: Let φ : [0,∞)→ [0,∞] be
a Young function and let
LφF (E) := {x ∈ L0(E) : ∃η ∈ L0++(F), EP[φ(η|x|)|F ] ∈ L0(F)} (Orlicz type module),
HφF (E) := {x ∈ L0(E) : ∀η ∈ L0++(F),EP[φ(η|x|)|F ] ∈ L0(F)} (Orlicz-heart type module).
Our model module X is going to describe all possible final payoffs of the positions at T .
The riskiness at time t of any financial position x ∈ X is uncertain and contingent to the
information encoded in F . Thus the riskiness is quantified by a function ρ :X → L0(F) which
satisfies:
1. L0(F)-convexity : ρ(ηx + (1 − η)y) ≤ ηρ(x) + (1 − η)ρ(y) whenever η ∈ L0(F) with
0 ≤ η ≤ 1 and x, y ∈X ;
2. Monotonicity : if x ≤ y in X , then ρ(y) ≤ ρ(x);
3. L0(F)-cash invariance: ρ(x+ η) = ρ(x)− η whenever η ∈ L0(F), x ∈X .
Such a function is called a conditional risk measure.
Dual systems of modules were introduced and studied in [43]. Associated to the model
space X , we can consider a dual system of L0(F)-modules. Namely, we define the Ko¨the dual
L0(F)-module of X to be
X # :=
{
y ∈ L0(E) : xy ∈ L1F (E) for all x ∈X
}
.
It is simple to verify that X # enjoys the same properties as X ; namely, X # is a solid and
stable L0(F)-submodule with L0(F) ⊂X # ⊂ L1F (E).
The dual system 〈X ,X #〉 allows for the definition of the following module analogue of the
Fenchel transform:
ρ#(y) := sup {EP[xy|F ]− ρ(x) : x ∈X } for y ∈X #.
Again, we are interested in the involutivity of the Fenchel transform. Thus we introduce
the following nomenclature: Given a conditional risk measure ρ :X → L0(F), say that:
• ρ is representable if
ρ(x) = sup {EP[xy|F ]− ρ#(y) : y ∈X #} for all x ∈X .
• ρ attains its representation if for any x ∈X there exists y ∈X # such that
ρ(x) = EP[xy|F ]− ρ#(y).
Remark 1.2. Due to [19, Corollary 3.14], a conditional risk measure ρ is representable if and
only if
ρ(x) = sup {EP[xy|F ]− ρ#(y) : y ∈X #, y ≤ 0, EP[y|F ] = −1} for all x ∈X .
Next, we will introduce some notions that are useful in the dual representation of a condi-
tional risk measure.
Given the dual system of L0(F)-modules 〈X ,X #〉, we can define the so-called stable weak
topologies induced by 〈X ,X #〉. Namely, given a partition (ak) ∈ p(I), a family (Fk) of
non-empty finite subsets of X #, and ε ∈ L0++(F), we define
U(Fk),(ak),ε :=
®
x ∈X :
∑
1ak sup
y∈Fk
|EP[xy|F ]| < ε
´
.
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The collection of sets
Bσs(X ,X #) :=
{
x+ U(Fk),(ak),ε : x ∈X , (ak) ∈ p(I), ∅ 6= Fk ⊂X # finite, ε ∈ L0++(F)
}
is a base for a topology on X , which will be denoted by σs(X ,X #). Similarly, we define
σs(X #,X ).
Stable weak topologies were introduced in [43, 1.1.8] as the topology induced by the multi-
norm associated to a dual system of modules. Also, they are the transcription in a modular
setting of the conditional weak topologies introduced in [26].
Suppose that f is a function from X to L0(F). For any η ∈ L0(F), we define the sublevel
set
Vη(f) := {x ∈X : f(x) ≤ η} .
Say that:
• f has the Fatou property if
lim
n
xn = x a.s., y ∈X , |xn| ≤ y for all n ∈ N implies lim inf
n
f(xn) ≥ f(x);
• f has the Lebesgue property if
lim
n
xn = x a.s., y ∈X , |xn| ≤ y for all n ∈ N implies lim
n
f(xn) = f(x) a.s.;
• f is conditionally law invariant is f(x) = f(y) whenever x and y have the same conditional
law (i.e. P(x ≤ η|F) = P(y ≤ η|F) for each η ∈ L0(F));
• lower semicontinuous w.r.t. σs(X ,X #) if Vη(f) is closed w.r.t. σs(X ,X #) for every
η ∈ L0(F).
Next, we will recall some notions that we will be needed later.
• A non-empty subset S of L0(E) is stable if ∑ 1akxk ∈ S whenever (xk) ⊂ S and (ak) ∈
p(I);
• A collection B of non-empty subsets of L0(E) is said to be stable if for any sequence (Sk)
of members of B and any partition (ak) ∈ p(I) one has
∑
1akSk =
{∑
k
1akxk : xk ∈ Sk for all k
}
∈ B;
• A stable filter base is a filter base B on L0(E) such that B is a stable collection consisting
of stable subsets of L0(E);
• A non-empty subset S of X is stably compact with respect to σs(X ,X #), if S is stable
and any stable filter base B on S has a cluster point x ∈ S w.r.t. σs(X ,X #);
• A function f :X → L0(E) is said to be stably inf-compact w.r.t. σs(X ,X #) if Vη(f) is
stably compact w.r.t. σs(X ,X #) for every η ∈ L0(F) such that Vη(f) 6= ∅.
The notion of stability is crucial in some related frameworks. In Boolean valued analysis it
is used the terminology cyclic or universally complete A-sets (here A is any complete Boolean
algebra, for instance we can take A = F¯), see [34]. In particular, in the case of dual systems of
modules this notion was introduced in [43].
8In conditional set theory it is used the terminology stable set and stable collection, see [26].
Actually, the notion of conditional set is a reformulation of that of cyclic A-set. However, it
should be mentioned that conditional set theory provides us with an intuitive and useful tool
for dealing with A-sets and their Boolean valued representation. In theory of L0-modules the
notion of stability is called the countable concatenation property, see [25].
Stable compactness was first time studied by Kusraev [44] under the name of cyclic com-
pactness. The notion of stable filter base and stable compactness were defined in [26]. The
transcriptions of these notions in L0-modules is studied in [45].
2 Foundations of Boolean valued models
The precise formulation of Boolean valued models requires some familiarity with the basics of
set theory and logic, and in particular with first-order logic, ordinals and transfinite induction.
For the convenience of the reader, we will give some background of this theory. For a more
detailed description we refer the reader to [34].
Let us consider a universe of sets V satisfying the axioms of the Zermelo-Fraenkel set theory
with the axiom of choice (ZFC), and a first-order language L, which allows for the formulation
of statements about the elements of V . In the universe V we have all possible mathematical
objects (real numbers, topological spaces, and so on). The language L consists of names for the
elements of V together with a finite list of symbols for logic symbols (∀, ∧, ¬ and parenthesis),
variables and the predicates = and ∈. Though we usually use a much richer language by
introducing more and more intricate definitions, in the end any usual mathematical statement
can be written using only those mentioned. The elements of the universe V are classified into
a transfinite hierarchy: V0 ⊂ V1 ⊂ V2 ⊂ · · ·Vω ⊂ Vω+1 ⊂ · · · , where V0 = ∅, Vα+1 = P(Vα) is
the family of all sets whose elements come from Vα, and Vβ =
⋃
α<β Vα for limit ordinal β.
The following constructions and principles work for any complete Boolean algebra A, even
if it is not associated to a probability space or even does not have the countable chain condition.
However, for the sake of simplicity, we will consider our underlying probability algebra A := F¯ ,
which encodes the future market information.
We will construct V (A), the Boolean valued model of A, whose elements we interpret as
objects which we can talk about at the future time t. We proceed by induction over the class
Ord of ordinals of the universe V . We start by defining V
(A)
0 := ∅. If α+ 1 is the successor of
the ordinal α, we define
V
(A)
α+1 :=
¶
u : u is an A-valued function with dom(u) ⊂ V (A)α
©
.
If α is a limit ordinal V
(A)
α :=
⋃
ξ<α
V
(A)
ξ . Finally, let V
(A) :=
⋃
α∈Ord
V
(A)
α .
The idea is that any member v of the class V (A) is a fuzzy set in the sense that, for
v ∈ dom(u), v will become an element of u at the future time t if u(v) happens. Given u in
V (A), we define its rank as the least ordinal α such that u is in V (A)α+1.
We consider a first-order language which allows us to produce statements about V (A).
Namely, let L(A) be the first-order language which is the extension of L by adding names for
each element in V (A). Throughout, we will not distinguish between an element in V (A) and its
name in L(A). Thus, hereafter, the members of V (A) will be referred to as names.
Suppose that ϕ is a formula in set theory, that is, ϕ is constructed by applying logical
symbols to atomic formulas u = v and u ∈ v. If ϕ does not have any free variable and all the
constants in ϕ are names in V (A), then we define its Boolean truth value, say JϕK, which is a
member of A and is constructed by induction in the length of ϕ by naturally giving Boolean
meaning to the predicates = and ∈, the logical connectives and the quantifiers.
9We start by defining the Boolean truth value of the atomic formulas u ∈ v and u = v for u
and v in V (A). Namely, proceeding by transfinite recursion we define
Ju ∈ vK = ∨
t∈dom(v)
v(t) ∧ Jt = uK,
Ju = vK = ∧
t∈dom(u)
(u(t)⇒ Jt ∈ vK) ∧ ∧
t∈dom(v)
(v(t)⇒ Jt ∈ uK) ,
where, for a, b ∈ A, we denote a⇒ b := ac ∨ b. For non-atomic formulas we have
J(∃x)ϕ(x)K := ∨
u∈V (A)
Jϕ(u)K and J(∀x)ϕ(x)K := ∧
u∈V (A)
Jϕ(u)K;
Jϕ ∨ ψK := JϕK ∨ JψK, Jϕ ∧ ψK := JϕK ∧ JψK, Jϕ⇒ ψK := JϕKc ∨ JψK and J¬ϕK := JϕKc.
We say that a formula ϕ is satisfied within V (A), and write V (A) |= ϕ, whenever it is true
with the Boolean truth value, that is, JϕK = I.
We say that two names u, v are equivalent when Ju = vK = I. It is not difficult to verify that
the Boolean truth value of a formula is not affected when we change a name by an equivalent
one. However, the relation Ju = vK = I does not mean that the functions u and v (considered as
elements of V ) coincide. For example, the empty function u := ∅ and the function v : {∅} → A
v(∅) := 0 are different as functions; however, Ju = vK = I. In order to avoid technical difficulties,
we will consider the so-called separated universe. Namely, let V
(A)
be the subclass of V (A)
defined by choosing a representative of the least rank in each class of the equivalence relation
{(u, v) : Ju = vK = I}.
The universe V can be embedded into V (A). Given a set x in V , we define its canonical
name xˇ in V (A) by transfinite induction. Namely, we put ∅ˇ := ∅ and for x in V we define xˇ to
be the unique representative in V
(A)
of the name given by the function
{yˇ : y ∈ x} → A, yˇ 7→ I.
Given a name u with Ju 6= ∅K = I we define its descent by
u↓ := {v ∈ V (A) : Jv ∈ uK = I}.
V (A) is a model of ZFC. More precisely we have:
Theorem 2.1. (Transfer Principle) If ϕ is a theorem of ZFC, then V (A) |= ϕ.
Other two important principles are the following:
Theorem 2.2. (Maximum Principle) Let ϕ(x1, . . . , xn) be a formula with free variables x1, . . . , xn.
Then there exist names u1, . . . , un such that Jϕ(u1, . . . , un)K = J(∃x1) . . . (∃xn)ϕ(x1, . . . , xn)K.
Theorem 2.3. (Mixing Principle) Let (ak) ∈ p(I) and let (uk) be a sequence of names. Then
there exists a unique member u of V
(A)
such that Ju = ukK ≥ ak for all k ∈ N.
Given a partition (ak) ∈ p(I) and a sequence (uk) of elements of V (A), we denote by∑ukak,
the unique name u in V
(A)
satisfying Ju = ukK ≥ ak for all k ∈ N.
The following result is very useful to manipulate Boolean truth values:
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Proposition 2.1. Let ϕ(x) be a formula with a free variable x and v a name with Jv 6= ∅K = I.
Then: J(∀x ∈ v)ϕ(x)K = ∧
u∈v↓
Jϕ(u)K, J(∃x ∈ v)ϕ(x)K = ∨
u∈v↓
Jϕ(u)K.
Moreover, one has
1. J(∀x ∈ v)ϕ(x)K = I if and only if Jϕ(u)K = I for all u ∈ v↓;
2. J(∃x ∈ v)ϕ(x)K = I if and only if there exists u ∈ v↓ such that Jϕ(u)K = I.
In general, in the universe V (A) we have all possible mathematical objects (real numbers,
topological spaces, and so on). If u is a name which satisfies Ju is a functionK = I, that is, u
satisfies the definition of function in the language L(A), then we say that u is a name for a
function. Of course, this can be done for any mathematical concept. Thus, in the sequel of this
article, we will use the terminology name for a vector space, name for a topology, and so on
without further explanations.
Definition 2.1. Suppose that u, v are two names with J(u 6= ∅) ∧ (v 6= ∅)K = I. A function
f : u↓ → v↓ such that
Jw = tK ≤ Jf(w) = f(t)K for all w, t ∈ u↓
is called extensional.
Extensional functions allows for the definition of names for functions. More precisely, we
have the following:
Proposition 2.2. Let u, v be names with J(u 6= ∅)∧ (v 6= ∅)K = I and suppose that f : u↓ → v↓
is an extensional function. Then there exists a name f↑ for a function from u to v, such thatJf↑(t) = f(t)K = I for all t ∈ u↓.
3 A transfer principle between duality theory of convex
risk measure and duality theory of conditional risk mea-
sures
Let us go back to our model probability space (Ω, E ,P) with F ⊂ E . Next, we state the main
result of the present paper, which allows for the interpretation of a conditional risk measure
ρ : X → L0(F) as a name for a convex risk measure, let us say ρ↑, defined on some space of
random variables, and relates the properties of ρ with the properties of ρ↑ in the set-theoretic
model V (A). In other words, this result establishes a transfer principle between duality theory
of convex risk measures and duality theory of conditional risk measures.
Theorem 3.1. Let ρ : X → L0(F) be a conditional risk measure. Then there exist members
ρ ↑ and X ↑ of V (A) such that
V (A) |= there exists a probability space (X,Σ, Q) such that,
X ↑ is a solid subspace of L1(Σ) with R ⊂X ↑,
and ρ↑ :X ↑ → R is a convex risk measure,
and so that the names ρ ↑ and X ↑ satisfy the following:
1. ρ is representable iff Jρ↑ is representableK = I.
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2. ρ attains its representation iff Jρ↑ attains its representationK = I.
3. ρ has the Fatou property iff Jρ↑ has the Fatou propertyK = I.
4. ρ has the Lebesgue property iff Jρ↑ has the Lebesgue propertyK = I.
5. ρ is conditionally law invariant iff Jρ↑ is law invariantK = I.
6. ρ is lower semicontinuous w.r.t σs(X ,X #) iffJρ↑ is lower semicontinuous w.r.t. σ(X ↑,X ↑#)K = I.
7. ρ# is stably inf-compact w.r.t σs(X #,X ) iffJρ↑# is inf-compact w.r.r. σ(X ↑#,X ↑)K = I.
8. If X = LpF (E) with 1 ≤ p ≤ ∞, then JX ↑ = Lp(Σ)K = I. In that case, X # = LqF (E)
where q is the Ho¨lder conjugate of p.
9. If X = LφF (E) with φ a Young function, then there is a name φ˜ for a Young function such
that JX ↑ = Lφ˜(Σ)K = I. In that case, X # = LψF (E) where ψ is the conjugate Young
function of φ.
10. If X = HφF (E) with φ a finite-valued Young function, then there is a name φ˜ for a finite-
valued Young function such that JX ↑ = H φ˜(Σ)K = I. In that case, X # = LψF (E) where
ψ is the conjugate Young function of φ.
The proof of the theorem above is postponed to next section. Instead, we focus first on
some instances of application.
Theorem 3.1 together with the transfer principle of Boolean-valued models allow for the
interpretation of well-known results about the dual representation of convex risk measures as
new theorems about the dual representation of conditional risk measures.
For example, suppose that ρ : X → R is a convex risk measure. As a consequence of the
Fenchel-Moreau theorem (see [11, Theorem 2.1]) applied to the weak topology σ(X,X#) we
have that ρ is representable if and only if ρ is lower semicontinuous w.r.t. σ(X,X#).
Moreover, we have the following dual representation result:
Theorem 3.2. [41, Theorem 1.1] Let ρ : X → R be a convex risk measure. Then ρ is repre-
sentable if and only if ρ is lower semicontinuous w.r.t. σ(X ,X#). In that case, the following
statements are equivalent:
1. ρ attains its representation;
2. ρ has the Lebesgue property;
3. ρ# is inf-compact w.r.t. σ(X#,X ).
Let ϕ denote the theorem above. Due to the transfer principle, it is satisfied that JϕK = I.
In view of Theorem 3.1, we have that the statement below is just a reformulation of JϕK = I,
so no proof is needed.
Theorem 3.3. Let ρ :X → L0(F) be a conditional risk measure. Then ρ is representable, i.e.
ρ(x) = sup {EP[xy|F ]− ρ#(y) : y ∈X #, y ≤ 0,EP[y|F ] = −1} for all x ∈X
if and only if ρ is lower semicontinuous w.r.t. σs(X ,X #).
In that case, the following are equivalent:
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1. ρ attains its representation, i.e. for every x ∈ X there exists y ∈ X # with y ≤ 0 and
E[y|F ] = −1 such that ρ(x) = EP[xy|F ]− ρ#(y);
2. ρ has the Lebesgue property;
3. ρ# is stably inf-compact w.r.t. σs(X #,X ).
Suppose that X = L∞(E). Then, the so-called Jouini-Schachermayer-Touzi theorem (see [46,
Theorem 2] and for its original form see [10]) asserts that in Theorem 3.2 we can replace the
lower semicontinuity by the Fatou property.4 Thus, the transfer principle together with Theo-
rem 3.1 yields the following:
Theorem 3.4. Let ρ : L∞F (E) → L0(F) be a conditional risk measure. Then ρ has the Fatou
property if and only if it admits a representation
ρ(x) = sup {EP[xy|F ]− ρ#(y) : y ∈ L1F (E), y ≤ 0, EP[y|F ] = −1} for all x ∈X .
In this case, the following are equivalent:
1. ρ attains its representation;
2. ρ has the Lebesgue property;
3. ρ# is stably inf-compact w.r.t. σs(L
1
F (E), L∞F (E)).
Suppose that X = Lp(E) with 1 ≤ p <∞. In this case, every convex risk measure has the
Lebesgue property, is representable and the representation is attained for every x ∈ Lp(E) (see
eg [11, Theorem 2.11]). Thus, we have:
Theorem 3.5. Suppose that (p, q) are Ho¨lder conjugates with 1 ≤ p < ∞. If ρ : LpF (E) →
L0(F) a conditional risk measure, then ρ has the Lebesgue property, and for every x ∈ LpF (E)
there exists y ∈ LqF (E) with y ≤ 0 and EP[y|F ] = −1 such that ρ(x) = EP[xy|F ]− ρ#(y).
If X := Lφ(E) with φ a Young function, due Theorem 3.1 we have that X# := Lφ(E) and
applying Theorem 3.3 we have the following:
Theorem 3.6. Let (φ, ψ) be Young conjugate functions and ρ : LφF (E)→ L0(F) a conditional
risk measure. Then ρ is representable, i.e.
ρ(x) = sup {EP[xy|F ]− ρ#(y) : y ∈ LψF (E), y ≤ 0,EP[y|F ] = −1} for all x ∈X
if and only if ρ is lower semicontinuous w.r.t. σs(L
φ
F (E), LψF (E)).
In that case, the following are equivalent:
1. ρ attains its representation;
2. ρ has the Lebesgue property;
3. ρ# is stably inf-compact w.r.t. σs(L
ψ
F (E), LφF (E)).
If X := Hφ(E) with φ finite-valued, then every convex risk measure on Hφ(E) has the
Lebesgue property, is representable and the representation is attained for every x ∈ Hφ(E) (see
eg [6, Theorem 4.4]). Thus, we have the following:
4Actually, the Fatou property is automatically satisfied when ρ is law invariant, see [10].
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Theorem 3.7. Let (φ, ψ) be Young conjugate functions with φ finite-valued and ρ : HφF (E)→
L0(F) a conditional risk measure. Then, ρ has the Lebesgue property, and for every x ∈ HφF (E)
there exists y ∈ LψF (E) with y ≤ 0 and EP[y|F ] = −1 such that ρ(x) = EP[xy|F ]− ρ#(y).
Note that all these theorems are just some examples: we can state a version of any theorem
ϕ on duality theory of convex risk measures and it immediately renders a version for conditional
risk measures of the form JϕK = I.
Also, we would like to point out that the relations in Theorem 3.1 can be easily increased.
Moreover, it is also possible to cover more general cases: conditional risk measures with values
in L0(F ,R ∪ {+∞}), quasi-convex conditional risk measures and so on.
4 Sketch of the proof of the main result
For saving space, we will give only a sketch of the proof of Theorem 3.1. A more detailed
exposition can be found in [47, Chapter 4].
The set of real numbers is a definable notion of ZFC. We will denote by RA the unique
name in V
(A)
that satisfies the definition of real numbers, which exists due to the transfer and
maximum principles. Likewise, we will denote by NA the unique name in V
(A)
which satisfies
the definition of natural numbers.
It is well-known that L0(F) is a Boolean valued interpretation of the real numbers, see [33,
Chapter 2, Section 2]. More precisely, we can state this fact as follows: there is a bijection
ı : L0(F) −→ RA↓
η 7−→ η•
u◦ ←− [ u
such that the following is satisfied:
(i) ı(L0(F ,N)) = NA↓ and (∑ 1aknk)• = ∑ nˇkak whenever (nk) ⊂ N and (ak) ∈ p(I);5
(ii) J0• = 0K = I, J1• = 1K = I, Jη• + ξ• = (η + ξ)•K = I and Jη•ξ• = (ηξ)•K = I for all
η, ξ ∈ L0(F);
(iii) Jη• = ξ•K = ∨{a ∈ A : 1aη = 1aξ} and Jη• ≤ ξ•K = ∨{a ∈ A : 1aη ≤ 1aξ} for all
η, ξ ∈ L0(F);
(iv) (
∑
1akηk)
•
=
∑
η•kak for each (ηk) ⊂ L0(F) and (ak) ∈ p(I).
Now, write RA for the unique name in V
(A)
that satisfies the definition of the extended real
numbers. Using the same techniques as in [33] it can be proved that the function ı extends to
a bijection
ı¯ : L0(F)→ RA↓, η 7→ η•
such that Jη• = ξ•K = ∨{a ∈ A : 1aη = 1aξ},
where, by convention, we take above 0 · (±∞) = 0.
Suppose that (ηn) is a sequence in L
0(F). Then, we define (ηn)n∈L0(F,N) where ηn =∑
k∈N 1{n=k}ηk. Then the function
NA↓ → RA↓, n• 7→ η•n,
5As usual, L0(F ,N) denotes the set of classes of equivalence of N-valued measurable functions.
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is extensional. Due to Proposition 2.2, we can find a name v with Jv : N→ RK = I such that
Jη•n = v(n•)K = I,
for all n. Moreover, we have the following:
Proposition 4.1. [48, Proposition 2.2.1] If (ηn) is a sequence in L
0(F), thenJ(lim infn ηn)• = lim infn η•n◦K = I and J(lim supn ηn)• = lim supn η•n◦K = I. In particular,
limn ηn = η a.s. if and only if Jlimn η•n◦ = η•K = I.
Suppose that (X,Σ, Q)A is a name for a probability space.6 We can consider the name
L1(Σ)A for the space of classes of equivalence of random variables with finite expectation.
Gordon [49, Theorem 5] proved that the conditional expectation EP[·|F ] from L1(E) to
L1(F) is a Boolean valued interpretation of the name for the expectation EQ[·] for some prob-
ability measure Q within V (A). We state this fact in the following proposition, whose self-
contained proof can be found in [47, Section 4.1].
Proposition 4.2. There exists a name (X,Σ, Q)A for a probability space and a bijection
 : L1F (E) −→ L1(Σ)A↓
x 7−→ x•
u◦ ←− [ u
such that:
1.  extends the canonical isomorphism ı;
2. JEP[x|F ]• = EQ[x•]K = I for all x ∈ L1F (E);
3. Jx• = y•K = ∨{a ∈ A : 1ax = 1ay} for all x, y ∈ L1F (E);
4. Jx• ≤ y•K = ∨{a ∈ A : 1ax ≤ 1ay} for all x, y ∈ L1F (E);
5. Jx• + y•K = J(x+ y)•K for all x, y ∈ L1F (E);
6. (
∑
1akxk)
•
=
∑
x•kak for all (xk) ⊂ L1F (E) and (ak) ∈ p(I).
For the forthcoming discussion, we will fix a name for a probability space (X,Σ, Q)A as in
the theorem above.
Suppose that S is a stable subset of L1F (E). Let S↑ denote the unique representative in
V
(A)
of the name given by the function
{x• : x ∈ S} −→ A, x• 7→ I.
Using the mixing principle, it is not difficult to prove the following:
Proposition 4.3. If S is a stable subset of L1F (E), then S↑ is a name for a non-empty subset
of L1F (E)↑, and the map x 7→ x• is a bijection from S to S↑↓. In particular, we have thatJL1F (E)↑ = L1(Σ)AK = I.
Both X and X # are stable subsets of L1F (E). Thus, it makes sense to define X ↑ and
X #↑, which are the names that we refer to in the statement of Theorem 3.1. Indeed, bearing
in mind the properties given in Proposition 4.2, a standard manipulation of Boolean truth
values proves the following:
6That (X,Σ, Q)A is a name for a probability space means that X is a name for a set, Σ is a name for a
σ-algebra on X, Q is a name for a probability measure on Σ, and (X,Σ, Q)A denotes the corresponding ordered
triple within V
(A)
.
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Proposition 4.4. X ↑ and X #↑ are names for solid subspaces of L1F (E)↑ with JR ⊂X ↑K = I
and JR ⊂X #↑K = I. Moreover, JX #↑ =X ↑#K = I.
If p is a real number with 1 ≤ p ≤ ∞, we have that its canonical inversion, pˇ in V (A),
satisfies that Jpˇ = pK = I. Then we can consider the corresponding name, say Lp(Σ)A, for a Lp
space within V (A).
Given a Young function φ, consider the function η 7→ φ(η) : L0(F , [0,∞))→ L0(F , [0,∞]).
Due to Proposition 2.2, we have a name φ˜ for a Young function. Then we can consider the
corresponding names for an Orlicz space and an Orlicz-heart space within V (A), say Lφ˜(Σ)A
and H φ˜(Σ)A, respectively.
The following result tells us that Lp, Orlicz and Orlicz-heart type modules can be interpreted
as classical Lp, Orlicz and Orlicz-heart spaces within V (A). Actually, general Lp type modules
Lp(Φ) where Φ is a Maharam operator were introduced and their Boolean valued interpretation
was provided in [43, 4.2.2]. In fact, a Maharam operator can be viewed as an abstract conditional
expectation, see [50, Sections 5.2–5.4]; moreover, if Φ is the conditional expectation, then Lp(Φ)
is precisely LpF (E).
By manipulation of Boolean truth values, and bearing in mind the properties given in
Proposition 4.2, we can check the following:
Proposition 4.5. If 1 ≤ p ≤ ∞, then JLpF (E)↑ = Lp(Σ)AK = I. If φ is a Young function, thenJLφF (E)↑ = Lφ˜(Σ)AK = I and JHφF (E)↑ = H φ˜(Σ)AK = I.
Suppose that (xn) is a sequence in L
1
F (E). For each n ∈ L0(F ,N) we define xn :=∑
k∈N 1{n=k}xk. Then the function
NA↓ −→ L1F (E)↑↓, n• 7→ x•n
is extensional. Due to Proposition 2.2 we can find a name (xn)↑ for a sequence in L1F (E)↑. In
addition, a standard manipulation of Boolean truth values proves the following:
Proposition 4.6. Let (xn) be a sequence in X such that |xn| ≤ y for some y ∈ X . ThenJ(lim infn xn)• = lim infn x•n◦K = I and J(lim supn xn)• = lim supn x•n◦K = I. In particular,
limn xn = x a.s. in X if and only if Jlimn x•n◦ = x• a.s. in X ↑K = I.
A function f : X → L0(F) is said to have the local property if 1af(x) = 1af(1ax) for all
a ∈ A and x ∈X . It is not difficult to verify that if f has the local property, then the function
X ↑↓ −→ RA↓, x• 7→ f(x)•,
is extensional. Thus, we can find a name f↑ for a function from X ↑ to RA such that Jf↑(x•) =
f(x)•K = I for all x ∈X .
The following is a consequence of Propositions 4.1:
Proposition 4.7. Let f :X → L0(F) be a function with the local property. Then
1. f has the Fatou property iff Jf↑ has the Fatou propertyK = I;
2. f has the Lebesgue property iff Jf↑ has the Lebesgue propertyK = I.
Proposition 2.1 together with the fact that x 7→ x• is a bijection from S to S↑↓ allows us
to prove the following:
Proposition 4.8. Let S ⊂ X be stable, let f : X → L0(F) be a function with the local
property. Then t
sup
u∈S↑
f↑(u) =
Å
sup
x∈S
f(x)
ã•|
= I.
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Suppose that B is a stable collection consisting of stable subsets of L1F (E).
Let B⇑ denote the unique name in V (A) equivalent to the name given by the function
{S↑ : S ∈ B} −→ A, S↑ 7→ I.
By means of a manipulation of Boolean truth values using the mixing principle, one can
prove the following:
Proposition 4.9. Let B be a stable collection consisting of stable subsets of L1F (E). Then B⇑
is a name for a non-empty collection of non-empty subsets of L1F (E)↑, and the map S 7→ S↑ is
a bijection from B to B⇑↓.
Notice that both B〈X ,X #〉 and B〈X #,X 〉 are stable collections. Then it makes sense to
define B〈X ,X #〉⇑ and B〈X #,X 〉⇑.
Dual systems of modules were introduced and studied in [43]. In addition, their Boolean
valued representation can be found in [43, Theorem 3.3.10], which covers the stable weak
topologies. Actually, we have the following result, which can be also proved by adapting the
proof of [47, Proposition 2.3.20]:
Proposition 4.10. B〈X ,X #〉⇑ (resp. B〈X #,X 〉⇑) is a name for a topological base of the weak
topology σ(X ↑,X #↑) (resp. σ(X ↑#,X ↑)) within V (A).
Next, we deal only with the topology σs(X ,X #), but the following results are also valid
for the topology σs(X #,X ).
The next proposition can be proved by manipulation of the Boolean truth values as in [47,
Proposition 2.3.4] and [47, Corollary 2.3.1].
Proposition 4.11. Let S be a stable subset of X . Then:
1. S is open w.r.t. σs(X ,X #) iff JS↑ is open w.r.t. σ(X ↑,X #↑)K = I;
2. S is closed w.r.t. σs(X ,X #) iff JS↑ is closed w.r.t. σ(X ↑,X #↑)K = I;
3. S is stably compact w.r.t. σs(X ,X #) iff JS↑ is compact w.r.t. σ(X ↑,X #↑)K = I.
A function f : X → L0(F) is said to be proper if f(x) > −∞ and there exists x0 ∈ X
such that f(x0) ∈ L0(F).
As a consequence of the previous result and by means of a manipulation of the Boolean
truth values as in [47, Proposition 2.3.11], we obtain the following:
Proposition 4.12. Let f :X → L0(F) be a proper function with the local property. Then:
1. f is lower semicontinuous w.r.t. σs(X ,X #) iffJf is lower semicontinuous w.r.t. σ(X ↑,X #↑)K = I;
2. f is stably inf-compact w.r.t. σs(X ,X #) iffJf is inf-compact w.r.t. σ(X ↑,X #↑)K = I.
At this point, we can already prove Theorem 3.1. Namely, suppose that ρ : X → L0(F)
is a conditional risk measure. Since ρ is L0(F)-convex, we know from [23, Theorem 3.2] that
ρ has the local property. Then, we have a name ρ↑ for a function from X ↑ to RA such thatJρ↑(x•) = ρ(x)•K = I for all x ∈ X . Moreover, it can be computed that ρ↑ is a name for a
convex risk measure.
We also have that ρ# is a proper function with the local property; thus, we can find a name
ρ#↑ for a proper function from X # to RA so that Jρ#↑(y•) = ρ#(y)•K = I for all y ∈X #. In
addition, as a consequence of Proposition 4.8, one has that Jρ#↑ = ρ↑#K = I.
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Finally, note that 1 in Theorem 3.1 is a consequence of Proposition 4.8; 2 in Theorem 3.1
is clear from Proposition 4.2; 3–4 in Theorem 3.1 is precisely Proposition 4.7; 5 in Theorem
3.1 is clear from Proposition 4.2; 6–7 in Theorem 3.1 is just Proposition 4.12; and finally we
obtain 8–10 in Theorem 3.1 from Proposition 4.5.
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