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Abstrakt
Tato bakalářská práce se zabývá problematikou klasifikace paketů v počítačových sítích.
Práce obsahuje popis jednotlivých klasifikačních algoritmů implementovaných v experimen-
tálním frameworku Netbench. K některým jsou uvedeny příklady jejich datových struktur
a vyhledávání v nich. Součástí této práce je implementace algoritmu pro modulární vy-
hledávání. Dále jsou součástí práce experimenty provedené na tomto algoritmu za účelem
zjištění vhodných parametrů a experimenty provedené na algoritmech knihovny Netbench
za účelem porovnání jejich paměťové a výpočetní složitosti.
Abstract
This bachelor’s thesis deals with packet classification in computer networks. It describes
algorithms which are implemented in experimental Netbench framework. For some of them,
there are examples of data structures and searching methods. Part of this thesis is imple-
mentation of modular packet classification algorithm. Another part of this thesis describes
experiments with this algorithm to find its suitable parameters and experiments with Net-
bench algorithms for comparison of their space and computational complexity.
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Kapitola 1
Úvod
Klasifikace paketů se používá v různých odvětvích počítačových sítí. Může to být například
poskytování kvality služeb, kdy poskytovatel služeb potřebuje zajistit určitý datový tok
pro zákazníky. Může to být ale také bezpečnost, kontrola přístupu do sítě pomocí firewallu,
plánování provozu (angl. traffic billing), rozložení provozu (angl. traffic shaping) nebo napří-
klad ořezání provozu (angl. traffic policing). Kvůli těmto požadavkům je potřeba filtrovat
příchozí pakety na základě určených pravidel. Tato pravidla mohou být specifikována růz-
nými hodnotami z hlavičky paketu. Mohou to být například zdrojová IP adresa, cílová IP
adresa, rozsah hodnot čísel cílových portů, priorita pravidla a akce, která se má s odpovída-
jícím paketem provést (například povolení, zamítnutí nebo přesměrování). Příchozí paket
je porovnáván s klasifikačními pravidly klasifikačním algoritmem, který vyhledá jedno vy-
hovující pravidlo. V případě shody více pravidel se algoritmus rozhoduje podle zadaných
priorit.
Cílem klasifikačních algoritmů je tedy co nejrychleji vyhledat ke každému příchozímu
paketu jedno pravidlo, které mu odpovídá, a vykonat akci specifikovanou v tomto pravidle.
Vzhledem k tomu, že se rychlost přenosu dat po síti neustále zvyšuje, tak je potřeba vyvíjet
i rychlejší klasifikační algoritmy. Vznikají nové publikace prezentující klasifikační algoritmy
a srovnání jejich předností. Tato práce z těchto publikací vychází.
V druhé kapitole této bakalářské práce se zaměřuji na obecný popis problematiky počí-
tačových sítí, který je nutný k pochopení samotné klasifikace. Poukazuji na užitečnost
klasifikačních algoritmů s ohledem na využití v praxi, kde uvádím jako příklad zajišťování
kvality služeb a využití firewallů. Dále se zabývám podrobněji problematikou klasifikace
algoritmů, kde popisuji, jak vypadá klasifikační pravidlo. Uvádím také rozdělení klasifikač-
ních algoritmů do různých skupin podle techniky vyhledávání [23] a podle způsobu ukládání
pravidel [3]. Pro určení kvality klasifikačních algoritmů jsou důležité metriky, které popisuji
závěrem druhé kapitoly.
Třetí kapitola je věnována základnímu popisu vybraných klasifikačních algoritmů, kde
se soustředím na principy vytváření datových struktur jednotlivých algoritmů. Uvádím zde
pro názornost i příklady vyhledávání v těchto datových strukturách.
V další kapitole se věnuji modulární klasifikaci paketů [25], na kterou je tato bakalářská
práce zaměřena. V této kapitole popisuji knihovnu Netbench, pro kterou jsem tento algorit-
mus implementoval. Dále zde popisuji datovou strukturu algoritmu a výpočet její paměťové
složitosti. Uvádím výpočty použité v implementaci a popis jednotlivých implementovaných
tříd.
Algoritmus pro modulární klasifikaci paketů spolu s ostatními popsanými algoritmy po-
rovnávám v páté kapitole. Pro porovnání jednotlivých algoritmů využívám sady pravidel
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dostupné v knihovně Netbench a sady pravidel z reálného provozu. Uvádím základní cha-
rakteristiku těchto pravidel. V této kapitole jsou také uvedeny experimenty na algoritmu
pro modulární vyhledávání za účelem zjištění optimální kombinace vstupních parametrů
pro použité sady pravidel.
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Kapitola 2
Počítačové sítě
V této kapitole se zabývám látkou nutnou k porozumění samotného filtrování paketů v počí-
tačových sítích. Při studiu této látky jsem vycházel zejména ze studijních opor doktora
Petra Matouška [11, 12]. Velmi přínosný byl také přehled klasifikačních algoritmů Davida
Edwarda Taylora [23].
2.1 Vrstvové modely
Počítačové sítě jsou rozděleny vzhledem ke složitosti celkové problematiky do vrstvové ar-
chitektury na různé vrstvové modely. Za dobu existence počítačových sítí vzniklo několik
různých modelů. V současné době se užívají dva – model ISO/OSI a model TCP/IP. Model
ISO/OSI byl přijat v roce 1987 jako standard pro komunikaci po síti. Z tohoto modelu
vychází podstatně jednodušší model TCP/IP, který je vhodnější pro praktické užití právě
kvůli jeho jednoduchosti [11]. Popisuji zde rozšířenější TCP/IP model.
2.1.1 TCP/IP model
Tento model má oproti modelu ISO/OSI, který se skládá ze 7 vrstev, vrstvy jen 4. Srovnání
obou modelů, spolu s datovými entitami, je zobrazeno na obrázku 2.1, kde jednotlivé vrstvy
vidíme. Princip modelu spočívá v tom, že si jednotlivé vrstvy vyměňují informace, kde nižší
vrstva využívá služeb vyšší vrstvy. Model TCP/IP se skládá z těchto vrstev [22]:
Obrázek 2.1: Srovnání modelu TCP/IP a ISO/OSI a jejich datové entity. Převzato z [11].
4
Aplikační vrstva
V této vrstvě se nacházejí všechny síťové aplikace. Vrstva zajišťuje zpracování dat na nej-
vyšší úrovni. Patří do ní například protokoly DNS, SMTP nebo třeba HTTP.
Transportní vrstva
Transportní vrstva má za úkol poskytovat spolehlivý a co nejefektivnější přenos ze zdro-
jového do cílového uzlu nezávisle na fyzických sítích aktuálně v provozu. Internet má dva
hlavní transportní protokoly – UDP a TCP.
• UDP zajišťuje rychlý nespolehlivý přenos dat pro nespojované služby. Jelikož je rych-
lejší než protokol TCP (nestará se o potvrzování paketů), tak se využívá například
pro multimediální aplikace, IP telefonii a sdílení souborů.
• TCP zajišťuje naopak spolehlivý přenos dat, kdy se protokol TCP stará o potvrzování
doručených paketů a řízení toku přenosu. Z tohoto důvodu je pomalejší než UDP
protokol. Využívá se například při zabezpečeném přihlašování, přenosu souborů nebo
u elektronické pošty.
Transportní protokoly rozdělují data aplikační vrstvy na pakety, které posílají po síti.
IP hlavička obsahuje pro tuto práci důležité prvky jako je zdrojová IP adresa, cílová IP
adresa a protokol. Další prvky IP hlavičky jsou na obrázku 2.2. TCP (respektive UDP)
hlavička bude pro nás taktéž důležitá, protože se v ní mimo jiné nacházejí zdrojový a cílový
port.
Obrázek 2.2: Složení hlavičky IP paketu.
Síťová vrstva
Přebírá pakety z transportní vrstvy a zapouzdřuje je do IP datagramů. Tato vrstva je také
zodpovědná za směrování IP datagramů. Na této vrstvě fungují protokoly ARP, ICMP nebo
IGMP.
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Vrstva fyzického rozhraní
Je nejnižší vrstva v hierarchii TCP/IP modelu. Zahrnuje funkce pro přístup k fyzickému
médiu. Vrstva také zajišťuje zapouzdření IP datagramů do ethernetových rámců. Zahrnuje
fyzické technologie přenosu, jako jsou například kroucená dvoulinka, koaxiální kabel, optická
vlákna a podobně. Vymezuje mechanické a elektrické rozhraní.
2.2 Aplikace klasifikace paketů
2.2.1 Firewall
Jedním z příkladů, kde se nejčastěji setkáváme s filtrováním paketů, je firewall, základní
ochranný mechanismus na síti. Jedná se o samostatný systém fyzicky umístěný mezi přístu-
povým bodem do sítě a prvkem sítě určeným k ochraně [4]. Můžeme říct, že slouží jako
kontrolní bod porovnávající příchozí pakety s pravidly pro komunikaci mezi sítěmi defino-
vanými administrátorem. Tato pravidla se typicky skládají ze zdrojové a cílové IP adresy,
čísla zdrojového a cílového portu, protokolu přenosu a priority pravidla. Priorita bývá dána
umístěním pravidla v tabulce (první řádek odpovídá nejvyšší prioritě, poslední řádek od-
povídá nejnižší prioritě) a určuje, které pravidlo se má v případě pokrytí příchozího paketu
více pravidly použít.
Firewally se dělí na hardwarové a softwarové, kde hardwarové můžou být externí hard-
warová zařízení, nacházející se mezi přístupovým bodem do sítě a koncovým bodem v síti.
Bývají většinou součástí směrovačů, síťových karet a podobně. Softwarové mohou běžet na
serveru a starat se o ochranu koncových uzlů v síti. Pro práci s pravidly firewallu existují
různé aplikace. V BSD je to například ipfw, v Unixu například iptables. Ve Windows je
to netsh.
Firewally se dále dělí podle své funkčnosti do těchto skupin [13]:
• Paketové filtry
Firewall zkoumá pět prvků hlavičky paketu – zdrojová IP, zdrojový port, cílová IP,
cílový port a IP protokol, kde podle definovaných pravidel firewall vybírá, zda paket
projde či nikoli. Jedná se o nejjednodušší typ firewallu a nachází se na síťové vrstvě
a používá se nejčastěji ve směrovačích.
• Proxy firewally
Říká se jim také aplikační brány nebo aplikační proxy firewally, protože se kontrola
paketů provádí na aplikační vrstvě. Pracují tak, že klient komunikuje se serverem přes
prostředníka – proxy server. Proxy server rozhoduje, zda paketu povolí přístup do sítě
na základě nakonfigurovaných pravidel.
• SOCKS firewally
SOCKS je koncepčně brán jako mezivrstva aplikační a transportní vrstvy. Protokol
SOCKS poskytuje framework pro aplikace typu klient-server pro bezpečné využití slu-
žeb síťového firewallu [9]. To znamená, že použití vyžaduje úpravu na straně klientů.
V této práci budu využívat koncept paketových filtrů.
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2.2.2 Quality of Service
Zajišťování kvality služeb je další z možností aplikace klasifikace paketů. Jedná se o us-
měrňování toku dat za účelem poskytnutí kapacity linky pro jiná data. Toto je zapotřebí,
když dojde k zahlcení linky, což může nastat, když v určitém okamžiku dorazí na několik
vstupních linek směrovače shluky paketů, které směřují na jednu výstupní linku [7]. Řeše-
ním pak může být váhová fronta (angl. Weightet Fair Queues, WFQ). Váhová fronta je
mechanismus, kde jsou příchozí pakety řazeny do toků a každému toku je na základě in-
formací z hlavičky paketu přiřazena váha. Je zde možné nastavit příslušnou váhu a zajistit
požadovanou kvalitu služeb.
2.3 Klasifikace paketů
Klasifikace paketů je třídění paketů na základě klasifikačních pravidel1. Z množiny zada-
ných pravidel se u většiny algoritmů před vytvářením datové struktury vyjmou univerzální
pravidla, která se při klasifikaci automaticky přidají do výsledné množiny pravidel shodných
s příchozím paketem. Tato pravidla mají velký počet tzv.
”
don’t care“2 položek.
Konkrétní formát zápisu pravidel je různý. Zápis klasifikačního pravidla ve formátu
NIFIC3 může vypadat například takto:
4 block on 1 proto tcp from 1.37.131.0/24 port 53 to 3.64.0.0/10
Toto pravidlo má prioritu 4 a má za úkol blokovat pakety poslané na rozhraní 1 přes proto-
kol TCP z IP adresy 1.37.131.0 s maskou 255.255.255.0 přicházející z portu 53 na cílovou
IP adresu 3.64.0.0 s maskou 255.192.0.0.
Různé hodnoty v určité položce pravidla se řídí různými formami zápisu. Musejí se tedy
různě porovnávat. Využívají se následující reprezentace hodnot:
• Přesná hodnota – hodnota je zadaná přesně a musí se shodovat s odpovídající hodno-
tou v pravidle. Používá se u zápisu protokolů.
• Hodnota prefixu – hodnota pravidla musí být prefixem hodnoty z položky porovnáva-
ného paketu. Toto porovnávání se užívá zejména u IP adres. V případě, že dojde ke
shodě pro více prefixů definovaných v pravidlech, využívá se vyhledávání nejdelšího
shodného prefixu (LPM, Longest Prefix Match). Je to pravidlo, ve kterém došlo
k nejdelší prefixové shodě.
• Interval – hodnota hlavičky porovnávaného paketu musí být v intervalu zadaného
u porovnávaného pravidla. Využívá se při omezení pro porovnávané porty. Hodnota
intervalu se dá převést na prefixové porovnávání, kdy interval převedeme na sjed-
nocení prefixů. Například interval pro číslo portu 0–1023 bude mít hodnotu prefixu
000000* (tzn. u bitů na pozicích 0–10 nezáleží na jejich hodnotě a bity 11–16 musejí
mít hodnotu 0).
1Označují se i jako filtrovací pravidla.
2
”
don’t care“ je hodnota v poli hlavičky obsahující velký počet bitů s variabilní hodnotou (nezáleží zda
1 nebo 0). Tato hodnota v zápisu pravidel značí znakem
”
*“.
3Jedná se o formát, se kterým pracuje knihovna Netbench,
viz http://www.liberouter.org/package releases/nific-3.2.0/handbook/nific-handbook.html.
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Jelikož se pakety porovnávají v praxi s velkou sadou pravidel a je potřeba toto porovnání
provést velmi rychle, tak je trendem vyvíjet algoritmy, které jsou rychlejší nebo vhodnější
pro určité případy implementace.
Těchto klasifikačních algoritmů je několik druhů a v různé literatuře se třídí podle růz-
ných kritérií. David Taylor [23] řadí klasifikační algoritmy podle techniky vyhledávání do
těchto čtyř skupin: vyhledávání hrubou silou, vyhledávání založené na dekompozici, vyhle-
dávání v množině a rozhodovací stromy. Kde při vyhledávání hrubou silou prochází algorit-
mus všechna pravidla, při dekompozičním vyhledávání rozloží jedno pole pro vyhledávání
do více zvláštních polí, ve kterých vyhledává a výsledek pak zase spojí. U rozhodovacích
stromů se vytvoří rozhodovací strom (angl. decision tree) z množiny pravidel a na základě
hodnot v hlavičce paketu se strom prochází. A při vyhledávání v množině se nejprve defi-
nuje počet platných bitů v jednotlivých dimenzích. Tento počet máme uložený v množině,
která nám slouží jako vyhledávací klíč. Na základě tohoto klíče se provádí vyhledávání na
přesnou shodu. Porovnávání je v jednotlivých dimenzích nezávislé a lze provádět paralelně.
Rozdělení algoritmů do těchto skupin je na obrázku 2.3.
Chao a Liu [3] uvádí třídění založené na přístupu k ukládání pravidel. Uvádí tyto typy
algoritmů:
• Stromově založené
• Geometrické
• Heuristické
• Algoritmy založené na TCAM (ternární asociativní paměť)
Jednotlivé algoritmy lze třídit podle obou zmíněných přístupů zároveň. Například al-
goritmus HiCuts spadá podle Chaa a Lia do skupiny Geometrických a podle Taylora do
skupiny Rozhodovacích stromů.
Vyhledávání hrubou silou
Rozhodovací stromy
Dekompoziční vyhledávání
Vyhledávání v množině
Lineární vyhledávání
Modular HiCuts HyperCuts
DCFL
BitVektor
PHCA
Vyhledávání v množině
Crossproducting
Obrázek 2.3: Taxonomie vyhledávání ve více polích, přilehlé techniky související. Hybridní
techniky překrývají hranice kvadrantů. Převzato z [23].
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2.3.1 Metriky klasifikačních algoritmů
U klasifikačních algoritmů rozlišujeme různé hodnotící metriky, které určují vlastnosti da-
ných algoritmů [3, 19].
• Rychlost je definována jako doba potřebná ke klasifikaci paketu. Většinou se měří
počtem přístupů do paměti. Je u těchto algoritmů stěžejní vzhledem k vysokým pře-
nosovým rychlostem. Například linky běžící na rychlostech 10Gbps můžou přenášet
19,53 milionu paketů za sekundu (za předpokladu velikosti paketu 64 bytů) [15].
• Paměťová náročnost je celková velikost paměti potřebné k uložení pravidel do klasi-
fikační datové struktury.
• Čas předzpracování sady pravidel je čas potřebný k vytvoření datové struktury.
• Rychlost aktualizace je doba, za kterou dokáže algoritmus přidat nebo smazat pravidla
ze své datové struktury.
• Počet dimenzí je určen počtem hlaviček, se kterými dovede metoda pracovat. Rozlišu-
jeme jednodimenzionální, dvoudimenzionální a vícedimenzionální. Ideální algoritmus
umí pracovat s libovolným počtem hlaviček.
• Škálovatelnost je vlastnost algoritmu, kdy nezáleží, zda ho používáme pro sto pravidel,
nebo pro tisíce pravidel a stále vykazuje podobné, stabilní výsledky.
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Kapitola 3
Klasifikační algoritmy
V následující kapitole popisuji některé známé algoritmy. K některým algoritmům uvádím
příklad pro lepší představu principu ukládání pravidel nebo principu vyhledávání.
Pravidlo 1. dimenze 2. dimenze 3. dimenze
a 00* 00* 2
b 00* 01* 5
c 10* 01* 0:15
d 11* 10* 9:15
e 0* 10* 0:3
f 0* 11* 7:15
g 0* 0* 4
h 1* 01* 8:9
Tabulka 3.1: Tabulka zjednodušených pravidel pro ukázky.
3.1 Algoritmus BitVector
Prohledávání pomocí bitového vektoru se také nazývá Lucent Bit Vector [8]. Jedná se
o algoritmus typu
”
rozděl a panuj“, kde klasifikace probíhá v několika krocích paralelně
a následný výsledek spojí. Algoritmus je zaměřen na hardwarovou implementaci.
Nejprve se vytvoří z jednotlivých prefixů daných pravidel n-bitové vektory pro každý
prefix a pro každou dimenzi zvlášť. n bude tedy rovné počtu pravidel. Pak se vytvoří
k binárních stromů, vždy jeden pro každou dimenzi z původní sady pravidel. Dále je n-bitový
vektor asociovaný s každým uzlem tohoto stromu odpovídajícímu správnému prefixu.
Vyhledávání pak probíhá paralelně pro každou dimenzi, kdy se nejprve projde binárními
stromy a výsledný bitový vektor je průnikem nalezených bitových vektorů z jednotlivých
stromů. Z tohoto bitového vektoru už vyčteme, která pravidla paket splňuje. Pozice jedniček
v bitovém vektoru určuje splněná pravidla. Jestliže jsou pravidla uspořádaná podle priority,
vybere se první jednička zleva. Použití bitových vektorů není příliš vhodné pro velké sady
pravidel [1]. Příklad výsledné datové struktury vycházející ze sady pravidel v tabulce 3.1
pro první dvě dimenze je na obrázku 3.1.
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Obrázek 3.1: Výsledný binární strom pro sadu pravidel v tabulce 3.1 pro algoritmus BitVec-
tor. Převzato z [1].
3.2 Algoritmus DCFL
Algoritmus, celým názvem Distributed Crossproducting of Field Labels [24], využívá dekom-
pozice a novou techniku značení za účelem vytvoření klasifikačního algoritmu zaměřeného
na dosažení velkého výkonu v hardwarové implementaci.
Při vytváření struktury pro DFCL je prvním krokem označení si unikátních hodnot
prefixů v jednotlivých dimenzích napříč sadou pravidel. Tyto hodnoty se označí unikátním
klíčem pro tuto dimenzi. Dále se zjistí četnosti jednotlivých unikátních hodnot a uloží se. To
je výhodné pro přidávání nebo odebírání pravidel, kdy stačí jen inkrementovat, popřípadě
dekrementovat tento počet. Složitější situace nastává při odstranění všech pravidel stejného
prefixu, kdy počet klesne na 0 a musí se změnit datová struktura. Z vytvořených unikátních
klíčů ve všech dimenzích se konkatenací získají unikátní klíče pro jednotlivá pravidla [23].
DCFL využívá nezávislý vyhledávací proces pro každou dimenzi, kdy se nejprve rozdělí
pravidlo na jednotlivé dimenze, z těch se vyberou hodnoty a zjistí se unikátní klíče. Ty se
v agregačních uzlech spojí a výsledný klíč určí pravidlo. Ukázka vytvoření značek z tabulky
3.2 je zobrazena v tabulce 3.3 a ukázka vyhledávání podle těchto značek je na obrázku 3.2.
3.3 Algoritmus HiCuts
HiCuts je zkratka názvu algoritmu Hierarchical Ingelligent Cutting [6, 21, 23]. Jedná se
o první klasifikační algoritmus založený na rozhodovacích stromech. Koncept
”
řezů“ pochází
z geometrického pohledu na klasifikaci paketů. V tomto konceptu je každý filtr definován
jako d-dimenzionální obdélník v d-dimenzionálním prostoru, kde d je počet dimenzí. Na
obrázku 3.3 je ukázáno dvoudimenzionální zobrazení pravidel podle první a třetí dimenze
11
Obrázek 3.2: Ukázka vyhledávání v DCFL z tabulky 3.2. Převzato z [23].
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Filtr Adresa Port Protokol Značka
a 000* 0:1 TCP (0,0,0)
b 001* 0:1 TCP (1,0,0)
c 1101 1:1 UDP (2,1,1)
d 10* 5:15 TCP (3,2,1)
e 001* 5:15 UDP (1,2,1)
f 111* 0:15 UDP (4,3,1)
g 000* 5:15 UDP (0,2,1)
h 10* 0:1 TCP (3,0,0)
i 001* 1:1 TCP (1,1,0)
j * 0:15 UDP (5,3,1)
k * 0:15 * (5,3,2)
Tabulka 3.2: Tabulka zjednodušených pravidel pro ukázku DCFL. Převzato z [23].
Adresa Značka
∑
000* 0 2
001* 1 3
1101 2 1
10* 3 2
111* 4 1
* 5 2
Port Značka
∑
0:1 0 3
1:1 1 2
5:15 2 3
0:15 3 3
Protokol Značka
∑
TCP 0 4
UDP 1 6
* 2 1
Tabulka 3.3: Pomocné tabulky pro vytvoření značek k pravidlům v tabulce 3.2. Převzato
z [23].
tabulky 3.1 s příkladem řezů a na obrázku 3.4 je ukázka sestavení stromu podle těchto řezů.
Datová struktura vznikající tímto přístupem je opět binární strom, kde v každém listu
stromu je obsažena malá část pravidel určená zadaným parametrem (takzvaný bucket size),
v tomto listu pak probíhá při klasifikaci lineární vyhledávání. Algoritmus používá různé
heuristiky pro výběr rozhodovacího pravidla za účelem minimalizace hloubky stromu.
3.4 Algoritmus HyperCuts
Algoritmus HyperCuts [20] je založen také na rozhodovacích binárních stromech. Využívá
stejné myšlenky jako HiCuts – umožňuje do listů stromu ukládat více než jedno pravidlo.
HyperCuts aplikuje dvě zlepšení oproti HiCuts [3]:
1. V každém uzlu rozhodovacího stromu je pravidlo
”
rozříznuto“ napříč více dimenzemi
najednou a uloženo ve vícedimenzionálním poli. Neboli dělá v každém uzlu více řezů,
na rozdíl od HiCuts, který se soustředí v každém uzlu pouze na jednu dimenzi.
2. Když všichni potomci uzlu obsahují stejnou podmnožinu pravidel, tak je tato pod-
množina přesunuta do seznamu jejich rodiče za účelem redukce potřebné paměti.
Algoritmus funguje tak, že vytvoří rozhodovací strom z původní sady pravidel, kde
každý uzel stromu bude identifikovat jeden region (oblast řezu) a obsahovat pravidla tohoto
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Obrázek 3.3: Ukázka geometrického rozdělení pravidel z tabulky 3.1 pro algoritmus HiCuts
se zobrazením řezů R1, R2 a R3 pro velikost bit bucket rovnu 4.
regionu. Pokud je sada pravidel obsažených v některém uzlu větší, než je zadaný bucket size,
pak se uzel rozdělí na potomky. Každý potomek zahrnuje podmnožinu pravidel otcovského
uzlu.
3.5 Algoritmus MSCA
Celý název algoritmu je Multi Subset Crossproduct Algorithm [5] a tento algoritmus vychází
z vyhledávání pomocí kartézského součinu (angl. cross producting). Základní myšlenkou vy-
hledávání pomocí kartézského součinu je nejprve projít jednotlivé dimenze všech pravidel
a potom kombinací všech zjištěných hodnot v rámci jednotlivých dimenzí vytvořit hašo-
vací tabulku kartézského součinu, kde kombinace hodnot z jednotlivých dimenzí budou
klíčem. Při vyhledávání pak sice postačí pouze jeden přístup do paměti, ale za cenu velkých
paměťových nároků.
MSCA využívá mnohonásobného přístupu k hašovací tabulce, kdy nejprve rozdělí sadu
pravidel do několika dílčích sad a dělá kartézský součin nad každou z těchto sad. Tento
přístup může několikanásobně snížit počet pravidel ve výsledné tabulce kartézských součinů.
3.6 Algoritmus PHCA
Perfect Hashing Crossproduct Algorithm [17] je dekompoziční algoritmus, který pouka-
zuje na nejvíce kritickou část dekompozičních algoritmů, kterou je vyhledávání pravidla
(angl. rule search stage), kdy je třeba se postarat o rozdílné chování k paketům určeným ke
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Obrázek 3.4: Výsledný rozhodovací strom z klasifikátoru 3.3 pro algoritmus HiCuts.
klasifikaci (některé neodpovídají žádnému pravidlu, některé odpovídají jednomu pravidlu
a některé se shodují ve více pravidlech a je třeba se rozhodovat podle priority). Jedná se
o vylepšení algoritmu MSCA z hlediska snížených nároků na paměť.
Algoritmus se skládá ze tří kroků. V prvním kroku využívá vyhledávání nejdelšího
shodného prefixu napříč všemi dimenzemi pravidla. V druhém kroku mapuje LPM pomocí
perfektní hašovací funkce pro získání shodujícího se pravidla. I kdyby paket neodpovídal
žádnému pravidlu, tak funkce vždy nějaké pravidlo paketu přiřadí. Ve třetím kroku se kon-
troluje, zda paket opravdu odpovídá nalezenému pravidlu (zde se porovnává i univerzální
pravidlo). Algoritmus je znázorněný na schématu 3.5.
Tento algoritmus je navržený tak, aby se mohl implementovat do FPGA nebo ASIC, kde
může dosáhnout velmi vysoké propustnosti, ale za cenu vysokých paměťových požadavků.
3.7 Algoritmus PFCA
Prefix Filtering Classification Algorithm [2] snižuje paměťovou náročnost algoritmu PHCA.
Algoritmus je založený na zjištění, že mnoho pravidel má definováno pouze několik polí
v hlavičce paketu. Zbytek je hodnota typu ANY. Tato pravidla mohou výrazně snížit vý-
slednou velikost tabulky PHCA. Při vyhledávání a aplikování generalizačních pravidel na
LPM sadu pravidel se sníží velikost tabulky až o 94,9%.
Nevýhodou PFCA je malá stabilita, kdy úspora paměti nastává pouze pro 11% různých
sad pravidel.
3.8 Algoritmus PCCA
Prefix Colouring Crossproduct Algorithm [14] je možno označit za následníka PFCA. Jedná
se o obecnější pohled na problematiku, kdy není úspora paměti limitována jen na určité sady
pravidel. Nejprve se přidělí jednotlivým prefixům
”
barvy“ a poté jsou vyhledány nesmyslné
kombinace barev a jsou odstraněny. Tato optimalizace snižuje velikost perfektní hašovací
tabulky pro většinu sad pravidel a zanechává stále stejnou propustnost, jako tomu bylo
u originálního PHCA.
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Obrázek 3.5: Jednoduché schéma algoritmu PHCA. Převzato z [16].
3.9 Algoritmus MSPCCA
Multi-subset Crossproduct & Prefix Coloring Classification Algorithm je kombinace algo-
ritmu PCCA s algoritmem MSCA. Z algoritmu MSCA si vypůjčuje techniku rozdělení sady
pravidel do několika menších podmnožin, což přináší velkou úsporu paměti. Průměrná ve-
likost spotřebované paměti je o řád nižší, než u algoritmů MSCA, PHCA, PFCA a PCCA
[16].
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Kapitola 4
Modulární přístup ke klasifikaci
Označuje se také jako Wooův algoritmus podle jeho autora Thomase Wooa, který publikoval
tento algoritmus v roce 2000 [25].
Jedná se o algoritmus založený na principu
”
rozděl a panuj“, kdy se rozdělí klasifikační
procedura do tří hlavních kroků:
1. Nejprve algoritmus vybere z prefixu zdrojové a cílové IP adresy bity na předem daných
pozicích. Konkatenací těchto bitů zjistí index pro přístup do indexové tabulky.
2. Dále se snaží snížit počet odpovídajících pravidel na minimum zkoumáním specific-
kých pozic jednotlivých bitů hlavičky paketu. Tento krok probíhá tak dlouho, do-
kud není počet odpovídajících pravidel nižší, než předem stanovená hranice seznamu
(angl. filter bucket).
3. Nakonec algoritmus projde seznam a najde odpovídající pravidlo. Jelikož se v tomto
kroku jedná jen o malý počet pravidel, může být zvolen jiný přístup vyhledávání
(například lineární, nebo pomocí asociativní paměti).
Algoritmus pro modulární vyhledávání je možné využít jak pro softwarovou implemen-
taci, tak pro hardwarovou. Zaměřuje se na dobrý průměrný výkon, rozumné zatížení paměti
a dokáže se přizpůsobit různým typům filtrů.
4.1 Popis algoritmu
Algoritmus vyžaduje rozdělit vyhledávací prostor na 3 vrstvy (viz obrázek 4.1):
• Indexovou tabulku (angl. jump table), do které je sada pravidel na začátku rozdělena
pomocí některých bitů prefixu. Počet bitů indexové tabulky se určuje parametrem.
• Vyhledávací strom – sada pravidel uložena pod každým klíčem indexové tabulky je
dále rozdělena do binárního stromu, kde v každém uzlu je zvoleno číslo pozice bitu
z hlavičky, který se má porovnávat. Čísla bitů použitá v rodičovských uzlech jsou
v potomcích vyloučena.
• Seznam – množina filtrů uložena v listech stromu. Velikost seznamu se určuje para-
metrem. Seznam je místo, kde se mění způsob vyhledávání z průchodu stromem na
lineární vyhledávání. Jeho velikost se doporučuje v rozmezí od 8 do 128 (8, 16, 32,
64 nebo 128). Větší by byly kontraproduktivní (docházelo by ke zpomalení vlivem
lineární složitosti vyhledávání). Jeho velikost se zadává parametrem.
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Vyhledávání v takto definované struktuře pak probíhá ve třech krocích. Nejprve je paket
na základě konkatenace určitých bitů přesměrován na určitý index v indexové tabulce – zde
se postupně porovnávají jednotlivé bity, jejichž pozici určuje hodnota uzlu. Jakmile porov-
návaný paket dorazí k listu stromu (seznamu), vyhledá se v tomto listu hledané pravidlo
lineárně.
Autor uvádí, že algoritmus je vhodný zejména pro velké sady filtrů (například 8 tisíc –
1 milion pravidel). Pro malé sady filtrů (menší než 128 filtrů) může stejně dobře posloužit
i lineární vyhledávání.
Na obrázku 4.1 je ukázka jak může vypadat struktura pro vyhledávání z pravidel v ta-
bulce 4.1.
Filtr Bity(7:0)
a 1010 0010
b 1100 0101
c 0101 1000
d **** 0110
e 111* ****
Filtr Bity(7:0)
f1 001* 1001
f2 001* 101*
f3 001* 11**
g1 00** 00**
g2 00** 0100
Filtr Bity(7:0)
h 0*** 00**
i 0110 ****
j1 1*** 0111
j2 1*** 1***
k 0*** 1011
Tabulka 4.1: Tabulka zjednodušených pravidel pro ukázku uložení pravidel ve struktuře
Woova algoritmu. MSB je vlevo. Převzato z [23].
Obrázek 4.1: Vyhledávací struktura Woova algoritmu pro pravidla 4.1. Velikost seznamu
nastavena na 2. Převzato z [23].
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4.1.1 Struktura vyhledávacího stromu
Woo navrhuje strukturu stromu, kde je celý strom rozdělen do několika podstromů o určité
maximální velikosti počtu uzlů a dále využívá Huffmanovo kódování pro segmentaci. Dále
zakódovává každý vnitřní uzel na X bitů, kde X se skládá z:
• 1 bit – příznak levého potomka
• 1 bit – příznak pravého potomka
• 1 bit – příznak, zda se jedná o list
• 2n bitů pro ukazatele na potomky. n se vypočítá jako dlog2xe5, kde x značí počet
všech uzlů.
• log2W bitů pro hodnotu vybíraného bitu, kde W je počet bitů ze všech uvažovaných
dimenzí.
Takže v případě implementace pro Netbench, kde se porovnává v pěti dimenzích, bude
velikost každého uzlu 10 + 2n bitů:
dlog2(32 + 32 + 8 + 16 + 16)e+ 1 + 1 + 1 + 2n = 10 + 2n
Navíc si každý koncový uzel potřebuje ukládat své ID seznamu potřebného k adresaci
seznamů v listech a počet bitů všech dimenzí. Woo uvádí v reálném nasazení potřebu
maximálně 24 bitů pro ID seznamu v závislosti na počtu seznamů. Velikost seznamu je
tedy v případě mé implementace stanovena na 104 + 24 = 128b.
4.1.2 Volba pozice bitu
V každém uzlu vyhledávacího stromu je potřeba vybrat ideální pozici bitu napříč všemi
dimenzemi všech pravidel (viz obrázek 4.2). Ideální znamená takovou, aby se rozdělení
pravidel blížilo poměru 1:1 a výsledný strom by měl být pravidelný. Výpočet ideální pozice
bitu se provádí pomocí tohoto vzorce:
preference[j] =
Dj(FT )−Dmin(FT )
Dmax(FT )−Dmin(FT ) +
N∗j (FT )−N∗min(FT )
N∗max(FT )−N∗min(FT )
Kde Dj = |N0j −N1j |. N0j , N1j a N∗j jsou počty hodnot 0, 1 a * na j-té pozici bitu na-
příč všemi aktuálně porovnávanými pravidly. FT je tabulka filtrovacích pravidel6, Dmax je
maximální hodnota Dj napříč tabulkou FT . N∗max a N∗min jsou nejvyšší a nejnižší hodnota
N∗j napříč tabulkou FT .
Z těchto preferencí pro jednotlivé pozice bitů se vybere ta s nejnižší hodnotou. Tato
volba optimálního bitu je
”
chamtivá“ a optimalizuje strom pouze lokálně. Konečný strom
může být zkosený v závislosti na sadě pravidel.
Dále se vybírají bity pro sestavení indexové tabulky. Song ve své dizertační práci [21]
i autor algoritmu zvolili pro výběr několik prvních bitů zdrojové a cílové IP adresy. Toto
řešení není optimální, ale urychluje sestavení datové struktury. Já jsem zvolil stejné řešení.
5Závorky dXe značí zaokrouhlení nahoru.
6FT je zkratka z anglického Filter Table a reprezentuje pravidla jako vektory ternárních hodnot uspořá-
daných pod sebou podle priority.
19
# 1. dimenze 2. dimenze k-tá dimenze
1
2
3
4
5
6
7
1
0
*
0
1
*
0
j-tý sloupec
Obrázek 4.2: Ukázka principu volby pozice bitu napříč dimenzemi všech pravidel. Převzato
z [25].
4.1.3 Vstupní parametry
Vstupní parametry ovlivňující průběh algoritmu jsou následující dva:
• Velikost seznamu – maximální povolený počet pravidel pro uložení v listu stromu.
Využívá se za účelem zmenšení celkové velikosti jednotlivých stromů. Avšak při příliš
velkých hodnotách narážíme na nevýhodu pomalého lineárního vyhledávání.
• Počet bitů k vytvoření indexové tabulky – určuje kolik bitů bude vybráno z prefixu
zdrojové a cílové IP adresy. S každým dalším bitem se tabulka zdvojnásobí.
4.2 Implementace
Wooův algoritmus jsem implementoval pro knihovnu Netbench (viz kapitola 4.2.1). Algo-
ritmus porovnává z hlavičky paketu tato pole:
• Zdrojová adresa a cílová adresa
• Protokol
• Zdrojový a cílový port
Struktura algoritmu se skládá ze tří hlavních tříd. Třída MPC načítá zadaná pravidla
a vytváří strukturu indexové tabulky pro zadaný počet bitů. Každému indexu této struk-
tury přiřazuje zvolená pravidla a na závěr pod každým indexem z těchto pravidel vytváří
vyhledávací stromy pomocí třídy Tree. Třída se dále stará o klasifikaci, vypsání paměťových
nároků algoritmu a v inicializační části se zadávají parametry algoritmu.
Třída Tree vytváří jednotlivé stromy, jejichž uzly a listy jsou instance třetí třídy Node.
Třída Tree má tedy na starost volbu vhodného bitu (viz kapitola 4.1.2).
Algoritmus využívá moduly knihovny Netbench a pracuje se vstupními pravidly ve
formátu NIFIC.
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4.2.1 Netbench
Netbench [18] je v Pythonu verze 2.6 vyvíjená knihovna výzkumnou skupinou Accelerated
Network Technologies určená pro experimentování s algoritmy pro zpracování paketů. Cí-
lem této knihovny je nabídnout výzkumníkům jednoduchý, multiplatformní framework pro
realizaci a srovnávání algoritmů.
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Kapitola 5
Experimentální část
Kapitola se zabývá experimenty nad klasifikačními algoritmy obsaženými v testovací kni-
hovně Netbench (výsledky z algoritmů HiCuts a HyperCuts jsou z implementace Jiřího
Machaly [10], která není součástí Netbench). Nejprve popisuji způsoby provádění experi-
mentů a poté uvádím výsledky. Experimentování s algoritmy pro klasifikaci paketů je velice
důležité, chceme-li dosáhnout co nejlepší rychlosti. Chování většiny těchto algoritmů se dá
ovlivnit jedním, či více vstupními parametry a je potřeba ověřit právě experimentem, jaká
hodnota parametru je ideální.
5.1 Popis experimentů
Popisuji zde dva experimenty, kterými jsem se zabýval. Jeden je zaměřen přímo na Wooův
algoritmus, kdy testuji vstupní parametry. Druhý je zaměřený na porovnání jednotlivých
algoritmů knihovny Netbench. Oba experimenty probíhaly nad sadami pravidel knihovny
Netbench a nad reálnými pravidly (viz tabulka 5.1). Jednotlivé řádky tabulky obsahují
počty unikátních hodnot v dané sadě pravidel.
# Filtrovací sada Pravidla
Zdrojová
IP
Cílová
IP
Protokol
Zdrojový
port
Cílový
port
1 fw2 05 m05 250.rul 219 55 53 1 13 1
2 fw2 05 m05 500.rul 394 65 57 1 13 1
3 fw2 m05 05.rul 972 802 412 1 13 1
4 rules1.rul 62 34 20 2 1 9
5 rules2.rul 21 8 8 2 1 15
6 rules3.rul 89 22 42 3 5 36
7 rules4.rul 275 46 64 2 1 17
8 rules5.rul 1107 158 80 3 1 55
9 rules6.rul 1109 158 82 3 1 56
Tabulka 5.1: Pravidla ve formátu NIFIC. První tři sady jsou vygenerované knihovnou Net-
bench, ostatní jsou sady používané v praxi.
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5.1.1 Parametry Woova algoritmu
Porovnávám zde paměťovou náročnost modulárního vyhledávání v závislosti na zadaných
vstupních parametrech – bucket size určující velikost seznamu a table bits určující z kolika
bitů se bude skládat indexová tabulka. Při obou experimentech sleduji vývoj změny hloubky
stromu. U stromů s větší hloubkou bude nejhorší případ (angl. worst case) doby potřebné
k nalezení pravidla vyšší než u stromů s menší hloubkou.
V prvním experimentu zjišťuji, jaký má vliv velikost seznamu na celkovou paměťovou
náročnost. Tím se snažím zjistit, jak je ovlivněna optimální velikost seznamu v závislosti na
velikosti sady filtrovacích pravidel. Toto testuji bez indexové tabulky, respektive s indexovou
tabulkou čítající jednu položku.
Dále experimentálně zjišťuji, jak se mění celková paměťová náročnost algoritmu v zá-
vislosti na velikosti indexové tabulky. Při tomto testování je nastavena velikost seznamu na
16 pravidel.
5.1.2 Porovnání algoritmů knihovny Netbench
Porovnání bylo zaměřeno na paměťovou náročnost jednotlivých algoritmů. Výsledky tohoto
porovnání jsou zobrazeny v tabulce 5.4 a v tabulce 5.5.
5.2 Výsledky experimentů
Při provádění experimentů s velikostí seznamu byly naměřené hodnoty vyneseny do tabulky
5.2. Hodnoty z reálných pravidel z tohoto měření jsou znázorněny v grafu 5.1. Pravidla
knihovny Netbench jsou v grafu vynechána, protože vykazovala pro velikosti seznamu 8
a 16 řádově vyšší hodnoty a graf by se tak stal nečitelným.
Z experimentu je vidět, že velikost seznamu 8 vykazuje u použitých sad pravidel nejvyšší
procentuální nárůst oproti sousední velikosti. Také je vidět, že u sad pravidel číslo 4 a 5
se od velikosti seznamu 64 už nevytvářel strom, ale pouze seznam. Z těchto důvodů bude
v dalším testování zvolena velikost seznamu 16, kde se jedná o kompromis mezi rychlostí
lineárního vyhledávání v seznamu a velikostí celkové datové struktury.
Při provádění experimentu s velikostí indexové tabulky byly naměřené hodnoty vyneseny
do tabulky 5.3. Z některých těchto hodnot byl sestaven graf 5.2. Pravidla knihovny Netbench
jsou opět vynechána, protože pro všechny velikosti byla celková velikost struktury řádově
vyšší a graf by se tak stal nečitelný.
V grafu je vidět, že při zvyšování velikosti indexové tabulky celková velikost struktury
neklesá. Je to dáno tím, že implementace není plně optimalizována a tak se některá pravidla
opakují na více pozicích v indexové tabulce. V celkovém porovnání pravidel s pravidly
knihovny Netbench použiji velikost 4, která z experimentu vychází nejlépe v poměru velikost
tabulky k rychlosti.
V tabulce 5.4 a v tabulce 5.5 zobrazuji porovnání paměťové složitosti jednotlivých algo-
ritmů knihovny Netbench. Wooův algoritmus vykazuje výrazně lepší hodnoty než algoritmy
využívající rozhodovací stromy (HiCuts a HyperCuts). Za tuto skutečnost může indexová
tabulka, díky které se vytvoří několik méně rozvinutých stromů menší hloubky. Hodnoty
algoritmů MSCA a PFCA mohou být trochu odlišné od reálných hodnot, protože algoritmy
neklasifikovaly v některých případech správně. PFCA v případě sad pravidel 4 a 7. MSCA
klasifikoval dobře pouze sedmou sadu pravidel.
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Obrázek 5.1: Závislost velikosti seznamu při nulové velikosti indexové tabulky na velikosti
celkové datové struktury.
# VS = 8 H VS = 16 H VS = 32 H VS = 64 H VS = 128 H
1 1269 29 231,3 21 46,6 14 12,7 10 5,1 3
2 7325,7 37 1456,1 30 272,1 22 55,8 15 11,0 9
3 5087,7 18 623,9 14 140,8 10 37,8 7 13,5 5
4 23,1 10 6,5 5 4,4 1 4,1 0 4,1 0
5 19,0 10 5,1 3 4,1 0 4,1 0 4,1 0
6 88,0 12 14,2 6 5,4 3 4,4 1 4,1 0
7 18,6 6 10,7 5 6,8 4 5,1 2 4,5 1
8 103,8 10 37,6 8 16,9 6 8,7 4 6,3 3
9 126,5 10 41,0 8 17,8 6 9,0 5 6,3 3
Tabulka 5.2: Výsledky měření paměťové náročnosti v kilobitech v závislosti na velikosti
seznamu při nulové velikosti indexové tabulky. VS je velikost seznamu, H je maximální
hloubka stromu napříč indexovou tabulkou.
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Obrázek 5.2: Závislost velikosti počtu bitů indexové tabulky při velikosti seznamu 16 na
velikosti celkové datové struktury.
# PB = 0 H PB = 2 H PB = 4 H PB = 6 H
1 231,3 21 203,0 20 151,9 18 174,2 17
2 1456,1 30 1293,3 28 843,4 26 830,2 24
3 623,9 14 601,1 13 595,8 11 595,1 9
4 6,5 5 28,1 4 3,9 3 13,6 3
5 5,1 3 7,8 3 4,1 3 15,1 3
6 14,2 6 11,0 6 14,6 6 31,8 6
7 10,7 5 7,8 5 10,1 5 20,7 5
8 37,6 8 28,1 7 29,7 7 40,9 7
9 41,0 8 31,3 7 32,0 7 41,3 7
Tabulka 5.3: Výsledky měření paměťové náročnosti v kilobitech v závislosti na počtu bitů
indexové tabulky při velikosti seznamu 16. PB je počet bitů, H je maximální hloubka stromu
napříč indexovou tabulkou.
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Filtrovací sada Bit Vektor DCFL HiCuts HyperCuts MSCA
fw2 05 m05 250.rul 40,6 15,3 490,6 205,3 654,2
fw2 05 m05 500.rul 63,8 24,5 597,6 440,6 1181,0
fw2 m05 05.rul 2410,3 87,4 2824,2 1948,3 N/A
rules1.rul 3,6 1,8 23,0 5,0 1,9
rules2.rul 3,2 3,4 5592,3 951,1 7,1
rules3.rul 25,3 9,6 781,0 78,2 400,2
rules4.rul 74,8 29,6 703,6 130,3 84,8
rules5.rul 554,1 91,5 2827,0 264,5 359,9
rules6.rul 560,7 91,7 11992,5 720,9 365,2
Tabulka 5.4: Porovnání paměťové složitosti jednotlivých algoritmů knihovny Netbench.
Hodnoty jsou uvedeny v kilobitech. Hodnoty N/A nebylo možno z důvodu dlouhé doby
výpočtu naměřit. Pokračování je v tabulce 5.5.
Filtrovací sada PFCA PCCA MSPCCA Modular
fw2 05 m05 250.rul 356,1 245,6 25,5 151,9
fw2 05 m05 500.rul 664,8 405,9 61,2 843,4
fw2 m05 05.rul N/A N/A 505,5 595,8
rules1.rul 23,1 0,3 0,5 3,9
rules2.rul 3,5 4,2 1,0 4,1
rules3.rul 2481,6 N/A 17,1 14,6
rules4.rul 25,5 338,7 14,0 10,1
rules5.rul 164,1 585,2 90,3 29,7
rules6.rul 186,3 496,0 89,1 32,0
Tabulka 5.5: Porovnání paměťové složitosti jednotlivých algoritmů knihovny Netbench.
Hodnoty jsou uvedeny v kilobitech. Hodnoty N/A nebylo možno z důvodu dlouhé doby
výpočtu naměřit.
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Kapitola 6
Závěr
V této bakalářské práci je popsána problematika klasifikace paketů obecně, metriky pou-
žité při porovnávání jednotlivých klasifikačních algoritmů a algoritmy obsažené v knihovně
Netbench. U algoritmů je kladen důraz na popis datové struktury.
Součástí práce je implementace algoritmu pro modulární vyhledávání. Tato implemen-
tace vychází z návrhu doktora Thomase Wooa [25] a v případě jejího zahrnutí do příští
verze knihovny Netbench se bude jednat o jedinou veřejně dostupnou implementaci v ja-
zyce Python.
Další důležitou součástí práce jsou experimenty. Výsledky prvního experimentu repre-
zentují ideální parametry pro zvolenou sadu pravidel. Tento experiment je však pouze lo-
kální a ideální parametry se mohou pro různé sady pravidel odlišovat. Druhý experiment
porovnává paměťovou složitost jednotlivých algoritmů knihovny Netbench.
Návrhem na zlepšení Woova algoritmu může být například vytvoření stromu na zá-
kladě výběru více bitů najednou v každém uzlu, nebo optimalizace výběru ideálního bitu.
Realizace těchto vylepšení ale vyžaduje podrobnější studii a je nad rámec této práce.
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Příloha A
Obsah CD
Na přiloženém CD se nacházejí:
• Zdrojové kódy knihovny Netbench
./netbench/
• Instalátor knihovny Netbench
./netbench/setup.sh
• Zdrojový kód Woova algoritmu
./netbench/classification/algorithms/mod.py
• Informace ke spuštění jednotlivých algoritmů
README
• Tato technická zpráva
BP.pdf
• Zdrojový text této technické zprávy
./latex/
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