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Abstract
Electron Bernstein waves are a mode of oscillation in a plasma, thought a candidate for providing
radiofrequency heating and non-inductive current drive in spherical tokamaks. Previous studies of these
modes have relied on neglecting or simplifying the contribution made by relativistic effects.
This work presents fully relativistic numerical results that show the mode’s dispersion relation for
a wide range of parameters. Relativistic effects are shown to shift the location of the resonance as in
previous studies, but the effects beyond this are shown to matter only in high temperature (10-20keV)
plasmas. At these higher temperatures however, the fully relativistic model differs markedly. The as-
sumption that the mode is electrostatic is looked at, and found to be inadequate for describing fully the
electron bernstein modes dispersion relation.
Simple estimates that neglect toroidal effects show current drive efficiency is expected to be an
order of magnitude higher than that for conventional electron cyclotron current drive using the O or X
modes. It is shown for a number of model tokamaks that heating the center of the plasma and driving cur-
rent using EBWs is impossible launching from the outside due to strong damping of the wave at higher
cyclotron harmonics.
Results from a code based on a more complicated semi-analytic model of current drive, that in-
cludes toroidal effects and calculates the average current drive over the magnetic surface, confirm the
higher expected current drive efficiency, and the code is shown to give good agreement with a Fokker-
Planck code. The higher values of   associated with the EBWs are shown to mitigate the delterious
effects of trapping on current drive efficiency to a small extent. The details of the magnetic field are
found to be unimportant to the calculation beyond determing where the wave is absorbed.
The codes written to produce these results are outlined before each set of results. The last of
these is considerably faster than conventional Fokker-Planck codes and a useful tool in studying electron
cyclotron current drive in the future.
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Chapter 1
Introduction
1.1 FUSION
Because the most strongly bound nuclei are those of elements in the middle of the periodic table,
it is possible to release nuclear energy by the fusion of lighter nuclei to form heavier ones. The most
suitable reactions for obtaining this energy in a controlled manner are the fusion of isotopes of hydrogen
to form helium. Of these reactions, that with the lowest activation energy is the fusion of an ion of
deuterium and an ion of tritium to form helium and a neutron
	

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 (1.1)
Whilst successful fusion is still a goal, research is likely to focus on this reaction, but as tritium is
an unstable radioactive gas it may eventually be desirable to switch to deuterium-deuterium fusion


$%
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 (1.2)
although this reaction has a higher activation energy.
The chief obstacle to obtaining this energy is the Coulomb repulsion between the positively
charged atomic nuclei. For fusion to occur the reacting nuclei must have sufficient energy to over-
come this force of repulsion. In the case of D-T fusion the reaction cross-section (the probability of the
reaction taking place) is at its maximum when the particle energy is of the order &(' #"  Thus for fusion
to yield large quantities of energy, the particle thermal energy must be of this order also. Thermal energy
of &('
#"
is approximately equivalent to &)+*,
In order to obtain energy from this process it is necessary that we confine the fuel so that the
particles retain this energy and remain within the reacting region for a sufficient time. More precisely
we require the product of density, temperature and confinement time to be sufficiently large. Material at
temperatures of the order we are considering exists in an ionized state, since the thermal energy is well
above that required to strip electrons from atoms. Thus we obtain in a fusion reactor a plasma - a gas
of consisting of charged particles, electrons and ions, rather than atoms, or molecules, electrically neu-
tral overall, but capable of supporting an electric current and reacting to electric and magnetic fields. A
large part of fusion research has thus focused on using magnetic fields to confine and control the plasma
created in a fusion reactor.
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1.2 THE TOKAMAK
1.2.1 The Basic Tokamak
In order to contain the reactants, and obtain temperatures of sufficient magnitude for fusion to
take place, several magnetic containment devices have been built. The device which currently looks
most promising is the tokamak, illustrated in Fig 1.1.
Fig 1.1 A conceptual illustration of a tokamak [43]
The principal means of confinement is the toroidal magnetic field, generated by a series of current
carrying external coils around the torus, but this field by itself will not confine the plasma. A charged
particle travelling around the torus will orbit the magnetic field line it travels around, thus it will see
a changing major radius and hence a changing magnetic field strength. This changing magnetic field
strength will cause electrons and ions to seperate in the vertical plane so give rise to a vertical electric
field and so there will be a gradual outwards drift in the particle’s path around the torus (the so-called
-/.10 drift). Thus it impossible to confine a plasma with just a toroidal field. Fortunately the problem
can be solved by adding a small poloidal component to the magnetic field.
This poloidal component is produced in a tokamak by current in the plasma itself flowing in the
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toroidal direction. In present day experiments the plasma current is driven by a toroidal electric field
induced by transformer action in which a flux change through the torus is generated as illustrated in Fig
1.2. The flux change is brought about by a current passed around the primary coil around the torus as
shown in Fig 1.3.
Fig 1.2 A change of flux through the torus induces a toroidal electric field which drives the toroidal
current. [7]
Fig 1.3 A change of flux through the torus induces a toroidal electric field which drives the toroidal
current. [7]
Yet in spite of the seeming simplicity, a plasma has yet to be contained in a tokamak long enough
to make a net gain in energy from fusion. The tokamak JET has achieved a confinement time slightly
greater than one second, and this is the most impressive confinement time obtained in a tokamak to date.
Unfortunately, the mechanisms that limit plasma confinement are not yet understood. At best we can say
that experimental evidence suggests confinement times improve with the size of the device, and that in
principle by building a large enough device it might be possible to make fusion generate energy. Con-
finement times are also found to increase with plasma current, and decrease with plasma pressure.
6
In the effort to overcome these limitations numerous refinements and alterations to the basic
model of the tokamak have been attempted. For instance, it has been found that vertically elongating
the plasma can be advantageous. This requires additional toroidal currents. One can also control the
position of the plasma with such currents. Thus most working tokamaks contain further suitably placed
coils to generate such currents - the complete system of toroidal and poloidal coils is illustrated in Fig 1.4.
Fig 1.4 Arrangement of coils in a tokamak [7]
Another suggestion has been the so-called spherical tokamak.
1.2.2 The Spherical Tokamak
The advantages of the spherical torus concept were first outlined by Peng and Strickler in 1986 [1],
but the ideas behind it come from earlier studies into other containment devices, the tokamak obviously,
but also the toroidal pinch [2], and the spheromak [3]. The fundamental idea was to reduce the centre
column of the tokamak to as small a diameter as possible, thus reducing the major radius of the tokamak,
and so increasing the efficiency of the magnetic confinement. The higher magnetic field strength at the
edge of the plasma means one can confine a denser plasma than is the case in a typical tokamak.
Early spherical tokamaks, such as START (Small Tight Aspect Ration Tokamak) [4], delivered
increased efficiency greater than that predicted by the most optimistic estimates, leading to the production
of a second generation of larger spherical tokamaks such as MAST (Mega Amp Spherical Tokamak) [5],
and NSTX (National Spherical Torus Experiment) [6].
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Fig 1.5 MAST: The Mega-Amp Spherical Tokamak, operating in UKAEA Culham Division [44]
The central column plays an important role in a tokamak however, housing the ohmic column,
the inboard poloidal field coils, and shielding against fusion neutrons. In a conventional tokamak it
may also include further coils to control the shape and position of the plasma. Thus the disadvantage
of the space constraints imposed by the spherical tokamak model can outweight the advantages, and
at present conventional tokamaks are still thought the most likely candidate for successfully generating
energy from nuclear fusion. There is also the second disadvantage that the plasma’s relative density
and magnetic field strength are such as to hinder some methods of heating the plasma. In spite of these
difficulties, the greater efficiency of magnetic confinement they are capable of delivering may make them
a more desirable model for fusion power plants in the future.
1.3 RADIOFREQUENCY HEATING AND CURRENT DRIVE
The toroidal current in a tokamak also heats the plasma through ordinary resistive, or Ohmic,
heating. Unfortunately, a plasma’s electrical resistivity decreases with temperature, as 32 4!5 so as tem-
perature increases Ohmic heating becomes less effective. [7] This would mean that vast quantities of
energy would be required to heat a plasma to the temperatures required via Ohmic heating, making it
unattractive as a means of generating power. Also, the plasma’s stability is dependent on the toroidal
current, so it may not be feasible to drive such large currents around the tokamak whilst containing the
plasma. For these reasons, if the temperature is to be raised to the level required for nuclear fusion, some
form of auxiliary heating is required.
Two forms of auxiliary heating are currently in use, namely neutral beam injection [8] and ra-
diofrequency heating [9]. All large tokamaks use one, or in many cases both, of these. Neutral beam
injection involves the injection of a beam of high energy neutral atoms which can cross the confin-
ing magnetic field and then through collisions and charge exchange reactions, transfer its energy to the
plasma. Radiofrequency heating, with which we are concerned, involves launching high powered electro-
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magnetic waves tuned to some natural resonant frequency of the plasma so as to be absorbed transferring
their energy to the plasma particles. This requires that it be possible to launch a wave from an antenna or
waveguide at the plasma edge, and that the wave be able to propagate to the central region of the plasma
and be absorbed there.
Radiofrequency heating may have a secondary use in a fusion reactor, such as a tokamak, though
- that of controlling the plasma profile. In Ohmic heating, the current and energy deposition profiles
are determined by the transport properties of the plasma [7] making it difficult to control these profiles.
Radiofrequency absorption, however, may be localised and its position controllable, particularly in the
higher frequency ranges, allowing it to be used to alter the plasma temperature profile in such a way as
to suppress instabilities.
A further application of radiofrequency waves is to current drive. The normal inductive method of
current drive, by its very nature, leads to pulsed operation. The plasma current can only be maintained for
as long as the magnetic flux linking the plasma torus is changing monotonically. This would create sig-
nificant engineering problems in any potential fusion reactor, thus much research effort has been devoted
to schemes for producing steady state current drive. One method by which this might be achieved uses
radiofrequency waves to set up a drift of electron around the torus as they are absorbed by the plasma.
There are several methods by which this can be done, and we will outline two of them in Section 1.6
where we talk about the particular methods of current drive we are investigating in more detail. It bears
remarking upon the fact that our ability to control where the radiofrequency waves are absorbed can be
exploited in current drive as well as in heating, this time to control the plasma’s current profile. Since
some of the major magnetohydrodynamic instabilities depend on the plasma’s current profile [7], this is
a very important application of wave current drive.
The schemes which have been investigated for radiofrequency heating of tokamaks can be divided
into four frequency ranges. In increasing order of frequency, they are
(i) Alfven Wave Heating involving waves at a frequency of a few MHz
(ii) Ion Cyclotron Heating involving waves at a frequency of a few tens of MHz
(iii) Lower Hybrid Heating involving waves at a frequency of a few GHz
(iv) Electron Cyclotron Heating involving waves at frequencies of around 30GHz and upwards.
It is the last of these methods that we are concerned with, and go on to speak about in the next
section.
1.4 ELECTRON CYCLOTRON HEATING
1.4.1 Introduction
Electron cyclotron heating involves the highest range of frequencies used for plasma heating. The
frequency required is generally the fundamental or second harmonic of the electron cyclotron frequency
i.e. the frequency at which an electron orbits the magnetic field lines in the plasma, which for a typical
tokamak magnetic field is in the range 30-150 GHz. The high frequency has actually proved something
of an obstacle to the development of this heating scheme in the past, but this has been overcome by the
development of devices called gyrotrons, which generate high energy high frequency waves by extracting
energy from a beam of relativistic electrons in a strong magnetic field. Alternatively, one could use a free
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electron laser, capable of generating very high powers at frequencies in excess of 100GHz.
Because the high frequencies of wave being used makes tunneling impossible in all but the smallest
of devices, ECRH requires that it be possible to launch a wave from an antenna or waveguide at the
plasma edge, i.e. the wave must be capable of propagating in a vacuum and at the plasma edge. Whilst
this limitation is not an advantage per se, the ability to propagate in a vacuum has desirable consequences.
In other heating methods, the waves used are often evanescent in a vacuum, and require to tunnel through
a region in which they are non-propagating to reach the plasma interior - a significant fraction of the
incident power is thus reflected, and can result in a high amplitude standing wave at the plasma edge.
They may also require complicated internal structures to assist the waves on reaching the plasma interior
- such structures will inevitably deteriorate as a result of the temperature and particle bombardment, and
can give rise to impurities in the plasma. These difficulties need not concern us in ECRH, which requires
only simple waveguide launching.
Assuming the wave can be launched acceptably, it also requires to be capable of reaching the
plasma interior, and being absorbed there. In considering the first condition, we may disregard thermal
effects, but the absorption necessitates the inclusion of these effects. Thus we look first at the propagation
of waves in general, then go on to consider the cold plasma dispersion relation, and lastly the hot plasma
dispersion relation.
1.4.2 Propagation of Electromagnetic Waves in a Plasma
Propagation of electromagnetic waves in any physical medium is governed by the Maxwell Equa-
tions
6
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where all quantities are functions of configuration space and time e.g. -E8E-GFIH 5 <J .
(i) - is the electric field intensity in Volts per metre or Newtons per Coulomb.
(ii) A is the electric displacement vector
(iii) 0 is the magnetic induction in Tesla
(iv) > is the magnetic intensity
(v) D is the electrical charge density in Coulombs per cubic metre
(vi) @ is the electrical current density in Amps per square metre.
The relations between - and A , and between 0 and > are dependent on the particular physical
medium. The plasma medium is remarkably varied in this respect, but provided all external electric
fields are of moderate intensity, a plasma can be assumed to behave, for all intents and purposes, like
an anisotropic dielectric medium. Thus we need only consider the linear response of the plasma to the
fields, and may neglect nonlinear effects.
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where K is a rank two tensor, the dielectric permitivity tensor. Similarly 0O8QP B > but we typically
assume
P,8$PRM
where PRM is the permeability of free space.
Related to the permittivity is the conductivity S of the plasma defined such that
@78
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Defining the conductivity so, and assuming we are at liberty to Fourier transform in both time and
space so the fields vary as TVU FXWZY B H[9?W]\ <J we may express the permittivity in terms of the conductivity
tensor
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W]\ (1.9)
which will be useful later in calculating the hot plasma dispersion relation.
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assuming no external current this becomes
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To obtain the local dispersion relation we assume that the plasma is uniform and homogeneous in
space and time thus we may Fourier transform these equations, or equivalently, assume that
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and 0 M is the static magnetic field and is taken to be in the z-direction, and o 0  opqo 0 M o  Then, in terms
of the plasma refractive index, r 8sfut
j
5 we obtain
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where we have used PRMKM8  `uw   We can write this in tensor form
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Non trivial solutions exist for 

<
x
8
& Thus for values of r , \ consistent with the local dispersion
relation we must calculate the dielectric tensor elements then solve the linear problem  
<
x
8
& It is
during the calculation of dielectric tensor elements that the cold plasma and hot plasma dispersion rela-
tions diverge.
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1.4.3 The Cold Plasma Dispersion Relation and Propagation of the O and X-Modes
There exist two wave modes, both capable of propagating in a vacuum, for which the cyclotron
resonance and its harmonics are accessible. These modes are called the ordinary and extraordinary
modes. We will outline where their cold plasma dispersion relations come from, and give an account of
their properties that are relevant to electron cyclotron heating.
The dielectric tensor elements in the cold plasma approximation are calculated from the so-called
”two-fluid equations,” where the plasma is treated as two separate fluids, one of ions, one of electrons.
Only electromagnetic forces are taken into account. We begin with the equations:
:
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Assuming these are suspectible to Fourier analysis we can can readily obtain an approximation for 
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The method is well known, so we omit the specifics. After some simple analysis the cold plasma disper-
sion relation is found to be 
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where \   8F   M    ` KM  
J

4 is the plasma frequency of species  and \ t  8 o   o  M `   is the cy-
clotron frequency for species   If now restrict ourselves to electron terms only (and henceforth omit the
subscript  ), since the frequencies being considered are far too high for the waves to have any interaction
with ions, this dispersion relation reduces to the well-known Appleton-Hartree dispersion relation for a
wave propagating at an angle of   to the steady magnetic field.
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where   is the plasma refractive index,
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\
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¤
\

 (1.27)
The  sign gives the ordinary mode (or O mode), and the 9 sign the extraordinary mode (or X mode).
We will assume propagation to be perpendicular to the steady magnetic field so as to see most clearly the
essential features of propagation.
The O mode’s dispersion relation simplifies to
 

8

9
\


\

(1.28)
which is simply understood. The wave will propagate until the density reaches the point where \  8
\  
Thus for the   l¨± cyclotron harmonic to be accessible to the wave, we require
\

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tª¤
 (1.29)
In a conventional tokamak, the plasma and electron cyclotron frequencies in the centre of the
plasma are typically of the same order of magnitude, making this an important consideration in any
electron cyclotron heating scheme. In a spherical tokamak the plasma frequency is generally higher, and
typically the interior of the plasma is inaccessible to the O mode.
The X mode’s dispersion relation simplifies to
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which is less simple than the O mode. There exists a cut-off (   8 & ) where
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and a resonance (   ´³ ), the upper hybrid resonance, where
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For non-perpendicular propagation, the O mode cut-off and the upper hybrid resonance are unaf-
fected, but the condition for cut-off of the X mode is changed to
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which gives
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We can see how these cut-offs and resonances affect propagation across an inhomogeneous mag-
netic field by constructing a Clemmow-Mullaly-Allis (CMA) diagram, (Fig 1.6), plotting these cut-offs
and resonances in terms of · 8
\  ¤ ` \  , ¸ 8
\ tª¤ ` \ ; in effect density and magnetic field.
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Fig 1.6 CMA diagram for the X mode. The wave does not propagate in the shaded region or in the
region to the right of all the curves.
The X mode does not propagate in the shaded region - thus saving the case of a very small machine
where evanescent tunnelling might still be possible, accessibility for the X mode requires that the path
traced out on this diagram as the wave propagates from the plasma edge to the desired resonance not cross
this region. At the edge of the plasma · 8 & , since the density goes to zero, thus we always begin at the
¸ -axis. The magnetic field strength increases as we move towards the center of the tokamak, thus if we
launch our wave from the outside the path will go upwards, whereas launching the wave from the inside,
the path will go downwards. At the fundamental cyclotron resonance, Y=1, thus this is only accessible
from the high field side. There is also the density limit to be considered, since the wave must reach the
cyclotron resonance before it encounters the high density cut-off. If we consider the case   ~ 8 & gives
the condition ·;`¹¸ ²
¡
, i.e.
\

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\
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²
¡ (1.35)
The other commonly used scheme is the second harmonic, corresponding to ¸ 8


 This is
accessible from both the outside and the inside. From the outside requires the resonance be reached
before the left hand branch of the cut-off, giving the condition · ²

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when \8
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From the inside we require · ² 

when \8 ¡ \ tZ¤ so that
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Launching the X-mode from the inside has the advantage that at both the fundamental and second har-
monic it can reach higher densities than the O mode, which has the same density limit regardless of the
direction of propagation. On the other hand, inside launch is technically less convenient. For a given
magnetic field, the density limit is raised if one goes to the second harmonic, or a higher harmonic, but
once again this is technically less convenient, as one will require a higher frequency source. We remark
in passing that spherical tokamak’s relative density and magnetic field strength will often prevent the use
of the X modes to heat the interior of the plasma also.
At non-zero ' ~ it is possible for the wave numbers of the O and X modes to coincide at some point
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in the plasma and for mode conversion to take place from one to the other ([11], [12]). This would allow
us to launch an O mode from the edge of the plasma to the interior, then convert to an X mode, which
will be absorbed at the upper hybrid resonance. The mechanism, due to Preinhalter and Kopecky [11], is
as follows. The cut-off condition for the O mode, \  8¼\  ¤ 5 and X mode 1.34 are satisfied at the same
point in the plasma if
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 (1.38)
when \  8
\  ¤  The wave dispersion relation is then as illustrated in Fig 1.7.
Fig 1.7 O and X mode dispersion curves for the value of parallel refractive index at which mode
conversion between the two modes is possible
A wave incident in the O mode is partially reflected in the X mode, which, having its group and phase
velocities in the opposite directions near the cut-off, continues to propagate in the same direction as
the incident wave, but with its phase velocity in the opposite direction. When the density increases
to the value at which \ ` \  ¤ is equal to the value at the minimum on the X mode branch in Fig 1.7, the
group velocity reverses, and the wave travels back towards the low density region eventually reaching the
position of the upper hybrid resonance. The existence of an additional set of modes around the cyclotron
harmonics, the Electron Bernstein Waves, complicates matters, and the wave can convert into this mode
before being absorbed.
1.4.4 The Hot Plasma Dispersion Relation
The hot plasma dispersion relation is derived from a kinetic description of the plasma where we
treat it via a distribution function ½  FIH 5  5
<%J
, s labelling the particle species, H the position in configuration
space,

the position in velocity space and t the time. The plasma’s behaviour is then described by the
Vlasov Equation
:
½

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½
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J
B
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:

½

8
& (1.39)
where   is the charge of the species  5   the mass of particle species  5 - the electric field strength,
and 0 the magnetic induction.
We again assume that we may Fourier transform in space and time but this time take \ to have
15
a small positive imaginary part when it becomes necessary to resolve the singularity in the momentum
integrals and guarantee convergence. This was shown by Landau to be equivalent to treating the problem
an an initial value problem, performing a Laplace transform in the variable ' , then deforming the contour
of integration [10]. We also neglect the subscript  5 taking the terms to apply to electrons. We can then
write (1.39) as
: ½
:=<

7B6
½

À¿
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
0

JZÃ
Bu6GÄ
½
8
& (1.40)
For a local dispersion relation we may assume we can Fourier Transform in time and configuration
space; in resolving the singularity in the momentum integrals we take \ to to have a small positive
imaginary part.
We take the usual co-ordinate system, with 0GM(F]Å
J
8

M°ÆVÇ
and choose '  8 ' | F '  8 &
J
and
use cylindrical co-ordinates in momentum space such that È |ÊÉ È  ­°¯ ¥ÌË 5 È ÍÉ È  ¥¦¨§bË  We assume the
field strengths to be small, allowing us to perform a perturbation expansion. We then write the first order
distribution function in terms of another function
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Some analysis follows, and we eventually obtain an expression for the first order distribution
funnction ½  , from which we can calculate the plasma current
Ð
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U (1.42)
and from the current we can obtain the dielectric tensor, from (1.8) and (1.9) which can be substituted
into (1.14) and we can discover the modes present in a hot plasma.
The hot plasma dispersion relation brings to light the existence of a new set of modes, called the
Electron Bernstein Modes. These waves were first discovered by I.B. Bernstein in 1958 ([13]) for a
hot magnetised plasma, and were initially described as electrostatic, though in an inhomgeneous plasma
their behaviour deviates slightly from this electrostatic nature. The X-mode, described in Section 1.4.3
can convert to the Electron Bernstein Modes in the vicinity of the upper hybrid resonance. We illustrate
the X mode and the Electron Bernstein Modes in Fig 1.8.
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Fig 1.8 Wave modes propagating perpendicular to a magnetic field. The broken line shows the cold
plasma extraordinary mode, and the complete line the electron Bernstein modes.
The Electron Bernstein Modes are strongly absorbed at the electron cyclotron frequency and its
harmonics, making them suitable for electron cyclotron heating.
We will not discuss in detail the mathematics of the hot plasma dispersion relation, as we look at it
in detail in Chapter 2. For the moment we will mention only the resonance condition. Consider radiation
near the   l¨± harmonic of the cyclotron frequency, then damping occurs in the non-relativistic theory as
the result of the imaginary part in resonant integrals of the form
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or, in physical terms, as a resonance between the wave and those particles whose parallel velocity is such
that the Doppler shifted wave frequency which they see is a multiple of the cyclotron frequency. If we
include relativistic mass dependence though, and let \ tª¤ M be the electron cyclotron frequency calculated
using the electon rest mass, the resonance conditions becomes instead
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At lower temperatures this can simplified by Taylor expanding the last term and keeping the only
the first two terms, giving
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An approximate indication of the importance of the relativistic effect can be given by comparing the
Doppler and relativistic frequency shifts in (1.45). If they are approximately equal, for typical particle
velocities, then
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For temperatures of a few keV it can be seen that (1.47) implies relativistic effects will have a significant
bearing on results over a sizeable cone of angles around the perpendicular direction. This simple argu-
ment is not intended to be a rigorous statement of where relativistic effects are important, but merely to
demonstrate the importance of relativity to the hot plasma dispersion relation at lower temperatures than
might be expected.
1.5 ELECTRON CYCLOTRON CURRENT DRIVE
1.5.1 Introduction
Driving current around a tokamak is the second way in which it is envisaged that radiofrequency
waves could be applied. Conventional current drive relies on inducing an electromotive force around the
toroidal plasma by altering the magnetic flux passing through the centre. However, it is impossible that
the magnetic flux change monotonically indefinitely, making the process pulsed in nature, though in a
reactor the loop voltage is quite small ( Ø  " ), and the pulses could be quite long, perhaps of the order
of an hour. From the engineering point of view it would be much more convenient to have a reactor
that could operate continuously, motivating research into non-inductive current drive. Even if this is
not practicable, radiofrequnecy current drive might still have a role in suppresing magnetohydrodynamic
instabilities by modifying the current profile, taking advantage of the localised absorption or radiofre-
quency waves to generate current locally.
The essential feature of using radiofrequency waves for current drive is that they be absorbed in
such a way as to produce some kind of asymmetry with respect to the toroidal direction. In electron
cyclotron current drive, the resonant particles are mainly accelerated perpendicular to the magnetic field
- this might at first glance appear to be of no value to producing current in the toroidal direction - but it
was shown by Fisch and Boozer to be a perfectly viable method of driving current. We discuss how this
occurs in Section 1.5.4.
There are several figures of merit used to characterise current drive efficiency. The thinking be-
hind all of them is the desire that the maximum amount of current be driven for the wave energy put into
the plasma. In theory, the efficiency is often the current density per unit absorbed power density. In ex-
periment it is more often the total current driven per unit absorbed power. Both of these figures of merit
are largely dependent on the temperature, particle density, and other plasma parameters that are charac-
teristic of the tokamak rather than the method of current drive. This has prompted a new dimensionless
figure of merit ÙVÚ
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where KM is the permittivity of free space,   ¤ and  ¤ are respectively the local electron density and
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is the absorbed power density ( â is the particle energy). ãéä%æ is a quasilinear diffusion operator and ½ç
a Maxwellian distribution function.
Obviously, there is no one correct figure of merit to use, and we have varied in which we use as
is appropriate to the problem considered, particularly when comparing our results with others’ who have
used a particular figure of merit. Assuming the correct parameters are known, one can convert between
two of these figures of current drive efficiency with relative ease.
The usual method of calculating current drive efficiency is to consider the electron distribution
function for an electron distribution in which the effect of collisions is balanced by that of the wave, so
that the distribution function will satisfy
: ½
:c<
8 : ½
:=<
tªêëﬂë

: ½
:=<íìåî
Ä
¤
 (1.50)
The first term on the right hand side is a collision operator, most usually of the standard Fokker-Planck
form, and the second is most commonly a quasi-linear diffusion term as detailed in Section 1.4.6. The
In the next section we will give a very brief outline of quasilinear theory, essential to our methods
calculating current drive efficiency, then in the two sections following we will consider two methods of
estimating the current drive efficiency, the Langevin Equations, and Adjoint Methods, then in section
1.5.5 we will consider the two methods of Electron Cyclotron Current Drive due to Fisch and Ohkawa.
1.5.2 Quasilinear Diffusion
Quasilinear theory was originally developed to deal with weak turbulence in non-equilibrium plas-
mas. It deals with waves’ ability to react back on the equilibrium distribution function, and alter it so as
to stabilize the equilibrium. The essential idea is to split the particle distribution function into a slowly
varying average part, and a rapidly fluctuating part produced by the wave.
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where ½ M is a spatially averaged distribution function varying over a much longer time scale than the
wave period on which ½  varies. Substituting this into the Vlasov equation, we then average each side,
and obtain an equation for time evolution of ½ M in terms of ½  We consider ½  to evolve according to the
usual linear theory, and obtain an expression for ½  in terms of ½ M  This expression is substituted into our
equation for the time evolution of ½ M giving an equation of the form
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where the coefficient
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the W
Ü
l¨± entry of the quasilinear diffusion tensor.
The derivation of
ï
for a magnetised plasma was undertaken by Kennel and Engelmann [?], and
we will not repeat it here. The tensor is a complicated term, and reproducing the exact expression here
would be unilluminating. The diffusion coefficient in the direction perpendicular to the steady magnetic
field, the part of concern to the problem of ECRH and ECCD, can be written more simply as
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where ò
ó
8
ò
| 
W
ò
 is the right-hand circularly polarised electric field, and ò 2 8 ò | 9vW ò  is the
left-hand circularly polarised electric field.
This expression has been found to describe the evolution of the zero order distribution function
quite accurately. Indeed it remains an adequate description of the distribution function for remarkably
high wave amplitudes given the theory neglects non-linear effects in the evolution of the waves them-
selves.
1.5.3 Langevin Equations
Our plasma can be represented adequately by a distribution function obeying the Fokker-Planck
equation. This equation gives the distribution function relaxing to its thermal equilibrium Maxwellian
form under the action of small angle collisions. The equation contains first order derivatives, which can
be interpreted as friction forces, and terms with second order derivatives which are diffusion terms. The
Maxwellian arises from the balance of these two terms.
There is however, an alernative way of describing a system of this type - the Langevin Equa-
tions [17]. These are simply the equations of motion of individual particles under random forces whose
statistical properties reproduce the same diffusion and friction as in the Fokker-Planck Equation. If the
Fokker-Planck Equation is of the form
:
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then
x
is the friction term and
A
is the diffusion tensor (a second order tensor). The corresponding
Langevin Equations are
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where ô is a random force with the statistical properties
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This might not seem to be much of saving, as properly we would need to integrate over a large number
of particle orbits with different forces randomly distributed in the correct way. However it was pointed
out by Fisch and Boozer [18] that for high velocity electrons the diffusion terms are small compared to
the friction terms, making it unecessary to consider a statistical ensemble of different forces to reproduce
the correct behaviour - only the average slowing down need be calculated. We reproduce their argument
below
We assume azimuthal symmetry around the magnetic field direction, so the electron distribution
function depends on two variables, which for convenience we take to be È , the total velocity, and
ð
, the
velocity component along the magnetic field, both normalised to the thermal velocity. The frictional
terms in the high velocity limit of the Fokker-Planck equation are reproduced by the Langevin equations
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where Z is the ion charge number, and ü is the usual collision frequency for a thermal particle given by
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We can now use (1.58) and (1.59) to calculate the increment in current produced by a wave which
changed the initial values of
ð
and È  This increment is calculated over the whole history of the particle
which eventually ends up with zero velocity. Clearly this does not correpond to the physical reality, and
should be thought of as the incorporation of the particle into the bulk of the Maxwellian distribution
where collisional diffusion once again becomes important. One would expect the approximation to be
good if the initial velocity is well above thermal. Since fast particles, by definition, carry current more
effectively, the method has considerable utility.
To solve the equations, note that
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so that if
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The time integrated current carried by the particle is
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Using (1.59) and eliminating È through (1.62) this becomes
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Then, thinking of a continuous process of pushing electrons at F
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Note we have dropped the subscripts 0. The above holds for electrons interacting with the wave at some
isolated point in velocity space. For a wave-particle interaction described in terms of the rate of change
of distribution function produced we have
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Eq (1.65) was shown by Karney and Fisch [21] to give good agreement with numerical solutions of the
Fokker-Planck Equation.
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1.5.4 Adjoint Methods
An alternative approach is the use of adjoint techniques [19], [20]. To illustrate the method,
consider the steady state problem
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where P$8 È ~ `#È and again we take velocities to be normalised to the thermal velocity. This collision
term is the high velocity limit of the Fokker-Planck Equation. Whilst it lacks many of the properties of
the exact collision operator (e.g. energy and momentum conservation) it is reasonable description of the
particles in a high velocity tail, and provides an analytically tractable example.
We define the scalar product of two functions in velocity space to be
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then with C, the operator defined in (4.15) we have
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where C’ is the adjoint collision operator given by
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We now use (1.69)-(1.71) to calculate the response functions giving the current driven and the power
absorbed for a given F : ½R` :=<J
ìåî
Ä
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If we take  8 È 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The power dissipated by collisions is
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and we can combine these to obtain the current drive efficiency. The result is identical to that obtained
by the Langevin Equations.
This technique has the advantage that it can be generalised to toroidal geometry. The example
above illustrates the essential mathematics of adjoint techniques whilst avoiding involving us yet in the
neoclassical transport theory necessary to generalise this technique to toroidal geometry.
1.5.5 Methods of Electron Cyclotron Current Drive
The electrons which are driven by an electron cyclotron wave are determined by the cyclotron
resonance condition
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so that at different points in the absorption profile the change in \ t due to the magnetic field gradient
produces excitation at different values of È ~ 
At a cyclotron resonance, particles are accelerated predominantly in the direction perpendicular to
the steady magnetic field. This at first might not seem to useful in producing toroidal current, however,
one needs to remember that increasing the velocity of a particle in any direction will decrease its colli-
sionality. Thus if we preferentially heat particles travelling one one direction around the torus (which we
will due to the cyclotron resonance condition) the electrons will collide with ions less often, and so we
get a net transfer of momentum between the electrons and ions. The electrons will have a drift velocity
in the direction that is preferentially heated, and the ions in the opposite direction. Thus we set up a
torioidal current.
Of course, heating the electrons will also induce a relativistic mass shift, with a resultant decrease
in the parallel velocity of the heated particles, which would act against the effect of reduced collisional-
ity. However it has been shown the reduced collisionality has a greater effect.
There is the additional consideration, which will lead us onto the second method of electron cy-
clotron current drive, of particle trapping. Because the strength of the magnetic field varies from the
inside to the outside of the tokamak, an electron traveling around the tokamak will see different mag-
netic field strengths as it circulates. The quantity P8  È  `u is an adiabatic invariant, and the total
particle energy  8  È  `
¡
must obviously be conserved also. Therefore as an electron passes from an
area of low magnetic field to high magnetic field, its parallel velocity will necessarily drop. If it does not
possess sufficient parallel velocity, it will be reflected, as in a magnetic mirror device. So it can happen
in a tokamak that some particles will become trapped, as they are bounced back and forth around the
tokamak, between two regions of high magnetic field. The region of velocity space in which particles
can become trapped can be shown to be the shaded region in Fig 1.9.
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Fig 1.9 Region of velocity space where particles become trapped.
When one increases the perpendicular velocity of the electrons using ECRH, one pushes electrons into
the loss cone as shown in Fig 1.9. These electrons make a net contribution of zero to the current driven
(considering only this particular method of current drive - we should remark that the trapped particles
do contribute to the bootstrap current) and this should also be taken account of in calculating the current
drive efficiency of Fisch’s method.
Particle trapping need not be only a problem to electron cyclotron current drive however. Ohakwa
suggested that one could use particle trapping, of itself, to drive a current, since if electrons travelling in
one direction are trapped, there will be a net movement of electrons in the opposite direction, and hence
we will drive a current around the tokamak in the opposite sense to the velocity of the particles we are
heating.
1.6 WORK
This work is grounded in the area of research we have outlined briefly in this Chapter. We are
concerned primarily with the Electron Bernstein Modes, and their use in electron cyclotron heating and
current drive, particularly in spherical tokamaks such as MAST. EBWs do not propagate in a vacuum
therefore they must somehow be generated within the plasma. We do not consider this problem here,
but it is envisaged that one would launch O or X modes into the plasma at the correct angle for mode
conversion to occur, either directly from X mode to Bernstein mode [13], or from O mode to X mode and
then to Bernstein mode [22]. Experimental research is ongoing [23]. This thesis, however, investigates
the propagation of the Bernstein mode, and its utility for providing rf heating and current drive. These
areas have been investigated before, but such investigations have been incomplete. Previous solutions of
the Electron Bernstein modes dispersion relation have relied on assumptions such as the plasma being
non-relativistic, or weakly relativistic. Though such assumptions may be justified in present day reactors,
in a tokamak power plant, temperatures would be sufficiently high as to make it vital relativity is included
in all calcultions. We have thus looked at the fully relativistic dispersion relation, and have produced a
code for calculating numerical solutions of it. We have produced a selection of results from this code.
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We have looked at the possibilities for simplifying the dispersion relation whilst not losing the relativistic
behaviour. We have then gone on to use this dispersion relation in sample plasma profiles, and calculated
expected current drive efficiencies using the method due to Fisch. Lastly we have taken a numerical
method of calculating the average current drive efficiency around a magnetic surface for the O and
X modes, recently published by Lin-Liu et al, and extended it to the Electron Bernstein modes and
non-circular magnetic surfaces. We have looked at the effects of large Larmor radius on current drive
efficiency, to see what difference in current drive efficiency we should expect from the Bernstein modes,
we have benchmarked our estimates against an established Fokker-Planck code to show the estimates are
of an acceptable standard, and we have looked at the importance of the magnetic surface’s details to our
calculation.
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Chapter 2
Propagation of the Electron Bernstein
Modes
2.1 INTRODUCTION
Electron cyclotron heating and current drive are produced in a conventional tokamak using the O
and X modes. In a spherical tokamak such as MAST [5] though, the electron cyclotron frequency is
lower in relation to the plasma frequency than in a conventional tokamak, with the consequence that the
O and X modes at frequencies around the first or second harmonic have cut-offs near the edge of the
plasma and so cannot propagate more than a few centimetres beyond the plasma edge. An alternative
means of providing electron cyclotron heating and current drive is to make use of the Bernstein modes,
which do not have a high density cut-off, and possess strong cyclotron absorption near harmonics of the
electron cyclotron frequency.
The Bernstein mode has the disadvantage (from the theoretical point of view) that the wave’s per-
pendicular wavelength can become comparable to the Larmor radius, making the usual assumption of
small Lamor radius invalid. Our analysis must therefore be valid for arbitrary Larmor radius. The Bern-
stein modes were previously analysed in this manner for weakly relativistic parameters [24], [25], but at
higher temperatures it is likely electron with velocities comparable to c will contribute significantly to
cyclotron heating and current drive necessitating a fully relativistic approach.
In Section 2.2 we describe the derivation of Trubnikov’s expression for the dielectric tensor. In
Section 2.3 we outline our code for evaluating the tensor elements, and solving the dispersion relation. In
Section 2.4 we outline our code for solving the dispersion relation using our evaluation of the dielectric
tensor elements in the previous section. Representative results from the codes are given in Sections 2.3
and 2.4. In Section 2.5 we consider the simplification of assuming the wave to be wholly electrostatic,
and assess its utility. Section 2.6 offers a brief summary of what the results given show, and compares
these results to other weakly relativistic results.
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2.2 TRUBNIKOV’S EXPRESSION FOR THE DIELECTRIC TENSOR
Propagation of electromagnetic waves in any physical medium is governed by the Maxwell Equa-
tions, which give us the electromagnetic wave equation, including the dielectric tensor, as described in
Chapter One. In a hot plasma we require to calculate the dielectric tensor via the Vlasov Equation rather
than fluid equations.
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We have taken ﬀ as the variable in ½  instead of  
For a local dispersion relation we may assume we can Fourier Transform in time and configuration
space,; in resolving the singularity in the momentum integrals we take \ to to have a small positive
imaginary part, as explained in Chapter 1.
We take the usual co-ordinate system, with 0GM(F]Å J 8  M°ÆﬀÇ and choose '  8 ' | F '  8 & J and use
cylindrical co-ordinates in momentum space such that U |GÉ U  ­°¯ ¥=Ë 5 U GÉ U  ¥¦¨§bË  We then write the
first order distribution function in terms of another function
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Subsituting (2.7) - (2.8) into (2.3) we may write, using cylindrical co-ordinates,
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This is a first order differential equation whose solution may be written as
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We may now let Ë Mu9Lö¼9 ³ and be guaranteed of convergence because of our earlier assumption
that \ has a small positive imaginary part. By a change of variables, 0 8 Ë 9ﬂ3 this result may be
rewritten
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The current is then given by
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The current is related to the electric field strength through the conductivity tensor S
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S
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which is related to the dielectric tensor through the relation
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Thus we can derive the elements of the dielectric tensor from (2.12). The equation is still analytically
tractable - there are two possible routes one can take. One can integrate over the phase 3 first, leaving the
3d integral over momentum space to be performed numerically or through some simplifying assumption,
or one can integrate over momentum first, leaving the phase integral to be performed numerically. We
have opted for the latter. The resulting expression is wellknown, although the analysis needed to arrive at
this expression, originally performed by Trubnikov does not appear to be as wellknown, so the derivation
is given here.
Omitting constant factors the expression for the conductivity tensor is
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where the integral is over the the whole spherical solid angle.
The exponent is
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We now perform the angular integration by taking the V Å V axis along the direction of S and letting
¢
be the angle between S and ﬀ . The integral then becomes (just a standard spherical polar integral,
independent of the azimuthal angle)
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Now, the conductivity tensor is obtained from (dropping the ¬
ÞJ
9
:

:
ã
d
:
ã
L
Ñ
Ò
M

3
Ò
M

U

ﬁ
4!687
Fí9bPaﬁ

WbﬁÌ\
U
\
t
3
J
¥¦¨§
F
ß
U
J
ß
U

We now use the fact that


U
4!687
Fí9bPaﬁ

WbﬁÌ\
U
\
t
J
8/Fí9bP

W
\
U
\
t
J
U
ﬁ
4!67
Fí9bPaﬁ

W^ﬁ=\
U
\
t
J
and integrate by parts to get (for the U integral)

Fí9bP

W
j
c
jKd
3
J
Ò
M

U
4!687
Fí9bPaﬁ

Wbﬁ=\
U
\
t
3
J
­°¯
¥
F
ß
U
J

From the Bornatici et al review article [26] we obtain the relations
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The analysis from this point onwards is detailed and time-consuming, but the techniques are straightfor-
ward and the details are omitted. Performing this analysis, one arrives at Trubnikov’s expression
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and * . is the modified Bessel Function of the Second Kind (or McDonald Function), of order    Alter-
natively, one can integrate over 3 first, giving a term that is an integral over momentum space, but we
have found the above expression to be more suitable for the numerical integration that follows in the next
section.
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2.3 EVALUATION OF THE DIELECTRIC TENSOR
Previous work on the dielectric tensor has involved making further analytic progress by such
assumptions as F È`uw J p  , making a non-relativistic, or a weakly relativistic, approximation possible.
We have opted instead to use numerical integration immediately, thus evaluating the fully relativistic
dielectric tensor, in the belief that the complete relativistic correction may prove relevant in a functional
tokamak. Certainly for temperatures less than 5keV such effects are negligible, but at the temperatures
of around 10-20keV that one might reasonably expect in a working power plant, such effects could prove
significant.
The task of evaluating the dielectric tensor is more difficult than one might expect though. If we
look at the integrand we are required to evaluate, Fig (2.3.1)-(2.3.2),we can see immediately the integrand
is oscillatory, and moreover slowly convergent, making evaluation a difficult, not to say time-consuming,
process. Fortunately, the integrand is loosely periodic as is illustrated when we plot it with the function
­°¯
¥
 . We have plotted these functions against 3 , the variable of integration from (2.15), although we
have renamed it  in the graphs.
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Figure 2.3.1: The real part of the integrand plotted alongside cos(s) for   8 & 5   ~ 8 &
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Figure 2.3.2: The imaginary part of the integrand plotted alongside cos(s) for   8 & 5   ~ 8 &
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Thus it is considerably easier to evaluate
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Though evaluation of this integral can still be time-consuming, the calculation is considerably quicker,
and easier.
Our program calculates this sum, stopping when it considers the integral to have converged, the
convergence condition we set being ã { 9 ã {
2

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
.
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
. Though greater precision could be asked
for, this accuracy is close to the square root of machine precision, generally accepted as the smallest
precision worth asking for.
Each integral is evaluated using Romberg’s Method, which uses k successive refinements of the
extended trapezoid rule
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By refinement, we mean doubling N, so the interval is split into a greater number of points, closer
together. We then treat the integral as a function of h, and extrapolate the continuum limit  8 & , from
our k existing results.
By taking the integral in manageable intervals of
Þ
`
¡
we ensure we are only required to integrate
a smooth analytic function, a task which Romberg’s method is well suited to. We have also experimented
with methods using variable step sizes, but such methods have proved slower, and less reliable.
In Figs (2.3.3)-(2.3.4) we show the behaviour of the top left element of the dielectric tensor over a
range of \ t ` \ which includes the first few cyclotron harmonics. This figure shows clearly the peak in the
imaginary part around each harmonic. We will go on to show that this element dominates the behaviour
of the EBWs, and that these peaks translate into strong damping of the wave, and the sharp edge to the
imaginary part on the low field side.
In Figs (2.3.5)-(2.3.6) we show the behaviour of the dielectric tensor element at a higher temper-
ature, 20keV. The peaks in the imaginary part of * || broaden, corresponding to wave absorption over a
broader range of frequencies. In a higher temperature plasma we should expect the wave to be absorbed
further from the cold resonance making access to the interior of the plasma more problematic. Of course
this is purely heuristic at this stage in thework, but bears remarking upon in passing here. We go on to
calculate the dispersion relation, which will confirm this conclusion however.
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Figure 2.3.4:   F * || J plotted against \ ` \ t where   ~ 8 &
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Figure 2.3.5: s  F * ||
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Figure 2.3.6:   F * || J plotted against \ ` \ t where   ~ 8 &
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2.4 DISPERSION RELATION
Now we can evaluate K , to solve the dispersion relation only requires us to solve
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To do so requires a 2D rootfinding routine. Unfortunately, there are no 2D rootfinding routines
which are wholly reliable. Interactive programs are probably the most likely to yield a solution in every
eventuality, but such methods are time-consuming where a large quantity of results are sought. We have
therefore experimented with autonomous methods, and found that Muller’s Method , with some minor
modifications, appears adequate for the task.
2.4.1 Muller’s Method
Muller’s method is an iterative method requiring three starting points. It constructs a parabola
through these three points and then uses the quadratic formula to locate a root of this parabola which is
used as the next approximation to the root of the equation.
Given three previous guesses for the root
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where the sign of the denominator is chosen to make its absolute value as large as possible.
2.4.2 Global Convergence
In the hopes of obtaining a method that will obtain a root from most initial guesses, we have altered
the above method slightly. We still attempt the full step initially, as once we are close to the root this will
guarantee fast convergence, however at each step we check that the proposed step reduces o ½ o by at least
&¹2

 If not we backtrack along the direction of ú` d until we have an acceptable step.
We have found this method fails very occasionally, but in such circumstances, one can always
select new starting points.
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2.4.3 Dispersion Relation for EBWs
We plot the real and imaginary parts of   against \ t ` \ for three branches of the Electron
Bernstein Modes as they pass through the electron cyclotron resonance or an associated harmonic. In
the discussion that follow we need to distinguish between the exact resonance and its harmonics where
\
t
`
\ø8

5
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
and the resonant regions surrounding these points. We will thus refer to each of these
points as a cold resonance on the grounds that in the absence of thermal effects these points are the reso-
nant regions.
The range of values of   as \ t ` \ increases corresponds the values the wave takes as it prop-
agates from the exterior to the interior of a tokamak and sees an increasing magnetic field and hence
\
t
`
\
 This simple model does not account for changes in density and temperature, but remains useful in
understanding a wave’s behaviour over a short distance, such as at and around a cyclotron harmonic.
The three modes we plot are capable of co-existing at one value of \ t ` \ , and the branch ob-
tained by our dispersion relation for a particular set of parameters is dependent on the initial guess of  
rather than any conscious selection by the person running the program. Building a coherent picture of
the modes thus requires that we interpret the results obtained, locating each mode, and then progressing
along the particular mode’s dispersion curve in small steps so as not to stray onto another mode.
The general picture is that each branch propagates through the cold resonance it first encounters
and the dispersion curve is plotted for this. In reality the wave would be absorbed far too rapidly upon
entering the resonant region for this to be observed in any experiment, but it is still informative to con-
sider the full range of results, and its costs comparitively little in terms of effort to obtain the results.
We also note that our plots only show the waves travelling from low field to high field, but a wave
approaching a cyclotron harmonics from the ”right hand side” will still see the resonance and experience
resonant damping in the vicinity of the exact resonance. The effects of the resonance on the ”left hand
side” of the wave can be seen in later higher temperature cases, but we will discuss this more later.
The results (complete line) are shown below alongside the corresponding non-relativistic results
(broken line) so as to assess the relativistic correction’s importance.
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Figure 2.4.1 Plots of three branches of the Electron Bernstein Modes:   against \ t
`
\
around the fun-
damntal cyclotron resonance, and its second and third harmonics.  8 ﬁ' #" ,   ~ 8 &
º
,
ý
¤
æ+æ
8
!ﬂﬃ
,
F\

`
\
J

8
ﬁ¹ The relativistic results are represented by the complete line and the non-relativistic results
by the broken line.
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For the first case, Figure 2.4.1, we consider T=5keV, as this is the lowest temperature where
we would expect relativistic effects to affect our results significantly. Thought this temperature falls just
outside the operating parameters of present day experiments, it should be comfortably within those of
the next generation of fusion experiments.
We have chosen to set   ~ 8 &
º
for a small Doppler shift in the resonance. It would be better
to calculate   ~ from the dispersion relation also, but as a first approximation we believe it works well
and captures better the behaviour of waves in the vicinity of a cyclotron resonance than if we omitted the
Doppler shift entirely.
We look first at the real values of    We see immediately that these increase upto the cold reso-
nance then decline once the wave passes beyond it. This corresponds to the wave slowing as it reaches
the resonance, then regaining its speed as it passes beyond it (recall that   8
Ł
t
j
8 t
t)
Ł
where w   is
the component of phase velocity perpendicular to the magnetic field).
The behaviour of the relativistic and non-relativistic are qualitatively similar, but in the relativistic
case the slowing down is greater for the fundamental and lesser for the higher harmonics.
We now examine the imaginary part of   and notice immediately a qualitative difference.
Namely, in the non-relativistic case, the wave plainly does not see the resonance until it is much closer to
the cold resonance, but experiences it more strongly when it does, as is evidenced by the steeper decline
in   F  
J
 This is to be expected if we consider the resonance condition in the fully relativistic case
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where
U
~ is in units of  w and 38   \ t ` \  We can rewrite this as
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If   ~ ²  then this is the equation of a circle and for the existence of real resonant momenta we require
 
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~ (2.33)
implying that there is a sharp boundary to the effects of the cyclotron harmonic on the left hand side in
the relativistic case. In the non-relativistic case, the resonance condition has no dependence on U  and
in theory the effects of the resonance are felt at all frequencies, although in practice it will be limited by
the number of high È ~ particles.
Increasing the value of   ~ to &ﬂﬃ in Figure 2.4.2 demonstrates that the relativistic effects are much
the same for a larger Doppler shift. There is little more here to be added to our discussion of the previous
figure.
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Figure 2.4.2 Plots of three branches of the Electron Bernstein Modes:   against \ t ` \ around the
fundamntal cyclotron resonance, and its second and third harmonics.  8 ﬁ' u" ,   ~ 8 &ﬂﬃ , ý ¤ æ+æ 8 !ﬂﬃ ,
F\

`
\
J

8
ﬁ¹ The relativistic results are represented by the complete line and the non-relativistic results
by the broken line.
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Figure 2.4.3 Plots of three branches of the Electron Bernstein Modes:   against \ t
`
\
around the fun-
damntal cyclotron resonance, and its second and third harmonics.  8
¡
&('
u"
,
 
~
8
&
º
,
ý
¤
æ+æ
8
!ﬂﬃ
,
F\

`
\
J

8
ﬁ¹ The relativistic results are represented by the complete line and the non-relativistic results
by the broken line.
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In Figure 2.4.3 we increase the temperature to
¡
&('
u"
5 as would only be seen in a full scale
reactor, causing the real values of   acquire a sharp spike at their peak values (located at the cold
resonances) when relativistic effects are included. This contrasts with the non relativistic case where the
curves remain smooth as in the lower temperature case.
At this higher temperature we also begin to see the effects of the resonance on the ”left hand side”
of the wave if we examine the behaviour of   F  
J
. Notice the small decline at the beginning of each
branch.
Turning our attention to the next set of graphs, Figure 2.4.4, we observe that once again increasing
 
~ does not have any qualitative impact on the effects of relativity.
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Figure 2.4.4 Plots of three branches of the Electron Bernstein Modes:   against \ t
`
\
around the
fundamntal cyclotron resonance, and its second and third harmonics.  8
¡
&('
#"
,
 
~
8
&ﬂﬃ
,
ý
¤
æ+æ
8
!ﬂﬃ
,
F\

`
\
J

8
ﬁ¹ The relativistic results are represented by the complete line and the non-relativistic
results by the broken line.
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Figure 2.4.5 Plots of three branches of the Electron Bernstein Modes:   against \ t
`
\
around the
fundamntal cyclotron resonance, and its second and third harmonics.  8 ﬁ' u" ,   ~ 8 !¨ , ý ¤ æ+æ 8 !ﬂﬃ ,
F\

`
\
J

8
ﬁ¹ The relativistic results are represented by the complete line and the non-relativistic results
by the broken line.
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Figure 2.4.6 Plots of three branches of the Electron Bernstein Modes:   against \ t
`
\
around the
fundamntal cyclotron resonance, and its second and third harmonics.  8
¡
&('
#"
,
 
~
8
!¨
,
ý
¤
æ+æ
8
!ﬂﬃ
,
F\

`
\
J

8
ﬁ¹ The relativistic results are represented by the complete line and the non-relativistic
results by the broken line.
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In Figure 2.4.5 we increase   ~ dramatically to 1.1, altering the bahaviour of the waves drasti-
cally. Though the behaviour of s  F   does not change so dramatically, it is notable that the relativistic
case the graph acquires some sharp rises and falls that are absent from the non-relativistic case.
The sharp edge to the resonance has vanished, although this is much as expected since our previ-
ous argument depended on   ~ ² ! In spite of the disappearance of this, the behaviour of the relativistic
and non-relativistic models are quite different - the relativistic model shows slower damping away from
the cold resonance and then faster damping closer to the cold resonance.
In the last set of plots, Figure 2.4.6, we combine the large Doppler shift with a higher temperature,
and see that the seperation of the harmonics appears to have completely broken down - the higher tem-
perature and Doppler shift have caused the resonant regions to ”merge” so to speak, and the dispersion
curve is now a continuum rather than a set of seperate branches.
Notice though that the non-relativistic and relativistic cases are very different qualitatively with
the effects of the resonance far stronger for the relativistic case, and non-relativistic still clinging to rem-
nants of its harmonic structure. The absence of this structure makes it difficult to further characterise the
differences between the two curves, but what is indisputable is the difference in character between the
two curves, and the necessity of including relativistic effects in modelling for these parameters.
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The same work was undertaken simultaneously by Abhay Ram et al [27] and results from our
code give good agreement with those from this other code. In Figs 2.4.7 - 2.4.8 we show a comparison
between the codes.
Figure 2.4.7 Dispersion characteristics of EBWs as a function of \ ` \ t for   ~ 8 & ¡ , F\  ` \ J  8
º
ﬃ
,
and  ¤ 8
º
'
u"
: (a) Real part of   (b) Imaginary Part of    Results from Abhay Ram et al’s code.
The solid line indicates the fully relativistic solution and is the appropriate comparison. The broken line
indicates the non-relativistic case.
(a) (b)
Figure 2.4.8 Dispersion characteristics of EBWs as a function of \ ` \ t for   ~ 8 &
¡
,
F\

`
\
J

8
º
ﬃ
, and

¤
8
º
'
u"
: (a) Real part of   (b) Imaginary Part of    Results from our code.
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2.5 ELECTROSTATIC APPROXIMATION
The high values of   found are characteristic of an electrostatic wave. This is unsurprising, as
the original paper by Bernstein which discovered the mode [13] assumed the waves to be electrostatic.
Clearly, the modes are not wholly electrostatic, but it seems reasonable to attempt to approximate the
full electromagnetic dispersion relation with the electrostatic dispersion relation. To begin, consider an
electrostatic field.
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Since we have assumed in calculating the dispersion relation that ò  8 & we can write equivalently
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Given the parameters we are considering it seems not unreasonable to assume
.
Ł
.
is a small parameter,
and hence at leading order ò  8 & Now looking at the basic dispersion relation (1.15) we can see this
implies we can rewrite the dispersion relation as
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If this approximation were valid, it would represent a considerable saving in computational time
in calculating the dispersion relation.
A set of comparisons between this approximation and the full dispersion relation are shown below.
The full dispersion relation is represented by the broken line and the electrostatic approximation by the
complete line. Both plots include fully relativistic effects.
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Figure 2.5.1 Plots of three branches of the Electron Bernstein Modes:   against \ t ` \ around the fun-
damental cyclotron resonance, and its second and third harmonics.  8 ﬁ' u" ,   ~ 8 &
º
,
ý
¤
ææ
8
!ﬂﬃ
,
F\

`
\
J

8
ﬁ¹
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In this first set of plots, Figure 2.5.1, we see that the results give good qualitative agreement.
The approximation locates accurately peaks and crests in s  F   J and the edge of the resonant region
in   F  
J
 The quantitative agreement for the fundamental is impressive, but the approximation seems
to suffer when considering higher harmonics - the value of s  F   J becomes too high, whilst   F   J
decreases too slowly and does not reach as low a value as it does in the exact dispersion relation.
In the next set of plots, Figure 2.5.2, we introduce a larger Doppler shift by increasing   ~ to 0.6,
as in the previous section. Again, this has little effect on the agreement between the two models, save to
make the quantitative agreement between values of   F  
J
in the two models slightly worse.
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Figure 2.5.2 Plots of three branches of the Electron Bernstein Modes:   against \ t
`
\
around the fun-
damental cyclotron resonance, and its second and third harmonics.  8 ﬁ' u" ,   ~ 8 &ﬂﬃ , ý ¤ ææ 8 !ﬂﬃ ,
F\

`
\
J

8
ﬁ¹
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Figure 2.5.3 Plots of three branches of the Electron Bernstein Modes:   against \ t
`
\
around the fun-
damental cyclotron resonance, and its second and third harmonics. 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In Figure 2.5.3, the higher temperature does not affect agreement between the two models. We
note the electrostatic approximation captures the sharpening of the peak of s

F
 
J at the cold resonance.
Over the page, in Figure 2.5.4, we increase   ~ to 0.6 again. The combination of high temperature
and large Doppler shift appears to make agreement between the models suffer in the absence of any
non-resonant regions. In particular the fundamental case no longer looks as impressive as it once did.
Nontheless, qualitatively the models continue to give good agreement.
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Figure 2.5.4 Plots of three branches of the Electron Bernstein Modes:   against \ t
`
\
around the fun-
damental cyclotron resonance, and its second and third harmonics.  8
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Figure 2.5.5 Plots of three branches of the Electron Bernstein Modes:   against \ t
`
\
around the fun-
damental cyclotron resonance, and its second and third harmonics.  8 ﬁ' u" ,   ~ 8 !¨ , ý ¤ ææ 8 !ﬂﬃ ,
F\

`
\
J

8
ﬁ¹
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In Fig 2.5.5, we raise the value of   ~ to !¨! It is immediately obvious that the electrostatic
approximation does not capture the changing nature of the s  F   J curve for   ~ ö ! This is most
apparent at the peak of s

F
 
J
in the fundamental case. The agreement between the two models for


F
 
J is not impressive either.
In the final case, Figure 2.5.6, the agreement between the two models appears to have broken
down completely. There are few points where the agreement could even be considered acceptable, and
qualitative agreement is virtually non-existent.
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Figure 2.5.6 Plots of three branches of the Electron Bernstein Modes:   against \ t
`
\
around the
fundamental cyclotron resonance, and its second and third harmonics. 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The agreement is less impressive than might have been hoped for, but there are a number of
points of interest to be found, and that make us believe this approximation might have some utility.
Firstly, we note that the electrostatic approximation reproduces accurately the location of the on-
set of damping in all the test cases we ran. Since damping is quite rapid for the EBWs, as we noted
earlier, the electrostatic approximation would likely be adequate close to a cyclotron resonance.
Next, we note the imaginary part of   seems to be reproduced quite impressively, particularly
at lower temperatures, and close to the fundamental cyclotron frequency. At higher temperatures, and
higher harmonics, the agreement is less impressive, but still seems adequate. The real part of   is
disappointing, though the electrostatic approximation still manages to capture the locations of the edge
of the resonance, and the subsequent peak and trough of the value of   even if it fails to agree on the
value of s

F
 
J

At higher values of   ~ the agreement suffers, as one would expect given the nature of our approx-
imation.
2.6 CONCLUSIONS
We have outlined the derivation of the fully relativistic dielectric tensor and its role in calculating
the dispersion relation for the EBWs. We have outlined the methods our code uses for calculating the
fully relativistic dielectric tensor, and using the tensor to calculate the dispersion relation of the EBWs.
We have presented a representative series of results from our code, compared it to results using the non-
relativistic, and weakly relativistic dielectric tensors, and demonstrated the necessity of using the fully
relativistic dielectric tensor in calculations concerned with high temperatures plasmas such as in a future
Tokamak Power Plant. We have suggested an approximation to the full dispersion relation, and presented
results that suggest it gives a good indication of the edge of the cyclotron resonance in a hot plasma, that
it captures in some respects the details of the dispersion relation, but it has shortcomings that make it
inappropriate for replacing the exact dispersion relation.
Ideally we would free the the third variable   ~ , and include our calculation in a ray tracing code,
but time constraints prevented us from doing this. We have used our dispersion relation as it stands in
the next Chapter for approximating current drive efficiency.
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Chapter 3
Fisch’s Model of Current Drive
3.1 INTRODUCTION
We have already discussed, in Chapter One, the concept of ECCD, envisaged as an application of
EBWs. As an initial approach to evaluating EBWs usefulness in this role, we have coupled the program
used in Chapter Two to a simple model of current drive conceived by N.J. Fisch in 1981 [38]. What fol-
lows is an explanation of Fisch’s model, its advantages, and its limitations. After outlining the model we
present a selection of results from the model, including some obtained for parameters taken from MAST.
We conclude by some comparisons with the typical Fokker-Planck code results for the same parameters,
and explain the improvements on this simple model that are required for a more accurate assessment of
EBW Current Drive, laying the ground for our adaptation of the method of Lin-Liu et al [33] in Chapter
Four.
3.2 FISCH’S MODEL
This method is a relativistic generalisation of the method using the Langevin Equations considered
in Chapter 1.
We obtain first an expression for the current density by considering the dynamics of a superthermal
electron. We then obtain an expression for the power density. The ratio of current density to absorbed
power density is one measure of current drive efficiency, but the more common measure used by ex-
perimentalists is total current driven per unit power so we we can obtain an estimate of this figure by
assuming current drive efficiency is averaged over a flux surface.
To begin, consider a superthermal electron ( È
l
`#È p
 ). Its dynamics are governed by the slowing
down equations of energy and parallel momentum, obtained from a relativistic treatment of the Fokker-
Plack equation. These may be written as


<
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ü (3.1)
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where we normalise momentum to  M w (i.e.  8 U `  M w 5 3}8 U ~ `  M w ). The slowing down frequencies
are given by
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where 3+M and  M are 3cF <%J and  F <J respectively, evaluated at < 8 &
Now consider the current produced by this superthermal electron as it returns to the bulk of the
electron distribution.
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We can now generalise Fisch’s Equation to a distribution of particles, by coupling it to a quasilinear
diffusion term F

æ

l
J
ìéî
Ä
¤
 and integrating over the full range of resonant momenta
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where
	
are the upper and lower limits on the range of parallel resonant momenta. We have normalised
the current density to   M  w  We choose to use the full Kennel-Engelmann quasilinear diffusion term
Õ
:
½
:=<
×
ìéî
Ä
¤

8
Þ


¡
'
~


.J
2


U

:
:
U

Õ
U

o ò
ó
Ð
.
2
¾
ò
2
Ð
.
ó
Á
F
U
~
`
U

J
ò

Ð
.
o

ú
F\a9
'
~
È
~
9
 
\
t
ﬁ
J
:
½
M
:
U

×
(3.12)
The delta function restricts the domain of integration to the set of resonant particles.
The figure of merit in current drive is the ratio of driven current to absorbed power. Calculating
the absorbed power density is fairly trivial
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where we have normalised power density to   M  w  ü  We can now use this to calculate the current drive
efficiency in amps per watt, i.e. the total current driven per unit power absorbed, in a machine of major
radius R. We assume current drive efficiency is uniform on the flux surface, and so obtain a simple
expression for total current drive per unit power absorbed. Although this is a large simplification, we
find it quite adequate for comparative purposes and for determining the order of current drive expected.
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We can now look at some sample plasmas, and assess current drive efficiency for the EBWs using
this simple model.
3.3 RESULTS
We have made some initial estimates of current drive efficiency in which we simply look at the
attenuation of the wave as it approaches a resonance in plane geometry, calculate the profile across the
absorption region, taking into account the attenuation of a wave of fixed frequency and   ~ 8 &
º
, then
estimate the overall efficiency from (3.14). We assume the wave is generated within the plasma at the
upper hybrid resonance, and model its behaviour from this point onwards. We perform these calculations
for three different “slabs” of plasma.
The third plasma uses parameters taken from a conceptual Spherical Tokamak Power Plant, and
were calculated as part of a paper which sought to illustrate the feasibility of steady state operation of
such a model. The results given below were used in estimating the feasibility of using the Electron Bern-
stein Waves for electron cyclotron current drive to augment the existing bootstrap current and provide
the toroidal current profile thought necessary for confinement, suppresing of tearing modes, and other
considerations. The primary question of interest was whether EBWs could drive currents on or about
the magnetic axis of the plasma, and unfortunately the answer appeared to be that they could not, as the
wave was absorbed centimetres into the plasma. Nontheless, we reproduce some of the scenarios run as
further illustrations of our program in operation.
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Figure 3.1: Profile of plasma slab 1. Electron density, temperature and magnetic field strength are
plotted against the tokamak major radius (or distance into slab of plasma). These parameters are out-
side of the range of present day experiments but should be within the operating parameters of the next
generation of fusion experiments.
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Figure 3.2: Propagation of 10GHz wave in plasma slab 1. Real part of   plotted against s
î
Ñ
Figure 3.3: Propagation of 10GHz wave in plasma slab 1. Imaginary part of   plotted against s 
î
Ñ
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Figure 3.4: Propagation of 10GHz wave in plasma slab 1. Fraction of initial wave power remaining
plotted against s
î
Ñ
The current drive efficiency in the region of absorption is around 0.28 A/W.
The plasma profile given here is highly optimistic from the perspective of rf heating. The relatively
small rise in the magnetic field strength at the edge of the plasma means the wave will not see the
cyclotron frequnecy or its harmonics at the edge of the plasma, and so will be able to propagate to the
center. The other two slabs given are closer to the physical reality.
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Figure 3.5: Profile of plasma slab 2. Electron density, temperature and magnetic field strength are
plotted against the tokamak major radius (or distance into slab of plasma). These parameters have been
taken from the STPP model, and scaled to parameters closer to those in plasma slab 1.
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Figure 3.6: Propagation of 10GHz wave in plasma slab 2. Real part of   plotted against s
î
Ñ
Figure 3.7: Propagation of 10GHz wave in plasma slab 2. Imaginary part of   plotted against s 
î
Ñ
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Figure 3.8: Propagation of 10GHz wave in plasma slab 2. Fraction of initial wave power remaining
plotted against s 
î
Ñ
The current drive efficiency in the region of absorption is around 0.45 A/W.
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Figure 3.9: Propagation of 9GHz wave in plasma slab 2. Real part of   plotted against s
î
Ñ
Figure 3.10: Propagation of 9GHz wave in plasma slab 2. Imaginary part of   plotted against s 
î
Ñ
Figure 3.11: Propagation of 9GHz wave in plasma slab 2. Fraction of initial wave power remaining
plotted against s 
î
Ñ
The current drive efficiency in the region of absorption is around 0.1 A/W.
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Figure 3.12: Propagation of 8GHz wave in plasma slab 2. Real part of   plotted against s
î
Ñ
Figure 3.13: Propagation of 8GHz wave in plasma slab 2. Imaginary part of   plotted against s 
î
Ñ
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Figure 3.14: Propagation of 8GHz wave in plasma slab 2. Fraction of initial wave power remaining
plotted against s 
î
Ñ
The wave is absorbed too close to the edge for the current drive efficiency to be of relevance.
The actual figure is around 100 A/W but the high value is due to the incredibly low density of the plasma
at the location of absorption.
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Figure 3.15: Profile of plasma slab 3. Electron density, temperature and magnetic field strength
are plotted against the tokamak major radius (or distance into slab of plasma). These parameters are
estimated parameters for a spherical tokamak power plant [29].
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Figure 3.16: Propagation of 60GHz wave in plasma slab 3. Real part of   plotted against s
î
Ñ
Figure 3.17: Propagation of 60GHz wave in plasma slab 3. Imaginary part of   plotted against s 
î
Ñ
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Figure 3.18: Propagation of 60GHz wave in plasma slab 3. Fraction of initial wave power remaining
plotted against s 
î
Ñ
The current drive efficiency in the region of absorption is around 0.6 A/W.
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Figure 3.19: Propagation of 70GHz wave in plasma slab 3. Real part of   plotted against s
î
Ñ
Figure 3.20: Propagation of 70GHz wave in plasma slab 3. Imaginary part of   plotted against s 
î
Ñ
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Figure 3.21: Propagation of 70GHz wave in plasma slab 3. Fraction of initial wave power remaining
plotted against s 
î
Ñ
The current drive efficiency in the region of absorption is around 0.24 A/W.
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Figure 3.22: Propagation of 55GHz wave in plasma slab 3. Real part of   plotted against s
î
Ñ
Figure 3.23: Propagation of 55GHz wave in plasma slab 3. Imaginary part of   plotted against s 
î
Ñ
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Figure 3.24: Propagation of 55GHz wave in plasma slab 3. Fraction of initial wave power remaining
plotted against s 
î
Ñ
The current drive efficiency in the region of absorption is around 0.5 A/W.
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3.4 CONCLUSIONS
We can draw two main conclusions from these results. Firstly, that EBWs appear to generate
large current drive efficiencies, larger, sometimes by as much as an order of magnitude, than we would
expect from O or X-mode ECCD [30]. This can be understood if we look at the resonant values of
È
~ as a function of \ t ` \  These, obtained from (1.44), are plotted in Fig 3.25 for several values of
È
 and in the neighbourhood of the fundamental resonance. The important point to note, as has been
pointed out already, the Bernstein mode is absorbed very strongly near the edge of the absorption region
which for oblique incidence means that it is absorbed on particles with high È ~  In contrast the O and
X-modes are more weakly absorbed at the edge of the resonance, and their absorption profile extends
into the neighbourhood of the point where \ 8   \ t and absorption is on particles in the bulk of the
distribution. By definition particles with higher È ~ will carry greater toroidal current, and so the current
drive efficiency of Electron Bernstein waves is correspondingly higher.
Fig 3.25 Resonant parallel velocity in units of c plotted as a function of   \ t ` \ 5 where   ~ 8 &
º
5 and
È

8
& (full line), È  8 & ¡ (dotted line), and È  8 & ¬ (dashed line).
Secondly, and less happily, the strong absorption near harmonics of the electron cyclotron fre-
quency means they are usually absorbed too close to the edge to drive currents near the center of the
tokamak. it is not inconceivable that some scheme might be developed to overcome this shortcoming of
EBWCD, but until such a scheme is developed it seems likely EBWCD’s role will be confined to edge
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current drive.
In concluding, we note again that the model used in this Chapter is an extremely simple one which
fails to take into account that increasing the electrons velocity perpendicular to the zero order magnetic
field will push a large number into the so-called “banana orbit” detailed in Chapter 1. In high tempera-
ture low collisionality regimes they will remain there and will contribute nothing to the toroidal current.
Thus estimates of current drive efficiency are likely to be in excess of the actual current drive efficiency
obtained in experiments. In Chapter Four we will use another model that accounts for particle trapping
and hence provides a more accurate estimate of current drive efficiency.
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Chapter 4
Flux Averaged Current Drive Efficiency
including Trapping Effects
4.1 INTRODUCTION
In the previous Chapter we gave a method for calculating the current drive efficiency of EBWCD.
This method, though fast, and effective, does not include particle trapping effects. Such effects play a
major role in current drive - indeed these effects by themselves can be used to drive large currents [41].
Lin-Liu et al recently gave a semi-analytic method of approximating current drive efficiency av-
eraged over a flux surface for the case of a circular flux surfaces and small ratio of Larmor radius to
perpendicular wavelength [33]. The model accounts for the particle trapping effects that Fisch’s model
does not try to include. Their solution is valid for conventional ECRH using O or X-modes but includes
the fully relativistic electron dynamics. It requires extension to large Larmor radius (as is found in Elec-
tron Bernstein modes) and more general field equilibria. We have performed this extension, and in this
Chapter we detail this, present results, and comparisons with results from the 3D Fokker-Planck Code
BANDIT.
In Section 4.2 we give a brief account of the method used by Lin-Liu et al and the extensions
made. In Section 4.3 we benchmark our code against Lin-Liu’s code, and against the 3D Fokker-Planck
code, BANDIT. In Section 4.4 we present results for high   waves (i.e. large Larmor radius) and so
deduce the likely differences in current drive efficiency between conventional O and X-mode ECCD,
and EBW ECCD. In Section 4.5 we present results for a non-circular equilibrium and compare them to
the circular equilibrium case. We again duplicate these results using BANDIT. In Section 4.6 we draw
conclusions from the results of our code, expand on its utility, and detail what further use remains to be
made of it.
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4.2 METHOD OF LIN-LIU AND EXTENSION
Absorption is assumed to occur at a single point in configuration space, though it can be extended
by integrating over the currents for point absorption. We define our measure of current drive efficiency
to be the current drive efficiency averaged over the flux surface this point lies on, taking into account
particle trapping due to the changing strength of the magnetic field on this surface.
4.2.1 Green’s Function Formulation of RF Current Drive in Toroidal Geometry
Assuming the electron distribution function is close enough to Maxwellian for the Coulomb Colli-
sion Operator to be linearized, and ignoring small cross-field drifts and finite banana width in the particle
orbit, the linearized Fokker-Planck equation describing the plasma will be
È
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where  2 is the unit vector in the direction of the magnetic field, 
ñ
¤ denotes the linearised Coulomb
Collision Operator, ãåäæ is a Quasilinear Diffusion Operator, and ½  is considered as a function of particle
energy â , magnetic moment P , the direction of the parallel velocity     F È ~
J
and a polodial angular
variable    , at a given flux surface.
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where  « denotes the volume element in velocity space, and
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ûû
£ denotes the flux surface average (or in
the case of trapped particles the average around the banana orbit)
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where K¤  is the line element along the flux surface and   the poloidal magnetic field. We do look at
the banana orbit average in detail since it will vanish in a few steps and so it will not be necessary to
calculate it.
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Lin-Liu et al use Green’s Function techniques [34] to evaluate
Ü
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`u in terms of a response function ¥
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¤ is the adjoint collision operator;
à
Ò

«
½E
ñ
¤

è
8 à
Ò

«
F

ñ
ó
¤
½ J

è (4.8)
Note that Lin-Liu et al use a different normalization constant from that of Antonsen and Chu [34].
Making use of Eqs. (4.1)-(4.8), we express
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According to (4.1), the absorbed rf power density in the linear regime can be written as
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where â is the particle energy.
It is then possible to write a flux surface averaged dimensionless current drive efficiency [35, 36]
in terms of this response function. Lin-Liu et al define the local current drive efficiency as
ÙVÚ
É


K

M
 
¤

¤[Û
Ü
~Ý
¡!Þß
5 (4.11)
where KM is the permittivity of free space,   ¤ and  ¤ are respectively the local electron density and
temperature. Using the fact that
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where  « is the volume element in velocity space,
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 
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is the Coulomb logarithm,  
î
| is the max-
imum value of B on the flux surface, and §¥ is the dimensionless response function defined as §¥ 8
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4.2.2 The Bounce-averaged Response Function
To obtain ¥ , and hence
Ù
Ú
one must solve (4.7). Lin-Liu et al assume low collisionality: F ü ¤ M ` K
J
`
\
$
p
 where K is the inverse aspect ratio, ü ¤ M is the collision frequency and \
$
is the bounce frequency.
(In physical terms, one assumes the trapped electrons are permitted to complete the banana orbit
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at all energies, the so-called ”banana regime.” Such an assumption is justified for reactor grade tokamaks
where the electron temperature is sufficiently high, or the resonant electrons have velocities much greater
than the thermal velocity, allowing us to neglect the possibility of collisions causing a trapped electron to
leave the banana orbit and contribute to current drive once more. Whether such an assumption is justified
in present day experiments is more uncertain, in the absence of any systematic quantitative study, but it
seems unlikely that “detrapping” would have any great bearing on the current drive efficiency save in
cases of very strong trapping.)
One can then perform a series expansion of the function ¥ in this small variable ¥ 8 ¥ M  ¥ =ûû
and retain only the leading order term of this expansion in (4.7). According to (4.7) the leading order
response function satisfies È ~x 2
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where K¤ 8 F }`u  J K¤   Note that the right hand side of Eq. (4.13) is zero for trapped electrons. This
implies that ¥ Mb8 & for trapped electrons. For passing electrons, Eq. (4.13) can be written as
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by using the definition of 3a8 È ~ `#È and the definition of the flux surface average [Eq. (4.6)]. In the
following, we will limit our discussions to the banana regime, and in referring to ¥ M the subscript 0 will
be suppressed.
4.2.3 Response Function in Fisch’s Relativistic High Velocity Collision Model
We use relativistic dynamics to describe the motion of electrons. Let ª denote the momentum per
unit mass, i.e. ª 8 ﬀ`  8Aﬁ

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 The kinetic energy of a relativistic electron is
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Fisch’s model, described in Chapter 3, assumed current is driven predominantly by superthermal
particles, for which diffusion in energy is negligible compared to their slowing down in energy. This
implies the electron dynamics are described adequately by the slowing down equations of energy and
parallel momentum obtained from a relativistic treatment of the Fokker-Planck equation. This corre-
sponds to the collision operator
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Here L is the pitch-angle scattering operator,
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The velocity dependent pitch-angle scattering rates due to electron-ion and electron-electron collisions
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The corresponding adjoint collision operator is
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To make analytic progress, Lin-Liu et al, approximate the slowing down part of the collision operator by
keeping only the first term of its Legendre polynomial expansion in 3 5
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At this stage we define a new pitch angle variable  5
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which is also a constant of motion. At a given poloidal angle, passing electrons have values of  in
the range &±°  ²  5 and for trapped electrons °  ²  
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since  is a constant of motion. Substituting Eq.(4.20) into Eq.(4.14), using the approximation specified
in Eqs. (4.21)-(4.22) and rewriting the equaton for §¥ 5 we obtain
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for & ²  ²  and vanishes for  ö ! With this assumption the problem is reduced to two ordinary
differential equations in  and
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The quantity ½ t ( ½
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t ) is the effective circulating (trapped) particle fraction in neoclassical
transport theory. The equation for F, Eq. (4.31),is readily solved with boundary condition
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The dimensionless response function §¥ given in Eqs. (4.28),(4.30) and (4.33) is an approx-
imate solution for the relativistic high-velocity collision model. It is exact in the Lorentz Gas Limit
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4.2.4 Extension to EBW ECCD
What has gone before has followed the method of Lin-Liu et al. We now substitute our approx-
imation ¥ into the quasilinear diffusion operator, substituting for Lin-Liu et al small gryo-radius limit
term, the full Kennel-Engelmann term [40]
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Here À¿ denotes the spatial location of wave deposition. The differential operator §  in velocity space is
given as
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where \ and ' ~ are respectively, the frequency and the parallel wave number of the wave; â and U ~ are
regarded as the two independent velocity space variables. \ t É   `  is local electron cyclotron fre-
quency and ¤ is the cyclotron harmonic number. 
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Substituting (4.35)-(4.36) into (4.12), integrating by parts in velocity space, and performing the
flux-surface average ,we obtain
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In the process of obtaining (4.38) we have also used §  â 8  , ½çÃÂ T(U Fí9 â ` 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where B is the magntiude of the local magnetic field at
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The cyclotron resonance condition ﬁ=\v9 ' ~
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where Ä É ¤ \ t ` \ and   ~ É ' ~ w+` \ 5 the parallel index of refraction. Owing to the cyclotron resonance
condition we restrict the ﬁ in the integrations in (4.40) to the range ﬁ d/. ° ﬁ ° ﬁ
î
| whereﬁ d/. and
ﬁ
î
| are determined by setting the left hand side of (4.42) to zero,
ﬁ

9

9
µ
ﬁ9CÄ
 
~
¶
8
& (4.43)
We can calculate the current drive efficiency
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defined in (4.12) using (4.39)-(4.43) and the func-
tions
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defined in (4.30) and (4.33)-(4.34). This efficiency is a function of parallel index
of refraction   ~ , cyclotron harmonic number ¤ , ratio of the cyclotron frequency to wave frequency \ t ` \ ,
local electron temperature  ¤ , effective ion charge ý ¤ æ+æ , and the equilibrium magnetic field.
This dimensionless current drive efficiency can be related to the experimentally measurable quan-
tity, Ù
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¤

¤
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
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	 (4.44)
where P is the total power absorbed, and I is the total driven toroidal current,by a geometric factor,
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Ú
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4.3 COMPARISON WITH CONVENTIONAL FOKKER-PLANCK CODE
The formulation developed in Section II is valid for any flux surface geometry, but in order to
benchmark our code with that developed by Lin-Liu et al we first adopt the same simple circular model
equilibrium with toroidal field  8  M ` F  K w! #  
J
and poloidal field   8    ` F  K wx #  
J
, where
K is the inverse aspect ratio of the flux surface of interest,    is the poloidal angle where the absorption
takes place, and  M and    are two constants.
We compare the codes in Fig 4.1. The agreement can be seen to be good.
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Fig 4.1 Dimensionless efficiency
Ù
as a function of ¤ \ t ` \ 5 evaluated for   ¤ 8 ¡ . &KÅ  2  5 < ¤ 8
¡
'
#"
5
s 8
! !ﬃ

5
KÀ8
&
¡
5 and ý ¤ æ+æ 8 !ﬂﬃ 5 for (a)    8 +ﬃﬁKÆ 5 (b)    8Ç &Æ 5 and (c)    8 +ﬁKÆu In each
case the efficiency is plotted for the values of   ~ specified on the graphs. The results on the left hand-side
are taken from Lin-Liu’s paper - the straight lines are their results, the dotted lines are comparisons with
an earlier paper [39]. The results from the right hand side are obtained from our own code.
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For this model equilibrium
Ù
will be a function of electron temperature  ¤ , the parallel index
of refraction   ~ , the effective ionic charge ý ¤ æ+æ , the parameter Ä É ¤ \ t ` \ , the inverse aspect ratio K , and
the poloidal angle    where the absorption takes place. The function
Ù
8
Ù
F

¤
5
 
~
5
ý
¤
ææ
5
Ä
5
K
5
 

J
can be
plotted as a function of Ä with the other arguments held fixed. The realized efficiency will depend on the
values of Ä ,   ,   ~ at which the power is absorbed. Determination of these values requires tracing rays
from the antenna along with the calculation of the power absorbed along the ray. For determining the
effect of large Larmor radius on current drive efficiency, however, it is acceptable to assume absorption
at some point within the tokamak.
To test our code further, we compared its results with those produced by the 3d Fokker Planck
Code BANDIT. The comparison is not ideal, as BANDIT calculates the average efficiency over a small
spectrum of values of   ~ whereas our code produces results for one value of   ~ , but assuming we only
ask BANDIT to calculate the average over a small spectrum of width 0.05, we would expect the results
not to differ markedly if both codes are accurate. Some typical results are shown in Figs. 4.2 - 4.7.
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Fig. 4.2 Dimensionless current drive efficiency as a function of \ t ` \ for   ~ 8 &
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Fig. 4.3 Dimensionless current drive efficiency as a function of \ t ` \ for   ~ 8 &
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Results from our code are represented by the complete line, and results from BANDIT by the broken
line.
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Fig. 4.4 Dimensionless current drive efficiency as a function of \ t ` \ for   ~ 8 &
º
5
&ﬂﬃ where   ¤ 8
¡
.
&

Å

2

,

¤
8
¡
'
u"
,
s

î
Ñ
8
! !ﬃ

,
K8
&
¡
,
ý
¤
æ+æ
8
!ﬂﬃ and    8 Ç & Æ ,   8 !
n = 0.3||
n = 0.6||
Fig. 4.5 Dimensionless current drive efficiency as a function of \ t ` \ for   ~ 8 &
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Results from our code are represented by the complete line, and results from BANDIT by the broken
line.
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Fig. 4.6 Dimensionless current drive efficiency as a function of \ t ` \ for   ~ 8 &
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Fig. 4.7 Dimensionless current drive efficiency as a function of \ t ` \ for   ~ 8 &
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Results from our code are represented by the complete line, and results from BANDIT by the broken
line.
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The codes produce different efficiencies far from the cold resonance, but particles heated in
this region have exceptionally large parallel velocities, and are exceedingly rare. Though the ratio of
current driven to power absorbed seems favourable, there are in fact very few particles being heated in
this region, and the net contribution to the current here is near zero, making numerical errors likely, and
the current drive efficiency in this region largely irrelevant.
The codes also differ slightly close to the cold resonance. This is likely a result of our adoption of
Fisch’s model of current drive, that assumes È
l¨±
`#È7p

. Once again this is not of any practical impor-
tance as EBWs are typically wholly absorbed before they propagate far enough into the plasma to reach
this region.
In other regions the codes give good agreement, and the codes agree qualitatively, making us con-
fident this method has the potential to replace Fokker Planck codes in ray tracing programs, especially if
it desired to obtain approximate results with a minimum of computation.
4.4 EFFECT OF LARGE LARMOR RADIUS ON CURRENT DRIVE
EFFICIENCY
We calculated the dimensionless current drive efficiency for   8  5 & 5 ¡ & over a range of pa-
rameters. In Figs. 4.8 - 4.25 we give a representative sample of these results.
Figs 4.8 - 4.13 show results in the neighbourhood of the second harmonic in a low temperature
(  8 ¡ ' u" ) plasma.
Figs 4.14 - 4.19 show results in the neighbourhood of the first harmonic in a low temperature
(  8 ¡ ' u" ) plasma.
Figs 4.20 - 4.25 show results in the neighbourhood of the second harmonic in a high temperature
(  8 ¡ &(' u" ) plasma.
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Fig. 4.8 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the second
cyclotron harmonic for   8  5 & 5
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Fig. 4.9 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the second
cyclotron harmonic for   8  5 & 5
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Fig. 4.10 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
second cyclotron harmonic for   8  5 & 5
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& where   ¤ 8
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Fig. 4.11 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
second cyclotron harmonic for   8  5 & 5
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Fig. 4.12 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
second cyclotron harmonic for   8  5 & 5
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& where   ¤ 8
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Fig. 4.13 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
second cyclotron harmonic for   8  5 & 5
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In these first six figures the parameters chosen are such as might be found in a present day
reactor such as MAST, and absorption occurs around the second electron cyclotron harmonic.
In Figures 4.8 and 4.9, we have considered the case where absorption occurs at a poloidal angle
of +ﬁKÆ!
The basic shape of the graph arises from two factors: particle trapping and decreased collisional-
ity. These were discussed in Chapter 1 so we will not go into detail here.
Near the edge of the resonant region on the low field side, the wave is absorbed on high È ~ elec-
trons. Such electrons carry more current and are less likely to become trapped, hence the large positive
current drive in this region. We refer to this current as the ”Fisch Current”
When we move closer to the cold resonance the current drive efficiency falls as the wave is ab-
sorbed on lower È ~ electrons that are more likely to become trapped and carry less current. Eventually,
trapping effects come to dominate the equation, and the current becomes negative. We refer to this cur-
rent as the ”Ohkawa Current.” The Ohkawa current drops as we move closer still to the cold resonance
and the wave is absorbed by particles with too small a value of È ~ to make a significant contribution to
the current driven.
Crossing over onto the high field side we see the same process in reverse.
The effect of increasing   is to move the crests in the Ohkawa current either side of the cold
resonance nearer to the cold resonance, and to reduce their size, make smaller the region where Ohkawa
current dominates, and shift the region where Fisch current dominates closer to the cold resonance. There
is no appreciable change in the gradient of the Fisch current drive efficiency though - it is close to the
same curve shifted nearer to the cold resonance. This would suggest that the increase in   is caused
by a mitigation of trapping effects, rather than any change Fisch’s current drive mechanism. This effect
is more noticeable on the high field side. We consider reasons for a mitigation of trapping and why it
should be more significant on the high field side at the end of this section.
These conclusions hold for all values of   ~ we have tested although we have chosen only to dis-
play two of these.
In Figures 4.10 and 4.11 we consider absorption at a poloidal angle of Ç & Æ  At this angle trap-
ping is less important as we are heating particles with higher magnetic moments, less likely to become
trapped. As a result we see that increasing   has a less dramatic effect on current drive efficiency than
in Figures 4.8 and 4.9.
In Figures 4.12 and 4.13 we consider absorption at a poloidal angle of +ﬃﬁKÆ! At this angle trap-
ping is almost non-existent as we are almost at the maximum local magnetic field on the flux surface.
Consequently the effects of increasing   are very minor. Nontheless the essential effect remains the
same.
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Fig. 4.14 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
fundamental cyclotron resonance for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively)
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Fig. 4.15 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
fundamental cyclotron resonance for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively)
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Fig. 4.16 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
fundamental cyclotron resonance for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively)
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Fig. 4.17 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
fundamental cyclotron resonance for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively)
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Fig. 4.18 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
fundamental cyclotron resonance for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively)
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Fig. 4.19 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
fundamental cyclotron resonance for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively)
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In the next six figures, 4.14 - 4.19, we consider absorption around the fundamental for the
same parameters. Most of the commentary for the previous six figures, but it should be remarked that
the effect of increasing   is less dramatic. We consider reasons for this at the end of the section.
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Fig. 4.20 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
second cyclotron harmonic for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively) where
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Fig. 4.21 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
second cyclotron harmonic for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively) where
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Fig. 4.22 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
second cyclotron harmonic for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively) where
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Fig. 4.23 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
second cyclotron harmonic for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively) where
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Fig. 4.24 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
second cyclotron harmonic for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively) where
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Fig. 4.25 Dimensionless current drive efficiency as a function of \ t ` \ in the neighbourhood of the
second cyclotron harmonic for   8  5 & 5
¡
& (complete, dotted, and dashed line respectively) where
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In the last six figures in this section, 4.20-2.25, we consider parameters closer to what might
be expected in a full scale fusion reactor. What is immediately notable is a change in the basic shape
of the curve, in line with what we might expect from Chapter 2 when we considered the effects of high
temperature on the dispersion relation. On the low field side the behaviour remains in line with what we
encountered for the lower temperature cases with increasing   mitigating the effects of trapping, only
more dramatically than in the lower temperature case. In the last four figures we can draw the same con-
clusion for the high field side also. Indeed we could argue that significant current drive efficiency is only
attained for higher values of   . Figures 4.20 and 4.21 present us with a problem though - on the high
field side the current drive efficiency is high oscillatory and very small for all values of    Certainly
the behaviour is very different, but is difficult to characterise simply. It is likely of little interest, as the
inability to drive large currents and difficulty in specifying a direction for the current to be driven in for
this scenario make it highly unlikely we would ever wish to use it.
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By definition, current drive efficiency will depend directly on temperature and electron den-
sity. We have considered two possible combinations of temperature and density, and have kept the ratio
equal, so we did not expect the order of magnitude of current drive efficiency to alter greatly between
Figs. 4.8 - 4.13 and Figs 4.20 - 4.25.
We conclude by raising a few additional points, and providing explanations for some of hte ob-
served behaviour as promised in discussing these plots.
At higher values of   ~ the wave is absorbed further from the resonance, and at correspondingly
higher parallel velocities, increasing the current drive efficiency. Of course the density of particles at
these higher velocities is lower, and so near the edge of the resonance little wave energy is transferred to
the plasma and the actual current drive is extremely low, in spite of the high efficiency.
We have considered two harmonics, the fundamental and the second harmonic. In the case of
the second harmonic the effect of trapping is greatly reduced by the higher values of   , most likely
because the diffusion coefficient is proportional to o Ð
ñ
F
j
jd
 

Ł
t
J o
 with the order of the Bessel function
dependent on polarisation and which harmonic is of interest. For small values of   this is proportional
to
ð

ñ
 over the range of velocities of interest, but for larger   it increases less rapidly for large
ð

. Thus
absorption is no longer biased towards higher
ð
 particles. Since these are precisely the particles which
become trapped it explains the reduced effect of trapping.
The effect of increasing   on a wave in resonance with the fundamental is very small. We would
expect this as for small   the quasilinear diffusion term is dominated by Ð M Ø  which will not show a
significant decrease in gradient as we increase   
In the low temperature cases, whilst the effects are noticeable, they would not be described as dra-
matic. This may be because at low temperatures there are fewer particles with sufficient perpendicular
momentum to be shifted into the trapped region of momentum space. In the high temperature case we
consider the effects of increasing   are considerably more dramatic.
In particular it is notable the expected current drive efficiency for Ohkawa’s method of current
drive [41] is greatly reduced in the high   case. Since this method relies on generating a net drift of
electrons in one direction by trapping particles moving in the other, this is perfectly natural. We should
state that this is not to say that the method is necessarily less efficient than Fisch current drive - indeed
recent theoretical results [42] suggest that the Ohkawa current may be greater than the Fisch current
using EBWs. Nontheless, we maintain that higher values of   mitigate to some extent the effects of
trapping and consequently reduce the size of the Ohkawa current.
It is also notable, in every case, that the reduction in trapping is more pronounced on the high
field side of the resonance. In Fig. 4.26 we plot the loci of resonant momenta for absorption on the high
and low field sides. It is clear that a larger part of the current is driven by high
ð
 particles on the high
field side than on the low field side, which would account for the greater reduction in trapping effects.
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Fig. 4.26 Perpendicular and parallel resonant momenta for õ8   \ t ` \ 8 & Ç ﬃ 5 !
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4.5 EFFECTS OF A NON-CIRCULAR EQUILIBRIUM
4.5.1 MAST Data
The simple circular equilibrium in the previous section is unlikely to occur in a real tokamak.
In this section we show results for a more realistic equilibrium magnetic field taken from MAST data.
This data takes the form of a 2D array of points in Ffs 5 ý
J
with the components of the poloidal
magnetic field given at these points. Given this, we can create a 2D cubic spline, allowing us to treat  ¿
and   effectively as functions of s and ýb
The problem can be expressed as follows. At any point in the plasma, the magnetic surface can
be described by the system of equations,

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¹
8  ¿
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
(4.46)
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8 
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5 (4.47)
where we have treated s 5 ý as functions of the distance around the magnetic surface  and scaled these
gradients to the total poloidal magnetic field. We therefore should start at the point of absorption, take

8
&
, calculate the field components at this point, take some small step size, then using the system of
o.d.e.’s above along with some numerical method calculate s}F 
J
and ý F 
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 We can repeat this to obtain
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5 and so on, at each stage checking if we have completed a loop and traced
out the complete flux surface.
4.5.2 Runge-Kutta Algorithm
We have chosen to use a 4th Order Runge-Kutta Algorithm with a step size of É} 8 & &k Þ (or
smaller if required). Briefly this scheme works as follows. Given the system
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then the algorithm progresses as follows
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after 5 steps we introduce a convergence test, stopping the algorithm if Ffs . 9Ês M
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 i.e. requiring that the distance between the start point and the end point be
less than the step size
ú 

4.5.3 Magnetic Surface Results
The resulting magnetic surfaces for the data set from MAST we were given are shown in Fig 4.27
Fig 4.27 Flux surfaces of magnetic field in non-circular equilibrium used to obtain results below.
The surfaces are quite smooth, much like the simple circular model equilibrium we used previ-
ously, but show significant elongation. Having traced out the magnetic surfaces from our data we can
consider quantities dependent on position on the magnetic field surface to be functions of  5 and hence
create 1D splines of these quantities and use them in calculating flux surface averages.
We now go on to calculate current drive efficiency in the same manner as before.
4.5.4 Current Drive Efficiency Results
Typical results from our code are plotted for poloidal angles +ﬁ Æ 5 Ç & Æ 5 and +ﬃﬁ Æ in Figs 4.27 - 4.29.
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Fig. 4.28 Dimensionless current drive efficiency as a function of \ t
`
\
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Æ
. Results for the simple model equilibrium are represented by the complete line and
results for the equilibrium measured in MAST are represented by the broken line. The top plot is from
our model, the bottom plot from BANDIT.
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Fig. 4.29 Dimensionless current drive efficiency as a function of \ t
`
\
where   ¤ 8
¡
.
&

Å

2

,

¤
8
¡
'
u"
,
s
î
Ñ
8
&ÌËu¬

,
K[8
&
¡
,
ý
¤
æ+æ
8
!ﬂﬃ¹ The wave is absorbed with   8 & and at a poloidal
angle of
 

8ÍÇ
&
Æ
. Results for the simple model equilibrium are represented by the complete line and
results for the equilibrium measured in MAST are represented by the broken line. The top plot is from
our model, the bottom plot from BANDIT.
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Fig. 4.30 Dimensionless current drive efficiency as a function of \ t
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. Results for the simple model equilibrium are represented by the complete line and
results for the equilibrium measured in MAST are represented by the broken line. The top plot is from
our model, the bottom plot from BANDIT.
113
Looking at these results, we can see that the exact details of the magnetic surface do not make
a significant difference to current drive efficiency calculation. When the wave is absorbed at a poloidal
angle of Ç & Æ we see higher predicted current drive efficiencies for the real equilibrium field, especially
nearer to the cold resonance, but the difference is not major, especially on the low field side.
If we look at this schematic picture of the magnetic surfaces being considered, Fig 4.31 , the rea-
sons for this change become apparent.
Fig 4.31 Schematic drawings of circular magnetic surface (complete line), and corresponding exact mag-
netic surfaces encountered at K÷8 &
¡
and
 

8
+ﬁ
Æ (dotted line), Ç & Æ (dashed line), +ﬃﬁ Æ (dotted line).
Note that
 

8
+ﬁ
Æ and
 

8
+ﬃﬁ
Æ are located on the same flux surface so are represented by the same
line.
The surface in the
 

8ÎÇ
&
Æ case sees a far smaller range of values of major radius, and hence a far
smaller range of values of magnetic field strength. Thus there will be particles located at the point of ab-
sorption, that will become trapped travelling around the circular magnetic surface, that will not become
trapped on the exact flux surface. If this is indeed the reason we should expect a similar effect, although
to a much lesser degree, at    8 +ﬁ Æ and    8 +ﬃﬁ Æ , and indeed we find the results bear this out.
It should be borne in mind that whilst using the correct magnetic surface rather than a circular
magnetic field does not greatly affect our calculation, the magnetic field data is still a major concern to
non-inductive current drive, in determining where the wave is absorbed, and hence the local parameters,
and the still more important question of whether the region we desire to drive current in is accessible to
the EBW. Also, it is not impossible that some magnetic surfaces we have not considered could have a far
greater effect on the current drive efficiency.
However, now that we have written our program for calculating current drive efficiency based on
the magnetic field data, a tool exists for testing this hyptothesis further in other specific cases. If it should
appear not to hold in the case considered then the program can calculate current drive efficiency more
accurately, but when confident that the magnetic surface data does not have an appreciable effect, one
can produce large quantities of results all the more rapidly by omitting tracing the magnetic surface and
replacing it with a simple circular magnetic surface.
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4.6 CONCLUSIONS
We have described the results of extending the method of Lin-Liu et al to large Larmor radius
and general field equilibria. We have outlined the method, reproduced the results of Lin-Liu et al and
produced results for high values of   typical of the Bernstein modes and a magnetic field equilibrium
from MAST.
Our program has been run for a wide range of results and those given in the paper are typical
of these results. In general we have found that the our program’s results compare well with those of
BANDIT, and where discrepancies exist they can be explained and do not have any great practical signif-
icance. The equilibrium data does not appear to greatly alter our calculation of current drive efficiency,
in fact at launch angles close to horizontal it seems to have little effect at all. The inclusion of the full
quasilinear diffusion coefficient allowing for large Larmor radius does make an appreciable difference
reducing the expected Ohkawa current and augmenting the expected Fisch current, most noticeably on
the high field side.
Although more equilibria would need to be tested it seems likely that the precise magnetic field
data only influences current drive efficiency through the location that the wave is absorbed, and assum-
ing a simple model equilibrium in our calculation should be an acceptable approximation in running our
program.
The program can calculate current drive efficiencies at a signficantly faster rate than BANDIT,
and coupled to a ray tracing code and the appropriate dispersion relation, should be a useful tool in
investigating the utility of Bernstein modes for driving current in spherical tokamaks such as MAST.
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Chapter 5
Conclusions and Future Work
5.1 CONCLUSIONS
In this thesis, there have been three aspects of the Electron Bernstein Waves: the fully relativistic
dispersion relation, their consequent utility in electron cyclotron heating, and their utility in electron cy-
clotron current drive. Here, the conclusions drawn are repeated.
5.1.1 Electron Bernstein Modes Dispersion Relation
In Chapter Two we have considered the dispersion relation of the Electron Bernstein Waves dis-
persion relation, and have not ignored or approximated the effects of relativity as in previous studies.
This work is likely to be of greater use in future fusion power plants where plasma temperatures might
reasonably be expected to be of the order of
¡
&('
u"
5 than in present day tokamaks.
Our results confirmed much of what has already been said in previous studies about the abso-
prtion of Electron Bernstein Waves at a cyclotron resonance still holds for the fully relativistic dispersion
relation. In particular, the waves are absorbed on particles with higher velocities parallel to the steady
magnetic field than the O and X modes, and the absorption remains far stronger, particularly on higher
harmonics.
At low temperatures, relativistic effects are close to irrelevant in the dispersion relation, as one
would expect, but at temperatures in the region of ﬁ' u" they begin to make a significant difference to
the expected results, giving a sharp edge to the resonance on the low field side where the value of   ~ is
small enough for distinct harmonics to be seen.
At temperatures of the order of
¡
&('
#"
5 as one might reasonably expect in a fusion power plant,
the effects are more dramatic. It is difficult to characterise this change, but it is immediately apparent the
results for the relativistic and non-relativistic dispersion relations differ greatly.
Attempts to approximate the dispersion relation with an electrostatic dispersion relation met with
limited success. The location of the onset of damping is captured accurately, and the imaginary part
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of   matches the exact dispersion relation convincingly, especially for lower temperatures and in the
neighbourhood of the fundamental, but the values of the real part of   obtained from the approxima-
tion fail to match those from the exact dispersion relation (although the character of the curves is much
the same). It might be argued that given the rapid damping of the EBWs near the cyclotron resonance,
or harmonic thereof, this approximation might still reproduce the behaviour of the waves, but it seems
unlikely that any scenario where the approximation is likely to be applicable will be of interest, as the
behaviour of the wave in such a scenario must already be known.
5.1.2 Electron Cyclotron Heating
Electron Bernstein Waves are strongly absorbed near cyclotron harmonics, and the sharp edge to
the resonant region means that the absorption is highly localised, making them a strong candidate for
controlling temperature profiles in fusion plasmas. Unfortunately their strong absorption on cyclotron
harmonics presents difficulties with access to the interior of any plasma. The trough in the magnetic
field strength as one moves from the center to the edge of the plasma, implies the wave will see a wide
range of magnetic field strengths, and is liable to encounter at least one harmonic. Thus the wave will
be damped as it propagates through the plasma and only a fraction of the wave’s power will reach the
targeted point in the plasma, if even that. It is conceivable that this problem might be circumvented by
launching the wave from close to the top or bottom of the machine, but to investigate this will require
extensive ray tracing calculations which we have not had the time to carry out.
5.1.3 Electron Cyclotron Current Drive
Electron Bernstein Waves are strongly absorbed far from the exact cyclotron resonance. This
implies they are absorbed by electrons with high parallel velocities, making the current drive efficiency
higher than might be expected. The higher values of   associated with their dispersion relation also
mitigate trapping to a small extent. Our adaptations of the work of Fisch, the work of Lin-Liu et al, and
runs of the BANDIT code all confirm that we should expect higher current drive efficiencies from EBWs
than from the O and X-modes, assuming they can reach the desired location. Runs from BANDIT, and
our extension of Lin-Liu et al’s method, confirm that trapping is indeed mitigated to some extent by the
larger values of   characteristic of the EBWs. Once again though, these encouraging attributes must be
balanced against the difficulty in getting the wave into the plasma where it is most likely to be useful in
driving currents.
We have created a valuable code that can give very rapid estimates of current drive efficiency, that
is valid for all wave parameters, and is capable of calculating exact flux surface averages from magnetic
field data, though we have also noted from our results it seems unlikely that such data has a large bearing
on our calculations and the simple model equilibrium is likely quite adequate. Our code has been tested
against a 3d Fokker Planck code, plots of the comparison have been produced, and where discrepancies
exist between the two codes we have accounted for them and shown them to be of little practical impor-
tance.
We have used our code to produce plots of current drive efficiency for a wide variety of parameters
- angle of absorption,   ~ 5   5 electron temperature, electron density, and the cyclotron harmonic chosen
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- and explained the effects these parameters have on the current drive efficiency predicted by our code.
5.2 FUTURE WORK
Whilst we have analysed some problems concerning absorption of Bernstein Modes and their
efficiency in driving current, a complete description of the problem is very complex and there are a
number of ways in which the work could be extended. Some of these are considered below.
5.2.1 Electron Bernstein Modes Dispersion Relation
The program we have created for calculating   corresponding to given values of \ and   ~
could be developed into a full calculation of the dispersion relation, giving the electric field strength
and direction, and could be included in BANDIT’s ray tracing section. However, since we produced the
program, another program which calculates the EBW dispersion relation has been written expressly for
BANDIT and functions well, so there is probably little future in including our code as well.
Electron Bernstein Waves are also found in space plasmas, and in high temperature space plasmas
it might be a rewarding exercise to apply our program to the parameters considered and compare our
results to the existing results obtained from non-relativistic and weakly relativistic models.
5.2.2 Electron Cyclotron Heating and Current Drive
Electron Bernstein Waves were shown to possess qualities highly desirable in electron cyclotron
heating - they are strongly damped, even at higher harmonics, over a short distance implying the absorp-
tion is highly localised. The EBWs’ absorption on high velocity particles would also make them highly
suitable for driving non inductive current, but it is hoped that they might be able to drive current near
the center of the plasma to supplement the bootstrap current. Unfortunately strong damping at higher
harmonics also means that the wave will be wholly absorbed near the edge of the plasma, making it
impossible to use EBWs to heat the plasma and drive currents in the interior of the plasma, the latter
being one of the best uses the mode could be put to in a spherical tokamak power plant. If some scheme
were to be devised that enabled us to use EBWs at the center of the plasma it would enable us to exploit
the highly desirable qualities of the modes.
It is true that one could launch the wave internally, but including the technology to do this would
decrease the aspect ratio of the tokamak. Whether the ability to control temperature profile and drive non-
inductive currents using EBWs would compensate for the drop in efficiency of confinement is uncertain,
but it would unquestionably be better if some other scheme for exploiting the modes were devised. It is
possible launching the wave from the top or bottom of the machine could circumvent the problem as was
already mentioned in Section 6.1.2. If not, there are certainly alternative magnetic field configurations
that would remove the problem, but of course the existing configuration was chosen to satisfy other re-
quirements for confinement. It would be interesting to study the range of magnetic field configurations
possible in a spherical tokamak, and determine if any of them make access possible.
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Were the access problem to be resolved, the next natural step would be to look at the EBWs’
ability to control the plasma temperature and current profiles and suppress specific instabilities.
There also remain issues with launching EBWs in the plasma, as attempts to obtain O-X-B con-
version in experiments in tokamaks have met with limited success. However since such experiments
have been considered with low temperature plasmas it seems unlikely our model has much application
to the problem.
The effect of magnetic field configuration on our calculation of current drive efficiency appears
to be small, but looking at more examples, particularly those with cusps in the magnetic surfaces would
be worthwhile, if only as further evidence for the negative result.
Our model of current drive could be altered to consider absorption of a spectrum of values of   ~
as is done in BANDIT, rather than the one isolated value it calculates for at present. This would be a
fairly straightforward task, requiring simply a call to an integration routine, and a few minor edits to the
existing program blocks. Such an addition might also ease any anxieties over the apparent cusp in the
current drive efficiency results, as a range of values of   ~ would smoothe away the cusp as was seen in
BANDIT when we experimented with wider spectra of   ~ 
5.2.3 Ray Tracing
With working programs for calculating the dispersion relation, and the current drive efficiency, it
should be possible to run existing ray tracing routines for the Electron Bernstein Waves, with plasma pa-
rameters chosen to match existing experiments such as MAST. With many such runs, it may be possible
to pronounce more definitively on the utility of Electron Bernstein Waves in electron cyclotron heating
and current drive. It may be that in spite of the promising attributes of the mode, it is indeed impossible
to heat the interior of the plasma, or to drive currents on the interior edge, but it is to be hoped that these
runs will turn up some method by which the high predicted current drive efficiencies of the EBWs can
be exploited.
5.3 CONCLUDING REMARKS
The work described in this thesis was sponsored by UKAEA Fusion and its objective was to
carry out work relevant to their research programme on spherical tokamaks and produce computer codes
relevant to this project. A code to solve the fully relativistic dispersion relation for Bernstein modes,
necessary in reactor temperature plasmas has been developed. Initial simple estimates of current drive
efficiency based on the Fisch-Boozer model indicated that current drive by EBWs could be efficient,
mainly as result of the strong absorption of the waves on the fast particles at the edge of the resonance
region. These were supplemented by a more exact method based on a paper by Lin-Liu et al. This allowed
inclusion of toroidal effects, and was shown to give good agreement with FP calculations in toroidal
geometry using the BANDIT code. This approximate code is much faster than the full Fokker-Planck
code and should be useful in carrying out parameter searches and for rapid comparison of experimental
results with theory. Whilst our results hold out promise for the EBW current drive there are outstanding
problems. Since these waves only propagate in a plasma complex schemes for generating them from an
119
external antennae are needed, a problem which was not considered here. Also, as we here pointed out,
the very strong absorption of EBWs at the harmonics of the cyclotron frequency may make it difficult
to get these waves beyond the edge region of the reactor plasma. It is to be hoped that this work will
contribute to the ongoing effort on this problem.
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