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Abstract. We obtain central limit theorem, local limit theorems and re-
newal theorems for stationary processes generated by skew product maps
T (ω, x) = (θω, Tωx) together with a T -invariant measure, whose base map
θ satisfies certain topological and mixing conditions and the maps Tω on the
fibers are certain non-singular distance expanding maps. Our results hold true
when θ is either a sufficiently fast mixing Markov shift with positive transi-
tion densities or a (non-uniform) Young tower with at least one periodic point
and polynomial tails. The proofs are based on the random complex Ruelle-
Perron-Frobenius theorem from [13] applied with appropriate random transfer
operators generated by Tω , together with certain regularity assumptions (as
functions of ω) of these operators. Limit theorems for deterministic processes
whose distributions on the fibers are generated by Markov chains with transi-
tion operators satisfying a random version of the Doeblin condition will also be
obtained. The main innovation in this paper is that the results hold true even
though the spectral theory used in [1] does not seem to be applicable, and the
dual of the Koopman operator of T (with respect to the invariant measure)
does not seem to have a spectral gap.
1. Introduction
Probabilistic limit theorems for deterministic dynamical systems and Markov
chains is a well studied topic. Many results of this type are consequences of quasi-
compactness (i.e. spectral gap) of an appropriate Markov operator together with
some perturbation theorem (see, for instance, [11], [15], [25] and [26]). The situation
with limit theorems for random dynamical systems and Markov chains in random
environment is more complicated, since, as opposed to the deterministic case, there
is not only one underlying operator, but a family of random operators, so no spectral
theory can be exploited. The central limit theorem (CLT) and large deviations
theorem in this context can be obtained (see [22], [20], [21] and references therein)
from the random real Ruelle-Perron-Frobenius (RPF) theorem (see, for instance,
[21] and [23]). Relying on this RPF theorem, limit theorems also follow from the
spectral approach of [10]. In [13] we proved a random complex RPF theorem and
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used it to obtain (under certain conditions) a version of the Berry-Esseen theorem
and the local central limit theorem for such processes in random environments.
Let (Ω,F , P, θ) be an ergodic invertible measure preserving system (MPS), X be
a compact space and Tω : X → X be a random expanding non-singular transfor-
mation with respect to some probability measure m. In this paper, under certain
conditions, we will prove (annealed) limit theorems for stationary processes gener-
ated by the skew product map T (ω, x) = (θω, Tωx), together with a T -invariant
measure µ =
∫
µωdP (ω) whose disintegrations µω are certain random Gibbs mea-
sures. We will also obtain limit theorems for non-invertible MPS’s in the case when
T preserves a product measure of the form µ = P × (h¯m) for some continuous
function h¯. In [1] (see also references therein), the authors proved annealed limit
theorems in the case when Tω, Tθω, Tθ2ω, ... are independent and the skew product
map preserves a measure of the above product form. Our results hold true when
the compositions Tθn−1ω ◦ Tθn−2ω ◦ · · · ◦ Tω are taken along orbits {θkω : k ≥ 0} of
a map θ satisfying some mixing and topological conditions and having at least one
periodic point, assuming that appropriate perturbations Lωit, t ∈ R of the dual Lω0
(with respect to m) of the Koopman operator g → g ◦ Tω satisfy some regularity
conditions (as functions of ω) around one periodic orbit of θ.
Quenched limit theorems, in our context, describe the asymptotic behaviour of
the distribution the iterates Tθn−1ω ◦ Tθn−2ω ◦ · · · ◦ Tωx, n ≥ 1, when ω is fixed
(but rages over a set of full P -probability) and x is distributed according to a ran-
dom Gibbs measure. Often annealed limit theorems follow almost directly from
the quenched ones just by integration over appropriate sets Γ ⊂ Ω. We will use
this approach (see Section 4) to prove an annealed CLT, but, for general θ’s, finer
(annealed) limit theorems do not follow directly from the corresponding quenched
limit theorems. For instance, in the local central limit theorem (LLT) the asymp-
totic behaviour as n → ∞ of certain expectations multiplied by √n is studied
(see Theorem 2.7), which makes it impossible to choose appropriate sets Γ which
do not depend on n. The (annealed) renewal theorem also does not follow from
a corresponding quenched limit theorem, since (see Theorem 2.8) it describes the
asymptotic behaviour of certain series of expectations, and either way, to the best
of my knowledge, no quenched renewal theorem has been proved in the setup of
this paper.
In several circumstances annealed limit theorems follow from spectral theory
of a single Markov operator together with some perturbation theorem. For in-
stance, the results in [1] and [18] rely on the theory of quasi compact operators,
where due to independence of the random maps the authors could exploit spectral
properties of the averaged (Fourier) operators Ait =
∫ AωitdP (ω), obtained from
integrating appropriate perturbations Aωit of the dual Aω0 of the Koopman operator
g → g ◦ Tω (with respect to an appropriate measure). In our situation the maps
Tω, Tθω, Tθ2ω, ... are not independent, so there is no connection between the iter-
ates of the averaged Fourier operators and the average
∫ Aω,nit dP (ω) of the iterates
Aω,nit = Aθ
n−1ω
it ◦· · ·◦Aθωit ◦Aωit of the random Fourier operators. Another example is
the case when the map θ is distance expanding. In this case the skew product map
T is also distance expanding (since Tω’s are), and so limit theorems for stationary
sums generated by T follow from the spectral theory of the dual L of the Koopman
operator g → g ◦ T . For instance, θ can be a topologically mixing subshift of finite
type (see [3]) or a uniform Young tower (see [28] and [5]), but our results hold true
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for certain non-distance expanding maps such as (non-uniform) Young towers (see
[29] and [5]) and uncountable Markov shifts.
In order to overcome the inapplicability of the spectral theory described in the
previous paragraph, we will first apply the random complex RPF theorem from
[13]. After applying this RPF theorem, the main difficulty in proving the LLT
and renewal theorem arises in obtaining appropriate (at least polynomial) decay
of the integrals
∫ ‖Aω,nit ‖dP (ω), t 6= 0 as n → 0. When ω is fixed, we obtained in
[13] certain quenched LLT and Berry-Esseen theorem by showing that the operator
norms ‖Aω,nit ‖, t 6= 0 decay appropriately to 0 as n→∞. The problem in obtaining
corresponding estimates of
∫ ‖Aω,nit ‖dP (ω) by integration is that the rate of con-
vergence of ‖Aω,nit ‖, t 6= 0 to 0, in general, is not uniform in ω as it depends, among
other things, on certain almost sure limit theorems (e.g. on ergodic theorems). We
will show that under appropriate mixing and topological conditions we can control,
uniformly for t’s belonging to compact sets J not containing the origin, the order
in n of ‖Aω,nit ‖ on sets Γn = Γn(J), so that 1 − P (Γn) decays polynomially fast
to 0. The arguments in the proof of these estimates can be viewed as averaged
(”annealed”) version of the periodic point approach from [13] (see Section 2.10 and
Chapter 7 there).
Our results hold true when θ is the two sided Markov shift generated by a
sufficiently fast mixing stationary Markov chain ζn, n ≥ 0 with positive transition
densities and initial distribution assigning positive mass to open sets. In this case
Ω = YZ, where Y is the state space of the chain, and periodic points have the form
a¯ = (..., a, a, a, ...), a¯ = (ai)
n0−1
i=0 ∈ Yn0 . In fact, our conditions will also be satisfied
when the shift is generated by a stationary and sufficiently fast mixing process so
that for some periodic a¯ we have P (ζi+(j−1)n0 ∈ Aj,i; 0 ≤ i < n0, 1 ≤ j ≤ s) > 0
for any open sets Ai,j so that ai ∈ Ai,j for all i and j. When (almost) all the Tω’s
preserve the same absolutely continuous (with respect to m) measure κ, then our
results also hold true for non-invertible θ’s such as (non-uniform) Young towers (see
[29] and [5]) with at least one periodic point and exponential tails. In fact, we obtain
also results for compositions of random maps having the form Tω(x) = TO(ω)(x),
where T q(x) is a Ho¨lder continuous function of the variable q ∈ ΩN, θ is the shift
map and O(ω) = {θnω : n ≥ 0} is the orbit of a topologically mixing subshift of
finite type or a Young tower with the properties described above.
2. Preliminaries and main results
Our setup consists of a complete probability space (Ω,F , P ) together with a P -
preserving ergodic transformation θ : Ω→ Ω and of a compact metric space (X , ρ)
together with the Borel σ-algebra B. Set E = Ω×X and let
{Tω : X → X , ω ∈ Ω}
be a collection of continuous bijective maps between X to itself so that the map
(ω, x) → Tωx is measurable with respect to F × B. Consider the skew product
transformation T : E → E given by
(2.1) T (ω, x) = (θω, Tωx).
For any ω ∈ Ω and n ∈ N consider the n-th step iterates T nω given by
(2.2) T nω = Tθn−1ω ◦ · · · ◦ Tθω ◦ Tω : X → X .
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Then T n(ω, x) = (θnω, T nωx). The main results of this paper are probabilistic
limit theorems for random variables of the form Snu(ω, x), where Sn =
∑n−1
j=0 u ◦
T n, u = u(ω, x) is a function satisfying certain regularity conditions and (ω, x)
is distributed according to some special T -invariant probability measure µ. Our
additional requirements concerning the family of maps {Tω : ω ∈ Ω} are collected
in the following assumptions which are similar to [24].
2.1. Assumption (Topological exactness). There exist a constant ξ > 0 and a
random variable nω ∈ N such that P -a.s.,
(2.3) T nωω (B(x, ξ)) = X for any x ∈ X
where for any x ∈ X and r > 0, B(x, r) denotes a ball in X around x with radius
r.
2.2. Assumption (The pairing property). There exist random variables γω > 1
and Dω such that P -a.s. for any x, x
′ ∈ X with ρ(x, x′) < ξ we can write
(2.4) T−1ω {x} = {y1, ...., yk} and T−1ω {x′} = {y′1, ..., y′k}
where ξ is specified in Assumption 2.1,
k = kω,x = |T−1ω {x}| ≤ Dω,
|Γ| is the cardinality of a finite set Γ and
(2.5) ρ(yi, y
′
i) ≤ (γω)−1ρ(x, x′)
for any 1 ≤ i ≤ k.
Next, let α ∈ (0, 1]. For any measurable function g : E → C and ω ∈ Ω consider
the function gω : X → C given by gω(x) = g(ω, x). Set
vα,ξ(gω) = inf{R : |gω(x) − gω(x′)| ≤ Rρα(x, x′) if ρ(x, x′) < ξ}
and ‖gω‖α,ξ = ‖gω‖∞ + vα,ξ(gω)
where ‖ ·‖∞ is the supremum norm and ρα(x, x′) =
(
ρ(x, x′)
)α
. The norms ‖gω‖α,ξ
are F -measurable as a consequence of Lemma 5.1.3 in [13]. We denote by Hα,ξ the
space of all functions f : X → C so that ‖f‖α,ξ <∞.
Let φ, u : E → R be two measurable functions so that P -a.s. we have φω, uω ∈
Hα,ξ. Let z ∈ C and consider the transfer operators Lωz , ω ∈ Ω which map functions
on X to functions on X by the formula
Lωz g(x) =
∑
y∈T−1ω {x}
eφω(y)+zuω(y)g(y).(2.6)
For any n ≥ 1 set
Lω,nz = Lθ
n−1ω
z ◦ · · · ◦ Lθωz ◦ Lωz .
Then Lω,nz g(x) =
∑
y∈(Tnω )
−1{x} e
Sωnφ(y)+zS
ω
nu(y)g(y), where Sωnψ =
∑n−1
j=0 ψθjω ◦ T jω
for any ψ : E → C. Henceforth we will rely on
2.3. Assumption. (i) The random variables nω, Dω, ‖φω‖α,ξ and ‖uω‖α,ξ are
bounded and γω − 1 is bounded from below by some positive constant.
(ii) The transfer operators Lωz are measurable, namely the map (ω, x)→ Lωz gω(x)
is measurable, for any measurable function g : E → C.
Limit theorems some skew products with mixing invertible base maps 5
Since φ and u are measurable, Lz, z ∈ C are measurable when for each y ∈ X ,
the map (ω, x)→ IT−1ω {x}(y) is measurable with respect to F × B, where IC is the
indicator function of a set C. Under Assumption 2.3 (i) we have Lω,nz (Hα,ξω ) ⊂ Hα,ξθnω
and the corresponding operator norm satisfies ‖Lω,nit ‖α,ξ ≤ B(1 + |t|) where B is
some constant (see Lemma 5.6.1 in [13] and Section 3.2).
2.1. Results for invertible base maps. We assume here that the measure
preserving system (Ω,F , P, θ) is invertible. Let µ = ∫ µωdP (ω) be the T -
invariant Gibbs measure associated with Tω and φω . Namely, µω has the form
µω = hω(0)νω(0) where hω(0) and νω(0) are members of the (random) RPF
triplets of the family Lω0 , ω ∈ Ω, as described in Section 3. Note that the mea-
sure µ coincides with the Gibbs measures in the setup of either [24] or [23]. Recall
that under our conditions (see [22]), the limit σ2 = limn→∞
1
nvarµω(0)S
ω
nu exists P -
a.s. and it does not depend on ω. Moreover, σ2 > 0 if and only if u¯ω = uω−µω(uω)
does not admit a coboundary representation of the form
u¯ω = qω − qθω ◦ Tω
for some function q = q(ω, x) ∈ L2(E ,F ×B,µ). Consider the functions Snu : E →
R given by Snu =
∑n−1
j=0 u ◦ T n. We first state
2.4. Theorem. Suppose that assumption 2.3 is satisfied and that µω(uω) =∫
uωdµω = 0, P -a.s. Then the CLT holds true, namely for any r ∈ R,
lim
n→∞
µ{(ω, x) : n− 12Snu(ω, x) ≤ r} = 1√
2πσ
∫ r
−∞
e−
t2
2σ2 dt
where when σ = 0 the above right hand side is defined to be 1 if r ≥ 0 and 0 if
r < 0.
Note that Theorem 2.4 follows from the quenched CLT in [22] (via integration),
but for readers’ convenience we will prove it using the random complex RPF the-
orem. The proof will be very short and rely on the arguments in the proof of the
quenched Berry-Esseen theorem in [13]. Our main interest in this paper is in finer
limit theorems such the LLT and renewal theorem, which, in general, do not follow
from the quenched ones (when exist), but the above CLT is needed in Theorem 2.7
below.
In order to obtain LLT’s and renewal theorems we will need the following
2.5. Assumption. The space Ω is a topological space, F contains in the corre-
sponding Borel σ-algebra and θ has a periodic point, namely there exist ω0 ∈ Ω
and n0 ∈ N so that θn0ω0 = ω0. Moreover, for any compact interval J the maps
ω → Lωit are uniformly continuous (with respect to the operator norm ‖ · ‖α,ξ) at
the points θjω0, 0 ≤ j < n0 when t ranges over J .
The condition about continuity of ω → Lωit holds true, for instance, when the
maps ω → φω, uω ∈ Hα,ξ are continuous at the points θjω0, 0 ≤ j < n0 and ω → Tω
is either locally constant there or is continuous at these points with respect to an
appropriate topology.
Next, for any n ≥ 1 consider the function Vn : Ω → R given by Vn(ω) =
varµωS
ω
nu = µω(S
ω
n u¯)
2. We will also use the following probabilistic growth type
conditions.
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2.6. Assumption. The asymptotic variance σ2 is positive. Moreover, there exist
β > 0 and c1, c2 > 0 so that for any n ≥ 1,
(2.7) P{ω : Vn(ω) ≤ c1n} ≤ c2
nβ
.
Furthermore, for any s > 0 and neighborhoods Bθjω0 of θ
jω0, j = 0, 1, ..., n0 − 1
the set Bω0,n0,s =
⋂sn0−1
i=0 θ
−iBθiω0 satisfies that for any n ≥ 1,
(2.8) P{ω :
n−1∑
j=0
IBω0,n0,s
(θjω) ≤ cn} ≤ d
nβ
where c and d are positive constants which depend only on s, ω0 and n0 and IB is
the indicator function of a set B.
When X is a C2-compact Riemanian manifold, Tω are certain C2 random endo-
morphisms and e−φω is the corresponding Jacobian then νω(0) =m (see Theorem
2.2 in [23]) , where m is the (normalized) volume measure. In these circumstances,
in Proposition 5.1, we will show that condition (2.7) is satisfied when polynomial
concentration inequalities of the form (5.2) hold true. In fact, the above also holds
true when all Tω’s are nonsingualr with respect to some measure m (see Proposi-
tion 3.2) and φω = − ln
(d(Tω)∗m
dm
)
. When Tω satisfy certain regularity conditions
as function of ω, in Propositions 5.3, we show that conditions (5.2) and (2.8) are
satisfied when θ is a (non-uniform) Young tower (see [29] and [5]) with one at least
one periodic point and polynomial tails. Of course, Young towers are not invert-
ible, but in Section 2.2 we explain how to obtain results under Assumption 2.6 for
non-invertible maps. In Propositions 5.4 and 5.5 we show that the latter conditions
also hold true when θ is a Markov shift generated by a Markov chain with posi-
tive transition densities satisfying the Doeblin condition. We refer the readers’ to
Section 5 for precise statements and full details.
As usual (see, for instance, [11] and [15]), in order to present the local limit theo-
rem and the renewal theorem we will distinguish between two cases. Under Assump-
tion 2.5, we call the case a non-lattice one if the function Sω0n0u =
∑n−1
j=0 uθjω0 ◦T jω0
is non-arithmetic (aperiodic) with respect to the map τ = T n0ω0 in the classical sense
of [15], namely the spectral radius (with respect to the norm ‖ · ‖α,ξ) of the oper-
ators Rit = Lω0,n0it , t 6= 0 are strictly less than 1. We call the case a lattice one
if there exists h > 0 such that P -a.s. the function uω takes values on the lattice
hZ = {hk : k ∈ Z} and the spectral radius of the operators Rit, t ∈ (− 2pih , 2pih ) \ {0}
are strictly less than 1. We refer the readers to [15] for conditions equivalent to the
above lattice and non-lattice conditions.
Next, for any r > 0 let Cr↓(R) be the space of all continuous functions g : R→ C
so that limx→∞ x
rg(x) = 0.
2.7. Theorem (Local limit theorem). Suppose that Assumptions 2.3, 2.5 and 2.6
hold true, where in the last assumption we require that β > 12 . Moreover, assume
that µω(0)(uω) =
∫
uωdµω(0) = 0, P -a.s. Then for any g ∈ C2↓(R),
lim
n→∞
sup
a∈Th
∣∣σ√2πnµ(g(Snu− a))− κh(g)e− a22nσ2 ∣∣ = 0
where in the lattice case κh is the measure assigning unit mass to each member of
the lattice Th = hZ, while in the non-lattice case we set h = 0 and take κ0 and T0
to be the Lebesgue measure and the real line, respectively.
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2.8. Theorem (Renewal theorem). Suppose that Assumptions 2.3, 2.5 and 2.6
hold true, where in the last assumption we require that β > 1. Moreover, assume
that µω(0)(uω) = γ > 0 does not depend on ω. Let f : E → R be a positive
function so that fω ∈ Hωα,ξ, µω(0)(fω) = µ(f) does not depend on ω and that
‖fω‖α,ξ ∈ Lp(Ω,F , P ) for some 1 < p ≤ ∞ so that β(1 − 1p ) > 1. For any Borel
measurable set B ⊂ R set
U(B) = Uµ,f (B) =
∑
n≥1
µ(fIB(Snu))
where IB is the indicator function of the set B. Then in both lattice and non-lattice
cases U is a Radon measure on R so that
∫ |g|dU <∞ for any C4↓(R). Moreover,
for any function g ∈ C4↓(R),
(2.9) lim
a→−∞
U(ga) = 0 and lim
a→∞
U(ga) =
µ(f)
γ
κh(g)
where ga(x) = g(x − a), and in the lattice case κh is the measure assigning unit
mass to each member of the lattice hZ, while in the non-lattice case we set h = 0
and take κ0 to be the Lebesgue measure.
2.2. The non-invertible case. Suppose that (Ω,F , P, θ) is ergodic and not neces-
sarily invertible. Henceforth, we will assume that all the maps Tω are non-singular
with respect to some probability measure m on X so that supp m = X , that
φω = − ln
(d(Tω)∗m
dm
)
and that P -a.s. the map Tω preserves a measure κ of the
form κ = h¯m, where h¯ is some continuous nonnegative function on X which
does not depend on ω. The latter condition means that the skew product map
T (ω, x) = (θω, Tωx) preserves the product measure µ = P × κ, whose disinte-
grations µω equal κ. Existence of such product measures was studied in [1] (see
also references therein). Note that in [1] the authors considered independent maps
Tω, Tθω, Tθ2ω, ..., but the T -invariance of µ defined above depends only on the dis-
tribution of Tω, and not on the dependencies between Tθjω’s.
2.9. Theorem. The limit σ2 = limn→∞
1
nvarκS
ω
nu exists P -a.s. and it does not
depend on ω. Moreover, σ2 > 0 if and only if u¯ω = uω − κ(uω) does not admit a
coboundary representation of the form
u¯ω = qω − qθω ◦ Tω
for some function q = q(ω, x) ∈ L2(E ,F×B,µ). Moreover, the CLT, the local limit
theorem and the renewal theorem stated in Theorems 2.4, 2.7 and 2.8 hold true.
We remark that the condition that µω(uω) = κ(uω) does not depend on ω is
satisfied when uω is replaced with
uω
κ(uω)
. Since κ(uω) is Ho¨lder continuous in ω when
uω is, all the continuity Assumptions from 2.5 still hold true after this replacement.
Theorem 2.9 is proved by applying Theorems 2.4, 2.7 and 2.8 with the natural
invertible extension of (Ω,F , P, θ), see Section 4.1. Applying these theorems yields
results even when Tω’s do not preserve the same absolutely continuous measure
κ, but then the conditions for the limit theorems to hold true (derived from the
results in the extension) are not natural (see Remark 4.1). We also note that
the situation described in Section 6.1 makes it possible to consider the case when
φω = − ln
(d(Tω)∗m
dm
)
is only Ho¨lder continuous on some pieces of X (e.g. when X
is the unit circle and Tω(x) = x
mω for some mω ∈ N).
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3. Random complex RPF theorem and thermodynamic formalism
constructions
Suppose that (Ω,F , P, θ) is invertible. In this section we mainly collect several
results from [13] which will be used in the proofs of the results stated in Section
2. Let (λω(z),hω(z),νω(z)) be the (random) RPF triplet of the family Lωz , ω ∈ Ω,
obtained in Corollary 5.4.2 in [13]. Let the probability measure µω = µω(0) be
given by µω = hω(0)dνω(0). Then the measure µ = µ(0) =
∫
µωdP (ω) is T -
invariant. We refer the readers’ to [24] and [23] for important properties of these
measures (in the setups considered there). Consider the (transfer) operator Aωz
given by Aωz g = L
ω
z (ghω(0))
λω(0)hθω(0)
, namely the transfer operator generated by Tω and the
function φω+lnhω(0)− lnhθω ◦Tω− lnλω(0)+zuω. Then the RPF theorem stated
as Corollary 5.4.2 in [13] holds true also for Aωz , as stated in the following
3.1. Theorem. There is a (bounded) neighborhood U ⊂ C of 0 so that P -a.s. for
any z ∈ U there exists a triplet λω(z), hω(z) and νω(z) consisting of a nonzero
complex number λω(z), a complex function hω(z) ∈ Hα,ξω and a complex continuous
linear functional νω(z) on Hα,ξω such that
Aωz hω(z) = λω(z)hθω(z), (Aωz )∗νθω(z) = λω(z)νω(z) and(3.1)
νω(z)hω(z) = νω(z)1 = 1.
For any z ∈ U the maps ω → λω(z) and (ω, x) → hω(z)(x), (ω, x) ∈ E are mea-
surable and the family νω(z) is measurable in ω. When z = t ∈ R then λω(t) > 0,
the function hω(t) is strictly positive, νω(t) is a probability measure and the equality
νθω(t)
(Aωt g) = λω(t)νω(t)(g) holds true for any bounded Borel function g : Eω → C.
Moreover, this triplet is analytic and uniformly bounded around 0. Namely, the
maps
λω(·) : U → C, hω(·) : U → Hα,ξω and νω(·) : U →
(Hα,ξω )∗
are analytic, where (Hα,ξω )∗ is the dual space of Hα,ξω , and for any k ≥ 0 there is a
constant Ck > 0 so that
(3.2) max
(
sup
z∈U
|λ(k)ω (z)|, sup
z∈U
‖h(k)ω (z)‖α,ξ, sup
z∈U
‖ν(k)ω (z)‖α,ξ
)
≤ Ck, P -a.s.
where g(k) stands for the k-th derivative of a function on the complex plane which
takes values in some Banach space and ‖ν‖α,ξ is the operator norm of a linear
functional ν : Hα,ξω → C.
Furthermore, there exist constants m0, C and c ∈ (0, 1) so that P -a.s. for any
z ∈ U , n ≥ m0 and q ∈ Hα,ξω ,
(3.3)
∥∥∥∥ Aω,nz qλω,n(z) −
(
νω(z)q
)
hθnω(z)
∥∥∥∥
α,ξ
≤ C‖q‖α,ξ · cn
where Aω,nz = Aθ
n−1ω
z ◦ Aθ
n−2ω
z ◦ · · · ◦ Aωz and λω,n(z) =
∏n−1
j=0 λθjω(z).
Since Aω0 1 = 1 we have λω(0) = 1 and hω(0) ≡ 1. Remark that we can always
take
(3.4)
λω(z) =
aω(z)λω(z)
aθω(z)λω(0)
, hω(z) =
aω(z)hω(z)
hω(0)
and νω(z) = (aω(z))
−1hω(0)νω(z)
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where (λω(z),hω(z),νω(z)) is the RPF triplet corresponding to Lωz and aω(z) =
νω(z)(hω(0)) (which is nonzero, see [13]). In particular, νω(0) = µω(0) and ν(0) :=∫
νω(0)dP (ω) = µ(0).
In the special case when e−φω is the appropriate Jacobian we have the following
3.2. Proposition. Let m be a probability measure on X and suppose Tω is non-
singular with respect to m, P -a.s. Let φω = − ln
(d(Tω)∗m
dm
)
and assume that it is a
Ho¨lder continuous function and that ‖φω‖α,ξ is a bounded random variable. Then
νω(0) = m, λω(0) = 1.
When φω = − ln
(d(Tω)∗m
dm
)
+ ψω − ψθω ◦ Tω + Kω for some bounded function
ψω(x) = ψ(ω, x) and a random variable Kω, then νω(0) is equivalent to m and the
Radon-Nykodim derivative is bounded from above and below by positive constants.
Proof. Suppose that φω = − ln
(d(Tω)∗m
dm
)
. Then Lω0 is the dual operator of the
(Koopman) operator g → g ◦ Tω with respect to m. In particular, m(Lω,n0 1) = 1
for any n ≥ 1. Taking µn = m in the limit expression of νω(0) in (4.3.25) from
[13] (see also Theorem 5.3.1 from there ) we obtain that for any Ho¨lder continuous
function g : X → R,
(3.5)
∫
gdνω(0) = lim
n→∞
m(Lω,n0 g)
m(Lω,n0 1)
= lim
n→∞
m(g)
m(1)
=m(g)
where in the first equality we used the duality relation discussed above. Since νω(0)
andm agree (as linear functionals) on Hα,ξ we obtain that the measures νω(0) and
m are identical. Since λω(0) = νθω(0)(Lω0 1) and m(Lω0 1) = 1 we obtain from
νω(0) =m that λω(0) = 1.
The proof in the case when φω = − ln
(d(Tω)∗m
dm
)
+ψω −ψθω ◦ Tω +Kω proceeds
in a similar way since then µ(Lω,n0 g) = e
∑n−1
j=0 Kθjωm(geψω−ψθnω◦T
n
ω ).

The equalities νω(0) =m and λω(0) = 1 in Propositon 3.2 were stated in [23] in
the case when X is a C2-compact Riemanian manifold and m is the (normalized)
volume measure (in fact, the proof comes from [20]). In [23] the random variable
‖φω‖α,ξ is only assumed to be integrable. Under this integrability condition, the
proof from [13] of existence of RPF trpilets proceeds similarly to [20] for real t’s,
so the condition that ‖φω‖α,ξ is not really necessary in Proposition 3.2.
3.1. Pressure near 0. Suppose that the assumptions of Theorem 3.1 hold true.
We will gather several useful results concerning the behaviour of the logarithm of
λω,n(z) around 0 which were proved in Section 7.2 of [13]. The first one is
3.3. Lemma. There exists a neighborhood U1 of 0 so that P -a.s. for any k = 1, 2, ...
there is an analytic function Πω,k : U1 → C such that
(3.6) eΠω,k(z) = λω,k(z) and |Πω,k(z)| ≤ k(ln 2 + π)
for any z ∈ U1.
The second is
3.4. Lemma. There exists a constant Q2 > 0 so that P -a.s. for any k ∈ N,
(3.7) Π′ω,k(0) =
∫
Sωk u dνω(0) and |Π′′ω,k(0)− varνω(0)Sωk u| ≤ Q2.
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The third is
3.5. Lemma. Suppose that σ2 > 0. Then there exist constants t0, c0 > 0 such that
P -a.s. for any z with |z| ≤ t0 and k ≥ 1,
(3.8) |Πω,k(z)− zΠ′ω,k(0)−
z2
2
Π′′ω,k(0)| ≤ c0|z|3k.
3.2. Additional estimates. We gather here several estimates derived in [13]
which will be in constant use in the course of the proofs of the results stated in
Section 2. We begin with the following random Lasota-Yorke type inequality (see
Lemma 5.6.1 in [13]): there exists a constant Q > 0 so that P -a.s. for any n ≥ 1,
z ∈ C and g ∈ Hα,ξ,
‖Lω,nz g‖α,ξ ≤ ‖Lω,n0 1‖∞e|ℜ(z)|‖S
ω
nu‖∞(3.9)
×(vα,ξ(g)(γω,n)−α + (1 + 2Q)(1 + ‖z‖1)‖g‖∞).
where ‖z‖1 = |ℜ(z)|+ |ℑ(z)| and ℜ(z) (ℑ(z)) is the real (imaginary) part of z. In
particular, Lω,nz (Hα,ξω ) ⊂ Hα,ξθnω and the corresponding operator norms satisfy
‖Lω,nit ‖α,ξ ≤ B(1 + |t|), t ∈ R
where B is some constant. Next, similarly to proof of Corollary 5.12.3 in [13], there
exists a constant B0 > 1 so that P -a.s. for any n ≥ 1,
(3.10) ‖Lω,nz ‖α,ξB−10 ≤ ‖Aω,nz ‖α,ξ ≤ B0‖Lω,nz ‖α,ξ
and therefore ‖Aω,nit ‖α,ξ ≤ B2(1 + |t|) where B2 = BB0.
Finally, since λω,n(z) = νω(z)(Aω,nz 1), applying (3.2) and (3.10) yields that there
exists a constant A so that P -a.s.,
(3.11) |λω,n(it)| ≤ A‖Aω,nit ‖α,ξ ≤ AB2
for any n ≥ 1 and real t so that it ∈ U . Note that in the integral operator case it
is trivial that ‖Rω,nit ‖∞ ≤ 1, so there is no need in using additional results in order
to obtain appropriate upper bounds on the latter norms.
4. Annealed limit theorems
4.1. Reduction to the invertible case. Let (Ω,F , P, θ) be a measure preserv-
ing system and let Tω, φω and uω be as described at the beginning of Section 2.
Recall the following definition. We say that (Ωˆ, Fˆ , Pˆ , θˆ) is the natural (invert-
ible) extension of (Ω,F , P, θ) if Ωˆ ⊂ ΩZ0 is the space of all two sided sequences
ζˆ = (...ζ−1, ζ0, ζ1...) so that θζi = ζi+1 for any i, θˆ is the shift map defined by
(θˆζ)i = ζi+1, Fˆ is the θ-algebra induced on Ω by the product σ-algebra FZ and Pˆ
is the probability measure defined by Pˆ{ζˆ : ζi ∈ Ai; |i| ≤M} = P0(
⋂2M
i=0 θ
−iAi−M ).
When Ω is a metric space and F contains its Borel σ-algebra then Ωˆ is a metric
space and Fˆ contains the appropriate Borel σ-algebra. Set Tζˆ = Tζ0 and consider
the skew product map T given by T (ζˆ , x) = (θˆζˆ, Tζˆx). Let π0 : Ωˆ → Ω be the
projection on the 0-th coordinate given by π0ζˆ = ζ0. Then π0 is a factor map.
Set π(ζˆ , x) = (π0ζˆ , x) = (ζ0, x) and let µ = P × κ be the measure described in
Section 2.2. Then µˆ := π∗µ is the Gibbs measure described before Theorem 2.4,
i.e. the measure whose disintegrations are given by µζˆ = hζˆ(0)ν ζˆ(0). Indeed,
in our circumstances Proposition 3.2 shows that ν ζˆ(0) = m and that λζˆ(0) = 1.
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Therefore, it will be sufficient to show that hζˆ = h¯, Pˆ -a.s.. For this purpose, for
any continuous function g on X write
κ(g) =m(h¯g) =m(h¯ · g ◦ Tζ0) = ν ζˆ(0)(h¯ · g ◦ Tζˆ) = ν θˆζˆ(0)(Lζˆ0h¯ · g) =m(Lζˆ0h¯ · g)
where in the second equality we used the T -invariance of µ = P × κ. Since these
equalities hold true for any continuous g and h¯ is continuous, we derive that Lζˆ0h¯ =
h¯. Now, as in the proof of Propostion 3.19 in [24], we derive from (3.3) that the left
hand side of (3.3) converges to 0 as n→∞ for any continuous function q : X → C.
Since h¯ is a density function we have m(h¯) = 1, and therefore, taking q = h¯ yields
that the sequence hθˆnζˆ(0) converges to h¯. We claim next that hζˆ = h¯, Pˆ -a.s.
Indeed, for any x ∈ X we have
0 = lim
n→∞
1
n
n−1∑
j=0
|hθˆj ζˆ(0)(x)− h¯(x)|, Pˆ − a.s.
implying that
∫ |hζ(0)(x) − h¯(x)|dPˆ (ζˆ) = 0, or, equivalently, that hζ(0)(x) =
h¯(x) = 0, Pˆ -a.s. By compactness of X and continuity of both hζ(0) and h¯ we
obtain the desired equality.
Set Uζˆ = uζ0 , and Φζˆ = φζ0 . Then µˆζˆ(Uζˆ) = κ(uζ0) = µζ0(uζ0) and the
distribution of the processes {(U ◦ T n)(ζˆ , x) : n ≥ 0} and {(u ◦ T n)(ω, y) : n ≥ 0}
are the same when (ζˆ , x) is distributed according to µˆ and (ω, y) is distributed
according to µ. Finally, the periodic points of θ are exactly the points of the form
ζˆ = (...a, a, a, ...), where a = (ω0, θω0, ..., θ
n0−1ω0) for some periodic point ω0 of θ
whose period is n0. Therefore, all the conditions in Theorems 2.4, 2.7 and 2.8 hold
true with Tζˆ ,Φζˆ and Uζˆ when they hold with Tω, φω and uω.
4.1. Remark. Applying the results stated in Section 2.1, we obtain limit theorems
in the non-invertible case also when Tω’s do not necessarily preserve the absolutely
continuous measure. Indeed, let µˆ be the Gibbs measure (in the extension) and
set µ = π∗µˆ. Then µ is T -invariant and the distribution of the processes {(U ◦
T n)(ζˆ , x) : n ≥ 0} and {(u ◦ T n)(ω, y) : n ≥ 0} are the same when (ζˆ, x) is
distributed according to µˆ and (ω, y) is distributed according to µ. The problem
here is that the condition that µˆζˆ(Uζˆ) does not depend on ζˆ can not be easily
expressed in terms of the original non-invertible system (Ω,F , P, θ), as explained
in the following. The limit expressions (4.3.25) and (4.3.28) in Chapter 4 of [13]
show that λζˆ(z) and ν ζˆ(z) depend only on ζ0, but in general, the function hζˆ(z)
does not depend only on ζ0 since (see (3.3)),
hζˆ(z) = limn→∞
Lˆθˆ−nζˆ,nz 1
λθˆ−nζˆ,n(z)
.
Therefore, the Gibbs measure µζˆ(0) does not depend only on ζˆ0. Since θˆ is ergodic,
the condition that µζˆ(0)(Uζˆ) does not depend on ζˆ is equivalent to existence of
the limit limn→∞ µθˆnζˆ(0)(Uθˆnζˆ), Pˆ -a.s., which together with (3.3), is equivalent to
existence of the limits of(
λζˆ,n(0)
)−1
ν θˆnζˆ(0)(Uθˆnζˆ Lˆζˆ,n0 1) = ν ζˆ(0)(Uθˆnζˆ ◦ T nζˆ )
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as n → ∞ (note that the latter expressions depend only on ζ0). By proposition
3.2, when φω = − ln
(d(Tω)∗m
dm
)
then ν ζˆ(0) = m, and so in this case the condition
that µζˆ(0) does not depend on ζˆ is equivalent to convergence of m(uθnω ◦ T nω ) to
µ(u) =
∫
udµ.
4.2. Characteristic functions and Markov chains. We begin with the fol-
lowing. Let ξθ
−nω
n , n ≥ 0 be the Markov chain generated by the initial dis-
tribution µω = νω(0) on X and the n-th step transition operators Aθ
−nω,n
0 ,
where Aω,jz = Aθ
j−1ω
z ◦ Aθ
j−2ω
z ◦ · · · ◦ Aωz for any complex z and natural j. Set
Sn =
∑n−1
j=0 u ◦ T n,
Sωn =
n−1∑
j=0
uθ−jω(ξ
θ−jω
j )
and let ψω,n(t) be the characteristic function of Sωn . When x is distributed according
to µω := µω(0) we have
(4.1) (x, Tωx, T
2
ωx, ..., T
n
ωx)
d
= (ξθ
ω
n , ξ
θnω
n−1, ..., ξ
θnω
0 )
where
d
= stands for equality in distribution. Therefore,
(4.2) EeitSn =
∫
ψω,n(t)dP (ω) =
∫
ψθnω,n(t)dP (ω) =
∫
µθnω(Aω,nit 1)dP (ω).
4.3. Proof of the CLT. We assume here that νω(0)(uω) = 0. Set Sˆn = n
− 12Sn.
By the Levi continuity theorem, it suffice to show that there exists r > 0 so that
for any t ∈ [−r, r],
(4.3) lim
n→∞
EeitSˆn = e−
1
2σ
2t2 .
In order to prove the latter equality, we first write
EeitSˆn =
∫
µθnω(Aω,nitn 1)dP (ω)
where tn = n
− 12 t. Set
ϕω,n(z) =
∫ Aω,nz 1
λω,n(z)
dµθnω.
Then we can write
EeitSˆn =
∫
eΠω,n(itn)ϕω,n(itn)dP (ω)
where Πω,n is defined in Lemma 3.3. As in the proof of Theorem 7.1.1 in [13], there
exist constants B, b > 0 such that for any n ≥ 1 and z so that |z| ≤ b,
(4.4) |ϕω,n(z)− ϕω,n(0)| = |ϕω,n(z)− 1| ≤ B|z|2.
Let ε ∈ (0, 1) and Nε be so that for any n ≥ Nε we have P (Γn,ε) ≥ 1− ε, where
Γn,ε = {ω : |n−1varνω(0)Sωnu− σ2| ≤ ε}.
Then for any n ≥ Nε and t ∈ [−b, b],
|EeitSˆn − e− 12σ2t2 | ≤ 2Cε+
∫
Γn,ε
|eΠω,n(itn)ϕω,n(itn)− e− 12σ
2t2 |dP (ω)
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where C > 0 is some constant, and we used (3.11) and that eℜΠ¯ω,n(it) = |λω,n(it)|.
Next, by lemma 3.4, Lemma 3.5, (3.11) and (4.4) there exists a constant D > 0 so
that for any t ∈ [−b, b], ε > 0, n ≥ Nε and ω ∈ Γn,ε,
|eΠω,n(itn)ϕω,n(itn)− e− 12σ
2t2 | ≤ eℜΠ¯ω,n(itn)|ϕω,n(itn)− 1|
+|eΠω,n(itn) − e− 12σ2t2 | ≤ D(n−1 + n− 12 + eε − 1).
Equality (4.3) follows now by taking n→∞ and then ε→ 0.
4.4. Norms estimates for small t’s. For P a.a. ω and n ∈ N, write
|λω,n(it)| = eℜΠω,n(it).
By Lemmas 3.4 and 3.5, we derive that for any c > 0 there exist positive constants
δ0 and c1 so that for any t ∈ [−δ0, δ0] and n ≥ 1 such that varνω(0)Sωnu ≥ cn,
(4.5) |λω,n(it)| ≤ Ae−c1nt
2
.
Therefore, under Assumption 2.6, there exist positive constants d1, d2 and δ0 and
sets Γn, n ∈ N so that
(4.6) 1− P (Γn) ≤ d1
nβ
and for any ω ∈ Γn and t ∈ [−δ0, δ0],
(4.7) |λω,n(it)| ≤ Ae−d2nt
2
.
Note that by (3.2) and (3.3), there exists a constant A′ so that
‖Aω,nit ‖α,ξ ≤ A′|λω,n(it)|
and so we obtain on Γn appropriate estimates of ‖Aω,nit ‖α,ξ and ‖Lω,nit ‖α,ξ, as well.
4.2. Remark. Suppose that σ2 > 0 and set Vn(ω) = varνω(0)S
ω
nu. In Chapter
7 of [13] we proved that, P -a.s., the converges rate of of law of (Vn(ω))
− 12Sωn u¯
towards the standard normal law is optimal. When Assumption 2.6 hold true with
β = 12 , then (4.7) and the arguments in [13] yield the following result: there exists
a constant c > 0 so that for any n ≥ 1,
(4.8) sup
r∈R
∣∣∣µ{(ω, x) : Sωn u¯ω(x) ≤ r√Vn(ω)} − 1√
2π
∫ r
−∞
e−
1
2 t
2
dt
∣∣∣ ≤ cn− 12 .
This is not the Berry-Essen theorem for the self normalized sums
(
varµSnu¯
)− 12Snu¯.
Obtaining estimates on the left hand side of (4.8) with varµSnu¯ = EPVn(ω) in place
of Vn(ω) requires concentration inequalities of the form
P
{
ω : |Vn(ω)− EPVn(ω)| ≥ c1nδ1
} ≤ c2n−δ2
for some c1, c2, δ1, δ2 > 0. When δ1 = δ2 ≥ 12 this would yield the rate n−
1
2 , while
in general we would get a (possibly) smaller negative power of n. The problem
here is that such inequalities do not seem to hold true under general conditions,
as demonstrated in the following. Let θ be a Young tower. When µω = µ and
µω(uω) = γ do not depend on ω, set Vˆn(ω0, ..., ωn−1) = varµ(
∑n−1
j=0 uω0◦Tωj◦Tωj−1◦
· · · ◦ Tω0). The function Vˆn is Ho¨lder continuous when the family {Tω(·) : ω ∈ Ω}
is uniformly Ho¨lder continuous, and uω and Tω are Ho¨lder continuous functions of
the variable ω. The Ho¨lder constant of Vˆn at direction ω0 grows exponentially fast
in n, which makes it impossible to apply effectively the concentration inequalities
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of the form used in [5] (see Section 5), or any other reasonable general type of
concentration inequality.
4.5. Norms estimates for large t’s. We will prove here the following
4.3. Lemma. Suppose that (2.8) from Assumption 2.6 holds true. In the non-lattice
case, let J ⊂ R be a compact set not containing the origin. In the lattice case, let J
be a compact subset of (− 2pih , 2pih ) \ {0}. Then there exist sets ∆n = ∆n(J), n ≥ 1
and positive constants d = d(J) and u = u(J) so that for any n ≥ 1,
(4.9) 1− P (∆n) ≤ d
nβ
and for any ω ∈ ∆n,
(4.10) sup
t∈J
‖Aω,nit ‖α,ξ ≤ 4B0 · 2−un
where B0 comes from (3.10).
Proof. First, by (3.9) there exists a constant B > 0 so that P -a.s. for any real t,
(4.11) ‖Lω,nit ‖α,ξ ≤ B(1 + |t|) := Bt.
Consider the transfer operators Rit, t ∈ R generated by the function Sω0n0u and the
map τ = T n0ω0 , namely
Rit = Lω0,n0it .
Observe that for each t the spectral radius of Rit does not exceed 1 since the
norms ‖Lω,nit ‖α,ξ are bounded in ω and n. In the non-lattice case, let J ⊂ R be a
compact set not containing 0, while in the lattice case let J be a compact subset
of (− 2pih , 2pih ) \ {0}. Then, in both cases, there there exist constants A > 0 and
a ∈ (0, 1), which may depend on J , so that for any n ∈ N and t ∈ J ,
(4.12) ‖Rnit‖α,ξ ≤ Aan.
The above follows from classical spectral analysis type results together with our
assumptions about the Rit’s, and we refer the readers’ to [15] for the details. Let
J be a compact set as described above and set BJ = supt∈J Bt. Let s = s(J) be
sufficiently large so that Aas < 14BJ , whereA and a satisfy (4.12). Since Assumption
2.5 holds true there exist neighborhoods Bθjω0 , 0 ≤ j < n0 of the points θjω0, 0 ≤
j < n0, respectively, so that
sup
t∈J
‖Lω,n0sit −Rsit‖α,ξ ≤
1
4BJ
for any ω ∈ Bω0,n0,s :=
⋂sn0−1
i=0 θ
−iBθiω0 , where we also used that R
s
it = Lω0,sn0it .
It follows that for any ω ∈ Bω0,n0,s,
(4.13) sup
t∈J
‖Lω,n0sit ‖α,ξ ≤
1
2BJ
.
Set
(4.14) ∆n = {ω ∈ Ω :
n−1∑
j=0
IBω0,n0,s
(θjω) > cn}
where c comes from (2.6). Then
(4.15) 1− P (∆n) ≤ d
nβ
.
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We also set
Bω0,n0,s = {(ui) ∈ Ωsn0 : ui ∈ Bθiω0 ∀ 1 ≤ i ≤ sn0}.
Then ω′ ∈ Bω0,n0,s if and only if the ”word” (ω′, θω′, ..., θsn0−1ω′) belongs to
Bω0,n0,s. When ω ∈ ∆n the word (ω, θω, ..., θn−1ω) contains at least [ ncn0s ] − 1
disjoint sub-words
ω(q, sn0) = (θ
q+1ω, ..., θq+sn0ω)
which are contained in Bω0,n0,s. Namely, there exist indexes q1, q2, ..., qL, L ≥
[ ncn0s ]− 1 so that each ω(qi, sn0) is a member of Bω0,n0,s and qi + sn0 < qi+1 for all
i = 1, 2, ..., L− 1. As a consequence, on ∆n we can write
Lω,nit = Bωt,1 ◦ Cωt,1 ◦ Bωt,2 ◦ Cωt,j ◦ · · · ◦ Cωt,L ◦ Bωt,L+1
where L = Lω,n ≥ [ cnn0s ]− 1, each Cωt,j satisfies
sup
t∈J
‖Cωt,j‖α,ξ ≤
1
2BJ
while each Bωt,j satisfies
sup
t∈J
‖Bωt,j‖α,ξ ≤ BJ .
We conclude from the above estimates that on ∆n we have
(4.16) sup
t∈J
‖Aω,nit ‖α,ξ ≤ B0 sup
t∈J
‖Lω,nit ‖α,ξ ≤ 4B0 · 2−un
where u = cn0s , and we also used (3.10). 
4.6. Proof of the LLT. By Theorem 2.4 and exactly as in the proof of Theorem
2.3 in [13], it is sufficient to show that Assumptions 2.2.1 and 2.2.2 from [13] hold
true. These assumptions are verified using the inequality
|EeitSn | =
∣∣ ∫ µω(Aθ−nω,nit 1)dP (ω)∣∣ = ∣∣
∫
µθnω(Aω,nit 1)dP (ω)
∣∣
≤ 1− P (Γ) +
∥∥∥IΓ(ω)‖Aω,nit ‖α,ξ∥∥∥
L∞(Ω,F ,P )
applied with either Γ = Γn defined before (4.6) or with Γ = ∆n from Lemma 4.3,
taking into account that β > 12 .
4.7. Proof of the renewal theorem. In this section we will always assume that
the conditions of Theorem 2.8 hold true. In the course of the proof, when it is more
convenient, will use the notation EP to denote integration over Ω with respect to
P . Let H1 be the space of all continuous and integrable functions g : R→ C whose
Fourier transforms are continuously differentiable with compact support. Then by
Lemma IV.5 in [15], it is sufficient in (2.9) from Theorem 2.8 to consider only
functions g ∈ H1 which are dominated by some positive element of H1. Note that
such functions satisfy the Fourier inversion formula. For any ρ ∈ (0, 1) set
Uρ(B) =
∑
n≥1
ρn−1
∫
µω
(
fθ−nω(ξ
θ−nω
n )IB(S
ω
n )
)
dP (ω)
=
∑
n≥1
ρn−1
∫
Eµθnω [fω(ξ
ω
n )IB(S
θnω
n )]dP (ω).
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Since EP ‖fω‖∞ <∞, it is clear that Uρ is a finite measure for each ρ ∈ (0, 1). Let
g a function of the described above form and suppose that its Fourier transform gˆ
vanishes outside the compact interval [−b, b]. In the non-lattice case set
Vρ(g) =
1
2π
∫ δ0
−δ0
gˆ(t)EP
[
νω(it)(fω)f
ω
ρ (t)
]
dt
where
fωρ (t) =
∑
n≥1
ρn−1λω,n(it)µθnω(hθnω(it))
which by (3.2) and (3.11) converges uniformly over ω and t ∈ [−δ0, δ0]. In the
lattice case we set
Vρ(g) =
1
2π
∫ δ0
−δ0
r(t)EP
[
νω(it)(fω)f
ω
ρ (t)
]
dt
where r(t) =
∑
k∈Z gˆ(t +
2pik
h ). Note that by the so-called Poisson summation
formula (see Ch. 10 in [4]) we have r(0) =
∑
k gˆ(
2pik
h ) =
∫
gdκh = κh(g).
4.4. Lemma. In both the lattice and non-lattice cases, there exist integrable func-
tions R1 and R2 on R so that
lim
ρ→1
(
Uρ(g)− Vρ(g)
)
=
∫
{t:|t|>δ0}
e(t)R1(t)dt+
∫ δ0
−δ0
e(t)R2(t)dt
where in the non-lattice case e(t) = gˆ(t) while in the lattice case e(t) = r(t).
Proof. For any 0 < ρ < 1 set
Lρ(t) =
∑
n≥1
ρn−1EP
[
µθnω(Aω,nit fω)
]
.
Since ‖Aω,nit ‖∞ ≤ ‖Aω,n0 1‖∞ = 1 and ‖fω‖∞ is integrable it follows that the series
Lωρ (·) converges uniformly on R. Consider first the non-lattice case. Then by the
inversion formula of the Fourier transform (applied with the function g) and the
Fubini theorem, for any n ≥ 1,
(4.17)
∫
µθnω
(
fω(ξ
ω
n )g(S
θnω
n )
)
dP (ω) =
1
2π
∫ b
−b
gˆ(t)EP
[
µθnω(Aω,nit fω)
]
dt
and therefore,
(4.18) Uρ(g) =
1
2π
∫ b
−b
gˆ(t)Lρ(t)dt.
Next, by (3.3) there exists a constant C > 0 so that for any t ∈ [−δ0, δ0],
(4.19)
∑
n≥1
EP ‖Aω,nit fω − λω,n(it)νω(it)(fω)hθnω(it)‖α,ξ ≤ C
where we used that ‖fω‖α,ξ is P -integrable and that |λω,n(it)| is bounded in ω, n
and t ∈ [−δ0, δ0] (see (3.11)). In fact, (3.3) also implies that the series on the left
hand side of (4.19) converges uniformly over t ∈ [−δ0, δ0]. As a consequence, we
can write
2π
(
Uρ(g)− Vρ(g)
)
=
∫
δ0<|t|≤b
gˆ(t)Lρ(t)dt+
∫ δ0
−δ0
gˆ(t)R2,ρ(t)dt
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where
R2,ρ(t) =
∑
n≥1
ρn−1EPµθnω
(Aω,nit fω − λω,n(it)νω(it)(fω)hθnω(it))
which converges as ρ→ 1 to R2,1(t) uniformly over t ∈ [−δ0, δ0]. It is clear by (4.19)
that supt∈[−δ0,δ0] |R2,1(t)| ≤ C. We claim next that Lρ(t) converges uniformly on
[−b, b] \ [−δ0, δ0] towards a limit R1(t) which is a bounded function of t on this
domain. This will complete the proof of the lemma in the non-lattice case. Indeed,
set J = [−b, b] \ [−δ0, δ0] and let ∆n = ∆n(J) be the sets from Lemma 4.3. Then
by (4.9) and (4.10) there exist constants d = d(J) > 0 and u = u(J) > 0 so that
P (∆n) ≥ 1− dn−β and for any ω ∈ ∆n,
sup
t∈J
‖Aω,nit ‖α,ξ ≤ 4B0 · 2−un.
Therefore, with ‖ · ‖ = ‖ · ‖α,ξ, for any t ∈ J and m ≥ 1 we have∑
n≥m
|EPµθnω(Aω,nit fω)| ≤
∑
n≥m
EP ‖fω‖ · ‖Aω,nit ‖
≤
∑
n≥m
∫
∆cn
‖fω‖ · ‖Aω,nit ‖dP (ω) + 4B0
∑
n≥m
2−un
∫
∆n
‖fω‖dP (ω)
≤ BJ
∑
n≥m
∫
∆cn
‖fω‖dP (ω) + 4B0EP ‖fω‖
∑
n≥m
2−un
where ∆cn = Ω\∆n and BJ is defined after (4.11). Set ‖f‖pp,α,ξ :=
∫ ‖fω‖pdP (ω) <
∞. Applying the Ho¨lder inequality yields∫
Γcn
‖fω‖dP (ω) ≤ d1−
1
p ‖f‖p,α,ξn−β(1−
1
p ).
Since β(1− 1p ) > 1 the series defined by the above right hand side (with n = 1, 2, ...)
converges, and hence the (uniform) limit of Lρ(t) as ρ→ 1 exists on [−δ0, δ0].
Next, in the lattice case we proceed in a slightly different way. We first rewrite
(4.18) as
Uρ(g) =
1
2π
∫ pi
h
−pih
r(t)Lρ(t)dt
where we used that Lρ is
2pi
h periodic which holds true since
µθnω(Aω,nit fω) = E[fω(ξωn )eitS
θnω
n ]
which is indeed a 2pih -periodic function of t in view of the lattice assumption. The
proof proceeds now in a similar way taking compact subintevrals J of (− 2pih , 2pih )
which do not contain the origin. 
Now, we prove
4.5. Lemma. If δ0 is sufficiently small then there exists an integrable function R3
on [−δ0, δ0] \ {0} so that with ga(x) = g(x− a), for any a ∈ R \ {0},
lim
ρ→1
2πVρ(ga) =
∫ δ0
−δ0
e−itaR3(t)dt+
µ(0)(f)
γ
κh(g)
(
π +
∫ δ0a
−δ0a
sin t
t
dt
)
where in the lattice case κh is the measure assigning unit mass to each point of the
lattice hZ, while in the non-lattice case κ0 is the Lebesgue measure.
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Proof. First, we have gˆa(t) = e
−itagˆ(t) and
∑
k gˆa(t +
2pik
h ) = e
−itar(t). Observe
that
ρλθ−1ω(it)f
ω
ρ (t) = f
θ−1ω
ρ (t)− λθ−1ω(it)µω(hω(it))
and therefore,
(4.20) fωρ (t) =
λθ−1ω(it)µω(hω(it))
1− ρλθ−1ω(it)
+
fωρ (t)− fθ
−1ω
ρ (t)
1− ρλθ−1ω(it)
.
Since λ′ω(0) = γ > 0 we obtain from (3.2) that there exists a constant a0 > 0 so
that for any sufficiently small δ0, t ∈ [−δ0, δ0] and 12 < ρ ≤ 1,
(4.21) |1− ρλθ−1ω(it)| ≥ a0|t|
and so, the above decomposition of fωρ (t) makes sense when ρ >
1
2 and t 6= 0. Set
Dω,n(t) := λω,n(it)µθnω(hθnω(it))− λθ−1ω,n(it)µθn−1ω(hθn−1ω(it)).
Then
fωρ (t)− fθ
−1ω
ρ (t) =
∑
n≥1
ρn−1Dω,n(t).
Write
Dω,n(t) = λω,n(it)
(
λθn−1ω(it)
)−1 ×(
µθnω(hθnω(it))λθn−1ω(it)− µθn−1ω(hθn−1ω(it))λθ−1ω(it)
)
.
As in the proof of Lemma 7.2.1 in [13], differentiating the equality νω(z)(hω(z))
at z = 0 and using that hω(0) ≡ 1 and νω(z)1 = 1 yields that µω(0)(h′ω(0)) =
νω(0)(h
′
ω(0)) = 0. By (3.2) and since λ
′
ω(0) = γ > 0, when δ0 is sufficiently small
then the absolute value of the term inside the brackets above does not exceed c0t
2
for some constant c0 which does not depend on ω, n and t. Indeed, this term has
bounded second derivatives, it vanishes at t = 0 and its first derivative at 0 equals
0. Now, by (4.21) there exists a constant c1 > 0 so that |λθn−1ω(it)| ≥ c1 for any
n ≥ 1 and t ∈ [−δ0, δ0]. We conclude that there exist constants c2 and c′2 so that
for any t ∈ [−δ0, δ0], 1 ≤ q <∞ and n ≥ 1,
(4.22) ‖Dω,n(t)‖q ≤ c′2t2‖λω,n(it)‖q ≤ c2t2(P (Γcn))
1
q + c2t
2e−nd2t
2
where ‖X‖q = ‖X‖Lq(Ω,F ,P ) for any random variable X , the set Γcn is the compli-
ment of the set satisfying (4.6) and (4.7) and we also used (3.11). In particular, by
the Ho¨lder inequality for any Y ∈ Lp(Ω,F , P ), 1 < p ≤ ∞,
(4.23) E|YDω,n(t)| ≤ ‖Y ‖p
(
c2t
2(P (Γcn))
1− 1p + c2t
2e−nd2t
2)
.
Since β(1− 1p ) > 1 and t2
∑
n≥1 e
−nd2t
2
is bounded in t ∈ [−δ0, δ0], we obtain from
(4.23) that
(4.24) EP |Y (fωρ (t)− fθ
−1ω
ρ (t))| ≤ C(1 + ‖Y ‖p)
where C > 0 is a constant which does not depend on Y and t. Next, for any
t ∈ [−δ0, δ0] set ψω(t) = e(t)λθ−1ω(it)µω(hω(it))νω(it)(fω) where e(t) = gˆ(t) in
the non-lattice case, while in the lattice case e(t) = r(t). Then by (3.2) we have
|ψω(t)| ≤ C′‖fω‖α,ξ, where C′ > 0 is some constant. Moreover,
ψω(0) = e(0)νω(0)(fω) = ν(0)(f)
∫
g(x)dκh(x)
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and ψω(t) = ψω(0) + tψω1 (t) for some bounded function ψ
ω
1 : [−δ0, δ0]→ C so that
EP |ψω(t)| ≤ C′′EP ‖fω‖α,ξ for any t ∈ [−δ0, δ0], where C′′ is another constant. We
also set ∆ωρ (t) = f
ω
ρ (t) − fθ
−1ω
ρ (t) and φ
ω(t) = e(t)νω(it)(fω). Then by (4.24) the
random variables ∆ωρ (t) are integrable and since P is θ-invariant we have EP∆
ω
ρ (t) =
0. Now, for any ρ ∈ (12 , 1) write,
2πVρ(ga) =
∫ δ0
−δ0
e−ita(Fρ(t) +Gρ(t))dt+ J(a, ρ)κh(g)ν(0)(f)
where
J(a, ρ) =
∫ δ0
−δ0
e−ita
1− ρ(1 + iγt)dt,
Fρ(t) = EP
[ ψω(t)
1− ρλθ−1ω(it)
− ψ
ω(0)
1− ρ(1 + iγt)
]
and Gρ(t) = EP
[ φω(t)∆ωρ (t)
1− ρλθ−1ω(it)
]
and we used (4.20). As in the proof of Lemma VII.3 in [15] we have
lim
ρ→1
J(a, ρ) = γ−1
(
π +
∫ aδ0
−aδ0
sin t
t
dt
)
.
In order to compete the proof of the lemma in the case discussed above, it is
sufficient to show that Fρ(t) and Gρ(t) are bounded in both t ∈ [−δ0, δ0] \ {0} and
ρ ∈ (− 12 , 1) and that the pointwise limits limρ→1 Fρ(t) and limρ→1Gρ(t) exist on
[−δ0, δ0]\{0}. We first show that the above statement holds true for Fρ(·). First, by
(4.21) and since |ψω(t)| ≤ C′‖fω‖α,ξ, applying the dominated convergence theorem
yields that for any t ∈ [−δ0, δ0] \ {0},
lim
ρ→1
Fρ(t) = EP
[ ψω(t)
1− λθ−1ω(it)
− iψ
ω(0)
γt
]
.
Moreover, for any t and ρ in the above domain,
|Fρ(t)| =
∣∣∣tEP [ ψω1 (t)
1− ρλθ−1ω(it)
]
+ ρEP
[ λθ−1ω(it)− 1− iγt(
1− ρλθ−1ω(it)
)(
1− ρ(1 + iγt))ψω(0)
]∣∣∣
≤ C0EP ‖fω‖α,ξ + C0|e(0)ν(0)(f)|t−2EP |λθ−1ω(it)− 1− iγt|
≤ A0(EP ‖fω‖α,ξ + |e(0)ν(0)(f)|)
where we used (3.2) and (4.21) and C0, A0 > 0 are some constants, and we obtain
the desired estimate.
Next, in order to show that Gρ converges pointwise on [−δ0, δ0] \ {0} as ρ→ 1,
we will need the following simple result. Let X1, X2, ... be a sequence of random
variables so that
∑
n≥1 E|Xn| < ∞. Let Yρ, ρ ∈ (12 , 1] be a collection of random
variables so that ‖Yρ − Y1‖L∞ converges to 0 as ρ→ 1 and Y1 is bounded. Then
lim
ρ→1
∑
n≥1
ρn−1EXnYρ =
∑
n≥1
EXnY1.
Using (4.23) with Y ≡ 1 and then the above result with Xn = φω(t)Dω,n(t) and
Yρ =
1
1−ρλθ−1ω(it)
we derive that the limit limρ→1Gρ(t) exists for any t in the
above domain. To complete the proof, we will show that Gρ(t) is bounded when
considered as a function of (ρ, t) ∈ (12 , 1) × [−δ0, δ0]. Indeed, let (ρ, t) be in the
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latter domain. In the following arguments all the constants will depend only on δ0
(and not on ω, ρ and t). Since EP∆
ω
ρ (t) = 0 and φω(0) does not depend on ω, for
we can write
Gρ(t) = EP
φω(t)∆ωρ (t)
1− ρλθ−1ω(it)
= EP
[
φω(t)∆ωρ (t)
(
(1− ρλθ−1ω(it))−1 − (1− ρ(1 + iγt))−1
)]
+EP
[(
φω(t)∆ωρ (t)− φω(0)∆ωρ (t)
)
(1 − ρ(1 + iγt))−1] := I1 + I2.
By (4.24), (3.2) and our assumption that β(1 − 1p ) > 1 we have
EP |φω(t)∆ωρ (t)| ≤ C1EP [‖fω‖α,ξ|∆ωρ (t)|] ≤ C2
for some constants C1, C2 > 0. Moreover, by (3.2) and (4.21) there exist constants
C3 > 0 and C
′
3 > 0 so that
|(1 − ρλθ−1ω(it))−1 − (1− ρ(1 + iγt))−1| ≤ C′3t−2|λθ−1ω(it)− (1 + iγt)| ≤ C3.
We conclude that |I1| ≤ C for some constant C. Next, by (3.2), there exists a
constant C4 > 0 so that |φω(t)− φω(0)| ≤ C4(1 + ‖fω‖α,ξ)|t|, and therefore, using
also (4.24),
|I2| = |1− ρ(1 + iγt)|−1
∣∣EP [(φω(t)− φω(0))∆ωρ (t)]∣∣ ≤ C5
where C5 is another constant. The proof of the lemma is complete now in the case
when µω(h
′
ω(0)) does not depend on ω.

The completion of the proof of Theorem 2.8 is done similarly to [15] (see ref-
erences therein). Let g ∈ H1 be dominated by a positive member of H1. If g is
positive then U(g) = limρ→1 Uρ(g) which is finite in view of Lemmas 4.4 and 4.5.
Thus U is a Radon measure on R (see [15] and references therein). Next, for any
a ∈ R the integral U(ga) is defined and is the limit of Uρ(ga) as ρ → 1. Therefore
by Lemmas 4.4 and 4.5,
(4.25) U(ga)− ν(0)(f)κh(g)
γ
1
2π
(
π +
∫ aδ0
−aδ0
sin t
t
dt
)
= Q̂1(a) + Q̂2(a) +
1
2π
R̂3(a)
where Qi(t) = Ri(t)e(t), i = 1, 2 and we set R1(t) = R3(t) = 0 for any t ∈ (−δ0, δ0)
and R2(t) = 0 for any t ∈ R\ [−δ0, δ0]. The functions Q1, Q2 and R3 are integrable,
and so, by the Riemann-Lebesgue Lemma, the right hand side of (4.25) converges
to 0 as |a| → ∞. Finally, as in [15],
|I(a ≥ 0)− 1
2π
(
π +
∫ aδ0
−aδ0
sin t
t
dt
)| ≤ 2|a|−1
for any nonzero a ∈ R, and the proof of Theorem 2.8 is complete.
5. Mixing conditions
In this section we will show that conditions (2.7) and (2.8) in Assumption 2.6
hold true for shift spaces generated by certain mixing processes and for (natural
invertible extensions of) certain dynamical systems. We will focus only the invert-
ible case, and the conditions will hold true in the non-invertible case by considering
functions of the 0-the coordinate (in the natural extension) and using Section 4.1.
We will always assume that Assumption 2.3 holds true. We begin with
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5.1. Proposition. Suppose that there exists a measure µ on X and functions
rω : X → R so that µω(0) = rωµ and all rω’s take values at some finite inter-
val (m,M) ⊂ (0,∞). Moreover, assume that there exist constants d1 > 0 and
β > 0 so that for any sufficiently large k and n ≥ 1,
(5.1) P{ω :
n−1∑
j=0
V˜k(θ
jkω) ≤ d1kn} ≤ d2(k)
nβ
where V˜k(ω) = Eµ(S
ω
k u¯)
2 and d2(k) is a constant which depends only on k. Then
(2.7) holds true. In particular, (2.7) holds true when polynomial concentration
inequalities of the form
(5.2) P{ω : |
n−1∑
n=0
V˜k(θ
jkω)− nEP V˜k| ≥ εn} ≤ d(k, ε)
nβ
hold true, where ε > 0 and d(k, ε) is a constant which depends only k and ε.
Proof. Let 1 ≤ k ≤ n, set
S(ω, j) = Sθ
jkω
jk u¯, j = 0, 1, ..., [n/k]− 1
and S(ω, [n/k]) = Sθ
[n/k]ω
n−k[n/k]u¯, where S
ω
0 is defined to be 0. Since ‖uω‖α,ξ is a
bounded random variable and ν(0) = µ(0) is T -preserving, applying Lemma 5.10.4
in [13] together with (3.3), namely, the uniform in ω exponential decay of correla-
tions, yields that
Vn(ω) = Eνω(0)
( [n/k]∑
j=0
S(ω, j)
)2
=
∑
0≤j1,j2≤[n/k]
covνω(0)(S(ω, j1), S(ω, j2))
≥
[nk ]−1∑
j=0
Eνω(0)(S(ω, j))
2 −A(n
k
+ 1) =
[nk ]−1∑
j=0
Vk(θ
jkω)−A(n
k
+ 1)
where A > 0 is some positive constant. It follows from the assumption about the
densities rω that
Vn(ω) ≥ m
M
[nk ]−1∑
j=0
V˜k(θ
jkω)−A(n
k
+ 1).
Taking a sufficiently large k we derive that on the complement of the set whose
probability is estimated in (5.1) we have
Vn(ω) ≥ Md1n
m
−A(n
k
+ 1).
If k is sufficiently large then the above right hand side is not less than cn for some
constant c > 0, and so condition (2.7) is satisfied. Finally, (5.2) implies (5.1) since
EP V˜k ≥ mM EPVk and limk→∞ k−1EPVk = σ2 > 0 
Note that when µω = νω(0) does not depend on ω then the first assumption in
Proposition is satisfied with µ = νω(0) and rω = 1. The measures µω do not depend
on ω when only the function uω is random. These measures do no depend on ω
also in the non-invertible case considered in Section 2.2, since, in the extension, we
have νω(0) = µω(0) = κ. When µω depends on ω, then, in the circumstances of
Proposition 3.2, the first assumption is satisfied with rω = hω(0) and µ =m, since
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the function function hω(0) is bounded from above and below by positive constants
not depending on ω (see Section 5.12 in [13]).
Henceforth, we assume that all the conditions of Proposition 5.1 are satisfied. We
provide now sufficient conditions for (5.2) and (2.8) to hold true in two situations.
First consider the case when (Ω,F , P, θ) = (Ωˆ0, Fˆ0, Pˆ0, ϑˆ) is the natural invertible
extension (described in 4.1) of a measure preserving system (Ω0,F0, P0, ϑ). Note
that θ has a periodic point if and only if ϑ has a periodic point. We assume here
that Ω0 is equipped with a metric d0 so that diamΩ0 ≤ 1 and F0 contains the
appropriate Borel σ-algebra. Let the metric d on ΩZ0 be defined by
d(a, b) =
∑
n∈Z
2−|n|d0(an, bn) for any a = (an)n∈Z and b = (bn)n∈Z.
Let ι : Ω→ ΩZ0 be the inclusion map given by ιω = ω. We also need the following
5.2. Assumption. The function uω and the transformation Tω have the form
uω = uιω and Tω = T ιω, where uv and T v are Ho¨lder continuous functions
of the variable v ∈ (ΩZ0 , d) with respect to the norm ‖ · ‖α,ξ and the metric
d(T v1 ,T v2) = supx∈X ρ(T v1x,T v2x), respectively.
This assumption includes the case when uω and Tω depend only on the first co-
ordinate ζ0 and are Ho¨lder continuous functions of this coordinate when considered
as functions on (Ω0, d0) (as in Section 4.1). Under Assumption 5.2, the functions
V˜k, k ≥ 1 have the form V˜k(ω) = V˜ k(ιω), where V˜ k is a Ho¨lder continuous func-
tion on (ΩZ0 , d). Therefore, for any N > 0 there exists a Ho¨lder continuous function
V˜ k,N , which depends only on the coordinates whose indexes lie in {−N, ..., 0, ...N},
so that
(5.3) sup
v
|V˜ k(v)− V˜ k,N (v)| ≤ Ck2−N
where Ck is some constant which depends only on k.
Relying on (5.3) and the results in [5] (see also [6]) and [14], in the above cir-
cumstances we have
5.3. Proposition. Let β > 0. Then conditions (5.1) and (2.8) hold true when
(Ω0,F0, P0, ϑ) is either a topologically mixing subshift of finte type, a Young tower
with at least one periodic point, with tails of order n−β−1 or when ϑn(ω) = ξn(ω),
where ξ0, ξ1, ξ2, ... is the stationary vector valued processes satisfying the mixing and
approximation conditions from [14], assuming that ϑ has at least one periodic point,
Ω0 is a metric space and P0(A) > 0 for all open sets A.
This proposition holds true since (by either [5] or [14]) all the maps mentioned
there satisfy (5.2) and that for any Lipschitz function f : ΩZ0 → R there exist
constants d(ε), ε > 0 so that for any n ≥ 1,
P{ω : |
n−1∑
n=0
f(θjω)− nEP f | ≥ εn} ≤ d(ε)
nβ
.
This inequality implies (2.8) since the indicator function of any ball B(v, r) ⊂ ΩZ0
can be approximated from below by a Lipschitz function f which takes the constant
value 1 on B(v, 12r) (see, for instance, Section 1.2.9 in [13]).
Note that when ϑ is a Young tower the requirement of having a peridoic point
is just the assumption that the function ϑR|Γ : Γ → Γ has at least one periodic
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point, which is not too restrictive. Here Γ is the (hyperbolic) base set and R is the
corresponding return time function.
Next, let ζ = {ζn, n ≥ 0} be a stationary sequence of random variables defined
on a probability space (Ω0,F0, P0) taking values on some metric space (Y, d0) so
that diamY ≤ 1. Let (Ω,F , P, θ) be the natural associated shift, namely, Ω = YZ,
F is the product σ-algebra, P is given by
P
{
(yj)j∈Z : yi ∈ Ai; |i| ≤ N
}
= P0(ζi ∈ Ai−N ; 0 ≤ i ≤ 2N)
and θ is the two sided shift. Let d be the metric on Ω given by d({an}, {bn}) =∑
n∈Z 2
−|n|d0(an, bn). We assume here that ζ is stretched exponentially α-mixing,
namely that there exist constants a, b, c > 0 so that for any n ≥ 1, k ≥ 1, A ∈
σ{ζ1, ..., ζk} and B ∈ σ{ζi : i ≥ k + n},
(5.4)
∣∣P0(A ∩B)− P0(A)P0(B)| ≤ ae−bnc .
We first have
5.4. Proposition. (i) Suppose that the functions ω → uω and ω → Tω are
Ho¨lder continuous with respect to the norm ‖ · ‖α,ξ and the metric d(Tω, Tω′) =
supx∈X ρ(Tωx, Tω′(x)), respectively. Then the functions V˜k are Ho¨lder continuous
and condition (5.2) holds true with any β > 0.
(ii) Let J ⊂ Z be a finite set and let πJ : Ω→ YJ be the projection corresponding
to the coordinates indexed by members of J . Then condition (5.2) also holds true
(with any β > 0) when uω = upiJω and Tω = TpiJω depend only on the coordinates
in places indexed by the members of J , without assuming that V˜k’s are continuous.
Proposition 5.4 follows from the so-called method of cumulants, see, for instance,
[27], [19], [9], [8] or [14] (in the case ℓ = 1). The mixing condition (5.4) holds true, for
instance, when ζn = ζ0◦ϑn and ζ0 is measurable with respect to a Markov partition
corresponding to either a Young tower with stretched exponentially tails (see [16]
or [17] for verification of (5.4)) or a topologically mixing subshift of finite type (see
[3]), or has the form ζn = f(Υn) when Υn, n ≥ 1 is a geometrically ergodic Markov
chain or a Markov chain satisfying the Doeblin condition (see [2]). Note that the
cases discussed in Proposition 5.4 include the case when T nω = Tζn ◦Tζn−1 ◦ · · ·◦Tζ1 ,
namely the case when the compositions of the maps Tω are taken along stationary
and sufficiently fast mixing process.
In the above circumstances existence of a periodic points is trivial (see the last
paragraph of Section 1), and the question is whether (2.8) holds true.
5.5. Proposition. Condition (2.8) holds true with ω0 = (...a, a, a, ...), a = (ai) ∈
Yn0 when
P0(ζi+(j−1)n0 ∈ Ai,j ; i = 0, 1, ..., n0 − 1, 1 ≤ j ≤ s) > 0
for any open sets Ai,j so that ai ∈ Ai,j for all i and j.
Proposition 5.5 holds true since in its circumstances (by the method of cumu-
lants), for any open set B which depends only finite number of coordinates and
β > 0, there exist positive constants cβ(ε), ε > 0 so that for any n ≥ 1,
(5.5) P{ω : |
n−1∑
j=0
IB(θ
jω)− nP (B)| ≥ εn} ≤ cβ(ε)
nβ
.
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In particular, we can consider Markov chains with finite number of states and
more generality Markov chains with positive densities p(x, y) around (ai, ai+1), i =
1, ..., n0 − 1, whose stationary measure assigns positive mass to open sets. The
proposition also holds true when ζ0 is measurable with respect to an appro-
priate Markov partition since then the non-empty intersection ∩0≤i<n0 ∩1≤j≤s
ϑ−(j−1)n0+iAi,j has positive P0-measure.
6. Additional results
6.1. Non-continuous functions. We explain here how to obtain all the results
stated in Section 2 when φω and uω are Ho¨lder continuous only on some pieces of X .
First, under Assumption 2.2,P -a.s. for any n ≥ 1 and x, x′ ∈ X with ρ(x, x′) < ξ
we can write
(6.1) (T nω )
−1{x} = {y1, ...., yk} and (T nω )−1{x′} = {y′1, ..., y′k}
where
k = kω,x,n = |(T nω )−1{x}| ≤ Dω,n :=
n−1∏
i=0
Dθiω,
|Γ| denotes the cardinality of a finite set Γ and with γω,i =
∏i−1
s=0 γθsω,
(6.2) ρ
(
T jωyi, T
j
ωy
′
i
) ≤ (γθjω,n−j)−1ρ(x, x′)
for any 1 ≤ i ≤ k and 0 ≤ j < n.
Let Hω be a random variable and let ψω ∈ Hα,ξ be so that vα,ξ(ψω) ≤ Hω. Then
by Lemma 5.1.4 in [13], for any n ≥ 1, x, x′ ∈ X with ρ(x, x′) < ξ and 1 ≤ i ≤ k,
(6.3) |Sωnψ(yi)− Sωnψ(y′i)| ≤ ρα(x, x′)
n−1∑
j=0
Hθjω(γθjω,n−j)
−α
where y1, ..., yk and y
′
1, ..., y
′
k satisfy (6.1) and (6.2). Not only members of Hα,ξ
satisfy (6.3). For instance, when X is is a C2-compact Riemanian manifold and
there exist a finite collection of disjoint rectangles {Ij} so that Tω|Ij : Ij → S1 is
an expanding diffeomorphism for each j, then (6.3) also holds true with some Hω
for functions ψω which are only Ho¨lder continuous when restricted to each one of
the Ij ’s. Perhaps the most interesting case is when ψω = − ln
(d(Tω)∗m
dm
)
where m
is the normalized volume measure. This includes, of course, the case when X = S1,
m is the Lebesgue measure and Ij ’s are disjoint arcs (namely, the classical case of
random distance expanding maps on the unit interval).
We have the following
6.1. Theorem. Suppose that all the conditions of Theorems 2.4, 2.7 and 2.8 hold
true, except for the ones concerning ‖φω‖α,ξ and ‖uω‖α,ξ. Assume that φω and uω
satisfy (6.3) with some bounded random variable Hω. Then all the results stated in
Theorems 2.4, 2.7 and 2.8 hold true.
This theorem is proved exactly as in Section 4, since all the results from [13] that
we applied hold true when (6.3) holds with bounded Hω’s. In this case, the conti-
nuity condition in Assumption 2.5 will be satisfied when the maps ω → φω, uω are
continuous with respect to the supremum norm and the differences Snφω1 −Snφω2
and Snuω1 − Snuω2 satisfy (6.3) with some constant H = H(ω1, ω2) so that
limω1,ω2→θkω0 H(ω1, ω2) = 0, k = 0, 1, ..., n0 − 1. When Tω is locally constant
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around the points in the orbit of the periodic point ω0 then, in the examples dis-
cussed after (6.3), this condition means that restrictions of φω and uω to each one
of the Ij ’s is a continuous function of ω at ω = θ
jω0, 0 ≤ j < n0 with respect to
the Ho¨lder norm ‖ · ‖α,ξ.
6.2. Non-identical fibers. Let E ⊂ F×B be a measurable set such that the fibers
Eω = {x ∈ X : (ω, x) ∈ E}, ω ∈ Ω are compact. The latter yields (see [7] Chapter
III) that the mapping ω → Eω is measurable with respect to the Borel σ-algebra
induced by the Hausdorff topology on the space K(X ) of compact subspaces of X
and the distance function d(x, Eω) is measurable in ω for each x ∈ X . Furthermore,
the projection map πΩ(ω, x) = ω is measurable and it maps any F ×B-measurable
set to a F -measurable set (see “measurable projection” Theorem III.23 in [7]).
Denote by P the restriction of F × B on E . Let
{Tω : Eω → Eθω, ω ∈ Ω}
be a collection of continuous bijective maps between the metric spaces Eω and Eθω
so that the map (ω, x) → Tωx is measurable with respect to P and each Tω is
topologically exact and has the pairing property (namely, appropriate versions of
Assumptions 2.3 and 2.2 hold true, see Chapter 5 of [13] for the precise formula-
tions).
According to Lemma 4.11 in [24] (applied with r = ξ), there exists an integer
valued random variable Lω ≥ 1 and F -measurable functions ω → xω,i ∈ X , i =
1, 2, 3, ... so that xω,i ∈ Eω for each i and
Lω⋃
k=1
Bω(xω,k, ξ) = Eω, P -a.s.(6.4)
Suppose that Lω is bounded. Then the proof of Theorem 2.4 proceeds exactly as
in Section 4 since Theorem 3.1 and all the other results stated in Section 3 hold
true.
The role of the condition that Eω does not depend on ω in the proofs of Theorems
2.7 and 2.8 is only to insure that the operators Lωit are defined on the same space
when ω lies in some neighborhood of one of the members of the (periodic) orbit of
ω0. The proofs of Theorems 2.7 and 2.8 proceed similarly when there exist open
neighborhoods Uj of ωj := θ
jω0, j = 0, 1, ..., n0−1 so that Eω = Eωj for any ω ∈ Uj,
namely, when E is a product set only in neighborhoods of points belonging to the
periodic orbit of ω0. In fact, the proof is carried out similarly when for any j and
ω ∈ Uj there exists a bilipschitz homomorphism ϕω,ωj : Eωj → Eω, whose Lipschitz
constant is bounded in ω, and for any compact set J and j = 0, 1, ..., n0 − 1,
lim
ω→ωj
sup
t∈J
sup
g∈Hα,ξω :‖g‖α,ξ=1
∥∥Lωitgω − (Lωjit (g ◦ ϕω,ωj )) ◦ ϕωj+1,θω∥∥α,ξ = 0.
6.3. Markov chains with transfer (transition) operators. Suppose that
(Ω,F , P, θ) is invertible. Let µω be a (measurable in ω) probability measure on
Eω and let ξθ−nωn , n ≥ 0 be a Markov chain with initial distribution µω whose n-th
step operator is given by Aθ−nω,n0 . Set
Sωn =
n−1∑
j=0
uθ−jω(ξ
θ−jω
j ).
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Let Sn be the random variable generated by drawing ω according to P and taking on
the fibers the distribution of Sωn , namely the random variable whose characteristic
function is given by
EeitSn =
∫
µω(Aθ
−nω,n
it 1)dP (ω).
Then the appropriate versions of Theorems 2.4 and 2.7 are proved for the sequence
of random variables Sn, n ≥ 1 exactly as in Section 4. As for the renewal theorem,
the arguments in Section 4.7 yield the following
6.2. Theorem. Suppose that Assumptions 2.3, 2.5 and 2.6 hold true, where in the
last assumption we require that β > 1. Moreover, assume that µω(0)(uω) = γ > 0
does not depend on ω. Let fω ∈ Hωα,ξ be a positive function so that µω(0)(fω) =
µ(0)(f) does not depend on ω and that ‖fω‖α,ξ ∈ Lp(Ω,F , P ) for some 1 < p ≤ ∞
so that β(1 − 1p ) > 1. For any Borel measurable set B ⊂ R set
U(B) = Uµ,f (B) =
∑
n≥1 E[f(Sn − Sn−1)IB(Sn)]
=
∑
n≥1
∫
µθ−nω
(
fθ−nω(ξ
θ−nω
n )IB(S
ω
n )
)
dP (ω)
where IB is the indicator function of the set B. Then in both lattice and non-lattice
cases U is a Radon measure on R so that
∫ |g|dU <∞ for any C4↓(R). Moreover
if either µω(h
′
ω(0)) or ν
′
ω(0)(fω) do not depend on ω then (2.9) holds true for any
function g ∈ C4↓(R).
In the proof of Lemma 7.2.1 in [13] we showed that νω(0)(h
′
ω(0)) = 0 and so we
can always take µω = νω(0) = µω(0). Since νω(z)1 = 0 we can always take fω ≡ 1
and then choose any µω for this f . In the case when ν
′
ω(0)(fω) does not depend on
ω the arguments in Section 4.7 are modified as follows. We first write
EP [νω(it)(fω)f
ω
ρ (t)] = EP [µω(hω(it))f
ω
1,ρ(t)]
where
fω1,ρ(t) =
∑
n≥1
ρn−1λθ−nω(it)νθ−nω(it)(fθ−nω).
Therefore, for any function g1 with the properties described at the beginning of
Section 4.7,
Vρ(g1) =
∫ δ0
−δ0
e1(t)EP [µω(hω(it))f
ω
1,ρ(t)]dt
where in the non-lattice case e1(t) = gˆ1(t), while in the lattice case e1(t) =
∑
k gˆ1(t+
2pik
h ). Set Γ˜n = θ
−nΓn. Repeating the arguments of the proof of Lemma 4.5 with
λω(it), f
ω
1,ρ(t)− fθω1,ρ(t), λθ−nω,n(it), Γ˜n and νθ−nω(it)(fθ−nω) in place of λθ−1ω(it),
fωρ (t) − fθ
−1ω
ρ (t), λω,n(it), Γn and µθnω(hθnω(it)), respectively, we obtain (2.9) in
the case when ν′ω(0)(fω) does not depend on ω.
6.4. Markov chains with transition densities. Let (Ω,F , P, θ) and (X , ρ), E ⊂
Ω×X and Eω satisfy the conditions specified in Section 6.2. For any ω ∈ Ω denote
by Bω the Banach space of all bounded Borel functions g : Eω → C together with
the supremum norm ‖ · ‖∞. For any g : E → C consider the functions gω : Eω → C
given by gω(x) = g(ω, x). Then by Lemma 5.1.3 in [13], the norm ω → ‖gω‖∞ is a
F -measurable function of ω, for any measurable g : E → C.
Let rω = rω(x, y) : Eω × Eθω → [0,∞), ω ∈ Ω be a family of integrable in y
Borel measurable functions, mω, ω ∈ Ω be a family of Borel probability measures
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on Eω and u : E → R be a measurable function so that uω ∈ Bω, P -a.s. and
that the random variable sup |uω| = ‖uω‖∞ is bounded. Consider the family of
random operators Rωz , z ∈ C which map (bounded) Borel functions g on Eθω to
Borel measurable functions on Eω by the formula
(6.5) Rωz g(x) =
∫
Eθω
rω(x, y)e
zuθω(y)g(y)dmθω(y).
We will assume that Rω0 are Markov operators, namely that R
ω
0 1 = 1 where 1 is
the function which takes the constant value 1 on Eθω. Observe that
‖Rω0 ‖∞ := sup
g∈Bθω :‖g‖∞≤1
‖Rω0 g‖∞ = ‖Rω0 1‖∞
and therefore for P -a.a. ω we have ‖Rωz ‖∞ < ∞ for any z ∈ C, namely, Rωz is a
continuous linear operator between the Banach spaces Bθω and Bω.
6.3. Assumption. The maps ω → ∫
Eω
gω(x)dmθω(x) and (ω, x) → Rω0 gθω(x),
(ω, x) ∈ E are measurable for any bounded measurable function g : E → C.
For any ω ∈ Ω, n ∈ N and z ∈ C consider the n-th order iterates Rω,nz : Bθnω →
Bω given by
(6.6) Rω,nz = R
ω
z ◦Rθωz ◦ · · · ◦Rθ
n−1ω
z .
Then we can write
Rω,n0 g(x) =
∫
Eθnω
rω(n, x, y)g(y)dmθnω(y)
for some family rω(n, ·, ·) = rω(n, x, y) : Eω×Eθnω → [0,∞) of integrable in y Borel
measurable functions. We will assume that the following random version of the two
sided Doeblin condition holds true.
6.4. Assumption. There exist a bounded random variable jω ∈ N and αm(ω) ≥ 1,
m ∈ N such that P -a.s.,
(6.7) αm(ω) ≤ rω(m,x, y) ≤
(
αm(ω)
)−1
,
for any m ≥ jω , x ∈ Eω and y ∈ Eθmω. Moreover, let j0 be so that jω ≤ j0, P -a.s.
Then there exists α > 0 so that αn(ω) ≥ α for any j0 ≤ n ≤ 2j0.
Let µω be a (measurable in ω) probability measure on Eω and let ξθnωn , n ≥ 1 be
a Markov chain with initial distribution µω whose n-th step operator is given by
Rω,n0 . Set
Sωn =
n−1∑
j=0
uθjω(ξ
θjω
j ).
Let Sn be the random variable generated by drawing ω according to P and taking on
the fibers the distribution of Sωn , namely the random variable whose characteristic
function is given by
EeitSn =
∫
µω(R
ω,n
it 1)dP (ω).
Under Assumption 6.4, in [22] the author proved that the limit σ2 =
limn→∞ n
−1varSωn exists P -a.s., and it does not depend on ω.
Next, let ω0 ∈ Ω and n0 ∈ N be so that θn0ω0 = ω0. We will call the case the
non-lattice case if for any t ∈ R \ {0} the spectral radius of the operator Rω0,n0it is
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strictly less than 1. We will call the case a lattice one if for some h > 0 the function
u takes values on the lattice hZ and the spectral radius of the operators Rω0,n0it , t ∈
(− 2pih , 2pih ) \ {0} are strictly less than 1. We refer to [15] for a characterization of
these lattice and non-lattice cases which resembles the description of these cases in
the transfer operator case.
6.5. Theorem. Suppose that Assumptions 6.3 and 6.4 hold true, that σ2 > 0 and
that γ = µω(uω) does not depend on ω. Then σ
−1n−
1
2 (Sn − nγ), n ≥ 1 converges
in distribution as n → ∞ towards the standard normal law, and Sn − nγ, n ≥ 1
satisfies the appropriate LLT (in both lattice and non-lattice cases). Moreover, when
γ > 0 then all the statements in Theorem 6.2 hold true.
6.6. Remark. In the above integral operator case it is possible to obtain similar
limit theorems without using Assumption 2.5 and (2.8), relying instead on some
assumption on the distribution of the process jθkω, k ≥ 1 in the spirit of (2.7). In
[12] we proved a local limit theorem for certain “nonconventional” sums. Our proof
there was based on a certain reduction to a problem of bounding expectations of
norms of iterates of random Fourier operators (the proof was in the spirit of the
argument in [26]). This is exactly the situation of annealed limit theorems, and so,
similar to [12] argument will yield the desired results.
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