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Abstract
A general definition of mathematical morphology has been defined
within the algebraic framework of complete lattice theory. In this frame-
work, dealing with deterministic and increasing operators, a dilation (re-
spectively an erosion) is an operation which is distributive over supremum
(respectively infimum). From this simple definition of dilation and ero-
sion, we cannot say much about the properties of them. However, when
they form an adjunction, many important properties can be derived such
as monotonicity, idempotence, and extensivity or anti-extensivity of their
composition, preservation of infimum and supremum, etc. Mathemati-
cal morphology has been first developed in the setting of sets, and then
extended to other algebraic structures such as graphs, hypergraphs or sim-
plicial complexes. For all these algebraic structures, erosion and dilation
are usually based on structuring elements. The goal is then to match these
structuring elements on given objects either to dilate or erode them. One
of the advantages of defining erosion and dilation based on structuring ele-
ments is that these operations are adjoint. Based on this observation, this
paper proposes to define, at the abstract level of category theory, erosion
and dilation based on structuring elements. We then define the notion of
morpho-category on which erosion and dilation are defined. We then show
that topos and more precisely topos of presheaves are good candidates to
generate morpho-categories. However, topos do not allow taking into ac-
count the notion of inclusion between substructures but rather are defined
by monics up to domain isomorphism. Therefore we define the notion of
morpholizable category which allows generating morpho-categories where
substructures are defined along inclusion morphisms. A direct application
of this framework is to generalize modal morpho-logic to other algebraic
structures than simple sets.
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1 Introduction
Mathematical morphology [9, 26] is a formal technique which allows processing
information in a non-linear fashion. It has been created in the 60s by G. Math-
eron and J. Serra initially to be applied to mining problems. Since then, mathe-
matical morphology was mainly applied in the field of image processing [27, 28].
The first formalization of mathematical morphology was made within the frame-
work of set theory, and more recently it has been extended to a larger family
of algebraic structures such as graphs [14, 13, 25, 29], hypergraphs [7, 8] and
simplicial complexes [16]. The two basic operations of mathematical morphol-
ogy are erosion and dilation. When these two operations are defined within the
framework of set theory, they are often based on structuring elements. The goal
is then to match these structuring elements on given objects either to dilate or
erode them.
A general definition of mathematical morphology (in the case of determinis-
tic and increasing operators) has been defined within the algebraic framework
of complete lattice theory [20]. In this framework, a dilation (respectively an
erosion) is an operation which is distributive over supremum (respectively infi-
mum). In the framework of set theory, the complete lattice which is classically
considered is pPpSq,Ďq where PpSq is the powerset of the set S. From this sim-
ple definition of dilation and erosion, we cannot say much about their properties.
By contrast, when they form an adjunction, many important properties can be
derived such as monotonicity, idempotence, preservation of infimum and supre-
mum, etc. Now, what is observed in all extensions of mathematical morphology
to other algebraic structures than simple sets such as graphs, hypergraphs, etc.,
is that the process is always the same: defining the complete lattice from which
erosion and dilation based on structuring elements are defined. Structuring
elements are typically defined from a binary relation between elements of the
underlying space (on which the algebraic structure is built). One of the advan-
tages of defining dilation and erosion based on structuring elements is that in
this case they form an adjunction.
In this paper, we propose to abstractly formalize (i.e. independently of a
given algebraic structure) this approach to define the adequate complete lattice
from which dilation and erosion based on structuring elements will be defined,
and then to obtain directly the adjunction property as well as all the other
algebraic properties mentioned previously. To this end, we propose to use the
framework of category theory. We define a family of categories, called morpho-
categories from which we abstractly define the notions of structuring element,
erosion and dilation such that these two mathematical morphology operations
form an adjunction. We then detail a series of examples of algebraic structures
from the categorical notion of elementary topos [4, 22], and more precisely the
topos of presheaves. The usefulness of topos of presheaves is that they allow us to
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unify in a same framework most of algebraic structures such as sets, graphs, and
hypergraphs. Indeed, sets, graphs, and hypergraphs and many other algebraic
structures can be defined as presheaves whose the category is known to be a
complete and co-complete topos. Another important advantage of topos is that
they assure us that given an object c of the topos, the set of subobjects Subpcq
is a morpho-category over which we can then define erosion and dilation based
on structuring elements.
Now, although topos allow us to define erosion and dilation such that they
form an adjunction, this framework is not completely satisfactory. The problem
is that subobjects in Subpcq are not defined uniquely but up to an isomorphism,
and then relations between subobjects are monics rather than standard inclu-
sions. This leads us to consider a larger family of categories than topos, called
morpholizable categories, which will also allow us to generate morpho-categories
as before with topos but whose each element will be a subobject in a standard
way (i.e. with respect to inclusion).
The paper is organized as follows: Section 2 reviews some concepts, notations
and terminology about topos and mathematical morphology. In Section 3 we
propose to define abstractly the concept of morpho-categories that we then
illustrate with some examples of algebraic structures defined by presheaves. In
Section 4 we introduce the two mathematical morphology operators of erosion
and dilation based on structuring elements within the framework of morpho-
categories. Some results will be also presented about them such as the property
that they form an adjunction. We will further give sufficient conditions for
these two operations to be anti-extensive and extensive, and dual with respect
to each other. In Section 5 we introduce the notion of morpholizable categories
over which we abstractly define a notion of inclusion between objects and show
how to build morpho-categories in this framework. Finally, in Section 6, we
apply the proposed abstract framework to define semantics of both modalities
l and ♦, which are standard in modal logic. Hence, we extend the work in [6]
where semantics of the modalities are also defined as morphological erosion and
dilation but within the restricted framework of set theory. By considering a
larger family of algebraic structures (graphs, hypergraphs, presheaves, etc.) the
modal logic thus defined, so-calledmorpho-logic, will be more intuitionistic than
classic.
2 Preliminaries: topos and mathematical mor-
phology
2.1 Topos
This paper relies on many terms and notations from the categorical theory of
topos. The notions introduced here make then use of basic notions of category
theory (category, functor, natural transformation, limits, colimits, etc.), which
are not recalled here, but interested readers may refer to textbooks such as [5,
3
23].
The theory of topos has been defined by A. Grothendieck at the end of the
50’s [18]. Here, we will not present Grothendieck’s definition of topos, but the
more general one of elementary topos defined in the late 60’s by Lawvere and
Tierney [22]. The presentation will remain succinct and readers wanting to go
into details in topos may refer to [4] for instance. Topos constitute a first family
of categories from which we can define morpho-categories.
2.1.1 Definitions
Notations. In the following, morphisms are denoted by the lowercase latin
letters f , g, h..., and natural transformations by the lowercase greek letters α, β,
etc. Standarly, a natural transformation α between two functors F, F 1 : C Ñ C1
is denoted by α : F ñ F 1. We write f : A ֌ B or more simply A ֌ B to
indicate that f is a monic. Finally, dompfq and codpfq denote, respectively, the
domain and the codomain of a given morphism f .
Definition 2.1 (Exponentiable and exponential) Let C be a category. An
object A P C is exponentiable if for every object B P C there exists an object
BA P C, called exponential, and a morphism ev : BA ˆ A Ñ B, called eval-
uation, such that for every morphism f : A ˆ C Ñ B there exists a unique
morphism f 5, called exponential transpose, for which the diagram
AˆBA
ev // B
Aˆ C
idAˆf
5
OO
f
;;✇✇✇✇✇✇✇✇✇
commutes. We say that the category has exponentials if every object has
its exponential.
Definition 2.2 (Cartesian closed) A category C is called Cartesian closed
if C has finite products and exponentials.
Definition 2.3 (Subobject classifier) Let C be a category. A subobject
classifier for C is an object Ω P |C| together with a morphism J : 1 Ñ Ω (1
is the terminal object of C if it exists), called the true arrow, such that for
each monic m : B ֌ A, there is a unique morphism χB : A Ñ Ω, called the
characteristic arrow of B, such that the diagram
B
! //
m

1
J

A
χB // Ω
is a pullback. The morphism J˝! is often denoted JB.
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It is quite simple to show that subobject classifiers are unique up to an
isomorphism. Moreover, given an object A of a category C with a subobject
classifier, we denote by SubpAq the set trf s | codpfq “ A and f is a monicu
where rf s is the equivalence class of f according to the equivalence relation «
defined by:
f « g ðñ C
»

f
❅
❅❅
❅❅
❅❅
❅
B
g
// A
where B » C means that B and C are isomorphic objects. Then, we have that
SubpAq – HomCpA,Ωq, where – denotes isomorphism between morphisms,
and HomCpA,Ωq is the set of morphisms in C from A into Ω (the mapping
rf s P SubpAq ÞÑ χdompfq P HomCpA,Ωq is obviously a bijection). This then
leads to the definition of power object defined next.
Definition 2.4 (Powerobject) Let C be a Cartesian closed category with a
subobject classifier Ω. The power object P pAq of an object A P |C| is defined
as the object ΩA (exponential of A and Ω).
Definition 2.5 (Topos) A topos is a Cartesian closed category C with finite
limits (i.e. limits for all finite diagrams) and a subobject classifier.
When C is a topos, we have that HomCpA ˆ B,Ωq – HomCpA,Ω
Bq (C is
Cartesian closed), and then SubpA ˆ Bq – HomCpA,P pBqq. More precisely,
let us denote by HomCp , P pBqq : C
op Ñ Set the standard contravariant hom
functor, and by Subp ˆBq : C Ñ Set the contravariant functor which associates
to any object A P |C| the set SubpAˆBq and to any morphism h : AÑ A1 the
mapping SubphˆBq : SubpA1ˆBq Ñ SubpAˆBq defined by rf 1s ÞÑ rf s for which
there exists a morphism g : dompfq Ñ dompf 1q such that dompfq with g and f is
a pullback of f 1 along hˆIdB. We then have that HomCp , P pBqq – Subp ˆBq
naturally, i.e. there is a natural transformation ϕp , Bq : HomCp , P pBqq ñ
Subp ˆ Bq such that for every A P C, ϕpA,Bq is bijective 1. The subobject of
P pBq ˆB corresponding to IdP pBq by ϕpP pBq, Bq is denoted QB.
The following results are standard for topos:
• Every topos has also finite colimits, and then it has an initial object and a
final object which are respectively the limit and the colimit of the empty
diagram. The initial object is denoted by H.
• Every morphism f in a topos can be factorized uniquely as mf ˝ ef where
ef is an epic and mf is a monic. The codomain of ef is often denoted by
Impfq, and then A
f
Ñ B “ A
ef
Ñ Impfq
mf
֌ B.
(Readers interested by the proofs of these results may refer to [5].)
1This generalizes to topos the set property which to every binary relation r Ď A ˆ B
associates a unique mapping fr : AÑ PpBq with frpaq “ tb | pa, bq P ru.
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2.1.2 Example: the category of presheaves SetC
op
An interesting category for us in the following is the category of presheaves
SetC
op
. Let C be a small category. Let us denote by SetC
op
the category of
contravariant functors F : Cop Ñ Set (presheaves) where Set is the category of
sets. When the category C is a small category (i.e. both collections of objects
and arrows are sets), it is known that the category SetC
op
is complete and co-
complete (i.e. it has all limits and colimits). Then, let us show that it is a
topos.
SetC
op
is Cartesian closed. The product of two functors F,G : Cop Ñ Set
is the functor H : Cop Ñ Set defined for every C P C by HpCq “ F pCq ˆGpCq,
and for every f : AÑ B P C by the mapping Hpfq : HpBq Ñ HpAq defined by
tpa, bq P HpAq | pfpaq, fpbqq P HpBqu.
To define the exponential of two functors F,G : Cop Ñ Set, we define the object
GF as the functor which associates to any object C P |C| the set of natural
transformations from Homp , Cq ˆ F to G. For every f : A Ñ B P C, GF pfq :
GF pBq Ñ GF pAq is the mapping which associates to any natural transformation
α : Homp , Bq ˆ F ñ G the natural transformation β : Homp , Aq ˆ F ñ G
defined for every object C P |C| by βCpg : C Ñ A, c P F pCqq “ αCpf ˝ g, cq.
SetC
op
has a subobject classifier. In order to identify the subobject Ω, we
should first identify the subobjects of presheaves. Note that the action of a
monic i : F ñ G in SetC
op
(i is a natural transformation) on any A P |C| results
in an injective mapping iA : F pAq Ñ GpAq, and then F is a sub-presheaf of G
if for every object A P |C|, iA is the set-inclusion. Then, for every A P |C| let us
denote by SievepAq the set of all sieves on A where a sieve is a set S of arrows
f in C such that:
1. If f P S then codpfq “ A, and
2. If f P S and codpgq “ dompfq, then f ˝ g P S.
Given a monic i : F ñ G in SetC
op
, let us define for every A P |C| the
mapping χipAq : GpAq Ñ SievepAq by: @x P GpAq
χipAqpxq “
"
tf : B Ñ A | Gpfqpxq P iBpF pBqqu if x P iApF pAqq
H otherwise
So, if we define the functor Ω : Cop Ñ Set by associating to any A P |C| the set
SievepAq, then we have respectively
• the natural transformation χi : G ñ Ω which to every A P |C| and to
every x P GpAq, sets χiApxq “ χipAqpxq;
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• the natural transformation T : 1 ñ Ω which 2 to every A P |C|, TA
associates to the unique element in 1pAq the maximal sieve on A (i.e. the
set ΩpAq).
These natural transformations χi and T make the diagram
F
! +3
i

1
J

G
χi +3 Ω
be a pullback square for every A P C, and then Ω is a subobject classifier in
SetC
op
.
Examples of categories C. Sets, undirected graphs, directed graphs, rooted
trees and hypergraphs can be defined as presheaves. Indeed, for each of them,
the (base) category C can be graphically defined as:
‚

V
s
))
t
55 E
sptq,tpsq

V
s
))
t
55 E pN,ďq V Ñ RÐ E
The category C for undirected graphs satisfies in addition the two equations:
s ˝ sptq, tpsq “ t and t ˝ sptq, tpsq “ s.
For each case, the subobject classifier can be refined. Indeed, let us consider
the case of directed graphs. Then, let G : Cop Ñ Set be a directed graph.
We have seen that ΩpV q and ΩpEq are respectively SievepV q and SievepEq, i.e.
ΩpV q “ tH, tidV uu and ΩpEq “ tH, tsu, ttu, ts, tu, ts, t, idEuu. For any presheaf
category SetC
op
, given a morphism f : X Ñ Y in C, there is a straightforward
way to compute Ωpfq : ΩpY q Ñ ΩpXq. Indeed, for any sieve S on Y we have
ΩpfqpSq “ tg : Z Ñ X | Z P C and f ˝ g P Su
Hence, we have that
ΩpsqpHq “ H ΩptqpHq “ H
Ωpsqptsuq “ tIdV u Ωptqptsuq “ H
Ωpsqpttuq “ H Ωptqpttuq “ tIdV u
Ωpsqpts, tuq “ tIdV u Ωptqpts, tuq “ tIdV u
Ωpsqpts, t, IdEuq “ tIdV u Ωptqpts, t, IdEuq “ tIdV u
Therefore, the subobject classifier is the directed graph:
F
H
 t ((
T
s
ii
ts,tu

ts,t,idEu
ZZ
2
1 : C Ñ Set is the presheaf which associates to any A P |C| the terminal object 1 in Set.
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where we denote by F the vertex H and by T the vertex tIdV u.
The true arrow T : 1 Ñ Ω maps the unique vertex to T and the unique
arrow to ts, t, idEu.
2.1.3 Algebraization of subobjects
Let C be a topos. Let X be an object of C. Let us define the partial ordering ĺ
on SubpXq as follows: for all f : A֌ X and g : B֌ X
rf s ĺ rgs ðñ Dh : A֌ B, f “ g ˝ h
Proposition 2.6 pSubpXq,ĺq is a bounded lattice. It is a complete lattice if C
is a complete topos (i.e. C has all limits and colimits).
Proof Obviously, ĺ is reflexive and transitive. To show anti-symmetry, let us
suppose that rf s ĺ rgs and rgq ĺ rf s. This means that there exist h and h1 such
that f “ g ˝ h and g “ f ˝ h1 whence we have both that f “ f ˝ h1 ˝ h and
g “ g˝h˝h1. We can deduce that h1˝h “ IdA and h˝h
1 “ IdB, and then A » B
that is rf s “ rgs. Given two elements rf s and rgs of SubpXq with f : A֌ X and
g : B ֌ X , the infimum of rf s and rgs is rAXB֌ A
f
֌ Xs which is equivalent
to rAXB֌ B
g
֌ Xs (we recall that every topos has pullbacks, and pullbacks
of monics are monics), and the supremum of rf s and rgs is rAYB ֌ Xs where
AYB֌ X is the unique morphism, consequence of the fact that AYB is the
pushout of AX B. This pushout exists because pushouts of monics are monics
in toposes. Hence, pSubpXq,ĺq is a lattice. Finally, it is bounded because C is a
topos, and then rH֌ Xs (in any topos, the unique morphism from the initial
object H to any other object is always a monic) and ridXs belongs to SubpXq.
These definitions of supremum and infimum extent to any family of elements of
SubpXq when C is complete, and then, if C is complete, then so is the lattice
pSubpXq,ĺq. l
Actually, pSubpXq,ĺq satisfies a stronger result, it is a Heyting algebra. This
has generated many works (initiated by Lawvere and Tierney [22]) which estab-
lish strong connections between elementary toposes and intuitionistic logics.
Proposition 2.7 pSubpXq,ĺq is a Heyting algebra.
Proof Let us show first that Subp1q where 1 is the terminal object of the topos C
is a Heyting algebra, i.e. categorically Subp1q is finitely complete and finitely co-
complete, and it is Cartesian closed. We have seen in Proposition 2.6 that Subp1q
is both finitely complete and finitely co-complete. Finite product is defined by
the infimum of equivalence classes of monics introduced in Proposition 2.6. It
remains to show that Subp1q has exponentials. Let rU ֌ 1s and rV ֌ 1s be
two subobjects of 1. As C is a topos, U and V have an exponential V U . As 1
is terminal in C, there is a unique morphism vu : V U Ñ 1. It remains to show
that the morphism vu is a monic. Let f, g : S Ñ V U be two morphisms. Under
the (exponential) bijection, we have that HomCpS, V
U q » HomCpSˆU, V q, and
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then we have for f and g corresponding morphisms f, g : S ˆ U Ñ V . Let us
suppose that vu ˝ f “ vu ˝ g. This means that f ˝ u “ g ˝ u. But u is a monic
and then f “ g which implies by bijection that f “ g. We then deduce that vu
is a monic, and we conclude that Subp1q is a Heyting algebra.
It is not difficult to show that SubpXq » SubC{X pIdXq where C{X is the slice
category over X and SubC{X pIdXq is the set of subobjects of the object IdX in
the slice category C{X . By the fundamental theorem of topos theory
3 C{X is
also a topos, and then SubC{X pIdXq is a Heyting algebra (IdX is terminal in
C{X), whence we conclude under the isomorphism SubpXq » SubC{X pIdXq that
SubpXq is a Heyting algebra. l
2.2 Mathematical morphology on sets
The most abstract way to define dilation and erosion is as follows. Let pL,ĺq
and pL1,ĺ1q be two (complete) lattices. Let _ and _1 denote the supremum in
L and in L1, associated with ĺ and ĺ1, respectively. Similarly, let ^ and ^1
denote the infimum in L and in L1, respectively. An algebraic dilation is an
operator δ : LÑ L1 that commutes with the supremum, i.e.
@paiqiPI P L, δp_iPIaiq “ _
1
iPIδpaiq
where I denotes any index set (not fixed). An algebraic erosion is an operator
ε : L1 Ñ L that commutes with the infimum, i.e.
@paiqiPI P L
1, εp^1iPIaiq “ ^iPIεpaiq
where I denotes any index set (not fixed). It follows that δ preserves the least
element K in L (δpKq “ K), and ε preserves the greatest element J1 in L1
(εpJ1q “ J1).
Now, in practice, morphological operators are often defined on sets (i.e.
L and L1 are the powersets or finite powersets of given sets S and S1, and
often S “ S1 and L “ L1) through a structuring element designed in advance.
Mathematical morphology has been mainly applied in image processing. In
this particular case, the set S is an Abelian group equipped with an additive
internal law `, and its elements represent image points. Let us recall here
the basic definitions of dilation and erosion δB and εB in this particular case,
where B is a set called structuring element, under an additional hypothesis of
invariance under translation. Let X and B be two subsets of S. The dilation
and erosion of X by the structuring element B, denoted respectively by δBpXq
and εBpXq, are defined as follows:
δBpXq “ tx P S | Bˇx XX ‰ Hu
εBpXq “ tx P S | Bx Ď Xu
3This fundamental theorem states that if C is a topos, then for every object X P |C|, C{X
is a topos (see [4] for a proof of this result).
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where Bx “ tx ` b P S | b P Bu where ` is the additive law associated with
S (e.g. translation), and Bˇ is the symmetrical of B with respect to the origin
of space. An example is given in Figure 1 in Z2 for a binary image. This
simple example illustrates the intuitive meaning of dilation (expanding the white
objects according to the size and shape of the structuring element) and erosion
(reducing the white objects according to the structuring element).
Figure 1: From left to right: binary image, structuring element, dilation, erosion.
Now, in a more generally setting, we consider any set S, not necessarily
endowed with a particular structure, and the structuring element B can then
be seen as a binary relation RB on the set S (RB Ď S ˆ S) as follows: px, yq P
RB ðñ y P Bx [9, 24].
4 This is the way we will consider structuring elements in
this paper, as done in previous work, in particular for mathematical morphology
on graphs (see e.g. [8, 13, 25], among others) or logics (see e.g. [1, 2, 3, 9, 6, 10,
17]).
The most important properties of dilation and erosion based on a structuring
element are the following ones [9, 26, 27]:
• Monotonicity: if X Ď Y , then δBpXq Ď δBpY q and εBpXq Ď εBpY q; if
B Ď B1, then δBpXq Ď δB1pXq and εB1pXq Ď εBpXq.
• If for every x P E, x P Bx (and this condition is actually necessary and
sufficient), then
– δB is extensive: X Ď δBpXq;
– εB is anti-extensive: εBpXq Ď X .
• Commutativity: δBpXYY q “ δBpXqYδBpY q and εBpXXY q “ εBpXqX
εBpY q (and similar expressions for infinite or empty families of subsets).
• Adjunction: X Ď εBpY q ô δBpXq Ď Y .
• Duality: εBpXq “ rδBˇpX
CqsC where C is the set-theoretical comple-
mentation.
4In the particular example of a set with an additive law `, the corresponding relation
would be px, yq P RB iff Db P B, y “ x` b.
10
Hence, δB and εB are particular cases of general algebraic dilation and erosion
on the lattice pPpSq,Ďq.
3 Morpho-categories
Morpho-categories will be categories on which we will define both basic math-
ematical morphology operations of erosion and dilation based on a structuring
element.
In the following, we will denote objects of categories by the lowercase latin
letters c, d and e.
3.1 Definition
Definition 3.1 (Morpho-category) A morpho-category C is a category
together with a functor U : C Ñ Set, which is further complete and co-complete,
and such that:
• morphisms in C define a partial order ֌,5
• U preserves monics6 and colimits.
Notation 3.2 C formulates internally7 the notion of complete lattice. We will
then use the standard notations of complete lattices, and denote the limit and
colimit of diagrams D by
Ź
D and
Ž
D, respectively.
The archetypical example of morpho-category is the complete lattice pPpSq,Ď
q for a given set S together with the forgetful functor identity on PpSq. In the
next section, we will present more examples of morpho-categories, all of them
generated from presheaf toposes.
As C is complete and co-complete, it has initial and terminal objects which
are, respectively, the limit and the colimit of the empty diagram. The initial
object is denoted by H, and the terminal one by t.
Remark 3.3 In all the examples that we will develop in this paper, the functor
U is faithful, and then C is a concrete category. However, this property is not
useful for us to define our two operations of erosion and dilation with good
properties.
Remark 3.4 Given a morpho-category C, we can define for all objects c, d P |C|,
the object dc as the supremum of the diagram te P |C| | e^ c֌ du. It is known
5We choose the notation ֌ to denote the partial order because necessarily morphisms in
C are monics as for all objets c, c1 P |C|, there is at most one morphism in HomCpc, c
1q.
6and then for every f P HomC , Upfq is an injective mapping.
7By “internally”, we mean that the traditional definition of complete lattice which takes
place in sets is defined here to other categorical structures.
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that the object dc is the exponential of d and c if Csatisfies the infinite distributive
law:
c^
ł
D “
ł
tc^ e | e P |D|u
where D is a diagram. Indeed, we have that c ^
Ž
te P |C| | e ^ c ֌ du “Ž
te^ c | e^ c֌ du, and then we can conclude that dc^ c֌ d. The existence
of the exponential transpose is obvious.
3.2 Presheaf Toposes as generators of morpho-categories
In any complete topos C, given an object c P C, we have seen that Subpcq is a
complete lattice (see Proposition 2.6). So, in the case of a presheaf topos whose
base category is B, given a presheaf F : Bop Ñ Set, each b P |B| gives rise to
a forgetful functor Ub : rαs ÞÑ dompαqpbq where rαs P SubpF q. By definition
of the order ĺ on Subpcq, this functor preserves monics. Let us then show
that it preserves colimits. First, let us remark that for every equivalence class
rαs P SubpF q there exists the presheaf Frαs : B
op Ñ Set which to every b1 P |B|
satisfies Frαspb
1q Ď F pb1q. Therefore, given a diagram D in Subpcq, the colimits
of D is defined by the equivalence class rβ : FãÑ ñ F s where FãÑ : B
op Ñ F is
the presheaf defined for every b1 P |B| by:
FãÑpb
1q “
ď
rαsPD
Frαspb
1q
By construction, rβs is the colimit of D in SubpF q, and then we can deduce
that Ub preserves colimits. By following the same process, we can also show
that Ub preserves limits.
Hence, for graphs and hypergraphs, we can define two kinds of forgetful
functors, one which forgets on vertices and the other which forgets on edge
and hyperedges 8. In presheaf topos of sets, we can associate a unique kind of
forgetful functor U : SubpF q Ñ Set which, given a subobject rαs, yields a set
S1 such that the functor F 1 : ‚ ÞÑ S1 is isomorphic to dompαq.
3.3 Invariant properties
Here, we state some properties on morpho-categories which will be useful for
establishing some of our results in Section 4. The adjective “invariant” means
that these properties are invariant by equivalence of categories [11].
Let C be a morpho-category whose forgetful functor is U : C Ñ Set.
• Atomicity. An atom for U is an object c P C such that Upcq is a singleton,
and for every other object c1 P |C| with Upc1q “ Upcq, we have that c֌ c1.
C has atoms for U if for every x P Uptq (t is terminal in C), there exists
8Due to the definition of hypergraphs by presheaves, we can also forget about the set
associated with the object R of the base category (see Section 2.1.2). This forgetful functor
is actually similar to the one on hyperedges.
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an atom cx P |C| with Upcxq “ txu.
C is said atomic for U if any object c P |C| is sup-generated from atoms,
i.e. c is the colimit of some diagrams of atoms9.
• Boolean. C is said Boolean if C is Cartesian closed 10 and for every
object c P |C|, we have further c_ c “ t where c “ Hc (the exponential of
the object c and the initial object H of C).
It is obvious from definitions that these properties are invariant by equiva-
lence of categories.
All the examples developed in this paper have atoms for all the forgetful
functors which have been defined on them. For the morpho-categories over the
topos of sets, atoms are singletons, and all of them are atomic for any forgetful
functor U . For the topos of graphs, if the forgetful functor U forgets on vertices,
then atoms are all the graphs with only one vertex and no edge. Now, if the
forgetful functor U forgets on edges, then atoms are all the graphs with only
one edge e, and the source and target of e as vertices. Morpho-categories over
the topos of graphs are only atomic for the forgetful functors which forget on
edges. Atoms for hypergraphs are similarly defined.
In the same way, all examples developed in this paper are Cartesian closed
morpho-categories because for toposes, given an object X , SubpXq is a Heyting
algebra (see Proposition 2.7). However, only morpho-categories over sets are
Boolean.
Proposition 3.5 Let C be a morpho-category which has atoms. Then, for every
x P Uptq, cx is unique.
Proof Suppose that there exists another atom c1x with Upc
1
xq “ txu. Then, we
have both cx ֌ c
1
x and c
1
x ֌ cx, and we can conclude by anti-symmetry that
cx “ c
1
x. l
As Cartesian closed morpho-categories are internal Heyting algebras, they
satisfy a number of properties such as distributivity, commutativity, order-
reversing of complementation, etc. Here, we give and prove some of them that
will be used in the following.
Proposition 3.6 Let C be a Boolean morpho-category. Then we have for every
object c, c1 P |C|:
1. c^ c “ H,
2. for every c1 P |C| such that c^ c1 “ H, c1֌ c,
3. c֌ c1 ùñ c1֌ c, and
9This notion of atomicity can be compared with the notion of atom for toposes (see for
instance [11]).
10We have seen in Remark 3.4 that in this case, for all the objects c, d P |C|, the exponential
dc is given as the supremum of the diagram te P |C| | e^ c֌ du.
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4. c “ c.
ProofThe first property is a direct consequence of the evaluation arrow. Indeed,
we have that c^ c֌H, and then c^ c “ H (H is initial in C).
The second point is a consequence of distributive laws. Indeed, as C is Boolean,
it is distributive, we have that c1 “ c1 ^ pc_ cq “ pc^ c1q _ pc1 ^ cq “ c1 ^ c (the
last equation comes from the fact that c^ c1 “ H).
To show the third point, let us suppose that c֌ c1. Let us show that c^c1 “ H.
Let us suppose the opposite, i.e. let us suppose that there exists c2 ‰ H such
that c ^ c1 “ c2. We then have that both c2 ֌ c1 and c2 ֌ c1 which is not
possible. Hence, we have that c ^ c1 “ H which by the second property leads
to c1 ֌ c.
The last point is also a simple consequence of distributive laws. Let us first show
that c֌ c. As C is distributive, we have that c “ c^pc_cq “ pc^cq_pc^cq “
c^ c (the last equation comes from the fact that c^ c “ H). The proof to show
that c֌ c is similar. l
4 Mathematical morphology over structuring el-
ement
Here, we propose to generalize the definitions of erosion and dilation based
on structuring elements in our categorical setting of morpho-categories. Taking
inspiration from classical mathematical morphology where one probes the image
with “simple” geometrical shapes called structuring elements, we propose to
consider a structuring element as an object of the morpho-category C that we
will use to construct morphological operators by “matching” this structuring
object at different “positions” with more “complex” objects of C.
4.1 Erosion and dilation in morpho-categories
Let C be a morpho-category, and U its associated forgetful functor. As the mor-
phisms between objects in C are unique, these are monics. Therefore, according
to our conventions, given two objects c, c1 P |C|, we will denote in the following
c ֌ c1 the unique morphism between c and c1 when it exists. Moreover, in
the following, except when it will be explicitly stated, every set tc P |C| | P pcqu
where P is a property resting on |C|, will denote the diagram whose the objects
are all the elements c and morphisms are all the monics in C between them.
Finally, given an object c P |C| and an element x P Upcq, we will denote by
xt the element of Uptq (we recall that t is the terminal object of C) such that
xt “ Upc֌ tqpxq.
Definition 4.1 (Structuring element) A structuring element is a map-
ping b : Uptq Ñ |C|.
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Example 4.2 In the morpho-category pPpSq,Ďq, given a set S, any mapping
b : S Ñ PpSq is a structuring element. This structuring element associates to
an element x P S a set bpxq whose elements are in relation with x.
When mathematical morphology is applied in image processing, we saw that in
this particular case, S is an Abelian group equipped with an additive law `, and
then given a point x P S, bpxq “ tx` b | b P Bu where B Ď S.
Example 4.3 Let us suppose a complete and co-complete topos C together with
a forgetful functor U : C Ñ Set satisfying the properties of Definition 3.1. Given
an object c P |C|, any mapping b : UprIdcsq Ñ |Subpcq| is a structuring element.
For instance, in the topos of directed graphs, i.e. the category of presheaves
F : B Ñ Set where B is the base category 11
V
s
))
t
55 E
Given a graph G : Bop Ñ Set, if we suppose that the forgetful functor U for-
gets on vertices with UprIdGsq “ GpV q, we can consider the structuring element
b : GpV q Ñ SubpGq which to any x P GpV q associates the subobject rGx ñ Gs
where Gx : B
op Ñ Set is defined by:
• GxpV q “ ty P GpV q | De P GpEq, Se “ tx, yuu Y txu, and
• GxpEq “ te P GpEq | Gpsqpeq “ x or Gptqpeq “ xu.
where Se “ tGpsqpeq, Gptqpequ for every edge e P GpEq.
4.1.1 Algebraic structures of structuring elements
Let StEl denote the set of all structuring elements of C. A partial order on StEl
can be defined using pointwise injection: b ĺ b1 ðñ p@x P Uptq, bpxq֌ b1pxqq.
Proposition 4.4 pStEl,ĺq is a complete lattice.
Proof C is a morpho-category. Hence, for all pbiqiPI P StEl, where I denotes
any index set, let us set
p
Ź
iPI biqpxq “
Ź
tbipxq | i P Iu
p
Ž
iPI biqpxq “
Ž
tbipxq | i P Iu
which are obviously the infimum (greatest lower bound) and the supremum
(least upper bound) of the family of bi, respectively. The greatest element is
the full structuring element defined by fullpxq “ t (the terminal object in C),
and the least element is the empty structuring element defined by emppxq “ H
(the intial object in C). l
11Be careful, here t designates the morphism between V and E in the base category B, and
should not be confused with the terminal object in C.
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Likewise, an internal composition law ‹ on StEl can be defined. Let b, b1 :
Uptq Ñ |C| be two structuring elements. Let b‹b1 : Uptq Ñ |C| be the structuring
element defined for every x P Uptq by:
pb ‹ b1qpxq “
ł
tb1pytq | y P Upbpxqqu
We show in the next proposition that the operation ‹ is associative. To equip
StEl with an identity element, we need to impose that the category C has atoms
for the forgetful functor U . Indeed, for morpho-categories C which have atoms
for U , we can define the structuring element sgt : x ÞÑ cx, that will be shown
to be the identity element.
Proposition 4.5 Under the condition that U reflects monics, pStEl, ‹, sgtq is
a monoid.
Proof Let us first show that ‹ is associative, i.e. let us show that pb ‹ b1q ‹ b2 “
b ‹ pb1 ‹ b2q. From the definition of the operation ‹, we have that
ppb ‹ b1q ‹ b2qpxq “
Ž
tb2pztq | z P Upb ‹ b
1pxqqu
“
Ž
tb2pztq | Dy P Upbpxqq, z P Upb
1pytqqu
“ pb ‹ pb1 ‹ b2qqpxq
Let us now show that sgt is the identity element for ‹, i.e. for every x P Uptq,
we have pb‹sgtqpxq “ bpxq and psgt‹bqpxq “ bpxq. By definition of the operations
‹ and sgt, we have that pb ‹ sgtqpxq “
Ž
tcyt | y P Upbpxqqu. Obviously, we have
for every y P Upbpxqq that Upcytq ֌ Upbpxqq, and then as U reflects monics
cyt ֌ bpxq. By the properties of colimits we can write that pb ‹ sgtqpxq֌ bpxq.
Now, as U preserves colimits, we also have that Upbpxqq֌ Uppb ‹ sgtqpxqq, and
then as U reflects monics, we conclude that bpxq֌ pb ‹ sgtqpxq.
We can conclude that pb ‹ sgtqpxq “ bpxq.
By definition, we have that psgt ‹ bqpxq “
Ž
tbpytq | y P Upsgtpxqqu, whence
we can directly conclude that psgt ‹ bqpxq “ bpxq. l
All the examples developed in this paper (sets, graphs, hypergraphs) satisfy
the conditions of Proposition 4.5 because each forgetful functor U is faithful and
then reflects monics and epics.
4.1.2 Erosion and dilation: Definitions
Definition 4.6 (Erosion) Let b be a structuring element of C. The erosion
over b, denoted by εrbs, is the mapping from C to C defined for every object
d P |C| as follows. Let Dεd be the diagram te P |C| | @v P Upeq, bpvtq֌ du, then
εrbspdq “
ł
Dεd
Example 4.7 In the morpho-category pPpSq,Ďq for a given set S, for every
A Ď S, we have DεA “ tE Ď S | @x P E, bpxq Ď Au. Hence, we have that
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εrbspAq “
Ť
EPDε
d
E “ tx P S | bpxq Ď Au.
In the case where S is an Abelian group with ` as additive law, given a struc-
turing element B, we have that DεA “ tE Ď S | @x P E, tx ` p | p P Bu Ď Au,
i.e. εrbspAq “ tx P S | Bx Ď Au where Bx “ tx` p | p P Bu (“ bpxq).
This shows that Definition 4.6 includes the classical definition of ε by B on sets
(see Section 2 for a reminder of mathematial morphology on sets).
Example 4.8 In the morpho-category pSubpcq,ĺq for a given object c in a com-
plete topos C equipped with a forgetful functor U satisfying all the conditions of
Definition 3.1, for every rf s P Subpcq, the set Dεrfs is D
ε
rfs “ trgs P Subpcq |
@x P Uprgsq, bpxq ĺ rf su, and then εrbsprf sq is the colimit of Dεrfs.
To illustrate this, let us take again the example of the topos of directed graphs
with the forgetful functor U defined on vertices and the mapping b as in Exam-
ple 4.3. Let G : Bop Ñ Set be a graph. Let rαs be a subobject of SubpGq. In
this case, εrbsprαsq “ rβs where β : G1 ñ G is the natural transformation with
G1 : Bop Ñ Set the graph defined by:
• G1pV q “ tx P GpV q | @e P dompαqpEq, x P αV pSeq ñ e P α
´1
E pGxpEqqu,
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and
• G1pEq “ te P GpEq | Gpsqpeq, Gptqpeq P G1pV qu.
Hence βV and βE are inclusion mappings.
Proposition 4.9 We have both that H P Dεd (and then
Ź
Dεd “ H) and
εrbspdq P Dεd.
Proof As U preserves colimits, it preserves initial object, and then this allows
us to conclude that H P Dεd.
In the same way, we know that U preserves colimits. Consequently, we have for
every v P Upεrbspdqq that bpvtq֌ d, whence we can conclude that εrbspdq P D
ε
d.
l
Hence, εrbspdq is the colimit of the cone pH֌ eqePDε
d
, and reciprocallyH is
the limit of the cocone pe֌ εrbspdqqePDε
d
.
Definition 4.10 (Dilation) Let b be a structuring element of C. The dilation
over b, denoted by δrbs, is the mapping from C to C defined for every object
d P |C| as follows. Let Dδd be the diagram te P |C| | @v P Updq, bpvtq֌ eu, then
δrbspdq “
ľ
Dδd
Example 4.11 In the category of sets Set, given a set S, for every A Ď S, the
dilation of A w.r.t. b is δrbspAq “
Ť
xPA bpxq. Hence, in the case where S is an
Abelian group with an additive law `, δrbspAq “
Ť
xPAtx` p | p P Bu where B
12Let us recall that here Se is the set tdompαqpsqpeq, dompαqptqpequ. We also recall by defini-
tion of natural transformation that αV and αE are the injective mapings αV : dompαqpV q Ñ
GpV q and αE : domapαqpEq Ñ GpEq (dompαq is a presheaf, i.e. dompαq : B
op Ñ Set).
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is a structuring element (and bpxq “ Bx “ x`B).
Here again, this shows that Definition 4.10 includes the classical definition of
δ by B on sets (see Section 2 for a reminder of mathematical morphology on
sets).
Example 4.12 Let us take again the example of the topos of directed graphs
with the forgetful functor U defined on vertices and the mapping b as in Exam-
ple 4.3. Let G : Bop Ñ Set be a graph. Let rαs be a subobject of SubpGq. In
this case, δrbsprαsq “ rβs where β : G1 ñ G is the natural transformation with
G1 : Bop Ñ Set the graph defined by:
• G1pV q “ tx P GpV q | @e P GpEq, Se “ tx, yu ñ x P αV pdompαqpV qq or y P
αV pdompαqpV qqu, and
• G1pEq “ te P GpEq | Gpsqpeq, Gptqpeq P G1pV qu.
Hence, βV and βE are inclusion mappings.
Proposition 4.13 We have both that t P Dδd (and then
Ž
Dδd “ t) and δrbspdq P
Dδd.
Proof The first point is a direct consequence of the terminality of t.
In the same way, by definition of Dδd, we have for every v P Updq that bpvtq֌
δrbspdq, whence we can conclude that δrbspdq P Dδd. l
Hence, δrbspdq is the limit of the cocone pe ֌ tqePDδ
d
, and reciprocally t is
the colimit of the cone pδrbspdq֌ eqePDδ
d
.
Proposition 4.14 The dilation of any element d of |C| can be decomposed as
follows: δrbspdq “
Ž
tbpvtq | v P Updqu.
Proof Obviously, we have that
Ž
tbpvtq | v P Updqu P D
δ
d, and then by the
properties of limits, δrbspdq֌
Ž
tbpvtq | v P Updqu.
Now, by Proposition 4.13, we have that δrbspdq P Dδd, and then for every v P
Updq, bpvtq ֌ δrbspdq. Hence, by the properties of colimits, we can conclude
that
Ž
tbpvtq | v P Updqu֌ δrbspdq. l
Proposition 4.14 then defines an algorithm to compute dilation by iterating
on the elements of Updq.13
We will give in the next section the definition of an algorithm to compute
erosions. However, to be able to compute erosions, some conditions on morpho-
categories will be required.
13Of course this requires that the set Updq is of finite cardinality, and the supremum of two
elements is computable (what is the case for all the examples presented in the paper).
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4.2 Results
Theorem 4.15 (Adjunction) For all d, e P |C|, the following equivalence holds:
d֌ εrbspeq ðñ δrbspdq֌ e
Proof (ùñ) Let us suppose that d֌ εrbspeq. By Proposition 4.9, we know that
εrbspeq P Dεe. Moreover, U preserves monics. We then have that Upd֌ εrbspeqq
is an injective mapping. Hence, for every v P Updq, we have that bpvtq֌ e, and
then we can deduce that e P Dδd. By the properties of limits, we then have that
δrbspdq֌ e.
(ðù) Let us suppose that δrbspdq֌ e. As U preserves monics, we have that
Upδrbspdq ֌ eq is an injective mapping. By Proposition 4.9, we further know
that δrbspdq P Dδd. Hence, we have for every v P Updq that bpvtq ֌ e, whence
we can conclude that d P Dεe, and then by the properties of colimits we have
that d֌ εrbspeq. l
As the adjunction property holds between εrbs and δrbs, the following stan-
dard results in mathematical morphology also hold.
Theorem 4.16 εrbs and δrbs are:
• monotonic: for every d, d1 P |C|, if d ֌ d1 then εrbspdq ֌ εrbspd1q and
δrbspdq֌ δrbspd1q;
• commutative with respect to
Ź
and
Ž
, respectively: for every diagram D
in C, εrbsp
Ź
Dq “
Ź
tεrbspdq | d P Du and δrbsp
Ž
Dq “
Ž
tδrbspdq | d P
Du;
• and satisfy the preservation properties: εrbsptq “ t and δrbspHq “ H;
Proof We prove these properties for εrbs. The proof for δrbs is substantially
similar. Note that while the sketch of the proof is similar to the classical proof
in the general algebraic setting of mathematical morphology, the detailed proof
is here adapted to the particular setting proposed in this paper and to its speci-
ficities.
• Monotonicity. Obviously, we have that εrbspdq “
Ž
te | e֌ εrbspdqu. By
adjunction, we then have that εrbspdq “
Ž
te | δrbspeq ֌ du. If d ֌ d1,
we then have that te | δrbspeq ֌ du Ď te | δrbspeq ֌ d1u, and thenŽ
te | δrbspeq֌ du֌
Ž
te | δrbspeq֌ d1u, whence we can conclude that
εrbspdq֌ εrbspd1q.
• Commutativity. Let D be a diagram of objects in C. By the properties
of limits,
Ź
D֌ d for every d P D. Therefore, by monotonicity, we have
that εrbsp
Ź
Dq ֌ εrbspdq, and then by the property of limits, we can
conclude that εrbsp
Ź
Dq֌
Ź
tεrbspdq | d P Du.
Let us prove the opposite direction. First, let us observe that for every
v P Up
Ź
tεrbspdq | d P Duq, we have that bpvtq ֌ d for every d P D. By
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the property of limits, we then have for every v P Up
Ź
tεrbspdq | d P Duq,
that bpvtq ֌
Ź
D. Hence,
Ź
tεrbspdq | d P Du belongs to the diagram
DεŹ
D
whence we conclude that
Ź
tεrbspdq | d P Du֌ εrbsp
Ź
Dq.
• Preservation. Obviously, we have that εrbspcq֌ c. In the same way, we
obviously have that c P Dεc , and then by the properties of colimits, we can
conclude that c֌ εrbspcq.
l
By the monotonicity property, both εrbs and δrbs are functors from C to
itself, and then by Theorem 4.15, δrbs is left-adjoint to εrbs in the category C.
As usual, the composition of erosion and dilation is not equal to the identity,
but produces two other operators, called opening (defined as δrbs ˝ εrbs) and
closing (defined as εrbs˝δrbs). Opening and closing have the following properties.
Theorem 4.17 εrbs˝δrbs (closing) and δrbs˝εrbs (opening) satisfy the following
properties:
• εrbs ˝ δrbs is extensive;
• δrbs ˝ εrbs is anti-extensive;
• εrbs ˝ δrbs ˝ εrbs “ εrbs;
• δrbs ˝ εrbs ˝ δrbs “ δrbs;
• εrbs ˝ δrbs and δrbs ˝ εrbs are idempotent.
Proof Here, the proof is the same as the classical one, and it is detailed here
for the sake of completeness, using the notations of the categorial setting.
• Extensivity of closing. Obviously, we have that δrbspdq ֌ δrbspdq, and
then by the adjunction property, we can conclude that d֌ εrbspδrbspdqq.
• Anti-extensivity of opening. Obviously, we have that εrbspdq ֌ εrbspdq,
and then by the adjunction property, we can conclude that δrbspεrbspdqq֌
d.
• Preservation. By anti-extensivity of opening we have that δrbspεrbspdqq֌
d, and then by monotonicity of erosion, we can conclude that
εrbspδrbspεrbspdqqq֌ εrdspdq
To show the opposite direction, we obviously have that δrbspεrbspdqq ֌
δrbspεrbspdqq, and then by the property of adjunction, we can conclude
that εrbspdq֌ εrbspδrbspεrbspdqqq.
The equation δrbs ˝ εrbs ˝ δrbs “ δrbs can be proved similarly.
• Idempotence. Direct consequence of the preservation properties.
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lA property which can be sought by the operations of erosion and dilation
is to be, respectively, anti-extensive (i.e. εrbspdq֌ d) and extensive (i.e. d֌
δrbspdq). With no further condition on the structure of objects c P |C|, we cannot
hope to have such results. Indeed, no structural link exists between the objects
e P Dεd (resp. d) and the objects bpvtq for each v P Upeq (resp. v P Updq). It can
be natural for an element v P Upcq to see the object bpvq as a neighborhood of
v, and which in our case can mean an object structured around the element v.
This is similar to a cover notion.
Definition 4.18 (Covered by) Let C be a morpho-category. Let b be a struc-
turing element. Let c P |C| be an object. We say that c is covered by b if
c֌
Ž
tbpvtq | v P Upcqu.
We say that C is covered by b if every object c P |C| is covered by b.
Theorem 4.19 Under the condition that C is covered by b, then εrbs and δrbs
are, respectively:
1. anti-extensive: for every d P |C|, εrbspdq֌ d;
2. extensive: for every d P C, d֌ δrbspdq.
Proof
• Anti-extensivity. By the hypothesis of cover for C, we have that e ֌Ž
tbpvtq | v P Upequ, and then e֌ d for every e P D
ε
d. Therefore, by the
property of colimits, we conclude that εrbspdq֌ d.
• Extensivity. By the hypothesis of cover for C we have that d֌
Ž
tbpvtq |
v P Updqu, and then d֌ e for every e P Dδd. Therefore, by the property
of limits, we conclude that d֌ δrbspdq.
l
Another property which can be sought is that erosion and dilation are dual
operations. Of course, this requires first to be able to define the notion of
complement what is made possible if morpho-categories are Cartesian closed.
Indeed, we have seen in Section 3 that given an object d P |C|, its complement
d is the object Hd (the exponential of the object d and the initial object H of
C).
Theorem 4.20 Let C be a morpho-category which is further Boolean and cov-
ered by b. Then, εrbspdq “ δrbspdq.
Proof By definition of erosion and dilation, we have:
1. εrbspdq “
Ž
te | @v P Upeq, bpvtq֌ du
2. δrbspdq “
Ž
te | Dv P Updq, bpvtq­֌eu
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By the first point we have for every e P Dε
d
that for every v P Upeq, bpvtq­֌d “ d
(C is Boolean).
As C is covered by b, this means that for every e P Dε
d
, there exists v P Updq
such that bpvtq­֌e, and then D
ε
d
Ď
Ž
te | Dv P Updq, bpvtq­֌eu.
By following the same process, we can show that
Ž
te | Dv P Updq, bpvtq­֌eu Ď
Dε
d
, and then concluding that εrbspdq “ δrbspdq. l
This cover condition added to atomicity allows us to further compute ero-
sions. Indeed, we have the following property:
Proposition 4.21 If C is covered by b and has atoms for U , then
εrbspdq “
$&
%
Ž
tcvt | v P Updq and bpvtq֌ duŽŽ
tbpvtq | v P Updq and bpvtq֌ d and @v
1 P bpvtq, bpv
1
tq֌ du
Proof As C is covered by b, we have both that
Ž
tcvt | v P Updq and bpvtq֌ du
and
Ž
tbpvtq | v P Updq and bpvtq֌ d and @v
1 P bpvtq, bpv
1
tq֌ du belong to D
ε
d,
and then so is their supremum, whence we can deduce that this supremum is
smaller than εrbspdq with respect to֌.
Now, as C is covered by b, we have for every e P Dεd that for every v P Upeq both
bpvtq֌ d and for every v
1 P Upbpvtqq that bpv
1
tq֌ d. And then, we have that
e֌
$&
%
Ž
tcvt | v P Updq and bpvtq֌ duŽŽ
tbpvtq | v P Updq and bpvtq֌ d and @v
1 P bpvtq, bpv
1
tq֌ du
whence we can conclude that
εrbspdq֌
$&
%
Ž
tcvt | v P Updq and bpvtq֌ duŽŽ
tbpvtq | v P Updq and bpvtq֌ d and @v
1 P bpvtq, bpv
1
tq֌ du
l
Remark 4.22 As C is supposed covered by b in Proposition 4.21, we have the
following property: @v P Uptq, cv ֌ bpvq. And then, either εrbspdq “
Ž
tcvt |
v P Updq and bpvtq֌ du if for every v P Updq such that bpvtq֌ d there exists
v1 P Upbpvtqq such that bpv
1
tq­֌d, or εrbspdq “
Ž
tbpvtq | v P Updq and bpvtq ֌
d and @v1 P bpvtq, bpv
1
tq֌ du otherwise.
This gives rise to the following algorithm:
1: procedure Erosion(d P |C| and b : Uptq Ñ |C|)
2: S “ tv P Updq | bpvtq֌ du
3: c “
Ž
tcvt | v P Su
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4: while S is not empty do
5: choose v P S
6: if @v1 P Upbpvtqq, bpv
1
tq֌ d then
7: c “ c_ bpvtq
8: S “ Sztvu
9: return c
Corollary 4.23 If C is covered by b and has atoms for U , then the algorithm
Erosion returns εrbspdq.
Proof Direct consequence of Proposition 4.21. l
5 Morpholizable categories
Complete toposes allow us to generate a whole family of morpho-categories, the
Heyting algebra SubpXq where X is any object of the topos under consider-
ation. The problem of these morpho-categories is that subobjects are equiva-
lence classes of monics defined up to domain isomorphisms. To define our two
mathematical morphology operations of erosion and dilation from a structuring
element, the notions of point and neighborhood around this point are essential.
We then need to choose one subobject among the set of isomorphic domains to
get this set of points and to define the notion of structuring elements (see Exam-
ple 3.2). But, in practice, chosen subobjects are linked by inclusion morphisms,
and not by monics.
Here, we will define a family of categories, the morpholizable categories,
which as presheaf toposes will also allow us to generate a whole family of
morpho-categories, but taking better account of the notion of inclusion between
subobjects.
5.1 Definitions and results
Definition 5.1 (Morpholizable category) A morpholizable category C
is a complete and co-complete category equipped with a family of faithful functors
pUiqiPI : C Ñ Set such that the following properties hold:
• Preservation of bounds: for every i P I, Ui preserves limits and colimits.
• Preservation of equality: for all objects c, d P |C|, if for every i P I,
Uipcq “ Uipdq, then c “ d.
Example 5.2 Given a presheaf topos SetB
op
, we can define the family of for-
getful functors pUb : F ÞÑ F pbqqbP|B|. Given a diagram D in Set
B
op
, we can
define the two presheaves Flim, Fcolim : B
op Ñ Set which to every b P B as-
sociates the limit and the colimit of the diagram Db “ tF pbq | F P Du (this
makes sense because the category Set is complete and cocomplete). Hence, each
Ub preserves both limits and colimits. Now, the family pUb : F ÞÑ F pbqqbP|B|
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obviously preserves equality.
Conversely, we cannot assure that each Ub is faithful for all presheaf toposes.
The reason is given two natural transformations α, β : F ñ F 1, α ‰ β only
means that there exists b P B such that αb ‰ βb, and then nothing prevents that
there are b1 ‰ b P B such that αb1 “ βb1 (there is a priori no link between F pbq
and F pb1q). This is of course not true for all the examples we have presented so
far (sets, graphs, and hypergraphs) which proves that for theses examples each
forgetful functor is faithful, and then all are morpholizable categories.
We will also develop another example of morpholizable category, the simplicial
complexes, which can not be defined as a presheaf topos 14.
Simplicial Complexes. Simplicial complexes are geometrical objects defined
by combinatory data. They enable to specify topological spaces of arbitrary di-
mensions. Simplicial complexes define particular hypergraphs 15. Indeed, a sim-
plicial complex K consists of a set of vertices V and a set E of subsets of V such
that E is closed under subsets, and for every v P V , tvu P E and H R E. Let
us note K the full subcategory of H whose the objects are simplicial complexes.
It is known that the category of simplicial complexes has limits and colimits for
small diagrams. The two forgetful functors UV and UE are defined as for hy-
pergraphs, and it is quite easy to show that they are faithful, and preserve limits
and colimits, and equalities.
Since C has limits and colimits, it has terminal and initial objects which are
respectively the limit and the colimit of the empty diagram. The initial object
is denoted by H, and the terminal one is denoted by 1.
By standard results of category theory, the following properties are satisfied:
Proposition 5.3 C satisfies the two following properties: for every i P I
1. each Ui preserves and reflects monics and epics;
2. the pushout of monics is a monic. By duality, the pullback of monics is a
monic. More generally, both limits and colimits of monics are monics.
Proof
1. A consequence of the fact that Ui is faithful is that each Ui reflects monics
and epics. This property, associated with the first property of Defini-
tion 5.1, leads to the fact that each Ui preserves and reflects epics and
monics.
14Simplicial complexes are particular hypergraphs, but unlike the category of hypergraphs,
the category of simplicial complexes is not a topos but only a quasi-topos (i.e. it is locally
cartesian closed and the subobject classifier Ω only classifies strong monics).
15Let us recall that a hypergraph is a set V whose elements are called vertices together with
a family E “ pEiqiPI of subsets of V called hyperedges. A morphism of hypergraphs between
pV, Eq and pW,F q is then a mapping f : V ÑW such that for every Ei P E, fpEiq P F .
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2. Let
c //
monic

d
f

c1 // d1
be a pushout diagram in C. From the first property of Proposition 5.3, each
Ui preserves and reflects monics and epics. Therefore, since Ui also pre-
serves pushout (the first property of Definition 5.1), and since the pushout
of monics is monic in Set, Uipfq is monic in Set. Since Ui reflects monics,
we have that f is monic in C. The proofs for pullback, limits and colimits
are similar.
l
Definition 5.4 (Inclusion) Let C be a morpholizable category, with its family
of faithful functors pUiqiPI . A morphism m : cÑ c
1 in C is called an inclusion
when for every i P I, each Uipmq is a set-theoretical inclusion. We will then
denote such an inclusion by c ãÑ c1. And we will denote by I the class of
inclusions of C.
Proposition 5.5 I is a partial order.
Proof Reflexivity is obvious. Transitivity is a direct consequence of the facts
that functors are structure-preserving maps between categories and that U re-
flects monics.
For the anti-symmetry, it is sufficient to show that there exists at most one
inclusion c ãÑ d between objects, and if there exists an inclusion d ãÑ c, then
c “ d.
Then, let us suppose that there exist two inclusionsm : c ãÑ d andm1 : c ãÑ d
in C. Since each Ui is faithful, we have that Uipmq ‰ Uipm
1q as m ‰ m1 which
is not possible for set inclusion.
Let us suppose that there are both c ãÑ d and d ãÑ c. By definition of
inclusion, we then have that Uipcq “ Uipdq for each i P I. Moreover, as there
is at most one inclusion between objects, we have that c » d, and then by the
preservation of equality condition, we can conclude that c “ d. l
Now, we are going to see how to extract for each object c P |C| a category
CIc which will be a morpho-category (see Theorem 5.8).
Proposition 5.6 Every morphism f : cÑ d in C can be factorized uniquely as
i ˝ e where i is an inclusion and e is an epic.
Proof Let pdÑ d
š
c dq where d
š
c d is the pushout
c
f //
f

d

d // d
š
c d
25
Since C has limits, let us denote by Impfq the limit of pd Ñ d
š
c dq. By
definition of limit, the limit Impfq comes with a morphism m : Impfq Ñ d,
and by the universality property of limits, we also have a unique morphism
g : c Ñ Impfq. Since each Ui preserves limits, pUipImpfqq, Uipmqq is the limit
of pUipdqÑ Uipdq
š
Uipcq
Uipdqq in Set, and then Uipmq : UipImpfqq Ñ Uipdq is
a monic and more precisely an inclusion, and Uipeq : Uipcq Ñ UipImpfqq is a
surjection. As each Ui reflects both monics and epics, we can conclude that m
is an inclusion and e an epic. l
Following [15], morpholizable categories are strongly inclusive. They then
satisfy the following supplementary properties (see [15] for their proofs):
• all isomorphisms are identities;
• any morphism which is both an inclusion and an epic is an identity;
• I is I-right-cancellable in the sense that if g ˝ f P I and g P I, then f P I;
• E is E-right-cancellable where E is the class of epics of C (i.e. Eop is Eop-
right-cancellable).
We denote by CI the subcategory of C where |CI | “ |C| and morphisms are
all the inclusions in I.
Proposition 5.7 In C, limits and colimits of inclusions are inclusions.
Proof In Set, it is known that limits and colimits of inclusions are inclusions. As
each Ui both preserves limits and colimits, and reflects monics, we can conclude
that limits and colimits of inclusions in C are inclusions. l
Since each Ui reflects monics, C
I has alsoH as initial object. Conversely, CI
has not necessarily a terminal object. The reason is that for most of morpholiz-
able categories (anyway all the categories presented in this paper), the terminal
object 1 has only one morphism to itself which is the identity Id1. This leads
to the fact that Uip1q is a singleton, and then, as Ui reflects epics, the unique
morphism from any object c to 1 is also an epic. Hence, the category CI has
limits but not necessarily colimits. By contrast, for any object c P |C|, the slice
category CI{c has for initial object the inclusionH ãÑ c and for terminal object
the identity Idc. Moreover, by Proposition 5.7, limits and colimits of inclusions
are inclusions, and then we conclude that the slice category CI{c has limits and
colimits. Obviously, there is the forgetful functor Uc : C
I{cÑ C which maps any
inclusion d ãÑ c to d and any inclusion d ãÑ d1 in CI{c to itself. This forgetful
functor leads to a full subcategory CIc of C
I . This subcategory is both complete
and co-complete. Hence, given an object c P C, CIc is the category whose objects
are all the subobjects and the morphisms are all the inclusions between them.
Theorem 5.8 The category CIc is a morpho-category.
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Proof The objects in CIc are partially ordered by inclusions, and given two
objects d and d1, the supremum of d and d1, denoted by
Ž
td, d1u, is the coproduct
of d and d1 in CIc , and the infimum of d and d
1, denoted by
Ź
td, d1u, is the unique
inclusion pullback of the inclusions pd ãÑ
Ž
td, d1u, d1 ãÑ
Ž
td, d1uq. Hence, CIc is
a category finitely complete and finitely co-complete. Now, by Proposition 5.7,
this category is further complete and co-complete. Finally, by Proposition 5.3,
each Ui preserves monics and colimits. l
Example 5.9 In any presheaf category SetB
op
, given a presheaf F : Bop Ñ Set,
the category pSetB
op
qIF has for objects all the presheaves F
1 : Bop Ñ Set such
that for every b P B, F 1pbq Ď F pbq.
5.2 Mathematical morphology over morpholizable cate-
gories
Let C be a morpholizable category whose the family of faithful functors is pUiqiPI .
Let c P |C| be an object. We have seen in the previous section that the category
CIc is a morpho-category. We can then define on it both operations of erosion and
dilation based on structuring elements defined in Section 4. In this framework,
structuring elements are mappings b : Uipcq Ñ |C
I
c | for a given faithful functor
Ui.
Here, to facilite the presentation, we use the standard definition of sets,
graphs and hypergraphs, rather than the one we followed in the previous section
to define them by presheaves.
Example 5.10 In the category of undirected graphs G, if we consider the forget-
ful functor UV , then given a graph G “ pV,Eq the mapping b can be defined for
example as: for every vertex x P V , bpxq “ Gx where Gx “ pVx, Exq is the sub-
graph of G such that Vx “ ty | tx, yu P EuYtxu and Ex “ ttx, yu P E | y P Vxu.
Now, if we consider the forgetful functor UE, then given a graph G “ pV,Eq, a
possible mapping b can be: for every edge tx, yu P E, bptx, yuq “ Gtx,yu where
Gtx,yu “ pVtx,yu, Etx,yuq is the subgraph of G such that Vtx,yu “ tz | tx, zu P
E or ty, zu P Eu and Etx,yu “ ttx, zu P E | z P Vtx,yuuYtty, zu P E | z P Vtx,yuu.
Example 5.11 In the category of hypergraphs H, if we consider the forgetful
functor UV , then given a hypergraph H “ pV,E “ pEiqiPIq, the mapping b can
be defined as: for every vertex x P V , bpxq “ Hx with Hx “ pVx, Exq is the
sub-hypergraph of H where Vx “
Ť
tEi | i P I, x P Eiu and Ex “ pEjqjPJ such
that J “ ti P I | x P Eiu.
If the forgetful functor is UE, then given a hypergraph H “ pV,E “ pEiqiPIq,
a possible b can be: for every hyperedge Ei P E, bpEiq “ HEi where HEi “
pVEi , EEiq is the sub-hypergraph of H such that VEi “
Ť
tEj | Ei X Ej ‰ Hu
and EEi “ tEj P E | Ej Ď VEiu “ tEj P E | Ei X Ej ‰ Hu.
Example 5.12 In the category of simplicial complexes K, given a simplicial
complex K “ pV, pEiqiPIq, we can define for every x P V , bpxq “ Kx with Kx “
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pVx, Exq the sub-simplicial complex of K such that Vx “
Ť
tEi | i P I, x P Eiu
and Ex “ tEi ‰ H | Dj P I, x P Ej and Ei Ď Eju.
Given a structuring element b : Uipcq Ñ |C
I
c |, the erosion over b is then the
mapping εrbs from CIc to C
I
c which for every object d P |C
I
c | yields εrbspdq “
Ž
Dεd
where Dεd “ te P |C
I
c | | @v P Uipeq, bpvq ãÑ du.
Example 5.13 In the category of graphs G, if we forget on the set of vertices,
given a graph G “ pV,Eq and considering the structuring element defined in
Example 5.10, for every subgraph G1 “ pV 1, E1q the erosion of G1 is εrbspG1q “
pV ,Eq where
V “ tx P V | Gx ãÑ G
1u
E “ ttx, yu | x, y P V u
When we forget on edges, we have that εrbspG1q “ pV ,Eq where
V “ tx P V | Dy P V, tx, yu P E1 and @y P V, tx, yu P E1 ñ Gtx,yu ãÑ G
1u
E “ ttx, yu P E1 | x, y P V u
Example 5.14 In the category of hypergraphs H, if we forget on vertices, given
a hypergraph H “ pV,E “ pEiqiPIq and considering the structuring element
defined in Example 5.11, for every sub-hypergraph H 1 “ pV 1, E1q, the erosion of
H 1 is εrbspH 1q “ pV ,Eq where
V “ tx P V | Hx ãÑ H
1u
E “ tEi | i P I and Ei Ď V u
When we forget on hyperedges, we have that εrbspH 1q “ pV ,Eq where
V “ tx P V | Di P I 1, x P E1i and @j P I
1, x P E1j ñ HE1j ãÑ H
1u
E “ tE1i P E
1 | E1i Ď V u
Example 5.15 In the category of simplicial complexes K, given a simplicial
complex K “ pV,E “ pEiqiPIq, for b defined as in Example 5.12, for every sub-
simplicial complex K 1 “ pV 1, E1q, the erosion εrbspK 1q of K 1 is defined as for
hypergraphs when we forget on vertices. We find the definition of the operator
ClA given in [16] where given a sub-simplicial complex X, ClApXq is the largest
simplicial complex contained in X.
In the same way, given a structuring element b : Uipcq Ñ |C
I
c |, the dilation
over b is the mapping δrbs from CIc to C
I
c which to every object d P |C
I
c | yields
δrbspdq “
Ź
Dδd where D
δ
d “ te P |C
I
c | | @v P Updq, bpvq ãÑ eu.
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Example 5.16 In the category of graphs G, if we forget on the set of vertices,
given a graph G “ pV,Eq and considering the structuring element defined in
Example 5.10, for every subgraph G1 “ pV 1, E1q the dilation of G1 is δrbspG1q “
pV ,Eq where
V “ tx P V | Vx X V
1 ‰ Hu
E “ ttx, yu P E | x, y P V u
When we forget on edges, we have that δrbspG1q “ pV ,Eq where
V “ tz P V | De P E, Se X V
1 ‰ H and z P Veu
E “ ttx, yu P E | x, y P V u
Note that this dilation is not extensive: if G1 contains isolated vertices, these
vertices do not belong to the dilated graph, which makes sense with this definition
of b and associated dilation, purely based on edges.
A simple example illustrates these definitions in Figure 2.
Figure 2: A simple example of a graph dilation. The graph G is composed of a
set of vertices V represented by black dots, and a set of edges E represented by
black lines. The subgraph G1 “ pV 1, E1q has two vertices and one edge joining
them (inside the red line). Its dilation δrbspG1q has 4 vertices and 4 edges,
enclosed in the blue line. Now if V 1 contains also the isolated vertex, then this
vertex would belong to the dilation if we forget on vertices, but not if we forget
on edges, illustrating the difference between both examples.
Example 5.17 In the category of hypergraphs H, if we forget on vertices, given
a hypergraph H “ pV,E “ pEiqiPIq and considering the structuring element
defined in Example 5.11, for every sub-hypergraph H 1 “ pV 1, E1q, the dilation of
H 1 is δrbspH 1q “ pV ,Eq where
V “ tx P V | Vx X V
1 ‰ Hu
E “ tEi P E | Ei Ď V u
This example corresponds to one of the dilations proposed in [7]. A simple
illustration is given in Figure 3.
When we forget on hyperedges, we have that δrbspH 1q “ pV ,Eq where
V “ tz P V | DEi P E,Ei X V
1 ‰ H and z P Eiu
E “ tEi P E | Ei Ď V u
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Figure 3: Illustration of the dilation of an hypergraph by forgetting on vertices.
The figure on the left represents V (vertices represented as points) and E (hy-
peredges represented as closed lines). The red lines indicate the hyperedges of
H 1. The vertices of H 1 are the points enclosed in these lines. The blue lines
on the right represent the hyperedges of δrbspH 1q and its vertices are the points
enclosed in these lines. Figure from [7].
Since simplicial complexes define a subclass of hypergraphs, similar defini-
tions as in Example 5.17 for erosion and dilation can be given for this subclass.
6 Application: morpho-logic
In [6], it was shown that standard modalities l and ♦ of the propositional modal
logic can be defined as morphological erosion and dilation based on structuring
elements defined over the lattice PpΩq where Ω is a set of possible worlds. Here,
we propose to extend this formalization to any morpho-category. To allow for
reasoning, we must impose the constraints on morpho-categories to be Cartesian
closed and covered by the structuring element.
Syntax. Let P be a countable set whose elements are called propositional
variables and denoted by letters p, q, r, . . . The set F of formulas is defined by
the following grammar:
ϕ, ψ ::“ J|K|p| ϕ|ϕ^ ψ|ϕ_ ψ|ϕñ ψ|lϕ|♦ϕ
where p runs through P .
Semantics. A modelM is a triple pC, b, νq where:
• C is a morpho-category which is further Cartesian closed and covered by
b,
• b : Uptq Ñ |C| is a structuring element, and
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• ν : P Ñ |C| is a mapping called valuation.
The semantics of formulas in a modelM is a mapping rrMssp q : F Ñ |C| defined
by structural induction on formulas as follows:
• rrMsspJq “ t (t is the terminal object of C),
• rrMsspKq “ H (H is the initial object of C),
• rrMssppq “ νppq,
• rrMssp ϕq “ HrrMsspϕq (i.e. the exponential of H and rrMsspϕq),
• rrMsspϕ^ψq “ rrMsspϕq^rrMsspψq (the infimum of rrMsspϕq and rrMsspψq),
• rrMsspϕ_ψq “ rrMsspϕq_rrMsspψq (the supremum of rrMsspϕq and rrMsspψq),
• rrMsspϕñ ψq “ rrMsspψqrrMsspϕq (the exponential of rrMsspψq and rrMsspϕq),
• rrMssplϕq “ εrbsprrMsspϕq (the erosion of rrMsspϕq with respect to b),
• rrMssp♦ϕq “ δrbsprrMsspϕq (the dilation of rrMsspϕq with respect to b)
We write M |ù ϕ if and only if rrMsspϕq » t. And then, standardly, given a set
of formulas Γ and a formula ϕ, we write Γ |ù ϕ to mean that for every model
M which for every formula ψ P Γ verifies M |ù ψ, we have that M |ù ϕ.
Here, a standard Kripke model pQ,R, νq whereQ is a set of states, R Ď QˆQ
is an accessibility relation, and ν : P Ñ PpQq is a mapping, is represented by
the model M “ pPpQq, b, νq where b : Q Ñ PpQq is defined by: @q P Q, bpqq “
tq1 P Q | pq, q1q P Ru.
As is customary, our semantics brings back the implication to the order
relation֌ in C.
Lemma 6.1 M |ù ϕñ ψ iff rrMsspϕq֌ rrMsspψq.
Proof Cartesian closed morpho-categories internally define Heyting algebras,
and then they satisfy the following property:
rrMsspϕq֌ rrMsspψq ðñ rrMsspψqrrMsspϕq » t
l
By the constraint for C to be Cartesian closed, the logic defined here is
intuitionistic. Hence, the propositional connectives ^ and _ and the modalities
l and ♦ are not dual.
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A sound and complete entailment system. Here, we propose to establish
the consequence relation$, called proofs, between set of formulas and formulas.
We then consider the following Hilbert-system.
• Axioms:
– Tautologies: all intuitionistic propositional tautology instances 16,
– Preservation:
∗ ♦K ô K
∗ lJ ô J
– Commutativity:
∗ lpϕ^ ψq ô lϕ^lψ
∗ ♦pϕ _ ψq ô ♦ϕ_ ♦ψ
– Anti-extensivity:
∗ lϕñ ϕ
∗ ♦lϕñ ϕ
– Extensivity:
∗ ϕñ ♦pϕq
∗ ϕñ l♦ϕ
• Inference rules:
– Modus Ponens:
ϕñ ψ ϕ
ψ
– Necessity:
ϕ
lϕ
Derivation is defined as usual, that is, given a formula ϕ P F , ϕ is derivable,
written $ ϕ, if ϕ is one of the axioms, or follows from derivable formulas through
applications of the inference rules.
The proof of completeness that we present here follows Henkin’s method [21].
This method relies on the proof that every consistent set of formulas has a model.
This relies on the deduction theorem which is known to fail for modal logics
except under some conditions [19]. Here, we restrict the notion of derivation
of a formula ϕ from a set of formulas Γ, written Γ $ ϕ, to the notion of local
derivation defined by: Γ $ ϕ iff there exists a finite subset tϕ1, . . . , ϕnu Ď Γ
such that $ ϕ1 ^ . . .^ ϕn ñ ϕ.
16We call intuitionistic propositional tautology instance any formula ϕ such that there
exists an intuitionistic propositional tautology ψ whose propositional variables are among
tp1, . . . , pnu and n formulas ϕ1, . . . , ϕn such that ϕ is obtained by replacing in ψ all the
occurrences of pi by ϕi for i P t1, . . . , nu. It is not difficult to show that if ψ is a propositional
tautology, then for every model M, rrMsspϕq » t.
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Theorem 6.2 The proof system defined above is sound, i.e. if Γ $ ϕ, then
Γ |ù ϕ.
Proof First, let us prove that $ ϕ ùñ|ù ϕ. The soundness of axioms is obvious
by Lemma 6.1 and the results proved in Section 4.2.
Soundness of Modus Ponens is obvious, and soundness of the Necessity rule
and Monotony rule are direct consequences of Theorem 4.16.
To finish the proof, let us suppose that Γ $ ϕ. Let M be a model of
Γ. By definition, Γ $ ϕ means that there exists tϕ1, . . . , ϕnu Ď Γ such that
ϕ1 ^ . . . ^ ϕn ñ ϕ. By the previous soundness result, we have that M |ù
ϕ1^ . . .^ϕn ñ ϕ. As tϕ1, . . . , ϕnu Ď Γ, we have that rrMsspϕ1^ . . .^ϕnq « t,
and the by Lemma 6.1, rrMsspϕq « t (i.e. M |ù ϕ). l
Thanks to this definition of local derivability, we get the deduction theorem.
Proposition 6.3 (Deduction theorem) Let Γ Ď F be a set of assumptions.
Then, we have ΓY tϕu $ ψ if, and only if Γ $ ϕñ ψ.
Proof The necessary condition is obvious, and can be easily obtained by Modus
Ponens and monotonicity (if Γ $ ϕ and Γ Ď Γ1, then Γ1 $ ϕ - see Proposition 6.5
below).
Let us prove the sufficient condition. Let us suppose that ΓYtϕu $ ψ. This
means that there exists tϕ1, . . . , ϕnu Ď Γ such that $ ϕ1 ^ . . .^ ϕn ñ ψ. Two
cases have to be considered:
1. there exists i, 1 ď i ď n such that ϕ “ ϕi. The exportation rule p^ q ñ
r ô p ñ q ñ r is a valid rule in propositional logic. Therefore, we can
write that $ ϕ1 . . . , ϕn ñ ϕi ñ ψ, i.e. Γ $ ϕñ ψ.
2. For every i, 1 ď i ď n, ϕ ‰ ϕi. We can then write that $ ϕ1 ^ . . .^ϕn ^
ϕ ñ ψ. By the exportation rule, we can also write $ ϕ1 ^ . . . ^ ϕn ñ
ϕñ ψ, that is Γ $ ϕñ ψ.
l
Corollary 6.4 For every Γ Ď F and every ϕ P F , Γ $ ϕ if and only if Γ Y
t ϕu $ K.
Proof The ”ñ” part is obvious. Let us prove the ”ð” part. Let us suppose that
ΓYt ϕu $ K. This means that there is a finite subset tϕ1, . . . , ϕnu Ď ΓYt ϕu
such that ϕ1 ^ . . .^ϕn ñ K, and then by the propositional logic, we have that
ϕ1^ . . .^ϕn ñ ϕ (i.e. ΓYt ϕu $ ϕ). By the deduction theorem, we can then
write Γ $  ϕ ñ ϕ. The formula p ϕ ñ ϕq ñ ϕ is a tautology, and then by
Modus Ponens we have that Γ $ ϕ. l
We also find the other standard properties associated to theoremhood, de-
ducibility and consistency that we summarize in the following proposition.
Proposition 6.5
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1. $ ϕ iff for every Γ Ď F , Γ $ ϕ.
2. if Γ $ Γ1 and Γ1 $ ϕ, then Γ $ ϕ.
3. if ϕ P Γ, then Γ $ ϕ.
4. if Γ $ ϕ and Γ Ď ∆, then ∆ $ ϕ.
5. Γ $ ϕ iff there exists a finite subset ∆ of Γ such that ∆ $ ϕ.
6. if Γ is consistent, then there exists a formula ϕ P F such that not Γ $ ϕ.
7. Γ is consistent iff there is no ϕ P F such that both Γ $ ϕ and Γ $  ϕ.
8. ΓY tϕu is consistent iff not Γ $  ϕ.
Proof See the proof of Theorem 2.16 in [12]. l
For example, from the inference system and all the properties associated
with it, we can prove the following statements:
• Monotony:
– pϕñ ψq ñ plϕñ lψq
– pϕñ ψq ñ p♦ϕñ ♦ψq
• Adjunction: pϕñ lψq ô p♦ϕñ ψq
• Kripke Schema: lpϕñ ψq ñ plϕñ lψq
For instance the adjunction property is proved from the following two se-
quences:
• ϕñ lψ $ ϕñ lψ
• ϕñ lψ $ pϕñ lψq ñ p♦ϕñ ♦lψq (Commutativity of ♦)
• ϕñ lψ $ ♦ϕñ ♦lψ (Modus Ponens)
• ϕñ lψ $ ♦lψ ñ ψ (anti-extensivity of ♦l)
• ϕñ lψ $ ♦ϕñ ψ (transitivity of implication)
• $ pϕñ lψq ñ p♦ϕñ ψq (Deduction theorem)
Similarly, we have
• ♦ϕñ ψ $ ♦ϕñ ψ
• ♦ϕñ ψ $ p♦ϕñ ψq ñ pl♦ϕñ lψq (Commutativity of l)
• ♦ϕñ ψ $ l♦ϕñ lψ (Modus Ponens)
• ♦ϕñ ψ $ ϕñ l♦ϕ (extensivity of l♦)
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• ♦ϕñ ψ $ ϕñ lψ (transitivity of implication)
• $ p♦ϕñ ψq ñ pϕñ lψq (Deduction theorem)
Definition 6.6 (Maximal Consistence) A set of formulas Γ Ď F is maxi-
mally consistent if it is consistent (i.e. we have not Γ $ K) and there is no
consistent set of formulas properly containing Γ (i.e. for each formula ϕ P F ,
either ϕ P Γ or  ϕ P Γ, but not both).
Proposition 6.7 Let Γ Ď F be a consistent set of formulas. There exists a
maximally consistent set of formulas Γ Ď F that contains Γ.
Proof Let S “ tΓ1 Ď F | Γ1 is consistent and Γ Ď Γ1u. The poset pS,Ďq is
inductive. Therefore, by Zorn’s lemma, S has a maximal element Γ. By defini-
tion of S, Γ is consistent and contains Γ. Moreover, it is maximal. Otherwise,
there exists a formula ϕ P F such that ϕ R Γ. As Γ is maximal, this means that
ΓY tϕu is inconsistent, and then ΓY t ϕu is consistent. As Γ is maximal, we
can conclude that  ϕ P Γ. l
To show completeness, we need first to build a canonical model whose be-
havior is equivalent to derivabilty.
Definition 6.8 (Canonical model) Let Γ Ď F be a set of formulas. MΓ “
pC, b, νq is the canonical model over Γ defined by:
• the lattice C whose the elements are all maximally consistent sets Γ
1
with
Γ1 Ď Γ. The infimum (resp. supremum) of two maximally consistent sets
Γ1 and Γ2 is given by Γ1 X Γ2 (resp. Γ1 Y Γ2). It is quite obvious to show
that this lattice is complete and it satisfies the infinite distributive law.
Finally, given two maximally consistent sets Γ1 and Γ2 we define their
exponential Γ1
Γ2
by
Ž
tΓ3 | Γ3^Γ2 Ď Γ1u. As the infinite distributive law
is satisfied, Γ1
Γ2
is the exponential of Γ1 and Γ2.
• b : Γ Ñ C is the mapping which associates to every ϕ P Γ the maximally
consistent set tϕu. It is easy to show that C is covered by b.
• ν : P Ñ C is the mapping defined by: p ÞÑ
"
Γ if p P Γ
H otherwise
Proposition 6.9 For every ϕ P F , we have either rrMΓsspϕq “ Γ and ϕ P Γ,
or rrMΓsspϕq “ H and ϕ R Γ.
Proof By structural induction on the formula ϕ. The basic case as well as the
cases where ϕ is of the form ϕ1 ^ ϕ2 and ϕ1 _ ϕ2 are obvious. The other cases
are treated as follows:
• ϕ is of the form ϕ1 ñ ϕ2. By definition, we have that
rrMΓsspϕq “
ł
tΓ
1
| Γ
1
^ rrMΓsspϕ1q Ď rrMΓsspϕ2qu
Here, by the induction hypothesis several cases have to be considered:
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1. rrMΓsspϕ1q “ H and rrMΓsspϕ2q “ H. In this case, we necessarily
have that rrMΓsspϕq “ Γ.
2. rrMΓsspϕ1q “ H and rrMΓsspϕ2q “ Γ. In this case, we necessarily
have that rrMΓsspϕq “ Γ.
3. rrMΓsspϕ1q “ Γ and rrMΓsspϕ2q “ H. In this case, we necessarily
have that rrMΓsspϕq “ H.
4. rrMΓsspϕ1q “ Γ and rrMΓsspϕ2q “ Γ. In this case, we necessarily have
that rrMΓsspϕq “ Γ.
In all the case, as Γ is maximally consistent, we easily deduce that ϕ
belongs or not to Γ depending on the case.
• ϕ is of the form  ψ. By definition, we have that
rrMΓsspϕq “
ł
tΓ
1
| Γ
1
^ rrMΓsspψq Ď Hu
Here, by the induction hypothesis, two cases have to be considered:
1. rrMΓsspψq “ H. We then have that rrMΓsspϕq “ Γ.
2. rrMΓsspψq “ Γ. We then have that rrMΓsspϕq “ H.
As Γ is maximally consistent, deducing whether ϕ belongs or not to Γ
depending on the case is also obvious.
• ϕ is of the form lψ. By definition, we have that
rrMΓsspϕq “
ł
tΓ
1
| @θ P Γ
1
, tθu Ď rrMΓsspψqu
Here, by the induction hypothesis, two cases have to be considered:
1. rrMΓsspψq “ H. We then have that rrMΓsspϕq “ H.
2. rrMΓsspψq “ Γ. We then have that rrMΓsspϕq “ Γ (cf. Theorem 4.16).
As Γ is maximally consistent, deducing whether ϕ belongs or not to Γ
depending on the case is direct by the Necessity rule.
• ϕ is of the form ♦ψ. By definition, we have that
rrMΓsspϕq “
ľ
tΓ
1
| @θ P rrMΓsspψq, tθu Ď Γ
1
u
Here, by the induction hypothesis, two cases have to be considered:
1. rrMΓsspψq “ H. We then have that rrMΓsspϕq “ H (cf. Theo-
rem 4.16).
2. rrMΓsspψq “ Γ. We then have that rrMΓsspϕq “ Γ.
As Γ is maximally consistent, deducing whether ϕ belongs or not to Γ de-
pending on the case is direct by the extensivity axiom and Modus Ponens.
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lCorollary 6.10 Γ $ ϕðñMΓ |ù ϕ
Proof Direct consequence of Proposition 6.9. l
Theorem 6.11 (Completeness) For every Γ Ď F and every ϕ P F , we have
that:
Γ |ù ϕ ùñ Γ $ ϕ
Proof If Γ&ϕ, then ΓY t ϕu is consistent. By Proposition 6.7, there exists a
maximal consistent set of formulas Γ that extends Γ, and then by Corollary 6.10,
we have that that MΓ |ù  ϕ, i.e. MΓ ­|ùϕ. l
If we restrict ourselves to the presheaf topos of sets (i.e. the topos of
presheaves of the form F : ‚ Ñ Set), we then find the standard normal modal
logic T and its extensions S4, B and S5 if we add the following axioms:
• lϕñ llϕ (S4)
• ϕñ l♦ϕ (B)
• ♦ϕñ l♦ϕ (S5)
In this case, models are of the form ppPpQq,Ďq, b, νq where Q is the set
of states, b : Q Ñ PpQq is the accessibility relation, and ν : P Ñ PpQq is
the evaluation of propositional variables, and then morpho-categories under
consideration are Boolean. Hence, the defined logic is not intuitionistic anymore
but classical. The calculus presented above has then to be transformed by
accepting as tautologies all propositional tautology instances, and by adding
the following axiom:
• Duality:  lϕô ♦ ϕ
The proof of completeness is then in all respects equivalent to that above.
7 Conclusion
Deterministic mathematical morphology dealing with increasing operations re-
lies on two core notions: the one of adjunction that induces powerful algebraic
properties of the operators, and the one of structuring element, that allows
defining concrete instantiations of abstract operators, useful in many applica-
tions on various structures such as images or more generally spatial information,
graphs and hypergraphs, etc. In this paper, we proposed an additional level of
abstraction by moving to the domain of categories. We introduced the notion
of morpho-categories, on which dilations and erosions based on structuring el-
ements (defined abstractly) are built. We showed that such categories can be
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defined from topos of presheaves, which are general enough to include a number
of structures (sets, hypergraphs, etc.). Then in order to be able to handle inclu-
sions between subobjects, we introduced the notion of morpholizable category
defined from a family of faithful functors associated with the category. Inclu-
sion morphisms were then defined. Besides the definitions and theoretical results
proved in the paper, examples of structuring elements in this new framework
and associated dilations and erosions illustrated that the proposed construction
applies to sets, graphs, hypergraphs, simplicial complexes, and includes previ-
ous definitions on such structures. Hence the proposed abstraction encompasses
each particular case, and can be instantiated in many different ways. Finally, we
applied our abstract framework to define an intuitionistic modal logic by giving
semantics of the modalities l and ♦ from erosion and dilation, respectively.
Future work will aim at further investigating the capabilities of the proposed
framework, for example to deal with imprecision, based on fuzzy representations,
or to handle extensions of simplicial complexes, such as simplicial sets (which can
be defined by presheaves F : ∆op Ñ Set where ∆ is the simplex category, i.e. the
category of finite ordinals with order-preserving functions as morphisms), in a
algebraic topology context. Another extension would be to study the properties
of the modal logic defined in the paper (e.g. Henessy-Milner theorem, finite
model property, decidability results) and also to explore its links with spatial
reasoning. For this, we could adapt and continue the approach that we initiated
in [3].
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