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Operator valued analogs of the Chandrasekhar H-function, that occur in the 
study of neutron transport in a slab with continuous energy dependence and 
anisotropic scattering, satisfy a system of nonlinear integral equations. An 
appropriate Banach space setting is found for the study of this system. We 
show that the system may be solved by iteration. We extend the domain of 
analyticity of H, and H, by means of bifurcation theory. 
I. INTRODUCTION 
In [lo], Mullikin considered Wiener-Hopf factorizations of certain operator- 
valued functions that arise in the study of one-speed neutron transport in a slab 
with anisotropic scattering. This factorization has the form 
(1 - @(X)) %(A, 5) =%(--x, 5) = 1. (1.1) 
In (I. 1) & is the Fourier transform of a compact, operator-valued function K(x) 
and I is the identity. 2,. - I and HZ - I are Fourier transforms of compact, 
operator-valued functions r, and r, whose supports lie in (0, ~xJ). 5 is a complex 
parameter and 
sup II Q%,, = 1. (1.2) 
AER 
In (I .2), // . jlyp denotes spectral radius. Mullikin derived a system of coupled 
nonlinear integral equations for the functions Hr(v, 5) and Ht(v, LJ, where 
%L(& 5) = Z,t(+ 0, Rev b0, (1.3) 
and H,,, is used to denote H, or Hz . 
The purpose of this paper is three-fold. First we show that Mullikin’s equa- 
tions are valid with only minor modifications in the more general case of aniso- 
topic transport depending continuously on energy. We develop notation that 
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allows the nonlinear system for H, and H, to be written in a compact way in a 
convenient Banach space setting. We then show that the equations for H,. and 
Hz may be solved by an iterative method. Mull&in and the author [S] have 
recently proved a similar result in the case of isotropic scattering. Earlier results 
of this type may be found in [1, 2, 61. Th e p roof given here differs from that of 
[g] in that the power series expansions of H,. and Hl play a direct role. 
Finally, we show that H, and Hl are analytic in (1 - #‘a for 1 in a cut 
neighborhood of 1. Our proof depends on a bifurcation analysis of the nonlinear 
system for H, and Hl . Applications of results of this nature may be found in 
[7, 9, 111. 
The equation for steady state neutron transport in a slab with anisotropic 
scattering and continuous energy dependence may be written as follows, [12], 
p g (s w) + 4(x, w) = w, w> 
F(x, w) = S(x, w) + 5 s, K&J, w’) 4(x, w’) &J’. 
(l-4) 
Here w = (I?, cp) E [& , I&] x S2 = Q, x > 0, 0 < Es < Er <co. E denotes 
energy and cp a direction vector. p is the cosine of the angle made by the vector cp 
and the positive x-axis. u is a continuous function of E on [E, , El] satisfying 
0 > 1. K is continuous on D x Q and satisfies: 
The integral operator X0 on q(Q) having kernel K,,(w, w’) cl(E’) 
is positive in the sense of [5] and has spectral radius 1. (1.5) 
S(x, W) is continuous on [O, co) x Q and satisfies 
s 
u: 
sup 1 S(x, w)/ dx < co. 
0 wera 
We seek solutions a that satisfy the boundary conditions 
(1.6) 
(1.7) 
We let V(Q) and L,(Q) denote the spaces of continuous and essentially 
bounded functions on D with the sup-norm. l% and C are the real and complex 
numbers. 
For ~43 a Banach space and I an interval in R, let Z’(9) be the algebra of 
bounded linear operators on 93, Corn(9) the sub-algebra of compact operators 
on a’, and &(I, a) (1 < p < co) the space of Bochner p-integrable functions 
from I to a’. 
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We define K E Bi((0, co), Com(L,(S))) by 
K(x)f(w) = S, Ko(~, w’) e-lalo(E’)‘lu’le(x~‘) &f(w’) dw’. (1.8) 
In (1.8), 6 denotes the Heavyside function, 
We may then convert the problem given by (I .4) and (1.7) to a Wiener-Hopf 
equation for F E B,((O, CD), L,(Q)) 
F(x) - 5 lrn K(x - y) F(y) dy = S(x), x > 0. (1.9) 
0 
The assumptions on K, and the theory developed in [4], [5] and [6j imply that 
(1.9) has a unique solution F for ( 5 [ < 1 and that the function (I - @(A)) = 
I - 5 sT”m K(a) ezxA dx, admits the Wiener-Hopf factorization (1.1). Let 
Q+ = {W E ~2 1 p > 01. We state some properties of ~?r and S’r that will be 
useful in what follows, these properties follow easily from [lo]. 
PROPOSITION (1.1). Let B(h, [) be any of the operators &,,(A, {), &‘$(A, 5). 
Then the following hold: 
(9 W, 5) - I is an analytic Com(L,(Q)) valued function for 1 5 ) < 1, 
ReA>O 
(ii) B(h, 5) is a continuous DEP(L,(SZ))-waked function for / 5 1 < 1, 
Reh>O 
(iii) B(A, 5) - I is an integral ope-rator with kernel in L&2 x 52) fur 
151 <I, Reh>,O. 
Moreover if IIr,l(v, 5) isgiven 6y (1.3), the kernel h7,1(v, W, w’, 5) of IIr,l(v, 5) - I 
is nonnegatiwe on Sz X Q, in fact 
(iv) h,(v, w, w’, 5) > 0 on J2 x Q, Y > 0, 0 < 5 < 1 
(v) h,(v, w, w’, 5) > 0 on 12 x Q+ , v 2 0, 0 < 5 < 1 
(vi) h, is continuous on [0, 00) x l2 x Q for 1 5 / < 1 
(vii) h, is continuous on [0, co) x Q x Q+ for / 5 1 < 1 
(viii) h, and hl are increasing functions of v for 0 < 5 < 1, and of 1 for 
v>O,O<[<l. 
II 
If A is an integral operator with kernel in L&2 x Q), we denote by A’ that 
integral operator having as its kernel the transpose kernel of A. We define 
I’=I. 
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We let N denote the algebra of integral operators on V(Q) having kernels that 
are in %(Q x Q). We let Ka(w, w’) be the kernel of A E N. We define 
II A IIN = sup I k,4(% 41 * Q-1) 
(W,ti’)&XR I 
N admits a continuous multiplication given for A, B E N by 
k&J, QJ’) = R kA(W, wo) h&Jo 1 w> dQJ0 .s (2.2) 
We let N+ denote the algebra of integral operators on L,(Q) having kernels 
which are continuous on Q, x Q. The norm on N+ is defined by 
II A IIN = sup I(&&J, 41 . + wcR+ 
W’ER 
As in [5], [6] and [7] we consider 2 x 2 diagonal martices of the form 
A = (“,’ ;;), (2.4) 
(2.3) 
where Al and A, are integral operators having kernels in L,(Q x 52). We denote 
the space of such matrices by X and define, for A E X 
II A IL = max(lI A, IIN , II 4 IIN). 
If A, B E X, define AB and A* 
AB = (“b”” A;:) 
A* = (;’ ;;) . 
Let X0 be the algebra formed by adjoining the identity to X. We have 
Ix, = (; ;) = Go 1 
II Ix, llx, = 1. 
(2.5) 
Q-6) 
(2.7) 
(2.8) 
(2.9) 
When no confusion can result, we drop the subscript X,, and refer to Ix0 as I. 
Let @?([O, I], X0) = %? be the space of continuous X,, valued functions. The 
norm on V is defined, for F E V, by 
II F IIQ = sup II Wlx,, . 
O<v<l 
(2.10) 
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Define a map L: VAV?([O, 11, X) as follows. For F(V) E V write F(v) = 
U(V) I + G(V) where G(V) E V([O, l), X), then 
Define 
We have, as in [lo], for ( 5 1 < 1, Re v >, 0, 
I+, 5) = I + 5L(If*) (5 5) f&Y 5). (2.13) 
We consider this equation in the subspace %‘a of %? given by 
E,, = {F(V) = aI + G(v) E 9? { G, E N, G; E N, for all V, 01 E CI . (2.14) 
We may then consider (2.13) as an equation in the space g,, . We define T E X by 
(2.15) 
The assumptions 1.5 on K,, and the definition of K, imply that, if T is con- 
sidered as an operator on g(Q) x V(Q), th en there are positive functions u, , 
u1 in 9?(Q) so that the vector u = (El) satisfies 
u - Tu = 0, 
s 
u,(w) u,(w) dw = 1. (2.16) 
R 
IfF,,F,E@([O,l],X) we say al+Fl>/31+Fz if OI>,CI and k,z>,k,l 
almost everywhere in [0, l] x 52 x 52. If u = (“,l), v = (1:) E V(Q) x U(Q) we 
say u > w if u, > V, , u1 > zll everywhere in D. For u E U(Q) x 5?(Q) and CL E Iw, 
we say u > OL if II > (z). 
Define x(c) E X,, by 
(2.17) 
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Note that, from (1.1) and (2.15), 
=@*(5) W5) (1 - 5q = 1, It-1 cl. (2.18) 
The following lemma is crucial to what follows. The proof is similar to that in [7]. 
LEMMA (2.1). The Zimit 
lim H(5) = H(1) 
5+1- 
exists in VO . Moreover, H( 1) satisfies 
H(1) = I + L(H*(!)) H(1). 
Proof. The second statement clearly follows from the first. 
Define a map L,, E g(%‘,,) by 
(2.19) 
Ld; = $m(LF(v)). (2.20) 
The definition of H and (2.18) imply 
c%‘*-‘(1) = I - [(L,(H*))* = X(5) (I - [T). 
For 0 < 5 < 1, we apply both sides to the vector u, use (2.16), and note that 
X(&I) > I to get 
u - {(L,(H*))* u > (1 - 5) u. 
Setting M = L, - L, we replace L in (2.13) by L, - M to obtain 
H*(v) 5) (I- t&,(H*))*) = I- W*(v, 5) (WH*))*. 
Hence, as H*(v, 5) > 0, we apply both sides to u and use the previous inequality, 
to obtain 
or 
u - t-H*@, 5) (M(H*))* u > (1 - 5) H*(v, 5) u 
H*(v, 5) [(I - 5) u + S(M(H*))* 4 f u. 
Let z1 = (1 - 6) u + lJM(H*))* u = (,“;). By definition, M is non-negative, and 
since u is positive, we get i&o wl(w) = 01~ > 0 and infoeR+ or(w) = (or > 0. 
Therefore the norm of h, and h, are bounded in L,(O x Sz x [0, 11) uniformly 
in 5. 
As 0 < H(Y, 5) < H(v, 5,) for 0 < 5 ,( <,, < 1, we have that 
limC,r- h;,Jv, W, w’, 6) = &JY, w, w’) exists in L,([O, l] x Sz X 1;2) by the 
monotone convergence theorem. 
To complete the proof one may now proceed exactly as in [7]. 
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The lemma, implies that H(t) is analytic in 1 5 1 < 1 and continuous on 
151 Gl* 
The main result of this section is the following 
THEOREM 2.1. The sequence H,, given for 1 5 1 < 1 
HO = I 
H a+l = I + Wff,*) Ii, 
(2.21) 
converges to H(c) in FO uniformly for 1 [ 1 < 1. 
Proof. H(c) is the unique solution of (2.13) which is analytic in / 5 1 < 1. 
Let CL, cnP, be the power series expansion of H(l) about 5 = 0. We have 
that P, > 0 for each n, PO = I, and, for n 3 1, P, = CI+k=n-l L(PT) P, . Let 
SN = CL p, * 
From the definition of H,, we find that H,(c) = CzG [naQn.m , where 
Qn,a = I, and for 1 < m < 2n - I, 
Hence 0 < Q “,,, < P,,, for every n and m, and Q,,nl = Pm if n 2 m. Therefore 
H( 1) 3 H,( 1) 3 S, . Hence 
II H(S) - H&)11 G II WI 5 I) - K4 5 l)ll G II H(l) - KdI)I1 -<, iI H(I) - S, Ii . 
As S, converges to H(1) by Lemma (2.1) the proof is complete. 
III 
In this section we show that H(Y, 5) is an analytic %, valued function of 
(1 - [)1/S in a cut neighborhood of 5 = 1. We do this by showmg that 5 = 1 
is a branch point of order 2 of the equation (2.13). The proof follows the general 
theme of those in [7], [9], and [Ill. 
In this section set H = H(l), E = 1 - 5, and G(E) = (H - H(t)) H-l. It 1s 
easy to show that G satifies, for E >, 0 
G(E) - HL((G(c) H)*) = + E [(I - G(E)) H - I] - G(E) HL((G(<) H)*). 
(3 1) 
The Frechet derivative of the map given by (3.1) with respect to G at (G, C) = 
(0,O) is (I- Z), where 2 E P(%,,) is given by 
Y(K) = HL((KH)*), KEWO. (3.2) 
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As in [7], [9], and [I I] we consider an alternate operator .H defined by 
d%(K) = HM((KH)*), KE%To. (3.3) 
In (3.3) M = L, -L. We require 
LEMMA 3.1. There is P E %TO satisfying 
(i) P* = P 
(ii) P is independent of v 
(iii) P > 0 
(iv) P - A!(P) = 0 
(v) P* = P. 
For the present we assume the lemma. A computation will show that the function 
Q(V) = VP satisfies (I - 3) Q = 0. M oreover if K is such that (I - A) K = 0, 
then the function S(V) = vK satisfies (I - 8) S = 0. Bifurcation of (3.1) at 
E = 0 will take place if we can show that the only solutions to (I - &!) K = 0 
are of the form K = CXP, a E @ and that the range of (I - A) has codimension 
1 in g0 . 
For K = (7 $) the operator &12K has the form 
(3.4) 
Moreover &‘tKl and (.Ai;.2Kr)’ are strictly positive elements of V([O, 11, N) and 
V([O, 11, N+) respectively if Kz > 0, Kl # 0 and K,. >, 0, K, # 0. As JP is 
compact on V, , we have that, up to a constant multiple, P is the only solution 
to (I- A”) P = 0 and hence to (I - A) P = 0 and that the range of (I - Jz’) 
has codimension 1 in g0 . Therefore Q(v) = VP is, up to a constant multiple, the 
unique solution to (I - 2’) Q = 0. Moreover, there is (1 E Vi such that 
A((I--U)K)=O for all Keg,, and d(K)>0 if K>O and KfO. One 
may then proceed as in [7,9, 1 l] to obtain 
THEOREM 3.2. H(t) is analytic in (1 - c)l12 for S su..ciently near 1, 
arg(l - 5) + rr. Moreover we have the expansion 
H(5) = H - c&/~QH + O(E), (3.5) 
where Q(V) = VP, and P is as in Lemma (3. I), 
(I-9)Q=O and a: = 
( 
4H - 4 
1 
1’2 > o 
-‘@Q(v)) ’ 
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In [7, 9, 111, the functional A has a simple integral representation. In this 
case, however, it is not clear that A can be written in a simple way. 
It remains to prove Lemma (3.1). Let u be given by (2.16). Consider the 
equality 
(1 - 5) qo, 5) u = (I- w,(H*K))*) u. (3.6) 
The right hand side of (3.6) has a limit as [ approaches 1, hence 
lim(l-5)~(0,~)u=w~O. 
,:;:I 
(3.7) 
If w = 0, then (I - (L,(H*))*) u = 0 and hence there is z, = (z:), v + 0 such 
that 
v-LL,(H*)v=O and 
s 
q(w) q(w) dw = 1. (3.8) 
Define, for x = (z) E G?(Q) x V(Q) 
Px = ( 
(XT F vz) VT 
(X z 3 VT) vz 1 * (3-9) 
Then P satisfies (i)-(v). If w # 0 we have, by (2.13), 
(1 - 5) al 5) 24 = (1 - 5) u + &(~*(n) (1 - t;) .qo, 6) f4. 
Hence w = L(H*) w. Therefore v satisfying (3.8) exists and P may be defined 
by (3.9). 
Theorem (3.2) implies, in fact, that w = 0, and hence P is unique and given 
by (3.8) and (3.9). 
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