Abstract: We present a framework to generate optimal sequence of actions for spacecraft missions. Our framework is based on an application of the theory of Markov decision processes and stochastic dynamic programming. While this framework is general, we present our approach in the context of a specific spacecraft mission, requiring spacecraft attitude control for pointing to collect science data from a number of celestial objects. Our generated sequences are optimal in a sense that the expected reward of science data collected in the presence of the possible failures is maximized.
1. INTRODUCTION Spacecrafts are used in a variety of missions involving data collection from one or more celestial objects or from locations on the Earth. The on-board capability to autonomously plan and re-plan spacecraft missions to maximize data collection, conserve on-board energy and fuel, and account for potential or actual failures can greatly increase the optimality of spacecraft missions. This capability can also reduce requirements for human intervention following on-board failures.
Related prior research on autonomous planning of spacecraft missions includes the work by (N. Muscettola et al., 1997 Muscettola et al., , 1998 ) where iterative refinement search combined with simple heuristics was used to generate sequences of actions for complex missions. These algorithms were capable of generating plans that involve concurrent actions, tight constraints, limited resources, and close deadlines. However, most of this work did not include models of spacecraft attitude or orbital motion, except for treating pre-defined constraint sets over observation windows. Other frameworks include SPIKE scheduler for Hubble space telescope that uses both rulebased and neural network approached to schedule science observations while satisfying certain constraints. Also, ASPEN (G. Rabideau et al., 1999) and CASPER (S. Chien et al., 1999) are used in a variety of missions for planning, scheduling, and iterative repair of current working plan. Furthermore, some related work has been done in UAV regime (T. Shima and S. Rasmussen, 2009 ) that might be of interest to the reader.
In this paper, we focus on modeling maneuvers in the context of symbolic goal-based planning as a first step toward integrating science and motion-centric planning processes. Specifically, we present a planner and associated models for optimal sequential decision-making in the presence of uncertainty, where actions can be either to change the attitude or orbital position of the spacecraft or to collect the science data from a celestial object.
To build optimal plans for spacecraft missions, the planner must minimize energy use and maximize scientific rewards in the presence of failures. In this paper, we present a framework based on Stochastic Dynamic Programming (SDP) and Markov Decision Processes (MDP) (Russell and Norvig, 2 nd ed. 2006, ch. 17; C. Boutilier, 1999) adapted to spacecraft mission planning. We apply this framework to a specific class of missions which involve spacecraft pointing at specific targets. System state reflects the current pointing direction and the status of target visit states (visited/not visited). Actions direct the spacecraft through the set of pointing states; we presume a target will be viewed if the spacecraft is pointed at that target. Probabilities of successfully executing an action or going into failure mode are encoded in a Transition Probability matrix. A reward vector indicates immediate rewards of states depending on the number of targets that have been visited in that state and on the current pointing state. We also incorporate costs of actions represented as slew magnitude to the next pointing state.
Given the computational complexity of the MDP, optimal policy generation is best to conduct off-board, with the output being a comprehensive policy then executed onboard of the spacecraft.
In addition, the MDP-based policies can be useful in comparing performance loss due to the use of heuristic planning and search approaches that can better scale to larger number of targets. As one example of such heuristic control, receding horizon policies (see, e.g., Park et al.) may be considered where the value function of the generated SDP policy is used as a terminal cost.
In the next section, we present a problem statement along with a formal MDP/SDP model. We then consider three spacecraft baseline pointing case studies with three targets as well as a larger case study to illustrate complexity issues. Concluding remarks are then provided.
PROBLEM FORMULATION

Problem Formulation
We consider a spacecraft orbiting a planet. Given a set of n targets, our objective is to generate an optimal sequence of attitude maneuvers which results in collecting data from the targets in such a way that a cost function which reflects the expected science reward and the fuel/energy cost is minimized. Our model can account for probabilities of failure. We define a stochastic dynamic programming (SDP) problem as (Puterman, 1994) :
were, Z denotes the set of states, M denotes the set of available actions, R is the set of state dependent rewards, C is set of state and action dependent costs, and T is the set of transition probabilities which depend on what action can result in what state(s) when executed from any of the states.
States
For this problem, the states must specify the pointing attitude of the spacecraft, the current true anomaly, and the amount of science data collected as follows: Here, w kl is the lower limit of the window of visibility of target k, while, w ku is the upper limit of the window of visibility of target k. Besides window of visibility, every target has another attribute that indicates whether the data from the target is to be collected only once in the mission or once per orbit revolution:
Here, n is the number of targets and p k is a binary variable indicating whether target k requires periodic data
Actions can then be defined as: where μ k indicates an action that, when taken from state ζ i , results either in the state ζ j or in the state ζ q . These states have true anomaly equal to the sum (modulo 360 deg) of the true anomaly of state ζ i and the change in true anomaly incurred during the action μ k . Further, the attitude pointing of state ζ j and ζ q is k and number of targets visited in state ζ j remains the same as those in state ζ i unless attitude pointing in state ζ i is already k and true anomaly of state ζ i is within the window of visibility of target k. For transitioning to ζ q , the number of visited targets is reset to zero except for those targets which require only one time visiting. There is one other action denoted as NOOP (no operation) which can be defined as: (2) and (1) we can indefinitely execute actions and transfer from one state to another.
Immediate Rewards and Costs
The immediate reward for a state is given by:
Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011
Where r k : kє{1,2…,n} is the reward for the science data expected from target k. Equation (3) computes immediate rewards for the states based on given rewards for science data at each target. The immediate reward ) ( i R ς depends upon how much data has been collected on reaching ζ i and on the target which the spacecraft is pointed at in ζ i . The third factor in equation (3) represents the additional reward if the spacecraft succeeds in collecting the data from all the targets (α > 0). We assume that the immediate reward for failure state, ζ F , is zero.
The set of action costs can be represented as:
is the orientation angle by which the spacecraft (as a rigid body) has to rotate in order to attain the attitude change demanded by action μ k executed from state ζ i . In equation (4), υ is a design parameter which in our case is taken to be equal to 1. Also, δ k is the cost of collecting data from target k. Equation (4) is an indirect measure of fuel/energy consumed by executing an action, since this consumption is dependent upon the control law used. Here, a reasonable assumption is made that energy consumption is proportional to the angle by which the orientation is changed.
Transition Probabilities
The transition probabilities are defined using the following equation
Where ρ 1 and ρ 2 are given parameters selected so that the inequality constraints on the second line of equation (5) are satisfied. In our formulation, every action in every state has two possible outcomes, i.e., it could either result in its corresponding desired state (equation (2)) or in the failure state. The possibility of ending up in the desired state is given by equation (5) while the possibility of failure is [1-
The failure is assumed to be unrecoverable which means that the current plan is not executable once failure state is reached.
Solution Approach
Now that we have formulated the problem in the framework suitable for treatment using discrete stochastic dynamic programming, we solve this problem using value iteration.
Value iterations are applied to the optimal control problem that maximizes a cost function of the form
Here, ζ t represents state after t actions (ζ t is a random variable). P represents the policy according to which the actions have been taken. The discount factor γ ( )
indicates that the future rewards have lower value. We assume from here on that γ < 1.The policy that selects the optimal action may be found as
There is a direct relationship between the value of a state and the values of all the states that can be reached from that state in a single optimal action. This relationship can be expressed using the Bellman equation:
is the probability of transitioning from state ζ i to ζ j by executing action μ k .
Value iterations converge exponentially fast and one can bind the number of iterations to reach an error bound of ε as:
Here ε is the required tolerance of the solution satisfying,
The inequality (12) can be ensured by
Note that, the computational complexity of our proposed solution is (N+1) 2 (n+2)κ, where, κ is the number of value iterations that depends on the discount factor.
EXAMPLES
In this section, we implement the SDP for a spacecraft pointing problem where we have three targets (n=3). The periodic data acquisition indicator set is given by
Example 1
This means that all three targets require data to be collected from them only once. Changes in true anomaly incorporated during various actions were specified as follows: Now we can use above data and equation (2) to compute outcomes of actions from states.
The above problem formulation resulted in 2376 discrete states, assuming the true anomaly step of τ =5 degrees and planning horizon of 360 degrees i.e., m=72.
We assumed rewards given by equation (3) 
Here, kj φ is the orientation angle required for changing pointing from target k to target j. Also, we set δ k = 1 for all targets k є{1,2,…,n}. We selected ρ 1 = 0.01 and ρ 2 = 10 -4 for calculating transition probabilities in equation (5).
Using the given information and equations (9) and (14), we generate the optimal policy after 1538 iterations with γ = 0.99. Table 1 presents the first ten actions of an optimal trajectory starting from the state (000,0,0). We also present the full policy as a function of true anomaly and attitude pointing in Figure 1 . The four plots correspond to policies for states with each of four current pointing. On the x-axis is true anomaly of states in degrees and on y-axis is the optimal action where 0 means μ 0 , 1 means μ 1 , 2 means μ 2, 3 means μ 3 , and 4 means NOOP. As shown in Figure 1 , action μ 0 is rarely optimal because it offers no reward. Action μ 0 is sporadically selected, however, as an alternative to NOOP because we seek an optimal policy based on action reward that is discounted as a function of number of previous actions executed. In this case, the planner chooses action μ 0 over NOOP since μ 0 spans the true anomaly equal to at least 10 NOOPs when executed from any of the states with pointing other than initial pointing. Since executing μ 0 instead of NOOP is not practical, we can remove this behavior by allowing NOOP to incorporate variable changes in true anomaly. Pointing toward target 3 is optimal for numerous states because target 3 pointing and observation yield the highest rewards. Figure 1 and subsequent plots do not show complete policy since in our formulation, 8 different states could have the same true anomaly and attitude pointing.
Stochastic dynamic programming results in a feedback policy applicable for any initial state. For instance, the policy generated for initial state (001,2,25) executed μ 2 until the end of the horizon was reached and then executed μ 1 twice leading to state (111, 1, 90) . This is optimal since given our true anomaly windows, the spacecraft could not collect data from target 1 (change in true anomaly required in transitioning from target 1 to 2 is 105 degrees) and it already had acquired data from target 3. Therefore the policy prescribed the set of actions that could yield the highest possible science reward with the fewest actions.
To illustrate the importance of the selection of design parameters, we present results where we change ρ 1 and ρ 2 thereby changing the transition probabilities.
Keeping all other information the same as above, we changed ρ 1 to 0.02 and ρ 2 to 0.1 to represent more risky environment. Table 2 shows first ten actions of optimal trajectory from initial state (000,0,0).
Table 2: Optimal Trajectory with High Risk
State
Policy Outcome Probability of failure (000,0,0) μ 1 (000,1,50) 0.1 (000,1,50) NOOP (000,1,55) 0 (000,1,55) NOOP (000,1,60) 0 (000,1,60) NOOP (000,1,65) 0 (000,1,65) NOOP (000,1,70) 0 (000,1,70) μ 1 (100,1,90) 0.1 (100,1,90) μ 0 (100,0,140) 0.1 (100,0,140) μ 3 (100,3,230) 0.18 (100,3,230) μ 3 (101,3,250) 0.1 (101,3,250) μ 2 (101,2,300) 0.1 (101,2,300) μ 2 (111,2,320) 0.1 NOOP is selected frequently in this case relative to the less risky case in Table 1 . One other move worth noticing is taking μ 0 from (100,1,90). This move basically decomposes a high risk single action μ 3 into μ 0 and μ 3 with just 5 degrees extra rotation (50+90 as opposed to 135). Probability of failure when executing μ 3 directly from (100,1,90) would be 0.27 while in Table 2 , the two actions executed instead have 0.1 probability of failure for each of them. Figure 2 shows the optimal policy for this high risk scenario. 
Example 2
Now we present a case where there is a conflict between time windows of the targets so that the spacecraft can collect data from only one out of two conflicting targets. We keep the data as before except ρ 1 =0.01 and ρ 2 = 10 -4 . The time windows are also changed. Table 3 shows first ten actions of an optimal trajectory from initial state (000,0,0). The simulation required 1538 iterations with γ = 0.99. (110,3,265) 0.0001 (110,3,265) μ 3 (110,3,285) 0.0001 (110,3,285) μ 3 (110,3,305) 0.0001 (110,3,305) μ 3 (110,3,325) 0.0001 (110,3,325) μ 3 (110,3,345) 0.0001 In this case, the spacecraft needed at least 2 orbital revolutions for collecting all data. There were two options, either collect data from target 3 in the first orbit and collect data from targets 1 and 2 in the second orbit or vice versa. Our planner opted for the first option which is consistent with maximization of science rewards. Figure 3 shows the plots of optimal policy for this example. Notice the absence of action μ 0 from the plot. This is because the spacecraft cannot collect all data in a single orbit revolution. Similar behavior will appear in a later example ( Figure 5 ) where the data collection task could also not be completed in a single orbit revolution due to a repeated target.
Example 3
We now cast target 3 as offering reward from repeated data acquisitions i.e. we set p 3 = 1 for this example. The time windows for the targets were selected as: We first computed an optimal policy for the case γ = 0.5 with 23 value function iterations. With this policy the trajectory from (000,0,0) had the same first 10 actions as in Table 1 . In fact the policy implemented 5 more NOOP actions from state (111,2,325) to reach (111, 2, 355) . From there, the trajectory had the following actions: (000,3,180) 0.0001 (000,3,150) NOOP (000,3,185) 0 Since this example simulates a low risk scenario, the policy tends to minimize the number of actions required to collect data. Note that the data from all the targets to be visited one-time were collected in the first revolution and then the spacecraft remained pointed towards the target requiring repeated data acquisition. With γ = 0.5, the effective planning horizon is reduced. Figure 4 shows the optimal policy for this example. For completeness, we also present the policy for γ = 0.99. The first twelve actions of the trajectory from (000,0,0) are given in Table 5 . has not yet been collected from both targets 1 and 2. As mentioned earlier, this is because value of repeated target is reduced for γ = 0.99 and non-repeated targets are given high priority. This is the case even though data were not readily available from target 2 at true anomaly of 195. The plot of optimal policy is shown in Figure 5 . Note the absence of action μ 0 in the list of optimal actions. As mentioned earlier, this is due to the fact that the data collection task cannot be completed in a single orbital revolution.
4. CONCLUSION We have considered a problem of autonomous planning of spacecraft mission sequences based on the theory of Markov decision processes and discrete stochastic dynamic programming. Our objectives were to maximize the science reward, account for action cost (such as energy consumption) and treat emerging failure states.
The presented framework accounted for one-time and repeated targets and incorporated observation time window constraints. Our case studies demonstrated that changing the risk probability strongly influences the control policy from maximizing more immediate rewards to reducing risks. We also demonstrated that the policy generated by using our framework can deal with conflicts in target observation windows while maximizing science rewards. In the case of a sufficiently long planning horizon, the optimal policy resulting from our models and cost assumptions is to collect data from one-time targets first before collecting data from repeated targets. However, if the effective planning horizon is reduced by decreasing the discount factor then the optimal policy emphasizes as much collecting data from repeated targets as from one time targets.
In future work we will develop a formulation that incorporates post-failure planning and re-planning by learning over time the values of rewards, risks, and transition probabilities.
