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1. INTRODUCTION 
Over the last ten years extensive applications of the theory of invariant 
imbedding [l], [2] have been made to the study of linear and nonlinear 
boundary-value problems of the form 
3’ = .a Y), x(0) = c, 
Y’ = 4% Y>, y(T) = 4 (1) 
where x and y are N-dimensional vectors. If g and h are linear in x and y, 
so that (1) takes the form 
x’ = Ax + By, x(0) = c, 
y’ = Cx + Dy, Y(T) = 4 (2) 
we can write 
x(T) = R,(T)c + R,(T)d (3) 
and obtain matrix differential equations of Riccati type for RI and R, con- 
sidered as functions of T; see [3] for corresponding results for equations of 
the foregoing type derived from variational problems. 
In this paper we wish to initiate a study of similar questions for multipoint 
boundary-value problems. Questions of this nature arise from modern control 
theory and particularly in connection with the identification of systems; see 
[41- 
To illustrate a method that can be used systematically, it is sufficient to 
consider the simplest case, that of a scalar function u satisfying the third 
order equation 
11'" +P,u” +p,u' +p,u = 0, 
where u is subject to the conditions 
u(0) = 0, u(a) = 0, u(T) = 1, 
461 
(4) 
(5) 
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where 0 < a < T < Tl . We suppose that the linear differential operator L 
satisfies Polya’s condition W in [0, Tl] so that (4) and (5) possess a unique 
solution; [5]. 
We now wish to consider the quantities u(T) = u’(T), w(T) =y u”( 1’) as 
functions of T as T ranges over the interval [a, T,]. Once these quantities 
have been obtained, we can solve (4) as an initial-value problem. We will 
show that v and w considered as functions of T satisfy second-order nonlinear 
differential equations. 
Completely analogous results can be obtained for linear differential equa- 
tions of any order subject to quite general multipoint conditions. Results 
for nonlinear differential equations subject to conditions of this nature will be 
discussed elsewhere. Here partial differential equations enter together with 
some interesting questions. 
In the final section, we apply one of the auxiliary methods used for the 
derivation of various types of nonlinear partial differential equations asso- 
ciated with linear partial differential equations. 
2. ANALYTIC REPRESENTATION OF u'(T), u’(T) 
Let U, , us , us denote the principal solutions of L(u) = 0, i.e., 
u,(O) = 1, u;(o) = 0, u;(o) = 0, 
4) = 0, u;(o) = 1, u;(o) = 0, 
%(O) = 0, u;(o) = 0, u;(o) = 1, (1) 
The boundary conditions of (1.5) yield 
u = b,u, + b, , (2) 
where b, and b, are to be determined by the conditions at t = a and t = T, 
namely 
b,(4 + Q&d = 0. 
&u,(T) + b&T) = 0. (3) 
Combining (2) and (3), we have 
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The Polya property ensures that the denominator is nonzero. Hence, 
w(T) = u”(T) = u (T) +P) * (5) 
44 Us(Q) 
Note that a better notation would be u(t) = u(t, T), V(T) = u,(T, T), 
w(T) = u,,(T, T), thus avoiding the impression that w(T) = w’(T). If we set 
x(t) = u2w us(t) 
u2(4 Us(Q) ’
a solution of L(u) = 0, we see that 
x’( 0 v(T) = - z”(T) 
w 
w(T) = -. 
4T) 
3. INVARIANT IMBEDDING EQUATIONS 
(6) 
The problem reduces to finding ordinary differential equations satisfied by 
a and w. To do this we proceed as follows. Starting with 
x’ - TX = 0, (1) 
we differentiate twice with respect to T. The results are 
x(2) - u’z - ox’ zrz 0, z(3) - Q.J(2)2 - &fx’ -f&2) =(-). (2) 
Since L(z) = 0, we have 
$3) = - p,x’2’ - p,x’ -pax. (3) 
Using this in (2), we have three linear homogeneous equations connecting 
a, x’ and ,G2). Setting the determinant of the coefficients equal to zero, we 
obtain the desired nonlinear differential equation for o, 
(4) 
A similar equation is readily obtained for w. 
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4. INITIAL CONDITIONS 
To obtain initial conditions at T = a, we must study the behavior of u’( T), 
as given by (2.6) as T approaches a. Write 
u,(T) = u&) + (T - a> &-(a) + ‘.. , 
then 
us(T) = ~~(4 + (T -44(a) + ... , (1) 
(2) 
From this last relation it is easy to deduce the behavior of o(t) and w’(T) 
as T+a. 
5. LINEARIZATION AND NONLINEARIZATION 
The technique used in Section 3 can be used to obtain nonlinear partial 
differential equations associated with certain linear partial differential equa- 
tions with a minimum of calculation. Consider, for example, the heat equation 
and set 
Ut = Kix , (1) 
% vzz- or 
U 
u, - uv = 0. (2) 
Taking the partial derivative with respect to t, we have 
%A - up - uvt = 0. (3) 
Taking the partial derivative with respect to x we have 
%m - u,v - ml, = 0, 
or 
Ut - u,v - uv, = 0. 
Differentiating with respect to x again, we have 
%a? - u,,v - 22&v, - uv,, = 0, 
or 
Utx - up - 2u,v, - WV,, = 0. 
(4) 
(5) 
(6) 
(7) 
MULTIPOINT BOUNDARY-VALUE PROBLEMS 465 
The equations in (2), (3), (5), and (7) represent four linear homogeneous 
equations in u, u, , ut , and utz , Setting the determinant of coefficients equal 
to zero, we obtain 
11: t 0 l -v 0 Oj 1 
-vu, -v 1 o= 0, 
1 - v,, - 2v, -v 1 
03) 
which reduces, as it should, to the Burgers’ equation. 
The same procedure may be applied to the third-order equation 
Ut = %x, - (9) 
Setting II, = vu, we obtain as a result of one t-differentiations and three 
x-differentiations, the linear homogeneous ystem 
u, = vu, 
U xt - - vtu + VUt , 
U 22 = v,u + vu, , 
Ut = V,$ + %$4, + vu,,, 
Uts = Km& + 3%!% + 3%% + VUt * (10) 
Eliminating U, u, , u,, , ut , utz , we obtain an equation similar to the 
Korteweg-de Vries equation, [6]. Since, we can take the base equation to be 
Ut = %x! + q%, + %U, + a,% 
and use a “Tschirnhausen Variable” w defined by 
(u22 + bl% + 63u) = w(u22 + b3Ul! + hu), (12) 
it is possible that the parameters ai and bi can be chosen to obtain precisely 
the Korteweg-deVries equation. However, the algebra is formidable. 
The foregoing technique can be applied to many other classes of partial 
differential equations. 
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