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Current quantum devices execute specific tasks that are hard for classical computers and have the potential
to solve problems such as quantum simulation of material science and chemistry, even without error correction.
For practical applications it is highly desirable to reconfigure the connectivity of the device, which for supercon-
ducting quantum processors is determined at fabrication. In addition, we require a careful design of control lines
and couplings to resonators for measurements. Therefore, it is a cumbersome and slow undertaking to fabricate
a new device for each problem we want to solve. Here we periodically drive a one-dimensional chain to engineer
effective Hamiltonians that simulate arbitrary connectivities. We demonstrate the capability of our method by
engineering driving sequences to simulate star, all-to-all, and ring connectivities. We also simulate a minimal
example of the 3-SAT problem including three-body interactions, which are difficult to realize experimentally.
Our results open a new paradigm to perform quantum simulation in near term quantum devices by enabling us
to stroboscopically simulate arbitrary Hamiltonians with a single device and optimized driving sequences
I. INTRODUCTION
The dynamics of driven many-body systems has many rel-
evant applications in quantum technologies and quantum in-
formation processing [1–4]. Existing quantum devices allow
us to perform tasks such as quantum metrology [5], quantum
communication [6] and quantum simulation [7–15], that can
be carried out without error correction. Among the Noisy
Intermediate-scale Quantum (NISQ) devices, superconduct-
ing [7–9] and trapped ions [16–18] quantum processors play
a fundamental role and have huge potential for near-term ap-
plications [19]. These devices are highly programable and
potentially able to outperform classical computers on specific
tasks [20]. The available processors can be controlled locally
through control lines, enabling the tuning of parameters of
the Hamiltonian such as on-site energies and couplings [9–
12, 21]. Therefore, given the high degree of control the cur-
rent technology already allows, it is now necessary to design
a pathway towards practical applications of such devices.
Quantum machines promise dramatic speed-up in computa-
tion time for the simulation of quantum chemistry and many-
body problems [22, 23]. However, a major challenge lies in
encoding the actual problem onto the limited physical connec-
tivity of the quantum simulator. Ideally, a quantum simulator
would be fully-programmable such that it can achieve direct
connections between arbitrary qubits that can be modified at
any time. Unfortunately, each device has a fixed and limited
connectivity and it is quite challenging to reconfigure it after
fabrication, such that it is able to perform another task. In the
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long term, a fault tolerant quantum computer would allow this
but that option is not available in the NISQ regime[19]. In
practice, due to the hardware restrictions, one simply designs
and builds quantum processors tailored to solve the particular
problem of interest. This current approach to quantum simu-
lators is quite limited and time-consuming.
In this work, we enhance NISQ devices with tailored driv-
ing sequences to become fully re-programmable quantum
simulators. Our approach is based on modest assumptions of
local controllability of a quantum device, which are already
available in many systems [9–12, 21, 24, 25]. This allows
one to apply a periodic drive to control different parameters
of the system. Thus, the Hamiltonian is periodic in time with
Hˆ(t) = Hˆ(t + T ). Associated with this is the evolution op-
erator within a period of the drive Fˆ = Uˆ(T ; 0), known as
the Floquet operator [26–30]. As the Floquet operator is
unitary, it is natural to define an effective Hamiltonian such
that Fˆ = exp(−iHˆeffT/~). Now if we measure the dynam-
ics of the system at stroboscopic times t = nT , the device
described by the instantaneous Hamiltonian Hˆ(t) can be used
to simulate the effective Hamiltonian Hˆeff. Within the frame-
work of Floquet engineering, the usual approach is that for a
given driving, one can analytically obtain the effective Hamil-
tonian in the high-frequency regime [27–30]. However, the
inverse problem is highly nontrivial, because it requires the
design of an appropriate driving sequence to the device in
order to achieve a desired target Hamiltonian Hˆtarget. Here,
we provide a solution to this problem using GRAPE, an opti-
mization algorithm that allows us to obtain the desired driving
sequence. In figure 1 a) we depict an example of our idea,
where we drive a linear chain to simulate star and ring topolo-
gies. A related work [31], focuses on stroboscopic simulation
of effective Hamiltonians by driving a device with all-to-all
coupling to achieve a desired effective Hamiltonian. This ap-
proach, however, requires coupling to an external bus, which
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FIG. 1. Generating effective topologies using Floquet engineering and by optimizing the driving sequence. a) Schematic diagram illustrating
our Hamiltonian engineering approach. Here we consider a device with a simple topology at each time t, described by the instantaneous
Hamiltonian Hˆ(t) = Hˆ(t + T ), where T is the period of the external control. The latter allows to simulate other connectivities at stroboscopic
times t = nT that are difficult to achieve. b) Depicts the decomposition of the unitary evolution within a period of the drive as a product of
unitaries Uˆ j in the time interval t j−1 ≤ t ≤ t j with j ∈ {1, . . . ,N} and the driving sequence applied to the qubits at each time t j. c) Considers
a driven quantum device, described by the instantaneous Hamiltonian Hˆ(t). By optimizing over the different driving sequences, one can
determine how to drive the system in order to achieve the goal of producing the target Hamiltonian Hˆtarget with the desired topology.
can propagate errors to the whole system.
Our paper is organized as follows. In Sec. II we intro-
duce the Bose Hubbard Hamiltonian describing interacting
microwave photons and discuss the hardcore boson limit. In
Sec. III we discuss GRAPE, an optimization algorithm used to
find an optimal driving sequence to simulate the target Hamil-
tonian. We also discuss the family of Hamiltonians that can
be simulated using our method. In Sec. IV we show how to
apply our method to simulate arbitrary topologies by driving
a one dimensional quantum processor. After that, in Sec. V
we discuss how to apply our method to stroboscopically sim-
ulate a 3-Sat problem and its adiabatic deformation. We also
show how to use our scheme to simulate problems in quantum
chemistry in Sec. VI.
II. MODEL
Here we tailor our approach to one of the most promising
NISQ devices based on a one-dimensional array of L cou-
pled superconducting qubits, described by the Bose-Hubbard
Hamiltonian [7, 9, 10, 12, 21]
Hˆ(t) = ~
L∑
l=1
[
gl(t)nˆl +
U
2
nˆl(nˆl − 1)
]
+ ~
L−1∑
l=1
Jl(t)(aˆ
†
l aˆl+1 + h.c) ,
(1)
where nˆl = aˆ
†
l aˆl is the number operator, aˆl and aˆ
†
l are bosonic
annihilation and creation operators at site l, respectively. With
current experimental feasibilities, it is possible to use Z and
XY control lines of the superconducting processor to drive
the angular frequencies of the qubits gl(t) and the coupling
strengths Jl(t). However, the anharmonicity U is kept fixed
and it is determined from fabrication. The latter plays an im-
portant role in the dynamics. For example, in the hardcore-
boson regime U  gl, Jl, the large anharmonicity prevents
two microwave photons from being at the same site [9, 10]. In
this case, the Hamiltonian (1) can be written in terms of Pauli
matrices σαl with α ∈ {x, y, z}, as follows
Hˆ(t) =
~
2
L∑
l=1
gl(t)σzl +
~
2
L−1∑
l=1
Jl(t)(σxl σ
x
l+1 + σ
y
lσ
y
l+1) . (2)
It is useful to mention that the Hamiltonians (1) and (2)
preserve the total number M of excitations. By repeating
a control sequence in a periodic fashion with a period T ,
the Hamiltonians (1) and (2) become periodic in time, i.e.,
Hˆ(t) = Hˆ(t + T ). Therefore, we can use Floquet theory to
explore the dynamics of the system.
The cornerstone of our approach is to use an optimization
algorithm to determine a driving sequence that is applied to a
one-dimensional quantum processor. To achieve that, we con-
sider the decomposition of the Floquet operator as a product
of N unitary operators Uˆ j
Fˆ = Uˆ(T ; 0) = UˆNUˆN−1 · · · Uˆ2Uˆ1 (3)
at different time steps t j = jτ with τ = T/N. This decomposi-
tion can be obtained by keeping the parameters of the system
3constant in certain time intervals. We can fix a set of values
of the frequencies gl(t) = g¯
j
l or couplings Jl(t) = J¯
j
l for all
the qubits in the time interval t j−1 ≤ t ≤ t j. If we let the sys-
tem evolve during that time interval, we obtain the evolution
operator Uˆ j = exp(−iHˆ(t j)τ/~). The basic idea of the con-
trol scheme is depicted in Fig. 1 b). Given a control sequence
with N time steps, it is not trivial a priori to know which val-
ues g¯ jl and J¯
j
l we should choose to obtain our desired target
Hamiltonian.
III. OPTIMIZATION ALGORITHM TO FIND THE
DRIVING SEQUENCE AND EFFECTIVE HAMILTONIANS
Here we translate the task of finding the driving se-
quence into an optimization problem that we solve using
GRAPE [32–34], which is a well-known optimization algo-
rithm. By using this method, we can simulate effective Hamil-
tonians for finite U and in the hardcore boson regime, as we
show below.
A. GRAPE: Optimization algorithm
The goal is to vary the controls in time, such that a spe-
cific target unitary Fˆtarget = Uˆtarget(T ) = exp(−iHˆtargetT/~) is
reached. The equation of motion for the unitary is given by
i~
d
dt
Uˆ(t) =
Hˆd + R∑
k=1
uk(t)Vˆk
 Uˆ(t) , (4)
with a constant drift Hamiltonian term Hˆd and the R con-
trol terms Vˆ j, which vary with u j(t) in time. In this section,
Hˆu(t) = Hˆd +
∑R
k=1 uk(t)Vˆk denotes the control Hamiltonian as-
sociated with a control sequence {uk(t)}. They correspond to
the driving sequence g¯ jl and J¯
j
l in the Hamiltonians (1) and (2).
For each set of control parameters, we can produce a trial Flo-
quet operator Fˆtrial = Uˆtrial(T ). To measure how well the con-
trol is achieving the task, we determine the fidelity defined by
F =
1
DM,L
|tr(Fˆ †targetFˆtrial)| , (5)
where DM,L is the Hilbert space dimension for M bosons in
L sites and T is the drive period. The value of F can take
values between 0 and 1, where 1 is reached when the Fˆtrial
corresponds to Fˆtarget. The optimal Fˆtrial with F = 1 are not
unique, as there can be global phases in the unitary that do
not affect the overall dynamics and only introduce a phase in
tr(Fˆ †targetFˆtrial). However, these global phases can change the
effective Hamiltonian found by Hˆtrial = i~T log(Fˆtrial). Thus,
different equivalent effective Hamiltonians correspond to the
same effective unitary dynamics. To find the desired effective
Hamiltonian, we optimize the real part of the trace
F =
1
DM,L
Re
[
tr(Fˆ †targetFˆtrial)
]
. (6)
To numerically solve the control problem, the time evolution
is discretized into N steps of length τ. The propagator of the
j-th time step t j = jτ is given by
Uˆ j = e−iHˆu(t j)τ/~ , (7)
with the total Hamiltonian for time step t j as Hˆu(t j) = Hˆd +∑R
k=1 uk(t j)Vˆk. The total time evolution is then given by
Uˆ(T ; 0) = UˆNUˆN−1 · · · Uˆ2Uˆ1. The control parameters uk(t j)
are initially chosen at random, and are to be optimized to
achieve the desired target unitary Fˆtarget. The method of choice
here is gradient ascent. The idea is to optimize the fidelity by
taking small steps in the control parameters by following the
gradient of the fidelity. The gradients ∂
∂uk(t j)
F(Uˆ j) can be cal-
culated by invoking the spectral theorem [32]. Then, all the
control parameters are updated at the same time. This proce-
dure is repeated until convergence. We are using the L-BFGS-
B algorithm within the Qutip implementation [33]. As gradi-
ent descent can become stuck in local minima, we repeat the
optimization several times with different random initial con-
ditions.
B. The family of effective Hamiltonians that can be simulated
with our scheme
As a result of the optimization, we obtain a driving se-
quence that leads to an optimal unitary Fˆsim = Uˆsim(T ) =
exp(−iHˆsimT/~). The effective Hamiltonian Hˆsim is very close
to the target Hamiltonian Hˆtarget and can be used to simulate it.
An alternative way to find the driving sequence is to use ma-
chine learning methods, which have been successfully applied
to quantum dynamics [35] and quantum control [36–38].
At each time t, the Hamiltonians (1) and (2) are strictly lim-
ited to the linear chain connectivity, which is usually fixed at
the fabrication of the device. However, after the optimization
described above we can simulate a target Hamiltonian
Hˆtarget = ~
L∑
l=1
[
Glnˆl +
U
2
nˆl(nˆl − 1)
]
+ ~
L∑
l,m=1
Kl,m(aˆ
†
l aˆm + h.c)
(8)
with an arbitrary connectivity. The parameters Gl are the ef-
fective angular frequencies of the qubits and Kl,m contains in-
formation about the engineered connectivity of the sites, as
depicted in Fig.1c). There one can see that by driving a simple
one-dimensional chain with nearest-neighbor couplings Jl(t),
one can engineer arbitrary couplings Kl,m between arbitrary
sites l and m. Further, due to the nature of the hardcore bosons,
it turns out that we can achieve spin Hamiltonians with ar-
bitary connectivity
Hˆtarget =
~
2
L∑
l=1
Glσzl +
~
2
L∑
l,m=1
Kl,m(σxl Oˆl,mσ
x
m + σ
y
l Oˆl,mσ
y
m) ,
(9)
where Oˆl,m = σzl+1σ
z
l+2 · · ·σzm−2σzm−1 is a nonlocal opera-
tor keeping track of the Jordan-Wigner strings (see meth-
ods) [39].
4time step j
94
8
7
61
2
3
5
a) c) d)b) Hˆtarget
21
3
4
56
7
8
e) g)f) h)
si
te
state state
state
1
3
5
7
9
1 3 5 7 9
st
at
e
1
3
5
7
9
st
at
e
1 3 5 7 9
0.0
0.2
0.4
0 6
-5
0
5
5
10
15
20
25
30
35
5 10 15 20 25 30 35
st
at
e
1
3
5
7
-5
0
5
0 5
si
te
Hˆtarget
0.0
0.2
0.4
9
0.0
0.2
0.4
0.6
state
5
10
15
20
25
30
35
5 10 15 20 25 30 35
st
at
e
0.0
0.2
0.4
0.6
10
state
10 20 30 40 50
0.0
0.1
0.3
Hˆtarget
10
20
30
40
50
st
at
e
-5
0
5
si
te
21
3
4
56
7
8
i) k)j) l)
time step j
time step j
Hˆsim
Hˆsim
Hˆsim
0.2
state
10 20 30 40 50
10
20
30
40
50
st
at
e
0.0
0.1
0.3
0.2
gl(t)/J
gl(t)/J
gl(t)/J
3 9
15 20 25
0 63 9
2
4
6
8
1
3
5
7
2
4
6
8
1
3
5
7
2
4
6
8
FIG. 2. Hamiltonian engineering for M excitations in L sites. Panels a)-d) depict the case of a single excitation M = 1 in L = 9 sites, where
we simulate a network with star topology. Panels e)-h) illustrate the case of M = 2 in L = 8 sites, where we engineer a fully connected
graph. Correspondingly, panels i)-l) show the case of M = 3 excitations in L = 8 sites that is used to engineer a ring. a), e) and i) Show
the graph representing the target topology that we aim to achieve, starting from a linear spin chain with nearest-neighbohrs coupling. b), f)
and j) Show a matrix plot of the target Hamiltonian corresponding to a), e) and i). c), g) and k) Show the matrix representation the effective
Hamiltonian obtained after optimization of the driving sequence. Correspondingly, panels d,h,l) illustrate the driving sequence of the onsite
energies −5J < gl(t) < 5J for each time step j with driving periods T = 10/J, T = 15/J and T = 10/J, respectively.
IV. SIMULATING ARBITRARY CONNECTIVITIES BY
DRIVING A ONE-DIMENSIONAL LATTICE WITH M
EXCITATIONS IN L SITES
Let us now present some specific examples that illustrate
how we can simulate a nontrivial topology starting from a sim-
ple one. Let us start with the simplest example of a single ex-
citation M = 1 in an array of L = 9 sites, where D1,9 = 9 is the
dimension of the Hilbert space. In the single-excitation sub-
space, we consider the basis |1l〉 = |0, 0, . . . , 1l, 0, . . . , 0〉 with
l = 1, . . . , L, where |1l〉 denotes an excitation at the l-th site. In
this case, we use Hamiltonian (1), but as we are working with
a single excitation, it is also possible to use Hamiltonian (2)
to obtain the same results. Consider that we want to simulate
a star network topology of the effective Hamiltonian (8) or (9)
as depicted in Fig. 2 a). In Fig. 2 b) we illustrate the matrix
representation of target Hamiltonian in the single-excitation
basis |1l〉. As we discussed before, it is non-trivial to obtain
the right sequence of driving parameters g¯ jl and J¯
j
l for sites l
and time t j in order to achieve the target Hamiltonian. Using
GRAPE, we obtain an effective Hamiltonian as in Fig. 2 c) that
is very close to the target. This can be done experimentally by
driving the onsite energies g¯ jl of the chain, while keeping the
couplings constant (J¯ jl = J). The driving protocol is shown in
Fig. 2 d).
Next let us move beyond the single excitation subspace and
effectively expand the computational space by considering
M = 2 excitations in L = 8 sites. In this subspace, we consider
the basis states |1l, 1m〉 = |0, 0, . . . , 1l, 0, . . . , 1m, 0, . . . , 0〉 with
l,m = 1, . . . , L. Here |1l, 1m〉 denotes the state of two excita-
tions at sites l and m. Note that here we consider U ∼ gl, Jl,
which is far from the hardcore boson regime and thus, we al-
low for states |2l〉 = |0, 0, . . . , 2l, 0, . . . , 0〉 describing two ex-
citations being at the same site. In this case, the dimension of
the Hilbert space is D2,8 = 36. Our aim here is to simulate a
target Hamiltonian (1) describing a device with all-to-all con-
nectivity, as it is depicted in Fig. 2 e). Figs. 2 f) and g) show
the target and effective Hamiltonians, respectively. The driv-
ing sequence of the onsite energies that is sufficient to simulate
this topology is illustrated in Figs. 2 h). In contrast to the sin-
gle particle case, here we drive both the onsite energies g¯ jl as
well as the couplings J¯ jl . In appendix C we show the driving
sequence of the couplings J¯ jl .
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FIG. 3. Hamiltonian engineering for 3-SAT problems with three-body interactions and adiabatic deformation between effective Hamiltonians.
a) Shows the adiabatic process Hˆadiabatic(λ) = (1 − λ)Hˆdiag + λHˆSAT that allows us to deform a diagonal Hamiltonian into a 3-SAT Hamiltonian
HˆSAT = 4~(µx1 − µx2 + µx3 − 2µx1µx2 + 2µx2µx3 + µx1µx2µx3) as a function of the parameter λ. The upper and lower panels depict the effective
Hamiltonians and the graph representations, respectively. b) Shows the quasienergies as a function of λ. c) Illustrates the fidelity between
the state of system and instantaneous eigenstates of effective Hamiltonian. We can clearly see that under an adiabatic deformation in the
space of effective Hamiltonians, the system remains in its ground state, as expected. The adiabatic evolution happens over a total time of
Ttotal = 200T = 1276/J, where T = 6.38/J is the period of the drive. In appendix D, we provide details on the driving sequence that is
required to simulate the 3-SAT Hamiltonian HˆSAT.
In the hardcore boson regime we can simulate a target
Hamiltonian (9) describing M = 3 excitations in a ring
with L = 8 sites [see Fig. 2 i)]. In this regime, however,
there is a restriction on the type of Hamiltonians that can
be simulated (see methods), because the doubly and triply
occupied states are forbidden due to the large nonlinear-
ity. For this reason, we work with the basis |1k, 1l, 1m〉 =
|0, . . . , 1k, 0, . . . , 1l, 0 . . . , 1m, . . . , 0〉 with k , l , m and the
dimension of the Hilbert space is D3,8 = 55. Figs. 2 j) and k)
show the target and effective Hamiltonians, respectively and
the driving sequence is illustrated in Fig. 2 l). In appendix E
we show the scaling of our method in the hardcore boson
regime as we increase the number of particles M.
V. HAMILTONIAN ENGINEERING AND ADIABATIC
DEFORMATION FOR 3-SAT PROBLEMS
We have shown that by exploiting tools of optimization,
we can simulate complex topologies at stroboscopic times
by using Hamiltonians (1) and (2). Next, let us explore a
practical application of our approach as a stroboscopic sim-
ulator of a SAT solver for combinatorial optimization. The
term SAT itself refers to satisfiability of equations involv-
ing boolean variables and some variants of SAT problems are
hard [40]. 3-SAT problems are of utmost importance because
any k-SAT problem can be decomposed into a sequence of
3-SAT instances. The simplest 3-SAT problems involve 3-
body interactions [40]. To generate this kind of interactions
in near-term analogue quantum devices can be quite challeng-
ing, due to the restrictions of the hardware. Therefore, we
expect our method to provide a route to design the desired
target Hamiltonian. Next, to demonstrate the versatility of our
approach, we explore an example of a 3-SAT problem to solve
the clauses 1 + a2 + a3 + a1a3 = 0, 1 + a1 + a3 + a1a2 = 0, and
a1 + a2 + a2a3 = 0, where a1, a2 and a3 are boolean variables.
The latter is a typical example of a system of equations that
arises when performing cryptanalysis of block ciphers or hash
functions [41]. By using algebraic tools [42], it is possible to
map this combinatorial problem to a spin Hamiltonian
HˆSAT = ~ω(µx1 − µx2 + µx3 − 2µx1µx2 − 2µx1µx3 + µx1µx2µx3) (10)
with three-body interactions, where µαl are Pauli matrices and
ω is a parameter with units of angular frequency ( see ap-
pendix D). Thus, by finding its ground state, we can obtain
the solution of the optimization problem, which in this case,
corresponds to the triplet (a1, a2, a3) satisfying the 3 clauses
discussed above. In the eigenbasis of µzl , the matrix represen-
tation of Hamiltonian (10) is a 8 × 8 matrix, as it is depicted
in Fig.3 a). It can also be represented as a graph with high-
connectivity, which is difficult to implement experimentally.
With our approach, we obtain a driving sequence that strobo-
scopically simulate the target Hamiltonian HˆSAT, as we dis-
cuss in appendix D. This can be mapped to a single-excitation
in terms of Hamiltonian (8) and (9).
Next, we explore an adiabatic deformation in the space
of effective Hamiltonians by slowly switching on the driv-
ing protocol [43]. In this way, we can deform a trivial di-
agonal Hamiltonian Hˆdiag into the Hamiltonian (10) by using
the Hamiltonian Hˆadiabatic(λ) = (1 − λ)Hˆdiag + λHˆSAT, where
0 < λ < 1 is slowly modulated in time. Fig.3 a) depicts the
adiabatic deformation of the Hamiltonian Hˆadiabatic(λ) and its
corresponding representation in terms of graphs for different
values of λ. During the adiabatic deformation, the quasiener-
gies exhibit multiple anticrossings, as depicted in Fig.3 b), but
the system remains in its lowest quasienergy state, as illus-
trated in Fig.3 c). By finding the ground state when λ = 1,
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FIG. 4. Simulation of LiH with Floquet engineering. The Molecule can be mapped to a Hilbert space with dimension D1,16. a) Depicts the
instantaneous nearest-neighbor Hamiltonian of a linear chain with L = 16 sites and one excitation (M = 1). b) Shows the target Hamiltonian,
while c) depicts the effective Hamiltonian generated by driving local potential of linear chain. d) Illustrates the driving sequence −5J < gl < 5J
applied on the diagonal terms between to generate effective Hamiltonian.
we obtain a solution (a1, a2, a3) = (1, 0, 0) satisfying the three
clauses discussed above. For more details, we refer the reader
to the appendices. In the next section, we provide an example
of how to use our approach in quantum Chemistry to simulate
a LiH molecule at bond distance, where nontrivial many-body
terms can directly encoded into the effective Hamiltonian.
VI. HAMILTONIAN ENGINEERING IN QUANTUM
CHEMISTRY: STROBOSCOPIC SIMULATION OF LIH
In the previous section we discussed an application of our
method to simulate optimization problems. Here, we explore
yet another application to stroboscopically simulate Hamilto-
nians in quantum chemistry. This is one of the most relevant
near term applications of the existing NISQ devices.
Understanding biological processes and designing new
pharmaceutical products is of utmost importance in todays
age. To accomplish task, we have to understand the inner
workings of atoms, molecules and proteins better by calcu-
lating their properties such as their quantum mechanical con-
figuration and dynamics from first principles. However, the
simulation of molecules is a difficult task for classical com-
puters as the computational resources scale exponentially with
the number of electrons that have to be calculated. Quantum
computers do not suffer from this scaling and thus promise to
be able to calculate large molecules which are intractable with
classical computation. As benchmark, small molecules can
be calculated already with state-of-the-art quantum computers
[14]. The Hamiltonian that describes the molecule includes
non-local interactions between multiple qubits that should be
controlled. Most quantum computers support only two-body
interactions and thus require multiple operations just to fulfill
a single non-local operation acting on multiple qubits.
With Floquet engineering, all those interactions including
the complex n-body qubit interactions can directly encoded
into the effective Hamiltonian. We demonstrate this by sim-
ulating a LiH molecule at bond distance in Fig.4. The corre-
sponding parameters of the Hamiltonian can be found in [14].
They have been obtained by the STO-3G basis. It approxi-
mates the atomic orbitals with three Gaussians to obtain the
one and two-electron integrals for the electron interactions.
For the LiH molecule, the 1s orbital of H and the 1s, 2s and
2px and 2pz were assumed to be occupied, all other orbitals
are assumed to be empty. By including the parity symmetries,
the LiH molecule can be described effectively by 4 qubits or a
Hilbert space of dimension D1,16 = 16. It consists of 99 cou-
pling terms expressed as a product of different Pauli operators
(see appendix F). Fig.4 a) illustrate the instantaneous Hamil-
tonian of the device. We use a one-dimensional chain with
a single excitation M = 1 in L = 16 sites. Figs.4 b) and c)
show the good agreement between the target and simulated
Hamiltonian, respectively. The stroboscopic simulation of the
LiH molecule can be efficiently achieved by driving the onsite
energies, as depicted in Fig.4 d).
VII. CONCLUSIONS
In this work we have demonstrated that one can simulate
a target Hamiltonian with arbitrary connectivity by driving a
lattice with a simple fixed topology. To achieve this, we ex-
ploited tools of optimization to engineer a periodic drive that
allows us to simulate the target Hamiltonian at stroboscopic
times. We demonstrate the versatility of our approach by sim-
ulating star, all-to-all and ring connectivities. Further, we pro-
pose a practical application of our methods: We simulated the
3-SAT Hamiltonian, a paradigmatic model of combinatorial
optimization. In terms of Pauli matrices, the 3-SAT model
involves 3-body interactions, which are difficult to realize ex-
perimentally. We envision potential applications of our re-
sults to quantum chemistry and quantum simulation in noisy
intermediate-scale quantum (NISQ) devices.
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Appendix A: Floquet theory and stroboscopic dynamics
In our manuscript we focus on time periodic Hamil-
tonians Hˆ(t + T ) = Hˆ(t) where T is the drive period.
Due to the periodicity of the Hamiltonian, the most rele-
vant information is contained in the Floquet operator Fˆ =
Uˆ(T ; 0) = Tˆ exp
[
−i/~ ∫ T0 Hˆ(s)ds], which is the evolution op-
erator within one period of the drive. In the previous equation,
we need to use the time-ordering operator Tˆ . By solving the
eigenvalue problem Fˆ |Φα〉 = e−iεαT/~Φα〉, one can obtain the
most relevant information for the dynamics. The eigenvectors
|Φα〉 are known as the Floquet states and −~pi/T ≤ εα ≤ ~pi/T
are the quasienergies. As the Floquet operator is unitary, it
is possible to define an effective Hamiltonian Hˆtarget such that
Fˆ = exp(−iHˆtargetT/~). At stroboscopic times tn = nT the
effective Hamiltonian is the generator of the dynamics. To
be more concrete, given an initial state |ψ(0)〉, its time evo-
lution at times tn = nT is given by |ψ(n)〉 = Fˆ n|ψ(0)〉 =
exp(−iHˆtargetnT/~)|ψ(0)〉, which looks exactly as the evolution
under a time independent Hamiltonian.
Appendix B: Hardcore bosons and the Jordan-Wigner
transformation
In this section, we discuss in detail the family of target
Hamiltonians that can be simulated using the Hamiltonian
Hˆ(t) =
~
2
L∑
l=1
gl(t)σzl +
~
2
L−1∑
l=1
Jl(t)(σxl σ
x
l+1 + σ
y
lσ
y
l+1) (B1)
by describing microwave photons in the hardcore boson
regime U  gl, Jl. In this case, one can use the Jordan-Wigner
transformation [39]
σzl = − f †l eiΦˆl− fle−iΦˆl , σyl = −i f †l eiΦˆl+i fle−iΦˆl , σxl = 2 f †l fl−1 ,
(B2)
with Φˆl =
∑
j<l f
†
j f j to map the spin Hamiltonian to the
fermionic representation
Hˆ(t) = ~
L∑
l=1
[
gl(t) f
†
l fl + Jl(t)( f
†
l fl+1 + h.c.)
]
, (B3)
where f †j ( f j) are fermionic creation (annihilation) operators.
The fermionic representaion is versatile, because it gives us a
canonical form of the target Hamiltonians that can be achieved
by applying a periodic drive
Hˆtarget = ~
L∑
l=1
[
Gl f
†
l fl + Kl,m( f
†
l fm + h.c.)
]
. (B4)
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FIG. 5. Star connectivity in the single-excitation sub-
space:Instantaneous and Target Hamiltonian. a) Illustrates the
target connectivity that we want to simulate with a single excitation
M = 1 in L = 9 sites. b) Depicts the matrix representation of the
Hamiltonian of the one-dimensional quantum processor at each time
t in the basis |1l〉 = |0, 0, . . . , 1l, 0, . . . , 0〉. From this one can clearly
see that each site is coupled to nearest neighbors in a chain with open
boundary conditions. c) Depicts the target effective Hamiltonian,
where site l = 5 is connected to all the other sites, thus simulating a
star connectivity of the device. The period of the driving sequence
−5J < gl < 5J is set to be T = 10/J and it is divided into N = 10
time steps. It is important to remark that in this case we drive only
the onsite energies and we keep the couplings Jl = J between the
sites constant.
Crucially, the effective Hamiltonian allows for long-range
hopping of Jordan-Wigner fermions. Due to the nonlocal
character of the Jordan Wigner transformation, these long-
range hopping become highly nonlocal terms in the spin rep-
resentation, as follows
Hˆtarget =
~
2
L∑
l=1
Glσzl +
~
2
L∑
l,m=1
Kl,m(σxl Oˆl,mσ
x
m + σ
y
l Oˆl,mσ
y
m) ,
(B5)
where Oˆl,m = σzl+1σ
z
l+2 · · ·σzm−2σzm−1. To simulate a ring, as
we discussed in the main text, we require effective couplings
between nearest neighbohrs Kl,l+1 and to have a coupling K1,L.
In terms of the spin representation, this leads to an effective
Hamiltonian
Hˆtarget =
~
2
L∑
l=1
Glσzl +
~
2
L−1∑
l=1
Kl,l+1(σxl σ
x
l+1 + σ
y
lσ
y
l+1)
+ K1,L(σx1Oˆ1,Lσ
x
L + σ
y
1Oˆ1,Lσ
y
L) . (B6)
Appendix C: Instantaneous Hamiltonians and driving protocols
for star, all-to-all and ring connectivities
Our aim in this section is to provide additional details on
the simulated connectivities that we describe in the main text.
At each time, the device has a connectivity of a chain with
open boundary conditions. Our objective is to apply a peri-
odic drive to the quantum processor to simulate an effective
Hamiltonian at stroboscopic times. By means of the periodic
driving sequence, one can simulate couplings that are absent
in the original quantum processor. By using superconduct-
ing qubits, the driving sequence can be achieved by apply-
ing pulses through the Z lines of a superconducting processor,
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FIG. 6. All-to-all connectivity: Instantaneous and Target Hamil-
tonian. a) Illustrates the target connectivity that we want to sim-
ulate with two excitations M = 2 in L = 8 sites. b) De-
picts the matrix representation of the Hamiltonian of the one-
dimensional quantum processor at each time t in the basis |1l, 1m〉 =
|0, 0, . . . , 1l, 0, . . . , 1m, 0, . . . , 0〉. c) Depicts the target effective
Hamiltonian. In d) and e) we also depict the driving protocol on the
onsite energies gl(t) and the couplings Jl(t) obtained using GRAPE.
The period of the driving sequence is set to be T = 15/J and the
driving sequence −5J < gl < 5J, −J < Jl < J is divided into N = 30
time steps. We set the nonlinearity to be U = 4J.
which can be done by rapidly bringing the qubit from its iddle
frequency to the working point. In this way, one can generate
a local modulation −5J < gl < 5J of the onsite energies. In
superconducting processors such as gmons, the couplings are
tunable and the couplings can me modulated between positive
and negative values with −J < Jl < J.
Let us start by discussing the case of a single excitation
M = 1 in an array of L = 9 sites. In this case, the dimension of
the Hilbert space is D1,9 = 9 and we consider the basis |1l〉 =
|0, 0, . . . , 1l, 0, . . . , 0〉 with l = 1, . . . , L, where |1l〉 denotes an
excitation at the l-th site. In the single-excitation subspace, the
statistics of the excitations do not play any role. Therefore,
we can either work with the Hamiltonian Eq.(1) for bosons
or Hamiltonian Eq.(2) for hardcore bosons in the main text
to simulate the star connectivity depicted in Fig. 5 a). The
matrix representation of the instantaneous Hamiltonian Hˆ(t)
is illustrated in Fig. 5 b). As we describe in Fig.2 d) of the
main text, by applying a sequence of pulses to the sites l of the
chain, one can simulate the target Hamiltonian in Fig. 5 c). To
simulate the star connectivity, it is enough to locally drive the
onsite energies with a modulation strength −5J < gl < 5J.
Next, let us discuss more details on the case of two ex-
citations M = 2 in L = 8 sites. Our goal is to provide
more details on the results presented in Figs. 2 e)-h) in the
main manuscript. As now the statistics of the excitations
plays an important role, we restrict ourselves to the Hamil-
tonian Eq.(1) of the main text for interacting bosons. In the
subspace with two excitations, we consider the basis states
|1l, 1m〉 = |0, 0, . . . , 1l, 0, . . . , 1m, 0, . . . , 0〉 with l,m = 1, . . . , L.
Here |1l, 1m〉 denotes the state of two excitations at sites l
and m. We set the interaction strength U = 4J and as we
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FIG. 7. Ring connectivity: Instantaneous and Target Hamilto-
nian. a) Illustrates the target connectivity that we want to simu-
late with two excitations M = 3 in L = 8 sites. b) Depicts the
matrix representation of the Hamiltonian of the one-dimensional
quantum processor at each time t in the basis |1k, 1l, 1m〉 =
|0, . . . , 1k, 0, . . . , 1l, 0 . . . , 1m, . . . , 0〉 with k , l , m . c) Depicts the
target effective Hamiltonian. The period of the driving sequence is
set to be T = 10/J and the driving sequence −5J < gl < 5J is divided
into N = 10 time steps. To simulate the ring connectivity, we drive
only the onsite energies and we keep the couplings Jl = J between
the sites constant.
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FIG. 8. All-to-all connectivity using multiple excitations in the hard-
core boson regime. a)-d) Effective Hamiltonian for all-to-all cou-
pling for varying excitation number M. Hamiltonian corresponds to
all-to-all coupled non-interacting fermion Hamiltonian. a) M = 1
in the basis |1l〉, b) M = 2 in the basis |1l, 1m〉, c) M = 3 in the
basis |1k, 1l, 1m〉, and d) M = 4 in the basis |1k, 1l, 1m, 1o〉 such that
k , l , m , 0. The period of the driving sequence is set to be
T = 10/J and the driving sequence −5J < gl < 5J is divided into
N = 10 time steps. To simulate the ring connectivity, we drive only
the onsite energies and we keep the couplings Jl = J between the
sites constant.
are far from the hardcore boson regime, we allow for states
|2l〉 = |0, 0, . . . , 2l, 0, . . . , 0〉 describing two excitations being
at the same site. In this case, the dimension of the Hilbert
space is D2,8 = 36. Our objective is to simulate all-to-all con-
nectivity of the quantum processor as illustrated in Fig. 6 a).
At each time, the matrix representation of the Hamiltonian
in the subspace with two excitations is shown in Fig. 6 b).
Correspondingly, Fig. 6 c) depicts the matrix representation
of the target Hamiltonian. To be able to simulate the target
Hamiltonian, we have to apply a periodic driving sequence
−5J < gl < 5J, −J < Jl < J with a period T = 15/J and
within a period, the sequence is divided into N = 30 time
steps (or pulses). As we discussed at the beginning of this
section. This type of driving sequences is within reach with
available technologies in superconducting qubits arrays.
Now we provide more information of the results obtained in
the hardcore boson regime U  Jl, gl. In this regime, we sim-
ulate a ring connectivity by using M = 3 excitations in L = 8
sites. Due to the large nonlinearity, the doubly and triply oc-
cupied states are forbidden and for this reason, we work with
the basis |1k, 1l, 1m〉 = |0, . . . , 1k, 0, . . . , 1l, 0 . . . , 1m, . . . , 0〉
9with k , l , m and the dimension of the Hilbert space is
D3,8 = 55. In Figs. 7 a) we depict the target connectivity.
In Figs. 7 b) and c) we show the matrix representation of the
instantaneous and target Hamiltonian, respectively.
One interesting aspect of the hardcore boson regime is that
we can also simulate all-to-all connectivities. In fact, by us-
ing the same driving driving sequence −5J < gl < 5J de-
picted in Fig. 2 l) of the main manuscript, we can simulate
the dynamics of M = 1, 2, 3, 4 excitations in a device with a
ring connectivity. The reason for this is that in the hardcore
boson regime, the bosonic excitations are effectively fermion-
ized. Thus, each site can host only one excitation. As they
do not interact, one can obtain the solution of the manybody
problem by invoking the driving protocol of a single excita-
tion. In other words, the manybody state can be constructed
by using a slater determinant involving single-particle wave
functions. In Figs. 8, we illustrate the effective Hamiltonians
for M = 1, 2, 3, 4 hardcore bosons in a processor with all-to-
all connectivity. We envision that these results will have an
impact on simulations of quantum chemistry problems.
Appendix D: A minimal example of a 3SAT problem and its
adiabatic deformation
In this section, we explain the basic elements on 3SAT
problems and its algebraic origin. Let us begin by considering
the system of equations given in the main text
1 = a2 + a3 + a1a3, (D1)
1 = a1 + a3 + a1a2, (D2)
0 = a1 + a2 + a2a3. (D3)
For each Equation (D1), (D2) and (D3) there is an ob-
jective function that indicates if an assignment of (a1, a2, a3)
SATisfies the corresponding equation. We sum up the three
objective functions into one that counts the number of solu-
tions for the entire system.
To find an objective function (not necessarily unique), a
simple recipe is to use the inclusion-and-exclusion principle.
Let C1, C2 and C3 denote respectively objective functions for
Equations (D1), (D2) and (D3). Then we have
C1 = 1 − (a2 + a3 + a3a1 − 2(a2a3 + a1a3 + a1a2a3) + 4a1a2a3), (D4)
C2 = 1 − (a1 + a3 + a1a2 − 2(a1a3 + a1a2 + a1a2a3) + 4a1a2a3), (D5)
C3 = a1 + a2 + a2a3 − 2(a1a2 + a2a3 + a1a2a3) + 4a1a2a3. (D6)
We sum the former relations and then obtain the following
objective function for the entire system:
C = 2 − 2a3 + 3a1a3 + a2a3 − a1a2 − 2a1a2a3. (D7)
Let’s check that our objective function is right. To do this we
construct the table
a1 a2 a3 C
0 0 0 2
0 0 1 0
0 1 0 2
0 1 1 1
1 0 0 2
1 0 1 3
1 1 0 1
1 1 1 1
As the original system represents a permutation, the val-
ues of C must follow those of the binomial coefficients
(
3
i
)
for 0 ≤ i ≤ 3. This is not a coincidence and can be easily
seen from the inclusion-and-exclusion principle. In a simi-
lar way than in adiabatic computation, the initial Hamiltonian
is usually tailored such that the algebraic multiplicities of its
eigenvalues follow those of the binomial coefficient.
We want to point out that Equations (D1), (D2), and (D3)
are over Z2 which involve addition and multiplication mod-
ulo 2. Some readers might be acquainted with SAT problems
involving true or false together with logical operations of
conjunction (and), disjunction (or) and negation (not). There
is a one-to-one correspondence between expressions over Z2
and expressions over {true, false} involving operations and,
or and not.
For instance the two simplest non-trivial irreducible expres-
sions that lead to 3-SAT problems containing 3 variables are
given by
x + yz and x + y + z.
We observe that
x + yz⇔ (x ∧ ¬(y ∧ z)) ∨ (¬x ∧ (y ∧ z))
⇔ (x ∧ (¬y)) ∨ (x ∧ (¬z)) ∨ ((¬x) ∧ y ∧ z).
Similarly, we can find a logical 3SAT expression for the alge-
braic 3SAT expression x + y + z.
In our example involving Equations (D1), (D2), and (D3),
there is no point to rewrite the expression into their logical
flavour. This is because it is straightforward to obtain the ob-
jective function directly from the algebraic 3SAT as we show.
Also since there are efficient classical algorithms to solve
linear systems of equations over any algebraic field (and even
extremely efficient ones over Z2), there is no point to solve
such system with quantum devices. Therefore this explains
why we look upon 3-variable systems that are quadratic such
as the one obtained from a Toffoli permutation or such as the
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more cryptographic one given by Equations (D1), (D2), and
(D3).
The example given by Equations (D1), (D2), and (D3) (be-
low in Section 3) is a typical (toy) example of a system of
equations that arises when performing cryptanalysis of block
ciphers or hash functions. The algebraic degree of every equa-
tion is 2, which is high with respect to the maximum possible
degree that is 3. The number of terms per equation is high with
respect to the maximal number of possible terms which is 8 in
our case. Expressed differently and in an equivalent way, the
density for the number of terms is relatively high. For more
information on properties that matter to system of equations
from cryptography, see [41] and [42]. There are 8 possible
assignments to the system of equations. The solution space of
the system of equations is mapped to the minimal value of the
objective function.
1. Obtaining Hamiltonians from cost functions to solve 3SAT
instances
Let us recall the objective function from (D7) which is
C = 2 − 2a3 + 3a1a3 + a2a3 − a1a2 − 2a1a2a3.
We use an affine transformation to map a variable that appears
in a term from (D7) into a 2 × 2 diagonal matrix:
a1 7→ 12
(
1 + µx1
)
, a2 7→ 12
(
1 + µx2
)
, a3 7→ 12
(
1 − µx3
)
,
(D8)
A product of variables is mapped to the kronecker product of
the diagonal matrices. It is understood that a variable which
does not appear in a product is mapped to the identity. Our
choice of ordering the indices of the subsystems is (3, 2, 1).
More precisely for our cost function, we have the operator
Cˆ = 1
4
(µx1 − µx2 + µx3 − 2µx1µx2 − 2µx1µx3 + µx1µx2µx3) (D9)
associated to the cost function C(a1, a2, a3).
In our manuscript, we scale this operator and define the
Hamiltonian
HˆSAT = ~ω(µx1 − µx2 + µx3 − 2µx1µx2 − 2µx1µx3 + µx1µx2µx3) ,
(D10)
where ω has units of angular frequency. Once we have the
Hamiltonian, the solution of the 3SAT problem is encoded in
the ground state |G〉. In order to obtain to the triplet (a1, a2, a3)
satisfying the 3 clauses discussed above, we just need to cal-
culate the following expectation values
a1 =
1
2
〈G|
[
1 +
1
2
(σx1σ
x
5 + σ
y
1σ
y
5 + σ
x
2σ
x
6 + σ
y
2σ
y
6 + σ
x
3σ
x
7 + σ
y
3σ
y
7 + σ
x
4σ
x
8 + σ
y
4σ
y
8)
]
|G〉
a2 =
1
2
〈G|
[
1 +
1
2
(σx1σ
x
3 + σ
y
1σ
y
3 + σ
x
2σ
x
4 + σ
y
2σ
y
4 + σ
x
5σ
x
7 + σ
y
5σ
y
7 + σ
x
6σ
x
8 + σ
y
6σ
y
8)
]
|G〉
a3 =
1
2
〈G|
[
1 − 1
2
(σx1σ
x
2 + σ
y
1σ
y
2 + σ
x
3σ
x
4 + σ
y
3σ
y
4 + σ
x
5σ
x
6 + σ
y
5σ
y
6 + σ
x
7σ
x
8 + σ
y
7σ
y
8)
]
|G〉 , (D11)
which correspond to two-point correlations in the original ba-
sis of qubits.
2. Instantaneous Hamiltonian and driving protocols for the
adiabatic deformation of the 3SAT Hamiltonian
In this section we provide additional information on the adi-
abatic deformation of the 3SAT Hamiltonian Eq. (10). With
this aim, we consider a single excitation M = 1 in an ar-
ray of L = 8 sites and the dimension of the Hilbert space
is D1,9 = 9. As we discussed above, we consider the basis
|1l〉 = |0, 0, . . . , 1l, 0, . . . , 0〉 with l = 1, . . . , L, where |1l〉 de-
notes an excitation at the l-th site. In this case, we are not
only able to simulate the target Hamiltonian, but we also per-
form an adiabatic modulation of the parameters to interpolate
two effective Hamiltonians. The adiabatic evolution happens
over 200 cycles, makes a total time of Ttotal = 1276/J. Fig. 9
a) shows the topology of the target Hamiltonian for 3-SAT
problem. Figs. 9 b) and c) illustrate the target Hamiltonian
and the Hamiltonian obtained by using GRAPE, respectively.
Fig. 9 d) Depicts the expectation value of the objective func-
tion Eq. (D9) during the adiabatic deformation of the 3SAT
Hamiltonian. In Figs. 9 e) and f) we show the driving proto-
col obtained using GRAPE to simulate the target Hamiltonian.
Appendix E: Performance of our method and its dependence on
different parameters
In our manuscript, we present minimal examples of the ap-
plicability of our method. We were able to simulate such as
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FIG. 9. Adiabatic deformation of the 3SAT Hamiltonian. a) Illus-
trates the target connectivity that we want to simulate with a sin-
gle excitation M = 1 in L = 8 sites. b) Depicts the matrix repre-
sentation of the 3SAT Hamiltonian (target Hamiltonian) in the ba-
sis |1l〉 = |0, 0, . . . , 1l, 0, 0〉. c) Shows the solution obtained using
GRAPE for effective Hamiltonian that we can stroboscopically sim-
ulate. In d) we depict the expectation value of the cost function
Cˆ = 14 (µx1 − µx2 + µx3 − 2µx1µx2 − 2µx1µx3 + µx1µx2µx3) in the instantaneous
ground state of the effective Hamiltonian. In e) and f) we also illus-
trate the driving protocol of the onsite energies gl(t) and the couplings
Jl(t) obtained using GRAPE. The period of the driving sequence is
set to be T = 6.38/J and the driving sequence −5J < gl < 5J,
−J < Jl < J is divided into N = 11 time steps. The adiabatic evolu-
tion happens over 200 cycles, makes a total time of Ttotal = 1276/J.
star, all-to-all and ring connectivities and consider the case of
interacting and Hardcore bosons as well. However, one might
ask what is the scalability of method and what is its depen-
dence on other parameters such as the number of steps in the
driving protocol. This is precisely the goal of this section.
First we discuss the scaling of the effective Hamiltonian with
the number M of excitations in the hardcore boson regime.
After that, we investigate scaling of the effective Hamiltonian
in the case of two excitation with a finite interaction strength
U = 4J as a function of the period T and the number of steps
N. Finally, we concentrate on the dependence of the effective
Hamiltonian on the driving parameters.
1. Scaling of the method with respect to different parameters
of the system
We discuss the case of many particles for the hard-core
bosonic chain. Driving a hard-core chain generates arbitrary
non-interacting fermionic many-body Hamiltonian. By us-
ing GRAPE, we calculate the best driving parameters for the
single particle case first. Then, the same driving is used for
the same system, but now with multiple excitations M > 1.
The resulting effective Hamiltonian is then the corresponding
fermionic many-body Hamiltonian. The scaling of the fidelity
for star, all-to-all and ring connectivies is shown in Fig.10 a).
In Fig. 8, we have depicted the effective Hamiltonian for all-
to-all connectivity for different excitations.
As we discussed above, in the hardcore boson regime, one
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FIG. 10. a) Fidelity of effective dynamics for hard-core bosons in
a driven chain. All parameters are scaled in units of the nearest-
neighbor coupling strength J. a) Fidelity for star-graph (L = 9 sites),
all-to-all coupling (L = 8 sites) and ring (L = 8) sites. Driving with
N = 10 time steps and time T = 10/J, with driving of local potential
in range −5J < gl < 5J. b) Fidelity of effective dynamics for driving
time and timesteps of a linear chain with a Np = 2 excitation and
U = 4J. All parameters are scaled in units of the nearest-neighbor
coupling strength J. Target Hamiltonian is all-to-all coupling with
L = 8 sites with driving of both potential (−5J < gl < 5J) and
nearest-neighbor coupling −J < Jl < J. c) Minimal time needed Tmin
to generate effective Hamiltonian with fidelity F > 0.999, for varying
system size of chain L. The result is fitted with a linear equation
Tmin = aL + b (dashed lines). The found slope is astar = 0.47/J,
aall = 0.46/J and aring = 0.64/J. All parameters are scaled in units
of the nearest-neighbor coupling strength J. Driving of potential is
bounded between −5J < gl < 5J and a single time step of the driving
protocol is fixed to τ = 1/J.
can solve the manybody problem just by obtaining the solu-
tion for a single particle, because effectively the system is non-
interacting and one can map it to a system of free fermions.
However, for a finite value of the interaction U = 4J, the
excitations are far from the hardcore boson regime, and we
cannot reconstruct the solution to the two body problem by
investigating the single particle case. For the Bose-Hubbard
model with M = 2 particles, we note that more time steps N
are needed to generate the effective Hamiltonian compared to
the single particle case. To investigate this issue in detail, here
we consider the case of a all-to-all connectivity and calculate
the fidelity of the numerically obtained unitary operator with
respect to target unitary. We explore the dependence of this
fidelity as a function of the period T of the driving and the
number of time steps, as we depict in Fig.10 b).
We investigate the scaling of the effective Hamiltonian
generation for varying system size. The result is shown in
Fig.10 c). We show the star-graph, all-to-all coupling and ring
for single excitation and potential driving. We vary the sys-
tem size L of the chain and calculate the minimal time needed
Tmin to generate the effective Hamiltonian for the given con-
figuration with a fidelity F > 0.999. We fix the length of a
time step of the driving protocol to τ = 1/J, where J is the
coupling strength of the chain. We observe an approximately
linear scaling between protocol time Tmin and system size L.
2. Effective Hamiltonian dependence on driving parameters
The fidelity of the effective Hamiltonian that can be gener-
ated depends on several parameters. We investigate here how
the fidelity of the effective dynamics is affected by the driv-
ing time T as well as the number N of discrete steps of the
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FIG. 11. Fidelity of effective dynamics for driving time and time
steps of a linear chain with a single excitation. All parameters are
scaled in units of the nearest-neighbor coupling strength J. a), d)
target effective Hamiltonian is the star graph with L = 9 sites. b),
e) target is all-to-all coupling with L = 8 sites. c),f) target is the
simulation of boolean equations with L = 8 sites. a),b), c) Driving of
local potential only in range −5J < gl < 5J. d,e,f) Driving of both
potential (−5J < gl < 5J) and nearest-neighbor coupling −J < Jl <
J.
driving protocol. The results for a driven linear chain are pre-
sented in Fig.11. We generate a star graph [Figs.11 a), d)],
all-to-all coupling [Figs.11 b), e)] and the boolean equations
[Figs.11 c), f)]. We use either driving of local potential
only [Figs.11 a), b), c)] or drive both potential and nearest-
neighbor couplings [Figs.11 d), e), f)]. We observe that when
only the local potential is driven, at least N = 8 steps are
needed to achieve sufficient fidelity. For driving both poten-
tial and nearest-neighbor coupling, 4 time steps are sufficient.
There is also a minimal time needed before maximal fidelity
is reached, which is nearly the same for all three problems and
on the order of Tmin = 4/J.
Appendix F: Explicit matrix representation of the target
Hamiltonian of the LiH molecule
The corresponding Hamiltonian matrix for LiH is as fol-
lows

.00846 −.33392 .03370 −.21996 .33392 −.08335 .10560 −.08001 −.03370 .10560 −.18833 .09292 −.21996 .08001 −.09292 .10347
−.33392 −.02541 −.21713 .07039 −.08335 .37960 −.04784 .09209 .10560 −.17922 −.00038 −.13611 .08001 −.26748 .05141 −.09746
.03370 −.21713 −.00029 −.34549 .10560 −.04784 .35689 −.09255 −.18833 −.00038 −.10054 .13207 −.09292 .05141 −.25612 .09590
−.21996 .07039 −.34549 −.03981 −.08001 .09209 −.09255 .33823 .09292 −.13611 .13207 −.05945 .10347 −.09746 .09590 −.19952
.33392 −.08335 .10560 −.08001 −.02541 −.37960 .17922 −.26748 −.21713 .04784 .00038 .05141 −.07039 .09209 −.13611 .09746
−.08335 .37960 −.04784 .09209 −.37960 .15372 −.11896 .14861 .04784 −.11896 .11505 −.03415 .09209 −.14861 .03415 −.12120
.10560 −.04784 .35689 −.09255 .17922 −.11896 .07367 −.42903 .00038 .11505 −.17038 .03095 −.13611 .03415 −.11232 .11348
−.08001 .09209 −.09255 .33823 −.26748 .14861 −.42903 −.04424 .05141 −.03415 .03095 −.19948 .09746 −.12120 .11348 −.06392
−.03370 .10560 −.18833 .09292 −.21713 .04784 .00038 .05141 −.00029 −.35689 .10054 −.25612 .34549 −.09255 .13207 −.09590
.10560 −.17922 −.00038 −.13611 .04784 −.11896 .11505 −.03415 −.35689 .07367 −.17038 .11232 −.09255 .42903 −.03095 .11348
−.18833 −.00038 −.10054 .13207 .00038 .11505 −.17038 .03095 .10054 −.17038 .05177 −.39058 .13207 −.03095 .39058 −.11241
.09292 −.13611 .13207 −.05945 .05141 −.03415 .03095 −.19948 −.25612 .11232 −.39058 −.04576 −.09590 .11348 −.11241 .34422
−.21996 .08001 −.09292 .10347 −.07039 .09209 −.13611 .09746 .34549 −.09255 .13207 −.09590 −.03981 −.33823 .05945 −.19952
.08001 −.26748 .05141 −.09746 .09209 −.14861 .03415 −.12120 −.09255 .42903 −.03095 .11348 −.33823 −.04424 −.19948 .06392
−.09292 .05141 −.25612 .09590 −.13611 .03415 −.11232 .11348 .13207 −.03095 .39058 −.11241 .05945 −.19948 −.04576 −.34422
.10347 −.09746 .09590 −.19952 .09746 −.12120 .11348 −.06392 −.09590 .11348 −.11241 .34422 −.19952 .06392 −.34422 −.05026
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