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Abstract
The existence of compactly supported global minimisers for continuummodels
of particles interacting through a potential is shown under almost optimal hypothe-
ses. The main assumption on the potential is that it is catastrophic, or not H-stable,
which is the complementary assumption to that in classical results on thermody-
namic limits in statistical mechanics. The proof is based on a uniform control on
the local mass around each point of the support of a global minimiser, together with
an estimate on the size of the “gaps” it may have. The class of potentials for which
we prove the existence of global minimisers includes power-law potentials and, for
some range of parameters, Morse potentials, widely used in applications. We also
show that the support of local minimisers is compact under suitable assumptions.
1. Introduction and Main Results
The analysis of configurations minimising nonlocal interaction energies is an
ubiquitous question in mathematics with applications ranging from physics and
engineering problems to mathematical biology and game theory in economic and
social sciences. Understanding the balance of the effects of interactions between the
“particles” in applications such as inelastic particles in granular flows [8,22,23,39],
molecules in self-assembly materials and virus structures [28,37,42,49], animals
in flock patterns in biological swarms [19,20,47,48], and individuals’ strategies in
pedestrian dynamics or strategic preferences [12,26], is of paramount importance.
We deal with interaction potentials: W : Rd → R ∪ {+∞} is a pointwise
defined andmeasurable function which is allowed to take the value+∞, and whose
gradient models the interaction force between two particles located at a distance
x ∈ Rd . More precisely, we regard −∇W (y − x) as the force that a particle at x
exerts on a particle at y, and accordingly we say that W is attractive at x ∈ Rd
when −∇W (x) · x0, and repulsive when −∇W (x) · x0. Given N particles with
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positions xi ∈ Rd , for any i ∈ {1, . . . , N }, we can define the energy associated
with them as
EN (x1, . . . , xN ) = 1
2N 2
N∑
i, j=1
W (xi − x j ).
The typical potentials that we have in mind are repulsive at short distances (that is
for |x | < r for some r > 0) and attractive at large ones, and it is the interplay of
these two effects that allows for the existence of minimisers with interesting prop-
erties. The minimisers of the discrete energy should realise the most stable balance
between the possible attractive and repulsive effects encoded in the interaction po-
tential W . The normalisation of the discrete energy is done in such a way that it is
kept of order one as N → ∞. Finding global (and local) minimisers of this discrete
energy EN is a question of major interest in crystallisation, where self-interaction
is avoided, that is W (0) = 0 (see [46] and the references therein), but also for less
singular potentials where the normalised discrete minima may converge towards
some integrable density or non-atomic probability measure when N → ∞.
It is therefore more suitable to relax the variational problem and look for global
minimisers of the interaction energy functional E : P(Rd) → R ∪ {+∞}, d  1,
defined on the set P(Rd) of probability measures on Rd by
E(ρ) = 1
2
∫
Rd×Rd
W (x − y) dρ(x) dρ(y), ρ ∈ P(Rd). (1.1)
If one considers ρ as a givenmass distribution, then (1.1) is its total potential energy
when individual particles interact through a pair potential W (that is the potential
energy of two particles with unit mass, one at x ∈ Rd and one at y ∈ Rd , is
W (x − y)). More precisely, in the following, if ρ ∈ P(Rd) satisfies E(ρ)  E(μ)
for all μ ∈ P(Rd) we say that ρ is a ground state or global minimiser of E (and
sometimes simply minimiser). Analogously, we talk about minimisers on a subset
A ⊆ P(Rd) when the inequality holds in A.
Let us mention that the set of global (and local) minimisers of the total potential
energy for not too singular potentials can be very rich in terms of their qualitative
properties depending on the behaviour of the potential at the origin. Actually, there
are plenty of works reporting on the qualitative properties of critical points of
the discrete energy in the context of collective behaviour (see [27,47,48] and the
references therein). For instance, Morse potentials were considered in [27], that is,
potentials of the form
W (x) = CRe−
|x |
R − CAe−
|x |
A , x ∈ Rd , (1.2)
with CR , CA measuring the strengths of the repulsive and the attractive part, re-
spectively, and R , A being the typical lengths scales for repulsion and attraction,
respectively. The authors’ detailed numerical study indicates that these potentials
lead to patterns corresponding to minimisers of the energy as N → ∞ only in the
range of parameters corresponding to R < A and CR/CA < (A/R)d . Further-
more, they noted that these conditions are intimately related to the classical notion
of H -stability in statistical mechanics.
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Before discussing this connection further, we now introduce the set of hypothe-
ses on the interaction potential needed to state our main results in full rigour. We
always assume, without loss of generality, that
Hypothesis 1. W is bounded from below by a finite constant Wmin < 0.
This ensures that (1.1) is well defined (possibly equal to +∞) for all ρ ∈ P(Rd).
Actually, in order for E to be finite on “nice” probabilitymeasures ρ (say, uniformly
distributed on a ball), we also assume
Hypothesis 2. W is locally integrable (that is,
∫
B |W | < +∞ for any open ball
B ⊂ Rd ).
In particular, Hypothesis 2 implies that the potential W cannot be equal to
+∞ on sets with positive Lebesgue measure. This assumption rules out interaction
potentials which are too singular at the origin as those used in the analysis of
the crystallisation phenomena [29,46] (see further comments before Hypothesis 4
below).
Since we think of W as a potential as explained above, it is natural to assume
additionally
Hypothesis 3. W is symmetric (that is, W (x) = W (−x) for all x ∈ Rd ).
It is also quite natural to assume that the potential W is radial, but since we do not
need that in the following we avoid making the assumption.
The problem of finding global minimisers of (1.1) has two fundamental invari-
ances. First, E is invariant under translations: for all ρ ∈ P(Rd) and z ∈ Rd we
have E(ρ) = E(Tz(ρ)), where Tz(ρ) is the push-forward of ρ by the z-translation
Tz : Rd → Rd , x 	→ x − z, that is Tz(ρ)(x) = ρ(x + z) for integrable densities. In
particular, any translation of a minimiser is also a minimiser, and uniqueness (if it
holds) can only be expected up to translations. Second, if we add an arbitrary con-
stant D ∈ R to W , then the energy E is shifted by 12 D, and hence the minimisation
problem does not change (note that this is consistent with the interpretation of W
as a potential, which is arbitrary up to a constant).
Our main motivation for studying these minimisers has mainly come from the
recent interest in the field of collective behaviour regarding the steady states of the
aggregation equation
∂tρ = ∇ · (ρ(∇W ∗ ρ)), (1.3)
where ρ = ρ(t, x) is a function (possibly a measure) defined for t  0 and
x ∈ Rd . Since E is a Lyapunov functional for Equation (1.3) (in fact, (1.3) is the
gradient flow of E with respect to the Wasserstein transport distance [17,22,23])
its minimisers (if they exist) are natural candidates for a steady state of (1.3), and
they are also natural candidates to represent the typical asymptotic behaviour of
(1.3) as t → +∞. Equations of the form (1.3) appear in granular flow [22,23,39]
and in swarming models (see [9,10,38] and the references therein) as mentioned
before.
It is easy to see that if a minimiser ρ happens to be regular enough then it must
satisfy the corresponding Euler-Lagrange equation, namely
W ∗ ρ = C on supp ρ, (1.4)
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for some C ∈ R (see Lemma 2.3 and Remark 2.4 for a more precise statement).
Consequently, it must be a stationary state of (1.3), again assuming that ρ is regular
enough for the right-hand side of (1.3) to bemeaningful. Equation (1.4) also appears
as a condition satisfied by special solutions in a variety of models (for example,
flock solutions in [1,19,20,27]), and it is interesting in itself.
As we already mentioned, the authors in [27] analysed numerically a discrete
collective behaviour model based on the Morse potentials of the form (1.2), and
it was noticed that its large-time asymptotics seemed to depend on whether the
potential satisfied a classical condition known as stability or H-stability in classical
statistical mechanics [34,43]:
Definition 1.1. (Stability) Take a potential W : Rd → R ∪ {+∞} satisfying Hy-
potheses 1 and 2, and assume that its limit at ∞ exists (being possibly equal to
+∞). Let us define
W∞ := lim|x |→∞ W (x). (1.5)
We say that W is stable if
E(ρ)  1
2
W∞ for all ρ ∈ P(Rd). (1.6)
Otherwise we say that W is unstable. In a similar way, we define the concept of
stability/instability on a subset A ⊆ P(Rd) by restricting (1.6) to all ρ ∈ A.
The term catastrophic instead of unstable is also used in part of the statistical me-
chanics literature, where a common assumption is that W (x) → 0 as |x | → ∞;
in that case Equation (1.6) translates to E(ρ)  0 for all ρ ∈ P(Rd), which is
the definition often given classically (see for example [7, eq. (23)]). The notion
of stability given in Definition 1.1 implies the classical notion of stability if the
potential is such that W (0) is finite (see for example [43, Sections 3.1 and 3.2]).
In statistical mechanics the classical condition of stability is motivated by the fact
that, when combined with that of temperedness, it is sufficient to show the thermo-
dynamic behaviour of a system of particles interacting via a pairwise potential (see
[43, Theorem 3.3.12]). Indeed, the former condition avoids that infinitely many
particles collapse in a bounded region and the latter avoids significant interaction
between distant particles.
Last but not least, the crystallisation phenomena discussed in [29,46] (see [2,35]
for other related work) are closely linked to the problem we consider, though the
energy there is minimised among configurations of a finite number of particles, and
does not include their self-interaction. The results in these references give more
detailed information about the behaviour of the minimisers for large number of
particles in particular stable cases. Essentially, the minimisers form regular lattices
which spread and fill the whole space as the number of particles tends to infinity.
In other words, if we insist in normalising the minimisers as probability measures,
these Dirac delta minimisers tend to zero weakly as measures as the number of
particles tends to infinity. In fact, the infimum of the interaction energy (modified
as mentioned above to exclude self-interactions) over linear combinations of Dirac
deltas is zero but is not attained.
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By contrast, in our setting we need to assume that W is unstable in order to
show the existence of a minimiser:
Hypothesis 4. The limit (1.5) exists and W is unstable.
We also assume the following more technical hypotheses, though some of our
results do not require Hypothesis 6:
Hypothesis 5. W is lower semi-continuous.
Hypothesis 6. There is R6 > 0 such that W is strictly increasing on Rk−1 ×
[R6,∞) × Rd−k as a function of its k-th variable, for all k ∈ {1, . . . , d}.
Remark 1.2. Notice that any potential which is radially strictly increasing outside
some ball (that is for some R6 > 0 we have W (x) > W (y) whenever |x | > |y| 
R6) satisfies Hypothesis 6.
Remark 1.3. Hypothesis 6 is unnecessary in order to show the existence of global
minimisers (see the related results in [45]). However, some growth condition such
as Hypothesis 6 seems to be necessary to show the uniform compactness part of
Theorem 1.4 below (see Remark 1.6). An example of a growth condition which we
could use here that is less restrictive (but also less intuitive) than Hypothesis 6 is
given in Remark 2.8.
Our main result is the following:
Theorem 1.4. Assume that W : Rd → R ∪ {+∞} satisfies Hypotheses 1–6. Then
there exists a global minimiser ρ ∈ P(Rd) of the energy E. In addition, there exists
K > 0 (depending only on W and the dimension d) such that every minimiser of
E has compact support with diameter at most K .
We point out that an explicit estimate on the size of the support can be recovered
from the proof of the above theorem in Section 2, though we do not expect it to be
sharp.
Our proof of Theorem 1.4 rests on two key apriori estimates on minimisers.
First, in Lemma 2.6 we show that any point in the support of a minimiser needs to
have at least a fixed amount m > 0 of mass which is not further away than a fixed
distance r > 0. The intuitive reason for this is that the potential energy W ∗ ρ has
to be constant at ρ-almost every point of the support of a minimiser ρ (cf. Lemma
2.3 and [3, Theorem 4(i)]), and that potential energy has to be strictly less than the
“potential at infinity” W∞ due to the instability assumption in Hypothesis 4. Hence
some mass has to be close to any given point x in the support, since mass being too
far away would mean that W ∗ρ(x) is too close to W∞. Secondly, Lemma 2.7 uses
Hypothesis 6 to show that the support of a minimiser cannot have arbitrarily large
“gaps”. Otherwise one could bring closer the two parts of the minimiser separated
by the gap and obtain a mass distribution with a smaller energy. This, together with
the first estimate, shows that a minimiser has to consist of at most 1/m pieces,
each with mass at leastm, not too far apart from each other, where · is the ceiling
function. An apriori estimate on the size of the support is then easily obtained.
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The proof of Theorem1.4 is then completed by a usual approximation argument:
we consider minimisers ρR among the set of measures supported in B(0, R), the
closed ball of centre 0 and radius some R, and show that these estimates hold
uniformly for them, which allows us to pass to the limit as R → +∞ to obtain a
global minimiser.
We have recently learnt that Simione et al. [45] independently proved a similar
result by a different method based on Lions’ concentration compactness principle
while this paper was being prepared. Their method does not give any estimate on
the support or properties of the minimisers; on the other hand, their conditions
for existence of minimisers are slightly sharper than the ones in Theorem 1.4. To
complement their resultwe give a corollarywhich derives directly from the structure
of our proof of Theorem 1.4. It is proved in Section 2.4 below.
Corollary 1.5. Assume that W : Rd → R ∪ {+∞} satisfies Hypotheses 1–5 (sat-
isfied by any potential considered in [45] as long as it is unstable in our sense).
Suppose moreover that there exists a global minimiser ρ ∈ P(Rd) of the energy
(1.1). Then ρ is compactly supported.
Remark 1.6. We emphasise that Corollary 1.5 does not require Hypothesis 6 on the
growth at ∞ of the potential W . Hence global minimisers for potentials which, for
instance, decrease to 0 at ∞ and satisfy Hypotheses 1–5, have to be compactly sup-
ported. Note that our statement in this case does not show the existence of any uni-
formbound K on the size of the support of a globalminimiser (unlikeTheorem1.4).
Local minimisers of the energy (1.1) in several transport distances (that is
minimisers in a small ball around them) were studied in [3], where bounds on
the dimension of their support were given under some assumptions controlling the
strength of the repulsion at the origin. Moreover, Euler-Lagrange conditions for
local minimisers in several transport distances were also obtained. These results
(see [3, Theorem 4]) apply to our case since a global minimiser is of course a
local one in particular. Note that, in Section 2.5 below, we derive a generalisation
of Corollary 1.5 to d2-local minimisers, where d2 is the quadratic Wasserstein
distance. Let us mention that the rich structure of global and local minimisers of
the interaction energy was shown for several potentials and by different numerical
methods in [1,3–5,15,20,32,33,47].
Let us review some of the known rigorous results on the existence, uniqueness,
and other properties of theseminimisers in some remarkable cases. An often studied
case is that in which the potential W is a sum of powers:
W (x) = |x |
a
a
− |x |
b
b
, x ∈ Rd ,
for some a, b ∈ R with −d < b < a, and the understanding that |x |0/0 ≡ log |x |.
Here the term |x |a/a is the attractive one (being an increasing function of |x |,
regardless of the sign of a), and |x |b/b is the repulsive one (since it is a decreasing
function of |x |). For b = 2−d the repulsive term is called the Newtonian potential.
It is not difficult to check that this class of potentials satisfies our hypotheses (see
Section 3).
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The case a = 2 simplifies the problem a lot since the attractive part of the
interaction can be reduced to an external quadratic confinement by expanding the
square. The case b = 2 − d, a = 2 is actually relatively well-known among
probabilists: up to translations, the unique global minimiser is the characteristic of a
ball with an appropriate radius. A closely related result with a compact confinement
is proved in [36], and the 2-dimensional case can be found for example in [44,
Theorem 6.1, p. 245]. The extension to higher dimensions can be found in [40,
Proposition 2.13]. The interest in this problem on these references comes from its
links to the capacity of sets and applications to random matrix theory (see [24] and
the references therein).
A modified minimisation problem for power-law potentials with a > −d was
recently studied in [25], where the authors showed that there exists a minimiser ρM
in the class of radially symmetric functions with a fixed L∞-bound M . They also
show that for −d < a < 0 the condition of radial symmetry is not needed, so that
in that case a minimiser exists in the class of functions with a given L∞-bound.
The case a = 2, b = 2s − d for 0 < s < 1 was studied in [13] in relation
to the asymptotic behaviour of Equation (1.3), referred to as the fractional porous
medium equation. The authors there showed that there is a unique steady state (up
to translations) to (1.3), which they called a modified Barenblatt profile. Since the
uniqueness was shown via the associated obstacle problem and the Euler-Lagrange
conditions in [3, Theorem 4] show that global minimisers are regular solutions
of the obstacle problem (see also [16]), then their uniqueness result implies the
uniqueness of global minimisers. Finally, all cases with −d < b  2 − d and
a > 0 were recently treated in [16] showing the regularity of local minimisers
using the connection to classical obstacle problems, by methods that can treat more
general potentials than power laws: results in [16] apply to potentials behaving like
−|x |b/b at zero in the range −d < b  2− d with a smooth enough attractive part
of the potential.
On the other hand, there have beenmanyworks devoted to the study of the steady
states and long-time behaviour of Equation (1.3) (see [3–5,17,18,30–33,41] and
the references therein). Steady states for the case b = 2− d, a > 0 were studied in
[32,33], where it was proved that there exists a unique radial compactly supported
steady state (up to translations). The asymptotic behaviour of (1.3) in the case
b = 2 − d, a = 2 was studied in [11,32], and the case −d < b < 2 − d, a = 2, as
already remarked, was considered in [13,14].
Finally, other particularly interesting potentials are Morse-like potentials [5,
9,19,21,27] (treated in Section 3), for which there is a huge amount of numerical
evidence regarding the existence of compactly supported global minimisers. To our
knowledge, a proof of this existence was not previously available.
The paper is organised as follows: in Section 2 we prove Theorem 1.4. We split
the proof of the existence part into three main steps: first we show the existence
of global minimisers on each set of probability measures supported on a given
ball, second we prove that the support diameters of such minimisers are uniformly
bounded, and third we show existence on the whole space P(Rd). At the end of
this section we give the generalisation of Corollary 1.5 to local minimisers with
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respect to the quadratic Wasserstein topology. In Section 3 we give examples of
potentials satisfying the hypotheses of Theorem 1.4, as well as conditions for the
non-existence of global minimisers which show that Hypothesis 4 in Theorem 1.4
is almost sharp.
2. Existence of Minimisers
2.1. Minimisers on a Given Ball
Let us define for all R  0 the setPR(Rd) =
{
ρ ∈ P(Rd) | supp ρ ⊂ B(0, R)}.
This is the set of all probability measures with support included in the closed ball
B(0, R). For every R  0, we want to show the existence of global minimisers on
PR(Rd).
Let us first show the following lemma:
Lemma 2.1. Let W be a potential satisfying Hypotheses 1 and 5. Then the en-
ergy (1.1) is weakly- lower semi-continuous, that is for any sequence (ρn)n∈N
converging weakly- to ρ in P(Rd) we have E(ρ)  lim infn→∞ E(ρn).
Proof. ByHypotheses 1 and 5we know that there exists a non-decreasing sequence
(ϕm)m∈N of continuous and bounded functions such that ϕm → W pointwise as
m → ∞ (see [6, Lemma A.1.3]). Let us consider a bound from below for ϕ1,
and denote it by c. Then (ϕm − c)m∈N is non-negative, non-decreasing and with
pointwise limit W − c. Suppose that (ρn)n∈N is a sequence weakly- converging
to ρ in P(Rd). Then, applying the Lebesgue monotone convergence theorem, we
obtain
∫
Rd×Rd
(ϕm(x−y)−c) dρ(x) dρ(y) −−−−→
m→∞
∫
Rd×Rd
(W (x−y)−c) dρ(x) dρ(y).
Therefore, we infer
∫
Rd×Rd
ϕm(x − y) dρ(x) dρ(y) −−−−→
m→∞
∫
Rd×Rd
W (x − y) dρ(x) dρ(y).
Furthermore, since (ϕm)m∈N is non-decreasing, we have for all n,m ∈ N,
∫
Rd×Rd
ϕm(x − y) dρn(x) dρn(y) 
∫
Rd×Rd
W (x − y) dρn(x) dρn(y).
Hence, by definition of weak- convergence and passing to the limits n,m → ∞,
we get
∫
Rd×Rd
W (x − y) dρ(x) dρ(y)  lim inf
n→∞
∫
Rd×Rd
W (x − y) dρn(x) dρn(y),
proving the desired result. unionsq
We can now state an existence result for global minimisers of the energy (1.1)
on PR(Rd) for any R  0.
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Lemma 2.2. Suppose that the potential W satisfies Hypotheses 1 and 5. Then for
every R  0 there exists a global minimiser ρR on PR(Rd) of the energy (1.1).
Proof. Let us fix R  0 and let (ρn)n∈N be aminimising sequence for the restriction
of the energy (1.1) to PR(Rd). Note that PR(Rd) is a tight subset of P(Rd), and
therefore by Prohorov’s theorem we know there exists a subsequence (ρnk )k∈N and
ρR such that ρnk ⇀ ρR weakly- as k → ∞. Moreover, since PR(Rd) is weakly-
closed, we have ρR ∈ PR(Rd). By Lemma 2.1 we have lim infk→∞ E(ρnk ) 
E(ρR). Hence, inf{E(ρ) | ρ ∈ PR(Rd)} = limn→∞ E(ρn) = lim infk→∞ E(ρnk )
 E(ρR)  inf{E(ρ) | ρ ∈ PR(Rd)}. Therefore ρR is a global minimiser of the
energy (1.1) on PR(Rd). unionsq
2.2. Uniform Bound on the Support of Minimisers
We now show the existence of a bound for the diameter of the support of global
minimisers in PR(Rd) for any R  0, which is uniform in R.
In [3, Theorem 4(i)] it was proved that a global minimiser ρ satisfies W ∗ ρ =
2E(ρ) ρ-almost everywhere. We adapt it here for minimisers on PR(Rd) for any
R  0:
Lemma 2.3. Assume that the potential W satisfies Hypotheses 1–3 and 5. Take
R  0 and let ρR be a global minimiser on PR(Rd). Then W ∗ ρR = 2E(ρR)
ρR-almost everywhere.
Proof. Let ϕ ∈ C∞0 (Rd) and define
dν(x) =
(
ϕ(x) −
∫
Rd
ϕ(y) dρR(y)
)
dρR(x)
for all x ∈ Rd . Also consider ρε = ρR + εν for ε > 0. Then we have
∫
Rd
dρε(x) =
∫
Rd
dρR(x) + ε
∫
Rd
dν(x) = 1.
Moreover, one can check that
ϕ(x) −
∫
Rd
ϕ(y) dρR(y)  −2 ‖ϕ‖L∞(Rd ) .
Thus, for any Borel set A of Rd we have
ρε(A) =
∫
A
dρε(x) 
∫
A
dρR(x) − 2ε ‖ϕ‖L∞(Rd ) ρR(A)
= (1 − 2ε ‖ϕ‖L∞(Rd )
)
ρR(A).
Therefore, since ρR is a probability measure,
ρε(A)  0 if ε 
1
2 ‖ϕ‖L∞(Rd )
.
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Let us take such an ε, which ensures that ρε is a probability measure. Furthermore,
we have supp ρε ⊂ B(0, R). Hence ρε ∈ PR(Rd). We know that ρR is a global
minimiser on PR(Rd), and thus E(ρε)  E(ρR). In addition, by Hypotheses 1 and
2 the energy generated by ρR is bounded. Then
E(ρε) − E(ρR)
ε
=
∫
Rd×Rd
W (x − y) dν(x) dρR(y)
+ε
2
∫
Rd×Rd
W (x − y) dν(x) dν(y)  0.
Hence, letting ε → 0 and since the last integral is finite, we get
∫
Rd×Rd
W (x − y) dν(x) dρR(y)  0,
or equivalently, by plugging the definition of ν inside the integral,
∫
Rd
(W ∗ ρR(x) − 2E(ρR)) ϕ(x) dρR(x)  0.
This result being true for all ϕ ∈ C∞0 (Rd), we have that W ∗ ρR(x)− 2E(ρR) = 0
ρR-almost everywhere. unionsq
Remark 2.4. By following the same argument one can see that Lemma 2.3 is also
true for a global minimiser ρ on the whole space P(Rd) (this is the content of [3,
Theorem 4(i)]).
To show that, under the instability condition in Hypothesis 4, the diameter of
the support of a global minimiser ρR onPR(Rd) is independent of R, we first notice
that an unstable potential is also unstable on PS(Rd) for some finite radius S:
Lemma 2.5. Assume Hypotheses 1 and 4 for the potential W . Then there exists
S > 0 such that W is unstable on PS(Rd) (and hence on PR(Rd) for all R  S).
Proof. Letρ ∈ P(Rd)be such that E(ρ) < 12W∞. Define the sequence of truncated
probabilities (ρn)n ⊂ P(Rd), for every n ∈ N large enough so that ρ(B(0, n)) > 0,
by
ρn = 1
ρ(B(0, n))
χB(0,n)ρ.
(Where χA denotes the characteristic function of a set A.) Clearly, for every such
n, we have ρn ∈ Pn(Rd). It is easy to see that E(ρn) → E(ρ) as n → ∞, and
hence there exists N ∈ N large enough such that E(ρN ) < 12W∞ (see the proof of
Lemma 2.10 for a similar calculation). This proves the lemma with S = N . unionsq
Below we always consider S > 0 to be a radius obtained from Lemma 2.5; that
is, a number such that W is unstable on PS(Rd).
The following two lemmas are fundamental in the proof of our main result. The
first one shows that if, for some R, a point is in the support of a minimiser ρR on
PR(Rd), then there has to be at least some mass not far from it. The quantification
of “some” and “not far” are independent of R and the point one chooses, so that
this is a uniform estimate for all minimisers and all points:
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Lemma 2.6. Suppose that the potential W satisfies Hypotheses 1–5. Then there are
constants r,m > 0 (depending only on W) such that for all R  S and all global
minimisers ρR of the energy (1.1) on PR(Rd) we have
∫
B(x0,r)
dρR(x)  m for all x0 ∈ supp ρR.
Proof. We proceed in two steps: we first prove the result ρR-almost everywhere,
and then everywhere in supp ρR .
Step 1: ρR-almost everywhere. Call ER theminimumof the energy onPR(Rd);
that is, ER := min
{
E(ρ) | ρ ∈ PR(Rd)
}
. (We know this minimum exists due to
Lemma 2.2.) Clearly ER is non-increasing in R and ER  ES < 12W∞ for all
R  S by our choice of S (see Lemma 2.5). If we consider a global minimiser ρR
on PR(Rd), we know by Lemma 2.3 that for ρR-almost all z ∈ supp ρR we have
1
2
∫
Rd
W (z − x) dρR(x) = E(ρR) = ER  ES < 1
2
W∞.
Note that ES is independent of R and of the choice of the global minimiser ρR .
Choose A ∈ R with ES < A < 12W∞. Since by definition we have lim|x |→∞ W (x)
= W∞, we can choose r ′ > 0 with W (x)  2A for all x ∈ Rd such that |x |  r ′.
(Notice that both A and r ′ are independent of R.) Then for ρR-almost every z we
have
2ER =
∫
Rd
W (z − x) dρR(x) =
∫
B(z,r ′)
W (z − x) dρR(x)
+
∫
Rd\B(z,r ′)
W (z − x) dρR(x)
 Wmin
∫
B(z,r ′)
dρR(x) + 2A
∫
Rd\B(z,r ′)
dρR(x)
= (Wmin − 2A)
∫
B(z,r ′)
dρR(x) + 2A,
where we have used that ρR is a probability measure. Rearranging terms and notic-
ing that Wmin − 2A < Wmin − 2ES < 0 and 2ES  2ER ,
∫
B(z,r ′)
dρR(x) 
A − ES
A − 12Wmin
=: m. (2.1)
This finishes this step, since the right-hand side depends only on W .
Step 2: everywhere. Take δ > 0, call r := r ′ + δ and let x0 ∈ supp ρR . Then
we get ρR(B(x0, δ)) > 0 by definition of the support of ρR . Suppose first that
ρR(B(x0, δ)\{x0}) = 0. Then ρR({x0}) > 0 and therefore (2.1) has to be satisfied
at x0, so
∫
B(x0,r)
dρR(x) 
∫
B(x0,r ′)
dρR(x)  m.
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Suppose now that ρR(B(x0, δ)\{x0}) > 0. Then there is y0 ∈ B(x0, δ)\{x0} such
that (2.1) has to be satisfied at y0. Thus, since B(y0, r ′) ⊂ B(x0, r),
∫
B(x0,r)
dρR(x) 
∫
B(y0,r ′)
dρR(x)  m.
Hence the result holds for all x0 ∈ supp ρR as r depends only on W . unionsq
The following lemma is in some sense complementary to the previous one: we
show that if a minimiser ρR on PR(Rd) has a “gap” in one of the coordinates, then
it cannot be very big, with the quantification of “very big” being again independent
of R and the position of the gap. It is interesting to note that this is the only part
in the paper where Hypothesis 6 is explicitly used: all later dependence on this
hypothesis is through this lemma.
In order to state this precisely let us denote by πk : Rd → R the k-th coordinate
projection, for k ∈ {1, . . . , d}. Then the following holds:
Lemma 2.7. Assume that the potential W satisfiesHypotheses 1, 3 and 6. Let R  0
and suppose that ρR is a global minimiser of the energy (1.1) on PR(Rd). Then
the support of ρR cannot have “gaps” larger than 2R6 in each coordinate (where
R6 is the constant from Hypothesis 6): if k ∈ {1, . . . , d} and ak ∈ R is such that
π−1k ([ak − R6, ak + R6]) ⊆ Rd\supp ρR, then either π−1k ((−∞, ak − R6]) ⊆
R
d \supp ρR or π−1k ([ak + R6,∞)) ⊆ Rd \supp ρR.
Proof. If this is not the case, take k ∈ {1, . . . , d} and ak ∈ Rwithπ−1k ([ak − R6, ak
+R6]) ⊆ Rd \supp ρR , and such that the support of ρR intersects both the “left”
part
HL := π−1k ((−∞, ak − R6])
and the “right” part
HR := π−1k ([ak + R6,∞)).
Take 0 < εk  R6 and ε = (0, . . . , 0, εk, 0, . . . , 0) ∈ Rd with k-th coordinate εk ,
and consider
ρ˜R := ρR
∣∣
HL
+ Tε
(
ρR
∣∣
HR
)
,
whereμ
∣∣
A denotes the restriction of a measureμ to a set A, Tε(μ) the push-forward
of a measure μ by the ε-translation Tε : x 	→ x − ε, and as usual χA denotes the
characteristic function of a set A. Clearly ρ˜R ∈ PR(Rd) and it is the result of
slightly moving to the “left” the part of ρR in the k-coordinate which is to the
“right” of ak + R6. By Hypotheses 3 and 6, ρ˜R has lower energy than ρR :
E(ρ˜R) = E
(
ρR
∣∣
HL
) + E(Tε
(
ρR
∣∣
HR
))
+
∫
Rd
∫
Rd
W (x − y) dρR
∣∣
HL
(x) dTε
(
ρR
∣∣
HR
)
(y)
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= E(ρR
∣∣
HL
) + E(ρR
∣∣
HR
) +
∫
Rd
∫
Rd
W (x−y−ε) dρR
∣∣
HL
(x) dρR
∣∣
HR
(y)
< E
(
ρR
∣∣
HL
) + E(ρR
∣∣
HR
) +
∫
Rd
∫
Rd
W (x − y) dρR
∣∣
HL
(x) dρR
∣∣
HR
(y)
= E(ρR).
Notice that we use here the translation invariance of the energy E and the fact that
ρR = ρR
∣∣
HL
+ ρR
∣∣
HR
.
The strict inequality is due to W being strictly increasing in the k-th coordinate
on Rk−1 × [2R6 − εk,∞) × Rd−k and to our assumption that the support of ρR
intersects both HL and HR. This contradicts the fact that ρR is a global minimiser
on PR(Rd). unionsq
Remark 2.8. Notice that the proof of Lemma 2.7 still works if instead of Hypothesis
6 we suppose the following, less restrictive, growth assumption: for every k ∈
{1, . . . , d} there exists 0 < εk  R6 such that if x ∈ Rd is with xk  R6, then
W (x + ε) > W (x), where ε = (0, . . . , 0, εk, 0, . . . , 0) ∈ Rd with k-th coordinate
εk . This implies that all our results using Hypothesis 6 stay true by relaxing it to
this growth assumption (in particular Theorem 1.4).
Next we are able to give a uniform bound on the diameter of a minimiser ρR
on PR(Rd) which is independent of R. This already contains the main part of the
proof of existence of a global minimiser, since it could be used, for example, to
show the tightness of a minimising sequence. It is the main ingredient in Lemma
2.10, which is the existence part of Theorem 1.4.
Lemma 2.9. Assume that the potential W satisfies Hypotheses 1–6. There exists
K > 0 (depending only on W and d) such that for all R  0 and global minimiser
ρR of the energy (1.1) on PR(Rd), the diameter of the support of ρR is bounded by
K .
Proof. Let S be a radius given by Lemma 2.5 (that is such that W is unstable on
PR(Rd) for all R  S). Since S depends only on W , it is clearly enough to show
the lemma for R  S.
Take any x0 ∈ supp ρR . We recursively define N + 1 points {x0, . . . , xN }, for
some N  0, as follows:
1. If supp ρR\⋃n−1i=0 B(xi , 2r), where r is the constant in Lemma 2.6 and n is the
number of already selected points, is not empty, then take any xn in that set.
2. If the above set is empty, then xn−1 is the last term of the sequence (that is
N = n − 1).
We notice that this process must end after at most 1/m steps; this is, N + 1 
1/m, where m is the constant in Lemma 2.6 and · is the ceiling function. The
reason for this is that, for each i ∈ {0 . . . , N }, the ball B(xi , r) contains at least a
fixed amount m of mass (see Lemma 2.6), and this mass is not in any of the other
balls. Also, it is clear that the support of ρR is contained in
⋃N
i=0 B(xi , 2r).
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Wewrite xi = (x (1)i , . . . , x (d)i ) for all i ∈ {0 . . . , N }, and for any k ∈ {1, . . . , d}
we relabel the points so that x (k)0 < · · · < x (k)N . Then, if N > 0, we have
x (k)i+1 − x (k)i  4r + 2R6
for all i ∈ {0 . . . , N − 1}, due to Lemma 2.7 (otherwise the support of ρR would
have a gap larger than 2R6 in the k-th coordinate). From this we deduce that
x (k)N − x (k)0  N (4r + 2R6)  (1/m − 1)(4r + 2R6).
Note that this inequality still holds if N = 0, as in this case m must be 1. Since k
is arbitrary, we have that the diameter of the support of ρR in each coordinate k is
bounded by 4r + (1/m − 1)(4r + 2R6). Therefore the diameter of the support
of ρR with respect to the 2-Euclidean norm satisfies
diam (supp ρR) 
√
d(4r + (1/m − 1)(4r + 2R6)) =: K .
Note that K does not depend on R or on the choice of ρR . unionsq
2.3. Minimisers on the Whole Set of Probability Measures
We now finish the proof of the existence part of Theorem 1.4:
Lemma 2.10. Assume that the potential W satisfies Hypotheses 1–6. Then there
exists a global minimiser for the energy (1.1) on P(Rd).
Proof. Let K be the bound on the diameter of minimisers on PR(Rd) for all R  0
given by Lemma 2.9, and consider ρ′ a global minimiser on PK (Rd). We show
below that ρ′ is in fact a global minimiser in all of P(Rd).
Given ρ ∈ P(Rd) with compact support, there exists R  0 such that ρ ∈
PR(Rd). Let us take ρR a global minimiser of E on PR(Rd). Then, we have
E(ρR)  E(ρ). Due to translation invariance of E , it is clear that E(ρ′)  E(ρR)
for any R  0 since the support of ρ must have diameter less than K , and then it can
be translated to a measure in PK (Rd). Therefore, we conclude that E(ρ′)  E(ρ)
for all ρ ∈ P(Rd) with compact support.
We want now to show that ρ′ is in fact a global minimiser on P(Rd). Take any
ρ ∈ P(Rd). For n large enough such that Mn := ρ (B(0, n)) > 0, let us define the
sequence (ρn)n by
ρn = 1
Mn
χB(0,n)ρ. (2.2)
Then
E(ρn) − Wmin
2
= 1
2
∫
Rd×Rd
(W (x − y) − Wmin) dρn(x) dρn(y)
= 1
2M2n
∫
Rd×Rd
χB(0,n)2(x, y)(W (x − y) − Wmin) dρ(x) dρ(y).
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Applying the Lebesgue monotone convergence theorem, we get
E(ρn) −−−→
n→∞
1
2
∫
Rd×Rd
W (x − y) dρ(x) dρ(y) = E(ρ).
Moreover, since ρn ∈ Pn(Rd) for all n large enough has compact support, we have
by above that E(ρn)  E(ρ′). Hence E(ρ)  E(ρ′). Therefore ρ′ is a global
minimiser on P(Rd). unionsq
2.4. Support Compactness of Minimisers
The previous section shows the existence of a compactly supported global
minimiser among all probability measures. However, this does not exclude the
existence of a global minimiser without compact support. Corollary 1.5 shows that
any global minimiser on P(Rd) is actually compactly supported (and hence, due to
Lemma 2.9, has support with diameter less than or equal to K ), thus finishing the
proof of Theorem 1.4. Its proof is based on very similar reasonings used throughout
Lemma 2.6.
Proof of Corollary 1.5. By Remark 2.4 and Hypothesis 4 we have that W ∗ ρ =
2E(ρ) ρ-almost everywhere and we can take A′ such that E(ρ) < A′ < 12W∞.
Then, similarly to the proof of Lemma 2.6, we show that for all x0 ∈ supp ρ,
∫
B(x0,r ′′)
dρ(x)  A
′ − E(ρ)
A′ − 12Wmin
=: m′ > 0,
where r ′′ can be found as in the proof of Lemma 2.6. The result follows immediately
from a contradiction argument. Indeed, suppose that ρ is not compactly supported.
Then we can choose a sequence of 1/m′ + 1 points in its support, where · is
the ceiling function, such that the balls with centres these points and radii r ′′ do
not intersect. By the inequality above this implies that the total mass of ρ is greater
than 1, contradicting the fact that ρ is a probability measure. unionsq
2.5. Corollary for Local Minimisers
Under Hypotheses 1–6, Theorem 1.4 trivially ensures the existence of com-
pactly supported local minimisers in any topology. However, it is not sufficient to
show that any local minimiser must have compact support. Let us restrict ourselves
to local minimisers with respect to the quadratic Wasserstein distance d2 (for a de-
finition, see [3, Section 2] for example). We know by [3, Theorem 4(i)] that, under
Hypotheses 1–3 and 5, if ρ ∈ P(Rd) is a d2-local minimiser with E(ρ) < +∞,
then it satisfies W ∗ρ = 2E(ρ) ρ-almost everywhere: that is, Lemma 2.3 (and Re-
mark 2.4) is true for d2-local minimisers on P(Rd). We give here a generalisation
of Corollary 1.5 by restricting the instability condition of Theorem 1.4 to the subset
of d2-local minimisers:
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Corollary 2.11. Assume that W : Rd → R ∪ {+∞} satisfies Hypotheses 1–3 and
5, and is such that W∞ := lim|x |→∞ W (x) exists (being possibly equal to +∞).
Suppose moreover that there exists a d2-local minimiser ρ ∈ P(Rd) of the energy
(1.1) with E(ρ) < 12W∞. Then ρ is compactly supported.
Proof. The proof is direct by following the arguments of the proof of Corollary 1.5
given in Section 2.4, and using the result [3, Theorem 4(i)] for d2-local minimisers
and the fact that E(ρ) < 12W∞. unionsq
Remark 2.12. For potentials with lim|x |→∞ W (x) = +∞, the instability condition
of Corollary 2.11 is automatically verified by any non-trivial d2-local minimiser
(that is a local minimiser with finite energy). This is the case, for instance, of the
power-law potential given in Proposition 3.2(i) when a  0.
3. Examples and Non-Existence of Minimisers
3.1. Examples of Potentials With Minimisers
We want to give explicit examples of potentials W satisfying the hypotheses of
Theorem 1.4. To this end we first state a lemma which gives sufficient conditions
for a potential to be unstable, and therefore for Hypothesis 4 to hold. A similar
result can be found in [43, Section 3.2], where alternative conditions are also given
for a potential to be unstable. In the following the subscripts + and − stand for
positive and negative part, respectively.
Lemma 3.1. Let W be a potential satisfying Hypotheses 1 and 2, and assume
furthermore that W∞ := lim|x |→∞ W (x) exists (being possibly equal to +∞).
(i) If W∞ = +∞, then W is unstable.
(ii) If W∞ < +∞, call W˜ := W −W∞. If W˜+ is integrable and
∫
Rd
W˜ < 0 (being
possibly equal to −∞), then W is unstable.
Proof. (i) This case is trivial since, by Hypothesis 2, any uniform distribution on a
given ball has finite energy.
(ii) Let us define, for all R > 0, the following probability measure:
ρR = 1|B(0, R)|χB(0,R).
Then compute easily
E(ρR) − 1
2
W∞ = 1
2|B(0, R)|
∫
Rd
φR(x)W˜ (x) dx,
where φR := 1|B(0,R)|χB(0,R) ∗ χB(0,R). Remark that φR  1 for all R > 0 and
(φRW˜ )R>0 converges pointwise to W˜ on Rd as R → ∞. Assume first that W˜− is
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integrable, that is by our hypothesis on W˜+, W˜ is integrable. Then, by the Lebesgue
dominated convergence theorem we get
∫
Rd
φR(x)W˜ (x) dx −−−→
R→∞
∫
Rd
W˜ (x) dx < 0.
Thus there exists R large enough such that E(ρR) < 12W∞, which shows the
results. Now assume that W˜− is not integrable, that is
∫
Rd
W˜ = −∞. By above we
have
E(ρR) − 1
2
W∞ = 1
2|B(0, R)|
(∫
Rd
φR(x)W˜+(x) dx +
∫
Rd
φR(x)W˜−(x) dx
)
 1
2|B(0, R)|
(∫
Rd
W˜+(x) dx +
∫
Rd
φR(x)W˜−(x) dx
)
.
Since (φRW˜−)R>0 is non-increasing, non-positive and converges pointwise to W˜−
on Rd as R → ∞, the Lebesgue monotone convergence theorem yields
∫
Rd
φR(x)W˜−(x) dx −−−→
R→∞
∫
Rd
W˜−(x) dx = −∞.
Therefore, since
∫
Rd
W˜+ is finite, there exists R large enough such that E(ρR) <
1
2W∞, which ends the proof. unionsq
In the following proposition we use the result above to find explicit potentials
satisfying all Hypotheses 1–6, and therefore for which Theorem 1.4 is applicable.
Proposition 3.2. Consider the following potentials for all x ∈ Rd and CA,CR, A,
R > 0:
(i) (Power-law potential) W (x) = |x |
a
a
− |x |
b
b
with −d < b < a,
(ii) (Morse potential)W (x) = CRe−
|x |
R −CAe−
|x |
A with R < A and
CR
CA
<
(
A
R
)d
,
with the convention |x |
0
0 = log |x |. Each of these potentials satisfies Hypotheses 1
to 6.
Proof. (i) Hypotheses 3 and 5 are trivially respected, as well as Hypotheses 2
and 6 since −d < b < a. Furthermore, since a > b, we have that W satisfies
Hypothesis 1. We are only left to show Hypothesis 4. Let us first assume a  0.
Then W (x) → +∞ =: W∞ as |x | → ∞. Therefore, by Lemma 3.1(i) we have
that W satisfies Hypothesis 4. On the other hand, in the case a < 0 we have
W (x) → 0 =: W∞ as |x | → ∞. Since a > b, W is asymptotic to −|x |b/b as
|x | → ∞, while W+ is integrable since −d < a. This shows that
∫
Rd
W = −∞,
so Lemma 3.1(ii) applies to show that W satisfies Hypothesis 4.
(ii) Hypotheses 2, 3 and 5 are trivially respected, as well as Hypotheses 1 and
6 by our assumptions on the parameters. Furthermore W (x) → 0 =: W∞ as
|x | → ∞, and one may check that
∫
Rd
W (x) dx = C ′(d)(CRdR − CAdA),
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where C ′ > 0 is a constant coming from a spherical change of variables and  is
the Gamma-function. Therefore
∫
Rd
W < 0 for the given range of parameters, and
by Lemma 3.1(ii) we obtain that W satisfies Hypothesis 4. unionsq
3.2. Non-Existence of Minimisers
In the work of Simione et al. [45] conditions are given for the non-existence
of minimisers of the interaction energy. Here, for completeness, we rewrite their
result in Theorem 3.3 adapting it to our hypotheses and using a slightly different
language. Let us consider the following assumption on the potential:
Hypothesis 7. The limit (1.5) exists and W is such that there is ρ ∈ P(Rd) with
E(ρ)  12W∞.
This is a formulation of Hypothesis 4 generalised to the equality case. Our main
result, as given in Theorem 1.4, can now be extended to the following:
Theorem 3.3. Suppose that the potential W satisfies Hypotheses 1–3, 5 and 6. Also
assume it is such that the limit (1.5) exists and the positive part of W˜ := W − W∞
is integrable if W∞ < +∞. Then E admits a global minimiser if and only if W
satisfies Hypothesis 7.
Proof. Sufficiency: The sufficiency is almost direct by Theorem 1.4. However we
still need to cover the equality case. By contradiction, suppose that there is ρ ∈
P(Rd) with E(ρ) = 12W∞ and that there exists no global minimiser of the energy.
Then there must be a probability measure ρ′ such that E(ρ′) < E(ρ) = 12W∞.
Now we can apply Theorem 1.4 to get that there exists a global minimiser for E ,
which contradicts the non-existence assumption.
Necessity: Suppose that there exists a global minimiser ρ′ ∈ P(Rd) for the
energy (1.1). If W∞ = +∞, then the result is trivial. Assume that W∞ < +∞. By
definition ofW∞, we have lim|x |→∞ W˜ (x) = 0. Then, sinceW satisfiesHypothesis
6, we know there exists r > 0 large enough such that W˜ (x)  0 for all x ∈ Rd
such that |x | > r . Thus we know that ∫
Rd
W˜ = +∞ by Hypothesis 2. Now, since
W˜+ is integrable, by proceeding as in the proof of Lemma 3.1 and using the same
notation, we have two cases: either
∫
Rd
W˜ is finite and therefore E(ρR) → 12W∞
as R → ∞, or ∫
Rd
W˜ = −∞ and therefore there is R large enough such that
E(ρR) <
1
2W∞. In both cases we get E(ρ
′)  12W∞. Hence result. unionsq
Remark 3.4. Theorem 3.3 shows that, under its hypotheses, the only stable poten-
tials for which global minimisers exist are the ones such that the equality case in
the stability definition holds, that is the ones such that you can find ρ ∈ P(Rd)
with E(ρ) = 12W∞. For radially symmetric potentials this is also true without
Hypothesis 6, as proven in [45]. An example of such potential is the following:
W (x) = |x |2e−|x |2 , x ∈ Rd .
Indeed W is radially symmetric and satisfies all the hypotheses of Theorem 3.3 but
Hypothesis 6, and is stable with obviously E(δ0) = 12W (0) = 0 = 12W∞, where
δ0 is the Dirac measure centred at the origin.
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