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INTRODUCTION 
The cross sections of photonuclear reactions show broad resonance 
peaks in different elements at an Incident photon energy of 20 to 25 MeV. 
The most Important contribution to these peaks comes from electric dipole 
transitions. Because of this, the states associated with these resonances 
are conventionally referred to as giant dipole states. The observed 
resonances point to the existence of long-lived Intermediate states of the 
compound system which according to Niels Bohr ( 1 ) have this long lifetime 
due to their complexity. Accordingly, It was for a long time considered 
almost hopeless to approach nuclear reaction theory from a microscopic 
point of view. Thus the nucléons comprising the compound state were looked 
upon as an aggregate of particles exhibiting collective or group properties. 
Because the collective motion of the nucleus exhibited properties similar 
to that of an incompressible liquid^ the classical liquid-drop model of 
the nucleus came into being. Similar Investigations of the collective 
nature of the nucleus led to the statistical and collective models of the 
nucleus. The nuclear shell-model of Mayer and Jensen (2) was the first 
successful attempt made to describe the properties of the nucleus by ex­
amining the individual properties of Its constituent nucléons. The success 
of this microscopic approach In describing the properties of bound nuclear 
levels stimulated the development of a microscopic approach to nuclear re­
actions. 
Attempts have been made by various groups ( 3-10 ) to solve the nuclear 
reaction problem at least for that case where only One tiuCicOn Is In the 
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continuum, i.e., below the two-particle emission threshold. The case of 
more than one nucléon in the continuum must remain an unsolved problem 
at least until an adequate three-body theory has been formulated. Consid­
ering closed-shell nuclei. Brown and his collaborators (11, 12) have identi­
fied the compound states describing the giant dipole resonances as highly 
correlated superpositions of single-particle excitations out of the closed 
shell into an adjacent unfilled shell. The main mechanism giving rise to 
the properties of the giant dipole states is the interaction of the ex­
cited particles with the corresponding holes left in the lower shell. This 
mixes the possible T = 1, J* = 1 shell-model configurations. One or two 
of the resulting states have energies appreciably larger than that of the 
basic shell-model excitations (11, p. 474) and it is exactly these states 
which describe the resonance peaks. The focal point of a successful nuclear 
reaction theory describing these excitations should thus be an accurate 
representation of these single-particle continuum states. The usual 
approach taken in nuclear reaction theory is to treat the entire continuum 
of positive energy states through the use of Green's functions. This in­
variably leads to integral equations incorporating integrals over the 
entire infinite range of possible energies. What one would like to do in­
stead is to formulate a theory which involves only a countably infinite set 
of positive energy states or better yet a discrete spectrum of continuum 
states and still be able to describe the principal properties of the nuclear 
reaction process. To accomplish this aim, one must look at the properties 
of the single-particle potential describing the motion of these particles. 
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If one chooses an infinite range potential such as the harmonic oscilla­
tor potential only bound states can be described, ioe., those states with 
a negative energy. The nucléon emitted in the photonuclear reaction will, 
however, be unbound (possessing positive energy) so one must consider 
instead a finite-range potential. If in addition to the use of a finite-
range potential one places some form of boundary condition on the wave 
function of the scattered particle, a discrete spectrum for the nuclear 
Hamilton!an is obtained. This is in complete analogy with the usual 
concept of "box normalization" employed in quantum theory. If the set of 
basis states comprising the scattered wave function is finite, the problem 
is reduced to a matrix diagonalization of the type encountered in con­
ventional bound state configuration-mixing calculations. 
What must the range of the potential be to describe adequately the 
properties of a continuum state in the truncated space? The guiding 
principle used in defining this truncated space is the idea that the 
nuclear interaction between target and projectile becomes negligibly small 
if their separation exceeds the value of several nuclear radii. Hence, 
nuclear interactions are relevant for the reaction process only when all 
nucléons are within a small volume which thus defines an internal region. 
The basis states of the Hamiltonian must be continuous and have a con­
tinuous derivative at the surface of the internal region. Thus some form 
of boundary condition is implied at the surface of the internal region. The 
form of this boundary condition has led to several different reaction 
theories, the most prevalent being the R-matrIx theory of Wigner and 
Eisenbud ( ]o) and the eigenchannel theory of Greiner and Danos (13). 
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The R-matrix theory has been widely applied with limited success but 
poses several drawbacks from a physical standpoint. The boundary condi­
tion chosen in the R-matrix theory is to have the logarithmic derivative 
of the basis states of the interior region equal a constant; the value of 
the constant being arbitrary. Thus the energies of the interior basis 
states have no physical connection with that of the scattering solution in 
the exterior region. Furthermore if one truncates the set of interior 
basis states according to an energy cutoff criterion, as is usually done, 
there seems to be no physical connection linking the energy cutoff employed 
with that of the scattering solution desired. The eigenchannel theory pro­
posed by Greiner and Danos in I965 makes use of a "natural" boundary con­
dition dependent on energy which joins smoothly the basis functions of the 
interior region to the wave function of the scattered particle. This 
"natural" boundary condition merely matches the logarithmic derivative of 
the interior and exterior wave functions at the truncating radius. Thus 
the interior basis states are physically connected to the wave function of 
the scattered particle and an energy cutoff criterion on the interior states 
can easily be interpreted in terms of the energy of the scattered particle. 
Moreover, the eigenchannel theory leads to a diagonal representation of the 
S-matrix which makes the construction of the scattering matrix particularly 
easy. Since the nuclear cross sections are directly related to the matrix 
elements of the scattering matrix, the eigenchannel theory results in 
particularly simple forms for the various partial cross sections of interest* 
The eigenchannel theory been applied to various n'jcle: ( ]4 - 19), 
and gives reasonably good agreement with experiment. However in the 
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recent years this theory has come under attack (20,21 ) because of its 
apparent ability to reproduce fine-structure resonances in the giant di-
pole region. Can the eigenchannel theory in the 1-particle-l-hole frame­
work reproduce such narrow resonances or are the resonances merely spuri­
ous peaks due to an incomplete treatment of the basis functions of the 
model Hamilton!an? Questions such as this have led to heavy criticism 
being levied against this theory by Hans Weidenmul1er and C. Mahaux (20). 
It is their opinion that the R-matrix method is at least as accurate as 
the eigenchannel method, the former being, however, both simpler and 
numerically much faster than the latter and that the cross sections ob­
tained from the eigenchannel method may exhibit spurious wiggles or 
resonance peaks. 
What was needed and had not been done was a calculation employing the 
eigenchannel theory but with an analytically solvable single-particle 
potential for which the exact wave functions are known. Working with known 
analytic solutions one is better able to estimate error accumulation, 
recognize numerical difficulties in the theory, and state with relative 
assurance whether calculated resonances are spurious or not. In Chapter I, 
the eigenchannel theory is reviewed and the heretofore neglected question 
of the non-orthogonality of the basis state wave functions is discussed 
and properly accounted for in the theory. Photonuclear cross sections and 
electric dipole absorption processes are discussed in the eigenchannel 
framework in Chapter II. In Chapter III, a calculation of the dipole 
12 
absorption cross sections for C is presented with a single-particle 
potential of the spherically symmetric square well type. The analytic 
6 
solutions for both protons and neutrons is given along with a detailed 
outline of the method employed in the eigenchannel theory. It has been 
proposed (22) that high energy structure in photonuclear cross sections 
may be attributable to essentially single particle excitations from deep 
lying nuclear shells. To test this hypothesis, the deep lying Is^yg 
states have been included in the calculation and photonuclear cross sections 
have been calculated to an energy of 40 MeV; greater than the binding 
12 
energy of the Is^yg states of C and well beyond the two-nucleon threshold. 
Numerical means of calculating the proton wave functions and some new 
integral properties of the Coulomb functions are presented in Chapter IV. 
The neutron wave functions and their properties are treated in chapter V 
along with a description of the many numerical pitfalls common to the 
eigenchannel calculation. In Chapter VI, the photonuclear cross sections 
12 
of C as calculated in the eigenchannel formalism are discussed and 
analyzed. Included in this section is a discussion of some of the criti­
cisms of this theory. The main conclusions reached in this thesis are 
summarized and reported in Chapter VII. The reader unfamiliar with basic 
angular momentum theory, particle-hole theory, and the channel notation of 
scattering theory might profit from first reading Appendix A before be­
ginning this thesis. 
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CHAPTER 1. THE EIGENCHANNEL THEORY 
l.T Basic assumptions 
In the normal reaction theory all considered channels are assumed to 
have only a single incoming or outgoing particle. Channels with two or 
more particles in the continuum must be excluded at least until an adequate 
three-body theory is formulated. Thus the more complicated reactions in­
volving the emission of alpha particles, of deuterons, or of an unbound 
proton-neutron pair are omitted. As has been pointed out by Brown 
(11, po 472), the observed peak in the giant resonance region should be 
adequately characterized by a one-particle-one-hole state formed by ex­
citing a single particle out of the ground state of the target nucleus into 
the continuum. This premise has been well accepted and in analogy with 
other researchers, only one-particle-one-hole states are considered in this 
thesis. To account for the more complicated reactions it would be necessary 
to incorporate many-particle-many-hole states in the nuclear wave function. 
These components would also lead to fine structure in the cross section 
(23). Also without restricting the basis of single particle states to 
harmonic-oscillator functions, the center-of-mass motion can not be handled 
properly and it must be realized that uncertainties of the order 1/A will 
thus influence the results. 
Restricting ourselves to the consideration of closed-shell nuclei 
suppose one were to remove a single particle from one of the filled shells 
of the ground state. From angular momentum considerations, the residual 
nucleus must have a total angular momentum equal to that of the missing 
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particle but with an opposite projection quantum number. Its energy must 
be minus that of the missing particle and its parity must be the same as 
that of the particle to conserve energy and parity. These are exactly 
the characteristics describing the hole state formed by the emitted par­
ticle. Thus, the residual nucleus of the A-particle system (target plus 
projectile) can be completely characterized by the single hole produced 
by the excitation of a particle into the continuum. 
The nuclear Hamiltonian is assumed to have the form 
" = H, + Vph ('.I) 
where H = H + H. is the shell-model Hamiltonian of the particles and o p h r 
holes and Vp|^ Is a residual two-body interaction. The Hilbert space in 
which H Is diagonalIzed consists only of a truncated set of eIgenfunctions 
of HQ. The scattering matrix, or S-matrIx, defines the transformation of 
the Initial state wave function to that of the final state wave function. 
It has the property (24, pp. 160-162) that 
[H, S] = 0 (1.2) 
if one uses a complete set of scattering solutions to the total Hamiltonian 
H to construct the S-matrix. In Chapter 11 it will be shown that partial 
and total cross sections are easily related to the S-matrix. We seek 
therefore a complete set of scattering states, called the eigenchannel 
states, which simultaneously diagonalIze the nuclear Hamiltonian H and the 
S-matrix. Ttie S-matrIx Is a unitary and symmetric matrix (25, PP» 227-234) 
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and thus has the properties 
sf S = 1 (1.3a) 
Sjj = Sjjo (l«3b) 
Let V be an eigenvector of S and e the eigenvalue satisfying 
SV = eV . (1.4) 
Then from the uni tarity of S one obtains 
(V,V) = (V,S"*"SV) = (SV,SV) = jef (V,V) (1.5a) 
|e|^=l . (1.5b) 
Thus the eigenvalues of S have unit modulus and may be written in the form 
exp(2i§^), (v = 1,2,..., o o ) ;  the "eigenphases" 6^ are real. Since the 
eigenvalues of the inverse of a matrix are the inverse eigenvalues of the 
original matrix 
S"*V = V = S^V. (1.6) 
Equation 1.6 implies 
S^V = (S^)* V = e"^'* V (1.7a) 
= S*V = e V. (since S is symmetric) (1.7b) 
Taking the complex conjugate of both sides of Equation 1.7b 
SV* = e^'®" V*. (1.8) 
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But, 
2 î e ^  
SV = e '* V (1.9) 
2î 
and thus if e is non-degenerate. Equations 1.8 and 1.9 imply that V is 
proportional to V and so the eigenvectors of S may be chosen to be real. 
If the eigenvalue is degenerate, a linear combination of V and V may still 
be formed so as to make the resultant eigenvector real. Therefore, the 
components of the eigenvectors of the S-matrix, labelled Vj^ may be chosen 
to be real. They satisfy the relations: 
S S;. V.v = e^'G^ V.v = z S.. v/v (1.10) 
j 'J J ' J U J 
s v/ V." = 8,. . (1.12) 
V J •' 
1.2 The exterior wave function 
As in all such theories, the configuration space of the A-particle 
system is separated into an exterior and interior region. One introduces an 
interaction radius a for each channel c, open or closed. Let 3 designate 
c c 
the channel "surface" for the channel c. thus represents the equation 
Fg = ëg « (1.13) 
The totality of all channel surfaces we write as 8 = Z 8 . Let E be an 
c ^ 
energy at which N channels, labelled I, 2, ..., N are open. To each channel 
corresponds a "surface" function cp^ (c = 1,2,3, e..,N) (26, pp. 267). The 
n 
surface functions are mutually orthogonal and normalized; 
J ^ ®c,c' (I'14) 
where the integral is taken over the totality of channel surfaces S« As 
shown in Appendix A, Section A-4, the surface function cp^ contains the 
hole state wave function and the explicit angular momentum coupling of the 
particle-hole pair. A channel threshold energy is defined to be the abso­
lute value of the energy of the hole state characterizing that channel. 
At each channel threshold an infinity of angular momentum states is 
possible making N infinite. For practical calculations, N must be re­
stricted so that one deals only with a finite number of angular momentum 
states. There exist N linearly independent scattering solutions with total 
angular momentum J of the SchrOdinger equation 
1#"^ = (Hq + Vpj^) = £0*^ . (1.15) 
Such a set of linearly independent wave functions is for example, given by 
those N solutions (i = 1,2,...N) of Equation 1.15 which have an in­
coming wave In only one channel. The S-matrix is then defined, as usual, 
by the asymptotic form of these solutions. In the asymptotic region, the 
J J J J projection * of ip ' onto channel j has the form (20, p. 84?) 
~ [6.J I  j  - Sjj  Oj] (gj « (1»I6) 
The functions Ij and Oj are the familiar incoming and outgoing wave 
solutions, and (S-j) is the scattering matrix. Multiplying Equation 1.16 
by the S-matrix eigenvector component V.\ summing over i, and taking into 
12 
account Equation 1.10, one finds a new set of functions whose 
asymptotic behavior in channel j is, 
Y/'"" ~ [I. - Oj] îj . (1.17) 
The functions are linearly independent since they are connected to 
the functions by an orthogonal transformation. Whether the set 
or the set is used is immaterial, since any set of N linearly in­
dependent scattering solutions of Equation 1.15 easily leads to the S-
matrix. However, the choice of the called the "eigenchannels", will 
exhibit some particularly intrinsic characteristics which will become 
apparent from the following considerations. From Equation 1.17 we see that 
will be a linear superposition of all open channels. Thus it has the 
form 
-  S  e « 6 j  [  Q - ' ô j  .  ( 1 . 1 8 )  
The incoming and outgoing radial functions 1^ and 0^ are defined by (26, 
p. 269) 
• c" = Oc = [G^ (k^r) + iFj^(k^r)] e"""c 
(1.19) 
- exp [i (k^r - LK/2 - lr\ 2k^r)]. 
Here and are respectively, the regular and irregular solutions of the 
radial differential equations. They are the Coulomb functions in the case 
of protons and the spherical Bessel and Neumann functions multiplied by k^r 
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for neutrons. The Coulomb parameter and the phase are given by 
Z e^ L 
T|_ , w. = Z arctan (11/k) . (1.20) 
A V; k=1 ^ 
If we specialize Equation 1.18 to the case of uncharged particles and make 
use of Equation 1.19, takes on the following form 
^ -2;e'5j s sin(k^r + 6^ - L«/2) (1.21) 
A similar result holds for the case of charged particles. The eigenchannel 
states thus correspond to standing waves in all open experimental channels 
with a common phase shift, the eigenphase . Correctly normalized to 
unit incident flux, the becomes 
= 2 v^ [Gj_(k^r)sin(6j^-u)^) + F^^(k^r)cos(6j^-u)^)]cp^ 
(1 .22)  
where v^ is the relative velocity in channel c. 
1.3 The interior region 
As in section 1.2, the set a^ defines the separation of the con­
figuration space. It is assumed that in each channel c. Equation 1.17 
holds not only asymptotically, but for all values of the separation dis­
tance larger than or equal to a^. This is the "channel orthogonality 
assumption" proposed by Lane and Thomas (26, p. 268). It implies that the 
surface functions cp^ become negligibly small for values of r larger than a^. 
From Equation A-4-10 of Appendix A one can see that this approximation is 
14 
quite valid in all channels since contains the exponentially decreasing 
hole state wave function and thus for sufficiently large values of a^ 
ipg % 0 for r > a^ . (1.23) 
To complete the theory, we need a set of properly antisymmetrized 
interior solutions for r S a^ which will simultaneously diagonalize the 
nuclear Hamiltonian and be consistent with the asymptotic form. Equation 
1o22. The interior solutions are expressed in terms of a set of un­
perturbed states defined as follows. In each channel c, a "natural 
boundary condition", B^, is imposed. One then determines a set of single 
particle radial wave functions U (r) (\ = 1,2,..., oo). These functions 
are regular eigenfunctions of normalized in the internal region, and 
satisfying the boundary condition 
[r(d/dr) U. (r)] I = B U (r)| . (1.24) 
^c'^ 'r = a ^ ^c'C 'r=a 
c c 
The single particle states define a set of normalized basis states & 
V 
by 
ïc I ('-^5) 
where anti symmetrizes between the Ath and the other A-1 nucléons. The 
Hamiltonian H is then diagonalized in the truncated space of functions 
spanned by the set {X The truncation is purely for numerical reasons 
and one hopes that the truncation of leads to an adequate representation 
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of X ^ . The eigenvalues and eigenvectors of the matrix 
I"I 
c c' 
are identified with the eigenvalues and the eigenstates of H, 
corresponding to the boundary condition parameters » In Equation 
1,26 as well as below, the round brackets indicate that the integration 
extends only over the internal region. The natural boundary condition 
is chosen to insure that the interior solutions join smoothly to the 
asymptotic solution. Equation 1.22. Thus, 
r(d/dr) f (k r) I 
fcCk^r) = Gl (kef) sîn(ôj - m^) + (k^r) cos(6j - . (1.28) 
Since the interior solutions are to be eigenchannel states, the same phase 
6j must be used in Equation 1.28 for each channel considered. However, any 
one choice of fij will not in general correspond to an eigenphase The 
solution of this difficulty represents a self-consistency problem which 
must be solved by an iterative process. 
1.4 The eiqenphases and eigenvectors 
The solution to the self-consistency problem can be formulated in the 
following manner: 
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1) Choose a phase Çj and an excitation energy 
2) For each open channel, find all the single-particle states which 
are solutions of for r ^ a^ satisfying the natural boundary condition. 
3) Diagonalize the full Hamiltonian H within the truncated basis of 
step 2) and check to see if any eigenvalue E equals E. 
4) If so, then fi, is an eigenphase 6,^. If not, choose a new phase 
value and repeat the process. The wave numbers k^ in the natural boundary 
conditions are related to the excitation energy E^ of the compound system 
by 
=(-^ ) k/ + a, (1.29) 
where is the reduced mass in channel c and is the threshold energy of 
channel c (i.e., equals the absolute value of the energy of the hole 
state characterizing the channel c). There are in general as many eigen-
phases as there are open channels. Once all the eigenphases have been 
found, it is relatively easy to construct the eigenvectors of the S-matrix 
from which all the necessary information regarding the reaction process can 
be extracted. In particular, the wave function, corresponding to a par­
ticular eigenphase obtained by the diagonalization of the nuclear 
Hamiltonian in the basis set defined by Equation 1.25 has the form 
yJ'V = 2 (1.30) 
c,X^ ^'^c ^c ' 
The are merely the eigenvectors of the resultant diagonalization 
• c 
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and the index v on the particle-hole function indicates that the particle 
continuum state obeys the boundary condition of the vth eigenchannel. 
Since and (Equation 1.22) represent the same wave function, we 
can set Equations 1.22 and 1.30 equal to each other and solve for the 
eigenvectors However, the particle radial functions appearing in 
Equation 1.30 are normalized to unity over the internal region while the 
radial parts of Equation 1.22 are normalized to unit incident flux. To 
obtain continuity of the nuclear wave function at r = a^ the V^'s are 
replaced by unnormalized coefficients Equating the modified ex­
pression 1.22 and the expression 1.30 at r = a^ and integrating over all 
coordinates except r, the following matching condition is obtained; 
C^'^'^[G|_(k^r)sin(ôj%,c) + F|_(k^r)cos 
0.31) 
Finally, the amplitudes of Equation 1.22 can be obtained by normaliza­
tion. 
V J,v = c J,VyN (1.32) 
C C V 
wf „ =S (c.J'V)2 , (1.33) j,v g c 
One must not, however, be taken unaware by the apparent simplicity of the 
four step iterative procedure. it must be born in mind that the nuclear 
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Hamiltonîan must be diagonalized many times over for each eigenphase 
The iterative search procedure contains many pitfalls for the eager re­
searcher and is the major drawback to a practical application of the 
eigenchannel theory. 
1.5 Matrix elements of the Hami1tonian 
When one speaks of a wave function as being a solution of the total 
nuclear Hamiltonian, it is implied that the wave function is defined over 
all space. The imposition of a radius 'a' which separates the configura­
tion space into an external and internal region, poses some difficulty. If 
one were to normalize the wave function to unity over a sphere of radius 
'a' as is implied in the eigenchannel theory then the wave function so 
formed is not equivalent to the true solution. In fact defining as the 
true solution to the nuclear Hami 1tonian, the modified wave function formed 
by truncating the space at 'a' is 
~ " •") (I'34) 
"Ith e(a- r) = { J, ij i:" 1 . (1.35) 
Why does one even need to utilize the tilde wave function? The true solution 
represents the motion of a free particle and as such is not a square-
integrable function over all space. Thus if one were to construct matrix 
elements of the total Hamiltonîan using the true solutions, many of these 
matrix elements would be infinite. The proper use of the tilde wave 
functions (Equation 1.34) circumvents this difficulty. Let us examine in 
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detail the matrix elements of the total Kamïitonian H given by Equation 1.1. 
Since in the eigenchannel theory the total Hamilton!an is diagonal!zed in 
the basis set of solutions of let us focus our attention on the matrix 
o 
elements of H^c Let be an eigenvector ofH^: 
If instead one were to use the tilde wave function ^ , 
"o% "o + [H ,^ e(a - r)] (1.37a) 
" ^ • (1'37b) 
Now, Hg is a sum of kinetic and potential energy terms 
Ho = T + V (1.38a) 
•o 
where ^ g 
T = - " " — —^ r . (1.38b) 
2/i r dr 
The potential energy V commutes with @ (a-r) but the commutator of T and 
G(a-r) Is non-zero. In fact, 
_ .2  2  
Tt, 8(a-r)] [ — —r Q(a-r)] (1.39a) 
Zn r dr 
[T, e(a-r)] = - [e,, + & + 29' ] . (1.39b) 
Using the fact that 
€' (a-r) = - 5(a-r) = - 6(r-a) (140) 
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and Equation 1.39 in Equation 1.37, one obtains 
2  2  ,  . 2  
"J&p = 5'(r-a) gp + A- _L 6(r.a) A(r-a) -(l.^D 
Suppose one were to take a matrix element of between a tilde state, if)^ 
2 2 
and an until de state : 
< = Cp < + 2%r f r «("y '/'p 
2 2 
+ ^  Jr dr 6(r-a) 0^" J r^dr 6(r-a) 0^" . (1.^2) 
Using known properties of the delta function, and recognizing that 
<  I  )  =  <  î / ' î p  V  
Equation 1.42 reduces to 
< = Cp < + 2:- af V'®' ' 
(1.44) 
The term in brackets is not readily identifiable. However, consider the 
followi ng: 
( \ = Gy < " ('"45) 
Since H is hermit!an, (H^ = H ) 
o ' o o 
< ^ = Gy ( 4b t*r ^ (1.46a) 
= ( I "olilpt* ' ( ! "oli&pï • (''46k) 
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Therefore, 
< "f^lHolîp > = ^  < ïp I ) = Cy < %y ! * <'.'•7) 
Comparing Equation 1.4? with Equation 1.44 we see that the bracketed term 
times - is just the energy level shift from to Of more crucial 
importance, however, is the result of Equation 1.47o It implies that in 
constructing matrix elements of the Hamiltonian one must take matrix 
elements between tilde and until de states because then and only then can 
the problem of infinite matrix elements be circumventedo Let us now make 
use of this fact to diagonalize the full Hamiltonian H. The solution 
vectors of the Hamiltonian H will be linear superpositions of the basis 
vectors satisfying 
"o (*"48) 
Let us write such a solution as 
* 0 =  2  A p z  '  ( 1 - 4 9 )  
Then, 
P 
Now take the matrix element of H with the tilde state 0 
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< |H I > = S Co Ap'a < 
= ! A&otfe < %y I *g ) + < 3y I V| 4b ) ] ' C-S') 
Making use of Equation 1»34, one obtains 
< Î ^ ! H |  =  r  5 :  A p . a  <  & y  I  i i p , )  
= 2 Apa [«p< I fp) + < 3? ! VI 4;) ^ 
(1.52) 
Denoting 
OyP = ( (1.53a) 
Vyg = < *y |V |$p ) . (I. 53b) 
Equation 1.52 In matrix notation becomes 
OA E = 0 eA + VA (1.54a) 
which implies, A E = (6 + 0 'v)A • (1.54b) 
If the solutions of formed an orthogonal basis, the overlap matrix, 0, 
would be identically the unit matrix and the resulting matrix (g + V) would 
be trivial to diagonalize since it is hermltian. However, as we shall see 
in Chapter III, the overlap matrix is not in general the identity matrix 
and thus the solution of the eigenvectors A and the eigenvalues E of the 
total Hamiltonian H leads to the non-trivial problem of diagonalizIng a 
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A  of Equation l o 3 0  one sees that to obtain the correct interior wave 
functions for the nuclear Hamiltonian, the question of whether the basis 
set of functions of is truly orthogonal or not can not be lightly over­
looked. In the past, the usual approach taken was to form the matrix 
elements of the Hamilton!an H by constructing 
( ^ (1-55) 
with the assumed orthogonality condition that 
< ïy ) = Gyp . (1-56) 
As pointed out above this treatment is incorrect. It will, in fact, fsad 
to sharp discontinuities in the eigenvalues of the total Hamilton!an and 
may produce false peaks in the partial cross sections. 
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CHAPTER 11. PHOTONUCLEAR CROSS SECTIONS 
In contrast to incoming particles, photons interact with the nuclear 
system only weakly and thus the photon channels may be treated, as usual, 
by perturbation methods (l4, p. 894)o Photon emission and absorption proc­
esses may then be described as transitions between, say, the ground state 
of a nucleus and a particular eigenchannel state. A transition involving 
a linear combination of eigenchannel states, for example the process 
(7^ n)c'^is then described by a suitable superposition of the matrix 
elements for these eigenchannels (27, p. 897)« The total absorption cross 
section has the form (14, p. 55). 
= (2jt/h) pg (2jt (B e^/c) j M | ^ . (2.1 ) 
The + refers to the photon polarizations and A m equals the energy of the 
incident photon. Since the largest contribution to the strength of the 
interactions in the giant resonance region is due to electric dipoie 
transitions, the matrix elements M can be written as 
M = (4ît/3)'''^ < f I rY,+, 1 i> (2.2) 
where the state |f^ is an eigenchannel state of the form given by Equation 
1.22, and |i^ represents the initial state. Since the ground state of the 
nucleus is an even parity state of total angular momentum zero, the only 
final state wave functions which need to be considered are those having 
J = 1, negative parity, and total isospin T = 1. The normalization of the 
wave function appearing in Equation 2.2 and the energy density of the final 
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states pg must be defined consistently» Since the radial parts of Equa­
tion 1.22 are not square-integrable functions the eigendifferential tech­
nique first introduced by Weyl (28, p. 220) is èmployedo According to 
that method a continuum state is made normalizable to unity by integration 
over a finite but small energy interval ^ E « Let us designate such a state 
as |f>. Then the density of states is simply 
= 1/A E a (2» 3) 
1/2 Since the radial wave functions depend explicitly on the product E ° r, 
as long as AEis very small no modification of the wave function is 
apparent unless r is very large. Thus the modification of the wave function 
needed for convergence of the normalization integral is confined to extreme­
ly large r, say to r > b, so that all calculations for the matrix elements 
and the diverse matchings to be discussed can be performed with the non-
modified form of the wave function. In the asymptotic region, but before 
any modifications of the wave function set in, the final-state wave function 
has the form 
)f > = N"* 2 Vg mg(r) 5^ r < b (2.4) 
which except for the normalization constant N, is an abbreviated version of 
Equation 1.22. The Weyl function m^(r) is introduced as 
^ E + A E 
mg(r) = J d E . (2.5) 
The constant is chosen so that in the non-modified region 
fi)ç(r) = a)ç(r) for r < b . (2,6) 
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Then |f> goes over to |f ) upon replacing u)j.(r) by Wg(r) in Equation 2.4. 
The normalization condition for |f) then becomes 
1  =  < f  I  f )  =  n" ^ 2  V '  •  ( 2 - 7 )  
In the region r « b the function w^fr) has already the completely 
asymptotic form w^/r) = sin(k^r + 6 - Ljt/2)/r . The addition of the 
logarithmic Coulomb phase in the case of charged particles is unimportant 
in this context. If we solve Equation 2.5 and employ the matching con­
dition, Equation 2,6, the value of is found to be (Appendix D), 
"c = ÂV • (2'G) 
Therefore the normalization of leads to 
(WcJ^c^ " . (2.9) 
This gives an overall normalization constant of 
Np = 2 a A (1/A E ) . (2.10) 
Because of the matching condition. Equation 2»6 the dipole matrix elements 
computed with the function | f ^  are the same as those computed with the un­
modified function { f\ with the appropriate normalization constant N . 
Instead of using Equation 1.22 for the final state wave function, one could 
just as easily use the equivalent function defined by Equation 1.30 if we 
insert the normalization constant N, defined by Equation 1.33 to account 
V 
for the different normalizations of Equations 1.22 and 1.30. Therefore, we 
may write 
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I f)" - <% TlNT* : 
the superscript "1" on reflecting the fact that J = I. Thus the total 
dipole absorption cross section is 
a.-h^ (e^/Ac)(Aw) Z |M (2.12) 
± V V 
wi th 
S |rY,+,|; (2.13) 
c — 
Keeping in mind that the basis functions are merely an antisym-
metrized product of one-particle-one-hole functions and- defining & to be 
the set of quantum numbers 
<% = { "h' '^h' -^h ^ (2<'l^) 
n^ being the radial quantum number of the hole state^ the channel index c 
can be completely characterized by the set 
c = { 0!, np, -tp, j p } • (2.15) 
The angular distributions as derived in Appendix E take the form 
P(e,E) = 2 B, P, (cos e) (2.16) 
L 
.-.ly,; 1-'V. 
jh+ 1/2 , 
X cosF Jt/2] (-) (3)(2L + I) 2^ + (-) ] 
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X [(2j, + + t)(2tp + I)(2t;, + I)]'/: ( 0 P 0 ) ( I _! o' 
(r ' , fj'' j" J } (%)•'. (2.17) 
^ P J ' ' Jh 
With a characterizing a particular residual nucleus, the various partial 
cross sections have the form 
r do = 4/ ( ) (Am) 2 S e ' | . (2.18) 
do AC I,} V a^J V . 
This completes the basic framework of the eigenchannel theory as applied to 
photonuclear reactions in the giant dipole resonance region. 
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12 CHAPTER III. CONTINUUM STRUCTURE CALCULATION OF C 
3c1 Sinqle particle wave functions 
One of the primary objectives of this thesis is to test the validity 
of the eigenchannel theory as accurately as possible. This does not mean 
that we necessarily use the best model to represent the actual physical 
process. Instead^ we choose a model which can be solved analytically and 
which possesses properties similar to that of the actual physical process. 
For instance if one wished to approximate the physical process in the best 
possible way, one could choose a Saxon-Woods potential to represent the 
potential function of the single-particle states. However, the solution of 
the total nuclear Hamiltonian would then involve complete numerical 
differentiation and integration for which the accuracy obtainable is 
completely dependent on the expertise of the numerical analyst solving 
the problem. However, if instead, one were to use a cutoff oscillator or 
even a spherically symmetric square well to approximate the single-particle 
potential, then analytic solutions of the nuclear Hamiltonian are easily 
found and the accumulated error can be nore readily analyzed. If one is 
only interested in testing the eigenchannel theory for validity, the choice 
of a potential for which analytic solutions are easily obtainable seems to 
be the most logical approach. This is the procedure I have employed. The 
best explanation of the eigenchannel procedure is found in the work of 
Greiner and Wahsweiler (14). In this work the value of the truncating 
radius 'a' was taken to be that point beyond which the effect of the nuclear 
interactions becomes negligible (|4, p. 895)" Thus originally I was under 
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the impression that a square well would be an excellent single-particle 
potential to employ since the value of 'a' could be chosen to be the edge 
of the well. However, the actual criterion for the value of 'a' is the 
validity of the channel-orthogonality assumption. Equation 1.14. In the 
actual physical process the two definitions of 'a' proposed above coin­
cide because the physical potential approaches zero as r approaches in­
finity and thus if 'a' is chosen large enough the nuclear interactions do 
become negligible and the channel orthogonality assumption is fulfilled as 
well. However, in the case of a square well, the nuclear interactions be­
come zero at the edge of the well while channel orthogonality is not 
achieved unless 'a' is chosen much larger than the radius of the well. 
The construction of single-particle wave functions is, however, relatively 
easy for the square well potential and because too much time had already 
been involved in constructing the computer program for this type of 
potential, it was decided to leave the single-particle potential as basi­
cally that of a square well type and extend the radius 'a' from the edge 
of the well to the value of 
a = 12F. (3«1) 
This value of 'a' was employed by Greiner and Wahsweiler (l4) and was 
seen to satisfy Equation 1.14 quite well. As outlined in Chapter I, one 
should really choose a different value of 'a' for each channel considered 
but since the value defined by Equation 3«1 works quite well for all 
channels, the same value of 'a' is chosen for each open channel. It should 
be noted that the cr.ly reel erîtsricr: fer choosîng the velue of 'a' î? the 
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validity of the channel-orthogonality assumption» Thus one could equally 
as well have chosen 'a' to be 17F, 20F, etc., since the validity of the 
channel-orthogonality assumption improves with increasing 'a' value. How­
ever, a large value of 'a' results in increased computer time and this must 
be borne in mind. In order to improve the square well approximation, terms 
involving C ' ? coupling and were added. Thus, the single-particle 
potential chosen has the form 
V(r) = -^2" cIl ^ ° ^ \ V" • ^sw (r < (3.2a) 
h fi 
= 0 (r > r^) (3.2b) 
where d^ and bj^ are constants dependent on L determined from the experi­
mentally observed energy level splittings, is the depth of the square 
well and r^ is the radius of the well. Since we wish to examine the par­
tial cross sections for the (7,n) and (7,p) processes, we do not use the 
isospin formalism but treat neutrons and protons separately. This implies 
different values of d^, b^, and r^ for neutrons and protons since the 
charged particles do not see the same type of well as the uncharged par­
ticles due to the Coulomb force. Let us first examine the structure of the 
single-particle solutions to the Hamiltonian H^of Equation I.I. 
3.1.a. Neutron s ingle-particle wave functions The single-par­
ticle radial wave functions are the solutions of 
2 (3.3) 
- — [& (r' -^) - , (r) + v(r) R , (r) - , (r) 
2, r' dr dr' r' ' 
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with V(r) defined as in Equation 3°2. The positive and negative energy 
radial solutions for the regions r ^ r and r s r are: 
^ w w 
E > Oj r 3 r^ : ^^(r) = j^(kr) (3.4a) 
E > 0, r a r^ : R^^|^(r) = cos 5J|^(pr) - sin 5|^n|^(pr) (3.4b) 
E < Oj r a r^ : R^^^(r) = j^fkir) (3.4c) 
E < 0, r a r^ : R^^ (r ) = (-)'"''"'exp(3Lni/2)h|^'^ (ip'r ) (3.4d) 
wi th : 
[E + Vgw " dLfJ(J+l)-L(L+l)-S(S+l)} -b^ L(L+1)] (3.4e) 
ti 
E (3.4f) 
ti 
k'^ = -^2— " I E| " d^fJ(J+l) - L(L+1) - S(S+1)] 
fl 
-b^ L(L+1)] (3.4g) 
P'2 . 2%^ |E| G.4h) 
A 
5^ = real phase shift for angular momentum L (3.4j) 
M = reduced mass of the particle-residual nucleus system . (3.4k) 
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The functions and n^ are the spherical Bessel and Neumann functions 
respectively and h^^*) is the spherical Hankel function of the first kind. 
The phase factor multiplying h^^^ (ip'r) insures that the function is real 
for all L-values and is the analogue of the charged particle solutions. 
The basic properties of these functions will be outlined in Chapter V. 
Suffice it to say that n^, and h^^^^ are polynomials in their argu­
ments and thus are easily calculable. 
3,l.b. Proton single-particle wave functions To incorporate 
the dependence on charge we make the additional assumption that the 
charge distribution of the nucleus is also spherically symmetric. There­
fore the potential function has the form 
l{Le r 2 2d ^ ^ b f 
V(r) = — [ 3 - ( ) ] -V + —^ L . S + -4— (r s r^) (3.5a) 
2r^ rw A 
= Z,Z2 ef/r . (r > r^) (3.5b) 
The Hamiltonian H^for the charged particles is given by Equation 3.3 with 
the substitution of V(r) as given by Equation 3«5. The positive and nega­
tive energy radial solutions for the charged particles in the regions 
r ^ r and r s r can be written in the following forms: WW 
E > 0, r 3 r^ : ^(r) = Sj^(a,7r) (see Appendix C) (3.6a) 
E > 0, r ^ r^ : ^(r) = [cos 6|_F|_('ï],3»') + sin (3.6b) 
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E < 0, r 3 (Q!',7r) (3.6c) 
E < 0, r a ifr) = W(-^f, L + 1/2, 2p'r) (3.6d) 
wi th 
7 ^  =  Z , r j  )  ( 3 . 6 e )  
V + E - 3 Z.ZjeVzr -d {J(J+I )-L(L+l )-S(S+I )}-b L(L+1 ) 
a = — — != (3.6f) 
(2 A y/fi) 
a' =a wîth E replaced by - |E| (3.6g) 
E (3.6h) 
lE] (3.6j) 
= w Z^Zgef/p (3.6k) 
Tf = w Z^Zge^/p'Af (3.61) 
6j^ = real phase shift for angular momentum L (3.6m) 
ju = reduced mass of the particle-residual nucleus system. (3.6n) 
The functions Fj^ and G|^ are the regular and irregular Coulomb functions 
respectively. The function W is a Whittaker function defined by 
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«(-n, L+l/2 ,2p)  = exp(-p - n 2p)  ^  .  (3.7)  
r (l+L+Tl) o P 
The function S|^(Q!,7r) is essentially a confluent hypergeometric function 
most easily expressed as: 
1/2 CO (yr)^"" 
S. (a,7r) = ( ) (yr) Z a. —r (3.8a) 
4 k=0 2*ki 
a^ = 1; a^ = -2a/(L + 3/2) (3.8b) 
(L + 3/2 + k) aj^^^ = -2a a^^ - ka|^.| (k = 1,2,3,....) . (3.8c) 
The functions G^, and W are discussed in Chapter IV and a full dis­
cussion of Sj^(ci!,7r) can be found in Appendix C. 
12 3.2 Parameter values for the Ç nucleus 
12 The experimental energy spectrum for the bound states of C can be 
easily obtained from binding energy considerations of the nuclei C**, b", 
13 13 C , and N . Using the energy level schemes as reported by Lauritsen and 
12 Ajzenberg-Selove (29,30) for the neighboring nuclei of C , one obtains the 
positions of the bound proton and neutron states as given in Figure 1. The 
proton Is^yg state at -34 neV was taken from (p, 2p) and (e, e'p) data 
(31,32,33). The position of the neutron Is^yg state at -37 MeV is deduced 
from the energy separation of the Ip - Id states In the bound neutron 
spectrum. From the energy splittings of the Ip and Id states the following 
parameter values for dj^ and b^ were obtained: 
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12 Figure 1. Bound state spectrum for C 
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Neutrons 
-4.593 MeV; = -0.766 MeV; ^ 0.382 MeV (3.9a) 
Protons 
d^_Y= -4.673 MeV; -O.67O MeV; 0.423 MeV. (3.9b) 
The well depth, V^^ and the radius of the square well, r^ were obtained 
by correctly reproducing the energy dependence of the bound Ip^y^ and Is^yg 
states for both neutrons and protons. The following parameters for V^^ 
and r are obtained: 
In the calculation of the particle-hole wave functions, the energies of the 
hole states are taken directly from experiment as is customary in this 
type of calculation. This is essential in order to obtain the correct par­
ticle thresholds. Suppressing the radial quantum numbers, there are 10 
1-particle -1-hole configurations contributing to the 1 compound states of 
12 C which are taken into account: 
w 
V^^(neutrons) = 59.812 MeV; r^(neutrons) = 2.4654F 
Vsw(protons) = 56.165 MeV; r^(protons) = 2.4663F (3.10b) 
(3.10a) 
(1) (S|/2' ^3/2^n 
(2) (dg/g; P3/2^n (7) (dg/i, P3/2^p 
(4) ®l/2^n 
(3) (8) (dg/2' 1^/2 V 
(9) (P,/2, ®i/2^p 
(5) {P^y2> ^1/2^n (10) (f^/2' ®l/2^p (3"") 
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The above numbering of the channels will be used throughout this thesis. 
So e.g., c = 6 will refer to the (s^yg, f^/2^ proton channel. The empiri­
cal thresholds for the various particle processes which have been used to 
fix the hole energies are listed in Table 1. 
Table I. Threshold energies 
Name of the 
Residual Nucleus 
Configuration of 
Residual Nucleus 
Type of 
Particle 
Sc 
(MeV) 
c" P3/2 n 18.72 
b" P3/2 P 15.96 
c"* ®l/2 n 37.00 
b"* ®l/2 P 34.00 
As stated previously, the value of the matching radius was set at 
a = 12F . (3.12) 
The hole state for each channel is completely determined by the corre­
sponding wave functions 3.4c, and 3.4d for the neutron channels and by 
3.6c and 3.6d for the proton channels. The hole states are normalized 
to unity over all space. 
3.3 Energies of the particle states 
The reduced radial functions U , (r) = r • R , (r) of the positive L L 
energy particle states must obey the logarithmic derivative condition. 
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Equation 1.24 in each channel, c. The channel energy and the wave 
number are given by 
Ec = Ey - Qg (3.13a) 
k/ = (3.13b) 
with Q.^ given by Table 1. Choosing a phase 6^, one constructs the boundary 
condition value 
r (d/dr) f (k r) 
B = [ ] (3.14a) 
c 
fc'kcrl 
where 
fg = G|_('TVk^r)sin(6j-(o^) + (T], k^r )cos («^ - m^) (3.l4b) 
for a proton channel, and 
f^ = r[jj^(k^r) cos - n|^(k^r)sin 6|] (3.14c) 
for a neutron channelo Once is evaluated in a particular channel for a 
fixed energy E^ and phase it may be looked upon as a pure number. The 
single particle states in channel c must satisfy 
r(d/dr) U , (pr)| = B U , (pr)| (3.15) 
r=a ^ r=a 
where U , (pr) is given by Equation 3.6b for a proton channel and Equation 
n, L 
3.4b for a neutron channel. It is at this point that the choice of a cut­
off potential becomes annoying because the real phase shift appearing in 
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Equations 3.4b and 3»6b is dependent on the matching of the wave functions 
for r is r^ and r s r^ at the well radius. Thus Equation 3» 15 actually in­
volves a double matching condition, one at r = a and one at r = r^. For 
the case of a neutron channel one finds that Equation 3»15 represents the 
equation 
[J,' (pa) - tan 5 n ' (pa)] 
(pa) —k = B -1 (3.16a) 
[j|^(pa) - tan n^ (pa)] 
where 
("<••„) Jl' ( p r j  
tan 0, (3oIob} 
( k r j j [  ( k r j n ^ ( p r j  - (Pr^)jL('<r^)"L (P^) 
with k - ~ ^2—[Vg^-d^{J(J+1)-L(L+l)-S(S+l)}-b^L(L+1)]. (3»l6c) 
A 
The derivatives of the functions in Equation 3» 16 are taken with respect 
to their arguments. For the case of a proton channel one finds 
(Pa)[F ' (TVPa) + tan 5 G ' (l^Pa)] 
B — (3.17a) 
[FL('n,Pa) + tan BkPaH 
where 
tan J. fe (3.17b) 
, '••'w («'''V . 
o, - I ••• 
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with the values of Q! and p related by Equations 3.6f and 3«6h. Neither 
Equation 3«l6 nor Equation 3® 17 is particularly easy to solve for p, the 
general result for a particular L-value being a highly complex transcen­
dental equation. Because of the transcendental nature of these equations, 
the value p (and correspondingly the energy E) can take on an infinity of 
values and still satisfy the matching condition Equation 3°15 because 
is merely a number independent of p. However if one were to plot the 
logarithmic derivative of the radial wave functions for a particular 
channel against the energy E(p) ^ 0 the following graph is obtained: 
àr 
"«,1. (f-) 
o 
Figure 2. Boundary condition vs. E 
The fixed boundary condition B^ can then be represented by a horizontal 
line whose points of intersection with the cotangent-shaped curve determines 
the discrete particle energies for the states with different radial quantum 
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numbers. Obviously one can not handle numerically an infinity of positive 
energy states so the values of (n = 1,2,..., œ) must be truncated at 
some value, say . This truncation of the particle basis can only be 
justified on the ground that if one were to include particle states with 
an energy E greater than E^^, the higher lying states involved give a 
negligible contribution to the total wave function. The value of E^^^^ 
chosen in this thesis was 
^MAX ® 
Thus for an incident photon energy of 22 MeV, the cutoff value on the 
energy of the allowed particle states was 48.5 MeV. However, the energy 
cutoff value was converted to a value N specifying the number of states 
below In order to keep the dimension of the Hllbert space for the 
particle state energies as consistent as possible, the same value of N was 
chosen for each open channel even though the maximum energy determined by 
N in some of the open channels might be slightly larger than The re­
lation of incident photon energy to the number of particle states kept 
within each open channel Is given by Table 2. Thus, for example. If 
Ey = 22 MeV, channels 1, 2, 3» 6, 7, and 8 are open and the number of par­
ticle states kept within each channel is four giving a total of twenty-
four particle states used to construct the total wave function. This im­
plies that the basis set of functions used to diagonalize the Hamiltonian 
consists of 24 wave functions and thus both the H-matrix and the S-matrix 
are 24 x 24 matrices. One can easily see that this type of calculation can 
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Table 2. Energy cutoff values 
(MeV) Number of particle states used 
^ 24 4 
2 4 - 3 5  5  
3 5 - 4 0  6  
s 40" 7 
Cross sections for E > 40 MeV were not actually calculated be­
cause very little structure^!s seen experimentally for these energies 
and the amount of computer time involved is quite prohibitive. 
be quite lengthy especially if one considers an incident photon energy of 
Ey > 40 MeV for which the H and S matrices will be of order 70. The single 
particle energies p (X = 1,2,..o,N) for each open channel c can be 
C; A. 
determined from Equations 3*12 - 3°14 by standard iterative methods which 
will be discussed in Chapter V. The particle states are then normalized 
to unity over a sphere of radius ^a. 
The single particle states thus formed in each open channel are then 
coupled to the corresponding hole state wave function for that channel to 
obtain a state of total angular momentum J = 1, parity = -1 
'•h"'!(Vp'VV"Vh>Jh'VlViV G.I9) 
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(see Appendix A, Section A-4). This state must still be properly anti-
symmetrized in particle-hole coordinates. The next step is to construct 
the energy matrix and diagonalize it. 
3.4 Construction of the energy matrix 
From Chapter I, Section 1.5, we know how to construct the matrix 
elements of the total Hamiltonian H using the "tilde" wave functions which 
are analogous to the function defined by Equation 3.19» However, it is at 
this point that one must ask whether the overlap matrix is the identity 
matrix. Let us consider the overlap (n'c' In.c^ . Using Equation 3.19 p p 
one finds 
Iv^ '  f "n',% «C.C. 
wi th 
'c,c' = «tp t'p \ • C.20) 
If n'_ = n_ , then 
P P 
< n c' I n c > = (3.21 ) 
since the particle functions are normalized over the sphere of radius 'a'. 
But if n' in then one is faced with the overlap integral given by 
p P 
Equation 3«20. If the upper limit of the integral were infinity then the 
value of the integral would be a delta-function in 3,3' since 
f "nUp (P'p'-'Vtp V"" '(9 - 9') (3.22) 
for both the neutron and proton wave functions. But the delta function in 
Equation 3-22 is exactly what led us to consider the "tilde" wave functions 
normalized over the sphere r = a. One could lightly overlook the overlap 
integral and tacitly assume the overlap matrix to be the identity matrix 
but if one were to actually calculate the integral appearing in 3*20 for 
various p values, it soon becomes apparent that off-diagonal elements of 
the overlap matrix can be appreciably large. In this thesis, the maximum 
off-diagonal contribution was of the order 0.10 which means that if we 
assume the overlap matrix to be the identity matrix we incorporate an error 
as large as ten percent into the calculation. Therefore the overlap matrix 
must be constructed and utilized as outlined in Chapter I, Section 1.5* 
The end result of this utilization is a non-hermitian energy matrix to 
diagonalize. One could just as easily have turned this problem of the 
overlap matrix around and looked at it from the point of view of a non-
orthonormal basis; the two concepts being equivalent. Why should one even 
consider using this non-orthonormal basis when procedures such as the Gram-
Schmidt process are available to transform the non-orthonormal basis into 
an orthonormal one? If this could be done, the energy matrix would be 
hermitian and easily solvable by standard techniques such as the Givens-
Householder or Jacobi methods. Look for a moment at the mechanics of the 
Gram-Schmidt orthogonal Ization procedure. Let { o..., } be the 
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non-orthogonal basis under considerationo One obtains the orthogonal 
basis { «2^ **, } by letting: 
Q ! j = P j  ( 3  « 2 3  a )  
(Po^o: ) 
a? = P, n Q!i (3.23b) 
! I «I I I  
«k+, = @k+, - 1,2 "j . <3.23C) 
If any value of has an error e the corresponding error in a!|^ r^s k " e. 
Thus for a basis set of 24 functions with the first function off by o05%, 
the value of will have accumulated an error of 12%. Obviously, on 
computational grounds, the use of any type of orthogonalizing procedure 
soon leads to unacceptable round-off error. With bases of order 24 to 70 
as employed in this thesis, the use of the overlap matrix itself is crucial 
in order to control error build-up. Thus one must be content with diago­
nal! zing a non-hermitian matrix. Whenever a truncating radius is imposed 
on the configuration space of the single-particle wave functions, the 
problem of the overlap matrix will arise and if and only if the off-
diagonal elements of 0 are "sufficiently small" can one circumvent the 
diagonalization of a non-hermitian energy matrix. 
Before we consider the explicit form of the elements of the energy 
matrix, let us consider the residual interaction of the total Hamilton-
ian. Equation i.i. From the work of Brown and BuîâLcîîi (îï) and Hiseûbarg 
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and Letourneux (34) the residual interaction should have the following 
properties : 
1) Since the nucleon-nucleon interaction is short-ranged, should 
reflect this near zero range behavior. 
2) Due to the exclusion principle, nucléons will prefer to interact 
at the nuclear surface where more unoccupied states are available 
(34, po 119)» 
3) The angular dependence of the particle and hole should be strongly 
correlated. 
4) Since in dipole absorption the state of interest is a J* = 1 j 
T = 1 state, should have a term proportional to t- • Tj which is 
repulsive for like particles and will push the T = 1 levels up (ll, p. 475). 
5) Vppi should have mathematical simplicity if possible. The usual 
convention chosen for light nuclei is to take as the zero-range force 
" "o ' 'h' [ *0 + *1 ?(') " fP) ] • G'24) 
However, this potential results in an integration of the particle-hole 
functions which is very time-consuming on the computer. Instead, I chose 
to use the simple surface-delta function with a Meshkov-Soper exchange mix­
ture ( 35) 
V " "^o «^p " ^h) t *0 + =or f(') ' + 
+ a, t(1) • ?(2) + a_ 5(1) • 5(2) f(l) - ?(2) ] . (3.25) T OT 
The parameters of the exchange mixture are: 
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= 0.865 (3.26a) 
a = 0,135 (3.26b) 
CT 
a = a = 0 « (3.26c) T aT 
As shown by Eîsenberg and Letourneux (34) for o'^, this type of residual 
interaction produces reasonable results but is not superior to the zero-
range force except for its extreme mathematical simplicity. The exchange 
parameters a^ and a^^ are set equal to zero because as stated previously, 
the protons and neutrons are treated separately. The property that Vpj^ 
raise the T=1 levels can be simulated by raising the S=1 levels with the 
term CT(1) * a(2) . This follows from the Pauli principle which implies 
that 
L + S + T = odd number • (3.2?) 
The parity of the dipole state is odd so L fs odd and since we seek T=1 
levels, this implies S should be odd. Since neutrons and protons have 
spin 1/2, a particle-hole state can only have a total spin S of 0 or 1. 
Thus, the states of interest are the S=l states which can be raised by the 
CT(1) • CT(2) operator. To insure that strong mixing of the states is pre­
served the calculation of the matrix elements of is performed as though 
isotopic spin was a good quantum number and the terms a.^ and a^^ were not 
zero. In the final result, we set a = a =0 and average over the T CTT 
charge. In Equation 3.20 the particle-hole state jn^ c^ must still be anti-
symmetrized before we take matrix elements of One would like to be 
ks 
able to use the second quantization formalism with the usual anti-coimuta-
tion properties of the creation and annihilation operators a,a^ respective-
lyo In terms of these operators, an uncoupled particle-hole state has the 
form 
1  j j j 2  S  =  a / a 2  * (3.28) 
Throughout the rest of this thesis when we speak of the matrix elements of 
Vppi we mean those terms which are not part of the explicit definitions of 
the particle energy, the hole energy, or the ground state energy. Then in 
the usual manner the uncoupled matrix elements of derived from 
(Jljg' = 2 2 («3 lV|7ô) 
become 
(core I a^ a^ a^ a^ a^ a^ a^ |core) (3.29a) 
= - (I4(V|32) + (14|V|23) (3.29b) 
with (ijlVlkm) = JJ dr, d?2 cp|(1) cpt (2) Vp^ (1) (2) . 
However, one is not entitled to use the second quantization formalism 
since different particle states in the same channel are not orthogonal 
(I.e., the overlap matrix Is not the Identity matrix). One could argue 
that since Is a two-body operator of the delta function type that 
there will  never be any overlap integrals in the matrix elements of Vp^. 
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It would seem unlikely that factors proportional to the overlap matrix 
would appear in the matrix elements of even if one could treat the 
problem correctly by employing the Slater determinant representations of 
the particle-hole states. For a non-orthogonal set of states the Slater 
determinant approach proves to be extremely unmanageable. What type of 
error do we incur if we use the matrix elements of as given by Equa­
tion 3.29? Instead of a particle state being represented by a single 
creation operator, one can think of the non-orthogonal particle states as 
being represented by the operator 
bf = X a^ + Y a (3.30) 
where X is almost one and Y is almost zero since the off-diagonal elements 
of the overlap matrix are small. The implied normalization of the particle 
state represented by Equation 3.30 is 
X^ + Y^ = 1 . (3.31) 
The uncoupled matrix elements of using the b-operator take the form 
O'lJ'z' = 2 2 (3;p|V|76)<core|a^ b, a+ a+ a^ a^ bj I core) 
(3.32a) 
with 
b^ = X + Y a^ (3.32b) 
bj = X aj + Y a, . (3.32c) 
Explicitly putting and into Equation 3.32 gives the result 
"2 ^ (aP|V|76)f<core|af a, aj a+ a^ a^ a^ a^jcore^ 
+ [ (core ja^ a^ a^ a^ a^ a^ a^jcore^ + 
+ (core I a^ a| aj aj a^ a^ a^jcore)]} . (3.33) 
The first term is the usual second quantization result yielding Equation 
3.29. The second term is a sum of matrix elements of a one-particle-one-
hole state and a two-particle-two-hole state* Since Y is small, keeping 
this term would be the same as carrying out the calculation to second order 
in the overlap matrix. This is a very small contribution and we neglect 
it. So one could say that to first order in the overlap matrix, the matrix 
elements of are given by Equation 3.29. Explicitly, the coupled matrix 
elements of V . in this approximation are given by 
^a ^b ja ^A ^b * 
A A A A A A A A  
X 2 2 (2x+l) (-) 
\ 5=0,1 
^A'^a + 4% - tb ^ ta 4% & 
' 0 0 0 ^  I  0  0  0 )  *  
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m . m' 
t t 
where. G» = (2 - 6m,m') -(Sâm m')a -(36m m')a 0 f '  t  o i  t  t  t  t t c t  
-3 (2 - (3.34b) 
m ,m' 
t t 
G, = -(ôm m' )a - (2 - gm m') a + (2 + 6m m' ) a 
•  t t o  t t t  t t c  
+ (4 - 5 6m m') a (3.34c) 
t  t  ct  t  
a i  /2 
with x = (2 x + 1) , and R^Xr^) is the radial particle (hole) function 
evaluated at the edge of the well (see Appendix B for a complete deri­
vation); lower case subscripts indicate particles and upper case sub­
scripts indicate holes. 
Let us now recall the energy matrix Equation lo54b; 
AE = ( e + O"' V) A. (3.35) 
The matrix elements of V are given by Equation 3.34. The elements of the 
overlap matrix are constructed using Equation 3.18 and 3°19. The matrix 
5 is a diagonal matrix with the difference of the particle and hole 
energies (g^ - g^) appearing on the diagonal. The matrix (C + 0 ' V) can 
be diagonal!zed by the double Q.R transformation of J. G. F. Francis 
(36,37). In general, a non-hermitian matrix will have both real and com­
plex eigenvalues. Since the eigenvalues E {\ = l,2,3,o..,N), N being 
the order of the matrix E, represent the energies of real physical states, 
we expect them to be real. In fact, since g and 0 are symmetric, posi-
tive-definite matrices and V is symmetric one can show that only real 
53 
eigenvalues will result from the diagonalization. 
Let us stop and examine what we have done so far. First we chose 
an energy E and phase §, and constructed the boundary conditions B for / I c 
each open channel c. Then we solved for the truncated set of single-
particle functions which form the basis for the diagonalization of H. 
Constructing the subsidiary matrices g, 0, and V we diagonalized the 
-] 
energy matrix E = g + 0 V. Now we ask the following question. Does any 
one value of E (\ = l,2,3,o..,N) equal E ? If so, then from Section 1.4 
K / 
we know that is an eigenphase, If no value of E (X = 1,2,3,•••,N) 
equals E^ then 6^ is not an eigenphase so we choose a new value of 6^ and 
begin all over again. There are as many eigenphases in general as there 
are open channels so the iteration process involves solving for the par­
ticle states and diagonalizing the Hamiltonian many times over. This can 
be an extremely time consuming process even if one has a definite method 
of searching which proves successful. Before I describe the search pro­
cedure used for the eigenphases, I think it important to point out how 
one constructs the partial cross sections and angular distributions once 
the eigenphases are known. The eigenvectors Equation 1.32, are 
completely specified once the values of are known. The values of 
A are the eigenvectors of the diagonalization process. In Equation 1.31, 
the (a) are the reduced particle wave functions satisfying the vth 
boundary condition (the values of B^ with 8| being the vth eigenphase) • 
evaluated at the radius "a." Once the values of are known for 
V = 1,2,3,.o . ,N the angular distributions and partial cross sections are 
easily evaiuateo rrom cquatiuns i /  ai iu  mc uipuic  maci  i /v  c icut^nco 
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(Equation 2,13) are easily calculated by assuming the initial state 
|i) to be the ground state of the nucleus which can be thought of as a 
particle and hole coupled to total angular momentum zero. Referring to 
Equation 2.14, the final state wave function is a linear super­
position of the particle-hole states of the truncated basis; each state 
satisfying the vth boundary condition* Then the matrix element 
(  ^^nt^^  ^1 +  l l  '  )  
will be a sum of terms of the following form: 
jh -1 /2  ip  K 
(up ih)  'm i  r  y ,  ±1 lop  jh '  m = ( - )  "  
o" 0 tp I ' 'j;, j;, I "np \ th'r) r'dr. (3.36) 
Thus the prime objective is to find the eigenphases 6*'^ and the eigen­
vectors from which all the necessary information concerning the 
reaction can be obtained. 
3.5 Search for the eigenphases 
If one examines the form of the boundary condition Equation 3»14, 
for a fixed energy E^ it is apparent that 8^(6^) = + Jt)* Thus the 
boundary condition is periodic with period it , Therefore the eigenphases 
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0 ^ ^ « . (3.37) 
Let us now investigate Figure 2 in more detail. The boundary condition 
is just a horizontal line on this graph, its intersection with the 
curve giving the particle state energies. Let us suppose is negative. 
Then there will be a particle state in each of the regions I, II, III, 
etc. In fact, this will be the case whenever B^ is less than the value 
of the curve at zero energy (i.e., the point A in Figure 2). If B^ is 
greater than the function value at A then there will be a particle state 
in each of the energy regions II, 111, IV, etc. Note that for this case, 
the state lying in region I is lost. This causes a rather sharp change 
in the Hilbert space of the particle states. Where does this dis­
continuity manifest itself? For a particular value of 6^ ( 0 ^ 6j ^ it) 
there will be an e-neighborhood about in which a particular value of 
B^ crosses the zero energy point, A. Within this e-neighborhood of 
there will be a correspondingly discontinuous jump in the eigenvalues of 
the energy matrix. If there are N open channels then 8^ crosses the zero 
energy point N times; once in each open channel. Thus there are N c-
neighborhoods of ôj which produce a discontinuity in the eigenvalues of 
the energy matrix. If one were to plot the eigenvalues of the energy 
matrix versus the phase (0 ^ s jt), there would be exactly N points 
at which the graph would exhibit discontinuities. If and Xg represent 
two such discontinuity points then the eigenvalues will be continuous in 
the interval + e to Xg - e » Are there any other values of B^ which 
could cause a similar discontinuity In the elgenphases of the energy 
matrix? The astute observer will point out the fact that when B^ goes 
from - 00 to + 00 (the point separating regions I and II in Figure 2) the 
particle states seem to experience a similar discontinuity in that the 
state lying in region I is similarly lost. At first glance this would 
seem to indicate that instead of N discontinuity points we have 2N such 
values of However, since the truncation criterion is given by a 
fixed number of states we will always have the same total number of basis 
states and so the real determining factor as to whether a discontinuity 
appears is the progression of the energies of the states kept within a 
channel. From Figure 2 it is evident that if starts out at a negative 
value and proceeds to become more negative eventually crossing the in­
finity point, the particle state energies follow an increasing energy 
pattern; that is, the energies of the states continuously increase. This 
is not the case when we consider crossing the zero energy point, A. 
In this case a state of lower energy is introduced and the pattern of in­
creasing energy is broken. This is the real reason for the discontinuity 
in the eigenvalues of the energy matrix. It is true that the eigenvalues 
of the energy matrix have a pattern all their own but a break in the 
pattern of the single-particle energies should and does manifest itself 
by breaking the pattern of the eigenvalues of the energy matrix. Because 
the infinity cross overs do not break this pattern they may be excluded as 
discontinuity points. Referring to Figure 3 let us examine the search 
procedure for the eigenphaseso 
Figure 3 is a representation of the search procedure in the case 
of five open channels. The five discontinuity points (X^, Xg, X^, X^, 
\ — MM «-fc —. L» A. — ? M —  ^ J L . • « 1 « . . %  ^ #. ' — — —, —- — L, A V A- L ^   ^  ^  ^"C # A|>y QIC oucoiiicu uy uaiuuiaLiu^ i ii caun upcii unaiiiici wic vaiuc sjt q« 
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Figure 3» Search procedure for eigenphases 
which will cause to equal the boundary condition value of the particle 
states at zero energy. We first let 6] = 0, solve for the eigenvalues of 
the energy matrix and keep count of the number of eigenvalues, say N^, 
less than the desired energy E^. We repeat the process at 6] = Xj - e 
where 
e = 0.001 (3.38) 
and obtain the number of eigenvalues less than E^ at - e, say N|. The 
absolute value of the difference of N| and (|N|| - ||), tells us 
the number of eigenphases lying within this interval. If no eigenphase 
exists within this interval we skip to the interval (X^ + ~ e) 
and repeat the testing process, if one or more eigenphases exist within 
the interval we successively bisect the interval saving the upper limit 
X. and the value N. of each ith subinterval. The subintervals are 
The value of the eigenphase is then stored and the intervals are re-
cursed in the forward direction until the original interval length is 
obtained. Then we skip to the next interval (X|^ + e, - e) and re­
peat the process. Continuing in this manner, we find all the eigenphases. 
If all the regions between zero and « have not been explored after the 
last eigenphase has been found, the remaining regions are still checked 
to be sure that no extraneous phase values have been introduced because 
of error accumulation. A considerable amount of bookkeeping is necessary 
even for this simple approach to the searching problem and still take 
account of the discontinuities in the energy eigenvalues. The criterion 
for calling a particular phase 5^ an eigenphase was the condition 
|e^ - eyi a 0.001 
which implies that E. differ from the incident photon energy by 1 keV» 
The computational aspects of constructing the single-particle wave 
functions numerically and the many numerical pitfalls which had to be 
overcome will be discussed in the following two chapters. In Chapter V, 
we will see the results of this calculation and be better able to judge 
the effectiveness of the eigenchannel approach. 
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CHAPTER IV. COULOMB WAVE FUNCTIONS 
4.1 Basic properties 
In scattering problems involving charged particles, one encounters 
the special functions designated as Coulomb wave functions. The differ­
ential equation satisfied by these functions is 
cn,p)  211 l ( l+ ' )  
^—2 + [ ' - P - p2 ] fu < 1 ' P) = ° (4.1) 
The variables p and 1) are related to the charges of the scattering 
particles, the reduced mass n and the excitation energy E by the following 
relations : 
p = cyr (4.2a) 
q? = 2hE/#i^ (4.2b) 
T] = Zg e^/(A^ a). (4.2c) 
The values of p and fj wi 11 be assumed positive and L a positive integer. 
The Coulomb functions (Tj, p) and (l], p) are, for a particular value 
of L, two linearly Independent solutions of Equation 4.1. The function 
F^ (Tl, p) is regular at the origin and the function G^(^|, p) is irregular. 
They are constructed so that asymptotically they have the forms 
F, (^,p) ~ sin [p-1] In 2p - L 7r/2 + a, ] (4.3a) 
p -* «0 
G, (T), p) ~ cos [p-'Illn2p - Ln/2 + a] (4.3b) 
p -» 00 
wi th = arg T (L + 1 + i T] ). (4.3c) 
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These functions have been studied in great depth from the earliest work 
by Breit, Wheeler and Yost (36) in 1963 up to the recent work of Gersten(39) 
in 1971. Quick and accurate algorithms for the numerical evaluation of 
these functions has yet to be reported although multitudinous schemes have 
been proposed and recorded (23, 40-77). Before describing the numerical 
techniques employed In this work to calculate these functions, it is 
imperative that we take a closer look at the basic properties of the 
Coulomb functions and the approximation schemes previously employed for 
their evaluation. The notation for the following sections is that employed 
i n reference (44). 
The regular function (T), p) can be expanded in a power series In 
p to obtai n 
F. (Tl, p) = C (11) p*-"^ ^ 2 a!: (71) p*^• ^ (4.4a) 
K  =  L + 1  
au+ i  =  1 '  *1 + 2 =  t  / l+  '  
(K + L) (K - L - 1 ) = 2T1 ^ - A^ ^ (K > 2L + 2) 
(Tl) = 2'- exp (-TrTl/2)| r (L + 1 + if])! /r(2L+2) . 
it is readily seen that this Is equivalent to defining (T], p) as a 
confluent hypergeometric function. In fact, one finds 
p) = C|_ (ll)p'-''^ e-'P,F, (L+1 + i71,2L + 2, 2lp), 
(4.4b) 
The irregular solution (1], p) can similarly be expanded to obtain 
6] 
G, (n, p) = -P- F (71, p )  [ln2p+ q  (T)) / p ,  (T)) ]  +0 (D, p )  
C^(T]) ^ L L L 
\ = (zlIoc, (H) "K ™ C-S) 
•"-L ° ' ^1+ 1 ° ° 
(K- L- 1) (K+L) bj^ = 27] b[^_ 1 - 2 - (2%- 0 p^ (Tl)Aj^(Tl) (K>L+ 1) 
(2L + 1) [(2L)jf Pl (71) = 271 (1 + 7|^)(4+71^) .... (L^+71^) 2^^ 
iiÏ_ = Z —g - Z I + Re ( + 2y+. IjL ^  
p[lW s = 1 s' + Tf s = l s îr (1 + i7l) J p[rnT 
where Re and I m stand for the real and imaginary parts respectively, and 
Y is the Euler-Mascheroni constant. Most of the early work performed in 
tabulating these functions employed the use of Equations 4.4 and 4.5 and 
thus were limited to a rather select range of Tj and p for practical eval­
uation purposes. In fact, (71, p) and (71, p) were accurate to only 
two significant figures for p > 1 when the power series representations 
were used. From Equations 4.4 and 4.5 the behavior at the origin of Fj^ 
and G|^ is easily deduced. As p approaches zero, 
F^ (%, P) p"t,o [t + 71p/(L+l)+....] (4.6a) 
1 -L J® ("H P In P) if L = 0 
G^ ("H, P)p%o (2L+1)C|^(71) P [1 + 19 (%p/2) if L W 0 ^ 
where 9 (x) means of the order x. The basic recurrence relations for these 
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functions were derived from their equivalent integral representations. 
Fj_(Tl,p) C (1 - tanh^x)'"''^ cos (ptanhx- 2Tjx)dx 
(4.7) 
G^dl, p)= (2^+1) (2L).' { J°(^+x^)'-exp(-px+27]tan"Vx))dx 
- (1 - tanh^ x)''^ ' sin (p tanh x-2Tlx) dx j . (4.8) 
From these representations, Powell (54) and Infeld (55) were able to deduce 
the following recurrence relations 
LdUj_/dp= (L ^ + T )^)^U l. , - [lV p+T I I U ^ (4.9) 
(4.10) (L+1) dU^/dp = [(L+1)^/p+H]Ul  - [(L+1)2 + Tf]&UL+, 
L[(L+1)2 + ^ 2 UL+, = (2L+1) [Tl + L(L+l)/p]Uj_-
- (L+1) [L^+T]^]^Ul_ , (4.11) 
where Uj^ is any linear combination of Fj^ and independent of p. With the 
basic Equation 4.1 and the aid of the recurrence relations one can show that 
Fl' - F|_G|_' = 1 (4.12) 
Fl_ 1 GL-F^GL_ , = L(L^+11^)"^ . (4.13) 
The Wronskian relations, Equations 4.12 and 4.13, are the tools by which 
one verifies the accuracy of any set of tabulated values of F^ and G^^. It 
must be born in mind however that these relations will only indicate gross 
errors in the calculated values. But, nevertheless, they are an important 
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criterion for estimating the success of any numerical approach to eval­
uating and 
4.2 integrals of Coulomb wave functions 
Considering the differential Equation 4.1 first for an energy E and 
then for an energy E' (i.e. for the values p = ar and p' = or' r), it is 
easily shown using the asymptotic properties of and that 
«1*0 (TT; Of ' r) dr = "I 5 (a- or') (4.14a) 
lo a'r)dr = -^ 6 (or- cx'), (4.14b) 
These are the usual orthogonality relations. Lowan and Horenstein (57) 
in 1942 provided us with the Laplace transform of F^^ and its derivatives. 
Their results lead to the following set of relations valid for Re p>0. 
;; e-p '  p\(H, p)dp = (4.15) 
(f + ' exp (211 tan"' p) 
[p''\ pc|_( t1)  (a to i  (4.16)  
(P^+1)'-'^ ' exp (2T|tan'' p) 
r -  e-pp . l+  '  f  rn .  . )  do .  ci (1) [(%- + + :)'] (4.17)  
(P^+l)*""^^ exp (211tan"' 0 
with C^ (Tl) defined as in Equation 4.4. 
The set of Equations 4.14 to 4.17 are of little use when one needs to 
evaluate integrals of Fj^ and G^^ over a finite range. How then does one 
evaluate indefinite integrals of the Coulomb functions? Consider the 
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differential equation 4.1 for 7] = 0. The standard solutions are then the 
r e g u l a r  a n d  i r r e g u l a r  s p h e r i c a l  B e s s e l  f u n c t i o n s  j  ( p )  a n d  n ^ ( p )  
multiplied by p. In fact, in the limit 1] 0 , 
(0; P) = P J'L (P ) (4.18) 
(0, p) = - p n|_ (p) . (4.19) 
Since the indefinite integrals of j^ and n ^ are well known, a logical 
starting point would be to consider the functions (T), p)/ p and 
G|_ (T), p) / p. 
Define the constant 
c  =  Z g  e ^ / A ?  .  ( 4 . 2 0 )  
Then the differential Equation 4.1 takes the following form 
f'' + [1--^ - ] f, = 0 (4.21) 
or r Of r 
where f^|' indicates the second derivative of f^ with respect to ar . 
Let f^ = (aT)U^ (or). Then, 
U ' '  +  +  [ 1  -  4 ^  -  =  0 .  ( 4 . 2 2 )  
ar Of r o? r 
Consider Equation 4.21 with solution g^ = (Pr)V^ (pr), (P W a) . 
2V ' 
V "  +  +  [ 1  -  _  L  ( L + 1 )  ]  V  =  0  .  ( 4 . 2 3 )  
2 2 Multiply Equation 4.22 by or , Equation 4.23 by P and subtract to 
obtai n 
(a - f) U^V|_ + -p [eU^ - pVj_' U|_] + - p' U^V^' ] = 0 . (4.24a) 
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The derivatives are taken with respect to the arguments. Rewriting 
(ar) and (pr) in terms of fj^ and g^ and integrating over r one 
obtains 
(of^- Jfj^ (1)^, ofr ) g^^ (7] p,  P r )  d r  = [ p f ^  (T]^, orr) g^' (T) p,  pr) -
ag^ pr) fj (Tl^^jorr)] (4.24b) 
w h e r e  ' ^ p  d e f i n e d  b y  E q u a t i o n  4 . 2 c  .  
Using the recurrence relations. Equations 4.9, 4.10 and 4.11, we get the 
result 
(L+ 1) (q?- P^) Jf^ (11^, Ofr) g^ ("H pj pr ) dr = a[(L+ 1)^ + Tl^]^f^^, (Tl^^^ar);? 
X  9 ^  ( H p ,  p r )  -  p [ ( L + 1 ) ^ + T j p ] ^ f | _  ( T l ^ ,  a r )  9 L + i  ^ p , P r ) .  ( 4 . 2 5 )  
Since fj^ and may be any linear combination of solutions to the Coulomb 
differential equation with coefficients independent of r. Equation 4.25 
is a completely general result. To be able to calculate the integral when 
a = P we set p = a + 5^ and expand all terms dependent on p in a Taylor's 
series of (p - a) to terms of order 5^ • Then we take the limit as p goes 
to a. Performing this expansion on the p dependent terms of Equation 4.25 
and letting 
V" = [(L+t): + Tfjik (4.26) 
Equation 4.25 becomes 
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( l+1)  ( -2qf )ô^  j f ^g^dr  =  « / " [ f l+ is l - f l ^ l+ l  1  + 
+ (  f l+  ,  % + -  " J '  \  
The Qfr and T] ^ dependence is understood to be present in the functions 
f|^ and . If f^ = g^, the term independent of 6^ in Equation 4.27 
is zero automatically and if f^ 4 g^ then from Equation 4.13 
f l+ i9 l  = - ( l+ l ) / - /^  .  
Therefore, Qf/~[fj^^^g|^ " ^L+l] = " +?) -
Since the indefinite integral is evaluated over a finite range, the con­
tribution of this constant term vanishes. So, to terms of order 0^ 
2a(L+ l)Jf|_(T|,ar)gj^(Tl,c[fr) dr = ^ (fl ^  ar) g^^ ^ ^  (T), ar ) + 
+ 1^(11, «r) ^ (9L + iCn, ar )) - f^* ,(T|, ar) ^  (g|^(T), ar))]. 
(4.28) 
Since T) = c/or and p = ar , the derivative with respect to a can be related 
to those with respect to T| and p . Equation 4.28 can then be written with 
the help of the recurrence relations as 
4 ( L + I ) 2  p ) g ^  ( T | ,  p )  d p =  2 p [ ( L + l )  ^  +  f ]  p ) 9 | _  ( H  ,  p )  +  
+ f^+t (11. P)9L+, (1, P)1 + I (L+l)//" - + t X 
x  p)9 |_+,  ( t | .  p )+ f l+ ,  (11,  p )g |_( t | .  p ) ] -2 t | ( l+ l )7" [ f l (h ,p)x  
"  ,  (n .  p)  ]  C' : ) )  
67 
with defined by Equation 4.26. It is rather disconcerting to be 
faced with derivatives with respect to 1) because the values of these 
derivatives cannot be rewritten in terms of the original functions and 
their p- derivatives. However, Equation 4.23 is exact and is useful in 
estimating the accuracy of any numerical technique employed to evaluated 
this integral. 
If one employs the same techniques that were used to obtain Equation 
4.25 for the case of two different L values, the resulting integral is 
obtained: 
2  2  ^  
( L -  m )  ( L  +  m +  1 )  J f ^ _  ( T ) ,  p )  g ^  ( T l ,  p )  p " ^ d p =  l l î ! l l l L l j L l - f ^ ( T ] ,  p ) g ^ ^ ^ ( T ] , p ) x  
(m + 1) 
r 2 2 -r 
X ^ r f (T), p ) g (Tl, p) + (L - m)f (7), p) g (I], p) x 
(lTTJ ^ L m 
We specialize Equation 4.30 so that f|^ and g^ are the regular solutions 
a n d  r e s p e c t i v e l y  a n d  i n t e g r a t e  o v e r  a l l  p .  
(p  -  ( l+ îxm+l ) )  ' • ' ( l  +  m+° ' l i l  i  j  *  
+ [ ( "1+ +  f  CO 
(L + m) (m + 1 ) (L + m + 1 ) 1 ' o 
-  f l + , i : -
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Using Equations 4.3a and 4.6a and the relation 
° ^ L + 1  ~  ^  a r c t a n  ( T j / L + I )  ( 4 . 3 1 )  
one finds that the integral reduces to 
r f .d l . r i f  (11,p)p- 'dp= s ia  i  ( i  -  m) * /2 .  (c t  , „ )  i  
^  ( L -  m ) ( L  +  m + 1 )  ( 4 . 3 2 )  
where 
0^ = arg r (L + 1 + i 1]) 
= arg r (m + 1 + i 1)). 
In particular, for L = m one obtains the interesting result 
(Tj, P) p"^dp= 2(2L+^) ' (4-33) 
It is also of interest to note that from the differential properties of 
the Coulomb functions, the following integrals are easily obtained 
[(L+ 1)^ + 71^]^J*p^^ ^expCn p/(L+ 1)) f|^ (71, p) dp= (L+ 1)p^^ ^ x 
X exp ( T) p/L + 1 ) f ^ ^ ("H, p) (4.34) 
[l^ + T1^]^ J p'^-exp(-T1p/L) f^Cn, P) dp=-L p"'" exp (-T)p/L) ^l _ i ("H ^ p)« (Zf.35) 
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4.3 Negative energy Coulomb wave function 
For negative energies the bound state wave functions are exponent­
ially decaying Whittaker functions. Let us take the defining Equation 
2 4.26 for Of when E is negative and define 
or' ^  = - 0?^ = -2 |iE /. (4.36a) 
Then if we define 
T )  =  l a Z ^  Z g  e ^ / ( # i ^ a '  )  ( 4 . 3 6 b )  
p = Of' r (4.36c) 
the differential Equation 4.1 becomes 
- [1 + 1 (T). P) = 0 . (4.37) 
dp P 
Letting ,Z = 2p Equation 4.37 becomes 
2  
+ [ .  1 / 4  _  M k i J l  .  J l  ] f  ( 7 1 , 7 ) =  0  .  ( 4 . 3 8 )  
dz^  '• r- ^ 
Equation 4.38 is known as Whittaker's equation. The solution of interest 
is written as (26, p. 349) 
= j; (4.39) 
Asymptotical ly W(-T), L, 2p ) is an exponential 1 y decaying solution 
W ( - T ) ,  L  +  i ,  2 p )  ~  ^  e x p  ( - p - ' n i n 2 p ) .  ( 4 . 4 0 )  
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Comparing the integral representations for F^(i%,-ip) and Gj^(iT],-ip) 
one sees that the W-function satisfies the relation 
W(-T|, L+i, 2p) = exp[i7r(L+1-1l)/2] r ( L + 1 - T l ) / r ( L + 1 + T l ) x  
X  i F L ( i T l , - i p )  +  i G j _ ( i T l , - i p ) } .  ( 4 . 4 1 )  
Using the integral representation. Equation 4.39, we find that the 
derivative of the W-functlon with respect to p satisfies the relation 
dW(.T,, L + *, 2p) , .(,a)w(-D, L+ i, 2p) .ikJitiJtil 
X W(-[T|+1],L + è,2p). (4.42) 
If we take the limit as T| -• 0 of Equation 4.41 we obtain 
W(0, L + i,2p) = (-1)^^^ expd 3L1T/2) h^^^ (2ip) (4.43) 
where 
(ip) = J'l (ip) + P) 
and thus apart from the phase factor, the W-function with % = 0 is equal 
to the normal bound state solution for uncharged particles, i.e. a hankel 
function of the first kind. 
4.4 Numerical evaluation of Coulomb functions 
The success and failure of various methods to evaluate F^(^, p) and 
("H f p) would in Itself form an encyclopedia of numerical analysis. 
One learns however from the attempts of previous authors whether a par­
ticular method has any real computational merit, in the case of the 
Coulomb functions, any closed form analytic solution proposes countless 
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difficulties and as proposed by Froberg (50) perhaps the best approach is 
to subsection the p- T| plane and use a different method in each subsection, 
the method to be employed depending explicitly on the properties of the 
functions and in each subsection. This is the method of approach 
u t i l i z e d  i n  t h i s  w o r k .  I  w i l l  n o t  a t t e m p t  t o  o u t l i n e  t h e  p i t f a l l s  o f  a l l  
the approximations proposed to date. I will instead give a brief descrip­
tion of those procedures explicitly employed in this research and recom­
mendations for those who would wish to achieve a higher accuracy than is 
reported in this work. The methods employed in each subsection labelled 
I through V in Figure 4 can be described by the following: 
a. Subsection 1 The numerical evaluation of special functions 
normally employs the use of a recurrence relation satisfied by the par­
ticular solutions of interest. In the case of the Coulomb functions, the 
linear difference equation of interest is Equation 4.11 . If two values 
of the functions Fj^ or for successive L-values can be found, it would 
seem apparent that functions of higher L-values could easily be obtained 
by forward recursion of Equation 4.11 . This however is not the case. 
The stability of the recurrence relations Is highly dependent on the 
L-value desired. It may prove beneficial to use backward recurrence in­
stead. The reason for this conclusion is best expressed in reference 44 
page 697 and I quote, 
"In cases where straighforward use of the L-wise recurrence 
relation results in loss of accuracy by cancellation of leading 
digits, it may be worthwhile to remark that greater accuracy is 
usually attainable by use of the recurrence relation in the re­
verse direction from arbitrary starting values for two values of 
L somewhat beyond the last value desired. This is  because Lne 
18 
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recurrence relation is a second order homogeneous linear differ­
ence equation, and has two independent solutions. Loss of ac­
c u r a c y  b y  c a n c e l l a t i o n  o c c u r s  w h e n  t h e  s o l u t i o n  d e s i r e d  i s  d i ­
minishing as L varies, while the companion solution is increas­
ing. By reversing the direction of progress in L, the roles of 
the two solutions are interchanged, and the contribution of the 
u n w a n t e d  s o l u t i o n  d i m i n i s h e s  t o  t h e  p o i n t  o f  n e g l i g i b i l i t y .  B y  
starting sufficiently beyond the last value of L for which the 
function is desired, we can ensure that the unwanted solution is 
negligible but, because the starting values were arbitrary, we 
have an unknown multiple of the solution desired. The compu­
tation is then carried back until a value of L is reached, when 
the precise multiple that we have of the desired solution may be 
determined and hence removed throughout." 
For l -• F|^ is a decreasing function of L while is an in­
creasing function of L (41,pg. I85I). Thus, forward recurrence is 
stable for while backward recurrence is stable for F^. Since the 
Coulomb functions degenerate into spherical Bessel functions when 11 -• 0, 
the same remark holds true for the functions j^(p) and n^(p)i being 
stable for increasing L and j^ being stable for decreasing L. 
1) The regular solution F^(ll, p) The method employed 
for the regular function F|^('n, p) is an adaptation of the technique 
proposed by Abramowitz and Stegun (41). In particular, define 
^ Ïp+l3 ,6) + 11 where Ïx3 denotes the greatest integer n such 
that n 2 x. Set f, (t), p) = 0.0 and F, , (l], p) =0.1. The suc-
"-max w" '  
cessive values of Fj^ for L = L^AX"^' '"MAX"^' ^ ^ce generated by 
backward recursion of Equation 4.11. Every value of F^ is directly pro­
portional to the true value F^ by the same proportionality constant, say 
a. The constant a is determined from the equation 
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l  = 0 
Of p cos p= C 2ff'^ ) 2 (2L+1) cos 6^(1# F^(^, p) (4.44) 
l  1 
Ô = 0 : Ô, (Tl) = L7r/2 + S tan" (Tl/K) . (4.45) 
° K = 1 
Having determined a, the value of F^(^, p) desired is obtained from 
P) =F^(T1; p) / a. (4.46) 
2) The irregular solution (Tj, p) Since forward re­
cursion is stable for (11, p) one needs only to determine 6^(1], p) 
and G^ ("n, p). Then, forward recursion of Equation 4.11 will produce 
all successive L-values desired. The value of (T], p) is obtained 
by Gaussian quadrature applied to the integral representation. Equa­
tion 4.8. The cutoff values of x were chosen so that 
p x( cutoff) - TT T] = 37 (4.47) 
for the integral containing the exponential term, and 
x(cutoff) = 12 (4.48) 
for the integral containing the sine term. The region between x = 0 
and x = x(cutoff) for each integral was divided into five sections 
and the 16-point Gauss formula was applied to each of them. This is 
equivalent to approximating the integrands of the integrals in each 
section by a polynomial of degree 31. The value of 0^(1), p) is obtained 
using the previously calculated values of F^('n, p) ^ F^('I), p) and the 
relation 
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F o ^ l ' F i G o  =  ( 1  +  •  ( 4 . 4 9 )  
The values of p) for L > 1 were then generated by forward recursion. 
b. Subsection I I Considering the integral representation for 
FgCn, p) , Abramowitz(40) deduced an asymptotic expansion for large 
values of p in 1949. In the introduction of reference(42) this method 
was extended to all L-values and the following results were obtained: 
= g cos 9^ + f sin 9^ 
G ^ =  f  c o s  -  f * s i n  e | _  (4.50) 
= 9 cos + f sin 
= f COS 8^ - g sin 8^^ 
P ~  T l l n 2 p  -  Lit/Z + 
= arg r (L+1 + ill) (4.51) 
+ arctan (T|/L+ 1) 
00 00 00 vc  00 
' S  f *  ,  9  9 %  ,  f  f .  ,  g  - " Z  g .  ( 4 . 5 2 )  
K = 0  ^  K = 0  ^  K = 0  ^  K = 0  ^  
where 
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= 1 , 9o = 0, = 0, = 1 - T]/p 
+1 
^K + 1 ®K% VK (4.53) 
^k+ 1 ®k^k "  "  ^k+ i^p  
%+l  = vk ' '  vk"  9k+ | /p  
(2k+1) t1  l ( l -h )  -  k(k+ l )  + tp  ,  
K ~ (2K+ 2) p ' K (2K+ 2) p 
Since the series' for f, g, f' , and g" are asymptotic series', the 
s u m m a t i o n s  o n  K  i n  E q u a t i o n  4 . 5 2  c a n  o n l y  b e  c a r r i e d  o u t  f o r  t h e  f i r s t  
N terms beyond which point the individual series begin to diverge. If 
we let X|^ represent the Kth term in the series expansions for f, g, f , 
and g , then each series was terminated according to the following 
c r i t e r i o n  
N 
n  
K= 0 K 
^ 0.5 X 10"^ , or N = 40 (4.54) 
This criterion proved successful for the evaluation of ^^(11^ p)jG^(T], p) , 
fq ("h; p) ; and G/(T|, p) . The values of (T), p) and (1], p) were then 
obtained from Equation 4.10 and forward recursion of Equation 4.11 was 
1 4» ^  ^ # w ^ k» ^  «m I * * ^  
^ » V y WW vw WW b w I  I I  iw* u~ V w •  ww^ •  
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c. Subsection 111 The accuracy obtainable in this region is 
based on the condition p < 27]. The method was first devised by 
Abramowitz(40) In 1949 and extended by Froberg (50) in 1955- Consider 
the differential Equation 4.1 for L = 0. We let p = 2T|t in the resulting 
equation to obtain 
fi. + 41)^ (1 - t'^ f^ =0 . (4.55) 
If we now let f^ = exp ^ the differential equation for the function (p is 
<p'^ + <p" + 4t1^ (1 - t"^) =0 . (4.56) 
The derivatives in Equation 4.55 and 4.56 are taken with respect to t. 
Equation 4.56 can be solved if we take for (t, T]) an expression of 
the form 
« p ( t ,  1 1 ) = S  ( 2 ' f D " ^ ' ^ "  g  ( t )  .  ( 4 . 5 7 )  
K = 0 
Equating coefficients of successive powers of 2T| to zero the functions 
g„ (t) can be determined successively. This process results in the 
regular solution p) . If Instead we make the substitution 
f^ = exp fji (t, 11) with 
<i(t, u - i  ( - ) "  +  ( 4 . 5 8 )  
K =  0  
we obtain the irregular solution (T], p). Carrying through this pro­
cedure, Froberg obtained the following results: 
F = (i) exp (p(t, 1])) ; F' = (2*1])"^ • F • d <P/dt 
o 00 (4.59) 
= exp (t, Tl)) ; • d ^ /dt . 
78 
Here t = p/2T| and 
(p (t, 11) = 2T|. + g,+ (271)'^ 9^+ (21))"^ 9,+ 
(4.60) 
j/)(t, H) = -271 • 9^ + 91 - (211)"' 92 + (211)"^ 9^-
gg = (t(1 - t))^ + arcs in (t^ - ir/2 
9i = (1/4) In (t/(1-t)) 
gg = -(8t^ - 12t + 9)/48t^ (1-t)3/2 
9^ = (8t - 3)/64t(1-t)^ (4.61) 
_ 2048t^ - 92l6t^ + I6l28t^ - 13440t^ - 12240t^ + 7560t- 1890 
92 l60t3 /2  (1- t )9 /2  
gg = 3(l024t^ - 448t^ + 208t- 39)/8l92t^ (1-t)* 
gg = -(262l44t^°- 1966o80t^ + 6389760t®- 117l456oJ + 13178880t^-
-92252l6t^ + 13520640t^- 3588480t^ + 2487240t^ - 873180t + 
+130977)/10321920t^^^ (1.t)^5/2 
g ^ 1l05920t^- 552961^+ 31(624t^ - 159552+ 455761 - 5697 
^ 3232l6t^ (1-t)9 
gj = 1/4t (1-t) 
9 ^  =  - ( 8 t  - 3 ) / 3 2 t 3 / 2  ( i _ t ) 5 / 2  
9^ = 3(8t^ - 4t + 1 )/64t^ (1-t)^ 
S{^ = -(I536t^- 704t^+ 366t-63)/2048t^^^ (1-t)"^^ (4.62) 
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= 3(2560t^- 832t^ + 728t^- 260t+39)/^096t^ (l-t)? 
96 =  368640t^- 30720t +114944t^- 57792t +l6632t - 2079 
= 3(860l60t^+ 196608t^+ 308480t^- 177280t^+73432t^ - I7724t + 
+ 1899)/ (I31072t^ 
The values of F ,F', G , and G' were obtained from Equations 4.55- 5-62. 
o o o o 
The values of F^ and G^ were then obtained from Equation 4.10 and for­
ward recursion of Equation 4.11 was employed to obtain higher L-values. 
d. Subsection IV The method employed in this region was first 
proposed by Abramowitz and Rabinowitz (44) in 195^ and used most effectively 
b y  L u t z  a n d  K a r v e l i s  ( 5 8 )  i n  1 9 6 3 .  I n  e s s e n c e ,  i t  i n v o l v e s  a  T a y l o r ' s  
s e r i e s  e x p a n s i o n  o f  F ^ ,  G ^ ,  F ^  a n d  G ^  a b o u t  t h e  t r a n s i t i o n  l i n e  p  =  2 ^ .  
The same formulas apply to both the F^ and G^ Taylor series development 
oq = f^(t1, p) , or g^(11, p) 
^1 ~ ^ P) ; or A pG^ (T], p) 
Gg = -i (A p)^ (1 - 2l|/p) 0^ , 
(4.63) 
(4.64) 
(4.65) 
p  n ( n +  1  )  ^  ^  +  A  p ( n ^  -  n ) a ^ +  ( p -  2 1 ] )  ( A  p ) ^  ^  +  ( A  p ) ^  -  2  =  0  ,  
n = 2, 3, 4, (4.66) 
F q ("H; P + ^  p) 
00 
or (4.67) 
gq ("h; P + ^  p) 
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(Tl, p + Ap) 
or 
(71, p+Ap) 
1 " 
The Taylor series' being terminated according to 
(4.68) 
M 
M ) M 
2 a S n a 
n=0 " n = 1 n 
< 10 (4.69) 
Following Lutz and Karvelis (58, pp. 33-34), if. p is the starting 
point and the desired point, we determine the interval A p and 
the number of times the above expansion must be applied by the following 
method: 
Is < 0 . 2 0  ?  pmax " p 
If the answer is NO, divide by 5 and test the result. 
If N is the number of times we apply this test, then 
A p = pmax " p 
TnTTT (4.70) 
where 
number of times = 5^^ ^^ (4.71) 
The starting point is p = 2T| and the starting values are taken from Tore 
Isacson's results (66), 
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fq(2t1) 
. (271). 
o 
0.7063326373 ] f 1 =f 0.04959570165 -
i 1 114/3 
1.223404016 J '• '' 
- 0.00888888889 _ 0.002455199181 - 0.0009108958061 
ti' ? 
_ 0.0008453619999 - 0.0004096926351 _ 0.0007116 506205 
v®73 ^ f2/3 
- 0.000024396 1?603 , J (4.72) 
11 
(2T1) 
(G' (21))J 
o 
0.4086957323 1 _-1/6 1 1 ± 0.1728260369 ^ 
^ j ^173 
.-0.7078817734 J '' 
+ 0.0003174603174 . 0.003581214850 + 0.0003117824680 
. 0.009073066427 + 0.0002128570749 . 0.0006215584171 
T 7  ^
+ 0.00003|8?2W66 ^ 1 (4.73) 
1 
The values of F^(^, p) and G^(^, p) were obtained from Equation 4.10, 
and forward recursion of Equation 4.11 was then employed to obtain higher 
L-values. 
e. Subsection V In this region, the functions and Gj^ vary 
extremely rapidly and if one attempts to use the Taylor series method of 
Subsection IV, round-off errors soon destroy the accuracy of the function 
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F^(^, p) . The reason for this is exactly the same one as outlined for 
Subsection I. Thus one needs to employ a different procedure to eval­
uate F^(T1, p) in this region. The function G^(^, p) is calculated 
exactly as in Subsection IV, i.e. a Taylor's series expansion. The 
next logical step would be to employ the procedure used in Subsection I 
to evaluate p) . However, as pointed out by Gautschi (62), the 
three-term recurrence relation is also dependent on the value of t] and 
since the proportionality constant a, Equation 4.41, depends primarily 
on 7], one must be careful as to how a is evaluated. The simple pro­
cedure of Equation 4.44 does not work in this region. Gautschi (63,64) 
has developed a method that will evaluate a for all regions. However, 
his approach is both slow and requires excessive storage (12K bytes on the 
model IBM 360/6$ computer). It was found however that the evaluation of 
Fq(T1, p) by Gaussian quadrature gives satisfactory results in this region. 
The integral representation. Equation 4.7 was used and the same method 
employed as for G^(T], p) in Subsection I with 
x (cutoff) = 12. (4.74) 
The values of G^ and G^ being determined by the Taylor's series expansion, 
the value of was then obtained from Equation 4.49. The values of F^ 
and G^ for L > 1 were then generated by forward recursion. 
f. The negative energy solution For negative energies, the 
function W(-T1, L + ^ , 2p) was computed to seven significant figures accuracy 
by means of a l6-point Gaussian-Laguerre quadrature formula. Since the 
Gaussian-Laguerre quadrature formulae apply to integrals of the form 
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y = Jq e"*f (x) dx 
one sees from Equation 4.39 that no subdivision of the range is necessary. 
Thus, the evaluation of this function is particularly straightforward 
once the order of the polynomial approximating the integrand is deduced; 
the term integrand excludes the decreasing exponential term. The use 
of the l6-point formula implies that the integrand is well approximated 
by a polynomial of degree 31 over the entire range from zero to infinity. 
4.5 Accuracy of the numerical evaluations 
The computer algorithm I wrote to evaluate the Coulomb functions 
was constructed so as to return values of ^L+1 ^L+ 1 
simultaneously because all derivative relations employed in this thesis 
were written in terms of the function values for L and L+1 . All 
calculations for the function values were performed in double-precision 
arithmetic (15 significant figures) on the model IBM 360/65 computer at 
the Iowa State Computation Center. The complex gamma function appearing 
In Equation 4.51 was computed in complex double-precision arithmetic with 
15 significant figure accuracy by a separate algorithm I wrote based on 
the asymptotic properties of the gamma function. As a computational 
check, the tables of Abramowitz, Tubis, Lutz and Karvelis, and Luk'yanov 
e^ (42, 68, 58, 75) were reproduced for wide ranges of L, T|, and p. 
A thorough analysis of the results of this computation produced the various 
boundary lines separating the Subsections l-V in Figure 4 . The cor-
• 111^ «uiiwcawii vol uco 1 wi ciic 1 oiiyc > j ^ p ^ -rw f mc# c owwui a uc co 
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± 3 units in the fifth significant figure. The Wronskian relation. 
Equation 4.13, was found to be satisfied to within an absolute error of 
0.2% in all cases. The maximum relative error for any L value from 
0 to 6 was less than or equal to 0.1% thus justifying the use of forward 
recursion for F^(T], p) in Regions ll-V of Figure 4. It may be noted (6&) 
that most nuclear reaction calculations would require values of F^(^, p) 
and G^(T1, p) in the ranges 
0.1 ^ T1 ^ 30 (4.75a) 
1 ^ p 5 30 . (4.75b) 
The length of time necessary to calculate any one function value in a 
particular p-T] region is difficult to estimate since the algorithm re­
turns Fj^, G^, F^^j and G^^^ simultaneously. Average run times (in 
milliseconds) on the IBM 360/6$ to calculate the set 
are reported below for each region: 
Subsection 1 138.50 
Subsection II 12.21 
Subsection 111 4.24 
Subsection IV 71.60 
Subsection V 160.96 
Increased accuracy for the regular solution F^(^, p) can be achieved by 
using Gautschi's excellent algorithm (63) which will reproduce the exact 
value of F^ up to 14 significant figures. Recent work (78) at the Argonne 
National Laboratory by W. J. Cody and Kathleen A. Paciorek has resulted in 
85 
an adaption of Gautschi's algorithm for the evaluation of p) tested 
for the ranges : 
° ^ ^  ^ "-max 
0 3 11, p 2 30 
with 14 significant figure accuracy. The execution time for any particular 
value of ranges from 10 to 70 milliseconds. An algorithm for the eval­
uation of p) with the same accuracy is currently being tested by the 
aforenamed researchers. These algorithms, although resulting in much 
improved numerical accuracy, were not used because of their increased 
execution time and larger core storage requirement. It may be noted that 
one does not often need 14 significant figures since most experimental 
reaction data is good to only ten percent accuracy. One must however be 
careful in using function values good only to five significant figures, 
as has been done here, so that the accumulated round off at the end of the 
calculation does not result in less accuracy than experimentally achieved. 
The Coulomb functions although possessing various closed form analytic 
representations are numerically extremely difficult to calculate but I 
feel that the five significant figure accuracy obtained from my investi­
gations is sufficient for most single precision nuclear physics calculations. 
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CHAPTER V. NEUTRON WAVE FUNCTIONS AND NUMERICAL ANALYSIS 
5.] Basic properties of neutron wave functions 
The neutron wave functions referred to in this thesis are solutions 
of the equation 
x^u^' + 2xU|^' + [x^ - L(L+1)] u^ = 0 
(L = 0, +1, +2, +3, ). (5.1) 
The particular solutions of interest are the spherical Bessel functions of 
the first, second, and third kind; j^, n^ and respectively. They are 
related to the Bessel functions of half-odd integer order by 
jj^(x) = (a/2x)'/2 (5.2a) 
= (-)L (a/2x)1/2 J_L_,/2(x) (5.2b) 
h(^)(x) = j^(x) + in^^x) = (n/2x)'^^ W* ^ 5.2c) 
The function j^(x) is regular at the origin and n^(x) is irregular having 
a pole of order L+1 at the origin: 
j^fx) ^ x'-/(2L+l)i! (5.3a) 
The functions j^, n^ and h^'^ have the following power series 
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representations 
ji'*) = T Jo rfSsTâ) (S-ita) 
n^w = Xkio"'^ r(k-L+I/2) <5.4b) 
h m ( x ) . i - l - .  x - '  eM.,) (5-^' 
Asymptotically, and n^ have the form 
J'l sin(x-U/2) (5-5a) 
"l ' cos(x-Ln/2). (5.5b) 
From the power series representations, the following recurrence formulae 
may be derived: 
: JlW# \WJ h(l)(x) (L = 0, +1, +2, ) 
L ^L_,W - (L+1) (x) = (2L+1) ^ f^Cx) (5.6a) 
^ fi/x) = 
X - g; fi/x) = (5.6c) 
= (2L+1) X ' f|^(x). (5.6d) 
The Wronskian of and n^ is most easily obtained from their asymptotic 
forms giving 
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jj^cx) n^'(x) - jj«(x) nj^(x) = x"^. (5.7) 
Using the Wronskian relation and the recurrence formulae the following 
cross products are obtained: 
J' lW - jL_,(x) n^fx) = (5.8a) 
jt+iW ^(x) - Jl+iW = (2L+1) x (5.8b) 
The spherical Bessel functions and n^ are merely polynomials in x 
times sin x or cos x as shown by Rayleigh's formulas (42, p. 439) 
4W = '5.9a) 
n^(x) = -x'- (- -i ^ ,, 2, ••••)• (5.9b) 
Thus, they should be easily calculable. As pointed out in Chapter IV, the 
irregular solution n^ is stable with respect to forward recursion and in 
fact using the relations 
"o W = " ^  , n,(x) = - ^ (5.10a) 
nL^^(x) = (2L+1) x"^ n^(x) - ^(x) (5.10b) 
the function n, (x) is readily calculated for all positive L-values. For 
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negative L-values, n^^x) is related to the regular solution by 
n^fx) = j_L_](x) (L = 0, +1, +2, ••••)• (5.11) 
The function jj^(x) is however stable with respect to backward recurrence. 
However, the forward stability of j^^x) is not as prone to error accumula­
tion as its counterpart, the regular Coulomb function. The function jj^(x) 
may also be written conveniently as 
sin X + cos x (5.12a) 
f^(x) = X ^ , f,(x) = x"^ (5.12b) 
fL_,(x) + fL+,(x) = (2L+1) x"' fj^(x) (L = 0, +1, +2, •••). (5.12c) 
Equation $.12 amounts to using forward recurrence on the polynomial in 
X ' and thus reduces round-off error. The use of Equation 5.12 gives l4 
significant figures in double precision arithmetic for the range 
2 < x < 100 (5.13a) 
•10 < L < 10 . (5.13b) 
For the region 0 < x < 2, the value of j^^x) is correctly given by the 
series expansion. Equation 5.4a, with the cutoff criterion 
a„ (x/2) 2n-L-1 
I 
I a (x/z)^-"--' 
kSo ^ 
< 10 -8 (5.14) 
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where aj^ Is given by Equation 5.4a. One could use the same backward 
recurrence technique as outlined in Chapter IV for the regular Coulomb 
function but for the range of values of interest in nuclear physics this 
is not necessary. The use of Equation 5.12 and the power series expansion 
give accurate (> 7 significant digits) results in the order of one milli­
second on the iBM-360/65 computer. The function h^^^(x) was calculated 
using the power series representation. Equation 5.4c. Note that the sum 
occurring in Equation 5.4c is finite making h^^^fx) easily calculable. 
The wave function of interest in the neutron calculations is h^^^fix) 
which is either pure real or pure imaginary depending on whether L is even 
or odd. The function actually calculated by the computer was 
(-)L+' exp (i3U/2) h(^)(ix) (5.15) 
which is seen to agree with the proton limiting case. Equation 4.43 and 
which leaves the normalization constant for this function independent of 
L. 
5.2 Integrals of spherical Bessel functions 
Definite and indefinite integrals of the spherical Bessel functions 
have been scattered throughout the literature of nuclear physics. Most of 
these integrals can easily be derived using the basic differential 
Equation 5*1 and the recurrence formulae. Equation 5*6. Some of the most 
important of these integrals are presented below as an aid to future re­
searchers: 
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J* fj^(x) dx = x*-^^ (5.16) 
J x' *• f^(x) dx = - x^ *• f^_j(x) (5.17) 
J x^ f^^Xx) dx = "Y [ f^^(x) - ^L- iW fL+i(x)] (5.18) 
; fl/x) g^(x) dx = -:: (L_m)(L+m+n 
x \(x) 9m(x) 
(L+m+1) (5.19) 
x2 
J f|_(Q:x) g^(px) X dx = -y—^ [p fj^(ax) g^., (px) - af|^_^(ax) g^(px)] (a -0 ) (5.20) 
r. jmw j'nw d* = ihit «nm '5.21) 
jm(x) j„(x) dx = sin[(n-m) jt/2]/[n(n+l) - m(m+l)] (5.22) 
o 
Cj„(x)}^ dx = Jt/2(2n+l) . (5.23) 
o 
If one employs the trick of expanding p = a + 6^ in Equation 5*20 and 
follows the same procedure used to obtain Equation 4.29 in Chapter IV, the 
following important normalization integral results 
J f^(ax) g^(o!x) x^ dx = -^ [f^^(ax) g^(ax) - fj^_^(ax) g^^^^ (ax)] . 
(5.24) 
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As is easily sesn from the limit Equations 4.18 and 4.19, many of the 
properties of the Coulomb and spherical Bessel functions are quite sim­
ilar and in fact this similarity was employed to obtain many of the re­
sults given in Chapter IV. It seems reasonable to assume that by properly 
choosing the wave number k in j^(kr) and n^^kr) that one could simulate 
the Coulomb functions F^(^,k'r) and Gj^(Tl,k'r); the relationship of k to k' 
however is not obvious. This has not been tested since there was no ex­
plicit need to search for such an interrelationship. In the past, 
researchers have attempted such a simulation to circumvent the actual 
computation of the Coulomb functions. It is my opinion that one should 
not try to make a spherical Bessel function "look" like a Coulomb function 
when perfectly adequate algorithms exist for the computation of both. 
5«3 Numerical analysis 
In constructing the computer program for the eigenchannel procedure 
12 
applied to C it was found that having explicit forms for the wave func­
tions was a good way to estimate error build-up but was a poor way of 
getting fast execution time. Various numerical techniques had to be em­
ployed to reduce the execution time to a reasonable value. If one were 
to solve the transcendental boundary conditions for the particle state 
energies by standard techniques the amount of time consumed is appreciable. 
Referring to the boundary condition versus E graph. Figure 2 of Chapter III, 
we see that a fixed boundary condition value intersects the curve in 
only one point in each region; a region being defined by the values of E 
for which the boundary condition becomes infinite. Thus the first method 
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employed was to define the range of each region and then by using succes­
sive bisection and inverse interpolation (Mueller's method) find the value 
of pa which satisfied Equations 3.14 or 3-15 in each region. If six 
channels were open and five states kept within each channel, this means 
that Mueller's method had to be employed thirty times. A strict use of 
Equations 3*14 or 3-15 for the boundary condition value would easily lead 
to a total time of 62 seconds for the preceding example. One must keep 
in mind that this is 62 seconds for each guess of the phase 6^ and that 
calculating the particle state energies is only the first step in the 
eigenchannel process, it proved more practical to tabulate the inverse 
graph of (E) vs. (pa). These are essentially arc-cotangent curves and in 
every region except the first the function 
E = c^ + C2 [%/2 - cot ' (Cg" B^)] (5.25) 
was fitted to the data by a non-linear least squares technique (79, p. 382). 
In the region between E 0 and the point where first goes to minus 
infinity it was necessary to join the two curves 
9 9  , 1 / 2  
E< = c^^ [c^ - (B^ - Cg) ] (an ellipse) (5.26a) 
and E< = c^ + c^ [jt/2 - cot'^ (c^* B^)] (5.26b) 
to obtain the necessary curvature for low energy. Again a non-linear 
least squares technique was employed and the parameters of Equation 5.26 
were further constrained so that E^ and E^ matched at some point x^, x^ 
being an additional parameter. These methods were employed for all of the 
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possible allowed energy regions and a table of parameter values was then 
stored in the program. The relative error in any one energy value found 
b y  t h i s  c u r v e - f i t t i n g  t e c h n i q u e  w a s  f o u n d  t o  b e  <  1 % .  F o r  t h e  c a s e  o f  s i x  
open channels referred to earlier the total execution time was found to be 
less than 10 mi 11i-seconds, roughly 1/2000 of the previous time. 
When constructing matrix elements and performing normalization in­
tegrals, exact values for the integrals were used when possible. Those 
integrals involving the function Sj^(a,7r), Equation 3.8, were performed by 
dividing the range from zero to r^ into twelve subregions and using 
Weddle's rule (80, pp. 133-134) in each subregion. The use of Weddle's 
rule implies that 
The value of n chosen was n=l2 and thus in each subregion by using Weddle's 
rule we approximate the graph of the function by two arcs of sixth-degree 
polynomials. Equation 5*27 is more accurate, in general, than the corres­
ponding Simpson's rule, but it requires at least seven consecutive values 
of the function. In constructing the matrix elements of the dipole opera­
tor, integrals involving the products of Coulomb functions were performed 
over the entire range < r < a by a single application of a 10-point 
Gaussian quadrature formula. This approximation of the integrand by a 
(5.27a) 
o 
where n is a multiple of six and 
k = 1, 5, 1, 6, 1, 5, 2, 5, 1, 6, 1, 5, (5.27b) 
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polynomial of order 19 over the entire range gave correct values for the 
integrals in the least amount of time. The method employed to test 
whether this integration method would yield the correct answer was to com­
pare that value against the answer given by dividing the total range into 
twenty intervals and applying Weddle's rule to each interval. The use of 
such numerical integration techniques such as the Gauss and Weddle formulas 
is an important means by which one can evaluate integrals for which closed 
form expressions are not known or involve more computation time than doing 
the integral numerically. What does one do however when even numerical 
integration techniques prove too time consuming? This problem arises from 
the normalization of the proton single-particle states. The integral in 
question is 
CFj^(ll,pr) cos + sin G^^^|,pr)]2 dr. (5.28) 
w 
The range of the integral is large and the integrand must be approximated 
by a large order polynomial. It is more expedient in such cases to tab­
ulate the values of the integral at fixed points and use numerical inter­
polation. The integral. Equation 5*28, was split into the nine integrals 
Jr dr ; G^2(%,pr) dr ; F^(Tl,pr) G^fT^pr) dr 
w w w  
(L = 0, 1, 2) . (5.29) 
Each integral was then computed as a function of energy E in 1 MeV steps 
from 0 < E. < 252 MeV and stored as nine linear arrays. In Figure 5 we see 
J oS{p)<tp 
^ ftMÊ 
Fo(fi)Go(p)dp 
vn 
cr. 
-I ^  
32 36 
ENERGY (MtV) 
Figure 5. Normalization Integrals for the L = 0 Coulomb wave functions 
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a plot of these integrals. Interpolation within any 1 MeV interval was 
performed according to Table 3* 
Table 3- Interpolation scheme for the normalization integrals of the 
proton states 
Range Method Function 
1nterpolated 
Technique Relative 
Error 
0 < E < 1 Ai tken's J J 
e-2"Tl J" 
F^ G|_, First 8 succeed­
ing values used 
1 % 
1 < E < 7 Aitken's I J 
' \ '^L' Fi rst 5 succeed-
ing values used 
< 1 7o 
7 < E < 245 Bessel's J Fl'. J >L ^L- Differences up to 
fifth order 
< .05 7o 
E > 245 Ai tken's J J • F^ Fi rst 5 preceding 
values used 
< 1 % 
In the range 0 < E < 1, the integral of the square of goes to infinity 
as E goes to zero so interpolation of J proved disastrous. However 
the first term in an expansion of this integral is e^^ so interpolation 
of the function e «1 gives far better results. • 
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The eigenvalues of the energy matrix were found by using the fortran 
routine, "Rilmat" appearing in the excellent compendium, "The Programmer's 
Handbook" (8l), This routine was adapted to make the most efficient use 
of the QR transformation which it employs by first scaling the energy 
matrix to be diagonalized. The true eigenvalues and eigenvectors were 
then obtained by reversing the scaling transformation. The real eigen­
vectors were constructed using Wielandt's deflation technique (82, p. 483) 
which after each eigenvector calculated effectively reduces the order of 
the matrix by one; the next eigenvector being calculated from this re­
duced matrix. 
It should be pointed out that the search procedure as outlined in 
Chapter III can run into difficulty. If an eigenphase falls within an e -
neighborhood of a discontinuity point, one eigenphase will be lost. If 
the curve representing E^-E^ should cross the axis more than once in the 
interval being searched, merely subtracting the number of eigenvalues less 
than Ey at either end of the interval will not give the correct number of 
eigenphases. Since all intervals between zero and n are searched, any loss 
of eigenphases due to either of the above difficulties is easily noted and 
by changing slightly the problem can be corrected. In earlier works on 
the eigenchannel theory a search procedure was utilized which started at 
zero phase and successively searched succeeding intervals until the correct 
number of eigenphases were obtained. The entire range from zero to n was 
not however checked if the correct number of eigenphases was found before 
reaching jt. In addition, the basis states were assumed orthogonal. Making 
a similar assumption, it was found that extraneous eigenphases are 
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generated which are undetectable unless the entire range of 6^'^ is 
searched. As stated in Chapter I, these false eigenphases lead to 
spurious peaks in the cross sections and thus it is imperative that one 
properly take into account the non-orthonormality of the basis states and 
sweep the entire range of to be sure that no extra eigenphases have 
been introduced and that none of the true eigenphases are lost. The 
numerical techniques pointed out in this chapter were only a small frac­
tion of the various techniques employed in constructing the computer pro-
12 gram for C . They indicate,however, the approximations used and the 
relative accuracy obtainable. In analyzing all of the techniques employed 
in this calculation, I believe it is safe to say that the final cross 
section values were in error by less than 6 % due to round-off and error 
accumulation. This is well within the bounds of experimental error. Let 
us now examine in the following chapter the results of this calculation. 
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CHAPTER VI. EIGENCHANNEL CROSS SECTIONS FOR c'^ 
6.1 Calculation of the photoabsorption cross sections 
The theory as outlined in Chapters III - V contains only one adjust­
able parameter; the strength of the residual interaction, Vq. Using the 
experimental photoneutron cross section data of Cook et (83) as a 
guide many preliminary runs were made of the photoabsorption cross 
sections in the giant resonance region for various values of Vq. Not 
only did we wish to reproduce structure similar to that seen by Cook 
but simultaneously we wanted the photoproton cross section to agree 
with experimental data. The shape and amplitude of the cross sections 
are highly dependent on the value of Vq. The best agreement with ex­
perimental data was obtained with 
Vq = 2200 MeV f6. (6.1) 
A change of only 200 units in the value of Vq was sufficient to change 
the amplitude by several orders of magnitude while a change in Vq of 
500 units was sufficient to completely alter the structure of the photo-
proton curve. The value of Vq at 2200 MeV produced resonances in 
approximate accord with experimental findings although the amplitudes 
of th! giant resonance peaks were much too large. However an overes­
timate of the amplitudes of the resonances is common to all one-par­
ticle-one-hole shell model calculations. 
The reaction in which the emitted particle leaves the product 
nucleus in its ground state is denoted by the symbols (7,Pq) and (y,nQ) 
corresponding respectively to the reactions c12(Y,Po)B*1 and c'^(Y,nQ)c'^. 
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The threshold energies for these reactions are 15.96 and 18.72 MeV re­
spectively. The reactions in which the product nucleus is in an ex­
cited state are denoted by (y,p') andfy,n') for the respective reactions 
c'^(7jP')b"" and (7^n')c''In our one-particle-one-hole frame­
work, the threshold energies for these channels are 34 and 37 MeV re­
spectively. The giant resonance region for the (7,p^) and (7,n^) re­
actions is approximately between 21 - 24 MeV excitation energy. Some 
structure has been seen below the giant resonance for both photoneutron 
a n d  p h o t o p r o t o n  t o t a l  a b s o r p t i o n  r e a c t i o n s  ( 8 3 , 8 4 , 8 5 ) .  T h u s ,  t h e  ( 7 , )  
and (7,p^) cross sections were calculated in 250 keV intervals from 16 
to 20 MeV. The giant resonance region itself has been a mystery to ex­
perimental researchers for many years because of the conflicting evidence 
of fine structure in this region. A step width of 125 keV was used for 
the region from 20 to 24 MeV to insure that possible resonances were not 
overlooked. Again using experimental evidence as a guide, the region 
from 24 to 35 MeV was searched in 250 keV steps and steps of 500 keV 
were used for the region from 35 to 40 MeV. Some structure attributable 
12 
to photoabsorption by the Is^yg state of C has been reported by Fultz 
et al. (86), Fossa et (87), and Cook et (22) for the total 
12 11 photoneutron absorption reaction C (7,n)C in the region of 35 MeV 
excitation energy., This resonance should be of the order of 1 or 2 MeV 
wide so that a step width of 500 keV in this region is not inappropriate. 
Previous research (14,88,15*16,17) employing the eigenchannel formalism 
failed to explicitly state the amount of time involved in this type of 
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calculation. The amount of time necessary to calculate adequate cross 
sections is, however, very important. After all, if similar results 
can be obtained by other means in a shorter amount of time, why should the 
researcher limit himself solely to the eigenchannel theory. The amount 
of time involved in this calculation is a function of the excitation 
energy and greatly increases for higher energies where the number of open 
channels increases» The average amount of time necessary to compute one 
set of (7, n^), (7, Pq), (7, n') and (7, p') cross section values was 8 
minutes for the 16 to 18.72 MeV interval, 12 minutes in the range 18.72 
to 34 MeV, 60 minutes in the interval 34 to 37 MeV and 120 minutes from 
37 to 40 MeV. These estimates are based on the IBM Model 360/65 computer 
at the Iowa State Computation Center. The reader should bear in mind 
that these time estimates are in minutes whereas usual nuclear shell-
model calculations are of the order of seconds or milliseconds. As one 
can see, the amount of time needed to calculate a particular set of cross 
section points at a fixed value of the excitation energy becomes quite 
large above the giant resonance region. The total amount of time 
necessary to adequately construct the photoabsorption cross sections for 
12 C was 46 hours. In the high energy region an incorrect number of 
eigenphases for a fixed excitation energy was often encountered for the 
reasons outlined in Chapter V, Section 5°3 and thus approximately one-
third of the total time involved was spent in correctly analyzing these 
regions. The resultant photoabsorption cross sections are shown in 
Figures 6 and 7» 
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6.2 The reaction c^^(7in^)cll 
The structure of the photoneutron cross section (Figure 6) resulting 
from the eigenchannel theory is seen to be in good accord with the exper­
imental data although the absolute value of the cross section is over­
estimated in the giant resonance region. The giant resonance itself 
is split into two narrow peaks at 22.25 MeV and 23.00 MeV. The ratio 
of the heights of these peaks is approximately 1.30 as compared to the 
value of 1.09 by Cook ^ (83) and 1.30 by Fultz et aj_. (86). Thus 
the relative strengths of these peaks seems to be in good agreement with 
experiment. A comparison of the photoneutron resonances found in this 
thesis and the experimentally observed peaks is shown in Table 4. The 
four experimental works used for comparison employed different tech­
niques in obtaining the photoneutron cross section. Lochstet and 
Stephens (89) produced the (Y,n) reaction by means of the monochro­
matic gamma rays from the T(p/y)He reaction. Their cross section 
values were determined absolutely to a claimed accuracy of 10% although 
the heights of their peaks at the giant resonance peaks 22.20 and 23.00 
MeV were approximately equal within experimental accuracy. The work of 
Fultz £t a]_. (86) was performed with nearly monochromatic photons ob­
tained from the annhilation of positrons in flight with an energy res­
olution for the positrons and photons of 1%. By carefully subtracting 
out the (y,Og) component of their total photoneutron absorption cross 
section they arrived at the conclusion that 83% of the neutrons were 
being erîitteci in transitions i-o the ground state of for exci­
tation energies up to 28 MeV. Thus the prominent structure in the 
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Table 4. Photoneutron resonances in 
Experimental Papers C^^(Y,n)c'' 
This work Cook et al. Lochstet (89) Fultz et al. Fossa et al, 
(83) (86) (87) 
19.25 
20.50 
21.50 
19.80 
20.10  
20.35 
20.60 
20.90 
21.30 
21.65 
22 .10  
21.75 
22.00 22.00 
22.20 
24.00 
22.25 
22.75 
23.00 23.00 23.20 
23.50 23.60 23.70 
24.90 
25.35 
25.60 25.50 
26.25 26.10 26.00 
26.50 
27.55 27.10 
29.50 28.30 
32.70 20.50 
33.50 
35.20 35.00 
36.40 
38.00 53.00 
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giant resonance region is due primarily to the Cl2(Y,nQ)c11 reaction. 
The resonance seen at 35 MeV by Fossa et £]_. (87) was obtained by a 
Penfold and Leiss analysis of the yield curve obtained by exposing a 
liquid scintillator to the y-ray beam of a 100 MeV Synchrotron. Although 
their results are somewhat uncertain because of the experimental tech­
nique involved they do agree with similar findings by Reay et (85) 
in the Bt1(p,YQ)Cl2 reaction. The strength of this resonance is thought 
to come from the process of knocking a particle out of the \s\/2 shell; 
the resulting particle-hole state being the (Ip^yg; '^1/2) state. 
Greater precision was obtained in the work of Cook et £l_. (83) with 
the source of photons being bremsstrah lung radiation having endpoint 
energies up to 65 MeV. The method of 'least structure' analysis was 
employed to the yield curves of the (Y,n) reaction with reported reso­
lution of (100 - 300 keV) in the giant resonance region. Although the 
number of dipole absorption peaks found in this thesis falls short of 
the total resonances found by Cook the general agreement of resonance 
positions is good. It must be noted that the data of Cook represents 
the total (Y,n) reaction and thus some of the observed resonances must 
be associated with multipoles other than the T=1 dipole absorption 
transitions. Although the results of Cook do not support the idea of 
large dipole oscillator strength near 35 MeV the existence of a 
(Ipiygfls^yg) excitation at 29.50 MeV was suggested where a resonance 
of about 1 MeV in width was seen. A later analysis by Frederick (90) 
iPi col labcrat :cr. with Cook's group suggests that the hoi* in the Is 
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shell is probably found at 31 or 36 MeV or split between the 31 and 36 
MeV resonances by interactions of higher order than the one-particle-
one-hole residual interaction. The resonance found in this thesis at 
33.50 MeV is a (1dgy2j1P3/2) excitation since the lS|y2 channel is not 
open in our model until an excitation energy of 37 MeV is reached. The 
question of whether resonances seen in this energy region may be rea­
sonably Interpreted as excitations from the Is^yg state will be dis­
cussed in Section 6.6. From Table 4 we can see that the one-particle-
one-hole dipole absorption peaks found by the eigenchannel theory show 
remarkable similarity to corresponding experimental peaks. One must 
bear In mind that the model used in this thesis Is overly simplified 
and thus only the general shape of the photoabsorption curve was ex­
pected. The relatively low amplitude of the theoretical cross section 
In the high energy regions is in part a reflection of the fact that 
only one-part Icle-one-hole states were employed. The experimental 
(Y,ni) cross section data adds appreciable strength In these regions 
and since higher particle-hole configurations would be necessary to 
adequately describe this reaction it Is not surprising that the theo­
retical amplitude for the cross section above the giant resonance Is 
too small. The (7,np) and (7,2n) channels are open at excitation 
energies of 27.7 and 31.9 MeV respectively so that the theoretical 
cross section also omits the contributions of these reactions. 
If one were to expand the angular distribution In a series of 
lenenhre nmlvnmmials 
Ï09 
P(8,E) = Z B l  Pl( cos 9 ) (6.2) 
L—0 
and normalize the distribution so that B q  =  I ,  the value of the coef­
ficient 02 is a direct measure of the dipole absorption strength. 
A plot of 82 versus excitation energy was not calculated for the neu­
tron distribution (although this could easily have been done) since 
there is only one experimental data point available for comparison. 
However, we can say something about the character of the states com­
prising the resonance peaks by looking at a graph of the strength of 
a particle state as a function of energy. In Figure 8 we see a graph 
of the strengths of the Zs^yg and Idgyg particle states as a function 
of excitation energy for both the neutron and proton channels. The 
percentage strength of a state is defined as that fraction of the 
partial cross section at a fixed excitation energy directly attrib­
utable to that particular state. This is easily found from the par­
tial cross section expression given in Chapter II, Equation 2.18. 
A rather immediate observation is that the strength curves for the 
2S|y2 and 1dgy2 states are nearly mirror images of one another. Thus 
the Idgy2 state has negligible strength over the giant resonance re­
gion and in fact never exceeds fifteen per-cent over the entire range 
to 40 MeV. One would have to conclude that this state contributes to 
T = 0 states which are not highly excited by the residual interaction 
or that the Idgy^ state must lend its strength to other multipole tran­
sitions. The resonance peak at 19.25 MeV is found to have 84% 2s|y2 
state and 13% Idgy^ state. Beyond this resonance the strength of the 
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25^/2 state decreases while that of the '<^5/2 state increases. At the 
giant resonance energy of 22.250 MeV we find a state which is 34% 
25^/2 state and 65% 1dgy2 state. The ldg^2 state dominates in the res­
onances beyond the giant resonance except for the anomaly observed at 
26.125 MeV seen as a sharp dip in the neutron strength curve. The 
fact however that the Id^y^ and 2s1/2 states have nearly equal strength 
in the giant resonance region is totally unexpected and will be dis­
cussed in connection with the proton angular distribution for the 
(Y,Po) reaction. 
6.3 The reaction ('V.Pn)B^ ^ 
In Figure 7 we see the (Y jPq) cross section compared with the ex­
perimental data of Frederick (90) and Gemme11 et al. (91). The giant 
resonance centered at 23.00 MeV is predominantly a single peak with 
narrow resonances calculated at 21.50 MeV and 22.00 MeV. Most of the 
experimental data derived from the (y^p) reaction and the inverse re­
action (PjY) show only a single peak in the giant resonance region 
centered at approximately 22,50 MeV. The experimental data is, how­
ever, not inconsistent with the possibility of fine structure reso­
nances appearing in the giant resonance region. A comparison of the 
main resonances found in this thesis and those from various experimental 
groups is shown in Table 5. Again we see comparable agreement between 
theory and experiment although the position of the theoretical peak at 
23.00 MeV seems to be about a half MeV too high. A comparison with the 
work of Gemme11 et al, (91) shows surprising agreement with the results 
able 5. Photoproton resonances î n C 
Experimental Papers (Y. P) 
a 
A1las et al. Shin and Barber and Gemmell et al. 
This work Stephens (92) Freder i ck (90) Vanhuyse (93) Dodge (94) (91) 
18.75 
19.2 
19.50 
20.40 
21.4 
20.57 
20.95 
21.40 
21.3 
21.50 21.90 
22.00 
22.1 
(22.60) 
(22.40) 
(22,36) 
(22.00) (22.00) 
22.70 
22.90 
22.50 (23.00) 
23.70 24.2 
(23.15) 
24.62 24.8 
25.00 
25.10 
25.50 
25.60 
26.00 
25.50 
26.2 
26.25 
28.60 
27.25 
29.60 
30.00 
26.9 
33.50 
^The numbers enclosed in parentheses indicate the giant resonance peak. 
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of this group in regards to the two resonances immediately below the 
23.00 MeV peak. Because the results of Gemmell's group at the time were 
in conflict with other researchers. Gemme 11 questioned the actual ex­
istence of these resonances. Shin and Stephens (92) studied the (y^p) 
reaction through the use of monochromatic photons produced by the 
T3(p,Y)He^ reaction and also suggested the appearance of several smaller 
resonances just below the giant resonance. As in the photoneutron cross 
section the amplitude of the (y^Pq) cross section is overestimated; 
the height of the 23.00 MeV resonance is about four times that of ex­
periment. The resonance structure found in the (y^pg) cross section 
by the eigenchannel formalism is not in contradiction with experimental 
data. The experimental data itself is still not firmly established. 
Although the energy and angular distributions agree (93), the absolute 
experimental cross sections for the C'2(y,p)bJ1 reaction and that of the 
inverse reaction b11(p,y)c12 are not always in total accord. Vanhuyse 
and Barber (93) examined the (YjP) reaction by the virtual photon tech­
nique claiming greater statistical accuracy and improved precision 
measurements as compared to previous (y^p) experiments and still found 
some anomalies between their data and that of other researchers. All 
of the experimental evidence since 1958 supports the existence of an 
abnormally sharp peak in the (y^Pq) curve in the vicinity of 22.50 MeV 
excitation energy. None of the existing data is in sharp conflict with 
the existence of fine structure resonances below 22.50 MeV. Above 
« 25.4 MeV, all of the data exhibit a broad maximum at « 26.4 MeV and 
U4 
then a slow decline to 30 MeV (84). All of the above characteristics 
of the (Y,p) cross section are certainly confirmed by our theoretical 
results using the eigenchannel theory. Thus as far as the positions of 
the dipole resonances and the relative strengths of these peaks is con­
cerned, the eigenchannel theory as employed in this thesis is in good 
accord with experiment. A comparison of the total y-ray absorption 
data of Dolbilkin (95) with the sum of the (y,n^) and (y,Pq) cross sec­
tions up to 24 MeV excitation energy is shown in Figure 9 and except 
for the amplitude of the theoretical curve we see good agreement with 
the hypothesis that dipole transitions account for most of the total 
y-ray absorption cross section. 
6.4 Comparison with other theories 
A number of theoretical calculations have been performed to predict 
the strengths and energy positions of particle-hole excitations in c'2. 
Vinh Mau and Brown ($6) used the model of Brown (11) with zero-range 
particle-hole residual interactions.both with and without ground state 
correlations. Gil let and Vinh Mau (6) computed in the same framework 
the states of and o'^ but used instead a finite-range residual inter­
action. A similar analysis was performed by Boeker (97) while Nilsson 
et al. (98) used a deformed potential to take account of the unclosed 
shell. Mikeska (99) employed a time-dependent Hartree-Fock approximation 
a-» 
using a finite square well with L*S coupling. Mihailovic and Rosina 
(100) investigated the influence of two or more particle-hole pair con­
figurations on the structure of the giant resonance. A comparison of the 
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results of these works with data from the eigenchannel calculation is 
presented in Table 6. The giant resonance near 23.00 MeV is seen to be 
in accord with the work of Nilsson and Mihailovic whereas the resonances 
near 18.75 and 22.00 MeV are similarly reflected in the works of Vinh Mau 
and Brown and that of Mikeska. In general the theoretical papers pre­
dict that the resonances below and at the giant resonance should be 
principally (2s^/2, IP3/2) and (ldg/2, IP3/2) states; the resonance 
near 18.70 MeV being almost entirely a (2S|^2j 'P3/2) state while the 
giant resonance should be approximately 78% or more of the (1dg/2) ^P3/2)* 
The resonance in the 33 MeV region is believed to be a 98% (lPi/2» '^1/2) 
state. The eigenchannel state listed in Table 6 at 33.50 MeV is a 
(ld5/2,lp3/2) state. Do the strengths of the states in the giant res­
onance region found by the eigenchannel theory agree with other theo­
retical approaches? From the strength curves (Figure 8) one can see 
that although the (2s]y2; 1P3/2) state dominates below the giant res­
onance, the strengths of the (2si/2; ^P3/2) state and the (Idgy^, IP3/2) 
state are approximately equal in the giant resonance region. In fact a 
graph of the B2 coefficient for the photoproton angular distribution 
compares very poorly with the experimental data of Alias et al. (84)^ 
Barber and Dodge (94) and Gove ^ (101). The difficulty, as we 
shall see in the next section, can be traced back to the form of the 
residual interaction employed in this calculation. 
Table 6. A comparison of the eigenchannel results with other theoretical works 
Theoretical papers 
This Vinh Mau and Gil let and Mikeska (99) Nilsson £l. Mihailovic Boeker (97) 
work Brown (96) Vinh Mau (6) (98) and Roslma (100) 
17.7 17.7 
18.75 18.7 18.3 
19.50 19.7 
2:1.50 21.7 21.5 
2:2.00 22.2 21.9 22.2 
2:2.25 
2:3.00 23.0 
2:3.50 23.7 23.6 
23.9 
2:4.62 24.2 25.0 24.6 24.2 
2:5.00 25.4 
2:6.25 26.3 
27.4 
28.0 
29.5 29.2 
30.7 
31.9 31.7 
33.50 33.8 33.6 
34.3 34.3 
;Î8.00 40.7 
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6.5 Accu racy of the calculation 
The angular distribution is highly model dependent and as one 
can see from Equation 2.17 of Chapter 11^ the model dependence is 
concentrated in the values of the eigenvectors of the S-matrix, the 
For a fixed v value, is proportional to the relative strength 
of the state in channel c. Thus if one were to follow the strength 
curves for the states assumed dominant in a particular reaction a 
rather quick estimate of the angular distribution coefficients can be 
drawn. Performing such a comparison with experimental data conclu­
sively indicates that the strengths of the Zs^yg snd Id^yg states are 
incorrect near and above the giant resonance region. This implies that 
the corresponding values of are in error. The size of the error 
can be estimated by calculating the orthogonality relations Equations 
1.11 and 1.12 of Chapter I for various values of the excitation energy. 
The results of such a calculation are given in Table 7. 
Table 7. Orthogonality of the 
^exc. 
V V ' 
^v,v. = ? "j"j 
( V V ' ) 
V V 
a; ;  = z vtv: 
'v  ' j  
( ! ,( j ) 
16.75 
19.00 
22.25 
27.50 
41.12 
0 . 0  
.00001 ^ lai ^ .055 
.004 2 lAI 3 .382 
.002 ^ lAI ^ .217 
.0003 3 lAI 3 .202 
0.0 
.00001 lai  ^ .055 
.002 a lAI 3 .245 
.006 <: lai  ^ .117 
.00001 3 lal 3 .087 
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It is apparent that the are poor in the giant resonance region. 
Since the values of these functions are inherently dependent on the 
number of single-particle states kept within each channel, we must con­
clude that more states should have been kept within each open channel 
particularly in the giant resonance region. This of course would imply 
an increase in the total amount of computer time needed. Since the 
position of the resonance is solely determined by the excitation energy, 
the positions of the resonances as reported are correct. If one keeps 
a larger number of single-particle states in each open channel, the 
deviation from uni tarity of the S-matrix will diminish. However, merely 
keeping more single-particle states in each open channel will not improve 
the angular distributions or the amplitudes of the resonance peaks. The 
relative strengths of the directly affect the angular distributions 
and the amplitudes of the resonance peaks. The are a reflection 
of the relative strengths of the various open channels. If the strength 
of a state is incorrect, the angular distribution involving that state 
will similarly be incorrect. The use of a surface-delta type residual 
interaction is the cause of the incorrect distribution of strength 
among the various channels. If one considers the two types of residual 
interactions usually employed (i.e., the zero-range and surface-
delta interactions) the essential difference between the two is that the 
zero-range force results in an integration of the particle-hole 
states up to the radius 'a' whereas the surface-delta function merely 
evaluates the particle-hole wave functions at the radius of the square 
well. Therefore, an inteoration of the fld_._.lD^,.) states will carrv 
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more strength than merely evaluating the state wave functions at the 
edge of the square well. In fact, the surface-delta interaction is 
more democratic in its relative strength assignments than the zero -
range interaction. Thus, we would expect that if one were to employ 
the zero-range residual interaction instead of the surface-delta 
type, the strengths of the various single-particle states would be 
more nearly in accord with the results of experimental angular distri­
butions. The amplitudes of the resonance peaks should also tend to 
agree more favorably with experiment. Again, however, the use of a 
zero-range force would increase the amount of computer time involved. 
One could also question the validity of the eigenphases which would be 
in doubt if the curves of the phases versus excitation energy should 
cross each other. According to the results of Wahsweiler and Greiner 
(14) this should never happen, indeed from Figure 10 one can see that 
the curves for each eigenphase remain separate and never cross so there 
is no reason to doubt the values of the eigenphases found in this cal­
culation. The eigenchannel theory as employed in this thesis is still 
somewhat incorrect. In the calculation of the single-particle states, 
only those states with positive energy were kept; the negative energy 
bound state solutions being discarded. On physical grounds the wave 
function of the scattered particle must reflect the fact the scattered 
particle has positive energy and thus the coefficient of any negative 
energy state in an expansion of the scattered wave function must be near 
zero. However it is possible for a state to be quasi-bound in the sense 
w i t w w  k » i w  w  #  w  
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up into the continuum. Such effects have not been included. Weidenmul1er 
and Mahaux (20) have also pointed out that in addition to keeping the true 
bound state solutions to the nuclear Hamiltonian one should also include 
the complete set of negative energy single-particle states which satisfy 
the "natural boundary condition". However, these states would have an 
exponentially increasing character outside the range of the finite po­
tential used in the model and thus also represent highly unphysical 
states. In an investigation of this criticism, Wahsweiler et £l_. (19) 
came to the conclusion that only a finite number of these states give 
any appreciable contribution to the residual interaction and further­
more that the number of such states that should be included is not 
sizable. One cannot escape the fact that such states should be in­
cluded for completeness but the question of exactly how many of these 
states (if any) are relevant to a particular calculation is still an 
open question. Weidenmul1er and Mahaux (20) suggest that the exclusion 
of such states leads to spurious peaks in the cross section. We do not 
find this to be the case. 
6.6 Low lyinq shel1 s from photonuclear cross sections 
It would be interesting from the standpoint of experimental photo-
nuclear research to ascertain whether resonance peaks in the energy 
region above the giant resonance can be ascribed to single-particle ex­
citations out of the low-lying closed shells. To examine this possi­
bility in detail would have involved an intensive search of the region 
between 30 and 40 MeV excitation energy. Because of the excessive com­
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puter time necessary for this region, a step width of 500 keV was orig­
inally proposed to search this region. However, numerical difficulties 
in the region beyond 34 MeV soon proved this to be an impractical under­
taking. Instead, cross section curves were determined exactly at the 
excitation energies of 34.50, 35.25, 36.30, 37-30, 38.00 and 40.00 MeV 
and then a plot of the eigenphases versus excitation energy was employed 
to interpolate the eigenphases for intermediate energies. At the exci­
tation energy of 38.00 MeV, the {y,n) cross section exhibited a strong 
but narrow resonance corresponding almost entirely (98%) to a 
(lPl/2^ '^1/2^ transition. The amplitude of this resonance was 13.3 mb 
with the width of the resonance being less than 1 MeV. From our pre­
vious considerations, the amplitude of this resonance is probably in 
error and because higher order configurations than one-particle-one-hole 
have been excluded, one can not reasonably estimate the width of this 
resonance. However, the fact that this resonance does 
appear with a much more pronounced amplitude than any other structure in 
this region is a good indication that perhaps the experimental interpre­
tation of Cook (22) is correct. It may indeed be possible to ascribe 
these high energy resonances to essentially singlô-particle excitations 
out of low-lying closed shells. A similarly strong resonance was not 
however observed in the (Y,p') cross section data but it may be that we 
have merely overlooked this resonance. It may have the same width as 
the neutron resonance or be much smaller in width so that our search 
procedure in this range failed to detect it. It may be noted that the 
theoretical work of Hikeska (99) employing a similar square well po­
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tential also predicted a sharp narrow (< 1 MeV) resonance in the same 
region but with an amplitude far exceeding expectation. This suggests 
the possibility that perhaps the amplitude of this resonance may be 
peculiar to the square-well potential. Nevertheless, definite struc­
ture is observed in the region 30 - 40 MeV which is attributable to a 
(Ip^yg; ISjyg) transition. 
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CHAPTER VII. CONCLUSIONS 
The eigenchannel theory, in principle, is a very appealing approach 
to the study of nuclear reaction theory. Since it results in the deri­
vation of the complete S-matrix (in the one-particle-one-hole approx­
imation) the eigenchannel theory readily yields all the relevant infor­
mation concerning a particular reaction. However, as shown in this 
thesis the orthonormality of the single-particle wave functions must 
properly be taken into account to eliminate the appearance of spurious 
peaks in the cross sections. . When the orthogonality of the basis 
states is properly accounted, for, the various partial cross sections ob­
tained from the eigenchannel theory are seen to be in good accord with 
experimental data. Nevertheless, the major drawback to a continued use 
of this formalism is the amount of computer time involved in such a 
calculation and the preponderance of numerical difficulties which ap­
pear. Even in an exact calculation, as has been employed in this thesis, 
the numerical difficulties encountered are excessive. If one could 
analytically relate the eigenphases of the S-matrix to the real phase 
shifts of the nuclear reaction, the time consuming search procedure of 
the eigenchannel theory could be avoided and the use of this theory as 
a powerful means of exploring both photonuclear and direct reactions 
would be greatly enhanced. 
The resonance peaks found in the analysis of the c'^ photo-
absorption cross sections are in relatively good agreement with ex­
periment although a larger number of single-particle basis states should 
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be kept within each open channel to insure the uni tarity of the S-matrix. 
The relatively large amplitudes of the resonance peaks in the obtained 
cross sections indicate the need for a more realistic residual inter­
action than that of the surface-delta type. 
The experimental interpretation of resonance structure above the 
giant resonance as being attributable to single-particle excitations 
from low-lying closed shells is supported by the eigenchannel analysis 
of the c'2 photoabsorption reaction. The fact that the eigenchannel 
theory can and does produce nuclear reaction information in good accord 
with experiment tends to support its continued use. But, until all 
of the conceptual and numerical difficulties of the eigenphase search 
procedure have been eliminated, extensive applications of the eigen­
channel theory must be questioned. 
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APPENDIX A 
A-1. Angular momentum 
The angular momentum labels j,J are used to represent half-inte­
gral and integral values respectively. States of good total angular mo-
—# —* —* 
mentum J = j ^ and projection quantum number M = m^ + mg are ob­
tained through the unitary transformation 
> = z (-) j j,j2 j. |j,m, > ^2^2 > (*-1-1) 
where J = Vzj+I. The 3-j symbol /jjj2j3\ vanishes unless the follow-
im^mgrng/ 
ing "triangle" relations are satisfied. 
h l - j z l  ^  i j i + j 2 l  ( a - 1 - 2 )  
m] + mg + ms = 0 
j, + ^2 + = integer. 
They satisfy the following orthogonality relations 
m,., 'îjjtt jjj's "f'l (a-l-3) 
In calculating matrix elements of one and two-body operators, use is 
made of the well known 'recoupling' formula 
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The equation A-1-5 may be taken as the definition of the 6-j symbol 
hhh ( . . . ) . The symmetry properties of the 3-j and 6-j symbols are 
j4j5j6 
well known and an excellent discussion of their properties may be found 
in Edmonds(102). It may be noted that the 3-j symbol characterizes 
the coupling J = j ^ + j^ and the 6-j symbol the coupling 
—* ^4 "• —4 —* —* —# —  ^
J = jj + jg + jg . A natural extension to the case J = j^ + jg + j^ + j^ 
leads to the transformation coefficients termed symbols. The 9-j 
symbols are directly related to the 6-j symbols by the relation 
(j, j'H ) . j j 2^2 ^1 k k jg j,j 
+  ^ 2 +  j ' , + j  ' 2 +  j , +  j 2 +  j 3  :  k '  
jo 
(A-l-6) 
Transformation coefficients representing the coupling of more than four 
angular momentum vectors are not necessary for the purposes of this 
thesis, A useful appendix of relations governing the basic properties 
of the 3-j, 6-j, and 9-j symbols may be found in the work of de-Shalit 
and Talmi (103). These symbols are tabulated by Rotenberg ^ £l. (104) 
in prime number notation, and their decimal counterparts may be found in 
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volume 3 of the Landolt-Bornsteîn serîes(105). For the actual compu­
tation involved in this work, algorithms were constructed for the evalu­
ation of the 3-j, 6-j, and 9-j symbols from the work of J. H. Gunn 
(71,72). 
A-2. Hole States 
The excitation of a single particle from an occupied level produces 
a "hole" in that level. The hole state may be thought of as a time-re­
versed particle state. The time reversal operator K when operating in 
coordinate and momentum space produces the results 
Kr K* = r; Kplf = -p . (A-2-1) 
The time-reversal operator is thus antiunitary. If we designate the 
eigenstate of the J and operators as i}).^ then the time reversed 
state (K will satisfy 
(K «jj = J(J+ i )(K (A-2-2) 
Jj (K . -K Jj = -m (K . (A-2-3) 
These equations indicate that K transforms contragradiently to 
à. . If we take 
^jm 
= (-)j * " k*j.. . (a-2-4) 
then this function transforms in the conventional way with the rotation 
matrix (G,, 0,, 0,) . The phase factor (-)•'^ , being the usual 
m',m * - -
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convention, does not play any privileged role. Any phase factor de­
pendent on m would produce the same result (106, pp. 335-337). Equiv-
alently, one could write, 
(hole) = (-)-^ ij). (particle). (A-2-5) 
An alternative derivation using Slater determinants may be found in the 
work of Brown(107, pp. 38-40). Thus the wave function of total angular 
momentum J found by coupling a single particle and hole state takes on 
the representation. 
i j  v h > =  e  h  l j p " > p >  
^  m m ,  p  h  
P h 
j, + m. 
(-) I •'h " ""h ^ ' (A-2-6) 
A-3. Channel notation 
A channel is defined as a possible pair of product nucleus and out­
going particle, each in a definite quantum state. The product nucleus 
is assumed to be totally represented by the single hole state produced 
by knocking a particle up into the continuum. The set of quantum num­
bers n^, Hp, tp, jp where n^^ and n^ are the radial quantum 
numbers, completely characterize a channel. Thus a particular channel 
is represented by the set 
c = {a, n^, tp, jp} (A-3-1) 
where a = {n^, } . (A-3-2) 
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The total angular momentum of the system is J = + J^. Another 
representation of the channel particularly useful in particle-particle 
reactions is found by the coupling 
S = Sp + (A-3-3) 
J = tp + S (A-3-4) 
—• —• 
where S denotes the channel spin and is the spin of the outgoing 
—» —* 
particle. Denoting the Z- components of and S as and u 
respectively, an equivalent representation for the channel is 
c = [a,  S, -t , m, , w] . (A-3-5) 
P 
Denoting the outgoing particle by the subscript 'p* and the residual 
nucleus by the subscript 'h', the following channel quantities are of 
importance in this work. 
m -mh 
w = u ^ u f the reduced mass 
"p+ ^h 
—* —• 
r = r - r, , the relative coordinate vector 
c p h 
= energy of relative motion of the particle and residual 
nucleus. 
2 ] , the wave number 
= 4 = polar angles of 
•"c 
v^ = Ak^/w^ , the relative velocity at infinite separation 
is positive for those channels energetically allowed. These 
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are denoted as 'open' channels. If is negative the channel is called 
'virtual'. Closed channels are those which are not energetically 
allowed. Considering the photon interactions studied in this work. 
S = [Res. Nucl. ^C. M. ^ (A-3-6a) 
Ec = i Vc^ (A-3-6b) 
^Res. Nucl. " ^ Hole (A-3-6c) 
E_ u = energy of the center of mass. (A-3-6d) 
w • m # 
From momentum conservation 
Py • pcm = (A-3-7) 
The excitation energy of the compound system is then given by 
^ = ^hole + ec ' e, - ^cm (a-3-8) 
exc. 
= ey - pcm/z(mp + m^) (a-3-9) 
- ~ J E^/(Mp + M^)c^ . (A-3-10) 
2 This work considers only nuclei with A > 12 for which (M + M. )c 
— p n 
L 
is greater than 10 MeV. Even for the large photon energy of 100 MeV, 
the second term in Equation A-3-10 is only of the order of 50 keV so to 
a good approximation the excitation energy is given by 
E = E - E. . (A-3-11) 
c 7 n 
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A-4. Channel wave function in the interior region 
Let us denote by u (r) the reduced radial wave function, Y,,m, (0) 
n '1/ ^ 
the spherical harmonic, and a spinor in spin space. Then, the 
basis states of the interior region r s a^ implied be Equation 1.14, 
Section 1.3 may be cast in the following form 
ivh'jpjh^ j 
"np(rp)rp'' " I > 1 (^h' 
j'h'^ > i th > i tp > ' (a-4-1) 
where the phase convention for hole states has been employed. The kets 
containing T characterize the charge of the particle. The isospin 
formalism is not used so that neutrons and protons are treated 
separately. The ket l(S-t)j,m) represents the coupling J = S + t and 
is given by 
l(S't)jm) = S (-) ^ j (m_ m. -m) Y.,m, Xc "^c • (A-4-2) 
m^m^ 3 -c 'b, b 
It will be necessary for the discussion of matrix elements of the nuclear 
Hamiltonian to represent these basis states in the channel spin repre­
sentation. As described In the section on channel notation, we first 
couple the spin of the particle (S^) to the total nuclear spin of the 
residual nucleus (j^) to form the channel spin S . 
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-  S  -  M g  S j S  
(-) < A-»' I (Vh)Jh'\ > 
X Xc (A-4-3) 
P  P  '  
Now we couple the channel spin S to the total angular momentum of the 
particle (t^) to form the total spin J of the compound system. 
J , M  f p  -  S  -  M  ^  s  J  c  „  
" " .1 ,« 'vjh 'tp'% 
P  
(A-4-4) 
Defining 
'a = ""h"' I 'h > 1 ''p > <'*-''-5' 
as the "internal" function, and employing only the basic angular mo­
mentum relations of Section A-1, one obtains 
l"p"h' jpjh' » ? "cjt j ''T.s ®a fp'" "n (fp) (*-4-6) 
S  p r p  p '  P  
where 
, S + t + j, + j t j S 
J  =  < - )  '  '  J p  , / 2  J  }  •  ( A - 4 - 7 )  
P  P  h  J p  
Use has been made of the fact that S = S. = 1/2. The recoupling 
P  n  
coefficients K fulfill the orthogonality relations 
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g K-aStj' = (A-4-8) 
g *^05'-tj " *SS' " (A-4-9) 
For the purposes of this work we may write the basis functions in the 
following form 
IVh- jp-ih' » = "np (fp) % (a-4-'0) 
The explicit form of the "surface function" being given by 
S  +  - t . + j , + j  - t J S  ,  
5c = |(-) ' ' ' ' jp ,/2 ' 
xu'f (A-MI) 
p 
It must be remembered that to be consistent with Equation 1.25, Section 
1.3, the wave function defined by Equation A-4-10 must be properly 
antisymmetrized in particle-hole coordinates. 
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APPENDIX B 
In calculating the matrix elements of the two body operator in 
the second quantization formalism one encounters the following particle-
hole matrix elements 
<(j,j2"') |vp^| o3j1,'') = 
s 
m1m2 
M3M4 
oo'ji'm') + (jf, - j, - m). (-) = ' ^ ^ j' J X 
X ( j'l j2 j3 j4 
02-112) + 0v\) 
1 '"2 
(-) "r 
+ Ml 
t ç ç .  
m m 
ti t2 
m m 
t3 t4 
J/2 1/2 T' X /1/2 1/2 T V 
^m m -Mi. ^ m "m -M_ 
T, T2 T T3 r 
(1/2 - m ) + (1/2 - m ) 
X (-) ""2 ""4 [(|4|V|32) - (|4|V123)] . (8-1) 
Let us examine first the uncoupled direct term 
( 14|V|32) = (ntjun^ ;ntj'rni^|Vln-C,jt<n3 ;fv£.tm2 ) (B-2) 
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l. (1/2-4^-m. ) A 1/2 j. 
(IMV132)= )  Z i - )  J, )x 
1  =  1  X j J L t j  I  I  I  
- - I] Il ^ L' 
\«L 
M_+M' A A 1/2 1/2 S 1/2 1/2 S' 
" s's. ' ",»4-"s's "z-m's' " 
m3 m-
M^+M^ .A 1/2 1/2 T 1/2 1/2 T' 
r i  ' - ' ^ f  
" t ^  
* T E, (-) T T' (m m -M > < m m -ML > * 
T T' t, t tg tg T 
x < 1/2 1/2 SMgK^, LMlK 1/2 1/2 T M^1<R^ (D (2) |V(1,2) 
^1 h 
Rr^^(1)Rn^^(2)l 1/2 1/2 T'M^\ 1/2 1/2 S'M^) . (B-3) 
For the residual interaction we take 
V 6(r,-r„) 6(r,-a) _ _ 
V(l,2) 2—2 6(n,-[^)[aQ+a a(l)''cr(2) + a^ T(1)'T(2) 
ri a 
+ a a(l)'a(2) t(1)-7(2) ] . (B-4) 
or 
Then the matrix element appearing in Equation B-3 has the value 
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< |v(1,2)| > = -V^ (a) < > x 
* ^SS' ®TT' M!}. (B-5) 
The angular matrix element is 
4 
î=l <4 L tg {« L 
< 10(0,-92) 1-^3"^2 ï - zfj( ( 0 0 o)( 0 0 o^^ll'^m^m^ ' 
(B-6) 
If we carry out the isospin coupling in Equation B-1 using Equations B-3 
and B-5 we get fl , 6j- j.| o Employing the Racah algebra of Appendix A 11 lyi^ 
and performing a recoupling transformation on the sums over and Mg, 
one finds that the coupled direct term becomes: 
4 j; 
•V^ % (a) ^ ' 
° i=i "t; 4* SKK' 
/  \  - 2 - 2 - 2  S  ^ 4 '^)(^1 4% k) 
^ ^ ^ ^ ^ fgt ^0 0 0 0 0 0 
X f 
1/2 1/2 S 
1/2 1/2 K' } 
4 K" IS K 
1/2 K' 1/2 1/2 K' 
h J ; U '3 j4 J J 
®JJ' ®MM' ®TT' 
where = a^ + a^(6g,-35go) + 3^(6^,-30^-0) + 3^(65,-3650) 
(67,-35^0) « (b-7) 
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We can do the sum on S explicitly 
^2 Jl/2 1/2 Si 
ç ^ ^stll/z 1/2 k'( ^ ^0 * 3y(6y|-36yo)-ag/5^^,-35^, g) 
"®crr ^®K'l"^®K'0^ * 
Therefore, the coupled direct term has the form 
il j : " î^ to •*" t/, -t/o L to L 
•"o X'"' "IT J/-) PL+IXas-.!) Q o" „)(o 0 o) " 
"^1 ^ ^ 
1/2 1/2 s 
Ui h J J 
H h "-
1/2 1/2 s 
jb j j 6jj: ^MM' *TT' 
^ST ® ®0 •*" "^oT(*sl"^*so)(*tl"3*to) * 
Let us now examine the exchange term (14|V|23). Since we are exchanging 
the indices 2 and 3 only we do not expect the result to be very different 
from the direct term. The primary difference is in the isospin terms. 
There are two types of isospin terms in (l4)v|23). There will be terms of 
the form 
(1/2 1/2 T [const. |1/2 1/2 T' = 5^, 5^ x const. (B-10) 
Foiiuwing tnese terms oacK tnrougn tne Kacan aigeDra we see tnat tneir 
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contribution is a factor of the form 
^ ^to ®tt' ° (^" " ) 
The other type of isospin term has the form 
T'+l 1/2 1/2 1 
( 1/2 1/2 T M_1T(1)<>T(2)! 1/2 1/2 T'ML)= 6(-) { } 
' ' 1/2 1/2 T' 
®TT' * (B-12) 
The contribution of these terms is a factor 
2 6^, àjj, 
If we follow the calculations through as for the direct term the only 
other change is the introducti 
for the coupled exchange term 
S+1 tion of a phase factor (-) and we obtain 
\ -V- 3-^, nr (o' o) " 
"  (o 7  o' 
1/2 1/2 S , 
(1/2 1/2 k'j 
-f ] ^2 ^ 
1/2 1/2 K' 
ul h j 
•tg 'f'ij, k 
1/2 1/2 K' > 6jj, 0^, 6^ Mi. 
4 
where 6^(65,-Sj;;,) + S^, + 3^6,., («5,-3850). (B-14) 
Again, the sum on S can be done explicitly 
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s (-)s+' f, 1"^ . 
I ^ ^ ^ST U/2 1/2 KV ®T0 ®K' 0 * ®T1 ®K' 0 
®T0 ^K'I •*• ^®OT ®T1 ®K'1 (b-15) 
Therefore, the coupled exchange term has the form 
j j-f.; 
•"c !«, "(2l+,)(2s+,) f't g) x 
I  —I I  L,  S 
( l^ ^2 l 
1/2 1/2 S 
j, jz j 
S ^ 
1/2 1/2 S 
u-3 jz, j 
Gjj' ^MM' ®TT' 
with = ao 6^0 6so + ôj, AgO + ®ct ®t0 »s1 + ®ot 4l *sl' 
Combining the direct term and the exchange term we obtain 
^12:34 = \ .(a) S (-)^^ (2L+1 ) (2S+1 ) x 
i=l l\ kit L,S ST 
in l "t"! -to 
* ( 0 0 o) ( 0 0 o) * 
tg l 
1/2 1/2 S 
h h j 
t. L" h 4 
1/2 1/2 S 
h  ^4 j 
X • *JJ' *MM' *TT' 
• iu, - =0 - «tlotl-j*t0' - *al*sl-j°so'->*otl*sl °t1 ^ 
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+ (3a^ -4a^) 65, + (3a^-4a^) #506^, -(9a^ * 4a„) 8„. (b-17) 
We now take account of the fact that we really want to treat neutrons 
and protons separately for partial cross section measurements. We can 
accomplish this by averaging over the charge. Let us consider the two 
possible particle-hole states 
inn's yz-y . 1/2 1/2 t 
1 -1. y ^ ^ -m 0 ) m = +1/2 for protons. (B-18) 
IPP > t tj t| 
Thus these states have the form 
|n n-l^ = |00) - 110^ (B-I9a) 
v/2 s/2 
1p P S = 7^ |00> + jlO^ . (B-19b) 
v/2 v/2 
The only matrix elements of interest have the forms 
(1) <n n"'lVp^jn n'S (2) <p p'^ph^P P''> (3) <P p"Vphl" ' 
(B-20) 
Forms 1 and 2 imply the result 
while form 3 gives 
ï (gs, + cso) 
1 (ÛSO - Gs,) ' 
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The result of Equation B-21 has the form 
m m' 
^ ^ = *0 <»n> m' • Z'so) " \ ' '''«m m' "^"sO* ^ " «m m' " 
• V + «m m- )«S|-3'S0 'mm'' • =cr ' #-3 L m' > «SO + 
T T T T T T T 
+ (5 m' " ®S1 ^ ' (B-Z2) 
T T 
Finally, we obtain the coupled matrix elements of as 
",2:34 = "o «nt. (=) PL + '>(25 + .) 
I — I I L, 5 
X 
h h. h 4 
L 
1/2 1/2 S} f 1/2 1/2 S} (B-23) 
h h J j3 ^4 J 
wi th 
m m' 
1 T as given by Equation B-22. 
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APPENDIX C 
To obtain the proton wave functions for r less than or equal to 
the radius of the well, we must solve the differential Equation 3.3 
with the potential V(r) as defined by Equation 3.6a. The differential 
equation then has the form 
r r n ^r^ 
9u 3z,z,e^ 
^ } W ) - V + d [J(J+1) - L(L+1) - S(S + 1)] 
f t  2r^ >-
+ b|_ L(L+1) - E } (C-1) 
If we let 2 
/ = 4 (^) (c.2) 
4%%^ ( V-u + E - - d, [J(J+ 1) - L(L+ 1) - S(S+1)] 
A ^ W "• 
- b^ L(L+1) I (C-3) 
then. Equation C-1 takes the form 
[7 3f 57) - = "• (c-'*) 
If we make the transformation 
2 2 
Rn,L(r) = e"' ? ^ /2 rH^^(r) (C-5) 
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the differential equation satisfied by W^^r) is 
[-Ziy^r + [4ay^-iy^(21+3) 1 = 0. (C-6) 
The solution of Equation C-6 is the confluent hypergeometric function 
wl(r) = 1^, + îa; l + 3/2; iy^r^). (c-7) 
Therefore, the function R , (r) takes the following form 
n,L 
r^ ,F, + ia; L + 3/2; iy^r^). (C-8) 
A multiplicative constant will not alter the solution but for reasons 
that will become apparent we take the solution of Equation C-1 to be 
2 2 i 1/2 2 2 L " 
rn,l(fr) = (t) " 
X ,F, ia; L + 3/2: i/r^). (c-9) 
From the properties of the function one can shew that 
"ntl = kn.l 
SO that is real, in the limit of zero charge (i.e. or Zg 
approaches zero) 
Rn,L (yr) = J'L^kr) (C-1 la) 
with k = { E + Vgy - d|_ [j (J + 1 ) - L(+1) - S(S+1)] - b[^ x 
f i  
„ • /• . 1 \ ) /r_l lk\ 
L. \l. > I / } , 
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and thus R becomes the regular spherical Bessel function as it should, 
n^l 
L 1/2 
The constant appearing in Equation C-9 is exactly the pro­
portionality factor necessary to achieve Equation C-11. If we let 
X = (C-12a) 
then the function R , (yr) takes the following forms 
n,L 
L 1/2 
Rn,L(x) = (^) e-:*(2x)L/: + !«; L + 3/2;2ix) 
(C-12b) 
= (2^)''' S(^!^+ \a; -la; ix, - ix ) (C-I2c) 
= (2gr^''^(2x)L/2 ia, iLp- ia;i,-i) 
(C-12d) 
where the S-function and the polynomials R^^ are the generalizations 
to two variables of e * and x^ as investigated by B. C. Carlson (108,109). 
To avoid confusion between R and the R- polynomials, R , we define 
n, L N 
the function S^(o!,x) to be R^ ^ and using the properties of the R^^ 
polynomials we find 
S|^(a,x) = R^ (2x)^' (C-13a) ...L/2 : 
Rg = 1, Rj = -2a/(L + 3/2) (C-13fa) 
(L + 3/2 + N)R^^ , = -2qR^ -NR^_, (N = 1,2,...). (C-13c) 
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with X defined by Equation C-12a. An integral representation for the 
- function is obtained from the integral representations of the 
- function: 
L 1/2 
SL (O:,X) = (^) (2x)L/2 r(L + 3/2)(2)'/^-'-/|r(^^P+ ÎQ:)|^ X 
2l _ ] 
X Jq (1 -Cp^) 4 cos [xcp + a ^n dep. (C-14) 
It may be noted that the - function can be related to the regular 
Coulomb function of order (2L- 1)/4 
sj^(q!jx) ~^^2l-1)/4 ' (c~15) 
With this correspondence in mind, the following properties of can 
be obtained by applying the procedures outlined for Fj^(7|,p) by Lowan 
and Horenstein (57): 
2 
a s^^(q!,x) - [jx ~ (2l + 3)(2l + 7)] + 
•*" (2l + 5)(2l + 9) ^21+7) ] + ^ ° (c-I6a) 
* ^ 1+2 ^ ° (c-l6b) 
j; e-px x(l+')/2 S (a.x)dx = 
It (2a)'- ° L 
9^^ 9 folj-ts/l /r_lar\ 
r{L + 3/2) e~^ V(1+P~) 
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1% e'P* 3; S^(a,x)l dx 
r(L + 3/2) ,3%: tan''p/(, +p2)(2L+ 
[ -^] jo sl = 
IT (2a) 
r ( H - 5 / 2 ) i i e ^ ° P  _  2gr(L<-3/2)e^° P 
(l,p2)(2L + 3)/'. " (, +p2,(2L + 3)/4 
Equations C-l6c - C-l6e are valid for Re p < 0. 
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APPENDIX D 
To obtain the normalization of the Weyl function G^(r) as de­
fined by Equation 2.6, set 7 = AE^/E^ and use the fact that 
u}^(r) ^ sin (k^r + 6 - Lit/2)/r. 
Then, [%.(r) = J dE sin ( ^ r + 6 - Lît/2)/r. (D-1) 
Define a = ^ /2ju/A^ r; p = 6 - L«/2 and make the transformat i ion 
1/2 X = oE + p. With the two further restrictions that 
X7 « 1 (D-2) 
( I  + 7 / ^ ^  ^ 1 + ^ 7  ( D - 3 )  
the following expression for u)^(r) is obtained 
uj^(r) = (2W^/0!^r)(x^ 7/2) sin (x) + 0 (7^) (D-4a) 
= (W j /ar)  sin (x) [a^ E + 2QpE^^^ + + 6 (7^) (D-4b) 
w^(r) « (W^ 7/r) E sin (x + p). (D-4c) 
In terms of the original variables this is 
u)^(r) = W^ AE sin (k^ r + 6 - Lit/2)/r. (D-5) 
Since the matching condition u)^(r) = u)^(r) must hold in the non-
modified region. 
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APPENDIX E 
The angular distribution P(8,E) may be obtained from the following 
considerations. If a defines the set of quantum numbers 
f"h' jh' 
then the asymptotic outgoing part of the nuclear wave function defined 
i n  S e c t i o n  1 . 2  f o r  a  f i x e d  a ,  v  i s  
à,V i 6 , "  
r  =  - S  V  e ^ O c p l  ( E - 1 )  
^  - t p j p  a - e p j p  ^  
where 0^^ the outgoing radial function, has the asymptotic form 
0^ ^ exp [i(k^r - m/Z - tn 2k^r)]. (E-2) 
The outgoing part of the total wave function is found by summing 
Equation E-1 over all v values with an appropriate function or v and 
E inserted to account for the perturbation approach used for the photon 
channels. 
y  ' 6 j  
Y = - 2 g(y,E) V ex 
V  - f j p  } p  a  I p  j p  
X exp [i(k^r - y/2 - «tn 2k^r)] ^ ^  jp- (E-3) 
The angular distribution P(8,E) is defined as 
P(e,E) = J dT^ (E-<t) 
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where implies an integration over all coordinates of the residual 
nucleus since these are not experimentally measured In the laboratory. 
J,y' J ,u  
p(e,E) =  z  s g(y,E) V V 
y jp y 4p' jp' a  I ' p j ' p  a -tp jp 
9^ ,, jp (E-S) 
Making use of the identities; 
. ( 6 / -  6 /  )  
^ e' f ( v , v ' )  - E ^^cos -5j^ ) f(y,y') (E-6a) 
Z e'(^P -'tp)«/2 {p') = Z cos [(4f ' -'tp)it/2] x 
-tp -tp' tp {p' 
X f(tp, tp') (E-6b) 
the angular distribution can be written as 
P(e,E) = S S g^v(i;',E) g(y,E) V V J'"' 
V tp jp v' tp' jp' a tp jp a tp' jp' 
cos (ô/ - 5/') X cos [(4)' -<pW2] J 9^^, jp. 4p jp'^P^'^'^h* 
(E-7) 
Using the definition ^ ^  j defined by Equation A-4-11, one 
finds with the Racah algebra of Section A-1, that 
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J"Pa V Jp'^a-tp jp + + (2S+1) J p  j ' p x  
" 1/2 ,/2 j-p! (2L-1) x 
"  o '  0)<M -H 0> lip? ll "L (-= «'• ('-«) 
The sum on S can be performed explicitly. Since the projection 
quantum number M is not measured experimentally, we average over 
all M values. For the case of El radiation, J = 1 and M has only 
the two values ± 1. Thus Equation E-8 reduces to 
P " L M=-l,+l 
X ^ ^ 'p 7 o)(i ; ,)2i ri" i'jh \ 
The sum on M gives 
: , (i-i (E-'") 
m=+1,-1 
Using Equation E-10 in Equation E-9, the final form of P(0,E) is 
given by 
P(e,E) = 2 Bl Pl (cos 9) 
B, = S S 9*(y',E) g(y,E) X 
V  I p  j p  u '  I ' p  j ' p  a  V p  j ' p  a  I p  j p  
X cos(ô^^ - ) cos [(t'p - 4p)%/2](-) ^ jp j'ptp fp X 
X if^ -jp JI; I I D + (-N X C V s»! -i ,)iV 
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Since the angular distribution of the partial cross sections is propor­
tional to P(0,E) 
dor 
= q P(0,E) q, a constant (E-12) 
da 
I dfT dn= 4% q (E-13) 
i 6 |  1 ^ 1 /  2  
where 4# = Z | S g(i/,E) e V | , (E-14) 
<P jp y a <p jp 
The total cross section is found by summing Equation E-13 over all 
values of a. 
Oy = z J ^ dn = q Z|g(%,,E) 1^. (E-15) 
a V 
By Equation 2.13 of Section 2, we have 
= 4*2 (ef/Ac)(Aw)Z |My|2. (E-l6) 
Thus the constant q and the function g(y,E) are given by 
q = 4*2 (ef/Ac)(Aw) (E-17a) 
g(y,E) = (E-17b) 
Therefore the partial cross sections take the form 
d(T « 2 iô,^ \ , V  ,2 
J* d?r dn= 4% (^) (^) ^ I V M I . (E-18) 
" ^ jp y a 4p jp " 
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The angular distr ibut ion normal ized to = 1 is 
P(e,E) = S B P (cos 0) 
L 
B, =N Z S M M ,  V v ' ' " '  )  X 
y jp y ' t 'p j 'p a-tp jp a-C-'p j 'p cos (6^ -  5, 
JH+1/2 AAAAI 
X cos[(4'p -  -tp)Tt/2] ( -)  (3)(2L+1) jp j 'p tp 4/p 2 % 
4p t 'p L 1 1 L j 'p jp L j 'p jp L 
X CI + (-)^] ( 0 0 o)(, -1 ,/2H I I J Î (^-'9=' 
where 
N = jef/Ac)(Aw) .  (E_19b) 
