In this paper we propose an indirect low-dimension design representation to enhance topology optimization capabilities. Established topology optimization methods, such as the Solid Isotropic Material with Penalization (SIMP) method, can solve large-scale topology optimization problems efficiently, but only for certain problem formulation types (e.g., those that are amenable to efficient sensitivity calculations). The aim of the study presented in this paper is to overcome some of these challenges by taking a complementary approach: achieving efficient solution via targeted design representation dimension reduction, enabling the tractable solution of a wider range of problems (e.g., those where sensitivities are expensive or unavailable). A new data-driven design representation is proposed that uses an augmented Variational Autoencoder (VAE) to encode 2D topologies into a lower-dimensional latent space, and to decode samples from this space back into 2D topologies. Optimization is then performed in the latent space as opposed to the image space. Established topology optimization methods are used here as a tool to generate a data set for training by changing problem conditions systematically. The data is generated using problem formulations that are solvable by SIMP, and are related to (but distinct from) the desired design problem. We further introduce augmentations to the VAE formulation to reduce unrealistic scattering of small material clusters during topology generation, while ensuring diversity of the generated topologies. We compare computational expense for solving a heat conduction design problem (with respect to the latent design variables) using different optimization algorithms. The new non-dominated points obtained via the VAE representation were found and compared with the known attainable set, indicating that use of this new design representation can simultaneously improve computational efficiency and solution quality.
I. Introduction
Over the past few decades, topology optimization methods have been applied to a wide range of domains for the purpose of material layout optimization. Examples include the early seminal work based on the homogenization approach, 1 as well as various notable extensions for engineering problems with different governing equations and responses. 2 In the domain of heat transfer, topology optimization has been implemented for problems in conduction, 3, 4 convection, 5, 6 and conjugate heat transfer. 7 For a recent review of heat transfer topology optimization, readers are referred to Dbouk, 8 where numerous examples of successful topological optimization studies are presented.
While topology optimization methods are becoming mature in many applications, some important limitations remain. Some notable shortcomings are reviewed in Sigmund et al. 2 and Deaton et.al. 9 For instance, solution performance typically depends on the choice of the starting material distribution, the spatial discretization, and the filtering mechanism. 10, 11, 2 In addition, efficient solution using established methods is often limited to specific problem types (e.g., objective functions that lend well to efficient sensitivity calculations). These and other limitations motivate additional complementary strategies for homogeneous system topology optimization.
Solid Isotropic Material with Penalization (SIMP), an established density-based topology optimization strategy, capitalizes on problem structure and elegant sensitivity calculations to support efficient solution of large-scale problems. An alternative strategy to achieve computational efficiency, while expanding the set of solvable problem types, is to use indirect design representations. Instead of optimizing material distribution directly, we optimize parameters that determine material distribution through a particular mapping. If the indirect representation has lower dimension than the original direct representation, reduced optimization problem dimension can help reduce solution time. A drawback of this strategy is that reduced-dimension representations may limit the set of designs that can be accessed, placing importance on identifying or creating mappings that provide targeted coverage of important design space regions.
Indirect design representations have been used recently for structural and thermal system optimization, using generative algorithms as a basis for design representation mapping. Khetan, Lohan, and Allison introduced a design abstraction for truss topology and geometry optimization using a cellular division algorithm based on map L-systems. 12 Lohan and Allison have proposed solutions to problems of scalability in design representation and localized design dependency. 13, 10, 14, 15, 12 Lohan et al. presented a generative design algorithm (GDA) as the design representation for generating dendritic topologies. 10 These early examples are promising, but all rely on creative identification or construction of an effective generative design representation. Reliance on expertise, intuition, and existing candidate representations limits generalizability. What happens in the case where established methods (such as SIMP) cannot solve the desired problem, and an effective indirect design representation cannot be readily identified? Here we propose a data-driven strategy where new indirect design representations are constructed based on design data, independent of intuition or existing representations.
Significant progress has been made toward extracting knowledge from design data. For example, Matthews et al. 16 developed a method for extracting and verifying design knowledge from design databases, including relationships between components. Fuge et al. 17 introduced a model to predict successful design approaches from features of design problems. Ren et al. discussed the potential to learn either a constrained design space, 18 or a more efficient optimization algorithm 19 from crowdsourced design solutions. These previous efforts, however, are largely based on historical design data, and do not address the problem of constructing effective indirect design representations. Here we focus on design of potentially unprecedented systems (i.e., no historical data available), and on how to use data-driven methods to construct effective indirect design representations.
Strategies based on historical data are descriptive in nature. For example, knowledge or heuristics derived from historical design data may reveal how expert designers reason through design decisions, but cannot provide new insights into alternative designs that may perform better. Historical data is fixed; we cannot design experiments to generate new data that could provide better insights. Here we propose a strategy where a systematically-specified set of design optimization problems is used to generate design data for further analysis. This frees us from the limitations connected to data derived from existing designs, allowing us to address unprecedented systems, and supports a process that is more normative in nature (i.e., how should the system be designed, not how has it been designed). This strategy also supports the use of designed experiments to generate design data, opening up more possibilities for analysis.
The demonstration example used here involves design of a heat conduction system in a fixed volume domain.The desired design problem is to maximize power density while observing maximum temperature constraints. A related problem is solved efficiently using SIMP (minimize thermal compliance, subject to conductive material volume constraints) with a range of different boundary conditions and volume constraints to produce a wide variety of conductive material topologies. These form a manifold in the topology space that is governed implicitly by the optimality conditions. When the number of parameters that control the boundary conditions is limited, one may expect the manifold to be low-dimensional in comparison with that of the topology space. An analytical characterization of the manifold will therefore be expected to reduce optimization solution expense by circumventing the scalability issue common to the calculation of design sensitivities with respect to a meshed topology.
While a direct characterization is difficult, an approximation of the manifold can be derived based on a collection of optimal designs. This paper implements this concept using an augmented Variational Autoencoder (VAE), which automatically learns to generate topologies from a low-dimensional latent space. More specifically, this purely data-driven generative model attempts to find a two-way mapping from the sample topologies to a set of normally distributed points in the latent space. By constructing this mapping, new topologies can be generated by sampling the latent space. Training samples for the VAE model are collected by applying SIMP to a set of problems with a distribution of boundary conditions. We further introduce augmentations to the VAE formulation to prevent unrealistic scattering of small material clusters during topology generation, while ensuring diversity of the generated topologies. Improvement in solution efficiency is demonstrated using a multi-objective optimization problem for heat conduction. We were able to identify the non-dominated solutions on the Pareto frontier. It indicates the proposed design representation is capable of exploring the design space effectively via the latent space.
II. Related Work

II.A. Variational Autoencoder
A variational autoencoder (VAE)
20 is an extension of the standard autoencoder. 21 Both models are composed of an encoder z = f (x) that converts the input x to a latent vector z, and a decoderx = g(z) that produces a reconstructionx from z. A schematic of an autoencoder is shown in Fig. 1 . The model is trained by minimizing the reconstruction loss between a set of inputs and the corresponding outputs. Variants of the autoencoder (e.g., denoising, 22 sparse , 23 and contractive 24 ) have been developed to learn concise representations from high-dimensional input data, and are adopted widely for data compression, 25 network pre-training, 26 and feature extraction.
27, 28
Input Latent Encoder Decoder Output Autoencoders, however, do not ensure that the model distribution (the distribution of model outputs) is congruent with the input data distribution, and thus may create outputs with drastically different topologies from the input data. VAEs address this challenge by enforcing the distribution of the encoded inputs to match the sampling distribution in the latent space.
We present a brief derivation of the VAE loss below, which is a function to be minimized with respect to encoder parameters φ and decoder parameters θ. Let the dataset be
, which defines the data distribution p data (x). Let the decoder define the probability of an output, p θ (x|z), conditioned on the latent vector z. Matching the model distribution with the data distribution is equivalent to maximizing the marginal likelihood Π N i p(x i ), where
In general, the computation of Eq. (1) and its gradient with respect to network parameters is expensive, due to numerical integration and decoder network complexity. It is noted, however, that for a particular x, most z will lead to p θ (x|z) ≈ 0, and thus have limited contribution to p(x). Therefore, it is reasonable to sample only those z that are likely to produce x, and use them to compute p(x). To do so, a new function q(z|x) (the encoder) is introduced, which takes x and outputs a distribution of z. Ideally, the space of z that are likely under q will be much smaller than that under the prior p(z), so that the marginal E z∼q p θ (x|z) becomes inexpensive to compute. Below we evaluate the difference between the approximation (E z∼q p θ (x|z)) and the target (p(x)): We start by deriving the Kullback-Leibler divergence between two distributions in the latent space: the encoder distribution q φ (z|x) and the posterior p θ (z|x):
By applying Bayes' rule to p θ (z|x) and noticing that log p(x) is independent from z, we have:
The left hand side has the quantity we want to maximize: log p(x), and the KL-divergence term D KL (·) that ideally reaches 0. The right hand side of the equation contains the reconstruction likelihood (E z∼q [log p θ (x|z)]) and the KL-divergence between the encoder distribution and the prior distribution for sampling the latent space (D KL (q φ (z|x)||p(z))). These RHS terms can be maximized via stochastic gradient descent. Specifically, we model q φ (z|x) = N (z|µ(x; φ), Σ(x; φ)) as a normal distribution. The mean µ(·, φ) and the variance-covariance matrix Σ(·, φ) comprise the encoder network. Similarly, we model the decoder outputs to follow p θ(x|z) = N (x|f (z; θ), σ 2 I) with mean f (z; θ) and variance σ 2 . The function f (·; θ) is thus the decoder network. σ determines the importance of the reconstruction of x during the training of a generative model, and is set to 1 in the proposed model.
To summarize, the training of a VAE maximizes:
which represents a lower bound of the marginal p(x).
II.B. Style Transfer Convolutional Neural Network
Through a preliminary study, we observed that the outputs from the VAE contain topologies with small disconnected phases. Disconnected conductive material reduces power density, and generally does not aid heat extraction, so it is desirable to avoid these features. As a strategy to prevent implicitly the generation of topologies with disconnected conductive material, we introduce an augmentation to the VAE model to force the resulting random generations to follow the topological style from the samples. This approach of implicitly meeting design requirements via design representation is similar in spirit to the technique used by Khetan et al. 12 to guarantee generation of structurally stable trusses. The style transfer network was proposed originally to address the problem of texture transfer, i.e., to transfer image styles from source images to target contents. Synthesis of content and style historically has been a challenge in image processing, 29, 30, 31, 32 but is now solved more easily since the recent development of deep convolutional neural networks (CNNs), 33, 34 due to their ability to extract high-level semantic information from images. Gatys et al. 35 proposed a CNNbased style transfer network that can separate and recombine image contents and style information, and then generate new images with the target content and styles. To be more specific, given a source image s containing a prescribed style and a target image t, the network recovers an image x with content similar to t and texture from s. The recovered image x can be obtained by solving a nonlinear least-squares problem:
where C(x) − C(s) 2 is the content loss, and content features C(·) are represented by activations of deep hidden layers. Here
2 is the style loss, where style features F (·) are represented as the covariances among channel-wise hidden layer activations.
III. Proposed Method
In this section, we present the proposed method for solving heat conduction system topology design using the latent representation given by the VAE. This method involves two phases, as illustrated in Fig. 2 . The first phase is to train a VAE using training topologies; the second phase is to perform multi-objective optimization with respect to the latent representation z learned through the VAE. Genetic, gradient-based, and hybrid algorithms are tested here for performing optimization in the latent space. 
III.A. Data Collection
To generate data for VAE training, a density-based topology optimization approach is utilized. The topology optimization problem solved is:
where thermal compliance, C(x), is minimized subject to a material volume constraint, minimum radius constraint, and Fourier's law for heat conduction. U and P represent the global displacement and force vectors, respectively; K is the global stiffness matrix. 36 The design variable, x, represents material density. Each element of x specifies the material density of a corresponding voxel, and each element is bounded between 0 (void material properties) and 1 (solid material properties). To bias element densities towards a binary distribution, a power penalization (SIMP) is used. To enforce the minimum radius constraint, a density-based filter is implemented. Interested readers are referred to relevant references for more detail regarding topology optimization in heat transfer.
13, 10, 14 While 3D topology formulation was also discussed by Liu and Tovar, 37 this paper focuses on 2D thermal system topologies. A set of problem parameters, including volume and radius bounds, as well as heat sink locations, are applied to Prob. (6) . These problems are solved to obtain a set of topologies, each optimal with respect to the corresponding problem. The optimization process may produce infeasible solutions, but these were removed from the data set. Only the feasible and optimal designs were use for training the VAE. When using the SIMP method, each element of the spatial mesh has a corresponding design variable that varies continuously between 0 and 1. The penalty factor biases x values toward 0 or 1 during solution, but most values after convergence are close to 0 or 1 (not exactly binary). This necessitates a post-processing step where a filter threshold value is used to convert each element into a binary digit. The resulting data set was split into training and test sets. Validation was performed by using the test data set to check image reconstruction quality. 
III.B. The VAE and Style Transfer Network
Here multilayer perceptron (MLP) networks are used to construct the encoder and decoder of a VAE. The encoder contains two fully-connected layers with hidden layer sizes 1,000 and 100, respectively. The decoder architecture is symmetric to the encoder. The output dimension of the encoder is set to 5, 10, 15, 20, and 25, for the purpose of testing how latent space dimensionality affects topology optimization results. This comparison will be presented in the next section. Figure 3 illustrates an overview of the proposed model. During training, a batch of 40 random samples are generated via the latent space. The style transfer network has four layers, and the style loss is calculated with respect to the Gram matrices. The loss function for training contains the reconstruction, KL divergence, style, and mode-collapse losses:
Reconstruction and KL-divergence losses are standard in VAE implementations; 20 the style loss measures how well the generated images match the training data with respect to image style; 35 the mode-collapse loss prevents the VAE model from only producing similar samples, 38 which is important for wide design space exploration. This loss is defined as:
where S denotes a batch of samples taken from the lth style transfer network.
III.C. Heat Conduction Design Using Latent Variables
Here we discuss a topology design problem similar to Prob. (6), but with two key differences. First, instead of searching in the original topology space, we do so in the latent space derived from the VAE. Second, instead of compliance, we consider two objectives that are more closely aligned with underlying design intent: minimizing the maximum temperature T max , and maximizing the power density ρ. These objectives are conflicting: increasing power density typically increases maximum temperature.Thus, we formulate a multi-objective optimization problem where the objectives T max (z) and −ρ(z) are to be minimized with respect to the latent variables z.
The problem can be solved with gradient-based or genetic algorithms. The initial guesses for gradient-based methods and the initial populations for genetic algorithms are drawn from the prior p(z) defined by the VAE model. The solution to a multi-objective optimization problem is a set of non-dominated (Pareto-optimal) solutions that quantify the tradeoff between objective functions. Four approaches for solving this multi-objective optimization problem are tested. The first, the weighted-sum method, is to sum the two objectives as shown in Prob. (9), with a weight w. We parametrically vary w from 0 to 1 to produce and solve a family of single-objective problems using a gradient-based method. This produces a set of solutions that belong to the Pareto set (non-dominated designs).
In the second solution strategy, we select −ρ(z) to use as a single objective function, and convert the temperature objective to a constraint with bound T allow , as shown in Prob. (10) . The upper bound T allow is varied parametrically to produce a family of optimization problems, the solution of which produces a set of non-dominated solutions. This approach is sometimes referred to as the -constraint method.
The third method is a hybrid implementation of the epsilon-constraint method. More specifically, for each value of T allow considered, Prob. (10) is solved first using a genetic algorithm (GA) to locate an approximate solution that is likely to be near the global optimum. The GA result is then used as a starting point for a gradient-based method, which then hones in rapidly on a precise local solution. On their own, gradient-based methods produce locally-optimal solutions, which may underperform globally-optimal solutions. Hybrid strategies such as this improve the chances of, but do not guarantee, identification of global optima.
Finally, Problem 8 can also be solved directly using a multi-objective genetic algorithm (MOGA) 40 due to its population-based nature. While only one problem needs to be solved in this case instead of a set of problems, genetic algorithms tend to be computationally expensive. The Pareto-optimal solutions and frontier obtained using all four methods will be presented in the next section.
IV. Numerical Results
We prepared a total of 15,000 topologies for training the VAE model and another 2,870 for validation. Five VAE models are trained with latent dimensions 5D, 10D, 15D, 20D, and 25D. For the multi-objective optimization, hyper-parameters (e.g. latent space dimension, initial population, etc.) were varied parametrically to obtain comprehensive results.
IV.A. Reconstruction and generation of topologies
We first show that the VAE is capable of data reconstruction. Figure 4 compares the original and reconstructed data for the test data set. Here a latent space of dimension 20 is used, and a sample of 30 topologies is visualized. We observed some isolated and blurry parts in the reconstructed data, indicating that the loss design of the VAE still has room for improvement.
In addition to reconstructing known topologies, the VAE can be used to generate new ones. Figure 5 reveals some topologies created from random samples in the latent space. It is interesting to note that some of the generated topologies exhibit unexpected patterns. For instance, sample #45 has several separate chunks, whereas samples #73 and #76 resemble dendritic structures. For a particular generated topology, 2 out of 20 latent variables were selected and tuned within the range of [-3,3] . The results of this parametric study are illustrated in Fig. 6 . The results show that significant, yet smooth, topology changes can be achieved by adjusting the VAE latent variables. #1  #2  #3  #4  #5  #6  #7  #8  #9  #10   #11  #12  #13  #14  #15  #16  #17  #18  #19  #20   #21  #22  #23  #24  #25  #26  #27  #28  #29  #30   #31  #32  #33  #34  #35  #36  #37  #38  #39  #40   #41  #42  #43  #44  #45  #46  #47  #48  #49  #50   #51  #52  #53  #54  #55  #56  #57  #58  #59  #60   #61  #62  #63  #64  #65  #66  #67  #68  #69  #70   #71  #72  #73  #74  #75  #76  #77  #78  #79  #80   #81  #82  #83  #84  #85  #86  #87  #88  #89  #90   #91  #92  #93  #94  #95  #96  #97  #98 #99 #100 Figure 5 . A sample of randomly generated topologies sampled from the latent space #1   #2  #3  #4  #5  #6  #7  #8  #9  #10   #11  #12  #13  #14  #15  #16  #17  #18  #19  #20   #21  #22  #23  #24  #25  #26  #27  #28  #29  #30   #31  #32  #33  #34  #35  #36  #37  #38  #39  #40   #41  #42  #43  #44  #45  #46  #47  #48  #49  #50   #51  #52  #53  #54  #55  #56  #57  #58  #59  #60   #61  #62  #63  #64  #65  #66  #67  #68  #69  #70   #71  #72  #73  #74  #75  #76  #77  #78  #79  #80   #81  #82  #83  #84  #85  #86  #87  #88  #89  #90   #91  #92  #93  #94  #95  #96  #97  #98 #99 #100 Figure 6 . The parametric study for 2 out of 20 latent variables
IV.B. Pareto Frontiers
IV.B.1. The Weighted Sum Method
A multistart strategy was used to find the pareto-optimal solutions to Prob. 9. This improves the probability of finding the global optimum. Figure 7 shows the training data points along with the optimal solutions given by the weighted sum method. The vertical axis is the squared root of power density ρ(z), and the horizontal axis is the maximum temperature reached by the design. Many of the points overlap on the figure (i.e., more individual problems were solved than the number of non-training points appear in the figure) . The legend indicates results from different latent space dimensions. The weighted-sum method did not perform well, as it did not identify any non-dominated points. A sample of the local optimal solutions (dominated solutions) can be found in Appendix Fig. 17 .
IV.B.2. The Constraint Method
The results from applying the constraint method are shown in Fig. 8 . It is clearly much more effective, as it can access not only non-dominated solutions from the training data, but also new non-dominated points. The majority of the optimal solutions are around the center of the training data cluster. A few points with red stars and black crosses are on the Pareto frontier. Among these local solutions, eight non-dominated designs are illustrated in Fig. 9 . 
IV.B.3. The Hybrid Method
The hybrid method uses a genetic algorithm (GA) with loose tolerances to find an approximate solution (ideally in the neighborhood of the global optimum) to use as a starting point for a gradient-based method. A initial population size of 200 was specified, and VAE models with different latent space dimensions were compared. Figure 10 displays the results of the hybrid method. Compared with the -constraint method, the hybrid method tends to identify more Pareto-optimal solutions; in particular, several optimal solutions with T max greater than 600 (shown using yellow circles and black crosses) were identified. Six Pareto-optimal solutions are shown in Fig. 11 . While these points lie on the Pareto frontier, not every solution is feasible or useful. For instance, solution #4 appears to be a reasonable design, but solution #3 has several isolated material chunks. 
IV.B.4. Multi-Objective Genetic Algorithm
The multiobjective genetic algorithm (MOGA) supports direct solution of multiobjective problems. The implementation here uses an elitist strategy, a variant of NSGA-II. 40 The algorithm terminates if a metric, called spread, is less than a pre-defined value. Here the spread is a measure of the movement of solutions on the Pareto frontier between the two most recent optimization iterations.
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Two elements were explored using the MOGA method. Different latent variable dimensions were tested using the same initial population size (200), reported in Fig. 12 . A total of 96 Pareto optimal solutions are shown in Fig. 13 . They appear to have are very similar to each other, but have some minor differences (such as material density). They appear to have three main solutions clusters: #1-#36, #37-#83, and #84-#96. The solution cluster #84-#96 has a number of isolated elements in the right corner of the topologies. Using the fixed latent variable size 20, one can compare the system performance of MOGA with different initial populations. In Fig. 14, the solutions with initial population sizes 600, 800, and 1000 are shown. The latent design representation indeed covers the optimal design space with a total of 258 Pareto-optimal #1   #2  #3  #4  #5  #6  #7  #8   #9  #10  #11  #12  #13  #14  #15  #16   #17  #18  #19  #20  #21  #22  #23  #24   #25  #26  #27  #28  #29  #30  #31  #32   #33  #34  #35  #36  #37  #38  #39  #40   #41  #42  #43  #44  #45  #46  #47  #48   #49  #50  #51  #52  #53  #54  #55  #56   #57  #58  #59  #60  #61  #62  #63  #64   #65  #66  #67  #68  #69  #70  #71  #72   #73  #74  #75  #76  #77  #78  #79  #80   #81  #82  #83  #84  #85  #86  #87  #88   #89  #90  #91  #92  #93  #94 #95 #96 Figure 13 . Select Pareto-optimal solutions given by the MOGA method (initial population = 200)
solutions. Four optimal solutions are reported here, representing the basic topology structure; the other optimal topologies are shown in the Appendix in Figs. 18-20 . In Fig. 15 , #5 and #118 were found by MOGA; neither of these solutions were identified by other methods. It is interesting to note that a loop is formed in these solution. Solution #43 is a very dense solution. The structure of Solution #44 is highly similar to those produced by the other three methods.
IV.C. Comparison among the Four Methods
Not all four methods were able to identify all known non-dominated points (points on the Pareto frontiers). Among them, MOGA seems to perform the best. We have included the Pareto frontier and the Paretooptimal solutions for the MOGA method in the Appendix. Here we present a comparison of the four methods using a latent space dimension of 20 in Fig. 16 . An important result is that many new non-dominated designs were found that go well beyond the attainable set estimated by the training data. In particular, many new non-dominated points were found using the indirect design representation (toward the lower-right portion of the plot). In other words, using the VAE indirect representation enabled identification of new solutions that for some design conditions are preferable to those that are reachable using conventional methods. In addition, design problem dimension is reduced. Note that MOGA successfully identified the majority of the Pareto optimal solutions, while other methods achieved them partially. Note as well that some solutions with T max > 400 (black stars) were found by the hybrid method that were not identified using the MOGA. The computational expense for the different methods is compared in Table IV .C. The function count was used as the metric here, and refers to the cumulative number of times the physics-based analysis was performed. These results are based on a latent space dimension of 20 and an initial population 200. The -constraint method required somewhat fewer function evaluations than the weighted sum method, but was successful in finding non-dominated solutions. Because the hybrid method utilizes both the gradient and heuristic algorithms, it is computationally more expensive than MOGA. However, it may be possible to balance GA and gradient-based algorithm parameters to reduce computational expense. MOGA may be worth the additional computational expense, as it is capable of identifying a large number of non-dominated designs, many of which intuitively appear to be physically reasonable (e.g., fewer disconnected chunks). 
V. Discussion
In this study, deep convolutional neural networks were used both as the encoder and the decoder. For instance, a deep convolutional VAE with 16 layers and a style transfer network with 4 activation layers was first introduced. The filter size of the conventional layers for the encoder was 4 × 4, and the channel sizes were 32, 32, 64, 64, 96, and 96 for the six layers, respectively. A max-pooling layer was inserted after each of the two convolution layers to reduce the number of hidden units. Two fully-connected layers were used to encode the input x into the latent space. The decoder architecture was symmetric to the encoder. While this deep convolutional VAE worked well in conjunction with the style transfer network in the training phase, it increased the computational expense of optimization during the second phase. The preliminary results indicated infeasibility in the solutions for certain formulations. As a result, the multilayer perceptions was finally chosen as the VAE. It is important to strike a balance between a simpler (less-expensive) and a more complicated (more accurate) models.
The proposed design representation may be limited in some circumstances. Each pixel of the optimal solution is real-valued rather than binary. Because the encoder maps a real-valued sample from the latent space to the original image space using the real-valued weights and biases, it is possible for the resulting output to be real-valued. A cut off for each pixel could be used as a post-processing step, but such a filter may not be well-suited for a gradient-based optimization algorithm in the second phase. This issue could be addressed in the future to help move design optimization results closer to practical topologies. Improved sampling techniques for obtaining training data may also increase method utility. Specifically, understanding how to plan systematic exploration of design problems for the generation of design data for unprecedented systems is an important question for this emerging approach. Designing our strategy for obtaining training data is an option not available when relying on historical data, and could be an important advantage in using design optimization to generate design data for use with machine learning.
The VAE model tends to produce blurry images, and not all details are preserved in the reconstructed or generated images due to the choice of the VAE loss function. 42 Improved models, such as sequential VAEs 43 and the modified VAE based on adversarial training, 42 have been proposed and may help generate more realistic images. Generative adversarial networks (GANs) could be another option in the first phase to generate sharper images.
44
The data set was obtained by specifying several levels of boundary conditions, volume, and radius constraints (a full-factorial experiment was performed). Each training data point obtained using Eq. 6 is the result of a single SIMP solution. Because the volume constraint was varied, complete Pareto sets are contained in the training data shown in the figures above for the SIMP solutions for each boundary condition specified. An important result here is that some of the VAE results were successful in pushing down the Pareto frontier in the objective function space, i.e., new non-dominated points were found. The gap between the (initially) non-dominated training points and the non-dominated VAE points is relatively large in many of the figures. The training data may correspond to local optima, so it may be possible to narrow the gap between training data results and VAE results.
VI. Conclusion
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