Abstract: This paper presents a modeling and simulation method for sensorguided autonomous driving. A generic model of range sensing and object detection in 3D space is discussed first that represents their high-level functions. The low-level physical characteristics of range sensing and object detection are further investigated based on frequency modulated continuous wave (FMCW) radar which is gaining wide popularity in automotive applications. These are the enablers to modeling and simulation of vehicle interactions with one another under traffic and with surrounding environment. A closed-loop adaptive cruise control is then used as an example to demonstrate the vehicle limited autonomous driving with the proposed model and method that has been shown to be valid, effective and numerically efficient.
Introduction
As new technologies emerge in recent years in the automotive industry, the demands to extend the traditional human-driving capabilities have been greatly increased with various active safety and driver-assistance features that enhance driver comfort, convenience, and safety, which eventually will lead to full sensor-guided autonomous driving. The trends have been largely driven not only by the demands, but also by the technology progression and readiness of, in particular, the low-cost sensors, such as radar, lidar and camera.
It is well known that physical on-road vehicle testing can be very costly, time-consuming, and sometimes even impossible. In addition, physical road testing is typically unrepeatable and with limited testing scenarios and conditions. To effectively develop, test and verify the sensor-guided autonomous driving systems, it has become critically important to properly model and simulate the system, its surrounding environment and traffic conditions with adequate fidelity in sensing and object detection. This paper presents a modeling and simulation approach for sensor-guided autonomous driving, in particular, the object sensing and detection, to enable the research and development, early testing and verification on features and functions of active safety and autonomous driving under a virtual environment.
A sensor-guided autonomous driving system is a complex system that includes a subject vehicle along with principle other vehicles (POV), road and infrastructure of the road and traffic, surrounding environment including weather and light conditions, and many others which may impact or impair autonomous driving. In addition, autonomous driving is not necessarily driverless, especially at its early stage; human driver plays an important role. Since vehicle and driver modeling has been extensively discussed in the literature, and is relatively mature, the focus of this paper is on object sensing and detection modeling, which is one of the key enabling functions for simulating vehicle interaction with others and its surrounding environment.
Although modeling object sensing and detection has long been researched in the literature (Bacso and Bertolini, 1988 and Donohue, 1997) , the progression in senor technology has been greatly advanced during last few years. Thus, those models with much of the focuses on the physics become less flexible, or even less useful for different sensors used today. In addition, physic model of a sensor for object detection may not be always feasible practically, due to the complexity and stochastic nature of the sensor, object, and often unstructured environment. This paper presents a generic modeling approach with combined functional and physic models of sensors to abstract range sensing and object detection: in a higher level, the functions of object sensing and detection are to identify the range, direction and speed of both moving and stationary objects. In a lower level, such functions can include physical phenomena such as surface curvature, material absorption and reflectivity, and be represented by capturing the stochastic nature of the physics with physically interpretable parameters, such as noise.
The higher-level geometric and functional representation of range sensor and object detection in 3D space is briefly discussed in Section 2. More detail can be found in a separate paper (Deng, et al, 2009) . Section 3 presents an enhanced modeling of range sensing and object detection with a radar model, as an example, of a popular kind in automotive industry with frequency modulated continuous wave (FMCW). This model takes the input of the scatters from the geometric models discussed in Section 2, and generates object tracks with superimposed noises from various sources. A closed-loop simulation of an autonomous driving with range sensing and object detection, and control has been conducted in Section 4. This further demonstrates that the proposed model and algorithm are valid and effective in enabling the simulation of vehicle active safety systems with multiple vehicle interactions under traffic. The paper concludes in Section 5.
Functional Modeling of Range Sensing and Object Detection
To abstract the generic functions of range sensing and object detection, a geometric approach is first taken to represent the sensor beam to be a cone and the object to be a cuboid. Then the idealized sensing model is to generate the discretized scatters from the object(s). Noise will then be superimposed to the scatters and generates a more realistic object tracks with range, range rate and 
A. Geometric Representation of Sensor Beam, Vehicle and Objects
A sensor beam is assumed to have attributes of maximal range R , azimuth angle α and elevation angle β . The cone that simulates the sensor view volume (SVV) is expressed in (1) where ( , , ) x y z denote the coordinates of a 3D point. The axis and coordinate systems used in range sensing and object detection are shown in Figure3 for world, vehicle, sensor, and object respectively. Under world frame, denoted by o 0 x 0 y 0 z 0 , vehicle position and orientation (as yaw-pitchroll angles) can be defined as: Under the world frame, the origin of the object coordinate system, its orientation in yaw-pitch-roll sequences are defined, respectively, as:
Range sensing is to compute the sensing attributes, such as range, range rate, object azimuth angle and object elevation angle, while object detection is to determine if the object is falling into the SVV.
In order to compute the sensing attributes, the position and orientation of the object (a cuboid), under the world frame, need to be first converted to the sensor frame, under which the sensor beams have explicit mathematical expression.
To transform the coordinates of a point from world frame to vehicle frame, the consecutive rotations are Euler angles (Gillespie, 1992) , or yaw, pitch, and roll angles [ψ,θ,φ] .
Thus the rotation matrix is given by
R
Consider both rotational and translational transformation, a homogeneous transformation matrix from the world frame to the vehicle frame is defined as Similarly, the transformation from the vehicle frame to the sensor frame can be represented by the homogeneous transformation matrix 
Further, we can define homogenous transformation matrix from the world frame to the sensor frame as 2 0 H , and from the sensor frame to the object frame as 
where o 2 is the origin of the sensor frame projected to the world frame, and d 2 is the origin of the target frame projected to the sensor frame.
Under the object frame, all the vertices of a cuboid can be expressed as simple functions of its geometric size, and location with respect to the origin of the cuboid:
With properly defined coordinate transformation, the vertices of an object (cuboid) can be defined now with respect to sensor frame as:
B. Abstracted Range Sensing and Object Detection
The problem of object detection can be abstracted geometrically as the intersection(s) of a cone (sensor beam) with one or more cuboids (objects) in 3D space, that is, if an object falls into sensor view volume (SVV), then the sensing attributes can be calculated accordingly. Furthermore, the intersection between a cuboid and a cone can be regarded as the intersection of one or more faces of the cuboid with the cone. Therefore, the problem becomes to detect which face(s) and how they intersect with the cone, and then to determine the minimum distance from the sensor origin to the face(s), and the associated azimuth and elevation angles. The method and algorithm described below are with respect to the sensor frame (denoted as o 2 x 2 y 2 z 2 ), into which the coordinates of the object vertices, planes, and their norms are all transformed.
Denote eight vertices of an object as [ ]
The face is "visible" to sensor beam only if
where
denotes the unit vector of the X axis in the sensor coordinate system. Therefore, the criterion (4) can be alternatively expressed as
For each of the "visible" faces, the next step is to determine if it intersects with the cone, a solution of which is usually difficult to obtain directly, as the face-and-cone intersection very often causes ill-shaped boundary shapes and therefore complicates the analysis. In this paper, we propose an effective method that simplifies the face-and-cone intersection problem into a problem with intersection between a line and a cone. A "visible" face is first discretized into a number of parallel lines, as illustrated in Table 1 and Figure 4 . If any of the lines on the face intersects the cone, then intersection between the face and the cone is detected. This way, the points of intersection can be calculated more easily and accurately. 
Denote q 1 , q 2 as the two vertices of a line. The intersection between the line and the cone can be discussed in two cases as below.
Case A: both q 1 and q 2 are inside the cone
In this case, the face-and-cone intersection is given by the fact that both vertices of the line are inside the cone. Then the minimum distance from the sensor origin to the line may exist at one of the two vertices, or a point (denoted as q) in between. For the latter, the minimum distance must also be the shortest distance. The point q can be calculated with the following fomula:
) ( 
Case B: all other conditions
In this case, the line may either intersect the cone surface, or the sphericalfrontal surface, or both, or none of them. Any point q on the line from q 1 to q 2 can be expressed as ) ( (7), we can calculate if there is a solution for q, and then determine if the line intersects with the cone. If intersection occurs, we can seek the point of minimum distance to the sensor origin from the line section inside the cone. We can similarly find that point as Case A.
With the above analysis, the minimum distance from the sensor origin to the intersection face can be determined as the least of minimum distances from the sensor origin to each of the lines on the face. As defined by sensing attributes, range is the least of minimum distances from the sensor origin to the object "visible" face(s), while the range rate can be simply obtained by taking its derivative. Given minimum distance point 
Physical Modeling of Range Sensing and Object Detection
The physical mechanism of range sensing and object detection with a range sensing (or finder) device is in principle through the emission of a particular wave, such as electromagnetic, sound or light wave, that is reflected by the object and detected by a receiver followed by the recording of its echo. In addition to the reflection, the wave can also be absorbed or scattered during this process. In this section, a basic radar signal processing method is presented (Winkler, and Schoor, 2007) . Based on the method, a high-fidelity model is built that models the measurement process of the range, range rate, and azimuth angle of a target for frequency-modulated continuous wave (FMCW) radars which have gained significant popularity in automotive applications. Thus, without loss of generality, FMCW radars are chosen for this study.
The key principle for FMCW radar is homodyne, i.e., detecting frequencymodulated radiation by nonlinear mixing with radiation of a reference frequency. Figure 8 shows the FMCW radar block diagram. The CW signal is modulated in frequency to produce a linear chirp which is radiated toward a target through the TX antenna. The return radiation is collected by four receive channels with identical distances between two adjacent receive antennas, forming a uniform linear array (ULA). This array enables direction of arrival (DOA) estimation using electronically scanned scheme or high-resolution digital beam-forming. The return signals are mixed with the TX reference signal and fed into the lowpass filter. The yielded beat signals are digitized by the analog-to-digital circuit and fed into the signal processing module. We note that (12) is ambiguous in a sense that the target's range and range rate cannot be determined simultaneously with one frequency ramp. Multiple ramps are needed to resolve the range-Doppler ambiguity. Figure 9 shows L identical end-to-end frequency ramps. The ramp repetition interval is denoted by RRI T . The phase drift φ ∆ across contiguous sweep cycles can be derived using the following 2D-FFT frequency analysis. 
where A denotes the amplitude, and the frequency increase can be neglected, because the movement during the measurement is short compared to the distance R. It can be easily seen from (13) The following 2D Fourier transformation is performed:
where z L and Z N are 2D FFT window size after zero-padding. We note a peak appears at the following position:
In order to fulfill the sampling theorem, the following constraint for the maximum Doppler frequency D,max It can be easily seen from (13) 
Direction-of-Arrival Estimation
In the method outlined in Section 3.1, each ( , ) R v cell corresponds to a baseband sinusoid signal B s and may be contributed by multiple targets. To correctly distinguish the targets, we need to estimate direction of arrival (DOA).
The common method to estimate DOA is electronically scanned scheme. By varying the signal phases of the RX antennas, the receiving antenna becomes directional and is a function of the azimuth angle. Figure 10 shows that the beam pattern is steered from the right to left at different time slices. In beam-forming, both the amplitude and phase of each antenna are controlled. The combined amplitude a k and phase shift k θ is called a complex weight and is represented by a complex constant k w , for the k-th antenna. As shown in Figure 11 , a beamformer applies the complex weight to the signals from RX antennas, then sums all the signals into one that has the desired directional pattern [Haynes,1998 ]. Figure 11 is the lack of angular resolution due to the limited aperture size of the antenna, i.e., to resolve two or more closely spaced targets in the same (R,v) cell. However, the DOA of the incident wavefront can be improved with much higher accuracy than the beam width of the RX antenna. Figure 12 
FMCW Radar Model
We have outlined the basic signal processing. In this section, we will outline an efficient radar model.
High-fidelity radar model is difficult to implement due to considerable number of variables and conditions to be taken into account. However, with the new advances in modeling technology and computer speed, such a model is feasible in Matlab-Simulink environment. For example, many off-the-shelf blocks from the standard signal processing and communication blocksets can be used to model the major components of a radar system.
To execute the simulation in real-time, only baseband subsystem of the radar is modeled in this paper. We need a target model to represent the received signal if the geometric shapes of targets and clutters are given. The simple way of implementing is to represent the target model as a collection of point scatters. Each scatter, therefore, will be characterized by distance from radar (and, thus, a path loss associated with that distance), radial velocity, incident angle, and the strength of reflection (i.e., RCS). Let K scatters be denoted by their distance, radial velocity, azimuth angle, and RCS, i.e., { } ( , , , ) | 1,...,
We use the following baseband approximation for the arrival signal of the j-th RX antenna, holding for most practical cases:
In (15) Spread Convolution: The two main noise sources covered in this block are quantization noise at analog to digital (ADC) and phase noise by the non-ideal mixing process, frequency synthesizer, and other component. A 2D kernel function was convoluted into the receiving signal. We note that the signal in (15) can be represented as the sum of infinite spikes (Dirac function) in frequency domain. The convolution blurs the spikes. In addition, an additive Gaussian white noise (AGWN) is superposed on the center position of the kernel function.
Noise Simulation: Three additional sources of RF impairment are modeled as: Noise Temperature, Ambient Environment Attenuation, and Clutter Noise. The noise temperature block allows us to select effective radar system noise temperature. Three typical values can be chosen: 0 K (no noise), 40 K (very low noise level) and 290 K (typical noise level). The ambient environment attenuation block models the attenuation effects experienced by EM waves from, such as atmospheric gases, rain, and fog. The clutter noise block superposes noises contributed from clutter background (e.g., ground).
2D FFT:
A Fourier transformation is performed on the 2D input signal. Then a constant false-alarm rate (CFAR) threshold is applied to the yielded frequency spectrum. The block outputs a list of range-Doppler bins whose signal-noiseratio (SNR) is larger than the threshold.
Beam-forming & DOA Estimation:
The block can resolve two or more closely spaced targets in the same range-Doppler bin. We iterate through each electronically steerable beam pattern. For each beam, we multiply the input signal by the complex weight w and sum all weighted signals together. The beam index of the amplitude of a summed signal that is larger than a threshold indicates the DOA angle of a target. Therefore, the block outputs a list of rangeDoppler-beam bins, and each of those bins contains a target.
Phase Comparison Mono-pulse:
We refine the DOA angle of a target detected in the proceeding block using the phase-interferometry process outlined in Section 3.2.
Peak Clustering-Association: The resulted bins are clustered and associated with the track database (e.g., nearest neighbor).
Tracking:
The tracks are updated by Kalman filtering. Those tracks (including range, range rate, azimuth angle) are outputted as the sensor measurements.
Simulation Results
In this subsection, we show the simulation results of the proposed FMCW model. As shown in Figure 13 , the simulation results presented here are based on the radar with the following key parameters: radar RF frequency is 24GHz; fieldof-view is 30°; the designed sensing range is [ 50, 50 (15), for the given j-th receiving antenna. We note two detected peaks that correspond to the simulated three targets. The left peak corresponds to Target 1 while the right FFT peak corresponds to the lumped Targets 1 and 2, which cannot be separated by range-Doppler bin. Given an FFT peak is detected at bin ( , ) n l , the corresponded range and range rate can be computed by
To handle negative range rate, we shift the zero component to the center of spectrum. Figures 15 and 16 illustrate that Targets 2 and 3 cannot be separated only by range-Doppler bin. However, the electronically scanned digital beams can discriminate the two targets. Figure 17 shows the response of the all the 32 beams for the two detected range-Doppler peaks. The green curve corresponding to Target 1 shows there is a maximum peak at -15°, which indicates the azimuth of the target. The blue curve corresponding to Targets 2 and 3 has two maximum peaks at about -2° and 2°, respectively. This means the response of the digital beams can separate targets with the same range and range rate bin. 
Integrated Simulation with Sensing Model
To simulate vehicles on traffic, a traffic vehicle model is designed that is much simplified to achieve efficient numerical computation, but with sufficient fidelity to capture basic vehicle dynamics under both linear and nonlinear operating regions.
The traffic vehicle model is used to calculate the vehicle trajectory in terms of its position ( , ) x y and orientation in yaw plane ( Φ ), and its velocity in both 
is given, which can be from driver's input via set speed, but can be overridden by other control strategies, such as adaptive cruise control based upon on-board sensors. Figure 18 shows the block diagrams of the traffic vehicle model. ( ) With the simulated range sensing and object detection capability, the proposed sensor model and algorithms can be applied to the simulation studies of many active safety, driver assistance, and autonomous driving features and functions such as adaptive cruise control, collision warning and prevention, etc. As an application example, a closed-loop simulation of an adaptive cruise control (ACC) system, shown in Figure 19 , is presented in this section to demonstrate that the proposed sensor model and algorithm enables the simulation of multiple vehicles interacting with one another under traffic. The radar sensor model simulates the in-lane target's relative range and target's speed. The distance controller monitors the desired range from the driver's input and the in-lane target's relative range rate, and outputs the desired range rate. The speed controller monitors the error from the desired vehicle speed and the error from the desired range rate, and generates either throttle or brake force command such that the desired following distance between the vehicle and the target is maintained. Figure 20 shows an ACC simulation scheme created under iSim ® and Matlab/Simulink environment, with a scenario of a host vehicle (white color) interacting with two target vehicles (yellow color) on a road. The animation is shown in Figure 21 . A range sensor, simulated with the proposed sensor model, is mounted in front of the host vehicle with a forward-sensing range of 50 meters to detect if any of the target vehicles is falling into its scanning zone. Based on the sensor outputs such as range, range rate, detection flag, etc, the ACC module generates either throttle or braking force command to adjust the host vehicle's speed such that the host vehicle maintains a desired following distance from the target vehicle.
The simulation results are illustrated through the animation shown in Figure 22 . In the simulation, the host vehicle initially travels at a set speed of 60kph, as shown in Figure 22 (a). Within a close distance at the second left lane, a target vehicle (marked as target vehicle 1) travels at a constant speed of 50kph. Around time t=2 second, the target vehicle 1 changes its lane and cuts in front of the host vehicle inside the sensing range, as shown in Figure 22 (b). The host vehicle quickly slowed down in order to keep a pre-defined following distance around 15 meters. Shortly the target vehicle 1 changes back to its previous lane and gets out of the sensing zone, as shown in Figure 22 (c), the host vehicle then accelerates back to its pre-set speed of 60kph until another slower-traveling vehicle ahead (marked as target vehicle 2) falls into its sensing range, then the host vehicle slowed down again with adjusted speed to follow the target vehicle 2 and maintain the desired following distance of 15 meters, which lasts till the simulation ends. The simulation results further verify the effectiveness of the range sensing model and object detection algorithms proposed in this research. 
Conclusions
This paper presents a generic approach in modeling range sensing and object detection, both functionally and physically. This is to support the emerging simulation of multiple vehicles interacting with one another under traffic and with surrounding environment. The mathematical derivation behind the described method is discussed in detail, along with algorithm for numerical implementation. The proposed model and algorithm have been implemented and verified under Matlab with simulation under various scenarios. The results demonstrate that the proposed models and object detection algorithm are valid, effective and numerically efficient. A closed-loop simulation with an adaptive cruise control is further presented to demonstrate an integrated modeling and simulation of limited autonomous driving with the proposed sensing model and object detection algorithm under iSim ® , an integrated vehicle simulation environment.
