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RIASSUNTO 
L'obiettivo di questa tesi di Dottorato e' lo studio della struttura e della 
geodinamica della regione del Mare di Scotia. L'Antartide e' da sempre considerato 
come un laboratorio naturale per lo studio delle caratteristiche tettoniche e 
geodinamiche dell'emisfero meridionale e, in questo contesto, la regione del Mare di 
Scotia ha sempre rivestito un ruolo dominante. 
Dal momento che la regione del Mare di Sco ti a e' quasi completamente 
ricoperta dal mare, il suo fondale risulta caratterizzato dalla presenza di sedimenti. La 
presenza di tali sedimenti influenza notevolmente i segnali che vi passano attraverso. 
Partendo da tale affermazione, nella parte iniziale di questa tesi studiamo, da un punto 
di vista strettamente teorico, il problema della modellazione di onde in strutture nelle 
quali inseriamo un primo strato avente valori della densità e della velocità propri 
molto bassi. L 'inserimento di tale strato vuole simulare ed enfatizzare un 
comportamento analogo a quello dei sedimenti non consolidati, come quelli che si 
possono incontrare appunto nei fondali marini. La nostra attenzione si concentra sul 
comportamento delle onde SH, dal momento che queste sono le più influenzate dalla 
presenza di uno strato del tipo descritto, avente in altre parole un valore molto piccolo 
del modulo di taglio f.l. Calcoliamo quindi diversi sismogrammi sintetici, utilizzando 
sia metodi analitici che numerici, per il caso di due strutture lateralmente omogenee e 
per quello di una struttura lateralmente eterogenea (costruita affiancando le due 
strutture lateralmente omogenee), dando particolare risalto al metodo dei coefficienti 
d'accoppiamento. Tutti i segnali sintetici modellati sottolineano come la presenza 
dello strato idratato influenzi notevolmente sia la· forma d'onda che l'ampiezza dei 
sismogrammi. La princìpale osservazione che facciamo consiste nel rilevare la 
presenza di un intervallo di frequenze, nello spettro dei segnali relativi alla struttura 
lateralmente eterogenea, dove l'accoppiamento fra i modi delle strutture non avviene. 
Questo evidenzia il fatto che una frazione considerevole di energia trasportata dal 
segnale - cioè la frazione relativa agli intra-couplings - non viene trasmessa o viene 
trasmessa parzialmente. 
A questo punto i segnali sono analizzati con il metodo FTAN (Levshin et al., 
1972, 1992; A.A.V.V., 1989) per verificare se il segnale relativo alla struttura 
lateralmente eterogenea, ottenuta dalle due strutture lateralmente omogenee delle 
quali si conoscono a fondo tutte le caratteristiche, mantenga oppure no qualche 
aspetto riconoscibile dei segnali corrispondenti alle strutture generatrici (specialmente 
se le due strutture generatrici differiscono di poco, come in questo caso). I risultati di 
questa analisi dimostrano come sia impossibile discriminare quali siano i singoli 
contributi delle due strutture genitrici al segnale generato dalla struttura ottenuta 
affiancandole. 
La parte centrale della tesi e' dedicata all'applicazione della tecnica 
dell'inversione di forma d'onda ai segnali registrati dalla rete di sismografi a banda 
larga posizionati nella regione del Mare di Scotia. L'impraticabilità' della regione del 
Mare di Scotia per molto tempo ha ostacolato la raccolta in loco di dati sismici e solo 
negli ultimi l 0-15 anni la regione e' stata dotata di una rete di sismografi a banda 
larga (broadband). I dati ottenuti da tale rete sono qui studiati tramite la tecnica 
dell'inversione di forme d'onda. 
Dopo aver dato una breve descrizione delle caratteristiche morfologiche e 
sismologiche della regione, presentiamo un'analisi delle registrazioni broadband della 
zona per determinarne le proprietà litosferiche, in modo da fornire una visione più 
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dettagliata delle sue caratteristiche strutturali. Così facendo otteniamo un 
miglioramento dei modelli strutturali pre-esistenti. Ciascuno dei segnali invertiti 
fornisce infatti una struttura che rappresenta l'equivalente, lateralmente omogeneo, 
della struttura reale, lateralmente eterogenea, lungo il percorso sorgente-ricevitore 
corrispondente. 
La copertura della regione del Mare di Scotia con una serie di percorsi sorgente-
ricevitore suggerisce, in un secondo tempo, di applicare la tecnica dell'analisi 
tomografica alle strutture finali ottenute dall'inversione. Utilizzando i risultati delle 
inversioni ottenuti in questa tesi assieme a quelli ottenuti, con il medesimo 
procedimento, da Guidarelli (2004 ), costruiamo dunque delle mappe tomo grafiche 
della velocità p in funzione della profondità. Nonostante il numero ridotto di percorsi 
analizzati non consenta di ottenere una risoluzione elevata dei dettagli della struttura 
litosferica, possiamo comunque rilevare la presenza di anomalie di velocità che sono 
in accordo con l'origine e l'evoluzione della regione, come ad esempio una estesa 
anomalia positiva nella zona centrale del Mare di Scotia. 
La parte finale della tesi tratta della regione del Mare di Scotia in termini di zona 
di subduzione W -vergente. Le zone di subduzione W -vergenti rappresentano un 
regime tettonico molto particolare e non molto diffuso, specialmente al di fuori 
dell'Oceano Pacifico. Dal momento che tra le regioni di subduzione W-vergenti e 
non-Pacifiche il Mare di Scotia e' quella che presenta la minor quantità di dati 
disponibili, proponiamo qui uno studio comparativo fra le principali zone di 
subduzioni W-vergenti e non-Pacifiche, allo scopo di migliorare l'interpretazione dei 
dati disponibili e le nostre conoscenze sul Mare di Scotia. Innanzi tutto descriviamo le 
caratteristiche delle zone di subduzione dei Caraibi, del Tirreno e dei Carpazi, assieme 
a quelle del Mare di Scotia, per evidenziare le caratteristiche comuni e le differenze 
fra le diverse aree. Successivamente prendiamo in considerazione i più recenti studi 
tomografici di tali zone: per la Scotia quello di Vuan et al. (2000), per Tirreno e i 
Carpazi quelli di Pontevivo (2002), Pontevivo and Panza (2002), Panza et al. (2003) e 
Raykova et al. (2004a, 2004b ), per i Carabi quelli di Gonzales et al. (2000, 2004). Per 
la nostra analisi consideriamo le mappe tomografiche che vanno da 15s fino a 50s, 
con un passo di 5s da 15s a 30s e un passo di l Os da 30s a 50s. Dall'osservazione di 
tutte queste mappe possiamo riconoscere alcune caratteristiche che sono considerate 
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essere proprie delle zone di subduzione W-vergenti. In particolare rileviamo: la 
presenza di un'anomalia negativa di velocità in corrispondenza della zona di 
subduzione; l'esistenza di un'estesa anomalia positiva nell'area occidentale di 
ciascuna delle zone esaminate, anomalia che evidenzia la presenza di un bacino di 
retro-arco; il fatto che tale anomalia positiva di velocità sia meno pronunciata lungo i 
margini del bacino. Quest'ultima caratteristica e' particolarmente evidente nel caso 
del Mare di Scotia e risulta in accordo anche con le osservazioni fatte nella parte 
centrale della tesi analizzando le mappe tomografiche di velocità in funzione della 
profondità. L'individuazione degli aspetti comuni alle quattro regioni esaminate, 
rafforza l'idea che un identico processo di formazione possa essere ali' origine delle 
regioni del Mare di Scotia, del Mar dei Carabi e del Mar Tirreno (Doglioni et al., 
1999). Il caso dei Carpazi e' invece differente e non permette di trarre analoghe 
conclusioni a partire dalle mappe analizzate. Infatti la collisione alla base della zona 
di subduzione dei Carpazi e' del tipo continente-continente, quindi e' difficile poter 
osservare, lungo i margini del bacino di retro-arco, una differenza nella anomalia di 
velocità, rispetto alla zona centrale del bacino stesso, che sia evidente quanto quelle di 
Scotia, C arai bi e Tirreno. 
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ABSTRACT 
The topi c of this work is the study of the structure an d of the geodynamics of the 
Scotia Sea region. Antarctica has always been a natura! laboratory for the 
investigation of the tectonics an d geodynamics of the southern hemisphere and in this 
context a major rule is played by the Scotia Sea Region. 
Since the Scotia Sea region is almost completely underwater, the sea bottom is 
characterized by the presence of sediments. Such presence influences very much the 
signals passing trough i t. In the first part of the thesis w e study, on a theoretical poi n t 
of vie w, the problem of modeling w a ves in structures in which w e w ili introduce a 
topmost layer with very low density and velocity. This layer is thought to represent, in 
emphasized manner, a behavior analogous to that of non-consolidated sediments, such 
those that can be found on the ocean bottom. W e concentrate on SH waves behavior 
since they are the most sensitive to the presence of a medium with a shear modulus Jl 
of small value. Analytical and numerica! modeling methods are used to calculate 
synthetic signals both in two laterally homogeneous structures and in one laterally 
heterogeneous structure (generated posing in welded contact the two homogeneous 
structures); a particular attention is posed on the coupling coefficients technique. Ali 
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the performed tests show that the introduced layer influences very much the signals, 
in both waveform and amplitude. The main result is that we recognize that there exists 
a range of frequencies, in the signals spectra, where the coupling of the modes of 
different structures does not occur, showing that a considerable fraction of energy 
-the fraction related to intracoupling of the higher modes- is not transmitted. Then w e 
perform a frequency-time analysis (Levshin et al., 1972, 1992; A.A.V.V., 1989) of the 
synthetics in arder to check weather or not a signal generated by a laterally 
heterogeneous structure, obtained by two laterally homogeneous structures whose 
characteristics are well known, maintains any aspect of the signals corresponding to 
the parent structures ( and this especially in the present case in which the parent 
structures differ only for two thin layers). The results of the analysis show that is not 
possible to discriminate between the single contributions of the parent structures to 
the signals generated by the laterally heterogeneous one. 
The centrai part of the thesis is devoted to the waveform inversion of seismic 
records recorded by the stations located in the Scotia Sea region. The remote location 
of the area has posed many problems in the collection of seismological data for long 
time and only in the last l 0-15 years the islands and the continental regions 
surrounding the Scotia and Sandwich plates have been covered by a satisfactory 
seismic instrumentation. H ere, by mean of the technique of waveform inversi an, the 
new available broadband data are studied. After having described the tectonic area of 
Scotia Sea we use the broadband seismic waveforms coming from Scotia Sea region 
to determine the properties of the lithosphere in the area, furnishing a better insight to 
the features characterizing regional structure and evolution. In such a manner, already 
existing mode l structures are refined and improved by the analysis of a new seri es of 
events. Each of the inverted waveform furnishes a structure that is the one-
dimensional equivalent of the real much more complicated structure; so it can be 
considered as an average model of the lithosphere along that path. The coverage of 
the Scotia Sea region by a net of paths suggests us to apply the seismic tomography 
method. The waveforms inverted in this work, together to the ones inverted by 
Guidarelli (2004) using the same technique, are finally used to construct P-velocity 
versus depth maps. Observing the maps we can point out, in spite of the really small 
number of path analyzed (which does not allow obtaining informati an on the details 
of the lithospheric structure ), some features which are in go od agreement with the 
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origin and evoiution of Scotia Sea region, as for exampie, the presence of a positive 
veiocity anomaiy in the centrai area of Scotia Sea, whose vaiue decreases in the 
vicinity of Scotia Sea borders. 
The finai part of the thesis treats of the Scotia Sea region characteristics as a 
West-directed subduction zone. The W -directed subduction zones are qui te pecuiiar 
tectonic features, which do not occur very often, especially outside the Pacific Ocean 
domain. Since, among the non-Pacific W-directed subduction zones, the Scotia Sea is 
the poorest in terms of avaiiabie data due to its remote Iocation, we present here a 
comparative study of the main non-Pacific W-directed subduction zones, in order to 
improve the interpretation of data and, in generai, our knowiedge on the features of 
Scotia Sea area. We describe the characteristics of Caribbean, Tyrrhenian and 
Carpathians W -directed subduction zones, together with Sco ti a, stressing both 
common features and differences that can be detected by the avaiiabie Iiterature. Then 
we consider the Iast few years tomographic studies performed in these areas: in Scotia 
Region by Vuan et al. (2000), in Tyrrhenian and Carpathians Regions by Pontevivo 
(2002), Pontevivo and Panza (2002), by Panza et al. (2003) and by Raykova et al. 
(2004a, 2004b) and in Caribbean Region by Gonzaies et al. (2000, 2004). In our 
anaiysis we take into account the tomographic maps which cover the range of periods 
from 15s up to 50s, with a 5s step from 15s to 30s and a l Os step from 30s to 50s. By 
the anaiysis of all these tomographic map we recognize some of the features that are 
considered as peculiar of W -directed subduction zones. In particular w e observe: the 
presence of a low velocity anomaly corresponding to the subduction area, the 
existence of a high velocity anomaly in the west side of each region, stressing the 
presence of the back-arc basin, and the fact that this high velocity anomaly is less 
pronounced all along the basin borders. The latter characteristic is much pronounced 
in the Scotia Sea Area and agrees with the observations pointed out in the 'velocity-
versus-depth' tomographic analysis presented in the centrai part of the thesis. The 
detection of such common characteristic in ali the four tomographic studies, enforce 
the idea that an identica! process could be at the origin of Scotia Sea region, 
Caribbean Sea region and of Tyrrhenian Sea region (Dogliani et al., 1999). The case 
of Carpathians is different and does not allow finding -in the presented maps- enough 
aspects to sustain that idea. In fact the collision that generated the Carpathians W-
directed subduction zone is between continental plates, so it is obviously difficult to 
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observe, along the basin borders, a difference in velocity anomaly, with the centrai 
basi n area, as pronounced as the o n es for Scotia, Cari bbean an d Tyrrhenian. 
VIU 
TABLE OF CONTENTS 
Riassunto ................................................................................. · · ·.··.i 
Abstract ......................................................................................... v 
Table of contents ............................................................................. ix 
PARTI 
CHAPTER l - Methods for computing synthetic seismograms in Iaterally 
homogeneous and heterogeneous media 
1.1-Introduction ............................................................................ l 
1.2-Seismic wavefield and equations of moti o n ...................................... .l 
1.3-Multimodal method ................................................................... 3 
1.3.1-Love modes ....................................................................... 7 
1.3.2-Rayleigh mode s .................................................................. 8 
1.4-M od es radiated by point sources in anelasti c media ............................ l O 
1.5-Mode Coupling ....................................................................... 12 
l. 5 .1-Computation of coupling coefficients ....................................... 14 
1.6-Finite differences ..................................................................... 18 
1.6.1-Hybrid method .................................................................. 21 
CHAPTER 2 - Considerations on SH waves modeling in Iateral heterogeneous 
structures 
2.1-Introduction ........................................................................... 23 
2.2-Building of l D structures ........................................................... 24 
2.3-Choosing source-receiver configuration .......................................... 27 
2.4- 2D Modeling ......................................................................... 30 
2.5-Coupling Behavior ................................................................... 33 
2.6-Coupling Coefficients Analysis .................................................... 35 
2.7-Application ofWKBJ method ...................................................... 38 
IX 
2.8- FTAN Analysis ..................................................................... 40 
PART2 
CHAPTER 3- Theoretical formulation ofwaveform inversion method 
3 .1-Introduction ........................................................................... 48 
3.2-Partitioned waveform inversion scheme ......................................... .49 
3.3- P-SV multimode summation differential seismograms for layered media. 51 
3.4-Amplitude and phase differentiation .............................................. 59 
CHAPTER 4 - Waveform inversion in Scotia Sea region 
4.1-Introduction ........................................................................... 63 
4.2-The Scotia Sea region ............................................................... 64 
4.2.1-0rigin, evolution and motions ................................................ 66 
4.2.2-Scotia Sea seismicity and data collection ................................... 67 
4.3-Waveform inversion of Scotia Sea records ....................................... 69 
4.3.1-Events, receivers and paths for waveform inversion ...................... 70 
4.3.2-Inverted waveforms ............................................................ 75 
4.3.3- Resulting structures ........................................................... 78 
4.4-Seismic Tomography application .................................................. 81 
4.4.1-Resulting tomographic maps ................................................. 83 
PART3 
CHAPTER 5 - The W est-directed subduction zones outside of the Pacific: Scotia, 
Tyrrhenian, Carpathians and Caribbean domain 
5.1-Introduction ............................................................................ 89 
5.2- The W -directed subduction zones ................................................ 90 
5.3- The Sandwich W -directed subduction zone ..................................... 94 
5.4- Comparison ofnon-Pacific W-directed subduction zones ..................... 96 
Conclusions .............................................................................. ... 1 07 
x 
Appendix A - Tsunami modeling in multilayered oceanic structures 
A.1-Introduction ........................................................................ 111 
A.2-Solution of tsunami eigenvalue problem ....................................... 112 
A.3-Tsunami waves excited by seismic sources .................................... 118 
A.4- Shoaling factor an d final considerations ...................................... .120 
Appendix B - Surface wave tomography 
B.1-Introduction .......................................................................... 123 
B.2-The surface wave tomography ................................................... 124 
B.3-Theory and method ................................................................ 125 
B.4-Estimation ofthe resolution ...................................................... 128 
References ................................................................................... 130 
Xl 
CHAPTERl 
Methods for computing synthetic seismograms in 
laterally homogeneous and heterogeneous media 
1.1-Introduction 
In this chapter we briefly present some different methods to calculate synthetic 
seismograms, mainly concentrating on modal summation technique, that is part of 
analytical methods, and on finite differences technique, that belongs to the class of 
numerica! methods. 
1.2-Seismic wavefield an d equations of motion 
In the classica! theory of elastic body we represent seismic waves as 
perturbations propagating within a continuous medium. These perturbations are 
supposed to be generated by a transient disequilibrium in the field of stresses. By 
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mean of the mathematical Lagrangian description, the displacement of each parti cl e in 
the medium is associated to the vector field u(x,t). 
Considering the balance of forces, including inertia, body forces and surface 
forces acting on a cubie element within the continuum, and applying Newton's law, 
we obtain the system of equations ofmotion (Panza et al., 2001): 
(1.1) 
where a Cartesian coordinate system (x, y, z) is adopted. <Jij(x,t) (i=x, y, z; j=x, y, z) 
indicates the second-order stress tensor, r is the density of the materia!, and X, Y, Z 
are the components of body forces for a uni t mass. 
Deformations, indicated by the second arder tensor eki(x,t) (k=x, y, z; l=x, y, z), 
if assumed infinitesimal, c an be written as a function of displacements, se e e q. (1.2). 
du duy du 
exx+eyy+ ezz= __ x +--+--z 
dx dy dz 
_!(dux + duy J 
exy = eyx = 2 dy dx l(du duyJ e = e = - _z +- (l 2) yz zy 2 dy dz · 
exz = ezx= 
.!(duz + dux) 
2 dx dz 
Then we consider the relation between stress and deformation in the medium. 
Whether in generai this relation might be very complex, we assume for our problems 
small deformations and short-duration stresses, that lead the stress-deformation 
relation to the linear expression called Hooke's law (1.3). 
(1.3) 
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In expression (1.3), Cijkl is a fourth order symmetric tensor, whose 81 elements 
are the elastic moduli. Assuming the solid being isotropic and remembering that the 
eij tensor is symmetric, in our elastic medium the parameters involved in the stress-
deformation relation reduce to À and J.l, which are called Lame' parameters (e.g. see 
Lay and Wallace, 1995). 
a·· = À ekk ò.. + 2 11 e .. lJ lJ ,....., lJ (1.4) 
U sing re lati o n ( 1.4 ), system ( 1.1) becomes a linear system of three differential 
equations with three unknowns: the three components of the displacement vector, 
whose coefficients depend upon the elastic parameters of the materia!. It is not 
possible to find the analytic solution for this system of equations; therefore it is 
necessary to add further approximations, chosen according to the adopted resolving 
method. 
Two ways can be followed. In the first one an exact definition of the medium is 
given, and a direct numerica! integration technique is used to solve the set of 
differential equations. The second way implies that exact analytical techniques are 
applied to an approximated model ofthe medium that may have the elastic parameters 
varying along o ne or more directions of heterogeneity. 
1.3-Multimodal method 
W e introduce now the analytical solution valid fora flat-layered halfspace that 
constitutes the base of knowledge for further treatment of models with lateral 
discontinuities (Panza et al., 2001). W e define a Cartesian system of coordinates in a 
halfspace, setting the vertical z-axis positive downward. The free surface, defined by 
null vertical stresses ( O'xz, O'yz, O'zz), coincides then with the z=O p lane. Let us assume 
À, J.l and p as piecewise continuous functions of z, and that body wave velocities, a 
and P , assume their largest value, aH and pH, when z > H, remaining constant for 
greater depths. Considering only vertical dependence for elastic parameters and 
putting together eq. (1.1) and (1.4) we obtain: 
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2 2 2 2 
a u ( ) a u ( ) a uy ( ) a uz p __ x = pX + À + 2!-L __ x + À +!-L -- + À +!-L -- + 
at2 ax2 axay axaz 
a2 a2 a2 a2u P~= pY +(ì... +2!-L)~ +(ì... +!-L)~ +(ì... +!-L)-z + 
at2 ay2 axay ayaz (1.5) 
2 2 
a uy a uy al-L auy al-L auz 
+!-L-- +!-L--+---+---
ax2 az2 az az az ay 
a
2
u ( ) a2u ( ) a2u ( ) a2u p __ z = pZ + À + 2!-L __ z + À +!-L __ x + À +!-L __ Y + 
at2 az2 axaz ay az 
+Il iuz +Il iuz + aA (aux + auy + auz) +2 al-L auz 
ax2 ay2 az ax ay az az az 
The boundary conditions to be satisfied in order to solve system (1.5) are the 
continuity of displacement and stress components ali along the vertical axis and the 
free-surface condition at z=O: 
O"zz = (ì... + 2!-L) auz + À (aux + auy) =o 
az ax ay 
O"zx = 1-L (aux + auz) = o 
az ax 
(1.6) 
(auy + auz) =o O"zy = 1-L az ay 
The complete solution of (1.5) can be represented in an integrai form. At large 
distances from the source, compared with the wavelength, the main part of the 
solution is given by Lo ve and Rayleigh modes (Levshin, 1973; Aki and Richards, 
1980). 
Neglecting the body forces, we can consider solutions of (1.5) having the form 
ofplane harmonic waves propagating along the positive x axis: 
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u(x, t)= F(z)ei(wt-kx) (1.7) 
where k is the wavenumber connected with the phase velocity c, i.e., k=ro/c, and ro is 
the angular frequency (Panza et al., 2001). 
Let us consider the case c<PH· Using (1.7) eq. (1.5) becomes: 
ro2 p Fx - k2(À + 2~) Fx - ik (À + ~) aFz - ik a~ Fz +_i_(~ aFz) =O 
az az az az 
ro2 p F y - k2~ Fy +_i_(~ aFy) =O (1.8) 
az az 
ro2 p Fz- k2~ Fz- ik (À + ~) aFx - ik dÀ Fx +_i_[(À + 2J.L) aFz] =O 
az az az az 
Then we have to solve two independent eigenvalue problems for the three 
components ofthe vector F=(Fx,Fy,Fz). 
The first one describes the motion in the piane (x,z), i.e., P-SV waves, and it has 
the form: 
(1.9) 
and must be solved with the free surface boundary condition at z = 0: 
O"zz = (J.. + 211) aJzz - i k À Fx = O 
(1.1 O) 
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The second eigenvalue problem describes the case when the particle motion is 
limited to the y-axis and determines phase velocity and amplitude of SH waves. It has 
the form 
(1.11) 
and must be solved, when z = O, with the boundary condition: 
(1.12) 
A t this point, following Panza et al. (200 l), we consider the vertical 
heterogeneity in the halfspace, so we modify the model introducing a series of N-1 
homogeneous flat layers, parallel to the free surface, overlying a homogeneous 
halfspace (Fig. l. l). Let rm, am, Pm, and dm, respectively be the density, P-wave and 
S-wave velocities, and the thickness of the m-th layer. Furthermore, l et us de fine the 
quantities: 
ltF if C> am ltr. if C> P m 
r = (1.13) am 
-iFltr r~m = -iFrtr if C< am if c< Pm 
6 
--~--------+----------x 
c --,--c----~------------x 
m-1 C 
m m 
m m 
(a) (b) 
z z 
c c 
x x 
m-1 c m-1 c 
m m 
m m 
c 
(c) (d) 
z z 
Fig.l.l-For the adopted reference system the term in v' of equation (1.14) represents a piane wave 
whose direction of propagation makes an angle coC 1 r~rn with the +z direction when r~rn is real (a), and a 
wave propagating in the +x direction with amplitude diminishing exponentially in the +z direction 
when r~rn is imaginary (b). Similarly the term in v" represents a p lane wave making the same angle with 
the direction -z when r~rn is re al (c) an d a wave propagating in the +x direction with amplitude 
increasing in the +z direction when r~rn is imaginary (d). (Panza et al., 2001). 
Then we look for the periodi c solutions of the el asti c equations of motion in the 
m-th layer in the two cases of Lo ve and Rayleigh waves. 
1.3.1-Love modes 
For Love waves these solutions are: 
u =u =0 x z 
(1.14) 
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and the associated stress component is: 
(1.15) 
where v~ an d v~ are constants. Given the sign conventions adopted, the term in v' 
represents a piane wave whose direction of propagati o n makes an angle coC1rpm with 
the +z direction when rpm is reai, and a wave propagating in the +x direction with 
ampiitude diminishing exponentially in the +z direction when rpm is imaginary. 
Simiiarly the term in v" represents a piane wave making the same angle with the 
direction -z when rpm is reai and a wave propagating in the +x direction with 
ampiitude increasing in the +z direction when rpm is imaginary (Fig.1.1 ). 
Here the boundary conditions that must be satisfied at any interface are the 
continuity of the transverse component of displacement, uy, and the continuity of the 
tangentiai component of stress, crzy· 
1.3.2-Rayleigh modes 
Far Rayleigh waves the periodi c soiutions of the eiastic equations of motion in 
the m-th Iayer are, combining diiatational and rotationai wave soiutions: 
(1.16) 
Ò = ]_[dUx _ dUz] = (~' -ikr~mz ~" +ikr~mz) i(cot-kx) 
m 2 dz dx um e + urne e 
where Llm', Llm", Òm' and Òm" are constants. Again, given the sign conventions 
adopted, the term in Llm' represents a piane wave whose direction of propagation 
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makes an angle coC1ram with the +z direction when ram is real, and a wave 
propagating in the +x direction with amplitude diminishing exponentially in the +z 
direction when ram is imaginary. Similarly the term in Llm" represents a piane wave 
making the same angle with the direction -z when ram is real and a wave propagating 
in the +x direction with amplitude increasing in the +z direction when ram is 
imaginary (Fig.1.1 ). The same considerations can be applied to the terms in Òm' and 
Òm", substituting ram with r~m· A t this point, dropping the term exp[i( rot-kx)] the 
displacements and the associated stress components corresponding to the dilatation 
and rotation, given by eq. (1.16), can be written as: 
u __ a~ (dilmJ _2 B~ (a<>mJ 
x - w2 dx w2 dz (1.17) 
(1.18) 
(1.19) 
(1.20) 
For Rayleigh waves the boundary conditions that must be satisfied at any 
interface are the continuity of the displacement and stress components given in eqs. 
(1.17-1.20). 
After having defined the eigenvalue problem for both Love and Rayleigh waves, 
we can use the Thomson-Haskell method and its modifications (e.g., Schwab and 
Knopoff, 1972; Florsch et al., 1991) to efficiently compute the dispersion function of 
surface waves and therefore synthetic seismograms in layered anelastic media. In fact, 
ones the dispersion function is found, the couples (ro,c) for which the dispersion 
function is equal to zero are its roots and represent the eigenvalues of the problem. 
Eigenvalues, according to the number of zeroes of the corresponding eigenfunctions 
(i.e. displacements and stresses), can be subdivided in the dispersion curve of the 
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fundamental mode (which has no nodal planes), ofthe first higher mode (having one 
no dal p lane), of the second higher mode and so o n. Once the phase velocity c is 
determined, we can compute analytically the group velocity using the implicit 
functions theory (Schwab and Knopoff, 1972), and the eigenfunctions (Florsch et al., 
1991 ). This is the procedure at the base of the modern and efficient methods for the 
computation of multimodal dispersion in anelasti c media (e. g., Schwab and Knopoff, 
1972; Schwab et al., 1984; Panza, 1985). 
1.4-Modes radiated by point sources in anelastic media 
N o w i t is necessary to take into account for the seismic source. The source is 
introduced in the medium in order to represent the fault, supposed to be planar, as a 
discontinuity in the displacement and shear stress field. On the contrary, norma! 
stresses are supposed to be continuous across the fault plane. By mean of the 
representation theorem, Maruyama (1963) and Burridge and Knopoff (1964) 
demonstrated the rigorous equivalence of the effects between a faulted medium with a 
discontinuity in the displacements and shear stress fields, and an unfaulted medium 
where proper body forces are applied. 
Following Panza et al. (2001), we assume that periods and wavelengths, which 
we are interested in, are large compared with the rise time and the dimensions of the 
source. Therefore the source function, describing the discontinuity of the 
displacement across the fault, can be approximated with a step function in time and a 
point source in space. After this, assuming the normal stress to be continuous across 
the fault, using representation theorem we find that the equivalent body force in an 
unfaulted medium is a double-couple with null total moment. Then, having already 
determined the eigenvalues and the eigenfunctions of the problem, we can write the 
expression of the displacement with varying time, i.e., the synthetic seismogram, for 
the three components of motion. 
The asymptotic expression of the Fourier transform of the displacement 
U=(Ux,Uy,Uz), at a distance r from the source, can be written as U = L m U, where 
m=l 
m is the mode index and: 
IO 
.1t 
-l-
m U z(r, z,ro )=mux (r, z, ro )e 2e01 
Here L and Rare indicating Love and Rayleigh associated quantities. 
In Eq. (1.21) S(ro) =IS(ro)lexp[i arg(S(ro))] is the Fourier transform ofthe source 
time function. X (h 5 , <p) represents the azimuthal dependence of the excitation factor 
(Ben-Menahem and Harkrider, 1964): 
with: 
XR (h 5 , <p)= d 0 +i( d1R sin <p+ d 2R cos<p) + d 3R sin 2<p + d 4R cos 2<p 
XL (h 5 ,<p) = i(d 1L sin <p+ d2L cos<p) + d 3L sin 2<p + d 4L cos2<p 
do= ..!_B(h5 ) sin À sin2o 2 
dlR = -C(h5 ) sin À cos20 
d2R = -C(h5 ) COSÀ COSO 
d 3R = A(h5 ) cosÀ sino 
d4R = - fA(h 5 ) sin À. sin20 
d1 L= G(h5 ) cosÀ sino 
d2L = -G(h5 ) sinÀ cos2o 
d3L = ..!_ V(h5 ) sin À sin2o 2 
d 4L = V(h5 ) cosÀ sino 
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(1.22) 
(1.23) 
where <P is the angle between the strike of the fault and the direction obtained 
connecting the epicenter with the station, measured anticlockwise; hs is the focal 
depth; ò is the dip angle and À is the rake angle. 
The functions of hs that appear in ( 1.23) depend o n the values assumed by the 
eigenfunctions at the hypocenter: 
2 O'zz * (hs) 
p (h5 ) a 2 (h 5 ) u z (O) l c 
(1.24) 
where the asterisk, *, indicates the imaginary part of a complex quantity, i. e., 
* * d * l .. Ux , O'zz , an O'zy are rea quantlttes. 
The other quantities in (1.21) are the energy integrai I1, the group velocity Vg 
and the phase attenuation C2 (which describes the effect due to anelasticity). 
At this point we want to remind that the formalism of modal summation 
technique, which till here has been described only for the propagati an of waves in the 
soli d Earth, can be extended to treat the propagati an of waves in the liquid media. In 
particular, taking into account that in the case of a liquid the gravitational contribution 
has to be considered, the modal summation method can be used to describe the 
phenomenon oftsunami wave propagation in the oceans (see Appendix A). 
1.5-Mode Coupling 
Let we consider now the case of a laterally varying structure. Modal summation 
is the most suitable technique for modeling the dominant part of seismic ground 
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motion (Panza et al., 2001 ). The key point of the technique is the description of the 
wavefield as a linear combination of given base functions: the norma! modes 
characteristic of the medium. In the case of the Earth, the moda! summation technique 
is an exact method, since for a finite body the norma! modes form a complete set. If 
we approximate the Earth with a flat layered halfspace, the completeness of norma! 
modes is no longer satisfied, since they are associated only with the discrete part of 
the wavefield spectrum. Nevertheless this limitation can be overcome or controlled 
using severa! procedures. 
The basic idea is that, in the 2D structure, the unknown wavefield is generated 
by the latera! heterogeneities and is written as a linear combination of base functions 
representing the norma! modes (Love and Rayleigh) of the considered structure, 
therefore the problem reduces to the computation of the coefficients of this expansion. 
If we consider a heterogeneous medium made of two layered quarterspaces in 
welded contact, the traditional method (Alsop, 1966; McGarr and Alsop, 1967) 
assumes that at a given frequency the set of eigenfunctions is complete for each of the 
two quarterspaces. If this condition is satisfied, then the unknowns of the problem, 
i.e., the transmission and reflection coefficients, c an be computed assuming the 
proper continuity conditions at the vertical interface. There are two problems with this 
approach: (l) at a given frequency the discrete spectrum of the eigenfunctions is not 
complete and the continuous spectrum should be included, and this requires the 
cumbersome computation of branch-line integrals; (2) the expansion in series of the 
base functions can be carri ed out for a finite number of terms, so that a contro l over 
the approximations introduced becomes necessary. 
We considera modal approach, alternative to the originai Alsop's method, in 
which the coupling coefficients for the modes transmitted and reflected at the vertical 
interface are computed, an d the outgoing (inhomogeneous) surface waves are 
obtained as a superposition of homogeneous and inhomogeneous waves using Snell's 
law at each section (supposed infinite) ofthe vertical interface (Alsop et al., 1974). 
The main objection to this approach is that the horizontal boundary conditions are no 
longer satisfied and therefore some diffracted waves, near the vertical interface, are 
no t properly taken into account. N evertheless i t is possible to estimate the severity of 
the approximation introduced by checking the energy balance between the incoming 
and the outgoing wavefields. 
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Here, starting from the originai formulation by Gregersen and Alsop (1974), we 
describe the analytical solution of the problem associated with SH waves. 
The basic mode l consists of two layered quarterspaces in welded contact, but the 
formalism can be extended to any laterally heterogeneous structure using a series of 
1-D layered structures in welded contact at the vertical interfaces. 
1.5.1-Computation of coupling coefficients 
Let us consider a mode of medium l, incident o n the vertical interface between 
medium I and medium II as shown in Fig.1.2. W e consider normal incidence at the 
vertical interface, but the case of oblique incidence can be treated as well. 
lncoming wavefield H= O o 
H1 
------------+-----------------
. -----------------t-----------
Hs-1 
----------------- -+-----------
-----------+----------------
I II 
z 
x 
Fig.1.2- 2D modeL Dashed lines represent the fictitious interfaces introduced to line up the layers of 
the two quarterspaces. (Panza et al., 200 l). 
W e describe the wavefield associated with the incoming mode by the stress-
displacement vector defined as: 
(1.25) 
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where UJ = (ux1, uy1, UzJ) is the displacement vector and O'ixl (i= x, y, z) are the three 
components of the stress acting o n the vertical interface de fin ed by x=O. 
Similarly we can define the stress-displacement vector associated with a mode 
belonging to medium II: 
(1.26) 
The projection of vector (1.25) on the vector (1.26) can be defined as follows 
(Herrera, 1964): 
(AJ,An) = ;i] luxi<hxn + Uy! <iyxii + Uzi<fzxn + 
o (1.27) 
-U xiiO'xxi-U yiiO'yxi-UziiO'zxi]dz 
where (here and in the following) the bar denotes the complex conjugation operator. 
This scalar product fully describes the orthogonality relation for the considered 
eigenfunction sets (see Appendix A in Panza et al., 2001). Actually, ifvectors ACn) and 
ACm)represent two modes (n and m) ofthe same medium at the same frequency, then 
ifn:f:m (A (n), A(m))= O, while ifn=m (Alsop, 1966): 
(A (m) ,A (m))= ±_!_E 
(l) 
(1.28) 
where E is proportional to the energy flux carried by the incoming mode crossing the 
vertical interface. The sign in (1.28) is chosen according to the propagation direction: 
( +) for transmitted and (-) for reflected waves. 
The stress-displacement vectors associated with transmitted and reflected 
modes, indicated as: 
(1.29) 
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(1.30) 
can be regarded as a superposition of propagating modes of medium II and medium I 
respectively. In each horizontal section the displacement, due to a Lo ve mode, can be 
written as: 
uy(x, z, t)= [ A5 co~kr~5z) + B5 sin(kr~5z)]ei(wt-kx) (1.31) 
where As and Bs are the layer constants and: 
if c>~s 
(1.32) 
.R r~s =-lv 1- p; if c<~s 
where c is the phase velocity and ~s is the S-wave velocity in section s. Therefore, in 
each horizontal section a Love mode can be considered as a superposition of SH-
waves incident o n the vertical interface with an angle: 
e -l( ~s) 5 =COS  (1.33) 
N o w the transmission and reflection coefficients can be computed in each horizontal 
section using Snell's law, which is valid for an infinite surface of contact. 
Now is possible to write the transmission coupling coefficient, i.e., the quantity 
that de seri bes ho w the amplitude of mode m' in medium II is excited by the incoming 
mode m ofmedium I (Vaccari et al., 1989): 
(A. (m) A(m')) y(m,m') _ T 1 II 
T - ( (m) {m))l/2( (m') (m'))l/2 Ar ,Ar An ,An 
(1.34) 
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The reflection coupling coefficient can be defined as: 
(A(m) A(m)) (m, m') R 1 I 
Y R = ( (m) (m})l/2( (m') (m'))l/2 Ar ,Ar An ,An 
(1.35) 
lt can be shown that the only non-zero reflection coefficients are those relative 
to the coupling of homologous modes, i.e., the intracoupling coefficients. 
The condition of welded contact between medium I and medium II implies that 
the energy flux (incident, transmitted and reflected) across the vertical interface must 
be preserved, so: 
(Ar,Ar) = (AR, AR) + (AT ,AT) (1.36) 
Applying the conditions of continuity of stress and displacement components at 
the vertical boundary, after some manipulations, we obtain that the transmitted vector, 
for the whole set of outgoing modes, can be written as: 
(AT,AT)= f (A~m') ,A~m')) 
m'=O (1.37) 
Defining column vector, Bm,m' , as the vector whose elements are the 
transmission coefficients for each single section, defined by relation (1.34) for the 
incoming mode m, we can write: 
(AT,AT)= I I B~,m·(A~m),A~m))= I I B~,m' 
m'=O m=O m'=O m=O 
(1.38) 
In analogous way, for the reflected vector, we obtain: 
00 00 2 00 00 2 
L L Bm m·+ L L~ m· =l 
m'=O m=O ' m'=O m=O ' 
(1.39) 
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which corresponds to the conditi o n of unitary scattering matrix as defined by V accari 
et al. (1989). If we consider a single incident mode m of unitary amplitude, 
expression (1.39) can be written as: 
(1.40) 
m'=O m'= O 
where y refers to the coupling energy with transmitted and reflected modes. Equation 
(1.40) is the fundamental relation to estimate the approximation introduced by 
neglecting diffracted body waves. 
1.6-Finite differences 
W e consider now one ofthe most used numerica! methods, i.e. finite differences 
method. The main characteristic of this technique ( e.g. see Panza et al., 200 l) is the 
substitution, in wave equation, of the differential operators with finite difference 
operators by mean of Taylor expansion, truncated at the second-order: 
du l d 2u 2 3 
u(x±h) = u(x)±-h+--2 (h) ±o(h) dx 2dx (1.41) 
So a regular grid of points approximates the continuum. 
W e can give an example of how an operator is discretized. Let so consider the 
initial first-order differential operator Du(x). Operators of forward difference, D+, 
centrai difference, D0 , and backward difference, D_, that substitute i t are: 
du 
Du(x)= dx ~ 
D ( ) _ u(x+ h)-u(x) +u x ----h---
D ( ) _ u (x +h) - u(x -h) 
au x - 2h 
D _u(x) = u(x)- ~(x- h) 
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(1.42) 
Truncation errors have a dominant term proportional to h, h2, and h (first, 
second, and first order), respectively. A proper linear combination of these operators 
furnishes then the expression for substituting the second derivative operator. 
W e c an extend the same considerations to temporal an d spatial derivati ves with 
respect to any spatial coordinate. 
As a generic example of the application of finite differences method we can 
discretize the equation of motion for l D SH waves in the case of el asti c parameters 
varying only along x direction, i.e.: 
a [ auy J 
- J.t(x)-
òx òx 
(1.43) 
T o avoid the evaluation of partial derivatives with respect to m, we can rewrite 
(1.43) using a velocity-stress formulation: 
(1.44) 
A t this point we must sample the p lane of x and t coordinate s. W e introduce l 
and m integer values to define grid points (l ~t, m ~x). To determine stress and 
velocity values in the point (m ~x) at a given instant of time ((l+ l) ~t), we can 
approximate the system (1.44) by D 0 operator in space, i.e., using the values of crxy 
and uy at three space-adjacent points ((m-1) ~x, m ~x, (m+ l) ~x), and by D+ 
operator in time: 
( . )l+ l - ( . )l ( )l ( )l Uy m Uy m = l crxy m+l- crxy m-1 
~t Pm 2& 
(crxy)~ 1 - (crxy)~ _ (uy )~+l- (uy )~-l 
~t - Jlm 2& 
(1.45) 
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This system must be iterated in space and time (Aki and Richards, 1980), 
satisfying the proper boundary conditions. 
Because the truncation error E grows exponentially with increasing time, the 
stability of the system, Ile, tends to zero, making the scheme adopted in (1.45) always 
unstable. 
If D 0 operator is adopted also for the time derivative, the resulting scheme is a 
conditionally stable one. This means that the integration step in time must satisfy the 
relation: 
(1.46) 
So boundary in the time step corresponds to the physical obvious condition that 
information cannot propagate across the mesh faster than the velocity ~~.xl .1t. The 
stability condition (1.46) can be extended to a homogeneous medium with N spatial 
dimensions simply by dividing the right-hand si de of (1.46) by .JN. One of the most 
important topics for any practical application of a stable finite difference scheme, 
explicit intime, to a laterally varying medium, is to find the proper combination of .1x 
and .1t. 
Another operation contro l is to de fine the accuracy of the adopted scheme, i. e., 
the rate of convergence of the numerica! phase and group velocities to the correct 
ones, which is calle d numerica! dispersi o n. F or example, in the case of the 1-D centrai 
difference scheme for time an d space which leads to conditi o n ( 1.46), is demonstrated 
(e. g., Aki and Richards, 1980) that the accuracy of modelling the signal dispersion 
(grid dispersi o n) requires that at least l O grid points are defined per wavelength: 
A C 27t 
LlX<--
10 (ù (1.47) 
Condition (1.4 7) significantly limits the spatial extension of the structural 
model. Given that both (1.46) and (1.47) must be simultaneously satisfied, the lowest 
phase velocity drives the choice of .1x, while the highest phase velocity determines 
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the time sampling ~t, that, due to computational limitations, is generally chosen as 
close as possible to the highest allowed value. Therefore the numerica! errar 
introduced varies with time. 
Anyway, for improving the overall accuracy of an explicit finite difference 
scheme, sometimes is opportune to adopt the so-called staggered grids, where the 
fields, velocity and stress in the case of eqs. (1.42), are each defined in different grids 
shifted in space (Madariaga, 1976). Another approach leads to the adoption of higher-
order operators ( compared to (1.42)) for the spatial derivati ves (e. g., Levander, 1988) 
that use more informati an, by means of the Taylor series, than that coming from the 
nearest neighbor grid points. 
One of the main uses of the finite differences method results in the possibility 
for treating media with spatially varying parameters compared with the signal 
wavelength. So often we can use them as a reference or a contrai method for results 
obtained by other techniques. 
1.6.1-Hybrid method 
To optimize the advantages of both the methods just described, i.e. modal 
summation and finite differences (Fah, 1991; Fah et al., 1993a,b) developed a hybrid 
method that combines them. W ave propagati an is tre a te d by means of the m o dal 
summation technique from the source to the vicinity of the local, heterogeneous 
anelastic structure that we may want to model in detail. The heterogeneous structure is 
treated by finite differences scheme. 
The main requirement is to properly define the structure in which the waves are 
propagating. As is shown in Fig.1.3, a laterally homogeneous (l D) anelastic structural 
model is adopted, which represents the average crustal properties of the region. The 
generated wavefield is then introduced in the grid that defines the heterogeneous (2D) 
area and it is propagated according to the finite-differences scheme. 
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Distance from the source 
1---.;..F.;..re:;...;e:....s;;.;u:....rf.:..:a.:..:c..:.e_~ __ ::._ __ -l-----i~M~-'ri+~~.~~~.~.~~~~~~~:~/""~.jv"":}~/>:,~· •q...---1 
t---------------.--+f------'\:.::::::::::::::::::::::::::::::f-::-· ------ --t 
;:1 A 
Source 
Reference layered mode! 
Artificial boundaries, limiting 
the FD grid. 
Zone ol high attenuation, where 
Q is decreasing linearly toward 
the artificial boundary. 
Local heterogeneous mode! 
Adjacent grid lines, where the wave 
field is introduced into the FD grid. The 
incoming wave field is computed with 
the mode summation technique. The 
two grid lines are transparent for 
backscattered waves (Aiterman and 
Karal, 1968). 
.l Site 
Fig.1.3- Schematic diagram ofthe hybrid (moda! summation and finite difference) method. (Panza et 
al. (200 l). 
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CHAPTER2 
Considerations on SH waves modeling 
in lateral heterogeneous structures 
2.1-Introduction 
The proposal of this chapter is to introduce some considerations about the 
modeling of SH-waves in laterally varying structures. These considerations come out 
from the observation of seismograms calculated in layered structures in which we 
considera special first layer (i.e. the layer just below the free surface boundary). 
We w'ill study, on a theoretical point of view, the problem of SH-waves 
propagation in structures in which we will introduce a topmost layer with very low 
density and velocity. This layer is thought to represent, in emphasized manner, a 
behavior analogous to that of non-consolidated sediments, such those that can be 
found o n the ocean bottom. In particular we want to mode l 2D signals by mean of the 
different techniques described in Chapter l and to compare them in order to determine 
their applicability to such particular structures. 
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W e will start studying the influences of the inserti o n of the new top layer o n the 
signals obtained considering laterally homogeneous structures. The signals will be 
modeled by the one-dimensional modal summation method. Then we will begin the 
proper analysis of the seismograms relative to laterally heterogeneous structure built 
putting in welded contact two l D structures. W e will calculate seismograms in many 
ways, i.e. we will analyze in detail the results of coupling coefficient method and of 
finite differences (hybrid) method, and we will considerate also signals calculated by 
WKBJ method. 
W e will finally try to discriminate if in 2D signals a sort of 'memory' (mainly in 
terms of waveform shape) of the l D signals, corresponding to the one-dimensional 
structures from which the two-dimensional one has been built, is maintained. To do 
this we will make use ofthe frequency-time analysis (FTAN), applied on both lD and 
2D signals. 
2.2-Building of l D structures 
To solve our problem the first step is to define the upper layer properties: 
density p equal to 1.03 gr/cm3, P-wave velocity a equal to 1.5 km/sec and S-wave 
velocity ~ equal to 0.15 km/sec, which is a very small value but in agreement with 
values of S-wave velocity in some sedimentary layers (Fah, 1991). We also assign 
standard Q-value to both compressional and shear waves: Qa=200 and Q~=lOO. 
(Obviously, being interested in Love waves modeling, we do not need to define a and 
Qa, but we give them for completeness). 
As second step, we need two laterally homogeneous structures that later will be 
put in welded contact to give a laterally heterogeneous structure with the only varying 
parameter constituted by the first two layers thicknesses. W e consider signals with a 
cut-off frequency romax of l Hz. This means that the maximum spatial resolution, 
which is given by the minimum wavelength Àmin, reachable in our structure is: 
Àmin=~minlromax= (0.15krn!sec)/(1Hz) = 0.15km =150m 
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Thus, if we want to study the effects of a certain layer, we must impose that its 
thickness is bigger, or at least of the order, of 150m. Keeping in mind this inferior 
limit we have chosen the top new layer thickness to be 1.50km for one structure and 
0.25km for the other. Then the two structures have been defined inserting the layer at 
the top of a pre-existing structure, maintaining fixed the depth of all interfaces, so the 
only difference between the two new structures is constituted by the different 
thicknesses of first and second layer. Tab.2.1 resumes the properties of the two top 
layers of both Structure l an d Structure 2. 
Structure l: 
thickness p a ~ 
layer Q a Q~ 
(km) (gr/cm3) (km/sec) (km/sec) 
l 1.5 1.03 1.5 0.15 200 100 
2 1.5 2.40 4.4 2.44 200 100 
S tructure 2: 
thickness p a ~ 
layer Q a Q~ 
(km) (gr/cm3) (km/sec) (km/sec) 
l 0.25 1.03 1.5 0.15 200 100 
2 2.75 2.40 4.4 2.44 200 100 
Tab.2.1- Properties ofthe two topmost layers ofboth Structure l and Structure 2. 
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The remaining part is identica! in both structures, and is shown in Fig.2.1: 
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Fig.2.1- Plot versus depth of density, P-wave velocity (thick) and S-wave velocity (thin) for the 
identica! part of Structure l and Structure 2, i. e. from 3 km to 400 km depth. 
A preliminary consideration on the effect of using such a peculiar first layer 
with these two thicknesses can be made after looking at the dispersion curves for 
phase and group velocity shown in Fig.2.2. We note that Structure 2 exhibits a big 
shift in frequency of each curve knee compared to the homologous curve of Structure 
l. This depends o n the minor thickness of the uppermost layer: each mode starts to be 
canalized in this low-velocity layer at a frequency higher than that at which his 
homologous mode does in Structure l. Anyway, this and other aspects ofthe behavior 
ofmodes in our lD structures (together with that of2D structure obtained putting the 
two structures in welded contact) will be analyzed further in this study. 
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Fig.2.2- Dispersion curves (modes) for phase and group velocity of Structure l (left) and Structure 2 
(right). 
2.3-Choosing source-receiver configuration 
Before treating the 2D structure, obtained by putting in welded contact the two 
l D structures just described, we want to analyze each of them separately by mean of 
the ID modal summation technique described in §1.3-1.4. This because the presence 
of such a slow layer at the top of these structures influences very much the 
propagation of waves in the structure, in the selected frequency range, and 
consequently the waveform of the seismogram related. 
To choose an appropriate configuration we need to fix two parameters: 
epicentral distance and focal depth. Performing numerous tests on various epicentral 
distances i t has been pointed out that the main effect due to the presence of the low-
velocity layer at the top of the structures is, as could have been easily expected, a 
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delay in the mam wavetrain arrivai. Because in our program-package the time 
extension of seismograms is limited to a certain range, depending on the cut-off 
frequency we consider, the major consequence of the delay is the rising of time-
aliasing in the time series; so we have to choose an epicentral distance short enough to 
ensure that all the waveform is contained inside that time range, without showing 
time-aliasing. Moreover, it must be taken into account that this request influences the 
choice of the focal depth: to a voi d the problem of incidence of waves a t criticai angles 
at the first-to-second boundary, the choice of a relatively short epicentral distance 
requires the setting of a sufficiently small source depth. 
W e have noticed (Fig.2.3) that the best combination of parameters for Structure 
l corresponds to an epicentral distance of 20 km and source depth of 0.5 Km. With 
this configuration the signal results contained in the first 400sec, presenting negligible 
time-aliasing. 
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Fig.2.3- Synthetic seismograms ( displacements) for Structure l, calculated for epicentral distances 
lOkm, 20km, 30km, 40km and SOkm. Example with source depth O.Skm. In a structure with a so slow 
uppermost layer, increasing distance makes arise time-aliasing from seismogram tail back to his 
beginning, also for relatively short distances. In figure are indicated maximum amplitude and epicentral 
distance . 
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The choice ofthe focal depth equal to 0.5 km points out another problem, ifit is 
used with Structure 2, where the source happens to be located inside the second layer. 
In this case the signallooks very noisy and it shows unexpectedly small amplitude. A 
number of tests on both structures has then been made changing the focal depth. W e 
have found a strong dependence of the signal amplitude, at the free surface, by the 
location of the source: locating the source on the interface between the first and the 
second layer (or deeper) leads the seismogram's amplitude to decrease of at least 2 
orders (Fig.2.4) . This is related to the fact that the eigenfunctions, when the source is 
located in superficial layers, present large values close to the surface and then they 
rapidly go to zero, giving no more appreciable contribution to maximum amplitude 
detected at the free surface. 
o 500 1000 
lime (s) 
1500 
Fig.2.4- l D seismograms (displacement) for Structure 2, calculated at five focal depths: 0.1 Okm and 
0.20km (source inside first layer); 0.25km (source on the boundary between first and second layer) ; 
0.30km and 0.50km (source in second layer). Note the maximum amplitude decrease in 
correspondence and below the boundary between first and second layer. 
29 
2000 
2.4- 2D Modeling 
After the source-receiver configuration is set, it is possible to build the 2D 
structure to test weather or not the coupling coefficient technique, introduced in 
Chapter l (§ 1.5), is giving satisfying results when applied to a structure, which has a 
layer with such atypical characteristics. The structure is obtained by putting in welded 
contact Structure l and Structure 2 (see Fig.2.5). The epicentral distance used for ID 
is 20 km and we fix the vertical boundary between Structure l and Structure 2 in his 
intennediate point, i.e. at 10 km far from source and from receiver. We set the focal 
depth at 0.5 km, in fact we put the source in the side of 2D structure constituted of 
Structure l , so i t is contained in the first layer. 
Slruci Ult' l SlJU\."IUtl' ~ 
< 
Hl "-na 111 Kn1 ) 
Fig.2.5- Upper part ofthe laterally varying structure obtained by putting two ID structures (Structure 1 
and 2) in welded contact. Black dot represents the source, triangle the receiver. Horizontal and vertical 
dimensions are not proportional. 
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As a first step we calculate the seismograms with the finite differences hybrid 
method (see § 1.6) to use these results as references for testing couplings. 
Referring to the hybrid method described in Chapter l, the program-package 
that we utilize makes use of finite differences scheme only in the laterally 
heterogeneous part of the structure, while treats the initial homogeneous part of the 
structure by mean of the ID modal summation method. This is perfectly justified by 
the fact that where heterogeneities are no t present, the l D modal summation method, 
as has been well demonstrated (Fah, 1991 ), gives very realisti c results, so there is no 
necessity of using the computer-time-expensive finite difference method in such 
homogeneous regions. Then we define a grid of points, which will completely cover 
the heterogeneous region that in this particular case starts at l Okm far from the source 
and ends at receiver location, i.e. 20km from the source. 
peak (cm) 2.88e-01 
peak (cm) 2.61 e-01 
o 100 200 
time (s) 
300 
Fig.2.6- 2D synthetic seismograms (displacement) calculated by finite differences hybrid method (top) 
and by coupling coefficients method (bottom) for the structure and the configuration in Fig.2.5. 
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From finite differences theory (§ 1.6) we know that using only a few grid points 
per wavelength leads to the rising of a numerica! error called 'grid dispersion', and 
that to keep the numerica! error belo w the l%, the grid spacing between two points 
must be defined less or -at worst- equal to one tenth of the minimum wavelength in 
the structure. Since minimum wavelength in ali our structures is, as already shown, 
150m, we ha ve to choose a grid spacing of,...., 15m. The results of the calculation are 
shown in Fig.2.6 top. 
Let we consider now the method of coupling coefficients. From Chapter l (§ 1.5) 
we know that this method is based o n the moda! summation theory, sin ce i t makes use 
of the modes of each of the l D structures that form the laterally heterogeneous mode l. 
The main assumption of this method is that the wavefield, because lateral 
discontinuities are approximated by vertical boundaries, is modeled by normal 
incidence modes. With this assumption systems of diffracted waves arising at the 
corners are neglected. The basic model that is used with this method is configured by 
mean of two quarter-spaces in welded contact. So, assumed that we have a set of 
eigenfunctions in each structure, the reflected and the transmitted wavefields 
generated by a single incoming mode can be written as a sum over the eigenfunctions 
of the two structures. Obviously the total transmitted wavefield is constituted by the 
modes of the second structure that have been excited by the modes of the first one. 
The ways in which the modes of the two structures can couple are of two kinds: 
'intra-coupling' when a mode in first structure is coupled with the homologous mode 
in the second; 'inter-coupling' when the coupling is between non-homologous modes. 
Inter-coupling is often called cross-coupling. In our program-package we can set how 
many higher and lower modes, in which an entering mode is splitted, we want to 
consider (i.e. in how many modes, in which the mode re-distribute his energy, we are 
interested). 
W e ha ve decided to consider a huge number of cross-couplings to synthesize the 
signa!, so we set the coupling coefficient program to calculate the couplings of each 
mode to the first 40 higher and to first 40 lower modes, not to underestimate any 
relevant contribution. The result of this calculation is shown in Fig.2.6 bottom. As can 
be noted the two seismograms look very similar, instead they differ in the maximum 
amplitude of about 9-1 0%. In both cases the main signa! starts at the time of about 
130s, i.e. the time that corresponds to the velocity ofthe first layer (150 m/sec). But in 
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finite differences signa! is more evident, at the beginning of the seismogram, a faster 
component that is not so well synthesized by couplings signa!. There are also present 
some phases that are not in agreement between the two synthetics. Anyway we can 
consider this test as good in proving the ability of couplings in synthesize a signa! also 
in the presence of a so particular topmost layer in the structure, because the 
wevatrains have a very similar shape, most of the phases agree, and the amplitude 
discrepancy of about l 0% is usually considered as acceptable. 
2.5-Coupling Behavior 
To go deeper in the problem we have performed some more calculations, to 
better understand the behavior of couplings in this specific case. First of ali we 
calculate many different combinations of couplings to analyze the contribution of 
various modesto final seismogram (Fig.2. 7). In particular we consider the behavior of 
the fundamental mode, which usually carries the major amount ofthe energy. We use 
then coupling coefficients program-package to calculate the seismograms 
corresponding to incoming fundamental mode alone, without (Fig.2. 7 A) and with 
(Fig.2.7B) the inclusion of the cross-coupling terms. What can be noticed by the 
comparison of these two signals is that their waveforms are practically identica! 
except for the rise, in the one with cross-coupling on, of a smali disturbance before 
main signa!. What is more surprising is how weli the maximum amplitudes agree; this 
wili be so o n better analyzed. W e calculate al so the cases of the contribution of the 
incoming higher modes alone (so excluding incoming fundamental mode) to the 
outgoing corresponding modes, again without (Fig.2. 7C) and with (Fig.2. 7D) 
inclusion of the cross-couplings. Finally we consider also the case of ali incoming 
modes splitted in ali outgoing ones, once more without and with the cross-couplings 
on (Fig.2.7E-F). 
Note that the last of the computed signals, i.e. Fig.2.7F, is the same of Fig.2.6 
bottom. One thing that is pointed out by the last calculations is that, arising from both 
the comparison of Fig.2.7 A with Fig.2.7E (which are practicaliy identica!) and then 
with Fig.2. 7C, the intra-couplings (with the exception of intra-coupling of 
fundamental mode), for this peculiar structure, are affecting the signa! in a negligible 
manner both in waveform and in amplitude. 
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peak (cm) 1.52e-01 
A --------------------~ 
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Fig.2.7- Synthetic seismograms calculated by coupling coefficients method: 
A) incoming fundamental mode~ outgoing fundamental mode; 
B) incoming fundamental mode~ outgoing ali modes; 
C) incoming higher modes ~ outgoing higher modes - without cross-couplings; 
D) incoming higher modes ~ outgoing higher modes- with cross-couplings; 
E) incoming ali modes ~ outgoing ali modes - without cross-couplings; 
F) incoming ali modes ~ outgoing ali modes - with cross-couplings. 
Another observation we can make is that the contribution of cross-couplings (i.e. 
neglecting the intra-coupling contribution) is quite small, when considered separately 
for each incoming mode (e.g. Fig.2.7B for incoming fundamental mode alone); 
whereas it constitutes a relevant part of the total signal, and determinates his shape, 
when cross-couplings for all modes are considered together (see Fig.2.7D for higher 
modes). But the contributions to the amplitude from intra-couplings (again except the 
fundamental o ne) and from all inter-couplings considered singularly seem to us, if 
compared to our precedent experiences with standard structures, too small. This 
phenomenon could be explained in two ways: either there is a loss of energy during 
calculation of the splitting of the modes or, due to the presence of our unusual first 
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layer, there's a large range of frequencies in which the modes of the two parent 
structures are not able to couple. 
2.6-Coupling Coefficients Analysis 
T o determine which of the two possible answers just proposed is the better one, 
we consider the behavior of the coupling transmission coefficients. 
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Fig.2.8- Plot of energy rate transmitted by coupling coefficients. From top to bottom and from left to 
right they respectively represent the cases of: incoming fundamental mode to outgoing fundamental 
mode; incoming l 't higher mode to outgoing l't higher mode; incoming 2"d higher mode to outgoing 2"d 
higher mode; incoming fundamental mode to l ' t higher mode (cross-coupling). 
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In Fig.2.8 we show the energy rate transmitted by coupling coefficient for each 
of these cases: the incoming fundamental mode to the outgoing fundamental mode 
(intra-coupling case)~ the incoming l st higher mode to the outgoing l st higher mode 
(intra-coupling case)~ the incoming 2nd higher mode to the outgoing 2nd higher mode 
(intra-coupling case)~ the incoming fundamental mode to the l st higher mode (inter-
coupling or cross-coupling case). 
Is easily noticed that in the intra-coupling cases at small frequencies the energy 
rate transmitted by coupling coefficient is equal to l, which means that ali the energy 
ofthe mode is transmitted from one side ofthe structure to the other. In inter-coupling 
case, where the transmission happens between different modes, is not so. 
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Fig.2.9- Energy rate transmitted by the coupling coefficient for incoming fundarnental mode of 
Structure l to outgoing fundamental mode of Structure 2 overlapped to both modes (i .e. phase velocity 
curves). The figure is cut at 0.03Hz. Vertical scale is in Km/sec for phase velocity curves, while a-
dimensionai for the coefficient. 
36 
What is much more interesting is to note that - this in more evident in the case 
of fundamental to fundamental - just after the complete-coupling-region at low 
frequencies, there's a big gap in coefficient curve, approximately from 0.02Hz to 
0. 15Hz, before it continues with a usual behavior. This gap coincides with the gap 
between the fundamental modes; in fact, see Fig.2.9, it appears clear that a direct 
cause of the difference in thickness of the first special layer in the component 
structures is that both the fundamental modes of each structure exhibit the same path 
in all the range of frequencies considered with the exception of the gap from 0.02Hz 
to 0. 15Hz. This because the fundamental mode of the Structure 2 starts to be 
canalized in (orto 'feel') the 250m-thick first layer at a frequency (--0.15Hz) higher 
than that (--0.02Hz) at which Structure l mode does. 
Let we consider now the inter-coupling problem; so let we concentrate on the 
'fund-to-lhigher' coefficient's energy rate plotted in Fig.2.8. As we could expect the 
l st higher mode of Structure 2 starts to be sensible to the special layer at higher 
frequencies than fundamental does, so the peak of the energy rate of the transmission 
coefficient has his maximum later - in terms of frequency - compared to that of 
fundamental-to-fundamental coefficient. Moreover we can notice how smaller values 
the 'fund-to-lhigher' has, when compared to those of 'fund-to-fund'. Going further in 
analyzing the energy rates of inter-couplings of fundamental mode with modes higher 
than l st and ofthe higher modes with other ones, we have obtained very small but not 
negligible values for them, leading us to the conclusion that, while about half of the 
energy in final signal comes from the intra-coupling corresponding to fundamental 
mode, the other half com es from the sum of all inter-couplings contributions. Anyway 
i t appears clear that certain amount of energy is not transmitted from first structure to 
second one, because of the presence of such a particular layer. W e can suppose that 
this energy has been reflected at the boundary, but this is something that has stili to be 
proved. 
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2.7-Application ofWKBJ method 
In addition to the methods for the calculation of synthetic seismograms in 
laterally heterogeneous media already treated in Chapter l, we can introduce here the 
WKBJ method (Woodhouse, 1974; Panza et al., 2001). This method bases itself on 
the ray theory; in fact the principal quantities that it uses are travel-time and 
geometrica! spreading, which are characteristics of rays. Treating the propagation of 
waves on the point of view of ray theory requires that, and this is what is called 
WKBJ-approximation, the minimum wavelength involved in the problem must be 
bigger than the lateral variation step between the two constituent structures. This 
means that two adjacent (welded contact) structures have to be very similar, in the 
sense of layers thicknesses, to allo w the application of WKBJ method. U sually this 
problem is solved introducing, in between the two constituent structures, a set of 
fictitious sub-structure that ha ve the target to 'smooth' the gradi e n t of the latera! 
variation between the two main structures. In such a manner the WKBJ method can 
be applied separately a t each couple of sub-structures respecting the requirement. 
The application of the smoothing of the gradient to our structure (Fig.2.5) is not 
possible. This is a consequence of the shortness of the 2D mode l, which has a length 
of 20Km. Such a short length together with a considerable layer's thickness variation 
are limiting the applicability of smoothing procedure because we have calculated that 
the number of sub-structures necessaries to adequately smooth the latera! gradient 
would greatly exceed the hundred units, which is not possible to be set in so narrow 
mode l. 
Anyway we have performed a synthetic test forcing the program to consider 
exactly the 2D structure in Fig.2.5, without taking into account the violation of the 
condition on lateral gradient and wavelength. The result is shown in Fig.2.1 0-WKBJ. 
The principal feature that we note observing Fig.2.1 0-WKBJ seismogram is that 
the signa! shape, i.e. waveform, in spite being calculated with all the modes present in 
the structure, looks similar to one of the seismograms calculated with couplings. This 
appears much more clear when observing together the WKBJ seismogram with the 
coupling coefficient result for the case of ali incoming modes going to ali outgoing 
modes, with (Fig.2.1 0-NOCROSS) and without cross-couplings (Fig.2.1 O-CROSS). 
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Fig.2.10- Comparison between synthetic seismograms (displacement) computed for the 2D structure by 
the WKBJ and coupling coefficients method, both for all the modes of the structure. Couplings 
seismograms are shown both without and with the inclusion of cross-couplings. 
We can immediately notice that the WKBJ seismogram is very similar to the 
waveform of the seismogram calculated by coupling coefficient method excluding the 
cross-coupling contribution. What is qui te different in the comparison of these two 
signals is the maximum amplitude, which for WKBJ signal is about twice the 
amplitude of couplings signal. Anyway this is not really surprising because, whether 
in coupling coefficients theory each transmission coefficient is weighted ( from O to l) 
depending on the redistribution of energy rate between all modes, in WKBJ to all 
modes amplitudes is assigned a transmitting coefficient equal to l. This because 
WKBJ is a method that concerns only intra-couplings as a consequence of his 
derivation from ray theory. So what happens is that WKBJ has obviously the same 
waveform of the intra-coupling seismogram, but a bigger amplitude because it 
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contains all the energy ( one to one) of the entering modes, while in the intra-coupling 
seismogram is present only the fraction of energy that is not splitted from each 
incoming mode to non-homologous outgoing ones. In any case we cannot be sure of 
the validity of WKBJ seismograms, since it has been computed by neglecting the 
requirement to bave a su:fficiently small lateral gradient of layer thickness variation. 
Such a big lateral gradient is in fact at the origin ofthe cross-couplings, which WKBJ 
- as already mentioned- is not ab le to include. 
2.8- FTAN Analysis 
Let we observe now the group velocity dispersion curves of the ID structures 
(Fig.2.11 ). We concentrate on the behavior only of the fundamental mode because 
isolation of higher modes is very di:fficult for l D signals, and almost impossible for 
2D ones. These curves are the same as in Fig.2.2, but plotted in a logarithmic scale. 
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Fig.2.11- Group velocity curves for the fundamental modes of both ID structures. It can be noted the 
gap in period range between the two rninimum values (corresponding to Airy stationary phase) due to 
the different thicknesses of first layer. 
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In Fig.2.11 we can recognize a gap in the period range between the two 
minimum values (mathematically corresponding to Airy stationary phase) due to the 
different thickness of first layer in the two structures. This gap in period range is 
obviously exactly corresponding to the gap pointed out in Fig.2.9, in frequency 
domain, for phase velocities. 
A t this point, to go deeper in studying the way in which the two originai l D 
structures are coupled in a resulting laterally heterogeneous 2D structure, we consider 
the frequency-time analysis of the signals relative to the two originai ID structures 
and to the 2D structure obtained by putting them in welded contact. 
FT AN (frequency-time analysis) is a powerful technique to study com p l ex 
signals (Levshin et al., 1972, 1992; A.A.V.V., 1989). lt enables to display in a two-
dimensional diagram the energy of a signal as a function of peri od and group velocity, 
in order to make i t possible to follow and also to isolate the dispersion curves of the 
desired components of signal from the other ones. This method mainly consists of a 
sequence of multi-filtering operations applied to the signal of interest, which could be 
either real or synthetic. First of all a Fourier transformation is applied to the signal; 
this enables us to obtain amplitude and phase of the signal as functions of the 
frequency. Then, in frequency domain, a series of Gaussian filters, with main value 
centered o n different frequency val ues, is applied. I t is known that, in a one-
dimensional wave, energy is proportional to the squared wave amplitude, so from that 
i t is possible to obtain information on the amount of energy carried by the component 
of the signal, at the related frequency, as a function of time. Finally sin ce arri val time, 
once fixed the epicentral distance, is inversely proportional to group velocity, signal' s 
energy, at the given frequency, can be written as a function of group velocity. Then, 
filtering the originai signal with Gaussian filters (centered on defined frequencies) and 
sampling the resulting signals at different group velocities (in the range of interest), a 
matrix is obtained. The matrix is converted in a diagram, named FTAN-map (Levshin 
et al., 1992), by associating a different color to each value range (with color scale 
normalized to signal maximum amplitude ). 
The signals that we want to analyze are synthetic, so we expect to find, by mean 
of FT AN, a behavior of energy distribution in agreement with the theoretical o ne. 
This means that we look for a distribution of energy in FT AN map (Fig.2.12) that 
coincides with the dispersion curves of ID structures group velocities (Fig.2.11); in 
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fact the energy of a wave propagates with the velocity of the wavetrain, which is by 
definition the group velocity. 
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Fig.2.12-FTAN maps obtained for the ID structures: Structure l (left) and Structure 2 (right). Signals 
from which the maps are obtained are calculated for the usual configuration: epicentral distance 20 km 
and foca! depth 0.5 km. Black lines indicate theoretical dispersion curve for group velocity expected 
for each structure. Red lines are the maximum-value curves found by FTAN. 
The signals, from which the maps in Fig.2.12 are obtained, are calculated from 
our standard initial configuration: epicentral distance 20 k:m and focal depth 0.5 km. 
Suddenly there are some observations that can be made, since the FTAN map 
automatically finds out the curve of the maximum group velocity values, i.e. the red 
lines in Fig.2.12. We can notice that these red curves are not coinciding with the 
theoretical ones (black lines) in both the maps. This is not really surprising if we 
consider that is almost impossible to extrapolate an exact theoretical behavior from a 
signal, in spite it is a synthetic signal. Anyway, while for Structure l the red curve 
shows a generai agreement with black one, with the exception of the minimum spike, 
for Structure 2 the two curves are completely different. This is another consequence 
of the location of the source below the first layer. In fact, as pointed out in Fig.2.4, 
setting the focal depth bigger than the first layer thickness defenses part of the signa! 
to reach the receiver. This is just the case, as can be noted observing the starting point 
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of red curve which is much lower, in terms of group velocity value, than it should be 
( - 0.15 km/sec "" first layer ~). However, if we consider principally the distribution of 
energy shown in the maps, neglecting the behavior of the red curves, we can 
recognize that the signals energy is concentrated close to black theoretical dispersion 
curve s. 
W e can now consider the FTAN maps (Fig.2.13 and Fig.2.14) relative to the two 
signals, again produced by our usual configuration, in the 2D structure described in 
Fig.2.5. 
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Fig.2.13-FT AN map for the 2D structure using a coupling signal calculated with the configuration 
represented in Fig.2.4 with the transmission coefficient calculated for fundamental incoming mode 
going to fundamental outgoing mode, i.e. corresponding to signal A in Fig.2. 7 and Al in Fig. 2.15. Red 
li ne is the maximum-value curve found by FT AN. 
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Fig.2.14-FTAN map for the 2D structure using a coupling signal calculated with the configuration 
represented in Fig.2.4 with the transmission coefficient calculated for fundamental incoming mode 
going to ali outgoing modes, i.e. corresponding B l in Fig. 2.16. Red li ne is the maxirnum-value curve 
found by FT AN. 
Since we want to study the behavior of fundamental mode, in Fig.2.13 we 
consider the FTAN map calculated by mean of couplings for the case of fundamental 
incoming mode going into fundamental outgoing mode ( corresponding to signal in 
Fig.2.7A and Al in Fig.2.15), while in Fig.2.14 we consider the FTAN map for the 
fundamental incoming mode splitted into all the outgoing modes ( corresponding to 
B l in Fig.2.16). 
The two maps in Fig.2.13 and Fig.2.14 look very similar. The maximum group 
velocity dispersion curves bave a similar path, especially in the left side of the 
diagram where there's the major concentration of signal energy. The main difference 
in Fig.2.14 respect to Fig.2.13, caused by considering the splitting of fundamental 
mode of Structure l in ali modes of Structure 2, is the fragmentation of the 
isomorphic region of maximum concentration of energy in few sub-regions. This 
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derives from the different energy contributions that fundamental mode gives to higher 
ones. 
Now, to go further with our analysis, we use the FTAN program-package to 
extract the desired part of the 2D signals. What practically we make is to select 
dispersi o n curves in the regions of FT AN maps whose contribution to main signal we 
want to study; this to discover, if possible, which is each contribution of the two ID 
constitutive structures (and the presence of our first special layer) in the final 2D 
signal. We know, from Fig.2.3 far Structure l and from Fig.2.4 far Structure 2, which 
are the typical waveforms obtained in our ID structures with our usual configuration 
and we use them as references far l D waveforms. Then we perform, by mean of 
FT AN, the isolati an of the components of the 2D signals corresponding to the 
dispersion curves automatically found by FT AN. These, normalized to maximum 
amplitude, are shown in Fig.2.15 and Fig.2.16. 
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Fig.2.15- A l) 20 signal corresponding to A seismogram in Fig.2. 7 an d generating FTAN map in 
Fig.2.13. A2) Part of 20 signal corresponding to the dispersion curve (red) . 8oth signals are 
normalized to maximum amplitude of Al. 
45 
JElL 
uso 
l ' l ' l 
ll.75 ... 
-----··--·------;: 
··~ 
-0.75 
750 !000 
Fig.2.16- 8 l) 20 signal, corresponding to fundamental incoming mode splitted in ali outgoing m od es 
and generating FTAN map in Fig.2.14. 82) Part of 20 signa( corresponding to the dispersion curve 
(red). 8oth signals are normalized to maximum amplitude ofBl. 
It can be noticed that the extraction of the part of the main signal correspondent 
to the maximum value dispersion curve isolates, both in Fig.2.15 and Fig.2.16, a 
similar portion of signa!, i.e. a fast component of signa! itself. For the case of 
fundamental incoming mode splitted into all outgoing modes (Fig.2.16), as we 
already expected due to the cross-coupling complicate redistribution, it is practically 
impossible to discriminate which part of signa! is influenced by Structure l and which 
by Structure 2, also observing the selected signal B2. 
Let we consider now the case of fundamental incoming mode gomg to 
fundamental outgoing one, for which the complications due to a big number of 
contributions are avoided, and let we try to make some observations. Looking to the 
ID structures reference signals (see Fig.2.3 and Fig.2.4), we note that the 2D 
seismogram is very similar (Fig.2.15 A l), neglecting amplitude, to l D signa! obtained 
for Structure 2. This seems to agree with a suggested hypothesis that in a 2D 
configuration the recorded signal is always shaped by the second structure, since it 
contains the receiver. The isolation of the portion of signa! corresponding to the 
dispersion curve (Fig.2.15 A2) points only out that this curve corresponds to the 
fastest half of the total signa!, but gives any help in discriminate the single 
contribution of each l D structure. 
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W e can finally say that FT AN analysis is no t ab le to give information ifa signal 
generated by a 2D structure, obtained with two ID structure whose characteristics are 
well known, maintains any aspect of the l D signals corresponding to the parent 
structures (an d this, in spite the 2D structure is constituted by two quarterspaces that 
differ only for two thin layers). Obviously a major rule is played by the fact that the 
two layers are the topmost ones and so are influencing very much the signal at the 
receiver, which is located at the free surface. Whether in this study we have 
considered a special first layer, w e c an expect all the conclusions as vali d for any 
other 2D structure with a usual first layer, but this has stili to be proved. 
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CHAPTER3 
Theoretical formulation ofwaveform inversion method 
3.1-Introduction 
Inversions that make use of the full waveform of the seismic signal, including 
both body waves and surface wave modes, should in principle be superior to methods 
based on more narrowly selected discrete data, such as arrivai times or phase 
velocities. Waveform inversion also allows us to make use of the information 
contained in the higher mode signal without having to stack seismograms and identify 
modes. Waveform inversion has a number of advantages (Nolet, 1990). 
Qualitative interpretations of the results of waveform inversions of single traces 
indicate that a resolution of a few hundred kilometers is possible (Gomberg and 
Masters, 1988). 
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3.2-Partitioned waveform inversion scheme 
A new method for non-linear waveform inversion, i.e. a procedure for iterative 
locallinearization of the misfit function has been presented by Nolet (1986; 1990). 
Nolet (1990) uses a path integrai representation of the seismic model. This because 
seismic signals can be modelled by assuming that the wave follows a narrowly 
de fin ed path either in the interi or of the Earth ( such as for body waves) or along the 
surface with the energy spread out in the depth direction ( such as with surface waves ). 
Developing the theory, No l et (1990) assumes the point of view that seismic waves 
follow paths, through the Earth, whose width is infinitesimally small, although in 
principle the paths can have a finite width. This approach has the peculiarity that there 
exists a well-defined region that influences a particular seismic time series, while the 
influence ofthe remaining Earth upon this particular datum can be neglected. 
Let w e define: An°( m) the compi ex excitation coefficient of the nth mode, kn°( m) 
the wave number at frequency m, and N the number of modes in the computation of 
the synthetic seismogram. The seismic wave can be written as: 
N 
U(m) =LA~ (m)exp[k~ (m)] (3.2.1) 
n= I 
Deviations from the latera! homogeneity will perturb the phase factor. 
Neglecting effects such as backscattering and variations in the amplitude factor 
An°( m), the structure deviations from a reference model can only result in a change of 
the seismogram phase term, that is: 
N 
U(m) = LA~(m)exp{-i[ k~(m) + 8kn(m)]r} (3.2.2) 
n=l 
In (3.2.2) the superscript 'O' denotes the quantities that are computed for the 
reference model. If the true Earth does not deviate too much from this averaged 
model, a first-order Taylor expansion of kn as functional of the background model 
leads to a very accurate prediction of the average w ave number perturbati an. 
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If we assume that the perturbations of the w ave field are caused by variations in 
the S-wave velocity ~(z), the relationship between the averaged wave number 
perturbation and the average model perturbation 8f3(z) can be written as: 
8k (m)= foo(dkn(m) fdz 
n ()[3(z) 
o 
(3.2.3) 
To compute the wave number perturbation Nolet (1990) used a discrete 
parameterisation of f3(r) by means of M basis functions of depth, hlz): 
M 
8f3(z) = _Lrihi(z) (3.2.4) 
i=l 
By mean of this parameterisation we obtain an expression for the wave field as a 
function of the mode! vector y : 
(3.2.5) 
Equation (3.2.5) is the starting point of the Nolet's partitioned inversion scheme. 
To determine the parameters y; fora seismic time series, d( t), observed along a path, 
in generai, we shall filter and/or window these data, for which we use the operator 
notation Rd(t). We shall compare these observations with the predictions from a 
model represented by Y=(YJ, ... , YM)T. Such predictions are obtained computing the 
spectrum (3 .2.2), Fourier transforming them to the ti me domai n, an d applying the 
same filtering operator R. The opti mal mode l (or mode l vector y) that produces the 
synthetic waveforms which fit the data within a pre-assigned frequency band can be 
found by minimizing the penalty function F( J1, defined by No l et ( 1990) as: 
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(3.2.6) 
In (3.2.6), d(t) is the recorded seismic waveform and u(y,t) is the synthetic 
waveform constructed as the Fourier transform of (3.2.2). The R operator allows far a 
different weighting of various data, which is often needed to prevent energetic arrivals 
(such as the fundamental mode) from completely dominating the properties of F. 
3.3- P-SV multimode summation differential seismograms for 
layered media 
Du et al. (1998) have developed fast and accurate analytical method far 
computing differential seismograms with respect to structural model parameters. This 
method utilizes the calculation of the differential seismograms that can be used in 
waveform inversion schemes to retrieve the structural parameters, including the 
amplitude and phase differentiation. The method adopts the P-SV -w ave multimode 
summation formalism far laterally homogeneous layered media (Knopoff, 1964; 
Schwab, 1970; Schwab & Knopoff, 1972; Panza, 1985; Panza & Suhadolc, 1987; 
Urban et al., 1993). 
Following Panza et al. (1973), the displacement far a double-couple point source 
and far a given Rayleigh mode can be expressed, in a system of cylindrical 
coordinates and in the frequency domain as: 
11 (-i3n) exp(-ikr) U,(w) = R(w)inJk 2 exp 4 X(0,h)t:oE (2u)v2 (3.3.1) 
(3.3.2) 
where R( m) is the Fourier transform of the equivalent point-force time function, X is 
the source radiation pattern, n is the unit vector perpendicular to the fault surface and 
has units of length, k is the wave number, r is the epicentral distance, and 
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c0=u*(O)Iw(O) (u*=lm(u)) is tbe ellipticity calculated as tbe ratio of tbe radiai and 
vertical components u( z) an d w( z) of tbe Rayleigb-mode eigenfunctions a t tbe free 
surface. 
It can be immediately noted tbat tbe formalism used ·bere is tbe same already 
introduced in paragrapb 1.4 for P-SV waves. In bere we consider tbe same equations 
and relations, witb tbe only difference of tbe coordinate system adopted, bere 
cylindrical wbile Cartesian in paragrapb 1.4. 
Tben w e analyze tbe various terms. Tbe factor E is given by: 
E=-1-
2cUI1 
(3.3.3) 
w bere c and U are tbe pbase an d group veloci ti es respectively. Denoting p( z) tbe 
density, tbe energy integrai is defined as: 
r ( J[w(~)] 2 [u * (z)J 2 } I, = o p z 'l w(O) + w(O) dz . (3.3.4) 
Por a double-couple point source (Harkrider, 1970) tbe source radiation pattern, 
as (1.22) and (1.23) top, is given by: 
witb: 
d0 = _!_ B(h )inÀ sin28 2 
d1 = -C(h)inÀ cos28 
d 2 = -C(h ~osÀ coso 
d3 = A(h~osÀ sin8 
d 4 = _ _!_A(h)inÀ sin2c5 2 
(3.3.5) 
(3.3.6) 
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Again, e is the angle between the strike of the fault and the epicentre-station 
direction, A is the rake angle, 8 is the dip angle and h is the source depth. A( h), B(h) 
and C( h) involve the eigenfunctions, see (1.24), at the source depth: 
A(h)=- u *(h) 
w(o) 
B(h)= -[3- 4/32 (h)] u *(h) 2 a* (h) 
a 2 (h) w(o) p(h)x 2 (h)w(O )1 c 
l r(h) 
c(h)= .u(h)w(o)/c 
(3.3.7) 
where an over dot indicates time differentiation and a and r are the normal and 
tangential stresses. 
To compute differential seismograms with respect to structural parameters we 
need to compute the partial derivati ves of the terms in equation (3 .3 .l) and (3 .3 .2) that 
depend on the structural parameters: 
x(e,h), l E=--, 
2cUI1 
exp(-ikr) (3.3.8) 
Using the partial derivatives of the previous terms, we can compute the 
differential seismograms for a given P-SV mode according to the following 
express1ons: 
(3.3.9) 
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a { ) { l l a (. ) (l dc l du l dii J 
-Uz\m =Uz\m X\E>,h- --+--+--
dpj x(E>,h)apj c apj u apj 11 apj 
+(-l -i·rJ~] 2k dpj 
(3.3.10) 
where Pi is the structural parameter respect to which the partial derivative is computed 
an dj is the layer sequential number. 
The radiai component (d ldp )Ur in (3.3.9) involves four terms, each being 
controlled by the physics of the problem. First term, (llx(E>,h))(dldp1)X(E>,h), 
describes the source-term changes caused by the model parameter perturbations, in 
fact the eigenfunctions at the source are affected by the perturbations in the structure. 
The second term takes into account the waveform changes resulting from 
perturbations in the medium properties. 1t represents the .partial derivative of the 
amplitude response factor (Harkrider, 1970) and depends only on the structural 
model. Both the radiation pattern, X(E>,h), and the energy integrai, I 1, are explicit 
functions of the stress-displacement vectors; X(E>,h) varies with the changes in the 
stress-displacement vector at the source depth, while I 1 varies with changes in the 
displacement vector over the entire structure. The first factor of the third term, 
(l l 2k )(dk l d p 1 ) , results from the adoption of a poi n t source in the 3-D space, whereas 
the factor -i· r(dk l dpJ) is the seismogram phase term change due to the structural 
perturbation. The las t term, (l l e0 )(d l dp1 )e0 , accounts for the deformation of the 
elliptical particle motion caused by structural perturbation. This last term is not 
present in the expression of the differential seismogram for the vertical component in 
equation (3.3.10). 
At this point we bave to calculate the partial derivatives of the structural 
parameters dependent terms (3.3.8). They can be obtained from the partial derivatives 
with respect to structural parameters of eigenfunctions, phase and group velocity, and 
energy integrai. 
The parti al derivative of e 0 can be computed from the derivati ves of the 
eigenfunctions: 
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a a u *(o) 
-e=---
dpj 0 dpj w( O) (3.3.11) 
The partial derivative of x(8,h) can be obtained from the partial derivatives 
with respect to the structural parameters of A( h), B(h) and C( h): 
(3.3.12) 
Then for the layers above and below the source we ha ve: 
(3.3.13) 
(3.3.14) 
while for the source layer we obtain: 
(3.3.15) 
(3.3.16) 
The partial derivatives of phase and group velocity and energy integrai are 
needed to compute the partial derivatives for k andE: 
l dk l dC (3.3.17) --=---
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(3.3.18) 
The partial derivative of phase velocity with respect to the structural parameters 
can be computed with the method described in Urban et al. (1993). The partial 
derivative of group velocity with respect to the structural parameters is computed with 
an asymptotic fast method given in Du et al. (1998). 
Next step, in calculation of the differential seismograms, is the determinati an of 
the partial derivati ves of the eigenfunctions: u(z), w(z), a(z) and r(z). Making use of 
the formulation given by Schwab (1970), Schwab & Knopoff (1972) and Schwab et 
al. (1984 ), the problem is reduced to the calculation of the partial derivati ves of the 
layer constants Am, Bm, Cm and Dm for the layers above the homogeneous half-space, 
and the constants An and Bn for the bottom half-space. 
W e compute the derivati ves of the elements of the (1x6) matrix that appears in 
the basic intetface-matrix multiplication of Knopoff's method (Schwab & Knopoff, 
1972): 
1r nn+ l iV m+] wm+I R m+] ·sm+t _ um+t J 
LU' ' ' ,l' (3.3.19) 
where Ui, Vi, W, Ri, si are the ith interface elements in the fast form of Knopoffs 
method for Rayleigh-wave computation. 
Du et al., ( 1998) considers only the formalism for the case of continental 
structure. In this case the first intetface elements are: 
yo =0 
' 
o 2 R =r1, (3.3.20) 
with: 
(3.3.21) 
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If we consider an oceanic modei (Guidarelli, 2004), that is just the case Iater 
considered in this thesis, i.e. structurai modeis with an upper Iiquid Iayer, we can not 
more use the previous formuias because the boundary conditions are different. 
F or an oceani c mode I, the vanishing of stress a t the free surface yieids A0 = O . 
This result, combined with the continuity of the normai components of dispiacement 
an d stress an d the vanishing of the tangenti ai component of stress a t the surface of the 
soiid part, gives: 
where: 
if c> ai 
if c< ai 
d0 being the thickness of the liquid layer. 
(3.3.22) 
(3.3.23) 
(3.3.24) 
(3.3.25) 
(3.3.26) 
Starting from these relations, following Guidarelli (2004) we found that the first 
interface elements S0 for an oceanic model assumes the form: 
(3.3.27) 
Moreover, the presence of a liquid layer affect the expression for the energy 
integrai which is required in multi-mode synthesis of seismograms. Fora sequence of 
homogeneous Iayers, this integrai can be written as: 
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for a continental structure 
I= m=! 
n 
(3.3.28) 
c
2 
-ffi'aiBI ]-(DI ]}-2 .L,.Im for an oceani c structure 
m=O 
where: 
(3.3.29) 
A t this point the partial derivati ves of the first interface elements Ui, V, W, Ri, S1 
can be easily computed from 
a 
-P= aa. 0 
J 
(when j:;t:l) 
(whenj=l) 
-d Wc dC r +d Wc dC _l_ 
O ':\/3 aO O 2 ':\/3 
c o j ao o j rao 
-d wc ac r +d wc ( ac a -cJ-1-
o ':'1/3 aO O 3 ':\/3 O 
c o j ao o j rao 
__i_ p = -d W c dC r + d Wc dC _l_ 
':\ O O ':\/3 a O O 2 ':\/3 
o p j c o j ao o j rao 
(3.3.30) 
(3.3.31) 
(3.3.32) 
(3.3.33) 
G:;t:m) 
(3.3.34) 
G=m) 
The other derivatives needed to compute partial derivatives of eigenfunctions 
and energy integrals can be found in Du at al. (1998). 
58 
In order to study Scotia Sea region, covered by an ocean which depth varies 
from 1.5 to 3.5 Km, Guidarelli (2004) has supplied the formalism necessary to 
compute differential seismograms in case of structural models with a topmost liquid 
layer. Programs implemented by Du et al., (1998), which compute the partial 
derivatives and the differential seismograms, have been modified in order to handle 
oceanic structural models. Then programmes, both computing analytically and 
numerically partial derivatives and synthetic seismograms for given structural models 
and source mechanisms, have been used to test the consequences of the modify 
(Guidarelli, 2004). In such a manner, the results of improved codes for analytical 
calculations have been compared with those obtained through numerica! 
differentiation. In particular the effect of neglecting the term (3.3.27) in the 
computation of partial derivatives and synthetic differential seismograms has been 
tested. 
The differential seismograms, with respect to the change of shear velocity in 
each layer, bave been then computed numerically using a first-order centred 
numerica! differentiation, according to Du et al. ( 1998). The results pointed out by 
Guidarelli (2004) bave been that the presence of a liquid layer severely affects the 
computation of partial derivatives. The main effect, on differential seismograms, of 
neglecting term (3.3.27) in partial derivati ves, results in the presence of noi se. 
3.4- Amplitude and phase differentiation 
Since considering the information contained in the amplitude of the seismogram 
is computationally very demanding, frequently it is assumed that the amplitude 
change of the seismogram due to the perturbation of the structural model is negligible. 
Anyway this assumption is not well justified. In fact perturbing the structural model 
can affect the eigenfunctions, since the change of seismogram amplitude reflects the 
change of eigenfunctions caused by structure perturbation. 
A systematic analysis of the effects of the perturbation of the structural model 
on both amplitude and phase of synthetic seismograms, computed with modal 
summation theory, has been carried on by Du and Panza (1999). They bave pointed 
out that seismogram amplitude differentiation plays a criticai role in the computation 
of differential seismogram, mainly for higher modes. Whether at high epicentral 
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distance the effects due to phase differentiation can be significantly amplified, in 
generai they don't dominate for ali the modes and for all the frequency bands 
considered. This suggests that is necessary to take into account also the amplitude 
differentiation, not only phase one, when the waveform inversion scheme is applied. 
T o satisfy this request, Du an d Panza ( 1999) extended the partitioned waveform 
inversion scheme of Nolet (Nolet et al. 1986; Nolet, 1990) including the effect the 
perturbations of structural model on the amplitude of synthetic signals. 
Let we now analyze the formalized aspects of the inclusion of amplitude 
differentiation. T o take into account the perturbation of amplitude, equation (3 .1.2) 
must be rewritten as: 
N 
U(ro) = L[ A~(ro) + dAn (m) ]ex p{ -i[ k~(ro) + 8kn (ro) ]r} (3.4.1) 
n=l 
W e must remember that the phase change of the seismogram is related to wave 
number (eigenvalue) variations, whereas the amplitude change is mainly connected to 
eigenfunction variations. Similarly to (3.1.3) we bave: 
(3.4.2) 
an d: 
(3.4.3) 
As in phase differentiation case, we use the minimization of the difference 
between the observed and the synthetic seismograms: 
F(y) = f [ Rd(t)- Ru(t, y) t dt + )'7 c;1f (3.4.4) 
Then the search for the minimum of the misfit function is carried out using a 
gradient conjugate method. 
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A problem connected to this method is that the inversion scheme is not 
practicable for models with a large number of parameters, even if it is possible to 
calculate analytically the differential seismograms for a fine-scale multilayered 
structure. This is the rea so n that led Du an d Panza ( 1999) to propose a 
parametrization of the structure by mean of 12-13 depth functions, i.e. 12-13 basis 
functions h/,. They defined as pivots the support points for the linear interpolation 
used for parametrize the depth dependence of the model. Then the crust has been 
defined by step functions and the manti e by linear triangular functions. 
The number of pivots appropriate to well parametrize the crust is 3 to 4; it varies 
from 5 to 6 for the parametrization of mantle above 400km discontinuity; 2 pivots 
above the 640km; 2 below it. The positions (depths) of the pivots are flexible, and the 
S-wave velocity jump associated at each discontinuity is obtained using a pair of 
pivots at the same depth. The multilayered (N layers) structure required for the 
forward computation is obtained from the expansion, hm, of h;. 
In the crust: 
(3.4.5) 
where I=1,2,3. 
In the mantle: 
if (3.4.6) 
where i= nc, ... ,ntot' ntot= number of pivots; m=1,2,3, ... ,N; Z; (z0=0) and Zm are the 
pivot and the layer depths, respectively. 
In order to avoid the inversion ending up at local minimum, the inversion starts 
a t a lo w frequency, this because lo w frequencies are less sensi ti ve to the small scale 
features of the structural model. Then, at each iteration, the frequency band is 
increased towards higher frequencies. 
The method just descri be d has bee n applied by Pila t (2003) to a se t of 
waveforms record ed in Friuli Venezia Giulia region. Pila t (2003) considered 
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waveforms in the frequency range 0.1-1 Hz, obtaining structural models for the first 
20 km of crust w eli in agreement with the available geologica} knowledge of the area. 
Another application of the method has been performed by Guidarelli (2004). 
Guidarelli (2004) applied the method, as will be later made in this thesis, to 
waveforms recorded in the Scotia Sea region. In such a manner Guidarelli (2004) has 
refined pre-existing structural models (Vuan et al., 2000), furnishing a deeper insight 
to the local structures present in the Scotia Sea region. 
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CHAPTER4 
Waveform inversion in Scotia Sea region 
4.1-Introduction 
Antarctica has always been a natura! laboratory for the investigation of the 
tectonics and geodynamics of the southern hemisphere. In this context a major rule is 
played by the Scotia Sea Region, in spite the remote location of this area has posed 
many problems in the collection of seismological data for long time. Only in the last 
l 0-15 years the islands and the continental regions surrounding the Scotia and 
Sandwich plates have been covered by a satisfactory seismic instrumentation. 
In this chapter we analyze, by mean of the technique of waveform inversion, 
new broadband data recorded in the Scotia Sea region. First of ali we describe the 
tectonic area of Scotia Sea; secondary we use the broadband seismic waveforms 
coming from Scotia Sea region to determine the properties of the lithosphere in the 
area, furnishing a better insight to the features characterizing regional structure and 
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evolution. In such a manner, already existing model structures are refined and 
improved by the analysis of a new series of events. 
4.2-The Scotia Se a regio n 
The Scotia Sea regwn represents a typical example of a West-directed 
subduction zone, which has evolved over the past 40 Ma by extension behind an east-
migrating subduction zone at the boundary between South American and Antarctic 
plates (Barker, 2001). 
The Scotia Sea region is characterized by having oceanic crustal structure and 
origin. The region covers an area that, extended from about 75° to 25° W and 61 o to 
53° S, is bounded on three sides by: the Scotia Are, islands and submarine ridges of 
the North and South Scotia Ridge, South Sandwich island are, are volcanoes (active 
and dead), remnant are and accretionary prism. 
Two small plates located between South American plate and Antarctic plates 
compose the whole region: the Scotia p late and the Sandwich p late (Fig.4.1 ). 
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Fig.4.1-Main tectonics characterizing the Antarctic Peninsula and the Scotia Sea region. Along North 
Scotia Ridge are pointed aut: Burdwood Bank (BuB); Falkland Islands (FI); Shag Rocks (SR); South 
Georgia (SG). ESR denotes East Scotia Ridge. Along South Scotia Ridge are pointed aut: South 
Orkney Micro-continent (SOM); Powell Basin (PB); Elephant Island (El). DP denotes Drake Passage. 
(map modified from Pelayo and Wiens, 1989). 
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Scotia Plate is much larger than Sandwich Plate, its kinematical distinct 
behavior is witnessed by the observation of the seismicity located along the 
bathymetric features, as pointed out by Pelayo and Wiens (1989). Furthermore the 
complexity of the regio n is enlarged by the presence of at least two additional mi ero 
plates, the Drake Plate and the South Shetland Plate, between Bransfield Strait and 
South Shetland Trench (Barker and Dalziel, 1983). 
In the eastern part of the Scotia Sea, along the east Scotia Ridge, we can 
recognize an active spreading which is supposed to have created the small Sandwich 
Plate (Barker, 2001). The Sandwich Plate, whose boundaries continue those of the 
Scotia P late, is characterized by a rapi d eastward movement and by a rapi d subduction 
of its lithosphere (an d rollback of the subduction hinge) a t the eastem margin (Barker 
and Dalziel, 1983; Barker, 2001). 
The Shackleton Fracture Zone is located in the Drake Passage, between South 
America and the Antarctic Peninsula and represents the western boundary of Scotia 
Plate. This fracture zone intersects the West Scotia and Phoenix-Antarctica ridges 
(both extinct spreading centers) and develops a ridge-to-ridge transform zone in the 
centrai area of the Drake Passage (Galindo-Zaldivar et al., 2000). The Shakleton 
Fracture Zone is at present a sinistra! transpressive fault zone that is connecting the 
Chile Trench with the South Shetland Trench and the southern boundaries of the 
Scotia Plate (Cunningham et al., 1995). 
The southwest corner of the Scotia Plate is a geodynamic system undergoing 
rapid changes in plate motions and configurations. The Pacific margin of Antarctic 
Peninsula is at present passive, except for the short section of the South Shetland 
Trench, i.e. the last surviving segment of a subduction zone that once extended all 
along the western margin of the Antarctic Peninsula (Larter, 200 l). Bransfield Strait 
is suggested to have an extensional origin. According to Barker and Dalziel (1983) the 
Bransfield Strait may represent back are extension behind a stili active South Shetland 
Trench. Moreover, Galindo-Zaldivar et al. (1996) suggest that the extension of the 
Bransfield Strait could be partially explained by the westward continuation of the 
active fault system of the centrai part of South Scotia Ridge. 
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4.2.1-0rigin, evolution and motions 
The Scotia Sea region is mainly composed of continental fragments, whose 
onshore geology is not compatible with present isolated condition, but it indicates an 
originai position close to a subducting continental margin, which is supposed to be the 
Pacific margin between Antarctic Peninsula and Southern South America (Barker and 
Dalziel, 1983). Furthermore, these continental fragments, constituting the South 
Scotia Ridge, appear to have moved eastward relative to their originai positions, 
adjacent to the northeastern end ofthe Antarctic Peninsula (Barker and Dalziel, 1983). 
This movement is suggested by the geologica! similarities between South Georgia and 
southern Tierra del Fuego, which similarities seem to prove that the originai position 
of South Georgia was east of Cape Horn. 
F or long time South America and Antarctic Peninsula ha ve been considered as 
once joined, so the islands and submarine ridges now distributed along the North and 
South Scotia Ridge have been considered as originally forming a compact continental 
connection between them (Barker and Burrel, 1977). The connection between them 
has been probably broken, as proposed by Barker (1972), by the southeastward 
relative movement of the Antarctic Peninsula and of the South Scotia Ridge away 
from Tierra del Fuoco and North Scotia Ridge. Since 84 Ma there have been an east-
west left-lateral strike-slip sense of relative motion with a smaller north-south 
divergent component between southern South America and Antarctic Peninsula 
(Cunningham et al., 1995). Then the separation between southem South America and 
Antarctic Peninsula eventually produce d the seafloor spreading in W estem Scotia Sea 
and the development of the Scotia Are. W est Scotia Ridge, a spreading center now 
extinct at present, has then formed the Western Scotia Plate (Barker and Burrel, 1977; 
Barker and Danziel, 1983). 
I t can be easily noticed that the boundaries of Scotia Sea P late an d of Sandwich 
Plate, i.e. North and South Scotia Ridge, are sub-parallel to the east-west direction of 
the slow sinistra! motion. Moreover, most of the p late motions of Scotia Sea region 
result in an eastward movement of the Antarctic Plate with respect to the South 
American Plate (Barker and Danziel, 1983; Pelayo e Wiens, 1989). The relative 
motion between South America is accommodated aro un d the Scotia Sea by N orth an d 
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South Sco ti a Ridge an d by the Shakleton Fracture Zone (Barker an d Dalziel, 1983; 
Livermore et al., 1994). 
There exist a left-lateral strike-slip motion with a compressive component along 
North Scotia Ridge, a left-lateral strike-slip with extensional component along South 
Scotia Ridge, an east-west compressional motion in the Drake Passage (Pelayo e 
Wiens, 1989). To go deeper, it can be pointed out that South Scotia Ridge presents a 
motion, whose character is both extensional and transcurrent, that is accommodated 
by zones of oblique extension, by transform faults and by extensional segments. 
Shakleton Fracture Zone shows a left-lateral motion with transpressive 
deformation (Pelayo e Wiens, 1989; Cunningham et al., 1995; Galindo-Zaldivar et al., 
2000; Maldonado et al., 2000). Furthermore, a left-lateral shear couple is induced in 
the whole Scotia Plate by the left-lateral movements ofNorth and South Scotia Ridge. 
The maximum horizontal shortening of the couple results in NE-SW direction 
(Galindo-Zaldivar et al., 1996; Giner-Robles et al., 2003). 
Finally, several studies point out seismological evidences for active convergence 
and subduction along the South Shetland Trench (Pelayo e Wiens, 1989; Robertson et 
al., 2003b ). 
4.2.2-Scotia Sea seismicity and data collection 
Let we point now our attention to the seismicity characterizing Scotia Sea 
region. Regional seismicity is concentrated along the bathymetric features that 
surround Scotia Sea (Pelayo e Wiens, 1989). The South Sandwich Trench constitutes 
the principal source of earthquakes of the whole region, since an intense seismic 
activity is associated with the subduction. A much smaller activity occurs along N orth 
and South Scotia Ridge, along Shakleton Fracture Zone and Bransfield Strait and also 
on spreading centers of eastern Scotia Sea. Leaving apart South Sandwich Are, the 
most active seismic zone of the region is South Scotia Ridge, while North Scotia 
Ridge present much lower degree of seismicity. Moreover, a high leve l of lo c al 
seismicity is registered in South Shetland Islands area (Robertson et al., 2003b ). 
Fig.4.2 shows the Scotia Sea region seismicity, for the period 1973-2003, reported by 
NEIC catalogue. 
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The collection of seismological data has always been a major problem due to the 
remote location of Scotia Sea region. Only in the last l 0-15 years there has been an 
improved deployment of seisrnic instrumentation in the islands and continental areas 
surrounding the Scotia and Sandwich P late. Therefore only a few studies about source 
mechanism in the Scotia Are bave been published, the main works being those by 
Forsyth (1975) and Pelayo and Wiens (1989). 
There exist several tomographic studies of Antarctica and of surrounding 
oceans, but they mainly are continental scale studies. Only few of these studies 
consider regional scale as that of Scotia Sea area. Among these studi es some propose 
group velocity tomographic maps and shear wave velocity models for Scotia Sea 
region (Vuan et al., 1999, 2000). 
The recent installation of new broadband seismic stations in the Scotia Sea 
region is furnishing a large amount of good quality data. Now in the region are 
operating six broadband seismic stations led by the IRIS consortium and by the 
ASAIN, the Antarctic Seismographic Argentinean Italian Network. The availability of 
these data has made it possible to perform some new analyses on earthquake source 
mechanism and on the properties ofthe regionallithosphere (Guidarelli, 2004). 
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Fig.4.2-Topographic map of the Scotia Sea region with 1973-2003 seismicity (location of earthquakes 
are from NEIC catalogue). 
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4.3-Waveform inversion of Scotia Sea records 
A t this point we study the data recorded in the Scotia Sea region by mean of the 
waveform inversion scheme for both phase and amplitude. The reference models, to 
be refined by this method, are the ones proposed by Vuan et al. (2000), obtained by 
surface wave tomography. Whether there exist many other recent tomographic studi es 
of the Antarctic plate and the surrounding areas (Roult et al., 1994; Danesi and 
Morelli, 2000; Ritzwoller et al.,2001; Danesi and Morelli, 2001; Danesi et al., 2001), 
they involve global or regional scale models. Vuan et al. (2000) take into account 
local scale features, using inverted surface wave dispersion data to study the structure 
of Scotia Sea region; then structures from Vuan et al. (2000) are the most suitable as 
reference for our refining purposes. 
The waveforms to be inverte d are the o n es provided by the ASAIN ( Antarctic 
Seismographic Argentinean Italian Network) network, whi.ch has been installed by 
OGS (Istituto Nazionale di Oceano grafia e Geofisica Sperimentale) and IAA (Istituto 
Antartico Argentino) (Russi et al., 1996; Russi and Febrer, 2001). In addition we also 
invert waveforms obtained from the IRIS network database, for the Antarctic stations 
belonging to IRIS/IDA Network and IRIS/USGS Network. 
The choice of the source-receiver paths is made in order to guarantee a good 
coverage of the Scotia Sea area and in such a way to improve the covering obtained 
by Guidarelli (2004). The distribution of the source-receiver paths is then 
representative of the whole region. Obviously the choice is also depending on the 
availability of the data an d o n their quality. 
Before starting the inversion procedure the data have to be pre-processed, in 
order to identify and remove linear trends. Then, as first step, we extract the 
fundamental mode of each waveform, by means of FT AN technique (Levshin et al., 
1972, 1992), and we perform its inversion alone. As second step we analyze the 
complete waveform. F or the fundamental mode inversi o n, following Zielhuis and 
Nolet (1994), we use a low-pass filtering at 0.025 Hz to obtain a good fit between 
originai an d inverted. F or the complete waveforms, which contain al so the higher 
modes, the fit of our waveforms can be performed to higher frequencies, as high as 
0.05-0.06 Hz. This is in agreement with that proposed in other studies (Zielhuis and 
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Nolet, 1994; Zielhuis and V an der Hilst, 1996; Passier, 1996; Robertson et al., 2003a; 
Guidarelli, 2004). 
F or each of the event w e study, according to w ha t exposed in chapter 3, the 
structural model is parametrized with 13 depth nodes (pivots) for the shear velocity. 
The four deepest nodes are kept fixed, so the inversion is performed for the crust and 
for the upper mantle (then from O to 400 km depth). 
All the structures involved in the inversion are oceanic ones, with water layer 
thickness varying from 1.5 to 3.5 km. The thickness of water layer, as pointed out by 
Guidarelli (2004), can be relevant in inverting the waveforms, since the misfit 
increases using thickness values deviating from those taken from bathymetric maps. 
Then, in our inversions we have fixed the oceanic layer thickness according to 
bathymetric tabulated values. 
4.3.1-Events, receivers and paths for waveform inversion 
Here we presenta description ofthe analyzed waveform paths and ofthe related 
sources and receivers. W e make use offive events and five receivers. 
W e analyze events whose mechanisms has been obtained by means of moment 
tensor inversion procedure in Vuan et al. (2000), for Events l and 2, and in Guidarelli 
(2004), for Events 3, 4 and 5. Mechanisms and locations are resumed in Tab.4.1. 
Event l is located in proximity of the subduction zone near northern South 
Sandwich Trench. Event 2 stands on the South Scotia Ridge. Events 3 and 5, which 
are very close together, are located in correspondence of the North Scotia Ridge. 
Event 4 is close to southern South Sandwich Trench. 
F or Event l we analyze two paths, for Event 2 we analyze three paths, while for 
Events 3, 4 and 5 we analyze a single path. This choice ensures a good coverage of 
Scotia Sea area (Fig.4.3 and 4.4). 
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Fig.4.3-Map of Scotia Sea region with the locations ofthe five events used for waveform inversions in 
this study. 
Event Date and Depth Scalar Moment M w FaultPiane Lat. Lo n. Nurnber T ime (Km) (N m) 
l 30/05/1996 89 9.52e+17 5.9 232 30 - 158/ -56.77 -26.19 03:04:41.2 123 80 -62 
2 15/11/1998 13 1.97e+17 5.5 61 31-68/ -60.86 -47.30 13:27:12.8 215 61 -103 
3 09/06/1999 33 5.01e+17 5.7 35343169/ -53.20 -47.41 04:05:48.9 91 83 48 
4 23/02/2000 37 1.66e+ 17 5.4 95 76 11/ -60.46 -30.51 01:11 :29.8 2 79 166 
5 21/08/2000 49 3.92e+18 6.3 268 76 2/ -53.20 -46.45 09:16:30.7 178 88 166 
Tab.4.1- Mechanisms of the five events used for the waveform inversion in Scotia Sea. The results are 
from moment tensor inversi an of Vuan et aL (2000), Events l and 2, and of Guidarelli (2004), Events 
3,4 and 5. 
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Fig.4.4-Map of Scoria Sea region with the source-receiver paths used in this study. The events 
correspond to those of previous figure. Stations are: EFI=East Falkland Is.; ESPZ=Esperanza; 
HOPE=South Georgia Is.; PMSA=Palmer Is.; USHU=Ushuaia. 
Network Station Name Lat. Lo n. 
A SA IN ESPZ Esperanza Base -63.39 -.56.98 
A SAI N USHU Ushuaia -.54.84 -68.55 
IRIS-GSN EFI East Falkland Is. -51.67 -58.06 
IRIS-GSN HOPE Soutb Georgia I s. -.54.28 -36.48 
IRIS-GSN PMSA Palmer Is. -64.77 -64.04 
Tab.4.2-Seismic stations used in this study and corresponding to those in Fig.4.2. 
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N. Path Name Related Related Length Event Station (km) 
l PMSA96 Event l PMSA 2208 
2 EFI96 Event l EFI 2133 
3 HOPE98 Event 2 HOPE 975 
4 PMSA98 Event 2 PMSA 955 
5 USHU98 Event 2 USHU 1421 
6 USHU99 Event 3 USHU 1392 
7 ESPZ2000a Event 4 ESPZ 1418 
8 ESPZ2000b Event 5 ESPZ 1305 
Tab.4.3-List of the paths used in this study to perform waveform inversion. Their length corresponds 
to source-receiver distance. 
As already mentioned the seismic stations involved in our calculations are five 
(see Tab.4.2) and they are: East Falkland Is. (EFI), Esperanza Base (ESPZ), South 
Georgia Is. (HOPE), Palmer Is. (PMSA) and Ushuaia (USHU). Also for the choice of 
the stations to be used, it has been necessary to consider more than one factor. First of 
all we looked at the availability of data in each station, since local technical problems 
can affect the recording of data. On second instance we considered paths that could 
ensure a good covering of Scotia Sea area. Third, the choice of paths has been made 
trying to be complementary, in terms of covered areas, respect to previous studi es of 
Vuan et al. (2000) and Guidarelli (2004). 
The paths involved in our waveform inversion are resumed in Tab.4.3; we now 
analyze singularly the characteristics of each of them. 
The first path, PMSA96, connects the northern part of Sandwich Plate to Palmer 
Island in the Antarctic Peninsula. This is the longest path among those analyzed in 
this study and crosses many different features, going from continental structure of 
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Antarctic Peninsula (Vuan et al., 2000) to the oceanic structure of South Sandwich 
P late. 
Second path, EFI96, runs along the North Scotia Ridge, connecting the East 
Falkland Islands with northern part of South Sandwich Plate, crossing a region 
characterized by oceanic structure. 
Third path, HOPE98, vertically cuts the Scotia Sea connecting South Georgia 
Island, corresponding to the motion with a compressive component along North 
Scotia Ridge (Pelayo e Wiens, 1989), to the features of South Scotia Ridge where the 
Event 2 is located. Structure in here is typically oceanic. 
Forth path, PMSA98, connects Palmer Island, in the Antarctic Peninsula, with 
Event 2, located near Orcadas Island on the line of South Scòtia Ridge. It crosses part 
of the Powell basin which is supposed to be of oceani c structure (Barker and D alzi el, 
1983; Barker, 200 l) and part of the continental structure of the Antarctic Peninsula. 
Fifth path, USHU98, crosses the Drake Passage and the features of the 
Shakleton Fracture Zone. According to Galindo-Zaldivar et al. (1996), the Shakleton 
Fracture Zone is characterized by thickened oceanic crust (up to 11 km) deformed by 
reverse and transcurrent faults. 
Sixth path analyzed, USHU99, follows almost perfectly the line of the western 
p art of N orth Sco ti a Ridge. It covers a small portio n of continental structure of the 
extreme edge of South American continent, while crosses for the most part an oceanic 
structure (Vuan et al., 2000). 
Seventh path, ESPZ2000a, connects southem part of South Sandwich Plate with 
the edge of Antarctic Peninsula. This path is mainly running along a line south of 
South Scotia Ridge. 
Eight path, ESPZ2000b, similarly to third path cuts vertically the Scotia Sea. 
Then it connects the features ofNorthern Scotia Ridge with those of Southem Scotia 
Ridge close to Antarctic Peninsula. The most of the structure crossed has oceanic 
aspect (Vuan et al., 2000), since only a very short portion of the path, close to 
receiver, passes through the continental features of Antarctic Peninsula. 
74 
4.3.2-Inverted waveforms 
After all the data ha ve been defmed we perform the waveform inversion of the 
selected seismograms and compare the inverted signals with the real ones. 
In Fig.4.5a are reported the inversions, both for fundamental mode alone (left) 
and for the whole signal (right), for the paths relative to Event l, i.e. PMSA96 (top) 
and EFI96 (bottom). 
In Fig.4.5b the inverted waveforms referto the three paths relative to Event 2, 
i.e. HOPE98 (top), PMSA98 (center) and USHU98 (bottom). 
In Fig.4.5c, top signal refers to inversion related to Event 3, 1.e. USHU99; 
centrai signal refers to Event 4, i.e. ESPZ2000a; bottom signal refers to Event 5, i.e. 
ESPZ2000b . 
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Fig.4.5a- Inverted waveforms for paths relative to Event l , i.e. PMSA96 (top) and EFI96 (bottom). 
Left column represents the inversion for the fundamental mode alone while right column represents the 
complete waveform inversion. Black lines denote real seismograms; red lines are the inversion results. 
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Fig.4.5b- Inverted waveforms for paths relative to Event 2, i.e. HOPE98 (top), PMSA98 (center) and 
USHU98 (bottom). Left column represents the inversion for the fundamental mode alone while right 
column represents the complete waveform inversion. Black lines denote real seismograms; red lines are 
the inversion results. 
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Fig.4.5c- Inverted waveforms for paths relative to Event 3, i.e. USHU99 (top), to Event 4, i.e. 
ESPZ2000a (center), to Event 5, i.e. ESPZ2000b (bottom). Left column represents tbe inversion for the 
fundamental mode alone while right column represents the complete waveform inversion. Black lines 
denote real seismograms; red lines are the inversion results. 
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4.3.3- Resulting structures 
The correspondent structural models, obtained by the waveform inversion 
procedure as shear wave velocity variation versus depth, are reported here, both for 
fundamental mode alone (left in figures) and for the whole signal (right in figures). 
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Fig.4.6a- Structural models for the paths relative to Event l , i.e. PMSA96 (top) and EFI96 (bottom); 
corresponding to inverted wavefonns in Fig.4.5a. Both fundamental mode alone (left) and complete 
wavefonn inversion (right) results are shown. 
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Fig.4.6b- Structural models for the paths relative to Event 2, i. e. HOPE98 (top), PMSA98 (center) and 
USHU98 (bottom); corresponding to inversions of Fig.4.5b. Both fundamental mode alone (left) and 
complete waveform inversion (right) results are shown. 
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Fig.4.6c- Structural models for the paths relative to Event 3, i.e. USHU99 (top), to Event 4, i.e. 
ESPZ2000a (center), to Event 5, i.e. ESPZ2000b (bottom); corresponding to inversions of Fig.4.5c. 
Both fundamental mode alone (left) and complete waveform inversion (right) results are shown. 
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In Fig.4.6a we plot the structural models for the paths relative to Event l, i.e. 
PMSA96 (top) and EFI96 (bottom); corresponding to inversions shown in Fig.4.5a. 
In Fig.4.6b the structural models referto the three paths relative to Event 2, i.e. 
HOPE98 (top), PMSA98 (center) and USHU98 (bottom); corresponding to inversions 
of Fig.4.5b. 
In Fig.4.6c the topmost structural model refers to Event 3, i.e. USHU99; centrai 
model refers to Event 4, i.e. ESPZ2000a; bottom model refers to Event 5, i.e. 
ESPZ2000b. These structural models correspond to inversions ofFig.4.5c. 
4.4-Seismic Tomography application 
At this point we want to give an interpretation of our results. The final structural 
models obtained by means of complete waveform inversion technique suggest new 
possibilities of application. Each of the inverted waveform furnishes a structure that is 
the lD equivalent of the real much more complicated structure; so it can be 
considered as an average mode l of the lithosphere along that path. The coverage of 
the Scotia Sea region by a net of paths suggests us to apply the seismic tomography 
method (Appendix B). 
The seismic waveform tomographic method that we adopt here was developed 
by Ditmar and Yanovskaya (1987) and Yanovskaya and Ditmar (1990). The method 
was performed to treat the wave velocity distribution as a function of wave periods. In 
order to apply it to the structures resulting from waveform inversion, which define 
wave velocity as function of depth, we modify the input files. This is perfectly 
justified since the mathematical formulation is completely independent from the 
parameter used for the tomography (period, depth, etc.). For the details of the wave 
tomography method see Appendix B. 
T o perform a better tomographic analysis we improved our data (8 paths) adding 
the waveform inversion results (5 paths) previously obtained by Guidarelli (2004). In 
fact, the bigger is the number of paths used; the better is the coverage - and 
consequently the resolution - of the regional features. All the paths used in the 
tomography are shown in Fig.4.7. 
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Fig.4.7-Map of Scotia Sea region with the 13 source-receiver paths used to perform waveform 
tomography. Red lines indicate Guidarelli (2004) inverted paths. One more station is considered, i.e. 
ORCD=Orcadas. 
The paths taken from Guidarelli (2004) have been calculated using the events 
listed in Tab.4 .l, with the exception of Event l. The stations are those listed in 
Tab.4.2 with the addition of Orcadas station (ORCD) located in the South Ork:ney 
Islands (see Fig.4.7 and Tab.4.4). In Tab.4.5 are listed the 5 paths added to our 8 ones 
to improve the regional coverage. 
Network Station Name Lat. Lo n. 
A SAI N ORCD Orcadas -60.73 -44.73 
Tab.4.4-Location of Orcadas station (ORCD), which completes Tab.4.2. 
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N. Path Name Related Related Length Event Station (km) 
9 ESPZ98 Event 2 ESPZ 579 
10 HOPE99 Event 3 HOPE 731 
Il EFI99 Event 3 EFI 744 
12 HOPE2000a Event 4 HOPE 776 
13 ORCD2000b Event 5 ORCD 846 
Tab.4.5-List of the paths taken from Guidarelli (2004) added to the ones in Tab.4.3 to perform 
waveform tomography. 
4.4.1-Resulting tomographic maps 
A t this point the total number of the paths considered in the tomography is 13. 
Then we calculate, by means of our tomographic program package, the tomographic 
maps at various depths: 25km, 50km, 75km, lOOkm, 150km and 200km (the choice of 
the maps depths has beeri made to consider a regular step of 25km for the top sections 
and 50km for the deeper ones). Anyway our method allows us to select any depth. 
The resulting maps are shown in Fig.4.8a, b and c. 
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Fig.4.8a-Tomographic maps for Scotia Sea region, at 25km depth (top) and SOkm depth 
(bottom), obtained using the results of complete wavefonn inversion for the paths in Fig.4. 7. 
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Fig.4.8b-Tomographic maps for Scotia Sea region, at 75km depth (top) and IOOkm depth 
(bottom), obtained using the results of complete wavefonn inversion for the paths in Fig.4. 7. 
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(bottom), obtained using the results of complete waveform inversion for the paths in Fig.4.7. 
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In spite of the really small number of path anaiyzed, which does not allow to 
obtain information on the detaiis of the Iithospheric structure, we can already point 
out some observations. In the centrai area of Scotia Sea, i.e. in the centre of Scotia 
P late, the maps show a positive velocity anomaiy, w ho se vaiue decreases in the 
vicinity of Scotia Sea borders. Moreover, the positive anomaiy is more evident in the 
25km, 50km and 75km maps, whiie in deeper tomographic maps it becomes much 
less differentiated from the reference velocity. 
These observations are in good agreement with the origin and evoiution of 
Scotia Sea region. The origin of Scotia West-directed subduction zone from a 
previously East-directed subduction zone (that was corresponding to the continental 
lithosphere connection between South America and Antarctic Peninsuia) has 
generated a region with a centrai area constituted of oceanic lithosphere surrounded 
by a number of small continental micro-piates (Barker, 1972; Barker and Burrel, 
1977; Barker and Danziel, 1983). The positive wave velocity anomaiy in the centrai 
area of Scotia Sea is compatibie with the oceani c origin of the lithosphere in that area 
and, in generai, in the West-directed subduction zones outside the Pacific area 
(Dogliani et al., 1999). The decreasing of the anomaiy vaiue in the proximity of 
Scotia Sea borders is in agreement with the continentai fragments surrounding Scotia 
Sea region. The positive wave veiocity anomaiy becomes Iess and Iess evident with 
the increasing of the depth. This points out that progressiveiy, with the growth of the 
depth, the Iithospheric structure becomes more and more homogeneous. 
W e can state, a t this point, that the use of the tomographic ma p representation is 
a good tooi for the description of Scotia Sea Iithospheric characteristics. Obviousiy 
for a deeper understanding of the features constituting the regio n will be necessary a 
much bigger number of waveforms to analyze, in order to improve the resolving 
power of the method. Anyway, the generai aspects of the Iithosphere ha ve been 
confirmed by our analysis, whether the number of studi ed paths was smail. Improving 
the inverted waveforms will give us the possibility to produce maps with a resolution 
up to tens of kilometers, whiie no w is of the order of hundreds of kilometers. 
The oniy obstacle to reach a better-resoived tomographic map can rise from the 
non-homogeneous coverage of the regio n due to directivity probiems. lt must be taken 
into account that the seismographs depioyed in the Scotia Sea area are just 6 and the 
seismicity is more concentrated in some areas than in others. This could produce a 
good coverage along favored directions and a very poor coverage ali around, resulting 
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in a non-homogeneous net of paths and consequently in an uncorrected tomographic 
representation. 
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CHAPTER5 
The West-directed subduction zones outside of the Pacific: 
Scotia, Tyrrhenian, Carpathians and Caribbean domain 
5.1-Introduction 
In this chapter we want to point out the Scotia Sea region characteristics as a 
West-directed (W-directed or W-verging) subduction zone. The W-directed 
subduction zones are quite peculiar tectonic features, which do not occur very often, 
especially outside the Pacific Ocean domain. Since, among the non-Pacific W-
directed subduction zones, the Scotia Sea is the poorest in terms of available data, due 
to its remote location, we present h ere a comparative study of the main non-Pacific 
W -directed subduction zones, in or der to improve the interpretation of data an d, in 
generai, our knowledge on the features of Scotia Sea area. Then we describe the 
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characteristics of Caribbean, Tyrrhenian and Carpathians W -directed subduction 
zones, together with Scotia, stressing both common features and differences. 
5.2- The W-directed subduction zones 
The main known, presently active or preserved, W -directed subduction zones in 
the world are (Doglioni et al., 1999): Apennines (Tyrrenian Sea region), Carpathians, 
Barbados (Caribbean Sea region), Sandwich (Scotia Sea region), Aleutians, Kurile, 
Japan, Nankai, Ryukyu, Izu-Bonin, Marianas, Tonga, Kermadec, Banda and 
Philippines. Only few of these zones are located outside the Pacific Ocean area and 
the most interesting are: the Scotia Sea region, the Caribbean region, the Tyrrhenian 
region and the Carpathians region. 
F ollowing Doglioni et al. (1999), we present here the main characteristics of the 
W -directed subduction zones an d the strong differences with respect to classi c 
subduction zones (as for example Alpine or Andean ones). 
W -directed subduction zones ha ve generally arcuate shape with convexity 
verging mainly to the East and an average length of the subduction are ranging from 
about 1500 Km up to 3000 Km. This occurs both in the Pacific case, where is 
recognized the highest convergence rate among plates ( even higher than l O cm/y), 
and in non-Pacific ones (i.e. Atlantic-Mediterranean cases), where the convergence 
rate is absent or very low (ranging from O to 2 cm/y). This feature as been often 
explained by the hypothesis ( e.g. Fowler, 1990) that any subduction on a sphere 
generates an are. Howevèr this geometrie observation does not appear sufficient, since 
it is not able to explain why East-directed (E-directed) or North-East-directed (NE-
directed) subduction zones do not usually show such a shape ( e.g. Andean region). 
W -directed subduction zones form very fast and ha ve a very short life; they are 
characterized by an age usually less than 50 Ma. 
The thrust belts associated with the W-verging subductions show a new Moho, 
beneath the thrust belt, shallower than the pre-subduction one of the foreland. 
Moreover the Moho beneath the thrust belt shows average velocities lower (7.7-8.0 
Km/s) than the ones offoreland Moho (7.9-8.2 Km/s) (Doglioni et al., 1999). 
In comparison with orogens associated with not W -verging areas, e.g. Alps and 
Andean, the W -directed subduction zones present accretionary wedges that ha ve only 
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one main vergenee, i.e. eastward vergenee, and only one foredeep. These aeeretionary 
wedges are mainly eomposed of sedimentary roeks seraped-off the top of the 
subdueting plate. This is mueh evident in Fig.5.1 and Fig.5.2. In the southern arm of 
the are, the aeeretionary wedge is aeeompanied by a right-lateral (dx) transpression 
an d by a cloekwise rotation of the thrust sheets. This is associate d, in the southern part 
of the baek-are basin, by a left-lateral (sx) transtension in the extensional area. At the 
opposite, in the northern arm of the are, the aeeretionary wedge is related to a left-
lateral (sx) transpression and to a eounter-cloekwise rotation of the thrust sheets. 
Then, in the northern part of the baek-are basin, the extensional area is eharaeterized 
by a right-lateral (dx) transtensional movement. Moreover, in the western side of the 
baek-are basin, lithospherie boudinage (i.e. a term that deseribes the way in whieh 
layered roeks break up under extensional stress) is present. 
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Fig.S.l- Schematic representation of the main characteristics of W-directed subduction zones, top 
view. The figure is modified after Doglioni et al. , 1999. 
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Fig.5.2- Schematic representation of the main characteristics of W-directed subduction zones, lateral 
view. The figure is modified after Dogi ioni et al. , 1999. 
Along W -directed subduction zones the foredeeps an d the trenches are very 
pronounced. They show the highest subsidence rate of any basin on Earth in the order 
of 1600 m/Ma (e.g. Apennines and Carpathians). This allows interpreting (Doglioni et 
al. , 1999) the slow filling of foredeeps with huge flysch deposits (e.g. Apennines) or 
poor deposition (e.g. Marianas), in fact the cross-sectional area of the thrust belts 
associated with W -verging subductions is smaller compared with the area of the 
foredeep and of the trench (both in the case of subduction of oceanic lithosphere and 
of thin continentallithosphere ). 
The generation of the foredeeps and the trenches along the W -directed 
subduction zones is mainly controlled by the eastward roll-back of the subduction 
hinge resulting from the eastward mantle push (Doglioni, 1994). This is well shown in 
Fig.5.3, referred to Scotia W-directed subduction characteristics. 
One of the main peculiarities of W-verging subductions is that there is always 
associated a back -are basin to each of them ( e.g. Sco ti a Sea to Sandwich, Tyrrhenian 
Sea to Apennines, Pannonian Basin to Carpathians, Caribbean Sea to Barbados). The 
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m o ho 
back-arc shows a typical fast eastward propagation ( e.g. 30-50 mm/y for Tyrrhenian). 
The subducted lithosphere is often replaced by new asthenospheric materia! in the 
back-arc extension. The thickness and the shape of the accretionary wedge along the 
trench or along the foredeep are contro li ed by the depth of the decollement, which is 
al so a function of the thickness an d of the rheology of the sedimentary cover arriving 
at the subduction hinge (e.g. see Fig.5.2). 
The W-directed subduction zones presenta Benioff-Wadati zone, i.e. the dip 
angle ofthe slab, ranging from ,-·-40° (in the fastest Pacific ones) up to vertical (in the 
slower non-Pacific ones, e.g. Carpathians). In addition, the Pacific slabs are 
characterized by active convergence as well as slab retreat as dominant mechanism, 
while the dominant mechanism for Atlantic and Mediterranean slabs is the slab 
retreat. The difference in di p of the two groups is probably due to the fact that the 
induced flow (Turcotte and Schubert, 1982) in the Pacific zones is much higher than 
in the non-Pacific ones, causing an uplift of the slabs. More, from the analysis of the 
deep earthquakes, i t is pointed out that, while in the Pacific cases the activity, an d so 
the slabs, reaches depths up to 670 Km, in the non-Pacific cases this range is much 
smaller. In fact, with the exception of the Tyrrhenian zone where the slab deeps to 
450 Km, the non-Pacific slabs usually do not exceed the 200 Km depth (e.g. events 
are recorded up to a depth of 140 Km in the Sandwich, up to l 70 Km in the Barbados, 
up to 180 Km in Carpathians) (see Oncescu, 1984, 1987). 
As already mentioned, a qui te typical feature of W -directed subduction zones is 
the presence of a narrow are chain in the hanging wall, which rises to 2000-3000 m 
over the mean plate level and that can be recognised either in a mountain chain ( e.g. 
Apennines and Carpathians) or in an island are (e.g. Sandwich and Barbados). Ifthe 
subducting plate is oceanic, there is always a pronounced trench along the 
convergence margin, whereas, if the subducting p late is continental, the trench may be 
fili ed ( as in Carpathians) by sediments. 
Geologically the majority of the W-directed subduction zones are not well 
known, mainly due to their underwater location (Dogliani et al., 1999). These zones 
are characterized by strong negative free-air gravimetrie anomalies (150-200 mgal) 
along the trench and by a prominent positive anomaly in the correspondence of the 
are. 
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5.3- The Sandwich W-directed subduction zone 
The remote location of the Scotia Sea region has posed logistic problems for the 
collection of seismological data. Only in the last 10-15 years there has been a major 
effort in deploying a series of seismic instrumentation (see § 4.3) in the islands and 
continental regions surrounding Scotia and sandwich plates. 
A t present there are several tomographic studies of the Antarctica and of the 
surrounding oceans (Roult and Rouland, 1994; Danesi and Morelli, 2000; Ritzwoller 
et al., 2001; Kobayashi and Zhao, 2004), but almost all of them are continental scale 
studies. The first tomographic study of the Scotia Sea on a regional scale has been 
proposed by Vuan et al. (2000), that presents group velocity tomographic maps 
together with shear wave velocity models (see Chapter 4) for. the Scotia Sea area. 
Vuan et al. (2000) have used the group velocities of the fundamental mode 
Rayleigh waves, in the period range from 15s to 50s, to perform a tomographic 
analysis of the Scotia Sea region and surroundings. The resulting tomographic maps 
are shown in Fig.5.5. 
The group velocity maps for Rayleigh waves at the periods of 15s and 20s are a 
good indicator of the location and of the nature of the sedimentary basins across the 
Scotia Sea region (Laske and Masters, 1997). The 15s and 20s maps in Fig.5.5 clearly 
show a lo w velocity anomaly related to the abrupt topography elevation of the South 
Sandwich Island are. This is much evident from Fig.5.4a (top), which stresses the 
topography and the bathymetry around Sandwich plate: the deep Sandwich trench 
(over than 5000m below sea level) characterizes the Sandwich subduction zone, while 
the surrounding regio n is characterized by an average depth of l OOOm belo w sea 
leve l. These are characteristics reported by Dogliani et al. (1999) to be typical of the 
W -directed subduction zone s. 
In the 15s map, a low velocity anomaly is associated to the subduction zone, 
covering an area lying between the Sandwich Islands are and the Sandwich trench 
(i. e. the fore-arc area). The anomaly may be related to the presence of the previously 
mentioned accretionary prism, which is mainly composed of sedimentary rocks 
scraped off from the top of the foreland subducting p late (Dogliani, 1991; Dogliani et 
al., 1999). In both maps, but more stressed in 15s one, a high velocity anomaly is 
localized between the East Scotia Ridge and the Sandwich Island are, i.e. in the area 
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called back-arc basin. This could indicate (Doglioni et al., 1999) that, behind the 
accretionary wedge, the subducted lithosphere is replaced by new asthenospheric 
materia! in the back-arc extension due to the East Scotia Ridge. In the 20s maps we 
can recognize that the c~nvexity of the low velocity anomaly changes its orientation 
respect to that of 15s map. 
The tomographic maps ranging from 25s to 30s can resolve the Moho depth in 
the oceans and the velocities in the upper crust (Ritzwoller et al., 1998). For the Scotia 
Sea region, observing the maps in Fig.5.5 for these periods, it is possible to recognize 
a well-defined high velocity anomaly that extends from the Shackleton Fracture zone 
until the East Scotia Ridge. At 25s period the low velocity anomaly corresponding to 
the Sandwich are subduction reduces, but is stili evident, pointing out that there is not 
typical oceani c crust in the area. In fact, that area is characterized by thinning of the 
lithosphere and by upwelling of the asthenosphere. Again, as for the 15s and 20s 
maps, it can be noticed that the subducted lithosphere is replaced by new 
asthenospheric materia! in the back-arc. The anomaly becomes less evident, but is stili 
present, in the 30s map. 
The 40s and 50s period group velocity sample more in depth and they are 
sensitive to lower crustal velocities. At 40s, one of the most evident negative 
anomalies corresponds to the East Scotia Ridge, west to the Sandwich subduction 
zone and back-arc basin. At 50s, the Moho depth is well resolved by the group 
velocities of Rayleigh waves (Panza, 1981; V dovin et al., 1999). In correspondence to 
the South Sandwich are an high velocity anomaly is recognizable at 50s. 
Other features that are not resolved by group velocities Rayleigh waves, in the 
period range from 15s to 50s, can be pointed out by means of tomographic maps at 
continental and global scale (Danesi and Morelli, 2000; Ritzwoller et al., 200 l; 
Kobayashi and Zhao, 2004). 
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5.4- Comparison ofnon-Pacific W-directed subduction zones 
As already stressed, the Scotia Sea region represents a typical example of non-
Pacific W -directed subduction zone, generated by the subduction of the South 
American plate under the Scotia plate (Fig.5.3). The case, among the ones described 
earlier in this chapter, is of an oceani c-oceani c subduction that generates an island are, 
which is the Sandwich Islands are. Along the subduction hinge a deep trench, named 
Scotia trench, is located. The back-arc system associated with this W -directed 
subduction zone is constituted by the Sandwich plate, whether the back-arc sea is 
generally considered the Scotia Sea as a whole, due to the spreading ofboth Sandwich 
plate and Scotia plate from the East Scotia Ridge. 
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Fig.5.3- Model showing the main characteristics of Scotia Sea region as a W -directed subduction zone, 
lateral and top view. The generai W-directed subduction features are indicated in red. 
It is generally recognised that similar geodynamic constraints favoured the 
development of Sandwich, Barbados, Apennines and Carpathians (Fig.5.4a and 
Fig.5.4b), so a better understanding of lithospheric characteristics and tectonic 
structures in each of these regions may provi de a better insight into similar features 
within other regions. 
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Fig.5.4a- Geographic maps of the main non-Pacific W-directed subduction zone, Scotia Sea Area 
(Sandwich) and Caribbean Sea Area (Barbados). 
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Fig.5.4b- Geographic maps of the main non-Pacific W -directed subduction zone, Tyrrhenian Sea Area 
(Apennines) and Carpathian Area (Carpathians). 
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In the last few years tomographic studies have been performed in these non-
Pacific W -subduction areas: Scotia Region (Vuan et al., 2000), Tyrrhenian and 
Carpathians Regions (Pontevivo, 2002; Pontevivo and Panza, 2002; Panza et al., 
2003; Raykova et al., 2004a, 2004b) and Caribbean Region (Gonzales et al., 2000, 
2004 ). The presence of such tomographic studi es suggests a compar-ative study of the 
four domains using ali available information, in order to understand to what extent 
these areas are comparable, and how a better understanding of the lithospheric 
features in one region may provide a better insight into the similar peculiar features in 
the other regions. 
Unlike the Scotia Sea region, the Mediterranean area has a better 
instrumentation coverage. Many studies have been proposed about the characteristics 
of the lithosphere in the region. Recently, Pontevivo and Panza (2002) obtained 
tomographic maps for Italy and surrounding areas in the period range from lOs to 35s. 
Raykova et al. (2004a, 2004b) extended that study to obtain tomographic maps for the 
whole Mediterranean domain, extending it also to the East Europe and so including 
the Carpathians region. From the study of Raykova et al. (2004a, 2004b) we select 
the tomographic maps for Tyrrhenian Sea area and Carpathians area at the same 
periods of Vuan et al. (~000) Scotia Sea study. The selected maps are reported in 
Fig.5.6 for Tyrrhenian Sea and in Fig.5.7 for Carpathians. 
Also the Caribbean Sea region has been recently studied by means of 
tomographic techniques. The tomographic maps in the peri od range l Os-40s ha ve 
been proposed by Gonzales et al. (2000, 2004). Unfortunately, such maps do not 
cover a t present the Barbados Islands area and the corresponding W -directed 
subduction zone. Whether a good comparison of the Barbados W -subduction area 
with the other proposed here will be possible only after a future extension ofthe maps 
coverage, some features are already possible to be compared; then we report the 
Caribbean Sea area maps in Fig.5.8. 
In generai, we take into account in our analysis the tomographic maps which 
cover the range of periods of Vuan et al. (2000) study, i.e. from 15s up to 50s, with a 
5s step from 15s to 30s an d a l Os step from 30s to 50s. The only exception is the 
absence of the 50s ma p for the Caribbean Sea. 
The selected maps are represented in Fig.5.5 for Scotia Sea area, in Fig.5.6 for 
Tyrrhenian Sea area, in Fig.5.7 for Carpathians area and in Fig.5.8 for Caribbean Sea 
area. 
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Fig.5.5- Tomographic maps ofthe Scotia Sea Region calculated for the periods: lSs, 20s, 25s, 30s, 40s 
and 50s. The maps are modified from Vuan et al. (2000). 
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Fig.5.6- Tomographic maps ofthe Tyrrhenian Sea Region calculated for the periods: 15s, 20s, 25s, 30s, 
40s an d 50s. The maps are modified from Raykova et al. (2004a, 2004b ). 
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Fig.5.8- Tomographic maps of the Caribbean Sea Region calculated for the periods: 15s, 20s, 25s, 30s 
and 40s. The maps are modified from Gonzalez et al. (2000, 2004). 
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The first area that we analyze for the comparison between non-Pacific W-
directed subduction zones is the Tyrrhenian Sea area, Fig.5.6. Considering the 
tomographic maps at 15s and 20s, we notice that the most prominent feature is the 
presence of a lo w velocity anomaly trending NW -SE along the Apennines area. As 
detected in the South Sandwich are, the low velocity anomaly is located in 
correspondence with the possible W -directed subduction in the Apennines, in the 
southern part of ltalian peninsula, along Calabrian are. Pontevivo and Panza (2002) 
suggest that the negative anomalies at the shortest periods in Apennines are associated 
with the presence of lo w velocity crustal materia!, which is the result of the inherited 
compressional tectonics in the ongoing extensional deformation. The low velocity 
anomaly starts to reduce at 25s and 30s to almost disappear at 40s and 50s periods. In 
the period range from 15s to 30 s the Tyrrhenian basin, which represents the back-arc 
basin, is characterized by a high velocity anomaly: this feature is quite similar to what 
found in the Scotia Sea tomographic maps. 
The study of Raykova et al. (2004a, 2004b) concerns the study of the East 
Europe area and focuses also in Carpathians region. The corresponding tomographic 
maps are shown in Fig.5.7. The main features that can be detected are similar to those 
pointed out for the Tyrrhenian area. A low velocity anomaly is present in 
correspondence with the Carpathians chain in the maps at 15s and 20s. Also in this 
case such anomaly starts to reduce at 25s-30s, becoming barely visible at 40s. lt 
disappears completely at 50s. The low velocity anomaly should correspond to the 
possible Carpathian subduction. Unlike Scotia Sea region and Tyrrhenian Sea region, 
the Carpathians area is not characterized by a sea basin, so no large high velocity 
anomalies are present in the shortest periods maps (15s-20s). Anyway the back-arc 
basin is present also in Carpathians domain, corresponding to the Pannonian basin, 
and this is well recognizable in the 25s and 30s maps, while it is almost absent in 40s 
and 50s maps. 
The tomographic maps for Caribbean Sea are reported in Fig.5.8. Whether they 
do not cover the subduction area of Barbados Islands, the tomography extension 
considers a big portion of what is the back-arc basin. The Caribbean domain show a 
high group velocity anomaly in the centrai-western part of the Caribbean Sea starting 
from 15s period map up to 30s period map. The anomaly becomes less evident at 40s 
period. A better comparison of the Barbados subduction zone with the other non-
Pacific W -directed subductions presented h ere, will be possible in the near future 
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when more data will be processed to extend the tomographic coverage of the area to 
include the Barbados Islands are. 
Finally w e can say that some of the features that are recognized as to be peculiar 
of W-directed subduction zones bave been detected by the tomographic map analysis. 
In the tomographic maps for Scotia Sea, Tyrrhenian Sea and Carpathians is clearly 
visible, mainly at the short periods (i.e. 15s, 20s, 25s), the presence of a low velocity 
anomaly corresponding to the subduction region. Such anomaly could be explained as 
due to the presence of the accretionary prism that Doglioni (1991) and Doglioni et al. 
( 1999) proposed as a typical feature of W -directed subduction zone s. The accretionary 
prism should be composed mainly of sedimentary rocks scraped off from the top of 
the foreland subducting plate, so it is detected by the shorter periods maps as a 
negative anomaly in velocity distribution. This feature is not observed for the 
Caribbean Sea region, since the coverage of the related maps does not extend till the 
Barbados are. 
A characteristic common to ali the four tomographic studi es is the existence of a 
high velocity anomaly in the west side of each region, stressing the presence of the 
back-arc basin, spreading behind the associated are. The high velocity anomaly 
associated to the basin could be a confirm of the fact that the subducted lithosphere is 
replaced by new asthenosperic materia! in the back-arc area (Doglioni et al., 1999). 
Another observation regards the velocity distribution along the borders of the 
back-arc basins. In the maps of ali the four studies it is evident that the high velocity 
anomaly is less pronounced there than in the centrai part of the basins and this is 
particularly evident for the smaller periods (15s-20s). This characteristic is much 
pronounced in the Scotia Sea Area and it has been already pointed out by the 
'velocity-versus-depth' tomographic analysis of Chapter 4. In fact the Scotia Sea and 
the related W -directed subduction zone are supposed to bave bee n generated by a pre-
existing East-directed subduction zone (that was located between South America and 
Antarctic Peninsula) which changed its subducting direction spreading a series of 
lithosperic continental fragments around the centrai area, made of oceanic litosphere 
(Barker and Burrel, 1977~ Barker and Dalziel, 1983). The continental fragments bave 
formed a series of micro-plates along Northern and Southern Scotia Ridge, bordering 
the young Scotia Sea centrai area, spread by the East Scotia Ridge. An identica! 
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process is supposed to beat tbe origin of Caribbean W-directed subduction zone and 
of Tyrrbenian Sea (Dogliani et al., 1999). Tbe tomograpbic maps we bave presented 
bere seem to enforce tbis suggestion. Tbe case of Carpatbians is different: tbe 
collision tbat generated tbe W-directed subduction zone is between continental plates, 
so it is obviously impossible to observe a difference in velocity anomaly values as 
pronounced as tbe ones for Scotia, Caribbean and Tyrrbenian. 
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CONCLUSIONS 
This work has been completely devoted to the study of the tectonics and 
geodynamical properties of the Scotia Sea region. 
In the first part of the thesis w e ha ve analyzed, o n a theoretical poi n t of vie w, 
the problem of modeling waves in structures in which we introduced a topmost layer 
with very low density and velocity. We were interested in this topic because the 
Scotia Sea region is almost completely underwater and its sea bottom is characterized 
by the presence of sediments, which can influence very much the signals. The 
insertion of such a layer has allowed us to simulate, in emphasized manner, the 
presence of the non-consolidated sediments. The present study has been concentrated 
on SH waves behavior since they are the most sensitive to the presence of a medium 
with a shear modulus J.l of small value. 
The results of the application of different techniques for synthetic seismograms 
modeling reveal how the presence of the sedimentary layer influences the waveform 
propagation both in phase and amplitude. We have been able to observe, already at 
the first stage, that the low velocity of the sediments cause a great delay in the 
wavetrain arrivai. This could determine time-aliasing occurrence, since the time 
extension of our program-package seismograms depends on the cut-off frequency 
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considered. So we had to choose an epicentral distance short enough to ensure that all 
the waveform was contained inside that time range. This has influenced the choice of 
the focal depth to avoid the problem of incidence of waves a t criticai angles. 
W e ha ve then passed to the analysis of the behavior of a lateral varying structure 
built posing in welded contact two laterally homogeneous structures. The modeling of 
the corresponding signals, focused on coupling coefficient technique results, has 
pointed out some interesting features. In spite the only difference between the two 
parent structures was the thickness ofthe topmost layer, that has been enough to cause 
the presence of a big difference in the value of frequencies at which the normal modes 
of the two structures start to be canalized in the sedimentary layer. Observing the 
waveforms calculated for various combinations of outgoing and ingoing modes at the 
interface between the parent structures, we have verified that such difference is 
responsible for the existence of a gap in the energy rate transmitted from the first 
structure to the second structure. 
The further analysis of the coupling coefficients waveforms, by means of the 
frequency-time analysis technique, wanted to study ifa signal, generated by a laterally 
heterogeneous structure obtained by two laterally homogeneous structures whose 
characteristics are well known, could maintain any aspect of the signals corresponding 
to the parent structures in the simplified case in which the parent structures differ only 
for two thin layers. The answer to that problem has been that, also in this case, it is 
not possible to discriminate between the single contributions of the parent structures 
to the signals generated by the laterally heterogeneous one. 
In the second part of the work we have applied the waveform inversion 
technique to some seismic signals, recorded by the stations located in the Scotia Sea 
region. The major aim ofthe analysis was to improve our knowledge ofthe properties 
of the lithosphere in the area, furnishing a better insight to the features characterizing 
regional structure and evolution. Starting from already existing model structures we 
have refined them and improved the analysis processing a new series of events. Each 
of the inverted waveform has furnished a structure that is the one-dimensional 
equivalent of the real much more complicated structure, so it has given an average 
mode l of the lithosphere along that path. The pro fil es corresponding to paths crossing 
from north to south the Scotia Sea show a low velocity zone, ranging from ,....,50km to 
,....,250km, particularly evident. Moreover, the profiles corresponding to paths running 
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aiong the Scotia Sea borders are the more compiex to be anaiyzed. This is in 
agreement with the origin and evoiution of Scotia Sea region. The origin of Scotia 
West-directed subduction zone from a previousiy East-directed subduction zone (that 
was corresponding to the continentai Iithosphere connection between South America 
and Antarctic Peninsuia) has generated a region with a centrai area constituted mainiy 
of fast oceani c Iithosphere surrounded by a number of small continentai micro-piates. 
W e have then performed an appiication of the tomography method. Using the 
pro fii es calcuiated in this work, together with the ones fumished by Guidare Ili (2004) 
and calcuiated by the same technique, we constructed veiocity versus depth maps. 
Aiso these maps, in spite of the really small number of path anaiyzed, pointed out a 
feature which is in good agreement with the origin and evoiution of Scotia Sea region: 
the presence of a positive veiocity anomaiy in the centrai area of Scotia Sea, whose 
vaiue decreases in the vicinity of Scotia Sea borders. 
In the finai part of the thesis we concentrated in the study of the Scotia Sea 
region as a West-directed subduction zone. This because the W -directed subduction 
zones are quite pecuiiar tectonic features and among the non-Pacific W-directed 
subduction zones, the Scotia Sea is one of the principai ones. W e have described the 
characteristics of the other W -directed subduction zones outside the Pacific domain, 
i.e. Caribbean, Tyrrhenian and Carpathians. Our improvement in the knowiedge of 
Scotia Sea area has come from the comparative anaiysis of tomographic studies 
performed in those areas (Vuan et al. (2000) for Scotia Sea region; Pontevivo (2002), 
Pontevivo and Panza (2002), by Panza et al. (2003) and by Raykova et al. (2004a, 
2004b) for Tyrrhenian and Carpathians Regions and Gonzaies et al. (2000, 2004) for 
Caribbean Region). By the anaiysis of the tomographic maps we ha ve detected some 
of the features that are considered as pecuiiar of W -directed subduction zones. W e 
have been able to recognize the presence of a low velocity anomaly corresponding to 
the subduction area, the existence of a high velocity anomaly in the west side of each 
region, stressing the presence of the back-arc basin, and the fact that this high velocity 
anomaly is less pronounced ali along the basin borders. The latter characteristic, 
referred to Scotia Sea, is the most interesting since it agrees with the 'velocity-versus-
depth' tomographic analysis presented in the centrai part of the thesis. Having 
revealed such common characteristic in ali the four tomographic studies is enforcing 
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the idea that an identica} process could be at the origin of Scotia Sea regton, 
Caribbean Sea region and of Tyrrhenian Sea region (Dogliani et al., 1999). The case 
of Carpathians is not included in this conclusion since quite different because the 
collision that generates the subduction zone is between continental plates, so it is 
obviously difficult to observe, along the basin borders, a difference in velocity 
anomaly, with the centrai basin area, as pronounced as in Scotia, Caribbean and 
Tyrrhenian. The availability of more detailed tomographic studies could furnish more 
evidence for the existence of a common generation mechanism for the non-Pacific W-
directed subduction zones. 
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APPENDIXA 
Tsunami modeling 
in multilayered oceanic structures 
A.l-Introduction 
The problem of propagation of seismic waves in structures with a topmost liquid 
layer, typically a water layer, is directly linked with the physical phenomenon of 
tsunami. When a seismiç wave is moving trough a solid media the main restoring 
force involved is the elastic force, i.e. the interaction between adjacent particles. 
When liquid media is considered, the main restoring force is primarily due to gravity. 
Among gravity waves that can propagate near the oceanic surface the most relevant, 
in terms of amplitudes, is the tsunami. 
A tsunami happens after a huge mass of water is moved from its equilibrium 
configuration, by some force acting on it, and then gravity tents to restore the 
equilibrium state. Submarine earthquakes generate the most of the tsunami, but 
sources are also inland/coastal earthquakes, landslides and meteoric impacts. 
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Due to their generation mechanism, periods and wavelengths associated with 
tsunami are longer than those associated with ordinary sea waves, and for large 
submarine earthquakes their amplitudes can be very impressive, especially when the 
waves approach the shorelines. 
I t has already bee n demonstrated that tsunami can be considered o ne of the 
Earth' s spheroidal oscillations, which can be al so assimilated to P-SV modes, i.e. 
Rayleigh m od es (Pod'yapolsky, 1968, 1970; Ward, 1980a, 1980b, 1981, 1982a, 
1982b; Okal, 1982; Corner 1984; Geist, 1995). Starting from this point ofview, Panza 
et al. (2000) have extended the modal summation method, exposed in previous 
chapters, to the treatment of tsunami waves in multilayered oceani c media. 
A.2-Solution of tsunami eigenvalue problem 
T o sol ve the problem of tsunami propagation the model adopted consists of a 
multilayered (but often considered as single layer) fluid over a multilayered half-
space. The structure configuration and the related coordinate system are shown in 
Fig.A.1. A constant gravitational fie l d, pg g2 , is assumed to be uniform an d acting in 
the vertical direction. Moreover, l et suppose that the variation of the gravity field due 
to the dynamic displacement fie l d is caused only by the variati o n of the density p: 
L\ p 
-=-V·u p - (A.1) 
Sin ce in flui d media the dominant restoring force is the gravity, while in soli d i t 
is practically negligible, the equations of motions become: 
(A.2) 
in liquid media, while: 
2 ( ) 2 ( ) a
2
u a V V·u -ge V·u-A Vx Vxu =--= 
- -z - p - at2 (A.3) 
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in solid media. 
In here g=(u,O,w) represents the displacement vector. 
The method we use to sol ve our problem is the extension of the already pointed 
out Haskell (1953) method for the generai propagation of waves in soli d multilayered 
structures. It makes use of the eigenfunctions (stresses and displacements) of the 
equation system to define, for each layer, a so-called matrix-layer. The row by 
column product of ali matrices efficiently defines the dispersion function of surface 
waves and therefore synthetic seismograms in layered media. Roots of the dispersion 
function, i.e. the couples (oo,c) for which the dispersion function is equal to zero, 
correspond to the eigenvalues of the problem. Eigenvalues can be subdivided in the 
dispersion curve of the fundamental mode, of the first higher mode, of the second 
higher mode and so on. 
Direction of propagation x 
Free surface 
Z-1 
1-th liquid layer 
Z-1+1 
Z-j 
j-th liquid layer ocean 
Z-j+1 
Z-1 
zo 
1-st liquid layer 
1-st solid layer 
Z1 
Zm 
m-th solid layer soli d 
Zm+1 
ZN-1 
(N-1)-th solid layer 
ZN 
z halfspace 
Fig.A.l-Reference ID multilayered model, from Panza et al. (2000). 
At this point, following Panza et al. (2000), we have to calculate the 
eigenfunctions of the problem. To do this we must first define the boundary 
conditions at each interface. 
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At free surface, since pressure p (which in fluid is due both to elastic force and 
hydrostatic pressure) has to vanish, boundary condition, truncated at first order, is: 
p[ z_, + w(z_,)] = p(z_,) + :1 w_,= 
Le 
(A.4) 
At liquid-liquid interfaces the pressure and the vertical component of motion 
ha ve to be continuous. Considering the j-th and G+ l )-th layer into account, the 
continuity conditions should be satisfied at the perturbed interface, i.e. at 
z = z_j +w(z_j), but for the vertical component of displacement it is equivalent to 
consider the unperturbed interface, i.e. z = z_j. Then the continuity conditions 
between the two layers give: 
w · (z ·) = w · 1 (z · ) 
-J -J -J- -J 
(A.5) 
-p-ja:j V ·11-j + P-jgw -jl . = -P-j-la:j-lv ·11-j-1 + P-j-lgw -j-11 . 
z_J z_J 
At liquid-solid boundary, since the vertical displacement in solid media is much 
smaller than in the liquid one and the gravitational force is negligible in solid, the 
terms corresponding to hydrostatic pressure are neglected; thus, in next formulas, the 
term O' 1 is the normal stress due only to the elastic forces: 
w -l (zo) =wl (zo) 
P-1a:1 V ·11-1 (zo) = 0'1 (zo) 
O= 'tl (zo) 
(A.6) 
At the solid-solid interfaces ali the components of stress and displacement are 
continuous. If we consider the m-th and (m+ l )-th layers the boundary conditions are: 
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wm(zm) = Wm+l(zm) 
um(zm) = Um+l(zm) 
O' m ( Z m) = O' m+ l (2m) 
't m (2m) = 't m+ l (2m ) 
(A.7) 
No w we are ab le to calculate the solution of the motion equation in each layer in 
terms of a harmonic wave propagating along x axis, with angular frequency ro and 
phase velocity c. 
In the j-th liquid layer it is: 
f!:_j(x,z,t) = 
_ ia:j [A ( 1J2c-j)ZJ B ( 1J1(-j)ZJ] [i(wt-kx)] 
---- .exp -- - .exp -- e 
wc -1 a . -1 a . 
-} -} 
(A.8) 
w_j(x,z,t) = 
= a_ j [11 . A . exp(- 7J2c-.nZJ -7] . B . exp(- 17Ic-nZJ]e[i(ox-kx)] 
2 l(- J) - J 2(- J) - J 
w ~j ~j 
where k is the horizontal wavenumber, I the imaginary unit, and: 
111( -j) = -OJ\fl -j - -2 g 
a_j 
112( -j) = OJ\fl -j - -2 g 
a_j 
2 2 2 a_j g 
'V -j = -2- - l+ 2 2 
c 4a ·OJ 
-J 
In the m-th solid layer the solution is: 
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(A.9) 
w h ere: 
l [ 2]1/ 2 r = i 1-(Pm/c) ~m [ 2 ]l/ 2 (~m l c) -l se c>~m c<~m (A.11) 
If we take into account that gravity has no effect on shear waves and that his 
effect on total displacement is minor, we can neglect i t in the (A.1 O) so: 
- irp~m [Ero exp( 7~z)+Fm exp( 7~z )]}Ji(rot-kx)] 
(A.12) 
1Ym(x,z, t)= { rumroam [Cm exp(-;~ z )-Dm exp( ~~z )] + 
-~~ [E m exp( 00:~ z) + F m ex p ( 00:: z) ]}e[i( rot-kx) l 
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and: 
l [ 2]1/ 2 r = i 1-{am l c) ~m [ 2 ]1/ 2 ( am l c) -l se (A.l3) 
Then, starting from these results, it is possible, applying Haskell (1953) method, 
to construct the dispersion function and to determine the eigenvalues (phase and 
group velocities). Once the phase velocity c is obtained, we can determine in 
recursive manner the coefficients in the eigenfunctions. Obviously the coefficients are 
calculated separately, each with its own normalization, for soli d layers and for liquid 
layers; they are reduced to the same normalization using the boundary conditions at 
each interface. The details of the derivation of next formulas are given in Panza et al. 
(2000), appendix A and B. 
For the soli d layers, first the coefficients E n of eigenfunctions are determined in 
the half-space (N-th layer) by the equation: 
(A.14) 
Then, assuming one ofthem equal to l, it is possible to use Haskell (1953) 
method to determine all other coefficients up to first solid layer. 
For the liquid layers we calculate first the coefficients for the uppermost layer 
using the equation, derived from the free-surface boundary condition: 
S (A __ RJ = 0 
--R B 
-e 
and from that we obtain recursively the lower layers coefficients from: 
lA OJ lA o 
1J -J -L - 1 L K -J-B o - --j --j-1--j-1 B o 
-J -J-1 
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(A.l5) 
(A.l6) 
Finally, when the coefficients ha ve bee n determined both for liquid an d soli d 
layers, they are matched by equating the vertical displacement at liquid-solid 
boundary. Then also the normalization coefficient can be determined. 
A.3-Tsunami waves excited by seismic sources 
A t this point eigenvalues and eigenfunctions of the problem are available, so i t 
is now possible to calculate the tsunami synthetic seismogram. Since we are now 
talking of a wave that propagates trough a fluid medium, typically an ocean or a sea, 
the tsunami synthetic seismogram is usually called synthetic mareogram.' 
Let we start considering the case of a laterally homogeneous (ID) oceanic 
model in Fig.A.l. The mareogram due to the excitation of the tsunami mode by a 
double-couple source is derived using the asymptotic expression fora harmonic wave 
(A.A.V.V., 1989): 
.1t 
e -l4 eiw(t--r) x(hs~<p)R(w) y(z~m) 
U(X m z w t) = -----=--~~=---~===::::::-
-
1 
Yl 
1 1 J8i .JkJ Jcv gi1 Jcv gi1 (A.l7) 
where h 5 is the focal depth (measured from the free surface ), X is the epicentral 
distance, -r=X/c is the travel time, J=X represents the geometrica! spreading, <p is the 
strike-receiver angle, y =u(z~m)~x +w(z1 ro)g2 , R(m)=iR(m)lexp[i arg(R(m))] is the 
F ourier transform of the source time function an d x (h s 1 <p) represents the component 
of the excitation that is function of both strike-receiver angle and source depth. The 
source geometry and the complete expression of x(h51 <p) are derived, together with 
the limits of validity of expression (A.17), in Panza et al. (1973). Finally 11 is the 
energy integrai as defined in Aki and Richards (1980). 
In the ( A.l 7) formula, the terms are written separately in order to point out each 
contribution to the final mareogram. First term represents phase component; second 
term describes the propagation characteristics; third term refers to the contribution of 
source geometry, location an d duration; fourth term takes into account for the receiver 
characteristics. 
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Let we now consider the case of a laterally heterogeneous media (Fig.A.2). If 
we need to calculate the synthetic mareograms for such a configuration, we can again 
use the asymptotic expression for the harmonic wave (A.A.V.V., 1989) but with the 
difference that the third and the fourth factors have to be calculated locally at the 
source site and at the receiver site respectively. Moreover, in the propagation term, the 
travel time 't and the geometrica! spreading J have to be calculated expressly for the 
laterally varying structure. With such changes the expression (A.17) becomes: 
(A.18) 
where the subscripts s and r mean that the quantities have to be calculated at the 
source and at the receiver, respectively. 
a) 
b) 
O xo 80 
d8o 
y 
Y+dyr---------------
y 
x 
x 
---.,...----x 
·· ... 
Fig.A.2- Reference laterally heterogeneous (2D) multilayered mode!: a) latera! view; b) top view. Star 
represents the source location, triangle the receiver location (from Panza et al., 2000). 
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In the laterally heterogeneous model we adopt the restriction that the structure is 
varying only along the direction of propagation, i.e. along x-axis. Anyway this 
restriction is not important since we assume that the velocity c is changing 
approximately linearly along the path (Panza et al., 2000). 
A.4- Shoaling factor and final considerations 
To treat in a complete manner the tsunami wave behavior, it is necessary to 
include the shoaling phenomenon. With shoaling we intend the graduai growth of 
tsunami maximum amplitude when the wave approaches the coastline. The 
phenomenon is a direct consequence ofthe principle of conservation of energy. In fact 
the energy carried by tsunami is progressively re-distributed in a smaller volume of 
water, since the liquid layer in which the wave passes trough is going more and more 
narrow in approaching coast. The conservation of energy then implies a progressive 
improvement of maximum amplitude that could vary from two to ten times. 
A manner in which it is possible to estimate the shoaling factor comes from the 
comparison between the formulas (A.l7) and (A.l8) (Panza et al., 2000). Considering 
the ratio between the maximum amplitudes of the vertical components of motion at 
the free surface (z=O) in the two positions l and 2, at distance X 1 and X2 
respectively, in the laterally heterogeneous model, we obtain, by (A.18): 
W(X2 ,0, ro) 
W(X1, O,ro) 
(A.19) 
If we assume a rigid liquid-solid interface and idealliquid, the relations between 
the eigenfunctions become: 
( ) ( ) sinh[k(H- z)] w z,ro =w O,ro nh 
si (kH) 
cosh[k(H- z )] 
u(z ro) = -iw(O ro) 
' ' sinh(kH) 
(A.20) 
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where H is the ocean depth. Using these expressions the energy integrai becomes: 
1 _ pw
2(0,ro) sinh(2kH) 
1 
- sinh 2 (kH) 2k (A.21) 
Furthermore, s1nce at the long periods 1n which we are interested 
c ~ v g ~ JiJi, we obtain: 
(A.22) 
Applying this to (A.19), its right term becomes: 
(A.23) 
where H1 and H2 are the ocean depths at the to selected points. 
Expression (A.23) is the shoaling correction, i.e. shoaling factor, which has to be 
applied to the synthetic mareograms (Ward, 1980; Panza et al., 2000). 
With shoaling factor we take into account only for the linear growth of tsunami 
amplitude in approaching coastline. The final and strongly non-linear growth, called 
run-up, which verifies in the last few meters or tenths of meters before reaching the 
coastline, is not considered. 
Synthetic test on this method to compute tsunami signals, to study the properties 
and the influences of source parameters on wave propagation, have been performed 
by panza et al. (2000). Moreover, the method has been used by Blasetti (2003) to 
compute synthetic mareograms in Adriatic Sea to be compared with mareographic 
records of a tsunami that has been recorded the 21105/2003. The results obtained by 
Blasetti (2003) show a good agreement with the records (mainly in terms of 
maximum amplitude values) an d ha ve permitted to realize a seri es of possible tsunami 
scenarios in Adriatic Area. 
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The formalism just described, which makes use of modal theory for calculating 
synthetic mareograms, has the limitation that requires the presence of a topmost liquid 
layer overlaying the source. In fact, although the most ofthe tsunami are generated by 
submarine earthquakes, there exist evidence also for generated by coastal or inland 
earthquakes. To treat this kind of events another mathematical formalism has been 
developed by using the Green function approach together with the representation 
theorem (Yanovskaya, 1999; Yanovskaya, 2000; Yanovskaya et al., 2003). In 
Yanovskaya et al. (2003) the representation theorem is derived for an incompressible 
liquid layer with a boundary of arbitrary shape and in a homogeneous gravity field. 
Then the Green's functions fora liquid layer of constant thickness are derived in an 
asymptotic representation. The validity of such formalism in synthetic tsunami 
mareograms calculations is confirmed by the comparison with the results obtained by 
modal theory approach in a model with a layer of infinite horizontal extension 
(Yanovskaya et al., 2003). The method has also been adopted by Pinat (2001) to 
model the tsunami occurred along Peru' coasts on 23/06/2001 and has led to results in 
agreement with those obtained using numerica! techniques. 
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APPENDIXB 
Surface wave tomography 
B.l-Introduction 
Since one of the targets of our study on Scotia Sea is to use the refined 
structures obtained by waveform inversion technique to improve our generai 
knowledge of the region, we suggest applying the formalism of seismic tomography 
to those structures. The only difference that occurs using our resulting structures is 
that the sampling of wave velocity distribution is obtained as a function of the depth 
and no t of the peri od. F or this reason we give h ere a brief description of the theory of 
seismic wave tomography. 
Phase and group surface wave velocities, observed along different paths, are 
widely used to study latera! variations and anisotropy of lithospheric structure. Most 
of these studi es ha ve the major aim to map local values of the velocities for a set of 
periods, in order to define horizontal and vertical variations in the Earth's structure. 
The primary aspect of surface wave tomography is that it makes use of group and 
phase dispersi o n curves, which span a peri od range from l O to l 00 seconds. Therefore 
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this technique allows sampling the depth range from Moho discontinuity to about 250 
Km, where body wave tomography does not have an optimal resolution (Pontevivo, 
2002). 
B.2-The surface wave tomography 
The surface wave tomography basically consists in the use of phase and group 
surface wave velocities, observed along different paths, to analyze the Earth's 
structure. 
For the measuring of phase velocity the most frequently used method is the two 
stations method, where the phase difference Ol!f = J 8kds of the surface wave between 
two stations is measured (Aki and Richards, 1980). Since the relation between wave-
number perturbation 8k and phase velocity perturbation & is 8kjk =-&/c, we 
extract from the surface wave records the integrai of the phase velocity perturbation 
between two stations or between source and receiver (Panza, 1976; Snieder, 1996), 
obtaining: 
(B.l) 
The group velocity is most efficiently obtained performing a moving window 
analysis of the signa! ( e.g. Dziewonski and Hales, 1972; Levshin et al., 1972). The 
measurement leads to a variation 8t in the arrivai time of the narrow-band wave 
packet with centrai frequency ro. Then the variation can be related to the average 
group velocity perturbation (along the reference ray in a laterally homogeneous 
background model) by: 
(B.2) 
Since the group velocities of the higher modes of a signa! are very similar, 
usually i t is possible to measure only the group velocity of the fundamental mode. 
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Therefore, applying a tomographic inversion of (B.l) and (B.2), the local 
velocity perturbation can be obtained. One example is in Yanovskaya et al. (1988). 
The method used in Yanovskaya et al. (1988) is a version of Backus-Gilbert method, 
which inverts phase and group velocity producing the smoothest structural model 
compatible with the observations. 
B.3-Theory an d method 
Following Pontevivo (2002), we adopt a two-dimensional tomography 
approach, which has been developed by Ditmar and Yanovskaya (1987) and 
Yanovskaya and Ditmar.(1990). This approach consists in the generalization to the 
two-dimensional case of the classica! one-dimensional Backus-Gilbert method 
(Backus and Gilbert, 1968, 1970). 
While performing regional studies, it is possible to use Cartesian coordinates 
(x,y) for the generai inverse problem for travel times. This assumption is justified 
since a spherical surface is easily reduced to a piane surface making use of the 
Mercator transformations of coordinates an d velocity. The three-dimensional 
problem, in the domain (x,y,T) may be reduced to a two-dimensional one. In fact, 
following Yanovskaya and Ditmar (1990), if the data are the phase and (or) the group 
velocities at different periods and along some paths and if we want to determine a 
function fitting the data, it is possible to formulate the two-dimensional tomography 
problem by means of ray theory, i. e. assuming the surface waves as traveling along 
paths that are lines (rays ). 
By ray theory i t is possible to write the source-receiver travel time as an integrai 
over the ray. Then the time residua!, referred to some given initial approximation, can 
be evaluated by the functional: 
(B.3) 
where V0 (r) is the velocity in the initial approximation; 8V(r)=V(r)-V0 (r) is the 
velocity variation; L0 ; is the path corresponding to the initial approximation for the i-
th path. I t is assumed that the initial approximation is constant an d equal to the 
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average value of velocity in a flat Earth, at a given period, in the studied area (so L0 ; 
results in a strait line; whether is a segment of a great circle in a spherical Earth). Let 
we define m(r) = -8V(r)/V0 • Defining integrai in (B.3), in two-dimensions, for the 
area Q, we obtain: 
Ot; = JJ G;(r)m(r)dr 
n 
(B.4) 
where G;(r) is a function that is singular on the i-th ray, vanishes outside it and 
satisfies the condition: 
JJ G;(r)m(r)dr = t0 ; 
n 
(B.5) 
with t0 ; denoting the travel time along i-th ray in the initial approximation model. 
This is really important since it points out that the travel time is given by an integrai 
aver some area enclosing the path, and not aver the infinitely thin line denoting the 
path itself. Therefore the residua! 8t; can now be expressed, in terms of (B.4), by a 
kernel function G;(r) that is bounded and different from zero in some vicinity of the 
ray. 
W e define Q, following Pontevivo (2002), by introducing the coordinate s along the 
ray and n normal to the ray. In such a manner we find a region N(s), along n, that 
represents the area where G;(r) is not zero. Then (B.4) becomes: 
&, = J ds J G,(n,s)m(n,s)dn = J m,(s) ~s = fJ m,(r)G,(r)dr (B.S) 
L0 ; N(s) L0 ; O n 
where: 
m;(r) = V0 J G;(n,s)m(n,s)dn (B.6) 
N(s) 
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The term mJr) represents the average aiong the direction that is perpendicuiar to the 
ray in the point r. 
When the veiocity vari es smoothiy, according to Pontevivo (2002), the error 
occurring using (B.5) instead of (B.3) is smail. In this case the time residuai 8ti 
becomes: 
8ti = JJ GJr)m(r)dr+ci 
n 
(B.7) 
and, in the case that the error ci can be assumed independent, the search for the 
function m(r) is reduced to minimizing: 
~(&,- Jj G,(r)m(r)drJ (B.8) 
W e come to the second part oftomography probiem: the soiution ofthe probiem 
is not unique. lt is necessary then to impose extra restrictions to the searched function. 
The ways of imposing restrictions are many, but we empioy the Backus-Giibert 
method. Backus-Gilbert method, in one-dimension, imposes a restriction on the 
behavior of the function: the soiution must have the minimum norm, i.e. the integrai 
of the squared derivative has to be minimized. Following Yanovskaya and Ditmar 
(1990), we have that the extension of the Backus-Gilbert restriction to the two-
dimensionai case means minimizing the integrai of the squared gradi e n t of m( r). 
Then, from the (B.8), the functionai to be minimized becomes: 
(B.9) 
whit a a reguiarization parameter (which is chosen so that the allowed veiocity range 
in the soiution isn't Iess than the velocity range in data set). 
The minimization of (B.9) solves partially the non-uniqueness problem, then 
there must be imposed some conditions also on the edge of Q ( obviousiy the 
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conditions are different depending on whether the region studied is flat or spherical). 
In the case that we are interested in, the region can be certainly approximated by a flat 
model, since such an approximation is distorting the solution for areas larger than 
4000 Km across (Scotia Sea region is roughly 1000 Km X 3000 Km). 
The construction of solution for the case of a flat Earth leads to solve the 
Poisson equation (Ditmar and Yanovskaya, 1987; Yanovskaya and Ditmar, 1990): 
that is equivalent to the minimization of (B.9). 
The solution of the (B.1 O) has the form: 
m(x,y) = L,À)/fi(x,y) +C 
(B.lO) 
(B.11) 
obtained using the method of Lagrange multipliers (/ti) and expressed in terms of the 
flat Earth base functions ljl;(x,y). C is a constant that can be determined by linear 
system theory (see Pontevivo, 2002). 
B.4-Estimation of the resolution 
The next step in waveform tomography is the estimation of the resolution. The 
resolution is estimated at any point by the size of the averaging area, similarly to 
Backus-Gilbert method (where the resolution is given by the length of the averaging 
interval). The extension to the two-dimensional case of one-dimensional Backus-
Gilbert resolution, allows estimating it by the radius of the equivalent circular or 
elliptical averaging area. 
Since in Backus and Gilbert (1968) the one-dimensional problem has been 
solved using root mean squares (r.m.s.) deviation of the averaging kernel from 
Haeviside's function as the criterion of similarity betweenthe kernel and the delta 
function, in the two-dimensional problem the criterion of the deviati o n from the delta 
function is (Ditmar and Yanovskaya, 1987): 
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s(r) = JiE(r,r')- e(r,r')l2 dr' (B.12) 
In (B.12) the integrai is over the entire area of study, with E(r,r') and e(r,r') given 
by: divE(r,r') = A(r,r') and dive(r,r') = 8(r- r'). In here A(r,r') is the averaging 
kernel defined as linear combination of data kernels ( for more details see Ditmar and 
Yanovskaya, 1997; Pontevivo, 2002). 
In Backus-Gilbert one-dimensional method, the estimati o n of resolution is given 
by a so-called 'averaging length'; therefore the natural extension of that to the two-
dimensional case takes the name of 'averaging area' (Y anovskaya, 1997). 
The average size of the averaging area is obtained considering a normalized 
circular averaging kernel, which is not zero in the circle centered in a point r and 
having radius R. The radius R is chosen in order that the value of s(r) for this kemel 
would equal that given by (B.12), based on the same data. 
It must be pointed out that, when we consider the estimation of the resolution by 
means of the radius of the circular area, the resolving power along different directions 
is not taken into account. Therefore, in case of some preferential direction (that is just 
the most of cases in seismology), it must be introduced also a criterion for estimating 
the azimuth-dependence of resolution. The criterion suggested by Y anovskaya ( 1997) 
assumes to consider elliptical equivalent averaging areas instead of the equivalent 
averaging circular areas. The values of the main axis of the ellipsis (or more precisely 
ellipsoids) and of their proportionality provide the estimate of the azimuthal 
resolution. The ellipsis then result stretched in the predominant direction of the paths, 
indicating the poorest resolution in that direction. 
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