Abstract-As the date rates and bandwidths of communication systems scale up, the cost and power consumption of highprecision (e.g., 8-12 bits) analog-to-digital converters (ADCs) become prohibitive. One possible approach to relieve this bottleneck is to redesign communication systems with the starting assumption that the receiver employs ADCs with drastically reduced precision (e.g., 1-4 bits). Encouraging results from information-theoretic analysis in idealized settings prompt a detailed investigation of receiver signal processing algorithms when ADC precision is reduced. In this paper, we investigate the problem of automatic gain control (AGC) for pulse amplitude modulation (PAM) signaling over the AWGN channel, with the goal being to align the ADC thresholds with the maximum likelihood (ML) decision regions. The approach is to apply a variable gain to the ADC input, fixing the ADC thresholds, with the gain being determined by estimating the signal amplitude from the quantized ADC output. We consider a blind approach in which the ML estimate for the signal amplitude is obtained based on the quantized samples corresponding to an unknown symbol sequence. We obtain good performance, in terms of both channel capacity and uncoded bit error rate, at low to moderate SNR, but the performance can actually degrade as SNR increases due to the increased sensitivity of the ML estimator in this regime. However, we demonstrate that the addition of a random Gaussian dither, with power optimized to minimize the normalized mean squared error of the ML estimate, yields performance close to that of ideal AGC over the entire range of SNR of interest.
I. Introduction
The economies of scale provided by digital receiver architectures have propelled mass market deployment of cellular and wireless local area networks over the past two decades. An integral component of such receivers is the analog-to-digital converter (ADC), which converts the received analog waveform into the digital domain, typically with a precision of 8-12 bits. As we attempt to extend digital architectures to multiGigabit communication (e.g., emerging wireless systems in the 60 GHz band [1], or more sophisticated signal processing for optical communication), the ADC becomes a bottleneck due to its prohibitive cost and power consumption [2] . One possible approach to relieve this bottleneck is to employ low-precision
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ADCs. Information-theoretic analysis for the AWGN channel (which is a good approximation for short-range near-line-ofsight 60 GHz links with directional antennas, for example) shows that, even at moderately high signal-to-noise ratio (SNR), the use of 2-3 bit ADCs leads to only a small degradation in channel capacity [3] - [6] . This has motivated more detailed investigation of signal processing for key receiver functionalities when ADC precision is reduced, including the problems of carrier synchronization [7] , [8] and channel estimation [9] . In this paper, we build on this work, and consider the problem of automatic gain control (AGC) with low-precision ADC.
The aim of AGC is to ensure that the ADC quantization thresholds are set so as to optimize the performance of the communication link. For system design with low-precision ADC, information-theoretic results [6] show that, for a real AWGN channel model, given a constraint of K-level ADC quantization (i.e., a precision of log 2 K bits), it is near-optimal to use the strategy of K-point uniform pulse amplitude modulation (PAM) at the transmitter with mid-point quantization at the receiver, irrespective of the SNR. For example, uniform 4-PAM with input alphabet {−3A, −A, A, 3A}, and ADC quantization thresholds set at the ML decision boundaries, {−2A, 0, 2A}, is near-optimal when ADC precision is restricted to 2 bits. We use this system as our running example. The receiver low-noise amplifier brings the signal plus noise power to within a given dynamic range, but the signal power (i.e., the amplitude A) is unknown. Our goal is to determine how to scale the ADC input so that a 2-bit quantizer with uniform thresholds implements the ML decision boundaries. Consequently, the problem of AGC boils down to that of estimating a single parameter A based on the quantized ADC outputs corresponding to the noisy symbol sequence, and then applying the appropriate scale factor to the ADC input (or equivalently, adjust the ADC quantization thresholds).
In order to decouple the AGC problem from that of frame synchronization, we consider blind estimation of the signal amplitude; that is, the symbol sequence used for estimation is unknown, with symbols picked uniformly from a PAM constellation. While the actual values of the symbols are not used by our estimator, we nevertheless use the term "training sequence" for the symbol sequence used for estimation, since reliable data reception cannot occur until the AGC setting 978-1-4244-5638-3/10/$26.00 ©2010 IEEE
is appropriate. The maximum likelihood (ML) estimator of the signal amplitude can be expressed as the minimizer of the Kullback-Leibler (KL) divergence between the expected probability distribution and the empirical probability distribution of the quantized output. It is observed that, depending on the true signal amplitude, the performance of the ML estimator can degrade with increase in SNR. To alleviate this problem, we investigate the role of dithering, which has been found useful in compensating the severe nonlinearity induced by low-precision quantization in prior work on parameter estimation problems [10] - [12] . Specifically, we add a Gaussian dither signal prior to quantization, with power chosen so as to minimize the normalized mean squared error of the amplitude estimate. For uniform 4-PAM with 2-bit ADC, numerical results are presented to show that, for training sequences of reasonable length, the performance of our ditherbased AGC scheme, in terms of both channel capacity and uncoded bit error rate (BER), is close to that with ideal AGC. The rest of the paper is organized as follows. In Section II, we introduce the receiver architecture, and outline the system model we consider. Section III presents an analysis of our AGC scheme. Numerical results are provided in Section IV followed by the conclusion in Section V.
II. Receiver Architecture and System Model

A. Receiver Architecture
A typical receiver front-end is illustrated in Fig. 1 . It consists of a variable gain low-noise amplifier (VG-LNA) operating at RF, a downconversion stage, and a variable gain amplifier (VGA) with a digital AGC at the baseband. The power of the incoming RF signal can vary significantly due to path loss and fading. The VG-LNA adjusts its gain so to bring the power level within a smaller dynamic range, while the digital AGC sets the fine-grained scaling implemented using the VGA at the ADC input.
B. System Model and Parameters
Consider uniform M-PAM signaling with uniform M-bin quantization. The signal constellation X :
that there is a single amplitude scaling parameter A. Similarly, the set of M-1 quantizer thresholds is given by
, with a single scaling parameter T . For notational convenience, we also define t o := −∞ and t M := ∞. For any SNR, we know that it is near-optimal to have the quantizer thresholds to be the mid-points of the constellation points [6] . Without loss of generality, we fix the ADC thresholds T , and scale the VGA gain after estimating A so as to attain this near-optimal setting.
For concreteness, let us assume that the power P r of the incoming received signal (which is a function of the parameter A) fluctuates in a 40 dB range. For instance, for an indoor WPAN link, this might correspond to a variation of 0.1m to 10m in the distance between transmitter and receiver. The thermal noise power σ i 2 at the input to the LNA, which is a function of the bandwidth and the receiver noise figure, is assumed to be known. Fixing σ i 2 = 1 and P r to vary between 1-10 4 , we thus have a SNR range of 0-40 dB. For a fixed set of thresholds T , there is a desired target level A t for the signal amplitude level (correspondingly a desired level P t for the signal power). The analog LNA adjusts its gain based on measurement of the received signal power, and is assumed to bring its output power to within a range of the desired level. Again, for concreteness, we assume that P lies in the range [P t − 5, P t + 5] dB. The role of the digital AGC block now is to estimate the power P (or equivalently, the parameter A) based on the quantized noisy training sequence.
We assume that the noise power σ 2 at the LNA output is known (assuming that the noise power σ 
where 
Running example: While the ML estimator of A derived in the next section is valid for general M, most of the subsequent analysis is restricted to the case of 4-PAM input with 2-bit ADC. In this special case, the constellation X = {−3A, −A, A, 3A} and the set of threshold T = {−T, 0, T }. The power P is related to the parameter A as P = 0.5(A 2 + 9A 2 ) = 5A 2 . Without loss of generality, fix σ 2 = 1, so that for a 40dB SNR range, P varies between 1-10 4 . With the set of thresholds fixed to be T = {−1, 0, 1}, the desired amplitude A t = 0.5 and the desired signal power P t = 1.25 = 0.96 dB. The signal power P at the LNA output therefore lies in [−4 6] dB, corresponding to the parameter A ∈ [0.23 0.89]. For any choice of A in this range, the aim of the AGC block is to obtain an estimateÂ using the quantized samples {Y n }.
III. Signal Amplitude Estimation
We first derive the ML estimator of A based on the quantized samples {Y n }. The training sequence {X n } is assumed to be drawn in an i.i.d. manner from a uniform M-PAM distribution {α 1 , . . . , α M }. We havê
978-1-4244-5638-3/10/$26.00 ©2010 IEEE where each Y n ∈ {y 1 , y 2 . . . , y M }. Combining the terms corresponding to the same output indices, and taking the log likelihood, we obtain
where N j (Y) is the number of occurrences of y j in the set Y, and
with Q(x) denoting the complementary Gaussian distribution function 
We now add
(this is a constant independent of A that does not change the maximizing value of A) to bring the cost function into the following suggestive form:
is the Kullback-Leibler (KL) divergence between the distributions Q andQ, so that the ML estimator is the minimizer of this KL divergence.
In general, the minimum possible divergence may be bigger than zero, since there may not exist a choice of A that ensures q j (A) =q j ∀ j. For ADC precision greater than 2 bits, we cannot obtain a simple expression for the ML estimator. It can be computed numerically by minimizing the KL divergence. A simpler suboptimal solution can be obtained by solving one of the equations q j (A) =q j for some j. For our running example of 2-bit quantizer with 4-PAM input, however, it is possible to get an exact ML estimate and the divergence achieved is zero. Since q 1 (A) = q 4 (A) and q 2 (A) = q 3 (A) for all A, we definê q = (q 2 +q 3 )/2 and q(A) = q 2 (A) = q 3 (A). Then (q 1 +q 4 )/2 = 1/2 −q and q 1 (A) = q 4 (A) = 1/2 − q(A). Therefore, (6) can be simplified aŝ
In this case, the divergence is minimized by picking A such that q(A) =q. We therefore have a simplified expression for the ML estimator:Â
The inverse function q −1 does not have a closed form, but is easy to compute numerically. Fig. 3 plots the inverse function (with threshold T = 1) giving the ML estimate for our running example. We see that when the noise variance σ 2 is small, the curve is very steep near q ≈ 0.25, which implies that a small deviation in the empirical probabilityq (from its expected value q(A)) can result in a large error in estimating A. The steepness of the curve is simply understood by looking at Fig. 2 , which shows the conditional pdf of α i + W n for different i. For σ 2 → 0, any choice of A in the range [
It is clear that when σ 2 is small, the ML estimator can result in poor performance. A simple strategy to improve the performance therefore is to increase the noise variance by deliberate addition of a random Gaussian dither signal prior to quantization. Looking at Fig. 3 , this makes the curve smoother around q = 0.25; however, it also makes it steeper around other values of q. In order to obtain design guidelines for the dither variance, we next analyze the mean squared error of the ML estimator. A. NMSE Analysis Note first that for 2-bit quantizer and 4-PAM input with N training symbols, N 2 + N 3 (the number of occurrences of y 2 and 978-1-4244-5638-3/10/$26.00 ©2010 IEEE
y 3 ) is a random variable following the binomial distribution with parameters N and 2q(A), i.e., N 2 + N 3 ∼ B(N, 2q(A)). Therefore,q is a random variable with mean E q = q(A) and variance E (q − q(A)) 2 = q(A)(1 − 2q(A))/2N. For fixed A, the error in the estimation of A, denoted ΔA =Â ML − A, due to the difference Δq between the empirical probabilityq and its expected valued q(A), is given by
where the function ∂q ∂A is as expressed in (9) . Then the normalized mean square error(NMSE) in A can be written as Fig. 4 plots the NMSE as a function of σ 2 for different choices of A, with ADC threshold set at T = 1. As noted before, for small σ 2 , the error can be excessive for certain values of A. 
B. Dithering
To alleviate the performance degradation in estimation of A in the high SNR regime, we add a Gaussian distributed dither signal prior to quantization, so that our channel model becomes
where D n ∼ N(0, σ 
IV. Numerical Results
We now present results for 4-PAM input with 2-bit ADC. To obtain the results, we generated training sequences by picking samples in an i.i.d. manner from the 4-PAM input. In order to optimize the performance, we picked "balanced" training sequences in which all amplitudes occur equally often. For some values of A, the BER is seen to actually increase with SNR. This is because of the large errors in estimating A at high SNR for these values. Fig.6 plots uncoded BER versus SNR (for different values of A) with dithering. We see that dithering does eliminate high SNR performance degradation. At BER=10 −3 , the loss compared to ideal AGC is about 1-3 dB, depending on the value of A. At BER=10 −6 , the loss varies between 3-6 dB. The performance degradation relative to ideal AGC becomes negligible for appropriately coded systems, as shown in the corresponding plots of input-output mutual information in Fig.  7 . Fig. 8 plots the NMSE versus SNR curves for different values of A. Addition of the dither signal is seen to prevent the NMSE from shooting up at high SNR.
While the previous plots were for fixed training sequence length N = 100, Fig. 9 shows BER performance for different values of N. Each curve is obtained by averaging the BER over all values of the amplitude A. For large values of N, the performance approaches that with ideal AGC, but we observe an error floor for smaller N. This is attributed to the fact that for a small training sequence length, there are certain values of the parameter A for which the estimation error may be large enough to cause both input levels {A, 3A} to fall in the same quantization bin after VGA scaling, which results in a large error probability irrespective of SNR.
978-1-4244-5638-3/10/$26.00 ©2010 IEEE Our results show that automatic gain control can be accomplished even with drastic constraints on AGC precision. As has been observed in prior parameter estimation problems with severely quantized observations, dithering is found to be essential in order to obtain acceptable performance. An important topic for future research is to improve upon the one-shot estimates in this paper, possibly by adapting the VGA scale factor, or equivalently, the ADC thresholds, refining amplitude estimates on the fly. Complete transceiver designs for ADCconstrained systems also require algorithms that combine AGC with other receiver functionalities such as carrier and timing synchronization. Finally, it is of interest to develop ADCconstrained transceiver design for larger constellations and more complex fading and dispersive channel models. 
