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INDEX IN K-THEORY FOR FAMILIES
OF FIBRED CUSP OPERATORS
RICHARD MELROSE AND FRE´DE´RIC ROCHON
Abstract. A families index theorem in K-theory is given for the setting of
Atiyah, Patodi and Singer of a family of Dirac operators with spectral bound-
ary condition. This result is deduced from such a K-theory index theorem for
the calculus of cusp, or more generally fibred cusp, pseudodifferential opera-
tors on the fibres (with boundary) of a fibration; a version of Poincare´ duality
is also shown in this setting, identifying the stable Fredholm families with
elements of a bivariant K-group.
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Introduction
The index theorem of Atiyah, Patodi and Singer gives a formula for the index of
a Dirac operator on a compact manifold with boundary with boundary condition
given by projection onto the range of the positive part of the boundary Dirac
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operator. Versions of this result for families, with the formula being in cohomology
for the Chern character of the (virtual) index bundle, were given by Bismut-Cheeger
[7, 8] and the first author and Piazza [26, 27]. Here we formulate an index theorem
in K-theory in the wider context of the algebras of pseudodifferential of fibred-
cusp type, so generalizing the K-theory formulation of Atiyah and Singer in the
boundaryless case. Our result specializes to give an index theorem in K-theory for
the families of Dirac operators in the earlier contexts cited above. In a subsequent
paper we will show how to derive a formula for the Chern character of the index
class, reducing to the known formula in the Dirac case. There is also a relation,
discussed below, with the ‘direct’ proof of the theorem of Atiyah, Patodi and Singer
given by Dai and Zhang in [11].
We consider a smooth fibration of compact manifolds where the fibres are man-
ifolds with boundary, with the boundary possibly carrying a finer fibration. With
the addition of a normal trivialization of the boundary along the fibres we call this
a fibration with fibred cusp structure. For such objects we formulate a notion of
K-theory, denoted KΦ- cu(φ) (where φ is the overall fibration and Φ the boundary
fibration) as the stable homotopy classes of the Fredholm families of corresponding
‘fibred-cusp’ pseudodifferential operators (introduced by Mazzeo and the first au-
thor in [21]) on the fibres. In the boundaryless case this reduces to the compactly
supported K-theory of the fibre cotangent bundle as in [6]. The analytic index
arises from the realization as Fredholm operators either through perturbation to
make the null spaces have constant rank or through Kasparov’s bivariant K-theory.
In close analogy with the boundaryless case we define a topological index map by
using an embedding of the fibration in the product of the base and a ball and then
we show the equality of analytic and topological index homomorphisms
Theorem 1. For a fibration with fibred cusp structure, the analytic and topological
index maps, to K-theory of the base,
(1) KΦ- cu(φ)
inda //
indt
// K(B)
are equal.
We also give an analogue of Atiyah’s Poincare´ duality in K-theory.
Theorem 2. For a fibration with fibred cusp structure, there is a natural ‘quanti-
zation’ isomorphism
(2) quan : KΦ- cu(φ) −→ KK
0
B(CΦ(M), C(B))
where CΦ(M) is the C∗ algebra of those continuous functions on the total space of
the fibration which are constant on the fibres of Φ on the boundary.
A brief review of KK-theory and a definition of KK0B(CΦ(M), C(B)) can be
found in section 4 below. The ‘cusp’ case of these results (meaning Φ = ∂φ = φ
∣∣
∂M
and in which case we write the K-group as Kcu(φ)) applies to give a families index
theorem in K-theory for problems of Atiyah-Patodi-Singer type.
Theorem 3. Let ð be a family of Dirac operators associated to a unitary Clifford
module for a family of metrics of product type near the boundary of the fibres of a
fibration and suppose P is a spectral section for the boundary Dirac operator, then
(ð, P ) defines a class [(ð, P )] ∈ Kcu(φ) and
ind(ð, P ) = inda([ð, P )]).
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This is a refinement at a K-theoretic level of the index theorem of [26] for families
Dirac operators with Atiyah-Patodi-Singer boundary conditions. Note that only the
cusp case is needed for this application, so the proof requires only a relatively small
part of the discussion in the body of the paper, in particular Sections 6–8 are not
required for this.
Since we generalize it here, let us briefly recall the families index in the bound-
aryless case. The index theorem in K-theory of Atiyah and Singer takes the form
of the equality of an analytically defined and a topologically defined index for a
family of elliptic pseudodifferential operators P ∈ Ψm(M/B;E) on the fibres of a
fibration
(3) Z M
φ

B
where E = (E+, E−) is a Z2-graded complex vector bundle over the total space, M,
of the fibration and P maps sections of E+ to sections of E−. The analytic index
is the element in K(B) which is the formal difference of vector bundles
(4) inda(P ) = [null(P +A)⊖ null(P
∗ +A∗)] ∈ K(B)
for a perturbation A ∈ Ψ−∞(M/B;E) such that the null spaces have constant rank
(and for any choice of data leading to the adjoints). Such a perturbation always
exists and inda(P ) ∈ K(B) is independent of choices. The vanishing of the index
is equivalent to the existence of such a perturbation with P + A invertible. The
symbol of the family P defines an element in the (compactly supported) K-theory
of the fibre cotangent bundle, [σ(P )] ∈ Kc(T
∗(M/B)) and the analytic index of
P depends only on [σ(P )]. Since all K-classes with compact support on T ∗(M/B)
arise in this way, the analytic index gives a map
(5) inda : Kc(T
∗(M/B)) −→ K(B).
Alternatively, the analytic index may be defined via the bivariant K-theory of
Kasparov, consisting of equivalence classes of almost-unitary Fredholm modules.
Thus, the choice of a selfadjoint family Q ∈ Ψ−m(M/B;E+), such that Q2P ∗P−Id
is smoothing, fixes a class
(6)
[(
0 QP ∗
PQ 0
)]
∈ KK0B(C(M), C(B))
which also depends only on the class of the symbol, i.e. defines a homomorphism
which combined with the natural push-forward map again gives the analytic index
(7) Kc(T
∗(M/B))
inda //
((RR
RRR
RRR
RRR
RRR
K(B) = KK0B(C(B), C(B))
KK0B(C(M), C(B))
44iiiiiiiiiiiiiiii
.
In fact the map on the left is an isomorphism which is a realization of Atiyah’s map
from elliptic pseudodifferential operators to K-homology, i.e. is a form of Poincare´
duality.
The topological index is defined as a Gysin map, using Bott periodicity. By a
standard generalization of Whitney’s embedding theorem , the fibration (3) may be
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embedded as a subfibration of a real vector bundle V overB (indeed the bundle may
be taken to be a product); the K-theory of T ∗(V/B) is then canonically isomorphic
to the K-theory of the base. The composite map
(8) Kc(T
∗(V/B))
Thom
&&MM
MM
MM
MM
MM
Kc(T
∗(M/B))
indt //
66mmmmmmmmmmmm
K(B)
.
is the ‘topological index’ and is again independent of choices. The index theorem
of Atiyah and Singer [5], [6] in K-theory is the equality of these two maps; the one
obtained by ‘quantizing’ symbols by use of pseudodifferential operators, the other
by ‘trivializing’ the symbols using embeddings.
In this paper the corresponding problem is considered for fibred-cusp pseudo-
differential operators. The full case is discussed below, initially the discussion is
restricted to the cusp algebra; this indeed is the special case which is most closely
related to the index theorem of Atiyah, Patodi and Singer. This relationship it-
self is made precise below following the discussion of the pseudodifferential index
theorem.
The algebra of cusp pseudodifferential operators Ψmcu(Z) on a compact manifold
with boundary has properties similar to those of the usual algebra on a compact
manifold without boundary Z; it is discussed extensively in [28]. The definition of
cusp operators depends on the choice of a boundary defining function x ∈ C∞(Z),
that is, a nonegative function which is zero on ∂Z, positive everywhere else and
such that dx is non-zero on ∂Z. Given such a defining function, consider the Lie
algebra of cusp vector fields. These are arbitrary smooth vector fields in the interior
which, near the boundary are of the form
ax2∂x +
m∑
j=1
aj∂zj , a, aj ∈ C
∞(Z)
where (x, z) are coordinates near ∂Z. The cusp differential operatorsform the uni-
versal enveloping algebra of this Lie algebra (as a C∞(Z)-module). By microlocal-
ization this algebra is extended to the cusp pseudodifferential operators. A typical
example of cusp differential operator is obtained by considering the Laplacian as-
sociated to a Riemannian metric g which in a collar neighborhood of the boundary
∂Z × [0, 1)x ⊂ Z takes the form
g =
dx2
x4
+ h, h ∈ C∞(∂Z × [0, 1)x;T
∗(∂Z)⊗ T ∗(∂Z)).
The algebra of cusp pseudodifferential operators is closely related to the b-
pseudodifferential algebra but has the virtue of admitting a C∞ functional calculus.
The main difference, compared to the boundaryless case and as far as Fredholm
properties are concerned, is that as well as a symbol map in the usual sense, tak-
ing values in functions homogeneous of degree m on the cusp cotangent bundle,
σm : Ψ
m
cu(Z) −→ S
m
cu(Z), there is a non-commutative ‘indicial’ (or normal) homo-
morphism taking values in suspended families of pseudodifferential operators on
the boundary
(9) N : Ψmcu(Z) −→ Ψ
m
sus(∂Z);
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the suspended algebra consists of pseudodifferential operators with a symbolic pa-
rameter representing the dual to the normal bundle to the boundary. As already
noted, the cusp algebra is not quite naturally associated to a compact manifold
with boundary but is fixed by the choice of a trivialization of the normal bundle to
the boundary. This may be thought of as a residue of the product-type structure
in the theorem of Atiyah, Patodi and Singer. A cusp pseudodifferential operator is
Fredholm on the (weighted) cusp Sobolev spaces if and only if both the symbol and
the normal operator are invertible; we describe such an operator as ‘fully elliptic.’
The data consisting of (compatible) pairs σm(P ) and N(P ) constitutes the joint
symbol, so an operator is fully elliptic when its joint symbol is invertible.
Following the model of the theorem of Atiyah and Singer described above we
consider a fibration as in (3) where now the model fibre, Z, is a compact manifold
with boundary. We define analogues of the objects described above in the bound-
aryless case including a ‘symbolic’ K-group Kcu(φ) as the set of stable homotopy
classes of compatible and invertible joint symbols. The analytic and topological
indexes are homomorphisms from this group into the topological K-group of the
base.
The definition of the analytic index is a straightforward extension of the bound-
aryless case. That is, for a fully elliptic family of cusp pseudodifferential operators
P ∈ Ψmcu(M/B;E) on the fibres of the fibration there exists a perturbation by a
family of smoothing operators supported in the interior, such that the null bundle
has constant rank and then (5) again fixes an element inda(P ) ∈ K(B) which is
independent of the perturbation. In fact it only depends on the stable homotopy
class of the joint symbol, within invertible symbols, and so defines the top map in
(1) in this case.
The symbol, as opposed to the joint symbol, homomorphism leads to a short
exact sequence
(10) K(B) // Kcu(φ)
σ // K0(cuT ∗(M/B); cuS∗(M/B)) = Kc(T
∗(M/B))
where cuT ∗(M/B) is the radial compactification of the fibrewise cusp cotangent
bundle cuT ∗(M/B)(which is isomorphic to T ∗(M/B)) . The image group can also
be interpreted as the compactly supported ‘absolute’ K-theory of cuT ∗(M/B)–
the more intricate notation here emphasizes that it is ‘relative’ to fibre infinity
but ‘absolute’ as regards the boundary of M. The first map in (10) represents
the inclusion of the fully elliptic operators of the form Id+Ψ−∞cu (M/B;E). The
exactness of (10) follows from proposition 2.2 and theorem 5.2 in [28]. In fact
it is shown there that any family of elliptic operators P ∈ Ψmcu(M/B;E), so only
assuming the invertibility of the symbol family, σ(P ), can be perturbed by an
element of Ψ−∞cu (M/B;E) to be invertible (hence of course fully elliptic). This
leads to a splitting of the sequence (10) which we can write
(11) K(B)
i∗ // Kcu(φ)
σ //
inda
oo Kc(T ∗(M/B)).
inv
oo
In this sense the index element of K(B) is a ‘difference class’ measuring the twisting
of the given fully elliptic family relative to the invertible perturbation; since the
index map from homotopy classes of fully elliptic families with a fixed elliptic symbol
to K(B) is an isomorphism, the K-theory of the base can be represented by the fully
elliptic perturbations of any one elliptic family. Were it easy to determine the map
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inv, i.e. to find an invertible family corresponding to a given symbol, the index
problem would be much simpler!
As in the boundaryless case, this analytic index map can also be defined via
bivariant K-theory. Let Ccu(M) ⊂ C(M) be the C∗ subalgebra of the continuous
functions on M consisting of those which are constant on the boundary of each
fibre of φ ; thus there is a short exact sequence of C∗ algebras
(12) C0(M) //Ccu(M)
R //C(B)
where C0(M) is the C∗ algebra of continuous functions on M vanishing on the
boundary and R is restriction to the boundary. The quantization of an invert-
ible joint symbol to a Fredholm cusp pseudodifferential operator (and choice of
parametrix) then gives an alternative definition of the analytic index as in (6), (7):
(13) Kcu(φ)
inda //
quan
((PP
PP
PP
PP
PP
PP
KK0B(C(B), C(B)) = K(B).
KK0B(Ccu(M), C(B))
44iiiiiiiiiiiiiiiii
The quantization map here is an isomorphism which we can interpret as Poincare´
duality. In fact we show that there is a commutative diagram
(14) K(B) //
OO

Kcu(φ)
σ //
OO

Kc(T
∗(M/B))
OO

KK0B(C(B), C(B))
// KK0B(Ccu(M), C(B))
// KK0B(C0(M), C(B)).
Here the left isomorphism is the natural identification of the KK group with K-
theory and the right isomorphism is an absolute version of Atiyah’s isomorphism
as discussed in [25]; it follows that the central map is also an isomorphism.
To complete the analogy with the Atiyah-Singer theorem we proceed to define
a ‘topological’ index using embeddings of the fibration and then prove the equality
of the two index maps. In this case, because of the non-commutative structure
of the definition of elements of Kcu(φ), there is more of an analytic flavour to the
definition of this ‘topological index’ than in the boundaryless case.
The main step in defining indt is to show that for an embedding of φ :M −→ B
as a subfibration of φ˜ : M˜ −→ B there is a natural lifting map
(15) (φ˜/φ)! : Kcu(φ) −→ Kcu(φ˜)
corresponding to tensoring with the ‘Bott element’ for the normal bundle of the
smaller fibration. Our construction is closely related to that of Atiyah and Singer
in [5] in the boundaryless case, but is of necessity more intricate since we need to
preserve the invertibility of the indicial family, not just symbolic ellipticity. For
this reason we replace the construction in [5] by a slightly different one involving
pseudodifferential operators ‘of product type.’ In view of the identification above,
this can also be considered as a lifting construction for KK theory, giving a map,
which we believe but do not show, is an explicit realization of the map dual to the
restriction R : Ccu(M˜) −→ Ccu(M)
(16) R∗ : KK0B(Ccu(M), C(B)) −→ KK
0
B(Ccu(M˜), C(B)).
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It is important for the subsequent computation of the Chern character that this
map is given by an explicit smooth construction with the corresponding Kcu(φ).
For the proof of the index theorem it is essential that (15) be consistent both with
the index and with the symbolic lifting construction of [5], which is to say that
it leads to two commutative diagrams (one for the left-directed and one for the
right-directed arrows)
(17) Kcu(φ˜)
σ //
indazzvv
vv
vv
vv
v
Kc(T
∗(M˜/B))
inv
oo
K0(B)
::vvvvvvvvv
$$I
II
II
II
II
Kcu(φ)
σ //
(φ˜/φ)!
OO
inda
ddIIIIIIIII
Kc(T
∗(M/B))
(φ˜/φ)!
OO
inv
oo
There is always an embedding of the fibration of compact manifolds with bound-
ary as a subfibration of the product πN : B × BN −→ B of the base with a ball
BN of sufficiently large dimension N and (15) allows Kcu(φ) to be mapped into the
group for such a product
(18) Kcu(φ) −→ Kcu(πN ), N large.
The K-groups for these products may be computed directly (see section 12) and
for odd dimensions there is a ‘Thom isomorphism’
Thom : Kcu(π2N+1)←→ K(B).
Hence there is a well-defined ‘topological index map’
(19) indt = Thom ◦(π2N+1/φ)
! : Kcu(φ) −→ K(B)
and this completes the constructions of the ingredients in the statement of Theo-
rem 1 in the cusp case.
The more general case of fibred cusp operators is similar to, but a little more
complicated than, the cusp operators discussed above. These algebras of operators
on a compact manifold correspond to the choice of a fibration of the boundary and
the behaviour of the boundary becomes more ‘commutative’ as the fibres become
smaller – that is, the cusp case is the most non-commutative. Thus Z, the typi-
cal fibre, is a compact manifold with boundary, ∂Z, which carries a distinguished
fibration
(20) Z
X ∂Z
.

>>||||||||
ψ

Y
where Y and X are compact manifolds without boundary. Associated with this
structure, and a choice of trivialization, along the fibres of ψ, of the normal bundle
to the boundary, is an algebra of ‘fibred cusp pseudodifferential operators’ Ψ∗ψ- cu(Z)
introduced in [21]. The cusp case corresponds to the extreme case of the one-fibre
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fibration Y ={pt}. The other extreme case, choosing the point fibration of the
boundary, Y = ∂Z, Φ = Id, is the ‘scattering case’ in which the index theorem
is reducible directly to the usual Atiyah-Singer setting by a doubling construction
(briefly discussed in [23] and below); this case is the simplest in most senses. It is
discussed separately below, since a special case of the index theorem for scattering
operators is used to handle the families index for perturbations of the identity in
the general case. It is perhaps helpful to think of the fibred cusp operators as
associated to the topological space Z/ψ in which the boundary is smashed to the
base Y. Thus, for the cusp calculus, the boundary is smashed to a point whereas
for the scattering calculus it is left unchanged.
Here we consider locally trivial families of such structures. Thus, suppose that
M is a manifold with boundary which admits a fibration over a base B with typical
fibre Z which can be identified with the manifold in (20). We suppose that the
boundary of M has a finer fibration than over the base B giving a commutative
diagram
(21) Z M
φ

X ∂Z
-

<<yyyyyyyy
ψ

∂M
∂φ //
Φ

.

==zzzzzzzz
B
Y D
==zzzzzzzz
in which X is the typical fibre of a fibration of ∂M over D and Y is the typical
fibre of a fibration of D over B. We call such a pair of fibrations, together with a
choice of normal trivialization, a fibration with fibred cusp structure. Associated
to this geometry is an algebra of fibred cusp pseudodifferential operators acting on
the fibres of M over B, which we shall denote Ψ∗Φ- cu(M/B). An element is a family
parameterized by B with each operator related to the fibre (in M) above that point
with its boundary smashed to the fibre of D above that point of B by the fibre of
Φ.
In this more general setting we obtain similar results to those described above for
the cusp calculus. First we define an abelian group, KΦ- cu(φ), with elements which
are the stable homotopy classes of joint elliptic symbols, and a corresponding odd K-
group, K1Φ- cu(φ). The definition of analytic index maps, taking values respectively
in K(B) and K1(B) is essentially as above. We also give an analogue of (10) but
now as a 6-term exact sequence
(22) Kc(T
∗(D/B))
i0 // KΦ- cu(φ)
σ0 // Kc(T ∗(M/B))
I0

K1c(T
∗(M/B))
I1
OO
K1Φ- cu(φ)σ1
oo K1c(T
∗(D/B))
i1
oo
where σ0, σ1 are maps related to the symbol, I0, I1 are forms of the index map of
Atiyah-Singer and i0, i1 correspond to inclusion of perturbations of the identity by
operators of order −∞. We show below that this is isomorphic to the correspond-
ing sequence in KK-theory arising from the short exact sequence of C∗ algebras
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(replacing (12))
(23)
C0(M) −→ CΦ(M) −→ C(D),
CΦ(M) =
{
f ∈ C(M); f
∣∣
∂M
= Φ∗g, g ∈ C(D)
}
,
namely
(24) KK0B(C(D), C(B))
// KK0B(CΦ(M), C(B))
// KK0B(C0(M), C(B))

KK1B(C0(M), C(B))
OO
KK1B(CΦ(M), C(B))
oo KK1B(C(D), C(B))
oo
where the four isomorphisms between the corresponding spaces on the left and right
in (24) and (22) are the Poincare´ duality maps of Atiyah, as realized in Kasparov’s
KK theory. The remaining two isomorphisms are given by quantization maps in the
fibred-cusp calculus amounting as before to Poincare´ duality; this is Theorem 2 in
the general case. Note that the fact that the symbol map in (22) is not (in general)
surjective shows that in some sense the ‘universal case’ is that of the cusp calculus
since only through it can every elliptic symbol be quantized to a Fredholm family.
This universality appears explicitly in the form of a natural map in which the
finer fibration of the boundary is ‘forgotten’
(25) KΦ- cu(φ)
qad //
inda %%J
JJ
JJ
JJ
JJ
Kcu(φ)
indazzvv
vv
vv
vv
v
K(B)
through which the index factors; it is defined through an adiabatic limit. We then
define the topological index as the composite with the topological index in the cusp
case. It is also possible to proceed more directly, through an appropriate embedding
of the fibration.
Since we make substantial use below of various classes (‘calculi’) of pseudodif-
ferential operators we have tried to use a uniform notation. In the families index
theorem of Atiyah and Singer the quantization map giving the analytic index is in
terms of families of pseudodifferential operators on the fibres of a fibration. We use
what is the standard notation for these, Ψm(M/B;E), except that E = (E+, E−) is
a Z2-graded bundle and the operators act from E+ to E−. We will sometime need
to consider tensor products of the form
E⊗+ F = (E+ ⊗ F,E−)
where F is a bundle which is not Z2-graded. We also use Z2-graded bundle notation
for the operators in the quantization map (2), on a fibration with fibred cusp
structure
ΨmΦ- cu(M/B;E)
where the suffix alone indicates the ‘uniformity type’ at the boundary. Several
more such classes arise below. First the indicial operator for families as in (9)
takes values in the (singly) suspended algebra for which we use the suffix ‘sus.’
These are the pseudodifferential operators on R×Z, or for families on the fibres of
R × ∂M, which are translation-invariant and rapidly decreasing at infinity in the
real factor – taking the Fourier transform therefore gives a parameterized family
10 RICHARD MELROSE AND FRE´DE´RIC ROCHON
but the parameter enters as a symbolic variable. So more generally we use notation
such as
Ψmψ−sus(X), Ψ
m′,m
ψ−p (X), Ψ
m
ψ-ad(X)
to denote, respectively, pseudodifferential operators which are suspended with re-
spect to the cotangent variables of a fibration, pseudodifferential operators which
are of product type with respect to a fibration and pseudodifferential operators
which depend adiabatically on a parameter (and pass from operators on the total
space to fibre operators in the limit in the parameter). The general approach to
pseudodifferential operators, by defining them in terms of classical conormal dis-
tributions on some blown up version of the product space, allows these types to
be combined where required. Thus we use adiabatic families of fibred cusp opera-
tors to pass from one boundary fibration to another in the definition of (25) and
product-type cusp pseudodifferential operators in the lifting construction – these
have product-type suspended operators as normal operators with corresponding
notation.
We do not put the 0’s at the end of short exact sequences.
In §1 the analytic index, in K-theory, of fully elliptic fibred cusp pseudodifferen-
tial operators is described as a map from the K-group associated to invertible full
symbols. In the special case of the scattering structure, the index theorem is derived
from the Atiyah-Singer index theorem in §2 and used to discuss families which are
perturbations of the identity for general fibred cusp structures in §3. The quanti-
zation map, to KK-theory, is introduced in §4 and shown to be an isomorphism for
the cusp structure in §5. The 6-term symbol sequences in K-theory and KK-theory
are described in §6 and related in §7, resulting in the proof of Theorem 2. The map
(25) is constructed in §8 and a result on the extension of fibred cusp structures is
contained in §9 and the related multiplicativity and lifting properties are examined
in §§10,11. In §12 the model cases are analyzed and used to define the topological
index map and to prove Theorem 1 in §13. The application of the cusp case to fam-
ilies of Atiyah-Patodi-Singer type is made in §14 and Theorem 3 is proved there. In
the appendices the various classes of pseudodifferential operators appearing in the
body of the paper are described, including product-type, fibred cusp and adiabatic
algebras and their combinations.
1. Analytic index
As already briefly described above, the general setting of this paper is a compact
manifold with boundary, M, with a fibration φ :M −→ B over a compact manifold
usually without boundary; we also assume, without loss of generality, that the base
is connected. In fact it is convenient at various points to allow the base (and hence
also the total space) to be a manifold with corners, to allow especially products with
intervals. We still treat M as a manifold with boundary, in that ‘the’ boundary is
then the union of the boundary faces of the fibres. Thus, φ is a smooth surjective
map with surjective differential at every point. It follows that the fibres, φ−1(b) for
b ∈ B, are compact manifolds with boundary, all diffeomorphic to a fixed manifold
Z for which we use the notation (3). It is often notationally convenient to assume
that the fibres are also connected, but it is by no means necessary and we believe
that the paper is written so that this assumption is not used. Such a fibration is
always locally trivial.
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In addition we assume that the boundary of the total space of the fibration, ∂M,
carries a second, finer, fibration, giving a commutative diagram of fibrations
(1.1) ∂M
Φ !!C
CC
CC
CC
C
∂φ // B.
D
∂φ/Φ
>>}}}}}}}}
Thus the boundary of each fibre carries a fibration and the overall fibre, with this
fibration of its boundary, is always diffeomorphic to the model fibre with its model
boundary fibration, as in (20). The maps fit together as in (21) and it is always
the case that there is a local trivialization of the overall fibration φ in which the
fibration of the boundary of the fibres is reduced to this normal form; in this sense
the structure is locally trivial.
To associate with φ and Φ a class of pseudodifferential operators on the fibres of
φ, of the type introduced in [21], we need one more piece of information. Namely
we need to choose a trivialization of the normal bundle to the boundary of the
fibres of φ along the fibres of Φ. This simply amounts to the choice of a boundary
defining function x ∈ C∞(M) (so x ≥ 0, ∂M = {x = 0} and dx 6= 0 on ∂M).
Such a choice gives a trivialization of the normal bundle to M everywhere (simply
choose the inward pointing normal vector vp at p ∈ ∂M to satisfy vpx = 1). Two
such choices x, x′, are equivalent, in the sense that they give the same trivialization
along the fibres of Φ if and only if
(1.2) x′ = ax+ bx2, a, b ∈ C∞(M), a
∣∣
∂M
= Φ∗a′, a′ ∈ C∞(D).
Equivalent choices turn out to lead to the same algebra of pseudodifferential op-
erators. Since even inequivalent choices are homotopic and lead to isomorphic
structures the dependence on this choice of normal trivialization will not be em-
phasized; it should be fixed throughout but none of the results depend on which
choice is made.
Definition 1.1. A fibration with fibred cusp structure is a fibration of compact
manifolds (3) with fibres modelled on a fixed compact manifold with boundary,
a finer fibration as in (1.1) of the boundary of the total space and a choice of
trivialization of the normal bundle to the boundary along the fibres as discussed
above.
Notice that the extreme cases in which Φ = ∂φ is simply the restriction of the
fibration to the boundary of M is a particularly interesting case, the ‘cusp’ case,
which includes the setting of the index theorem of Atiyah, Patodi and Singer. The
other extreme, in which Φ is the identity, is the essentially commutative ‘scatter-
ing’ case. In terms of [3], this corresponds to operators for which the obstruction
in K-theory to the existence of local elliptic boundary conditions vanishes (in con-
trast with the global nature of the Atiyah-Patodi-Singer boundary condition). The
general fibred cusp case is intermediate between these two extremes.
In general, even if we were assuming that M is connected, it would be artificial
to assume that the boundary ∂M is connected, since many interesting examples
involve a disconnected boundary. We therefore avoid any such assumption. When
the boundary is not connected, the cusp case is still interpreted as Φ = ∂φ. As
discussed in [28] and [32], this means one should allow terms of order −∞ acting
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between different components of the boundary and correspondingly in the definition
of the indicial family.
Under these conditions we may associate to a fibration with fibred cusp structure
an algebra of ‘fibred-cusp’ pseudodifferential operators, ΨZΦ- cu(M/B). The reader
is referred to [21] for the original definition of the algebra and to the discussion in
[32]. A generalization to product-type operators, used in the lifting construction
below, is given in Appendix B. For our purposes here the main interest lies in
the boundedness, compactness, Fredholm and related symbolic properties of these
operators. Thus if E = (E+, E−) is a Z2-graded complex vector bundle we will
denote by ΨZΦ- cu(M/B;E) the space of these operators acting from sections of E+
to sections of E−; they always give continuous linear operators on weighted spaces
of smooth sections
(1.3) P ∈ ΨZΦ- cu(M/B;E) : x
sC∞(M ;E+) −→ x
sC∞(M ;E−), ∀ s ∈ R.
Both the symbol and the normal operator can be defined by appropriate ‘oscillatory
testing’ of these maps. The symbol map gives a short exact sequence
(1.4) Ψm−1Φ- cu(M/B;E)
//ΨmΦ- cu(M/B;E)
σ //SmΦ- cu(M/B;E)
with
(1.5) SmΦ- cu(M/B;E) = C
∞(Φ- cuS∗(M/B); hom(E)⊗N−m)
where Φ- cuS∗(M/B) is the sphere bundle of the fibred cusp cotangent bundle of
the fibres (isomorphic, but not naturally so, to the ‘usual’ bundle T ∗(M/B)) and
N−m = N
−m is the bundle with sections which are the functions homogeneous of
degree m on the fibres (then N can be identified with the normal bundle to the
boundary of the radial compactification) and hom(E) = hom(E+, E−). The normal
(or indicial) operator gives a short exact sequence
(1.6) xΨmΦ- cu(M/B;E)
//ΨmΦ- cu(M/B;E)
N //ΨmΦ−sus(∂M/D;E) .
Here the image is the space of suspended pseudodifferential operators on the fibres
of the fibration Φ with symbolic parameters in
(1.7) Φ- cuT ∗∂M (M/B)/T
∗(∂M/B)
which is to say the duals to the fibre variables of Φ together with a dual to the
normal variable. The symbol and normal operators are connected by the identity
(1.8) σ
∣∣
∂M
= σ ◦N on ΨmΦ- cu(M/B;E).
This is the only constraint, so if we set
(1.9) AmΦ (φ;E) =
{
(σ,N) ∈
SmΦ- cu(M/B;E)⊕Ψ
m
Φ−sus(∂M/D;E);σ
∣∣
∂M
= σm(N)
}
the joint symbol sequence becomes
(1.10) xΨm−1Φ- cu(M/B;E)
//ΨmΦ- cu(M/B;E)
(j,N) //AmΦ (φ;E) .
Such a family extends by continuity to an operator between the natural contin-
uous families of weighted fibred-cusp Sobolev spaces
(1.11) P : C(B;xsHMΦ- cu(M/B;E+)) −→ C(B;x
sHM−mΦ- cu (M/B;E−)), M, s ∈ R.
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It is a Fredholm family on these spaces if and only if its image in AmΦ (φ;E) is
invertible, in which case we say that the family is fully elliptic.
Lemma 1.1. If P ∈ ΨZΦ- cu(M/B;E) is a fully elliptic family then there exists a
smoothing perturbation in x∞Ψ−∞Φ- cu(M/B;E) such that P + A has null space in
(1.11) forming a trivial smooth vector bundle, over B, contained in C˙∞(M ;E+).
Proof. The algebra is invariant under conjugation by xs and such conjugation af-
fects neither the symbol nor the normal operator; thus we can take s = 0. For
simplicity of notation we will also suppose that M = m in (1.11); this is all that
is used below and the general case follows easily. The full ellipticity and proper-
ties of the calculus allow us to construct a parametrix, which is to say a family
Q ∈ Ψ−mΦ- cu(M/B;E
−), where E− = (E−, E+), such that
(1.12) PQ = Id+−R+, QP = Id−−R−, R± ∈ x
∞Ψ−∞Φ- cu(M/B;E±).
As a bundle of Hilbert spaces, C(B;HmΦ- cu(M/B;E+)) is necessarily trivial. Thus
there is a sequence of orthogonal projections ΠN , tending strongly to the identity,
corresponding to projection onto the first N terms of an orthonormal basis in some
trivialization. In particular for a compact operator such as R+, R+ΠN −→ R+ in
the topology of norm continuous families of bounded operators.
Furthermore, ΠN may be approximated by smooth families of projections of the
same rank. To see this, fixing N, we may certainly find a sequence of smooth-
ing operators with supports disjoint from the boundary such that Wj −→ ΠN
in the norm topology; it suffices to use a partition of unity and work locally.
Then W ′j = WjΠNWj is a continuous (in B) family of smoothing operators, sup-
ported in the interior, which approximates ΠN and for large j has rank N. Tak-
ing j sufficiently large the range of W ′j is a trivial subbundle which has a basis
el,j ∈ C(B; C∞(M/B;E+)) with supports always in the interior. These sections can
themselves be uniformly approximated by sections of the same form but smooth
over B. Replacing W ′j by the orthogonal projection onto the span of these sections,
for j large, we have succeeded in approximating ΠN by smooth families of projec-
tions with kernels supported in the interior. Thus we may suppose that the ΠN are
smooth families of smoothing operators with kernels vanishing to infinite order at
both boundaries of the product.
Returning to (1.12) we may compose on the right with Id−ΠN and, using the
fact that it is also a projection, deduce that
(1.13) QP (Id−ΠN ) = (Id−B)(Id−ΠN ), B = R+(Id−ΠN ).
For large N it follows that B has uniformly small norm. The inverse of Id−B is
then also of the form Id+B′ with B′ a smoothing operator with kernel vanishing
to infinite order at the boundary, and so is an element of x∞Ψ−∞Φ- cu(M/B;E+).
Replacing Q by the new parametrix (Id+B′)Q we have replaced the first identity
in (1.12) by
(1.14) Q(P +A) = Id−ΠN , A = −PΠN ∈ x
∞Ψ−∞Φ- cu(M/B;E).
This perturbs P as desired. 
Now once the null space of P+A is arranged to be a smooth bundle it follows that
its range has a complement of the same type (but in general not trivial), namely
the null bundle of P ∗ +A∗
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Proposition 1.2. The element
null(P +A)⊖ null(P ∗ + A∗) ∈ K(B)
defined by any fully elliptic element of ΨmΦ- cu(M/B;E) using Lemma 1.1 is inde-
pendent of the choice of perturbation A, is constant under smooth homotopy and is
additive under direct sums.
Proof. First suppose P has been perturbed so that (1.14) holds for some parametrix
Q and some family of smooth projections ΠN . Changing to another family Π
′
k we
can choose k so large that B′ = ΠN (Id−Π′k), has small norm and then
(1.15) (Id−B′)−1Q(P +A′) = Id−Π′k, A
′ = −PΠ′k +A(Id−Π
′
k).
The null space of the new family is the range of Π′k into which the range of ΠN
is mapped isomorphically by Id−Π′k. The range of P + A
′ is then the direct sum
of an isomorphic image of the complement of this image of ΠN plus the previous
range. Thus the element in K(B) is unchanged.
To see the independence of the choice of stabilizing perturbation, suppose A and
A′ are two such perturbations. Consider the family depending on an additional
parameter P+(cos θA+sin θA′), θ ∈ S. The circle can be included in the base of the
product fibration and then the argument above can be applied to stabilize the new
family. This shows that the pairs of bundles resulting from different stabilizations
are homotopic and so define the same element in K(B). Indeed the same argument
applies to a homotopy of the operator itself, through fully elliptic operators.
It is then immediate that the index class is additive under direct sums. 
Remark 1.2. Various ‘stabilization’ constructions like this are used below. For
instance, if Pt is a family of totally elliptic operators depending smoothly on an
additional parameter t ∈ [0, 1] and it is invertible for t = 0 then there is a finite
rank smoothing perturbation, vanishing at t = 0, which makes the family invertible
for all t ∈ [0, 1].
To formulate the index as a map we now consider the K-group which arises from
the symbol algebra.
Definition 1.3. For a fibration with fibred cusp structure, KΦ- cu(φ) denotes the
set of equivalence classes of the collection of the invertible elements of the A0Φ(φ,E)
(with inverse in A0Φ(φ,E
−), E− = (E−, E+)) where the equivalence relation is a
finite chain consisting of the following
(σ,N) ∈ A0Φ(φ;E) ∼ (σ1, N1) ∈ A
0
Φ(φ;F)
if there exist bundle isomorphisms over M, a± : E± −→ F±
such that σ = a− ◦ σ1 ◦ a+ and N = (a−
∣∣
∂M
) ◦N1 ◦ (a+
∣∣
∂M
)
(1.16)
(σ,N) ∈ A0Φ(φ;E) ∼ (σ2, N2) ∈ A
0
Φ(φ;E)
if there exists a homotopy (σ(t), N(t)), t ∈ [0, 1], (σ(t)−1, N(t)−1) ∈ A0Φ(φ;E
−)
such that σ(0) = σ, σ(1) = σ2, N(0) = N, N(1) = N2,
(1.17)
(σ,N) ∈ A0Φ(φ;E) ∼ (σ3, N3) ∈ A
0
Φ(φ;E⊕ F )
if F is ungraded, σ3 = σ ⊕ IdF and N3 = N ⊕ IdF .
(1.18)
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There is also a corresponding odd K-group. Given the diagram (21), let I = [0, 1]
be the unit interval and consider the suspended version
(1.19) Z M × I
sφ

X ∂Z
,

::uuuuuuuuuu
ψ

∂M × I
∂sφ //
sΦ

+

99ssssssssss
B × I
Y D × I
99ssssssssss
where sφ = φ× Id and sΦ = Φ× Id . Let E be an ungraded complex vector bundle.
To the fibration (1.19) corresponds the space of joint symbols AmsΦ(sφ;E).
Definition 1.4. For a fibration with fibred cusp structure, K1Φ- cu(φ) denotes the set
of equivalence classes of the collection of the invertible elements of the A0sΦ(sφ,E)
(with E ungraded and with inverse in A0sΦ(sφ,E)) which are the identity when
restricted to B × {0, 1} under, the equivalence relation corresponding to a finite
chain as in (1.16), (1.17) and (1.18) with bundle transformations and homotopies
required to be the identity on B × {0, 1}.
Proposition 1.3. For any fibration with fibred cusp structure, both KΦ- cu(φ) and
K1Φ- cu(φ) are abelian groups under direct sum (or equivalently stabilized product)
which are naturally independent of the choice of boundary trivialization and the
index construction of Lemma 1.1 defines group homomorphisms
(1.20) inda : KΦ- cu(φ) −→ K(B), inda : K
1
Φ- cu(φ) −→ K
1(B).
Proof. The abelian group structure follows as in the boundaryless case. Since
changing the boundary defining function only affects the calculus through a change
of the trivialization of the normal bundle and all such trivializations are homotopic
the resulting abelian groups are independent of this choice and Proposition 1.2
shows that the analytic index map, (1.20), is then well defined and additive. 
2. The scattering case
The scattering case, in which the fibres of the boundary fibration are reduced to
points is effectively ‘commutative’ compared to the others. In particular it is very
close to the setting of the original Atiyah-Singer index theorem and we show here
that it is reducible to it. The resulting identification of the analytic and topological
indexes allows us to derive, in the next section, an index theorem in the setting of
a general boundary fibration but for perturbations of the identity of order −∞.
Lemma 2.1. For the scattering structure on any compact fibration, (3),
(2.1) Ksc(φ) = KId - cu(φ) ≡ Kc(T
∗(M/B);T ∗∂M (M/B)),
is identified with the compactly supported K-theory of the fibre cotangent bundle of
the interior of M.
Proof. In this case an element of A0Id(φ;E) is a pair (σ, b) each of which is a bundle
isomorphism, taking values in the lift of hom(E). The ‘symbolic part’ σ is defined
on the sphere bundle at infinity of the (radial compactification of the) appropriately
rescaled fibre cotangent bundle scT ∗(M/B) and the boundary part is smooth on
the radial compactification of the restriction, scT ∗∂M (M/B) of this bundle to the
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boundary. Since they are compatible at the intersection, which is to say the corner of
scT ∗(M/B), together this gives precisely a section of hom(E) lifted to the boundary
of scT ∗(M/B). This is the data needed for the standard definition of a compactly
supported K-class in the interior of a manifold with boundary (to which such a
manifold with corners is homeomorphic) and all classes arise this way. This gives
(2.1). 
Poincare´ duality reduces to one of the cases discussed (for B = {pt}) in [25]
(2.2) Kc(T
∗(M/B);T ∗∂M (M/B))←→ KK
0
B(C(M), C(B)).
The index theorem in the scattering case has a ‘simple’ formulation and proof
in the sense that it reduces directly to the Atiyah-Singer theorem through the
following observation from [23].
Lemma 2.2. In the scattering case Ksc(φ) is generated by the equivalence classes
of elements of the subset
(2.3) {(σ, b) ∈ A0Id(φ;E); near ∂M, E+ = E− = C
N , σ = b = Id} ⊂ A0Id(φ;E).
Proof. First we show that any invertible joint symbol is homotopic to an element
in which, near the boundary, both σ and b are the lifts of some bundle isomorphism
from E+ to E−. Given an element (s, b) ∈ A0Id(φ;E) the bundle isomorphism can
be taken to be any extension off ∂M of the section b restricted to the zero section
(identified with ∂M) of scT ∗∂M (M/B). First perturb b to be constant on the (linear)
fibres of scT ∗∂M (M/B) near the zero section. An extension of the radial expansion of
the vector bundle allows it to be deformed, with σ to keep the consistency condition,
to be fibre constant in this sense in a neighbourhood of the boundary.
Now, given that σ and b are identified with a bundle isomorphism near the
boundary, this isomorphism can be used to modify E− to be equal to E+ close to
the boundary so that both symbols become the identity on E+ very close to the
boundary without changing the equivalence class. Then E+ can be complemented
to a trivial bundle. 
Once the K-group is identified with the set of equivalence classes as in (2.3), the
quantization map can also be arranged to yield pseudodifferential operators, in the
ordinary sense, which are equal to the identity in a neighborhood of the boundary.
Such operators can be extended to the double of M, across the boundary, to be the
identity on the additional copy of M and the Atiyah-Singer index theorem then
applies.
Theorem 2.3. For the scattering structure on a fibration the analytic index for
fully elliptic scattering operators on the fibres factors through the Atiyah-Singer
index map for the double 2M = M ∪M−
(2.4) inda : Ksc(φ)
∼
−→ Kc(T
∗(M/B);T ∗∂M (M/B)) =
Kc(T
∗(2M/B);T ∗(M−/B)) −→ Kc(T
∗(2M/B))
indAS−→ K(B).
Proposition 2.4. Suppose that E is a complex vector bundle over the total space of
a fibration with scattering structure and b ∈ S(scT ∗∂M (M/B); hom(E)) is such that
Id+b is invertible then any family Id+B, B ∈ Ψ−∞sc (M/B;E) with N(Id+B) =
Id+b has analytic index equal to the image
(2.5) [Id+b] ∈ K1
c
(R× T ∗(∂M/B)) = Kc(T
∗(∂M/B))
indAS−→ K(B)
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under the Atiyah-Singer index map for the boundary.
Proof. First we can complement E to be trivial, stabilizing the symbol by the
identity. By a small perturbation we can also arrange that the boundary symbol b
is compactly supported on scT ∗∂M (M/B) = R×T
∗(∂M/B) and is equal to a bundle
map near the zero section. Thus, the varying part of b can be confined to a compact
subset of (0,∞)×W, whereW is the boundary of the radial compactification of the
vector bundle Rs × T
∗(∂M/B) and the first variable is the radial variable. In the
deformation in the proof of Lemma 2.2 above, across the corner at infinity and into
the interior, the radial variable becomes the normal variable to the boundary, x, in
a product decomposition near the boundary with the variation now in (0, 1) and
W is identified with the boundary of the radial compactification of T ∗(M/B)
∣∣
x= 1
2
.
Thus, Id+b has been identified with a symbol in the conventional sense on the
sphere bundle of T ∗((0, 1)x× ∂M/B) reducing to the identity near x = 1 and some
bundle isomorphism near x = 0. By Bott periodicity of the Atiyah-Singer index
map this reduces to the identifications in (2.5). 
Remark 2.1. From this result a families index theorem in K-theory in the setting of
Callias’ index theorem follows. See also the discussion by Anghel [1] and Kucerovsky
[18] for single operators.
3. Perturbations of the identity
The discussion in the previous section of the index in the scattering case allows
us to compute the index of Fredholm perturbations of the identity by fibred cusp
operators of order −∞, i.e. to give analogues of Proposition 2.4 for all fibred cusp
structures. This was done in [32] for the numerical index.
Proposition 3.1. Suppose that E is a complex vector bundle over the total space of
a fibration with fibred cusp structure and b ∈ Ψ−∞Φ−sus(∂M/D;E) is such that Id+b
is invertible, then any family Id+B, B ∈ Ψ−∞Φ- cu(M/B;E) with N(Id+B) = Id+b
has analytic index equal to the image
(3.1) [Id+b] ∈ K1
c
(R× T ∗(D/B)) = Kc(T
∗(D/B))
indAS−→ K(B)
under the Atiyah-Singer index map for the fibration of D over B.
Proof. First we may use an ‘excision’ construction to replace M by the simpler
manifold ∂M × [0, 1]x. Indeed, taking a product decomposition of M near the
boundary and identifying it with a neighbourhood of x = 0 in the product, the
quantization of b may be localized to vanish outside this neighbourhood, i.e. to
have kernel vanishing outside the product of this neighbourhood with itself, and
so can be identified with an operator on the model product with the same index.
Thus it suffices to consider the product case M = ∂M × [0, 1], with a bundle lifted
from the boundary and with b trivial at the x = 1 boundary.
Thus the boundary fibration extends to the whole space as a fibration over
[0, 1] × D and the strategy is to reduce the problem to the scattering calculus
on this space. Consider a family of smoothing projections ΠN as in Section 1
for the bundle E over the fibration of the boundary given by Φ extended to act
trivially in the variable x ∈ [0, 1]. Then ΠNbΠN −→ b as N → ∞ uniformly on
R × T ∗(D/B) in view of the rapid decay. Thus we may replace b by ΠNbΠN for
sufficiently large N and hence assume that it acts on some finite rank subbundle
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of the smooth sections of C∞(∂M/D) (namely the range of ΠN ) pulled back to
R×T ∗(D/B). Quantizing b to an operator B ∈ Ψ−∞Φ- cu(M ;E) we may arrange that
ΠNB = B = BΠN by replacing B by ΠNBΠN . Note that ΠN is not a fibred
cusp pseudodifferential operator, because it kernel is singular on the fibre diagonal,
however its composite with an element of Ψ−∞Φ- cu(M ;E) is in the same space; this
follows from an examination of the kernels, see Appendix A. Now in fact the same
local analysis shows that ΠNBΠN ∈ Ψ−∞sc ([0, 1]×D/B;WN) has boundary symbol
b, where WN is the range of ΠN . Thus the result follows from Proposition 2.4. 
4. Analytic classes in KK theory
Baum, Douglas and Taylor, in [30], associate a KK-class with a Dirac operator
on a manifold with boundary with Atiyah-Patodi-Singer boundary condition. In
this section, we extend, and refine, their construction to the situation of families of
fully elliptic fibred cusp operators. This can also be thought as an adaptation to
the context of fibred cusp operators of a similar discussion for b-pseudodifferential
operators in [26], except that even in that special case, here we associate to a
Fredholm b-pseudodifferential operator on X a class in the K-homology of X/∂X,
the manifold with the boundary smashed to a point, rather than the absolute (or
relative) K-homology (see the final remark of [30]). Although small, this is an
important difference in that it is at the heart of our formulation of a families index
theorem in K-theory, including the Atiyah-Patodi-Singer case.
For a quick review of KK-theory and the relation with elliptic operators see [30]
and [25] and the books [9] and [13] as well as the papers [15], [16], and [17] where
KK-theory was initially developed. To describe families of elliptic operators via
KK-theory we recall the extra feature introduced in [17].
Definition 4.1. If X is a compact manifold and A a Z2-graded C∗ algebra then a
C(X)-algebra structure on A is a graded unital homomorphism
r : C(X) −→ Z(M(A))
where Z(M(A)) is the center of M(A), the multiplier algebra of A, and where
C(X) is trivially graded; in particular this gives A a C(X)-module structure.
Definition 4.2. Let (A, rA) and (A′, rA′ ) be graded C(X)-algebras where X is a
compact manifold. Then EX(A,A′) is the set of all triples (E, φ, F ) where E is
countably generated graded Hilbert module overA′, φ is a graded ∗-homomorphism
from A to B(E) and F is an operator in B(E) of degree 1, such that for all a ∈ A,
b ∈ A′, e ∈ E and f ∈ C(X),
(4.1)
(i) [φ(a), F ] ∈ K(E),
(ii) φ(a)(F 2 − Id) ∈ K(E),
(iii) φ(a)(F − F ∗) ∈ K(E),
(iv) φ(a · rA(f))(e · b) = φ(a)(e · (rA′(f) · b)).
Here K(E), defined for instance in [9], is the analog of compact operators for Hilbert
modules. The elements of EX(A,A′) are called Kasparov C(X)-modules for (A,A′).
We denote by DX(A,A′) the set of triples in EX(A,A′) for which [F, φ(a)], (F −
F ∗)φ(a) and (F 2 − 1)φ(a) vanish for all a ∈ A. The elements of DX(A,A′) are
called degenerate Kasparov modules.
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Condition (iv) is the extra feature needed to deal with families of elliptic oper-
ators. It requires equivariance for the C(X)-module structure of A and A′. One
recovers the definition of standard Kasparov modules by dropping (iv).
An element (E, φ, F ) ∈ EX(A, C([0, 1];A′)) generates a family
{(Et, φt, Ft) ∈ EX(A,A
′); t ∈ [0, 1]}
obtained by evaluation at each t ∈ [0, 1]. This family and the triple itself will be
called a homotopy between (E0, φ0, F0) and (E1, φ1, F1) and these modules are then
said to be homotopic with the relation written
(E0, φ0, F0) ∼h (E1, φ1, F1).
See for example [9] for a proof that all degenerate Kasparov modules are homo-
topic to the trivial Kasparov C(X)-module.
Definition 4.3. We denote by KK0X(A,A
′) the set of equivalence classes of EX(A,A
′)
under the equivalence relation ∼h and similarly define KK
1
X(A,A
′) by
KK1X(A,A
′) = KK0X(A,SA
′)
where
SA′ = {f ∈ C([0, 1];A′); f(0) = f(1) = 0}
is the the suspension of the C∗ algebra A′.
In the paper of Kasparov [17], the notation RKK(X ;A,A′) is used, we prefer a
more compact notation.
As discussed in [9], there are various other useful equivalence relations which
give KK0X(A,A
′). The set of equivalent classes KK0X(A,A
′) is an abelian group
with addition given by direct sum
[(E0, φ0, F0)] + [(E1, φ1, F1)] = [(E0 ⊕ E1, φ0 ⊕ φ1, F0 ⊕ F1)].
We are now in a position to define the KK-classes associated to fully elliptic fibred
cusp operators. In our situation, X = B is the base of the fibration, while A will
be variously C0(M), CΦ(M), C(D), etc., and A
′ = C(B). In particular, we will only
consider commutative C∗ algebras which are trivially graded and the C(B)-algebra
structure will always be the obvious one.
Let P ∈ ΨmΦ- cu(M/B;E) be a family of fully elliptic fibred cusp operators of or-
der m, where E is a Z2-graded complex vector bundle on M. Introducing a graded
inner product on E and family of metrics on M/B it follows that P ∗P is also a
family of fully elliptic operators of order 2m with strictly positive symbol and indi-
cial family. By standard pseudodifferential constructions there is an approximate
inverse square-root Q ∈ Ψ−mΦ- cu(M/B;E+) which is invertible and positive definite
such that
(4.2) Q2 ◦ P ∗P − Id ∈ x∞Ψ−∞Φ- cu(M/B;E+),
where x is a boundary defining function for ∂M. Consider the family of operators
A = PQ ∈ Ψ0Φ- cu(M/B;E). It is fully elliptic and by construction it is almost
unitary in the sense that
(4.3) A∗A− Id ∈ x∞Ψ−∞Φ- cu(M/B;E+) and AA
∗ − Id ∈ x∞Ψ−∞Φ- cu(M/B;E−)
are families of compact operators. Let CΦ(M) denote the space of continuous
functions on M which are constant along the fibres of Φ, that is
(4.4) CΦ(M) = {f ∈ C(M); f
∣∣
∂M
= g ◦ Φ for some g ∈ C(D)}.
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The injection C(B) →֒ CΦ(M) gives CΦ(M) a C(B)-algebra structure and C(B) itself
has the C(B)-algebra structure given by the identity map C(B) −→ C(B). Also let
C∞Φ (M) ⊂ CΦ(M) denote the subspace of those functions which are smooth, thus
C∞Φ (M) = {f ∈ C
∞(M); f
∣∣
∂M
= g ◦ Φ for some g ∈ C∞(D)}.
Let us denote by µ the action of the C∗ algebra CΦ(M) through multiplication
µ(f) ∈ B(H), H = L2(M/B;E) = L2(M/B;E+)⊕ L
2(M/B;E−), f ∈ CΦ(M).
Lemma 4.1. The triple (H, µ,F) where
F =
(
0 A∗
A 0
)
∈ B(H)
gives rise to a well-defined Kasparov module in EB(CΦ(M), C(B)) and hence a class
(4.5) [P ] = [(H, µ,F)] ∈ KK0B(CΦ(M), C(B)).
Proof. By Kuiper’s theorem, H is a countably generated Z2-graded Hilbert module
over C(B). To show that (H, µ,F) is a module in the sense of Kasparov we need to
check the following properties
(4.6)
(i) [µ(f),F ] ∈ K(H),
(ii) µ(f)(F2 − Id) ∈ K(H),
(iii) µ(f)(F − F∗) ∈ K(H),
(iv) µ(b1f)(h · b2) = µ(f)(h · (b2b1)),
∀ f ∈ CΦ(M), b1, b2 ∈ C(B) and h ∈ H.
Property (iv) is immediate. Property (iii) follows directly from the fact that F∗ =
F . Property (ii) is a consequence of (4.3). To check property (i), we may restrict
to f ∈ C∞Φ (M) since these smooth functions are dense in CΦ(M) and the map
[µ(·),F ] : CΦ(M) −→ B(H)
is continuous.
For any f ∈ C∞Φ (M), µ(f) ∈ Ψ
0
Φ- cu(M/B;E) has symbol f and indicial family
which can be identified with f
∣∣
∂M
which is to say a constant multiple of the identity
on each fibre, so commuting with the normal operator of any other element. Thus
[µ(f),F ] ∈ xΨ−1Φ- cu(M/B;E)
is a family of compact operators. 
A fully elliptic operator also defines a class in the group KK(CΦ(M), C(B)); to
get Poincare´ duality, we need to take into account the C(B)-algebra structure.
Lemma 4.2. The class [P ] ∈ KK0B(CΦ(M), C(B)) associated to a fully elliptic
family of fibred cusp pseudodifferential operators by Lemma 4.1 does not depend on
the choice of Q in (4.2) and in fact only depends on the homotopy class of P in the
space of fully elliptic operators.
Proof. Any two choices of a family of positive definite approximate square-roots dif-
fer by a family in x∞Ψ−∞Φ- cu(M/B;E+) so the resulting families F differ by compact
families and hence define the same element in KK0B(CΦ(M), C(B)).
To prove the second part of the lemma, let pt ∈ ΨmΦ- cu([0, 1] ×M/B;E) be a
smooth curve of families of fully elliptic operators, where t ∈ [0, 1]. Then there
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exists a smooth curve Qt ∈ Ψ
−m
Φ- cu([0, 1] × M/B;E+) of invertible approximate
inverse square-roots such that
Q2t ◦ P
∗
t Pt − Id ∈ x
∞Ψ−∞Φ- cu([0, 1]×M/B;E).
Hence, (H, µ,Ft) ∈ E(CΦ(M), C(B)) and if At = PtQt then
Ft =
(
0 A∗t
At 0
)
∈ B(H),
defines an operator homotopy between the modules (H, µ,F0) and (H, µ,F1). This
implies that [P0] = [P1] in KK
0
B(CΦ(M), C(B)). 
This KK-class also behaves in the expected manner under direct sums, so if
P ∈ ΨmΦ- cu(M/B;E) and R ∈ Ψ
m
Φ- cu(M/B;F) are families of fully elliptic operators,
then
[P ⊕R] = [P ] + [R] in KK0B(CΦ(M), C(B)).
It follows that this construction defines a ‘quantization’ homomorphism of abelian
groups
(4.7) quan : KΦ- cu(φ) −→ KK
0
B(CΦ(M), C(B)).
The analytical index of the family P factors through this map. Let cΦ : C(B) −→
CΦ(M) be the inclusion of constant functions along the fibres of φ : M −→ B.
Then, at the level of KK-theory, cΦ defines a contravariant functor
c∗Φ : KK
0
B(CΦ(M), C(B)) −→ KK
0
B(C(B), C(B)).
Lemma 4.3. Under the standard identification
KK0B(C(B), C(B)) ∼= KK(C, C(B)) ∼= K
0(B),
there is a commutative diagram
KΦ- cu(φ)
quan //
inda ((QQ
QQ
QQ
QQ
QQQ
QQ
Q
KK0B(CΦ(M), C(B))
c∗Φ

K(B)
Proof. This follows from the discussion in [9], more precisely proposition 17.5.5,
corollary 12.2.3 and paragraph 8.3.2. It is also a simple consequence of the stabi-
lization of the null space of P, by perturbation, of Lemma 1.1. 
It is also possible to define a quantization map for K1Φ- cu(φ). Given a joint symbol
(σ,N) ∈ A0sΦ(sφ;E+) representing a class in K
1
Φ- cu(φ), let Ps ∈ Ψ
0
sΦ- cu(M × I/B×
I;E) be a family of fully elliptic fibred cusp operators with joint symbol (σ,N)
such that Ps
∣∣
B×{0,1}
≡ Id . Here, recall that sΦ : ∂M × I → D× I is the boundary
fibration of (1.19). Let Qs ∈ Ψ
0
sΦ- cu(M × I/B× I;E+) be an approximate positive
definite inverse square root
Q2s ◦ P
∗
s Ps − Id ∈ x
∞Ψ−∞sΦ- cu(M × I/B × I, E+)
such thatQ
∣∣
B×{0,1}
≡ Id, where x is the boundary defining function forM. Consider
the family of operators A = PQ ∈ Ψ0sΦ- cu(M × I/B × I;E+). It is fully elliptic,
A
∣∣
B×{0,1}
≡ Id, and by construction it almost unitary in the sense that
A∗A− Id ∈ x∞Ψ−∞sΦ- cu(M × I/B× I, E+), AA
∗− Id ∈ x∞Ψ−∞sΦ- cu(M × I/B× I, E−)
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are families of compact operators which vanish on B × {0, 1}. Notice that there is
a natural inclusion CΦ(M) ⊂ CsΦ(M × I). Let us denote by µs the action of the C∗
algebra CΦ(M) through multiplication
(4.8) µs(f) ∈ B(Hs), Hs = L
2(M × I/B × I;E)
= L2(M × I/B × I;E+)⊕ L
2(M × I/B × I;E−)
for f ∈ CΦ(M), where in this odd context E+ = E−. Let SC(B) be the the C∗
algebra of continuous functions
(4.9) SC(B) = {f ∈ C(B × I); f
∣∣
B×{0,1}
≡ 0}.
Lemma 4.4. The triple (Hs, µs,Fs) where
Fs =
(
0 A∗
A 0
)
∈ B(Hs),
gives rise to a well-defined Kasparov module EB(CΦ(M),SC(B)) and a class
[(σ,N)] = [Ps] ∈ KK
0
B(CΦ(M),SC(B))
which only depends on the class [(σ,N)] ∈ K1Φ- cu(φ)
Corollary 4.5. Under the standard identification
KK0B(CΦ(M),SC(B)) ∼= KK
1
B(CΦ(M), C(B)),
Lemma 4.4 gives us a well defined quantization map
(4.10) quan : K1Φ- cu(φ) −→ KK
1
B(CΦ(M), C(B)).
5. Poincare´ duality for cusp operators
We shall prove Theorem 2 in the case of the cusp structure. To do so, we first
discuss the short exact sequence (10).
Consider the collection of invertible joint symbols of cusp pseudodifferential op-
erators,
(5.1) J0cu(φ,E) =
{
(σ,N) ∈ S0cu(M/B);E)⊕Ψ
0
Φ−sus(∂M/B;E);
σ
∣∣
∂M
= σ0(N), (σ
−1, N−1) ∈ S0cu(M/B);E
−)⊕Ψ0Φ−sus(∂M/B;E
−)
}
on Z2-graded bundles where S
0
cu(M/B;E) = C
∞(cuS∗(M/B); hom(E)). This natu-
rally maps by restriction to the collection of invertible symbols
(5.2)
G0cu(φ,E) =
{
σ ∈ S0cu(M/B;E);σ
−1 ∈ S0cu(M/B;E
−)
}
,
σ : J0cu(φ,E) −→ G
0
cu(φ,E).
In fact this map is surjective. That is, for every family of elliptic symbols there
does exist a family of invertible normal operators which is compatible with it. This
is an aspect of the cobordism invariance of the index and is shown in this form in
[28].
The clutching construction associates to each invertible symbol an element of
the compactly supported K theory of cuT ∗(M/B) which is ‘absolute’ with respect
to the boundary of M. As in the boundaryless case, the resulting element is stable
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under homotopy, bundle isomorphisms of E± and stabilization, so (5.2) descends
to a surjective map
(5.3) Kcu(φ) −→ Kc(T
∗(M/B))
where we use the fact that the cusp and standard cotangent bundles are isomorphic,
with the isomorphism natural up to homotopy. Thus (5.3) is a surjective group
homomorphism.
If E+ = E− we can consider those invertible suspended families of pseudodif-
ferential operators which are smoothing perturbations of the identity on a fixed
bundle over ∂M
(5.4)
G−∞sus (φ;E) =
{
N ∈ IdE +Ψ
−∞
sus (∂M/B;E);N
−1 ∈ IdE +Ψ
−∞
sus (∂M/B;E)
}
.
Let G−∞sus (φ; ∗) be the union over E and let G
−∞
e-sus(φ; ∗) be the subset corresponding
to bundles E which bound a bundle over M. Since we may complement a bundle
to be trivial, and hence extendible, the stable homotopy classes of elements of
G−∞e-sus(φ; ∗) and G
−∞
sus (φ; ∗) are the same.
Lemma 5.1. Passing to the set of stable homotopy classes, with equivalence also
under bundle isomorphisms, the inclusion and restriction maps give the split short
exact sequence of Abelian groups (11):
(5.5) G−∞e-sus(φ; ∗)
i //
∼

J0cu(φ, ∗)
σ //
∼

inda
xxqqq
qq
qq
qq
q
G0cu(φ, ∗)
∼

K(B)
i // Kcu(φ)
σ //
inda
oo Kc(T ∗(M/B)).
inv
oo
Proof. That the set of stable homotopy classes, also allowing smooth identification
of bundles, of G−∞e-sus(φ, ∗), and hence also G
−∞
sus (φ, ∗), is canonically identified with
K(B) is a standard result (see for instance [12]) when the fibration is trivial, M =
Z ×B. It remains true in the general case, this can be shown using the families of
projections ΠN of Section 1, see also [32].
Since direct sums behave consistently, the resulting maps are group homomor-
phisms and form a complex, since G−∞e-sus(φ, ∗) clearly maps to the identity in
G0cu(φ; ∗).
We have already noted the surjectivity of the second map. To see exactness
in the middle, suppose that a compatible pair (σ,N) induces a trivial class in
Kc(T
∗(M/B)). Since stabilization and the action of bundle isomorphisms is the
same on the full and symbolic data, we may suppose that σ is homotopic to the
identity through elliptic symbols. In particular, E+ = E−. Adding the homotopy
variable as an additional base variable, the surjectivity of the symbol map allows the
homotopy of symbols to be lifted to an homotopy of joint symbols, see Remark 1.2.
Thus (σ,N) may be deformed by homotopy to (Id, Id+A) where necessarily A ∈
Ψ−1sus(∂M/B;E). By a further small perturbation this is homotopic to Id+A ∈
G−∞e-sus(φ, ∗), A ∈ Ψ
−∞
sus (∂M/B;E), showing exactness at Kcu(φ). Injectivity of the
first map follows from the fact that the index map provides a right inverse for it,
which is a consequence of the families index of Proposition 3.1. Note that the
existence of an invertible family with a given elliptic symbol defines the map inv
which shows that the sequence splits. 
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There is also a corresponding exact sequence at the level of KK-theory.
Lemma 5.2. The short exact sequence of C∗-algebras (12) leads to a split short
exact sequence
(5.6) KK0B(C(B), C(B))
ι∗
−→ KK0B(Ccu(M), C(B))
s∗
−→ KK0B(C0(M), C(B)).
Proof. From standard results in KK-theory (cf. theorem 19.5.7 in [9]), the short
exact sequence (12) leads to a six-term exact sequence
(5.7) KK0B(C(B), C(B))
ι∗ // KK0B(Ccu(M), C(B))
s∗ // KK0B(C0(M), C(B))
δ

KK1B(C0(M), C(B))
δ
OO
KK1B(Ccu(M), C(B))
s∗oo KK1B(C(B), C(B))
ι∗oo
where both boundary homomorphisms, δ, are obtained by multiplying by a spe-
cific element δι ∈ KK
1
B(C(B), C0(M)). More precisely, under the identification of
KK1B(C(B), C0(M)) with KK
0
B(SC(B), C0(M)), δι = i
∗u where u ∈ KK0B(Cι, C0(M))
and i : SC(B) −→ Cι is the natural inclusion. Here, Cι is the mapping cone
Cι = {(x, f) ∈ Ccu(M)⊕ C0([0, 1)×B); ι(x) = f(0)}, SC(B) = C0((0, 1)×B)
and i(f) = (0, f) ∈ Cι for f ∈ SC(B). In this situation there is an injective map
j : C0([0, 1)×B) ∋ f 7−→ (φ
∗(f(0)), f) ∈ Cι
so we may interpret i as a map from SC(B) to C0([0, 1)×B). Since C0([0, 1)×B) is a
contractible C∗-algebra, the class [i] of i in KK0B(SC(B), Cι) is zero. In particular,
this means that i∗u = 0 since i∗u can be interpreted as the Kasparov product of
[i] with u (see for example 18.4.2a in [9]). Thus δ = 0 and we get the short exact
sequence (5.6).
To see that this short exact sequence splits, consider the natural injective C∗-
homomorphism iφ : C(B) −→ Ccu(M). This satisfies ιiφ = Id, so i∗φ is a left inverse
for ι∗. 
There is a correspondence between the short exact sequences of Lemmas 5.1 and
5.2. Consider the diagram
(5.8) K(B)
i∗ //
quan
−∞

Kcu(φ)
σ∗ //
quan

Kc(T
∗(M/B))
quana

KK0B(C(B), C(B))
ι∗ // KK0B(Ccu(M), C(B))
s∗ // KK0B(C0(M), C(B))
where the top row is the short exact sequence of Lemma 5.1 and the bottom row is
the short exact sequence of Lemma 5.2. The central map is the quantization map
of Lemma 4.3. Similarly, the map quana is the quantization map as discussed in
[25].
The map quan−∞ on the left is essentially the same quantization map as in
Lemma 4.3. Thus ifN ∈ G−∞e-sus(φ,E+) there exists P = Id+L, L ∈ Ψ
−∞
cu (M/B;E+)
with N(P ) = N. Choose an invertible, positive, approximate inverse square-root,
Q ∈ Id+Ψ−∞cu (M/B;E+),
Q2 ◦ P ∗P − Id ∈ x∞Ψ−∞Φ- cu(M/B;E+)
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and consider A = PQ. Let HB be the C(B)-Hilbert module
(5.9) HB = H
+
B ⊕H
−
B = L
2(M ;E)⊕ L2(M ;E).
Then quan−∞(N) is the KK-class associated to the Kasparov module (HB, µB,FB)
in EB(C(B), C(B)) where
(5.10) FB =
(
0 A∗
A 0
)
and µB : C(B) −→ B(HB) is just given by multiplication using the C(B)-module
structure.
Proposition 5.3. The diagram (5.8) is commutative and quan−∞, quan and quana
are isomorphisms.
Proof. The fact that quana is an isomorphism is established in [25], where the
Poincare´ duality of [17] is generalized. From the definition of quan and quana, it is
straightforward to check that the right square of the diagram is commutative.
That quan−∞ is an isomorphism follows from the identification
KK0B(C(B), C(B)) ∼= KK
0(C, C(B)) ∼= K(B)
and that under this quan−∞ gives the index map.
The commutativity of the left square is not quite obvious since it does not com-
mute in terms of Kasparov modules. Indeed, if P ∈ Id+K is as discussed above
then ι∗ quan−∞(P ) is represented by the Kasparov module (HB , ι
∗µB ,FB) with
HB and FB are as in (5.9) and (5.10) whereas quan i∗(P ) is represented by the
Kasparov module (HB , µ,FB) with µ : Ccu(M) −→ B(HB) given by multiplication
by Ccu(M). Since
ι∗ quan−∞(P ) = ι
∗(iφ)
∗ quan i∗(P )
as Kasparov modules, the commutativity of the second square of the diagram,
s∗ quan i∗(P ) = 0 shows that
ι∗ quan−∞(P ) = ι
∗(iφ)
∗ quan i∗(P ) = quan i∗(P ) in KK
0
B(Ccu(M), C(B))
and so these two modules give the same element in the K-group.
This implies that quan is also an isomorphism. 
6. The 6-term exact sequence
As noted above, it is always possible to perturb an elliptic family of cusp oper-
ators by a cusp operator of order −∞ so that it becomes invertible and this leads
to the short exact sequence (11). In the general fibred cusp case there is an ob-
struction in K-theory to the existence of such a perturbation and this results in the
6-term exact sequence (22).
Consider a fibration with fibred cusp structure, as in (21), so that the algebra
Ψ∗Φ- cu(M/B) of families of fibred cusp operators is well-defined. Let r∂M denote
the inclusion
(6.1) r∂M : T
∗
∂M (M/B) →֒ T
∗(M/B).
If
(6.2) dΦ : T∂M (M/B) −→ T (D/B)× R
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is the (extended) differential of Φ, then identifying the tangent bundles with the
cotangent bundles via some choice of metrics, there is a well-defined families index
indAS : K
0
c (T
∗
∂M (M/B)) −→ Kc(T
∗(D/B)× R) ∼= K1c(T
∗(D/B)).
Proposition 6.1. An elliptic family, P ∈ ΨmΦ- cu(M/B;E), can be perturbed to be
fully elliptic by the addition of some Q ∈ Ψ−∞Φ- cu(M/B;E) if and only if the index
of the class of its symbol at the boundary
(6.3) indAS[r
∗
∂Mσ(P )] = 0 ∈ K
1
c
(T ∗(D/B))
and then Q can be chosen so that P +Q is invertible.
Proof. By the families index theorem of Atiyah and Singer, there is a suspended
perturbation I(Q) of order −∞ such that I(P ) + I(Q) is invertible if and only if
(6.3) holds. With such a choice P +Q is a fully elliptic family. Since it follows from
Proposition 3.1 that the index map on perturbations of the identity is surjective, we
may compose on the left with a Fredholm family of the form Id+Ψ−∞Φ- cu(M/B;E−)
to get an operator of index zero and then perturb, as in Section 1 to make it
invertible. 
In the particular case of a single elliptic cusp operator, the obstruction is in
K1(pt) ∼= {0}, so there is no obstruction to such a perturbation. In the case of
a family of elliptic cusp operators, the obstruction is in K1(D), which is not the
trivial group in general. However indAS ◦r∗∂Mκ(P ) is always zero in K
1(D) by the
cobordism invariance of the index.
There is a parallel discussion in the odd case. The fibration (6.2) also induces
an odd index
(6.4) indAS : K
1
c(T
∗
∂M (M/B)) −→ K
1
c(T
∗(D/B)× R) ∼= Kc(T
∗(D/B)).
Proposition 6.2. Suppose P ∈ Ψ0Φ- cu(M×[0, 1]/D×[0, 1];E) is a family of elliptic
operators which is the identity at t = 0 and t = 1 and let [σ(P )] ∈ K1
c
(T ∗(M/B)) be
the class of its symbol, then P can be perturbed by Q ∈ Ψ−∞Φ- cu(M×[0, 1]/D×[0, 1];E)
with Q
∣∣
D×{0,1}
= 0 to be invertible if and only if
indAS r
∗
∂M [σ(P )] = 0 ∈ Kc(T
∗(D/B)).
Proof. One could proceed as in the proof of Proposition 6.1. However, there is an
alternative proof which is more suggestive in this case. As discussed in [12], one
can define the odd index (6.4) in the following way. Notice that r∗∂Mσ(P ), which is
the symbol of the indicial family, gives a class in
K1c(T
∗
∂M (M/B))
∼= K1c(T
∗(∂M/B)× R).
If t ∈ [0, 1] denotes the suspension parameter, then by assumption r∗∂Mσ(P ) is the
identity at t = 0 and t = 1. So there is no obstruction to perturb P by smoothing
operators so that one gets a 1-parameter family
(6.5) t 7→ N(Pt) ∈ G
0
Φs(1)(∂M/B;E)
such that N(P0) = Id and N(P1) ∈ G
−∞
Φs (∂M/B;E), where G
0
Φs(1)(∂M/B;E)
is the group of invertible elliptic fibred suspended operators of order 0. Via the
identification (if dimD = dim ∂M, this is only true after stabilization)
(6.6) π0(G
−∞
Φs (∂M/B;E))
∼= K1c(T
∗(D/B)),
K-THEORY OF CUSP OPERATORS 27
the connected component in which N(P1) lies gives a class in K
1
c(T
∗(D/B)) which
is precisely indAS[r
∗
∂Mσ(P )]. In particular, it does not depend on the choice of the
1-parameter family (6.5).
Now, if the index is zero, this means N(P1) is in the connected component of the
identity in G−∞Φs (∂M/B;E), so via some smooth deformation, it can be arranged
that N(P1) = Id as well, so P can be perturbed by Q ∈ Ψ
−∞
Φ- cu(M/B;E) with
Q
∣∣
D×{0,1}
= 0, to become fully elliptic. Conversely, if such a perturbation Q exists,
then the index is given by the K-class corresponding to N(P1 +Q1) = Id, which is
necessarily zero. 
The obstruction result of Proposition 6.1 and Proposition 6.2 indicates that the
short exact sequence of Lemma 5.1 fails to be exact in the more general setting of
fibred cusp operators. However, as in the case of the K-theory of a pair of spaces,
there is a 6-term exact sequence given by
(6.7) Kc(T
∗(D/B))
i0 // KΦ- cu(φ)
σ0 // Kc(T ∗(M/B))
I0

K1c(T
∗(M/B))
I1
OO
K1Φ- cu(φ)
σ1oo K1c(T
∗(D/B)).
i1oo
To define ik for k ∈ Z2, consider the group
G−∞Φs(1+k)(∂M/B)
∼= {Id+Q;Q ∈ Ψ−∞Φs(1+k)(∂M/B), Id+Q is invertible}.
Then using spectral sections techniques as in [32] or the projections in Section 1,
one has an identification
(6.8) K-kc (T
∗(D/B)) ∼= π0(G
−∞
Φs(1+k)(∂M/B)).
Strictly speaking, the result is only true provided dimX > 0, but in the case
dimX = 0, it is only necessary to allow some stabilization. Any element of
G−∞Φs(1+k)(∂M/B) can be seen as the indicial family of a family of fully elliptic
operators with symbol given by the identity. This gives a map
(6.9) π0(G
−∞
Φs(1+k)(∂M/B)) −→ K
-k
Φ- cu(φ)
and we define ik by composing (6.8) with (6.9). The symbol maps have already
been defined and the boundary map I0 is given by
I0 = indAS ◦r
∗
∂M : Kc(T
∗(M/B)) −→ K1c(T
∗(D/B)),
while I1 has a similar definition
I1 = indAS ◦r
∗
∂M : K
1
c(T
∗(M/B)) −→ K-1c (T
∗(D/B)× R) ∼= Kc(T
∗(D/B)),
where the last identification is by Bott periodicity.
Theorem 6.3. The diagram (6.7) is exact.
Proof. The exactness at KΦ- cu(φ) and K
1
Φ- cu(φ) follows rather directly from the
definition since homotopies of the symbol can be lifted to homotopies of the joint
symbol, see the discussion above in the cusp case. Exactness at Kc(T
∗(M/B)) and
K1c(T
∗(M/B)) follows from Proposition 6.1 and its suspended version.
The exactness at Kc(T
∗(D/B)) can be seen from the alternative definition of
the odd index used in the proof of Proposition 6.2. Indeed, suppose that α ∈
Kc(T
∗(D/B)) is in the image of I1. According to the proof of Proposition 6.2, this
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means that there is a family of fully elliptic operators t 7→ Pt ∈ Ψ0Φ- cu(M/B;E)
such that P0 = Id, σ(P1) = Id and
[N(P1)] ∈ π0(G
−∞
Φs (∂M/B;E)
∼= Kc
0(T ∗(D/B))
corresponds to α. The homotopy t 7→ (σ(Pt), N(Pt)) between the identity and
(Id, N(P1)) then shows that i(α) = 0 in KΦ- cu(φ).
Conversely, suppose that i(α) = 0. If N(P1) ∈ G
−∞
Φs (∂M/B;E) represents α,
then after some stabilization, one can assume that there is a homotopy of invertible
joint symbols t 7→ (σ(Pt), N(Pt)) between (Id, Id) and (Id, N(P1)). The family
symbol t 7→ σ(Pt) then defines a class β ∈ K1c(T
∗(M/B)) such that I1(β) = α,
which establishes the exactness at Kc(T
∗(D/B)).
To prove the exactness at K1c(T
∗(D/B)), one can proceed in a similar way.
Indeed, the diagram
(6.10) K0c(T
∗(M/B))
I0 //
b

K-1c (T
∗(D/B))
i1
''OO
OO
OO
OO
OO
O
b

K-2c (T
∗(M/B))
I−2 // K-3c (T
∗(D/B))
j // K1Φ- cu(φ)
commutes, where the vertical arrows are given by Bott periodicity and I−2 =
indAS r
∗
∂M in terms of the families index map
indAS : K
-2
c (T
∗
∂M (M/B))→ K
-2
c (T
∗(D/B)× R) ∼= K-3c (T
∗(D/B))
and j is the map (6.9) obtained using the identification (when dimD = dim ∂M,
this is only true after stabilization)
(6.11) K-3c (T
∗(D/B)) ∼= π0(G
−∞
Φs(2)(∂M/B)).
Notice that as opposed to (6.8), no Bott periodicity is involved in (6.11), hence the
right triangle in (6.10) is commutative. The fact that the left square is commutative
follows from the commutativity of the families index with Bott periodicity (and
more generally with the Thom isomorphism).
The exactness of the bottom row of (6.10) can be proved by applying the proof
of the exactness at Kc(T
∗(D/B)) (really K-2c (T
∗(D/B))) with one extra suspension
parameter. Since the Bott periodicity maps in (6.10) are isomorphisms, this implies
that
Kc(T
∗(M/B))
I0−→ K-1c (T
∗(D/B))
i1−→ K1Φ- cu(φ)
is also exact in the middle. 
In the scattering case (when stabilization is necessary in the arguments above),
using Lemma 2.1, the 6-term exact sequence (6.7) reduces to the exact sequence in
K-theory associated to the inclusion of the boundary of T ∗(M/B)
(6.12)
K1c(T
∗
∂M (M/B))
// Kc(T ∗(M/B), T ∗∂M (M/B)) // Kc(T
∗(M/B))

K1c(T
∗(M/B))
OO
K1c(T
∗(M/B), T ∗∂M (M/B))
oo Kc(T ∗∂M (M/B)).oo
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7. Poincare´ duality, the general case
Consider the short exact sequence of C∗ algebras (23) and the associated 6-term
exact sequence
(7.1) KK0B(C(D), C(B))
ι∗ // KK0B(CΦ(M), C(B))
s∗ // KK0B(C0(M), C(B))
δ

KK1B(C0(M), C(B))
δ
OO
KK1B(CΦ(M, C(B))s∗
oo KK1B(C(D), C(B)).ι∗
oo
Each term of this sequence can be related to the corresponding term in (6.7) via a
quantization map, namely the quantization maps of Section 4
(7.2) quan : KkΦ- cu(φ) −→ KK
k
B(CΦ(M), C(B)), k ∈ Z2,
and the quantization maps of [25] and of Atiyah and Singer,
quanr : K
k
c(T
∗(M/B)) −→ KKkB(C0(M), C(B)),(7.3)
quan−∞ : K
k
c(T
∗(D/B)) −→ KKkB(C(D), C(B)).(7.4)
Theorem 7.1. The quantization maps quan, quanr, and quan−∞ are isomor-
phisms giving a commutative diagram
· · ·Kc(T ∗(D/B))
i //
quan
−∞

KΦ- cu(φ)
σ //
quan

Kc(T
∗(M/B)) · · ·
quanr

· · ·KK0B(C(D), C(B))
ι∗ // KK0B(CΦ(M), C(B))
s∗ // KK0B(C0(M), C(B)) · · ·
between the 6-term exact sequences (6.7) and (7.1). In particular, this implies the
Poincare´ duality of Theorem 2.
The fact that quanr and quan−∞ are isomorphisms follows from the Poincare´
duality result of Kasparov [17] and its extensions by the first author and Piazza in
[25]. Then, given the commutativity of the diagram between the two 6-term exact
sequence, the fact that quan is an isomorphism follows from the fives lemma. So it
remains to check that the diagram commutes.
For k ∈ Z2, the commutativity of
(7.5) KkΦ- cu(φ)
σ //
quan

Kkc(T
∗(M/B))
quanr

KKkB(CΦ(M), C(B))
s∗ // KKkB(C0(M), C(B))
is clear from the definition of quan and quanr . The proof of the commutativity
of the four other squares of the diagram is more involved and will occupy the
remainder of this section.
Let us first consider the commutativity of
(7.6) Kkc(T
∗(D/B))
i //
quan
−∞

KkΦ- cu(φ)
quan

KKkB(C(D), C(B))
ι∗ // KKkB(CΦ(M), C(B)).
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We will only provide a proof in the even case since the odd case is similar. The
first step is to describe the quantization map quan−∞ in terms of indicial families
instead of symbols. Given a class α ∈ Kc(T ∗(D/B)), let p ∈ G
−∞
Φs (∂M/B;E+) be
a representative of this class. Consider the manifold
Mc = ∂M × [0, 1]
which can be seen as a collar neighborhood ∂M in M. Consider the associated
fibration
(7.7) φc = ∂φ ◦ π1 :Mc −→ B,
where π1 : ∂M × [0, 1] −→ ∂M is the projection on the first factor. Since the
boundary of Mc has two parts ∂M0 = ∂M × {0} and ∂M1 = ∂M × {1}, let
Φi : ∂Mi −→ Di, i ∈ {0, 1},
denote the two boundary fibration maps and let
Φc : ∂Mc −→ D0 ∪D1
be the total boundary map. Let P ∈ (Id+Ψ−∞Φc- cu(Mc;E+)) be a Fredholm operator
with indicial family the identity at ∂M0 and by p at ∂M1. Then Lemma 4.1 gives
an associated KK-class
[P ] ∈ KK0B(CΦc(Mc), C(B))
and the pull-back map
d∗ : KK0B(CΦc(Mc), C(B)) −→ KK
0
B(C(D), C(B))
where d : C(D) →֒ CΦc(Mc) is the obvious inclusion, gives a KK-class
d∗[P ] ∈ KK0B(C(D), C(B)).
Thus, this procedure gives a well-defined quantization map
quan′−∞ : Kc(T
∗(∂M/D)) −→ KK0B(C(D), C(B)).
Lemma 7.2. quan′−∞ = quan−∞ .
Proof. Let α ∈ Kc(T ∗(∂M/D)) be given. Following the discussion in §3 we are
reduced to the scattering case, so
Mc = D × [0, 1]
in our construction. Let p be an indicial family representing the K-class α and let P
be as above. Let Pt ∈ Ψ0Φc- cu(Mc/B;E+), t ∈ [0, 1] be a homotopy through families
of fully elliptic operators such that P0 = P and P1 has trivial indicial families both
at ∂M0 and ∂M1 and so with symbol σ having K-class
[σ] ∈ Kc(T
∗(Mc/B), T
∗
∂Mc(Mc/B))
∼= Kc(T
∗(D × (0, 1)/B))
identifying via Bott periodicity with α (see [32] for details). That such a homotopy
exists is discussed in [23] and §2. By considering a family of positive definite approx-
imate inverse square roots for Pt, we construct an operator homotopy (H, µ,Ft)
of Kasparov modules, which means that P0 and P1 define the same element in
KK0B(C(D), C(B)).
On the other hand, let us quantize partially the symbol σ of P1 in the T
∗[0, 1]
direction to get a family of elliptic operators p̂1 parameterized by T
∗(D/B) and
acting on the Hilbert bundle
L2(Mc/D;E+) −→ T
∗(D/B)
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with typical fibre L2([0, 1];E+). As discussed in [19], we can interpret
p̂1 : L
2(Mc/D;E+) −→ L
2(Mc/D;E+)
as a symbol on a Hilbert bundle. The notion of ellipticity leads to very restrictive
conditions in this context. But according to example 1.7 in [19], p̂1 is elliptic and
once it is quantized we get back P1 modulo compact operators. Assume without
loss of generality that σ (and p̂1) is homogeneous of degree zero in the fibres of
T ∗(D/B) −→ D outside a compact neighborhood of the zero section. Assume also
without loss of generality that E+ is a trivial bundle on Mc. Then as discussed in
[19], it is possible to deform p̂1 through a homotopy p̂t, t ∈ [1, 2] of elliptic symbols
so that p̂2 takes the form
p̂2 = p̂
′
2 ⊕ p̂
′′
2 : V ⊕ V
⊥ −→ p̂1V ⊕ (p̂1V )
⊥
where V is a sub-bundle of L2(Mc/D;E) of finite corank on which p̂1 is injective
and where p̂′2 is invertible and constant along the fibres of T
∗(D/B) −→ D. Thus,
when we quantize p̂2 we get an operator of the form
P2 = P
′
2 ⊕ P
′′
2 : L
2(D;V )⊕ L2(D;V ⊥) −→ L2(D; p̂1V )⊕ L
2(D; (p̂1V )
⊥)
with P ′2 invertible. Using positive definite approximate inverse square roots of
(P ′2)
∗P ′2 and (P
′′
2 )
∗P ′′2 , we can associate a KK-class β ∈ KK
0
B(C(D), C(B)). By
homotopy invariance, P1 gives the same K-class so β = quan
′
−∞(α). On the other
hand, the Kasparov module coming from P ′2 is degenerate, so β can be defined
using P ′′2 . The K-class associated to the symbol of P
′′
2 is the families index of p̂1
(cf. [19]) which by the families index of Atiyah-Singer should be precisely α ∈
Kc(T
∗(∂M/D)). This means that
quan′−∞(α) = β = quan−∞(α).

Thus we can use indicial families instead of symbols to define the quantization
map quan−∞ . Consider again the manifold Mc. Since the boundary of Mc has
two disconnected parts (which can themselves be disconnected), we can consider,
instead of KΦc- cu(φc), the group KΦ1- cu(φc) of stabilized homotopy classes of in-
vertible joint symbols with indicial family given by the identity at the boundary
face ∂M0. If we define CΦ1(Mc) to be the C
∗ algebra of continuous functions
(7.8) CΦ1(Mc) =
{
f ∈ C(Mc); f
∣∣
∂M1
= Φ∗1g for some g ∈ C(D1)
}
,
then a quantization map
quanc : KΦ1- cu(φc) −→ KK
0
B(CΦ1(Mc), C(B))
can be defined as follows. Given a joint symbol (σ,N) representing a class in
α ∈ KΦ1- cu(φc), one considers a family of fibred cusp operators P of order zero
with joint symbol given by (σ,N). Deforming σ if needed, we can assume P acts as
the identity in a small collar neighborhood of ∂M0. Then in the usual fashion, one
can construct a Kasparov module in KK0B(CΦ1(Mc), C(B)) by considering a positive
definite approximate inverse square root to P which acts as the identity in a collar
neighborhood of ∂M0. As in the definition of quan, one can check that the associate
KK-class only depends on α ∈ KΦ1- cu(φc).
There is also a natural map
(7.9) ic : Kc(T
∗(∂M/D)) −→ KΦ1- cu(φc)
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which to α ∈ Kc(T ∗(∂M/D)) associates the class ic(α) represented by any joint
symbol with trivial indicial family on ∂M0, indicial family with K-class given by α
on ∂M1 and with trivial symbol.
Lemma 7.3. The diagram
Kc(T
∗(D/B))
ic //
quan
−∞

KΦ1- cu(φc)
quanc

KK0B(C(D), C(B))
ι∗c // KK0B(CΦ1(Mc), C(B))
is commutative, where ιc : CΦ1(Mc) −→ C(D) is the restriction to ∂M1.
Proof. Let α ∈ Kc(T ∗D/B) be given. Let e : C(D) →֒ CΦ1(Mc) be the obvious
injective map of C∗ algebras so that ιc ◦ e = Id . Then
(7.10) ι∗c quan−∞(α) = ι
∗
ce
∗ quanc ◦ic(α).
Consider the C∗ algebra
C1(Mc) =
{
f ∈ C(Mc); f
∣∣
∂M1
= 0
}
.
From the commutativity of the diagram
(7.11) KΦ1- cu(φc)
σ //
quanc

Kc(T
∗(Mc/B))
quanr

KK0B(CΦ1(Mc), C(B))
// KK0B(C1(Mc), C(B))
and the exactness in the middle of
Kc(T
∗(D/B))
ic−→ KΦ1- cu(φc)
σ
−→ Kc(T
∗(Mc/B)),(7.12)
KK0B(C(D), C(B))
ιc−→ KK0B(CΦ1(Mc), C(B)) −→ KK
0
B(C1(Mc), C(B)),(7.13)
we deduce that there exists β ∈ KK0B(C(D), C(B)) such that ι
∗
cβ = quanc ◦ic(α).
Since ιc ◦ e = Id,
β = e∗ι∗cβ = e
∗ quanc ◦ic(α),
which implies by (7.10) that
quanc ◦ic(α) = ι
∗
cβ = ι
∗
c(e
∗ quanc ◦ic(α)) = ι
∗
c quan−∞(α).

Lemma 7.4. For k ∈ Z2, the diagram (7.6) is commutative.
Proof. As noted above, we will only provide a proof for the case k = 0, the case
k = 1 being similar. Think of Mc as a collar neighborhood of M where ∂M1 is
identified with ∂M. Let
j : CΦM) −→ CΦ1(Mc)
be the restriction map on Mc ⊂M. Then consider the diagram
(7.14) Kc(T
∗(D/B))
ic //
quan
−∞

KΦ1- cu(φc)
quanc

ec // KΦ- cu(φ)
quan

KK0B(C(D), C(B))
ι∗c // KK0B(CΦ1(Mc), C(B))
j∗ // KK0B(CΦM), C(B)).
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where ec is the extension of a representative in KΦ1- cu(φc) by the identity inside
M. Clearly, ecic = i and j
∗ι∗c = ι
∗, so the lemma will be proven provided we show
the diagram (7.14) is commutative. By the previous lemma, we only need to show
that the right square is commutative. Consider the two graded Hilbert modules
over C(B)
H1 = L
2(Mc;E) = L
2(Mc;E+)⊕ L
2(Mc;E−)(7.15)
H2 = L
2(M \Mc;E) = L
2(M \Mc;E+)⊕ L
2(M \Mc;E−).(7.16)
Then given α ∈ KΦ1- cu(φc), we can represent j
∗ quanc(α) by a Kasparov module
of the form (H1, j∗µ,F1) and at the same time quan ec(α) can be represented by a
Kasparov module of the form (H1 ⊕H2, j∗µ⊕ l∗ν,F1 ⊕F2) where
l : CΦM) −→ C(M \Mc)
is the restriction map,
µ : CΦ1(Mc) −→ B(H1)(7.17)
ν : C(M \Mc)←→ B(H2)(7.18)
are the obvious actions given by multiplication and
F2 =
(
0 Id
Id 0
)
.
Since (H2, ν,F2) is a degenerate Kasparov module,
j∗ quanc(α) = quan ec(α).

Finally we need to show that the diagram
(7.19) Kkc(T
∗(M/B))
quanr

I // Kk-1c (T
∗(D/B))
quan
−∞

KKkB(C0(M), C(B))
δ // KK1−kB (C(D), C(B))
is commutative for k ∈ Z2, which requires an understanding of the boundary ho-
momorphism δ. Let us again limit our attention to the even case k = 0, the case
k = 1 being similar. Recall that in topological K-theory (see for instance [2]),
the boundary homomorphism of the 6-term exact sequence associated to a pair of
spaces (X,Y ) is defined via the cone space X ∪CY which is obtained from X and
CY = Y × [0, 1]/Y × {1}
by identifying Y ⊂ X with Y × {0} ⊂ CY. There is an exact sequence
K(X ∪ CY,X)
m∗
−→ K˜(X ∪ CY )
k∗
−→ K˜(X).
Under the identifications
K˜
−1
(Y ) ∼= K(X ∪ CY,X), K(X,Y ) ∼= K˜(X ∪ CY ),
this becomes
K˜
−1
(Y )
δ
−→ K(X,Y ) −→ K˜(X)
where δ is the boundary homomorphism of the 6-term exact sequence associated to
the pair (X,Y ).
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In KK-theory, one can define the boundary homorphism in a similar way, intro-
ducing the mapping cone
(7.20) Cι = {(x, f) ∈ CΦ(M)⊕ C0([0, 1)×D); ι(x) = f(0)} ,
where
C0([0, 1)×D) =
{
f ∈ C([0, 1]×D); f
∣∣
{1}×D
= 0
}
is the C∗ closure of Cc([0, 1)×D). There is a natural inclusion
(7.21) e : C0(M) ∋ x 7−→ (x, 0) ∈ Cι
which induces a map
(7.22) e∗ : KK0B(Cι, C(B)) −→ KK
0
B(C0(M), C(B)).
This map is an isomorphism as can be seen by interpreting the map e∗ as multipli-
cation (on the left) by [e] ∈ KK0B(C0(M), Cι) associated to the C
∗ homomorphism
e (see[9]). Then [e] is a KK-equivalence between C0(M) and Cι, which is to say that
it has an inverse u ∈ KK0B(Cι, C0(M)) with respect to the Kasparov product.
Given this one can then define the boundary homomorphism as
(7.23)
δ = j∗(e∗)−1 : KKB(C0(M), C(B)) −→ KKB(SC(D), C(B)) ∼= KK
1
B(C(D), C(B))
where j : SC(D) →֒ Cι is the natural inclusion. In terms of Kasparov product, δ is
multiplication on the left by j∗u ∈ KKB(SC(D), C0(M)).
In the present context, it is possible to give an alternative definition of the
mapping cone which is especially useful. Consider as before a collar neighborhood
Mc = ∂M × [0, 1] of ∂M with ∂M identifies with ∂M1 = ∂M × {1}. Then
(7.24) Cι ∼=
{
f ∈ C0(M); f
∣∣
Mc
= (Φ× Id)∗g for some g ∈ C0(D × [0, 1))
}
by identifying M ′ =M/Mc with M. The isomorphism (7.24) gives
(7.25) ε : Cι →֒ C0(M).
The map e in (7.21) is then described by
e : C0(M)−˜→C0(M
′) →֒ Cι.
Lemma 7.5. The boundary homomorphism δ of the 6-term exact sequence (7.1)
is given by the pull-back map
j∗ε∗ : KK0B(C0(M), C(B)) −→ KK
0
B(SC(D), C(B)).
Proof. If σ is a symbol on T ∗(M/B) then e∗ε∗ quanr(σ) can be obtained by quan-
tizing the symbol
σ′ = σ
∣∣
T∗(M ′/B)
on T ∗(M ′/B) and making the identification C0(M ′) ∼= C0(M). Since σ′ and σ are
homotopic when M ′ and M are identified, they correspond to the same K-class.
Since σ was arbitrary, this shows quanr = e
∗ε∗ quanr . Consequently,
(e∗)−1 quanr = (e
−∗)−1e∗ε∗ quanr = ε
∗ quanr .
Since quanr is an isomorphism, (e
∗)−1 = ε∗ and it follows that δ = j∗(e∗)−1 =
j∗ε∗. 
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After identifying the tangent bundle with the cotangent bundle via some metric,
The boundary fibration induces a fibration
(7.26) πΦ : T
∗(Mc/B) −→ T
∗(D × [0, 1]/B).
Let
(7.27) indπΦ : Kc(T
∗(Mc/B)) −→ Kc(T
∗(D × [0, 1]/B))
be the topological index family map associated to this fibration.
Lemma 7.6. The diagram
Kc(T
∗(M/B))
r∗ //
quanr

Kc(T
∗(Mc/B))
indπΦ //
quanr

Kc(T
∗(D × [0, 1]/B))
quanr

KKB(C0(M), C(B))
ε∗c // KKB(C0(Mc), C(B))
ε∗d // KKB(SC(D), C(B))
is commutative, where
εc : C0(Mc) →֒ C0(M), εd : SC(D) →֒ C0(Mc), r : T
∗(Mc/B)) →֒ T
∗(M/B),
are the natural inclusions.
Proof. The commutativity of the first square is clear. The proof of the commutativ-
ity of the second square is essentially a consequence of the Atiyah-Singer families
index theorem. Indeed, it allows us to define indπΦ as an analytical families in-
dex. Then, using quantization of symbols over Hilbert bundles as in [19], one can
represent (cf. the proof of Lemma 7.2) ε∗d quanr(α) by a Kasparov module of the
form
(H1 ⊕H2, µ,F1 ⊕F2)
where
H1 = L
2(D × [0, 1];V+)⊕ L
2(D × [0, 1];V−),
H2 = L
2(D × [0, 1];V ⊥+ )⊕ L
2(D × [0, 1];V ⊥− ),
and V± is a sub-bundle of L
2(Mc/(D × [0, 1]);E±) with V+ and V− of same finite
corank. As usual,
µ : C0(D × [0, 1]) −→ B(Hi)
denotes multiplication. One can do this in such a way that (H1, µ,F1) is degenerate
and (H2, µ,F2) represents quanr ◦ indπΦ(α), which establishes the commutativity
of the left square. 
Lemma 7.7. We have the identity δ quanr = quanr κI0 where
κ : K-1
c
(T ∗(D/B)) −→ Kc(T
∗(D × [0, 1]/B))
is the canonical isomorphism induced from the homotopy equivalence
(T ∗([0, 1]),∞) ∼ (R,∞).
Proof. Since clearly ε∗dε
∗
c = j
∗ε∗ = δ, we deduce from Lemma 7.6 that
δ quanr = ε
∗
dε
∗
c quanr = quanr indπΦ r
∗,
so we can conclude from the fact that indπΦ ◦r
∗ = κI0, which is a consequence of
the commutativity of the topological index map with the Thom isomorphism. 
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Thus, Lemma 7.7 reduces the proof of the commutativity of (7.19) in the even
case to the following statement.
Lemma 7.8. The diagram
K-1
c
(T ∗(D/B))
κ //
quan
−∞

Kc(T
∗(D × [0, 1]/B))
quanr

KKB(C(D),SC(B)) // KKB(SC(D), C(B))
is commutative, where the bottom arrow is Bott periodicity in KK-theory.
Proof. This essentially follows from the family version of proposition 11.2.5 in [13]
and the alternative definition of odd quantization using self-adjoint operators. 
In the odd case, a similar argument reduces the proof of the commutativity of
(7.19) to the following lemma.
Lemma 7.9. The diagram
Kc(T
∗(D/B)) //
quan
−∞

Kc(T
∗(D × (0, 1)× [0, 1])/[B × (0, 1)]))
quanr

KK0B(C(D), C(B))
// KK0B(SC(D),SC(B))
is commutative, where the top and bottom arrows are Bott periodicity in K-theory
and KK-theory respectively.
Proof. This essentially follows from the family version of proposition 11.2.5 in [13]
and the alternative definition of odd quantization using self-adjoint operators. 
8. Adiabatic passage to the cusp case
As noted in the introduction, and confirmed by the properties of the 6-term exact
sequence above, it is the ‘cusp’ case amongst the possible fibred cusp structures on
a give fibration which is universal.
Proposition 8.1. For any fibration with fibred cusp structure there is a natural
map, given by an adiabatic limit, qad : KΦ- cu(φ) −→ Kcu(φ) into the cusp K-group
which commutes with the analytic index and gives a commutative diagram
(8.1) KΦ- cu(φ)
qad

inda
yytt
tt
tt
tt
t
σ
''PP
PP
PP
PP
PP
P
K(B) Kcu(φ) σ
//
inda
oo Kc(T ∗(M/B)).
Proof. Given a family P ∈ Ψ0Φ- cu(M ;E) we construct an adiabatic family P (ǫ) ∈
Ψ0Φ-ad,cu(M ;E) which are cusp pseudodifferential operators for ǫ > 0 but degener-
ate, in the adiabatic limit, to the fibred cusp operator P at ǫ = 0. However, it is
perhaps better to think of the construction as being in the opposite direction. The
definition and properties of such adiabatic fibred cusp operators are discussed in
Appendix C where they are defined directly through their Schwartz kernels which
are defined on the space given by blow-ups in (C.10), in our case with the finer
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fibration of the boundary being the given one, Φ, and the coarser fibration being
∂φ corresponding to the cusp structure.
Thus there are three boundary faces of the double space in (C.10) which meet
the diagonal (and the kernels are supposed to vanish rapidly at all other boundary
faces). At the ‘old’ face ǫ = 0 we wish to recover the given operator P by the map
(C.15); this fixes the kernel precisely on that face. The adiabatic front face can be
constructed, as in (C.10), by the last blow-up and it is fibred over the lifted variable
(8.2) τ =
x− ǫ
x+ ǫ
∈ [−1, 1]
representing the adiabatic passage, with fibre which is just the front face for the
fibred cusp calculus. On the fibre at τ = 1 the kernel is already fixed to be that
of P. Thus, we may simply choose to extend the kernel to the whole adiabatic face
to be independent of the ‘angle’ τ. This fixes the kernel of the adiabatic normal
operator and also fixes the boundary value, corresponding to τ = −1, of the kernel
on the front face for the cusp blow-up as ǫ ↓ 0. Simply extend it to that face
as a conormal distribution with respect to the diagonal; in fact we also choose an
extension which is conormal to the diagonal in the interior and consistent with these
boundary values (and also the requirement of the vanishing at the ‘non-diagonal’
boundaries).
This fixes an element P (ǫ) ∈ Ψ0Φ-ad,cu(M ;E). The choices ensure that in the
sense of (C.15)
(8.3) A(P (ǫ)) = P and ad(P )−1 exists,
since the invertibility here comes from the invertibility of the normal operator of P.
Now, for ǫ ≤ δ, for some δ > 0, the hypotheses of Proposition C.1 apply and show
that P (δ) ∈ Ψ0cu(M ;E) is fully elliptic. Thus we can define
(8.4) qad : KΦ- cu(φ) ∋ [P ] 7−→ [P (δ)] ∈ Kcu(φ)
provided the independence of choices is shown.
Clearly the image in (8.4) is independent of the choice of δ small and the choices
in the construction can all be related by homotopies. Similarly an homotopy of
P through fully elliptic fibred cusp operators lifts to a homotopy of P (δ) in fully
elliptic cusp operators and the behaviour under stabilization and composition with
bundle isomorphism is appropriate to guarantee that (8.4) is well defined. The
construction also ensures that this adiabatic limit commutes with the passage to
the symbol, giving commutativity in (8.1). 
Under the Poincare´ duality of Section 7, the corresponding adiabatic map in KK-
theory is given by pull-back. Let ιad : Ccu(M) →֒ CΦ(M) be the natural inclusion.
Proposition 8.2. The diagram
KΦ- cu(φ)
qad //
quan

Kcu(φ)
quan

KK0B(CΦ(M), C(B))
ι∗ad // KK0B(Ccu(M), C(B))
is commutative.
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Proof. If s : C0(M) →֒ Ccu(M) and i : C(B) →֒ Ccu(M) are the natural inclusions,
then from the fact that qad preserves the index and the homotopy class of the
symbol, we see that
i∗ι∗ad quan = i
∗ quan qad and s
∗ι∗ad quan = s
∗ quan qad.
Thus, the result follows from the split short exact sequence of Lemma 5.2. 
9. The extension of fibred cusp structures
The definition of the topological index uses an embedding of a given family of
cusp structures into a product setting. In fact we show how to embed a general
fibred cusp structure (since this can also be used to define the index without using
Proposition 8.1). We shall use as ‘model’ structure (for a given base manifold B)
the products
(9.1)
M˜ = B × Bp+1, p > 0, for cusp structures and
M˜ = B × Bp+1 × Sq, p, q > 0 for fibred cusp structures.
The model fibration, being just projection onto the first factor will be written
(9.2) π : M˜ −→ B
and in the case of fibred cusp structures the model boundary fibration is the pro-
jection onto the first two factors (restricted to the boundary)
(9.3) π′ : ∂M˜ −→ D˜ = B × Sp.
Definition 9.1. A fibration with fibred cusp structure φ˜ : M˜ −→ B is an extension
of a given fibration with fibred cusp structure φ : M −→ B if i : M →֒ M˜ and
j : D →֒ D˜ have the following properties
(1) i embeds M as a ‘product type’ submanifold in the sense that it is an
embedding and
(9.4) i(∂M) = ∂M˜ ∩ i(M)
and the pull-back under i of a defining function for ∂M˜ is a defining function
for ∂M.
(2) φ = π ◦ i.
(3) j ◦ Φ = π′ ◦ i.
Notice that the inclusion j is completly specified by the inclusion i.
Proposition 9.1. For any family of fibred cusp structures as in (21) there is an
extension
(9.5) i :M −→ M˜ = B × Bp+1 × Sq
provided that p and q are large enough. In the case of cusp structures there is an
extension i :M −→ B × Bp+1, for p sufficiently large.
Proof. First consider the cusp case. By Whitney’s Embedding Theorem, we may
embed M in Euclidean space of sufficiently large dimension
(9.6) i′ :M −→ Rk.
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To replace this by an embedding of the desired product type into the interior of a
closed ball, consider the embedding
(9.7) (x, i′) :M −→ [0, 1)× Rk,
where x ∈ C∞M) is the boundary defining function (it may be assumed without
loss of generality that 0 ≤ x ≤ 1.) But [0, 1)×Rk can be identified, using a smooth
map e, with an open neighbourhood of a piece of the boundary of Bp+1, p = k. It
follows directly that this is an embedding of product type in the sense of (1). Then
let
(9.8) i = (φ, e(x, i′)) : M −→ B × Bp+1
be the product of this map with M as a map into B × Bp+1. This is still an
embedding with property (1) and has the property (2) (and so (3) as well).
In the case of a fibred cusp structure, we can start with the constructions above
for the embedding of the underlying cusp structure. Now, take an additional em-
bedding of D into a Euclidean space
d : D →֒ Rk
for convenience again Rk by increasing k if necessary. Using a product structure
near the boundary this fibration can be extended inwards near the boundary to a
fibration over [0, ǫ)x ×D and we can consider the smooth map
(9.9) (Id, d ◦ Φ) : [0, ǫ)x × ∂M −→ [0, ǫ)× R
k.
Taking 0 < ǫ < 1 small enough and using radial retraction on Rk, this can be
extended to a smooth map
(x, d′) :M −→ [0, 1)× Rk.
For the overall embedding we can then take
(9.10) i = (φ, e′(x, d′), e′′ ◦ i′) : M −→ B × Bp+1 × Sq, p = q = k,
with
e′ : [0, 1)× Rk × Rk →֒ Bp+1, p = k, q = k
e” : Rk →֒ Sq,
being identifications of open sets. We can also take j : D →֒ B × Sp to be
j = (φ, e′′(0, d′)).
Since i′ is an embedding, this is also and satisfies (1) – only the boundary is mapped
into the boundary, since x is a boundary defining function of M. Now, (2) holds for
the same reason as before and (3) follows from the definition of j. 
10. Multiplicativity
Recall one form of the ‘multiplicativity property’ for the index of pseudodifferen-
tial operators as introduced by Atiyah and Singer. Consider an iterated fibration,
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for the moment of compact manifolds without boundary but later allowing Z to
have a boundary
(10.1) F M ′
φ′

∂F = ∅
Z M
φ

B.
Taking a connection on φ′ allows the fibre cotangent bundle T ∗(M ′/M) to be
identified (naturally up to homotopy) as a subbundle of T ∗(M ′/B) which then
splits
(10.2) T ∗(M ′/B) = T ∗(M ′/M)⊕ (φ′)∗T ∗(M/B).
Choose cutoff functions χ1 and χ2 which are homogeneous of degree 0, smooth
outside the zero section and are respectively supported outside the two summands
and equal to one in a conic neighbourhood of the other with χ1 + χ2 = 1.
Let A ∈ Ψ0(M/B;E) and B ∈ Ψ0(M ′/M ;G) be families of elliptic pseudodiffer-
ential, then the matrix
(10.3)
(
χ1σ(B) −χ2σ(A)∗
χ2σ(A) χ1σ(B)
)
acting from sections of (E⊗G)+ = E+⊗G+⊕E−⊗G− to (E⊗G)− = E−⊗G+⊕
E+ ⊗G− is a family of elliptic symbols for the overall fibration M ′ −→ B.
Proposition 10.1. (Atiyah and Singer) If the family B has trivial one-dimensional
index in K(M) then any operator in Ψ0(M ′/B;E⊗G) with symbol (10.3) has index
in K(B) equal to that of A.
Proof. To prove this we construct a natural ‘product type’ calculus for the top
fibration which includes the fibrewise pseudodifferential operators and an appro-
priate class of lifts of operators on the fibres of the lower fibration and then do a
deformation to the ‘true’ pseudodifferential calculus.
To ease the notational burden, at least initially, we consider the case of the
numerical index and suppose that the second fibration, φ has just one fibre. The
general case will be proved as part of the extension below to the cusp calculus.
The product-type algebra is discussed in Appendix A. It contains the algebra of
pseudodifferential operators on the total space,M ′ but has a double order filtration
and we denote the filtered spaces Ψm,m
′
φ′−p (M
′;H) for a Z2-graded vector bundle
H = (H+, H−) over M
′;
(10.4) Ψm(M ′;H) ⊂ Ψm,mφ′−p(M
′,H) ∀ m ∈ Z
(there is no particular problem with real order, but since we do not need them, we
shall not bother with them here.)
The basic properties of these operator are similar to those of regular pseudodif-
ferential operators
(10.5)
Ψ
m2,m
′
2
φ′−p (M
′,H1) ◦Ψ
m1,m
′
1
φ′−p (M
′,H2) ⊂ Ψ
m1+m2,m
′
1+m
′
2
φ′−p (M
′,H),
provided (H1)+ = (H2)−, H+ = (H2)+, H− = (H1)−.
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The main difference between this product-type algebra and the usual one is that
there are two related symbol maps. The ‘usual’ principal symbol map is modified
to a short exact sequence
(10.6)
Ψm−1,m
′
φ′−p (M
′,H) //Ψm,m
′
φ′−p (M
′,H)
σm,m′ //Sm,m
′
φ′−p (M
′,H) ,
Sm,m
′
φ′−p (M
′,H) = C∞([S∗M ′, φ′∗S∗(M)]; hom(H)⊗+ N
−m ⊗+ N
−m′
ff ).
Here, S∗M ′ is the sphere bundle of T ∗M ′ (best thought of as the boundary of the
radial compactification of this bundle) which is then blown up at the submanifold
given by the corresponding sphere bundle at infinity of the cotangent bundle of the
base. Thus [S∗M ′, φ′∗S∗(M)] is the ‘old’ boundary hypersurface of the manifold
with corners [T ∗M ′, φ′∗S∗(M)]. The bundle N is the normal bundle in this sense
and Nff is the normal bundle to the front face, thought of as a trivial bundle over
[S∗M ′, φ′∗S∗M ]. Thus these factors just represent the growth order of symbols at
the boundaries. This ‘standard’ symbol is multiplicative in the obvious sense that
(10.7) σm1+m2,m′1+m′2(BA) = σm2,m′2(B)σm1,m′1(A)
More interestingly, there is a non-commutative symbol, which has much in com-
mon with the indicial family for the fibred cusp calculus; it is called here the base
family. Since S∗M −→M is a fibration we can lift the fibres of φ′ : M ′ −→M to
give a fibration S∗φ′M −→ S
∗M which has the same typical fibre as φ′. This second
symbol gives a short exact sequence
(10.8) Ψm,m
′−1
φ′−p (M
′,H) →֒ Ψm,m
′
φ′−p (M
′,H)
Lm,m′
−→ Ψm
′
(S∗φ′M/S
∗M ;H⊗+ N
−m).
Here N is the inverse homogeneity bundle on T ∗M, which is to say the normal
bundle to the boundary of the radial compactification T ∗M. Again this sequence
is multiplicative in the sense that
(10.9) Lm1+m2,m′1+m′2(BA) = Lm2,m′2(B)Lm1,m′1(A)
under (10.5).
Although these two maps are separately surjective they are related through the
symbol map on the image of (10.8). Namely the combination of the two maps gives
a short exact sequence
(10.10) Ψm−1,m
′−1
φ′−p (M
′,H)

 //Ψm,m
′
φ′−p (M
′,H)
(σ,L) //Am,m
′
φ′−p (M
′,H)
Am,m
′
φ′−p (M
′,H) =
{
(a,A) ∈ Ψm
′
(S∗ψX/S
∗X ;H⊗+ N
−m)⊕ Sm,m
′
φ′−p (M
′,H);
σm′(A) = a
∣∣
∂[S∗M ′,ψ∗S∗(M)]
}
.
There are appropriate Sobolev spaces on which these operators are bounded.
Since we are interested principally in the case of operators of order 0 it suffices to
note that
(10.11) Ψ0,0φ′−p(M
′;H) ∋ A : L2(M ′;H+) −→ L
2(M ′;H−)
is bounded and is compact iff
σ0,0(A) = 0, N0,0(A) = 0.
From this and standard constructions it follows that A in (10.11) is Fredholm iff
(10.12) ∃ σ0,0(A)
−1 ∈ S0,0φ′−p(M
′,H−) and N0,0(A)
−1 ∈ Ψm
′
(S∗φ′M
′/S∗M ;H−).
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As well as (10.4) the fibrewise pseudodifferential operators may also be consid-
ered as product-type operators
(10.13)
Ψm(M ′/M ;H) ⊂ Ψ0,mφ′−p(M
′;H),
σ0,m(A) = σm(A), N0(A) = A ∀ A ∈ Ψ
m(M ′/B;H).
In particular such an operator of order 0 is Fredholm on L2 if and only it is invertible,
at least if the fibration has non-trivial base.
It is also important to see that pseudodifferential operators on the base are
in a sense included in the product type pseudodifferential operators on the total
space. Suppose that E is a Z2-graded vector bundle over M which is embedded
in C∞(M ′;F) for some Z2-bundle F. Thus there is a pair of families of finite rank,
smoothing, projections π± ∈ Ψ−∞(M ′/M ;F±) projecting onto the fibre of E± over
each point of M. Then suppose that A ∈ Ψm(M ;E) is some pseudodifferential
operator. With the identification of bundles, we may identify A as an operator
from C∞(M ′;F+) to C∞(M ′;F−) and then
(10.14) A = π−Aπ+ ∈ Ψ
m,−∞
φ′−p (M
′;F).
In this case
(10.15) Nm(A) = π−σm(A)π+ ∈ Ψ
−∞(S∗φ′M
′/S∗M ;F⊗+ N−m).
Under the hypothesis of the Proposition that we are trying to prove – for the
moment only in the case of a single operator – we have a fibre family of trivial
index of rank one. So, by smoothing perturbation we may assume that this B ∈
Ψ0(M ′/M ;G) is surjective and has a null bundle which is a trivial line bundle.
Taking the Z2-bundle from the base we may form the extended operator which we
denote
(10.16)
(
B 0
0 B∗
)
∈ Ψ0(M ′/M ;E⊗ G) ⊂ Ψ0,0φ′−p(M
′;E⊗G),
E⊗H = (E+ ⊗G+ ⊕ E− ⊗G−, E+ ⊗G− ⊕ E− ⊗G+).
Since the lifted bundles E± are trivial on each fibre, this has null bundle precisely
E+ as a subbundle of C∞M ;E+ ⊗ H+) and cokernel bundle given by E− as a
subbundle of C∞(E+ ⊗H−). Thus we can interpret A as mapping this null bundle
into E− ⊗G+ and so form the operator
(10.17)
(
B 0
A B∗
)
∈ Ψ0,0φ′−p(M
′;E⊗G).
Directly from the definition, this is a Fredholm operator on L2. Since it has null
space just the null space of A as a subspace of the null space of B and cokernel the
complement of the range of A as a subspace of the complement of the range of B∗
we conclude directly that
(10.18) inda
(
B 0
A B∗
)
= inda(A).
Now we proceed to deform this operator as an elliptic family in Ψ0,0φ′−p(M
′;E⊗G).
First choose an element A˜ ∈ Ψ0(M ′;E⊗G+) with symbol χ2σ(A) ⊗ IdG+ . As an
element of Ψ0,0φ′−p(M
′;E⊗G+) its symbol is the lift of χ2σ(A) and its base family
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is the lift of this symbol to the front face, interpreted as a bundle map. Consider
the 1-parameter family
(10.19)
(
B −sA˜∗
sA˜+ (1− s)A B∗
)
∈ Ψ0,0φ′−p(M
′;E⊗ G), s ∈ [0, 1].
This is fully elliptic, i.e. both symbol and base family are invertible for all s ∈ [0, 1].
For the symbol itself this is rather clear since it is the family
(10.20)
(
σ(b) −sχ2σ(a)∗
sχ2σ(a) σ(b)
∗
)
.
On the other hand the base family is
(10.21)
(
B −sσ(A)∗
sσ(A) + (1− s)π−σ(A)π+ B∗
)
as an operator on each fibre of φ′, lifted to S∗M. Thus, σ(A) is simply being
extended from the null space of B to the whole bundle and this family is invertible
for all s ∈ [0, 1].
Then we may choose B˜ ∈ Ψ0(M ′;E+ ⊗ G) with symbol χ1σ(B) ⊗ IdE+ and
similarly extend the operator(10.19) at s = 1 to a 1-parameter elliptic family
(10.22)
(
(1 − r)B + rB˜ −A˜∗
A˜ (1− r)B∗ + rB˜∗
)
∈ Ψ0,0φ′−p(M
′;E⊗G), r ∈ [0, 1].
Again this is a fully elliptic family and at r = 1 reduces to an element of Ψ0(M ′;E⊗
G) which has index equal to that of A and symbol given by (10.3). 
Remark 10.1. In this construction it is already clear that the K-class of the symbol
of the resulting operator only depends on the K-classes of the symbols of A and B
and so this defines a map
(10.23) Mb : Kc(T
∗(M/B)) −→ Kc(T
∗(M ′/B)).
It should also be noted that if the operator (or family of operators) A is actually
invertible then the lifted family is invertible and this invertibility can be maintained
through the homotopy back to the standard algebra. This is used below for full
ellipticity in the cusp setting.
Despite this, in general a fully elliptic family of product-type cannot be deformed
through elliptics into the ‘standard’ subspace since this involves deforming the base
family, through invertibles, to bundle maps and there may be an obstruction to this
in K-theory.
Next we consider the corresponding construction in the cusp case; the main
obstacle to this extension is notational! Thus we have an iterated fibration. Here
φ : M −→ B is our usual fibration of compact manifolds with fibre a compact
manifold with boundary. The ‘top’ fibration φ′ : M ′ −→ M is assumed to have
compact fibre a manifold without boundary (in the application to lifting it is a
sphere.) Again we are given an elliptic family B ∈ Ψ0(M ′/M ;G) which is surjective
and has a trivial 1-dimensional null bundle where G is some Z2-graded bundle over
M ′.
We refer to Appendix B for a discussion of product-type cusp operators in this
setting. These are quite analogous to the product-type pseudodifferential opera-
tors discussed above. Such an operator P ∈ Ψm,m
′
φ′−p,cu(M
′/B;F) for any Z2-graded
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bundle F over M ′ acts on (weighted) smooth sections as in (1.3) but there are now
three ‘symbol’ maps. The ‘commutative’ symbol corresponds to the usual cusp
symbol modified in a way analogous to that of the symbol in the product-type
pseudodifferential calculus in (10.6)
(10.24) Ψm−1,m
′
φ′−p,cu (M
′/B;F) →֒ Ψm,m
′
φ′−p,cu(M
′/B;F)
σm,m′
−→ Sm,m
′
φ′−p,cu(M
′/B;F),
Sm,m
′
φ′−p,cu(M
′/B;F) = C∞([cuS∗M ′, (φ′)∗cuS∗(M/B)];N−m ⊗N−m
′
ff ⊗ hom(F)).
Secondly is the indicial family, corresponding to the map (1.6) for the usual cusp
calculus, but now taking values in the suspended version of the product-type cal-
culus for the restriction of the fibration to the preimage of the boundary of M
(10.25)
xΨm,m
′
φ′−p,cu(M
′/B;F) //Ψm,m
′
φ′−p,cu(M
′/B;F)
N //Ψm,m
′
sus,∂φ′−p(∂M
′/B;F) .
Finally there is an analogue of the non-commutative symbol in (10.8), namely a
short exact sequence
(10.26)
Ψm,m
′−1
φ′−p,cu (M
′/B;F) //Ψm,m
′
φ′−p,cu(M
′/B;F)
L //Ψm
′
(cuS∗φ′M/
cuS∗M ;F⊗+ N
−m)
taking values in the pseudodifferential operators on the fibres of φ′ but lifted to
the fibrewise cusp cosphere bundle cuS∗(M/B). Whilst separately surjective these
three maps are related and combine to give a ‘full symbol algebra’ consisting of the
elements with the compatibility conditions
(10.27) Am,m
′
φ′−p,cu(M
′/B) =
{
(a, I, β) ∈
Sm,m
′
φ′−p,cu(M
′/B;F)×Ψm,m
′
sus,∂φ′−p(∂M
′/B;F)×Ψm
′
(cuS∗φ′M/
cuS∗M ;F⊗+ N
−m);
a
∣∣
∂
= σ(I), a
∣∣
ff
= σ(β), N(β) = L(I)
}
.
This space itself corresponds to the short exact sequence
(10.28) xΨm−1,m
′−1
φ′−p,cu (M
′/B;F) //Ψm,m
′
φ′−p,cu(M
′/B;F)
(σ,N,L)//Am,m
′
φ′−p,cu(M
′/B,F)
which captures compactness and Fredholm properties on the appropriate Sobolev
spaces. For us it suffices to note that
(10.29)
A ∈ Ψ0,0φ′−p,cu(M
′/B;F) =⇒ A : L2(M ′/B;F+) −→ L
2(M ′/B;F−) is bounded and
A is compact⇐⇒ σ(A) = 0, N(A) = 0, L(A) = 0
A is Fredholm⇐⇒ ∃ (σ(A), N(A), L(A))−1 ∈ A−m,−m
′
φ′−p,cu (M
′/B,F−).
In the latter case, we say A is fully elliptic. As with the product-type pseudodif-
ferential operators in the boundaryless case, it is important that the three different
spaces of pseudodifferential operators, namely the ordinary pseudodifferential op-
erators on the fibres of the smaller fibration, the ordinary cusp pseudodifferential
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operators on the fibres of the larger fibration and the cusp pseudodifferential oper-
ators on the base fibration all lift into this larger space:
(10.30)
Ψm(M ′/M ;F) ⊂ Ψ0,mφ′−p,cu(M
′/B;F)
Ψmcu(M
′/B;F) ⊂ Ψm,mφ′−p,cu(M
′/B;F)
Ψmcu(M/B;E) ⊂ Ψ
m,−∞
φ′−p,cu(M
′/B;F)
where E is a Z2 graded vector bundle embedded as a subbundle of C∞(M ′/M ;F)
as a bundle over M.
Proposition 10.2. For an iterated fibration with cusp structure as in (10.1), if an
elliptic family B ∈ Ψ0(M ′/M ;F) is surjective and has trivial one-dimensional null
bundle H then for any fully elliptic element A ∈ Ψ0cu(M/B;E) the operator
(10.31)
(
B 0
A B∗
)
∈ Ψ0,0φ′−p,cu(M
′/B;F⊗ E),
where the inclusions are through (10.30), is a fully elliptic element with the same
index as A in K(B) and furthermore this element is deformable, through fully elliptic
elements, into Ψ0cu(M
′/B;F⊗ E). This results again in a map
(10.32) Mb : Kcu(φ) −→ Kcu(φ ◦ φ
′)
which only depends on b = [σ(B)] ∈ Kc(T ∗(M ′/M)).
Proof. As noted above, the first part of the result, that (10.31) gives a fully elliptic
element of the product-type calculus on the total fibration, and that (10.18) again
holds, follows as in the proof of Proposition 10.1 with only minor notational changes.
For the second, deformation, part of the statement we need to proceed with
more care. First, the arguments of Proposition 10.1 apply unchanged in the sense
that (10.19) and (10.22) together give a symbolically elliptic deformation, indeed
the computation of the symbol (although now for a family in the base) is the same
as there, as is the computation of the base family – the latter is still given by
(10.21) provided the symbol of A is interpreted as the cusp symbol. Thus we have
constructed a family Pt, in the product-type cusp calculus, where we can relabel
and change parameterization to make the family smooth in t ∈ [0, 1]. This family
is elliptic for all t, has invertible base family for all t, is Fredholm at t = 0 and is in
the ordinary cusp calculus at t = 1. So, consider the indicial family of Pt. This is a
suspended family of product-type pseudodifferential operators (acting on the fibres
of a fibration) which is fully elliptic, i.e. is elliptic and has invertible base family,
and which is invertible at t = 0. Since it is also invertible for large values of the
suspending variable, it follow by standard arguments that it can be perturbed by
a family of smoothing operators (see Remark 10.1) which vanishes near infinity in
the suspension variable and vanishes near t = 0 to be invertible for all values of t.
Modifying the family in this way results in a deformation as desired.
That this construction is symbolic as far as B is concerned and ‘fully symbolic’
as far as A is concerned, in the sense of (10.32), follows readily from the construc-
tion. Namely it certainly behaves well under stabilization and homotopy, with the
homotopy parameter simply being added to the base variables. So it remains to
show that it is stable under different regularizations of the null bundle of B; in fact
any two such stabilizations are homotopic. 
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Finally we comment on the generalization of this result to the fibred cusp case
although this is not used below. Thus we again consider an iterated fibration (10.1)
where now the second fibration has a fibred cusp structure, Φ : ∂M −→ D. There
are two extreme possibilities for a fibred cusp structure for the overall fibration.
First, it is always possible to ‘add’ the fibres of ∂M ′ −→ ∂M to the fibres of the
boundary, i.e. to take the boundary fibration for the overall fibration to be
(10.33) Φ′ = Φ ◦ φ′.
Proposition 10.3. For an iterated fibration as in (10.1) where the second fibration
has a fibred cusp structure and the top fibration has the fibred cusp structure (10.33),
if an elliptic family B ∈ Ψ0(M ′/M ;F) is surjective and has trivial one-dimensional
null bundle H then for any fully elliptic element A ∈ Ψ0Φ- cu(M/B;E) the operator
(10.34)
(
B 0
A B∗
)
∈ Ψ0,0φ′−p,Φ’- cu(M
′/B;F⊗ E),
where the inclusions are through (10.30), is a fully elliptic element with the same
index as A in K(B) and furthermore this element is deformable, through fully elliptic
elements, into AB ∈ Ψ0Φ’- cu(M
′/B;F⊗ E). This results again in a map
(10.35) Mb : KΦ- cu (φ) −→ KΦ◦φ’- cu (φ ◦ φ
′)
which only depends on b = [σ(B)] ∈ Kc(T ∗(M ′/M)).
Proof. The arguments in the proof of Proposition 10.2 go through essentially with-
out change, the only difference being the appearance of more suspension parameters
in the normal operator. 
There is a second extreme possibility, other than (10.33), for the fibred cusp
structure on the top fibration in (10.1), corresponding to the fibres for Φ′ :M ′ −→
D′ being of the same dimension as for Φ in which case all the ‘new’ boundary
variables are in the base of the fibration. Then there is a commutative diagram of
fibrations
(10.36) F ∂M ′
φ′

Φ′ // D′

F
∂M
Φ // D
In this case there is a difficulty in extending the construction above, in that
it is not quite clear what the family B should be. Approached directly B would
need to be a family which is adiabatic in the boundary variable. Since the index
theory for such families has not been properly developed we have chosen to proceed
more indirectly by using Proposition 8.1. However, it is possible instead to use
Proposition 10.3 above and then make an adiabatic limit back to the case where
the extra variables are in the base of the fibration. Since this involves a rather
delicate homotopy, and is not used below, the details are omitted.
11. Lifting and excision
Next we consider the lifting construction for cusp K-theory with respect to an
extension of a given fibration, see Definition 9.1.
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Proposition 11.1. If φ˜ : M˜ −→ B is an extension of a fibration φ : M −→ B
with cusp structure in the sense of Definition 9.1 then there is a well-defined lifting
homomorphism
(11.1) (φ˜/φ)! : Kcu(φ) −→ Kcu(φ˜)
which induces a commutative diagram (17) where the map on the right is an absolute
form of the lifting map of Atiyah and Singer. When M˜ = B2N+1 ×B, this reduces
to pull-back under Poincare´ duality
(11.2) Kcu(φ˜)
quan // KK0D(Ccu(M˜), C(B))
Kcu(φ)
(φ˜/φ)!
OO
quan // KK0D(Ccu(M), C(B))
R∗
OO
where R : Ccu(M˜)→ Ccu(M) is the restriction map.
Proof. The normal bundle to M in M˜ is a real vector bundle which models the
extended fibration near M. Thus, if we take the one-point compactification of the
fibres we obtain a bundle of spheres π : SV −→M which gives an extension of the
original fibration but is also an iterated fibration in the sense of Proposition 10.2.
Moreover, following the approach of Atiyah and Singer, there is a ‘Bott element’,
which we can realize as a family
(11.3) B ∈ Ψ0(SV /M ;L)
for a Z2-graded bundle L over SV with L+ and L− identified near the section at
infinity and such that B − Id has kernel with support disjoint from the section
at infinity (in either factor). Now, we can apply Proposition 10.2 to ‘lift’ each
fully elliptic element of Ψ0cu(M/B;E) to a fully elliptic element of Ψ
0
cu(SV /B;F).
A brief review of the construction shows that the condition that all operators be
equal to the identity near the section at infinity can be maintained throughout. In
view of this property of the kernel, including an identification of F+ and F− near
the section at infinity, these operators may be trivially extended into Ψ0cu(M˜/B;F)
to be fully elliptic. The nature of this construction shows that this does indeed
construct a map (11.1) and that it leads to a commutative diagram (17). When
M˜ = B2N+1×B, the commutativity of diagram (11.2) follows from proposition 12.1
and the fact that φ˜ = φ ◦R. 
Note that the Poincare´ duality isomorphism and (11.2) show that the lifting
map is independent of choices and is well-behaved under composition. This is also
relatively easy to see directly.
12. Product with a ball and a sphere
We have shown in Proposition 9.1 that a fibred cusp structure over B can always
be ‘trivialized’ by embedding it in one of the product cases with both fibrations
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being projections, in which case the diagram (21) becomes
(12.1) BM+1 × SN B × BM+1 × SN
φ=π

SN S
M × SN
*


∂
77ooooooooooo
ψ=π′

B × SM × SN
∂φ=π //
Φ=π′

(

∂
66lllllllllllll
B
SM B × SM
66llllllllllllllll
with π being projection onto the leftmost factor and π′ off the rightmost.
Proposition 12.1. If M > 0 and N ≥ 0 in the product spaces in (12.1), then
(12.2) Kπ’- cu(π) ∼=
{
K(B) M +N even
K(B)⊕K(B) M +N odd
.
In the cusp case with π : B × BM+1 → B, we have
Kcu(π) ∼=
{
K(B) M even
K(B)⊕K(B) M odd
.
Proof. From the Poincare´ duality isomorphism, Theorem 2, we can use KK-theory
to perform the computation. Now, for any productM = B×Z in which the overall
fibration is the projection onto the left factor and the boundary fibration is the
product with some fibration of the boundary of ψ : ∂Z −→ D,
(12.3) CId×ψ(B × Z) = C(B)⊗ˆCψ(Z)
is the completed tensor product. From the general properties of KK-theory it
follows that
(12.4)
KKB(CId×ψ(B × Z), C(B)) = KKB(C(B)⊗ˆCψ(Z), C(B))
∼= KK(Cψ(Z), C(B))
∼= K(B)⊗KK(Cψ(Z),C),
where in the last step we used the Ku¨nneth formula for KK-theory (see for instance
Theorem 23.1.3 in [9]) and we used the fact (proved below) that KK(Cψ(Z),C) is
a free Z-module. Thus it suffices to consider the case in which the base in (12.1) is
reduced to a point and to show then that Kπ’- cu(π) reduces to one or two copies of
Z according to parity. In fact the general argument, with the base factor retained,
is not much more complicated.
Thus we need only to consider
(12.5) SN SM × SN

 ∂ //
ψ=π′

B
M+1 × SN
SM
and compute the fibred-cusp K-theory in this case.
First consider the cusp case, where there is no factor of SN . The same argument
applies to reduce the computation to the case of BM+1. So consider the (split)
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short exact sequence (10), proved in Section 5. Since K({pt}) = Z, essentially by
definition, it suffices to check that
(12.6) Kc(B
M+1 × RM+1) =
{
{0} M even
Z M odd.
Here, recall that the ball is taken to be closed, so the K-theory is absolute in
that factor and compactly supported in the Euclidean factor. Since the ball is
contractible, the only source for K-classes is
Kc(R
M+1) ≡ Kc(B
M+1 × RM+1)
so (12.6) follows.
In the fibred cusp case, set ZM,N = B
M+1 × SN . The obstruction to perturbing
an elliptic operator so that it becomes fully elliptic lies in
K(T ∗SM × R) ∼= K(SM × RM+1).
Consider the 6-term exact sequence coming from the inclusion
r∂BM+1 : T
∗
S
M × R ∼= T ∗(BM+1)
∣∣
∂BM+1
→֒ T ∗(BM+1),
namely
(12.7) K0c(R
2M+2) // K0c(T
∗(BM+1))
r∗
∂BM+1// K0c(T
∗(SM )× R)

K1c(T
∗(SM )× R)
OO
K1c(T
∗(BM+1))
r∗
∂BM+1oo K1c(R
2M+2)oo
using the identification
(12.8) Kkc(T
∗(BM+1), T ∗(SM )× R) ∼= Kkc(R
2M+2) ∼=
{
Z k = 0,
{0} k = 1.
From (12.6) and (12.8) and using the fact that
(12.9) Kkc(R
2M+2) −→ Kkc(T
∗(BM+1))
maps to zero, we get that
(12.10) K0c (T
∗
S
M ) ∼=
{
Z⊕ Z M even
Z M odd
, K1c(T
∗
S
M ) ∼=
{
{0} M even
Z M odd.
Thus, in particular, when M is even, there is no obstruction to the existence of
a smoothing perturbation that makes an elliptic fibred cusp operator fully elliptic.
So consider the image of
I1 : K
1
c(T
∗(BM+1 × SN )) −→ K0c(T
∗(SM )).
Since π′ : SM × SN −→ SM extends to
P ′ : BM+1 × SN −→ BM+1
by projecting on the right factor
I1 = indπ′ r
∗
∂(BM+1×SN ) = r
∗
∂(BM+1) indP ′
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But indP ′ is clearly surjective, so the image of I1 is the same as the image of
r∗∂(BM+1). Thus, we conclude from the 6-term exact sequence (12.7) that
I1(K
1
c(T
∗(BM+1 × SN ))) ∼=
{
Z M even
{0} M odd.
Thus, when M is even, there is a short exact sequence
Z // Kπ’- cu(BM+1 × SN ) // Kc(T ∗(BM+1 × SN )).
Since
K0c (T
∗(BM+1 × SN )) ∼=
{
{0} N even
Z N odd
is a free Z-module, this sequence splits and hence
Kπ’- cu(B
M+1 × SN ) ∼= Z⊕K(T ∗(BM+1 × SN )) ∼=
{
Z N even
Z⊕ Z N odd.
When M is odd, we have instead the short exact sequence
K0c (T
∗
S
M ) −→ Kπ’- cu(B
M+1 × SN ) −→ ker(I0)
which splits by sending an element of ker(I0) to a full symbol with null index. Thus
we conclude that
Kπ’- cu(B
M+1 × SN ) ∼= ker(I0)⊕ Z ∼= K
0
c (T
∗(BM+1 × SN ))
since the space of obstruction is K1c(T
∗SM ) ∼= Z and I0 is surjective in this case, as
one can see from the 6-term exact sequence (12.7). Using again (12.10)
(12.11)
Kπ’- cu(B
M+1 × SN ) ∼= Kc(T
∗(BM+1 × SN ))
∼= Kc(T
∗
S
N × RM+1)
∼= Kc(T
∗
S
N ) ∼=
{
Z⊕ Z N even,
Z N odd.

13. The topological index
Consider a fibration as in (21). Let
i :M →֒ B × Bp+1,
with p even, be an embedding as in Proposition 9.1, where the fibration structure
on B × Bp+1 is given by the projection on the right factor
π : B × Bp+1 −→ B.
Proposition 11.1 gives a well-defined lifting homomorphism
(13.1) (π/φ)! : Kcu(φ) −→ Kcu(π).
By the proof of Proposition 12.1,
Kcu(π)
quan
−→ KKB(C∂π(B × B
p+1), C(B))
ind
−→ K(B)
is an isomorphism.
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Definition 13.1. the topological index map indt : KΦ- cu −→ K(B) is defined by
indt = ind ◦ quan ◦(π/φ)
! ◦ qad .
The fact that it does not depend on the choice of the embedding follows from the
stability of the lifting map under repeated embedding, but in any case will follow
from Theorem 1!
Proof of Theorem 1. The theorem follows from the commutativity of the diagram
(17) stated in Proposition 11.1, and the commutativity of diagram (25) stated in
Proposition 8.1. 
14. Families of Atiyah-Patodi-Singer type
The Atiyah-Patodi-Singer index theorem of [4] was originally proved with the
idea of obtaining a generalization of Hirzebruch’s signature theorem for the case of
manifolds with boundary. Since then, variants of the proof of the theorem were ob-
tained, for instance in [10] and [22]. An extension to the family case was discussed
in [7], [8] and in [26], [27]. In all these proofs, including the original one, heat
kernel techniques for Dirac operators play an important roˆle. As opposed to the
Atiyah-Singer index theorem, the Atiyah-Patodi-Singer index theorem was origi-
nally restricted to Dirac operators, but using trace functional techniques, a pseu-
dodifferential generalization was obtained in [24] in the setting of cusp operators.
Such a generalization was also discussed by Piazza in [31] for b-pseudodifferential
operators.
In [11], Dai and Zhang provided an interesting proof of the Atiyah-Patodi-Singer
index theorem by embedding the manifold with boundary into a large ball. Relat-
ing the Dirac operator of interest with one defined on the large ball via a careful
analysis, they were able to take advantage of the simple topology of the ball to
get the Atiyah-Patodi-Singer index theorem for the original operator. This is cer-
tainly closely related to our constructions above, however, the methods of [11] are
essentially analytical and no K-theory is involved.
We proceed to briefly recall the setting of Atiyah-Patodi-Singer boundary prob-
lem and its reformulation in terms of cusp pseudodifferential operators, leading
to a K-theory index. Let Z be an even dimensional Riemannian manifold with
nonempty boundary ∂Z = X with a Riemannian metric which is of product type
near the boundary, so there is a neighborhood X × [0, 1) ⊂ Z of the boundary in
which the metric takes the form
(14.1) g = du2 + hX
where u ∈ [0, 1) is the coordinate normal to the boundary and hX is the pull-back
of a metric on X via the projection X × [0, 1) −→ X. Let E be a Hermitian vector
bundle over Z with a Clifford module structure for the metric (14.1) and with
a unitary Clifford connection which is constant in the normal direction near the
boundary under a product trivialization. This defines a generalized Dirac operator
ð : C∞(Z,E) −→ C∞(Z,E).
In the neighborhood X × [0, 1) ⊂ Z of the boundary described above, it takes the
form
(14.2) ð+ = γ
(
∂
∂u
+A
)
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where γ = cl(u) : E
∣∣
X
−→ E
∣∣
X
is given by Clifford multiplication by the normal
differential and A : C∞(X, E+|X) −→ C
∞(X, E+|X) is a Dirac operator on X such
that
(14.3) γ2 = − Id, γ∗ = −γ, Aγ = −γA, A∗ = A.
Consider the spectral boundary condition
(14.4) ϕ ∈ C∞(Z,E), P (ϕ
∣∣
X
) = 0,
where P is the projection onto the nonnegative spectrum of A. Then
(14.5) ð+ :W 1P −→ L
2(Z;E−)
is a Fredholm operator, where
W 1P =
{
f ∈ H1(X ;E+);P (f
∣∣
X
) = 0
}
is a subspace of H1(X ;E+), the Sobolev space of order 1.
Atiyah, Patodi and Singer show in [4] that the index of ð+ is given by
ind(ð+) =
∫
Z
Â(Z)Ch′(E)−
h+ η
2
where Ch′(E) is the twisting Chern of E, Â is the Â-genus, h = dim kerA and η is
the eta invariant of A.
As discussed in [4], one can alternatively describe the index problem by adding
a cylindrical end to the manifold with boundary Z. More precisely, Z may be
enlarged by attaching the half-cylinder (−∞, 0)×X to the boundary X of Z. Call
the resulting manifold Z ′. The metric, being a product near the boundary, can
be naturally extended to this half-cylinder, which makes the resulting manifold a
complete Riemannian manifold. The bundle, Clifford structure, connection and
hence the Dirac operator also have natural translation-invariant extensions to Z ′
using the product structure near the boundary. On Z ′, it is possible to think
of ð as a cusp operator by compactifying to a compact manifold with boundary
(diffeomorphic to the original Z) by replacing u by the variable
(14.6) x = −
1
u
∈ [0, 1)
for u ∈ (−∞,−1). The extension down to x = 0, gives the manifold with boundary
Z ′, and x is a boundary defining function for ∂Z ′ ∼= X which defines a cusp struc-
ture. Let us denote by ðcu the natural extension of ð to Z ′. Near the boundary of
Z ′, ðcu takes the form
(14.7) ðcu = γ
(
x2
∂
∂x
+A
)
and so is clearly an elliptic cusp differential operator.
Lemma 14.1. If A is invertible, then
ð
+
cu : H
1(Z ′;E+) −→ L
2(Z ′;E−)
is Fredholm and has the same index has the operator (14.5).
Proof. Recall ([21]) that a cusp operator is Fredholm if and only if it is elliptic and
its indicial family is invertible. The indicial family of ð+cu is given by
e−i
τ
x ð
+
cue
i τ
x
∣∣
x=0
= γ(A− iτ), τ ∈ R.
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Since A is self-adjoint, this is invertible for all τ if and only if A is invertible. Thus,
ðcu is Fredholm if and only if A is invertible. That ð
+
cu has the same index as (14.5)
then follows from Proposition 3.11 in [4] and Proposition 9 in [21]. 
When A is not invertible, it is still possible to relate (14.5) with a Fredholm
cusp operator. In fact, since this is basically the problem we encounter when we
consider the family version, let us immediately generalize to this context. For the
family case consider a fibration, (3), of a manifold with boundary and we assume
now that ð is a family of Dirac operators parameterized by B which as before are
of product near the boundary of ∂M. Thus, there is an associated family A of self-
adjoint Dirac operators on the boundary. The main difficulty in the family case is
that interpreted directly, the spectral boundary condition need not be smooth. In
[26], this difficulty was overcome by introducing the notion of a spectral section.
Definition 14.1. A spectral section for a family of elliptic self-adjoint operators
A ∈ Diff1(∂M/B; E|∂M )
is a family of self-adjoint projections P ∈ Ψ0(∂M/B; E|∂M ) such that for some
smooth function R : B −→ [0,∞) (depending on P ) and every b ∈ B,
Abf = λf =⇒
{
Pbf = f if λ > R(b),
Pbf = 0 if λ < −R(b).
Such a spectral section always exists for the boundary family and any such choice
gives a smooth family of boundary problems problem
(14.8) ð+ : W 1P −→ L
2(M/B;E−)
where
W 1P =
{
f ∈ H1(M/B;E+);P (f
∣∣
∂M
) = 0
}
.
The family ð+ in (14.8) is Fredholm so has a well defined families index. As before,
one can attach a cylindrical end and get a new fibration φ : M ′ −→ B where the
family of operators ð naturally extends. By making the change of variable x = − 1u ,
one get the a family of cusp operators ðcu which takes the form (14.7) near the
boundary.
Lemma 14.2. There exists Q ∈ Ψ−∞cu (M/B;E+, E−) such that ð
+
cu +Q is a fully
elliptic (hence Fredholm) family with the same family index as (14.8).
Proof. This is carried out in section 8 of [26] in the context of b-pseudodifferential
operators instead of cusp operators. Since the relationship corresponds to the
introduction of the transcendental variable 1/u (for cusp) instead of eu (for b-) one
can check that the argument continues to hold for cusp operators with only minor
modifications. 
Proof of Theorem 3. Let (ð, P ) be as in the proposition. Define [(ð, P )] ∈ Kcu(φ)
to be the K-class associated to the operator ð+cu +Q of Lemma 14.2. Then by the
lemma
ind(ð, P ) = inda([(ð, P )]) = indt([(ð, P )]).
That [(ð, P )] is canonically defined, that this, does not depend on the choice of
Q in Lemma 14.2, is a consequence of the relative families index theorem of [28].
Thus, given the Poincare´ duality of Theorem 2 and the commutativity of diagram
(7), Theorem 3 follows. 
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Appendix A. Product-type pseudodifferential operators
There are many variants of pseudodifferential operators ‘of product type’ to
be found in the literature, see Shubin [34], Rodino [33], Melrose-Uhlmann [29],
Ho¨rmander [14]. Here we describe, succinctly, a particularly natural algebra of
such operators associated to a fibration (and for families to an iterated fibration).
First consider the local setting.
On Rd1y × R
d2
z we consider operators corresponding to this product thought of
as a fibration over the first factor. The class of symbols admitted is determined by
the C∞ structure on the manifold with corners
(A.1) Xd1,d2 = R
d1 × Rd2 × [Rd1+d2 ; ∂Rd1 × {0}].
That is, take the radial compactification of Rd1+d2 and blow up the boundary
(at infinity) of the radial compactification of the subspace Rd1 × {0}. Let ρ, ρff ∈
C∞(Xd1.d2) be defining functions for the two boundary hypersurfaces, the first being
the ‘old hypersurface’ at infinity and the second that produced by the blow up.
Now, if a ∈ ρ−mρ−m
′
ff C
∞
c (Xd1,d2) then it satisfies the estimates
(A.2) |∂αy ∂
β
z ∂
γ
η ∂
δ
ζa| ≤ Cα,β,γ,δ(1 + |ζ|)
m−m′−|δ|(1 + |η|+ |ζ|)m
′−|γ|,
as follows by noting that one can take ρ = (1 + |ζ|2)−
1
2 and ρff = (1 + |ζ|2)
1
2 (1 +
|η|2 + |ζ|2)−
1
2 . This gives the overall weight in (A.2) with no differentiation. The
vector fields
∂yj , ∂zk , ηi∂ηj , ζl∂ζk , ζk∂ηj
all lift to be smooth on Rd1+d2 × Rd1+d2 and tangent to the boundary and within
the boundary to the submanifold blown up in (A.1) so
(A.3) ∂αy ∂
β
z ∂
γ
η∂
δ
ζa ∈ ρ
−m+γ+δρ−m
′+γ
ff C
∞
c (Xd1,d2);
this leads directly to the estimates (A.2). Consider the kernels on R2d1+2d2 defined
by Weyl quantization of symbols
(A.4)
A(y, z, y′, z′) = (2π)−d1−d2
∫
ei(y−y
′)·η+(z−z′)·ζa(
y + y′
2
,
z + z′
2
, η, ζ)dηdζ where
a = a1 + a2 + a3, a1 ∈ ρ
−mρ−m
′
ff C
∞
c (Xd1,d2),
a2 ∈ ρ
∞S(R2d2 ; ρ−m
′
η C
∞
c (R
d1 × Rd1)), a3 ∈ S(R
2d1+2d2).
Note that the three terms in the amplitude in (A.4) are really of the same type and
the second and third can be included in the first, except that the support conditions
are relaxed to rapid decay at infinity. Thus, the third class of symbols corresponds
to Schwartz kernels. The second class corresponds to Schwartz functions in z, z′
with values in the the classical pseudodifferential operators of order m′ on Rd1 and
with kernels having bounded support in y + y′. Since these kernels are actually
Schwartz if the singularity at y = y′ is cut out, the effect of the second two terms is
simply to admit the kernels which are Schwartz functions of z, z′ with values in the
pseudodifferential kernels of order m′ on Rd1 with bounded singular support (in y)
and Schwartz tails. Similarly addition of these two terms ‘completes’ the first term
in admitting appropriate tails at infinity to ensure that
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Proposition A.1. The operators with kernels as in (A.4) act on S(Rd1+d2) and
form a bifiltered algebra with the orders m,m′ ∈ Z; omitting the first term in (A.4)
gives an ideal, as does omitting the first two terms. The filtration is delineated by
two symbol maps
(A.5)
σm,m′(A) = ρ
mρm
′
ff a1
∣∣
ρ=0
∈ C∞c (R
d1+d2 × [Sd1+d2−1; Sd1−1];Nm,m′)
L(A) = (2π)−d2
∫
ei(z−z
′)·ζ(b1 + b2)(y,
z + z′
2
, ηˆ, ζ)dζ,
b1 = (ρ
m
ff a1)
∣∣
ρff=0
, b2 = a2
∣∣
Sd1−1
which are homomorphisms into the algebras of functions and parameterized pseu-
dodifferential operators on Rd2 respectively.
Proof. All these conclusions follow from the standard methods for proving the com-
position formula for pseudodifferential operators on Euclidean space, i.e. some form
of stationary phase. The fact that the two symbol maps are homomorphism follows
by oscillatory testing. 
Now, these objects can be transferred to a general fibration of compact manifolds
by localization. Thus, the kernels in (A.4) are smooth outside the two submanifolds
(A.6) {y = y′, z = z′} ∪ {y = y′}
and the singularity is determined by the Taylor series of a1 at the boundary of
Xd1,d2 and the Taylor series of a2 at the boundary of the ball. Furthermore these
singularities are locally determined in the sense that the singularity on the diagonal
near a point (y¯, z¯) is determined by a1 near (y¯, z¯, η, ζ) and by a2 near (z¯, z¯, y¯, η).
The singularity near a point on y = y′ away from the diagonal is determined by
a1 and a2 near that point y = y¯. So, for a fibration we can associate an algebra of
operators using such localizations.
Definition A.1. If φ˜ : M˜ ←→ M is a fibration of compact manifolds without
boundary then Ψm
′,m
φ˜−p
(M˜ ;E) for a Z2-graded vector bundle over M˜ consists of
those operators A : C∞(M˜ ;E+) −→ C∞(M˜ ;E−) which have Schwartz kernels on
M˜2 which under local trivializations of the bundles and densities are matrices of
distributions which are
(1) Smooth away from the fibre diagonal.
(2) Near a point of the complement of the diagonal in the fibre diagonal are
given by smooth functions of the fibre variables with values in the classical
pseudodifferential kernels of order m′ on the base.
(3) Near a point of the diagonal are of the form (A.4).
As a consequence of Proposition A.1 we then conclude that the scalar operators in
Ψm
′,m
φ˜−p
(M˜) form a bigraded algebra for m,m′ ∈ Z and that there are corresponding
global symbol homomorphisms giving surjective, and multiplicative, maps
(A.7)
σ : Ψm
′,m
φ˜−p
(M˜) −→ C∞([S∗M˜ ; φ˜∗S∗M ];Nm′,m)
L : Ψm
′,m
φ˜−p
(M˜) −→ Ψm(π∗(M˜/M);E⊗+ Nm′).
In the first map, Nm′,m is a trivial real bundle corresponding to the coefficients ρ
−m′
and ρ−m in the symbols and in the second sequence, the pseudodifferential operators
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act on the fibres of the lift of the fibration from M to S∗M using the projection
π : S∗M → M and there is an additional trivial line bundle corresponding to the
factor ρ−m
′
ff . As noted, both maps are surjective, but together they are constrained
precisely by the fact that the symbol of L(A), as a family, is given by σ(A) evaluated
at the front face of the blow up of S∗M˜.
Apart from these composition properties, and their natural generalizations to the
case of families over a second fibration, it is important to note certain inclusions.
First,
(A.8) Ψm(M˜ ;E) ⊂ Ψm,m
φ˜−p
(M˜ ;E).
Indeed, the definition of Ψm,m
φ˜−p
(M˜ ;E) is modelled on one of the standard definitions
of the usual pseudodifferential operators, so it is enough to refer back to the model
case. Directly from the definition of the symbols in (A.4), the classical symbols
of order m, which are just elements of ρ−mC∞c (R
d1+d2 × Rd1+d2), lift to product
type symbols of order (m,m) under the blow up. This leads immediately to (A.8).
Note that in this case, the symbol in the product-type sense is just the lift of the
symbol in the usual sense (actually loosing no information by continuity) and the
base family is simply again the symbol, evaluated on the lift of the cosphere bundle
from the base and interpreted as acting as bundle isomorphisms (so local operators)
on the fibres.
The second inclusion is of pseudodifferential operators acting on the fibres of
the fibration. By definition the kernels of these operators are smooth families in
the base variables, with values in the classical pseudodifferential operators on the
fibres; as operators on smooth sections over the total space they are therefore of
the form of a product of a classical conormal distribution with a delta section on
the fibre diagonal. Working locally this reduces to (A.4) with a1 or a2 actually
independent of η; it follows directly that
(A.9) Ψm(M˜/M ;E) ⊂ Ψ0,m
φ˜−p
(M˜ ;E).
The symbol map reduces to the lift of the symbol on the fibres and the base family
of such an operator is the operator itself.
The third inclusion is simply of pseudodifferential operators on the base but
acting on a bundle E which is embedded as a subbundle of C∞(M˜/M ;F) for some
bundle F over M˜. This embedding corresponds to a family of smoothing projections
of finite rank π± ⊂ Ψ−∞(M˜/M ;F) and the kernel can then be written, somewhat
formally, as π− ·K(A) ·π+. Again this is everywhere locally of the form (A.4), with
the fibre part of order −∞ and it follows that
(A.10) Ψm(M ;E) ⊂ Ψm,−∞
φ˜−p
(M˜ ;F).
In this case, the operator being of principal order −∞, the symbol is zero at any
order, but the base family is simply π−σ(A)π+ acting on sections of F.
We pass over without extensive comment the extension of this construction to
define families of operators, with respect to an overall fibration, and more generally
suspended families in which the cotangent variables of the base are symbolic vari-
ables in the operators. These latter parameters can always be incorporated into
the operators as the duals of additional Euclidean (base) variables in which the
operators are translation invariant.
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Appendix B. Product-type fibred cusp operators
The discussion above of operators of product-type can be extended to fibred
cusp pseudodifferential operators. In such an extension, as in the subsequent one
to an adiabatic limit, the extension is based on the principle that the product-
type operators above are defined through a geometric class of distributions, the
product-type conormal distributions for the pair of embedded submanifolds
Diag ⊂ Diagφ˜ .
So, to generalize these operators to another setting it is only necessary to start with
a space of operators associated with the conormal distributions on an embedded
submanifold, replacing Diag, and to replace these in turn by an appropriate class
of product-type distributions.
This is precisely the case with the fibred cusp operators defined and discussed in
[21] for a compact manifold with boundaryM with a given fibration of the boundary
Φ : ∂M −→ D and a choice of normal trivialization of the fibres. The latter choice
can be represented by a choice of boundary defining function x ∈ C∞(M). Then
the product M2 on which kernels are normally defined, is replace by a blown-up
version of it. Namely first the corner is blown up
(B.1) M2b = [M
2; (∂M)2]
(when the boundary is not connected all products of pairs of boundary components
should be blown up.) Within the new, or front, face of this manifold with corners
the fibration and choice of normal trivialization combine to define a submanifold
(B.2) ΓΦ- cu ⊂ ff(M
2
b).
Namely ΓΦ- cu is the fibre diagonal in the boundary variables intersected with the
submanifold x−x
′
x+x′ = 0 where it should be observed that this is a smooth function
on M2b and that the resulting submanifold does only depend on the data giving the
fibred cusp structure. Then the kernels for fibred cusp pseudodifferential operators
are simply the standard conormal distributional sections with respect to the lifted
diagonal of an appropriate smooth bundle over
(B.3) DiagΦ- cu ⊂M
2
Φ- cu = [M
2
b ; ΓΦ- cu].
The lifted diagonal is an embedded p-submanifold, i.e. has a product type de-
composition at the boundaries. Thus the definition of the kernels as the conormal
distributions (which are also required to vanish to infinite order at boundary faces
not meeting the diagonal) is meaningful.
Here we consider the case of a fibration over the manifold with boundary, φ˜ :
M˜ −→ M which has compact fibres without boundary. We suppose that M has
a fibred cusp structure as above and that the fibres of φ˜ are to be treated as part
of the boundary fibres, i.e. we take the fibred cusp structure on M˜ given by the
fibration
(B.4) Φ˜ : ∂M −→ D, Φ˜ = (∂φ˜) ◦ Φ
and with the normal trivialization given by lifting an admissible defining function
on M.
In the construction of M2Φ- cu, each blow up is near the corners of M
2 and the
procedure is local with respect to the fibration of the boundary. That is, if Φ is
locally trivialized to a product O × X, consistent with the fibred cusp structure,
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where O is an open set in [0,∞)×Rl then over the preimage of this set the stretched
product is just
(B.5) M2Φ- cu ≃ O
2
sc ×X
2.
Here, O2sc = O
2
Id - cu is the stretched product in the scattering case, that is, the case
where the boundary map is the identity. Thus, when the extra fibration is added it
follows that, again locally near boundary points and in small open sets U,U ′ ⊂ X
(so that φ˜ is also locally trivialized)
(B.6) M˜2
Φ˜- cu
≃ O2sc × U × U
′ × Z2.
In fact M˜2
Φ˜- cu
fibres over M2Φ- cu with fibre which is Z
2. This shows that the geo-
metric situation of the lifted diagonal and the lifted fibre diagonal, which is just the
diagonal in MΦ- cu, is completely analogous to the product-type setting discussed
above.
Definition B.1. If φ˜ : M˜ −→M is a fibration with fibres compact manifolds with-
out boundary over a compact manifold with fibred cusp structure then the space
Ψm
′,m
φ˜−p,Φ- cu
(M˜ ;E) is given by the space of product-type conormal distributions, as in
Definition A.1, with respect to the lifted diagonal and fibred diagonal, and vanishing
to infinite order at all boundary faces which do not meet these p-submanifolds.
As shown in [21], the composition properties of fibred cusp operators follow from
geometric considerations. Namely if the product is interpreted as a push-forward
for an appropriately defined triple space (as in [21]) then locally for the fibred cusp
calculus the problem is the same uniformly up to the boundary, and hence follows
from the discussion above. Thus we conclude that
(B.7) Ψm
′,m
φ˜−p,Φ- cu
(M˜ ;E) ◦Ψp
′,p
φ˜−p,Φ- cu
(M˜ ;F) ⊂ Ψm
′+p′,m+p
φ˜−p,Φ- cu
(M˜ ;G)
provided the product makes sense, i.e. E+ = F−, G+ = E+, G− = F−. Furthermore
there are now three ‘symbol homomorphisms’. Two of these are modified versions
of the corresponding homomorphism for the fibred cusp calculus. Thus, the symbol
map now takes values, as in (A.7), in sections of the appropriate bundle over a
blown-up version of the fibred-cusp cosphere bundle
(B.8) σ : Ψm
′,m
φ˜−p,Φ- cu
(M˜) −→ C∞([cuS∗M˜ ; φ˜∗cuS∗M ];Nm′,m).
Similarly the indicial operator, which corresponds geometrically to the restriction
of the kernel to the final front face in the blown-up space, now takes values in
product-type and suspended operators on the boundary
(B.9) N : Ψm
′,m
φ˜−p,Φ- cu
(M˜ ;E) −→ Ψm,m
′
Φ−sus,φ˜−p
(∂M˜ ;E).
The base map can also be defined by oscillatory testing
(B.10) L : Ψm
′,m
φ˜−p,Φ- cu
(M˜ ;E) −→ ΨmΦ- cu(π
∗(M˜/M);E⊗+ Nm′).
Each of these maps delineates a filtration of the algebra, corresponding to the order
m, the degree of boundary vanishing x and the order m′. They are separately sur-
jective and jointly, in pairs or all together, subject only to the natural compatibility
conditions
(B.11) σ(N) = σ∂ , σ(L) = σff , N(L) = L(N).
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Appendix C. Adiabatic limit in the fibres
A notion of the adiabatic limit of pseudodifferential operators was introduced
in [20]. Namely, for a fibration of compact manifolds, for the moment without
boundary, φ˜ : M˜ −→ M, one can consider a sense in which pseudodifferential
operators on M˜ degenerate, by localizing in the base variables, to become families
of pseudodifferential operators on the fibres of φ˜.
To do so, let ǫ ∈ [0, 1] be the ‘adiabatic parameter.’ If we consider kernels given
by conormal distributions with respect to the submanifold
(C.1) Diag×[0, 1] ⊂ M˜2 × [0, 1]
we simply arrive at the ǫ-parameterized pseudodifferential operators on M˜. On the
other hand, if we blow up the fibre diagonal at ǫ = 0, introducing
(C.2) M˜2
φ˜-ad
= [M˜2 × [0, 1]; Diagφ˜×{0}]
β
−→ M˜2 × [0, 1]
we obtain a manifold with corners with two important boundary faces (we ignore
ǫ = 1 as being ‘regular’), the ‘old boundary’ being the proper lift, β#{ǫ = 0} and
the new ‘front face’ produced by the blow up. The diagonal has proper lift to a
smooth p-submanifold
(C.3) β#(Diag×[0, 1]) ⊂ M˜2
φ˜-ad
which meets the boundary only in the front face. The space of adiabatic pseudo-
differential operators is then
(C.4) Ψm
φ˜-ad
(M˜ ;E) = {K ∈ Im−
1
4 (M˜2
φ˜-ad
, β#(Diag×[0, 1]); hom(E)⊗ Ωφ˜-ad);
K ≡ 0 at β#{ǫ = 0}}.
In fact a neighbourhood of β#(Diag×[0, 1]) in M˜2
φ˜-ad
is diffeomorphic to a neigh-
bourhood of Diag×[0, 1] in M˜2 × [0, 1] so we may legitimately think of these ker-
nels as having the ‘same singularities’ as the ordinary pseudodifferential families
but with a different action. The (trivial) density line bundle in (C.4) takes care of
factors that arise even for the identity.
These operators compose in the expected way and have two symbols. The first
is the usual symbol, now taking values in sections of the appropriate bundle over
the ‘adiabatic cosphere bundle’ (which is a bundle over M˜ × [0, 1]) and giving a
short exact sequence
(C.5) Ψm−1
φ˜-ad
(M˜ ;E) //Ψm
φ˜-ad
(M˜ ;E)
σ //Sm
φ˜-ad
(M˜ × [0, 1]; hom(E)).
Secondly there is a symbol representing the limit at ǫ = 0. It is a suspended fam-
ily of pseudodifferential operators on the fibres of the fibration with (symbolic)
parameters in the rescaled cotangent bundle of the base
(C.6) ǫΨm
φ˜-ad
(M˜ ;E) //Ψm
φ˜-ad
(M˜ ;E)
φ˜-ad //Ψm
φ˜−sus
(M˜/M ; hom(E)).
Now, in the multiplicativity construction in Section 10 we use a quite analogous
construction to pass from fibred cusp operators with respect to a fibration and
a boundary fibration to fibred cusp operators for the same fibration and a finer
boundary fibration, that is with smaller fibres. Thus we are ‘converting’ some fibre
variables in the boundary to base variables. The main step is to carry this out on
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one fibre, so we can consider the model case of a compact manifold with boundary
Z with an iterated fibration of its boundary giving a commutative diagram
(C.7) ∂M˜
Φ˜   A
AA
AA
AA
A
Φ // D,
D˜
??
so the map from D˜ to D is also a fibration.
The construction of the fibred cusp calculus on X is briefly discussed above.
Adding an adiabatic parameter ǫ ∈ [0, 1] we can consider the ǫ-parameterized fibred
cusp calculus with respect to Φ˜ (and some choice of fibred cusp structure) by
replacing (B.3) by
(C.8) Z2Φ- cu × [0, 1] = [Z
2
b × [0, 1]; ΓΦ- cu × [0, 1]].
Now, at ǫ = 0 we consider the finer boundary fibration given by Φ˜, with a consis-
tent fibred cusp structure (meaning such that there is a global boundary defining
function which induces both). Note that the corresponding ‘lifted’ fibre diagonal
in the boundary is then a p-submanifold
(C.9) ΓΦ˜- cu ⊂ ΓΦ- cu =⇒ ΓΦ˜- cu ∩ {ǫ = 0} ⊂ ΓΦ- cu × [0, 1].
In particular this means that the proper lift of this manifold under the blow up
in (C.8) is again a p-submanifold which can be blown up, giving the new compact
manifold with corners
(C.10) Z2
Φ- cu,Φ˜-ad
= [Z2Φ- cu × [0, 1]; ΓΦ˜- cu ∩ {ǫ = 0}]
= [Z2b × [0, 1]; ΓΦ- cu × [0, 1],ΓΦ˜- cu ∩ {ǫ = 0}].
The kernels of the operators we consider will be defined on this manifold. Ig-
noring ǫ = 1 as we shall, there are three boundary faces which meet the proper lift
of the diagonal (with a factor of [0, 1]), which as usual is a p-submanifold. Two
of these are the boundary hypersurfaces produced by the blow-ups in (C.10), the
first is essentially the front face of the Φ-fibred cusp calculus with an extra factor
of [0, 1] but also blown up at ǫ = 0 corresponding to the Φ˜-fibred cusp calculus.
The second is the front face produced by the last blow-up over ǫ = 0 and the third
is the proper lift of ǫ = 0, this is simply the manifold with corners X2
Φ˜- cu
.
Now, the space of Φ˜-adiabatic, Φ-fibred cusp pseudodifferential operators on
Z, Ψm
Φ˜-ad,Φ- cu
(Z) is identified with the conormal distributions, of an appropriate
density bundle, on Z2
Φ- cu,Φ˜-ad
with respect to the proper lift of the diagonal and
vanishing to infinite order at all boundary faces which do not meet this lift. These
operators map C∞(M˜ad;E+), to C∞(M˜ad;E−) where
(C.11) M˜ad = [M˜ × [0, 1]; ∂M˜ × {0}]
and compose in the usual way.
Corresponding to this definition and the discussion above of boundary hypersur-
faces, there are four ‘symbol maps’, the symbol, the indicial operator, the adiabatic
symbol and the adiabatic operator.
The first two of these correspond to the symbol for the Φ-fibred cusp calculus
and its indicial operator, with dependence on the parameter ǫ with a change of
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uniformity at ǫ = 0. The third symbol is the real transition between the Φ- and
Φ˜-fibred cusp calculi, and the last is simply the limiting Φ˜-fibred cusp operator
itself. More precisely, the ‘usual’ symbol becomes
(C.12) Ψm−1
Φ˜-ad,Φ- cu
(M˜ ;E) //Ψm
Φ˜-ad,Φ- cu
(M˜ ;E) σ //Sm
Φ˜-ad,Φ- cu
(M˜ad;E).
Note that the symbols here are section of the tensor product of hom(E) with a
density bundle over the modified cosphere bundle to M˜ad. This coshere bundle is
associated to the cotangent bundle dual to the tangent bundle of M˜, rescaled near
the boundary, with locally generating sections over M˜×[0, 1] near a boundary point
of the corner given by the vector fields (which lift to be smooth on M˜ad)
x2∂x, x∂y, (x
2 + ǫ2)
1
2 ∂y′ , ∂z
where x is the normal variable, the y’s are base variables for Φ, the y′’s are the
extra base variables for Φ˜ (so fibre variables for Φ) and the z’s are fibre variables
for Φ˜.
The normal, or indicial operator corresponds to the restriction of the kernel to
the front face of M˜2Φ- cu × [0, 1] after part of its boundary is blown up in the last
step in the construction, (C.10). Since this can be related directly to the adiabatic
construction for the fibre calculus of Φ with respect to Φ˜ it becomes a map into the
corresponding adiabatic (and suspended) calculus
(C.13) x˜Ψm
Φ˜-ad,Φ- cu
(M˜ ;E) //Ψm
Φ˜-ad,Φ- cu
(M˜ ;E) N //Ψm
Φ−sus,Φ˜-ad
(∂M˜ ;E).
Note that the factor x˜ ∈ C∞(M˜ad) is a defining function for the boundary after the
last blow-up, it can be taken to be x(x2 + ǫ2)−
1
2 .
The transitional, adiabatic normal operator corresponds to the restriction of the
kernel to the front face produced in the final blow-up in (C.10) and takes values in
a suspended space of pseudodifferential operators on the fibres of Φ˜ giving a short
exact sequence
(C.14)
(x2 + ǫ2)
1
2Ψm
Φ˜-ad,Φ- cu
(M˜ ;E) //Ψm
Φ˜-ad,Φ- cu
(M˜ ;E) ad //Ψm
Φ˜−sus(V )
(∂M˜ ;E) ,
where V → [−1, 1]τ × D˜ is is the null bundle of the restriction Φ˜T∂M˜M → T∂M˜M˜
and
τ =
x− ǫ
x+ ǫ
∈ [−1, 1]
is a variable on the adiabatic front face. Finally, the fourth map, into the finer
fibred cusp calculus gives a short exact sequence
(C.15) ǫ˜Ψm
Φ˜-ad,Φ- cu
(M˜ ;E) //Ψm
Φ˜-ad,Φ- cu
(M˜/B;E) A //Ψm
Φ˜- cu
(M˜ ;E).
Here ǫ˜ = ǫ(x2 + ǫ2)−
1
2 is a defining function for the limiting boundary in M˜ad.
Notice that
(C.16)
P ∈ Ψm
Φ˜-ad,Φ- cu
(M˜/B;E), N(P ) = 0, ad(P ) = 0⇐⇒ P ∈ xΨm
Φ˜-ad,Φ- cu
(M˜/B;E).
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The various compatibility conditions are then given by
(C.17)
A ◦ σ(P ) = σ ◦A(P ), σ ◦N(P ) = N ◦ σ(P ), ad ◦σ(P ) = σ ◦ ad(P ),
ad ◦N(P ) = ad(P )|τ=−1 and N ◦A(P ) = ad(P )|τ=1 .
In particular there is no compatibility condition between A(P ) and N(P ).
As noted above there is in fact a fifth map corresponding to restriction to ǫ = 1
(or really any positive value of ǫ)
(C.18) (1− ǫ)Ψm
Φ˜-ad,Φ- cu
(M˜ ;E) //Ψm
Φ˜-ad,Φ- cu
(M˜/B;E)
∣∣
ǫ=1 //ΨmΦ- cu(M˜ ;E).
In some sense, P ∈ Ψm
Φ˜-ad,Φ- cu
(M˜ ;E) should be interpreted as a homotopy between
A(P ) ∈ Ψm
Φ˜- cu
(M˜ ;E) and P
∣∣
ǫ=1
∈ ΨmΦ- cu(M˜ ;E). When both A(P ) and P
∣∣
ǫ=1
are
Fredholm operators, one would expect them to have the same index provided P is a
homotopy through Fredholm operators. The next proposition makes this statement
more precise.
Proposition C.1. If P ∈ Ψm
Φ˜-ad,Φ- cu
(M˜ ;E) exists with σ(P ), N(P ) and ad(P )
invertible in their pseudodifferential (or symbol) calculi then P
∣∣
ǫ=1
and A(P ) are
both fully elliptic and have the same (families) index.
Proof. The compatibility conditions between σ(P ), N(P ) and ad(P ) are such that
if each is invertible within the calculus of pseudodifferential operators then the
inverses are compatible. Thus, under this condition a parametrix can be constructed
for P. As usual, a symbolic parametrix can be improved to a full parametrix in the
sense that Q ∈ Ψ−m
Φ˜-ad,Φ- cu
(M˜ ;E−) satisfies
(C.19) QP − Id ∈ x∞Ψ−∞
Φ˜-ad,Φ- cu
(M˜ ;E+), PQ− Id ∈ x
∞Ψ−∞
Φ˜-ad,Φ- cu
(M˜ ;E−).
Note that we do not achieve vanishing at ǫ = 0 since we have not assumed that
A(P ) is invertible. In fact the errors in (C.19) are just smoothing operators, smooth
in ǫ and with kernels vanishing to infinite order at the boundary. Following the
discussion of the index in Section 1 the index bundle (for a family of such operators)
can be stabilized to a bundle over [0, 1]×B. Indeed, this follows from the fact that
x∞Ψ−∞
Φ˜-ad,Φ- cu
(M˜ ;E+) = C
∞([0, 1], Ψ˙−∞(M˜ ;E+))
where Ψ˙−∞(M˜ ;E+) = x
∞Ψ−∞Φ- cu(M˜ ;E+) does not depend on the choice of the
boundary fibration Φ. It follows from this that the families index at ǫ = 0 and
ǫ = 1 are the same and the former is the index bundle for A(P ), the latter for
P
∣∣
ǫ=1
. 
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