The theory of the separation of variables for the null Hamilton-Jacobi equation H = 0 is systematically revisited and based on Levi-Civita separability conditions with Lagrangian multipliers. The separation of the null equation is shown to be equivalent to the ordinary separation of the image of the original Hamiltonian under a generalized Jacobi-Maupertuis transformation. The general results are applied to the special but fundamental case of the orthogonal separation of a natural Hamiltonian with a fixed value of the energy. The separation is then related to conditions which extend those of Stäckel and Kalnins and Miller ͑for the null geodesic case͒ and it is characterized by the existence of conformal Killing two-tensors of special kind.
I. INTRODUCTION
The aim of this paper is to propose a general approach to the theory of variable separation for the null Hamilton-Jacobi equation ͑HJE͒ H͑q,p͒ = 0, q = ͑q i ͒, p = ͑p i ͒, p i = ‫ץ‬W ‫ץ‬q i .
This approach is based on a suitable definition of separation ͑Sec. II͒, whose geometrical content ͑Sec. III͒ is related to special integrable Lagrangian distributions on the cotangent bundle T * Q, of coordinates ͑q , p͒. By the Hadamard lemma, the integrability conditions of these special distributions lead in Sec. IV to Levi-Civita separability conditions with Lagrangian multipliers ͑Theorem 4.1͒, which are a natural extension of the classical Levi-Civita conditions, 24 and from which we derive two characterizations of the separation of the null HJE. The first one ͑Theorem 4.2͒ asserts that the separation occurs in a given coordinate system if and only if the ordinary Levi-Civita equations are satisfied on the surface H = 0; the second one ͑Theorem 4.3͒ asserts that the separation occurs if and only if there exists a function ⌳͑q , p͒ 0 such that the ordinary Levi-Civita equations are satisfied by the conformal Hamiltonian H / ⌳. The passage from a Hamiltonian H to a conformal Hamiltonian H / ⌳ is an extension of the so-called Jacobi ͑or Maupertuis͒ transformation for natural Hamiltonians, 9, 16, 23, 28, 31, 33 recalled and discussed in Sec. VI. We apply these general results to the analysis of particular cases of Hamiltonians. In Sec. V we consider the so-called homogeneous formalism in time-dependent mechanics and get a rigorous proof of a known property of the separation in the time-dependent HJE. 15 In Sec. VI we consider a natural Hamiltonian in orthogonal coordinates, H = 1 2 g ii p i 2 + V͑q͒ and the corresponding HJE with a fixed value E of the energy, V = 0, E 0, non-null geodesics, V = 0, E = 0, null geodesics, V − E 0, dynamical trajectories with total energy E.
The case of null geodesics occurs, of course, for indefinite metric tensors. In Sec. VII we analyze the intrinsic framework of the theorems stated in Sec. VI, by considering special kinds of conformal Killing tensors and by introducing the notion of conformal involution. The first integrals and the separated equations are examined in Sec. VIII. In Sec. IX we consider the two-dimensional case. We renounce here to deal with the nonorthogonal separation for natural Hamiltonians, which is currently under investigation within the general framework presented in this paper. All this work is also made in the perspective of application to the theory of the ordinary multiplicative separation and of the R-separation for the second-order differential equations of mathematical physics ͑Laplace, Helmholtz, Poisson, Schrödinger equations͒. 20, 22 As possible applications of the present theory we mention: ͑i͒ The integration of the equations of the null geodesics in general relativity theory, 11 ͑ii͒ The integration of dynamical systems which are Hamiltonian only on single hypersurfaces of the phase space.
II. DEFINITION OF SEPARATED COMPLETE SOLUTION OF THE NULL HJE
Let Q be a real n-dimensional differentiable manifold and H be a smooth real-valued function on the cotangent bundle T * Q. Let q = ͑q i ͒ be local coordinates on an open subset U ʕ Q and ͑q , p͒ = ͑q i , p i ͒ the corresponding standard canonical coordinates on T * Q. In the following, ‫ץ‬ i and ‫ץ‬ i will denote the partial derivative with respect to q i and p i , respectively. We restrict our analysis to the open set O ʕ T * U ʕ T * Q, where ‫ץ‬ i H 0 for all i =1,… , n, assuming that it is not empty. In this open set we have dH 0, so that any equation of the kind H͑q , p͒ = h, h ʦ R, defines a set E h that, if not empty, is a submanifold of codimension 1. In particular, we focus on the submanifold E 0 described by equation H =0.
We consider the HJE for h =0,
͑2.1͒
and two definitions of complete solution. Definition 2.1: An internal complete solution of the HJE ͑2.1͒ is a solution W I ͑q , c ␣ ͒ depending on n − 1 parameters ͑c ␣ ͒ such that the following completeness condition is satisfied:
͑2.2͒
An extended complete solution of the HJE ͑2.1͒ is a function W E ͑q , c͒ depending on n real parameters c = ͑c i ͒ satisfying the completeness condition det ͫ
͑2.3͒
for all admissible values of ͑q , c͒, and satisfying Eq. ͑2.1͒ for all c belonging to a suitable n − 1-dimensional submanifold of R n ͑see Remark 2.1 below͒ or ͑up to a transformation of c͒ for c n =0.
The geometrical meaning of these two definitions is the following. is parametrized by the value of the n parameters c = ͑c i ͒. This foliation is compatible with the submanifold E 0 , in the sense that it is reducible to a foliation of E 0 , Fig. 1͑b͒ .
Remark 2.1: The quotient set C of the foliation L E is locally a n-dimensional manifold with coordinates ͑c i ͒. The restriction L I of L E to E 0 is a submanifold S ʚ C of dimension n − 1. Then S is locally defined by an equation h͑c i ͒ = 0 with dh ͉ S 0. Up to a transformation ͑c i ͒ ↔ ͑c i Ј͒ we can find coordinates adapted to S such that equation h͑c i ͒ = 0 is replaced by c n Ј= 0. This means that for a suitable choice of the parameters appearing in a W E equation ͑2.1͒ is satisfied for c n =0. Remark 2.2: In general, the foliation generated by a W E may be not reducible to the submanifolds E h with h 0. When it is reducible to each E h , then we have an ordinary complete solution, 
͑2.4͒
The following proposition shows that the two definitions of internal and extended complete solutions are, in a sense, equivalent. Remark 2.3: The definition of internal separated solution given here, i.e., depending on n − 1 constant parameters satisfying the completeness condition ͑2.2͒, is that commonly adopted in the literature. See, e.g., Ref. 17, p. 107. However, the use of a second, although equivalent, definition of separation ͑Proposition 2.2͒ is essential for a complete development of the present theory. Indeed, as will be shown in Sec. IV, the definition of extended separated solution allows the characterization of the separability for the null HJE ͑2.1͒ by means of Lagrangian multipliers.
III. SPECIAL DISTRIBUTIONS RELATED TO THE SEPARATION
In order to give necessary and sufficient conditions for the existence of separated solutions it is convenient to give a geometrical interpretation of the separation in terms of complete integrability of a special kind of first-order differential systems. This interpretation is related to the concept of separated connection on a cotangent bundle. 5 With a coordinate system q = ͑q i ͒ on Q we associate n differential operators on functions on T * Q of the kind
where R i are assigned functions on T * Q. The vector fields D i on T * Q are pointwise independent and transversal to the fibers. Thus, they span a regular distribution ⌬ ʚ TT * U of rank n transversal to the fibers: this means that at each point x ʦ T * U they span an n-dimensional subspace ⌬ x ʚ T x ͑T * U͒ which is transversal to the vertical vectors of TT * U. We say that the vector fields D i are the generators of ⌬.
With the same functions R i entering ͑3.1͒ we associate the first-order normal differential system
and we remark as follows,
where the functions i are solutions of system ͑3.2͒. Indeed, since ⌬ is transversal to the fibers, any integral manifold L of ⌬ is an n-dimensional submanifold transversal to the fibers, thus locally described by equations of the kind ͑3.3͒. Moreover, by definition of integral manifold, the generators D i are tangent to L, so that equations 
This shows that ⌬ is an isotropic distribution. Being of rank n, it is a Lagrangian distribution. ͑iii͒ Any Lagrangian submanifold L transversal to the fibers of T * Q admits local generating functions, i.e., functions W͑q͒ such that L is described by equations p i = ‫ץ‬ i W. If L is an integral manifold of the distribution ⌬, then p i = ‫ץ‬ i W must be a solution of system ͑3.2͒. It follows that for i j, ‫ץ‬ i ‫ץ‬ j W = 0, i.e.,
͑iv͒ The Lie brackets of the generators D i are vertical vectors, i.e., vectors tangent to the fibers of T * Q. Indeed,
It follows that
Hence, ⌬ is completely integrable if and only if the generators commute, ͓D i , D j ͔ = 0, i.e., if and only if
So far we have no links with the HJE H = 0. Now we introduce the function H. ͑v͒
The distribution ⌬, when restricted to the points of E 0 , gives rise to a distribution ⌬ 0 on E 0 if and only if the generators are tangent to E 0 , and this happens if and only if
In this case we say that ⌬ is reducible to E 0 and a well-known property of the Lie bracket tells us that
͑3.9͒
It follows that the reduced distribution ⌬ 0 is integrable if and only if 
Proof: The equivalence between conditions ͑a͒ and ͑b͒ follows from the above remarks. 
IV. THE LEVI-CIVITA SEPARABILITY CONDITIONS WITH LAGRANGIAN MULTIPLIERS
The ordinary separation of the HJE H = h ͑2.4͒ is characterized by the Levi-Civita equations,
͑4.1͒
We want to write similar differential equations characterizing the separation of the null HJE H =0 ͑2.1͒. 
are satisfied for
͑4.5͒
Proof: It is sufficient to examine the second equation ͑3.11͒. Due to Lemma 4.2, this is equivalent to the existence of functions i on T * Q such that
Then we get for R i the expression ͑4.5͒. 
are satisfied for R i given by ͑4.5͒, 
are satisfied for i j, where 
so that equations ͑4.4͒ are equivalent to equations ͑4.8͒. Remark 4.1: For all i = 0, the expression ͑4.5͒ reduces to 
Then, the Levi-Civita conditions with Lagrangian multipliers ͑4.8͒ can be written in the form
It is a remarkable fact that the Levi-Civita separability conditions with Lagrangian multipliers i are equivalent to differential conditions involving a single undetermined function ⌳ on T * Q and that these new conditions are the ordinary Levi-Civita separability conditions, but with respect to a modified Hamiltonian, J = H / ⌳. 
͑4.15͒
Proof: The Levi-Civita equations with Lagrangian multipliers ͑4.14͒ are not symmetric in the indices ͑i , j͒, due to the last term. By taking their skew-symmetric part, we obtain equations
which are necessary conditions for the solvability of ͑4.14͒. Since D i and D j commute, it follows that ͑4.16͒ are locally equivalent to the existence of a function F͑q , p͒ such that
Indeed, the commutation condition ͓D i , D j ͔ = 0 is equivalent to the existence of local coordinates
Hence, equations ͑4.16͒ become equivalent to ‫ץ‬ i / ‫ץ‬y j = ‫ץ‬ j / ‫ץ‬y i . By considering the coordinates ͑x i ͒ as independent parameters, this is locally equivalent to the existence of a function F͑x , y͒ such that i = ‫ץ‬F / ‫ץ‬y i , and we get ͑4.17͒. However, it turns out to be more convenient to replace the function F in ͑4.17͒ with F =ln͉⌳͉, where ⌳͑q , p͒ is a nowhere vanishing function, so that
Then, by inserting ͑4.18͒ in ͑4.5͒, we obtain
and, by ͑4.13͒,
By solving this equation with respect to R i , we find 
that is
Hence, for the functions ͑4.20͒ the complete integrability conditions ͑4.4͒ become the Levi-Civita conditions ͑4.15͒ for the new Hamiltonian J = H / ⌳.
Remark 4.4:
The explicit expression of the n Lagrangian multipliers i in terms of ⌳ is
In particular, using ͑4.19͒, the Lagrangian multipliers ͑4.18͒ become
We call the function
the conformal Hamiltonian associated to H and the function ⌳ the conformal factor. The link between the two Hamiltonian vector fields X H and X J generated by the Hamiltonians H and J, respectively, is given by the following. Proposition 4.3: On the submanifold E 0 the vector fields X H and X J are parallel and differ by the factor ⌳,
so that the corresponding affine parameters t and t are related by equation
͑4.24͒
Proof: Let be the symplectic form on T * Q. Then,
By eliminating dH in these two equations we get the single equation
By ͑4.26͒, for H = 0 the Hamiltonian vector field ͑X H − ⌳X J ͒ vanishes and we get ͑4.23͒. If t and t are the affine parameters of X H and X J , respectively, then by ͑4.23͒, we find that ͑4.24͒ holds on E 0 .
Theorem 4.4: If we know a complete solution of the HJE J = h for the conformal Hamiltonian
͑4.22͒, then for h =0 we get the orbits on E 0 of the Hamiltonian vector field X H . Proof: According to Proposition 4.3, on E 0 , the integral curves of the vector fields X H and X J coincide, up to the reparametrization given by ͑4.24͒. Since H = 0 means J = 0, by inserting the condition h = 0 in a complete solution of the HJE J = h, we get the orbits of the field X H on the hypersurface H =0.
Remark 4.5: We recall that a first integral of a Hamiltonian H is a function F on T * Q which is constant on the integral curves of X H and that this is equivalent to the condition X H F =0 or ͕H , F͖ = 0. We call isoenergetic first integral of a function H any function F which is constant on all the integral curves contained in a submanifold H = h for some values of h ʦ R. Due to the Hadamard lemma, this is equivalent to the existence of a function such that ͕H , F͖ = ͑H − h͒. Of course, any ordinary first integral is a special kind of isoenergetic first integral. If h = 0 we call F a null first integral of H: it is characterized by equation
By ͑4.23͒, it follows that any first integral F of X J is a null first integral of X H . In Sec. VIII we shall use this definition. Remark 4.6: Let the Hamiltonian H be of the form H = H + ⌳. In this case we can consider a particular conformal Hamiltonian J = H / ⌳. We call the Hamiltonian J the generalized Jacobi transform of H. According to Theorem 4.4, we get that the orbits of H on the hypersurface H = 0 coincide with the orbits of J on J = 1. Moreover, by ͑4.24͒, the generalized Jacobi transform can be considered 33 as a transformation on the cotangent bundle T * Q of the extended configuration manifold Q = R ϫ Q which is a canonical transformation only on the hypersurface p 0 + H =0.
V. A FIRST APPLICATION: THE SEPARATION FOR TIME-DEPENDENT HAMILTONIANS
Let H͑t , q͒ be a time-dependent Hamiltonian, that is a function on the ͑n +1͒-dimensional manifold Q = R ϫ Q ͑the extended configuration manifold͒. The well-known HJE associated with a time-dependent system is ‫ץ‬W ‫ץ‬t + Hͩt,q i , ‫ץ‬W ‫ץ‬q i ͪ=0.
͑5.1͒
In the so-called homogeneous formalism, this is equivalent to consider on the cotangent bundle T * Q, with coordinates ͑q
whose corresponding equation H =0 is ͑5.1͒ ͑with q 0 = t͒. We have the separation of variables of ͑5.1͒ on the hypersurface H = 0 if and only if the Levi-Civita conditions L AB ͑H͒ =0͑A B =0,… , n͒ are satisfied on E 0 , that is for
The Levi-Civita equations L AB ͑H͒ = 0 for the Hamiltonian ͑5.2͒ become
It is remarkable the fact that, due to ͑5.3͒ and since equations ͑5.4͒ do not contain p 0 , we have
Thus, in this case we have the perfect equivalence between the separation of the HJE H = h of the kind ͑2.4͒ and the separation of variables for the single equation H = 0 of the kind ͑2.1͒. Then, in order to have the separability for the HJE ͑5.1͒ we need that the following conditions be satisfied: 
whose integrability conditions are ͑5.5͒. However, equations ͑5.6͒ are derivable also from equation H = h, where h is any constant, not only from equation H = 0. In other words, in considering the integrability conditions of system ͑5.7͒ one is actually considering the separation of all equations H = h = const, which is not in general equivalent to the separation of the single equation H =0, as we have seen in the preceding sections.
VI. THE ORTHOGONAL SEPARATION FOR NATURAL HAMILTONIANS
Let us apply the general theory so far developed to the special but fundamental case of a natural Hamiltonian H = G + V in orthogonal coordinates,
With an orthogonal metric G = ͑g ii ͒ we associate differential operators S ij ͑A͒ on functions A͑q͒,
which we call Stäckel operators. The indices ͑i , j͒ are assumed to be distinct and not summed ͑n.s.͒. In the following the condition "i j n.s." referred to an operator S ij will be understood. We know ͑see, e. 
The Stäckel operators S ij corresponding to a conformal orthogonal metric g ii = ͑1/͒g ii obey rules ͑6.3͒ and 
With the substitution g ii = e i H i 2 , e i = ± 1, they coincide with the equations given by Eisenhart ͑Ref. 14, Appendix 13͒.
Let us apply the results of Sec. IV to the function Now we apply Theorem 6.1 to the following three special cases: Proof: For V = 0 and E = 0 the second equations ͑6.6͒ are trivially satisfied, so that only the first equations characterize the separation.
Theorem 6.5: The HJE
is separable if and only if the conformal metric
͑6.14͒ is a Stäckel metric, or equivalently, if and only if for all indices h, k and i j,
This means that the coordinates are conformal separable, according to Definition 6.1, but the conformal factor must be equal to the function V − E. Proof: For V − E 0 system ͑6.6͒ is equivalent to ͑6.15͒. Moreover, let us consider the conformal metric ͑6.14͒ and the associated Stäckel operators S ij . From the second formula ͑6.4͒ with = E − V, we get Let X H be the Hamiltonian vector field generated by H ͑it coincides with that generated by H E ͒ and X J the Hamiltonian vector field generated by J E . Adapting to these cases Proposition 4.3, Theorem 4.4, and Remark 4.5, we get the following. Proof: By ͑4.23͒, we get ͑6.16͒. Moreover, due to ͑4.26͒, we have that X H − ͑E − V͒X J is vertical outside the hypersurface H E = 0, since it is generated by the function ⌳ = E − V which is constant along the fibers.
Hence, as a corollary of Theorem 6.6, we have the following.
Theorem 6.8: The orthogonal separation (in the ordinary sense) of the geodesic HJE J E = h is equivalent to the orthogonal separation of the HJE H E =0 for a fixed value E of the energy. For h =1 we get the orbits corresponding to the integral curves of X H with total energy E.
Remark 6.5: Equation ͑6.15͒ shows that S ij ͑V͒ = 0 if and only if S ij ͑g kk ͒ = 0. These two conditions characterize the orthogonal Stäckel separation for a natural Hamiltonian. In this case the Jacobi metric is a Stäckel metric for all values of E. From ͑6.15͒ it follows also that if the conformal Jacobi metric ͑6.14͒ is a Stäckel metric for two distinct values E 1 E 2 of the energy, then it is a Stäckel metric for all values of E. Indeed, from ͑6.15͒ written for E = E 1 and E = E 2 it follows that
Thus, S ij ͑V͒ = 0, so that also S ij ͑g kk ͒ = 0. As a consequence, we have the following. 
͑6.18͒
Proof: We have
Remark 6.8: Let us denote by M j i the cofactor of j ͑i͒ . We have det S = ͚ i i ͑n͒ M i n and
Hence, ͑6.17͒ is equivalent to
We observe that in these conditions, only the first n − 1 columns of the Stäckel matrix are involved, while the last column is involved only in the expression ͑6.18͒ of E − V. Hence, in the characterization of the null geodesic separation only a rectangular n ϫ ͑n −1͒ Stäckel matrix is involved,
VII. THE INTRINSIC CHARACTERIZATION OF THE ORTHOGONAL SEPARATION
Theorems 6.4 and 6.5 show that the separation of variables of the HJE for the null geodesics and for a fixed value of the energy is equivalent to the ordinary complete orthogonal separation of a conformal ͑contravariant͒ metric
where G = ͑g ii ͒, G = ͑g ii ͒ and is a nowhere vanishing function on Q. In these two cases we have, respectively, = a suitable function on Q for the null geodesics, = E − V for the Jacobi metric.
Since the ordinary geodesic separation can be characterized by means of Killing tensors ͑KT's͒, in both cases we are led to consider KT's of a conformal metric. A basic well known property is the following.
Proposition 7.1: A symmetric two-tensor K is a KT for the conformal metric
if and only if
͑7.2͒
Notation: Here we denote by ͓·, ·͔ the Lie-Schouten bracket of contravariant symmetric tensors and by ᭪ the symmetric tensor product. If we consider the homogeneous polynomial functions P K on T * Q associated with contravariant symmetric tensors K = ͑K i…j ͒ on Q, then this bracket is defined by P ͓K 1 ,K 2 ͔ = ͕P K 1 , P K 2 ͖ and the symmetric product by P K 1 ᭪K 2 = P K 1 P K 2 . We say that K 1 and K 2 are in involution if ͓K 1 , K 2 ͔ = 0. We denote by KX the image of a vector field X by K interpreted as a ͑1,1͒ tensor.
Proof of Proposition 7.1: The equivalence of ͑7.1͒ and ͑7.2͒ is proved by the following calculation: A symmetric two-tensor K is a conformal Killing tensor ͑CKT͒ if there exists a vector field C such that
We say that K is a CKT of gradient type if there exists a function U such that C = ٌ U. We say that K is a CKT of self-gradient type if C = K ٌ U. We remark that in Proposition 7.1 the tensor K is a CKT of self-gradient type with respect to the metric G with U =−ln͉͉.
Remark 7.1: The eigenvectors of K in Proposition 7.1 are the same with respect both metrics G and G. If i are the eigenvalues of K with respect to G, then the eigenvalues with respect to
If the eigenvalues are simple with respect to G, then they are also simple with respect to G.
Remark 7.2:
Tensors of the kind fG are at the same time CKT's of gradient type ͑with C = ٌ f, i.e., U = f͒ and of self-gradient type ͑with C = fG ٌ ln f, i.e., U =ln f͒. Definition 7.1: Two CKT's K and KЈ are said to be equivalent if KЈ = K + fG for some function f. Equivalent CKT's have the same eigenvectors. We shall be interested in equivalence classes of this kind. In any equivalence class there exists a trace-free representative, so that only trace-free CKT's are considered by some authors. 20, 29, 34 As shown by the following proposition, in some special case a CKT K is equivalent to a tensor KЈ of self-gradient type ͑hence, a KT of a conformal metric͒. 
Proposition 7.2: ͑i͒ A CKT K which is diagonalized in orthogonal coordinates is equivalent to a CKT
‫ץ‬ i j = ͑ i − j ‫ץ͒‬ i ln g jj + ‫ץ‬ i i , C i = ‫ץ‬ i i .
͑7.5͒
Let us take the tensor KЈ = K − n G with eigenvalues Ј i = i − n . By using ͑7.5͒ we get
This shows that KЈ is a CKT with C i Ј=−Ј i ‫ץ‬ i ln͉g nn ͉, hence of self-gradient type with U =−ln͉g nn ͉ and a KT for the conformal metric G / g nn . We remark that U does not depend on K but only on the given coordinates.
In the following two sections we give intrinsic versions of Theorems 6.4 and 6.5, respectively, for the case considered in Theorem 6.3 the intrinsic characterizations are just that of the ordinary orthogonal separation.
4, 18 We shall use the following. 
A. The orthogonal separation of the null geodesics
A first characterization is related to the existence of a single CKT.
Theorem 7.1: The HJE ͑6.12͒ for the null geodesics is separable in orthogonal coordinates if and only if on Q there exists a characteristic CKT K.
Proof: According to the intrinsic characterization of the orthogonal separation of a geodesic Hamiltonian, 4,18 a metric G is orthogonally separable if and only if it admits a KT K, ͓G , K͔ = 0, with simple eigenvalues and normal eigenvectors. Since G = G / , due to Proposition 7.1, this A second characterization is related to n CKT's. Theorem 7.2: The HJE ͑6.12͒ for the null geodesics is separable in orthogonal coordinates if and only if on Q there exist n CKT's ͑K i ͒ = ͑K 1 , K 2 , … , K n ͒, ͑i͒ pointwise independent, ͑ii͒ with common eigenvectors, ͑iii͒ in involution.
Proof: By Theorem 8.8 of Ref. 7 the common eigenvectors are normal. There exists orthogonal coordinate systems in which all the tensors are diagonalized. Then, the pointwise independence implies the existence of a linear combination ͑with constant coefficients͒ K = c i K i with simple eigenvalues. This is a conformal characteristic tensor. Then we apply Theorem 7.1. Conversely, since the separation of ͑6.12͒ is equivalent to the ordinary separation of a conformal metric G = G / , there exist n KT's K i for the conformal metric satisfying ͑i͒, ͑ii͒, ͑iii͒. Due to Proposition 7.1, these tensors are CKT's for G.
Remark 7.4:
In the intrinsic characterization of the ordinary orthogonal separation in terms of n independent KT's ͑in involution͒, the metric G may be one of them. On the contrary, in Theorem 7.2 none CKT's K i can be the metric. Indeed, if one of the K i is the metric, then condition ͑iii͒ implies that all K i are KT's and we reduce to the ordinary orthogonal separation. In other words, the metric cannot belong to the linear space generated by the K i ͑by linear combinations with constant coefficients͒. However, Proof: Due to the pointwise independence of the tensors, there exists a linear combination with constant coefficients having distinct eigenvalues, i.e., which is a characteristic CKT and by Theorem 7.1 we have the separation of variables for ͑6.12͒ Conversely, if ͑6.12͒ is separable, then the conformal metric G is separable and there exists n − 1 tensors ͑K ␣ ͒ which are ͑a͒ KT's with respect to G, ͑b͒ with common normal eigenvectors, and such that ͑c͒ ͑G , K 1 , K 2 , … , K n−1 ͒ are pointwise independent. Hence, K ␣ satisfy ͑i͒, ͑ii͒, and ͑iii͒.
This theorem is a slightly modified version of Theorem 2, Sec. II of Ref. 20 . In general, a set of tensors ͑K ␣ ͒ satisfying the hypotheses of Theorem 7.3 may not be in involution. However,
Proposition 7.4: The tensors ͑K ␣ ͒ in Theorem 7.3 are equivalent to CKT's in involution.
Proof: First of all we remark that also the tensors K ␣ + f ␣ G satisfy the hypotheses of Theorem 7.3, for any choice of the n − 1 nonzero functions f ␣ . By using equations ͑7.5͒, we see that two CKT's K ␣ , K ␤ ͑diagonalized in orthogonal coordinates͒ are in involution if and only if for all indices i,
where ␣ i are the eigenvalues of K ␣ and C ␣i are the covariant components of the vector fields C ␣ satisfying ͓G , K ␣ ͔ =2C ␣ ᭪G. Condition ͑7.6͒ is not preserved by replacing the tensors by equivalent ones. Moreover, by Proposition 7.2 ͑ii͒, K ␣ are equivalent to CKT's K ␣ Ј of self-gradient type with the same function U. By Proposition 7.1, K ␣ Ј are KT's of the conformal metric e U G, having common normal eigenvectors. Hence, they are in involution.
There is an alternative formulation of Theorem 7.3, still involving n − 1 CKT's, due to Kalnins and Miller ͑Ref. 20, Theorem 4, Sec. II͒: Theorem 7.4: The HJE ͑6.12͒ for the null geodesics is separable in orthogonal coordinates if and only if on Q there exist n −1 CKT's ͑K ␣ ͒ = ͑K 1 , K 2 , … , K n−1 ͒ ͑i͒ with common eigenvectors, ͑ii͒ in involution and such that ͑iii͒ G , K 1 , K 2 , … , K n−1 are pointwise independent.
We give here a proof which is based on the following general characterization of the integrability of frames, which is an extension of that given in Ref. 7 , Theorem 8, Sec. VIII. Theorem 7.5: Let ͑X i ͒ a frame on Q. Let ͑K a ͒ be n contravariant symmetric two-tensors ͑i͒ pointwise independent, ͑ii͒ simultaneously diagonalized in the frame ͑X i ͒ and such that ͑iii͒ for each a b there exists a vector field C ab and a symmetric two tensor M ab diagonalized in the frame ͑X i ͒ such that
͑7.7͒
Proof: The common eigenvectors are normal, since equation ͑7.8͒ is a particular case of ͑7.7͒. Item ͑i͒ implies the existence of a linear combination K = c i K i with simple eigenvalues. Then we apply Theorem 7.1. Conversely, due to Theorem 7.2, the separation implies the existence of independent CKT's K i satisfying ͑7.8͒ with C ij =0.
Remark 7.5: Theorem 7.6 is in perfect analogy with the intrinsic characterization of the ordinary orthogonal separation in terms of n independent KT's in involution: it is enough to cancel the word "conformal." This shows that the notion of conformal involution is a natural and useful extension of the ordinary involution.
Proposition 7.5: All CKT's diagonalized in orthogonal coordinates ͑q i ͒ are in conformal involution.
Proof: According to Proposition 7.2, two tensors
n G of the conformal metric G = G / g nn . Two simultaneously diagonalized KT's are in involution ͑Ref. 4, Sec. II͒. Hence,
As a consequence of this proposition, for two CKT's simultaneously diagonalized in orthogonal coordinates equation ͑7.7͒, ͓K 1 , K 2 ͔ =2C 12 ᭪M 12 , implies M 12 = G, thus the conformal involution ͑7.8͒. In other words, in Theorem 7.6 by replacing the conformal involution conditions ͑iii͒, ͓K i , K j ͔ =2C ij ᭪G with ͓K i , K j ͔ =2C ij ᭪M ij we do not get an extension of the theorem.
Remark 7.7: The CKT's K i of Theorem 7.6 generate an n-dimensional space K of CKT's in conformal involution which are simultaneously diagonalized in orthogonal coordinates. We call such a space a conformal Killing-Stäckel space ͑CKS space͒. The existence of such a space is necessary and sufficient for the orthogonal separation of the null geodesic HJE. However, since properties ͑i͒, ͑ii͒, and ͑iii͒ in this theorem are invariant with respect to the equivalence transfor-
there are infinitely many CKS-spaces KЈ associated with K, corresponding to any choice of the functions f i , having the same properties and diagonalized in the same coordinates. We remark that ͑I͒ each CKS space contain a tensor of the kind fG ͑i.e., a symmetric tensor with n coinciding eigenvalues͒. ͑II͒ There exists a CKS space which contains the metric tensor G. Property ͑I͒ follows from Proposition 7.3. To prove ͑II͒, starting from the given K i , according to Proposition 7.3, we can find a linear combination such that c i K i = fG. Thus, if c 0 0, we replace K 0 by the equivalent tensor
A consequence of these remarks is that we can reformulate Theorem 7.6 assuming that the metric tensor G is one of the K i . This shows that Theorem 7.4 follows from Theorem 7.6. 
or, equivalently, if and only if there exist a function f and a characteristic CKT KЈ such that
͑7.10͒
Proof: The proof of the first part of this statement follows the same pattern of that of Theorem 7.1, with = E − V. Moreover, if we find a characteristic CKT KЈ satisfying ͑7.10͒, then the equivalent tensor K = KЈ − ͓f / ͑E − V͔͒G satisfies condition ͑7.9͒. 
independent, (ii) with common eigenvectors, (iii) in conformal involution and such that
with suitable functions f i . Proof: Due to Theorem 7.5 and item ͑iii͒ the common eigenvectors are normal. Items ͑i͒ and ͑ii͒ imply the existence of a CKT with simple eigenvalues satisfying ͑7.10͒. Then we apply Theorem 7.7. Conversely, if ͑6.13͒ is separable, then the Jacobi metric G = G / ͑E − V͒ is separable. This means that there exists n KT's K i for G, pointwise independent, with common eigenvectors, in involution, hence in conformal involution. Recalling Proposition 7.1, we have
This is a particular case of ͑7.11͒.
Remark 7.8: This theorem shows that, in other words, the orthogonal separation of the Jacobi metric is equivalent to the existence of a CKS space satisfying the additional condition ͑7.11͒. We observe that we can always modify the basis ͑K i ͒ in order to include the metric tensor G. Due to Proposition 7.2, there exist a function f and n real numbers c i not all equal to zero, such that fG = ͚ i c i K i . Up to a reordering of the tensors, we can suppose that c 0 0. Then, ͑G , K ␣ ͒ = ͑G , K 1 , … , K n−1 ͒ satisfy items ͑ii͒, ͑iii͒ and are pointwise independent,
VIII. SEPARATED EQUATIONS
Summarizing the results of Sec. VII A, we have five intrinsic characterizations of the orthogonal separation of the null geodesic HJE: Theorem 7.1 ͑involving a single characteristic CKT͒, Theorem 7.2 ͑involving n CKT's in involution͒, Theorem 7.3 ͑involving n − 1 simultaneously diagonalized CKT's͒, Theorem 7.4 ͑involving n − 1 CKT's in involution͒, and Theorem 7.6 ͑in-volving n CKT's in conformal involution͒. We show how, for each one of these characterizations, we can reduce the HJE to separated ordinary differential equations. This reduction involves the use of Stäckel matrices. As shown in Ref. Proof: We prove this statement in a direct way, without any reference with the known links between Stäckel matrices and the orthogonal separation. The condition
is equivalent to equations
͑i͒ Multiplying by l ͑i͒ and summing over i, we get the equivalent system ␦ l 
Let us multiply by ͑l͒ j and sum over the index l; we get ‫ץ‬ k ͑h͒
If we multiply by ͑i͒ k without summing over k, then we find ͑i͒
This shows that ͑i͒ k ‫ץ‬ k ͑h͒ j is symmetric with respect to the indices ͑i , h͒. Thus, that a 0 0, we can replace K 0 by G, and we are in the case of Theorem 7.3. Case of Theorem 7.1: We point out that Theorem 7.1 is convenient for characterizing the separation, since it involves only a single CKT. However, in order to get separated equations ͑involving a Stäckel matrix͒ we need to know n − 1 CKT's. Let i be the eigenvalues of the given characteristic CKT K. According to Proposition 7.2, the tensor K = K − n G is a characteristic KT for the conformal metric G = G / g nn ͑instead of the last one n, we can choose any other index͒. As it is well known, any characteristic KT generates a n-space of KT's simultaneously diagonalized in orthogonal coordinates, whose eigenvalues i with respect to the metric G satisfy the KillingEisenhart equations
which form a complete integrable system. Since 
which summarize Eqs. ͑2.8͒ of Ref. 20 . Let us take n independent solutions i j of system ͑8.7͒ with n j = 1 for all j. The corresponding tensors K i of components K i jj = i j g jj / g nn are independent KT's for G such that K n = G. This means that By solving equations ͑i͒ j p j 2 = c i , we get the separated equations
thus, a complete separated solution of the HJE,
The separated solution following from ͑8.8͒ is an extended separated solution of the HJE Then, by solving equations ͑i͒ j p j 2 = c i we get separated equations which define an extended separated solution. By setting c n = 1 we get an internal separated solution. We remark that in both cases the Stäckel matrices depend on the value E.
IX. THE TWO-DIMENSIONAL CASE
A two-dimensional Riemannian manifold is always conformally flat. The link between the conformal separation in two dimensions, the analytical functions and the CKT's is examined in Ref. 28 , and used for generalizing a result of Ref. 25 . We show here how some known results follow from the general theory developed in the preceding sections.
We can write the most general 2 ϫ 2 Stäckel matrix in two variables in the form
͑9.1͒
The inverse matrix is
͑9.2͒
The components g ii of a separable orthogonal metric G and of the associated KT K are given by the second and the first line of S −1 ,
Then Theorem 6.10 implies the following. 
which are the Cauchy-Riemann conditions for f = u͑x , y͒ + iv͑x , y͒ or f = v͑x , y͒ + iu͑x , y͒. Hence the coordinates are generated by an analytic function. Remark 9.2: The real and imaginary part of a given analytic function are both harmonic functions on R 2 , i.e., solutions of the Laplace equation in the plane ⌬u = 0. Conversely, each harmonic function u͑x , y͒ can be chosen as real part of an analytic function. The corresponding imaginary part v͑x , y͒ is determined up to an additive constant.
Remark 9.3: It is possible to associate with every harmonic function a class of potentials, depending on two real parameters a, b, which are separable for a single value of the energy. The conformal separable coordinates and the suitable value of E depend on ͑a , b͒. Let u͑x , y͒ be a harmonic function. Then, the functions ũ = u + ax + by, a , b ʦ R are harmonic. According to Remark 9.2, we construct a coordinate transformation q 1 = q 1 ͑x,y͒ = ũ, q 2 = q 2 ͑x,y͒ = ṽ , with ṽ such that ũ + iṽ is analytic. For these coordinates we have In the following example we consider a dynamical system with a scalar potential depending on a single parameter a, which is a special case of the potential ͑9.10͒ obtained by considering b =0 in the preceding discussion. where K is a generic KT of the Euclidean plane ͑see Ref. 6 for the details of this technique͒, we find that, for a 0, ͑9.11͒ is satisfied only for K = G ͑the metric tensor͒. Thus, for a 0, V is not separable in E 2 . However, for any value of a 0 there is a suitable value of the energy E, such that the HJE G + V − E = 0 is separable in a conformal coordinate system depending on a. Let us consider q 1 = log ͱ x 2 + y 2 + ax = log + a cos , q 2 = arctanͩ y x ͪ+k+ay=+a sin .
With respect to these coordinates we have Thus, ͑q 1 , q 2 ͒ are conformally separable. Moreover, since for E = a 2 we get E − V = g 11 , which is of the form ͑9.9͒, we have the separation of variables for the fixed value of the energy E = a 2 . Now we solve the HJE and the corresponding dynamical system. We construct the Stäckel matrix S associated with ͑q 1 , q 2 ͒. By applying to this special case ͑9.3͒, ͑9.4͒, and ͑9.9͒, we have 
