Abstract-We extend our recent framework developed in [7] for the emulation-based observer design for networked control systems (NCS) to larger classes of systems and scheduling protocols. Consider a continuous-time observer that satisfies some input-to-state / input-to-output stability properties with respect to measurement errors, we prove that the observation error converges semiglobally and practically with the maximum allowable transmission interval (MATI) as parameter, when it is implemented via a network governed by a Lyapunov uniformly globally asymptotically stable (UGAS) protocol. We show that our results can be used to build various observers for NCS such as circle criterion observers. The stability analyses rely on trajectory based small gain theorems for parametrized systems.
results have been applied to derive linear observers [7] and high-gain observers [6] for NCS for various configurations, for which easy computable MATI bounds are provided.
In this study, we extend the framework proposed in [7] to larger classes of observers and scheduling protocols. The observer is still required to satisfy some IOS / ISS properties w.r.t. measurement errors but with nonlinear gains. Moreover, we focus on Lyapunov uniformly globally asymptotically stable (UGAS) protocols as introduced in [5] . Lyapunov UGAS protocols generalize Lyapunov UGES protocols (since they satisfy weaker conditions) and allow us to consider protocols that may have, for instance, the features to reduce transmission frequency or the amount of information sent through the network as the network-induced error becomes small (e.g. Examples 1 and 2 in [5] ). As a consequence, we guarantee weaker properties: the observation error no longer converges globally under network-induced constraints like in [7] , but semiglobally and practically w.r.t. MATI. We show that the required conditions hold for circle criterion observers ( [1] ) and therefore for observers for systems that are linear up to an output injection (see [3] for instance) under mild conditions ; design that we were not able to study with our previous results [7] . These examples provide an outline of how our framework can be used to derive various observers for NCS for a range of network configurations. It has to be noticed that our results also offer new tools for the observer design for sampled-data systems. The stability analyses are trajectory based and rely on the use of the small gain theorems for parameterized systems presented in [8] .
The paper is organized as follows. The notation and background definitions are given in Section II. In Section III, system models are presented before providing the main results in Section IV. The application to circle criterion observers is proposed in Section V. An illustrative example is given in Section VI.
II. PRELIMINARIES
Let R = (−∞, ∞), R ≥0 = [0, ∞), R >0 = (0, ∞), Z ≥0 = {0, 1, 2, . . .}, Z >0 = {1, 2, . . .}. Let a ∈ R >0 ∪ {∞}, a function γ : [0, a) → R ≥0 is of class K if it is continuous, zero at zero and strictly increasing. By extension, for a, b ∈ R >0 ∪ {∞}, γ : [0, a) × [0, b) → R ≥0 is of class KK if, for any (s 1 , s 2 ) ∈ (0, a)×(0, b), γ(s 1 , ·) and γ(·, s 2 ) are of class K. A continuous function γ : [0, a) × R ≥0 −→ R ≥0 is of class KL if for each t ∈ R ≥0 , γ(·, t) is of class K, and, for each s ∈ (0, a), γ(s, ·) is decreasing to zero. Additionally, a function β : [0, a) × [0, b) × R ≥0 is of class KKL, with a, b ∈ R >0 ∪ {∞}, if β(s, ·, ·) ∈ KL and β(·, ·, t) ∈ KK for any (s, t) ∈ (0, a) × R ≥0 . Considering a function f : 49th IEEE Conference on Decision and Control December 15-17, 2010 Hilton Atlanta Hotel, Atlanta, GA, USA R ≥0 → R n , n ∈ Z >0 , f ′ stands for its first derivative (if f is differentiable) and the notation f (t + ) is used to denote lim
denote the space of all continuous mapping R p → R q and C 1 (R p , R q ), i ∈ N ∪ {∞}, the space of continuously differentiable functions. For f, g : R ≥0 → R ≥0 and a ∈ R ≥0 ∪ {∞}, we write that f (s) = O(g(s)) as s → a if there exists M ∈ R ≥0 and a neighbourhood V of a such that f (s) ≤ M g(s) for any s ∈ R ≥0 ∩ V . The Euclidean norm of a vector or a matrix is denoted by | · |. Let f : R → R n , n ∈ Z >0 , be a (Lebesgue) measurable function and define, for
) denotes the minimum (maximum) eigenvalue of A and the notation I n ∈ R n×n stands for the identity matrix. For
. . , A p ) denotes the blockdiagonal matrix of order np × np with diagonal components A 1 , . . . , A p . For a real number a ∈ R ≥0 , ⌊a⌋ = min{z ∈ Z ≥0 : z ≤ a} and sat(a) = min{a, 1}.
Consider the system:
where x ∈ R nx is the state, y ∈ R ny the output and u ∈ R nu the input, n x , n y , n u ∈ Z >0 . Definition 1. System (1) is input-to-output stable (IOS) from u to y with gain γ if there exist β ∈ KL and γ ∈ K such that, for any
is input-to-state stable (ISS) w.r.t. u. Definition 2. System (1) is said to be uniformly boundedinput-bounded-state (UBIBS) with input u and gain γ if there exist α, γ ∈ K, such that, for any
When no input acts on system (1), we say that system (1) is uniformly globally stable (UGS). Definition 3. System (1) is said to be uniformly forward complete with input u if there exist ν 1 , ν 2 , ν 3 ∈ K and c ∈ R ≥0 such that, for any
III. PROBLEM STATEMENT
We pursue the emulation-like approach for the observer design for NCS introduced in [7] , that is originally inspired by the work of [9] , [4] for the control of NCS. The approach consists in synthesizing an observer while ignoring communication constraints, afterwards networked-induced errors are taken into account. Consider the plant modeled by the following continuous-time equations:
where x ∈ R nx is the plant state, y ∈ R ny is the plant output, w ∈ R nw is an exogenous disturbance input, n x , n y , n w ∈ Z >0 . The initial time is denoted t 0 ∈ R ≥0 and the initial condition of x is denoted x 0 . An observer is built for system (2):ż
where z ∈ R nz is the observer state andx ∈ R nx is the system state estimate, n z ∈ Z >0 . When system output is transmitted through a serial communication channel, the whole system output y is no longer available to the observer butŷ, that is the generated variable from the most recent system output sent through the network. Grouping sensors into l sensor nodes, the system output is decomposed into l corresponding subvectors y = (y 1 , . . . , y l ). The network may also contain an arbitrary number of passive nodes that can only receive packets. Without loss of generality, we suppose that there is only one passive node where the observer is located. At each transmission instant, a unique node is designated by the protocol to transmit its data: typically, if node j has been selected at time t i the correspond subvector ofŷ is set toŷ j (t + i ) = y j (t i ) while the others remain unchanged. This can be modeled as:
where h is defined by the protocol and e =ŷ − y ∈ R ne (n e = n y ) is the network-induced error. Function h can be used to model various protocols as shown in [4] , [5] , such as the Round-Robin (RR) protocol, that consists in granting access to each node at a period l, and the TryOnce-Discard (TOD) protocol introduced in [9] , that gives access to the node where the corresponding network-induced error is the biggest. Between two successive transmission instants, variableŷ is generated by the in-network processing algorithm that is defined by functionf P :
A typical example of in-network processing implementation is the zero-order-hold (ZOH) that maintains constant variablê y, that corresponds to:f
Various other implementations can also be considered such as the algorithm introduced in [2] . This sort of predictive-type implementation consists in definingŷ between transmission instants, as the solution of an ODE that has the same vector fields as the system output y: [7] .
Remark 1. When the observer is implemented using the predictive-type algorithm via a network governed by a dynamical protocol such as TOD protocol, the use of smart sensors is required as explained in Section III.C.2) in
We introduce the variable ξ = x −x ∈ R n ξ (n ξ = n x ) to model the observation error and rewrite the system in (ξ, z, e) coordinates:
where the sequence t i , i ∈ Z >0 , of monotonically increasing transmission times satisfies υ
, we refer to τ as the MATI and t 0 ∈ R ≥0 is the initial time and
Equation (8) represents the dynamics of the observation error and (9) those of the observer state z in the new coordinates.
We now refer to (13) as the protocol.
The main problem of this study is to guarantee the convergence of the observation error ξ when system output is transmitted through a serial communication channel ruled by a Lyapunov UGAS protocol, as introduced in [5] .
Definition 4. Protocol (13) is said to be Lyapunov UGAS if there exist a function
) and α, α ∈ K ∞ such that, for all i ∈ Z ≥0 and e ∈ R ne :
Remark 2. It is often more convenient to prove the following instead of (15):
where α ∈ K. Then Proposition 4.3.1 in [6] states that there always existsW = ̺ • W with ̺ ∈ K ∞ that satisfies (14)- (15), moreover a constructive method is given to build ̺ in the proof.
Lyapunov UGAS protocols satisfy a weaker stability property than Lyapunov UGES protocols that are studied in [7] , since functions α, α are not required to be linear (see Definition 7 in [4] ). It has been shown in Propositions 4 and 5 in [4] that RR and TOD protocols are both Lyapunov UGES. We now present two examples of Lyapunov UGAS protocols borrowed from [5] that have the interesting features to transmit, respectively, less frequently and less information as the network-induced error e approaches the origin. Note that in both cases, by replacing the sat function by the constant function s → 1, we respectively recover the RR and the TOD protocol (see Examples 1 and 2 in [4] ).
Modified RR protocol [5] . This protocol behaves like RR protocol for large values of e, whereas transmissions become less frequent as |e| is smaller. Function h is defined by:
where
, and δ j (i, e) = 0 otherwise. Modified RR protocol has been shown to be Lyapunov UGAS in [5] (Example 2).
Modified TOD protocol. We propose a slightly different version of the modified TOD protocol introduced in [5] that keeps the same features: it behaves like the TOD protocol for large values of |e|, whereas less information is transmitted when |e| is small. Function h is defined by:
and 
Proof. Using Proposition 4.3.1 in [6] and its proof, it can be shown that there exists a function W locally Lipschitz in e of the form:
where ̺ ∈ K is continuously differentiable and ̺ ′ is strictly increasing, that satisfies (14) and (15) (see Appendix E in [6] for more details). Thus, we have that for almost all e ∈ R ne , ∂W (e) ∂e = 1 when |e| > 1, and
}, the proof is completed (since ρ ′ is strictly increasing).
IV. MAIN RESULTS
In this section, we extend the methodology for designing emulated-observers for NCS presented in [7] . We first suppose that the observer (3) is robust to measurement errors in the following sense. Assumption 1. System (8) - (9) is IOS from (e, w) to ξ with gains γ e 2 , γ w 2 . This condition can be checked at the first stage when the observer is synthesized while ignoring communication constraints. It is an intrinsic property of the observer (3) that is notably satisfied by linear and high gain observers (see Chapter 5 in [6] ), as well as circle criterion observers [1] (under mild conditions) as shown in Section V.
The following condition will ensure that the states of system (8)-(13) remain bounded. This property is needed depending on the in-network processing algorithm (e.g. see zero-order-hold implementations in Section V). . Using the triangular inequality and the fact that ξ = x−z, we have that: |z(t)| = |x(t) − ξ(t)| ≤ |x(t)| + |ξ(t)|, moreover since system (2) is UBIBS w.r.t. w, there exists α, η ∈ K such that |x(t)| ≤ max{α(|x 0 |), η( w [t0,t] )} according to Definition 2, then using a+b ≤ 2 max{a, b} ≤ 2(a+b) for a, b ∈ R ≥0 , and the fact that α is increasing, we get:
Assumption 2. System (9) is UBIBS with inputs
where η ξ 2 (s) = 2 max{α(2s), s} and η w 2 (s) = 2η(s) for any s ∈ R ≥0 . Therefore, system (9) is UBIBS with inputs (ξ, e, w) according to Definition 2, with η e 2 = 0. The considered scheduling protocol is supposed to be such that the following conditions are verified.
Assumption 3. Consider system (10), (13). (a) Protocol (13) is Lyapunov UGAS with
n ξ +nz +nw and almost all e ∈ R ne :
, g(t, ξ, e, z, w)
Condition (b) in Assumption 3 ensures that system (10) admits a Lyapunov function that grows at least exponentially. This type of conditions was already needed for the control of NCS in [4] and for the observer design for NCS in [7] (Assumption 3) with linear gains. When Assumption 3 is satisfied, the following proposition is obtained. Its proof can be deduced from the proof of Proposition 6 in [4] and using the equivalence between max and sum.
Proposition 2. Suppose Assumption 3 holds. If
then there exists β 1 ∈ KKL such that for any e 0 ∈ R ne , (ξ, z, w) ∈ L n ξ +nz+nw ∞ , solutions to (10), (13) satisfy, for any t ≥ t 0 ≥ 0:
We are now ready to state the first main result. The main idea consists in seeing system (8)-(13) as the interconnection of three subsystems and use small gain arguments.
Theorem 1. Consider system (8)-(13) and suppose Assumptions 1-3 hold. Then for any
∞ with max{|ξ 0 |, |e 0 |, |z 0 |, w ∞ } < ∆, and τ ∈ [υ, τ * (ε, ∆)) for all t ≥ t 0 ≥ 0, the following holds:
Proof. Considering system (8)-(13) as the interconnection of three subsystems that are parameterized by τ with variables ξ, z and W , we show that conditions of Theorem 2 in [8] are satisfied to obtain the desired properties. By identifying x 1 = W , x 2 = ξ and x 3 = z, it can be seen that condition 1) of Theorem 2 in [8] holds in view of Proposition 2 with
In the same way, we have that conditions 2) and 3) of Theorem 2 in [8] holds, respectively, according to Assumptions 1 and 2 by identifying γ Compared to Theorem 1 in [7] , Theorem 1 ensures the semiglobal (and not global) practical convergence of the observation error under network-induced constraints (property (ii)) and relies on weaker conditions since the gains are nonlinear in Assumptions 1-3. In return, the computation of explicit MATI bounds becomes more involved since it depends on the ball of initial conditions and the steadystate error. Nevertheless, it is possible to estimate MATI by following the procedure described in Section III in [7] and using Theorem D.3.2 in [6] .
The proposition below allows us to derive global convergence results. It follows immediately from Theorem 1 and Proposition 4 in [8] .
Proposition 3. Consider system (8)-(13) and suppose that all conditions of Theorem 1 are satisfied. Define
χ : (τ, s) → max ζ(τ )γ ξ 1 (γ e 2 (α −1 (s))), ζ(τ ) ×γ z 1 (η ξ 2 (γ e 2 (α −1 (s)))), ζ(τ )γ z 1 (η e 2 (α −1 (s))), γ e 2 (α −1 (ζ(τ ) ×γ ξ 1 (s))), γ e 2 (α −1 (ζ(τ )γ z 1 (η ξ 2 (s)))), γ e 2 (α −1 (ζ(τ )γ z 1 (η e 2 (α −1 (s))))) . If, for any τ ∈ [υ, τ 0 ), χ(τ, s) = O(s) as s → ∞, then
properties (i)-(ii) of Theorem 1 hold with
In the remaining part of this section, we focus on the case where system (9) no longer exhibits boundedness property but is only uniformly forward complete. In this case, appropriate in-network processing implementations have to be utilized such as the predictive-type (7) for instance, as shown in Section VI.
Assumption 4. System (9) is uniformly forward complete for inputs
(ξ, e, w) ∈ L n ξ +ne+nw ∞ .
Remark 4. Using the same arguments as in Remark 3 and invoking Definition 3, it can be seen that Assumption 4 is often related to the forward completeness property of plant (2).
We slightly strengthen Assumption 1 as follows. Assumption 5. System (8) - (9) is ISS from (e, w) to ξ with gains γ e 2 , γ w 2 .
Theorem 2. Consider system (8)-(13). Suppose Assumptions 4, 5 hold and Assumption 3 is ensured with
with max{|ξ 0 |, |e 0 |, |z 0 |, w ∞ } < ∆, and τ ∈ [υ, τ * (ε, ∆)) for all t ≥ t 0 ≥ 0, the following holds:
(i) solutions to (8) - (13) are defined for all time.
Proof. The proof follows from the application of Theorem 1 in [8] by noticing that z-system can be considered as decoupled from e-and ξ-systems due to the facts that ξ-system is ISS w.r.t. (e, w) according to Assumption 5 (and not IOS like in Assumption 1 that makes the KL-function of Definition 1 independent of z 0 ) and that (19) holds with γ z 1 = 0. In that way, identifying
, we have that conditions 1) and 2) of Theorem 1 in [8] are verified. Consequently, property (ii) is satisfied for system (8)-(13) and so is property (i) in view of Assumption 4.
As for Proposition 3, we can obtain global stability results from Theorem 2 but also asymptotic stability properties using Proposition 1 in [8] . V. APPLICATION TO CIRCLE CRITERION OBSERVERS In this section, we consider the circle criterion observers developed in [1] and investigate the convergence of the observation error when it is implemented via a network ruled by the modified TOD protocol and using ZOH or predictivetype in-network processing algorithms. Similar results can be straightforwardly derived for RR and TOD protocols as well as for the case where system output is simply sampled (see Section 7.3 in [6] for more details). Consider the systems of the form:ẋ
and φ ∈ C(R ny , R nx ). Without loss of generality, the initial time is t 0 = 0. Nonlinear function γ satisfies the following property for any s ∈ R nH :
An additional assumption is taken on functions γ and φ.
Assumption 6.
There exist θ φ , θ γ ∈ K such that for any a, b of appropriate dimensions, this holds:
Assumption 6 is equivalent to say that functions φ and γ are uniformly continuous (see Proposition A.2.1 in [6] ) and is needed to prove that Assumptions 1-3 are satisfied. We consider the following observer:
wherex ∈ R nx ,ȳ ∈ R ny , Λ and K are real matrices of appropriate dimensions. We suppose that there exist a real symmetric positive definite matrix P and ν ∈ R >0 that are such that:
(A − ΛC)
(24) We focus on the case where system output is sent through a network with the sequence of transmission instants {t i } i∈Z>0 where υ ≤ t i − t i−1 ≤ τ for any i ∈ Z >0 , υ, τ ∈ R >0 . System (20), (22)- (23) can be written as:
where z =x,f P is defined in this section by (6) or (7) and h corresponds to the modified TOD protocol (see Section III). Assumption 5 is satisfied according to the lemma below. Its proof can be found in [6] (see Lemma 7.3.1).
Lemma 1. Suppose Assumption 6 holds, then system (25) is ISS w.r.t. e with gain γ
Condition (a) of Assumption 3 is satisfied according to Proposition 1. We now focus on condition (b) of Assumption 3. Consider W defined in Proposition 1 and suppose Assumption 6 is satisfied, for the predictive-type implementation we havef P (z) = CAz + CGγ(Hz) + Cφ(Cz), thus this holds:
, therefore (19) holds with L = 0 (as a consequence τ 0 = ∞), γ ξ 1 = ϑ |CA|s + |CG|θ γ (|H|s) + |C|θ φ (|C|s) and γ z 1 = 0 for s ∈ R ≥0 . We can similarly show that (19) holds using ZOH devices 
When the observer is implemented using predictive-type in-network processing algorithm, the plant is no longer required to be UGS but only uniformly forward complete according to the proposition below.
Proposition 6. Consider system (25)-(30) with the modified TOD protocol and the predictive-type implementation. Suppose system (20) is uniformly forward complete and Assumption 6 holds. Then for any
∞ with max{|ξ 0 |, |e 0 |, |z 0 |, w ∞ } < ∆, and τ ∈ [υ, τ * (ε, ∆)): γ(z) = tan −1 (z) for any z ∈ R and φ = 0. We have that (21) holds and that Assumption 6 is satisfied with θ γ (s) = s for s ∈ R ≥0 . It can be shown that system (20) is UGS according to Definition 2 with α(s) = 5s for any s ∈ R ≥0 , by using Lyapunov function V (x 1 , x 2 ) = (23) is implemented over a network governed by the modified TOD protocol and composed of three sensor nodes that corresponds to each system output y 1 = x 2 + x 3 , y 2 = x 3 + x 4 , y 3 = x 4 + x 5 . We consider ZOH and predictive-type in-network processing algorithms. In view of the definitions of the gains γ given in Section V, the facts that θ γ (s) = s and α(s) = 5s for s ∈ R ≥0 and that α(s) = s for s ≥ 1 for the modified TOD protocol (where α comes from Definition 4), we have that χ(s) = O(s) as s → ∞, where χ is either defined in Proposition 3 or 4. Consequently, since system (20) is UGS, by respectively invoking Propositions 3, 5 and Propositions 4, 6, we have that the observation error converges globally and practically for both innetwork processing implementations. Simulations have been performed with x 0 = (10, 10, 10, 10, 10),x 0 = (0, 0, 0, 0, 0), y(0) = (0, 0, 0) and τ = 0.01. Figure 1 confirms that the observation error converges practically for both in-network processing implementations. 
VI. ILLUSTRATIVE EXAMPLE

