Transitions between states of a magnetic system can occur by jumps over an energy barrier or by quantum mechanical tunneling through the energy barrier. The rate of such transitions is an important consideration when the stability of magnetic states is assessed for example for nanoscale candidates for data storage devices. The shift in transition mechanism from jumps to tunneling as the temperature is lowered is analyzed and a general expression derived for the crossover temperature. The jump rate is evaluated using a harmonic approximation to transition state theory. First, the minimum energy path for the transition is found with the geodesic nudged elastic band method. The activation energy for the jumps is obtained from the maximum along the path, a saddle point on the energy surface, and the eigenvalues of the Hessian matrix at that point as well as at the initial state minimum used to estimate the entropic pre-exponential factor. The crossover temperature for quantum mechanical tunneling is evaluated from the second derivatives of the energy with respect to orientation of the spin vector at the saddle point. The resulting expression is applied to test problems where analytical results have previously been derived, namely uniaxial and biaxial spin systems with two-fold anisotropy. The effect of adding four-fold anisotropy on the crossover temperature is demonstrated. Calculations of the jump rate and crossover temperature for tunneling are also made for a molecular magnet containing an Mn 4 group. The results are in excellent agreement with previously reported experimental measurements on this system.
Introduction
The assessment of the stability of magnetic states with respect to thermal uc-tuations is an important problem in the theory of magnetism. The preparation of a magnetic system in a particular state can be destroyed by thermally-activated transitions to other available states.
1,2 Thermal activation also needs to be taken into account when assessing the stability of a system with respect to external perturbations such as a magnetic eld, contributing, for example, to the temperature dependence of hysteresis loops.
3 Thermal stability is a particularly important issue in the context of novel information storage devices. As the size of such devices is reduced, the thermal stability of the magnetic states decreases. Methods for estimating the rate of magnetic transitions are, therefore, important tools when designing such systems.
Thermally-activated magnetic transitions involving a jump over an energy barrier are typically rare events on the time scale of oscillations of the magnetic moments, making direct simulations of spin dynamics an impractical way to calculate transition rates. This separation of time scales, however, makes it possible to apply statistical approaches such as transition state theory (TST) 4 or Kramers theory. 5 Within the harmonic approximation to TST (HTST) 6 and within Kramers theory, the activation energy of a transition is given by the energy difference between the local minimum on the energy surface corresponding to the initial state and the highest energy on the minimum energy path connecting the initial and nal state minima. In adaptions of these rate theories to magnetic systems, 1,2,7-10 the magnitude of the magnetic vectors is either assumed to be constant as orientation changes, or it is treated as a fast variable obtained from self-consistency calculations for xed values of the slow variables that specify orientation. 11 The energy surface of a system of N magnetic moments is then a function of 2N degrees of freedom dening the orientation of the magnetic moments.
The mechanism of magnetic transitions can involve the formation of a temporary domain wall or soliton. 2, 9, 12 This results in a at energy barrier, i.e. the energy is practically constant along the minimum energy path in the region of high energy. An illustration of this is given below for Fe islands on a tungsten substrate. Kramers theory then overestimates the importance of recrossings and underestimates the transition rate. The transition state theory approach followed by explicit dynamical corrections is then preferable over Kramers' approach. Similar at barrier issues arise in polymer escape problems where HTST followed by recrossing corrections has been shown to be a useful approach for estimating the transition rate. 13 At low enough temperature, quantum tunneling through the energy barrier becomes the dominant transition mechanism and the rate can eventually become temperature independent. It is important to have a way to estimate the crossover temperature for tunneling when assessing the stability of a magnetic state. Quantum tunneling in spin systems has been a subject of a great deal of theoretical [14] [15] [16] and experimental work [17] [18] [19] over the past few decades. Molecular magnets have, in particular, been a focus of such studies. One example of a molecular magnet that has been studied extensively is the Mn 4 Experimental measurements of the rate of transitions between its magnetic states have been carried out as a function of temperature and reveal a crossover from activated transitions to nearly non-activated transitions. This experimental data is analyzed by classical and quantum mechanical calculations below.
The crossover from jumps to tunneling is in some cases abrupt, as in a rst-order phase transition, but in other cases smooth, as in a second-order transition. In the latter the tunneling is thermally assisted. The shape of the energy barrier affects how sharp the transition is. 21 A spin system can in some cases be mapped onto a particle system and methods developed for particles used to estimate the tunneling rate. 22 Several theoretical studies of the crossover in uniaxial and biaxial spin models with two-fold anisotropy in a transverse magnetic eld have been carried out using this approach. [23] [24] [25] [26] The presence of higher-order anisotropy can strongly affect the tunneling rate 18,27 but is not included in this mapping approach.
28 So far, systems with higher-order anisotropy have only been studied numerically by direct diagonalisation of the Hamiltonian.
29,30
Here, a general approach for calculating the crossover temperature for thermally assisted tunneling involving uniform rotation of the spin vectors (the macro-spin approximation) is presented, and an equation derived in terms of the second derivatives of the energy of the system with respect to the orientation of the magnetic vector at the saddle point on the energy surface. For systems that are small enough compared to the correlation length determined by the strength of the exchange interaction between the spins, such as the molecular magnets discussed here, the uniform rotation mechanism is preferred over a mechanism where a temporary domain wall forms.
2,12 By saddle point, we are referring to a rst-order saddle point where the Hessian has one and only one negative eigenvalue. The formula reduces to known analytical solutions for simple spin systems with low order anisotropy, but can also be applied to more complex systems where the energy is evaluated using self-consistent eld calculations.
The article is organized as follows: the methodology for estimating the jump rate based on harmonic transition state theory for magnetic systems is briey reviewed for completeness in the following section, Section 2. Then, the crossover temperature for quantum mechanical tunneling is derived in Section 3. Applications are presented in Section 4, rst to uniaxial and then biaxial systems, both with and without four-fold anisotropy, and nally to a molecular magnet which has been studied experimentally. A summary is presented in Section 5.
Jump rate
In order to set the stage for the discussion of the crossover temperature for tunneling, we rst review briey the methodology we use to calculate the mechanism and rate of thermally-activated jumps over the energy barrier.
The initial and nal states of the system are characterized by local minima on the energy surface representing the system. The transition is characterized by the path on the energy surface for which the energy is at a minimum with respect to all orthogonal directions. Such a path is referred to as a minimum energy path (MEP). The MEP reveals the mechanism of the transition, for example whether the spins all rotate in a concerted way, a uniform rotation, or whether some rotate rst and then others, the so-called temporary domain wall or soliton mechanism.
2,9 Examples of the latter are shown in Fig. 1 for monolayer thick iron islands on a W(110) surface. In one case the island is elongated along the anisotropy axis, in the other case it is elongated perpendicular to the anisotropy axis. In either case, the energy barrier has small curvature at the top. The minimum energy path is calculated using the geodesic nudged elastic band (GNEB) method, 31 which is an adaption of the nudged elastic band method 32, 33 to magnetic systems where the variables correspond to orientation of magnetic vectors and the MEP maps onto a path in a conguration space represented by a curved manifold due to the constraints on the length of the magnetic vectors. Such constraints arise when the length of the magnetic vectors is either xed, as in a Heisenberg-type model, or is determined from self-consistent eld calculations such as ab initio or semi-empirical models. Compared with the NEB method, GNEB involves an additional projection of the force vector to ensure that the magnetic constraints are satised and that a projection of the path tangent on the local tangent space of the conguration space properly decouples the spring force from the component of the energy gradient perpendicular to the path. The magnetic moments are calculated in a self-consistent way using the NCAA method. 11 The direction of the anisotropy axis, K, is shown as well as a color coding for the size of the magnetic moment of each Fe atom. The island is elongated perpendicular (upper panel) or parallel (lower panel) to the anisotropy axis. In both cases, the minimum energy path is nearly flat at the maximum because the energy does not change much as the temporary domain wall propagates along the island. Within HTST, the maximum energy along the MEP, E † , which corresponds to a saddle point, 
where
) is a Jacobian evaluated at the saddle point, while J m is evaluated at the initial state minimum, 9 and b ¼ 1/k B T. The lowest eigenvalue of the Hessian at the saddle point, 3 †,1 , is negative and is skipped in the summation in (1). The calculated rate of magnetization reversals using this approach for Fe islands of various size and shape on the W(110) surface 12 is in close agreement with experimentally measured rates, 34 even an observed maximum in the pre-exponential factor for islands of intermediate size that have nearly equal numbers of atoms on each side. The calculations have been carried out using both Heisenberg-type Hamiltonians as well as self-consistent eld calculations based on a non-collinear extension of the Alexander-Anderson (NCAA) model 11 (see Fig. 1 ). In Kramers theory the rate estimate includes the curvature of the energy barrier at the saddle point. This results from a harmonic approximation in the estimate of the effect of recrossings due to uctuating forces from the thermal bath.
1,5 When the energy barrier is at, as for example in magnetic transitions involving a transient domain wall, this rate estimate is too low because the harmonic approximation at the saddle point in the direction of the MEP is inaccurate. The HTST approach is more accurate in such cases, but should also be followed by calculation of the recrossing correction using short time scale dynamics simulations. 35 
Onset of quantum mechanical tunneling
The thermally-averaged transition rate is
where Z 0 is the partition function of the initial state and G i is the quantum mechanical transition probability from state i with energy E i . Statistical Feynman path integrals can be used to write the rate in terms of the imaginary-time (s ¼ it) action, S. 36 A stationary phase approximation 37,38 then gives an estimate of the transition rate as
where q(s) is a periodic trajectory with period s ¼ bħ. This special trajectory, oen referred to as the instanton, corresponds to a stationary point of the action, a saddle point on the action surface. For a spin of length s, the action is given by [41] [42] [43] Sðq; fÞ ¼ A½n ¼ Àis
where U is an area of a surface bounded by g.
To nd paths for which S(q, f) is stationary, we consider the rst order variation of the action
Setting dS ¼ 0 gives classical equations of motion which correspond to Landau-Lifshitz equations in imaginary time:
These equations have two types of solutions. The rst one is trivial, q ¼ q 0 and f ¼ f 0 , corresponding to a stationary point of the potential, U 0 h U(q 0 , f 0 ). If the stationary point is taken to be the saddle point (q † , f † ),
this trivial solution corresponds to the high-temperature jump mechanism. The second solution is the instanton -a closed path corresponding to constant energy. In the limit of zero temperature, T / 0, i.e. b / N, it corresponds to quantum tunnelling from the ground state. As the temperature is increased, the amplitude of the instanton trajectory decreases until it becomes innitesimal:
just below the crossover temperature. The instanton eventually collapses to the saddle point on the energy surface, (q † , f † ) at T ¼ T c . In order to nd the crossover temperature, T c , the action is expanded to second order around the saddle point on the energy surface,
Since dS ¼ 0 at the saddle point, we focus on d 2 S: This article is licensed under a Creative Commons Attribution 3.0 Unported Licence.
At the saddle point, d 2 S is a quadratic form of the Hessian which has one and only one negative eigenvalue. As the temperature decreases below T c , a second negative eigenvalue of d 2 S appears, corresponding to the quantum delocalization.
This signals the transition from thermally-activated jumps to quantum tunnelling.
Since the instanton is a closed trajectory, dq and df can be expanded in Fourier series:
Here, f n and q n are complex numbers that satisfy
since dq and df are real. d 2 S from (12) can now be rewritten using (14) as
The matrix representing the quadratic form of the action has a block form (17) where k ¼ 2ps sin q † /b. To obtain the eigenvalues of this matrix we need to solve the equation
Aer some algebra, one obtains In
Clearly l 0+ > 0, but l 0À is negative if
Since ac À b 2 is the determinant of the Hessian at the saddle point, this condition is fullled. The second negative eigenvalue must come from m > 1. Substitution of b ¼ 1/k B T and the expression for k into the negative branch, l m,À , in (19) , gives
The highest temperature for which a second negative eigenvalue exists can be determined from the m ¼ 1 case:
This equation can be rewritten as
and a, b, c are the second derivatives dened in (13) . This provides an estimate of the crossover temperature for tunneling in terms of second derivatives of the energy evaluated at the saddle point. For model Hamiltonians, the derivatives can typically be evaluated analytically. For more complicated descriptions of the magnetic system, such as self-consistent eld calculations, the derivatives can be evaluated numerically from the forces, which in turn can be obtained using a force theorem.
11
This expression for the crossover temperature of spin tunneling can be compared with the corresponding equation for particle tunneling, where now the second derivative is taken along the unstable mode at the saddle point of the energy surface and m is the effective mass corresponding to the unstable mode.
Applications
In this section, the crossover temperature for various spin models is calculated. When only a two-fold anisotropy axis is included in the model, analytical solutions are available for comparison. But when four-fold anisotropy is included, so as to better represent physical systems, only numerical solutions based on direct diagonalization of the Hamiltonian have been presented so far. Here, analytical expressions in terms of the second derivatives of the energy are obtained also for such models. Finally, the jump rate as well as the crossover temperature is evaluated for a model of the Mn 4 molecular magnet and the results compared with experimental measurements.
Uniaxial systems with two-and four-fold anisotropy
A Hamiltonian which has, for example, been used to describe the Mn 12 -ac molecular magnet 17, 19 and has been studied theoretically 47 can be written as
where D, B and C are the anisotropy constants. The third term is the Zeeman energy associated with an applied eld H x . The last term corresponds to transverse anisotropy. The z-axis is the easy axis (the orientation for which the energy is minimal) and has four-fold symmetry, while the x-and y-axis are medium axes, and y ¼ AEx is the hard axis (the orientation for which the energy is maximal). The corresponding energy surface is U(q, f) ¼ ÀDs 2 (cos 2 q + k 1 s 2 cos 4 q + 2k 2 s 2 sin 4 q cos(4f) + 2h x sin q cos f), (29) where
The saddle point on the potential surface is located at q † ¼ p/2, f † ¼ 0. At a certain critical eld, H c , the energy barrier disappears. Applying the condition vU/vq| q
The second derivatives at the saddle point are Aer computing the coefficients of the quadratic form of the action, the formula for the crossover temperature in the presence of an applied eld H x is obtained: 47 If the four-fold anisotropy parameter, C, is set to zero and the system only contains two-fold anisotropy, the crossover temperature is zero in the absence of a magnetic eld. Even a small higher-order anisotropy term has a large effect on the crossover temperature.
If the model only contains two-fold anisotropy, B ¼ C ¼ 0, the potential surface becomes
The spin problem can then be mapped onto a particle in a one-dimensional potential, Fig. 2 Crossover temperature T c for a uniaxial system with two-fold and four-fold anisotropy as a function of the strength of an applied magnetic field, H. The Hamiltonian is given by (28) . The solid line shows results for a system with two-fold anisotropy, C ¼ 0, while the dashed line shows results for a system with four-fold anisotropy. All parameters are taken from ref. 47 . By adding higher-order anisotropy, the crossover temperature becomes finite even in the absence of a magnetic field. The insets show contour graphs of the energy surfaces (two-fold anisotropy below, four-fold above) at zero field and at a field of 4T. and an analytical expression obtained for the crossover temperature for the particle. 23 Here, (32) simplies to (by setting C ¼ 0 in (32))
which is the same result as has been obtained previously using the particle mapping method by Garanin et al. (see eqn (13) 
in ref. 48).
Another spin Hamiltonian for which the crossover temperature has been estimated using the particle mapping method is
The corresponding particle model is unusual in that it involves coordinatedependent mass.
The energy surface for the spin vector is
By evaluating the second derivatives, a, b and c at the saddle point,
The resulting expression for the crossover temperature is
which coincides with the results obtained by the mapping to a particle model (see eqn (18) in ref. 49 ). Again, this is an illustration that for simple systems, our method gives results that agree with those obtained previously by other methods. Our approach has the advantage that it can also be applied to more complicated models, including for example Hamiltonians with a four-fold anisotropy axis in Heisenberg-type models and self-consistent eld calculations, as illustrated in Fig. 2 .
Biaxial system with two-and four-fold anisotropy
Another interesting case is the biaxial system with four-fold transverse anisotropy and a magnetic eld applied along the hard direction. This has been used to describe the Fe 8 molecular magnet. 27 The Hamiltonian is
where D, B and C are anisotropy constants. In this case, the z-axis is the easy axis, the y-axis is the medium axis and the x-axis is the hard axis. The corresponding energy surface is This article is licensed under a Creative Commons Attribution 3.0 Unported Licence.
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The saddle point is located at (q † ¼ p/2 and f † ¼ f 0 ), where f 0 can be found as a solution of a third-order algebraic equation,
The second derivatives at the saddle point are a ¼ À2Ds 
where f 0 is the real solution of (42) . Fig. 3 shows the dependence of T c on the applied magnetic eld for parameters that are chosen to represent an Fe 8 molecular magnet, D/k B ¼ 0.292K, B/k B ¼ 0.046K and C/k B ¼ À2.9 Â 10 À5 K. 50 The calculated crossover temperature is in the Fig. 4 ). The total spin is 9/2 and the transitions correspond to uniform rotation of the four spins.
Various experimental measurements of this molecular magnet have established the following Hamiltonian model for the system: This article is licensed under a Creative Commons Attribution 3.0 Unported Licence. 
The system has four equivalent saddle points on the energy surface: Inserting the values of the parameters gives a crossover temperature of
which is in close agreement with the reported experimental data 20 as shown in Fig. 5 .
Therefore, both the high-temperature jump rate obtained from HTST and the crossover temperature obtained from the formula presented here are in close agreement with the experimental measurements.
Summary
A method is presented for nding the crossover temperature of thermally-activated tunneling in a magnetic system that is characterized by a spin vector with orientation prescribed by continuous angular variables. Several model systems are used to verify that the general equation derived here in terms of second derivatives of the energy at the saddle point agrees with analytical results previously obtained for specic, simple Hamiltonians. More complicated Hamiltonians including four-fold anisotropy so as to better describe molecular magnets are also studied, and analytical equations for the crossover temperature presented. A more detailed study is made of the Mn 4 molecular magnet where both the high-temperature jump rate and the crossover temperature for tunneling are calculated and compared with experimental data. Excellent agreement is obtained.
The crossover temperature for tunneling in molecular magnets is low partly because the energy barriers are small. For larger systems, such as metal islands on substrates, the energy barriers can be signicantly larger and the onset of tunneling can be expected to occur at higher temperature. The method presented here makes it possible to estimate the crossover temperature for tunneling in a magnetic system described by a single spin vector as long as the second derivatives of the energy with respect to the angles describing the orientation of the vector can be evaluated at the saddle point on the energy surface.
The equation derived here for the crossover temperature for tunneling in a magnetic system is signicantly different from the analogous equation for a particle system in that all second derivatives of the energy at the saddle point are included, while only the second derivative along the unstable mode enters the particle equation. The essential difference between the two systems is the separation of the particle Hamiltonian into a kinetic and potential energy part, which does not occur for the magnetic systems. As a result, the magnetic systems' Hamiltonians are more difficult to deal with. The derivation of the crossover temperature for systems where the transition mechanism is not a uniform rotation as well as a method for calculating the rate of thermally-activated tunneling remain to be completed, but are being developed using an approach that is analogous to previous studies of atomic systems 57, 58 and will be presented at a later time.
