We develop a paradigm using microlocal analysis that allows one to characterize the visible and added singularities in a broad range of incomplete data tomography problems. We give precise characterizations for photo-and thermoacoustic tomography and Sonar, and provide artifact reduction strategies. In particular, our theorems show that it is better to arrange Sonar detectors so that the boundary of the set of detectors does not have corners and is smooth. To illustrate our results, we provide reconstructions from synthetic spherical mean data as well as from experimental photoacoustic data.
Introduction
In many types of computed tomography, such as x-ray tomography, photoacoustic (and thermoacoustic) tomography (PAT/TAT) or Sonar, the tomographic projections can be acquired only from a limited field of view. As a result, the data are highly incomplete and the corresponding reconstruction problem becomes severely ill-posed which leads to serious instabilities of the reconstruction process. As a consequence two phenomena can be observed in practical reconstructions: First, only specific features of the unknown object (visible singularities) can be reconstructed reliably, cf. [26, 31] and Figure 1 . Second, and even more important, additional singularities (artifacts) can be generated during the reconstruction and superimpose reliable information, cf. [10, 18] and Figure  1 . This is a serious problem, since artifacts can overlap and generate new image features leading to misinterpretations or possibly misdiagnosis in medical imaging applications. It is therefore essential to develop a precise understanding of such artifacts for a range of imaging situations and to provide algorithms that reliably reconstruct the information that is contained in the data and at the same time avoid the generation of unwanted features.
The generation of artifacts in incomplete data PAT and Sonar has been addressed in several publications, eg. [3, 13, 17, 22, 23, 28, 37] , to mention only a few. In particular, it has been observed that those artifacts occur due to hard truncation of the data. In order to reduces the generation of artifacts in practical reconstructions some authors therefore use smooth truncation of the limited view data. Although it is intuitively understood why artifacts occur and how to deal with them, to the best of our knowledge, no theoretical (geometrical) characterization of artifacts was given so far -neither in PAT nor in Sonar. Also, it has not yet been mathematically justified why smooth truncation reduces artifacts.
In this article, we use the framework of microlocal analysis and the calculus of Fourier integral operators to develop a general approach that enables one to mathematically characterize limited angle artifacts for different types of tomography problems. We show that the reason for artifact generation is the hard truncation of the data at the ends of the angular range, and that they can be reduced by using a smooth truncation. We provide a paradigm that applies to a broad range of limited data problems and derive explicit characterizations of artifacts PAT/TAT and Sonar. Moreover, we illustrate our results in numerical experiments on simulated and experimental PAT data.
Characterizations of limited angle artifacts for x-ray tomography were obtained in [18] and [10] , where also a smooth truncation of the limited data was proposed to reduce the artifacts. Katsevich's results [18] apply to the line transform with arbitrary smooth weights. The results in [10, 18] , have been derived in a way which does not directly generalize to other tomography problems. This is mainly due to the fact that the authors heavily rely on the explicit expression of the reconstruction operators as singular pseudodifferential operators. However, for many other tomography problems such formulas are not available and, hence, the techniques of [10, 18 ] cannot be applied in order to get similar characterizations. Nguyen has recently used the theory of singular Fourier Integral operators FIO to analyze the strength, qualitatively, of the added artifacts in limited angle X-ray CT [24] . In [27] microlocal analysis is used to understand the streaks in X-ray CT scans caused by metal. In [35] , Symes observed the advantages of soft truncation (p. 46-47) and the problems with hard truncation (p. 65) in seismic imaging.
This article is organized as follows. In Section 2 we introduce the basic microlocal analysis needed for the article, including fundamental theorems about Fourier integral operators. Then, in Section 3, we give the key Theorem 3.1, describe the general strategy, and outline our paradigm to characterize the added singularities. This will guide the proofs and show how the paradigm can be used in general. In Section 4, we apply these results to thermo-and photoacoustic tomography and Sonar. In section 5 we provide reconstructions from real data to show how the artifacts occur and how they can be decreased. Finally, in section 6, we make some general observations about our method. Proofs of our main theorems are provided in the Appendix.
Microlocal Analysis and Fourier Integral Operators
In this section we review basic facts from microlocal analysis and the calculus of Fourier integral operators (including fundamental theorems) needed for the article. For general facts about the theory of distributions and more details on microlocal analysis we refer to [9, 16] . For details on Fourier integral operators we refer to [15, 36] .
Let Ω be an open set. We denote the set of C ∞ functions with domain Ω, by E(Ω) and the set of C ∞ functions of compact support in Ω by D(Ω). Distributions are continuous linear functionals on these function spaces. The dual space to D(Ω) is denoted D (Ω) and the dual space to E(Ω) is denoted E (Ω). In fact, E (Ω) is the set of distributions of compact support in Ω. For more information about these spaces we refer to [34] .
A function f (ξ) is said to decay rapidly at infinity in a conic open set V if it decays faster than any power of 1/ ξ in V . The singular support of a distribution, f , sing supp(f ), is the complement of the largest open set on which f is a C ∞ function. It follows directly from this definition that sing supp(f ) ⊂ supp(f ), and sing supp(f ) = ∅ if and only if f ∈ C ∞ (R n ). To make the concept of singularity apply to our range of problems, we will need to view the wavefront set as a subset of a conormal bundle so it will be invariantly defined on manifolds [36] . If Ξ is a manifold and y ∈ Ξ, then the cotangent space of Ξ at y is the set of all first order differentials (the dual space to the tangent space T y (Ξ)), and the cotangent bundle T * (Ξ) is the vector bundle with fiber above y ∈ Ξ. That is T * (Ξ) = (y, η) : y ∈ Ξ, η ∈ T * y (Ξ) . For example, the differentials dx 1 , dx 2 , . . . , and dx n are a basis of T * x (R n ) for any x ∈ R n . For ξ ∈ R n , we will use the notation
If φ ∈ R then dφ will be the differential with respect to φ and dr and ds are defined analogously.
If φ is a function of x, y then d x φ is the differential of φ in x, so if ∇ x φ is the gradient of φ in
The differentials of φ in other variables will be defined in a similar way.
Then f is microlocally smooth at x 0 in direction ξ 0 if there is a cutoff function ϕ (a smooth function of compact support for which ϕ(x 0 ) = 0) and a conic neighborhood of ξ 0 such that F(ϕf ) is rapidly decreasing at infinity in V . The wavefront set of f is the set of all (x, ξdx) ∈ T * (R n ) \ 0 such that f is not microlocally smooth at x in direction ξ.
Example 2.1. Let K be a compact subset of R 2 bounded by a simple closed smooth curve B = bd(Ω). Then, the wavefront set of the characteristic function of K, χ Ω , is the set of covectors conormal to the boundary of K:
where N y is the set of all vectors normal to bd(K) at y. The proof of this fact is non-trivial. The wavefront set of the characteristic function of a square is the set of conormals to the sides plus all covectors above the corners of the square (see [29, Example 9.12, p. 219] ). This can be used to show (2) by using the Inverse Function Theorem to find a diffeomorphism to locally straighten out the boundary curve. Then note that the diffeomorphism takes conormals to one boundary (i.e., wavefront set) to conormals of the other. However, if bd(K) is piecewise smooth and has a corner at a point y then all covectors above y are in WF(χ K ). This follows from the same example in [29] or a Radon line transform argument. Note that if bd(K) has a cusp with infinite order contact at y then only the two covectors conormal to the shared tangent line at the cusp. One proof uses the correspondence of wavefront set of a distribution to that of it's Radon line transform.
We now introduce Fourier Integral Operators (FIO) and provide some of their properties. These operators are generalizations of differential operators and they alter wavefront sets in precise ways.
That is φ(y, x, rξ) = rφ(x, y, ξ) for all r > 0.
where d x is defined in (1) and the other operators are defined in a similar way.
We define the auxiliary manifold
The phase function φ is called non-degenerate if the set {d y,x,ξ ∂φ ∂ξj , 1 ≤ j ≤ N } is linearly independent on Σ φ .
Definition 2.3 ([36]). A Fourier integral operator (FIO) F is defined as
where φ is a non-degenerate phase function, and the amplitude p(y, x, ξ) ∈ C ∞ (Y ×X ×R n ) satisfies the following estimate: For every compact set K ⊂ Y × X and for every multi-index α, β, γ, there is a constant C = C(K, α, β, γ) such that
m−|α| for all x, y ∈ K and for all ξ ∈ R n .
The canonical relation of F is defined as
Note that since the phase function φ is non-degenerate, the sets Σ φ and C are smooth manifolds. Furthermore, C is conic in the cotangent variables
To understand what Fourier integral operators and their compositions do on wavefront sets, we will define compositions of canonical relations. Let X and Y be manifolds, and
If
and
∃(y, η) ∈ T * Y : (x, ξ; y, η) ∈ A and (y, η; x , ξ ) ∈ B}.
For later use, we note the following relations: For A, B, and C as above and C ⊂ T * (X)
Note that a linear operator, L : E (X) → D (Y ) is properly supported when the following holds: if S is the support of the Schwartz kernel of L, then the projections from S to X and to Y are compact maps (i.e., the inverse image of any compact set is compact). This implies that L : E (X) → E (Y ). Now we make use of the fact that Fourier integral operators satisfy the Hörmander Sato Lemma. Theorem 2.4 (Th. 5.4, p. 461 [36] ). Let f be a distribution of compact support and let F be a Fourier integral operator. Then,
If F is properly supported, then this inclusion is valid for any distribution.
Furthermore we have that the adjoint of a FIO is a FIO.
Theorem 2.5 (Thm. 4.2.1 p. 174 [15] ). If F is an FIO associated to the canonical relation C, then the adjoint F * is an FIO associated to C t .
These theorems and the composition relations for FIO will be the keys to our general strategy in the next section and the proofs in the subsequent sections.
General Strategy
In this section, we will outline the general ideas we will apply in the following sections to understand visible and added singularities in limited data tomography. By presenting the ideas in general, we emphasize the broad applicability of this mathematics.
The imaging operator will be denoted M : E (Ω) → E (Ξ), where the object space Ω is a region in space to be imaged and the data space Ξ is a space that parameterizes the data. For the planar X-ray transform, the imaging operator is the X-ray transform, Ω is an open set in R 2 containing the object to be imaged, and Ξ is the set of lines in R
2 . In what follows the operator M is assumed to be a FIO. In this article, we consider incomplete data problems in which the data are taken only on a proper set A ⊂ Ξ. The resulting forward operator can be written
where χ A is the characteristic function of A and the product just restricts the data to the set A.
In the cases we consider, the reconstruction operator is of the form
where M * is an appropriate dual or backprojection operator to M that takes functions on the data space to functions on the object space and P is a differential or pseudodifferential operator. Equation (10) models many standard reconstruction algorithms, including limited angle filtered backprojection [22] , Lambda tomography [6, 7] , and algorithms in thermoacoustic tomography [8, 20] and sonar [2] , and radar [25] .
Since M is assumed to be a FIO, Theorem 2.4 and the wavefront relation (8) 
holds, then the product χ A u can be defined as a distribution. In this case, we have
where for A ⊂ Ξ and W ⊂ T * (Ξ)
Note that the condition "y ∈ A" is not in (13) in Hörmander's theorem, but we can include this condition because χ A is zero (and so smooth) off of A.
An auxiliary lemma will make the paradigm easier to apply.
be a FIO with canonical relation C and let A be a closed subset of Ξ. Assume the non-cancellation condition (11) holds for M and χ A so the Schwartz kernel of
Proof. By Theorem 2.4, WF(Mf ) ⊂ C • WF(f ). Then one uses Theorem 3.1 and the definition of Q, (13), to infer
We also just used the fact that since
. This proves (14) . Now, using Theorem 2.4 and the composition rules (7) for C t , one proves (15) from (14).
Here is the outline of our paradigm; it can be used for a range of limited data problems to understand visible and added singularities. (c) Make sure the non-cancellation condition (11) holds for χ A and Mf . This can be done in general by making sure it holds for (y, η) ∈ C • (T * (Ω) \ 0) since that is the largest that WF(Mf ) can be (by Theorem 2.4 since WF(f ) ⊂ T * (Ω) \ 0).
) to find possible visible singularities and added artifacts.
Characterization of Limited Data Artifacts in PAT/TAT and Sonar
Using the paradigm of section 3, we now describe the visible and added singularities for photo-and thermoacoustic tomography (PAT and TAT, respectively), and sonar with constant sound speed. Proofs will be given in the appendix. The same arguments can be used to prove the theorems in [10] about limited angle tomography, even for the generalized X-ray transform in the plane with arbitrary smooth measures. The arguments in [10, 18] are more elementary and do not require the theory of FIO, but they do not apply to generalized transforms. (27) . In fact, our theorems are valid for any FIO associated to the same canonical relation since our proofs use only the properties of the operators as FIO and their associated their canonical relations (when the operators can be composed).
Photo-and thermoacoustic tomography for planar data (circular Radon transform)
In this section, we consider the so-called circular mean Radon transform in 2D, which is a standard model for sectional imaging setups of photoacoustic tomography with constant sound speed. We refer to [5, 14, 19] for overviews of the mathematics behind PAT and TAT. The forward transform is defined by
where S is a smooth curve in R 2 . We will consider only functions and distributions on R 2 that are supported inside the open unit disk D = x ∈ R 2 : x < 1 . We will assume the detectors are on the circle S = S 1 , and use the parameterizations for vectors in S 1 and for circles respectively
The tomographic data will have the following parametrization
where we identify 0 and 2π or, equivalently, consider only functions and distributions on Ξ that are 2π periodic in φ. Note that the measure dx in this integral is the arc length measure. Then, the dual transform to M (using the standard measures on D and Ξ) is
Because D is the open disk with boundary
We will consider the limited data problem for this transform specifying circular means with centers θ(φ) for φ ∈ [a, b] with b − a < 2π:
where
Before we state the main theorem of the section, we need to define several concepts related to the microlocal analysis of the circular mean transform. For φ ∈ [0, 2π] and x ∈ D, let
Then n(φ, x) the outward unit normal vector at x to the circle C(φ, x − θ(φ) ) centered at θ(φ) and containing x. For A ⊂ [0, 2π] we define the set
In our next theorem, we show V [a,b] is the set of possible visible singularities, i.e., those that can be imaged by M * P M [a,b] (singularities for φ ∈ {a, b} might be cancelled). For f ∈ E (D), we define the set A {a,b} (f ) := (x, ξdx) : ∃φ ∈ {a, b} ∃r ∈ (0, 2), ∃α = 0,
The set A {a,b} (f ) will include added artifacts in the reconstruction operator
Theorem 4.2 (Visible and Added Singularities). Let f ∈ E (D) and let P be a pseudodifferential operator on D (Ξ). Then,
One would expect that an inclusion
holds, which is true for sonar, as proven in Section 4.2, and for limited angle x-ray tomography with reconstruction operators considered in [10] . We will discuss why this is not possible, in general for the PAT transform in Remark A.1. Remark 4.3. In general, Radon transforms detect singularities conormal to the set being integrated over, and so the visible singularities should be conormal to circles in the data set. The set V [a,b] is the collection of conormals to circles C(φ, r) for φ ∈ [a, b], and, according to Theorem 4.2,
f . This idea of visible singularities being (co)normal to the manifold of integration is well-known and is for example, discussed in [26, 31] . This follows from the pioneering work of Guillemin [11, 12] showing Radon transforms are FIO associated to a conormal bundle. There are also possible added singularities, A {a,b} (f ), and they come about from the data at the limits of the angular range, a and b. Remarkably, if f has a singularity at one point on the circle C(φ, r) (for φ = a or φ = b) conormal to the circle, then that singularity can be spread over the entire circle in the reconstruction. Figure 2 illustrates this perfectly (as do the reconstructions in Section 5). The data are taken for φ ∈ [0, π]. Every singularity in D is visible since, for every x ∈ D and ξ ∈ R 2 \ 0, there is a φ ∈ [0, π] with ξ = αn(φ, x) for some α = 0; that is, for every covector
The added singularities are as predicted by the theorem. They appear on circles C(φ, r) when φ = 0, π, the endpoints of the interval of detectors and when some singularity of f is conormal to the circle. For the simple phantom in Figure 2 there are four circles of added artifacts, and they are tangent to the boundary of the object at points on the horizontal axis.
Next, we will show that the same artifact reduction procedure suggested in [10] is valid for this case, too. Let a and b be chosen so a < a < b < b and choose a smooth cutoff function ϕ : [0, 2π] → R supported in (a, b) and equal to one on [a , b ]. Define the operator
Then K ϕ M uses only data for φ ∈ [a, b] but it provides a smooth cutoff. This discussion leads to the following theorem.
Theorem 4.4 (Reduction of Artifacts for the circular mean transform). Let K ϕ be defined by (25) and let P be a pseudodifferential operator on E (Ξ). Finally, let
Thus, only visible singularities of f are visible in L ϕ (f ), and there are no added singularities. The proofs of these theorems are in the appendix.
Sonar (spherical mean transform with centers on a plane)
In this section, we analyze a limited data problem for sonar. We assume the sound speed is constant and there are not multiple reflections. Then, using the ansatz of Cohen and Bleistein [4] the data can be reduced to integrals over spheres centered on the ocean surface of the perturbation, f (x), from the constant sound speed. We assume the ocean surface is planar and consider sonar data from transceivers on a compact subset, K, of that plane.
The functions we consider will be compactly supported in the open upper half plane
Let Ξ S := R 2 × (0, ∞), and denote the sphere centered at (y, 0) and of radius r by S(y, r) = x ∈ R 3 : x − (y, 0) = r . The spherical mean transform of f ∈ D(X) is denoted
where dx is the surface measure on the sphere S(y, r). For g ∈ E (Ξ S ), the dual transform is given by
where we note that the weight does not blow up since the integral is evaluated at x ∈ X. Let K be a compact subset of R 2 with nontrivial interior. We consider the limited data problem where data are given over spheres S(y, r) with (y, r) in
The resulting transform is
Since K is compact, for any f ∈ E (X), M S,A (f ) ∈ E (Ξ S ). For x ∈ X and y ∈ R 2 , we let
denote the outward unit normal at x to the sphere S(y, x − (y, 0) ). Note that the third coordinate of n(y, x) is never equal to zero since x 3 > 0. We define the set
In our next theorem, we show V S,K is the set of possible visible singularities, i.e., those that can be imaged by M * S P M S,A (singularities above points y ∈ bd(K) might be cancelled). If x = (x 1 , x 2 , x 3 ) ∈ R 3 then we define x = (x 1 , x 2 ). Singularities are spread in more subtle ways in sonar than in TAT and so we need to introduce more notation to properly describe these added artifacts. Let S 2 + denote the open top hemisphere of S 2 . Let (y, r) ∈ Ξ S and let η ∈ R 2 \ 0 and n ∈ S 2 + . Let C(y, r, η, n) be the circle on S(y, r) C(y, r, η, n) = {x ∈ S(y, r) : ∃a ∈ R, x − y = aη + rn } .
This circle is the intersection of S(y, r) with the vertical plane that is parallel η and goes through (y + rn , 0). Let K ⊂ R 2 be a compact set bounded by a piecewise C ∞ , simple, closed curve, B = bd(K). Then, the singular support of χ K is B. As noted in Example 2.1, at points y ∈ B at which B is a smooth curve, (y, ηdy) ∈ WF(χ K ) if and only if η is normal to B at y. On the other hand, if B has a corner at y then all covectors above y are in WF(χ K ). By [29] , WF(χ K ) is a set of covectors above bd(K), and at any point y ∈ bd(K) at which bd(K) is smooth, they are the conormal covectors to bd(K) at y (see the discussion in Example 2.1).
The following definition allows us to apply our next theorem to more general sets K than those with piecewise smooth boundaries.
Definition 4.5 (Generalized Normal Bundle). Let K be a compact subset of R 2 . Define N (K), the generalized normal bundle of K, to be the set of vectors in R 2 × R 2 \ 0 such that
Using this notation and with A = K × (0, ∞), the wavefront set of χ A as a function on Ξ S is
If K is bounded by a smooth curve then our definition of N (K) corresponds with the standard definition of the normal bundle of bd(K). However, if K has measure zero (e.g., if K is a curve), then χ K = 0 as a distribution. This means that, by our definition N (K) = ∅, and this definition does not exactly correspond to the standard normal bundle of bd(K). Now, we define the set of added singularities. Let f ∈ E (X) and let K a compact subset of R 2 . Define the set
and x ∈ C(y, r, η, n(y, x)), ξ = αn(y, x) .
We will say more about this set after the theorem.
Theorem 4.6 (Visible and Added Singularities for the Spherical transform).
Let f ∈ E (X) and let P be a properly supported pseudodifferential operator on D (Ξ S ). Let K be a compact subset of R 2 with nontrivial interior and let and A = K × (0, ∞). Then,
Remark 4.7. In practice, K will be a compact set bounded by a simple piecewise smooth curve, and we now consider A S,K (f ) in this case. By the definition of A S,K (f ) and Theorem 4.6, singularities are added on spheres S(y, r). For added singularities to appear on S(y, r) the following must be satisfied:
• y ∈ bd(K)
• There is an x ∈ S(y, r) and α = 0 with ( x, αn(y, x)) ∈ WF(f ).
Once this is true, the singularities spread differently depending on the geometry of bd(K). Let y ∈ bd(K), r > 0, and α = 0. Assume x ∈ S(y, r) with ( x, αn(y, x)dx) ∈ WF(f ). First, assume bd(K) is a smooth curve at y. Let η be a normal to bd(K) at y, then all normals to bd(K) at y are parallel to η. Thus, the added singularities caused by the singularity of f at ( x, αn(y, x)dx) will be on the semicircle C(y, r, η, αn(y, x)) ∩ X but nowhere else on S(y, r). Now assume that bd(K) has a corner at y. Then, for all η = 0,(y, η) ∈ N (K). Each such η generates a semicircle of possible added singularities that is in a plane parallel to η and through the fixed point (y + rn (y, x), 0). As η changes, this semicircle sweeps out the entire hemisphere S(y, r) ∩ X. Thus, in this case, added singularities are on this entire hemisphere.
This discussion justifies using measurement sets K with smooth boundaries so added singularities do not spread along entire spheres.
The reconstruction from simulated sonar data in Figure 3 , which was taken from [32] , illustrate our theorem perfectly; there are added singularities in exactly the places predicted by the theorem. In fact, all of the reconstructions in [32] have the added artifacts in the locations predicted by the theorem.
The same artifact reduction procedure suggested in [10] is valid for this case, too. Let K be an open set whose closure is contained in int(K) and let ϕ : R 2 → R be a smooth cutoff function that is supported in int(K) and equal to one on K . In this case, the operator
Then K ϕ M S uses only data for y ∈ K but it provides a smooth cutoff. This discussion leads to the following theorem. 1, 4) . The added artifacts in this picture are along circles parallel the x 2 x 3 plane (since they are caused by normals perpendicular to the x 1 axis for spheres centered on lines parallel the x 1 axis). Note that the predicted artifact caused by the ocean floor would be outside the reconstruction region since it would be caused by spheres centered at (0.25, ±12, 0) and of radius 6. Reprinted from [32] by permission of IOP Publishing. with nontrivial interior. Let P be a properly supported pseudodifferential operator on E (Ξ S ). Let K be an open set whose closure is contained in int(K) and let ϕ : R 2 → R be a smooth function supported in int(K) and equal to one on K . Let
then L ϕ is a standard C ∞ pseudodifferential operator and so
Thus, only visible singularities of f are visible in L ϕ (f ), and there are no added singularities. In contrast to the circular mean case, when P is elliptic, all of the singularities of f in V S,K are visible in L ϕ (f ). This distinction will be explained in Remark A.1.
Numerical Examples
In this section we illustrate the capability of our artifact reduction strategy for limited view reconstruction from circular mean data. In particular, we show that the proposed artifact reduction strategy performs very well on synthetic data as well as on real photoacoustic data. In our experiments we consider the circular mean transform, M, with detectors on a circle or circular arc surrounding the object. This is the standard model in sectional imaging in photo-and thermoacoustic tomography [5, 33] , and it is the model we analyzed in Section 4.1. The Sonar case, as presented in Section 4.2, can be implemented similarly and we expect similar results.
For the numerical experiments, we implemented the following reconstruction operators in Matlab, The left-hand picture is the original phantom, the middle picture is the reconstruction without artifact reduction and the right-hand picture is an artifact reduced reconstruction with ε = 18
• .
We also implemented their artifact reduced versions
where K ϕ is the multiplication operator defined in (25) . K ϕ multiplies the limited view data g = M [a,b] f with a smooth truncation function ϕ that satisfies the assumptions of Theorem 4.4. In our implementation of K ϕ we use a similar cutoff function as in [10] . Namely, we let
, we used the function ν ε defined by ν ε (x) = exp(
x 2 −ε 2 ) for |x| < ε and ν ε (x) = 0 for |x| ≥ ε, to generate a smooth transition from 0 to 1 and from 1 to 0, respectively. That is, for φ ∈ [a, a + ε] we set ϕ ε (φ) = ν ε (a + ε − φ), and for φ ∈ [b − ε, b] we set ϕ ε (φ) = ν ε (φ − b + ε). The function ϕ ε defines a smooth function apart from φ = a + ε and φ = b − ε. Even though this function is not globally smooth, we may use it for artifact reduction because, in practice, it is evaluated at a finite number of points and there is a smooth function that has these values at these points. Moreover, this function has shown to provide good artifact reduction results in limited angle x-ray tomography, cf. [10] .
In our experiments, we performed two sets of reconstructions. In our first experiment, we computed reconstructions from synthetic data. Here, we generated limited view spherical mean data g = M [a,b] f in Matlab from a characteristic function of a circle centered around the origin and from the Forbild head phantom [21] . The corresponding Lambda type reconstructions L 2 g and L 2 ϕ g are shown in Figures 1 and 4 . The standard reconstructions L 2 g without artifact reduction (left images) clearly show the circular artifacts as characterized in Section 4.1, see also Figure 2 . In particular, in the L 2 g reconstruction of Figure 4 , we observe that many artifacts overlap and significantly degrade the reconstruction quality (even generating new image features). This is due to the presence of many singularities in the original image. Thus, similar behavior can be expected for any limited view reconstruction of an image with many singularities. By using artifact reduced reconstruction operators L 2 ϕ g, in Figures 1 and 4 , we can clearly observe an improvement of image quality. The artifacts are clearly reduced while most of the visible singularities are preserved (even this could not be proven in Section 4.1, see Remark A.1). However, we also observe that some of the visible singularities with directions at the boundary of the limited view are smoothed.
In our second experiment, we computed reconstructions from real photoacoustic measurements. More precisely, we computed the backprojection of the experimental pressure data that were generated through a focused illumination of the object in the plane z = 0, and measured by acoustic detectors that were distributed on a circular arc surrounding the object. The data is by courtesy of the group of Prof. Daniel Razansky (Institute for Biological and Medical Imaging, Helmholtz Zentrum München). For more details on the measurement setup we refer to [33] . Although real PAT data is three dimensional in nature, the pressure data p (measured in the plane z = 0) of the described sectional imaging setup is related to the circular mean operator by p(ξ, t) = where Mf (ξ, t) denote the circular means of the imaged section, for more details see [5] . Thus, our reconstructions correspond to the application of the operators L 1 and
The images of Figure 5 show reconstructions of a paper phantom (which has ink as an optical absorber) and images in Figure 6 show reconstructions of a mouse tumor. In Figure 5 , one can clearly observe the effect of artifact reduction induced by smooth truncation of the limited view data at the ends of the angular range. As previously, the visible singularities are well preserved while the circular artifacts are removed as can be seen from the difference image in Figure 5 . We would like to point our that even though the ground truth is not available the theoretical analysis of Section 4 together with previous examples enable us to differentiate between reliable image features and added artifacts (which are located on circular arcs). This is very important since there are practical situations where it is not that easy to distinguish between reliable image features and artifacts. For example, Figure 6 shows another limited view reconstruction from experimental photoacoustic data where the artifacts are not as distinctive as in Figure 5 . The reconstruction with artifact reduction is presented in the middle image of Figure 6 . Here, one can observe that a superior image quality is achieved through the application of artifact reduction: the reconstructions appear to be more clear, having a more homogeneous background. As seen from the difference image in Figure 6 the circular artifacts are removed effectively.
Finally, we note that the visibility of artifacts in numerical reconstructions highly depends on the choice of the ε-parameter in the cutoff function (ϕ ε above). For a detailed discussion we refer to [10] . Here, we note only that there is a trade-off between mitigation of artifacts and smoothing of visible singularities: large ε-parameters lead to good mitigation of artifacts in the reconstruction while at the same time (depending on the limited view) a large ε-parameter can smooth the visible singularities, as in Figures 1 and 4 . In contrast, small ε-parameters preserve most of the visible singularities while circular artifacts might still be clearly visible. In all of the above experiments, we have chosen the "optimal" ε-parameter by visually inspecting a series of reconstructions with different parameters.
To sum up, our theoretical analysis of Section 4 helps to distinguish between reliable image features and artifacts in limited view reconstructions (thus improving proper interpretation of limited view reconstructions). In particular, it provides an effective and easy-to-implement strategy for artifact reduction. Our experiments show that this strategy significantly improves the reconstruction quality not only in reconstructions from synthetic phantom data but also from real experimental data.
Concluding Remarks
In this paper we presented a paradigm to precisely characterize potential added singularities in limited data tomography problems. The paradigm in Section 3 is general and can be applied to a range of other limited data problems besides limited angle tomography, and the ones we studied in this article: PAT/TAT and Sonar. We proved that these added singularities come from data at the boundary of the data set. For PAT/TAT with data on [a, b] × (0, 2), if the object, f , has a singularity on a circle C(a, r) or C(b, r) that is conormal to the circle, then the singularity can be spread over the entire circle (see Remark 4.3). In Sonar with limited data on A × (0, ∞), the added artifacts appear on (part or all) of spheres S(y, r) for y ∈ bd(A). If f has a singularity conormal to such a sphere, then singularities can be spread along a circle on that sphere if bd(A) is smooth at y and along the entire sphere if bd(A) is not smooth at y (see Remark 4.7).
For the case of sonar we showed that detector locations (the set A) with smooth boundaries will produce fewer added artifacts than sets with corners.
Moreover, we showed that, with a smooth cutoff at the boundary, the added artifacts are eliminated. Reconstructions from real and simulated data were presented that illustrate our paradigm and the artifact reduction procedure.
The canonical relation of M is given in equations (4.2)-(4.4) in the proof of Lemma 4.3 on p. 396 of [1] .
where θ ⊥ (φ) = θ(φ + π/2) is perpendicular to θ(φ). Recall that A = [a, b]×(0, ∞) in this proof. The non-cancellation condition (11) in Theorem 3.1 holds since WF(χ A ) has dr component of zero, and any covector in C M • (T * (D) \ 0) has nonzero dr component. So, this theorem can be used to show that the product χ [a,b] M is well-defined for distributions f ∈ E (D) and
(see (14) ). We calculate Q(A, WF(C M • WF(f ))) in steps.
Using (36) we see
According to the definition of Q, (13),
One can break the right-hand side of (38) into the union of three sets:
where the set
is generated by terms ξ = 0 and η = 0 in (38). Furthermore, W {a,b} (f ) can be written
because ν = µ + αθ ⊥ (φ) · n(φ, x) is arbitrary since, for φ ∈ {a, b}, every nonzero covector ((φ, r), µdφ) ∈ W F (χ A ) (we allow µ = 0 in this expression to make the proof easier to describe). At this point, we have finished steps 1 to 4 of the paradigm of Section 3.
In the next step we compute C is the intersection of S 1 with the ray {x + tξ : t < 0} and define φ 2 as the unique angle in [0, 2π] such that θ(φ 2 ) is the intersection of S 1 with the ray {x + tξ : t > 0}. Note that φ 1 and φ 2 are smooth functions of (x, ξdx). Define for j = 1, 2
Note that x((φ, r), ν, α) ∈ C(φ, r) and if ν/α and r are sufficiently close to zero, this point is in D. Define
Then, c j :
These statements are proven using geometry and the observations that x φ = x((φ, r), ν, α) satisfies (x φ − θ(φ)) · θ ⊥ (φ) = ν/α and x φ ∈ C(φ, r).
For ν/α ∈ [−1, 1], (φ, r) ∈ Ξ, and x((φ, r), ν, α) ∈ D,
These calculations allow one to show for j = 1, 2 that c inv • c j is the identity map on
Now that these basic observations have been made, we can calculate the wavefront set of
Using the composition rules (7), Theorem 2.4, and (39) yields the following union of sets:
We examine the three terms of (45)-(47) separately and we first show that the set in equation Let ((φ, r) , νdφ + αdr) ∈ W {a,b} (f ). Then φ ∈ {a, b}, ν ∈ R is arbitrary, α = 0, and for some x ∈ C(φ, r), ( x, αn(φ, x)dx) ∈ WF(f ). For C t M • ((φ, r), νdφ + αdr) to be nonempty, ν/α can be any value in [−1, 1] such that x φ = x((φ, r), ν, α) ∈ D. Since r is fixed, x φ is an arbitrary point on C(φ, r) ∩ D. This means that for every x ∈ C(φ, r) ∩ D, the covector (x, αn(φ, x)dx) ∈ C t M • W {a,b} (f ). Therefore, the set of possible added singularities from (47) is the set A {a,b} (f ) defined in (23) .
Finally, we use Lemma 3.2 and the general wavefront containment (15) to conclude (24) in Theorem 4.2. This finishes the proof.
Proof of Theorem 4.4. Because K ϕ is a (trivial) pseudodifferential operator on D (Ξ), K ϕ M is a standard C ∞ FIO with the same canonical relation as M. Therefore, L ϕ is a standard pseudodifferential operator for distributions supported in D. This is true because C t M • C M = ∆ is the diagonal in T * (D) by equation (44) (see [36] ). So, WF(L ϕ f ) ⊂ WF(f ) for any f ∈ E (D). To show the inclusion in (33), we note that if (x 0 , ξ 0 dx) / ∈ V [a,b] , then neither of the two angles φ 1 = φ 1 (x 0 , ξ 0 ) and φ 2 = φ 2 (x 0 , ξ 0 ) is in [a, b] . Therefore K ϕ M(f ) is zero (and so smooth) near φ j for j = 1, 2 and for any η above (φ j , r). That means that any covector above the point (φ j , x 0 − θ(φ j ) ) (j=1,2) is not in WF(P K ϕ M(f )). By (43), the only two covectors that could contribute to
, this proves the theorem.
Proof of Theorem 4.6. We will recall some of the microlocal analysis of the sonar transform that was proven in [32] . The canonical relation of M S is [32, equation (3.5) ]
Because x 3 > 0, ξ = αn(y, x) always has ξ 3 = 0. Note that in equation (3.5) in [32] the dx coordinate should be +αn(y, x)dx since C is the canonical relation for M S , not its Lagrangian manifold.
Let (x, ξdx) ∈ T * (X) with ξ 3 = 0. We define
and S
2
+ is the open upper hemisphere of S 2 . Recall that (x 1 , x 2 , x 3 ) = (x 1 , x 2 ). Then, by equations (3.7)-(3.10) in [32] ,
Note that c is a diffeomorphism from {(x, ξ) : x ∈ X, ξ 3 = 0} onto
where D is the open unit disk in R 2 . Let ((y, r), νdy + αdr)) ∈ T S , Then, ν/α ∈ D and so
+ and x(y, r, ν, α) = (y, 0) + r n(ν, α) satisfy c −1 (((y, r) , νdy + αdr)) = (x(y, r, ν, α), αn(ν, α)dx). 
is a dense open subset of the diagonal ∆ ⊂ T * (X ×X). This finishes the general microlocal analysis of M S and M * S .
Let f ∈ E (X) and let K be a compact set in the plane with nontrivial interior and let A = K × (0, ∞).
Because every covector in T S has nonzero dr component and every covector in WF(χ A ) has zero dr component, the non-cancellation condition (11) holds. So, by Theorem 3.1 the product 
corresponds to the sum of covectors ((y, r), ηdy) ∈ WF(χ A ) and covectors ((y, r), α [n (y, x)dy + dr]) ∈ WF(C S • WF(f )).
We now examine the fibers of W A (f ). Fix r > 0, and α 0 = 0 and (y, η 0 ) ∈ N (K). Assume there is a x ∈ S(y, r) with ( x, α 0 n(y, x)dx) ∈ WF(f ). Note that ∀a = 0, ((y, r), aη 0 dy) ∈ WF(χ A ), ∀b > 0, ((y, r), bα 0 [n (y, x)dy + dr]) ∈ C S • WF(f ). (58) The first statement in (58) follows because χ A is a real valued function so a can be negative as well as positive (for real f and any cutoff function ϕ, | ϕf (ξ)| = | ϕf (−ξ)|). The right-hand statement in (58) is true since WF(f ) is conic. Therefore the part of the fiber of W A (f ) above (y, r) that comes from a singularity of f at ( x, α 0 n(y, x)) consists of points ((y, r), [aη 0 + bα 0 n (y, x)] dy + bα 0 dr)) for a ∈ R, b > 0.
At this point, we have finished steps 1 to 4 of the paradigm of Section 3. The rest of the proof of (32) Finally, one applies Lemma 3.2, (15) to finish the proof of (32) . To prove the second assertion in Theorem 4.6 (if P is elliptic), we use the result of Theorem 4.8, which is proven independently of this part of the proof. Let (x, ξdx) ∈ WF(f ) ∩ V S,int(K) and let y = y(x, ξ) be the point in int(K) that is the center of the sphere S(y(x, ξ), r(x, ξ)) containing x and which is normal to ξ at x. Now, let ϕ be a cutoff function that is equal to one in a neighborhood K of y and is supported in int(K). Then, by Theorem 4.8, (x, ξdx) ∈ WF(L ϕ (f )). However,
because (χ A − ϕ) is zero near (y, r) for all r. Thus P (χ A − ϕ)M S (f ) is smooth near y and so M * S P (χ A −ϕ)M S (f ) is smooth near c −1 ((y, r), νdy +αdr) whenever ν/α ∈ D. However, for some choice of r, ν, and α, ((y, r), νdy + αdr) = c(x, ξdx) and so (x, ξdx) = c −1 ((y, r), νdy + αdr). Thus M * S P (χ A − ϕ)M S (f ) is smooth near (x, ξdx). These two results show that (x, ξdx) ∈ WF(M * S P M S,A (f )) and this proves the second part of the theorem.
Proof of Theorem 4.8. Let ϕ be a cutoff function supported in int(K) and equal to one on K . Then, K ϕ is trivially a pseudodifferential operator on E (Ξ S ) and so P K ϕ M S is a FIO associated to C S . Now, by (54), L ϕ is a standard pseudodifferential operator, and this proves the first part of Theorem 4.8.
To prove the second part, let (x, ξdx) ∈ WF(f ) ∩ V S,K and assume P is elliptic. Let ν ∈ T * (y,r) (Ξ) and ((y, r), ν) = c(x, ξdx). Because (x, ξdx) ∈ V S,K , y ∈ K . Because M S is elliptic and P K ϕ is elliptic near ((y, r), ν), one sees that ((y, r), ν) ∈ WF(P K ϕ M S (f )). Since M * S is elliptic and both c and c −1 are functions, c −1 ((y, r), ν) = (x, ξdx) and (x, ξdx) ∈ WF(L ϕ (f )). This proves the second part of the theorem.
Remark A.1. In the case of sonar, we can assert, if P is elliptic, that M * S P K ϕ M A is elliptic on V S,int(K ) because composition with C S and C t S is described by two functions, c and c −1 . This reflects the fact that for each (x, ξdx) ∈ V S,R 2 there is a unique ((y, r), ν) in C S • {(x, ξdx)}. In the case of the circular transform in PAT, there are two such covectors, corresponding to the two angles φ 1 (x, ξ) and φ 2 (x, ξ) in the proof of Theorem 4.2. For the circular transform, to assert that M * P K ϕ M is elliptic in V (a ,b ) , one would have to calculate the symbol of M * P K ϕ M and make sure it is nowhere zero on V (a ,b ) . This would be true in the case of M * K ϕ M since the symbol consists of terms that are positive above V (a ,b ) (see e.g., [11, 12, 30] ). As a simple example where this is not true, if R is the Radon line transform and R * is its dual, then R * (d/dp)R = 0 even though each operator is elliptic.
