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Abstract
This paper investigates the behavior of PSO (particle swarm optimization) and CMA-ES (covariance matrix adaptation evolution
strategy) on ill-conditioned functions. The paper also highlights momentum as important common concept used in both algorithms
and reviews important invariance properties. On separable, ill-conditioned functions, PSO performs very well and outperforms
CMA-ES by a factor of up to five. On the same but rotated functions, the performance of CMA-ES is unchanged, while the
performance of PSO declines dramatically: on non-separable, ill-conditioned functions we find the search costs (number of func-
tion evaluations) of PSO increasing roughly proportional with the condition number and CMA-ES outperforms PSO by orders
of magnitude. The strong dependency of PSO on rotations originates from random events that are only independent within the
given coordinate system. The CMA-ES adapts the coordinate system where the independent events take place and is rotational
invariant. We argue that invariance properties, like rotational invariance, are desirable, because they increase the predictive power
of performance results by inducing problem equivalence classes.
Key words: Particle Swarm Optimization, PSO, Covariance Matrix Adaptation, Evolution Strategy, CMA-ES, performance
assessment, ill-conditioned problems, non-separable problems, invariance
1. Introduction
In this paper we consider stochastic methods that aim to min-
imize a non-linear objective function
f : X ⊂ Rn → R (1)
x 7→ f (x) ,
where the search space X is typically a convex subset of Rn.
Throughout this paper, X equals Rn. The typical search space
dimensionality n, the number of design variables, ranges be-
tween two and a few hundred. In this paper, the search costs are
defined as the number of function evaluations on f . The search
objectives are twofold: finding 1) a good solution x, where f (x)
is as small as possible, while 2) the search costs should be as
small as possible. Our preferred performance measure will be
the expected costs needed to fall below a target function value.
1.1. Why Search is Difficult
In order to understand success and failure of search algo-
rithms we need to understand the difficulties of the objective
function f . Understanding f also leads to criteria on how to
categorize and design test functions in a useful way. In the
following, we consider two function properties that make a
problem difficult: ill-conditioning, and, as a prerequisite, non-
separability.
1.1.1. Decomposability and Separability
We call an objective function, f : x 7→ f (x), separable with
respect to coordinate i, if the optimal value for the i-th coordi-
nate xi does not depend on the choice of the remaining coordi-
nates. We call the objective function separable, if it is separable
with respect to each coordinate. More formally, let ei ∈ Rn be
the i-th unit vector. A function is said separable with respect to
coordinate i if, for all y, z ∈ Rn,
arg min
λ∈R
f (y − yiei + λei) = arg min
λ∈R
f (z − ziei + λei) .
Many well-known test functions are additively decompos-
able. They can be written as a sum of n one-dimensional func-
tions fi like f (x) =
∑n
i=1 fi(xi). Additively decomposable func-
tions are separable while separable functions are not necessarily
additively decomposable.
Separable functions are not subject to the curse of dimen-
sionality. The global function minimizer can be found by min-
imizing n one-dimensional objective functions fi : λ ∈ R 7→
f (x + (λ − xi)ei), i = 1, . . . , n, for any given x in Rn. Their dif-
ficulty scales linearly with the search space dimension. In con-
trast, the search space volume increases exponentially fast with
the dimension, leading to the notion of curse of dimensionality.
In this paper we will conduct experiments on separable (“easy”)
and non-separable (“hard”) functions.
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1.1.2. Ill-Conditioning
Informally speaking, the term ill-conditioned refers to a situ-
ation where different variables, or different directions in search
space, show a largely different sensitivity in their contribution
to the objective function value.
For a convex-quadratic function f (x) = 1
2
xT Hx, where H
is symmetric positive definite, the problem condition is well-
defined by the condition number of the Hessian matrix H. The
condition number of H is the ratio between its largest and small-
est eigenvalue. Figuratively, the eigenvalues correspond to the
squared relative lengths of the principal axes of the ellipsoid
{x | xT Hx = 1}. For points located on the principal axes, the
gradient aligns with the axis direction, and the axis length de-
termines the magnitude of movement that would be needed to
achieve a certain change in function value.
More generally, we can call a function ill-conditioned if for
points with similar function values the minimal displacement
(in search space) that produces a given function value improve-
ment differs by orders of magnitude.
In practice, little domain knowledge is usually sufficient to
identify separable problems. Therefore, n-dimensional search
problems often exhibit intricate dependencies between their de-
sign variables and these ill-conditioned problems often lead to
premature convergence.
1.2. Objective of this Paper
This article aims to quantify performance depending on ill-
conditioning for two stochastic search methods. The two
considered methods are Particle Swarm Optimization (PSO)
[1, 2, 3, 4] and Covariance Matrix Adaptation Evolution Strat-
egy (CMA-ES) [5, 6, 7]. We will answer the following ques-
tions quantitatively.
1. How well do PSO and CMA-ES perform on ill-
conditioned problems?
2. How strongly does the performance depend on coordinate
system rotations?
To this end, we investigate PSO and CMA-ES on a small num-
ber of carefully chosen test functions with varying condition
number.
This paper neither introduces a new method nor improves
a known one. The purpose is, on the one hand, to gain spe-
cific and important insight into well-established methods, and,
on the other hand, to introduce useful and powerful evaluation
methodologies in the domain of evolutionary and swarm opti-
mization encouraging their usage in further empirical studies.
The next section reviews the concept of invariance in search
and optimization. The following two sections review PSO and
CMA-ES in turn. Section 3.3 describes a common concept that
is extensively utilized in both algorithms. Section 4 describes
the experimental set-up and Section 5 presents the experimental
results. Summary and conclusion are provided in Section 7.
2. Invariance
Invariance, in physics referred to as symmetry, is a funda-
mental concept in science. The purpose of invariance is well
reflected in the following quote attributed to Albert Einstein:
The grand aim of all science is to cover the greatest number of
empirical facts by logical deduction from the smallest number
of hypotheses or axioms. Invariance is the mathematical con-
cept associated with this aim. For example, we desire a physical
law or biological model to be invariant to environmental param-
eters, say weekday, temperature, or air humidity. Inclusion of
these parameters into the model or the need for controlling them
makes the model more complex and/or less general. The more
invariance properties a model exhibits, or the fewer dependen-
cies on exogenous parameters the model reveals, the wider is
its applicability and the greater is its predictive power.
The same idea holds for invariance properties of search al-
gorithms. In search, invariance properties induce equivalence
classes of objective functions, on which the performance of the
search algorithm is identical. Consequently, any result observed
on a real world problem, or on a test function, does not only
hold for this single problem instance, but inevitably general-
izes to the complete class of problems induced by the invari-
ance property, that the tested problem is an element of. Hence
stronger statements on the performance of the search algorithm
can be made—a greater number of empirical facts is covered.2
The drawback to invariance properties in search is that some
information cannot be exploited anymore. For example, rota-
tional invariance means to abandon exploitation of the orienta-
tion of the given coordinate system and therefore exploitation
of separability. We review important invariance properties of
search algorithms after giving a formal definition.
Definition 1 (Invariance). Let T ⊂ {T : R → R}, U ⊂ {U :
R
n → Rn}, where T and U contain the identity. Let S be the
state space of the search algorithm, s ∈ S and A f : S → S
an iteration step of the algorithm under objective function f .
The algorithmA is invariant under T andU if for all T ∈ T ,
U ∈ U there exists a bijective state space transformation JT,U :
S → S such that for all f ∈ Rn → R, s ∈ S
JT,U ◦ AT◦ f◦U(s) = A f ◦ JT,U(s) . (2)
or equivalently
AT◦ f◦U(s) = J−1T,U ◦ A f ◦ JT,U(s) , (3)
For randomized algorithms, the equalities hold almost surely,
given appropriately coupled random number realizations, oth-
erwise in distribution. The set of functions {T ◦ f ◦ U | T ∈
T , U ∈ U} is an invariance set of f for algorithmA.
Equation (3) implies (trivially) for all k ∈ N that
AkT◦ f◦U(s) = J
−1
T,U ◦ Akf ◦ JT,U(s) , (4)
where Ak(s) denotes k iteration steps of the algorithm starting
from s. Equation (4) illustrates that for any f : Rn → R, T ∈
T , U ∈ U, the algorithm A optimizes the function T ◦ f ◦
2Invariance does not imply good performance per se, it only provides the
means to generalize (favorable and unfavorable) performance observations.
2
U with initial state s just like the function f with initial state
JT,U(s). We will see that in some cases JT,U is the identity.
Otherwise, finding the “right” JT,U(s) can be non-trivial and an
adaptation process must move s to JT,U(s), such that after an
adaptation phase any function T ◦ f ◦ U is optimized just like
the function f .3 This is particularly attractive, if f is the easiest
function in the invariance set. Any invariance set of functions
guaranties the existence of a, possibly larger, set of functions
for which the invariance property holds and that also defines
an equivalence class in the set of all functions. Therefore the
invariance properties discussed in the following indeed define
equivalence classes.
By reducing U to the identity transformation, one can con-
sider invariance under a set T ⊂ {T : R → R} solely. We
will talk about invariance under function value transforma-
tions. Similarly, reducing T to the identity transformation, one
can consider invariance under U ⊂ {U : Rn → Rn} solely. We
will talk about invariance under search space transformations.
2.1. Invariance under Function Value Transformations
We detail now different invariance properties under transfor-
mations T of the objective function value. This means equiva-
lence of two functions f and T ◦ f , where T belongs to T as
given below.
• Invariance to adding a constant to the function value, that
is under the set of transformations T = {T : x ∈ R →
x + a, a ∈ R}.
• Invariance under scaling of the function value, that is un-
der the set of transformations T = {T : x ∈ R→ a× x, a >
0}.
• Invariance under order preserving transformations of the
objective function value, that is under the set T of strictly
monotonically increasing functions. Invariance under or-
der preserving transformations includes both above given
invariance properties and is much more general.
Because PSO and CMA-ES depend only on a ranking of func-
tion values, they achieve the above listed invariance properties.
The sequence of generated search points is independent of T .
We believe that this is a very important feature of comparison-
based search methods [8].
2.2. Invariance under Search Space Transformations
We describe now invariance properties under different search
space transformations U, that is, equivalence of two functions
f and f ◦ U, where U : Rn → R belongs to a set of search
space transformations U as given below. Strictly speaking, in-
variance under U only holds, if also the initial conditions are
chosen appropriately, i.e., JT,U is in general not equal to the
identity. In PSO, the setting of the initial swarm and the initial
velocities must be chosen accordingly, in CMA-ES initial mean
and covariance matrix of the search distribution.
3Note that the last step J−1
T,U
is actually not needed, because the algorithm
actually runs on T ◦ f ◦ U and delivers the desired solution for this function,
not for f .
Translation invariance means invariance under U = {U :
x 7→ x + a for a ∈ Rn}. Translation invariance must be
taken for granted in continuous domain search. Lacking
translational invariance must be interpreted as having an
inherent, problem independent assumption about the loca-
tion of the optimal solution. For a search algorithm this
seems to be a contradiction in terms. For example, if zero
is a distinguished solution point for the algorithm, on many
test functions exceptional performance can be achieved,
but the results are entirely artificial. However, the initial
solution should be considered as a justified, problem de-
pendent best first guess about the location of the optimal
solution that can (and should) be exploited by the algo-
rithm.
Scale invariance means invariance under U = {U : x 7→
αx for α > 0}. From the algorithm descriptions as given
below, and given the appropriate initial conditions, one can
easily verify that PSO and CMA-ES are scale invariant.
Finally, we have invariance properties where U(x) = Ax and A
is a full rank matrix.
Diagonal invariance is invariance under diagonal linear trans-
formations, i.e. under a scaling of variables. The matrix
A is diagonal. Again, one can easily verify that PSO is
invariant under diagonal linear transformations (just as for
scale invariance, as PSO is defined coordinate-wise).
Rotational invariance is invariance under angle preserving,
i.e. rigid linear transformations of the search space (ro-
tation, reflection). That is, A is an orthogonal matrix.
Rotational invariance is closely related to decomposabil-
ity and separability (see above), because, in most cases, a
separable function becomes non-separable under rotation.
Therefore a search algorithm can only either exploit sepa-
rability or be rotational invariant.
General linear invariance is invariance under any full rank,
i.e. invertible matrix A. This invariance includes rotational
and diagonal invariance and requires to abandon any inher-
ent model of isotropy and scales. The CMA-ES is invari-
ant under general linear transformations [5].
Rotational invariance and general linear invariance of PSO de-
pend on the way the update equations are implemented and will
be discussed below. We conjecture that the impact of an invari-
ance property is related to the degrees of freedom related to the
transformation. Consequently, orthogonal and general linear in-
variance must be considered important just like invariance un-
der order preserving transformations of the objective function
value.
In practice, initial conditions often cannot be chosen accord-
ingly to the desired search space invariance property. There-
fore, an invariant search algorithm must also be adaptive: the
initial state must evolve into “the invariant state” (JT,U(s) in
Equation (4)), rendering the algorithm as independent as possi-
ble of the initial conditions. Adaptivity has the additional ad-
vantage that the state can be adapted to the actual position in
3
search space.4 While any constant sample distribution exhibits
general linear invariance, given the initial distribution is trans-
formed accordingly, this invariance alone is rather useless—
adaptivity is the essential counterpart of any invariance that de-
pends on the initial conditions.
3. Two Stochastic Search Methods
We investigate two well-established algorithms from two
different domains in bio-inspired stochastic search, Particle
Swarm Optimization and Evolution Strategies. We have cho-
sen two comparatively stable and well-recognized instances and
implementations for each of them.
3.1. Particle Swarm Optimization (PSO)
Particle Swarm Optimization [PSO, 1, 2, 3, 4] is a stochastic
search algorithm, inspired by flock behavior, that has become
increasingly popular in the recent years. In PSO, a number of
particles evolve their positions in the search space over time.
Here, we confine ourselves to one particular instance of PSO,
the so-called standard PSO 2006, referred to as s-PSO in the
remainder. The following description of s-PSO is based on its
implementation in C, as used in the paper and given elsewhere5.
We first describe s-PSO using a non-standard notation (without
velocities) thereby gaining different insights.
The s-PSO tracks a number of particles (solution vectors) in a
swarm. The default swarm size of s-PSO is S = 10+⌊2
√
n⌋. For
each particle, x ∈ Rn, its previous best position p is recorded.
Let t ∈ N be the time index and xt the position of particle x at
time t, then we have
p ∈ {xt, xt−1, . . . , x1} (5)
chosen such that f (p) is minimal. Additionally, each particle
serves as informant based on a neighborhood topology. Each
time the overall best particle does not improve, the neighbor-
hood topology is recomputed: the particles for which a particle
serves as informant are randomly drawn from all particles with
replacement in K = 3 rounds for each particle anew. There-
fore, each particle serves as informant for between zero and K
other particles. Additionally, a particle always informs itself.
Therefore, in the extreme cases, a particle can only have itself
as informant, or the complete swarm.6
The informants serve to compute the “global best” position g
of the particle, that is the best previous-best position of its cur-
rent informants, including itself.7 If all particles are informants,
g is the overall (globally) best position ever visited.
4The most prominent example are step-sizes and velocities: internal state
variables that should ideally decrease by orders of magnitude when the optimal
solution is approached.
5The C code of the “Standard PSO 2006” can be found in
http://www.particleswarm.info/Standard PSO 2006.c.


















7Notice that f (g) ≤ f (p) and Pr(g = p) > 1
S
. Also f (g) can increase, i.e.
g can become worse from one iteration step to the next, because the informants
can change from one generation to the next. In contrast f (p) is non-increasing.
In order to compute, for each particle x, the new position,
xt+1, the four vectors xt, xt−1, p, and g are used. The new posi-
tion is coordinate wise a linear combination of these four vec-
tors with coefficients summing to one. At each iteration step
t for each particle xt = (xt
i
)i=1,...,n a new position x
t+1 is com-
puted. We first consider the stochastic part of this computation



















+ (pi − xti)Ui + (gi − xti)Vi (6)


















∈ [−0.5, 0.7]. The final new position










where the inertia weight w equals to 1
2 log(2)
≈ 0.72. Equation
7 implements a momentum by repeating the position change of
the last iteration step in an exponential lossy way. The entire
step taken by the particle is also called velocity















= w vt + (xt+
1
2 − xt) . (8)
3.1.1. Interpretations
The typical interpretation of Equation (6) is that the particle
is pulled toward the best positions g and p as it can be implied
from the first line of Equation (6). Because ϕ is greater than
one, in fact, the particle can be pulled beyond the best positions.
A second interpretation is that Equation (6) resembles a re-
combination operator of real-coded genetic algorithms [9]. The
new position results from a linear combination of xt
i
, pi, and
gi, where the coefficients, different in each coordinate i, sum to
one. This idea suggests itself from the second line of Equation
(6). Realizing that the expected value for the coefficient in front
of xt
i
is smaller than zero makes this interpretation less attrac-









A third interpretation of Equation (6), emphasized in the last
line, is that the new position is sampled around the average of
g and p. A similar, even more general reformulation was ana-
lyzed in [4]. According to the third interpretation, g and p are
averaged, and xt primarily affects the perturbation width around
this average, according to its coordinate-wise distance to g and
p. The width is chosen such that the particle xt itself is not out-
side the sampling domain. If both, pi and gi, are either smaller
than xi or larger than xi, the latter defines the domain boundary
in coordinate i. Because xt is located on the boundary of the
4
Figure 1: Domain of non-zero density for the intermediate particle position xt+
1
2 = xt+1 − w(xt − xt−1), in three cases (solid rectangles), and after a 45 ◦ rotation
around  (dashed rectangles). The symbols indicate:  = particle xt ,
✇
= p and g (interchangeably),
❣
= p and g in the rotated case.
sample domain if at least one of its coordinates is on the bound-
ary, we reckon, from a simple combinatorial reasoning, that xt




illustrates this view point, as in the left and middle subfigures
the particle () lies on the boundary. Because ϕ ≈ 1.19 > 1,
the sample width is about a factor of
ϕ−0.5
0.5
≈ 1.4 times larger
opposite to xt than toward xt.
The effect of a search space rotation on Equation (6) is illus-
trated in Figure 1. The effect can be dramatic. The distribu-
tion becomes narrow only if g, p, and xt are all aligned with a
coordinate axis. A narrow sampling along, for example, a di-
agonal cannot be realized. A swarm, intentionally placed on a
diagonal, resembles a quadratic shape after the next iteration.
A swarm, intentionally placed on a coordinate axis remains on
this axis forever. The illustration suggests a significant depen-
dency on rotations of the underlying problem. This dependency
will later be empirically quantified.
3.1.2. Preserving Rotational Invariance
Rotational invariance of s-PSO, and general linear invari-
ance, depend on a subtlety in Equation (6), namely whether
the random variable realizations for Ui and Vi are independent
or identical for all i = 1, . . . , n. While this subtlety is often left
unspecified, in s-PSO different realizations are used. Only if
identical realizations are used for all i the algorithm becomes
invariant under linear transformations of the search space [10].
In this case the trajectory of each particle tends to collapse into
a “long narrow plane”, reminiscent of a line search, leading to
unfavorable performance [11, 12]. This behavior is in accor-
dance with our experience and understanding that any search
algorithm with general linear invariance tends to collapse (de-
generate) into a low-dimensional subspace. This is the case for
CMA-ES: if the learning rate for the covariance matrix is cho-
sen too large, the covariance matrix degenerates such that the
smallest eigenvalue converges faster to zero than the largest.
This is the case for the Nelder-Mead algorithm: with increasing
search space dimension the simplex has an increasing tendency
to collapse.
This phenomenon might be denoted as invariance-diversity
dilemma. Evolutionary algorithms sometimes use a large pop-
ulation size to combat this degeneration, implying large search
costs. In contrast, rotationally invariant algorithms do not nec-
essarily degenerate. For example, any isotropic perturbation
prevents effectively the degeneration into low-dimensional sub-
spaces and is a rotationally invariant operator.
In [10], a modified linear update is proposed that preserves
rotational invariance, in their terminology frame invariance.
Despite that their “goal is not to propose yet another com-
petitive and/or superior PSO variant, but merely to illustrate
that formulations that are both diverse and invariant do exist”
[10], the modification outperforms the original algorithm on a
convex-quadratic function with moderate condition number by
a factor of about three, and on a variant of the Rosenbrock func-
tion (where no such factor can be concluded from the presented
data). In order to maintain diversity, rotation matrices with
small angles are applied to the difference vectors. The angle
parameter determines the mean width of the rotation and con-
trols the compromise between diversity preservation (for larger
values) versus direction preservation (for smaller values). Gen-
eral linear invariance is not preserved. Therefore, the “amount
of elongation” that a swarm can exhibit will be limited, depend-
ing on the angle parameter chosen.
3.2. Covariance Matrix Adaptation Evolution Strategy (CMA-
ES)
Evolutionary Algorithms are stochastic search methods in-
spired by the principles of biological evolution. Similar to PSO,
they operate on a set of search points. Evolution Strategies
[ESs, 13, 14, 15] are a class of evolutionary algorithms typi-
cally using a multi-variate normal mutation distribution. Here,
we confine ourselves to the Covariance Matrix Adaptation Evo-
lution Strategy [CMA-ES, 5, 7, 16], considered as state-of-the-
art in continuous domain evolutionary computation [17]. We
give a brief description of the (µ/µw, λ)-CMA-ES as found in
[6] and used for our experiments.
In the CMA-ES, in each iteration step t, new individuals
xi ∈ Rn are generated by sampling a multi-variate normal dis-
tribution,
xi = m




for i = 1, . . . , λ , (9)
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where N (0,Ct) is a normal distribution with mean 0 and n × n
covariance matrix Ct, and σt > 0 is the step-size. All in-
dividuals obey the same distribution with mean mt. After
λ = 4 + ⌊3 ln n⌋ individuals have been sampled, evaluated on
f , and sorted according to their objective function values, the
distribution parameters mt, σt, and Ct are updated for a new it-














(ln(µ+1)−ln j) are the recombination
weights and i f denotes the index of the i-th best individual. Two
so-called evolution paths are computed. They track the history
of changes of the population mean with an exponential decay
of the past.







2 (mt+1 − mt) (11)






(mt+1 − mt) , (12)
where (Ct)−
1




















usually the value one and becomes zero if ‖pt+1σ ‖ is large, as
given in [6]. Finally, the evolution paths are used to update the
step-size and the covariance matrix,
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(13)






















is usually close to























cµ = (µw − 1) c1 . (16)
All parameters are taken from [6].
The CMA-ES possesses all invariance properties discussed
in Sect. 2 (while the initial values of m and C must be adjusted
accordingly). The population size λ is the only strategy internal
parameter that needs to be adjusted depending on the objective
function. Yet, a default choice, as used in this paper, and a logi-
cal variation procedure within restarts are available, specifically
the increase from its default value by a factor of two. Trying
small populations first is logical as they come along with low
search costs. Therefore, an automated restart mechanism with
increasing population size has been proposed and successfully
employed [18].
3.3. A Common Concept
Apart from being inspired by nature, PSO and CMA-ES
share important common concepts. They both are set-based and
stochastic search procedures—the iteration is essentially based
on a set of solution points, rather than on a single solution. Set-
based stochastic search algorithms aim to perform well also
in non-smooth or multi-modal search landscapes. More in-
terestingly though, both algorithms are essentially based on a
momentum equation of virtually identical nature. For parti-
cle xt, the update of the velocity vector vt with discount factor
w ≈ 0.72 < 1 and stochastic “input” xt+ 12 − xt, as developed in
Equation (8), reads
vt+1 = w vt + (xt+
1
2 − xt) , (17)
where xt+
1
2 is a perturbed average of the best positions p and
g. The velocity accumulates the movements of a single par-
ticle toward a disturbed average good position in the iteration
sequence. This equation has a close conceptual counterpart in
the Equations (11) and (12) of CMA-ES, where the notion of an
evolution path, or cumulation, has been used [5]. The evolution
path accumulates the movements of the population mean with
a discount factor η ≈ n/(n + 4). For a single-parent population,
where mt equals to the best individual of the former iteration
step, the update in Equation (12) reads




(mt+1 − mt) . (18)
Both equations (17) and (18) implement an exponential
smoothing of movements in different time steps. In Equation
(18) the choice for the discount factor corresponds to a back-
ward time horizon of 1





and n, see [5]). The value contrasts the
constant choice of 1
1−w ≈ 3.6 in s-PSO. A second difference
arises in the usage of pt+1 and vt+1. The evolution path in the
CMA-ES guides new mutations only in that pt+1 and −pt+1 are
equivalent. Mutation steps in both directions are equally proba-
ble. In contrast, the velocity in PSO guides in a directional way
and has a substantial influence on the (expected) position of the
particle in future.
4. Methods and Test Functions
4.1. Test Functions
We use the small set of well-established benchmark functions
given in Table 1. All functions are tested in their original axis-
parallel version (i.e. B is the identity and y = x), and in rotated
versions, where y = Bx = [b1, . . . , bn] x. The orthogonal ma-
trix B is chosen such that each bi is uniformly distributed on the
unit hypersphere surface [5], fixed for each run. We shall now
discuss each function in turn.
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Table 1: Test functions Ellipsoid, Rosenbrock, Diff-Powers and Rastrigin and target function values, where y := Bx and B = [b1, . . . , bn] implements an angle-


































The ellipsoid is a convex-quadratic function. The parameter
α is the condition number of the Hessian matrix which will be
varied between 1 and 1010 in our experiments. For B = I, the
Hessian matrix is diagonal. If α = 1 the ellipsoid is the isotropic
sphere function.
The Rosenbrock function is non-separable and no single ro-
tation can be applied that renders the variables independent.
The function has its global minimum at x = [1, 1, . . . , 1] and,
for large enough α and n, one local minimum close to x =
[−1, 1, . . . , 1], see also [19]. The probability to end up in the
local optimum is to our experience clearly smaller than 50%.
In the Rosenbrock function the parameter α tunes the width of
the bent ridge that guides to the global optimum. In the classi-
cal Rosenbrock function α equals 100. For smaller α the ridge
becomes wider and the function becomes less difficult to solve.
We vary α between one and 108.
The Diff-Powers function takes the variables to different
powers. The function cannot be solved by applying a constant
scaling between variables. The sensitivity differences between
the variables increase with decreasing distance to the optimum:
the closer to the optimum, the more difficult it gets to approach
it further. The parameter α, varied between 0 and 10, deter-
mines the largest exponent and was originally set to 10 [5].
The Rastrigin function is highly multi-modal. While we are
mainly interested in investigating the effect of ill-conditioning,
the Rastrigin function serves to find a possible trade off between
the ability to effectively conduct local search on ill-conditioned
functions versus the ability to effectively search globally in a
highly multi-modal topography.
For B = I, all functions but the Rosenbrock function are
separable. Otherwise only the ellipsoid function for α = 1 and
the Diff-Powers function for α = 0 remain separable.
4.2. Experimental Setup
4.2.1. Algorithms and Parameters
For Particle Swarm Optimization the Standard PSO 2006 C-
code8, “validated by [...] James Kennedy and Maurice Clerc”
was translated into Scilab. Also for CMA-ES, Scilab-code was
used. All default parameters were applied including swarm size
and population size accordingly. For search space dimensions
n = 10; 20; 40 the swarm size was 16; 18; 22 and the population
size was 10; 12; 15, while on the Rastrigin function the swarm
8http://www.particleswarm.info/Standard PSO 2006.c
size for s-PSO and the population sizes for CMA-ES were var-
ied between 10 and 1000. The boundaries for s-PSO were ad-
justed to the domain [−20, 80]n, such that the optimum is not in
the middle of the search domain. If a component of a particle
happens to be outside the search domain, it is set back on the
domain boundary and the corresponding velocity component is
set to zero. No boundaries were applied to CMA-ES. The de-
fault termination criteria were adjusted as described below.
4.2.2. Initial Conditions
The initial swarm for s-PSO and the initial distribution mean
for CMA-ES were sampled uniformly distributed in the domain
[−20, 80]n. The initial velocities, according to Equation (8),
were sampled for each particle as half of its way to another
uniformly sampled solution point (default in s-PSO). The ini-
tialization disfavors axis-parallel oriented initial velocities, but
we assume that the influence on the results is marginal. The
initial σ0 for CMA-ES was 100/3 and by default C0 = I and
p0σ = p
0
c = 0. The initialization policy were the same for rotated
and non-rotated functions.
4.2.3. Termination Criteria
A run was terminated when the target function value accord-
ing to Table 1 was reached or the maximum number of function
evaluations 107 was exceeded. In order to reduce CPU-time
consumption, the CMA-ES was additionally terminated when
the population had converged (on the Rosenbrock and the Ras-
trigin function). While this is a disadvantage in principle, the
probability that it has affected the outcome of any of the pre-
sented results is negligible. For s-PSO this approach proved to
be infeasible, because the swarm did not regularly converge to
a single point.
4.2.4. CPU Timing
The CPU time consumption of both algorithms were tested
on the Rosenbrock function fRosen in dimensions 2, 3, 5, 10,
20, 40, 80 on an Intel R© CoreTM 2 6700 (2.66GHz) using
Scilab 4.1.2 in Ubuntu i686 2.6.32-25-generic. An algorithm is
restarted at least two times and until at least thirty seconds have
passed. Table 2 reports CPU milliseconds per function evalu-
ation. The larger times in lower dimensions reflect the larger
proportion of initialization overhead versus actual iterations,
simply because a smaller number of iterations is necessary to
solve the function in smaller dimension. Leaving aside the ini-
tial overhead, s-PSO appears to be two to three times faster
7
Table 2: CPU Time per function evaluation on the Rosenbrock function in mil-
liseconds
Alg. 2-D 3-D 5-D 10-D 20-D 40-D 80-D
PSO 3.9 1.0 0.42 0.43 0.45 0.47 0.51
CMA 13 13 5.5 4.2 1.4 0.87 1.5
than CMA-ES. Naturally, such results strongly depend on the
programming language and the specific implementations. For
larger dimensions we ideally expect s-PSO implementations to
scale linearly with the dimension and CMA-ES implementa-
tions quadratically. This expected scaling behavior cannot be
observed up to the shown dimensionality of 80.
4.2.5. Experiments
In each experiment 21 trials were conducted and for each
trial on a rotated function a new basis B was chosen. The same
bases were used for both s-PSO and CMA-ES.
4.2.6. Performance Measures
We consider a trial, or run, to be successful, if the target
function value is reached before 107 function evaluations are
exceeded. The success rate is the ratio of successful trials in
an experiment of usually 21 trials. The so-called success per-
formance measures the number of function evaluations needed
to reach the target function value, taking into account success-
ful and unsuccessful runs. An estimator for the success per-
formance ŜP1, as used in [16], analyzed in [20], and also de-
noted as Q-measure in [21], is computed as the average number
of function evaluations for the successful trials, divided by the
success rate. The ŜP1 is an estimate for the expected num-
ber of function evaluations to reach the target function value
(with probability one), when the algorithm is applied repeat-
edly, given that termination of unsuccessful runs can be accom-
plished such that the expected run length of unsuccessful runs
equals the average run length of successful runs [20].
4.2.7. Statistical Procedures
When we state observing a difference between two results
in the following, we have always asserted its statistical sig-
nificance. Tests for statistical significance were conducted us-
ing either the non-parametric Mann-Whitney rank sum test, or
Pearson’s χ2 test for the binomial success probabilities. For the
latter the function chisq.test from the free software environ-
ment R was used and the p-value was simulated. Statistical
significance is assumed for p < 0.01. In order to derive a dis-
persion measure for ŜP1, bootstrapping was used [22]. The
empirical bootstrap distribution was sampled 104 times. Signif-
icance was reasoned when the 5%-ile of one distribution was
larger than the 95%-ile of the other.
5. Experimental Results
We present empirical results on the four functions from Ta-
ble 1. On the Ellipsoid, Rosenbrock, and Diff-Powers functions,
we vary the conditioning parameter α and measure the perfor-
mance of s-PSO and CMA-ES depending on this variation.








































































Figure 2: Ellipsoid function in 10-D: time evolution of the median function
value with a function condition number α of 1 (top), 10 (middle), and 100
(bottom). Small symbols indicate the 25% and 75%-ile, large symbols indicate
smallest and largest value from 21 trials. Solid lines: rotated function, dashed
lines: non-rotated (separable) function. s-PSO: ⊕, ⋄; CMA-ES: ×,
5.1. Ellipsoid Function
Figure 2 depicts the evolution of the median function value
of 21 runs for condition numbers 1, 10, and 100 for s-PSO and
CMA-ES. In all trials the target function value was reached. In
all cases we observe log-linear convergence, while the conver-






























Figure 3: Ellipsoid function: ŜP1 (number of function evaluations) to reach ftarget = 10
−9 on the rotated (solid) and the non-rotated (dashed) function in dimensions
10, 20, 40 (bottom to top, respectively) over condition number α. s-PSO: ×, CMA-ES: +. Up to the condition number of 103 the success rates are 100%. For
condition numbers larger than 104, s-PSO regularly exceeds the maximum number of function evaluations of 107 on the rotated Ellipsoid.
For condition number α = 1, the rotated and the non-rotated
function are identical and CMA-ES converges approximately
twice as fast as s-PSO. With increasing condition number, the
results for s-PSO on the rotated versus the non-rotated function
become different. For a condition number of 100 (lowest fig-
ure), s-PSO is already about four times slower on the rotated
function than in the non-rotated separable function.
Summarized performance results on the Ellipsoid function
for all dimensions and condition numbers are shown in Fig-
ure 3, where ŜP1 is plotted versus the condition number α. The
dependency of s-PSO on the rotation of the ellipsoid is dra-
matic. In the non-rotated case s-PSO works very well for all
tested condition numbers and outperforms CMA-ES for large
condition numbers by a factor of up to four. In the rotated case
the performance degrades fast with increasing condition num-
ber. For α = 104, s-PSO is already more than a hundred times
slower than on the non-rotated Ellipsoid function. The rotation
leads to a failure to reach the target function value before 107
function evaluations for condition numbers larger than 105 in
dimension 10 and for condition numbers larger than 104 in di-
mensions 20 and 40. For condition numbers larger than 100,
ŜP1 becomes roughly proportional to α, that means the neces-
sary number of function evaluations increases linearly with an
increasing condition number. For CMA-ES, the ŜP1 increases
at most with α1/4, and for large α roughly with α0.1.
5.2. Rosenbrock Function
We investigate the effect of a varying parameter α. Table 3
shows the percentage of successful runs for all experiments
conducted on the Rosenbrock function. For CMA-ES the suc-
cess rate drops from 100% for α = 1 to roughly 80% for
α ≥ 100. There is no significant influence of the dimension,
or of the rotation on the success rate. Unsuccessful trials of
CMA-ES are those that end up in the local minimum of the
Rosenbrock function.
The success rates of s-PSO are comparable with CMA-ES
for small values of α, while they drop to zero for α ≥ 105.
The rotation becomes visible in the resulting success rate with
α = 103 in 10- and 20-D. In 40-D, the success rate drops to zero
already for α = 100 on the rotated function.
The Rosenbrock function already exhibits dependencies be-
tween parameters in its original non-rotated version, where the
condition parameter α is set to 100. In Figure 4, the time evo-
lution of the median function value is shown in 10-D for the
rotated and the original functions. Surprisingly, also on the
Rosenbrock function, the rotation has a remarkable effect on
the performance of s-PSO when the optimum needs to be ap-
proached (for function values smaller than about four), but sim-
ilar results for the Rosenbrock function have been recently re-
ported in [23]. On the rotated function, s-PSO is finally slower
by a factor of about ten. The CMA-ES shows, as expected, the
same behavior on non-rotated and rotated function and outper-







































Figure 4: Rosenbrock function in 10-D with the original function condition parameter α = 100: median function value over function evaluations, rotated case (solid
lines) and non-rotated case (dashed lines).
Table 3: Rosenbrock function: percentage of successful trials (number in parentheses), out of 21. A dash (–) means that no trial reached the value 10−9 within 107
evaluations.
dimension α 1 10 100 300 1000
10 100 (21) 95 (20) 81 (17) 43 (9) 81 (17)
rotated 100 (21) 90 (19) 71 (15) 86 (18) –
S-SPO 20 100 (21) 90 (19) 76 (16) 62 (13) 86 (18)
rotated 100 (21) 86 (18) 62 (13) 48 (10) –
40 100 (21) 86 (18) 67 (14) 62 (13) 24 (5)
rotated 100 (21) 86 (18) – – –
10 100 (21) 90 (19) 71 (15) 86 (18) 86 (18)
rotated 100 (21) 100 (21) 100 (21) 90 (19) 76 (16)
CMA-ES 20 100 (21) 71 (15) 81 (17) 90 (19) 90 (19)
rotated 100 (21) 76 (16) 76 (16) 86 (18) 86 (18)
40 100 (21) 95 (20) 71 (15) 81 (17) 81 (17)
rotated 100 (21) 100 (21) 86 (18) 81 (17) 86 (18)
dimension α 104 105 106 107 108
10 81 (17) – – – –
rotated – – – – –
s-PSO 20 – – – – –
rotated – – – – –
40 – – – – –
rotated – – – – –
10 76 (16) 71 (15) 81 (17) 81 (17) 86 (18)
rotated 81 (17) 81 (17) 81 (17) 100 (21) 86 (18)
CMA-ES 20 76 (16) 81 (17) 81 (17) 86 (18) 76 (16)
rotated 86 (18) 86 (18) 90 (19) 67 (14) 76 (16)
40 62 (13) 95 (20) 62 (13) 81 (17) 67 (14)
rotated 90 (19) 71 (15) 81 (17) 71 (15) 76 (16)
10



















































Figure 5: Rosenbrock function in 10-D: empirical cumulative distribution of
the number of function evaluations to reach the target function value with a
function conditioning parameter α of 1 (top), 10 (middle), and 100 (bottom). s-
PSO (with small crosses) corresponds to the two lines to the right in each case.
Solid lines: rotated, dashed lines: non-rotated function.
tively.
The empirical distribution of the number of function evalua-
tions to reach the target function value is depicted in Figure 5
for α = 1; 10; 100 in 10-D. Even for α = 1 the rotation signif-
icantly compromises the performance of s-PSO and the effect
becomes slightly more pronounced with increasing α. In all
cases the necessary number of evaluations increases with in-















































































Figure 6: Rosenbrock function: ŜP1 (number of function evaluations) versus
conditioning parameter α in 10 (top), 20 (middle), and 40-D (bottom). s-PSO
corresponds to the two upper lines in each case. Solid lines: rotated, dashed
lines: non-rotated.
α = 100, we can conjecture that some runs of s-PSO might
reach the target value slightly after the maximum number of
function evaluation is exceeded.
Figure 6 shows all ŜP1 measures on the Rosenbrock func-
tion, where each line in Fig. 5 collapses to a point in Fig. 6,
top, α ≤ 100. The rotation leads roughly to an increase of
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ŜP1 by a factor of five to ten independent of α or the search
space dimensionality. The sensitivity to the condition parame-
ter α is quite pronounced and independent of the rotation: the
number of function evaluations increases roughly linearly with
α. From these graphs we can conjecture that the drop of the
success probability for large α is most likely induced by the ter-
mination criterion of 107 function evaluations and does not in-
dicate a principle failure of s-PSO.9 Again, CMA-ES behaves
empirically rotationally invariant, its ŜP1-performance scales
between α1/4 and α1/3 and it clearly outperforms s-PSO on the
Rosenbrock function.
5.3. Diff-Powers Function
Experiments on the Diff-Powers function are shown in Fig-
ure 7 for α = 0, 2, 10. For α = 0, the isotropic, quadratic sphere
function is recovered, as it was the case for the ellipsoid func-
tion.
The effect of α on the performance is quite moderate on the
non-rotated function for both algorithms, which also perform
similar. An algorithm that cannot adapt the scaling would show
a dramatic drop in performance with increasing α, as reported
in [5]. This can also be observed for s-PSO in the rotated case.
The performance is entirely different from the non-rotated case.
For α = 2, s-PSO needs 500 times longer than in the non-
rotated case to reach the target function value. By extrapolating
the graph for α = 10 we estimate the scaling of the number
of function evaluations as roughly ∝ 10α, for the given target
function value.
Figure 8 depicts ŜP1 and reveals that only for α ≤ 2 s-PSO
reaches the target function value on the rotated function, while
CMA-ES slows down by a factor of up to four for α approach-
ing ten. In the non-rotated case, on the other hand, s-PSO be-
comes even slightly faster with increasing α. Can we explain
this behavior? The Diff-Powers function is generally more dif-
ficult to solve with increasing α, because the different sensitivi-
ties of the parameters become more pronounced and the topog-
raphy becomes less spherical. On the contrary, in order to reach
the same target function value, when α increases, the parame-
ters with large an exponent need to be located with lesser preci-
sion. The search space volume for which the function value is
smaller than the target function value increases. For this reason,
s-PSO becomes slightly faster on the non-rotated function and
for the same reason also the target function value was chosen
considerably smaller than 10−9.
5.4. Rastrigin Function
The Rastrigin function is a highly multi-modal test function
and not easy to solve. Our tests on the Rastrigin function serve
to check whether on a multimodal function a similar depen-
dency on rotation can be found and whether a trade off between
9From a methodological view point it is interesting to notice that this inter-
pretation is only possible by using a quantitative performance measure that can
be extrapolated and that it becomes apparent in an appropriate visualization.
Reporting success rates alone appears to be misleading and therefore insuffi-
cient.







































































Figure 7: Diff-Powers function in 10-D: time evolution of the median function
value, rotated and non-rotated case, with parameter α equals to zero (top), two
(middle) and ten (bottom). Small symbols indicate the 25%- and 75%-ile, large
symbols indicate smallest and largest value from 21 trials. s-PSO: ⊕, ⋄; CMA-
ES: ×,
local and global search performance can be observed. Here, the
function is kept globally isotropic (no condition parameter).
On multi-modal functions the swarm and population size be-
come a decisive factor. Therefore different sizes between 10
12















Figure 8: Diff-Powers function in 10-D: ŜP1 (number of function evaluations) versus parameter α. s-PSO: ×, CMA-ES: +; solid lines: rotated, dashed lines:
non-rotated function. For CMA-ES both graphs are virtually identical. Missing points indicate that 107 function evaluations were exceeded in all trials. The axis
parallel function becomes with increasing α even more easy to solve for s-PSO.
and 1000 were investigated. Figure 9 shows the time evolution
of the function value from all 21 runs on the non-rotated (left)
and rotated Rastrigin function for swarm/population sizes of 30,
100, 300, and 1000. For CMA-ES, only results on the rotated
function are shown (right column). Results on the non-rotated
function are congruent. Table 4 tabulates all corresponding suc-
cess rates. The CMA-ES reaches a success probability larger
than 50% for a population size of 300. On the non-rotated func-
tion, s-PSO needs a swarm size of 100 for a comparable success
probability. The variation between different trials is much more
pronounced for s-PSO. In contrast to CMA-ES, in s-PSO the
particles retain diversity for a long time and can eventually find
the global optimum even after more than one million function
evaluations.
Also on the Rastrigin function the results of s-PSO are en-
tirely different for the rotated versus the non-rotated case. The
separable Rastrigin function can be solved reliably, if the swarm
size is chosen larger than 100. In contrast, the rotated Rastrigin
function was solved in only one trial (with swarm size 100). In
160 additional trials in this set-up, 80 with the same basis B,
80 with a new basis (see Table 1) another single success was
observed and we conclude that the success rate is roughly 1%.
This conclusion is in agreement with all presented data, but be-
yond the sensitivity of our experimental set-up.
Figure 10 shows empirical cumulative distribution functions
of the number of function evaluations to reach the target func-
tion value on the left part, and of the best function value
achieved at maximum number of evaluations 107 on the right
from all experiments with swarm/population sizes between 30
and 1000. The value of the graph at the transition between
left and right reflects the success rate. This presentation al-
lows for a better visual comparison than in Figure 9. For the
smallest swarm/population size all results are fairly similar. For
swarm/population size 100 on the separable function s-PSO has
a clearly improved performance. For swarm/population size
300 and 1000 CMA-ES shows the better result.
These result have been even more condensed by display-
ing ŜP1 in Figure 11. The variance of ŜP1 for a small
swarm/population size is large as the outcome depends on a
small number of successful runs. Yet the graphs are rather
flat, in that the ŜP1 measure is comparatively insensitive to the
swarm/population size, as long as the function was solved at all.
This result can partly be attributed to the small number of trials
(for swarm/population size of 30 only one out of 21 trials was
successful respectively) and will not hold for even smaller or
larger swarm/population sizes. Invariably s-PSO is roughly ten
times slower than CMA-ES while the statistical significance of
this difference is only asserted for S = λ ≥ 300.
The strong dependency of s-PSO on the rotation of the Rast-
rigin function comes as a surprise to us. Seemingly, s-PSO can
exploit the axis-parallel alignment of local optima, either by
exploiting the given axis-parallel bounds or due to its variation
mechanism. The former explanations seem rather implausible,
in particular as the boundaries have been chosen “loose” such
that any solution close to the boundaries is of very low quality.
On the (non-rotated) Rastrigin function it is generally not
sufficient to align the swarm along one coordinate axis. For
successful basin hopping in high dimensions large steps must
be taken along different coordinate directions, in order to locate
the global optimum based on the function’s separability. In or-
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Figure 9: Rastrigin function in 10-D: time evolution of the objective function value of all 21 runs. Left column: s-PSO on the non-rotated Rastrigin function until
up to 2 × 106 function evaluations. Middle column: s-PSO on the rotated Rastrigin function until up to 2 × 106 function evaluations. Right column: CMA-ES on
the rotated Rastrigin function until up to 105 function evaluations. Swarm/population size of 30, 100, 300, 1000 from top to bottom. The CMA-ES was terminated
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Swarm/Pop Size : 1000
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Figure 10: Rastrigin function in 10-D: empirical cumulative distribution (ECDF) of the number of function evaluations to reach the target function value 10−9 (left
column) and ECDF of the best function value after the maximum number of function evaluations is exceeded (right column). Swarm/population size of 30, 100,
300, 1000 from top to bottom. s-PSO with small crosses, CMA-ES without; solid lines: rotated, dashed lines: non-rotated function.
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Table 4: Rastrigin function in 10-D: percentage of successful trials (number in parentheses), out of 21, for different swarm/population sizes
S , λ 10&16 30 100 300 1000
s-PSO – 5% (1) 71% (15) 100% (21) 100% (21)
rotated – – 5% (1) – –
CMA-ES – – 24% (5) 76% (16) 100% (21)



















Figure 11: Rastrigin function in 10-D: ŜP1 (number of function evaluations) versus swarm size/population size. s-PSO: × (above lines), CMA-ES: + (below lines);
solid lines: rotated, dashed lines: non-rotated function. For missing points no trial reached the target function value. ŜP1 shows comparatively flat graphs, because
the number of function evaluations to reach the target value in successful trials is negatively correlated with the success rate.
der to make large steps preferably in a coordinate direction the
three vectors xt, xt−1, and p+g
2
must be aligned in all but a few
components, say two or three. This seems to happen systemat-
ically. Additional experiments in 20-D with swarm size 2000
also gave 100% success rate and make the moderate dimension
as explanation factor implausible.
6. Discussion
Rotational Invariance and Search Space Boundaries. In our
experimental design the search space boundaries are defined in
the given coordinate system also for rotated functions. This
means, the initial distribution mean for CMA-ES and the ini-
tial swarm and velocities for s-PSO are always chosen “non-
rotated”. For a “complete” change of coordinate system also
the boundaries need to be rotated. On the one hand, the chosen
experimental setup is closer to practice, where the search space
boundaries are (trivially) defined in the given coordinate sys-
tem. On the other hand, the setup might have an influence on the
observed “rotational invariance” and a truly rotationally invari-
ant algorithm might perform differently in the rotated and non-
rotated cases. For the rotationally invariant CMA-ES this effect
was not visible justifying our practically oriented approach.
Parameters. We believe that a standard parameter settings that
works well over a wide range of objective functions is an es-
sential feature for the applicability of any search algorithm.
For this reason we have omitted parameter tuning and used de-
fault settings. In practice, when the objective function is costly,
tuning parameters is prohibitive. For tuning only the popula-
tion/swarm size on the Rastrigin function a comparatively effec-
tive method is available [18]. On the other hand, accompany-
ing experiments revealed no evidence that the obtained results
are highly sensitive to any parameter tuning or minor algorith-
mic tweak, in that much better results could have been achieved
with a simple adjustment. Worse result can easily be provoked
by small and/or simple modifications.
No Free Lunch. On the non-separable functions of our small
test function set, s-PSO is consistently outperformed by the
CMA-ES. Our benchmark functions were specifically selected
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to test the behavior on non-separable, ill-conditioned problems,
where dependencies between the design parameters play a de-
cisive role. One might argue that this implies s-PSO must be
better on other benchmark functions or on real world problems
as the no free lunch (NFL) theorem seems to implicate [24, 25].
This would render experimental results fairly meaningless for
practical implications and would indeed be true, if the neces-
sary conditions for NFL would hold, namely, if the set of all
considered functions were closed under permutation [26]. For-
tunately, we do not have much reason to believe that this condi-
tion holds on any interesting set of test and/or real world prob-
lems (including all interesting or all ever considered problems)
[27, 28]. Additionally, in continuous domain, NFL seems not
to be available at all [29]. After all, NFL theorems can hardly
have a grave impact on the relevance of such empirical findings.
7. Summary and Conclusion
We summarize the findings of this article, where we com-
pared standard Particle Swarm Optimization 2006 (PSO) and
Covariance Matrix Adaptation Evolution Strategy (CMA-ES).
An empirical investigation was conducted on four parameter-
ized test functions with condition numbers of up to 1010, and
search space dimensionality between 10 and 40. All parameters
were held constant, besides the swarm size or population size,
respectively, on the Rastrigin function. Results were mainly
expressed as number of function evaluations needed to reach a
target function value (search costs or running time) and there-
fore yield a quantitative assessment.
Ill-Conditioned, Separable Functions. PSO performs very well
on ill-conditioned, separable functions, where the design vari-
ables of the objective function are independent. The search
costs are almost independent of the condition of the function
and correspond well to an invariance under the scaling of vari-
ables (diagonal invariance). PSO outperforms the rotationally
invariant CMA-ES by a factor of about three. The latter ex-
hibits search costs which scale roughly with α1/4, where α cor-
responds to a condition number of the function.
Coordinate System Rotation. The performance of CMA-ES is
unaffected by coordinate system rotations (despite the coordi-
nate system dependent setting of the initial distribution mean),
which corresponds to its rotational invariance property. The
performance of PSO on even moderately ill-conditioned sep-
arable functions declines remarkably with coordinate system
rotations, where the design variables of the objective function
become dependent. Also on the per-se non-separable Rosen-
brock function, a coordinate system rotation leads to a decline
in performance by a factor of about ten, nearly independently
of search space dimension and conditioning parameter.
Ill-Conditioning, Non-Separable Functions. On non-separable
functions the search costs of PSO increase roughly linearly with
the condition number α of the problem, for condition numbers
larger than 100. This holds true on quadratic and non-quadratic
problems and is independent of the problem dimension. Our
data do not indicate that PSO converges prematurely and fails
to solve ill-conditioned, non-separable functions. However, in
comparison, the CMA-ES achieves slightly better performance
on well conditioned problems and search costs scale roughly
between α1/10 and α1/3 with condition number α. Consequently,
CMA-ES outperforms PSO roughly by a factor of α3/4. For still
a moderate condition number, say 104, this amounts to a factor
of a thousand.
Multi-Modal Functions. On the multi-modal 10-D Rastrigin
function, PSO is able to locate the optimum with a large swarm
size reliably in the separable case, where it is approximately ten
times slower than the CMA-ES with a slightly larger population
size. In the rotated case, the success probability for PSO drops
to roughly 1% while the CMA-ES performs invariant under ro-
tations. No trade-off between performance on unimodal versus
multi-modal functions can therefore be reported.
A Common Concept. A close parallel of the velocity update
in PSO and the update of an evolution path in ESs is elabo-
rated. While the updates are virtually identical in their concept
and formulation, two aspects are different. The velocities direct
future headings of particles, while the evolution path does not
affect the mean displacements in search space per se. The back-
ward time constant for the evolution path increases proportion-
ally with the search space dimension while the time constant
for the velocity is independent of the search space dimension.
We conjecture a link between these two differences.
Invariance properties. We believe invariance is an important
aspect in continuous domain search. We have reviewed the
most important invariances. Invariances induce equivalence
classes of objective functions and consequently guarantee the
generalization of performance results within each class, thereby
considerably strengthening their relevance. Invariance general-
izes any result and is not a priori associated with sound per-
formance. The CMA-ES and PSO are invariant under order-
preserving transformations of the objective function value.
Given respective initial conditions, CMA-ES and PSO are in-
variant under a scaling of the search space and a scaling of sin-
gle variables. Only CMA-ES is invariant under rotations of the
search space and under general linear search space transforma-
tions.
Implications. We believe that ill-conditioning is a prevalent
property of difficult real-world problems and that there is
no trivial solution to searching non-separable, ill-conditioned
problems efficiently. Achieving rotational invariance alone is
not sufficient as isotropic algorithms necessarily perform poorly
on ill-conditioned problems. In order to solve a non-separable
ill-conditioned problem, first, a non axis-parallel narrow valley
must be well represented in the search algorithm. Second, col-
lapsing into low-dimensional subspaces must be prevented. Ro-
tational invariance then generalizes experimental results to any
coordinate system rotation. For PSO, the application of adap-
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