We study the direction dependence of the density of directional entropy in lattice dynamical systems. We show that if the dynamics is homogeneous and continuous, then this density does not depend on the direction in space-time. By using symbolic dynamics we derive formulae for the density for weakly coupled hyperbolic maps. As a corollary, we present examples where this density actually depends on the direction, provided that individual subsystems are sufficiently different.
Introduction
It is natural to assume that the complexity of behaviour of extended systems in different directions in space-time can be different. A characteristic of such a complexity has been introduced in [9, 10] for the case where an extended system is modelled by a cellular automaton (CA) and it was called the directional entropy. Roughly speaking, it was shown that the number of different pictures in a window in the form of a parallelogram with two sides of length T parallel to a prescribed direction, θ , in space-time and the two other 'horizontal' sides of length L parallel to the space-axis behaves asymptotically as Ce T H θ , T 1, where the constant C depends on L. The quantity H θ is said to be the topological entropy in the direction θ (see also [4] for a modified definition). It was shown in [13] that, as a function of θ , the directional entropy may be discontinuous. In [11, 12] , some properties of the measuretheoretical directional entropy have been studied. In [6] , explicit formulae for the directional entropy of permutative CA were obtained.
If one deals with the case where a function of state takes continuous values (unlike CA), one should replace cylinders (which label different pictures) by ε-separated pieces of orbits. This was done in [2] , where directional topological entropy was introduced for lattice dynamical systems (LDSs). Unlike the CA-case, the directional entropy could be infinity here, so a notion of 'directional entropy per unit length' (as in [5] ) or density, h θ , was introduced also in [2] . Now, the number of different pictures in the window described above behaves as Ce LT h θ , T 1. In [2] the main properties of these quantities were studied in the case when the evolution operator commutes with spatial translations. It was found for weakly coupled hyperbolic subsystems that the density of directional entropy is in fact independent of direction in spacetime. In this work we show that the same is true for an arbitrary translation-invariant LDS. The density of the entropy could depend on a direction in space-time only in the case when coupled subsystems are sufficiently different. Making use of symbolic dynamics, we derive formulae for the density in the case of weakly coupled different hyperbolic maps. As a corollary we show that the density can take different values depending on the direction in space-time.
Definitions
We recall the definitions of one-dimensional LDSs and of density of directional entropy for such systems (see [2] for more details).
Let I be a metric space and let d(·, ·) be the corresponding distance. Consider the direct product, I
Z , endowed with the product topology. Assume the existence of a compact set M ⊂ I Z and the existence of a map F from M into itself. The pair (M, F ) is called an LDS. In the following, we shall frequently use the spatial shift σ :
An orbit of (M, F ) is a sequence {u(t)} t∈Z + = {u s (t)} s∈Z,t∈Z + where u(t) ∈ M and u(t + 1) = F u(t) for all t ∈ Z + (here Z + denotes the set of non-negative integers). Given a finite window
The number of distinct orbits with accuracy ε in the window W is defined by
T denote the following window (see figure 1 ):
The density of topological entropy of (M, F ) in the direction θ is defined by
(the normalization LT sin θ corresponds to the area of the window [k, k + L] θ,T ). The quantity h θ (M, F ) exists and belongs to [0, +∞]. The present definition differs slightly from the one in [2] . In particular, we have divided the previous quantity by sin θ in order to simplify computations. A topological invariance-like property has been proved in [2] for the density of directional entropy. To be more precise, let (M F , F ) and (M G , G) be two translation-invariant LDS that are topologically conjugated (the conjugacy map is a homeomorphism in the product topology). Then for any θ ∈ (0, π), the following equality holds: 
Density of directional entropy for translation-invariant systems
Let ( , σ ) be a topological Markov chain (TMC) (see [8] for all s and t. If h is the topological entropy of ( , σ ), a theorem in [2] claims that
The independence from the direction θ of the density of directional entropy holds in more general situations. Before proving this theorem, let us give a definition of the topological entropy inspired by (and equivalent to) the one in [1] . For an open finite cover A of M, and for each finite 'space-time window' W ⊂ Z × Z + , let us define the W -refinement of A as
Then we define the W -complexity of A as
It is easy to verify that for any W, W ∈ Z × Z + one has
be a sequence of finite space-time windows satisfying the following two conditions. (a) The sequence W converges to the plane in the sense of van Hove, i.e.
-
(b) For every W n ∈ W there exists a tiling lattice M n ⊂ Z × Z + such that:
Given a finite window W ⊂ Z × Z + , we say that a tiling lattice
It is not difficult to see that W -optimal lattices exist.
Claim 3.2. The limit
#W n exists and is called the topological entropy of the Z × Z + -action with respect to the cover A and the sequence W.
increases with W , and because of the sub-additivity property stated in equation (1), it follows that 
Lemma 3.3. Let
W = (W 1 ⊂ W 2 ⊂ · · ·) and W = (W 1 ⊂ W 2 ⊂ · · ·) be
two sequences of space-time windows satisfying properties (a) and (b) stated above. Then h(A|W) = h(A|W ).
It follows for m large enough that
thus, h(A|W ) h(A|W) + ε and therefore h(A, W ) h(A|W).
Interchanging W with W , we obtain the reciprocal inequality.
We are now able to define the topological entropy of the action 
where is the Lebesgue number of the cover A ε .
Proof. We follow the proof of the theorem 7.7 in [14] . Proof of theorem 3.1. Since F is shift-invariant, then
Choose an increasing sequence {L m } ∞ m=1 ⊂ N, and for each index m choose another increasing sequence
and n(m) ∈ N be such that
for all n n(m). Then
We choose n(m) increasing with m. Let
Consider the sequence of space-time windows W θ .
The density of directional entropy for perturbations of uncoupled systems
The notion of density of directional entropy is pertinent in the case of non-translation-invariant LDS. To see it, we consider a class of examples for which that quantity can be actually computed. Those examples are perturbations of an LDS consisting of uncoupled hyperbolic maps conjugated to (not necessarily identical with) TMC. The computations are performed for uncoupled system, and theorem 4.2 is used to extend the validity of the formulae to the corresponding weakly coupled LDS.
Invariance of the density of directional entropy
Here we consider coupled maps of the closed intervals 
(in fact, −1 is the usual itinerary map).
The theorem can be proved by using the method applied in the proof of lemma 4.4 below and arguments similar to the ones in [3] . In fact, a more general result will be published elsewhere soon. This proof can be made also by using methods of [7] . We exploit this theorem to show the invariance of the density. 
The proof of this theorem is based on the next two lemmas. We will compare the numbers of separated orbits in different systems and we will use a sub-index to indicate the system we are considering.
δ}). There exists a positive integer N depending only on ε, such that

N (ε, S θ,T ) N F (ε,Ŝ θ,T ),
Proof. It is enough to prove that, if ω andω are (ε, S θ,T )-separated points in , the corresponding points u .
ω be (ε, S θ,T )-separated. There exists an integer pair (s, t) ∈ S θ,T , such that d(ω s (t),ω s (t)) ε.
Hence, there is an integer 0
It is simple to see that if (s, t) ∈ S θ,T then (s, t + N) ∈Ŝ θ,T .
In what follows we use the ceiling function · and the floor function · (i.e. x , x ∈ Z, x x < x + 1 and
= (log D − log ε)/log M the following inequality holds:
Proof. It is enough to prove that, if u and v are (ε, S θ,T )-separated points in F , the corresponding points −1 u and 
i.e. −1 u and −1 v are (ε,S θ,T )-separated configurations. If it is not so, we will construct a collection of pairs (s i , t i ) 
It follows that 
Hence,
and the inequality h θ ( , σ τ ) h θ ( f , F) follows. The inequality
can be obtained in a similar way by using lemma 4.4.
Density of directional entropy for direct products
We now provide examples of systems for which the density of entropy depends on θ . In view of the results of the previous subsection, we will compute the density of directional entropy for the direct product of TMC. Then, as stated in theorem 4.2, the obtained formulae will be still valid for the coupled case if the coupling is weak enough.
We denote by h s the topological entropy of the TMC ( A s , σ ) with the transition matrix A s .
The following result holds for less restrictive conditions than the ones imposed below, but to avoid some technicalities we state it in the form of theorem 4.5.
Theorem 4.5. Assume that ( A s , σ ) is topologically transitive, and there exists p such that
A s ⊂ p , the full shift on p symbols. Then,
where
Proof. We first assume that 0 ( A s , σ ) .
The computation of t s and t s gives us the equality
valid for T large enough, where
We have
Therefore, for every fixed L,
Because of the transitivity of
It is easy to see that n s (ε, 0,
where λ s is the maximal eigenvalue of A s . Since there are only finitely many TMC satisfying our assumptions, then there exists a constant C p,ε such that
Inequalities (3) and (4) imply that 
