Necessary Relationships
In order to compute d from means and standard deviations, one first must estimate the common standard deviation by i (n,-l) 
sd~+(n2~l)sds
' where sd, are the standard deviations and n i are the corresponding sample sizes (Hedges, 1981) . When the sample sizes are equal, this equation simplifies to 
the square root of the average variance. Cohen's d is equal to
The present article gives the relationship between CL and Cohen's d. Because d can be computed from means and standard deviations, from attest for independent groups, or from the point-biserial correlation relating a dichotomous grouping factor to a continuous variable, the relationship between CL and d serves as a common path to compute CL from a number of possible starting points. Therefore, the purpose of this article is to describe the needed relationships, to provide a McGraw and Wong (1992) have described an index of effect size that requires only understanding the concept ofa probability, but no prior knowledge ofstatistics, which they termed the common language effect size indicator (CL). McGraw and Wong asked the reader to consider randomly selecting a young adult male and a young adult female; their CL index is the probability that a measure made on the male will exceed that made on the female. If the measure was standing height, McGraw and Wong show that this probability is about .92. If, on the other hand, there were no difference between the mean heights ofmales and females, this probability, the CL, would equal .5, an equallikelihood ofmales' height exceeding that offemales. Despite the appealing simplicity of CL, a literature review by Kirk (1996) reported that, of 266 reported effect sizes in 391 articles surveyed, not a single one used CL; perhaps researchers are hesitant to compute the index, even with the simple instructions given by McGraw and Wong.
The way CL is computed is to consider the distribution of all the possible differences between pairs of points from the two groups-in the above example, subtracting female heights from male heights. This distribution has a known mean and standard error, and, assuming normality, one can compute the ratio of the mean difference to the standard error of differences, then look up the probability that this value will not be exceeded from tables of the normal curve, which is the value of CL.
Unfortunately, McGraw and Wong (1992) only showed how to compute CL from means and standard deviations. where t is the t test for independent groups and r is the point-biserial correlation between a dichotomous variable indicating group membership and the dependent variable. When the sampie sizes ofthe two groups are equal (nI = n2 = n), the equations simplify to
Discussion
The CL requires only that one understand the concept of a probability. Various other effect size measures, such as Cohen's d (Cohen, 1977) , Rosenthai and Rubin's (1982) binomial effect size, r 2 (the variance explained), and many others all require, to a greater or a lesser extent, some understanding of statistics. The CL index, on the other hand, permits quite simple statements, such as "if a randomly selected adult male is compared with a randomly selected adult female, the chance that the male is taller is 93%"; this is a statement that is as easily understood by a person not trained in science or statistics as it is by a well-trained scientist. Increasingly we are urged in behavioral research to go beyond simple reports of significance to provide estimates ofeffect size (e.g., Kirk, 1996) . The problem is that not only is there a bewildering array of such measures, but almost all require an understanding of correlation, variance, or various other statistical concepts. The CL index, using either the table provided in this article or the interactive program described, is relatively easy to compute and provides an unambiguous statement of effect size.
Statistical issues. Although no deep understanding of statistics is required to interpret and understand the intent of CL as an index of effect size, statistical assumptions are relevant to its accuracy, and certain simplifications may lead to bias. Clearly, CL must be estimated from sampie information; therefore, it provides, at best, an estimate ofthe population probability. When, for example, individual sampie sizes are not known but are assumed to be equal, CL can be shown to underestimate the value that would have been calculated ifactual unequal sampie sizes were known and used. Sometimes actual sampie (7) (6) d=t l \ n and
Therefore, one can make the conversion to d by using the above equations and then look up d in Table I , to get the conversion to CL.
TheProgram
An interactive program, described in the Appendix, was written in FORTRAN and uses a function described by Dunlap and Duffy (1975) to compute integrals ofthe normal distribution, in order to compute CL from various different types of input. The user may choose to input means and standard deviations, d, t for independent groups, or the point-biserial r. Values of d and CL are returned. This program avoids any hand calculations or table lookup. The FORTRAN statements used are very simple and primitive, so that the program should compile on virtually any available FORTRAN compiler. Another option is to send a DOS formatted disk to the author, which will be returned with a copy of an executable program that will run under DOS on an IBM-compatible Pe. sizes can be judged from the experimental description, but at other times, more global information, such as degrees of freedom, may require that they be inferred, in which case equality is often assumed. CL also depends on the assumption ofnormality, the most common deviation from which is skew. Skew generally leads to loss of power and lower values ofthe t test; therefore, it will tend to yield conservative values of CL (see Levine & Dunlap, 1982) . When estimates ofthe standard deviation are pooled (see Equations land 2) for purposes of computing d or CL, one has assumed homogeneity of population variances. If one assumes equal variance when, in fact, the population variances are unequal, CL will be overestimated, and when combined with unequal sampie sizes, these distortions can be great. In this case, it is necessary to compute the standard error of the difference scores directly from the estimated standard deviations of the different groups by taking the square root of sdÄ _ B = sdÄ + sd~.
(8)
Finally, it is possible to compute CL from the results of experimental designs with matched observations or repeated measures, as McGraw and Wong (1992) pointed out. One must be very careful, however, not to compute CL from the t test for such designs without making the necessary adjustments and taking the precautions described by Dunlap, Cortina, Vaslow, and Burke (1996) .
To better understand the value ofthe simplicity of CL, let us examine a case of a culturally biased test in applied psychology. Let us suppose that the point-biserial correlation between the dichotomous variable coding race (black = I, white = 2) and an ability test score was .3, which would indicate that, on average, whites would receive somewhat higher scores than blacks on the test.
There are many, however, who would point out that the relationship is a weak one, because race only explains 9% ofthe variance. Many ofthe effect size measures are in the form ofvariance explained, but who really understands what variance explained means? Ifwe assume the correlation was based on sampies of 50 blacks and 50 whites, we can use Equation 7 to compute a value of d equal to 0.62. Looking this value up in Table I gives CL equal to .67. This means that, ifa black and a white were contending for the same job and ifthe biased ability test were used to decide who got it, 67% ofthe time, the white would be chosen because ofthe bias. This is a much more concrete statement than a vague reference to 9% explained variance.
