This paper examines the impact of bank concentration (measured by the HerfindahlHirschman Index) on bank financial distress using a dataset consisting of 18,159 bank year observations for six European countries (Austria, Belgium, France, Germany, Italy and Spain). Financial distress is defined as a switch from two consecutive period (t-1; t) into the bottom 5 percentile of the Economic Value Added (EVA) empirical distribution in a given country. In order to account for an omitted variable bias, we impose a factor model to the correlation structure of the binary indicators of distress in each country. This leads to a multivariate probit model estimated by GMM. Our findings suggest that, on average, there is a negative effect of bank concentration on financial distress. However, the impact of bank consolidation turns out to be postive (relative to the average) when considering either commerical or listed banks.
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The impact of bank concentration on financial distress: the case of the European Banking system
Introduction
Given the recent wave of consolidation in the European banking system (see Figure 1 reporting recent data on the incresing importance of M&A) there is an increasing concern on the impact of bank concentration on the stability of the overal banking system. There are contrasting views about the impact of banking concentration on financial stability.
Under the "competition-fragility" view, some authors (see Allen and Gale, 2004, among the others) argue that bank concentration, by keeping safe profit margins for banks, does not give the incentive to bank to finance risky projects. On the other hand, the "competition-stability" view (Boyd and De Nicolo', 2005 among the others) argues against bank concentration, given that, the sizeable market power of the only few existing banks will give the incentive of banks to raise the interest rate on loans, and consequently, this will adversely select the firm with risk projects, with a negative impact on the stability of the banking system.
In order to address this issue, we use 18,159 bank year observations for the [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] sample period (annual frequency) for six European countries: Austria, Belgium, France, Germany, Italy, and Spain. As far as we are aware, this is the first paper to analyse the impact of bank consolidation on financial distress, considering not only commercial and, or listed banks, but also non listed, savings and cooperative banks. These type of banks have a key role in many banking industry in the Continetal Europe (eg. Germany and Italy). As for the empirical analysis, we are interested in studying the effect of bank concentration [proxied by the Herfindahl-Hirschman Index 1 (HHI)] on the migration into distress, defined as a move over two consecutive periods (t-1; t) into the bottom 5
percentile of an indicator of shareholder value. Creating value for shareholders has been the main strategic objective of banks over the last decade or so and has important policy implications for academics, practitioners and regulators: over ten years ago, Greenspan
1 The Herfindahl-Hirschman Index is the sum of squared values of each bank asset market share.
(1996) affirms "you may well wonder why a regulator is the first speaker at a conference in which a major theme is maximising shareholder value… regulators share with you the same objective of a strong and profitable bank system". Shareholder value measures are also superior to profit measures to assess the if banks are healthy and sound since the first account for both bank profitability and the cost opportunity of capital (that reflect the bank risks). Crises of U.S. investment banks in 2008 provide clear evidence that profitable banks may be unsound. While shareholder value is usually assessed for listed companies using stock market returns, we use the Economic Value Added (EVA) since we chooce to consider both listed and non-listed banks: the number of quoted banks in Europe is still small and our aim is to have a broad view of the European banking systems, especially in those countries where cooperativive and savings bank have a key role. EVA is a measure of the value created by firms for their owners. The studies of Ferguson and Leistikow (1998) , Machuga et al. (2002) , Adsera and Vinolas (2003) , Abate et al. (2004) , Ferguson et al., (2005 and provide evidence that EVA is particularly useful in assessing shareholder value considering the opportunity cost of capital as well as bank economic performance. As a consequence, we estimate EVA following the procedure outlined in Fiordelisi (2007) for banks (see figure 2 ). While previous studies control for an omitted variable bias using observable common factors (such as GDP growth), we allow explictly for contemporaneous correlation among the binary endogenous indicators of distress driven by an unobservable common factor. Therefore, the model we propose has the flavour of an high dimensional multivariate probit. While bivariate probit modelling can nowdays be easily implemented, modelling higher order multivariate probit, involves multi dimensional integrals and this can be very computationally intensive. The use a single common factor driving the latent variables underlying the endogenous binary variables indicators of financial distress can reduce the number of parameters underlying extreme events correlation. The use of common factors underlies the Maximum Likelihood, ML, approach of Bock and Gibbons (1996) , and Gibbons and Wilcox-Gok (1998) to estimate high order multivariate probability models.
However, given six countries under investigations, the computational intensity of the ML is still very high and, therefore we suggest a two stage procedure. In the first stage, the common factor loading are obtained via a GMM type of analysis (see Bertschek and 3 Lechner, 1998 for an application to GMM for the purpose of estimating probit models).
The moment conditions we use are based upon both marginal and joint probabilities of observing financial distress (while Bertschek and Lechner, 1998 , focus only on moment conditions based upon marginal probabilities). We find that, on average, there is a negative effect of bank concentration on financial distress (supporting the view of Boyd and De Nicolo', 2005) . However, by using slope dummies into the GMM estimation, we also find that, while concentration decrease financial distress for savings and cooperative banks, bank consolidation increase banking instability for commercial and listed banks (supporting the view of Allen and Gale, 2000 and .
The paper is organised as follows. Section 2 and 3 provide a literature review on the effect of bank consolidation on the oveall banking systemic risk and a description of the econometric methodology, respectively. Section 4 data and empirical analysis.
Conclusions are in section 5.
Literature Review on the impact of bank consolidation on bank stability
In this section, we first review the studies that support the concentration-stability view. Allen and Gale (2004) show that less concentration in the banking system should erode bank market power, hence affecting the net present value of profits (franchise value) of a bank. This would give an incentive to banks to pursue risky policies (by, for instance, increasing the loan portfolio credit risk) in an attempt to maintain the former level of profits (Marcus 1984 , Keeley 1990 , Demsetz, Saidenberg, and Strahan 1996 , Carletti and Hartmann 2003 . Consequently, riskier policies should increase the probability of higher distress in the banking system. Therefore, this literature, argues in favour of a more concentrated banking system which should encourage banks to pursue safer strategies, given the possibility for banks to protect their higher franchise values ("competitionfragility" view). Furthermore, another argument put forward to support the concentrationstability view relies upon observing that monitoring and supervision of a banking system can be facilitated especially when there are few banks have sizeable market shares. A number of studies provide empirical evidence in favour of the concentration-stability view. Bordo et al. (1995) compare the performance of the U.S. and Canadian banking 4 system between 1920 and 1980. The authors (op. cit.) find an higher degree of systemic stability in Canada compared to the U.S. banking system and they conclude that this finding could be ascribed to the higher degree of concentration in the Canadian banking sector. Hoggarth et al. (1998) -Miera and Repullo (2007) , that is, as the number of banks increases, the probability of bank default first declines but increases beyond a certain point 2 .
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The study of Boyd and De Nicoló (2005) challenges the concentration-stability view
showing that an increased bank concentration could result in higher interest rates charged on business loans, and this would raise the credit risk of borrowers due to moral hazard.
The increase in firm bankruptcies could then spill into greater bank instability.
Furthermore, advocates of the "concentration-fragility" observe that policymakers are more concerned about bank failures when there are only a few banks. Hence, banks in concentrated systems will tend to be considered "too important to fail" and this will trigger a moral hazard problem boosting bank risk-taking incentives (e.g., Mishkin, 1999) . Using both duration a logit regression fitted to a pooled dataset, the authors (op. cit.) find (due to an gigher degree of banking concentration). However, the authors observe that, at the same time, there is a margin effect that generates more revenue for the bank coming from those nondefaulted borrowers that pay a higher interest rate 6 evidence that more competitive banking markets are less prone to systemic crises and that systemic crises take longer to develop within a competitive environment. Finally, the study of Berger et al. (2008) , using a panel study fitted to a dataset 8235 banks in 23 developed countries, show that banks with a higher degree of market power increase loan risk (proxied by non performing loans). However, the empirical findings of Berger et al. (2008) suggest that the increase in loan risk may be offset in part by higher equity capital ratios, given that banks with a higher degree of market power are shown to have less overall risk exposure (proxied by the z-score).
3 Econometric methodology: multivariate probit
Definition of distress
First, we consider as a threshold, the 5 percentile of the EVA empirical probability distribution for a specific country. This threshold is obtained after sorting all the banks EVA observations (for different time periods) in a given country. If we observe a switch of the bank EVA, between time t-1 and t, into the bottom 5 percentile of the EVA probability distribution (for the specific country), then we observe distress.
Model set up
Given a total of M countries (with M = 6 in our study), let Y = (y 1 , y 2 ,...,y M )' be the M dimensional vector of binary endogenous variables (e.g. scoring 1 when EVA is observed to be in distress, according to the criterion specified above). We assume that the latent variables driving the endogenous responses Y have a multivariate Gaussian distribution.
In particular, the stochastic process for the latent variable for the m th country is given by:
where x mt is the observation for the HHI for country m and for time t, while ε imt is an idiosyncratic disturbance (specific to bank i).
For the purpose of robustness, we also consider the following model specification:
where Dummy*x mt is a slope dummy which is meant to capture the deviation from the average impact effect of bank concentration due to a specific group (say, for instance, commercial banks). More specifically, we consider four models of type (1') which differ according to the group dummy variable picking the observations of commercial banks, or of savings, or of cooperative, or, finally, of listed banks.
Given the use of a single explanatory variable (e.g., a proxy of bank concentration), in order to control for an omitted variable bias, we allow the shocks ε be contemporaneously correlated across countries. More specifically, the shocks ε follow a a multivariate
Gaussian process with mean zero, and with a covariance matrix Σ (not diagonal), and with elements normalised to unity along the main diagonal. We impose a common factor structure in order to model the covariance matrix Σ. Therefore the generic off-diagonal element of Σ, σ mn is given by λ m λ n , with the λ's being the loadings factor coefficients for countries m and n. The endogenous binary response observed for the i th bank in the m th country at time period t is modelled as:
In light of equation (2), the components entering the vector of latent variable y* can be interpreted as proxy of financial soundness. Once the index of financial soundness for a specific bank i, in country m, at time t, is below a threshold c m , then we observe financial distress for that specific bank.
GMM estimation
Given that our focus is on studying the migration into distress for EVA within six
European countries, if we used a ML estimation method, then we should specify the log- ). More specifically, the probability of, say, the worst outcome corresponds to the joint probability of distress in all six countries and, in this case the multivariate cdf would be given by:
where φ is a multivariate Gaussian density function (M dimensional).As one can observe, the model specification we are interested requires the computationally intensive solution of higher order dimensional integrals. One possible method would rely on the assumption of a common factor underlying the contemporaneous correlation among the innovations.
By conditioning on the common factor, the endogenous responses y are independent, this would simplify the computation of the the conditional probability of observing m countries in distress. Then, the unconditional probability for a specific scenario, say the one defined for eq. (3), is a definite integral which can be approximated through GaussHermite quadrature.
3 However, we argue that the combination of EM and Fisher scoring algorithms suggested by Bock and Gibbons (1996) in order to maximise the loglikelihood would be very computationally intensive, given the high number of positive definite integrals for the unconditional joint probabilities regarding distress in a m-fold of countries. Even though our method still relies on a common factor structure (as anticipated in section 3.2), we suggest the use of a less computationally intensive method based upon GMM. This method involves solving the quadratic programming problem:
where _ M is an L×1 vector of unconditional moment restrictions and W is a L×L weight coefficients matrix. The unconditional moment conditions are sample means of conditional moments. The first set of (conditional) moments restrictions is the one suggested by Bertschek and Lechner, (1998) , relying upon ortoghonality restrictions between explanatory variables and residuals from probit regression, that is:
where the first term entering the expression in square brackets of equation (5) is an indicator function taking value if, for the i th bank in country m, at period t, a migration into financial distress (from the previous period) is observed, and taking value 0, otherwise. The second term entering the expression in square brackets of equation (5) is given by the structural form marginal probability [obtained through a univariate Gaussian
Cumulative Distribution Function (cdf), defined by NORM], conditional upon a specific observation for the explanatory variable x (HHI) in country m and at a specific time period t. The total number of conditional moments given by (5) is equal to the overall sample size in a given country. Given the unbalanced panel under investigation (see Table 1 ) the total number of conditional moments in (5) varies across countries.
Moreover, the total number of unconditional moments, obtained by averaging out all the observations in each country, is equal to M. Given an M+1 number of unknown coefficients to be estimated, we introduce a second set of unconditional moment conditions which helps to over-identify the model. In particular, the second set of restrictions is given by focussing on unconditional joint probabilities, that is, on the 
The first term in (6) is rf ij jpd is the reduced form (pairwise) joint probability of migration into distress in two countries, obtained by using a time average estimator suggested, in the context of default migration, by Gagliardini and Gourieroux (2005) :
where T is the number of time series observations (9 years in our study) and the π's are marginal probability of migration into distress given by dividing D t , which is the number banks, not in distress in the previous period, which have migrated into distress in the current period, to N t-1 , which is the total number of banks not in distress in the previous period The second term in (6) is the joint bivariate cumulative standardised Gaussian distribution, which depends on threshold parameters c m and c n , and on the (pairwise) correlation coefficient between the shocks ε. Given equation (1) specfying the stochastic process underlying the latent variable y* and the factor structure underlying the correlation parameters for the binary endogenous responses, the coefficient ρ mn is given by β 2 +λ m λ n . The total number of moment restrictions given by (7) is M(M-1)/2+M , which is equal to 21 for the model specification without dummy (and it is equal to 27 for the model specification with a dummy variable). This gives a total of 14 and 19 overidentifying restrictions to be tested for the model specification with and without dummy, respectively. We set the weight coefficient matrix W to the identity matrix, and the solution of the quadratic problem given (4) is obtained by employing a Sequential Quadratic Programming algorithm embedded in the sqpsolve Gauss routine. Contrary to Bertschek and Lechner, (1998) , who focus only on the conditional first moments, we estimate jointly the coefficients entering both the conditional first moments and the unconditional second moments for the binary endogenous responses, that is the β and λ coefficients, with the factor loadings varying across countries. The (unconditional) threshold parameters c entering both the marginal and joint probabilities (see eq. 5 and 6) are obtained by calibrating the estimation of the coefficients β and λ on the relative frequency of migration into distress, that is by taking the inverse of the standardised Gaussian cdf with respect to the country sample mean (across a given number of observations per country) of the indicator of migration into distress I(.) entering eq. (5).
Inference
The covariance matrix of the parameters estimates is given by:
where the elements of the matrix G are first derivatives of the sample mean values of the conditional moments (e.g. the terms entering the objective function to be minimised),
, evaluated at the point estimates of the coefficients β and λ.
Furthermore, the matrix V is the variance-covariance matrix of the conditional moments,
V = Var[M(β,λ)].

Data and empirical analysis
Data
Our dataset has 18,159 year observations for the 1997-2005 sample period (annual frequency) for six European countries: Austria, Belgium, France, Germany, Italy, and Spain. Table 1 show that the sample is dominated by German banks, especially in terms of savings and cooperative banks. As described in section 3.1 financial distress is measured by focussing on the worst 5% realisation of bank EVA. EVA was calculated for each bank in the sample between period t-1 and t following the procedure adopted by previous studies (e.g. Uyemura et al., 1996 , Fiordelisi 2007 ) by computing the difference ψ t-1,t = π t-1,t -k •K t-1 , where π t-1,t is the "economic measure" of the bank net operating profits, K is capital invested, k is the estimated cost of capital invested (as shown in figure 2 ). In order to minimise heteroscedasticity and scale effects in our model, we standardise EVA by capital invested so that this ratio expresses the shareholder value created for any euro of capital invested by shareholders in the bank. Regarding capital invested and its cost, various studies (Resti and Sironi, 2007 among the others) suggest measuring the bank's capital invested (and, consequently, the capital charge) focussing on equity capital. The estimation of the cost of equity capital is challenging in banking since most of the banks are non-quoted in any stock exchange market. As such, we estimate the shareholders' expected rate of return using the following procedure: 1) for quoted banks, we use follow a standard procedure applying a two-factor model using both market and interest rate risk factors (following Unal and Kane 1988) ; 2) for non-quoted banks, we use the mean of the cost of equity capital for comparable domestic quoted banks (in terms of total assets). Our estimation procedure is consistent to some recent papers that assume that the cost of equity in banking as constant (e.g. Stoughton and Zechner 2007) since the banking regulation constrain in the same way the leverage of banks. Finally, net operating profits and capital invested are calculated by undertaking various adjustments specific for banks to move the book values closer to their economic values. These adjustments concern: 1) loan loss provisions and loan loss reserves; 2) restructuring charges; 3) security accounting; 4) general risk reserves; 5) R&D expenses and 6) operating lease expenses 4 .
Empirical analysis
According to the definition of distress given above, the relative frequency of migration into distress are given in Table 3 The values for the unconditional pairwise joint probabilities of migration are given in Table 4 . These probabilities can give insights about the systemic risk within each country and within the overall region of countries under investigation. According to the descriptive statistics in Table 4 , Belgium seems to be the country with associated the highest degree of systemic risk. In particular, the highest joint probability of migration into a distress for any pair of banks within the same country are for Belgium, and this value is equal to 0.8%. Furthermore, the highest values for the joint probabilities of migration into a distress for any pair of banks in two different countries are observed for the following pairs: Belgium-Austria (with joint probability equal to 0.2%), in Belgium and Italy (with joint probability equal to 0.2%), Belgium-France (with joint probability equal to 0.1%). Finally Spain is the country showing the smallest degree of system distress, given the values equal to zero for the unconditional probabilities.
The explanatory variable, proxy of bank concentration is the HHI. The latter is computed by taking the ratio of a given bank assets (book value) in a specific country and in a given time period to the total sum of assets for that specific country and for that given time period. From We now turn our focus on the panel model estimation through GMM. From table 5, and in particular, from the column labelled Model 1, we can observe (on average) a negative and statistically significant impact effect of bank concentration on the event of migration of EVA into distress: this support the "competition-stability" view of Boyd and De Nicolo' (2005) showing that an industry concentration increase (so more market power is given to banks) is likely to increase the financial distress, i.e. a switch from two consecutive period (t-1; t) into the bottom 5 percentile of the EVA. However, from Table   5 , and, especially from columns labelled Model 3 and 4 (where we assess the impact effect of slope dummies), the negative average effect holds only when we concentrate on the observations related to cooperative and savings banks, which constitute the majority of sample observations. Therefore, as for the results associated either with the model without dummy or with a slope dummy capturing the concentration effect peculiar either to savings or cooperative banks, they are supporting the concentration-stability view of Boyd and De Nicolo' (2005) . From Table 5 and from column 2, we can observe a statistically significant and positive effect (relative to the average) of bank concentration associated either with commercial or with listed banks. This finding is supporting the "competition-stability" view of Allen and Gale (2000 and . In summary, once we take into account the classification of banks into different ownership categories, we find that while the aforementioned relationship is negative (relative to the average) for savings and cooperative banks; in case of commercial and listed banks, we observe a positive effect (relative to the average) of bank concentration on financial distress. As such, the competition-stability view of Boyd and De Nicolo' (2005) is confirmed for cooperative and savings banks, while the competition-fragility view is supported for commercial and listed banks (consistently with Berger et al., 2008 results) . These contrasting results can be explained by the different institutional aims of these banks (i.e. cooperative and savings bank tend to maximise the stakeholder value; commercial and listed banks aim to create shareholder value). In case of cooperative and savings banks, we find that an industry concentration increase (so more market power is given to banks) is likely to increase the probability of switch from two consecutive period (t-1; t) into the bottom 5 percentile of the Economic Value Added (EVA): as such, cooperative and savings banks exploit their larger market power to provide gains to all stakeholders. Conversely, as the industry concentration increase (so more market power is given to banks), commercial and listed banks have less competitive pressures and use their enhanced market power to create value for shareholders. As such, our study provide evidence that the bank ownership structure has an impact on the banking sector stability.
Looking at tbe various contries, the loading factor coefficient corresponding to Belgium has the highest (and statically signicant) positive value, while the loading factor coefficient associated with Spain is the only negative and statistically significant. The results for the λ parameters hold throughout the different models under investigation and suggest, in line with what documented in Table 3 and 4, that the major and minor sources of systemic risk Belgium and Spain, respectively.
Finally, it is customary to use the J statistics for testing the over-identifying restrictions.
This statistics has a χ 2 distribution with the number of degress of freedom equal to the number of overidentifying restrictions (which are equal to 20 in case of the model without dummy, and they are equal to 27 in case of the model with dummy). From Table   5 (last row) we can observe that given that the value of the minimised objective function is equal to zero, then we do not reject the set of overidentifying restrictions imposed.
Conclusions
This paper assesses the impact of the bank consolidation process on financial distress using a large sample 18,159 observations for the 1997-2005 sample period (annual frequency) for six European countries: Austria, Belgium, France, Germany, Italy, and Spain. We are interested in the analysis of mi gration into distress, defined as a move from twoconsective periods (t-1,t) into the bottom 5 percentile of the EVA empirical distribution in a given country. While the existing literature on the impact of bank concentration on systemic stability controlled for the impact of observable common factors (such as GDP growwth), in this paper we control for the omitted variable bias by imposing a common factor to correlation structure of the binary reponse indicators of migration into distress. As a consequence, contrary to the previous studies based upon a single equation limited dependent variable regression, our study uses a multivariate probit model. We also extend previous literature by explicitly investigating the role played by commercial, cooperative, savings and listed banks on the average impact of bank consolidation on financial distress. A final contribution of our study to the existing literature deals with the estimation method. In particular, while the implementation of an ML approach is computationally intensive when modelling joint probabilities in systems of more than two binary endogenous variables, we use a GMM type of analysis. Therefore, our approach is similar to Bertschek and Lechner, (1998) .
More specifically, while Bertschek and Lechner, (1998) focus only on moment conditions based upon marginal probabilities, we also take into account moment conditions based upon joint probabilities.
Our findings show that, on average, the impact of bank concentration on financial distress is negative, therefore supporting the competition-stability view of Boyd and De Nicolo' (2005) , i.e. an industry concentration increase (so more market power is given to banks) is likely to increase the financial distress. Howvere, our sample comprises different type of banks (i.e. commercial, cooperative and savings banks) and the sample is dominated by cooperative banks observations. Once we take into account the classification of banks into different ownership categories, we find that while the aforementioned relationship is negative (relative to the average) for savings and cooperative banks (supporting the "competition-stability" view); in case of commercial and listed banks we observe a positive effect (relative to the average) of bank concentration on financial distress (supporting the "competition-fragility" view). These contrasting results can be explained by the different institutional aims of these banks (i.e. stakeholder vs. shareholder value creation). Indeed, the stated objective of cooperative and savings banks is not maximization of profits, but rather maximization of stakeholder value (e.g. consumer surplus in case of cooperative banks). This leaves cooperative and savings banks with relatively low average profits in normal years. However, in weaker years, cooperative banks are able to extract some of the consumer surplus, thereby mitigating the negative influence on returns (see the empirical findings of Hesse and Cihak, 2007, regarding this issue) . Therefore, an higher degree of market power given to cooperative and savings banks allows providing further gains to all stakeholders, hence reinforcing the mitigating effect of stress on bank profitability, during weak periods. Conversely, as the industry concentration increase, commercial and listed banks have less competitive pressures and use their enhanced market power to create value for shareholders, via an increase in loan risk as suggested by Boyd and De Nicolo' (2005) . As such, these results have significant policy implications for academics, practitioners and, especially, regulators. (7), that is by using a time average estimator suggested, in the context of default migration, by Gagliardini and Gourieroux (2005) . Legend: ψ is the Economic Value Added π is the "economic measure" of the bank net operating profits π acc is the "accounting" net operating profits K is the capital invested k is the estimated cost of capital invested, R&D is "Research and Development" i and t subscripts denote the cross-section and the time dimensions, respectively Notes:
(1) Capital invested cannot be simply measured using total assets and the cost of invested capital is not estimated as the Weighted Average Cost of Capital (WACC). Since financial intermediation is the core business for banks, debts should be considered as a productive input in banking rather than a financing source (as for other companies). As such, interest expenses represent the cost for acquiring this input and, consequently, should be considered as an operating cost rather than a financial cost (as for other companies). As a consequence, if the capital charge is calculated following a standard procedure (i.e. applying WACC on total assets), EVA will be biased since it will double count the charge on debt. As such, the charge on debt should be firstly subtracted from NOPAT (the capital charge is calculated on the overall capital -i.e. equity and debt -invested in the bank and, consequently, it includes the charge on debt) and, secondly, it would be subtracted from operating proceeds in calculating NOPAT: interest expenses (i.e. the charge on debt capital) are in fact subtracted from operating revenues. In the case of banks, it seems reasonable to calculate the capital invested (and, consequently, the capital charge) focussing on equity capital (among others, Di Antonio 2002, Resti and Sironi 2007) 5 : as such, we measure the capital invested in the bank as the book value of total equity and the cost of capital as the cost of equity. The cost of equity is estimated following procedure: 1) for quoted banks, we use follow a standard procedure applying a two-factor model using both market and interest rate risk factors (following Unal and Kane 1988) ; and 2) for non-quoted banks, we use the mean of the cost of equity capital for comparable domestic quoted banks (in terms of total assets).
(2) Capitalised R&D expenses and capitalised training expenses are obtained summing annual R&E expenses and training expenses, respectively, over a period of five years (e.g. Stewart, 1991 suggests that five years is the average useful life of R&D expenses). (3) The proxies for amortised R&D expenses and amortised training expenses are obtained as the mean of the R&D expenses over the 1996-2005 period. (4) Since data availability does not allow us to evaluate the present value of expected lease commitments over time, the present value of expected future lease commitments capitalised is assumed to be equal to the overall amount of operating leases expenses over for a five years period. The amount annually amortised is close to the amount of R&D expenses divided by 3 years (assuming a straight-line amortisation process).
Source: adjusted by Fiordelisi (2007 Fiordelisi ( , p.2169 
