Abstract
Introduction
Fuzzy Rule Based Classification Systems (FRBCSs) are a very useful tool in the ambit of Machine Learning, since they provide a very interpretable model for the end user [10] . There are many real applications in which the FRBCS have been employed, including anomaly intrusion detection, medicine or image processing. In most of these areas the data used is highly skewed, i.e. the number of instances of one class is much lower than the instances of the other classes. This situation is known as the imbalanced data-set problem, and it has been recently identified as one important problem in data mining [5] .
Our previous work on the topic [8] showed the good behaviour obtained by FRBCSs in the ambit of imbalanced data-sets, by means of the application of a preprocessing step in order to balance the training data before the rule generation phase via a re-sampling procedure. We determined the robustness of this methodology specially when increasing the imbalance degree, achieving better performance than the C4.5 decision tree in highly imbalanced data-sets.
Our aim in this work is to increase the global performance of FRBCSs applying a genetic optimization of the Data Base membership functions (MFs) by means of a new linguistic rule representation model that was proposed in [1] . This model is based on the linguistic 2-tuples representation [9] , and allows the lateral displacement of a label considering an unique parameter.
We will use for our experimental study a basic learning algorithm proposed by Chi et al. [6] , that extends the well-known Wang and Mendel method to classification problems. Furthermore, as we mentioned before, it is necessary to apply a re-sampling procedure to prepare the training data for the learning process. Specifically, following the conclusions obtained in [8] , we will employ the "Synthetic Minority Over-sampling Technique" (SMOTE) [4] .
The rest of this work is organized as follows. In Section 2, we present the imbalanced data-set problem, describing the preprocessing technique used in our work, the SMOTE algorithm, and discussing the evaluation metric we have employed. In Section 3, we briefly describe the FRBCSs and we present the fuzzy rule learning methodology used in this study. Next, Section 4 introduces the 2-tuples tu-ning approach and the evolutionary algorithm that tunes the FRBCS. In Section 5, we include our experimental analysis in imbalanced data-sets with different degrees of imbalance, where we compare the FRBCS with 2-tuples based genetic tuning with the basic FRBCS approach. Finally, in Section 6, some concluding remarks are pointed out.
Imbalanced Data-Sets in Classification
The problem of imbalanced data-sets in classification occurs when the data used is highly skewed, i.e. the number of instances of one class is much lower than the instances of the other classes. This situation has been recently identified as one important problem in data mining [5] , because it is implicit in most real world applications, including telecommunications, finance, biology, and medicine.
We focus on the two class imbalanced data-sets, where there is only one positive and one negative class. We consider the positive class as the one with the lowest number of examples and the negative class the one with the highest number of examples. Furthermore, in this work we use the imbalance ratio (IR) [11] , defined as the ratio of the number of instances of the majority class and the minority class, to organize the different data-sets according to their IR.
In order to deal with the imbalanced data-set problem we may apply internal approaches that create new algorithms or modify existing ones to take this problem into consideration [2] and external approaches that preprocess the data in order to diminish the effect caused by their class imbalance [3] .
In our previous work on this topic [8] we analyzed the cooperation of some preprocessing methods with FRBCSs, showing a good behaviour for the oversampling methods, specially in the case of the SMOTE methodology [4] ; according to this, we will employ in this work this preprocessing method.
In short, its main idea is to form new minority class examples by interpolating between several minority class examples that lie together. Thus, the overfitting problem is avoided and causes the decision boundaries for the minority class to spread further into the majority class space.
Regarding the empirical measure, instead of using accuracy, a more correct metric is considered. This is due to the fact that accuracy can lead to erroneous conclusions, since it doesn't take into account the proportion of examples for each class. Because of this, in this work we use the geometric mean of the true rates [2] , which can be defined as
where T P ,T N,F P and F N stand for True Positives, True Negatives, False Positives and False Negatives respectively. This metric attempts to maximize the accuracy of each one of the two classes with a good balance. It is a performance metric that links both objectives.
Fuzzy Rule Based Classification Systems and Fuzzy Learning Method
FRBCSs are a very useful tool in the ambit of Machine Learning, since they allow the inclusion of all the available information in system modeling, both the one that comes for expert knowledge and the one from empiric measures and mathematical models, deriving on a very interpretable model and therefore allowing the knowledge representation to be understandable for the system users.
Any classification problem consists of m training pat-
classes where x pi is the ith attribute value (i = 1, 2, . . . , n) of the p-th training pattern.
In this work we use fuzzy rules of the following form for our FRBCSs:
where R j is the label of the jth rule, x = (x 1 , . . . , x n ) is an n-dimensional pattern vector, A ji is an antecedent fuzzy set, C j is a class label, and RW j is the rule weight. We use triangular MFs as antecedent fuzzy sets. Fuzzy learning methods are the basis to build a FRBCS. The algorithm used in this work is the method proposed in [6] , that we have called the Chi et al.'s rule generation.
To generate the fuzzy RB this FRBCSs design method determines the relationship between the variables of the problem and establishes an association between the space of the features and the space of the classes by means of the following steps:
1. Establishment of the linguistic partitions. Once the domain of variation of each feature A i is determined, the fuzzy partitions are computed.
Generation of a fuzzy rule for each example
To do this is necessary:
2.1 To compute the matching degree μ(x p ) of the example to the different fuzzy regions using a conjunction operator (usually modeled with a minimum or product T-norm).
2.2 To assign the example x p to the fuzzy region with the greatest membership degree.
2.3 To generate a rule for the example, whose antecedent is determined by the selected fuzzy region and whose consequent is the label of class of the example.
To compute the rule weight.
We must remark that rules with the same antecedent can be generated during the learning process. If they have the same class in the consequent we just remove one of the duplicated rules, but if they have a different class only the rule with the highest weight is kept in the RB.
Genetic Tuning of the Fuzzy Rule Based Classification Systems
In this work we will employ the 2-tuples based genetic tuning for classification problems, adapting the previous work on the topic [1] in order to obtain good models of FRBCSs to increase the performance of the initial Knowledge Base (KB). In this approach a new rule representation model based on the linguistic 2-tuples representation [9] is used. This representation allows the lateral displacement of the labels considering only one parameter (slight displacements to the left/right of the original MFs).
The symbolic translation of a linguistic term is a number within the interval [-0.5, 0.5) that expresses the domain of a label when it is moving between its two lateral labels. An example is illustrated in Figure 1 where we show the symbolic translation of a label represented by the pair (S 2 ,-0.3) together with the lateral displacement of the corresponding MF. • Global Tuning of the Semantics (GTS). In this case, the tuning is applied to the level of linguistic partition. In this way, the pair (X i , label) takes the same tuning value in all the rules where it is considered.
• Local Tuning of the Rules (LTR). In this case, the tuning is applied at the rule level. The pair (X i , label) is tuned in a different way for each rule, based on the quality measures associated to the tuning method.
In order to apply the 2-tuples based genetic tuning, we will consider the use of a specific genetic algorithm to design the proposed learning method, the CHC algorithm [7] which presents a good trade-off between diversity and convergence, being a good choice in problems with complex search spaces.
This genetic model makes use of a mechanism of "Selection of Populations". M parents and their corresponding offspring are put together to select the best M individuals to take part of the next population (with M being the population size). Furthermore, no mutation is applied during the recombination phase, Instead, when the population converges or the search stops making progress, the population is re-initialized.
The components needed to design this process are explained below. They are: coding scheme, initial gene pool, chromosome evaluation, crossover operator (together with an incest prevention) and restarting approach.
Coding Scheme:
A real coding is considered. In the case of the GTS the chromosome is represented by the joint of the parameters of the fuzzy partitions, while for the LTR is the joint of the rule parameters.
Chromosome Evaluation:
The fitness function must be in accordance with the framework of imbalanced datasets. Thus, we will use, as presented in Section 2, the geometric mean of the true rates.
Initial Gene Pool:
To make use of the available information, the initial FRBCS is included in the population as an initial solution. To do so, the initial pool is obtained with the first individual having all genes with value '0.0', and the remaining individuals generated at random in [-0.5, 0.5).
Crossover Operator:
We consider the Parent Centric BLX (PCBLX) operator, which is based on the BLX-α. We consider the incest prevention mechanism in order to apply the PCBLX operator. Two parents are crossed if their hamming distance divided by 2 is above a predetermined threshold, L. Since we consider a real coding scheme, we have to transform each gene considering a Gray Code (binary code) with a fixed number of bits per gene (BIT SGEN E). In this way, the threshold value is initialized as:
where #Genes stands for the total length of the chromosome. L is decremented by BIT SGEN E when there are no new individuals in the next generation.
Restarting approach:
When the threshold value L is lower than zero, all the chromosomes are regenerated at random within the interval [−0.5, 0.5). Furthermore, the best global solution found is included in the population to increase the convergence of the algorithm. 
Experimental Study
In this study, our intention is to show the improvement achieved in FRBCSs by applying a 2-tuples genetic tuning approach. Thus, we will compare the performance of the FRBCS, both for the basic scheme and with 2-tuples genetic tuning, performing a global comparison employing a large amount of imbalanced data-sets.
Specifically, we have considered thirty three data-sets from UCI with different IR, as shown in Table 1 , where we denote the number of examples (#Ex.), number of attributes (#Atts.), class name of each class (minority and majority), class attribute distribution and IR. This table is in ascendance order according to the IR. Data-sets with more than two classes have been modified by taking one against the others or by contrasting one class with another.
In order to reduce the effect of imbalance, we will employ the SMOTE preprocessing method [4] for all our experiments, considering only the 1-nearest neighbour to generate the synthetic samples, and balancing both classes to the 50% distribution.
In the remaining of this section, we will first present the experimental framework and all the parameters employed in this study and then we will show the results and all the statistical study for the FRBCS approach with the 2-tuples based genetic tuning.
Experimental Set-Up
To develop the different experiments we consider a 5-folder cross-validation model, i.e., 5 random partitions of data with a 20%, and the combination of 4 of them (80%) as training and the remaining one as test. For each data-set we consider the average results of the five partitions. Furthermore, Wilcoxon's Signed-Ranks Test [12] is used for statistical comparison of our empirical results. In all cases the level of confidence (α) will be set at 0.05.
We will employ the following configuration for the FRBCS: product T-norm as conjunction operator, together with the Penalized Certainty Factor approach for the rule weight and FRM of the winning rule. We have selected this FRBCS model as it achieved a good performance in our previous study on imbalanced data-sets [8] . Because it is not clear what level of granularity must be employed for the Chi FRBCS, we will use both 3 and 5 labels per variable.
Finally, we indicate the values that have been considered for the parameters of the genetic tuning:
• Population Size: 50 individuals.
• Number of evaluations: 5,000 ·number of variables.
• Bits per gene (Gray codification): 30 bits.
Analysis of the 2-Tuples Based Genetic Tuning on Fuzzy Rule Based Classification Systems
As we said previously, our aim is to emphasize the necessity in the use of the 2-tuples based genetic tuning to improve the FRBCS performance by means of the comparison of the results obtained by the Chi et al.'s method.
Experimental results are shown in Table 2 , where we show by columns the two different approaches considered, that is, the Chi et al.'s algorithm with 3 and 5 labels, noted as Chi-3 and Chi-5 respectively. In addition, there are three different results for each method: the first row contains the results when applying the basic scheme (Base) and the second and third rows contains the results for the global and local 2-tuples based genetic tuning, named as GTS and LTR. For the FRBCSs analysis we must select which granularity is preferred for the Chi method, wether 3 or 5 labels. For this purpose Table 3 presents a Wilcoxon's test where we compare the results for each approach (with the two types of genetic tuning) using the two different number of fuzzy partitions. The main conclusion obtained in this table is that when we choose 5 labels per variable, we get a high over-fitting for the 2-tuples based genetic tuning and, in this case, the choice of a lower level of granularity allows the achievement of better results.
We must emphasize that our work was focused on determining the positive behaviour of the 2-tuples based genetic tuning for FRBCS in the field of imbalanced data-sets. We show in Table 4 the complete results for the Chi et al.'s fuzzy method with 3 labels per variable, which has been the selected approach for this study. In this table we can see that in most cases the 2-tuples based genetic tuning obtains better results in performance than the basic FRBCS.
This study is analyzed by a Wilcoxon Test (Table 5) , where we show that the 2-tuples tuning improves the behaviour of the simple KB, both in the global and local approaches. Therefore, we stress the goodness of the 2-tuples methodology for the tuning of the MF in imbalanced datasets, both for the whole rule set (global approach) and for each fuzzy rule (local approach). Finally, comparing both tuning approaches (GTS and LTR) neither of them is better in performance, so initially there is no argument to support which one is preferable. Nevertheless, since the GTS works at the Data Base level, the global interpretability of the final FRBCS is maintained and, in this case, it achieves a good trade-off between accuracy and interpretability.
Conclusions
In this work we have adapted the 2-tuples based genetic tuning to classification problems with imbalanced data-sets, in order to increase the performance of simple FRBCSs.
Our empirical and statistical results have supported our aim and thus, we have shown that the genetic tuning improves the behaviour of the FRBCS in imbalanced data-sets. Thus, we can conclude that the tuning step is a necessity, since it helps FRBCSs to obtain better results in this scenario. 
