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Resumo
A recuperação de imagem baseada em conteúdo é importante para diversos fins, como
diagnósticos de doenças a partir de tomografias computadorizadas, por exemplo. A re-
levância social e econômica de sistemas de recuperação de imagens criou a necessidade
do seu aprimoramento. Dentro deste contexto, os sistemas de recuperação de imagens
baseadas em conteúdo são compostos de duas etapas: extração de característica e medida
de similaridade. A etapa de similaridade ainda é um desafio, devido à grande variedade
de funções de medida de similaridade, que podem ser combinadas com as diferentes téc-
nicas presentes no processo de recuperação e retornar resultados que nem sempre são os
mais satisfatórios. As funções geralmente mais usadas para medir a similaridade são as
Euclidiana e Cosseno, mas alguns pesquisadores têm notado algumas limitações nestas
funções de proximidade convencionais, na etapa de busca por similaridade. Por esse mo-
tivo, as divergências de Bregman (Kullback Leibler e Generalizada) têm atraído a atenção
dos pesquisadores, devido à sua flexibilidade em análise de similaridade. Desta forma, o
objetivo desta pesquisa foi realizar um estudo comparativo sobre a utilização das diver-
gências de Bregman em relação às funções Euclidiana e Cosseno, na etapa de similaridade
da recuperação de imagens baseadas em conteúdo, averiguando as vantagens e desvanta-
gens de cada função. Para isso, criou-se um sistema de recuperação de imagens baseado
em conteúdo em duas etapas: off-line e on-line, utilizando as abordagens BSM, FISM,
BoVW e BoVW-SPM. Com esse sistema, foram realizados três grupos de experimentos
utilizando os bancos de dados: Caltech101, Oxford e UK-bench. O desempenho do sis-
tema de recuperação de imagem baseada em conteúdo utilizando as diferentes funções de
similaridade foram testadas por meio das medidas de avaliação: Mean Average Precision,
normalized Discounted Cumulative Gain, precisão em k, e precisão x revocação. Por fim,
o presente estudo aponta que o uso das divergências de Bregman (Kullback Leibler e Ge-
neralizada) obtiveram melhores resultados do que as medidas Euclidiana e Cosseno, com
ganhos relevantes para recuperação de imagem baseada em conteúdo.
Palavras-chave: I-Divergence Generalizada. Kullback Leibler. Similaridade. Divergên-
cia de Bregman. Recuperação.
Abstract
The content-based image retrieval is important for various purposes like disease diag-
noses from computerized tomography, for example. The relevance, social and economic
of image retrieval systems has created the necessity of its improvement. Within this con-
text, the content-based image retrieval systems are composed of two stages, the feature
extraction and similarity measurement. The stage of similarity is still a challenge due to
the wide variety of similarity measurement functions, which can be combined with the
different techniques present in the recovery process and return results that aren’t always
the most satisfactory. The most common functions used to measure the similarity are
the Euclidean and Cosine, but some researchers have noted some limitations in these
functions conventional proximity, in the step of search by similarity. For that reason, the
Bregman divergences (Kullback Leibler and I-Generalized) have attracted the attention of
researchers, due to its flexibility in the similarity analysis. Thus, the aim of this research
was to conduct a comparative study over the use of Bregman divergences in relation the
Euclidean and Cosine functions, in the step similarity of content-based image retrieval,
checking the advantages and disadvantages of each function. For this, it was created a
content-based image retrieval system in two stages: offline and online, using approaches
BSM, FISM, BoVW and BoVW-SPM. With this system was created three groups of
experiments using databases: Caltech101, Oxford and UK-bench. The performance of
content-based image retrieval system using the different functions of similarity was tested
through of evaluation measures: Mean Average Precision, normalized Discounted Cumu-
lative Gain, precision at k, precision x recall. Finally, this study shows that the use of
Bregman divergences (Kullback Leibler and Generalized) obtains better results than the
Euclidean and Cosine measures with significant gains for content-based image retrieval.
Keywords: Generalized I-Divergence. Kullback Leibler. Similarity. Bregman diver-
gence. Retrieval.
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Capítulo 1
Introdução
O avanço da tecnologia digital e a diminuição do custo de armazenamento de dados
contribuíram para um aumento do número de imagens: na Internet, em banco de dados
públicos e em sistemas biométricos. Nesse sentido, vários sistemas de recuperação de
imagens têm sido desenvolvidos na tentativa de otimizar a consulta do usuário a esses
bancos de dados. Os sistemas computacionais de recuperação de imagens são baseados
em duas técnicas de busca, uma em texto e outra em conteúdo.
Nas técnicas de busca por texto, o processo de recuperação de imagens consiste em
comparar os termos de uma consulta textual, definida por um usuário, com as anotações
associadas, às imagens, por exemplo, representadas por palavras-chave e, a partir da com-
paração, retornar ao usuário um conjunto de imagens. Entretanto, essa técnica apresenta
duas desvantagens: a primeira é a necessidade de um trabalho manual para realizar as
anotações e, a segunda, refere-se às incertezas das palavras usadas para a recuperação de
imagens (MÜLLER et al., 2004).
As técnicas de recuperação de imagens baseadas em conteúdo (Content Based Image
Retrieval – CBIR) (IQBAL et al., 2014), têm sido propostas na tentativa de superar
as desvantagens de sistemas de recuperação de imagens baseados em texto (SNOEK;
SMEULDERS, 2010). Nessa abordagem, são consideradas as informações visuais da ima-
gem para a busca e recuperação em um banco de dados e, não apenas uma simples
descrição textual das mesmas (BALAN et al., 2004).
Os sistemas CBIR têm ganhado relevância, principalmente, pela subjetividade em se
caracterizar uma imagem pelo seu conteúdo, já que diferentes usuários podem estar in-
teressados em diferentes aspectos de uma mesma imagem (BALAN et al., 2004). Em
(MARQUES et al., 2002), por exemplo, os autores implementaram um sistema CBIR
para análise de imagens de mamograma, com intuito de averiguar a presença de micro-
calcificações nas imagens de mamografias para possíveis diagnóstico de casos iniciais de
câncer de mama. O trabalho de (TORRES; FALCÃO, 2006), propõe um sistema CBIR
na área de biodiversidade, para auxiliar a identificação de espécies de animais por meio
de suas formas.
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Entretanto, mesmo com todos os esforços nas pesquisas de recuperação de imagem
baseada em conteúdo, os algoritmos atuais de CBIR ainda são limitados (SILVA, 2014).
Além de outras dificuldades, o gargalo principal é a descontinuidade existentes entre os
seus conteúdos semânticos associados e as características de baixo nível possíveis a serem
extraídas (DATTA et al., 2008). A descontinuidade semântica é um problema originado
do fato que medidas de similaridade e os extratores de caraterísticas das imagens, tais
como histogramas de níveis de cinza, descritores de forma e cor, não possuem ligação
direta com as semânticas da subjetividade humana (DESERNO; WELTER; HORSCH,
2012).
Visando minimizar o problema semântico, diversos trabalhos têm abordado CBIR
com diferentes medidas de similaridade (SCHOLAR, 2013; ABOOD; MUHSIN; TAWFIQ,
2013; KEKRE; SONAWANE, 2012). A proposta deste trabalho insere-se neste contexto,
propondo o uso das divergências de Bregman Kullback Leibler (KL) e GID como medida
de similaridade em CBIR, na etapa de recuperação de imagem. A relevância desta pro-
posta está ligada à possibilidade de estabelecer a similaridade de forma mais eficaz, visto
que estas divergências apresentam propriedades que permitem minimizar os problemas
descritos anteriormente.
1.1 Motivação
Os mecanismos de recuperação de imagens baseados em conteúdo têm o seguinte
funcionamento: um usuário define uma imagem de consulta (query), compara esta imagem
com as imagens do banco de dados e retorna uma lista ranqueada contendo as imagens
mais similares.
Os sistemas CBIR são baseados em duas etapas principais: a primeira consiste na ex-
tração de características, enquanto que a segunda, na medida de similaridade. A extração
de característica é o processo no qual um conjunto de características é gerado para repre-
sentar o conteúdo de cada imagem. Existem vários métodos de extração de características
e algumas das mais populares são extrações baseadas em cor, textura e forma. Na etapa
da medida de similaridade, uma etapa posterior à extração de característica, aplica-se
uma função de distância (por exemplo, Euclidiana) entre os vetores de características da
imagem de consulta e de cada uma das imagens que estão no banco de dados, com o
intuito de obter a recuperação das N imagens mais semelhantes contidas no banco de
dados.
Tanto o processo de extração de característica quanto a medida de similaridade repre-
sentam um desafio para sistemas CBIR. Considerando a etapa de extração de caracterís-
ticas, o desafio é a utilização de descritores que possibilitem a minimização da diferença
entre as concepções semânticas de alto nível, utilizadas pelos humanos para compreender
o conteúdo de uma imagem, e as características de baixo nível, usadas na visão computa-
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cional, denominada de gap-semântico. Uma possível solução seria o desenvolvimento de
algoritmos sofisticados para extração de característica.
A variedade das medidas de similaridade encontradas na literatura tal como: Euclidi-
ana, Mahalanobis e Cosseno (ABOOD; MUHSIN; TAWFIQ, 2013; YANG; XIAO, 2008;
ZHOU; DAI, 2006; SPERTUS; SAHAMI; BUYUKKOKTEN, 2005; SANTINI; JAIN,
1999); e as diferentes técnicas de recuperação de imagem dificultam a escolha da medida
mais adequada na recuperação de imagens em sistemas CBIR. É importante observar
que as medidas de similaridade escolhidas devem ser apropriadas com diferentes técnicas
presentes no processo de recuperação de imagens. Por exemplo: (LIU et al., 2008) ao
utilizar a distância City Block como medida de similaridade em um sistema CBIR os au-
tores não obtiveram bons resultados. Entretanto, (KEKRE; SONAWANE, 2012) usavam
a distância Minkowski para elaborar uma seleção de medida de similaridade adequada de
acordo com os métodos presentes (por exemplo, extração de características) no CBIR. A
utilização de diferentes distâncias para um mesmo processo de recuperação pelos pesqui-
sadores, como os citados acima, denotam a dificuldade em se definir a melhor medida de
similaridade a ser usada na recuperação de imagens em sistemas CBIR.
Observa-se ainda que as funções de proximidade convencionais, tais como a Euclidiana
e a Cosseno, têm apresentado limitações na busca por similaridades (XU et al., 2012;
LIU, 2011; SAKJI-NSIBI; BENAZZA-BENYAHIA, 2010). Diante destas limitações e
considerando as suas propriedades, as divergências de Bregman têm sido utilizadas em
diversas aplicações como medida de similaridade. Por exemplo, (CAYTON, 2008) propõe
uma forma eficiente de encontrar os vizinhos mais próximos utilizando a divergência de
Bregman (DB), e (BANERJEE et al., 2005) apresenta uma análise paramétrica hard e
soft de algoritmos de agrupamentos baseados nas DB’s.
Desta forma, acredita-se que a utilização das DB’s, devido à sua flexibilidade em
relação às outras medidas (Euclidiana e Cosseno), podem ser mais eficazes para o cálculo
da similaridade entre diferentes características que representam as imagens. As DB’s
utilizadas neste trabalho são a KL e a GID, as quais são definidas utilizando a função
logarítmica cujo domínio é x > 0; por outro lado, os dados caracterizados podem assumir
valores iguais a zero em suas coordenadas. Nesta perspectiva, são apresentados neste
trabalho tratamentos adequados que possibilitam a aplicação das divergências KL e GID,
minimizando os problemas descritos anteriormente para recuperação de imagens baseados
em conteúdo.
1.2 Objetivos
A presente pesquisa teve por objetivo geral criar tratamentos adequados para as di-
vergências de Bregman (KL e GID), quando as representações das imagens contém coor-
denadas iguais a 0 (zero), realizando um estudo comparativo sobre o uso dos tratamentos
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em relação às medidas Euclidiana e Cosseno, na etapa de similaridade da recuperação de
imagens baseadas em conteúdo, verificando as vantagens e desvantagens de cada função.
Os objetivos específicos foram:
1. Avaliar o desempenho das divergências de Bregman (KL e GID), na etapa de re-
cuperação de imagens, utilizando os métodos de avaliação precisão e revocação,
normalized Discounted Cumulative Gain (nDCG), Mean Average Precision (MAP)
e precisão em k;
2. Comparar o desempenho da CBIR, utilizando a divergências (KL e GID) e as me-
didas Euclidiana e Cosseno para o cálculo de similaridade na etapa de recuperação;
3. Desenvolver tratamentos para as divergências de Bregman (KL e GID) – obedecendo
às propriedades da função logarítmica cujo domínio é x > 0, de acordo com a
caracterização das imagens;
Com base nos objetivos descritos acima, foram levantadas as hipóteses destacadas na
Seção 1.3 abaixo.
1.3 Hipótese
O uso das divergências de Bregman (KL e GID) na etapa de similaridade quando
usado histogramas é mais eficaz na recuperação de imagens baseada em conteúdo do que
as medidas tradicionais (Euclidiana e Cosseno), dependendo dos tratamentos aplicados
para assegurar o domínio das funções logarítmicas.
1.4 Contribuições
Podem-se destacar duas principais contribuições deste trabalho. A primeira contribui-
ção é o estudo comparativo entre as divergências de Bregman (KL e GID) e as medidas
tradicionais (Euclidiana e Cosseno), discriminando as vantagens e desvantagens da utili-
zação de cada uma dessas funções. Em segundo lugar, destacam-se os tratamentos para
a utilização das divergências de Bregman, com o propósito de minimizar os problemas
enfrentados na recuperação de imagens.
1.5 Organização do documento
Para exposição do estudo, e visando uma melhor compreensão dos conceitos e técnicas
utilizadas, dos experimentos realizados e dos resultados obtidos, subdividimos este texto
em 8 capítulos.
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o Capítulo 1 consiste das considerações iniciais e do contexto no qual se insere esta
pesquisa, da motivação para o seu desenvolvimento e dos objetivos a serem alcan-
çados.
o Capítulo 2 apresenta uma breve exposição dos conceitos básicos ligados ao pro-
cesso de recuperação de imagens, enfatizando a recuperação de imagens baseadas
em conteúdo. Posteriormente, serão detalhadas as fases e processos envolvidos na
recuperação de imagens baseadas em conteúdo.
o Capítulo 3 tece sobre algumas abordagens utilizadas para caracterizar um conjunto
de imagens.
o Capítulo 4 define a DB e descreve sobre três trabalhos relacionados à utilização da
divergência de Bregman no contexto de recuperação.
o Capítulo 5, descreve a proposta realizada neste estudo
o Capítulo 6 detalha a metodologia empregada, bem como suas etapas, técnicas e
recursos utilizados para realizar os experimentos.
o Capítulo 7, apresenta os métodos de avaliação utilizados para esses estudo e discorre-
mos sobre os resultados encontrados na realização dos experimentos deste trabalho.
o Capítulo 8, tecemos as considerações finais, uma síntese das principais contribuições
do presente trabalho e propostas para pesquisas futuras.
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Capítulo 2
Fundamentação Teórica
Este capítulo inicialmente aborda os conceitos fundamentais utilizados nos sistemas
de recuperação de imagens e, especificamente, nos sistemas de recuperação de imagens
baseada em conteúdo (Content-Based Image Retrieval – CBIR). Por fim, é apresentada
alguns métodos para avaliação dos sistemas CBIR.
2.1 Sistema de Recuperação de Imagens: Conceitos
Gerais
Os primeiros trabalhos publicados sobre a recuperação de imagens foram na década
de 70, e suas técnicas eram baseadas em anotações textuais da imagem (FENG; SIU;
ZHANG, 2003). Em outras palavras, as imagens eram descritas com textos, os quais
eram utilizados para busca em sistemas de gerenciamento de banco de dados. Porém, a
descrição textual das imagens não era uma tarefa trivial (FENG; SIU; ZHANG, 2003),
pois as anotações textuais da imagem eram feitas de forma manual, tornando-se uma
tarefa complicada e cansativa, principalmente em grandes bases de dados. Os textos não
conseguem representar semanticamente todo o conteúdo da imagem. Além disso, a recu-
peração baseada em texto tinha dificuldade em relacionar o texto da consulta (solicitação
do usuário) às anotações da imagem.
No inicio de 1990, as novas tecnologias de sensores de imagem digital possibilitaram
o aumento do volume de imagens digitais produzidas por indústrias, áreas médicas, e
outras aplicações disponíveis para usuários. Assim, o gerenciamento eficiente para a
rápida expansão da informação visual tornou-se um problema a ser resolvido. Diante das
dificuldades enfrentadas pela recuperação em textos fez-se necessária a busca e aplicação
de outras formas de recuperação da informação, além da baseada em texto (FENG; SIU;
ZHANG, 2003).
Em 1992, surgiram novas direções para os sistemas de gerenciamento de banco de
dados de imagens. Uma das novas maneiras foi a recuperação baseada nas propriedades
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inerentes ao conteúdo da imagem, pois se tornava mais eficiente e intuitivo representar e
recuperar a imagem. Desde então, pesquisadores da área computacional, de gerenciamento
de banco de dados, e de recuperação de informação, têm sido atraídos por este campo
(DAS; MANMATHA; RISEMAN, 1999).
O processo geral de recuperação de imagens pode ser definido como uma pesquisa
especializada em banco de dados para encontrar imagens relevantes conforme a requisição
do usuário (consulta). A consulta do usuário pode ser por: palavras-chave, arquivo de
imagem, ou clique em alguma imagem. O critério para estabelecer se a imagem é re-
levante dependerá da medida de similaridade entre os documentos do banco em relação
à consulta do usuário, e da forma de representação das características das imagens. As
medidas de similaridade (também chamadas aqui de funções de similaridade ou função de
distância) são baseadas na similaridade “distância” entre as representações quantitativas
das características de imagem ou a associação de palavras-chave.
Assim, temos que os sistemas de recuperação de imagens, como explicitado anterior-
mente, podem utilizar duas abordagens diferentes, que são: baseada em anotações textuais
ou baseada no conteúdo visual (também chamada de recuperação de imagem baseada em
conteúdo). Enfatizamos que o foco deste trabalho não é a recuperação de imagens baseada
em anotações textuais (maiores informações sobre este assunto podem ser encontradas em
(CHANG; HSU, 1992) e (TAMURA; YOKOYA, 1984)). A seguir, explanamos sobre a
recuperação de imagem baseada em conteúdo visual, foco desta pesquisa.
2.2 Recuperação de Imagens Baseada em Conteúdo
A recuperação de imagens baseada em conteúdo utiliza o conteúdo visual de uma
imagem, tal como cor, forma, textura e organização espacial, para representar e indexar
a imagem. Em um sistema Content-Based Image Retrieval (CBIR), o conteúdo visual
das imagens do banco de dados são extraídas e descritas por vetores de características
multi-dimensionais, ou seja, o vetor de características das imagens em um banco de dados
formam um novo banco de características. Para recuperar as imagens, o usuário fornece
uma imagem ou parte dela para consulta e o sistema, então, representa esta imagem por
um vetor de característica. Posteriormente, são calculadas as medidas de similaridades
entre o vetor de característica da consulta e os vetores do banco de características e a
recuperação é realizada com o auxílio de um sistema de indexação para relacionar o vetor
de característica com a imagem correspondente. A Figura 1, a seguir, apresenta o processo
geral de recuperação de imagens por conteúdo, segundo (FENG; SIU; ZHANG, 2003).
Um sistema CBIR pode ser divido em duas etapas principais: caracterização e simila-
ridade. Na primeira etapa, denominada de caracterização ou extração de características,
têm-se a representação de uma imagem por meio da indexação desta por um vetor de
característica, derivado do seu conteúdo visual. Já, na segunda etapa da recuperação de
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Figura 1 – Fluxo de funcionamento de um sistema CBIR.
Modificada de: (FENG; SIU; ZHANG, 2003).
imagens baseadas em conteúdo, denominada de similaridade, são realizadas outras duas
etapas, a medida de similaridade e a consulta por similaridade.
O objetivo do cálculo de similaridade é definir a semelhança das imagens da base de
dados em relação à imagem de consulta e, ao final, retornar ao usuário uma lista ranqueada
das imagens do banco de dados, na qual as primeiras imagens do ranqueamento são as
mais similares com a imagem de consulta (FENG; SIU; ZHANG, 2003). A consulta
de similaridade objetiva procurar elementos em um conjunto, segundo algum critério de
similaridade, que sejam mais “parecidos” ou mais “distintos” com um outro determinado
elemento.
Além disso, os componentes que formam um sistema CBIR adotam, também, o método
Bag-of-Visual-Words (BoVW) que emprega um conjunto de abordagens para representar
uma imagem e pode ser combinado com diferentes técnicas que utilizam a atenção vi-
sual, como por exemplo, as abordagens BSM e o FISM, e as pirâmides espaciais Spatial
Pyramids Matching (SPM) (Seção 3.3).
Nesse contexto, para calcular a similaridade dos vetores de características em um sis-
tema CBIR, geralmente, utilizam-se medidas tradicionais, como por exemplo a Euclidiana
e Cosseno. Detalhes dessas distâncias estão abordados no tópico 2.2.2.1. Entretanto (LIU
et al., 2012) e (SAKJI-NSIBI; BENAZZA-BENYAHIA, 2010), trabalham com as diver-
gências de Bregman que, ao contrário das mencionadas anteriormente (chamaremos aqui
de distâncias tradicionais), apresentam uma maior flexibilidade na análise de similaridade.
As divergências de Bregman são apresentadas no Capítulo 4.
Assim, na próxima seção, detalharemos as etapas principais desse sistema: a caracte-
rização e a similaridade.
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2.2.1 Caracterização ou Extração de características
A extração de características ou caracterização é um processo que compõe um sistema
CBIR, no qual se obtém a representação de uma imagem por meio de suas propriedades.
Uma imagem é a representação visual de um objeto por meio de alguma técnica como,
por exemplo, uma pintura, uma fotografia, desenhos, vídeos, dentre outros. Cada imagem
tem muita subjetividade relacionada a ela, o que torna difícil sua caracterização.
Uma imagem pode ser considerada como uma função bidimensional 𝑓(𝑎, 𝑏) onde 𝑎 e 𝑏
são coordenadas planas, e a amplitude de 𝑓 em qualquer par de coordenadas (𝑎, 𝑏) é uma
única amostra de um espaço de cores que, tipicamente, são compostas com tons de cinza,
variando entre o preto como a intensidade mais baixa e o branco com a intensidade maior,
normalmente denominada de intensidade ou nível de cinza da imagem no referido par de
coordenadas. Quando (𝑎, 𝑏) e a amplitude 𝑓 fazem parte de um conjunto de valores
finitos, discretos, a imagem é denominada de imagem digital (GONZALEZ; WOODS,
2006). As imagens coloridas possuem mais de uma banda de frequência e devem ser
representadas por mais de uma função 𝑓(𝑎, 𝑏), um exemplo deste modelo de cores é o
Red Green Blue (RGB) que apresenta uma função de intensidade para cada cor primária
(vermelho, verde e azul).
Assim, podemos definir uma imagem da seguinte forma: seja uma imagem 𝐼 : Ω ⊂
R𝑆 → [𝑎, 𝑏] ⊂ R tal que 𝑥 ↦→ 𝐼(𝑥) onde Ω é o suporte da imagem ou 𝑑𝑜𝑚(𝐼) = Ω e 𝑆 = 2.
Uma imagem em R𝑆 tem 𝑛 × 𝑚 elementos, podendo também ser representada por um
vetor de característica da seguinte maneira, 𝐼 ∼= (𝑥1, 𝑥2, ..., 𝑥𝑝), onde 𝑝 ≤ 𝑛×𝑚.
O processo de caracterização viabiliza extrair automaticamente1 vetores de caracte-
rísticas das imagens, por meio dos descritores. A utilização de vetores de características
na recuperação por conteúdo, ao invés das imagens propriamente ditas, trazem vantagens
como: redução de dimensionalidade, a diminuição do custo computacional e a represen-
tação principal do conteúdo da imagem de acordo com o descritor escolhido.
O processo de extração de características deveria ter a capacidade de extrair as ca-
racterísticas relevantes de uma dada imagem de maneira similar a de um observador
humano, entretanto, essa operacionalidade ainda não foi alcançada, devido à limitação
do conhecimento científico referente à visão, cognição e a emoção humana (BUGATTI,
2012).
Por isso, as características, de baixo nível, que melhor satisfazem ao critério de sepa-
rabilidade de imagens, tanto por humanos e pelas máquinas são: cor, forma e textura. A
seguir, apresentamos os principais descritores utilizados para representar as características
visuais, de baixo nível, de imagens.
1 Significa que não há nenhuma intervenção humana durante o processo de extração de características.
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2.2.1.1 Cor
A propriedade de cor é a característica visual mais utilizada em sistemas CBIR
(content-based image retrieval), devido ao seu baixo custo computacional. Os extra-
tores de características de cor baseiam-se, principalmente, em histogramas, que foram
introduzidos por (SWAIN; BALLARD, 1991), mas que não contêm informações sobre a
distribuição espacial de cor, pois se baseiam na frequência das cores. O algoritmo de ex-
tração do histograma de cor pode ser dividido nos seguintes passos: (1) particionamento
do espaço de cores em células; e (2) armazenam toda a contagem da cor no compartimento
do histograma correspondente.
Os valores dos histogramas de cores podem ser normalizados e apresentam algumas
vantagens que são: a eficiência de sua computação e a invariância das propriedades de rota-
ção, escala e translação nas imagens. Se a imagem for em tons de cinza, podem-se obter os
histogramas de níveis de cinza considerando a iluminação e a saturação (GRUNDLAND;
DODGSON, 2007). A Figura 2, a seguir, apresenta um exemplo de dois histogramas de
cores com suas respectivas imagens quantizadas em 256 níveis de cinza.
Figura 2 – Do lado esquerdo tem as imagens em 256 níveis de cinza e do lado direito os
respectivos histogramas de níveis de cinza da imagem.
Entretanto, a falta de informações sobre a distribuição espacial das cores no histo-
grama, torna-se uma desvantagem (SWAIN; BALLARD, 1991), pois faz com que as ima-
gens muito diferentes tenham representações semelhantes (KIMURA et al., 2011) como
representado na Figura 3, a seguir.
Uma outra desvantagem de histograma de cores é sua alta dimensionalidade, também
chamada de a “maldição da alta dimensionalidade” (dimensionality curse) (J.HERRMANN;
P.FRIEDLANDER; YILMAZ, 2012), que é a dimensionalidade (tamanho) do vetor de ca-
racterística, normalmente de ordem 102.
Para solucionar esse problema de informações espaciais das cores no histograma, fo-
ram desenvolvidas algumas técnicas que utilizam descritores de cor locais que incluem
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Figura 3 – Imagens visualmente diferentes mas com histogramas equivalentes.
informação espacial sobre o conteúdo visual de imagens. Descritores de cor locais po-
dem ser classificados em dois grupos: abordagens baseadas em partições e abordagens de
regiões. As abordagens baseadas em partições incluem informação espacial de caracterís-
ticas visuais particionando a imagem em blocos de tamanho fixo e em seguida extraindo
as características de cada bloco individualmente, o mesmo esquema de partição é aplicado
para todas as imagens. Por outro lado, as abordagens de regiões dividem a imagem em
regiões, que podem ser de tamanhos distintos para cada imagem.
Além do histograma de cor existem outros descritores de cores como: Color and
Edge Directivity Descriptor (BAMPIS et al., 2015), Border Interior Pixel Classification
(IMRAN; HASHIM; KHALID, 2014) Spatial Configuration of Dominant Color Regions
(JANG; HAN; KIM, 2014), Color Coherence Vector (SIDRAM; BHAJANTRI, 2012),
Color Correlogram (ZHAO; WANG; KHAN, 2011), Cell Histograms, dentre outros. A
seguir, apresentamos o segundo descritor de extração de características de uma imagem,
utilizando o atributo Forma.
2.2.1.2 Forma
O atributo forma é considerado um dos melhores atributos para se representar e iden-
tificar um objeto, e mesmo sendo um dos atributos mais difíceis de se caracterizar, especi-
almente pelo fato de ser necessário segmentar os objetos de interesse contidos na imagem,
têm sido utilizado em vários sistemas de recuperação de imagens (LONCARIC, 1998) e
(ZHANG; LU, 2004).
Os descritores de formas são baseados em métodos de contorno e em regiões (ZHANG;
LU, 2004) que levam em consideração as características extraídas dos contornos ou da
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região inteira. Os descritores baseados em regiões expressam a distribuição dos pixels como
uma região de um objeto, permitindo descrever objetos mais complexos com múltiplas
regiões desconexas e/ou objetos conexos que contêm ou não buracos. Já os descritores
baseados em contornos apresentam as propriedades da forma pelo seu esboço (contorno),
considerando as delimitações (fronteiras) mais externas do objeto, como exemplificado na
Figura 4, em sequência.
Figura 4 – Exemplos de similaridade de forma baseada em contorno e região.
Na Figura 4, verifica-se que os objetos situados na última linha possuem uma distri-
buição de pixels semelhantes se utilizarmos o método baseado em regiões, enquanto que,
se utilizarmos o método baseado em contorno, verificamos que os objetos localizados na
última linha seriam diferentes entre si, já que seriam mais semelhantes aos outros objetos
no mesmo alinhamento em coluna.
Desta forma, os extratores de características de forma podem ser considerados simples
assinaturas do contorno de objetos contidos nas imagens, ou também, como sofisticados
descritores baseados em contorno como, por exemplo, saliência de contornos utilizada por
(TORRES; FALCÃO, 2007) e Tensor Scale utilizado por (ANDALÓ et al., 2010).
Por fim, em sequência, apresentamos a característica de baixo nível, denominada de
Textura, e seus respectivos descritores.
2.2.1.3 Textura
A característica textura tem um papel tão importante quanto a de cor e forma na
recuperação de imagens baseada em conteúdo. A textura ocorre sobre uma região em vez
de um único ponto (pixel), manifestando diversos padrões resultantes das propriedades
físicas da superfície dos objetos como: aspereza, granularidade, homogeneidade, contraste,
rugosidade, direção, resultado de diferenças de reflexão pela absorção ou não da luz na
superfície, dentre outros. Essas características complexas da textura a torna interessante
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e bastante aplicada às imagens, gerando uma diversidade de métodos para a extração de
características.
A textura é uma característica altamente discriminante pelo sistema visual humano,
enquanto que, para sistemas automáticos, essa tarefa é mais complicada e necessita de
algoritmos mais complexos. Essa característica está presente em quase todos os lugares,
de formas distintas e em diferentes ambientes, conforme apresentado na Figura 5.
Figura 5 – Exemplos de imagens naturais com textura.
De modo geral, existem três principais abordagens utilizadas na recuperação de ima-
gens para a criação do vetor de característica que são: a estatística, a geométrica (também
chamada de estrutural ou sintática) e a espectral (denominada de métodos de processa-
mento de sinais). A seguir são apresentados cada um deles:
o Abordagem estatística: os métodos estatísticos definem a textura em termos de
distribuição espacial dos valores de tons de cinza, utilizando métodos tais como:
contraste, correlação, entropia, uniformidade, densidade, aspereza, rugosidade den-
tre outros, para descrever suas propriedades. Estas medidas são fortemente baseadas
nos aspectos de percepção humana de textura.
o Abordagem geométrica: a caracterização dos métodos geométricos são compostos de
“elementos de textura” ou primitivas (por exemplo, círculos, retângulos, triângulos,
etc) e, são geralmente aplicadas em texturas estritamente uniformes. Como exem-
plo dessas texturas, podemos citar: amostra de tecido, parede de tijolos, telhados,
2.2. Recuperação de Imagens Baseada em Conteúdo 43
dentre outros. Entretanto, esta abordagem é bastante limitada, pois a identificação
automática das primitivas é considerado um problema difícil. Outra limitação da
caracterização dos métodos geométricos é sua aplicação em texturas estritamente
uniformes (caso muito raro em imagens reais).
o Abordagem espectral: os métodos espectrais (por exemplo, espectro de Fourier
(FLORINDO; BRUNO, 2012)) utilizam a análise de frequência da imagem para
classificar a textura. Descrevem a orientação de padrões periódicos ou quase perió-
dicos em uma imagem. Esses padrões globais de textura são geralmente difíceis de
se detectar com métodos espaciais devido à natureza local dessas técnicas.
Além disso, podem-se citar outras técnicas para extração de características de textura
como os filtros de Gabor (RAJALAKSHMI; SUBASHINI, 2014) e as transformadas de
wavelets (espectral) (LASMAR; BERTHOUMIEU, 2014).
Por fim, após a caracterização de uma imagem, em sistema CBIR, faz-se necessário
medir a similaridade entre as representações dessas imagens. Nesse sentido, na próxima
subseção, apresentamos a etapa de similaridade, bem como algumas medidas de similari-
dade e as formas de consultas por similaridade utilizadas na literatura.
2.2.2 Similaridade
Uma das etapas do processo de recuperação de imagens por conteúdo é a similaridade.
A etapa de similaridade pode ser subdivida em duas rotinas: a medida de similaridade
e a consulta por similaridade. Na primeira rotina, denominada medida de similaridade,
são utilizadas funções para o cálculo de dissimilaridade entre a representação da imagem
de consulta com as representações das imagens do banco, o qual será retornado um valor
para cada comparação, e de acordo com o valor é possível quantificar o quão similar são
as imagens comparadas. Posteriormente, na segunda rotina, definida por consulta de
similaridade, deve-se escolher o operador de consulta a ser utilizado.
2.2.2.1 Medida de Similaridade
Durante o processo de recuperação de imagens baseado em conteúdo, as características
extraídas são utilizadas para representar cada imagem como um ponto 𝑛-dimensional,
onde n é a quantidade de características da imagem. Em seguida, para comparar a
imagem de consulta com todas as imagens contidas no banco de dados, aplica-se uma
medida de similaridade (função de distância) para o cálculo da dissimilaridade entre as
representações das imagens, gerando uma lista ranqueada. O resultado da função de
distância 𝑑 entre um par de imagens é um valor real positivo. Caso as imagens sejam
idênticas este valor é igual a zero, e o valor aumenta de acordo com a dissimilaridade entres
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esses objetos. A seguir é apresentada a definição de uma função de distância, também
chamado de espaço métrico.
Seja 𝐸 um espaço vetorial e seja 𝑑 uma função, em que 𝑑 : 𝐸 × 𝐸 → R tal que
o 𝑑(𝑢, 𝑣) ≥ 0 ∀ 𝑢, 𝑣 ∈ 𝐸 e 𝑑(𝑢, 𝑣) = 0⇔ 𝑢 = 𝑣, ∀𝑢, 𝑣 ∈ 𝐸.
o 𝑑(𝑢, 𝑣) = 𝑑(𝑣, 𝑢), ∀𝑢, 𝑣 ∈ 𝐸.
o 𝑑(𝑢,𝑤) ≤ 𝑑(𝑢, 𝑣) + 𝑑(𝑣, 𝑤), ∀ 𝑢, 𝑣, 𝑤 ∈ 𝐸.
Pode se dizer que 𝑑 é uma métrica e (𝐸, 𝑑) um espaço métrico.
Desta forma, assegurando as propriedades do espaço métrico, é possível realizar con-
sultas por similaridade em grandes bases de imagens de modo eficiente. Entretanto,
é importante salientar que, mais de uma métrica pode ser tecnicamente utilizada para
medir a dissimilaridade de vetores de características, adquirido por um determinado ex-
trator de característica, e cada métrica pode levar a um resultado diferente (BUGATTI;
TRAINA; JR., 2008).
As métricas amplamente conhecidas e usadas são aquelas da família de Minkowski ou
métricas 𝐿𝑝, que são aplicadas em domínios multidimensionais. A Eq. (1) define essas
métricas pela variação do parâmetro 𝑝 ∈ R | 𝑝 ≥ 1, sendo que x e y são vetores em R𝑛,
isto é x = (𝑥1, ..., 𝑥𝑛) e y = (𝑦1, ..., 𝑦𝑛).
𝑑(x,y) = 𝑝
⎯⎸⎸⎷ 𝑛∑︁
𝑖=1
| 𝑥𝑖 − 𝑦𝑖 |𝑝 (1)
Para 𝑝 = 1 temos a distância de Manhattan (também conhecida como City Block),
Euclidiana (𝑝 = 2) e a distância infinita (também chamada de distância de Chebychev) é
o limite de (1) quando o 𝑝→∞. A Figura 6 ilustra a abrangência dessas funções em um
espaço bidimensional.
Outra função utilizada para o cálculo de similaridade é a distância de Mahalanobis
(MCLACHLAN, 1999), que conceitua a relação de covariância entre os atributos. Deste
modo, é computada a matriz de covariância2 𝑉 do conjunto, que é aplicada pela função
de distância no cálculo de similaridade entre os vetores x e y, conforme a Eq. (2).
𝑑(x,y) =
√︁
(x− y)𝑇𝑉 −1(x− y) (2)
Já a distância Canberra (LEGUAY; FRIEDMAN; CONAN, 2005) consiste em cálcu-
los simples envolvendo a diferença absoluta dos valores das características de um vetor
dividida pela soma absoluta dos mesmos. Na Eq. (3) está definida a distância Canberra,
observando que se 𝑥 = 𝑦 = 0 adota-se 𝑑(x,y) = 0.
𝑑(x,y) =
𝑛∑︁
𝑖=1
| 𝑥𝑖 − 𝑦𝑖 |
| 𝑥𝑖 + 𝑦𝑖 | (3)
2 A matriz de covariância é uma matriz simétrica que sumariza a covariância entre 𝑁 variáveis.
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Figura 6 – Representações das formas geométricas geradas para as funções de distâncias
𝐿1, 𝐿2 e 𝐿∞ para os pontos equidistantes à distância 𝜉 a partir do elemento
central 𝑒𝑐.
Imagem modificada de: (ROHANI; NUGOHO, 2008).
As distâncias métricas são induzidas pela norma ‖·‖ e respeitam todas propriedades
métricas (simetria, positividade e desigualdade triangular). Já a medida de similaridade
(também chamada aqui de função de similaridade) não precisa ser uma distância métrica,
ou seja, pode não satisfazer todas as propriedades métricas. Como exemplo de medida de
similaridade, pode-se citar as divergências de Bregman3 e a Cosseno.
A similaridade Cosseno (LIU et al., 2008) compara o ângulo entre vetores, sendo que
quanto menor o ângulo entre eles, maior é o grau de similaridade. A 𝑠𝑖𝑚(x,y) = 1 quando
o ângulo entre os vetores é 0°. A Eq. (4), a seguir, apresenta o cálculo da similaridade
Cosseno entre os vetores x e y.
𝑠𝑖𝑚(x,y) = ⟨x,y⟩‖x‖‖y‖ (4)
Existem diversas funções de similaridade na literatura, conforme explicamos acima.
E, muitas vezes, a escolha da função a ser utilizada em um sistema CBIR é feita de
forma aleatória, afetando o desempenho do sistema, já que cada função apresenta um
comportamento diferente na comparação dos dados.
Isso porque, cada modelo de extrator de característica contém peculiaridades semân-
ticas e uma distribuição estatística própria que devem ser levadas em consideração para
a escolha da melhor medida de distância naquele determinado contexto. Por exemplo, o
trabalho (LIU et al., 2008) apresenta um estudo comparativo entre quatorze medidas de
dissimilaridade utilizando seis métodos de extração de características diferentes aplicados
3 Trataremos em mais detalhes da definição da divergência de Bregman no Capítulo 4.
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em um mesmo banco de dados e, para cada medida combinada com cada caracterização,
obteve-se desempenho diferente.
Em sequência, apresentamos a segunda rotina inerente à etapa de similaridade na recu-
peração de imagens baseadas em conteúdo, a consulta por similaridade, e exemplificamos
algumas das várias formas de realizá-la.
2.2.2.2 Consultas por similaridade
Uma consulta por similaridade consiste em procurar por elementos que sejam mais
semelhantes a outro elemento segundo algum critério. Em geral, as consultas por simi-
laridade realizadas em banco de dados tradicionais que manipulam dados numéricos e
textuais são exatas, baseadas em operadores de ordem total (<,≤, >,≥), igualdade (=) e
desigualdade (̸=). Enquanto que as consultas para recuperação de imagens baseadas em
conteúdo são realizadas por meio da similaridade de características.
Os dois tipos principais de consultas por similaridade são a consulta por abrangência
e a consulta aos k-vizinhos mais próximos.
A consulta por abrangência, Range Query (RQ), tem como objetivo encontrar todos
os objetos similares até um determinado nível de similaridade, em relação com o objeto
de consulta. Isto é, seja O o domínio dos dados, 𝑂 ⊆ O um conjunto de objetos, 𝑜𝑐 ∈ O
um objeto de consulta, 𝑑 uma função de distância definida sobre os elementos de O e 𝜉 é
o limiar de dissimilaridade, então uma consulta por abrangência é dada por:
{𝑜𝑖 ∈ 𝑂 | 𝑑(𝑜𝑐, 𝑜𝑖) ≤ 𝜉} (5)
A Figura 7 apresenta a ilustração bidimensional desta consulta com a função de dis-
tância Euclidiana (L2). Os objetos de 𝑂 localizado na circunferência centrado (sombreado
de cinza) em 𝑜𝑐 com raio 𝜉 fazem parte da resposta desta consulta.
Um exemplo de consulta por abrangência em uma base de dados de imagens é “Se-
lecione as imagens que sejam similares à 𝐼𝑐 até no máximo 7 unidades de distância,
considerando a função de distância Euclidiana”, sendo possível escolher outra medida de
distância diferente da L2 citada no exemplo.
Existem duas variações básicas para a consulta por abrangência. A primeira é chamada
de consulta pontual, onde o 𝜉 = 0, cujo objetivo é identificar se o elemento de consulta
está armazenado ou não no banco de dados, enquanto que a segunda variação é a consulta
por abrangência reversa que tem a finalidade de procurar elementos que não estejam na
área de abrangência, isto é, a resposta é formada pelos objetos 𝑜𝑖 ∈ 𝑂 tal que 𝑑(𝑜𝑐, 𝑜𝑖) > 𝜉.
A outra forma de consulta por similaridade comumente usada é a consulta aos k-
vizinhos mais próximos. Também conhecida como k-Nearest Neighbors Query (k-NNq),
a consulta aos k-vizinhos mais próximos, recebe como parâmetros o objeto central de
consulta 𝑜𝑐 e um número inteiro k ≥ 1, retornando os k objetos mais próximos de 𝑜𝑐.
Caso a cardinalidade do conjunto de dados seja menor que k, o k-NNq retorna todos os
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Figura 7 – Representação da consulta por abrangência no espaço bidimensional.
objetos do conjunto de dados. Além disso, pode haver dois ou mais objetos situados à
mesma distância do objeto 𝑜𝑐 que podem ser escolhidos como o k-ésimo vizinho mais pró-
ximo. Desta forma, pode-se escolher qualquer um destes elementos de forma arbitrária4.
Formalmente, dado um domínio O, um conjunto de elementos 𝑂 ⊆ O, um elemento de
consulta 𝑜𝑐 ∈ O, uma função de distância 𝑑 definida sobre O e um número de objetos a
serem retornados igual a k, o k-NNq é dado por:
k-NNq = 𝐾 = {𝑜𝑖 ∈ 𝑂 | ∀𝑜𝑗 ∈ 𝑂 ∖𝐾, 𝑑(𝑜𝑐, 𝑜𝑖) ≤ 𝑑(𝑜𝑐, 𝑜𝑗), | 𝐾 |= 𝑘},
onde 𝐾 ⊆ 𝑂 é o conjunto resposta da consulta e | 𝐾 | é cardinalidade do conjunto de
objetos. A Figura 8 apresenta uma 5-NNq, sendo 𝑜𝑐 ∈ O como o elemento de consulta
e neste exemplo o 𝑜𝑐 /∈ 𝑂. Os objetos conectados por uma linha ao 𝑜𝑐 pertencem ao
conjunto resposta. Um exemplo de consulta dos vizinhos mais próximos em uma base de
dados de imagens é “Selecione as 5 imagens mais similares a imagem 𝑜𝑐, considerando
como função de distância L2”.
Uma variação do k-NNq é a consulta aos k-vizinhos mais distantes (k-Farthest
Neighbors query – k-FNq), que em vez de procurar os vizinhos mais próximos, faz a busca
pelos k objetos mais dissimilares ao objeto 𝑜𝑐.
4 Neste trabalho foi adotado a escolha arbitraria quando ocorre o empate, como a maioria dos trabalhos
encontrados na literatura.
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Figura 8 – Consulta aos k-vizinhos mais próximos com k = 5 sobre o objeto 𝑜𝑐 no espaço
bi-dimensional com a função de distância Euclidiana.
Após definida a caracterização para representar a imagem, a função de distância e
o tipo de consulta para realizar a etapa de similaridade no sistema CBIR, torna-se ex-
tremamente relevante analisar o desempenho do sistema para averiguar a qualidade dos
resultados.
Em sequência, são apresentados alguns métodos para avaliar o sistema de recuperação
de imagem baseada em conteúdo.
2.3 Métodos de Avaliação dos sistemas de recupera-
ção
Compreendendo todo o processo de recuperação de imagens baseado em conteúdo
e suas técnicas, podemos explanar sobre alguns métodos conhecidos para mensurar o
desempenho de um sistema CBIR. Detalhamos aqui os seguintes métodos de avaliação
de desempenho de sistemas: as medidas de precisão e revocação, precisão em k, Mean
Average Precision (MAP) e o (Discounted Cumulative Gain (DCG)).
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2.3.1 Precisão x Revocação
As duas medidas mais eficazes e frequentemente utilizadas no contexto de recuperação
de imagens são a precisão e a revocação. Estas medidas são, primeiramente, definidas
por um caso simples, por exemplo, sistema de recuperação de informação (Information
Retrieval (IR)) que tem como objetivo retornar um conjunto de documentos de acordo
com a consulta (query) (MANNING; RAGHAVAN; SCHÜTZE, 2008).
A precisão (P) é a fração de documentos recuperados que são relevantes, já a revocação
(R) é a fração de documentos relevantes que são recuperados (WEN; ZHANG; RAMA-
MOHANARAO, 2014). Estas noções podem ficar mais claras examinando a seguinte
tabela de contingência (veja a Tabela 1):
Tabela 1 – Tabela de contingência (modificado de (MANNING; RAGHAVAN;
SCHÜTZE, 2008)).
Relevantes Não Relevantes
Recuperado verdadeiros positivos (𝑣𝑝) falsos positivos (𝑓𝑝)
Não recuperado falsos negativos (𝑓𝑛) verdadeiros negativos (𝑣𝑛)
A precisão e revocação são formuladas da seguinte maneira:
𝑃 = 𝑣𝑝(𝑣𝑝+ 𝑓𝑝) (6)
𝑅 = 𝑣𝑝(𝑣𝑝+ 𝑓𝑛) (7)
As medidas de precisão e revocação concentram-se na avaliação do retorno de ver-
dadeiros positivos, perguntando qual a porcentagem dos documentos relevantes que são
encontrados e quantos falsos positivos também foram retornados. Em um bom sistema,
a precisão geralmente diminui à medida que o número de documentos recuperados au-
menta. Em geral, deve-se tolerar apenas uma certa quantidade de revocação enquanto
admite apenas uma certa porcentagem de falsos positivos.
A Figura 9 mostra um exemplo de gráfico de precisão e revocação, no qual duas curvas
são apresentadas, 𝑋 e 𝑌 . De acordo com a Figura 9 as curvas apresentam comportamentos
diferentes, ou seja, os algoritmos aplicados para a recuperação são distintos. Analisando
a curva 𝑋, nota-se que a mesma contém valores altos de precisão para níveis de revocação
baixos, significando que a busca realizada pelo usuário retorna as imagens relevantes nas
primeiras posições, o que pode ser interessante quando apenas as 20 ou 30 primeiras
imagens são importantes. Enquanto que a curva 𝑌 apresenta maior precisão que a curva
𝑋 para níveis de alta revocação, este comportamento é ideal para um usuário que deseje
garantir que todas as imagens relevantes foram recuperadas de fato.
Em casos em que para o usuário o importante é a quantidade de resultados bons
que serão exibidos na primeira página ou nas três primeiras páginas, particularmente nas
pesquisas na web, é interessante utilizar a precisão em uma posição fixa, chamada de
precisão em k.
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Figura 9 – Exemplo de gráfico de precisão e revocação.
2.3.2 Precisão em k
A precisão em k (precision at k) é um fator de medida em todos os níveis de revocação,
e que objetiva medir a precisão fixa em baixos níveis de resultados recuperados, tal como
10 ou 30 documentos. Isto é chamado como “precision at k”, onde o k é a posição fixa
da precisão, por exemplo “precisão em 10”. A vantagem é que não é necessário avaliar
qualquer tamanho do conjunto de documentos relevantes. E as desvantagens são mínimas,
em que as medidas de avaliação normalmente utilizadas, e que não têm uma boa medida
(ou seja, número pequeno de documentos relevantes para uma consulta), tem uma forte
influência na precisão em k.
Apresentamos a seguir uma outra medida que tem mostrado uma boa descriminação
e estabilidade, chamada de Mean Average Precision (MAP), a seguir.
2.3.3 Mean Average Precision
Entre as medidas de avaliação, o Mean Average Precision (MAP) é o que tem demons-
trado uma boa discriminação e estabilidade, fornecendo uma medida de um único valor de
qualidade entre os diferentes níveis de revocação (MANNING; RAGHAVAN; SCHÜTZE,
2008). O MAP é a média do Average Precison (AP), e a AP pode ser definida como
a média dos valores das precisões obtidas pelo conjunto de top k documentos existentes
após cada documento relevante recuperado, assim, calcula-se a média dos valores sobre
as informações das precisões. Isto é, para uma única consulta 𝑞𝑗 ∈ 𝑄, AP é a média das
precisões computadas no ponto de cada item recuperado corretamente {𝑑1, ..., 𝑑𝑚𝑗} na
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lista ranqueada, e este valor é então calculado sobre o conjunto de consultas 𝑄:
𝑀𝐴𝑃 (𝑄) = 1| 𝑄 |
|𝑄|∑︁
𝑗=1
1
𝑚𝑗
𝑚𝑗∑︁
𝑘=1
precisão(𝑅𝑗𝑘) (8)
Onde 𝑅𝑗𝑘 é o conjunto de resultados ranqueados, iniciando dos melhores resultados
até chegar ao item 𝑑𝑘. Quando um documento relevante não é recuperado de todos5, o
valor da precisão na Eq. (8) é feita para ser 0.
Utilizando o MAP, os níveis de revocação fixos não são escolhidos e não possuem
interpolação. O valor MAP para uma coleção de teste é a média aritmética dos valores das
precisões médias para uma única informação da precisão. Isto tem o efeito de ponderação
equivalente para cada informação, mesmo que muitos documentos sejam relevantes para
algumas consultas, ao passo que, poucos são relevantes para outras consultas.
Por fim, apresentamos, a seguir, uma medida de avaliação que realiza uma ponderação
nos resultados, sendo que os resultados corretos que estão nas primeiras respostas têm
um peso maior do que as que estão nas últimas posições das respostas, esta medida é
chamada de Discounted Cumulative Gain (DCG).
2.3.4 Discounted Cumulative Gain
A avaliação de desempenho Discounted Cumulative Gain (DCG) foi proposta por
Järvelin e Kekäläinen (JÄRVELIN; KEKÄLÄINEN, 2002), e é considerada como uma
estatística que pondera resultados corretos. Os resultados localizados nas posições na
frente de uma lista, têm um peso maior do que os resultados corretos mais ao final da
lista de classificação, supondo que o usuário não considerará os elementos próximos ao
fim da lista.
(DUPRET; PIWOWARSKI, 2013) relatam que existem duas interpretações para essa
métrica, que são a utilitário e a probabilística. Olhando do ponto de vista utilitário,
considera-se que a utilidade de um documento para um usuário diminui quando o docu-
mento tem um ranqueamento baixo. Já para o probabilístico, considera-se que todos os
documentos não são examinados com a mesma probabilidade, isto é motivado pelo fato
que a escolha do documento tem uma probabilidade de acordo com sua posição no rank,
ou seja, se o documento está nas últimas posições, a probabilidade de ser escolhido pelo
usuário é menor do que o documento que está nas primeiras posições.
Especificadamente, a lista de classificação 𝑅 é convertida para uma lista 𝐺, em que
os elementos 𝐺𝑖 têm valor 1 se os elementos 𝑅𝑖 estão na classe correta e o valor 0 caso
5 Um sistema não pode ordenar todos os documentos em uma coleção como resposta para uma consulta,
ou pelos menos pode ser baseado no envio de apenas os top k resultados para cada informação da
precisão.
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contrário. O DCG𝑘 é então definido como a seguir (SHILANE et al., 2004):
𝐷𝐶𝐺𝑘 = 𝐺1 +
𝑘∑︁
𝑖=2
𝐺𝑖
log2(𝑖)
(9)
onde o 𝑘 é a posição do 𝑟𝑎𝑛𝑘𝑖𝑛𝑔 da lista 𝐺.
Para que seja possível a comparação do desempenho de diferentes algoritmos, os valores
dos DCGs obtidos de cada algoritmo devem ser normalizados (MANNING; RAGHAVAN;
SCHÜTZE, 2008). Então, o resultado obtido da Eq. (9) é dividido pelo DCG𝑘 máximo
possível que corresponde ao ranqueamento perfeito, que será chamado de IDCG𝑘 – Ideal
DCG𝑘 (por exemplo, seria os 𝑘 primeiros elementos que estão todos classificados na classe
correta). A Eq. (10) mostra a normalização do DCG (nDCG).
𝑛𝐷𝐶𝐺𝑘 =
𝐷𝐶𝐺𝑘
𝐼𝐷𝐶𝐺𝑘
, 𝐼𝐷𝐶𝐺𝑘 = 1 +
𝑘∑︁
𝑖=2
1
𝑙𝑜𝑔2(𝑖)
, 𝑘 ≤| 𝐶 | (10)
onde | 𝐶 | é o número de elementos relevantes.
Os valores de nDCG𝑘 variam no intervalo de [0,1]. Os resultados do nDCG de todas as
consultas podem ser totalizados em uma média aritmética para que seja usado como valor
do desempenho do algoritmo utilizado e quanto maior este valor, melhor é o resultado.
Por fim, foram apresentados neste capítulo alguns aspectos importantes a serem con-
siderados no processo de recuperação de imagem baseado em conteúdo como: extração
de características, medidas de similaridade, consultas por similaridade e métodos de ava-
liação de sistemas CBIR para avaliar a qualidade dos resultados obtidos.
No próximo capítulo são descritas algumas abordagens para caracterizar um conjunto
de imagens com intuito de otimizar a recuperação.
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Capítulo 3
Abordagens que utilizam
Bag-of-Visual-Words
Além das formas descritas neste trabalho para realizar a caracterização, existem na
literatura abordagens para caracterizar um conjunto de imagens com objetivo de otimizar
a recuperação e/ou classificação do conjunto, a fim de reduzir o gap semântico entre
características de baixo nível e o conteúdo visual da imagem, por exemplo, a abordagem
Bag-of-Visual-Words (BoVW). A BoVW pode ser combinada com diversas técnicas,
inclusive a de atenção visual (na etapa de caracterização do conjunto de imagens) ou as
pirâmides espacias (fase de geração dos histogramas). Dentre as abordagens que utilizam a
atenção visual podem-se citar o FISM e o BSM. O BoVW-SPM é a combinação do BoVW
com pirâmides espacias (Spatial Pyramids Matching – SPM) para gerar e quantificar os
histogramas de acordo com a divisão da imagem em sub-regiões com diferentes níveis
de relevância. Por fim, são concatenados os histogramas correspondentes a cada sub-
regiões da imagem, criando um histograma que irá representar a imagem. Assim, a seguir,
apresentamos detalhes da técnica BoVW, e suas respectivas abordagens, utilizadas para
a caracterização visual de imagens nos sistemas CBIR.
3.1 Bag-of-Visual-Words
A técnica BoVW1 foi originada da técnica Bag-of-Words (BoW), utilizada na área de
recuperação de informação (RENALS et al., 2000) com intuito de recuperar textos.
A abordagem BoW tem a finalidade de representar um documento textual como um
conjunto de palavras, que faz parte de um vocabulário fixo, obtido por meio de uma base
de documentos, ignorando qualquer estrutura inerente ao documento (VALLE; CORD,
2009). Sua função estima a probabilidade de uma palavra estar contida em um determi-
nado contexto.
1 Também chamado de bag-of-keypoints, bag-of-features ou bag-of-visual-features para se referir ao
mesmo método.
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O modelo BoW obteve um grande sucesso em sistemas de recuperação de documentos,
e no trabalho de (ZHU; RAO; ZHANG, 2002) adaptou-se esta abordagem para categoriza-
ção visual, criando uma quantização de vetor de pequenas janelas de imagens quadradas,
que foram denominadas de blocos-chave. Esta nova abordagem foi denominada de BoVW,
que é uma técnica de representação das características visuais de um determinado con-
junto de imagens com objetivo de otimizar a recuperação e/ou classificação do conjunto
a fim de reduzir a diferença semântica entre as características de baixo nível e o conteúdo
visual da imagem. A Figura 10, a seguir, demonstra o fluxograma de funcionamento da
BoVW que pode ser combinado com atenção visual e o SPM.
Figura 10 – Fluxograma da abordagem BoVW combinada com os métodos de atenção
visual e pirâmides espaciais.
O uso da técnica BoVW tem se tornado importante em atividades de pesquisa na área
de visão computacional. Como exemplo, podem-se citar os trabalhos de Dong (DONG;
GUO; FU, 2014), Pedrosa (PEDROSA; TRAINA; JR., 2014), Godil (GODIL; LIAN; WA-
GAN, 2013), Grzeszick (GRZESZICK; ROTHACKER; FINK, 2013), Amato (AMATO;
FALCHI; GENNARO, 2013), Wang (WANG, 2012; WANG et al., 2011), Soares (SOA-
RES; SILVA; GULIATO, 2012) e Liu (LIU et al., 2011).
O funcionamento do BoVW pode ser dividida em três principais etapas: extração de
característica, construção do dicionário de palavras visuais e quantificação dos histogramas
utilizando o vocabulário visual. As etapas são descritas a seguir:
o A extração de característica consiste em representar pontos locais de inte-
resse em um conjunto de imagens, utilizado para o aprendizado por meio de al-
guma técnica, como por exemplo, detector de ponto de interesse (SIFT) (LOWE,
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2004; NGUYEN et al., 2015), Principal Component Analysis-SIFT (PCA-SIFT)
(ZICKLER; EFROS, 2007), Speeded Up Robust Features (SURF) (MENDOZA-
MARTINEZ; ORTEGA; ARREGUIN, 2014), amostragem aleatória (ULLMAN;
VIDAL-NAQUET; SALI, 2002). O conjunto de imagens será representada por um
conjunto de descritores, que são vetores de dimensão elevada, tais como os descri-
tores SIFT. Estes vetores são denominados de características e são utilizados para
construir o dicionário de palavras visuais. É de suma importância que os descri-
tores sejam invariantes às condições de transformações na imagem como rotação,
translação, iluminação e oclusões parciais.
o Construção do dicionário de palavras visuais é a etapa posterior da extração
de características das imagens. Geralmente são utilizadas técnicas de agrupamento,
tal como o k-means (LIBERTY; SRIHARSHA; SVIRIDENKO, 2014; ELKAN, 2003;
FORGY, 1965), para gerar os vocabulários. Nesse momento, os centróides de cada
agrupamento são considerados como sendo uma palavra visual e o conjunto dessas
palavras formam o vocabulário (também chamado de codebook ou dicionário).
o Para a construção dos histogramas de palavras visuais todas as características
de cada imagem são mapeados para a palavra visual mais próxima, obtendo assim
um histograma de palavras visuais associadas a cada imagem do banco de dados.
O histograma resultante é conhecido como BoVW e sua dimensão está associada ao
tamanho do dicionário.
A Figura 11 ilustra todo o processo para obtenção do dicionário de palavras visuais e
para a descrição das imagens via histograma de frequência.
Após a quantificação dos histogramas pode-se fazer a busca por similaridade. O cál-
culo da similaridade é realizado entre os histogramas das imagens da base de dados e o
histograma da imagem de consulta utilizando algum operador de similaridade. Quanto
menor a distância entre os histogramas, mais similares eles são.
A abordagem BoVW tem demonstrado bons resultados em diferentes aplicações de
identificação de objetos e cenas. Entretanto, a simplicidade da representação é, ao mesmo
tempo, seu ponto forte e seu ponto fraco, pois informações de espacialidade ou dependência
das palavras visuais são ignoradas.
A seguir é apresentado um descritor que é bastante utilizado na abordagem BoVW
denominado de Scale-Invariant Feature Transform (SIFT).
3.1.1 Scale-Invariant Feature Transform
A SIFT foi desenvolvida em 1999 por David G. Lowe, professor do departamento
de Ciência da computação da University of British Columbia. Inicialmente o descritor
SIFT tem sido proposto para possibilitar eficientes tarefas de reconhecimento de objetos
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Figura 11 – Visão geral do Bag of Visual Words. a) Uma grande amostra de caracterís-
ticas locais são extraídos a partir de um conjunto de imagens. Os círculos
amarelos nas imagens representam as características locais e os círculos pre-
tos denotam pontos em algum espaço de características dos pontos chaves,
por exemplo o SIFT. b) Realiza a clusterização dos pontos chaves para gerar
as palavras visuais (representandos pelos círculos coloridos) e, por fim formar
o vocabulário. c) Dada uma nova imagem, são extraídas suas características
e mapeadas para a palavra visual mais próximas. d) E finalmente é criado
um histograma de palavras visuais para cada imagem.
(LOWE, 1999; LOWE, 2004). Em recentes trabalhos, esta técnica tem sido explorada no
método Bag of Visual Words (SIVIC; ZISSERMAN, 2003) (apresentado na seção 3.1). De-
vido ao poder discriminativo e estabilidade do descritor SIFT, tornou-se bastante utilizado
como descritor de pontos-chave em uma infinidade de tarefas. Algumas aplicabilidades
do descritor SIFT são: reconhecer objetos em imagens, modelagem 3D, rastreamento,
reconhecimento de gestos humanos, tracking de vídeo, dentre outros (LOWE, 1999).
As características obtidas pelo descritor SIFT são bem localizadas nos domínios de
frequência e do espaço, reduzindo assim a probabilidade de não haver correspondência das
características por oclusão ou ruído. Essas características são bem distintas, possibilitando
que uma simples característica seja corretamente correspondida com alta probabilidade
diante de um grande banco de dados de características (LOWE, 2004).
O funcionamento do descritor SIFT segundo (LOWE, 2004) é dividido em quatro
etapas principais, que são a detecção de extremos, localização de pontos-chave, definição
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da orientação e descrição dos pontos-chave. A seguir são descritas essas etapas.
o Detecção de extremos: neste primeiro estágio é realizada a procura por todas as
escalas e posições de uma imagem. Para isso é usada uma função conhecida como Di-
ferença Gaussiana (Difference of Gaussian (DoG)) (RAFIEE; DLAY; WOO, 2013)
para detectar os extremos (máximos e mínimos) da imagem, com o intuito de iden-
tificar os potenciais pontos de interesse, que são invariantes à orientação e escala.
o Localização dos pontos-chave: esta etapa tem como definir quais pontos de inte-
resse serão candidatos para serem descritos na última etapa. Para cada candidato é
determinada a sua posição, escala e razão das curvaturas principais. Esta razão tem
a finalidade de auxiliar na rejeição dos pontos que possuem baixo contraste ou que
estão localizados em bordas não definidas. Para localizar a posição e escala para os
pontos candidatos, é ajustada uma função quadrática 3D ao ponto de amostragem
local de modo a determinar uma localização interpolada máxima. Isto é feito por
meio de uma expansão de Taylor da função DoG aplicada à imagem. Deste modo é
feita a seleção dos pontos chaves de acordo com suas medidas de estabilidade.
o Definição da orientação: para cada ponto-chave são atribuídas uma ou mais ori-
entações para cada ponto-chave localizado, baseadas em direções do gradiente. Para
calcular a magnitude e orientação do gradiente utilizam-se as diferenças de pixels,
e, em seguida, é construído o histograma de orientações para os pixels em torno do
ponto-chave. As direções dominantes dos gradientes locais são representados pelos
picos nos histogramas, permitindo assim definir a orientação.
o Descrição dos pontos-chave: uma região de 16× 16 pixels, localizada no ponto-
chave central é subdividido em 4 × 4 sub-regiões. Essas 16 sub-regiões são rota-
cionadas em relação à orientação canônica computadas para o ponto-chave. Para
cada sub-região, um histograma com 8 bins de orientação são computados. O valor
da magnitude para todos os gradientes dentro da região são ponderados por uma
janela Gaussiana e acumulado nos histogramas de orientação. Os 8 bins de todos
os 16 histogramas são concatenados formando um vetor de 128 dimensões, o qual
em seguida é normalizado para ter invariância à iluminação, assim representando o
descritor SIFT.
A Figura 12 apresenta o resultado da aplicação do SIFT na detecção de pontos de
interesse de uma imagem. A dimensão de cada circunferência corresponde à escala do
respectivo ponto-chave, e os raios definem a sua orientação. Dependendo da simetria do
ponto-chave, a determinação da orientação pode ser ambígua, fazendo que tenha mais do
que uma possível orientação.
Para cada imagem são construídos diversos descritores, cada um referente a um ponto-
chave. Quando é aplicado o descritor SIFT em uma imagem, o resultado é um conjunto
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de descritores. Várias extensões do SIFT têm sido propostas na literatura, por exemplo
o PCA-SIFT (ZICKLER; EFROS, 2007) que aplica o PCA em patches de gradientes
normalizados para reduzir o tamanho do descritor SIFT original. A Rotation-Invariant
Feature Transform (RIFT) (LAZEBNIK; SCHMID; PONCE, 2005) que divide cada patch
da imagem dentro de anéis concêntricos de largura igual, para superar o problema de
estimativa da orientação dominante do gradiente exigido pelo SIFT. O Rank-SIFT (LI
et al., 2011) que define cada bin do histograma para sua classificação em uma matriz
ordenada de bins.
Quando se aplica o descritor SIFT para tarefas como classificação de objetos ou de
cenários, sobre uma grade densa no domínio da imagem é chamado de Dense Scale-
Invariant Feature Transform (D-SIFT) (VEDALDI; FULKERSON, 2010). Utilizando o
D-SIFT obtém-se um descritor com mais características de cada localização e escala em
uma imagem, fazendo com que sua complexidade computacional aumente, comparada ao
SIFT. Caso contrário, o SIFT é aplicado nos pontos de interesses espasos no domínio da
imagens, sendo denominado de Sparse Scale-Invariant Feature Transform (S-SIFT).
Figura 12 – Exemplos de pontos-chave detectados pelo SIFT.
Na seção seguinte será abordado alguns descritores que combinam o BoVW com aten-
ção visual.
3.2 Descritores de características considerando a per-
cepção visual humana
A abordagem BoVW é uma estratégia de recuperação de imagens bastante utilizada
para o reconhecimento de objetos, sendo bastante comum o uso do descritor SIFT para
etapa de extração de características. Entretanto, a BoVW não utiliza a percepção visual
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humana para saber o que é relevante ou não na imagem. Por isso, nesta Seção conceitu-
amos o que é a atenção visual e, em seguida, apresentamos duas abordagens: a BSM e a
FISM, que utilizam a atenção visual baseada na extração de mapas de saliência, aplicando
estas técnicas a uma imagem, conseguem identificar o que é relevante de acordo com a
percepção humana.
3.2.1 Atenção Visual
A todo momento, os olhos humanos se deparam com uma grande carga de estímulos
visuais. No entanto, é impossível processar toda a informação que chega aos olhos de
uma só vez (TSOTSOS, 1990). Para contornar essa situação, o sistema visual humano
seleciona e processa rapidamente apenas as regiões de interesse em uma determinada
imagem visual, e este mecanismo é nomeada de atenção visual. A seleção das regiões
de interesse é importante para reduzir a quantidade de informações a serem processadas
(FISCHER; WEBER, 1993).
Na área de processamento de imagens, os sistemas computacionais têm uma grande
dificuldade com o grande volume de informações a serem processadas. Assim, os modelos
de atenção visual como ferramentas computacionais tentam imitar de forma qualitativa o
comportamento do sistema visual humano. De modo que a atenção visual torna-se uma
alternativa interessante para auxiliar na redução da quantidade de dados processados,
aumentando a eficiência do sistema e permitindo que os recursos computacionais sejam
utilizados para processar apenas regiões de interesse na cena.
Em termos computacionais, a atenção visual funciona da seguinte maneira: primeiro
calcula-se um conjunto de características em paralelo, para então depois combiná-las
em uma representação chamada de mapa de saliência. Em geral, essas características
são intensidade, orientação, cor, movimento, faces, gestos, dentre outras (FRINTROP;
ROME; CHRISTENSEN, 2010).
Existem vários modelos computacionais de atenções visuais disponíveis na literatura
como (NIEBUR; KOCH, 1996), (ITTI; KOCH; NIEBUR, 1998), (NIEBUR; KOCH,
1998), (ITTI; KOCH, 2001), (HAREL; KOCH; PERONA, 2007) e (RAJASHEKAR et
al., 2008). De forma geral, a atenção visual está dividida em duas principais abordagens,
top-down e bottom-up.
Os modelos top-down levam em consideração algum conhecimento derivado a partir
de experiências anteriores ou gostos pessoais para determinar as regiões de interesse na
imagem, ou seja, utilizam características de alto nível das imagens como modelos geomé-
tricos, estatísticos, dentre outros, para encontrar as regiões de maior interesse da cena.
Por exemplo, se uma pessoa está procurando por um objeto com uma forma geométrica
específica (por exemplo um caderno), aspectos de mais alto nível podem guiar o processo
seletivo de atenção durante a busca e ignorar outras características visuais irrelevantes ou
que não compõem o objeto em questão.
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Enquanto que os modelos bottom-up se baseiam no princípio que, a atenção é atraída
para locais específicos da cena (regiões salientes), ou seja, estas regiões não são diferentes
o suficiente do ambiente que os rodeiam, considerando características de baixo nível das
imagens (como cor, intensidade e orientação), sem qualquer informação contextual para
definir a atenção visual. Por exemplo, considere uma cena a ser analisada composta por
vários objetos de cores azuis e um único objeto de cor vermelha, tem-se a sensação de que
o objeto de destaque é o de cor vermelha. Este fenômeno é resultante do alto contraste
no atributo cor entre os objetos, pelo fato do objeto vermelho se destacar, o torna um
melhor candidato durante o processo de competição por atenção.
Enfatizaremos aqui a abordagem bottom-up, empregando um modelo de mapa de sa-
liência proposto por Itti (ITTI; KOCH, 2001). O mapa de saliência apresentado por Itti
(ITTI; KOCH; NIEBUR, 1998; ITTI; KOCH, 2001) simula as propriedades de baixo ní-
vel do sistema visual humano e se baseia na extração de mapas de saliência. O modelo
proposto é gerado a partir da integração das seguintes características primitivas como cor,
intensidades e orientação.
O mapa de saliência (MS) é definido por um mapa de duas dimensões responsáveis por
codificar as saliências sobre todos os pontos da cena visual, baseando-se na ideia de que
a atenção é direcionada para a diferença de contraste local de atributos visuais (ITTI;
KOCH; NIEBUR, 1998). O modelo de Itti é dividido nas seguintes etapas: filtragem
linear, diferença centro-vizinhança e normalização, combinações variando a escala e nor-
malização e por fim a combinação linear. A Figura 13 apresenta a arquitetura geral do
modelo.
Inicialmente, as características visuais da imagem de entrada passa pelo módulo de
filtragem linear, em seguida são extraídas a cor, intensidade e orientação. Com a extração
dos canais 𝑟, 𝑔 e 𝑏 (red green blue), a intensidade da imagem 𝐼 é obtida como 𝐼 =
(𝑟+ 𝑔+ 𝑏)/3, que também representa/define a imagem em tons de cinzas. Para extrair os
quatro canais (𝑅-vermelho, 𝐺-verde, 𝐵-azul e 𝑌 para amarelo) são criados desta forma:
𝑅 = 𝑟− (𝑔+ 𝑏)/2, 𝐺 = 𝑔− (𝑟+ 𝑏)/2, 𝐵 = 𝑏− (𝑟+ 𝑔)/2 e 𝑌 = (𝑟+ 𝑔)/2− | 𝑟− 𝑔 | /2− 𝑏.
A imagem 𝐼 e os canais 𝑅, 𝐺, 𝐵 e 𝑌 são utilizadas para criar a Pirâmide Gaussiana
(GREENSPAN et al., 1994) 𝐼(𝜎), 𝑅(𝜎), 𝐺(𝜎), 𝐵(𝜎) e 𝑌 (𝜎), onde 𝜎 ∈ [0..8] é a escala.
Os mapas de características são obtidos por meio da diferença entre canais de cores
em diferentes escalas, sendo que este processo é denominado de centro-vizinhança definido
por ⊖. O ⊖ entre um “centro” (pixel) 𝑐 ∈ {2, 3, 4} e sua vizinhança corresponde a escala
𝑠 = 𝑐+𝛿, em que 𝛿 ∈ {3, 4}. A diferença across-scale entre dois mapas, denotado por “⊖”,
é obtido pela interpolação da escala mais fina e a subtração ponto-a-ponto. O primeiro
conjunto de mapas de características obtido é a intensidade do contraste que é computado
6 mapas ℐ(𝑐, 𝑠):
ℐ(𝑐, 𝑠) =| 𝐼(𝑐)⊖ 𝐼(𝑠) | (11)
O segundo conjunto de mapas (que contém um total de 12) são construídos para os
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Figura 13 – Modelo geral de atenção visual baseado em mapa de saliência. Imagem mo-
dificada de (ITTI; KOCH; NIEBUR, 1998).
canais de cor. Os mapasℛ𝒢(𝑐, 𝑠) são criados no modelo para representar simultaneamente
vermelho/verde e verde/vermelho (mostrado na Eq. (12)), e ℬ𝒴(𝑐, 𝑠) para azul/amarelo
e amarelo/azul como apresentado na Eq. (13).
ℛ𝒢(𝑐, 𝑠) =| (𝑅(𝑐)−𝐺(𝑐))⊖ (𝐺(𝑠)−𝑅(𝑠)) | (12)
ℬ𝒴(𝑐, 𝑠) =| (𝐵(𝑐)− 𝑌 (𝑐))⊖ (𝑌 (𝑠)−𝐵(𝑠)) | (13)
Os 24 mapas de orientação são obtidos de 𝐼 utilizando as pirâmides de Gabor 𝑂(𝜎, 𝜃)
onde o 𝜎 representa a escala e 𝜃 ∈ {0°, 45°, 90°, 135°} é a orientação preferida (GRE-
ENSPAN et al., 1994). A Eq. (14) apresenta a fórmula para extração dos mapas de
orientação.
𝒪(𝑐, 𝑠, 𝜃) =| 𝑂(𝑐, 𝜃)⊖𝑂(𝑠, 𝜃) | (14)
No total são computados 42 mapas de características, seis para intensidade, 12 para
cor e 24 para orientação. Combinando uma pequena quantidade de mapas fazem com que
os objetos sejam vistos mais nitidamente. Para adquirir uma saliência menor dos objetos,
deve-se fazer uma combinação maior destes mapas de características.
O propósito do mapa de saliência é representar a conspicuidades – ou ”saliência“ – em
qualquer localização no campo visual por uma quantidade escalar e guiar a localização
baseado na distribuição espacial da saliência.
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Os mapas de características são combinados em três ”mapas de conspicuidades“, ℐ
para intensidade como mostrado na Eq. (15), 𝒞 para cor (Eq. (16)), e orientação 𝒪 (Eq.
(17)), na escala 𝜎 = 4 para o mapa de saliência. Onde o 𝒩 (.) é operador normalizador,
que promove globalmente os mapas em um número pequeno de fortes picos de atividade
(localizações de conspicuidades) que estão presente, enquanto que os suprime globalmente
os mapas que contém numerosas respostas dos picos comparáveis. O operador ⨁︀ repre-
senta a adição em escala, que consiste de redução de cada mapa em escala 4 e adição
ponto-a-ponto:
ℐ =
4⨁︁
𝑐=2
𝑐+4⨁︁
𝑠=𝑐+3
𝒩 (ℐ(𝑐, 𝑠)) (15)
𝒞 =
4⨁︁
𝑐=2
𝑐+4⨁︁
𝑠=𝑐+3
[𝒩 (ℛ𝒢(𝑐, 𝑠)) +𝒩 (ℬ𝒴(𝑐, 𝑠))] (16)
𝒪 = ∑︁
𝜃∈{0°,45°,90°,135°}
𝒩
⎛⎝ 4⨁︁
𝑐=2
𝑐+4⨁︁
𝑠=𝑐+3
𝒩 (𝒪(𝑐, 𝑠, 𝜃))
⎞⎠ (17)
Os três mapas de conspicuidades são somados e normalizados para a saída final do
mapa de saliência, representada por 𝒮:
𝒮 = 13(𝒩 (ℐ) +𝒩 (𝒞) +𝒩 (𝒪)) (18)
O mapa de saliência obtido é uma imagem em tons de cinza, a qual define as regiões
mais salientes na imagem, ou seja, aonde a atenção visual será direcionada. Uma vez
gerado 𝒮, alimenta uma rede neural Winner-Take-All (KOCH; ULLMAN, 1985) que
garante a manutenção das regiões mais importantes, enquanto que outras regiões são
inibidas. A Figura 14 apresenta um exemplo que contém uma imagem e o seu respectivo
mapa de saliência proposto pelo modelo desenvolvido pelo Itti.
Figura 14 – Mapa de saliência obtido através do modelo proposto por Itti.
A seção posterior apresenta duas abordagens que utilizam o BoVW combinado com
o modelo computacional de atenção visual proposto por (ITTI; KOCH; NIEBUR, 1998;
ITTI; KOCH, 2001), denominados de Binary Image Descriptor Saliency Map (BSM) e
Fuzzy Descriptor Image Saliency Map (FISM).
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3.2.2 Binary Image Descriptor Saliency Map (BSM)
Os mapas de saliência podem ser vistos como uma função de pertinência nebulosa, e
os valores altos representam pontos na imagem que devem ter uma atenção visual maior.
Estes pontos que retêm maior atenção visual serão referidos como regiões de interesse
(foreground), enquanto que os pontos de menor interesse serão considerados como o fundo
da imagem (background).
Os trabalhos de (NAKAMOTO; TORIU, 2011; SOARES; SILVA; GULIATO, 2012)
apresentam uma forma de separar foreground de background utilizando mapas de saliência
por separação binária. Este método funciona da seguinte maneira: a área onde a saliência
é maior pode ser extraída aplicando uma operação de limiar (threshold) no mapa de
saliência. Esta técnica de aplicar um determinado limiar no mapa de saliência para
separar o foreground do background é denominada de mapa de saliência binária.
O método mapa de saliência binária utiliza o mapa de saliência (MS) para definir os pi-
xels que pertencem ao conjunto foreground ou background da seguinte maneira (SOARES;
SILVA; GULIATO, 2012): após obter o MS (utilizando o modelo de Itti (ITTI; KOCH;
NIEBUR, 1998) ou algum outro) de uma determinada imagem 𝐼, os valores do MS são
normalizados para o intervalo [0, 1]. Em seguida é realizada a comparação utilizando o
threshold 𝑡 com os valores do MS, se o 𝑀𝑆(𝑖, 𝑗) > 𝑡 o pixel fará parte do foreground, caso
contrário 𝑀𝑆(𝑖, 𝑗) ≤ 𝑡, então o pixel pertencerá ao conjunto do background. A Figura 15
apresenta uma imagem e seu respectivo mapa de saliência criada a partir do modelo de
Itti (ITTI; KOCH; NIEBUR, 1998).
Figura 15 – Apresenta a imagem original, o mapa de saliência criada pelo modelo de Itti
(ITTI; KOCH; NIEBUR, 1998) e a imagem binária criada a partir do mapa
de saliência com 𝑡 = 0, 25.
Na imagem binária a região branca representa o foreground e a escura representa o
background da imagem. Existem diversas maneiras de definir o threshold 𝑡. No trabalho
de (NAKAMOTO; TORIU, 2011), são utilizados alguns thresholding percentuais fixos
(10%, 25%, 50%, 75% e 100%) para efetuar a separação do foreground e background.
Também pode-se utilizar a Eq. (19) que representa a média simples dos valores do MS
para definir o limiar, como apresentado em (SOARES; SILVA; GULIATO, 2012).
𝑡 = 1
𝑚𝑛
⎛⎝ 𝑚∑︁
𝑖=1
𝑛∑︁
𝑗=1
𝑀𝑆(𝑖, 𝑗)
⎞⎠ (19)
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Onde o 𝑀𝑆𝑚×𝑛 é o mapa de saliência de uma imagem 𝐼 e os elementos da matriz
𝑀𝑆(𝑖, 𝑗) ∈ R.
Uma vez definido o processo binário de separar o foreground do background da ima-
gem, o trabalho de (SOARES; SILVA; GULIATO, 2012), (baseado no (NAKAMOTO;
TORIU, 2011)) propôs o descritor baseado na extração de característica utilizando o
mapa de saliência binária. O mapa de saliência binária trabalha em conjunto com a abor-
dagem BoVW, combinado com o descritor SIFT para representar os pontos-chave. Para
construir o dicionário de palavras visuais, foi utilizado o algoritmo k-means (LIBERTY;
SRIHARSHA; SVIRIDENKO, 2014; ELKAN, 2003; FORGY, 1965) e o mapa de saliência
binária é usado para representar a localização espacial de palavras visuais na imagem.
A abordagem BoVW utilizando o mapa de saliência binária, dá origem à técnica
denominada de Binary Image Descriptor Saliency Map (BSM). O BSM funciona da
seguinte forma: primeiramente, cria-se o dicionário de palavras visuais 𝐷. Em seguida
é extraído o MS (utilizando o modelo de (ITTI; KOCH; NIEBUR, 1998)) da imagem
𝐼 e aplica-se a binarização no MS, escolhendo o 𝑡 de acordo com a Eq. (19) ou com
a abordagem (NAKAMOTO; TORIU, 2011). Após aplicar o limiar, será gerada uma
imagem binária 𝐼𝑏 que distingue o foreground e o background. Depois, aplica-se o modelo
de (LOWE, 2004) para extrair os SIFTs da imagem 𝐼, e verifica-se se os mesmos estão
localizados na parte do foreground ou background da imagem de acordo com 𝐼𝑏, ou seja,
todos SIFTs de 𝐼 que possuir o valor de seu respectivo MS maior que o threshold pertencerá
ao foreground caso contrário ao background. Para criar os histogramas, são mapeados
os SIFTs para as palavras visuais mais próximas, assim incrementada a sua frequência
nos histogramas de palavras visuais do foreground ou do background de 𝐼. No estudo
comparativo proposto neste trabalho, foi considerado apenas o foreground para dar maior
importância às palavras que mais discriminam o objeto em análise. A Figura 16 ilustra o
processo descrito anteriormente, considerando apenas o foreground.
A seguir, é apresentada uma outra abordagem que classifica o pixel localizado em
regiões de transição do MS como foreground e background ao mesmo tempo. Esta abor-
dagem é chamada de Fuzzy Descriptor Image Saliency Map (FISM).
3.2.3 Fuzzy Descriptor Image Saliency Map (FISM)
O método BSM apresentado demonstra fatores limitantes para encontrar um determi-
nado threshold que otimize a classificação dos SIFTs em foreground e background. Uma
alternativa é adotar um threshold que apresente o melhor desempenho. Mas é interes-
sante considerar casos em que um determinado pixel em um MS pode estar localizado
na transição entre a região foreground e background, fazendo com que o pixel se torne
difícil de classificar. Um exemplo está ilustrado na Figura 17, que apresenta uma imagem
e seu respectivo MS, o qual contém três objetos que destacam as regiões de foreground,
background e a transição do background para o foreground.
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Figura 16 – Esquema para a geração dos descritores utilizando Binary Saliency Map.
Modificado de: (SOARES; SILVA; GULIATO, 2012).
Figura 17 – Uma imagem e seu respectivo mapa de saliência contendo três objetos em
destaque, o triângulo azul que representa a região de background, o círculo
vermelho que expressa a região de foreground e o quadrado amarelo que está
localizado na região de transição entre o foreground e o background.
Modificado de: (SOARES; SILVA; GULIATO, 2012).
Com base na análise dos pixels estarem localizados em regiões de transições, (SOA-
RES; SILVA; GULIATO, 2012) propuseram um método para classificar um pixel como
foreground e background ao mesmo tempo, permitindo modelar o grau de incerteza utili-
zando a Teoria dos Conjuntos Nebulosos (TCN). Nessa teoria, um elemento pertence a
mais de um conjunto com distintos graus de pertinência. Deste modo, pode-se representar
o grau de pertinência do pixel em uma determinada região no MS para foreground e para
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o mesmo pixel um grau de pertinência para o background. Uma vez obtido o MS de uma
imagem 𝐼, pode-se normalizar os valores do 𝑀𝑆(𝑖, 𝑗) para o intervalo de [0, 1]. O MS
normalizado representa o grau de pertinência que cada pixel da imagem pertence a região
foreground, enquanto que ao gerar o complemento deste MS, consegue-se obter o grau de
pertinência de cada pixel que pertence ao background da imagem. A Eq. (20) mostra
como achar o complemento de um único pixel. Repetindo esta operação para todos os
pixels obtém-se a imagem complementar do MS. Deste modo, um pixel que tem o grau
de pertinência de 70% como sendo do foreground, teria também o grau de pertinência de
30% como sendo da região background.
𝑀𝑆(𝑖, 𝑗) = 1−𝑀𝑆(𝑖, 𝑗) (20)
Utilizando a TCN, não é mais necessário definir um threshold para separar as regiões
do MS em foreground e background. E assim surge uma nova forma de criar um descritor
utilizando a TCN que será denominada de FISM (SOARES; SILVA; GULIATO, 2012).
Assim como BSM, o FISM também utiliza o descritor SIFT para representar os pontos-
chave e o k-means para a construção do dicionário de palavras visuais. A diferença entre
o BSM e o FISM são o modo de como será representado o background e o foreground de
uma imagem. O FISM utiliza o processo de distinção fuzzy para gerar dois histogramas
de frequências de palavras visuais, um histograma para os SIFTs que estão na região do
foreground e outro histograma para os SIFTs que aparecem na região do background com
um determinado grau de pertinência.
A abordagem geral do FISM é descrita a seguir. Primeiramente, cria-se o dicionário
de palavras visuais 𝐷 utilizando as imagens que estão no banco. Em seguida, aplica-se
o descritor SIFT proposto por (LOWE, 2004) na imagem 𝐼 para extrair suas caracterís-
ticas. Em seguida atribua-se a cada descritor SIFT a palavra visual mais próxima em
𝐷. Cria-se o MS utilizando o modelo (ITTI; KOCH; NIEBUR, 1998) como também o
seu complemento 𝑀𝑆 da imagem 𝐼. Nessa etapa, será montado o histograma de fore-
ground 𝐻𝑓 que representará a frequência de características que aparecem no foreground
da imagem 𝐼 a partir da função de pertinência do MS. O 𝐻𝑓 conterá um ponderamento
da ocorrência do SIFT de acordo com a função de pertinência do MS. O mesmo procedi-
mento descrito para o 𝐻𝑓 será aplicado para o histograma do background 𝐻𝑏. Em vez de
utilizar o MS para realizar o ponderamento, será utilizado o seu complemento 𝑀𝑆. Por
fim, concatenam-se os dois vetores 𝐻𝑓 com o 𝐻𝑏 para criar o novo descritor. A Figura 18
apresenta um exemplo do esquema do descritor FISM.
O FISM descreve o foreground e o background das imagens separadamente. Esta
separação permite aplicar ponderamentos nos histogramas 𝐻𝑓 e 𝐻𝑏 com o intuito de
enfatizar a parte da consulta da imagem que é mais interessante a ser trabalhada para
pesquisa de similaridade. Também é possível desconsiderar o 𝐻𝑓 ou 𝐻𝑏 ou simplesmente
realizar a união de ambos, possibilitando, deste modo, adequar o FISM de acordo com as
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Figura 18 – Modelo para geração dos descritores FISM utilizando o mapa de saliência
proposto por (ITTI; KOCH; NIEBUR, 1998).
Modificado de: (SOARES; SILVA; GULIATO, 2012).
características do banco que está sendo trabalhado.
As abordagens FISM e BSM são uma combinação do BoVW com o uso da técnica
de atenção visual para simular computacionalmente o que é relevante ou não na imagem
de acordo com a percepção humana. A seguir, é apresentada uma outra abordagem que
utiliza o método BoVW juntamente com o Casamento por Pirâmides Espaciais (Spa-
tial Pyramids Matching – SPM) para guardar informação espacial referente à imagem,
denominada de Bag-of-Visual-Words com Spatial Pyramids Matching (BoVW-SPM).
3.3 BoVW com o Casamento por Pirâmides Espaci-
ais (BoVW-SPM)
No modelo clássico do BoVW, a informação espacial referente a imagem não é armaze-
nada e, para contornar esse problema, a abordagem BoVW foi combinada com o método
SPM para auxílio na construção do histograma, denominada de Bag-of-Visual-Words com
Spatial Pyramids Matching (BoVW-SPM).
A abordagem BoVW-SPM funciona da seguinte forma: primeiramente, utiliza um
descritor (por exemplo o SIFT) para extração das características de cada região da ima-
gem e posteriormente, na etapa de construção do dicionário visual usa-se um método
de agrupamento (como exemplo, k-means). Em seguida, aplica-se o método SPM (LA-
ZEBNIK; SCHMID; PONCE, 2006) para geração do histograma. O histograma criado
pelo método SPM corresponde à união de vários outros histogramas gerados a partir de
diferentes sub-regiões da imagem. E, estas sub-regiões podem ser divididas novamente
criando novos histogramas. As sub-regiões são criadas com um critério de níveis e, quanto
maior o nível, mais a imagem é segmentada em regiões. Ao final, com a concatenação de
todos os histogramas que representam as diferentes regiões em diferentes níveis, forma-se
uma representação única para a imagem.
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O método Spatial Pyramids Matching – SPM), ou Casamento por Pirâmides Espaci-
ais foi criado por Lazebnik (LAZEBNIK; SCHMID; PONCE, 2006) e baseado no método
pyramid match kernel de Grauman (GRAUMAN; DARRELL, 2005). A técnica SPM
na área de visão computacional tem sido amplamente utilizada para incorporar as infor-
mações espaciais globais e locais de uma imagem dentro de um vetor de característica
(KRISTO; CHUA, 2013; PENG et al., 2014). A alternativa de se aplicar SPM tem conse-
guido um ganho na acurácia da classificação em aplicações de reconhecimento de objetos
(LAZEBNIK; SCHMID; PONCE, 2006).
Em particular, o funcionamento da técnica SPM pode ser da seguinte maneira: a
imagem é divida em uma sequência de grades cada vez mais finas em cada nível da pirâ-
mide. Em um nível inicial (nível 0) a imagem original permanece sem divisões (contendo
apenas uma região2). No nível seguinte (nível 1), subdivide a única região do nível 0 em
4 outras regiões de tamanhos similares (quadrantes), obtendo 4 histogramas. No nível 2,
subdivide cada uma das regiões do nível 1 em 4 outras regiões, tendo assim um total de
16 regiões neste nível e, consequentemente, 16 histogramas que representam cada região,
e este processo se repete assim por diante.
Os histogramas de descritores são extraídos para todas as regiões das grades e pon-
derados de acordo com as correspondências que ocorrem em cada nível. Em qualquer
nível, dois pontos são ditos correspondentes se eles ocorrerem no mesmo bin da grade. É
dado maior peso para casamentos que ocorrem nos níveis mais altos, ou seja, em regiões
menores, refletindo assim o fato de que maiores níveis localizam as características mais
precisamente. Por fim, são concatenados os histogramas de diferentes níveis para formar
um único vetor que representará a imagem. A Figura 19 mostra um exemplo do uso da
pirâmide espacial em uma imagem.
Formalizando esta abordagem, ao construir uma sequência de grades nas resoluções
0, ..., 𝐿, o nível 𝑙 da grade tem 2𝑙 regiões em cada dimensão, para um total de 𝐷 = 22𝑙
regiões em cada nível. Seja 𝐼1 e 𝐼2 duas imagens, o 𝐻 𝑙𝐼 é o histograma de descritores
da imagem 𝐼 no nível 𝑙. O casamento para o nível 𝑙 entre as imagens 𝐼1 e 𝐼2 pode ser
calculado
𝐶 𝑙(𝐼 𝑙𝐼1 , 𝐼
𝑙
𝐼2) =
22𝑙∑︁
𝑖=1
min(𝐻 𝑙𝐼1(𝑖), 𝐻
𝑙
𝐼2(𝑖)), (21)
Os casamentos do nível 𝑙 incluem os casamentos que acontecem no nível 𝑙 + 1. Deste
modo, os casamentos no nível 𝑙 são dados por 𝐶 𝑙(𝐼 𝑙𝐼1 , 𝐼 𝑙𝐼2) − 𝐶 𝑙+1(𝐼 𝑙+1𝐼1 , 𝐼 𝑙+1𝐼2 ), para 𝑙 =
0, ..., 𝐿− 1. Os pesos são inversamente proporcionais à largura das regiões em cada nível.
No nível 𝑙 associa-se o peso 12𝐿−1 , deste modo terá um peso maior aos casamentos que
acontecem nos níveis mais altos (que tem as regiões menores). A função núcleo para o
2 Alguns autores utilizam o termo célula para referenciar a divisão que ocorre na imagem.
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Figura 19 – Representação da Pirâmide Espacial com as divisões das regiões e seus res-
pectivos histogramas nos níveis 0 e 1.
Imagem modificada de: (LAZEBNIK; SCHMID; PONCE, 2006)
.
casamento de pirâmides é dada por:
𝑝𝐿(𝐼1, 𝐼2) =
1
2𝐿𝐶
0(𝐼0𝐼1 , 𝐼
0
𝐼2) +
𝐿∑︁
𝑙=1
1
2𝐿−𝑙+1𝐶
𝑙(𝐼 𝑙𝐼1 , 𝐼
𝑙
𝐼2). (22)
Ao aplicar a Eq. (22) para cada uma das 𝑁 palavras visuais do dicionário (seção 3.1),
o mecanismo da SPM pode ser escrito desta forma:
𝑃𝐿(𝐼1, 𝐼2) =
𝑁∑︁
𝑗=1
𝑝𝐿(𝐼1𝑗 , 𝐼2𝑗) (23)
onde 𝐼𝑗 representa as coordenadas das palavras visuais do dicionário encontradas nas
respectivas imagens.
Apesar de sua simplicidade, a SPM agrega confiança à informação espacial global,
permite uma melhora no método de representação de imagens BoVW.
Geralmente, utilizam-se as medidas Cosseno e Euclidiana para calcular a similaridade
dos histogramas gerados pelas abordagens BoVW, BSM, FISM e BoVW-SPM. Neste tra-
balho foram utilizadas estas mesmas abordagens, substituindo as funções de similaridade
pela divergência de Bregman. No próximo Capítulo são apresentadas de forma sucinta
algumas divergências de Bregman, com suas propriedades e alguns trabalhos correlatos
que utilizam as DB’s no contexto de recuperação de imagem baseada em conteúdo.
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Capítulo 4
Divergência de Bregman
As divergências de Bregman (DB) foram introduzidas em 1967 pelo matemático L.M.
Bregman (BREGMAN, 1967). Bregman tinha como principal preocupação de encontrar
um ponto comum de conjuntos convexos, a fim de solucionar um problema de otimização
convexa.
Para uma leitura mais agradável, será abordado antecipadamente o significado sobre
algumas notações nesta seção: as variáveis x e 𝜇 são utilizadas para representar vetores.
Um conjunto é representado pelo alfabeto caligráfico de letras maiúsculas 𝒳 , 𝒴 . As
variáveis aleatórias são expressas pelo alfabeto de letras maiúsculas, por exemplo 𝑋 e 𝑌 .
Os símbolos R, N, Z e R𝑑 denotam os conjuntos dos reais, naturais, inteiros e o espaço
vetorial real de dimensão-𝑑 respectivamente. Além disso, R+ e R++ indicam o conjunto
não negativo e números reais positivos. Para x e y ∈ R𝑑, ‖x‖ expressa a norma 𝐿2 e
⟨x,y⟩ indica o produto interno. O log representará os logaritmos naturais. A função de
densidade de probabilidade (com relação à Lebesgue ou a medida contagem) são denotados
pelo alfabeto de letras minúsculas tais como p e q. O interior relativo1 de um conjunto
convexo de 𝒳 é denotado por ri(𝒳 ). O domínio efetivo de uma função 𝑓 (por exemplo, o
conjunto para todo 𝑥 tal que 𝑓(𝑥) < +∞) é representado por dom(𝑓). A função inversa
de 𝑓 é denotada por 𝑓−1.
É definida a divergência de Bregman correspondendo a uma função estritamente con-
vexa da seguinte maneira (BREGMAN, 1967; CENSOR; ZENIOS, 1997):
Definição 1 Seja 𝜑 : 𝒮→R, uma função estritamente convexa definida em um conjunto
convexo 𝒮 ⊆ R𝑑 onde 𝒮 = dom(𝜑) tal que, 𝜑 é diferenciável em ri(𝒮) e não vazio. A
divergência de Bregman 𝑑𝜑 : 𝒮 × 𝑟𝑖(𝒮)→[0,∞) entre dois elementos x e y é dada por:
𝑑𝜑(x, y) = 𝜑(x)− 𝜑(y)− ⟨x− y,∇𝜑(y)⟩ (24)
onde ∇𝜑(y) representa o vetor gradiente de 𝜑 avaliado em y.
1 Para todos os conjuntos convexo não vazios 𝒞 ⊆ R𝑑 o interior relativo pode ser definido como ri(𝒞) :=
{𝑥 ∈ 𝒞 : ∀𝑦 ∈ 𝒞 ∃𝜆 > 1 : 𝜆𝑥+ (1− 𝜆)𝑦 ∈ 𝒞} (ROCKAFELLAR, 1996).
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O 𝑑𝜑(.,y) pode ser visto como a diferença entre 𝜑 e a aproximação dada pela sua
expansão em série de Taylor ao redor de y. Na Figura 20, a interpretação geométrica
da divergência de Bregman no espaço 1-dimensional 𝒮 é ilustrado. Nesta figura, a curva
da função 𝑌 ′ = 𝜑(𝑋 ′) e a reta ℎ : 𝑌 ′ = 𝜑(y) + ⟨∇𝜑(y), 𝑋 ′ − y⟩ passam pelo ponto
(y, 𝜑(y)), são plotados separadamente. Note que ℎ é a reta tangente a curva 𝜑 no ponto
vermelho. A diferença vertical na posição 𝑋 ′ = x (respectivamente 𝑋 ′ = r) é a medida
da divergência de Bregman, 𝑑𝜑(x, y) (respectivamente 𝑑𝜑(r, y)).
Figura 20 – Interpretação geométrica da divergência de Bregman.
Observe que diferentes escolhas para a função 𝜑 induzem diferentes métricas. Por
exemplo, a distância Euclidiana, divergência de Kullback-Leibler (KL), a distância Maha-
lanobis e muitas outras distâncias amplamente utilizadas são casos especiais da divergên-
cia de Bregman, obtidas a partir da escolha de diferentes funções 𝜑 (BANERJEE et al.,
2005). As seguintes propriedades são verdades de acordo com a Definição 1:
o Não negatividade: 𝑑𝜑(x,y) ≥ 0, ∀x ∈ 𝒮, y ∈ ri(𝒮), e 𝑑𝜑(x,y) = 0 se e somente
se x = y.
o Convexidade: 𝑑𝜑 é sempre convexo no primeiro argumento, mas não necessa-
riamente convexo no segundo argumento. A distância Square Euclidean e KL-
Divergence são exemplos de divergências de Bregman que são convexas em seus
dois argumentos. Porém, um exemplo de divergência que não é convexa em 𝑦 é
a função estritamente convexa 𝜑(𝑥) = 𝑥3, definida em R+, dado por 𝑑𝜑(𝑥, 𝑦) =
𝑥3 − 𝑦3 − 3(𝑥− 𝑦)𝑦2.
o Linearidade: A divergência de Bregman é um operador linear, ou seja, ∀x ∈ 𝒮, y
∈ ri(𝒮),
𝑑𝜑1+𝜑2(x, y) = 𝑑𝜑1(x, y) +𝑑𝜑2(x, y) ,
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𝑑𝑐𝜑(x, y) = 𝑐𝑑𝜑 (x, y), (para 𝑐 ≥ 0) .
o Classes de equivalência: As divergências de Bregman de funções que diferem
apenas em termos afins são idênticos, ou seja, se 𝜑(x) = 𝜑0(x) + ⟨b, y⟩ + 𝑐 onde
b ∈ R𝑑 e 𝑐 ∈ R, depois 𝑑𝜑(x,y) = 𝑑𝜑0(x,y), ∀x ∈ 𝒮, y ∈ ri(𝒮). Assim, o conjunto
de todas as funções diferenciáveis estritamente convexas em um conjunto convexo
𝒮, pode ser dividida em classes de equivalência na forma:
[𝜑0] = {𝜑 | 𝑑𝜑(x, y) = 𝑑𝜑0(x, y) ∀ x ∈ 𝒮, y ∈ ri(𝒮)}.
o Separação linear: A localização de todos os pontos x ∈ 𝒮 que são equidistante
de dois pontos fixos 𝜇1, 𝜇2 ∈ ri(𝒮) em termos de uma divergência de Bregman é
um hiperplano, ou seja, as partições induzidas pela divergência de Bregman têm
separadores lineares dados por:
𝑑𝜑(x, 𝜇1) = 𝑑𝜑(x, 𝜇2)
⇒ 𝜑(x) −𝜑(𝜇1)− ⟨x −𝜇1,∇𝜑(𝜇1)⟩ = 𝜑(x)−𝜑(𝜇2)− ⟨x−𝜇2,∇𝜑(𝜇2)⟩
⇒ ⟨x,∇𝜑(𝜇2)−∇𝜑(𝜇1)⟩ = (𝜑(𝜇1)− 𝜑(𝜇2))− (⟨𝜇1,∇𝜑(𝜇1)⟩ − ⟨𝜇2,∇𝜑(𝜇2)⟩)
Geralmente, as divergências de Bregman não são simétricas, por exemplo, a distân-
cia Euclidiana ao quadrado. A Tabela 2 contém uma lista de algumas divergências de
Bregman e suas funções básicas. Vale destacar que na distância Mahalanobis a matriz
A é assumida como sendo positiva definida; (x − y)𝑇𝐴(x − y) é chamado de distância
Mahalanobis quando 𝐴 é inversa da matriz de covariância.
Tabela 2 – Algumas funções convexas das divergências de Bregman.
Domínios 𝜑(x) 𝑑𝜑(x,y) Divergência
R 𝑥2 (𝑥− 𝑦)2 Squared loss
R++ − log 𝑥 𝑥𝑦 − log(𝑥𝑦 )− 1 Distância Itakura-Saito
R𝑑 ‖x‖2 ‖x− y ‖2 Euclidiana ao quadrado
R𝑑 x𝑇𝐴x (x− y)𝑇𝐴(x− y) Distância Mahalanobis
𝑑-𝑆𝑖𝑚𝑝𝑙𝑒𝑥 ∑︀𝑑𝑗=1 𝑥𝑗 log2 𝑥𝑗 ∑︀𝑑𝑗=1 𝑥𝑗 log2(𝑥𝑗𝑦𝑗 ) KL-Divergence
R𝑑+
∑︀𝑑
𝑗=1 𝑥𝑗 log 𝑥𝑗
∑︀𝑑
𝑗=1 𝑥𝑗 log(
𝑥𝑗
𝑦𝑗
)−∑︀𝑑𝑗=1(𝑥𝑗 − 𝑦𝑗) Generalized I-Divergence
A seguir são apresentados alguns exemplos das divergências de Bregman (BANERJEE
et al., 2005).
Exemplo 1. A distância Squared Euclidean é talvez a mais simples e mais amplamente
usada das divergências de Bregman. A função base 𝜑(x) = ⟨x,x⟩ é estritamente convexo
e diferenciável no R𝑑 e
𝑑𝜑(x, y) = ⟨x,x⟩ − ⟨y,y⟩ − ⟨x− y, ∇𝜑(y)⟩
= ⟨x,x⟩ − ⟨y,y⟩ − ⟨x− y, 2y⟩
= ⟨x− y, x− y⟩ =‖x− y‖2.
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Exemplo 2. Outra divergência de Bregman usada é a KL. Se p é uma distribui-
ção de probabilidade discreta de modo que ∑︀𝑑𝑗=1 𝑝𝑗 = 1, a entropia negativa 𝜑(p) =∑︀𝑑
𝑗=1 𝑝𝑗 log2 𝑝𝑗 é uma função convexa. A divergência de Bregman correspondente é:
𝑑𝜑(p,q) =
𝑑∑︀
𝑗=1
𝑝𝑗 log2 𝑝𝑗 −
𝑑∑︀
𝑗=1
𝑞𝑗 log2 𝑞𝑗 − ⟨p− q,∇𝜑(q)⟩
=
𝑑∑︀
𝑗=1
𝑝𝑗 log2 𝑝𝑗 −
𝑑∑︀
𝑗=1
𝑞𝑗 log2 𝑞𝑗 −
𝑑∑︀
𝑗=1
(𝑝𝑗 − 𝑞𝑗)(log2 𝑞𝑗 + log2 𝑒)
=
𝑑∑︀
𝑗=1
𝑝𝑗 log2
(︁
𝑝𝑗
𝑞𝑗
)︁
− log2 𝑒
𝑑∑︀
𝑗=1
(𝑝𝑗 − 𝑞𝑗)
= 𝐾𝐿(p‖q),
A divergência KL entre as duas distribuições como ∑︀𝑑𝑗=1 𝑞𝑗 = ∑︀𝑑𝑗=1 𝑝𝑗 = 1.
Exemplo 3. A distância Itakura-Saito é outra divergência de Bregman que é bastante
utilizada em processamento de sinal. Se 𝐹 (𝑒𝑗𝜃) é um espectro de energia2 de um sinal 𝑓(𝑡),
então o funcional 𝜑(𝐹 ) = − 12𝜋
∫︀ 𝜋
−𝜋 log(𝐹 (𝑒𝑗𝜃))𝑑𝜃 é convexo em 𝐹 e corresponde à taxa de
entropia negativa de um sinal, assumindo que seria gerado por um processo Gaussiano
fixo (PALUS, 1997).
A divergência de Bregman entre 𝐹 (𝑒𝜃) e 𝐺(𝑒𝜃) (o espectro de energia de um outro
sinal 𝑔(𝑡)) é dado por:
𝑑𝜑(𝐹,𝐺) = 12𝜋
∫︀ 𝜋
−𝜋(− log(𝐹 (𝑒𝑗𝜃)) + log(𝐺(𝑒𝑗𝜃))− (𝐹 (𝑒𝑗𝜃)−𝐺(𝑒𝑗𝜃))(− 1𝐺(𝑒𝑗𝜃)))𝑑𝜃
= 12𝜋
∫︀ 𝜋
−𝜋(− log(𝐹 (𝑒
𝑗𝜃)
𝐺(𝑒𝑗𝜃)) +
𝐹 (𝑒𝑗𝜃)
𝐺(𝑒𝑗𝜃) − 1)𝑑𝜃 ,
que é exatamente a distância de Itakura-Saito entre a energia espectral 𝐹 (𝑒𝑗𝜃) e 𝐺(𝑒𝑗𝜃) e
pode também ser interpretada como a I-divergence (CSISZÁR, 1991), entre os processos de
geração sob o pressuposto que a média é igual aos processos Gaussianos fixos (KAZAKOS,
2006).
Para a próximo seção, abordaremos alguns trabalhos da literatura que utilizam a diver-
gência de Bregman como função de similaridade no contexto de recuperação de imagens.
4.1 Trabalhos correlatos: as divergências utilizadas
no contexto de recuperação de imagens
Nesta seção estão descritos alguns trabalhos encontrados na literatura que utilizam
as divergências de Bregman como medida de similaridade no contexto de recuperação de
imagens baseada em conteúdo.
Destacamos, em primeiro lugar, o trabalho de (XU et al., 2012), que aplica a diver-
gência CBIR. Na obra de (LIU et al., 2012), para recuperação de formas de objetos foi
utilizada como medida de similaridade a divergência total de Bregman. Enquanto que
2 Note que 𝐹 (.) é uma função e é possível estender a notação para divergência de Bregman para o
espaço de funções (CSISZÁR, 1995) e (GRUNWALD; DAWID, 2004)
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o artigo de (SAKJI-NSIBI; BENAZZA-BENYAHIA, 2010) descreve sobre a utilização
da distância KL simétrica como medida de similaridade em sistema CBIR, em que no
processamento off-line do banco de dados foi aplicada a Wavelet Transform (WT) para
caracterizar as imagens do banco, enquanto que no modo on-line foi realizada a consulta
utilizando a distância KL simétrica. No trabalho de (SCHWANDER; NIELSEN, 2010),
também fundamentado no campo de recuperação de imagem baseada em conteúdo, os
autores substituíram o uso da distância squared Euclidean utilizada como sub-rotina do
k-means pelas 𝛼-divergentes. A pesquisa de (PIRO et al., 2008) aplicou a divergência KL
como medida de similaridade entre distribuições marginais parametrizadas de coeficientes
wavelet em diferentes escalas.
O trabalho de (KWITT; UHL, 2008) apresentou uma aplicação para recuperação de
imagem baseada em textura, com intuito de utilizar a KL para medir as distribuições
marginais das magnitudes de coeficientes complexo de wavelet. Por fim, no trabalho de
(BANERJEE et al., 2005) foi proposta uma análise paramétrica hard e soft de algoritmos
de agrupamentos baseados nas divergências de Bregman.
Para descrever melhor sobre os trabalhos correlatos existentes na literatura, deta-
lhamos nas próximas subseções três propostas citadas anteriormente que utilizam as
divergências no contexto de similaridade, que são: os trabalhos de (XU et al., 2012),
(SAKJI-NSIBI; BENAZZA-BENYAHIA, 2010) e (KWITT; UHL, 2008).
4.1.1 Trabalho 1 – proposto por (XU et al., 2012)
O trabalho de (XU et al., 2012) utiliza algoritmos de clusterização supervisionados e
não-supervisionados baseados em ranqueamento de gráfico. Esses algoritmos de clusteriza-
ção têm recebido considerável atenção em aprendizado de máquina, visão computacional e
na comunidade de pesquisadores de recuperação de informação. A classificação no coletor
de dados (ou classificação do coletor (manifold ranking (MR))) é uma das aproximações
representativas e tem sido amplamente aplicado em várias aplicações de recuperações de
informação e aprendizado de máquina. Na pesquisa desenvolvida por (XU et al., 2012) foi
feito um modelo de MR dentro de um framework otimizado utilizando a divergência de
Bregman, o qual transformou o MR em um problema de aprendizado da matriz do “ker-
nel” ótimo. Com esta nova formulação, duas extensões eficientes e efetivas são propostas
para aumentar a performance do ranqueamento.
A ideia central da classificação do coletor (MR) é ranquear o dado com relação à estru-
tura geométrica intrínseca revelada coletivamente por uma grande quantidade de dados
(sem rótulo). Considerando ambas, tanto a rotulada (a consulta) e a não rotulada da base
(o banco de dados), atribui a cada ponto de dados um valor de ranqueamento relativo, o
qual pode ser considerado como o grau de relevância para a consulta. Caso contrário, a
similaridade entre pares ou as distâncias usadas em muitos métodos tradicionais, o valor
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do ranqueamento é mais significativo para medir a relevância semântica expressada dentro
da estrutura geométrica subjacente do conjunto de dados.
Assim, um dos principais inconvenientes do MR é sua alta complexidade. Dada uma
query tanto a construção do MR de um gráfico de afinidade e a propagação dos valores
de ranqueamentos no gráfico leva uma complexidade de 𝑂(𝑛3), onde 𝑛 é o número de
amostras no banco de dados. Se a consulta se encontra no banco de dados, o MR pode
utilizar a pré computação off-line para reduzir o custo on-line. Porém, para uma consulta
fora do banco de dados, o alto custo da etapa de propagação do valor de ranqueamento
precisará ser realizada no estágio on-line, o qual é usualmente referido como o problema
fora da amostra (out-of-sample).
As principais contribuições do trabalho de (XU et al., 2012) foram: (1) a formulação
de um algoritmo de ranqueamento de “manifolds” para um problema de otimização uti-
lizando divergência de Bregman; (2) possibilidade de um novo entendimento no contexto
de MRs (manifold ranking) introduzindo “aprendizado” usando uma matriz de kernel e
utilizando a divergência de Bregman; e (3) com a nova formulação, são propostas duas
extensões eficientes e efetivas para melhorar a performance da tradicional MR denomi-
nadas de efficient divergence view of manifold ranking (DMR𝐸) e Constraints divergence
view of manifold ranking (DMR𝐶).
O DMR𝐶 permite utilizar a informações de restrições de pares induzidos dos feedbacks
do usuário para guiar o ranqueamento, sendo uma maneira promissora para algoritmos
de ranqueamento semi-supervisionado.
O Manifold Ranking (MR), pode ser definido da seguinte forma: dado um conjunto de
dados 𝑋 = [x1,x2, ...,x𝑛] ∈ R𝑚×𝑛 onde cada coluna é uma amostra de vetor de tamanho
𝑚. O MR primeiro constrói um gráfico de afinidade sobre os dados (por exemplo, gráfico
k-Nearest Neighbors (k-NN)). Seja𝑊 ∈ R𝑛×𝑛 que denota o peso da matriz do gráfico com
𝑤𝑖𝑗 armazenando o peso de cada aresta. Uma maneira comum para computar o peso é
usando o heat kernel 𝑤𝑖𝑗 = 𝑒𝑥𝑝[−𝑑2(x𝑖,x𝑗)/2𝜎2] se tem uma aresta ligando x𝑖 e x𝑗, caso
contrário 𝑤𝑖𝑗 = 0. A função 𝑑 é uma distância métrica, tal como a distância Euclidiana.
Seja f uma função de ranqueamento que atribui para cada ponto de x𝑖 um valor de
ranqueamento 𝑓𝑖. O MR define um vetor inicial f0 = [𝑓 01 , ..., 𝑓 0𝑛]𝑇 , no qual 𝑓 0𝑖 = 1 se 𝑥𝑖
é uma consulta e 𝑓 0𝑖 = 0 caso contrário. O custo da função associado com 𝑓 em MR é
definida em (ZHOU et al., 2004), por:
𝑂(f) = 12
⎛⎜⎝ 𝑛∑︁
𝑖,𝑗=1
𝑤𝑖𝑗
⎛⎝ 𝑓𝑖√
𝐷𝑖𝑖
− 𝑓𝑗√︁
𝐷𝑗𝑗
⎞⎠2 + 𝜇‖f− f0‖2
⎞⎟⎠ , (25)
onde 𝜇 > 0 é o parâmetro de regularização e 𝐷 é a matriz diagonal com 𝐷𝑖𝑖 =
∑︀
𝑗 𝑤𝑖𝑗.
O algoritmo pode também ser designado como uma forma interativa como a seguir
f(𝑡+ 1) = 𝜚𝑆f(𝑡) + (1− 𝜚)f0, (26)
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onde 𝑆 = 𝐷−1/2𝑊𝐷−1/2 e 𝜚 = 𝜇/(1+𝜇). Durante uma interação 𝑡, cada ponto recebe in-
formação dos seus vizinhos e mantém sua atribuição inicial. Por fim, o algoritmo converge
para
f* = (𝐼𝑛 − 𝜚𝑆)−1f0 = 𝐾f0. (27)
É importante notar que o parâmetro 𝜚 deverá está no intervalo [0,1)3, caso contrário o
algoritmo não converge. O 𝐾 é a matriz de pesos que pode ser pré-computada de forma
off-line caso a consulta não esteja no banco de dados, ou on-line caso contrário.
Desta forma, o trabalho de (XU et al., 2012) formulou o algoritmo MR a partir do
framework otimizado da divergência de Bregman e, algumas extensões foram derivadas
para superar as deficiências da abordagem MR tradicional. Assim, a nova formulação do
algoritmo MR pode ser da seguinte maneira: seja 𝑌 = [y1, ...,y𝑛] ∈ R𝑝×𝑛 a representação
dos dados em um novo espaço de características das amostras dos dados. É o mesmo que
falar y𝑖 = Ψ(x𝑖), para 𝑖 = 1, ..., 𝑛, onde Ψ é uma função de transformação do dado para
um novo espaço de característica. A matriz 𝐾 é definida como
𝐾 = 𝑌 𝑇𝑌. (28)
A matriz 𝐾 é sempre semi-definida desde que mantém para qualquer vetor v, v𝑇𝐾v =
‖𝑌 v‖2 ≥ 0. Esta matriz 𝐾 na formulação do MR (Eq. (27)) é a solução para o seguinte
problema de otimização
min
𝐾
𝐷𝑙𝑑(𝐾, 𝐼) (29)
de modo que
∑︁
𝑖,𝑗
‖ 1√
𝐷𝑖𝑖
y𝑖 −
1√
𝐷𝑗𝑗
y𝑗‖2𝑤𝑖𝑗 ≤ 𝛿,𝐾 ⪰ 0, (30)
onde 𝛿 é um parâmetro de controle de suavidade da restrição que faz as amostras vizinhas
terem curtas distâncias no novo espaço. O𝐷𝑙𝑑(𝐾, 𝐼) é o resultado da matriz de divergência
de Bregman, onde 𝐷𝑙𝑑(𝐾, 𝐼) = 𝑡𝑟(𝐾𝐼−1)− log det(𝐾𝐼−1) − 𝑛, sendo denominada de
divergência Log-Determinant (KULIS; SUSTIK; DHILLON, 2006). A demonstração está
apresentado em (XU et al., 2012).
A otimização da divergência de Bregman apresentada em (XU et al., 2012) atendendo
o MR mostra que é possível encontrar a matriz ótima 𝐾 “closest” para identificar a matriz
sob certas restrições. Foi nomeado esta formulação como divergence view of MR (DMR).
Deste modo, é possível fazer uma nova extensão do MR que seja eficiente.
Para identificar a matriz 𝐾 “closest” foi utilizado a matriz Gaussian kernel, cada
elemento da matriz é calculado por
𝐾𝐺𝑖𝑗 = 𝑒𝑥𝑝(−𝑑2(x𝑖,x𝑗)/2𝜎2), (31)
3 Onde 𝜚 = 0, f* é sempre igual ao f0 inicial.
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onde 𝜎 é o parâmetro do tamanho da janela e 𝑑(x𝑖,y𝑖) retorna a distância Euclidiana
entre x𝑖 e x𝑗.
O trabalho de (XU et al., 2012) conseguiu reduzir a complexidade de 𝑂(𝑛3) para
𝑂(𝑛), sendo mais eficiente do que o tradicional algoritmo MR. Este algoritmo é de-
nominado de efficient DMR (DMR𝐸). Também foi realizada uma segunda extensão,
que utiliza o pairwise constraints, que tem sido amplamente estudado em clusterização
semi-supervisionado em trabalhos de aprendizagens métricas denominado de DMR com
Constraints (DMR𝐶).
Em (XU et al., 2012) foram feitos vários experimentos que utilizam o método DMR𝐸,
comparados com outros métodos de classificação não supervisionados, utilizando o banco
de dados Caltech101. Para caracterização foram extraídos quatro tipos de características
efetivas, resultando para cada imagem um vetor de tamanho 297. O primeiro tipo de
característica foi Grid Color Moment, que particionava a imagem em grade de 3 × 3.
Para cada grade foi extraído a média, variância e a assimetria de cada canal de cor
(R, G e B – Red, Green e Blue) respectivamente, gerando assim um vetor de tamanho
81 correspondendo ao momento de cor. A segunda foi o edge detector proposto por
(CANNY, 1986) que resultou um vetor de tamanho 37 para cada imagem. O terceiro tipo
de característica foi o gabor wavelets texture, que aplica a transformada de wavelet Gabor
(LADES et al., 1993) em imagens redimensionadas para 64× 64, aplicado com 5 níveis e
8 orientações, que resultou em 40 sub-imagens. Para cada sub-imagem 3 momentos são
calculados, média, variância e assimetria, ao final resultou em um vetor de tamanho 120. A
última caracterização foi a Local Binary Pattern (OJALA; PIETIKÄINEN; HARWOOD,
1996), que consiste na medida de níveis de cinza, derivando da definição da textura geral
em uma vizinhança local, gerando assim um vetor de tamanho 59.
Para comparação dos resultados, os autores utilizaram a Eud (distância Euclidiana)
como baseline, o Principal Component Analysis (PCA) para redução de dados, o Mah
que é o método padrão para a distância métrica que utiliza uma amostra da matriz de
covariância, MR e o DMR𝐸. As métricas de avaliação do sistema CBIR foram o nDCG,
MAP das 200 primeiras imagens (MAP@200) retornadas. A performance do sistema é
a média sobre todas as consultas. O experimento dos autores foi conduzido no banco
de dados Caltech101 (veja a seção 7.1) o qual, utilizou todas as imagens do banco como
consulta e os resultados obtidos estão apresentados na Tabela 3.
Analisando os resultados obtidos por (XU et al., 2012), verifica-se que a recuperação
utilizando a Eud e o MR não retornaram bons resultados e, o DMR𝐸 supera significante-
mente todos os outros métodos não supervisionados.
Apresentamos, em seguida, o trabalho proposto pelos autores (SAKJI-NSIBI; BENAZZA-
BENYAHIA, 2010).
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Tabela 3 – Comparação da performance sem restrição no banco Caltech101. Para cada
resultado, registrou-se o valor médio (%) de todas as consultas e a melhoria
relativa sobre o método baseline Eud. O melhor resultado em cada linha é
indicado pela fonte em negrito.
Tabela modificada de: (XU et al., 2012).
Métodos sem restrições
Método Eud PCA Mah MR DMR𝐸
MP@10 35,50 34,03 -4,15% 37,34 +5,18% 34,98 -1,48% 38,93 +09,65%
MP@20 32,52 31,27 -3,86% 33,75 +3,77% 32,47 -0,15% 35,72 +09,85%
MP@30 30,73 29,55 -3,83% 31,54 +2,63% 30,88 +0,47% 33,73 +09,77%
nDCG@10 37,28 35,63 -4,43% 39,26 +5,30% 36,79 -1,31% 40,77 +09,73%
nDCG@20 34,55 33,12 -4,15% 36,06 +4,35% 34,38 -0,50% 37,87 +09,60%
nDCG@30 32,85 31,51 -4,08% 33,99 +3,50% 32,84 -0,02% 36,00 +09,59%
MAP@200 33,25 31,56 -5,07% 34,46 +3,66% 35,23 +5,98% 36,65 +10,25%
4.1.2 Trabalho 2 – proposto por (SAKJI-NSIBI; BENAZZA-
BENYAHIA, 2010)
Neste trabalho, os autores utilizam a divergência KL Simétrica (Kullback Leibler Si-
métrica (KLS)) como medida de similaridade no contexto de recuperação de imagem
baseada em conteúdo. O sistema CBIR proposto foi constituído em duas partes. A pri-
meira parte é o processamento off-line, o qual é aplicado a Wavelet Transform (WT) nas
imagens do banco de dados, em que as assinaturas relevantes são computadas a partir
dos resultados dos coeficientes wavelet. A segunda parte é composta de um procedimento
on-line que consiste na consulta e na recuperação das imagens cujas assinaturas são mais
semelhantes, usando uma determinada medida de similaridade. No trabalho destes auto-
res, a distância KLS, foi escolhida para avaliar o grau de semelhança entre a distribuição
da imagem de consulta com alguma imagem da base.
Na etapa de extração de características foram utilizados os Lifting Schemes (LS), que
são ferramentas convenientes para construir qualquer wavelet bi-ortogonal compactamente
suportada. No caso 1D, o primeiro passo do LS é dividir o sinal 𝑎0(𝑛) com 𝑛 ∈ Z em suas
amostras de pares e ímpares. Em seguida, as amostras pares 𝑎0(2𝑛) são previstas a partir
dos ímpares, o coeficiente de predição residual ou WT coeficientes 𝑑1(𝑛) são computados
como 𝑑1(𝑛) = 𝑎0(2𝑛) − ⌊a0(𝑛)𝑇p⌉, onde ⌊·⌉ é o operador de arredondamento, a0(𝑛)
apenas contém algumas amostras ímpares de 𝑎0(𝑛) e p é o vetor de pesos de predição.
Finalmente, o sinal de aproximação 𝑎1(𝑛) é obtido por atualizar as amostras ímpares
por alguns coeficientes de detalhes 𝑑1(𝑛) : 𝑎1(𝑛) = 𝑎0(2𝑛 − 1) + ⌊d1(𝑛)𝑇u⌉ onde d1(𝑛)
contém amostras dos coeficientes de detalhes 𝑑1(𝑛) e u é o vetor de pesos atualizados.
Esta decomposição é recursivamente aplicada para aproximação do sinal.
Para uma imagem de 𝐵-elementos, muito frequentemente, a decomposição é aplicada
separadamente para cada elemento 𝑏 ∈ {1, ..., 𝐵} de tamanho 𝑁×𝑁 . Para cada elemento
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𝑏, este procedimento se repete em 𝐽 estágios, gera uma aproximação da imagem com
uma resolução mais grosseira e 3𝐽 sub-bandas de wavelet de tamanho 𝑁𝑗 × 𝑁𝑗 para
𝑗 ∈ {1, ..., 𝐽}, com 𝑁𝑗 = 𝑁2𝑗 horizontalmente, verticalmente e diagonalmente orientada.
Por exemplo, a 53 transform manteve o novo padrão de imagem sem perda da codificação
padrão JPEG 2000 definida por:
p =
(︂1
2 ,
1
2
)︂𝑇
, a0(𝑛) = (𝑎0(2𝑛− 1), 𝑎0(2𝑛+ 1))𝑇 (32)
u =
(︂1
4 ,
1
4
)︂𝑇
, d1(𝑛) = (𝑑1(𝑛− 1), 𝑑1(𝑛))𝑇 . (33)
No trabalho de (SAKJI-NSIBI; BENAZZA-BENYAHIA, 2010) agrupou em três sub-
bandas os detalhes em cada nível 𝑗 de modo a obter uma única sub-banda 𝑤𝑏𝑗 de tamanho
𝑁𝑗 × 3𝑁𝑗.
O que motivou o trabalho de (SAKJI-NSIBI; BENAZZA-BENYAHIA, 2010) foi a
existência de dependências espectrais significativas entre elementos e, por tanto, en-
tre os seus coeficientes WT relacionados para definir o vetor 𝐵-variável 𝑤𝑗(𝑛,𝑚) =
(𝑤(1)𝑗 (𝑛,𝑚), ..., 𝑤𝐵𝑗 (𝑛,𝑚))𝑇 para cada posição espacial (𝑛,𝑚) no interior da 𝑗-ésima sub-
banda. Por esse motivo, o objetivo do trabalho de (SAKJI-NSIBI; BENAZZA-BENYAHIA,
2010) foi extrair algumas assinaturas salientes de um modelo paramétrico multivariado
adequado 𝑃𝑗 da distribuição conjunta de w𝑗, assim como parâmetros subjacentes são con-
siderados como assinaturas salientes da sub-banda 𝐵 na escala 𝑗 de uma dada imagem
multi-espectral.
Para um procedimento de recuperação escalável foi necessário definir uma medida
de similaridade entre a distribuição P𝑖𝑑𝑏𝑗 de uma imagem 𝑖𝑑𝑏 no banco de dados e a
distribuição P𝑖𝑞𝑗 da imagem de consulta na sub-banda 𝑗. Foi utilizada a divergência
KL Simétrica (KLS), que é conhecida por ser uma distância 𝐷 apropriada para comparar
duas distribuições P𝑖𝑞𝑗 e P𝑖𝑑𝑏𝑗 (definida na seção ??).
O procedimento de recuperação para uma imagem de consulta 𝑖𝑞 consiste no resultado
da imagem 𝑖*𝑑𝑏 que minimiza a KLS global:
𝑖*𝑑𝑏 = argmin𝑖𝑑𝑏
𝐽∑︁
𝑗=𝐽𝑢
𝐷(P𝑖𝑑𝑏𝑗 ,P
𝑖𝑞
𝑗 ). (34)
onde 𝐽𝑢 é uma escala escolhida por utilizar (1 ≤ 𝐽𝑢 ≤ 𝐽). Mais precisamente, a partir do
modelo de densidade P𝑖𝑑𝑏𝑗 , uma amostra aleatória 𝑠1, ..., 𝑠𝐿𝑖𝑑𝑏𝑗 de tamanho 𝐿
𝑖𝑑𝑏
𝑗 é gerado e
a estimativa 𝑑 é computada como:
𝑑(P𝑖𝑑𝑏𝑗 ‖ P𝑖𝑞𝑗 ) =
1
𝐿𝑖𝑑𝑏𝑗
𝐿
𝑖𝑑𝑏
𝑗∑︁
𝑙=1
log(P𝑖𝑑𝑏𝑗 (s𝑙))− log(P𝑖𝑞𝑗 (s𝑙)). (35)
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Em seguida, a estimativa empírica ?^? da divergência KLS𝐷 (SAKJI-NSIBI; BENAZZA-
BENYAHIA, 2010):
?^?(P𝑖𝑑𝑏𝑗 ,P
𝑖𝑞
𝑗 ) =
1
2
(︁
𝑑(P𝑖𝑑𝑏𝑗 ‖ P𝑖𝑞𝑗 ) + 𝑑(P𝑖𝑞𝑗 ‖ P𝑖𝑑𝑏𝑗 )
)︁
(36)
Com isso, a proposta de (SAKJI-NSIBI; BENAZZA-BENYAHIA, 2010) consistiu em
desenvolver uma organização eficiente (off-line) dos índices do banco de dados que permite
uma busca escalável, assegurando uma boa precisão, como apresentado a seguir:
o No nível inicial 𝑗 é definido como 𝑗 = 𝐽 e, o número de classes 𝐾𝐽 é inicializado e
um vetor k𝐽−1 de tamanho 𝐾𝐽 é escolhido.
o No nível 𝑗, a distribuição P𝑖𝑑𝑏𝑗 são classificadas em 𝐾𝑗 classes aplicando a regra do
vizinho mais próximo com base na distância mantida. O centróide de cada resultado
da classe será considerada como o protótipo da classe. Se a Normalized Euclidean
Distance (NED) é considerada, o protótipo reduz a média das versões normalizadas
dos vetores de características f𝑖𝑑𝑏𝑗 .
o Se 𝑗 > 1, então o próximo nível (𝑗 + 1), o valor de 𝑗 é decrementado 1. Para
cada classe 𝑘 de 𝐾𝑗+1 classes no nível anterior, o procedimento de agrupamento
só diz respeito as imagens dentro da classe 𝑘: suas distribuições ou vetores de
características no nível atual 𝑗 são divididos em subconjuntos seguindo o mesmo
algoritmo de agrupamento. Portanto, o número inteiro de classes 𝐾𝑗 é dado por:
𝐾𝑗 =
∑︀𝐾𝑗+1
𝑘=1 k𝑗[𝑘] onde k𝑗[𝑘] denota o 𝑘-ésimo elemento de k𝑗 e seu valor é o número
de subclasses de classes 𝑘 na escala mais grosseira 𝑗 + 1.
o Se 𝑗 = 1, o procedimento de agrupamento é parado.
Este método pode ser usado para um algoritmo de agrupamento não supervisionado. A
forma de consulta utilizada foi o procedimento de recuperação coarse-to-fine. Ele inicia no
mais grosseiro (coarsest) 𝐽 e é interrompido (parado) na escala 𝑗𝑢 escolhido pelo usuário.
Mais precisamente, f𝑖𝑞𝐽 é comparada com os 𝐾𝐽 protótipos de acordo com a divergência
KLS. É atribuído ao cluster mais próximo 𝑘𝑖𝑞𝐽 . Então, f
𝑖𝑞
𝐽−1 é comparado com os protótipos
do subconjuntos relacionados a 𝑘𝑖𝑞𝐽 e assim por diante. Se 𝑗 = 𝐽𝑢, a saída do sistema são
𝑅 imagens mais próximas dentro do grupo atribuído.
Os experimentos conduzidos foram utilizados a base de treinamento de 1.000 imagens
SPOT3, representando diferentes regiões da Tunísia. OWT foi aplicado para cada imagem
do banco de dados. Como imagem de consulta foram utilizadas 300 imagens do banco de
treinamento.
Muitas melhorias deveriam ser esperadas, considerando todos os componentes espec-
trais disponíveis. Um segundo estágio 5/3 WT foi aplicado para cada imagem no banco
de dados (𝐽 = 2) e definiu-se 𝐽𝑢 = 1, de modo que os dois estágios são usados durante
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a recuperação. Como imagens de consulta de teste 𝑖𝑞, foram utilizados 300 imagens do
banco de treinamento. Para cada imagem de consulta, o conjunto de imagens ground
truth é definido como as imagens do banco dentro da mesma categoria que a imagem
de consulta. A performance da recuperação são avaliadas em termos de precisão média
𝑃𝑅 = 𝑅𝑟/𝑅 e recall médio 𝑅𝐶 = 𝑅𝑟/𝑅𝑡, onde 𝑅𝑟 é o número de saída de imagens con-
sideradas como relevantes, 𝑅𝑡 o número total de saídas das imagens consideradas como
relevantes no banco de dados e 𝑅 o número de imagens retornadas.
Assim, os experimentos do trabalho de (SAKJI-NSIBI; BENAZZA-BENYAHIA, 2010)
foram separados em duas partes. A primeira parte dos experimentos apresenta o proce-
dimento de recuperação de uma imagem de consulta 𝑖𝑞 para CBIR e aplicar uma busca
exaustiva, a fim de produzir as𝑅 imagens mais próximas 𝑖𝑑𝑏 conforme a distância utilizada.
Nesta etapa do experimento, estudou-se a influência da escolha do modelo de parâmetro
da multivariada (densidades marginais e copula density) para o multi-componente dos
coeficientes WT. A divergência KLS também foi utilizada para o cálculo de similaridade
e garantiu um ganho significativo nos resultados.
A segunda parte dos experimentos visam estudar a performance de CBIR quando a
proposta de busca escalável é realizada após a estruturação de árvore do banco de dados
de índice com 𝐾2 = 3, k1[𝑘] = 2, para 𝑘 = 1, 2, 3. Portanto, as características dos vetores
na escala 𝑗 = 𝐽𝑢 = 1 são classificados em 𝐾1 = 6 classes. Também são generalizados
os experimentos para o caso em que 𝐵 = 3, considerando todos os três elementos das
imagens multi-espectral no banco de dados.
Os experimentos utilizando a árvore de busca estruturada e introduzindo a density
copula melhorou a performance de CBIR. Porém, as performances da árvore de busca
foram menos satisfeitas do que com a busca exaustiva. A busca exaustiva, ao contrário
é baseada na comparação simétrica da consulta 𝑖𝑞 com todas as imagens no banco de
dados, e a busca escalável é limitada para a seleção das 𝑅 imagens mais similares dentro
do grupo atribuído 𝑘𝑖𝑞𝐽𝑢 no final da escala 𝐽𝑢. Entretanto, esta perda na performance
foi compensada pelo ganho no número de computações (cálculos) da divergência KLS
fornecido pela busca escalável.
O interessante do trabalho de (SAKJI-NSIBI; BENAZZA-BENYAHIA, 2010) é que o
mesmo se baseia na organização inicial do banco de dados de índice, a fim de permitir
uma busca rápida e escalonável na etapa de recuperação. Os experimentos provaram que
a proposta da nova busca escalável reduz o tempo de recuperação e continua mantendo
ao mesmo tempo desempenho aceitáveis durante a recuperação.
Por fim, a seguir, apresentamos o trabalho de (KWITT; UHL, 2008) que utiliza a
divergência KL para medir a similaridade no contexto de recuperação de imagem baseado
em textura.
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4.1.3 Trabalho 3 – proposto por (KWITT; UHL, 2008)
O trabalho do (KWITT; UHL, 2008) apresenta uma abordagem para recuperação de
imagem baseada em textura, por meio da medida da divergência KL entre as distribuições
marginais (marginal distributions) das magnitudes de coeficientes wavelet complexas. Foi
aplicado o Dual-Tree Complex Wavelet do Kingsbury para a decomposição da imagem
e modelagem dos detalhes das magnitudes dos coeficientes da sub-banda, por meio de
qualquer dois parâmetros Weibull ou distribuições Gamma para que forneça soluções de
forma fechada para a divergência KL.
O trabalho de (KWITT; UHL, 2008) fornece uma maneira de medir a similaridade com
um baixo custo computacional. E é baseado na contribuição de (DO; VETTERLI, 2000),
no qual os autores propuseram um framework estatístico, na qual a etapa de extração de
característica e a medida de similaridade são intimamente relacionadas entre si. Em (DO;
VETTERLI, 2000), propõem medir a similaridade da imagem calculando a divergência
KL entre as distribuições marginais de coeficientes da sub-banda do Discrete Wavelet
Transform (DWT). Já em (KWITT; UHL, 2008) trabalhou-se com o Dual-Tree Complex
Wavelet Transform (DT-CWT), originalmente proposto por (KINGSBURY, 1998), que
elimina as desvantagens do DWT das dependências de deslocamento, e a falta de seleti-
vidade direcional no custo de muita redundância limitada. A principal contribuição de
(KWITT; UHL, 2008) foi propor um modelo para a distribuição marginal de coeficientes
de sub-banda detalhada de DT-CWT e, integrar estes modelos na estrutura do framework
de recuperação de imagem de textura estatística de (DO; VETTERLI, 2000).
No processo de recuperação de imagem probabilística, primeiramente foi estabelecido
o quadro formal de recuperação de imagens probabilística de fusão dos trabalhos de (DO;
VETTERLI, 2000) e (VASCONCELOS; LIPPMAN, 2000). Suponha que tenha 𝑁 ima-
gens 𝐼𝑖, 1 ≤ 𝑖 ≤ 𝑁 no banco de dados. Cada imagem é representada por um vetor de
dados x𝑖 = {𝑥𝑖1, ..., 𝑥𝑖𝑛}, que é um elemento de algum espaço de característica 𝒳 ⊂ R𝑛
e é obtido pela extração de característica (feature extraction (FE)). A tarefa de recu-
peração é buscar as 𝑊 imagens mais similares para uma dada imagem 𝐼𝑞, de acordo
com algum critério de similaridade. Assume-se que todas as imagens têm a probabili-
dade igual e a imagem de consulta é representada pelo vetor de dados x𝑞. Do ponto de
vista probabilístico, cada vetor de dados contém 𝑛 realizações de variáveis aleatórias in-
dependentes e identicamente distribuídas (independent and identically distributed (idd))
𝑋1, ..., 𝑋𝑛, que segue uma distribuição paramétrica com a função de probabilidade de
densidade (Probability Density Function (PDF)) 𝑝(𝑥) | 𝜃, 𝜃 ∈ R𝑑. Dado um estimador
consistente 𝜃 para o vetor de parâmetro 𝜃, pode-se utilizar 𝜃 sem limitações. Sob estas
premissas, é natural selecionar a imagem mais similar 𝐼𝑟 para 𝐼𝑞, cujo parâmetro 𝜃𝑟 do
vetor conduz para uma maximização de uma função de probabilidade/log-probabilidade
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(likelihood/log-likelihood), por exemplo
𝑟 = argmax
𝑗
1
𝑛
𝑛∑︁
𝑖=1
log(𝑝(𝑥𝑗𝑖 | 𝜃𝑗)). (37)
Note que o fator adicional 1/𝑛 não afeta o resultado da maximização. Por aplicar a
weak law large numbers para Eq. (37) que 𝑛→∞ (caso assintótico), é obtido
𝑟
𝑛→∞= argmax
𝑖
E𝑝(𝑥|𝜃𝑞)(log(𝑝(𝑥 | 𝜃𝑖))) (38)
= argmax
𝑖
∫︁
𝐷
𝑝(𝑥 | 𝜃𝑞) log(𝑝(𝑥 | 𝜃𝑝))𝑑𝑥, (39)
onde o termo E𝑝(𝑥|𝜃𝑞)(·) denota a expectativa em relação a 𝑝(𝑥 | 𝜃𝑞) e 𝐷 denota o domínio
de 𝑝(𝑥 | ·). Ao observar que 𝑝(𝑥 | 𝜃𝑞) é um termo independente para maximização, pode
ser reescrita a Eq. (39) como a seguinte minimização do problema:
𝑟 = argmin
𝑖
{︂
−
∫︁
𝐷
𝑝(𝑥 | 𝜃𝑞) log(𝑝(𝑥 | 𝜃𝑖))𝑑𝑥
}︂
(40)
≡ argmin
𝑖
∫︁
𝐷
𝑝(𝑥 | 𝜃𝑞) log
(︃
𝑝(𝑥 | 𝜃𝑞)
𝑝(𝑥 | 𝜃𝑖)
)︃
𝑑𝑥 (41)
No entanto, o último termo na Eq. (41) é a divergência KL entre 𝑝(𝑥 | 𝜃𝑞) e 𝑝(𝑥 | 𝜃𝑖),
que denotaria como KL(𝑝𝑞‖𝑝𝑖) usando a abreviação 𝑝𝑖 := 𝑝(𝑥 | 𝜃𝑖). Por isso, tem estabele-
cido a conexão, em que o caso assintótico (𝑛→∞) da seleção de probabilidade máxima
é equivalente a minimização da divergência KL. Para obter a segunda imagem mais se-
melhante para 𝐼𝑞, simplesmente repete o procedimento de seleção no 𝑊 − 1 amostras
restantes de imagem. Depois de 𝑊 iterações tem-se uma ordenação do banco de da-
dos de imagem induzido pela divergência KL, com a ordem relativamente definida como
𝐼𝑖 ≤ 𝐼𝑗 :⇔ KL(𝑝𝑞‖𝑝𝑖) ≤ KL(𝑝𝑞‖𝑝𝑗) em relação a imagem de consulta 𝐼𝑞.
Foi utilizado o Dual-Tree Complex Wavelet Transform (DT-CWT) (KINGSBURY,
1998) para computar uma representação de imagem redundante com seis sub-bandas
orientadas de detalhes complexos em cada nível de decomposição. As vantagens deste
complex wavelet transform variant são suas aproximações invariantes ao deslocamento,
sua seletividade direcional e o próprio esquema de implementação eficiente por quatro
paralelos 2-D DWT’s. Todas estas propriedades têm o custo baixo de quatro vezes a
redundância em 2-D.
Para modelar a densidade marginal das magnitudes de coeficientes complexos de sub-
banda de detalhe foram considerados três modelos de distribuição: a distribuição Rayleigh,
os dois parâmetros do modelo Weibull e dois parâmetros da distribuição Gamma.
O PDF da distribuição Rayleigh é dada por
𝑝(𝑥 | 𝑏) = 𝑥
𝑏2
exp
(︃
− 𝑥
2
2𝑏2
)︃
, 𝑥 > 0, (42)
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com o parâmetro escalar 𝑏 > 0. Ao inserir a Eq. (42) na Eq. (41) pode-se obter uma
solução de forma fechada para a divergência KL entre duas distribuições Rayleigh com
parâmetros 𝑏𝑖 e 𝑏𝑗 como
KL
Rayleigh
(𝑝𝑖‖𝑝𝑗) =
𝑏2𝑖
𝑏2𝑗
− 2 log(𝑏𝑖) + 2 log(𝑏𝑗)− 1. (43)
A expressão na Eq. (43) envolve apenas os parâmetros de distribuição, que permite
uma computação rápida em casos que têm estimadores para 𝑏𝑖 e 𝑏𝑗. No decorrer do
trabalho de (KWITT; UHL, 2008), usou-se maximum-likelihood estimators (MLE) de 𝑏
cuja definição pode ser encontrado em (KRISHNAMOORTHY, 2006). No trabalho de
(KRISHNAMOORTHY, 2006) os autores propuseram dois parâmetros de distribuição
Weibull como uma alternativa, uma vez que inclui a distribuição Rayleigh como um caso
especial e permite mais liberdade na forma, devido a um parâmetro adicional. A função
de densidade de probabilidade (PDF) Weibull é dada por
𝑝(𝑥 | 𝑐, 𝑏) = 𝑐
𝑏
(︂
𝑥
𝑏
)︂𝑐−1
exp
{︂
−
(︂
𝑥
𝑏
)︂𝑐}︂
, 𝑥 > 0, (44)
com o parâmetro de forma 𝑐 > 0 e parâmetro de escala 𝑏 > 0. Para 𝑐 = 2 e 𝑏 =
√
2𝑏 é
trivial notar que Eq. (44) reduz a distribuição Rayleigh. Soluções para o MLE’s de 𝑏 e 𝑐
são novamente dado em (KRISHNAMOORTHY, 2006). Infelizmente, o MLE para 𝑐 não
tem forma explícita e pode apenas ser computada como a solução para uma equação não
linear. Por meio da inserção da Eq. (44) na Eq. (41), pode-se derivar uma solução da
forma fechada para a divergência KL entre duas distribuições Weibull com parâmetros 𝑐𝑖,
𝑏𝑖 e 𝑐𝑗, 𝑏𝑗 como
KL
Weibull
(𝑝𝑖‖𝑝𝑗) = Γ
(︂
𝑐𝑗
𝑐𝑖
+ 1
)︂(︃
𝑏𝑖
𝑏𝑗
)︃𝑐𝑗
+log(𝑏−𝑐𝑖𝑖 𝑐𝑖)−log
(︁
𝑏
−𝑐𝑗
𝑗 𝑐𝑗
)︁
+log(𝑏𝑖)𝑐𝑖−log(𝑏𝑖)𝑐𝑗+𝛾𝑐𝑗
𝑐𝑖
−𝛾−1,
(45)
onde 𝛾 denota a negativa da função digamma 𝜓(𝑥) = Γ′/Γ(𝑥) em 𝑥 = 1(𝛾 ≈ 0.577).
A terceira alternativa do modelo foi considerar a distribuição Gamma, que tem já sido
proposta como uma alternativa para a distribuição Rayleigh para modelar as magnitudes
do filtro de saída Gabor (MATHIASSEN; SKAVHAUG; Bø, 2002). O PDF Gamma é
dado por
𝑝(𝑥 | 𝑎, 𝑏) = 𝑏
−𝑎𝑥𝑎−1
Γ(𝑎) exp
(︂
−𝑥
𝑏
)︂
(46)
Conforme (MATHIASSEN; SKAVHAUG; Bø, 2002), uma solução de forma fechada
para divergência KL entre duas distribuições Gamma com parâmetros 𝑎𝑖, 𝑏𝑖 e 𝑎𝑗, 𝑏𝑗 existe
e pode ser computadas por
KL
Gamma
(𝑝𝑖‖𝑝𝑗) = 𝜓(𝑎𝑖)(𝑎𝑖 − 𝑎𝑗)− 𝑎𝑖 + log
(︃
Γ(𝑎𝑗)
Γ(𝑎𝑖)
)︃
+ 𝑎𝑗 log
(︃
𝑏𝑗
𝑏𝑖
)︃
+ 𝑎𝑖𝑏𝑖
𝑏𝑗
, (47)
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com MLE para a forma e para o parâmetro dado em (KRISHNAMOORTHY, 2006).
Assumindo a independência dos dados da sub-banda permite derivar uma medida sim-
ples de similaridade entre duas imagens no framework (DO; VETTERLI, 2000). Desde
que a divergência KL possa ser expressa em termos da entropia e cross-entropy, pode-se
aplicar a chain rule of entropy (COVER; THOMAS, 1991) e obter o resultado que a di-
vergência KL overall entre todas sub-bandas é simplesmente a soma sobre as divergências
KL individuais. Dado que 𝑝𝐼𝑠𝑘 := 𝑝(𝑥 | 𝜃𝐼𝑠𝑘) e 𝑝𝐽𝑠𝑘 := 𝑝(𝑥 | 𝜃𝐽𝑠𝑘) denota a distribuição
ajustada para cada sub-banda de detalhe de DT-CWT das imagens 𝐼 e 𝐽 , a medida de
similaridade final pode ser escrita como
𝑆(𝐼, 𝐽) =
𝑇∑︁
𝑠=1
6∑︁
𝑘=1
KL(𝑝𝐼𝑠𝑘‖𝑝𝐽𝑠𝑘) (48)
onde 𝑇 denota a profundidade da decomposição de DT-CWT. A Eq. (48) é muito simples
calcular, desde que as expressões da divergência KL apenas envolvam as estimativas dos
parâmetros.
Os experimentos realizados no trabalho de (KWITT; UHL, 2008) foram comparados
com os do trabalho de (DO; VETTERLI, 2000), as configurações dos experimentos foram
semelhantes de ambos. Foram utilizadas as mesmas 40 imagens de textura do banco MIT
Vision Texture4 e dividiu-se cada imagem em 16 sub-imagens não sobrepostas. Cada sub-
imagem foi normalizada pela subtração da média e dividida pelo desvio padrão, também
foi conduzido um aumento do contraste na etapa de utilizar a equalização do histograma
adaptativo (ZUIDERVELD, 1994). Quanto aos conjuntos de filtros para a transformada
wavelet, utilizou-se 8-tap dos filtros Daubechies para o DWT e Q-Shift de Kingsbury
(14,14)-tap filtros (níveis ≥ 2) com (13, 19)-tap filtros near-orthogonal (nível 1) para o
DT-CWT (KINGSBURY, 2001).
Para avaliar o sistema de recuperação, analisou-se o número de imagens recuperadas
corretamente nas top𝑊 correspondentes. Imagens recuperadas corretamente significaram
que a sub-imagem faz parte da imagem de textura correspondente. Para cada imagem
(por exemplo, cada sub-imagem) sabe-se que a associação correta do conjunto de índices
𝑄 = {𝑟1, ..., 𝑟𝐵}, onde 𝐵 denota o número de sub-imagens. Dado aquele conjunto de
índice para os tops 𝑊 correspondentes é denotado por {𝑞1, ..., 𝑞𝑊}, calcula-se
𝑠𝑘 =
1
𝑊
𝑊∑︁
𝑖=1
1𝑄(𝑞𝑖), 1𝑄(𝑥) :=
⎧⎨⎩ 1, se 𝑥 ∈ 𝑄0, caso contrário (49)
que é dada a porcentagem das imagens recuperadas corretamente. Desde que cada ima-
gem é subdividida em 16 sub-imagens, define-se 𝑊 = 𝐵 = 16. Também foi avaliado a
performance da recuperação de acordo com o número de imagens recuperadas considera-
das. Isto significa, que calculou-se a Eq. (49) para valores variados de 𝑊 .
4 http://vismod.www.media.mit.edu
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O modelo Weibull conduz à forma consistente de elevadas taxas de recuperação, sendo
superior ao o modelo Gamma. Em geral, os melhores resultados dos experimentos foram
obtidos com a utilização do Weibull.
Concluindo o trabalho de (KWITT; UHL, 2008), a ideia central é medir a similari-
dade de imagem pela divergência KL entre as distribuições marginais de coeficientes de
sub-banda de detalhes wavelet. Mostrou-se que as magnitudes de coeficientes complexos
podem ser modelados por qualquer um dos dois parâmetros: Gamma ou Weibull. Com os
testes foi possível validar que a distribuição Rayleigh não é flexível o suficiente para mode-
lar estes coeficientes de sub-bandas. Também foi mostrada a superioridade do DT-CWT
sobre o clássico DWT com base nos bons resultados obtidos.
Por fim, os trabalhos aqui apresentados, e maioria dos trabalhos citados presentes na
literatura priorizam a melhoria da velocidade da recuperação utilizando as divergências
de Bregman. Entretanto, nenhum destes trabalhos apresentam tratamentos, de forma
detalhada, sobre como utilizar as divergências como funções de similaridade. Neste tra-
balho apresentamos métodos de tratamentos para as funções KL e GID considerando que
as coordenadas dos vetores são iguais a 0, já que a função logarítmica não está definida
para este valor. Esta proposta está detalhada no capítulo a seguir.
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Capítulo 5
Proposta
Existem diversos métodos para caracterização de imagens, neste trabalho utilizou-se
quatro abordagens que são BoVW, BSM, FISM e BoVW-SPM. Estes métodos geram
histogramas, que são a representação da imagem por um vetor de característica x =
(𝑥1, 𝑥2, ..., 𝑥𝑑). O vetor x pode assumir zero em algumas coordenadas. Observa-se que a
KL e a GID (Tabela 2) são definidas utilizando a função logarítmica cujo domínio é 𝑥 > 0.
Então tornou-se necessário um tratamento para os dados a fim de assegurar o domínio de
definição das funções logarítmicas1. Na seção 5.1 será abordado alguns tratamentos que
podem ser adotadas para este fim.
5.1 Tratamentos para Kullback Leibler eGeneralized
I-Divergence
Foram propostos três tratamentos para divergência KL a fim de garantir o domínio
d-Simplex, sendo que um deles foi proposto na Teoria da Informação (TI) e, os outros
dois tratamentos foram criados e analisados neste trabalho. Também foi apresentada a
análise para a GID.
As características das imagens de consulta e do banco de dados foram representadas
por vetores (histogramas) que podem assumir valores iguais a zero em suas coordenadas.
Por outro lado, as divergências KL e GID são definidas utilizando a função logarítmica
cujo domínio é 𝑥 > 0. Desta forma, a aplicação das divergências exigiu um tratamento
dos valores das componentes do vetor de característica a fim de assegurar o domínio de
definição das funções logarítmicas.
A Kullback Leibler (KL) entre dois vetores x e y, x = (𝑥1, ..., 𝑥𝑑) e y = (𝑦1, ..., 𝑦𝑑) é
definida por:
𝑑(x,y) =
𝑑∑︁
𝑗=1
𝑥𝑗 log2
(︃
𝑥𝑗
𝑦𝑗
)︃
1 Este estudo foi realizado conjuntamente com a Daniela Portes Leal Ferreira.
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onde x e y pertencem ao conjunto d-Simplex (Tabela 2),
△𝑑 =
⎧⎨⎩x = (𝑥1, 𝑥2, ..., 𝑥𝑑); 0 ≤ 𝑥𝑗 ≤ 1, tal que
𝑑∑︁
𝑗=1
𝑥𝑗 = 1
⎫⎬⎭ . (50)
Temos que, se para algum 𝑗, 𝑥𝑗 = 0 e 𝑦𝑗 ̸= 0, a parcela 0𝑙𝑜𝑔2(0/𝑦𝑗) pode ser considerada
nula, visto que o limite lim𝑥𝑗→0 𝑥𝑗𝑙𝑜𝑔2𝑥𝑗 = 0. Por outro lado se 𝑥𝑗 ̸= 0 e 𝑦𝑗 = 0, pode-se
assumir que 𝑥𝑗𝑙𝑜𝑔2(𝑥𝑗/0) =∞. Essa convenção se justifica por continuidade em (COVER;
THOMAS, 1991). Assim,
𝑥𝑗𝑙𝑜𝑔2
(︃
𝑥𝑗
𝑦𝑗
)︃
=
⎧⎨⎩ 0, se 𝑥𝑗 = 0∞, se 𝑥𝑗 ̸= 0 e 𝑦𝑗 = 0 (51)
Da Eq. (51) tem-se duas opções para o tratamento dos dados quando os vetores x
e y apresentarem coordenadas 𝑥𝑗 ̸= 0 e 𝑦𝑗 = 0, respectivamente. A primeira opção é
assumir 𝑥𝑗𝑙𝑜𝑔2(𝑥𝑗/0) = 𝛾, onde 𝛾 é um valor suficientemente grande. Este tratamento
será referido como Kullback Leibler baseado na Teoria da Informação (KL/TI).
Outra maneira é considerar 𝑦𝑗 → 0, assumindo 𝑦𝑗 = 𝜀, onde 𝜀 é um valor bem próximo
de zero. Este método será referido como Kullback Leibler com o tratamento do 𝜀
(KL/𝜀).
Uma outra forma de garantir o domínio da função logarítmica é realizar um deslo-
camento das coordenadas dos vetores x e y evitando que estas assumam valores iguais
a zero. Este deslocamento é obtido somando um valor 𝛼 ∈ R em cada coordenada dos
vetores, ou seja, x = (𝑥1 + 𝛼, 𝑥2 + 𝛼, ..., 𝑥𝑑 + 𝛼) e y = (𝑦1 + 𝛼, 𝑦2 + 𝛼, ..., 𝑦𝑑 + 𝛼). En-
tretanto, os vetores x e y devem pertencer ao conjunto de domínio d-Simplex assim é
necessário garantir que a soma das coordenadas dos vetores sejam iguais a 1. Observe
como ∑︀𝑑𝑗=1 𝑥𝑗 = 1, tomando 𝛼 = 1𝑑 , temos:
𝑑∑︀
𝑗=1
(𝑥𝑗 + 1𝑑) = (
𝑑∑︀
𝑗=1
𝑥𝑗 +
𝑑∑︀
𝑗=1
1
𝑑
)
= (
𝑑∑︀
𝑗=1
𝑥𝑗 + 1𝑑
𝑑∑︀
𝑗=1
1)
= (1 + 1
𝑑
𝑑) = 2.
(52)
Assim, sugere-se que as coordenadas dos vetores x e y sejam modificadas por: 12(𝑥𝑗+
1
𝑑
)
e 12(𝑦𝑗 +
1
𝑑
), respectivamente.
Generalizando este procedimento vamos considerar as coordenadas de x, modificadas
por 1
𝛽
((𝛽−1)𝑥𝑗+ 1𝑑) onde 𝛽 é uma constante qualquer maior que 1, isto é: 𝛽 > 1. A seguir
é mostrado que com essa modificação dos vetores, os dados continuam no d-Simplex.
Proposição: A transformação afim 𝑇 (𝑥) = 1
𝛽
((𝛽 − 1)𝑥 + 1
𝑑
) leva vetores de △𝑑 em
△𝑑.
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Demonstração: Sabendo que ∑︀𝑑𝑗=1 𝑥𝑗 = 1 tem-se que:
𝑑∑︀
𝑗=1
1
𝛽
((𝛽 − 1)𝑥𝑗 + 1𝑑) = 1𝛽
𝑑∑︀
𝑗=1
((𝛽 − 1)𝑥𝑗 + 1𝑑)
= 1
𝛽
(
𝑑∑︀
𝑗=1
(𝛽 − 1)𝑥𝑗 +
𝑑∑︀
𝑗=1
1
𝑑
)
= 1
𝛽
((𝛽 − 1) 𝑑∑︀
𝑗=1
𝑥𝑗 + 1𝑑
𝑑∑︀
𝑗=1
1)
= 1
𝛽
((𝛽 − 1)1 + 1
𝑑
𝑑)
= 1
𝛽
(𝛽 − 1 + 1) = 1.
(53)
Nota-se que quanto maior o valor de 𝛽, menor será o deslocamento realizado na co-
ordenada 𝑥𝑗. Este deslocamento utilizando a ponderação 𝛽 será referido como Kullback
Leibler com Deslocamento Normalizado (KL/N).
No uso da função de Bregman Generalized I-Divergence (GID) cujo domínio é dos
números reais positivos, não se faz nenhuma normalização uma vez que os vetores não
estão em △𝑑, lembrando aqui que a GID é uma generalização da KL em domínios mais
abrangentes. A única preocupação se refere ao fato da positividade do vetor de caracte-
rística.
Uma forma de evitar os zeros nas coordenadas dos vetores x e y, de forma análoga
ao realizado para a divergência KL, é fazer um deslocamento 𝛼 de modo que translade as
coordenadas de acordo com os dados do problema, ou seja, x = (𝑥1+𝛼, 𝑥2+𝛼, ..., 𝑥𝑑+𝛼) e
y = (𝑦1+𝛼, 𝑦2+𝛼, ..., 𝑦𝑑+𝛼), não sendo necessária normalização dos vetores (como apre-
sentado para a KL/N). Este tratamento será denominado Generalized I-Divergence
com o tratamento do deslocamento (GID/D). Também pode-se utilizar a GID
com o tratamento 𝜀 (GID/𝜀), quando os dados não estão normalizados.
Esta análise do domínio de definição das divergências, bem como os resultados dos
experimentos apresentados no Capítulo 7, foram parcialmente apresentados em (ROCHA
et al., 2014), e uma análise mais detalhada está sendo elaborada para publicação.
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Capítulo 6
Metodologia dos Experimentos
Para a análise de recuperação de imagens utilizando as divergências de Bregman
em sistemas CBIR, optou-se por quatro abordagens diferentes: BoVW, BSM, FISM e
BoVW-SPM para a caracterização das imagens. A partir dessas abordagens, foi possível
gerar os histogramas, que são compostos pelas informações que representam as imagens
baseadas em seu conteúdo. Após a geração de histogramas foi realizada a fase de simila-
ridade, onde fizemos o estudo das divergências de Bregman e das distâncias tradicionais,
analisando as vantagens e desvantagens em cada abordagem. Apresentamos na Seção 6.1,
um sumário de notações utilizadas no decorrer deste capítulo para uma melhor compre-
ensão da descrição das técnicas e métodos. A seguir, detalhamos a metologia empregada
do presente estudo, bem como suas etapas e respectivas técnicas utilizadas para realizar
os experimentos.
6.1 Sumário de Notações Utilizadas
Ao decorrer deste capítulo serão utilizadas as seguintes notações:
𝐼𝑟𝑔𝑏 – Imagem no formato RGB.
𝐼𝑡𝑐 – Imagem em tons de cinza.
ℎ𝑡𝑐 - Histograma quantizado da imagem 𝐼𝑡𝑐.
𝐼 – Representação geral de uma imagem do banco, como também a representação de
uma imagem equalizada.
𝜏𝑗 – Quantidade de descritores da imagem 𝐼𝑗.
𝑠𝑗 = {𝑠(1), 𝑠(2), ..., 𝑠(𝜏𝑗)} – Conjunto de descritores SIFT’s da imagem 𝐼𝑗.
𝑆 = {𝑠1, 𝑠2, ..., 𝑠𝑛} – Conjunto de todos os descritores SIFT’s do banco de dados de
imagens.
𝐶 = {𝑐1, 𝑐2, ..., 𝑐𝜐} – Conjunto de classes, onde todos elementos de 𝐶 são destintos
dois a dois.
𝜐 – Número de classes.
{𝐼1, 𝐼2, ..., 𝐼𝑛} – Representa o conjunto de imagens do banco de dados.
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𝑐𝑖 – Uma classe i.
𝑡𝑖 – Número de imagens da classe 𝑐𝑖.
𝑛 =
𝜐∑︀
𝑖=1
𝑡𝑖 – Quantidade de imagens que contém o banco de dados.
𝑑 – Dimensão (do vetor histograma)
𝑞𝑖, 𝑝, 𝑞,x,y – Representação da imagem (vetor, histograma).
𝑞 – Media aritmética.
𝑞 – Mediana.
Z – Conjunto dos naturais.
𝐼𝑐 – Imagem de consulta.
ℎ𝑐 – Histograma de consulta.
ℎ𝑖 – Histograma que representa a imagem 𝐼𝑖.
(𝐹1, 𝐹2, ..., 𝐹𝑛) – Resultados da função de similaridade ordenado de forma crescente,
quando comparado um ℎ𝑐 com cada ℎ𝑖.
𝐹𝑠 – Função de similaridade.
𝐿𝐼 – Lista ranqueada de imagens do banco de dados.
{𝐼1, 𝐼2, ..., 𝐼𝑛} – Todas as imagens do banco de dados, sendo que todos os elementos
são distintos dois a dois.
𝐿𝐼 = (𝐼𝐹1 , 𝐼𝐹2 , ..., 𝐼𝐹𝑘) – Lista das 𝑘 primeiras imagens ranqueada de acordo com a
imagem de consulta.
6.2 Visão Geral
Para a análise de recuperação de imagens utilizando as divergências de Bregman,
primeiramente foi desenvolvido um sistema de recuperação de imagens que agrega quatro
abordagens diferentes: BoVW, BSM, FISM e BoVW-SPM. Cada abordagem criada gera
um histograma diferente, que contém informações da imagem de acordo com seu conteúdo.
As abordagens (BoVW, BSM e FISM) utilizadas para o sistema foram replicadas de
acordo com o trabalho de (SOARES; SILVA; GULIATO, 2012). A abordagem BoVW-SPM
foi criada a partir da biblioteca VLFeat1. Todas abordagens (BoVW, BSM, FISM e
BoVW-SPM) tiveram como propósito a criação das representações (histogramas) das
imagens. Após a geração dos histogramas, foi calculada a similaridade com diferentes
métricas e comparados os resultados no Capítulo 7.
O BoVW foi escolhido por ser uma técnica robusta, simples, eficiente e invariante a
iluminação, visualização, rotação e oclusão (CSURKA et al., 2004). As demais aborda-
gens (BSM, FISM, BoVW-SPM) são adaptações do BoVW. Deste modo, o objetivo foi
comparar o desempenho dos sistemas utilizando as divergências (KL e GID), considerando
estas abordagens, com sistemas que utilizam funções de similaridades convencionais.
1 http://www.vlfeat.org/.
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O sistema de recuperação de imagens criado neste estudo pode ser dividido em duas
etapas: off-line e on-line. Na etapa off-line, como o próprio nome diz, foram realizados
os procedimentos preliminares para o funcionamento do sistema. Enquanto que, na etapa
on-line, o usuário interage com o sistema, por exemplo, escolhendo as imagens que serão
a consulta. A Figura 21 mostra uma visão geral da proposta.
Figura 21 – Fluxograma que representa um panorama do modelo adotado.
Na etapa off-line, foram realizados quatro procedimentos com as imagens contidas
no banco de dados, que são: pré-processamento, extração de característica, criação do
dicionário de palavras visuais (também chamado de codebook ou apenas dicionário) e a
geração do histograma. Lembrando que, para criação do histograma foi necessário obter as
informações do módulo de extração de características e do módulo de criação do dicionário
de palavras visuais.
Na etapa on-line, que foi basicamente formada por um módulo do CBIR, o usuário
seleciona as imagens (que podem estar ou não no banco de dados) como entrada para o
sistema e as coloca dentro de uma pasta específica do sistema, sendo que, a cada imagem
de consulta é obtido um histograma correspondente, igualmente apresentado na etapa
off-line. Em seguida, é computada a similaridade entre o histograma de consulta com
os histogramas das imagens do banco de dados. Ao final do processo, de acordo com o
resultado da medida de similaridade entre os histogramas, são retornadas ao usuário um
ranking de imagens do banco, que correspondem aos histogramas do banco, mais similares
de acordo com o histograma de consulta.
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6.3 Parte off-line do Sistema
6.3.1 Pré-Processamento
O pré-processamento é a primeira etapa do sistema, na qual os dados foram preparados
para serem posteriormente processados para os outros módulos segundo demonstrado
na Figura 21. As etapas do pré-processamento foram: (I) transformação das 𝐼𝑟𝑔𝑏 para
imagens em tons de cinza 𝐼𝑡𝑐, (II) equalização da 𝐼𝑡𝑐 de acordo com seu histograma de
frequência e, por fim, é obtido o mapa de saliência (MS) (apresentado na subseção 3.2.1).
De acordo com o MS proposto por (ITTI; KOCH; NIEBUR, 1998), foi feita a binarização
(III) da 𝐼𝑡𝑐 (chamado aqui de mapa de saliência binário) e utilizar a Teoria dos Conjuntos
Nebulosos (TCN)(IV).
As imagens 𝐼𝑟𝑔𝑏’s do banco de dados foram transformadas em 𝐼𝑡𝑐’s. E, em seguida, as
𝐼𝑡𝑐’s foram quantizadas em 256 níveis de cinza criando um histograma correspondente ℎ𝑡𝑐
– como mostrado na Figura 2 da subseção 2.2.1. O ℎ𝑡𝑐 gerado foi equalizado para obter
assim uma imagem 𝐼 com o melhor contraste2. Com a imagem equalizada 𝐼 foi obtido o
MS pelo modelo de Itti apresentado na subseção 3.2.1.
A abordagem BoVW é composta pelas etapas (I), (II), descritas acima. Enquanto que,
a abordagem BSM utilizou as etapas (I), (II) e (III). O FISM foi formado pelas etapas
(I), (II), (IV). Por fim, a abordagem BoVW-SPM utilizou apenas a etapa (I).
6.3.2 A Extração de característica
Depois do módulo de pré-processamento, na imagem equalizada 𝐼𝑖 foi aplicado o des-
critor SIFT no modo sparse (S-SIFT) (V) e dense (D-SIFT) (VI) (subseção 3.1.1). O
descritor SIFT proposto por Lowe (como apresentado na subseção 3.1.1) foi aplicado
para detectar os pontos de interesse da imagem 𝐼𝑖 gerando um conjunto de SIFT’s
𝑠𝑖 = {𝑠(1), 𝑠(2), ..., 𝑠(𝜏𝑖)}, onde 𝜏𝑖 é a quantidade de descritores gerados para a 𝐼𝑖.
Na abordagem BoVW foi utilizado o descritor S-SIFT para discriminar o valor de 𝐼.
Para abordagem BSM, o S-SIFT foi combinado com a etapa (III) selecionando a região de
interesse como foreground com o thresholding percentual fixo igual a 25%, como descrito
na subseção 3.2.2. Para a abordagem FISM foi combinada a etapa (IV) com o S-SIFT,
sendo que a região de interesse foi a foreground, como mostrado na subseção 3.2.3. Por fim,
a abordagem BoVW-SPM utilizou apenas o descritor D-SIFT para detecção dos pontos
de interesse da 𝐼𝑡𝑐.
2 O contraste é uma medida qualitativa que está relacionada com a distribuições dos tons de cinza em
uma imagem.
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6.3.3 A Criação do dicionário de palavras visuais
Ao terminar o módulo de extração de caraterísticas de todas as imagens do banco
{𝐼1, 𝐼2, ..., 𝐼𝑛} foram construídos dois dicionários diferentes: o primeiro usou os {𝑠1, 𝑠2, ..., 𝑠𝑛}
extraídos pelo S-SIFT’s (VII) e o outro utilizou {𝑠1, 𝑠2, ..., 𝑠𝑛} extraído pelo D-SIFT
(VIII). Os dicionários foram criados como demonstrado na seção 3.1.
Para construir o dicionário (VII) foi utilizado o algoritmo k-means (JAIN; MURTY;
FLYNN, 1999) enquanto que para o dicionário (VIII) foi usado o algoritmo k-means
baseado na desigualdade triangular proposto por (ELKAN, 2003).
A abordagem BoVW construiu o codebook (VII). As abordagens BSM e FISM usaram
o mesmo dicionário criado para abordagem BoVW. Enquanto que o dicionário (VIII) foi
criado para abordagem BoVW-SPM.
6.3.4 A Criação dos histogramas
Após terminar os procedimentos de extração de características das imagens e a criação
do dicionário de palavras visuais (da Figura 21), criaram-se os histogramas {ℎ1, ℎ2, ..., ℎ𝑛}
que representaram as {𝐼1, 𝐼2, ..., 𝐼𝑛} imagens do banco de dados. As características 𝑠𝑖
de cada imagem 𝐼𝑖 foram mapeadas para a palavra visual mais próxima do dicionário,
obtendo assim um histograma de palavras visuais associadas a cada imagem contida no
banco de dados, como descrito na seção 3.1.
Na abordagem BoVW, BSM e FISM, o histograma de palavras visuais ℎ𝑖 gerado
do mapeamento das características 𝑠𝑖, obtidas pelo S-SIFT, com a palavra visual mais
próxima do dicionário (VII). Lembrando que o 𝑠𝑖 da abordagem BSM e FISM foram
combinados com a etapa (III) e (IV) respectivamente, como mostrado nas subseções 3.2.2
e 3.2.3.
Para a abordagem BoVW-SPM, o histograma foi criado de acordo com o dicionário
de palavras visuais (VIII), aplicando três níveis (0 até 2) das pirâmides espaciais (como
apresentado na subseção 3.3) para representação da imagem. Após obter um histograma
para cada imagem, foi realizada a normalização destes histogramas, de modo que suas
coordenadas ficaram no intervalo de [0, 1], e a soma de todos os valores do histograma é
igual a 1. Em sequência, apresentamos a parte on-line do sistema.
6.4 Parte on-line do Modelo
Como já dito anteriormente, no contexto de recuperação de imagens baseada em con-
teúdo faz-se necessária a utilização de uma medida de similaridade para comparar as
características de uma imagem de consulta com as características de cada uma das ima-
gens do banco de dados. Desta forma, teremos a comparação da imagem consulta com
todas as imagens que estão contidas no banco, retornando as imagens mais similares de
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acordo com a consulta. Para medir a similaridade foram implementadas funções tradici-
onais (Cosseno e Euclidiana – subseção 2.2.2.1) e as divergências de Bregman com seus
tratamentos (KL/𝜀, KL/N, KL/TI, GID/D e GID/𝜀).
Ao realizar uma consulta, pode-se escolher uma das abordagens BoVW, BSM, FISM
ou BoVW-SPM. A partir da imagem de consulta 𝐼𝑐, cria-se o histograma de consulta
correspondente ℎ𝑐, como apresentado na etapa off-line. Lembrando que cada abordagem
cria um histograma diferente para 𝐼𝑐. Também é possível escolher qual função de simi-
laridade 𝐹𝑠 será aplicada para comparar o ℎ𝑐 com todos histogramas (ℎ1, ℎ2, ..., ℎ𝑛) da
base de dados. As funções de similaridades que podem ser escolhidas são a Euclidiana,
Cosseno, GID/D, GID/𝜀, KL/𝜀, KL/N, KL/TI com os seus parâmetros. Os parâmetros
da GID/D, GID/𝜀, KL/𝜀, KL/N, KL/TI devem ser configurados antes de calcular a simi-
laridade. Neste trabalho foram realizados testes empíricos para determinar o parâmetro
que maximiza o resultado.
A consulta por similaridade foi realizada utilizando o método dos 𝑘-vizinhos mais
próximos (apresentada na subseção 2.2.2) de acordo com a comparação da função de
similaridade 𝐹𝑠(ℎ𝑐, ℎ𝑖), onde ∀ 𝑖 ∈ {1, ..., 𝑛} e 1 ≤ 𝑘 ≤ 𝑛. Os resultados das funções
de similaridade são organizadas em ordem crescente (𝐹𝑠(ℎ𝑐, ℎ𝑙) ≤ 𝐹𝑠(ℎ𝑐, ℎ𝑧) ≤ ... ≤
𝐹𝑠(ℎ𝑐, ℎ𝑤)) = (𝐹1, 𝐹2, ..., 𝐹𝑛), onde ∀ 𝑙, 𝑧, 𝑤 ∈ {1, ..., 𝑛}, e são associadas aos histogramas
correspondentes. Sendo assim, torna-se possível escolher as 𝑘 imagens que correspondem
aos (𝐹1, 𝐹2, ..., 𝐹𝑘), que será a lista ranqueada de imagens 𝐿𝐼 = (𝐼𝐹1 , 𝐼𝐹2 , ..., 𝐼𝐹𝑘) do banco
de dados que será retornada ao usuário.
Com a lista 𝐿𝐼 são aplicados os métodos de avaliação precision at k (P@k) (precisão
em k), MAP, Precisão x Revocação e nDCG para medir o desempenho da recuperação.
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Capítulo 7
Experimentos e Análise dos Resultados
Apresentamos neste capítulo, os experimentos realizados e os resultados obtidos pelo
estudo comparativos proposto, detalhando o desempenho da GID e da KL como funções
de similaridade na etapa on-line do sistema e, demostrando a qualidade dos resultados
obtidos no cenário da recuperação de imagem por conteúdo.
Os experimentos foram divididos em 3 grupos: grupo 1 (experimento I e II), grupo 2
(experimento III) e grupo 3 (experimento IV):
o Experimento I e II: No primeiro grupo de experimentos, apresentamos uma compa-
ração dos resultados de busca de imagens utilizando as funções GID, KL, Cosseno
e Euclidiana. Foram utilizados quatro bancos de dados (Caltech1011, Oxford2, UK-
bench3 e o Holiday4) e quatro formas de obtenção do histograma BSM, FISM,
BoVW e BoVW-SPM.
o Experimento III: Neste experimento analisamos quatro tratamentos da função log 𝑥
e apresentamos os resultados obtidos. Como as funções de similaridade GID e KL
utilizam a função logarítmica em sua formulação (veja a Tabela 2), os dados necessi-
tam de tratamento, uma vez que o log 𝑥 só é definida se 𝑥 > 0, e nas caracterizações
usadas, os vetores de características representam em cada coordenada uma frequên-
cia de ocorrência de palavras visuais, as quais podem ser nulas. Verificou-se que
tratamentos distintos interferem nos resultados obtidos.
o Experimento IV: Os resultados desta pesquisa são comparados com dois trabalhos
existentes na literatura, (XU et al., 2012) e (JÉGOU; CHUM, 2012), utilizando os
mesmos bancos de dados, as mesmas consultas e os mesmos métodos de avaliação,
mas com abordagens de caracterização diferentes. Os bancos de dados utilizados
neste experimento foram Caltech101 e o Holiday.
1 http://www.vision.caltech.edu/Image_Datasets/Caltech101/.
2 http://www.robots.ox.ac.uk/v˜gg/data.html
3 http://www.vis.uky.edu/s˜tewe/ukbench/
4 http://lear.inrialpes.fr/˜jegou/data.php#holidays
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7.1 Bancos de dados
Os bancos de dados utilizados para realização do nosso estudo são:
o Caltech101: Este banco de dados é considerado muito heterogêneo e de médio
porte. Contém um total de 9.144 imagens de tamanhos variados. Possui 101 cate-
gorias diferentes que inclui imagens de animais, insetos, plantas, pequenos objetos,
veículos, partes do corpo humano, desenhos, etc. O número de imagens por cate-
gorias variam de 31 até 800 imagens. O banco Caltech101 é considerado desafiador
pois inclui imagens com alta variação intra-classe e oclusão de fundo. A Figura 22
apresenta uma amostra de algumas imagens do banco Caltech101.
o Oxford: Foi criado pelo grupo de geometria visual da universidade de Oxford, e
é composto por 13 categorias diferentes, com um total de 9.025 imagens. Para
realização deste trabalho, utilizaram-se apenas 5 classes: Motorbikes (826 imagens),
Airplanes (1074), Faces (450), Leaves (186) e Guitars (1030), totalizando 3.566
imagens. A Figura 23 mostra uma imagem de cada uma das categorias.
o UK-bench: Criado pelo grupo de pesquisadores do Center for visualization &
Virtual Environments da universidade de Kentucky, têm um total de 10.200 imagens
em que cada classe do banco é composta por exatamente quatro imagens, ou seja,
um total de 2.550 categorias. Todas as imagens do banco têm um tamanho padrão
de 640× 480. A Figura 24 ilustra um exemplo de quatro classes com as respectivas
imagens que a compõem.
o Holiday: Criado pelos integrantes do projeto Agence Nationale de la Recherche
RAFFUT (ANR RAFFUT). Formado por 500 categorias diferentes, com um total
de 1.491 imagens. O número de imagens por categoria varia de 2 até 13 imagens.
Este banco contém principalmente fotos de férias pessoais, contendo variações como:
rotação, ponto de vista, mudanças de iluminação, desfocagem, etc. Contém um
grande variedade de cenas (natural, artificial, efeitos de água e fogo, etc) e são
imagens de alta resolução. Alguns exemplos de imagens deste banco estão ilustrados
na Figura 25.
7.2 Métodos utilizados para a avaliação dos resulta-
dos
Foi utilizada a média aritmética de todas as consultas de acordo com os experimentos,
aplicando as medidas de avaliação Mean Average Precision, normalized Discounted Cu-
mulative Gain (nDCG), média de precisão em k e precisão x revocação, para calcular o
desempenho das distâncias utilizadas na recuperação de imagens baseadas em conteúdo.
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Figura 22 – Exemplo de algumas imagens que estão contidas no banco Caltech101.
Figura 23 – Cinco imagens selecionadas de forma aleatória do banco de dados Oxford,
sendo uma imagem de cada classe.
Figura 24 – Exemplo das imagens que formam quatro classes diferentes do banco UK-
bench.
O Mean Average Precision representa o resultado com 100% de revocação e será de-
notado de apenas MAP. O MAP@200 é a avaliação MAP com as 200 primeiras imagens
da lista ranqueada. A média de precisão em k foi representada por (MP@k). E, a medida
nDCG foi utilizada para as primeiras 10 (nDCG@10), 20 (nDCG@20), 30 (nDCG@30) e
100 (nDCG@100) respostas da lista ranqueada. A última medida utilizada foi a precisão
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Figura 25 – Exemplo de algumas imagens que estão contidas no banco Holiday.
x revocação que mostra os resultados da precisão em diferentes níveis de revocação.
7.3 Condução dos experimentos
Os experimentos foram conduzidos de forma a validar as hipóteses apresentadas na
Seção 1.3. Os experimentos descrito na subseção 7.3.1 apresenta a comparação das diver-
gências de Bregman (KL e GID) para averiguar sua eficiência, na etapa de similaridade,
quando comparadas com as distâncias tradicionais. Já a subseção 7.3.2 apresenta os expe-
rimentos e resultados com os tratamentos aplicados para assegurar o domínio das funções
logarítmicas nas divergências. Para cada experimento existe um conjunto de parâmetros
que serão descritos nas suas respectivas subseções.
7.3.1 Grupo 1 de experimentos
7.3.1.1 Experimentos I
O experimento I foi conduzido utilizando um subconjunto de 3.566 imagens do banco
de dados Oxford (Seção 7.1) para efeito de comparação de resultados, e o banco Caltech101
para a análise das divergências. Para o banco Oxford foram utilizadas as abordagens
BoVW, FISM e BSM (apresentados na seção 3.1 e subseções 3.2.2 e 3.2.3, respectivamente)
e, na condução desse experimento foram utilizados os mesmos parâmetros descritos em
(SOARES; SILVA; GULIATO, 2012; NAKAMOTO; TORIU, 2011).
Banco Oxford
Neste tópico são apresentados os resultados dos experimentos realizados na base de
dados Oxford. Foram utilizados 10% de cada classe como consulta (as mesma utilizadas
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em (SOARES; SILVA; GULIATO, 2012)), totalizando 355 buscas por similaridade. O
tamanho do dicionário de palavras visuais (codebook) foi configurado em 1.000 grupos para
todas as abordagens. O FISM e o BSM utilizaram o mapa de saliência (MS) proposto em
(ITTI; KOCH; NIEBUR, 1998) e a região de interesse escolhida para ambos os métodos
foi o foreground. O threshold 𝑡 do método BSM (subseção 3.2.2) para separação do
foreground foi configurado em 25%, visto ser o melhor resultado obtido em (SOARES;
SILVA; GULIATO, 2012).
Neste experimento foi utilizado para a função GID, um deslocamento 𝛼 ∈ R, 𝛼 >
0 em todos os vetores característicos tanto da consulta como para todos os elementos
da base de dados. Vários valores foram testados e os resultados com 𝛼 = 1 foram os
escolhidos para serem apresentados neste experimento. As Tabelas 4 e 5 apresentam os
dados para os bancos Oxford e o Caltech101, respectivamente. A porcentagem positiva
indica a melhora do índice de recuperação da GID comparada com a função Cosseno e a
porcentagem negativa significa o contrário, ou seja, o quanto a GID teve de desempenho
inferior comparado à medida Cosseno.
Em ambas as tabelas foram apresentados os resultados em termos de MAP, nDCG@10,
nDCG@20, nDCG@100, MP@10, MP@20 e MP@30, considerando as funções Cosseno e
GID. Vale ressaltar que não foram apresentados os resultados da recuperação utilizando
a distância Euclidiana como função de similaridade entre os histogramas devido ao fato
dos resultados serem inferiores quando comparados com a medida Cosseno.
Tabela 4 – Comparação dos resultados obtidos no banco Oxford com as funções Cosseno
e a GID.
Fun. de Simil. Cosseno GID
Abordagens FISM BoVW BSM FISM BoVW BSM
MP@10 0,5890 0,5735 0,5994 0,6473 +09,90% 0,7478 +30,39% 0,6988 +16,58%
MP@20 0,5490 0,5231 0,5385 0,5991 +09,13% 0,6723 +28,52% 0,6307 +17,12%
MP@30 0,5256 0,4900 0,5035 0,5769 +09,76% 0,6338 +29,35% 0,5937 +17,91%
nDCG@10 0,6422 0,6284 0,6516 0,7001 +09,02% 0,7929 +26,18% 0,7472 +14,70%
nDCG@20 0,5987 0,5776 0,5950 0,6514 +08,80% 0,7289 +26,19% 0,6873 +15,51%
nDCG@100 0,4944 0,4568 0,4631 0,5464 +10,52% 0,5747 +25,81% 0,5390 +16,39%
MAP 0,3903 0,3555 0,3179 0,3850 –01,36% 0,3719 +04,61% 0,3639 +14,47%
Observando os resultados apresentados na Tabela 4, vemos um ganho superior a 8%
considerando todas as características (FISM, BoVW e BSM) quando utilizou-se a GID
ao invés da Cosseno para medir a similaridade, chegando a 30% no MP@10 na aborda-
gem BoVW. A única medida que não trouxe ganho foi o MAP na caracterização FISM,
porém a porcentagem negativa é muito pequena, próximo de 1%. Analisando a caracteri-
zação BoVW, nota-se um ganho de até 30%, que é bastante relevante para o contexto de
recuperação, desde que os usuários verifiquem os primeiros resultados da lista ranqueada.
Além dessas medidas, foram analisadas a precisão e a revocação médias destes resul-
tados e os gráficos são apresentados nas Figuras 26, 27 e 28 referentes às aproximações
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FISM, BoVW e BSM respectivamente. Os resultados obtidos na medidas de precisão x
revocação no uso da GID apresentam uma superioridade no método BSM se comparada
com o uso da função Cosseno em todos os níveis de revocação, apresentando uma perda
de precisão nas taxas de revocação acima de 25% na aproximação FISM e 40% no método
BoVW. Analisando a Figura 28, acreditamos que GID foi superior que a medida Cosseno,
devido os histogramas gerados terem uma maior quantidade de 0’s em suas coordenadas,
pois a abordagem BSM considera apenas a região de foreground para gerar os histogra-
mas. É interessante notar que a GID é superior em até 25% da taxa de revocação, o que é
uma importante questão para a CBIR, visto que os usuários se interessam principalmente
pelas primeiras respostas da lista do ranqueamento.
Figura 26 – Precisão x revocação média utilizando a abordagem FISM com a medida
Cosseno e a GID para o cálculo de similaridade no banco Oxford.
A qualidade dos resultados são mostrados na Figura 29, o qual mostra o exemplo das
10 primeiras respostas da recuperação utilizando como medida de similaridade a Cosseno
e a GID. A primeira recuperação (a) e (b) são as primeiras top 10 respostas usando
a aproximação BoVW, a recuperação (c) e (d) são as primeiras 10 respostas usando
a abordagem FISM e por último (f) e (g) as primeiras top 10 respostas de uma lista
ranqueada utilizando o método BSM. Pode-se notar que a GID (b; d; f) é mais bem-
sucedida em situações onde a função Cosseno falha.
Os resultados médio por classe da avaliação MP@10 da Tabela 4, utilizando a aborda-
gem FISM, BoVW e BSM com as medidas Cosseno e GID, são apresentados nas Figuras
30, 31 e 32, respectivamente.
Analisando a Figura 30, observe que a Cosseno obteve melhores resultados do que o
uso da função GID em 3 classes (Faces, Leaves e Motobikes, que são as classes 2, 4 e 5,
respectivamente), enquanto a GID obteve resultados superiores apenas em duas classes.
Entretanto, vale ressaltar que as avaliações inferiores alcançados pela GID conseguiu
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Figura 27 – Precisão x revocação média usando o método BoVW com a medida Cosseno
e a GID para o cálculo de similaridade no banco Oxford.
Figura 28 – Precisão x revocação média aplicando a abordagem BSM com a medida Cos-
seno e a GID para o cálculo de similaridade no banco Oxford.
resultados próximos da avaliação Cosseno. Já para as classes que os resultados da GID
foram superiores que a Cosseno (Airplane e Guitars, que representam as classes 1 e 3,
respectivamente), as diferenças entre as avaliações obtidas são maiores.
Na Figura 31 observa-se que o uso da função Cosseno, na avaliação MP@10 por classe,
o maior resultado obtido foi na classe 2 (MP@10=0,8155), enquanto a menor avaliação
foi na classe 3 (MP@10=0,5330). Já para a medida GID, o menor e maior resultado
foram das classes 4 (MP@10=0,6166) e 2 (MP@10=0,8222), na devida ordem. Observa-
se também que todas as classes utilizando a função GID para o cálculo de similaridade
foram superiores do que a Cosseno, mostrando a superioridade da divergência utilizando
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Figura 29 – Para cada consulta, a primeira linha mostra a recuperação utilizando a me-
dida Cosseno (a; c; e) e a segunda linha a GID (b; d; f).
Figura 30 – Gráfico de barras da performance por classe (eixo x) da avaliação MP@10
obtidos no banco Oxford com as funções de similaridade Cosseno e GID
utilizando a abordagem FISM.
a abordagem BoVW.
Por fim, observando a Figura 32, nota-se que a performance da GID na avaliação por
classe utilizando o MP@10 foi superior do que a função Cosseno em 4 classes (Faces, Gui-
tars, Leaves e Motobikes). Além disso, de acordo com gráfico da Figura 32 as avaliações
adquiridas com as medidas Cosseno e a GID na classe Airplane foram próximos, ressal-
tando que esta foi a única classe que a Cosseno obteve melhor resultado com a abordagem
BSM.
De forma geral, a GID apresentou uma maior estabilidade e qualidade nos resultados
do que a similaridade Cosseno, com o uso de diferentes abordagens (FISM, BoVW e
BSM). Mostrando que a divergência de Bregman pode ser uma boa opção como função
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Figura 31 – Gráfico de barras da performance por classe (eixo x) da avaliação MP@10
obtidos no banco Oxford com as funções de similaridade Cosseno e GID
utilizando a abordagem BoVW.
Figura 32 – Gráfico de barras da performance por classe (eixo x) da avaliação MP@10
obtidos no banco Oxford com as funções de similaridade Cosseno e GID
utilizando a abordagem BSM.
para medir a similaridade entre histogramas.
Banco Caltech101
Neste tópico são apresentados os resultados dos experimentos realizados na base de
dados Caltech101. Para a análise das divergências no banco Caltech101, que é considerado
um banco mais complexo devido o seu grande número de imagens e classes, no processo
de geração dos histogramas considerou-se um procedimento semelhante ao descrito acima
(tópico do Banco Oxford) nesta subseção, modificando apenas o tamanho do dicionário
para 250 ao invés de 1.000, enquanto os demais parâmetros foram mantidos. Analisando-se
os resultados, apresentados na Tabela 5, nota-se que o menor ganho da GID em relação
à função Cosseno foi de 14%, considerando todas as abordagens para a caracterização
(FISM, BoVW e BSM), e o maior ganho foi de 86% na avaliação MAP com abordagem
BSM. De forma geral, os resultados mostram que a GID superou a medida Cosseno em
todos os métodos de avaliação com as três diferentes abordagens de caracterização.
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Tabela 5 – Comparação dos resultados obtidos no banco Caltech101 com as funções de
similaridade Cosseno e a GID, com as abordagens FISM, BoVW e BSM.
Fun. de Simil. Cosseno GID
Abordagens FISM BoVW BSM FISM BoVW BSM
MP@10 0,2340 0,2439 0,2222 0,2951 +26,11% 0,3321 +36,16% 0,3482 +56,71%
MP@20 0,1785 0,1822 0,1650 0,2315 +29,69% 0,2682 +47,20% 0,2849 +72,67%
MP@30 0,1559 0,1601 0,1416 0,2051 +31,56% 0,2423 +51,34% 0,2590 +82,91%
nDCG@10 0,3182 0,3251 0,3085 0,3778 +18,73% 0,4097 +26,02% 0,4276 +38,61%
nDCG@20 0,2543 0,2582 0,2428 0,3091 +21,55% 0,3425 +32,65% 0,3603 +48,39%
nDCG@100 0,1521 0,1593 0,1380 0,1928 +26,76% 0,2271 +42,56% 0,2406 +74,35%
MAP 0,0909 0,0890 0,0666 0,1037 +14,08% 0,1196 +34,38% 0,1240 +86,19%
As Figuras 33, 34 e 35 apresentam os gráficos de precisão e a revocação média dos
resultados da Tabela 5, referentes as abordagens FISM, BoVW e BSM. Observe que a
divergência de Bregman (GID) em todas as avaliações de precisão x revocação (Figuras
33, 34 e 35) foram superiores que a similaridade Cosseno em todos os níveis de revocação.
Com estes resultados obtidos, a função GID novamente mostra ser mais adequada como
função de similaridade entre histogramas na etapa de similaridade, com diferentes níveis de
revocação e com distintas abordagens para representar as imagens, no banco Caltech101.
Figura 33 – Precisão x revocação média utilizando a abordagem FISM com a medida
Cosseno e a GID para o cálculo de similaridade no banco Caltech101.
As Figuras 36, 37 e 38 são os gráficos do resultado médio por classe da avaliação
MP@10 da Tabela 5, utilizando a abordagem FISM, BoVW e BSM com as medidas de
similaridade Cosseno e GID. Analisando o gráfico da Figura 36, observa-se que de um
total de 101 classes do banco Caltech101, o uso da GID conseguiu ser superior que a
similaridade Cosseno em 64 classes (representando 62,75%) do banco Caltech101. Para
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Figura 34 – Precisão x revocação média usando o método BoVW com a medida Cosseno
e a GID para o cálculo de similaridade no banco Caltech101.
Figura 35 – Precisão x revocação média aplicando a abordagem BSM com a medida Cos-
seno e a GID para o cálculo de similaridade no banco Caltech101.
o gráfico da Figura 37 a medida GID obteve resultados superiores em 71,28% do total
das classes do banco Caltech101, qual corresponde a 73 classes, quando comparada com
a função Cosseno. Por fim, a Figura 38 apresenta a avaliação MP@10 por classe da
abordagem BSM. Veja que a GID obteve avaliações superiores em 80 classes (79,21%) do
banco Caltech101, enquanto a similaridade Cosseno obteve melhores resultados em apenas
21 classes. De uma forma geral, o uso da GID como função de similaridade mostrou-se
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mais apropriada nas diversas classes do banco Caltech101.
Figura 36 – Gráfico de barras da performance por classe (eixo x) da avaliação MP@10
obtidos no banco Caltech101 com as funções de similaridade Cosseno e GID
utilizando a abordagem FISM, sendo divididas as 101 classes em duas partes,
da classe 1 até a classe 50 (a) e da classe 51 até 101 (b).
A Figura 39 apresenta um exemplo de busca onde a imagem consulta não pertence ao
banco. Para isto, escolhemos 3 diferentes imagens, duas motos e um avião. Perfazendo a
busca no banco de dados Caltech101, que contém imagens de motos e aviões, apresentamos
as primeiras 10 imagens ranqueadas utilizando como medida de similaridade o Cosseno e
a GID. Neste exemplo, a caracterização usada foi BoVW para gerar os histogramas. Na
primeira moto, resultados (a) e (b), observamos que o resultado usando o Cosseno para
avaliar a similaridade dos histogramas não trouxe nenhuma moto nas 10 primeiras posições
do ranking, enquanto que utilizando a GID, temos as 10 primeiras posições retornadas
com imagens de motos. A segunda moto utilizada foi uma moto amarela. Neste caso a
função Cosseno apresentou apenas uma imagem significativa, ou seja, uma moto entre as
10 primeiras ranqueadas, enquanto que a GID trouxe 8 imagens relevantes. A terceira
busca foi feita utilizando um avião como query (consulta). Aqui também temos que,
enquanto a Cosseno trouxe apenas um avião nas 10 primeiras posições a GID apresentou
7 aviões entre as 10 primeiras. Este exemplo serve para evidenciar as diferenças e a
superioridade das divergências para análise da similaridade em sistemas CBIR.
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Figura 37 – Gráfico de barras da performance por classe (eixo x) da avaliação MP@10
obtidos no banco Caltech101 com as funções de similaridade Cosseno e GID
utilizando a abordagem BoVW, sendo divididas as 101 classes em duas partes,
da classe 1 até a classe 50 (a) e da classe 51 até 101 (b).
Por fim, por meio dos resultados obtidos percebe-se que a GID é uma boa opção para
quantificar a similaridade entre duas características de imagens, quando a caracterização
é feita usando histogramas de frequência, comprovando também a hipótese estabelecida
(apresentada na Seção 1.3), e que em muitos casos a função Cosseno não é uma boa
escolha comparando se desempenho ao da GID.
7.3.1.2 Experimentos II
No experimento II, os bancos de dados foram caracterizados utilizando a abordagem
BoVW-SPM da biblioteca VLFeat5. Os bancos utilizados foram o Caltech101, UK-Bench
e o Holiday. A VLFeat é uma biblioteca de código fonte aberto no campo de visão
computacional e suporta várias técnicas como SIFT, k-means, hierarchical k-means e
dentre outras que estão implementadas (VEDALDI; FULKERSON, 2010).
5 http://www.vlfeat.org/.
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Figura 38 – Gráfico de barras da performance por classe (eixo x) da avaliação MP@10
obtidos no banco Caltech101 com as funções de similaridade Cosseno e GID
utilizando a abordagem BSM, sendo divididas as 101 classes em duas partes,
da classe 1 até a classe 50 (a) e da classe 51 até 101 (b).
Banco Caltech101
Neste tópico são apresentados os resultados dos experimentos utilizando a base de
dados Caltech101. Aplicou-se três níveis (0 até 2) das pirâmides espaciais com o codebook
de tamanho 600, gerando histogramas que pertence ao conjunto Simplex (como mostrado
na Eq. (50)), de tamanho igual a 12.000. As funções utilizadas foram: Euclidiana,
Cosseno e a divergência KL para análise da similaridade. Os resultados apresentados na
Tabela 6 são as médias dos resultados obtidos utilizando todas as 9.144 imagens do banco
Caltech101 como consulta.
Neste experimento, os histogramas gerados podem apresentar frequências zero e, como
os vetores estão normalizados em [0, 1], foi aplicado o tratamento KL/𝜀 com 𝜀 = 0, 00001
(subseção 5.1) de acordo com teste empíricos. A Tabela 6 apresenta os resultados em ter-
mos de MP@10, MP@20, MP@30, nDCG@10, nDCG@20, nDCG@30, MAP e MAP@200
para o método BoVW-SPM. A porcentagem positiva significa a melhora da KL/𝜀 com-
parada com o resultado obtido pela Cosseno que foi superior por aquele obtido usando a
distância Euclidiana usada para medir a similaridade entre os histogramas.
Analisando os resultados ilustrados na Tabela 6, observa-se que o maior ganho foi
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Figura 39 – Resposta da recuperação utilizando três imagens (diferentes) de consultas
que não pertencem ao banco. Para cada consulta há duas listas ranqueadas
das top 10 imagens da recuperação, a primeira linha mostra a recuperação
utilizando a medida Cosseno (a; c; e) e a segunda linha a GID (b; d; f).
Tabela 6 – Resultados obtidos no banco Caltech101 com as funções Cosseno, Euclidiana
e a KL/𝜀 utilizando a abordagem BoVW-SPM.
Abordagem BoVW-SPM
Função de Similaridade Euclidiana Cosseno KL/𝜀
MP@10 0,4172 0,4439 0,5847 +31,72%
MP@20 0,3481 0,3738 0,5149 +37,75%
MP@30 0,3148 0,3398 0,4766 +40,25%
nDCG@10 0,4913 0,5166 0,6419 +24,25%
nDCG@20 0,4220 0,4472 0,5779 +29,23%
nDCG@30 0,3846 0,4094 0,5396 +31,80%
MAP@200 0,5051 0,5213 0,5854 +12,30%
MAP 0,1305 0,1623 0,2917 +79,73%
de 79% considerando a caracterização BoVW-SPM quando utilizou a KL/𝜀 em vez da
medida Cosseno, e chegando ao ganho mínimo de 12% no MAP@200. Observando os
resultados de forma geral, podemos perceber que a KL/𝜀 foi superior em desempenho do
que a medida Cosseno e a Euclidiana como função de similaridade em todos os métodos
de avaliação.
Também foram analisadas a precisão e a revocação média da Tabela 6, os gráficos
estão ilustrados na Figura 40. Os resultados obtidos com o uso função KL/𝜀 apresentam
resultados superiores se comparadas com o uso das medidas Cosseno e Euclidiana em
todos os níveis de revocação. Mostrando novamente a qualidade dos resultados obtidos
com a divergência de Bregman.
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Figura 40 – Precisão x revocação média aplicando a abordagem BoVW-SPM com as me-
didas KL/𝜀, Cosseno e Euclidiana para o cálculo de similaridade no banco
Caltech101.
A Figura 41 apresenta os resultados médio por classe das funções Cosseno e KL/𝜀
da Tabela 6, utilizando a medida de avaliação MP@10. Na Figura 41 nota-se que o
menor resultado obtido com a medida KL/𝜀 foi da classe 9 (MP@10=0,1261) enquanto
que o maior resultado foi da classe 7 (MP@10 = 0,9868). A classe 9 é chamada de
ant (formiga) e tem um total de 42 imagens, enquanto que a classe 7 airplanes (aviões)
contém um total de 800. As Figuras 42 e 43 mostram exemplos de algumas imagens da
classe 7 e 9, respectivamente. Acredita-se que a pequena quantidade de imagens da classe
9 tenha influenciado pouco na geração do codebook, consequentemente os histogramas
gerados para representar as imagens desta classe não foram representativos, além disso,
as imagens desta classe contém formigas com diferentes perspectivas e padrões, sendo mais
um motivo do resultado insatisfatório. Já a classe 7 contém um maior número de imagens,
consequentemente aconteceu o oposto da classe 9, o maior número de imagens, de forma
indireta, influenciou no dicionário de palavra visual, fazendo com que o histograma seja
mais representativo, e também, as imagens desta classe têm um padrão no posicionamento
do objeto (visão lateral do avião), sendo um provável motivo da qualidade dos resultados
obtidos.
Avaliando o resultado médio por classe de avaliação MP@10, com o uso da simi-
laridade Cosseno apresentada na Figura 41, o maior resultado obtido foi da classe 5
(MP@10=0,9159) enquanto que a menor avaliação foi da classe 9 (MP@10=0,1071). A
classe 5 é nomeada de motorbikes (motos), sendo composta por 798 imagens de motos, a
Figura 44 apresenta alguns exemplos desta classe. Acredita-se que a grande quantidade de
imagens da classe 5 tenha influenciado na geração do dicionário de palavras, desta forma,
7.3. Condução dos experimentos 115
Figura 41 – Gráfico de barras da performance por classe (eixo x) da avaliação MP@10
obtidos no banco Caltech101 com as funções de similaridade Cosseno e KL/𝜀
utilizando a abordagem BoVW-SPM. As 101 classes estão divididas em duas
partes, da classe 1 até a classe 50 (a) e da classe 51 até 101 (b).
Figura 42 – Exemplo de algumas imagens contidas na classe 7 (aviões).
os histogramas gerados das imagens desta classe foram melhores representadas do que a
classe 9. Observe que a classe 9 obteve resultados insatisfatórios em ambas as medidas
(Cosseno e KL/𝜀 ).
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Figura 43 – Exemplo de algumas imagens contidas na classe 9 (formigas).
Figura 44 – Exemplo de algumas imagens contidas na classe 5 (motos).
Analisando mais detalhadamente a Figura 41, observa-se que apenas duas classes
(4 e 51) utilizando a medida Cosseno como função de similaridade foram superiores do
que a KL/𝜀. A classe 4 é chamada de Leorpards (Leopardo) e contém um total de
200 imagens, enquanto que a classe 51 é nomeada de Hedgehog (Ouriço) e contém um
total de 54 imagens. As Figuras 45 e 46 apresentam algumas imagens da classe 4 e 51,
respectivamente. O resultado do MP@10 da classe 4 e 51 utilizando a função Cosseno
foram 0,5535 e 0,3259 respectivamente, já com o uso da KL/𝜀 obteve-se as avaliações
0,4645 e 0,3018 para as classes 4 e 51 na devida ordem. No entanto, 98% das classes
do banco, de um total de 101, o uso da divergência (KL) como medida de similaridade
mostrou-se superior ao uso da medida Cosseno.
Por fim, a última tabela deste tópico (Tabela 7) reflete os resultados obtidos com
30% de imagens de cada classe como consulta, utilizando a mesma abordagem (BoVW-
SPM), funções de similaridade e parâmetros descritos no início deste tópico. Entretanto,
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Figura 45 – Exemplo de algumas imagens contidas na classe 4 (Leopardo).
Figura 46 – Exemplo de algumas imagens contidas na classe 51 (Ouriço).
o dicionário de palavras visuais foi construído apenas com as características extraídas das
imagens do banco de dados, desconsiderando as informações das imagens de consulta. A
Tabela 7 apresenta os resultados em termos de MP@10, MP@20, MP@30, nDCG@10,
nDCG@20, nDCG@30 e MAP, para a abordagem BoVW-SPM.
Com base na analise da Tabela 7, observamos que em todos os métodos da avaliação
a divergência KL/𝜀 obteve melhores resultados do que a distância Euclidiana e a simila-
ridade Cosseno. A divergência conseguiu um ganho máximo 83,25% com avaliação MAP
e um ganho mínimo de 23,95% com avaliação nDCG@10, quando comparada com a simi-
laridade Cosseno. Observe também que os resultados apresentados nas Tabelas 6 e 7 são
próximos, utilizando as medidas de avaliação MP, nDCG e MAP.
Os gráficos de precisão e a revocação média da Tabela 7 estão ilustrados na Figura
47. Os resultados da similaridade Cosseno e a distância Euclidiana são inferiores que a
divergência KL/𝜀 em todos os níveis de revocação. Também destacamos que as Figuras
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Tabela 7 – Resultados obtidos no banco Caltech101 com as funções Cosseno, Euclidiana
e a KL/𝜀 utilizando a abordagem BoVW-SPM. Como consulta foi utilizado
30% de imagens de cada classe. O dicionário de palavras visuais foi construído
utilizando apenas as imagens do banco de dados, descartando as informações
das imagens de consulta.
Abordagem BoVW-SPM
Função de Similaridade Euclidiana Cosseno KL/𝜀
MP@10 0,4176 0,4446 0,5825 +31,02%
MP@20 0,3489 0,3722 0,5171 +38,93%
MP@30 0,3164 0,3388 0,4791 +41,41%
nDCG@10 0,4910 0,5160 0,6396 +23,95%
nDCG@20 0,4222 0,4455 0,5785 +29,85%
nDCG@30 0,3854 0,4081 0,5407 +32,49%
MAP 0,1311 0,1594 0,2921 +83,25%
40 e 47 conseguiram resultados bastante similares, mesmo com o dicionário de palavras
visuais sendo construído de modos diferentes.
Figura 47 – Precisão x revocação média aplicando a abordagem BoVW-SPM com as me-
didas KL/𝜀, Cosseno e Euclidiana para o cálculo de similaridade no banco
Caltech101. Como consulta foi utilizado 30% de imagens de cada classe. O
dicionário de palavras visuais foi construído utilizando apenas as imagens do
banco de dados, descartando as informações das imagens de consulta.
Também foram analisadas os resultados médio por classe das funções Cosseno e KL/𝜀
da Tabela 7, usando a medida de avaliação MP@10, os resultados estão apresentados na
Figura 48. Analisando a Figura 48, observa-se que a divergência de Bregman conseguiu
resultados superiores em 96 (95,05%) classes do total do banco. Já a Cosseno obteve
resultados superiores apenas em 3 classes, que corresponde 2,97% do banco. Ambas
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medidas de similaridade (KL/𝜀 e Cosseno) conseguiram resultados iguais em 2 classes.
De modo geral, o uso da KL/𝜀 como função de similaridade mostrou-se superior que a
medida Cosseno, tendo resultados melhores na maioria das classes do banco Caltech101,
mostrando mais uma vez que a divergência KL pode ser uma boa opção como função de
similaridade na etapa de recuperação.
Figura 48 – Gráfico de barras da performance por classe (eixo x) da avaliação MP@10
obtidos no banco Caltech101 com as funções de similaridade Cosseno e KL/𝜀
utilizando a abordagem BoVW-SPM. As 101 classes estão divididas em duas
partes, da classe 1 até a classe 50 (a) e da classe 51 até 101 (b).
Banco UK-Bench
Os mesmos experimentos (descrito no tópico Banco Caltech101 – Experimento II) com
os mesmos parâmetros foram conduzidos no banco UK-Bench. A Tabela 8 apresenta os
resultados em termos de MP@1, MP@2, MP@3 e MP@46 para avaliar o desempenho das
funções de similaridade Euclidiana, Cosseno e a divergência KL/𝜀, com 𝜀 = 0, 00001. A
porcentagem apresentada está relacionada ao ganho da divergência KL comparada com
6 É utilizado até MP@4 devido a característica do banco UK-bench contém apenas quatro imagens por
classe como descrito na subseção 7.1.
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a distância Euclidiana, que foi superior aquela obtida com medida Cosseno usada para
medir a similaridade.
Tabela 8 – Resultados obtidos no banco UK-bench com as funções Cosseno, Euclidiana e
a KL/𝜀 utilizando a abordagem BoVW-SPM.
Abordagem BoVW-SPM
Função de Similaridade Euclidiana Cosseno KL/𝜀
MP@1 1,0000 1,0000 1,0000 +00,00%
MP@2 0,6575 0,6525 0,8325 +26,62%
MP@3 0,4925 0,4875 0,7075 +43,65%
MP@4 0,3900 0,3850 0,6025 +54,49%
Analisando a Tabela 8, observamos que a utilização da divergência KL obteve um
ganho de até 54,49%, comparado com as outras medidas analisadas evidenciando mais
uma vez a superioridade das divergências em relação às distâncias tradicionais como, por
exemplo, a Euclidiana e a Cosseno. Os resultados do MP@1 para todas as funções de
similaridade foram iguais a 1 porque a imagem de consulta (que também está contida no
banco) sempre é retornada como ela própria sendo a mais similar.
Para auxiliar avaliação das medidas de similaridade no Banco UK-bench, também
foram analisadas a precisão e a revocação média dos resultados da Tabela 8 e os gráficos
estão ilustrados na Figura 49. Observe que em todos os níveis de revocação a divergência
KL/𝜀 obteve precisão igual (níveis até 20% de revocação) ou superior (maior do que 20%
de revocação) do que as medidas tracionais (Cosseno e Euclidiana). Estes resultados
mostram que a divergência KL pode ser uma boa escolha como função de similaridade,
no contexto de CBIR.
A Figura 50 apresenta avaliação MP@4 por classe de todo o banco UK-bench, utili-
zando como função de similaridade a distância Euclidiana (Figura 50a) e a divergência
KL/𝜀 (Figura (50b)). Com base na análise do gráfico, apenas 3,76% das classes, que cor-
responde a 96 classes de um total de 2.550, utilizando a distância Euclidiana como medida
de similaridade foram superiores do que a divergência KL/𝜀. Enquanto que 2.005 classes
(que corresponde a 78,63%) do banco a divergência KL/𝜀 obteve resultados melhores do
que a distância Euclidiana. As 449 classes restantes, que representa 17,61% do total do
banco, a distância Euclidiana e a divergência KL/𝜀 conseguiram resultados iguais. De
forma geral, a divergência KL alcançou avaliações melhores do que a distância Euclidiana
nas diferentes classes do banco de dados UK-bench.
Para uma análise mais detalhadas da avaliação MP@4 por classe do banco UK-bench
com as medidas de similaridade Euclidiana e KL/𝜀, foram selecionadas duas amostras da
Figura 50, que são as Figuras 51 e 52.
A Figura 51 apresenta a performance da avaliação MP@4 das classes de 51 até 100 no
banco UK-bench. A KL/𝜀 foi superior do que a Euclidiana em 92% das classes (51 até
7.3. Condução dos experimentos 121
Figura 49 – Precisão x revocação média aplicando a abordagem BoVW-SPM com as me-
didas KL/𝜀, Cosseno e Euclidiana para o cálculo de similaridade no banco
UK-bench.
Figura 50 – Gráfico de barras da performance por classe (eixo x) da avaliação MP@4
obtidos no banco UK-bench com as funções de similaridade Euclidiana (a) e
KL/𝜀 (b) utilizando a abordagem BoVW-SPM.
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100) e conseguiram resultados equivalentes 8%, ou seja, a Euclidiana nesse intervalo de
classes (51 até 100) do UK-bench não conseguiu nenhuma avaliação superior que a KL/𝜀.
Figura 51 – Gráfico de barras da performance das classes de 51 até 100 (eixo x) da ava-
liação MP@4 obtidos no banco UK-bench com as funções de similaridade
Euclidiana e KL/𝜀 utilizando a abordagem BoVW-SPM.
Por fim, a Figura 52 ilustra os resultados da avaliação MP@4 nas classes de 701 até
750 no Banco UK-bench. A divergência KL/𝜀 conseguiu resultados superiores do que a
distância Euclidiana em 52% (26 classes do total de 50), enquanto que o uso da Euclidiana
alcançou resultados melhores em 18% do total das classes (no intervalo de 701 até 750),
ambas medidas conseguiram resultados iguais em 30% das classes analisadas.
Figura 52 – Gráfico de barras da performance das classes 701 até 750 (eixo x) da avaliação
MP@4 obtidos no banco UK-bench com as funções de similaridade Euclidiana
e KL/𝜀 utilizando a abordagem BoVW-SPM.
Banco Holiday
Neste tópico são apresentados os experimentos no banco de dados Holiday. Os parâ-
metros utilizando são o mesmo descrito no tópico Banco Caltech101 (Experimento II).
As funções utilizadas como medida de similaridade foram a Euclidiana, Cosseno e a di-
vergência KL/𝜀 (com 𝜀 = 0,00001).
As imagens de consultas utilizadas foram todas as imagens que formam o banco, ou
seja, as 1.491 imagens. A Tabela 9 apresenta os resultados obtidos com a avaliação MAP,
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para avaliar o desempenho das medidas Euclidiana, Cosseno e KL/𝜀. Foi utilizada apenas
avaliação MAP devido o número de imagens por classe variar de 2 até 13 imagens. A
porcentagem positiva é o ganho da divergência KL/𝜀 em relação a medida Cosseno, pois
a Cosseno foi superior que a distância Euclidiana. Observando os resultados da Tabela
9, vemos que a KL/𝜀 conseguiu ganhos de 36,46%, comparada com similaridade Cosseno,
apresentando resultados com qualidade no banco Holiday, quando comparados com as
medidas tracionais (Euclidiana e Cosseno).
Tabela 9 – Resultados obtidos no banco Holiday com as funções Cosseno, Euclidiana e a
KL/𝜀 utilizando a abordagem BoVW-SPM.
Abordagem BoVW-SPM
Função de Similaridade Euclidiana Cosseno KL/𝜀
MAP 0,5142 0,5242 0,7152 +36,46%
Também analisamos a precisão e a revocação média da Tabela 9, os gráficos estão
apresentados na Figura 53. Veja que em todos os níveis de revocação a divergência KL/𝜀
foi superior do que a distância Euclidiana e a medida Cosseno. De forma geral, os expe-
rimentos realizado no banco Holiday, a divergência KL/𝜀 conseguiu resultados superiores
do que as medidas Euclidiana e Cosseno, quando utilizada para medir a similaridade entre
histogramas.
Figura 53 – Precisão x revocação média aplicando a abordagem BoVW-SPM com as me-
didas Cosseno, Euclidiana e a KL/𝜀 para o cálculo de similaridade no banco
Holiday.
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7.3.2 Grupo 2 – experimentos III
As divergências GID e KL utilizam funções logarítmicas que só são definidas para
dados positivos. E, como, em geral, a caracterização contém dados nulos, exige-se uma
análise matemática das expressões GID e KL (mostradas na Tabela 2).
Este experimento aborda os resultados obtidos por quatro tratamentos, dentre eles,
um usualmente utilizado na literatura (KL/TI – Eq. (51)) e três propostas criadas neste
trabalho (KL/𝜀7, KL/N – Seção 5.1 – e GID/D, GID/𝜀 – Seção 5.1). Além disso, são
apresentados os resultados obtidos com as medidas Cosseno e Euclidiana.
Para esses experimentos utilizou-se: o banco Caltech101 com a caracterização BoVW e
BoVW-SPM, a mesmas usadas nos experimento I – grupo 1 (tópico 7.3.1.1) e experimentos
II – grupo 1 (tópico 7.3.1.2), respectivamente. A caracterização BoVW apresenta vetores
não pertencentes ao Simplex, o que justifica o uso da GID. Para os experimentos foram
utilizados como consulta 10% das imagens de cada classe, para análise da KL/𝜀, KL/N,
GID/D, GID/𝜀 bem como para a KL/TI.
Para cada tratamento realizado nas funções de Bregman (KL e GID), são possíveis
configurar os parâmetros (𝛾, 𝜀, 𝛽, 𝛼 – veja a Seção 5.1) para adaptar os tratamentos
de acordo com as características dos dados. Os resultados obtidos na Tabela 10 foram
utilizados os seguintes parâmetros: 𝜀 = 0, 25 e 𝛼 = 1. Enquanto que os resultados
apresentados na Tabela 11 foram usados os parâmetros: 𝛾 = 10, 𝜀 = 0, 00001, 𝛽 = 3, 75,
𝛼 = 1/𝑑, onde 𝑑 é o tamanho do histograma, neste caso 𝑑 = 12.000. Observe que os
mesmos parâmetros da função KL/𝜀 foram utilizados para as Tabelas 6 e 11, porém, uma
utiliza todas imagens do banco como consultas (Tabela 6) e a outra não (Tabela 11).
Os resultados obtidos com a abordagem BoVW utilizando-se as métricas de avaliações
MAP; MP@10, MP@20 e MP@30; e o nDCG para as primeiras 10 (nDCG@10), 20
(nDCG@20) e 100 (nDCG@100) respostas da lista ranqueada (MANNING; RAGHAVAN;
SCHÜTZE, 2008) e os tratamentos acima descritos são apresentados na Tabela 10. A
porcentagem positiva informa a melhora dos tratamentos para a divergência em relação
à medida Cosseno. Vale ressaltar que não foram mostrados os resultados da distância
Euclidiana por serem inferiores à Cosseno, como também, não foram apresentados os
resultados da divergência KL, devido os dados não estarem no domínio Simplex.
Analisando os resultados mostrados na Tabela 10, nota-se que os tratamentos (GID/D
e GID/𝜀) para os dados, conseguiu um ganho máximo de 51% para a avaliação MP@30
comparada com a medida Cosseno, e um ganho mínimo de 24% na avaliação nDCG@10.
De forma geral a GID/D e GID/𝜀 apresentou bons resultados quando comparados com
a medida Cosseno, mostrando que estes tratamentos podem ser uma boa escolha para o
uso da função GID.
O impacto do parâmetro 𝜀 na função GID/𝜀 comparado com a medida Cosseno com a
7 KL/𝜀 e o GID/𝜀 são equivalente quando os dados estão normalizados, e estão sendo considerados
como um único tratamento.
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Tabela 10 – Resultados obtidos com abordagem BoVW no banco Caltech101 com as fun-
ções Cosseno, GID/D e GID/𝜀.
Abordagem BoVW
Função de similaridade Cosseno GID/D GID/𝜀
MP@10 0,2439 0,3321 +36,16% 0,3265 +33,87%
MP@20 0,1822 0,2682 +47,20% 0,2639 +44,84%
MP@30 0,1601 0,2423 +51,34% 0,2366 +47,78%
nDCG@10 0,3251 0,4097 +26,02% 0,4059 +24,85%
nDCG@20 0,2582 0,3425 +32,65% 0,3392 +31,37%
nDCG@100 0,1593 0,2271 +42,56% 0,2212 +38,86%
MAP 0,0890 0,1196 +34,38% 0,1170 +31,46%
abordagem BoVW está apresentado na Figura 54. Nota-se que, dependendo 𝜀, a avaliação
do MP@10 pode ser significativa com 0, 01 ≤ 𝜀 ≤ 0, 25 e muito inferior à função Cosseno,
como por exemplo 𝜀 = 10. Desta forma, com uma boa escolha para o valor de 𝜀 pode-se
chegar a um ganho de 33% sobre a medida Cosseno.
Figura 54 – O impacto do parâmetro 𝜀 na função GID/𝜀 com a medida de avaliação
MP@10, no banco de dados Caltech101 com a abordagem BoVW.
Enquanto que a Figura 55 apresenta o impacto do parâmetro 𝛼 na função GID/D
comparando com a medida Cosseno com a aproximação BoVW, nota-se que também é
necessária uma boa escolha do 𝛼 para obter ganhos de até 51% em relação a Cosseno,
sendo que, a partir do 𝛼 ≥ 1.000, o gráfico torna-se estável com a avaliação MP@10 e, ao
mesmo tempo, superior à função Cosseno.
A Tabela 11 apresenta os resultados em termos de MAP, MP@10, MP@20, MP@30;
nDCG@10, nDCG@20, nDCG@30 para a abordagem BoVW-SPM com os tratamentos
KL/𝜀, KL/N, GID/D e KL/TI. A porcentagem positiva e negativa indica a melhora ou
piora respectivamente dos tratamentos para as divergências em relação à medida Cosseno.
Analisando os resultados mostrados na Tabela 11, observa-se que os tratamentos pro-
postos neste trabalho comparados com a função Cosseno obtiveram um ganho mínimo
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Figura 55 – O impacto do parâmetro 𝛼 na função GID/D com a medida de avaliação
MP@10, no banco de dados Caltech101 com a abordagem BoVW.
Tabela 11 – Resultados obtidos no banco Caltech101 com as funções Euclidiana, Cosseno,
KL e GID.
Abordagem BoVW-SPM
Fun. de simil. Eucli. Cos. KL/TI KL/𝜀 KL/N GID/D
MP@10 0,42 0,44 0,17 -61,36% 0,60 +36,36% 0,58 +31,82% 0,58 +31,82%
MP@20 0,34 0,37 0,12 -67,57% 0,52 +40,54% 0,51 +37,84% 0,50 +35,14%
MP@30 0,31 0,33 0,10 -69,70% 0,49 +48,48% 0,47 +42,42% 0,47 +42,42%
nDCG@10 0,50 0,52 0,25 -51,92% 0,65 +25,00% 0,64 +23,08% 0,64 +23,08%
nDCG@20 0,42 0,45 0,19 -57,78% 0,59 +31,11% 0,57 +26,67% 0,57 +26,67%
nDCG@30 0,38 0,41 0,16 -69,98% 0,55 +34,15% 0,54 +31,71% 0,53 +29,27%
MAP 0,12 0,15 0,10 -33,33% 0,28 +86,67% 0,27 +80,00% 0,26 +73,33%
de 23% entre os tratamentos KL/𝜀, KL/N e GID/D, e um ganho máximo de 86% uti-
lizando a função KL/𝜀 na avaliação MAP. Em média, todos os tratamentos propostos
(GID/D, KL/𝜀 e KL/N) neste trabalho, apresentaram bons resultados, excedendo os re-
sultados apresentados pelas distâncias Euclidiana e Cosseno, mostrando que o uso das
divergências com os tratamentos pode se tornar vantajoso, desde que os parâmetros este-
jam configurados adequadamente.
A Figura 56 apresenta o impacto do parâmetro 𝜀 na função KL/𝜀 comparado com
a função Cosseno e a KL/TI com o 𝛾 = 10 fixo, nota-se que o parâmetro 𝜀 influencia
na avaliação do resultado do MP@10, sendo que 0, 0000001 ≤ 𝜀 ≤ 0, 0001 a medida de
avaliação mantém os resultados superiores (possibilitando ganhos de até 36%) comparados
com a medida Cosseno. Entretanto, a escolha do 𝜀 pode interferir no desempenho da
função como por exemplo 𝜀 ≥ 0, 001, que apresentam resultados insatisfatórios para a
avaliação MP@10.
Enquanto que a Figura 57 mostra a avaliação do MP@10 com a variação do valor
de 𝛼 na função GID/D comparando com a KL/TI e a medida Cosseno, veja-se que
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Figura 56 – O impacto do parâmetro 𝜀 na função KL/𝜀 com a medida de avaliação
MP@10, no banco de dados Caltech101.
0, 0000001 ≤ 𝛼 ≤ 0, 01 mostra-se superior a função Cosseno, e que, dependendo do
valor para 𝛼, o desempenho da GID/D não é favorável, por exemplo 𝛼 = 10.
Figura 57 – O impacto do parâmetro 𝛼 na função GID/D com a medida de avaliação
MP@10, no banco de dados Caltech101.
Ao avaliar os resultados obtidos na Tabela 11 com o KL/TI (tratamento apresentando
em (COVER; THOMAS, 1991)), foram investigados de forma detalhada os motivos dos
resultados insatisfatórios mostrados. Primeiramente, analisaram-se os histogramas que
representam as imagens do banco, gerados pela aproximação BoVW-SPM, e notou-se que
os vetores são compostos em média de 70% de suas coordenadas iguais a zeros, fazendo
com que a KL/TI com o seu tratamento (𝑥𝑗 ̸= 0 e 𝑦𝑗 = 0) venha a interferir nos resultados
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e tornando-os incertos. Considerando quanto maior o resultado da função 𝑑𝐾𝐿/𝑇𝐼(x,y),
menos similar é a imagem de consulta com a imagem da base, o resultado da 𝑑𝐾𝐿/𝑇𝐼(x,y)
será extremamente alto devido às coordenadas y conterem uma grande quantidades de
0’s e, consequentemente, as parcelas 𝑥𝑖𝑙𝑜𝑔2(𝑥𝑖𝑦𝑖 ) = 𝛾, onde 𝛾 é um valor muito alto para
que seja computável e, ao somarem-se todas as parcelas da 𝑑𝐾𝐿/𝑇𝐼(x,y) resultará em
um valor extremamente alto. Com isso, na recuperação da imagem (representada por
y), normalmente ficaria localizada nas últimas posições da lista de imagens ranqueadas
como menos similar. Caso contrário (o vetor y tem poucos 0’s em suas coordenadas), a
𝑑𝐾𝐿/𝑇𝐼(x,y) resultará em um valor muito menor, fazendo com que a imagem se localize
nas primeiras posições da lista ranqueada. A Figura 58 mostra um exemplo de recuperação
de três imagens de consultas diferentes contida no banco Caltech101, onde são retornadas
as 10 primeiras imagens mais semelhantes comparadas com a imagem de consulta, a
primeira e a segunda linha representam a recuperação KL/N e KL/TI respectivamente, e
pode ser notado que em diferentes consultas, as mesmas imagens sempre são retornadas,
supostamente, as que são representadas por histogramas que contém um menor número
de 0’s em suas coordenadas. Mostrando assim a eficácia dos tratamentos descritos neste
trabalho.
Figura 58 – Para cada consulta apresenta duas listas ranqueadas das top 10 imagens da
recuperação, utilizando a divergência KL com dois tratamentos diferentes
como medida de similaridade. Para as linhas (a; c; e) são as respostas da
recuperação KL/N, enquanto que o uso da KL/TI são apresentados em (b;
d; f).
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7.3.3 Grupo 3 – experimentos IV
Esta seção tem como objetivo comparar os resultados obtidos nesse trabalho com
dois trabalhos presentes na literatura, que são: o trabalho (XU et al., 2012) (utilizando
o banco Caltech101) e (JÉGOU; CHUM, 2012) (com o banco Holiday). A seguir são
descritos como foram conduzidos os experimentos, com intuito de compara-los, no banco
Caltech101, posteriormente é explanado a condução dos experimentos no banco Holiday.
Banco Caltech101
Neste tópico são comparados os resultados obtidos no trabalho do (XU et al., 2012)
com a proposta deste trabalho, utilizando o banco Caltech101. São apresentados os
resultados obtidos por (XU et al., 2012) e nossos melhores resultados (utilizando a função
KL/𝜀 com a abordagem BoVW-SPM).
Em (XU et al., 2012) foi proposta uma divergência de Bregman para manidold ranking
(MR). Os autores utilizaram como caracterização, um vetor de dimensão 297 considerando
a característica Grid Color Moment (resultando um vetor de dimensão 81 para cada
imagem); mapa de borda usando o detector de borda Canny (vetor de dimensão 37); As
transformadas de Gabor Wavelets são aplicadas para imagens em escalas 64 × 64 com 5
níveis, 8 orientações e 3 momentos foram calculados, criando um vetor de dimensão 120.
Também foi incluído na caracterização o Local Binary Pattern (OJALA; PIETIKÄINEN;
HARWOOD, 1996) obtendo um vetor de dimensão 59. Com estas características e uma
matriz de kernel otimizado sob a divergência de Bregman o modelo atingiu os resultados
apresentados na Tabela 3 (página 79).
Para os experimentos foram utilizadas todas as imagens do banco como consulta (igual-
mente apresentando em (XU et al., 2012)), totalizando 9.144 imagens como consulta. O
processo de criação dos histogramas de nosso trabalho e seus parâmetros são os mesmos
descritos no experimento II (tópico Banco Caltech101), utilizando a abordagem BoVW-
SPM. Mesclamos os melhores resultados da Tabela 3 do trabalho (XU et al., 2012) com
os resultados obtidos neste trabalho (Tabela 6), resultando a Tabela 12. A porcentagem
positiva significa o ganho da função KL/𝜀 comparado com DMR𝐸.
Analisando a Tabela 12 observa-se que o método proposto é muito mais simples que o
método de aprendizado apresentado por (XU et al., 2012), além disso, o uso da divergên-
cia KL/𝜀 alcança resultados melhores em todos os métodos de avaliações apresentados,
quando comparados com o DMR𝐸. Além disso, pode-se destacar ganhos mínimo de
41,30% e ganho máximo de 59,73% nos métodos MP@30 e MAP@200, respectivamente.
Banco Holiday
Neste tópico são apresentados os resultados obtidos neste trabalho utilizando o banco
de dados Holiday e comparados com o trabalho de (JÉGOU; CHUM, 2012). No trabalho
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Tabela 12 – Resultados obtidos no banco Caltech101 com algoritmo eficiente DMR𝐸 ((XU
et al., 2012)) e a KL/𝜀 utilizando abordagem BoVW-SPM.
Abordagem Método sem restrições BoVW-SPM
Função de Similaridade DMR𝐸 KL/𝜀
MP@10 0,3893 0,5847 +50,19%
MP@20 0,3572 0,5149 +44,15%
MP@30 0,3373 0,4766 +41,30%
nDCG@10 0,4077 0,6419 +57,44%
nDCG@20 0,3787 0,5779 +52,60%
nDCG@30 0,3600 0,5396 +49,89%
MAP@200 0,3665 0,5854 +59,73%
de (JÉGOU; CHUM, 2012) é proposto uma técnica para melhorar a qualidade da repre-
sentação da abordagem BoVW. Para isto, é considerada o papel da negative evidence,
que funciona da seguinte forma: dados dois histogramas gerados pelo BoVW, uma pala-
vra visual que está faltando nestes dois vetores receber mais importância na medida de
similaridade.
(JÉGOU; CHUM, 2012) criou o histograma BoVW da seguinte forma: em vez de uti-
lizar apenas o descritor local SIFT como apresentado na seção 3.1, os autores combinaram
o SIFT com o detector Hessian-Affine (MIKOLAJCZYK; SCHMID, 2005), para represen-
tar os pontos de interesse do conjunto de imagens; em seguida é construído o dicionário de
palavras visuais utilizando o algoritmo de agrupamento k-means (com k=32.000); depois
são criados os histogramas de ocorrências de palavras visuais e ponderados utilizando
termos de frequência de documentos inversos (inverse document frequency) (JÉGOU;
CHUM, 2012); e por fim os vetores são normalizados utilizando a normalização L2 (SI-
VIC; ZISSERMAN, 2003). A função Cosseno foi utilizada para medir a similaridade entre
os histogramas, na etapa de recuperação. Chamaremos aqui a abordagem de (JÉGOU;
CHUM, 2012) de BoVW𝐽 .
Para efeito de comparação desta pesquisa com o trabalho de (JÉGOU; CHUM, 2012),
utilizamos as mesmas imagens de consulta e a mesma medida de avaliação, mas com
formas de caracterização diferentes. As imagens de consultas utilizadas foram a primeira
imagem de cada classe do banco Holiday, ou seja, um total de 500 imagens. A medida de
avaliação utilizada foi o MAP. Utilizamos a abordagem BoVW-SPM para gerar o histo-
grama, com os mesmos parâmetros descritos no tópico Banco Caltech101 – Experimento
II. As funções de similaridades utilizadas foram a Euclidiana, Cosseno e a divergência
KL/𝜀, com 𝜀=0,00001.
A Tabela 13 mostra os resultados alcançados com a avaliação MAP, usando a simi-
laridade Cosseno com abordagem BoVW𝐽 – como apresentando em (JÉGOU; CHUM,
2012), e as funções Euclidiana, Cosseno e KL/𝜀 utilizando a abordagem BoVW-SPM.
A porcentagem positiva e negativo são o ganho e perda respectivamente dos resultados
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conseguidos com a abordagem BoVW-SPM em relação a BoVW𝐽 .
Tabela 13 – Resultados obtidos no banco Holiday com as funções Cosseno, Euclidiana e
a KL/𝜀 utilizando as abordagens BoVW𝐽 e BoVW-SPM.
Abordagem BoVW𝐽 BoVW-SPM
Função de Similaridade Cosseno Euclidiana Cosseno KL/𝜀
MAP 0,6000 0,5655 -5,75% 0,5791 -3,48% 0,7596 +26,60%
Analisando os resultados apresentados na Tabela 13, observamos que abordagem
BoVW-SPM com uso da divergência KL/𝜀 obteve ganhos de 26,60% em relação a Cos-
seno com a abordagem BoVW𝐽 , desta forma apresentando resultados promissores quando
comparado com o trabalho de (JÉGOU; CHUM, 2012). Destacando que a medida Cos-
seno e Euclidiana utilizando a abordagem BoVW-SPM não obteve resultados superiores
que a Cosseno com a abordagem BoVW𝐽 , mostrando mais uma vez a superioridade da
divergência. Vale mencionar que não foi testado diferentes parâmetros para abordagem
BoVW-SPM, como por exemplo o tamanho do codebook ou a quantidade de níveis das
pirâmides espaciais, pois a importância deste trabalho é o uso das funções de similaridade
e não o processo de representação da imagem por um histograma.
7.4 Conclusão dos experimentos
Em geral, todos os experimentos que utilizavam a GID e/ou a KL como medida de
similaridade retornaram bons resultados quando comparadas com as distâncias tradicio-
nais, neste caso a Cosseno e a Euclidiana. Acredita-se que os resultados obtidos com a
GID e com a KL estão de acordo com a observação de (BANERJEE et al., 2005) “the
divergence should capture the similarity properties desirable in the application, and need
not necessarily depend on how the data was actually generated”. Também, as similarida-
des baseadas nas divergências (GID e KL) correspondem à hipótese de distribuição de
Poisson, a qual é mais apropriada para a utilização do descritor de imagem.
Neste trabalho, acredita-se que os resultados promissores que a GID e a KL retornaram
nos experimentos comparadas com as medidas tradicionais (Euclidiana e Cosseno) foram
principalmente o fato de os dados serem estatísticos.
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Conclusão
Os sistemas CBIR têm sido amplamente aplicados na análise e classificação de ima-
gens. Entretanto, conforme apresentado no capítulo introdutório, os algoritmos atuais
dos sistemas CBIR apresentam limitações. Visando minimizar estas limitações, diversos
trabalhos têm utilizado estes sistemas com diferentes medidas de similaridade.
Nesta pesquisa foram utilizadas as divergências de Bregman KL e GID para computar
a similaridade entre vetores de características que representam as imagens, apresentando
tratamentos adequados que garantem o domínio de aplicação destas divergências.
Para avaliar o desempenho do sistema CBIR, inicialmente, foi apresentada uma com-
paração dos resultados de busca de imagens utilizando as funções GID, KL, Cosseno e
Euclidiana, considerando diferentes abordagens para a caracterização. A partir das me-
didas de avaliação: precisão x revocação, MAP, nDCG e MP, observa-se que, ao utilizar
as divergências de Bregman, o sistema propicia ganhos relevantes na maioria dos experi-
mentos, quando comparada com as distâncias Cosseno e Euclidiana.
Concluindo o primeiro grupo de experimentos, o menor ganho obtido comparando o
desempenho da GID em relação à distância Cosseno foi de 4% considerando todas as
abordagens para a caracterização. O maior ganho foi de 86% na avaliação MAP com
abordagem BSM. De forma geral, os resultados mostram que a GID superou a distância
Cosseno em todos os métodos de avaliação com as diferentes abordagens de caracterização.
A utilização da divergência KL proporciona um ganho de até 79%, na avaliação MAP, em
relação aos resultados obtidos com as outras funções de similaridade analisadas, evidenci-
ando sua superioridade em relação às distâncias tradicionais. Estes resultados confirmam
que o uso das divergências KL e GID na etapa de similaridade torna o sistema CBIR mais
eficaz que o uso da distância Euclidiana e Cosseno.
Considerando o domínio das divergências de Bregman (KL e GID) com caracterizações
que podem conter dados nulos em suas coordenadas, apresentamos tratamentos adequados
que possibilitam a utilização destas divergências, que são: KL/𝜀 (ou GID/𝜀), KL/N e
GID/D.
De forma geral a GID/D e GID/𝜀 apresentaram bons resultados quando comparados
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com a distância Cosseno, com a caracterização BoVW, mostrando que estes tratamentos
podem ser uma boa escolha para o uso da função GID. Observou-se ainda, o impacto da
escolha dos parâmetros 𝜀 e 𝛼. Definindo um valor adequado para estes parâmetros pode-
se chegar a um ganho de 33% (utilizando GID/𝜀) e 51% (usando a GID/D) em relação a
distância Cosseno.
Os tratamentos propostos (KL/𝜀, KL/N e GID/D) quando comparados com a distân-
cia Cosseno, com a caracterização BoVW-SPM, obtiveram um ganho mínimo de 23% e
um ganho máximo de 86% utilizando a função KL/𝜀 na avaliação MAP. Em média, todos
os tratamentos apresentaram bons resultados, excedendo os resultados apresentados pela
distância Euclidiana e Cosseno, mostrando que o uso das divergências com os tratamentos
pode se tornar vantajoso, desde que os parâmetros estejam configurados adequadamente.
Da análise ainda concluímos que utilização da DB com o tratamento proposto pela
TI não proporciona bons resultados e inviabiliza a utilização das divergências KL e GID.
Assim, observa-se que os resultados obtidos utilizando as DB’s com os tratamentos, rela-
tado neste estudo, são melhores quando comparados aos obtidos utilizando a DB’s com
tratamento proposto na TI e as distâncias convencionais (Cosseno e a Euclidiana). O que
demonstra a viabilidade e eficácia dos tratamentos apresentados.
Analisando os resultados alcançados podemos concluir que o uso das divergências de
Bregman (KL e GID) com os tratamentos apresentados, na etapa de similaridade, tornam
os sistemas CBIR mais eficientes do que o uso das distâncias tradicionais (Euclidiana e
Cosseno).
Em trabalhos futuros, planeja-se conseguir enriquecer o estudo das funções de Breg-
man, considerando modelos de caracterização mais sofisticados e complexos com banco
de dados maiores, como também aprofundar os estudos em similaridade via representante
de classes.
Resultados parciais deste trabalho foram aceitos para publicação e apresentados no
21st IEEE International Conference on Electronics Circuits and Systems (IEEE-ICECS-
2014) em Dezembro de 2014 na cidade de Marseille na França, de qualificação B1. Apro-
vamos também um resumo expandido no XIV Semana da Matemática e IV Semana da
Estatística que aconteceu na cidade de Uberlândia-MG na Universidade Federal de Uber-
lândia em 2014. Além disso, parte dessa pesquisa foi apresentada no VIII Workshop de
Teses e Dissertações em Ciência da Computação na Universidade Federal de Uberlândia,
Uberlândia-MG, 2014.
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