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Introduc¸a˜o
Os objectos centrais desta monografia sa˜o as matrizes parciais: matrizes em
que algumas das entradas sa˜o especificadas, ou seja, elementos conhecidos de um
dado conjunto, e as restantes na˜o sa˜o prescritas, sendo tratadas como varia´veis
livres, usualmente sobre o mesmo conjunto. Um conceito de facto simples, mas
certamente rico e interessante. Um completamento de uma matriz parcial sera´
naturalmente uma especificac¸a˜o das entradas na˜o fixadas, resultando uma matriz
convencional.
Os problemas aqui abordados inserem-se nos chamados Problemas Inversos
de Matrizes. A preocupac¸a˜o prima´ria na˜o sera´ tanto o estudo de propriedades
de uma dada classe de matrizes, mas sim a ana´lise da existeˆncia de matrizes
satisfazendo condic¸o˜es previamente prescritas.
Com base nos conceitos de matriz parcial e de completamento, temos a cha-
mada Teoria de Completamento e os problemas de completamento de matrizes.
Para uma classe particular de matrizes, coloca-se a questa˜o da existeˆncia ou
na˜o de completamentos de matrizes parciais pertencentes a essa classe de in-
teresse. Por exemplo, para matrizes definidas positivas, podemos identificar as
matrizes parciais que admitem matrizes definidas positivas como completamen-
tos. Esta questa˜o foi resolvida em [21], usando te´cnicas de teoria de grafos. Em
[35], Johnson apresenta um survey de problemas de completamento de matrizes,
focando questo˜es relacionadas com matrizes definidas positivas, completamentos
com caracter´ıstica previamente prescrita e completamentos de contracc¸o˜es. Estes
trabalhos deram origem a uma se´rie de estudos nesta a´rea, incluindo resultados
para M–matrizes inversas (ver [25, 27, 28, 29, 39, 40, 51]), M–matrizes (ver
[26, 28, 29, 39]), P–matrizes (ver [9, 13, 28, 36, 52]), matrizes totalmente na˜o
negativas (ver [37]) e para algumas classes definidas por condic¸o˜es de simetria e
de positividade sobre P0–matrizes (ver [13]).
Nesta dissertac¸a˜o, propomo-nos estudar alguns novos problemas de comple-
tamento de matrizes e contribuir, ainda, para o estudo ja´ elaborado para alguns
dos problemas atra´s referidos.
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Assumimos conhecidos por parte do leitor os conceitos e os resultados ba´sicos
de teoria de matrizes descrita, por exemplo, em [30], [31] e [55].
Esta monografia esta´ dividida em seis cap´ıtulos.
Iniciamos cada cap´ıtulo com um resumo do seu conteu´do tendo em vista
contextualizar o leitor no estudo que se segue.
No primeiro cap´ıtulo, introduzimos alguns conceitos e ferramentas habituais
na Teoria de Completamento. Relembramos, ainda, conceitos ba´sicos de Teoria
de Grafos que fundamentam a abordagem combinato´ria de muitos problemas de
completamento de matrizes. Numa u´ltima secc¸a˜o, consideramos algumas classes
de matrizes, as suas propriedades e relac¸o˜es, que sera˜o essenciais para a compre-
ensa˜o dos cap´ıtulos seguintes.
No segundo cap´ıtulo, consideramos matrizes parciais cujas submatrizes prin-
cipais totalmente especificadas teˆm determinante negativo. Na literatura, nada
encontra´mos relativo ao problema de completamento enunciado para esta classe
de matrizes. Tendo em conta a importaˆncia crescente destas matrizes na eco-
nomia, na programac¸a˜o linear e quadra´tica convexa, na ana´lise multivariante,
etc., e seguindo uma filosofia comum a este tipo de problemas de completamento,
apresentamos, enta˜o, um estudo dos tipos de grafos e digrafos completa´veis.
No terceiro cap´ıtulo, apresentamos uma ana´lise do problema de completa-
mento de matrizes totalmente na˜o positivas, motivados pelo trabalho de Johnson,
Kroschel e Lundquist (ver [37]).
O denominador comum das classes de matrizes abordadas no quarto cap´ıtulo
sa˜o os menores principais positivos. Neste estudo, examinamos problemas de
completamento ja´ considerados por va´rios autores, generalizando resultados co-
nhecidos e analisando alguns desses problemas sob novas condic¸o˜es de simetria,
de positividade e de tipo de grafos.
Considerando algumas das classes de matrizes abordadas nos problemas de
completamento dos cap´ıtulos anteriores, podemos encontrar, como ponto comum,
a na˜o singularidade das submatrizes principais. Neste sentido, consideramos,
num quinto cap´ıtulo, o problema de completamento para a classe de matrizes
mais abrangente, a das matrizes principalmente na˜o singulares.
Terminamos esta monografia com um sexto cap´ıtulo, onde apresentamos al-
gumas concluso˜es e considerac¸o˜es sobre o trabalho desenvolvido. A s´ıntese de
problemas que surgiram no decorrer deste estudo e que continuam em aberto
servira´, estamos certos, de base para trabalho futuro.
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Cap´ıtulo 1
Algumas notas preliminares
Neste cap´ıtulo apresentamos as notac¸o˜es usadas ao longo desta monografia,
assim como algumas definic¸o˜es presentes nos va´rios problemas de comple-
tamento de matrizes posteriormente considerados.
Comec¸amos por apresentar as ideias basilares dos problemas de completa-
mento de matrizes em geral, bem como uma resenha histo´rica dos principais
problemas desta a´rea estudados nas u´ltimas de´cadas.
Tendo em vista a abordagem combinatorial seguida ao longo de todo este
estudo, procuramos disponibilizar, numa breve s´ıntese, os conceitos de teoria
de grafos necessa´rios para a compreensa˜o deste trabalho.
Assumindo o conhecimento, por parte do leitor, de elementos de teoria de
matrizes, optamos por apresentar, relativamente a conceitos ba´sicos dessa
a´rea, apenas, as notac¸o˜es adoptadas. Introduzimos, ainda neste cap´ıtulo, al-
gumas classes de matrizes sobre o corpo dos reais cujos conceitos, traduzidos
para o campo das matrizes parciais, nos permitem enunciar os problemas
de completamento que nos propomos estudar.
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Antes de iniciarmos o nosso estudo de problemas de completamento de ma-
trizes, e´ importante apresentarmos as notac¸o˜es adoptadas ao longo desta mono-
grafia.
Todas as matrizes teˆm elementos sobre o corpo R dos reais ou sobre o corpo
C dos complexos.
Denotamos o conjunto das matrizes n × 1 sobre R por Rn. Cn denotara´ o
conjunto das matrizes desse tipo sobre C. Chamamos n–vector a qualquer matriz
n×1 (sobre R ou sobre C). Os vectores unita´rios de ordem n, pertencentes a Rn,
sa˜o definidos como
e1 =

1
0
...
0
 , e2 =

0
1
...
0
 , . . . , en =

0
0
...
1
 .
Dada uma matriz A do tipo m × n sobre R, escrevemos A ≥ 0 se todas as
entradas de A sa˜o na˜o negativas. Analogamente, escrevemos A ≤ 0, A > 0
e A < 0 se todas as entradas de A sa˜o na˜o positivas, positivas e negativas,
respectivamente. A 6≥ 0 significara´ que nem todas as entradas de A sa˜o na˜o
negativas e num mesmo sentido usaremos as notac¸o˜es ana´logas correspondentes
a`s negac¸o˜es das restantes relac¸o˜es.
Dada uma qualquer matriz de permutac¸a˜o P , note-se que podemos descrever
P a partir da listagem dos vectores unita´rios que compo˜em as suas colunas.
De facto, se a entrada (ik, k) e´ a entrada na˜o nula da k–e´sima coluna de P ,
k = 1, . . . , n, podemos escrever P = [ei1 , ei2 , . . . , ein ].
O produto de Hadamard de duas matrizes A = (aij)
n,m
i,j=1 e B = (bij)
n,m
i,j=1 e´
simplesmente o produto elemento a elemento A ◦B = (aijbij)n,mi,j=1.
Dados dois vectores x, y ∈ Rn, dizemos que x e y sa˜o sinal-relacionados se
pelo menos uma das coordenadas do produto de Hadamard x◦y e´ positiva. Dado
x na˜o nulo, podemos considerar uma matriz de permutac¸a˜o P tal que
Px =
 X1X2
X3

satisfaz X1 > 0, X2 < 0 e X3 = 0. Consideremos a partic¸a˜o
Py =
 Y1Y2
Y3

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do vector Py como em Px. x e y dizem-se duplamente sinal-relacionados se se
verificam as seguintes condic¸o˜es:
i. X1 ◦ Y1 6≤ 0 e X2 ◦ Y2 6≤ 0;
ii. Se X1 e´ vazio e X3 e´ na˜o vazio, enta˜o Y3 ≥ 0 e se X2 e´ vazio e X3 e´ na˜o
vazio, enta˜o Y3 ≤ 0.
Note-se que a condic¸a˜o i. implica que x e y sa˜o sinal-relacionados.
Se A e´ uma matriz quadrada, representamos por detA o determinante de A.
Denotamos a inversa de A, caso exista, por A−1. r (A) representa a caracter´ıstica
da matriz A e ρ(A) denota o raio espectral de A. A transposta de uma matriz A
e´ denotada por AT , sendo a transconjugada de A representada por A∗.
Denotamos por In a matriz identidade de ordem n. Caso a dimensa˜o da matriz
esteja impl´ıcita no contexto, denotamos, em alternativa, a matriz identidade por
I.
Por uma questa˜o de simplificac¸a˜o de escrita, diag(d1, d2, . . . , dn) denotara´ a
matriz diagonal n× n 
d1 0 . . . 0
0 d2 . . . 0
...
...
...
0 0 . . . dn
 .
Dizemos que uma tal matriz diagonal e´ positiva se todos os elementos da diagonal
principal d1, d2, . . . , dn sa˜o positivos.
Dada uma matriz A, n× n, denotamos por A [α|β] a submatriz obtida supri-
mindo de A as linhas cujos ı´ndices na˜o esta˜o em α e as colunas cujos ı´ndices na˜o
esta˜o em β, com α, β ⊆ {1, ..., n}. Abreviamos A [α|α] com A [α].
Por vezes sera´ mais conveniente indicar a submatriz via exclusa˜o, em vez de
via inclusa˜o, de linhas ou colunas. A notac¸a˜o e´ a seguinte: A[α′|β′] e´ a submatriz
resultante da exclusa˜o das linhas indicadas por α e das colunas indicadas por β.
Escrevemos A[α′] em vez de A[α′|α′].
Assim, detA [α|β] representara´ o determinante da submatriz A [α|β] de A,
sempre que |α| = |β|.
A seguinte identidade de Jacobi generaliza a fo´rmula com a matriz adjunta
para a inversa de uma matriz regular e relaciona os menores da inversa com os
da pro´pria matriz
detA−1
[
α′|β′] = (−1)(∑i∈α i+∑j∈β j)detA [β|α]
detA
.
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Para submatrizes principais, esta fo´rmula pode ser reescrita como
detA−1
[
α′
]
=
detA [α]
detA
.
Os determinantes detA [{1}], detA [{1, 2}], . . ., detA [{1, 2, . . . , n}] sa˜o desig-
nados menores principais descendentes.
Apresentamos, de seguida, as ideias base da chamada teoria de completamento
de matrizes parciais.
1.1 Teoria de Completamento
A resoluc¸a˜o de problemas em Cieˆncia, em Engenharia e nas Cieˆncias Soci-
ais modelizados atrave´s de te´cnicas matriciais passa frequentemente pela deter-
minac¸a˜o de algumas entradas de uma dada matriz por forma a que a matriz
obtida tenha certas propriedades previamente prescritas.
A Teoria de Completamento engloba estes problemas e tem a sua ge´nese nos
meados do se´culo XX. Podemos, no entanto, incluir nesta teoria va´rios problemas
cla´ssicos.
A classificac¸a˜o de um sistema de equac¸o˜es lineares com paraˆmetros pode, com
efeito, ser visto como um problema da Teoria de Completamento. Pensando na
discussa˜o do sistema 
2 4 k
1 t 0
1 2 k
1 2 0

 x1x2
x3
 =

2
1
1
1
 ,
a resoluc¸a˜o desta questa˜o passa pela determinac¸a˜o de valores para as entradas
(1, 3), (2, 2) e (2, 3) da matriz de coeficientes para os quais o sistema e´ poss´ıvel,
determinado ou indeterminado, ou imposs´ıvel.
O problema do ca´lculo dos valores pro´prios de uma matriz traduz-se na de-
terminac¸a˜o dos valores de λ para os quais a matriz B = A−λI tem determinante
nulo.
Na classificac¸a˜o dos pontos cr´ıticos de uma func¸a˜o de va´rias varia´veis depen-
dente de um paraˆmetro, precisamos de determinar algumas entradas da matriz
Hessiana, calculada em cada ponto cr´ıtico, de modo a que a forma quadra´tica
que esta matriz define seja definida positiva, definida negativa ou indefinida.
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Muitos outros tipos de problemas podem ser entendidos como problemas de
completamento de matrizes, incluindo, por exemplo, questo˜es de gesta˜o de em-
presas.
Em todos estes problemas procuramos determinar algumas entradas de uma
ou mais matrizes por forma a obter matrizes com determinadas propriedades.
Este tipo de questa˜o parte dos objectos centrais desta monografia: as matrizes
parciais. Um conceito extremamente simples: quadros ordenados de nm elemen-
tos aij (i = 1, . . . , n, j = 1, . . . ,m) escritos na forma
a11 a12 . . . a1m
a21 a22 . . . a2m
...
...
...
an1 an2 . . . anm
 ,
em que algumas das entradas aij sa˜o especificadas, isto e´, elementos conhecidos
de um dado conjunto, e as restantes na˜o sa˜o prescritas, sendo tratadas como
varia´veis independentes livres, usualmente sobre o mesmo conjunto e usualmente
denotadas por ?’s.
Representaremos uma matriz parcial da forma descrita por A = (aij)
n,m
i,j=1 e
diremos que tal matriz parcial e´ do tipo n×m ou, simplesmente, n×m. Quando
n = m, A diz-se uma matriz parcial quadrada. Nesse caso, dizemos, ainda, que
A e´ uma matriz parcial de ordem n.
Dada uma matriz parcial A do tipo n×m, chama-se padra˜o da matriz A ao
conjunto dos pares (i, j) de {1, . . . , n} × {1, . . . ,m} tais que (i, j) e´ uma entrada
especificada de A. Representamos por ΓA o padra˜o da matriz parcial A.
Exemplo 1.1. Sobre o corpo dos reais, a matriz parcial
A =

1 0 ? −3
? −2 ? ?
? 1 ? 0
1 ? ? 6

tem como padra˜o o seguinte conjunto de pares
ΓA = {(1, 1), (1, 2), (1, 4), (2, 2), (3, 2), (3, 4), (4, 1), (4, 4)}.
Um completamento de uma matriz parcial e´ a matriz convencional resultante
de uma escolha particular de valores (do conjunto indicado) para as entradas na˜o
prescritas.
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Exemplo 1.2. A matriz
Ac =

1 0 6 −3
−3 −2 11 0, 5
4 1 0 0
1 7, 2 0 6

e´ um completamento da matriz parcial A do exemplo anterior.
Chamamos completamento nulo de uma matriz parcial A ao completamento
obtido especificando as entradas na˜o prescritas de A com 0. Representamos este
completamento de A por A0.
Relativamente ao padra˜o das entradas especificadas, classificamos as ma-
trizes parciais quadradas de matrizes parciais combinatorialmente sime´tricas e
de matrizes parciais na˜o combinatorialmente sime´tricas. Uma matriz parcial
A = (aij)ni,j=1 diz-se combinatorialmente sime´trica quando aij e´ especificado se e
somente se aji e´ especificado, para quaisquer i, j ∈ {1, . . . , n}, e na˜o combinato-
rialmente sime´trica caso contra´rio.
Um caso particular de matrizes parciais na˜o combinatorialmente sime´tricas
com especial relevaˆncia em alguns problemas de completamento de matrizes sa˜o
as matrizes parciais triangulares superiores, cujas entradas conhecidas sa˜o exac-
tamente as entradas nas posic¸o˜es (i, j), i ≤ j.
Uma matriz parcial A, n × n, diz-se redut´ıvel se existe uma matriz de per-
mutac¸a˜o P tal que
PAP T =

A11 A12 . . . A1p
X21 A22 . . . A2p
...
...
...
Xp1 Xp2 . . . App
 ,
onde Xij e´ uma matriz parcial rectangular sem entradas especificadas, para i =
2, . . . , p, j = 1, 2, . . . , i−1, e Aij , do tipo ni×nj , i = 1, 2, . . . , p, j = i, i+1, . . . , p,
e´ uma matriz parcial ou uma matriz convencional. Uma matriz parcial diz-se
irredut´ıvel se na˜o e´ redut´ıvel.
Relembremos que uma matriz A = (aij)ni,j=1 e´ sinal-sime´trica se aijaji > 0 ou
aij = aji = 0, para quaisquer i, j ∈ {1, . . . , n}. Uma matriz parcial A = (aij)ni,j=1
diz-se sinal-sime´trica se aijaji > 0 ou aij = aji = 0, para quaisquer i, j ∈ {1, ..., n}
tais que ambas as entradas (i, j), (j, i) sa˜o especificadas. Um conceito ana´logo
surge associado a` simetria de sinal fraca. Dizemos que uma matriz A = (aij)ni,j=1
e´ fracamente sinal-sime´trica se aijaji ≥ 0, para quaisquer i, j ∈ {1, . . . , n}. Uma
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matriz parcial A = (aij)ni,j=1 diz-se fracamente sinal-sime´trica se aijaji ≥ 0, para
quaisquer i, j ∈ {1, ..., n} tais que ambas as entradas (i, j), (j, i) sa˜o especificadas.
A questa˜o de base que se coloca num problema de completamento de matrizes
e´ se existe ou na˜o um completamento de uma dada matriz parcial pertencente a
uma determinada classe de interesse (por exemplo, definida positiva, M–matriz
ou caracter´ıstica na˜o superior a k).
A abordagem deste tipo de problemas deve ter em conta o padra˜o da matriz
parcial e o conceito prescrito pela classe de matrizes de interesse.
Muitas vezes existem condic¸o˜es necessa´rias o´bvias que a matriz parcial tem
de satisfazer para que exista um completamento na classe desejada. Se procu-
ramos um completamento de uma matriz parcial quadrada que seja uma matriz
Hermı´tica, e´ claro que essa matriz parcial tera´ de ser Hermı´tica ate´ ao ponto em
que o podemos analisar, isto e´, se ambas as entradas (i, j), (j, i) sa˜o especifica-
das, enta˜o tera˜o de ser complexos conjugados, e se a entrada (i, j) e´ especificada,
poderemos tambe´m assumir que a entrada (j, i) e´ especificada. Classificaremos
as matrizes parciais que satisfazem estas condic¸o˜es necessa´rias o´bvias de forma
natural. Por exemplo, uma matriz Hermı´tica parcial e´ uma matriz parcial qua-
drada em que a entrada (i, j) e´ especificada se e somente se a entrada (j, i) e´
especificada e e´ o seu conjugado complexo.
Nalguns casos, estas condic¸o˜es necessa´rias o´bvias sa˜o ligeiramente mais sub-
tis. Se queremos completar uma matriz Hermı´tica parcial por forma a obtermos
uma matriz definida positiva, enta˜o todas as submatrizes principais totalmente
especificadas tera˜o de ser definidas positivas. Este tipo de condic¸o˜es necessa´rias
adve´m de propriedades herdadas pelas submatrizes principais. Restringindo o
estudo a`s matrizes parciais que satisfazem as tais condic¸o˜es necessa´rias o´bvias,
coloca-se a questa˜o sobre a existeˆncia ou na˜o de um completamento na classe
desejada.
Em geral, tais completamentos na˜o existem e aqui entra a metodologia com-
binatorial. Procuramos, enta˜o, caracterizar quais os padro˜es de entradas es-
pecificadas versus na˜o especificadas que nos permitem garantir a existeˆncia do
completamento desejado sempre que as condic¸o˜es necessa´rias o´bvias sa˜o satisfei-
tas. Podemos, de forma simples e clara, descrever esses padro˜es atrave´s de grafos,
como veremos mais tarde.
Apresentamos, de seguida, alguns problemas de completamento de matrizes
parciais que fazem a histo´ria desta a´rea e que numerosos investigadores continuam
a estudar. Durante as exposic¸o˜es que desenvolvemos, optamos por descrever
alguns dos resultados conhecidos para cada problema, sendo, por vezes, inevita´vel
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recorrer a definic¸o˜es apresentadas apenas na secc¸a˜o que se segue.
Um dos primeiros problemas de completamento a ser estudado foi o pro-
blema de completamento de valores pro´prios: dada uma matriz parcial quadrada,
pretende-se analisar a existeˆncia de um seu completamento com espectro fixo.
Em 1958, Mirsky apresentou um primeiro resultado relativo a matrizes parciais
com espectro e elementos da diagonal principal prescritos (ver [63]). Friedland
[15] e Silva [70] consideraram o padra˜o complementar e resolveram o problema
para matrizes parciais cujas entradas na˜o especificadas sa˜o, exactamente, as da
diagonal principal. Outros autores consideraram o problema para matrizes par-
ciais com uma submatriz principal totalmente especificada ou um bloco diagonal.
No primeiro caso, o problema foi resolvido por Thompson em [72] e por Marques
de Sa´ em [57]. De Oliveira e Silva trabalharam o problema para o segundo caso
(ver [11] e [71]). Zaballa, em [73], apresenta a soluc¸a˜o para o caso em que o padra˜o
da matriz parcial corresponde a um conjunto de filas ou de colunas completas.
Este problema de completamento esta´ estreitamente relacionado com o pro-
blema de completamento discutido no livro de Gohberg et al (ver [17]) em que,
dada uma parte de uma matriz, a tarefa traduz-se em descrever todos os espectros
poss´ıveis para completamentos da matriz parcial considerada.
Muitos investigadores, como Gohberg, Rodman, Shalom, Johnson, Krupnic e
Chu, continuam a desenvolver trabalho neste problema de completamento.
Um outro conhecido problema de completamento de matrizes e´ o problema de
Carlson. Este problema cla´ssico levanta a questa˜o da existeˆncia de uma matriz
X tal que a matriz [
A X
0 B
]
tem uma forma de Jordan prescrita, sendo tambe´m prescritos os blocos A e B. Fa-
cilmente se verifica que este problema se reduz ao caso em que A e B sa˜o matrizes
totalmente especificadas e nilpotentes e sa˜o prescritas, ainda, as caracter´ısticas
de Segre α = (n1, . . . , np) e β = (m1, . . . ,mq) de A e B, respectivamente. O
objectivo sera´, enta˜o, determinar se existe um completamento da matriz parcial
considerada cuja caracter´ıstica de Segre e´ uma sequeˆncia γ previamente fixada.
O teorema de Klein garante a existeˆncia de pelo menos uma soluc¸a˜o do
problema de Carlson quando existe uma determinada sequeˆncia de
Littlewood-Richardson (ver [53]). Klein reduz, assim, o problema de Carlson
a` existeˆncia de sequeˆncias de Littlewood-Richardson. A questa˜o natural que se
coloca, neste ponto, diz respeito a` determinac¸a˜o de condic¸o˜es expl´ıcitas para a
existeˆncia de uma soluc¸a˜o e a` construc¸a˜o do completamento desejado.
Johnson et al apresentam, em [38], uma resposta a esta questa˜o para p = q = 1
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e para ni = mj = 1, i = 1, . . . , p, j = 1, . . . , q. Encontramos as tais condic¸o˜es
expl´ıcitas e a construc¸a˜o do completamento desejado quando p = 1 ou q = 1
em [7] e em [67], por Carlson, Rodman e Schaps, e quando p = q = 2 em [6],
por Canto´ e Urbano. Baseados numa demonstrac¸a˜o geome´trica do teorema de
Klein, Compta e Ferrer apresentam, em [8], um me´todo para construir soluc¸o˜es
expl´ıcitas, mostrando, como consequeˆncia imediata dessa construc¸a˜o, que todas
as poss´ıveis caracter´ısticas de Segre de completamentos da matriz parcial inicial-
mente considerada aparecem em qualquer vizinhanc¸a de determinadas soluc¸o˜es.
O problema de completamento de matrizes parciais com forma de Jordan pres-
crita foi inicialmente considerado por Rodman e Shalom, em [68], para matrizes
parciais triangulares superiores, cujas entradas especificadas sa˜o exactamente as
da parte triangular superior. Nesse trabalho, os autores conjecturam condic¸o˜es
necessa´rias e suficientes para a existeˆncia de um completamento com a forma de
Jordan fixada, demonstrando a validade desta conjectura para matrizes parciais
triangulares superiores de ordem n com n ≤ 4. Jorda´n, Torregrosa e Urbano con-
tinuam este estudo, provando a veracidade da conjectura para o caso em que n = 5
e apresentando um contra-exemplo para n ≥ 6 (ver [44] e [46]). Na sequeˆncia
destes trabalhos, estes autores consideram o problema de completamento para
matrizes de Jordan parciais, analisando as poss´ıveis formas cano´nicas de Jordan
de completamentos com base no conceito de majorac¸a˜o respeitante a sequeˆncias
de inteiros (ver [45]). Seguindo esta linha orientadora, temos, tambe´m, o trabalho
de Krupnik e Rodman para matrizes de Hessenberg parciais (ver [54]).
Dada uma matriz parcial, podemos questionar-nos sobre o mı´nimo do con-
junto das caracter´ısticas dos seus completamentos a que chamamos caracter´ıstica
mı´nima da matriz parcial considerada. Esta questa˜o, o problema da caracter´ıstica
mı´nima, e´ de abordagem complexa e apenas resultados parciais sa˜o conheci-
dos. Podemos, no entanto, encontrar va´rios problemas que se intersectam com o
ca´lculo da caracter´ıstica mı´nima, como o estudo de representac¸o˜es minimais de
sistemas lineares de entrada-sa´ıda, o problema de realizac¸a˜o parcial e os proble-
mas de completamento de uma matriz e da sua inversa.
Podemos encontrar, na literatura, uma se´rie de problemas de completamento
relacionados com a Teoria de Controlo. Essas questo˜es enquadram-se em dois
problemas ba´sicos. Num primeiro problema, dado um sistema invariante em
tempo discreto descrito por um par de matrizes parciais (A,B), em que A e´ do
tipo n× n e B e´ do tipo n×m, e´ analisada a possibilidade de completar as ma-
trizes parciais por forma a obter um sistema completamente controla´vel. Num
segundo problema, considerando o sistema (A,B) com B completa, e´ estudada a
existeˆncia de um completamento Ac de A para o qual o par (Ac, B) tenha ı´ndices
17
de controlabilidade ou sucessa˜o de r-nu´meros prescritos. Relativamente ao pri-
meiro problema descrito, Gurvits, Rodman e Shalom consideram, em [23], o caso
em que A e´ uma matriz parcial triangular superior, irredut´ıvel inferior, e B e´
um vector coluna. Nestas condic¸o˜es, e´ garantida a existeˆncia do completamento
desejado. Jorda´n, Torregrosa e Urbano descrevem, em [47], um algoritmo para
obter esse completamento e, em [48], abordam o problema para matrizes parci-
ais A com determinados tipos de grafos das entradas especificadas. O segundo
problema e´ tratado, por estes mesmos autores, em [47], [49] e [50].
No problema de completamento de matrizes definidas positivas parciais preten-
de-se estudar a existeˆncia ou na˜o de um completamento de uma dada matriz de-
finida positiva parcial que seja uma matriz definida positiva. Este problema
tem va´rias aplicac¸o˜es e intersecta-se com outros problemas de completamento,
podendo, ainda, ser visto como um problema fundamental da geometria euclidi-
ana. Grone et al comec¸am por abordar esta questa˜o em [21], onde mostram que
o completamento desejado existe se o grafo das entradas especificadas e´ cordal.
Apresentam, ainda, para o caso em que o referido grafo e´ na˜o cordal, exemplos de
matrizes definidas positivas parciais que na˜o admitem matrizes definidas positivas
como completamentos. Barrett, Johnson e Loewy analisam, enta˜o, os chamados
grafos cr´ıticos para este problema de completamento (ver [2]) e no seguimento
deste trabalho podemos encontrar resultados parciais sobre condic¸o˜es necessa´rias
ou suficientes para a completabilidade de matrizes parciais desta classe com tipos
espec´ıficos de grafos associados.
Johnson e Kroschel apresentam, em [36], o problema de completamento de
P–matrizes parciais: dada uma P–matriz parcial, o objectivo e´ averiguar a
existeˆncia de um seu completamento com todos os menores principais positi-
vos. Nesse trabalho, os autores mostram que toda a P–matriz parcial combina-
torialmente sime´trica pode ser completada de modo a obter-se uma P–matriz e
analisam, ainda, o caso em que esta condic¸a˜o de simetria combinatorial na˜o e´ exi-
gida. Encontramos uma continuac¸a˜o desta ana´lise em [9], com resultados parciais
para o caso na˜o combinatorialmente sime´trico, incidindo, essencialmente, sobre
matrizes de pequena dimensa˜o. Posteriormente, Fallat, Johnson, Torregrosa e
Urbano abordam o problema adicionando condic¸o˜es de positividade, simetria de
sinal, etc. sobre as entradas especificadas da P–matriz parcial. Estudam tambe´m
a completabilidade de P–matrizes parciais com determinados tipos de grafos as-
sociados (ver [13]). Neste sentido, encontramos novos resultados em [52].
O problema de completamento de M–matrizes parciais parte da questa˜o base
sobre a possibilidade de completar uma M–matriz parcial por forma a obter uma
P–matriz com elementos na˜o diagonais na˜o positivos. Podemos encontrar esta
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classe de matrizes esta´veis positivas reais em variadas a´reas de aplicac¸a˜o e este
problema de completamento foi estudado por Johnson e Smith, em 1996. Estes
autores apresentam uma condic¸a˜o necessa´ria e suficiente para que umaM–matriz
parcial admita o completamento desejado, independente do padra˜o da matriz
(ver [39]). Hogben aborda este mesmo problema em [26], mas numa perspectiva
combinatorial, apresentando condic¸o˜es sobre o padra˜o da matriz parcial.
Johnson e Smith introduzem, tambe´m em [39], o estudo do problema de
completamento de M–matrizes inversas parciais: dada uma M -matriz inversa
parcial, pretende-se estudar a existeˆncia de um seu completamento invert´ıvel
cuja inversa seja uma M–matriz. Estes autores consideram o caso combinato-
rialmente sime´trico, mostrando a existeˆncia do completamento desejado para as
M–matrizes inversas parciais cujos grafos das entradas especificadas sa˜o 1–cordais
e apresentando contra-exemplos para os restantes tipos de grafos. O caso na˜o
combinatorialmente sime´trico e´ abordado por Hogben em [25] e [27] e por Jorda´n,
Torregrosa e Urbano em [51]. Hogben mostra que toda aM–matriz inversa parcial
cujo digrafo associado e´ ac´ıclico sem caminhos totalmente especificados admite
uma M–matriz inversa como completamento. Jorda´n et al complementam este
resultado em [51], apresentando de forma expl´ıcita um completamento na classe
de interesse e com a propriedade de ter zeros nas entradas da inversa correspon-
dentes a`s entradas na˜o especificadas da matriz parcial inicial. Hogben apresenta,
ainda, condic¸o˜es necessa´rias e suficientes para a completabilidade de M–matrizes
inversas parciais cujo digrafo associado e´ um ciclo.
Com uma filosofia ana´loga aos problemas precedentes, no problema de com-
pletamento de matrizes totalmente na˜o negativas parciais analisa-se sobre que
condic¸o˜es uma matriz totalmente na˜o negativa parcial admite como completa-
mento uma matriz totalmente na˜o negativa. Este problema foi inicialmente con-
siderado por Johnson, Kroschel e Lundquist, em [37], para matrizes parciais com-
binatorialmente sime´tricas. Os resultados a´ı descritos garantem a existeˆncia do
completamento desejado para matrizes parciais com grafos 1–cordais monotona-
mente etiquetados associados. Para os restantes casos, o trabalho traduz-se no
estudo de condic¸o˜es necessa´rias e suficientes para a completabilidade da matriz
parcial considerada. Fallat et al abordam, em [12], o problema para o caso na˜o
combinatorialmente sime´trico, obtendo resultados parciais para matrizes parciais
com poucas entradas na˜o especificadas.
Neste nosso trabalho, centraremos o nosso estudo em determinados proble-
mas de completamento de matrizes que envolvem condic¸o˜es sobre os determinan-
tes (procuraremos completamentos de matrizes parciais com todos os menores
principais negativos, completamentos com todos os menores na˜o positivos, com-
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pletamentos que sejam P–matrizes positivas sime´tricas, etc.). Atendendo a que
algumas destas propriedades que vamos considerar sa˜o invariantes se uma de-
terminada transformac¸a˜o de semelhanc¸a e´ efectuada sobre a matriz, e´ natural
que tentemos simplificar o problema usando transformac¸o˜es de semelhanc¸a. No
entanto, nem todas as semelhanc¸as podem ser consideradas.
Sejam A e B duas matrizes parciais de ordem n e ΓA e ΓB os padro˜es de
A e de B, respectivamente. Uma matriz invert´ıvel S, n × n, diz-se uma matriz
de semelhanc¸a admiss´ıvel de A e B se, para todo o completamento Ac de A,
a matriz SAcS−1 e´ um completamento de B e se, para todo o completamento
Bc de B, a matriz S−1BcS e´ um completamento de A. Assim, se S e´ uma
matriz de semelhanc¸a admiss´ıvel de A e B, enta˜o, para cada completamento Ac
de A, as entradas bij de SAcS−1 com (i, j) ∈ ΓB dependem apenas de S e das
entradas aij de Ac com (i, j) ∈ ΓA, e na˜o das entradas de Ac na˜o pertencentes a
ΓA. Temos, ainda, reciprocamente, que as entradas aij de S−1BcS com (i, j) ∈
ΓA dependem somente de S e das entradas bij de Bc com (i, j) ∈ ΓB, para
qualquer completamento Bc de B. Por uma questa˜o de simplificac¸a˜o, diremos
que A e B sa˜o semelhantes e escreveremos B = SAS−1. Note-se que as entradas
especificadas da matriz parcial B sa˜o descritas apenas a partir das entradas da
matriz S e das entradas especificadas da matriz parcial A.
1.2 Teoria de Grafos
Nos u´ltimos anos, a teoria de grafos tem tido um papel bastante relevante no
estudo de problemas de completamento de matrizes. A abordagem combinato-
rial apresenta-se amiu´de como uma melhor alternativa quando comparada com
abordagens anal´ıticas, alge´bricas ou geome´tricas.
Um grafo G = (V (G), E(G)) consiste de um conjunto finito na˜o vazio V (G),
cujos elementos se designam por ve´rtices, e de um conjunto E(G) de pares na˜o
ordenados de ve´rtices, denominados por arestas. Na˜o havendo ambiguidade, fa-
lamos de V em vez de V (G) e de E em vez de E(G). Designamos por ordem do
grafo G o nu´mero de ve´rtices de G.
Um subgrafo de um grafo G = (V (G), E(G)) e´ um grafo H = (V (H), E(H)),
onde V (H) e´ um subconjunto de V (G) e E(H) e´ um subconjunto de E(G) (note-
-se que se {i, j} e´ um elemento de E(H), enta˜o i, j pertencem a V (H), uma vez
que H e´ um grafo). Dado um conjunto S de ve´rtices de G, o subgrafo induzido
〈S〉 e´ o subgrafo maximal de G cujo conjunto de ve´rtices e´ S, ou seja, e´ o subgrafo
(S,E) de G, onde E = {{i, j} ∈ E(G) | i, j ∈ S}.
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Toda a matriz parcial combinatorialmente sime´trica pode ser descrita de modo
natural atrave´s do seu grafo associado. A uma matriz parcial combinatorialmente
sime´trica A, n× n, associamos o grafo GA = (V,E), onde o conjunto de ve´rtices
V e´ {1, . . . , n} e a aresta {i, j}, i 6= j, e´ um elemento de E se e so´ se a entrada
(i, j) (e, portanto, tambe´m a entrada (j, i)) e´ especificada. Atendendo a que
nos problemas de completamento de matrizes em estudo assumimos que todas as
entradas diagonais sa˜o prescritas, omitimos os lacetes (ou seja, as arestas (i, i),
com i ∈ {1, . . . , n}).
Exemplo 1.3. O grafo associado a` matriz parcial
a11 a12 ? a14
a21 a22 a23 ?
? a32 a33 a34
a41 ? a43 a44

e´ o grafo
1 2
3 4
• •
• •
Um grafo e´ completo se inclui todas as arestas poss´ıveis entre os seus ve´rtices.
Um grafo dirigido ou digrafo D = (V (D), E(D)) consiste de um conjunto
finito na˜o vazio V (D), sendo os seus elementos designados por ve´rtices, e de
um conjunto E(D) de pares ordenados de ve´rtices, chamados arcos ou arestas
dirigidas. Os conceitos de ordem do digrafo D, de subgrafo dirigido e de subgrafo
dirigido induzido sa˜o definidos de modo ana´logo aos correspondentes conceitos
para grafos.
Dada uma qualquer matriz parcial A, n× n, associamos a A o digrafo DA =
(V,E), onde o conjunto de ve´rtices V e´ {1, . . . , n} e o arco (i, j), i 6= j, e´ um
elemento de E se e so´ se a entrada (i, j) e´ especificada. DA e´ denominado por
grafo dirigido associado ou digrafo associado a A.
Exemplo 1.4. A matriz parcial na˜o combinatorialmente sime´trica
a11 a12 ? ?
? a22 a23 ?
? ? a33 a34
? ? ? a44

pode ser descrita pelo seu digrafo associado
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1 2 3 4
• • • •- - -
O grafo subjacente a um digrafo e´ o grafo obtido substituindo cada arco (i, j)
ou cada par de arcos (i, j), (j, i) pela aresta {i, j}. Note-se que o grafo subjacente
ao grafo dirigido associado a uma matriz parcial combinatorialmente sime´trica
coincide com o grafo associado a essa matriz parcial.
Renumerar os ve´rtices de um grafo (digrafo) corresponde a efectuar uma se-
melhanc¸a de permutac¸a˜o na matriz parcial a` qual o grafo (digrafo) e´ associado.
Sempre que a classe de matrizes considerada no problema de completamento e´
invariante para as semelhanc¸as de permutac¸a˜o, temos, pois, a liberdade de renu-
merar os ve´rtices do grafo (digrafo) como entendermos.
Dado que a forma ou o comprimento de uma aresta e a sua posic¸a˜o no espac¸o
na˜o sa˜o especificac¸o˜es de um grafo, cada grafo tem inu´meras representac¸a˜o es-
paciais. Decidir quando dois diagramas representam um mesmo grafo pode ser
uma tarefa a´rdua mesmo para grafos com poucos ve´rtices e arestas. Um pro-
blema relacionado com este tipo de tarefa e´ decidir quando e´ que dois grafos com
diferentes especificac¸o˜es sa˜o estruturalmente equivalentes.
Um isomorfismo de grafos do grafo G1 no grafo G2 e´ uma bijecc¸a˜o
f : V (G1) −→ V (G2) tal que {i, j} ∈ E(G1) se e so´ se {f(i), f(j)} ∈ E(G2).
Dois grafos G1 e G2 dizem-se isomorfos se existe um isomorfismo de grafos de G1
em G2. Escrevemos G1 ∼= G2.
Digrafos isomorfos teˆm a definic¸a˜o esperada. Dois digrafos D1 e D2 sa˜o iso-
morfos se existe uma bijecc¸a˜o (um isomorfismo de digrafos) f de V (D1) em
V (D2) tal que (i, j) e´ um arco de D1 se e somente se (f(i), f(j)) e´ um arco de
D2. Escrevemos D1 ∼= D2.
Ha´ determinados tipos de grafos (digrafos) que teˆm tido um papel mais pre-
ponderante em estudos de problemas de completamento e que descrevemos de
seguida.
Um caminho num grafo (grafo dirigido) e´ uma sequeˆncia de arestas (respec-
tivamente arcos) {i1, i2}, {i2, i3}, . . . , {ik−1, ik} (respectivamente (i1, i2), (i2, i3),
. . . , (ik−1, ik)) em que os ve´rtices sa˜o distintos, excepto, possivelmente, o primeiro
e o u´ltimo. O comprimento de um caminho e´ o nu´mero das suas arestas (arcos).
O grafo dirigido associado a` matriz parcial do exemplo 1.4 e´ um caminho de
comprimento 3. Um ciclo e´ um caminho fechado, ou seja, um caminho em que
o primeiro e o u´ltimo ve´rtice coincidem. Por abuso de linguagem, designaremos
por caminho um caminho na˜o fechado e usaremos apenas a terminologia ciclo
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para nos referirmos a caminhos fechados. O grafo associado a` matriz parcial
combinatorialmente sime´trica do exemplo 1.3 e´ um ciclo de comprimento 4. Um
semiciclo e´ um digrafo cujo grafo subjacente e´ um ciclo.
Um grafo diz-se conexo se existe um caminho de um qualquer ve´rtice para
outro qualquer ve´rtice. Uma componente conexa de um grafo e´ um seu subgrafo
conexo maximal. Um digrafo diz-se conexo se o seu grafo subjacente e´ conexo e
uma componente conexa de um digrafo e´ uma componente conexa do seu grafo
subjacente. Um digrafo diz-se fortemente conexo caso exista um caminho de um
qualquer ve´rtice para outro qualquer ve´rtice.
Dizemos que uma matriz parcial A e´ diagonal por blocos se admite uma
partic¸a˜o da forma
A =

A1 ? . . . ?
? A2 . . . ?
...
...
...
? ? . . . Ak
 ,
onde ? representa um conjunto rectangular de posic¸o˜es na˜o especificadas e cada
Ai e´ uma matriz parcial, i = 1, . . . , k.
Note-se que se A e´ uma matriz parcial cujo grafo associado G e´ na˜o conexo,
enta˜o A e´ uma matriz parcial diagonal por blocos e cada um dos grafos associados
a cada um dos blocos diagonais e´ uma das componentes conexas de G.
Uma corda de um ciclo {i1, i2}, {i2, i3}, . . . , {ik−1, ik}, {ik, i1} e´ uma aresta
{is, it} que na˜o esta´ no ciclo (com 1 ≤ s, t ≤ k). Uma corda de um ciclo num
digrafo e´ um arco cuja aresta correspondente e´ uma corda do ciclo correspondente
no grafo subjacente.
Os grafos na˜o dirigidos dividem-se em cordais e na˜o cordais.
Um grafo diz-se cordal se nenhum subgrafo induzido por um conjunto de
ve´rtices e´ um ciclo de comprimento superior ou igual a 4 ou, equivalentemente, se
todo o ciclo de comprimento superior ou igual a 4 tem uma corda. Na literatura
especializada, este tipo de grafos e´ tambe´m denominado por grafos triangulari-
zados, grafos mono´tono-transitivos e grafos de eliminac¸a˜o perfeita.
Exemplo 1.5. Associado a` matriz parcial
a11 a12 ? a14 ?
a21 a22 a23 a24 a25
? a32 a33 ? a35
a41 a42 ? a44 ?
? a52 a53 ? a55
 ,
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temos o seguinte grafo cordal:
1
2
34
5•
•
••
•
@
@
@
@
 
 
 
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Os grafos cordais sa˜o bastante importantes no estudo de problemas de com-
pletamento de matrizes e podem ser entendidos como a seguir descrevemos.
Um clique num grafo e´ um conjunto de ve´rtices que induz um subgrafo com-
pleto. Um clique diz-se maximal se os seus ve´rtices na˜o constituem um subcon-
junto pro´prio de um clique.
Podemos encarar os grafos cordais como tendo uma estrutura semelhante a
uma a´rvore em que os cliques maximais sa˜o vistos como ve´rtices. De facto, um
grafo e´ cordal se e so´ se pode ser sequencialmente constru´ıdo a partir de grafos
completos atrave´s da identificac¸a˜o de um clique do grafo completo a adicionar
com um clique do grafo constru´ıdo ate´ ao momento.
Os blocos completos sa˜o os cliques maximais do grafo cordal resultante e
os cliques da identificac¸a˜o, denominados por ve´rtices separadores minimais, sa˜o
intersecc¸o˜es destes cliques maximais.
Esta estrutura dos grafos cordais, semelhante a uma a´rvore, e´ apresentada e
descrita com mais pormenores em [4].
Todo o grafo deste tipo, com dois cliques maximais, admite, a menos de
semelhanc¸a de permutac¸a˜o, uma representac¸a˜o matricial da forma A11 A12 ?A21 A22 A23
? A32 A33
 ,
onde cada matriz Aij e´ totalmente especificada e todo o bloco diagonal Aii e´
uma matriz quadrada. Note-se que o bloco A22 corresponde ao ve´rtice separador
minimal.
Tendo em conta esta construc¸a˜o dos grafos cordais, classificamos este tipo de
grafos em termos do nu´mero de ve´rtices nas intersecc¸o˜es dos cliques maximais.
Se o nu´mero ma´ximo de ve´rtices nos cliques de intersecc¸a˜o dos cliques maximais
e´ p, o grafo cordal diz-se p–cordal.
Um grafo p–cordal diz-se monotonamente etiquetado se existe uma ordenac¸a˜o
dos seus cliques maximais de forma a que para cada par de cliques maximais Ki
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e Kj , com i < j e V (Ki) ∩ V (Kj) = V , a numerac¸a˜o dos ve´rtices em Ki e Kj e´
tal que todo o elemento de
{
u | u ∈ V (Ki) − V
}
e´ etiquetado com um nu´mero
inferior a todo o elemento de V e todo o elemento de
{
u | u ∈ V (Kj) − V
}
e´
etiquetado com um nu´mero superior a todo o elemento de V .
Exemplo 1.6. O grafo associado a` matriz parcial

a11 a12 a13 ? ?
a21 a22 a23 a24 ?
a31 a32 a33 a34 ?
? a42 a43 a44 a45
? ? ? a54 a55

e´ o seguinte grafo 2–cordal monotonamente etiquetado
1 2
3 4 5
• •
• • •
A
A
A
A




A
A
A
A
Atendendo a que, num grafo cordal, todo o ciclo de comprimento superior ou
igual a 4 tem uma corda, facilmente se verifica que todo o grafo p–cordal, com
p ≥ 2, admite um duplo triaˆngulo como subgrafo induzido:
•
•
•
• 
 
 
@
@
@
@
@
@
 
 
 
Dentro dos grafos na˜o cordais, teˆm especial importaˆncia os ciclos. Com-
binando ciclos podemos gerar novos tipos de grafos que sera˜o importantes nos
problemas de completamento que analisaremos ao longo desta monografia.
Um grafo diz-se um duplo ciclo se e´ uma sequeˆncia de arestas {i1, i2}, {i2, i3},
. . . , {ip−1, ip}, {ip, ip+1}, . . . , {ip+q−1, ip+q}, {ip+q, ip+q+1}, . . ., {ip+q+k−1, ip+q+k},
{ip+q+k, i1}, {ip+q, is}, {is, is+1}, . . .,{is+r−1, is+r}, {is+r, ip}, com q ≥ 0. Quando
q = 0, temos um duplo ciclo com um ve´rtice em comum. Se q ≥ 1, temos um
duplo ciclo com q arestas em comum. Consideremos a representac¸a˜o de um duplo
ciclo na˜o dirigido:
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i1 i2 ip−1 ip
ip+1
ip+q−1
ip+qip+q+1
ip+q+k−1
ip+q+k
• • • •
•
•
••••
•
•
. . . .
....
. . . .
is is+1
is+r−1is+r
• • •
•
•
•••
..
..
Podemos identificar, facilmente, dois ciclos que teˆm em comum as q arestas
(ip, ip+1), . . . , (ip+q−1, ip+q).
Apresentamos, de seguida, uma generalizac¸a˜o desta estrutura de grafos: um
bloco-ciclo e´ um grafo formado por uma colecc¸a˜o de ciclos Γ1,Γ2, . . . ,Γk tal que
Γi e Γj teˆm um ve´rtice em comum ou hij ≥ 1 arestas em comum se e somente se
j = i− 1 ou j = i+ 1.
Exemplo 1.7. Consideremos a matriz parcial
A =

a11 a12 a13 ? ? ? ? ? ? ?
a21 a22 a23 ? ? ? ? ? ? ?
a31 a32 a33 a34 ? a36 ? ? ? ?
? ? a43 a44 a45 ? ? ? ? ?
? ? ? a54 a55 a56 ? ? ? a510
? ? a63 ? a65 a66 a67 ? ? ?
? ? ? ? ? a76 a77 a78 ? ?
? ? ? ? ? ? a87 a88 a89 ?
? ? ? ? ? ? ? a98 a99 a910
? ? ? ? a105 ? ? ? a109 a1010

.
O grafo associado a` matriz parcial A e´ o seguinte bloco-ciclo, formado por treˆs
ciclos:
1
2
3
4 5
6
7
8
9
10
•
•
•
• •
•
•
•
•
•
@
@
@
@



Q
Q
Q


Q
Q
Q
Podemos, ainda, pensar num outro tipo de grafos, constru´ıdo a partir de ciclos
e de cliques. Um grafo-bloco e´ um grafo formado por uma colecc¸a˜o de blocos,
consistindo de simples ciclos e cliques, comec¸ando com um bloco e adicionando
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outros blocos, identificando exactamente um ve´rtice de cada novo bloco com
exactamente um ve´rtice do grafo anteriormente constru´ıdo.
Exemplo 1.8. O grafo associado a` matriz parcial
A =

a11 a12 a13 a14 ? ? ? ? ?
a21 a22 a23 a24 ? ? ? ? ?
a31 a32 a33 a34 ? ? ? ? ?
a41 a42 a43 a44 a45 a46 ? ? ?
? ? ? a54 a55 a56 ? ? ?
? ? ? a64 a65 a66 a67 ? a69
? ? ? ? ? a76 a77 a78 ?
? ? ? ? ? ? a87 a88 a89
? ? ? ? ? a96 ? a98 a99

e´ o seguinte grafo-bloco:
3
2
4
1 5
6
9 8
7
•
•
•
• •
•
• •
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Relativamente aos garfos dirigidos, consideramos dois grupos: os digrafos
ac´ıclicos, se na˜o conteˆm ciclos como subdigrafos, e os na˜o ac´ıclicos. Dentro
deste segundo grupo, podemos incluir os duplos ciclos dirigidos e os bloco-ciclos
dirigidos. Em ambos os casos, a definic¸a˜o e´ ana´loga a` apresentada para grafos
na˜o dirigidos.
Dado um grafo dirigidoG, dizemos que o caminho (i1, i2), (i2, i3), . . . , (ip−1, ip)
e´ um caminho totalmente especificado se (i1, ip) e´ um arco de G.
Exemplo 1.9. A` matriz parcial
a11 a12 a13 a14 ?
? a22 a23 ? ?
? ? a33 ? a35
? ? a43 a44 ?
? ? ? ? a55
 ,
associamos o grafo dirigido D
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Note-se que, em D, o caminho (1, 2), (2, 3) e´ um caminho totalmente especi-
ficado.
De nosso interesse sa˜o, tambe´m, os digrafos CDUM, definidos por Jorda´n,
Torregrosa e Urbano em [52]. Recordamos, de seguida, alguns conceitos ne-
cessa´rios para definir esse tipo de digrafos.
Consideremos um digrafo D = (V,E). Dado um ve´rtice j ∈ V , o grau de
entrada do ve´rtice j, din(j), e´ o nu´mero
din(j) = # {i ∈ V | i 6= j e (i, j) ∈ E}
e o grau de sa´ıda do ve´rtice j, dout(j), e´ o nu´mero
dout(j) = # {i ∈ V | i 6= j e (j, i) ∈ E} .
Admitamos, agora, que D e´ tal que V = {1, . . . , n}. Se representarmos os
ve´rtices de D ordenados na direcc¸a˜o vertical de cima para baixo de 1 ate´ n,
facilmente percepcionamos a ideia dos conceitos que apresentamos de seguida.
Chamamos grau de descida do ve´rtice i, dd(i), ao nu´mero
dd(i) = # {j ∈ V | j > i e (i, j) ∈ E} .
Se dd(i) = 1, dizemos que o grau de descida de i e´ consecutivo se (i, i+ 1) ∈ E e
na˜o consecutivo caso contra´rio. Chamamos grau de subida do ve´rtice i, du(i), ao
nu´mero
du(i) = # {j ∈ V | j < i e (i, j) ∈ E} .
Claramente, dout(i) = dd(i) + du(i), para todo o ve´rtice i de V .
A partir destes tipos de graus de um ve´rtice, definimos, enta˜o, os digrafos
CDUM.
Um grafo dirigido D = (V,E), com V = {1, . . . , n}, diz-se um digrafo CDUM
se e´ isomorfo a um grafo dirigido que satisfaz:
i. du(i) ≤ 1, para todo o ve´rtice i de V ,
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ii. dd(i) ≤ 1, para todo o ve´rtice i de V , e se dd(i) = 1, enta˜o e´ consecutivo.
Atendendo a que dout(i) = dd(i)+du(i) para qualquer ve´rtice i de um digrafo
CDUM D, o grau de sa´ıda de qualquer ve´rtice de D e´, obviamente, na˜o superior
a 2. Assim, se A e´ uma matriz parcial cujo grafo associado satisfaz as condic¸o˜es i
e ii, enta˜o as suas entradas especificadas esta˜o na diagonal principal, na diagonal
superior e na parte triangular inferior. Em cada linha, antes da entrada da
diagonal principal, existe, no ma´ximo, uma entrada prescrita.
No trabalho atra´s referido, podemos encontrar um me´todo para identificar
matrizes parciais cujos digrafos associados sa˜o digrafos CDUM.
Sejam A uma matriz parcial do tipo n × n e DA = (V,E) o seu digrafo as-
sociado. Com base nas observac¸o˜es anteriores, facilmente conclu´ımos, na˜o tendo
em conta os lacetes, que as condic¸o˜es
(a) existe j ∈ V tal que dout(j) ≤ 1 e din(j) ≤ 1,
(b) existe k ∈ V , k 6= j, tal que dout(k) ≤ 1,
(c) dout(h) ≤ 2, para qualquer h ∈ V
sa˜o condic¸o˜es necessa´rias para que DA seja um digrafo CDUM.
Como podemos comprovar com o exemplo que se segue, estas condic¸o˜es na˜o
sa˜o suficientes.
Exemplo 1.10. Consideremos a seguinte matriz parcial
A =

a11 ? ? a14
? a22 ? ?
a31 ? a33 a34
a41 ? ? a44

e o seu grafo dirigido associado
1
2
3
4
•
•
•
•?
o
U
I
Facilmente se verifica que as condic¸o˜es (a), (b) e (c) sa˜o satisfeitas. No entanto,
o digrafo DA na˜o e´ um digrafo CDUM. Suponhamos que existe um digrafo D =
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(V (D), E(D)), com V (D) = {1, 2, 3, 4}, tal que DA ∼= D e tal que D satisfaz as
condic¸o˜es i e ii.
Seja f : V (DA) −→ V (D) um isomorfismo de digrafos. Sabemos, enta˜o, que
(f(1), f(4)), (f(3), f(1)), (f(3), f(4)) e (f(4), f(1)) sa˜o arcos de D e que na˜o
existe u ∈ V (D) tal que (u, f(2)) ∈ E(D) ou (f(2), u) ∈ E(D).
Se f(1) = 4 ou f(4) = 4, existiria um ve´rtice de D com grau de descida
superior a 1 ou um ve´rtice com grau de descida igual a 1 mas na˜o consecutivo.
Se f(3) = 4, enta˜o du(f(3)) > 1. Portanto, f(2) = 4.
Se f(3) = 1 ou f(3) = 3, o ve´rtice f(3) teria grau de descida superior a 1
ou grau de subida superior a 1, respectivamente. Logo, podemos concluir que
f(3) = 2.
Resta-nos, assim, considerar dois casos: ou f(4) = 1 ou f(4) = 3. No primeiro
caso sabemos que f(1) = 3, pelo que (f(4), f(1)) = (1, 3) ∈ E(D). No segundo
caso podemos afirmar que f(1) = 1, donde (f(1), f(4)) = (1, 3) ∈ E(D). Em
ambos os casos, dd(1) = 1 e e´ na˜o consecutivo em D, o que contradiz a condic¸a˜o
ii.
Quando DA satisfaz as condic¸o˜es (a), (b) e (c) e e´ conexo, o procedimento
que se segue permite-nos obter, caso exista e sempre que se percorram todos os
ve´rtices na aplicac¸a˜o do algoritmo, uma matriz de permutac¸a˜o P tal que DA′
satisfaz as condic¸o˜es i e ii da definic¸a˜o de digrafo CDUM, sendo A′ = P TAP .
Na descric¸a˜o do procedimento, riscar a linha e a coluna j significa substituir as
entradas especificadas na˜o diagonais nessa linha e nessa coluna por entradas na˜o
prescritas.
Procedimento. Seja U = {j1, j2, . . . , jp, jp+1, . . . , js} o conjunto de ve´rtices de
V que verificam a condic¸a˜o (a) tais que din(jt) = 0 para t = p+ 1, . . . , s. Seja A¯
a matriz parcial obtida riscando as linhas e colunas jp+1, . . . , js da matriz parcial
A.
Observemos que as linhas e as colunas j1, j2, . . . , jp de A¯ teˆm, no ma´ximo,
uma entrada na˜o diagonal especificada.
Escolhemos um ve´rtice jh ∈ U , 1 ≤ h ≤ p, riscamos a linha e a coluna jh de
A¯ e chamamos Ajh a` matriz parcial resultante. Seja aijh a entrada na˜o diagonal
especificada na coluna jh de A¯. Analisemos a linha e a coluna i de Ajh .
I. Se a linha ou a coluna i de Ajh tem mais do que uma entrada na˜o diagonal
especificada, recomec¸amos o procedimento com outro ve´rtice na˜o usado jh
de U e a matriz parcial A¯.
II. Se a linha e a coluna i de Ajh teˆm, no ma´ximo, uma entrada na˜o diagonal
especificada, riscamos a linha e a coluna i de Ajh e chamamos Ai a esta
nova matriz parcial.
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II.a. Se aki e´ a entrada especificada na coluna i de Ajh , analisamos a linha
e a coluna k de Ai e assim sucessivamente.
II.b. Se todas as entradas na˜o diagonais da coluna i de Ajh sa˜o na˜o pres-
critas, escolhemos outro ve´rtice na˜o usado jh de U , riscamos a linha e
a coluna jh de Ai, chamamos Ajh a` matriz parcial obtida e aplicamos
o procedimento anterior, tendo em conta que consideramos agora a
matriz parcial Ai em lugar de A¯.
Se todas as entradas na˜o diagonais na coluna jh de A¯ sa˜o na˜o especificadas,
escolhemos outro ve´rtice na˜o usado jr de U , riscamos a linha e a coluna jr de
Ajh e chamamos Ajr a` nova matriz parcial. Aplicamos o procedimento anterior,
atendendo a que consideramos a matriz Ajhem vez de A¯.
Se aplicamos o procedimento e percorremos todos os ve´rtices V−{jp+1, . . . , js},
obtemos uma matriz de permutac¸a˜o P =
[
eσ(1), . . . , eσ(n−s+p), ejp+1 , . . . , ejs
]
,
onde σ(1), . . . , σ(n− s+p) sa˜o os ve´rtices de V −{jp+1, . . . , js} na ordem inversa
em relac¸a˜o ao procedimento. P e´ tal que o digrafo associado a` matriz A′ = P TAP
satisfaz as condic¸o˜es i e ii da definic¸a˜o de digrafo CDUM.
Apresentamos, de seguida, um exemplo de aplicac¸a˜o deste procedimento a
uma matriz parcial 6 × 6 cujo digrafo das entradas especificadas satisfaz as
condic¸o˜es necessa´rias atra´s enunciadas.
Exemplo 1.11. Consideremos a seguinte matriz parcial e o respectivo grafo
associado
A =

a11 ? a13 ? ? ?
? a22 ? ? ? a26
? ? a33 ? a35 a36
? ? ? a44 a45 ?
? ? a53 a54 a55 ?
a61 ? ? ? a65 a66

1
2
3
4
5
6
•
•
•
•
•
•
6
6
w
w
U
]

I
A tabela que se segue resume os graus de entrada e de sa´ıda de cada um dos
ve´rtices de DA
i 1 2 3 4 5 6
din(i) 1 0 2 1 3 2
dout(i) 1 1 2 1 2 2
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Facilmente se comprova que se verificam as condic¸o˜es (a), (b) e (c). Os ı´ndices
para os quais se verifica a condic¸a˜o (a) sa˜o 1, 2 e 4. Definimos, enta˜o, o conjunto
U = {1, 4, 2}, sendo di(2) = 0.
Seja A¯ a matriz parcial obtida riscando a linha e a coluna 2 de A.
Escolhemos o ve´rtice 4 de U . Riscamos a linha e a coluna 4 de A¯ e chamamos
A4 a` matriz parcial obtida. A entrada na˜o diagonal especificada da coluna 4 de
A¯ e´ a54. Analisamos, pois, a linha e a coluna 5 de A4. Dado que a coluna 5 de
A4 tem duas entradas na˜o diagonais especificadas, recomec¸amos o procedimento
com outro ve´rtice de U e com a matriz parcial A¯.
Consideramos, enta˜o, o ve´rtice 1 de U . Riscamos a linha e a coluna 1 de A¯
e obtemos a matriz parcial A1. Em A¯, a entrada na˜o diagonal especificada da
coluna 1 e´ a61. Analisamos, de seguida, a linha e a coluna 6 de A1. Dado que a
linha e a coluna 6 de A1 na˜o teˆm mais de uma entrada na˜o diagonal prescrita,
riscamos a linha 6 de A1 e chamamos A6 a` matriz parcial obtida. Sendo a36 a
entrada na˜o diagonal prescrita da coluna 6 de A1, analisamos a linha e a coluna
3 de A6. Na˜o havendo mais de uma entrada na˜o diagonal especificada em cada
uma delas, riscamos a linha e a coluna 3 de A6 e obtemos a matriz parcial A3. A
entrada na˜o diagonal prescrita da coluna 3 deA6 e´ a53, pelo que analisamos a linha
e a coluna 5 de A3. Dado que tanto a linha como a coluna 5 de A3 teˆm apenas
uma entrada especificada, riscamos a linha e a coluna 5 de A3. Chamamos A5 a`
matriz parcial obtida. Sendo a45 a entrada na˜o diagonal especificada da coluna 5
de A3, analisamos a linha e a coluna 4 de A5. Na˜o existem entradas na˜o diagonais
especificadas.
Terminamos, aqui, o procedimento, notando que percorremos todos os ve´rtices
de V .
A matriz de permutac¸a˜o P = [e4, e5, e3, e6, e1, e2] e´ tal que
A′ = P TAP =

a44 a45 ? ? ? ?
a54 a55 a53 ? ? ?
? a35 a33 a36 ? ?
? a65 ? a66 a61 ?
? ? a13 ? a11 ?
? ? ? a26 ? a22

,
sendo o digrafo associado
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Note-se que, com efeito, o digrafo associado a A′ satisfaz as condic¸o˜es i e ii da
definic¸a˜o de digrafo CDUM.
Se um grafo dirigido D = (V,E) na˜o conte´m nenhum ciclo, ele induz um
conjunto parcialmente ordenado (c.p.o.) (S,≺) tal que, para todos os ve´rtices i e
j, i ≺ j se e somente se existe um caminho de i ate´ j no digrafo D. Na˜o e´ dif´ıcil
ver que os ve´rtices de tal digrafo podem ser ordenados para obter uma sequeˆncia
de ve´rtices s1, s2, . . . , sn onde i < j se si ≺ sj . Essa sequeˆncia e´ uma ordenac¸a˜o
topolo´gica.
De notar que uma ordenac¸a˜o topolo´gica na˜o e´ u´nica e que ela na˜o e´ poss´ıvel
se o digrafo possuir ciclos.
Um exemplo comum de problemas de ordenac¸a˜o topolo´gica e´ a confecc¸a˜o de
diciona´rios, onde desejamos que uma palavra B cuja definic¸a˜o dependa da palavra
A, aparec¸a depois de A no diciona´rio.
Uma forma simples de realizar uma ordenac¸a˜o topolo´gica e´ identificar um
ve´rtice i cujo grau de entrada seja zero, remover i da lista, actualizar os graus
de entrada dos outros ve´rtices e repetir o processo ate´ percorrer todo o conjunto
de ve´rtices. Esta e´ a ideia do algoritmo que apresentamos de seguida e que sera´
utilizado num problema de completamento de matrizes considerado mais a` frente.
SejamD = (V,E) um digrafo ac´ıclico com n ve´rtices e (S,≺) o c.p.o. induzido
porD. Por definic¸a˜o, um elemento minimal do c.p.o. (S,≺) e´ um elementom ∈ S
tal que x 6≺ m, para todo o x ∈ S − {m}.
Em termos do diagrama de Hasse, um elemento minimal sera´ um ve´rtice que
na˜o tem nenhum ve´rtice abaixo ligado a ele por uma aresta.
Algoritmo: Ordenac¸a˜o Topolo´gica. Seja S0 = S. Para i de 1 ate´ n,
seja si um elemento minimal do c.p.o. (Si−1,≺), defina-se Si := Si−1 − {si} e
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considere-se a restric¸a˜o de ≺ a este conjunto. Obtemos uma ordenac¸a˜o topolo´gica
s1, s2, . . . , sn dos ve´rtices de D.
Consideremos um exemplo de aplicac¸a˜o deste algoritmo de ordenac¸a˜o to-
polo´gica.
Exemplo 1.12. Consideremos o grafo dirigido D
12 3
4
5
67
•• •
•
•
•• ?
- -
?-
?
-
e uma matriz parcial A, na˜o combinatorialmente sime´trica, 7 × 7, cujo digrafo
associado e´ D. Note-se que A e´ da forma
A =

a11 ? ? ? ? a16 ?
? a22 a23 ? ? ? ?
a31 ? a33 ? ? ? a37
? ? ? a44 ? ? a47
? ? a53 ? a55 ? ?
? ? ? ? ? a66 ?
? ? ? ? ? a76 a77

.
Consideremos, ainda, o c.p.o. induzido pelo grafo dirigido dado, (S,≺), onde S =
{1, 2, 3, 4, 5, 6, 7} e ≺= {(1, 1), (1, 6), (2, 1), (2, 2), (2, 3), (2, 6), (2, 7), (3, 1), (3, 3),
(3, 6), (3, 7), (4, 4), (4, 6), (4, 7), (5, 1), (5, 3), (5, 5), (5, 6), (5, 7), (6, 6), (7, 6), (7, 7)}.
O diagrama de Hasse de (S,≺) e´
1
2
3 4
5
6
7•
•
• •
•
•
•

@
@


 
 
e s1 = 4 e´ um elemento minimal de (S,≺). Seja, enta˜o, S1 = S−s1 e consideremos
a restric¸a˜o de ≺ a S1. O diagrama de Hasse deste novo c.p.o. e´
1
2
3
5
6
7•
•
•
•
•
•

@
@


 
 
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e s2 = 2 e´ um elemento minimal deste u´ltimo c.p.o.. Com o decorrer do algoritmo,
obtemos os elementos minimais s3 = 5, s4 = 3, s5 = 7, s6 = 1 e s7 = 6. Apre-
sentamos, de seguida, os diagramas de Hasse relativos a cada um dos restantes
c.p.o.’s obtidos nas va´rias iterac¸o˜es do processo.
1
3
5
6
7•
•
•
•
•



 
 
1
3
6
7•
•
•
•



1
6
7•
•
•

1
6
•
•


6•
A sequeˆncia 4, 2, 5, 3, 7, 1, 6 e´, enta˜o, uma ordenac¸a˜o topolo´gica dos ve´rtices de
D.
Vejamos, agora, a importaˆncia da ordenac¸a˜o topolo´gica para os problemas de
completamento de matrizes.
Note-se que, se D e´ um grafo dirigido ac´ıclico, o algoritmo de ordenac¸a˜o
topolo´gica atra´s descrito permite-nos obter um digrafo D′, isomorfo a D, cujos
ve´rtices teˆm ı´ndice de subida nulo. De facto, basta-nos considerar o isomorfismo
de digrafos f : {1, . . . , n} −→ {1, . . . , n} definido por f(si) = i, para i = 1, . . . , n.
Exemplo 1.13. Consideremos o digrafo D do exemplo anterior e a ordenac¸a˜o
topolo´gica 4, 2, 5, 3, 7, 1, 6 dos seu ve´rtices. Seja D′ o grafo dirigido obtido de D
atrave´s do isomorfismo de digrafos f definido em {1, 2, 3, 4, 5, 6} por f(4) = 1,
f(2) = 2, f(5) = 3, f(3) = 4, f(7) = 5, f(1) = 6, f(6) = 7.
Dispondo os ve´rtices de D′ de cima para baixo, na direcc¸a˜o vertical, de 1 ate´
n, obtemos o diagrama
1
2
3
4
5
6
7
•
•
•
•
•
•
•
?
?
?	
/
R
R
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Facilmente se verifica, enta˜o, que o grau de subida de qualquer ve´rtice de D′ e´,
de facto, 0.
A renumerac¸a˜o dos ve´rtices de D em D′, associada a` ordenac¸a˜o topolo´gica,
pode ser traduzida a n´ıvel matricial por uma matriz de permutac¸a˜o. Se A e´
uma matriz parcial na˜o combinatorialmente sime´trica cujo digrafo associado e´
D, enta˜o existe uma matriz de permutac¸a˜o P , definida pela tal renumerac¸a˜o dos
ve´rtices, tal que o digrafo associado a` matriz parcial A′ = P TAP e´ D′. Assim,
sendo o grau de subida de todo o ve´rtice de D′ igual a 0, as entradas especificadas
de A′ esta˜o na diagonal principal e na parte triangular superior.
Exemplo 1.14. Consideremos, uma vez mais, o grafo dirigido D dos exemplos
anteriores, a ordenac¸a˜o topolo´gica 4, 2, 5, 3, 7, 1, 6 dos seus ve´rtices e o digrafo D′,
isomorfo a D, cujos ve´rtices teˆm ı´ndice de subida nulo.
Consideremos, agora, a matriz de permutac¸a˜o associada a` ordenac¸a˜o to-
polo´gica 4, 2, 5, 3, 7, 1, 6, P = [e4, e2, e5, e3, e7, e1, e6]. Note-se que a matriz parcial
A′ =

a44 ? ? ? a47 ? ?
? a22 ? a23 ? ? ?
? ? a55 a53 ? ? ?
? ? ? a33 a37 a31 ?
? ? ? ? a77 ? a76
? ? ? ? ? a11 a16
? ? ? ? ? ? a66

,
obtida atrave´s da transformac¸a˜o de semelhanc¸a A′ = P TAP , sendo A a matriz
parcial referida no exemplo 1.12, tem as entradas prescritas na diagonal principal
e na parte triangular superior.
Tendo em conta as u´ltimas observac¸o˜es, podemos assumir, sem perda de gene-
ralidade, num problema de completamento de matrizes de uma classe invariante
para as semelhanc¸as de permutac¸a˜o, que uma matriz parcial na˜o combinatori-
almente sime´trica cujo digrafo associado na˜o conte´m ciclos tem todas as suas
entradas especificadas na diagonal principal e na parte triangular superior.
1.3 Sobre algumas classes de matrizes
Apresentamos, de seguida, algumas classes de matrizes, suas propriedades
e relac¸o˜es, que servem de base para os problemas de completamento que nos
propomos analisar.
Uma caracter´ıstica comum a todas estas classes de matrizes e´ que qualquer
submatriz principal e´ uma matriz do mesmo tipo que a matriz original, o que
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nos permitira´, nos cap´ıtulos seguintes, traduzir de forma natural os diferentes
conceitos para o contexto das matrizes parciais.
1.3.1 A classe das Nk–matrizes: algumas propriedades
Neste secc¸a˜o, k representa um inteiro positivo.
Uma matriz real A, n × n, diz-se uma Nk–matriz se todos os seus menores
principais de ordem na˜o superior a k sa˜o negativos. Por outras palavras, A e´ uma
Nk–matriz se detA [α] < 0, para todo o α ⊆ {1, . . . , n} tal que |α| ≤ k.
Exemplo 1.15. A matriz
A =
 −1 2 53 −1 −2
6 −4 −1

e´ uma Nk–matriz para qualquer k, uma vez que detA [α] < 0, para todo o
α ⊆ {1, 2, 3}, enquanto que a matriz
B =
 −1 3 11 −1 1
4 2 −1

e´ uma Nk–matriz apenas para k ≤ 2, dado que detB [β] < 0, para todo o
β ⊆ {1, 2, 3} tal que |β| ≤ 2, e detB = 22.
Em [43], J.J. Johnson denomina por matrizes parcialmente negativas as ma-
trizes cujos menores principais sa˜o todos negativos. Nos modelos econo´micos,
estas matrizes sa˜o chamadas N–matrizes. Esta classe aparece em variadas a´reas
como a teoria de func¸o˜es univalentes ([32]), em ana´lise multivariante ([65]) e
em problemas de complementaridade linear ([64, 66]). Em [69], as N–matrizes
surgem relacionadas com o algoritmo de Lemke na resoluc¸a˜o de problemas de
programac¸a˜o linear e quadra´tica convexa.
Sempre que k ≥ n, os conceitos de Nk–matriz n × n e de N–matriz n × n
coincidem.
Para iniciarmos o estudo do problema de completamento de Nk–matrizes, e´
obviamente importante, antes de mais, abordarmos propriedades gerais destas
matrizes.
Podemos, claramente, afirmar que as entradas diagonais de uma Nk–matriz
sa˜o negativas.
Uma propriedade bastante importante da classe das Nk–matrizes consiste no
facto das submatrizes principais de uma Nk–matriz serem, tambe´m, Nk–matrizes.
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Lema 1.1. Toda a submatriz principal de uma Nk–matriz e´ uma Nk–matriz.
Demonstrac¸a˜o. Seja A uma Nk–matriz, n×n. Consideremos uma sua submatriz
principal B. E´ o´bvio que toda a submatriz principal de B e´ uma submatriz
principal de A. Logo, toda a submatriz principal de B de ordem na˜o superior a
k tem determinante negativo e B e´ uma Nk–matriz. 2
Os seguintes simples factos sa˜o tambe´m bastante u´teis no estudo das
Nk–matrizes.
Lema 1.2. Todas as entradas de uma Nk–matriz sa˜o na˜o nulas sempre que k > 1.
Demonstrac¸a˜o. Seja A = (aij)ni,j=1 uma Nk–matriz, n× n. Enta˜o, por definic¸a˜o,
todas as suas submatrizes principais de ordem na˜o superior a k teˆm determinante
negativo. Em particular, para todo o i ∈ {1, . . . , n}, detA [{i}] < 0, ou seja,
aii < 0. Suponhamos que existe um elemento aij nulo, com i 6= j. Sem perda de
generalidade, podemos supor que i < j. Sendo A uma Nk–matriz e sendo k ≥ 2,
sabemos que detA [{i, j}] < 0, isto e´,
det
[
aii aij
aji ajj
]
< 0.
No entanto, atendendo a que, como ja´ referimos, aii, ajj < 0 e a que aij = 0,
det
[
aii aij
aji ajj
]
= aiiajj > 0,
o que e´ absurdo.
Prova´mos, deste modo, que todas as entradas de A sa˜o na˜o nulas. 2
Do lema anterior, podemos concluir que a soma directa de Nk–matrizes na˜o
e´ uma Nk–matriz se k > 1.
Sabemos, ainda, que o produto de Nk–matrizes na˜o e´, em geral, uma
Nk–matriz.
O resultado que se segue diz respeito ao padra˜o de sinal de uma Nk–matriz.
Lema 1.3. Para k > 1, toda a Nk–matriz e´ sinal-sime´trica.
Demonstrac¸a˜o. Seja A = (aij)ni,j=1 uma Nk–matriz, n × n. Suponhamos que
existem i, j ∈ {1, . . . , n}, i 6= j, tais que aijaji < 0. Enta˜o,
det
[
aii aij
aji ajj
]
= aiiajj − aijaji > 0,
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ou seja, detA [{i, j}] > 0, o que contradiz o facto de A ser uma Nk–matriz.
Podemos, pois, afirmar que aijaji > 0, para quaisquer i, j ∈ {1, . . . , n} e, conse-
quentemente, que A e´ sinal-sime´trica. 2
Vejamos, de seguida, que a classe das Nk–matrizes e´ invariante para a multi-
plicac¸a˜o diagonal positiva.
Lema 1.4. Se A e´ uma Nk–matriz n × n e D e´ uma matriz diagonal positiva,
tambe´m n× n, enta˜o DA, AD sa˜o Nk–matrizes.
Demonstrac¸a˜o. SejamA = (aij)ni,j=1 umaNk–matriz, n×n, eD = diag(d1, . . . , dn)
uma matriz diagonal positiva. Temos que DA = (diaij). Facilmente se veri-
fica que, dado α ⊆ {1, . . . , n}, (DA) [α] = D [α]A [α]. Assim, det(DA) [α] =
detD [α] detA [α], pelo que det(DA) [α] < 0 sempre que |α| ≤ k. Analogamente
se verifica que det(AD) [α] < 0, para todo o α ⊆ {1, . . . , n} tal que |α| ≤ k.
Prova´mos, deste modo, que DA e AD sa˜o Nk–matrizes. 2
Dada uma Nk–matriz A = (aij)ni,j=1, n × n, podemos obter, a partir de A,
uma nova Nk–matriz com os elementos diagonais todos iguais a −1. Com efeito,
considerando a matriz diagonal positiva D = diag(−a−111 , . . . ,−a−1nn), a matriz DA
e´ uma Nk–matriz com todos os elementos diagonais iguais a −1.
Observac¸a˜o. Se A = (aij)ni,j=1 e´ uma Nk–matriz e D e´ uma matriz diagonal
com um elemento diagonal na˜o positivo di na posic¸a˜o (i, i), enta˜o as entradas de
DA e AD na posic¸a˜o (i, i) sa˜o, respectivamente, diaii e aiidi. Logo, DA e AD
teˆm, pelo menos, um elemento da diagonal principal na˜o negativo, donde DA e
AD na˜o sa˜o Nk–matrizes.
Como o seguinte resultado comprova, a classe das Nk–matrizes e´ invariante
para a semelhanc¸a diagonal.
Lema 1.5. Dadas uma Nk–matriz A e uma matriz diagonal na˜o singular D,
ambas n× n, DAD−1 e´ uma Nk–matriz.
Demonstrac¸a˜o. Sejam A = (aij)ni,j=1 e D = diag(d1, . . . , dn), com d1, . . . , dn na˜o
nulos. Note-se que DAD−1 = (diaijd−1j ). Facilmente se verifica que (DAD
−1) [α]
= D [α]A [α]D−1 [α], para qualquer subconjunto α de {1, . . . , n}. Portanto,
det(DAD−1) [α] = detA [α] < 0, para todo o α ⊆ {1, . . . , n} tal que |α| ≤ k.
Podemos, pois, afirmar que DAD−1 e´ uma Nk–matriz. 2
O resultado que se segue ilustra o modo de obter, a partir de uma Nk–matriz
A, uma Nk–matriz B com todas as entradas da diagonal superior iguais a 1
semelhante a A por semelhanc¸a diagonal.
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Corola´rio 1.1. Para k > 1, toda a Nk–matriz n × n, n ≥ 2, e´ diagonalmente
semelhante a uma Nk–matriz com as entradas da diagonal superior iguais a 1.
Demonstrac¸a˜o. Seja A = (aij)ni,j=1 uma Nk–matriz, n × n, n ≥ 2. Sejam
d2 = a12, d3 = a12a23, . . . , dn = a12a23 . . . an−1n. Consideremos a matriz dia-
gonal D = diag(1, d2, d3, . . . , dn). Dado que a condic¸a˜o k > 1 exclui a existeˆncia
de entradas nulas em A, D e´ uma matriz diagonal regular. Atendendo ao lema
anterior, podemos, enta˜o, afirmar que DAD−1 e´ uma Nk–matriz.
O elemento na posic¸a˜o (1, 2) da matriz DAD−1 e´ a12d−12 e, para cada i em
{2, . . . , n− 1}, o elemento na posic¸a˜o (i, i+ 1) e´ diaii+1d−1i+1. Portanto, todos os
elementos nas posic¸o˜es (i, i+ 1) de DAD−1 sa˜o iguais a 1. 2
A classe das Nk–matrizes e´, ainda, invariante para as semelhanc¸as de per-
mutac¸a˜o, como mostra o seguinte lema.
Lema 1.6. Se A e´ uma Nk–matriz e P e´ uma matriz de permutac¸a˜o, enta˜o
PAP T e´ uma Nk–matriz.
Demonstrac¸a˜o. Sejam A uma Nk–matriz, n × n, e Pij a matriz de permutac¸a˜o
elementar resultante da matriz In por troca das suas linhas i e j. Sabemos que
a matriz PijA e´ obtida de A trocando as linhas i e j e que a matriz APij resulta
de A por troca das colunas i e j. Seja α um subconjunto de {1, . . . , n} tal que
|α| ≤ k. Se i, j /∈ α, enta˜o (PijAP Tij ) [α] = A [α], donde det(PijAP Tij ) [α] < 0.
Se i ∈ α e j /∈ α, temos que (PijAP Tij ) [α] e´ igual a` matriz A [(α− {i}) ∪ {j}]
ou e´ resultante desta matriz por troca de algumas linhas e respectivas colunas,
pelo que det(PijAP Tij ) [α] = detA [(α− {i}) ∪ {j}] < 0. Se i /∈ α e j ∈ α,
segue-se que (PijAP Tij ) [α] e´ igual a` matriz A [(α− {j}) ∪ {i}] ou e´ obtida desta
matriz por troca de algumas linhas e respectivas colunas. Por conseguinte,
det(PijAP Tij ) [α] = detA [(α− {j}) ∪ {i}] < 0. Se i, j ∈ α, enta˜o (PijAP Tij ) [α]
obte´m-se de A [α] por troca de algumas linhas e respectivas colunas, pelo que
det(PijAP Tij ) [α] = detA [α] < 0. Assim, det(PijAP
T
ij ) [α] < 0, para todo o
α ⊆ {1, . . . , n} tal que |α| ≤ k, e, portanto, podemos concluir que PijAP Tij e´ uma
Nk–matriz.
Dada uma matriz de permutac¸a˜o P , sabemos que P se escreve como um
produto de matrizes de permutac¸a˜o elementares. Facilmente se verifica, enta˜o,
que PAP T e´ uma Nk–matriz. 2
Estudaremos, de seguida, uma propriedade respeitante ao sinal das entradas
de determinadas Nk–matrizes.
Consideremos, para tal, a func¸a˜o sign : R− {0}−→ {−1, 1} definida por
sign(a) =
{
−1 se a < 0
1 se a > 0
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e o seguinte conjunto de matrizes n× n
Sn =
{
A = (aij)ni,j=1 | aij 6= 0 e sign(aij) = (−1)i+j+1,∀i, j ∈ {1, . . . , n}
}
.
O resultado que se segue permite-nos identificar, a menos de semelhanc¸as
diagonais, o padra˜o de sinal das Nk–matrizes, para k ≥ 3.
Lema 1.7. Toda a Nk–matriz n× n, com n ≥ 2 e k ≥ 3, cuja diagonal superior
tem os elementos todos positivos pertence a Sn.
Demonstrac¸a˜o. Seja A = (aij)ni,j=1 uma Nk–matriz n×n tal que sign(aii+1) = 1,
para todo o i ∈ {1, . . . , n − 1}. Vimos ja´ que sign(aii) = −1 = (−1)i+i+1, para
cada i ∈ {1, . . . , n}, e, por hipo´tese, sign(aii+1) = (−1)i+(i+1)+1, para todo o
i ∈ {1, . . . , n − 1}. Sabemos, tambe´m, que sign(aij) = sign(aji) e aij 6= 0, para
quaisquer i, j ∈ {1, . . . , n}.
Sejam i ∈ {1, . . . , n − 2} e j ∈ {i + 2, . . . , n}. Consideremos a submatriz
principal A [{i, i+ 1, j}]. Temos que
detA [{i, i+ 1, j}] = ajj (aiiai+1i+1 − aii+1ai+1i) + (−aiiai+1jaji+1)
+ (−ai+1i+1aijaji) + ai+1iaji+1aij + aii+1ai+1jaji.
Notemos que
ajj (aiiai+1i+1 − aii+1ai+1i) > 0,
−aiiai+1jaji+1 > 0
e
−ai+1i+1aijaji > 0.
Portanto, sendo detA [{i, i+ 1, j}] < 0 e ai+1i, aii+1 > 0, podemos concluir que
aji+1aij < 0 e ai+1jaji < 0. Assim, sign(aij) = −sign(ai+1j).
Logo, sign(aii+2) = −sign(ai+1i+2) = −1 = (−1)i+(i+2)+1, para todo o i ∈
{1, . . . , n− 2}.
Para i ∈ {1, . . . , n− 3}, sign(aii+3) = −sign(ai+1i+3) = 1 = (−1)i+(i+3)+1.
Aplicando sucessivamente este racioc´ınio, prova-se que sign(aij) = (−1)i+j+1,
para quaisquer i, j ∈ {1, . . . , n}, i < j. Atendendo a que, para k > 1, toda a
Nk–matriz e´ sinal-sime´trica, podemos, enta˜o, afirmar que A ∈ Sn. 2
Observac¸a˜o. Atendendo ao Corola´rio 1.1 e ao Lema 1.7, conclu´ımos que toda
a Nk–matriz n × n, com n ≥ 2 e k ≥ 3, e´ diagonalmente semelhante a uma
Nk–matriz em Sn. Consequentemente, toda a N–matriz n × n e´ diagonalmente
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semelhante a uma N–matriz pertencente a Sn. Assim, a menos de semelhanc¸a
diagonal, o padra˜o de sinal para estas classes de matrizes sera´
− + − + . . .
+ − + − . . .
− + − + . . .
+ − + − . . .
...
...
...
...
 .
Dentro da classe das N–matrizes, consideremos as N–matrizes sime´tricas.
Naturalmente, uma N–matriz sime´trica A e´ uma N–matriz tal que A = AT .
Note-se que todas as submatrizes principais de uma N–matriz sime´trica sa˜o,
ainda, N–matrizes sime´tricas.
Vejamos que esta subclasse das N–matrizes na˜o e´ invariante para a seme-
lhanc¸a diagonal. Para tal, consideremos a N–matriz sime´trica
A =
 −1 2 −82 −1 4
−8 4 −1

e a matriz diagonal D = diag(1, 2, 3). A matriz B = DAD−1 na˜o e´ uma
N–matriz sime´trica. De facto, atrave´s desta semelhanc¸a diagonal, a simetria
na˜o e´ preservada.
Ha´, no entanto, um caso particular de semelhanc¸as diagonais para as quais
a simetria e´ invariante. Referimo-nos a esse tipo de semelhanc¸as diagonais como
semelhanc¸as diagonais admiss´ıveis.
Lema 1.8. Sejam A uma N–matriz sime´trica n × n e D = diag(d1, d2, . . . , dn)
uma matriz diagonal na˜o singular. Enta˜o, DAD−1 e´ uma N–matriz sime´trica se
e so´ se d21 = d
2
2 = . . . = d
2
n.
Demonstrac¸a˜o. Seja A = (aij)ni,j=1 uma N–matriz sime´trica. Consideremos uma
matriz diagonal invert´ıvelD = diag(d1, d2, . . . , dn). Sabemos, enta˜o, que aij = aji
para quaisquer i e j. Temos que DAD−1 = (diaijd−1j )
n
i,j=1. Vimos ja´, no Lema
1.5, que DAD−1 e´ uma N–matriz. Vejamos quais as condic¸o˜es necessa´rias e
suficientes sobre as entradas de D para que tal matriz seja, ainda, sime´trica.
Dados i, j tais que i 6= j, (DAD−1)ij = (DAD−1)ji se e so´ se diaijd−1j = djajid−1i ,
isto e´, se e somente se d2i = d
2
j . Logo, DAD
−1 e´ uma N–matriz sime´trica se e so´
se d21 = d
2
2 = . . . = d
2
n. 2
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Facilmente se comprova que a classe das N–matrizes sime´tricas na˜o e´ invari-
ante para a multiplicac¸a˜o diagonal positiva a` esquerda ou a` direita, uma vez que
a simetria nem sempre e´ preservada.
O resultado que se segue diz respeito a` congrueˆncia diagonal.
Lema 1.9. Sejam A = (aij)ni,j=1 uma N–matriz sime´trica e D uma matriz dia-
gonal regular D = diag(d1, d2, . . . , dn). Enta˜o, DAD e´ uma N–matriz sime´trica.
Demonstrac¸a˜o. Temos que DAD = (diaijdj)ni,j=1. Logo, (DAD)
T = DAD.
Ale´m disso, dado α ⊆ {1, . . . , n}, det(DAD) [α] = (detD [α])2 detA [α], pelo
que det(DAD) [α] < 0. Portanto, DAD e´, de facto, uma N–matriz sime´trica. 2
Observac¸a˜o. Dada uma N–matriz sime´trica A = (aij)ni,j=1, consideremos a ma-
triz diagonal D = diag
(
(|a11|)1/2, (|a22|)1/2, . . . , (|ann|)1/2
)
. Facilmente se verifica
que os elementos da diagonal principal de DAD sa˜o todos iguais a −1.
Lema 1.10. Toda a N–matriz sime´trica n × n, n ≥ 2, e´ diagonalmente se-
melhante a uma N–matriz sime´trica cujos elementos da diagonal superior sa˜o
positivos.
Demonstrac¸a˜o. Sejam A = (aij)ni,j=1 uma N–matriz sime´trica e D a matriz di-
agonal D = diag(d1, d2, d3, . . . , dn), onde d1 = 1 e di+1 = disign(aii+1), i =
1, . . . , n − 1. Note-se que d2i = 1 para todo o i, pelo que D e´ uma matriz
de semelhanc¸a diagonal admiss´ıvel. Logo, DAD−1 e´ uma N–matriz parcial
sime´trica, pelo Lema 1.8. Ale´m disso, o elemento na posic¸a˜o (i, i+1) de DAD−1
e´ sign(aii+1)aii+1 > 0, para todo o i ∈ {1, . . . , n− 1}. 2
Do lema anterior e do Lema 1.7, obtemos o resultado que se segue.
Corola´rio 1.2. Toda a N–matriz sime´trica n×n e´ diagonalmente semelhante a
uma N–matriz sime´trica pertencente a Sn.
Facilmente se verifica, ainda, que a classe das N–matrizes sime´tricas e´ inva-
riante para as semelhanc¸as de permutac¸a˜o.
Motivados pela caracterizac¸a˜o das matrizes definidas positivas atrave´s dos me-
nores principais descendentes, derivaremos uma caracterizac¸a˜o, bastante simples
e u´til, das N–matrizes sime´tricas, tambe´m a partir desses menores principais. O
resultado que se segue, conhecido como o teorema de entrelac¸amento de valores
pro´prios para matrizes com fronteira (ver [30]), serve de base para os resultados
que nos levam a essa tal caracterizac¸a˜o.
43
Teorema 1.1. Sejam B uma matriz hermı´tica n × n (sobre o corpo C), y um
n–vector complexo e b um nu´mero real. Seja B¯ a matriz hermı´tica (n+1)×(n+1)
obtida de B com y e b como fronteiros do seguinte modo:
B¯ =
[
B y
y∗ b
]
.
Denotemos os valores pro´prios de B e de B¯ por {λi} e {λ¯i}, respectivamente,
com λ1 ≤ . . . ≤ λn e λ¯1 ≤ . . . ≤ λ¯n ≤ λ¯n+1. Enta˜o,
λ¯1 ≤ λ1 ≤ λ¯2 ≤ λ2 ≤ . . . ≤ λn−1 ≤ λ¯n ≤ λn ≤ λ¯n+1.
Apresentamos, agora, alguns resultados respeitantes a matrizes hermı´ticas
com todos os menores principais descendentes negativos e que sera˜o bastante
u´teis para obter a caracterizac¸a˜o mencionada.
Lema 1.11. Seja A uma matriz hermı´tica n×n cujos menores principais descen-
dentes sa˜o negativos. Enta˜o, cada submatriz principal A [{1, . . . , i}], i = 1, . . . , n,
tem um valor pro´prio negativo e, para i > 1, os restantes valores pro´prios sa˜o
positivos.
Demonstrac¸a˜o. Seja A = (aij)ni,j=1 e sejam λi1 ≤ . . . ≤ λii os valores pro´prios da
submatriz principal A [{1, . . . , i}], i = 1, . . . , n. Note-se que λ11 = detA [{1}] < 0.
Aplicando o Teorema 1.1 a [
a11 a12
a12 a22
]
,
podemos concluir que
λ21 ≤ λ11 ≤ λ22.
Logo, λ21 < 0 e, sendo detA [{1, 2}] = λ21λ22 < 0, segue-se que λ22 > 0.
Para i ≤ n assumamos que λi−11 < 0 e λi−1,2, . . . , λi−1,i−1 > 0. Observe-se
que
A [{1, . . . , i}] =
[
A [{1, . . . , i− 1}] A [{1, . . . , i− 1}|{i}]
A [{i}|{1, . . . , i− 1}] aii
]
.
Uma vez mais pelo Teorema 1.1, temos que
λi1 ≤ λi−11 ≤ λi2 ≤ λi−12 ≤ . . . ≤ λii−1 ≤ λi−1i−1 ≤ λii.
Por hipo´tese, λi−11 < 0 e λi−12 > 0. Logo, λi1 < 0 e λi3, . . . , λii > 0. Mais ainda,
dado que detA [{1, . . . , i}] = λi1 . . . λii < 0, λi2 > 0. Portanto, A [{1, . . . , i}]
tem um valor pro´prio negativo e todos os restantes valores pro´prios sa˜o positivos,
como pretend´ıamos provar. 2
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Proposic¸a˜o 1.1. Seja A uma matriz hermı´tica n × n com todos os menores
principais descendentes negativos e com todos os elementos da diagonal principal
negativos. Enta˜o, para todo o α ⊆ {1, . . . , n}, a submatriz principal A [α] de A
tem um valor pro´prio negativo, sendo os restantes positivos quando |α| > 1.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o em n. Para n < 3, o resultado
e´ trivial. Consideremos n ≥ 3 e admitamos que o resultado e´ va´lido para n− 1.
Denotemos por λ1 ≤ . . . ≤ λn os valores pro´prios de A = (aij)ni,j=1.
Dado um subconjunto α de {1, . . . , n}, denotamos por λα1 ≤ . . . ≤ λα|α| os
valores pro´prios da submatriz principal A [α].
Seja α ⊆ {1, . . . , n}. Consideramos os seguintes treˆs casos:
(a) α ⊆ {1, . . . , n− 1}
Observe-se que A [{1, . . . , n− 1}] e´ uma matriz hermı´tica (n − 1) × (n − 1),
cujos menores principais descendentes sa˜o negativos e cujos elementos da diagonal
principal sa˜o todos negativos. Pela hipo´tese de induc¸a˜o, sabemos que todas as
submatrizes principais teˆm um so´ valor pro´prio negativo, sendo os restantes, caso
existam, positivos. Em particular,
(
A [{1, . . . , n− 1}] ) [α] = A [α] tem um valor
pro´prio negativo e os restantes, quando |α| > 1, sa˜o positivos.
(b) α ⊆ {2, . . . , n}
Sabemos, atendendo ao caso anterior, que a submatriz principal A [{2, . . . , k}]
de A tem um so´ valor pro´prio negativo e os restantes, se k > 2, sa˜o positivos,
para 2 ≤ k ≤ n − 1. Consideremos a submatriz principal A [{2, . . . , n}] de A.
Obviamente, A e´ semelhante a
B =
[
A [{2, . . . , n}] A [{2, . . . , n}|{1}]
A [{1}|{2, . . . , n}] a11
]
,
pelo que o espectro de B e´ exactamente o mesmo que o de A. Aplicando o
Teorema 1.1, conclu´ımos que
λ1 ≤ λ{2,...,n}1 ≤ λ2 ≤ λ{2,...,n}2 ≤ . . . ≤ λn−1 ≤ λ{2,...,n}n−1 ≤ λn.
Atendendo ao Lema 1.11, segue-se que λ{2,...,n}2, . . . , λ{2,...,n}n−1 > 0. Aplicando
uma vez mais o Teorema 1.1 a
A [{2, . . . , n}] =
[
A [{2, . . . , n− 1}] A [{2, . . . , n− 1}|{n}]
A [{n}|{2, . . . , n− 1}] ann
]
,
podemos inferir que
λ{2,...,n}1 ≤ λ{2,...,n−1}1,
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o que implica, tendo em conta o caso (a), que λ{2,...,n}1 < 0. Acaba´mos, assim, de
provar que A [{2, . . . , n}] e´ uma matriz hermı´tica (n− 1)× (n− 1) cujos menores
principais descendentes sa˜o negativos e cujas entradas da diagonal principal sa˜o,
tambe´m, negativas. Pela hipo´tese de induc¸a˜o, segue-se que todas as suas subma-
trizes principais teˆm um valor pro´prio negativo, sendo os restantes positivos. Por
conseguinte A [α] tem um so´ valor pro´prio negativo e todos os outros, se |α| > 1,
sa˜o positivos.
(c) 1, n ∈ α
Se |α| = n, enta˜o A [α] = A e a validade do resultado e´ dada pelo Lema 1.11.
Atendamos, agora, ao caso em que |α| = n − 1. Neste caso, α = {i}′, para
algum i ∈ {2, . . . , n− 1}. Note-se que A e´ semelhante por permutac¸a˜o a[
A [α] A [α|{i}]
A [{i}|α] aii
]
,
pelo que os valores pro´prios desta matriz sa˜o λ1 ≤ . . . ≤ λn. Pelo Teorema 1.1,
segue-se que
λ1 ≤ λα1 ≤ λ2 ≤ λα2 ≤ . . . ≤ λn−1 ≤ λαn−1 ≤ λn.
Do Lema 1.11, sabemos, enta˜o, que λα2, . . . , λαn−1 > 0. Aplicando uma vez mais
o Teorema 1.1 a
A [α] =
[
A [α− {n}] A [α− {n}|{n}]
A [{n}|α− {n}] ann
]
,
temos que
λα1 ≤ λα−{n}1.
Vimos ja´, no caso (a), que λα−{n}1 < 0. Assim, λα1 < 0. Portanto, o resultado e´
va´lido quando |α| = n− 1.
Analisamos, de seguida, o caso em que |α| = k, com 2 ≤ k ≤ n− 2. Assuma-
mos que, para todo o β ⊆ {1, . . . , n} tal que 1, n ∈ β e |β| = k+ 1, A [β] tem um
so´ valor pro´prio negativo, sendo os restantes positivos.
Dado j ∈ {2, . . . , n − 1} tal que j /∈ α, e´ o´bvio que a submatriz principal
A [α ∪ {j}] e´ semelhante por permutac¸a˜o a[
A [α] A [α|{j}]
A [{j}|α] ajj
]
.
Atendendo ao Teorema 1.1, segue-se que
λα∪{j}1 ≤ λα1 ≤ λα∪{j}2 ≤ λα2 ≤ . . . ≤ λα∪{j}k ≤ λαk ≤ λα∪{j}k+1.
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Tendo em conta que |α ∪ {j}| = k + 1 e que 1, n ∈ α ∪ {j}, temos, por hipo´tese,
que λα∪{j}2 > 0 e, por conseguinte, λα2, . . . , λαk > 0.
Finalmente, observe-se que
A [α] =
[
A [α− {n}] A [α− {n}|{n}]
A [{n}|α− {n}] ann
]
.
Aplicando o Teorema 1.1, podemos afirmar que
λα1 ≤ λα−{n}1.
Como α − {n} ⊆ {1, . . . , n − 1}, sabemos, pelo caso (a), que λα−{n}1 < 0 e,
portanto, λα1 < 0, como pretend´ıamos mostrar. 2
Atendendo aos resultados anteriores, temos, enta˜o, a seguinte caracterizac¸a˜o
das N–matrizes sime´tricas.
Teorema 1.2. Seja A uma matriz sime´trica com entradas diagonais negativas.
Enta˜o, A e´ uma N–matriz sime´trica se e somente se os seus menores principais
descendentes sa˜o negativos.
Demonstrac¸a˜o. E´ o´bvio que os menores principais descendentes de umaN–matriz
sa˜o negativos. Reciprocamente, admitamos que todos os menores principais des-
cendentes de A sa˜o negativos. Pela Proposic¸a˜o 1.1, toda a submatriz principal
de A tem um valor pro´prio negativo, sendo os restantes valores pro´prios positivos
quando a ordem da submatriz e´ superior a 1. Assim, o determinante de cada
submatriz principal de A e´ negativo e, consequentemente, A e´ uma N–matriz
sime´trica. 2
Observac¸a˜o. Para provar que uma dada matriz sime´trica n × n e´ uma
N–matriz, bastara´, enta˜o, calcular 2n − 1 determinantes (os relativos a`s sub-
matrizes principais 1×1 e os menores principais descendentes), em vez dos 2n−1
referentes a todas as submatrizes principais.
1.3.2 A classe das TNP–matrizes: algumas notas
Uma matriz real A, n×m, diz-se uma matriz totalmente na˜o positiva (abre-
viadamente, TNP–matriz) se todos os seus menores sa˜o na˜o positivos.
Assim, A e´ uma TNP–matriz se detA [α|β] ≤ 0, para quaisquer α ⊆ {1, . . . , n}
e β ⊆ {1, . . . ,m} tais que |α| = |β|.
Um caso particular das TNP–matrizes sa˜o as matrizes totalmente negativas
(abreviadamente, TN–matrizes), cujos menores sa˜o todos negativos. Esta sub-
classe de matrizes e´ estudada em [14] e em [16].
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Exemplo 1.16. As seguintes matrizes
A =
 −1 −2 −8−3 −1 −4
−3 −1 −1
 , B =
 −1 −2 −9−3 −1 −4
−4 −1 −1

sa˜o totalmente na˜o positiva e totalmente negativa, respectivamente. A matriz
C =
 −1 −2 −7−3 −1 −4
−4 −1 −1

na˜o e´ nem totalmente na˜o positiva nem totalmente negativa, uma vez que
detC [{1, 2}|{2, 3}] > 0.
Note-se que todas as entradas de uma TNP–matriz sa˜o na˜o positivas.
Apesar de na literatura encontrarmos a definic¸a˜o destas classes de matrizes
para matrizes rectangulares, consideraremos, apenas, matrizes quadradas. Neste
caso, facilmente se comprova que toda a TN–matriz e´ uma N–matriz.
Analisamos, de seguida, propriedades da classe das matrizes totalmente na˜o
positivas com relevaˆncia para este nosso estudo.
Comec¸amos por notar que a na˜o positividade total e´ herdada por qualquer
submatriz quadrada de uma TNP–matriz. Com efeito, dada uma TNP–matriz
A, qualquer submatriz quadrada de uma submatriz de A e´, obviamente, uma
submatriz de A. Logo, tem determinante na˜o positivo.
Atendamos, agora, a transformac¸o˜es de semelhanc¸a para as quais esta classe
de matrizes e´ invariante.
Lema 1.12. Seja A uma TNP–matriz n×n. Dada uma matriz diagonal positiva
D n× n, tambe´m DA e AD sa˜o TNP–matrizes.
Demonstrac¸a˜o. Sejam A = (aij)ni,j=1 e D = diag(d1, . . . , dn). Sabemos que DA =
(diaij)ni,j=1 e AD = (aijdj)
n
i,j=1. Sendo A uma TNP–matriz e α, β ⊆ {1, . . . , n}
tais que |α| = |β|, detA [α|β] ≤ 0.
Mostremos, primeiro, que tambe´m det(DA) [α|β] ≤ 0. Claramente, existem
um natural s e i1, . . . , is, j1, . . . , js ∈ {1, . . . , n} tais que α = {i1, . . . , is} e β =
{j1, . . . , js}. Facilmente se verifica que
(DA) ]α|β] =

di1ai1j1 di1ai1j2 . . . di1ai1js
di2ai2j1 di2ai2j2 . . . di2ai2js
...
...
...
disaisj1 disaisj2 . . . disaisjs
 .
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Logo, det(DA) [α|β] = di1di2 . . . dis detA [α|β]. Atendendo a que D tem os ele-
mentos diagonais positivos, det(DA) [α|β] e detA [α|β] teˆm o mesmo sinal. Pode-
mos, portanto, afirmar que DA e´ uma TNP–matriz. De forma ana´loga, prova-se
que tambe´m AD e´ uma TNP–matriz. 2
Corola´rio 1.3. Se A e´ uma TNP–matriz quadrada e D e´ uma matriz diagonal
positiva, enta˜o DAD−1 e´ uma TNP–matriz.
Demonstrac¸a˜o. Basta notar que tambe´m os elementos diagonais de D−1 sa˜o po-
sitivos. 2
O resultado anterior tem especial importaˆncia para o problema de completa-
mento que nos propomos tratar. Podemos, no entanto, pensar noutros tipos de
semelhanc¸as diagonais que preservam esta classe de matrizes, tal como o lema
que se segue ilustra.
Lema 1.13. Seja A uma TNP–matriz n×n. Dada uma matriz diagonal negativa
D n× n, tambe´m DAD−1 e´ uma TNP–matriz.
Demonstrac¸a˜o. Se A = (aij)ni,j=1 e D = diag(−d1, . . . ,−dn), com di > 0, para
todo o i ∈ {1, . . . , n}, enta˜o DAD−1 = (diaijd−1j )ni,j=1. Sejam α, β ⊆ {1, . . . , n}
tais que |α| = |β|. Existem, enta˜o, um natural s e i1, . . . , is, j1, . . . , js ∈ {1, . . . , n}
tais que α = {i1, . . . , is} e β = {j1, . . . , js}. Assim,
det(DAD−1) [α|β] = di1 . . . dis detA [α|β] d−1j1 . . . d−1js .
Por conseguinte, det(DAD−1) [α|β] e detA [α|β] teˆm o mesmo sinal. Podemos,
portanto, afirmar que DAD−1 e´ uma TNP–matriz. 2
Observac¸a˜o. Se os elementos diagonais de uma matriz D = diag(d1, . . . , dn),
regular, na˜o sa˜o nem todos positivos nem todos negativos e se A = (aij)ni,j=1 e´
uma TN–matriz, a matriz DAD−1 na˜o e´ uma TN–matriz. Com efeito, se di > 0
e dj < 0, enta˜o det(DAD−1) [{i}|{j}] = diaijd−1j > 0. Consequentemente, se A e´
uma TNP–matriz e D e´ uma matriz diagonal com elementos de sinais contra´rios,
DAD−1 na˜o e´, em geral, uma TNP–matriz.
O exemplo que se segue mostra que a classe das TN–matrizes e, consequen-
temente, a classe das TNP–matrizes na˜o sa˜o invariantes para a multiplicac¸a˜o,
ao contra´rio do que ocorre para as classes das matrizes cujos menores sa˜o todos
positivos ou todos na˜o negativos.
Exemplo 1.17. Consideremos a TN–matriz
A =
[
−1 −1
−2 −1
]
.
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Temos que
A2 =
[
3 2
4 3
]
na˜o e´ uma TN–matriz.
Facilmente se verifica, tambe´m, que a soma directa de matrizes totalmente
na˜o positivas na˜o e´, em geral, uma matriz totalmente na˜o positiva. Com efeito,
dadas duas matrizes A e B, quadradas, totalmente na˜o positivas, a matriz[
A 0
0 B
]
e´ totalmente na˜o positiva se e somente se A = 0 ou B = 0.
Analisemos, agora, as semelhanc¸as de permutac¸a˜o. Em geral, se P e´ uma
matriz de permutac¸a˜o e A e´ uma TN–matriz, PAP T na˜o e´ uma TN–matriz.
Atendamos ao seguinte exemplo.
Exemplo 1.18. Consideremos a TN–matriz
A =
 −20 −16 −4−16 −12, 2 −2, 8
−4 −2, 8 −0, 2

e a matriz de permutac¸a˜o
P =
 0 0 11 0 0
0 1 0
 .
Dado que det(PAP T ) [{2, 3}|{1, 3}] = 4, PAP T na˜o e´ uma TN–matriz. Como
A e´, tambe´m, uma TNP–matriz, comprovamos, deste modo, que a classe destas
matrizes ta˜o-pouco e´ invariante para as semelhanc¸as de permutac¸a˜o.
Ha´, no entanto, um tipo de semelhanc¸a de permutac¸a˜o que preserva as
TNP–matrizes, como veremos de seguida. Seja Pk a matriz k × k
Pk =

0 0 . . . 0 1
0 0 . . . 1 0
...
...
...
...
0 1 . . . 0 0
1 0 . . . 0 0
 .
Consideremos, agora, uma TNP–matriz A = (aij)ni,j=1, n×n. Seja B = PnAP Tn .
Se B = (bij)ni,j=1, facilmente se verifica que bij = an−i+1,n−j+1, para quaisquer
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i, j ∈ {1, . . . , n}. Dados dois subconjuntos α = {i1, . . . , is}, β = {j1, . . . , js} de
{1, . . . , n}, temos que
(PnAPTn ) [α|β] = PsA [{n− is + 1, . . . , n− i1 + 1}|{n− js + 1, . . . , n− j1 + 1}]PTs ,
pelo que
det(PnAPTn ) [α|β] = detA [{n− is + 1, . . . , n− i1 + 1}|{n− js + 1, . . . , n− j1 + 1}]
e, por conseguinte, PnAP Tn e´, tambe´m, uma TNP–matriz.
1.3.3 Classes de matrizes com menores principais positivos
Ao longo desta secc¸a˜o, k denota um nu´mero inteiro positivo.
Uma matriz real quadrada diz-se uma P–matriz se todos os seus menores
principais sa˜o positivos.
Esta classe de matrizes generaliza uma se´rie de outras classes bastante im-
portantes, como as matrizes definidas positivas, no campo das matrizes na˜o
sime´tricas, as M–matrizes, as M–matrizes inversas, as matrizes de Fisher e as
matrizes de Koteljanskii, todas discutidas em [31]. Como denominador comum
temos, enta˜o, menores principais positivos.
Podemos encontrar, na literatura, aplicac¸o˜es bastante interessantes das
P–matrizes na ana´lise de alguns modelos econo´micos e em Teoria de Jogos (ver,
por exemplo, [1]). Em [3], encontramos, ainda, aplicac¸o˜es desta classe de matrizes
aos chamados problemas de complementaridade linear.
Exemplo 1.19. A matriz
A =

1 −1 1 −3
2 1 −1 1
0 1 1 2
3 −10 −1 1

e´ uma P–matriz, uma vez que detA [α] > 0, para todo o α ⊆ {1, 2, 3, 4}, enquanto
que
B =

1 −1 1 1
2 1 −1 1
0 1 1 2
3 −10 −1 1

na˜o e´ uma P–matriz, dado que detB [{1, 2, 4}] = −13.
Apresentamos, de seguida, algumas caracterizac¸o˜es das P–matrizes.
Proposic¸a˜o 1.2. As seguintes condic¸o˜es sa˜o equivalentes para uma matriz A de
ordem n sobre R:
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P1. Todos os menores principais de A sa˜o positivos, ou seja, A e´ uma P–matriz.
P2. Para cada x ∈ Rn na˜o nulo, x e Ax sa˜o sinal-relacionados, isto e´, existe
pelo menos uma entrada do produto de Hadamard x ◦ (Ax) positiva.
P3. Todo o valor pro´prio real de toda a submatriz principal de A e´ positivo.
De entre as propriedades conhecidas da classe das P–matrizes, destacamos as
que se seguem.
Proposic¸a˜o 1.3. Seja A uma P–matriz de ordem n. Sa˜o va´lidas as seguintes
afirmac¸o˜es:
i. AT e´ uma P–matriz.
ii. A−1 e´ uma P–matriz.
iii. Se P e´ uma matriz de permutac¸a˜o n× n, enta˜o PAP T e´ uma P–matriz.
iv. Dada uma matriz diagonal positiva n× n D, DA e AD sa˜o P–matrizes.
v. Se D e´ uma matriz diagonal de ordem n, na˜o singular, enta˜o DAD−1 e´
uma P–matriz.
vi. Toda a submatriz principal de A e´ uma P–matriz.
Facilmente se comprova que a soma e o produto de P–matrizes na˜o sa˜o, em
geral, P–matrizes.
Podemos pensar, naturalmente, numa generalizac¸a˜o desta classe de matrizes:
uma Pk–matriz e´ uma matriz cujas submatrizes principais de ordem na˜o superior
a k teˆm determinante positivo. Se A e´ uma Pk–matriz n × n com n ≤ k, A e´,
obviamente, uma P–matriz.
Exemplo 1.20. A matriz
A =

1 −1 0 −1, 5
2 1 −1 2
−2 1 1 2
5 0 −1 1

e´ uma Pk–matriz para k = 1, 2, 3, uma vez que detA [α] > 0, para todo o
α ⊂ {1, 2, 3, 4}. No entanto, A na˜o e´ uma P4–matriz (e consequentemente, A
na˜o e´ uma P–matriz, dado que detA = −1.)
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Facilmente se verifica que toda a submatriz principal de uma Pk–matriz
e´, ainda, uma Pk–matriz. Seguindo uma metodologia ana´loga a` apresentada
para as P–matrizes, podemos questionar-nos sobre as invariaˆncias da classe das
Pk–matrizes relativamente a transformac¸o˜es de semelhanc¸a e a` multiplicac¸a˜o di-
agonal positiva. Podemos, nesse sentido, verificar, muito facilmente, que a classe
das Pk–matrizes e´ invariante para as semelhanc¸as de permutac¸a˜o e diagonais,
bem como para a multiplicac¸a˜o diagonal positiva.
Na Biologia, na F´ısica e nas Cieˆncias Sociais, muitos problemas podem ser
reduzidos a problemas relativos a matrizes com estruturas especiais. Uma das
estruturas mais habituais corresponde a matrizes com entradas na˜o diagonais
na˜o positivas. O conjunto das matrizes quadradas de ordem n, sobre R, com essa
estrutura e´ denotado por Zn. Note-se que uma matriz A = (aij)ni,j=1 pertence a
Zn se e somente se pode ser expressa na forma A = αI −B, para alguma matriz
quadrada B ≥ 0 e algum α ∈ R.
As matrizes desta forma ocorrem frequentemente relacionadas com sistemas
de equac¸o˜es lineares ou na˜o lineares, em problemas de valores pro´prios numa
gama variada de a´reas, incluindo me´todos de diferenc¸as finitas para equac¸o˜es
diferenciais parciais, modelos econo´micos de entrada-sa´ıda e de crescimento, pro-
blemas de complementaridade linear e processos de Markov em Probabilidades e
Estat´ıstica.
Uma matriz A ∈ Zn diz-se uma M–matriz se A pode escrever-se como
A = αI −B, onde B ≥ 0 e α > ρ(B).
Exemplo 1.21. A matriz
A =
 10 −3 0−1 1 −1
−2 0 1

pode ser expressa na forma A = 10I −B, com
B =
 0 3 01 9 1
2 0 9
 .
Note-se que 10 > ρ(B). A e´, portanto, uma M–matriz.
Esta classe de matrizes surge em inu´meras a´reas de aplicac¸a˜o e, certamente
devido a este facto, podemos encontrar na literatura variadas caracterizac¸o˜es das
M–matrizes (ver, por exemplo, [31]), das quais selecciona´mos as que se seguem.
Proposic¸a˜o 1.4. Seja A uma matriz de Zn. As seguintes afirmac¸o˜es sa˜o equi-
valentes.
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M1. A e´ uma M–matriz.
M2. A e´ uma P–matriz.
M3. Os menores principais descendentes de A sa˜o positivos.
M4. A e´ na˜o singular e A−1 ≥ 0.
Os seguintes factos sobre a classe das M–matrizes sera˜o fundamentais no
estudo do problema de completamento associado.
Proposic¸a˜o 1.5. Seja A uma M–matriz de ordem n. Enta˜o,
i. AT e´ uma M–matriz.
ii. Dada uma matriz de permutac¸a˜o P de ordem n, PAP T e´ uma M–matriz.
iii. Se D e´ uma matriz diagonal positiva n× n, enta˜o DA, AD e DAD−1 sa˜o
M–matrizes.
iv. Toda a submatriz principal de A e´ uma M–matriz.
Tal como a classe das P–matrizes, esta classe na˜o e´ invariante para a adic¸a˜o
e para a multiplicac¸a˜o de matrizes.
Note-se, ainda, que a soma directa deM–matrizes e´, tambe´m, umaM–matriz.
Baseados na caracterizac¸a˜o P2 das P–matrizes anteriormente referida,
Johnson e Smith apresentam, em [42], uma nova caracterizac¸a˜o da classe das
M–matrizes que classificam de caracterizac¸a˜o transformacional. Os autores mos-
tram que uma matriz quadrada de ordem n A e´ uma M–matriz se e so´ se para
cada vector na˜o nulo x ∈ Rn, x e Ax sa˜o duplamente sinal-relacionados.
Associados a`s caracterizac¸o˜es transformacionais, temos os problemas de in-
terpolac¸a˜o linear. O problema de interpolac¸a˜o linear para uma dada classe de
matrizes C consiste em identificar todos os pares x, y ∈ Rn, com x 6= 0, para os
quais existe uma matriz A ∈ C tal que Ax = y. Claramente, uma caracterizac¸a˜o
transformacional de uma dada classe C esta´ relacionada com uma soluc¸a˜o do
problema de interpolac¸a˜o linear para C.
No trabalho atra´s referido, Johnson e Smith abordam o problema de inter-
polac¸a˜o linear para a classe das M–matrizes, mostrando que, dados x ∈ Rn na˜o
nulo e y ∈ Rn, existe uma M–matriz A, n × n, tal que Ax = y se e somente
se x e y sa˜o duplamente sinal-relacionados. Consideram, ainda, o problema de
interpolac¸a˜o para as P–matrizes e provam que, para x ∈ Rn na˜o nulo e y ∈ Rn,
existe uma P–matriz A, de ordem n, tal que Ax = y se e so´ se x e y sa˜o sinal-
-relacionados.
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Continuando dentro da classe das P–matrizes, temos outras famı´lias de matri-
zes, relacionadas com condic¸o˜es de simetria ou de positividade. Consideraremos,
mais a` frente, um problema de completamento de P–matrizes sob certas condic¸o˜es
nas entradas das matrizes: restringiremos o estudo a`s chamadas matrizes dupla-
mente negativas. Uma matriz real A, n × n, diz-se duplamente negativa se A e´
sime´trica, definida negativa e todos os seus elementos sa˜o negativos. Por uma
questa˜o de simplificac¸a˜o de escrita, dizemos que A e´ uma DN–matriz.
Note-se que A e´ uma DN–matriz se e somente se (−A)T = −A, −A e´ definida
positiva e todos os elementos de −A sa˜o positivos. Tendo em conta esta caracte-
rizac¸a˜o, podemos afirmar que A e´ uma DN–matriz se e somente se (−A)T = −A,
det(−A) [{1, . . . , i}] > 0, para todo o i ∈ {1, . . . , n}, e todos os elementos de −A
sa˜o positivos (ver [30]). Podemos, ainda, dizer que A e´ uma DN–matriz se e
somente se −A e´ uma P–matriz positiva sime´trica.
Exemplo 1.22. A matriz
A =
 −1 −0, 45 −0, 016−0, 45 −1 −0, 9
−0, 016 −0, 9 −1

e´ uma DN–matriz, uma vez que −A e´ uma P–matriz positiva sime´trica.
Tendo em conta esta u´ltima caracterizac¸a˜o, e´ fa´cil de verificar que toda a
submatriz principal de uma DN–matriz e´, ainda, uma DN–matriz.
Os seguintes simples factos sa˜o tambe´m relevantes para o estudo que nos pro-
pomos desenvolver. As suas demonstrac¸o˜es sa˜o triviais, dada a caracterizac¸a˜o das
DN–matrizes a partir das P–matrizes com condic¸o˜es de simetria e positividade.
Facilmente se comprova que a classe das DN–matrizes na˜o e´ invariante para a
multiplicac¸a˜o diagonal, a` direita ou a` esquerda, nem para a semelhanc¸a diagonal.
No entanto, a classe em questa˜o e´ invariante para a congrueˆncia diagonal positiva
ou negativa e para a semelhanc¸a de permutac¸a˜o, como traduz o seguinte resultado.
Lema 1.14. Seja A uma DN–matriz n× n. Enta˜o,
i. se P e´ uma matriz de permutac¸a˜o, P TAP e´ uma DN–matriz;
ii. se D e´ uma matriz diagonal positiva ou negativa, DAD e´ uma DN–matriz.
E´ tambe´m simples de verificar que toda a DN–matriz e´ diagonalmente con-
gruente a uma DN–matriz cujas entradas diagonais sa˜o iguais a −1.
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1.3.4 Matrizes principalmente na˜o singulares
De entre muitas das classes de matrizes discutidas nas secc¸o˜es anteriores,
podemos destacar uma caracter´ıstica comum: qualquer submatriz principal de
uma N–, TN–, P–, M– ou DN–matriz e´ regular. Estas classes esta˜o, de facto,
contidas na classe das chamadas matrizes principalmente na˜o singulares. Uma
matriz quadrada A sobre o corpo dos reais diz-se principalmente na˜o singular se
toda a sua submatriz principal e´ na˜o singular. Por uma questa˜o de simplificac¸a˜o,
diremos que uma matriz principalmente na˜o singular e´ uma PN–matriz, seguindo
a notac¸a˜o adoptada em [42].
Exemplo 1.23. A seguinte matriz
A =
 1 2 −11 1 2
7 −5 1

e´ uma PN–matriz, uma vez que todas as submatrizes principais de A sa˜o in-
vert´ıveis, enquanto que a matriz
B =
 0 2 −11 1 2
7 −5 1

na˜o e´ um matriz principalmente na˜o singular pois a submatriz principal B [{1}]
e´ nula.
No trabalho acima referido, Johnson e Smith apresentam uma caracterizac¸a˜o
transformacional desta classe de matrizes: uma matriz A de ordem n, sobre R, e´
uma PN–matriz se e somente se para todo o n–vector x na˜o nulo, x ◦ Ax 6= 0.
Com base nesta caracterizac¸a˜o, obteˆm uma soluc¸a˜o do problema de interpolac¸a˜o
linear para a classe das PN–matrizes: dados x, y ∈ Rn com x 6= 0, existe uma
PN–matriz A tal que Ax = y se e so´ se x ◦ y 6= 0.
Os seguintes simples factos sa˜o de demonstrac¸a˜o trivial.
Proposic¸a˜o 1.6. Seja A uma PN–matriz n× n. Enta˜o,
i. se D e´ uma matriz diagonal de ordem n na˜o singular, DA, AD e DAD−1
sa˜o PN–matrizes.
ii. se P e´ uma matriz de permutac¸a˜o n× n, PAP T e´ uma PN–matriz.
iii. se B e´ uma PN–matriz m ×m e C e´ uma matriz sobre R do tipo n ×m,
as matrizes [
A C
0 B
]
,
[
A 0
C B
]
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sa˜o PN–matrizes.
iv. A−1 e´ uma PN–matriz.
v. toda a submatriz principal de A e´ uma PN–matriz.
Facilmente se verifica, ainda, que a soma e o produto de PN–matrizes na˜o
sa˜o, em geral, PN–matrizes.
1.3.5 Relac¸o˜es entre as classes de matrizes
Apresentamos, nesta secc¸a˜o, um breve resumo das relac¸o˜es existentes entre
as va´rias classes de matrizes consideradas nas secc¸o˜es anteriores.
Representamos por Nk a classe das Nk–matrizes e analogamente por N a das
N–matrizes, por T N a das TN–matrizes, por T NP a das TNP–matrizes, por
P a das P–matrizes, por Pk a das Pk–matrizes, por DN a das DN–matrizes, por
SPP a das P–matrizes sime´tricas positivas, porM a das M–matrizes e por PN
a das PN–matrizes.
No seguinte quadro, descrevemos as relac¸o˜es de inclusa˜o entre estas classes de
matrizes.
SPP

T N //

T NP
M // P //

PN N //oo Nk
Pk
Note-se que a classe SPP esta´ estreitamente relacionada com a classe DN .
Podemos, ainda, afirmar que toda a submatriz principal pro´pria da inversa de
uma N–matriz e´ uma P–matriz, ou, por outras palavras, dada uma
N–matriz A, n×n, A−1 e´ uma matriz da classe Pn−1. Com efeito, detA−1 [α] =
detA [α′] (detA)−1 > 0, para todo α ⊂ {1, . . . , n}, e detA−1 = (detA)−1 < 0.
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Cap´ıtulo 2
Completamentos de
Nk–matrizes parciais
Uma Nk–matriz e´ uma matriz cujas submatrizes principais de ordem na˜o
superior a k teˆm determinante negativo. Neste cap´ıtulo, abordamos o
problema de completamento de Nk–matrizes, isto e´, procuramos deter-
minar que matrizes parciais quadradas admitem completamentos que sa˜o
Nk–matrizes. Ao longo dessa ana´lise enveredamos por uma perspectiva
combinato´ria, motivados por variados trabalhos sobre problemas de com-
pletamento de matrizes.
Numa primeira secc¸a˜o, consideramos matrizes parciais cujas submatrizes
principais totalmente especificadas teˆm determinante negativo: as N–ma-
trizes parciais, um caso particular das chamadas Nk–matrizes parciais.
Comec¸amos por analisar o caso combinatorialmente sime´trico, apresen-
tando resultados relativos a grafos cordais e resolvendo o caso associado
a ciclos na˜o dirigidos. No respeitante a matrizes na˜o combinatorialmente
sime´tricas, garantimos a existeˆncia de um N–completamento de N–matrizes
parciais cujo grafo das entradas especificadas e´ ac´ıclico. Consideramos
grafos dirigidos em que os ciclos teˆm um papel importante. Terminamos
esta secc¸a˜o com o estudo do problema de completamento de N–matrizes
sime´tricas: exigimos, para ale´m dos menores principais negativos, a simetria
da matriz. Garantimos a existeˆncia de um N–completamento sime´trico de
N–matrizes sime´tricas parciais cujos grafos associados sa˜o cordais e apre-
sentamos condic¸o˜es necessa´rias e suficientes para a existeˆncia do completa-
mento desejado para o caso dos ciclos.
Finalmente, apresentamos um estudo do problema de completamento das
Nk–matrizes parciais n× n em que k < n.
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2.1 N–matrizes parciais
Nesta secc¸a˜o, centramos o nosso estudo na classe das N–matrizes. Conside-
ramos, enta˜o, as matrizes A n×n, sobre o corpo dos reais, tais que detA [α] < 0,
para todo o α ⊆ {1, . . . , n}.
Analisamos, aqui, o problema de completamento associado a esta classe de
matrizes: pretendemos determinar quais as matrizes parciais que admitem
N–matrizes como completamentos. Analisando esta questa˜o, deparamo-nos com
algumas condic¸o˜es que nos permitem dirigir o estudo para um conjunto mais
restrito de matrizes parciais.
Na literatura, nada encontra´mos sobre N–matrizes no contexto de matri-
zes parciais. Abordamos, no entanto, este problema seguindo uma metodologia
ana´loga a` adoptada por va´rios autores em problemas de completamento como o
das P– ou M–matrizes.
Por questa˜o de simplificac¸a˜o de escrita, chamamos N–completamento a qual-
quer completamento de uma matriz parcial que seja uma N–matriz.
Ao longo desta secc¸a˜o, assumimos, excepto quando se refira o contra´rio, que
todos os elementos da diagonal principal sa˜o prescritos.
Relembremos que todas as submatrizes principais de uma N–matriz sa˜o,
ainda, N–matrizes. Para que uma matriz parcial admita N–completamentos,
as suas submatrizes principais totalmente especificadas tera˜o de ser, necessaria-
mente, N–matrizes. Definimos, enta˜o, as N–matrizes parciais.
Definic¸a˜o 2.1. Uma matriz parcial diz-se uma N–matriz parcial se todas as suas
submatrizes principais totalmente especificadas sa˜o N–matrizes.
Exemplo 2.1. A matriz parcial
A =

? −1 −2 ?
−1 −2 7 ?
? ? −1 2
? 6 5 −1

e´ uma N–matriz parcial, uma vez que as suas submatrizes principais totalmente
especificadas, A [{2}], A [{3}], A [{4}] e A [{3, 4}], sa˜o N–matrizes. Ja´ a matriz
parcial
B =

? −1 −2 ?
−1 −2 7 −1
? ? −1 2
? 6 5 −1

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na˜o e´ uma N–matriz parcial, dado que B [{2, 4}] na˜o e´ uma N–matriz.
Note-se que para que uma matriz parcial admita N–completamentos e´, enta˜o,
necessa´rio que seja uma N–matriz parcial.
Relembremos que a classe das N–matrizes e´ invariante para as semelhanc¸as
diagonais e de permutac¸a˜o, bem como para a multiplicac¸a˜o diagonal positiva.
Nesse sentido, podemos trabalhar com representantes para as classes de matri-
zes semelhantes por semelhanc¸a diagonal ou de permutac¸a˜o. Podemos assumir,
ainda, certas condic¸o˜es sobre as entradas diagonais, sempre que seja conveniente.
De facto, se A e B sa˜o matrizes parciais para as quais existe uma matriz de
semelhanc¸a de permutac¸a˜o ou diagonal admiss´ıvel S tal que B = SAS−1, enta˜o
ha´ uma correspondeˆncia biun´ıvoca entre os N–completamentos de A e os de B.
Relativamente a` multiplicac¸a˜o diagonal positiva, seja C uma matriz parcial para
a qual existe uma matriz diagonal positiva D = diag(d1, . . . , dn) tal que C = AD
ou C = DA, no sentido em que as posic¸o˜es prescritas de C sa˜o exactamente as
de A e em que cada entrada especificada cij de C e´ exactamente igual a aijdj ou
diaij , consoante o caso, sendo aij uma entrada especificada de A. Se Cc e´ um
N–completamento de C, enta˜o Ac = CcD−1 ou Ac = D−1Cc, consoante o caso,
e´ um N–completamento de A. Podemos, portanto, assumir, sem perda de gene-
ralidade, que as entradas diagonais de uma N–matriz parcial sa˜o todas iguais a
−1.
Atendendo ao Lema 1.2, sabemos que todas as entradas de uma N–matriz sa˜o
na˜o nulas. Sabemos, ainda, pelo Lema 1.3, que toda a N–matriz e´ sinal-sime´trica.
Sendo assim, na˜o fara´ sentido estudar a existeˆncia de N–completamentos
de N–matrizes parciais com alguma entrada nula ou na˜o sinal-sime´tricas, como
ilustram os exemplos que se seguem.
Exemplo 2.2. Consideremos a matriz parcial
A =
 −1 1 02 −1 1
? 2 −1
 .
As u´nicas submatrizes principais deA totalmente especificadas sa˜oA [{1}], A [{2}],
A [{3}], A [{1, 2}] e A [{2, 3}] que sa˜o, claramente, N–matrizes. Logo, A e´ uma
N–matriz parcial. No entanto, A na˜o admite N–completamentos. Com efeito,
qualquer completamento
Ac =
 −1 1 02 −1 1
c 2 −1

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de A na˜o e´ uma N–matriz pelo Lema 1.2.
Exemplo 2.3. Consideremos a matriz parcial
A =
 ? ? −2? −1 ?
3 ? −1
 .
As u´nicas submatrizes principais de A totalmente especificadas, A [{2}] e A [{3}],
sa˜o N–matrizes. Logo, A e´ uma N–matriz parcial. Notemos que A na˜o e´ sinal-
-sime´trica. Facilmente se verifica que A na˜o admite N–completamentos: qualquer
completamento
Ac =
 c11 c12 −2c21 −1 c23
3 c32 −1

de A na˜o e´ uma N–matriz pelo Lema 1.3.
O seguinte resultado permite-nos afirmar que a simetria de sinal e a na˜o
existeˆncia de entradas especificadas nulas sa˜o condic¸o˜es necessa´rias e suficientes
para que uma N–matriz parcial 2 × 2 admita N–completamentos. Neste caso
particular, admitimos a possibilidade de existirem elementos diagonais na˜o espe-
cificados.
Proposic¸a˜o 2.1. Seja A uma N–matriz parcial 2×2 sinal-sime´trica sem entradas
especificadas nulas. Enta˜o, A admite N–completamentos.
Demonstrac¸a˜o. Se A na˜o tem entradas especificadas ou se A e´ totalmente espe-
cificada, o resultado e´ trivial.
Denotamos por UE o nu´mero de entradas na˜o especificadas de A.
Consideramos os seguintes casos:
(a) UE = 1
Considerando as semelhanc¸as de permutac¸a˜o adequadas, podemos supor que
A e´ da forma
A =
[
−a11 ?
a21 −a22
]
,
com a11, a22 > 0, ou da forma
A =
[
? a12
a21 −a22
]
,
com a22 > 0. No primeiro caso basta considerar um completamento
Ac =
[
−a11 c
a21 −a22
]
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de A tal que a21c > a11a22. Atendendo a que a21 6= 0, tais completamentos
existem. No segundo caso, e´ suficiente considerar um completamento
Ac =
[
−c a12
a21 −a22
]
de A com 0 < c < a12a21a−122 . Como A e´ sinal-sime´trica, a12a21 > 0 e, consequen-
temente, tais completamentos existem.
(b) UE > 1
Neste caso, podemos completar algumas das entradas de A ate´ obtermos uma
N–matriz parcial com uma u´nica entrada na˜o especificada e aplicamos o caso (a).
Prova´mos, deste modo, que toda a N–matriz parcial 2×2 sinal-sime´trica sem
entradas nulas admite N–completamentos. 2
O resultado anterior na˜o pode ser generalizado para um n qualquer. De facto,
uma N–matriz parcial n × n sinal-sime´trica e sem entradas especificadas nulas
na˜o admite, em geral, um N–completamento quando n ≥ 3 e A e´ na˜o combi-
natorialmente sime´trica e quando n ≥ 4 e A e´ combinatorialmente sime´trica.
Atendamos aos exemplos que se seguem.
Exemplo 2.4. SejaA a seguinte matriz parcial na˜o combinatorialmente sime´trica
A =
 −1 ? 32 −1 1
? 2 −1
 .
Note-se que A e´ sinal-sime´trica e na˜o tem entradas especificadas nulas. As subma-
trizes principais de A totalmente especificadas sa˜o, exactamente, A [{1}], A [{2}],
A [{3}] e A [{2, 3}]. Dado que tais submatrizes sa˜o N–matrizes, segue-se que A e´
uma N–matriz parcial. No entanto, A na˜o admite N–completamentos. De facto,
qualquer completamento
Ac =
 −1 c12 32 −1 1
c31 2 −1

de A na˜o e´ uma N–matriz. Pelo Lema 1.3, ter´ıamos de ter c12, c31 > 0. Assim,
detAc = 13 + 2c12 + 3c31 + c12c31 > 0.
Mergulhando a matriz A do exemplo anterior como submatriz principal, es-
colhendo −1’s para os elementos da diagonal principal e entradas na˜o prescritas
para as restantes posic¸o˜es, podemos construir, para n ≥ 4, uma N–matriz parcial
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na˜o combinatorialmente sime´trica n× n, sinal-sime´trica e sem entradas especifi-
cadas nulas, que na˜o admite N–completamentos: a matriz parcial
M =
[
A X
Y I¯
]
,
onde I¯ e´ a matriz parcial (n − 3) × (n − 3) cujas entradas especificadas sa˜o
exactamente as da diagonal principal, iguais a −1, e X e Y sa˜o totalmente na˜o
especificadas.
Exemplo 2.5. Consideremos a matriz parcial combinatorialmente sime´trica
A =

−1 1 ? −3
2 −1 1 ?
? 2 −1 1
−4 ? 2 −1
 .
A e´ sinal-sime´trica e na˜o tem entradas especificadas nulas. As submatrizes princi-
pais de A totalmente especificadas sa˜o N–matrizes, pelo que A e´ uma N–matriz
parcial. No entanto, A na˜o admite N–completamentos. Com efeito, qualquer
completamento
Ac =

−1 1 c13 −3
2 −1 1 c24
c31 2 −1 1
−4 c42 2 −1

de A na˜o e´ uma N–matriz. Dado que detAc [{2, 3, 4}] = 3 + c24c42 + 4c24 + c42,
para que este menor principal seja negativo, e´ necessa´rio c24, c42 < 0. No entanto,
se c24, c42 < 0, enta˜o detAc [{1, 2, 4}] = 13 + c24c42 − 4c24 − 6c42 > 0.
Podemos generalizar este exemplo para N–matrizes parciais n×n, com n ≥ 5,
seguindo um procedimento ana´logo ao do exemplo 2.4.
Por forma a na˜o considerar N–matrizes parciais como as dos exemplos an-
teriores, definimos o conjunto PSn das matrizes parciais A = (aij)ni,j=1 tais que
aij 6= 0 e sign(aij) = (−1)i+j+1, para quaisquer i, j ∈ {1, . . . , n} tais que a
entrada (i, j) e´ especificada.
Atendendo a que toda a N–matriz n × n e´ semelhante, por meio de seme-
lhanc¸a diagonal, a uma matriz pertencente a Sn, podemos concluir que se uma
dada matriz parcial A na˜o e´ diagonalmente semelhante a uma matriz parcial de
PSn, enta˜o A na˜o admite N–completamentos. Sendo assim, ser diagonalmente
semelhante a uma matriz parcial pertencente a PSn e´ uma condic¸a˜o necessa´ria
para que uma N–matriz parcial admita N–completamentos.
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Ao restringirmos o nosso estudo a N–matrizes parciais pertencentes a PSn,
estamos, pois, implicitamente a estudar, tambe´m, as N–matrizes parciais que
sa˜o semelhantes por semelhanc¸a diagonal a uma matriz de PSn. Atendamos,
por exemplo, a`s N–matrizes parciais cujos elementos especificados sa˜o todos ne-
gativos. Facilmente se verifica que, dada uma tal matriz parcial A, existe uma
N–matriz parcial B, semelhante a A por meio de uma semelhanc¸a diagonal, tal
que B ∈ PSn. Note-se que A admite N–completamentos se e so´ se B admite
N–completamentos.
Observe-se que qualquerN–matriz parcial pertencente a PSn e´ sinal-sime´trica
e na˜o tem entradas especificadas nulas.
Logo, qualquerN–matriz parcial de PS2 admiteN–completamentos. E´ va´lido
um resultado ana´logo para PS3.
Proposic¸a˜o 2.2. Seja A uma N–matriz parcial pertencente a PS3. Enta˜o, existe
um N–completamento Ac de A.
Demonstrac¸a˜o. Seja A uma N–matriz parcial pertencente a PS3. Sem perda de
generalidade, podemos assumir que os elementos da diagonal principal sa˜o iguais
a −1.
Denotamos por UE o nu´mero de entradas na˜o especificadas de A.
Quando UE = 0 ou UE = 6, o resultado e´ trivial.
Estudemos, de seguida, o caso em que A tem uma u´nica entrada na˜o espe-
cificada. Por semelhanc¸a de permutac¸a˜o e por semelhanc¸a diagonal, podemos
assumir que essa entrada esta´ na posic¸a˜o (1, 3) e que as entradas da diagonal
superior sa˜o iguais a 1. Assim, A e´ da forma
A =
 −1 1 ?a21 −1 1
−a31 a32 −1
 ,
com a21, a32 > 1 e a31 > 0. Pretendemos provar a existeˆncia de um real positivo
c tal que o completamento
Ac =
 −1 1 −ca21 −1 1
−a31 a32 −1

de A seja uma N–matriz.
Se a31 > 1, basta considerar c = 1. Note-se, nesse caso, que
detAc [{1, 3}] = 1− a31 < 0
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e
detAc = (a21 − 1)(1− a32) < 0.
Se a31 = 1, enta˜o Ac e´ uma N–matriz para qualquer c > 1. Com efeito, temos
que
detAc [{1, 3}] = 1− c.
Ale´m disso, detAc < 0 se e so´ se
c > ((a21 − 1) + (a32 − 1)) (a21a32 − 1)−1.
Como
((a21 − 1) + (a32 − 1)) (a21a32 − 1)−1 < 1
e c > 1, detAc < 0. No caso em que a31 < 1, o completamento obtido para
c = (a231)
−1 e´ uma N–matriz. Atendendo a que
detAc [{1, 3}] = 1− a−131
e a que
detAc = (a21 − 1)(1− a32) +
(
(a231)
−1 − 1) (a31 − a21a32) < 0,
podemos, de facto, afirmar que Ac e´ uma N–matriz.
Os casos em que UE > 1 reduzem-se ao caso em que UE = 1. De facto, e´
poss´ıvel completar um nu´mero de entradas na˜o especificadas adequado a cada
caso de modo a obter uma N–matriz em PS3 com uma u´nica entrada na˜o es-
pecificada. Note-se que, nesse processo, apenas submatrizes principais de ordem
inferior a 3 sa˜o totalmente especificadas. 2
Como consequeˆncia da proposic¸a˜o anterior, surge o seguinte resultado.
Corola´rio 2.1. Toda a N–matriz parcial combinatorialmente sime´trica 3 × 3
admite N–completamentos.
Demonstrac¸a˜o. Comecemos por considerar uma N–matriz parcial A = (aij)3i,j=1
combinatorialmente sime´trica com exactamente um par de entradas na˜o espe-
cificadas. Sem perda de generalidade, podemos admitir que tais entradas na˜o
especificadas esta˜o nas posic¸o˜es (1, 3) e (3, 1) e que as entradas diagonais sa˜o
iguais a −1. Sendo D = diag(1, a12, a12a23), temos que DAD−1 e´ a N–matriz
parcial
DAD−1 =
 −1 1 ?a12a21 −1 1
? a23a32 −1
 .
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Note-se que DAD−1 pertence a PS3. Logo, pela Proposic¸a˜o 2.2, admite um
N–completamento C. Portanto, D−1CD e´ um N–completamento de A.
Se A e´ uma N–matriz parcial 3×3 combinatorialmente sime´trica com mais do
que um par de entradas posicionalmente sime´tricas na˜o especificadas, basta com-
pletar alguns desses pares ate´ obtermos uma N–matriz parcial com exactamente
um par de entradas especificadas, posicionalmente sime´tricas. Note-se que, nesse
processo, completamos totalmente apenas submatrizes parciais de ordem inferior
a 3. 2
O resultado descrito na Proposic¸a˜o 2.2 na˜o e´ generaliza´vel para n ≥ 4, como
o exemplo que se segue ilustra.
Exemplo 2.6. Seja A a matriz parcial
A =

−1 1 −11 ?
2 −1 1 −200
−0, 1 10 −1 1
1 −10 1, 01 −1
 .
Facilmente se verifica que A e´ uma N–matriz parcial pertencente a PS4. Vejamos
que A na˜o admite N–completamentos. Dado um qualquer real c, o completa-
mento
Ac =

−1 1 −11 c
2 −1 1 −200
−0, 1 10 −1 1
1 −10 1, 01 −1

de A na˜o e´ uma N–matriz.
Temos detAc [{1, 2, 4}] = 1801 − 19c e detAc [{1, 3, 4}] = −9, 89 + 0, 899c.
Por forma a que estes menores sejam ambos negativos, c tem de ser tal que
c > 1801/19 e c < 9, 89/0, 899, o que e´ imposs´ıvel.
O exemplo anterior permite-nos obter o seguinte resultado.
Proposic¸a˜o 2.3. Para todo o n ≥ 4, existe uma N–matriz parcial pertencente a
PSn que na˜o admite N–completamentos.
Demonstrac¸a˜o. Denotamos por I¯ a matriz parcial (n− 4)× (n− 4) com todas as
entradas na˜o especificadas, excepto as da diagonal principal que sa˜o iguais a −1.
A matriz parcial
B =
[
A X
Y I¯
]
,
onde X e Y sa˜o matrizes totalmente na˜o especificadas e A e´ a matriz parcial do
exemplo 2.6, e´ uma N–matriz parcial pertencente a PSn. Como B [{1, 2, 3, 4}]
na˜o admite N–completamentos, tambe´m B na˜o admite N–completamentos. 2
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A suficieˆncia da condic¸a˜o pertencer a PSn para garantir a existeˆncia de um
N–completamento de uma N–matriz parcial combinatorialmente sime´trica de
ordem n e´ ainda um problema em aberto para n ≥ 4.
Como referimos no in´ıcio desta secc¸a˜o, assumimos que as entradas diagonais
sa˜o especificadas. No entanto, o problema de completamento de N–matrizes
em PSn na˜o se reduz ao problema de completamento de N–matrizes em PSn
com a diagonal principal especificada, como podemos comprovar com o seguinte
exemplo.
Exemplo 2.7. Consideremos a matriz parcial
A =
 ? 1 −0, 053 −1 1
−1 3 −1
 .
Facilmente se verifica que A e´ uma N–matriz parcial pertencente a PS3. A
N–matriz parcial definida pelas entradas diagonais de A especificadas admite
N–completamentos (de facto, e´ uma N–matriz totalmente especificada). No
entanto, qualquer completamento
Ac =
 c 1 −0, 053 −1 1
−1 3 −1

de A na˜o e´ uma N–matriz. Com efeito, ter´ıamos de ter −0, 05 < c < 0, mas,
nesse caso, detAc = −2c+ 1, 6 > 0.
Tendo em conta todos estes resultados, o avanc¸o deste nosso estudo leva-nos
a introduzir algum tipo de restric¸a˜o sobre o padra˜o da matriz parcial. Con-
sideramos, enta˜o, nas duas secc¸o˜es que se seguem, e separadamente, o pro-
blema em questa˜o paraN–matrizes parciais combinatorialmente sime´tricas e para
N–matrizes parciais na˜o combinatorialmente sime´tricas, procurando determi-
nar sob que condic¸o˜es no grafo associado a` matriz parcial podemos garantir a
existeˆncia de um completamento que seja uma N–matriz.
2.1.1 Matrizes parciais combinatorialmente sime´tricas
Nesta secc¸a˜o focamos o estudo do problema de completamento em questa˜o
em determinadas matrizes parciais combinatorialmente sime´tricas, pertencentes
a PSn e com todas as entradas diagonais prescritas.
Comec¸amos por abordar as matrizes parciais cujos grafos das entradas espe-
cificadas sa˜o grafos 1–cordais.
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Lema 2.1. Seja A uma N–matriz parcial cujo grafo das entradas especificadas e´
1–cordal com dois cliques maximais, tendo um desses cliques dois ve´rtices. Enta˜o,
A admite N–completamentos.
Demonstrac¸a˜o. Podemos supor, sem perda de generalidade, que A = (a¯ij)ni,j=1 e´
da forma
A =

−1 1 ? ? . . . ?
a21 −1 1 −a24 . . . (−1)n+1a2n
? a32 −1 1 . . . (−1)n+2a3n
? −a42 a43 −1 . . . (−1)n+3a4n
...
...
...
...
...
? (−1)n+1an2 (−1)n+2an3 (−1)n+3an4 . . . −1

.
Consideremos o completamento Ac = (cij)ni,j=1 de A definido por
cij = a¯ij se a entrada (i, j) de A e´ especificada,
c1j = −a¯2j para todo o j ∈ {3, . . . , n},
ci1 = −a¯i2 para todo o i ∈ {3, . . . , n}.
Mostremos que Ac e´ uma N–matriz. Sabemos, por hipo´tese, que, para todo
o α ⊆ {2, . . . , n}, detAc [α] < 0. Sabemos, tambe´m, que, para α ⊆ {1, 2},
detAc [α] < 0. Resta-nos, pois, provar que detAc [{1} ∪ α] < 0, para todo o
α ⊆ {2, . . . , n}. Seja, enta˜o, α ⊆ {2, . . . , n}. Consideramos os seguintes dois
casos:
(a) 2 /∈ α
Neste caso, Ac [{2} ∪ α] obte´m-se de Ac [{1} ∪ α] multiplicando a primeira
linha e a primeira coluna por −1. Logo, detAc [{1} ∪ α] = detAc [{2} ∪ α] < 0.
(b) 2 ∈ α
Neste caso, somando a segunda linha a` primeira linha de Ac [{1} ∪ α], obtemos
uma matriz da forma
A¯c [{1} ∪ α] =
[
a21 − 1 0
∗ Ac [α]
]
.
Assim, detAc [{1} ∪ α] = det A¯c [{1} ∪ α] = (a21 − 1) detAc [α] < 0.
Prova´mos, deste modo, que Ac e´ uma N–matriz. 2
Apesar do resultado anterior ser um caso particular da proposic¸a˜o que se
segue, a sua demonstrac¸a˜o apresentar-se-a´ bastante u´til na resoluc¸a˜o do problema
de completamento de N–matrizes com determinados tipos de grafos associados
a`s matrizes parciais.
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Proposic¸a˜o 2.4. Seja A uma N–matriz parcial n × n, cujo grafo das entradas
especificadas e´ 1–cordal com dois cliques maximais. Enta˜o, A admite N–comple-
tamentos.
Demonstrac¸a˜o. Podemos admitir, sem perda de generalidade, que A e´ da forma
A =
 A11 a12 XaT21 −1 aT23
Y a32 A33
 ,
onde X e Y sa˜o matrizes totalmente na˜o especificadas e os restantes elementos
de A sa˜o prescritos. Consideremos o completamento
Ac =
 A11 a12 −a12aT23aT21 −1 aT23
−a32aT21 a32 A33

de A. Mostremos que Ac e´ uma N–matriz. Sejam α e β os subconjuntos de
N = {1, . . . , n} tais que
Ac [α] =
[
A11 a12
aT21 −1
]
e
Ac [β] =
[
−1 aT23
a32 A33
]
.
Seja |α| = k (logo, k e´ o ı´ndice da entrada do ve´rtice separador minimal). Con-
sideremos γ ⊆ N . Existem dois casos poss´ıveis:
(a) k ∈ γ
Neste caso,
detAc [γ] = (−1) detAc [γ ∩ α] detAc [γ ∩ β] < 0.
(b) k /∈ γ
Estudemos o caso em que γ = N − {k}. Os restantes casos sa˜o ana´logos.
Aplicando a identidade de Jacobi, sabemos que
detAc [γ] = detA−1c [{k}] detAc.
Atendendo ao caso (a), sabemos que detAc < 0. Assim, detAc [γ] < 0 se e so´ se
detA−1c [{k}] > 0. Por outro lado,
A−1c =
[
Ac [α]
−1 0
0 0
]
+
[
0 0
0 Ac [β]
−1
]
+
 0 0 00 1 0
0 0 0
 .
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Aplicando a identidade de Jacobi, podemos concluir que
detA−1c [{k}] = detAc[α][{k}
′]
detAc[α]
+ detAc[β][{1}
′]
detAc[β]
+ 1
= detA11detAc[α] +
detA33
detAc[β]
+ 1 > 0.
Logo, detAc [γ] < 0. 2
Podemos generalizar este resultado do seguinte modo:
Teorema 2.1. Seja G um grafo na˜o dirigido 1–cordal conexo. Toda a N–matriz
parcial cujo grafo associado e´ G admite N–completamentos.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o no nu´mero p de cliques ma-
ximais de G. Para p = 2, obtemos o completamento desejado aplicando a Pro-
posic¸a˜o 2.4. Admitamos, agora, que o resultado e´ va´lido para um grafo 1–cordal
com p− 1 cliques maximais e provemos a propriedade para grafos 1–cordais com
p cliques maximais.
Consideremos uma matriz parcial A cujo grafo das entradas especificadas e´
um grafo na˜o dirigido 1–cordal conexo G, com p–cliques maximais. Seja G1 o sub-
grafo induzido por dois cliques maximais com um ve´rtice em comum. Aplicando
a Proposic¸a˜o 2.4 a` submatriz principal A1 de A cujo grafo das entradas especifi-
cadas e´ G1, e substituindo em A essa submatriz parcial pelo N–completamento
obtido A1c , obtemos uma N–matriz parcial A¯ cujo grafo associado e´ 1–cordal com
p− 1 cliques maximais. A hipo´tese de induc¸a˜o permite-nos garantir a existeˆncia
de um N–completamento de A¯. Note-se que tal matriz e´, obviamente, um com-
pletamento de A. 2
O problema de completamento para N–matrizes parciais cujo grafo associado
e´ p–cordal, p > 1, continua em aberto. Note-se que qualquer grafo p–cordal, com
p > 1, conte´m, como subgrafo induzido, um duplo triaˆngulo. Podemos admitir,
sem perda de generalidade, que uma N–matriz parcial 4 × 4, cujo grafo das
entradas especificadas e´ um grafo 2–cordal, e´ da forma
A =

−1 1 −a13 ?
a21 −1 1 −a24
−a31 a32 −1 1
? −a42 a43 −1
 ,
com a21, a32, a43 > 1, a13a31, a24a42 > 1 e detA [{1, 2, 3}] ,detA [{2, 3, 4}] < 0.
Se completarmos a entrada (1, 4) com x e a entrada (4, 1) com y, facilmente se
verifica que o determinante da matriz Ax,y obtida e´ dado por
detAx,y = (a32 − 1)xy − xdetA0 [{2, 3, 4}|{1, 2, 3}]
−y detA0 [{1, 2, 3}|{2, 3, 4}] + detA0.
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Se detA0 [{1, 2, 3}|{2, 3, 4}] > 0, enta˜o A admite um N–completamento. Con-
sideremos o completamento
Ac =

−1 1 −a13 c
a21 −1 1 −a24
−a31 a32 −1 1
d −a42 a43 −1
 ,
onde c e´ um real tal que
0 < c < min
{
a13, a24, (detA0 [{1, 2, 3}|{2, 3, 4}]) (a32 − 1)−1
}
.
O determinante de qualquer submatriz principal contendo a posic¸a˜o (4, 1) e´ um
polino´mio em d com coeficiente director negativo. Logo, existe M ∈ R tal que Ac
e´ uma N–matriz para d > M . Por outro lado, se detA0 [{2, 3, 4}|{1, 2, 3}] > 0,
escolhendo
0 < d < min
{
a42a21, a43a31, (detA0 [{2, 3, 4}|{1, 2, 3}]) (a32 − 1)−1
}
,
prova-se que existe H ∈ R tal que Ac e´ um N–completamento de A para c > H.
Assim, se detA0 [{1, 2, 3}|{2, 3, 4}] > 0 ou detA0 [{2, 3, 4}|{1, 2, 3}] > 0, A
admite um N–completamento.
Mostremos, agora, que se cada submatriz principal associada a cada com-
ponente conexa de um grafo admite N–completamentos, tambe´m os admitira´ a
N–matriz parcial considerada. Deste modo, podemos assumir que o grafo e´ co-
nexo e estudar, depois, o caso mais geral concluindo que a matriz parcial admite
N–completamentos se e somente se cada uma das suas submatrizes parciais as-
sociadas a`s componentes conexas do grafo das entradas especificadas da matriz
parcial admite N–completamentos.
Teorema 2.2. Toda a N–matriz parcial semelhante por permutac¸a˜o a uma
N–matriz parcial diagonal por blocos em que cada bloco da diagonal admite
N–completamentos pode ser completada de modo a obter-se uma N–matriz.
Demonstrac¸a˜o. Consideremos uma matriz parcial diagonal por blocos
A =

A1 ? . . . ?
? A2 . . . ?
...
...
...
? ? . . . Ak

tal que Ai e´ uma N–matriz parcial ni × ni que admite N–completamentos, para
todo o i ∈ {1, . . . , k}. Seja, enta˜o, A¯i um N–completamento de Ai, i = 1, . . . , k.
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Consideremos, agora, a N–matriz parcial
A¯ =

A¯1 ? . . . ?
? A¯2 . . . ?
...
...
...
? ? . . . A¯k
 .
Podemos assumir, sem perda de generalidade, que cada bloco A¯i pertence a Sni
e que os elementos da diagonal principal de A¯ sa˜o iguais a −1.
A demonstrac¸a˜o segue por induc¸a˜o no nu´mero k de blocos da diagonal.
Estudemos, primeiro, o caso em que k = 2. Podemos escrever A¯ na forma
A¯ =

A˜1 v
uT −1 ?
?
−1 wT
z A˜2
 ,
sendo
A¯1 =
[
A˜1 v
uT −1
]
e
A¯2 =
[
−1 wT
z A˜2
]
.
Consideremos a N–matriz parcial obtida de A¯ especificando as entradas
(n1, n1 + 1), (n1 + 1, n1) com 1, 2, respectivamente. Obtemos, portanto, a matriz
parcial
A˜ =

A˜1 v ? ?
uT −1 1 ?
? 2 −1 wT
? ? z A˜2
 .
Notemos que a submatriz principal A˜ [{1, . . . , n1 + 1}] de A˜ e´ uma N–matriz
parcial cujo grafo das entradas especificadas e´ 1–cordal conexo. Sabemos, enta˜o,
que tal submatriz admite um N–completamento, digamos A˜1 v xuT −1 1
yT 2 −1
 .
Atendendo a que o grafo associado a` matriz parcial
A˜1 v x ?
uT −1 1 ?
yT 2 −1 wT
? ? z A˜2

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e´ 1–cordal conexo, podemos afirmar que existe um N–completamento de tal ma-
triz e, por conseguinte, de A˜, de A¯ e de A.
Estamos, agora, em condic¸o˜es de provar o resultado para k > 2.
Considerando a N–matriz parcial
A¯ =

A¯1 ? . . . ?
? A¯2 . . . ?
...
...
...
? ? . . . A¯k
 ,
apliquemos o racioc´ınio apresentado no caso k = 2 aos blocos da diagonal A¯1 e
A¯2. Obtemos um N–completamento B1, pertencente a Sn1+n2 , da submatriz[
A¯1 ?
? A¯2
]
.
A matriz parcial 
B1 ? . . . ?
? A¯3 . . . ?
...
...
...
? ? . . . A¯k

e´ uma N–matriz parcial diagonal por blocos com k − 1 blocos. Por hipo´tese
de induc¸a˜o, podemos afirmar que tal matriz parcial admite N–completamentos.
Obviamente, tais N–matrizes sa˜o, tambe´m, completamentos de A¯ e de A.
Atendendo a que a classe das N–matrizes e´ invariante para a semelhanc¸a de
permutac¸a˜o, podemos, finalmente, concluir que toda a N–matriz parcial seme-
lhante por permutac¸a˜o a uma N–matriz parcial diagonal por blocos em que cada
bloco da diagonal admite N–completamentos pode ser completada de modo a
obter-se uma N–matriz. 2
A partir deste passo, restringimos o nosso estudo do problema de comple-
tamento de N–matrizes a`s N–matrizes parciais cujo grafo associado e´ conexo,
tanto no caso combinatorialmente sime´trico como no caso na˜o combinatorial-
mente sime´trico.
Terminamos esta secc¸a˜o com a resoluc¸a˜o do problema para as N–matrizes
parciais combinatorialmente sime´tricas cujos grafos das entradas especificadas
sa˜o ciclos.
Lema 2.2. Qualquer N–matriz parcial combinatorialmente sime´trica, perten-
cente a PS4, cujo grafo associado e´ um ciclo admite N–completamentos.
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Demonstrac¸a˜o. Seja A uma N–matriz parcial combinatorialmente sime´trica, per-
tencente a PS4, cujo grafo das entradas especificadas e´ um ciclo. Podemos ad-
mitir, sem perda de generalidade, que A e´ a forma
A =

−1 1 ? a14
a21 −1 1 ?
? a32 −1 1
a41 ? a43 −1
 ,
com a2,1, a32, a43 > 1 e a14, a41 > 0 tais que a14a41 > 1.
Mostremos que e´ poss´ıvel escolher x, y ∈ R+ de modo que
Ac =

−1 1 −x a14
a21 −1 1 −y
−a32 a32 −1 1
a41 −a41 a43 −1

seja um N–completamento de A.
Se x > a−132 , enta˜o detAc [{1, 3}] < 0 e se y > a−141 , detAc [{2, 4}] < 0. Nessas
condic¸o˜es,
detAc [{1, 2, 3}] = (a21 − 1) detAc [{1, 3}] < 0.
Ale´m disso,
detAc [{1, 2, 4}] = (a21 − 1) detAc [{1, 4}] < 0.
Note-se que
detAc = det

−1 0 x a14
a21 a21 − 1 1 y
−a32 0 −1 1
a41 0 a43 −1

= (a21 − 1) detAc [{1, 3, 4}] .
Pretendemos provar que existe x > a−132 tal que detAc [{1, 3, 4}] < 0 e que
existe y > a−141 tal que detAc [{2, 3, 4}] < 0.
Sendo
detAc [{1, 3, 4}] = (a32 − a41)x− 1− a14a32a43 + a14a41 + a43,
temos que detAc [{1, 3, 4}] < 0 se e somente se
(a41 − a32)x > −1− a14a32a43 + a14a41 + a43.
Consideramos os seguintes casos:
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(a) a41 − a32 = 0
Neste caso, detAc [{1, 3, 4}] = (1− a14a41)(a43 − 1) < 0.
(b) a41 − a32 > 0
Escolhendo necessariamente x > a−132 , basta considerar, por forma a que
detAc [{1, 3, 4}] seja negativo,
x > max
{
a−132 , (a41 − a32)−1 (−1− a14a32a43 + a14a41 + a43)
}
.
(c) a41 − a32 < 0
Vejamos que, nestas condic¸o˜es, existe x ∈ R+ tal que
a−132 < x < (a41 − a32)−1 (−1− a14a32a43 + a14a41 + a43) .
Para tal, basta verificar que
a−132 < (a41 − a32)−1 (−1− a14a32a43 + a14a41 + a43) .
Temos que
a−132 < (a41 − a32)−1 (−1− a14a32a43 + a14a41 + a43)
⇔ a41(1− a14a32) > a43a32(1− a14a32)
⇔ a41 < a43a32,
uma vez que a41 < a32 e 1 < a14a41, pelo que 1 − a14a32 < 0. Atendendo a que
a41 < a32 < a43a32, podemos, enta˜o, afirmar que existe x tal que
a−132 < x < (a41 − a32)−1 (−1− a14a32a43 + a14a41 + a43) .
Vimos, deste modo, que e´ sempre poss´ıvel escolher x > a−132 tal queAc [{1, 3, 4}]
tem determinante negativo.
Atendamos, agora, a detAc [{2, 3, 4}]. Temos que
detAc [{2, 3, 4}] = (a41 − a32a43)y − 1− a41 + a32 + a43.
Assim, detAc [{2, 3, 4}] < 0 se e so´ se
(a32a43 − a41)y > −1− a41 + a32 + a43.
Consideramos os seguintes treˆs casos:
(a) a32a43 − a41 = 0
Enta˜o, detAc [{2, 3, 4}] = (1− a32)(a43 − 1) < 0.
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(b) a32a43 − a41 > 0
Para que detAc [{2, 3, 4}] seja negativo e tendo em conta que pretendemos
y > a−141 , basta considerar
y > max
{
a−141 , (a32a43 − a41)−1 (−1− a41 + a32 + a43)
}
.
(c) a32a43 − a41 < 0
Neste caso, mostremos que existe y ∈ R+ tal que
a−141 < y < (a32a43 − a41)−1 (−1− a41 + a32 + a43) .
Temos que
a−141 < (a32a43 − a41)−1 (−1− a41 + a32 + a43)
⇔ a43(a32 − a41) > a41(a32 − a41)
⇔ a43 < a41,
uma vez que a41 > a32a43 > a32, donde a32 − a41 < 0. Como a43 < a43a32 < a41,
podemos afirmar que existe y tal que
a−141 < y < (a32a43 − a41)−1 (−1− a41 + a32 + a43) .
Prova´mos, deste modo, que existem escolhas de y > a−141 para as quais
detAc [{2, 3, 4}] < 0.
Podemos, portanto, concluir que existem x, y ∈ R+ tais que Ac e´ uma
N–matriz. 2
Teorema 2.3. Toda a N–matriz parcial combinatorialmente sime´trica, perten-
cente a PSn, cujo grafo associado e´ um ciclo, admite N–completamentos.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o em n. Sabemos, pelo lema
anterior, que o resultado e´ va´lido para n = 4. Sejam n > 4 e A uma N–ma-
triz parcial pertencente a PSn, cujo grafo das entradas especificadas e´ um ciclo.
Podemos admitir, sem perda de generalidade, que A e´ da forma
A =

−1 1 ? . . . ? (−1)na1n
a21 −1 1 . . . ? ?
? a32 −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 1
(−1)nan1 ? ? . . . ann−1 −1

,
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com aii−1 > 1, para i = 2, . . . , n, e a1n, an1 > 0 tais que a1nan1 > 1.
Consideremos a N–matriz parcial
A¯ =

−1 1 ? . . . ? (−1)n−1a1n ?
a21 −1 1 . . . ? ? ?
? a32 −1 . . . ? ? ?
...
...
...
...
...
...
? ? ? . . . −1 1 ?
(−1)n−1an1 ? ? . . . an−1n−2 −1 1
? ? ? . . . ? ann−1 −1

,
pertencente a PSn. A sua submatriz principal A¯ [{1, . . . , n− 1}] e´ uma N–matriz
parcial pertencente a PSn−1, cujo grafo das entradas especificadas e´ um ciclo de
comprimento n − 1. Por hipo´tese de induc¸a˜o, existe um seu N–completamento
C.
Seja A˜ a N–matriz parcial, pertencente a PSn, obtida de A¯ completando
a submatriz principal A¯ [{1, . . . , n− 1}] como em C. O grafo associado a A˜
e´ 1–cordal com dois cliques maximais, tendo um desses cliques dois ve´rtices.
Pela demonstrac¸a˜o do Lema 2.1, sabemos que A˜ admite um N–completamento
A˜c cujos elementos nas posic¸o˜es (1, n) e (n, 1) sa˜o, respectivamente, (−1)na1n e
(−1)nan1. Logo, A˜c e´, tambe´m, um N–completamento de A. 2
Tendo em conta os resultados apresentados ate´ este momento, podemos ga-
rantir a existeˆncia de N–completamentos para as N–matrizes parciais combi-
natorialmente sime´tricas cujos grafos das entradas prescritas sa˜o os chamados
grafos-bloco.
Proposic¸a˜o 2.5. Toda a N–matriz parcial pertencente a PSn, cujo grafo das
entradas prescritas e´ um grafo-bloco, admite N–completamentos.
Demonstrac¸a˜o. Primeiro, transformamos o grafo-bloco num grafo 1–cordal, apli-
cando o Teorema 2.3 a cada submatriz principal cujo grafo associado e´ um dos
ciclos que aparece no grafo-bloco. De seguida, aplicamos o Teorema 2.1 a` nova
matriz parcial de forma a obter um N–completamento. 2
2.1.2 Matrizes parciais na˜o combinatorialmente sime´tricas
Atendamos, nesta secc¸a˜o, ao estudo da existeˆncia de N–completamentos de
N–matrizes parciais na˜o combinatorialmente sime´tricas.
Comec¸amos por centrar-nos nos digrafos ac´ıclicos.
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Teorema 2.4. Toda a N–matriz parcial na˜o combinatorialmente sime´trica, per-
tencente a PSn, cujo digrafo das entradas especificadas e´ ac´ıclico admite N–com-
pletamentos.
Demonstrac¸a˜o. Seja A uma N–matriz parcial na˜o combinatorialmente sime´trica,
pertencente a PSn, cujo digrafo das entradas especificadas DA e´ ac´ıclico. Pode-
mos assumir, sem perda de generalidade, que os elementos diagonais sa˜o todos
iguais a −1.
Seja D a matriz diagonal D = diag(1,−1, 1,−1, . . . , (−1)n, (−1)n+1). Fa-
cilmente se verifica que todas as entradas especificadas de A′ = DAD−1 sa˜o
negativas. Note-se que o digrafo associado a A′ e´, tambe´m, DA.
Consideremos, em V (DA), a relac¸a˜o de ordem parcial ≺ induzida por DA:
i ≺ j se existe um caminho em DA de i ate´ j. O algoritmo de ordenac¸a˜o to-
polo´gica permite-nos obter uma ordenac¸a˜o topolo´gica dos ve´rtices de DA e, por
conseguinte, tambe´m uma permutac¸a˜o P tal que todas as entradas especificadas
da matriz parcial A¯ = PA′P T esta˜o na parte triangular superior e na diagonal
principal e sa˜o todas negativas.
Podemos admitir, sem perda de generalidade, que a parte triangular superior
de A¯ e a diagonal principal sa˜o totalmente especificadas. De facto, podemos
completar cada entrada na˜o prescrita (i, j), onde i < j, com um real negativo.
Assim, A¯ e´ da forma
A¯ =

−1 −a12 −a13 . . . −a1n−1 −a1n
? −1 −a23 . . . −a2n−1 −a2n
? ? −1 . . . −a3n−1 −a3n
...
...
...
...
...
? ? ? . . . −1 −an−1n
? ? ? . . . ? −1

,
onde aij > 0, para todo o i ∈ {1, . . . , n−1} e todo o j ∈ {2, . . . , n} tais que j > i.
Mostremos que A¯ admite N–completamentos. Dado x ∈ R, consideremos o
completamento
A¯x =

−1 −a12 −a13 . . . −a1n−1 −a1n
−x −1 −a23 . . . −a2n−1 −a2n
−x −x −1 . . . −a3n−1 −a3n
...
...
...
...
...
−x −x −x . . . −1 −an−1n
−x −x −x . . . −x −1

de A¯. O determinante de A¯x sera´, obviamente, um polino´mio em x. Atendendo
ao grafo de A¯x e ao peso de cada uma das suas arestas, podemos afirmar que
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(n, n− 1), (n− 1, n− 2), . . . , (3, 2), (2, 1) e´ o caminho em que o peso de todas as
arestas e´ −x de maior comprimento. Seja N = {1, . . . , n}. Note-se que o caminho
referido corresponde a` permutac¸a˜o τ : N −→ N definida por
τ =
(
1 2 3 . . . n− 1 n
n 1 2 . . . n− 2 n− 1
)
,
cujo sinal e´ (−1)n−1. Denotando A¯x = (cij)ni,j=1, temos que
det A¯x =
∑
σ∈Sn
sgn(σ)
n∏
i=1
ciσ(i).
Dado que
sgn(τ)
n∏
i=1
ciτ(i) = (−1)n−1(−a1n(−x)n−1)
= −a1nxn−1,
podemos concluir que det A¯x e´ um polino´mio em x de grau n− 1 cujo coeficiente
director e´ −a1n < 0. Portanto, existe MN ∈ R tal que det A¯x < 0, para todo o
x > MN .
Sejam α ⊆ N e |α| = k. Se k > 1, sabemos que a submatriz principal A¯x [α]
e´ da forma
A¯x [α] =

−1 −b12 −b13 . . . −b1k−1 −b1k
−x −1 −b23 . . . −b2k−1 −b2k
−x −x −1 . . . −b3k−1 −b3k
...
...
...
...
...
−x −x −x . . . −1 −bk−1k
−x −x −x . . . −x −1

,
sendo o seu determinante um polino´mio em x de grau k − 1 cujo coeficiente
director e´ −b1k < 0. Por conseguinte, existe Mα ∈ R tal que det A¯x [α] < 0, para
todo o x > Mα.
Podemos, enta˜o, considerar o real M = max {Mα | α ⊆ N, |α| > 1} e afir-
mar que det A¯x [α] < 0, para todo o x > M e para qualquer α ⊆ N . Assim,
dado x > M , A¯x e´ um N–completamento de A¯ e, por conseguinte, A admite
N–completamentos. 2
Dado que o digrafo das entradas especificadas de uma matriz parcial triangular
superior e´ ac´ıclico, podemos estabelecer o seguinte resultado.
Corola´rio 2.2. Toda a N–matriz parcial triangular superior, pertencente a PSn,
admite N–completamentos.
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Dirigimos, agora, o nosso estudo para as matrizes parciais cujos digrafos as-
sociados sa˜o na˜o ac´ıclicos, considerando, mais concretamente, tipos de digrafos
associados onde os ciclos teˆm um papel importante.
O caso do simples ciclo e´ resolvido com base no Teorema 2.3.
Proposic¸a˜o 2.6. Seja A uma N–matriz parcial na˜o combinatorialmente
sime´trica, pertencente a PSn, cujo digrafo das entradas especificadas e´ um ci-
clo. Enta˜o, existe um N–completamento Ac de A.
Demonstrac¸a˜o. Podemos admitir, sem perda de generalidade, que A e´ da forma
A =

−1 1 ? . . . ? ?
? −1 1 . . . ? ?
? ? −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 1
(−1)nan1 ? ? . . . ? −1

,
com an1 > 0.
Consideremos a matriz parcial
A¯ =

−1 1 ? . . . ? ? (−1)na1n
a21 −1 1 . . . ? ? ?
? a32 −1 . . . ? ? ?
...
...
...
...
...
...
? ? ? . . . −1 1 ?
? ? ? . . . an−1n−2 −1 1
(−1)nan1 ? ? . . . ? ann−1 −1

,
com ai+1i > 1, para todo o i ∈ {1, . . . , n− 1}, e a1n > a−1n1 . Facilmente se verifica
que A¯ e´ uma N–matriz parcial combinatorialmente sime´trica, cujo grafo das
entradas prescritas e´ um ciclo. Pelo Teorema 2.3, podemos garantir a existeˆncia
de um N–completamento Ac de A¯ e, por conseguinte, de A. 2
De modo ana´logo, obtemos o seguinte resultado:
Proposic¸a˜o 2.7. Toda a N–matriz parcial na˜o combinatorialmente sime´trica,
pertencente a PSn, cujo digrafo das entradas especificadas e´ um semiciclo, admite
N–completamentos.
Quando o digrafo associado a` N–matriz parcial e´ um duplo ciclo com um
ve´rtice em comum, a Proposic¸a˜o 2.6 e o Teorema 2.1 permitem-nos garantir a
existeˆncia do completamento desejado.
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Proposic¸a˜o 2.8. Seja A uma N–matriz parcial na˜o combinatorialmente
sime´trica, pertencente a PSn, tal que DA e´ um duplo ciclo com um ve´rtice em
comum. Enta˜o, existe um N–completamento Ac de A.
Demonstrac¸a˜o. Basta completar cada submatriz principal associada a cada um
dos ciclos usando a Proposic¸a˜o 2.6 e, de seguida, completar a matriz parcial
obtida, cujo grafo associado e´ 1–cordal, usando o Teorema 2.1. 2
Podemos generalizar o resultado anterior para N–matrizes parciais cujo di-
grafo associado e´ um duplo ciclo com um ou mais arcos em comum.
Lema 2.3. Seja A uma N–matriz parcial na˜o combinatorialmente sime´trica,
pertencente a PS4, cujo grafo e´ um duplo ciclo com um arco em comum. Enta˜o,
A admite N–completamentos.
Demonstrac¸a˜o. Atendendo a que a classe das N–matrizes e´ invariante para as
semelhanc¸as diagonais e de permutac¸a˜o, apenas necessitamos considerar os dois
seguintes casos:
(a) A e´ da forma
A =

−1 −1 −x13 −x14
−x21 −1 −1 −x24
−x31 −x32 −1 −1
−a41 −x42 −a43 −1
 ,
onde todo o xij representa uma entrada na˜o especificada, a41 > 0 e a43 > 1. Seja
c > 1. Fixemos x21 = c e x42 = a41 e denotemos por A1 a matriz parcial obtida.
Aplicando a Proposic¸a˜o 2.2 a` submatriz principal A1 [{2, 3, 4}], obtemos um seu
N–completamento
C =
 −1 −1 −c24−c32 −1 −1
−a41 −a43 −1
 ,
com c24, c32 > 0. Facilmente se verifica que a matriz resultante de A1 por subs-
tituic¸a˜o de A1 [{2, 3, 4}] por C e fixando x13 = 1, x14 = c24 e x31 = c32 e´ uma
N–matriz. Obtemos, desta forma, um N–completamento de A1 e, portanto, de
A.
(b) A e´ da forma
A =

−1 −1 −x13 −x14
−x21 −1 −1 −x24
−a31 −x32 −1 −1
−x41 −a42 −x43 −1
 ,
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onde cada xij representa uma entrada na˜o prescrita e a31, a42 > 0.
Seja Ax o seguinte completamento
Ax =

−1 −1 −x −x
−x −1 −1 −x
−a31 −x −1 −1
−x −a42 −x −1

de A. Prova-se que detAx [α] e´ um polino´mio em x de grau na˜o superior a 4, cujo
coeficiente director e´ negativo, para todo o α ⊆ {1, 2, 3, 4}. Logo, existe M > 0
tal que detAx [α] < 0 para todo o x > M e para qualquer α ⊆ {1, 2, 3, 4}. 2
Este lema permite-nos obter o resultado que se segue.
Teorema 2.5. Toda a N–matriz parcial na˜o combinatorialmente sime´trica, per-
tencente a PSn, cujo digrafo associado e´ um duplo ciclo com um arco em comum,
admite N–completamentos.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o em n. Se n = 3, A admite
um N–completamento, uma vez que A ∈ PS3. O caso n = 4 e´ tratado no
lema anterior. Admitamos que n > 4 e consideremos uma N–matriz parcial
A pertencente a PSn cujo digrafo das entradas especificadas DA e´ um duplo
ciclo com um arco em comum. Por semelhanc¸as de permutac¸a˜o e diagonais,
podemos assumir que os ciclos sa˜o Γ1 : (1, 2), (2, 3), . . . , (k, k + 1), (k + 1, 1) e
Γ2 : (k, k + 1), (k + 1, k + 2), . . . , (n− 1, n), (n, k), onde k + 1 ≥ n− k + 1, e que
a matriz A e´ da seguinte forma
A =

−1 −1 . . . −x1k −x1k+1 −x1k+2 . . . −x1n
−x21 −1 . . . −x2k −x2k+1 −x2k+2 . . . −x2n
−x31 −x32 . . . −x3k −x3k+1 −x3k+2 . . . −x3n
...
...
...
...
...
...
−xk1 −xk2 . . . −1 −1 −xkk+2 . . . −xkn
−ak+11 −xk+12 . . . −xk+1k −1 −1 . . . −xk+1n
−xk+21 −xk+22 . . . −xk+2k −xk+2k+1 −1 . . . −xk+2n
...
...
...
...
...
...
−xn1 −xn2 . . . −ank −xnk+1 −xnk+2 . . . −1

,
onde todo o xij representa uma entrada na˜o prescrita e ak+11, ank > 0.
Por forma a obter o completamento desejado, consideremos xk+12 = ak+11
e x21 = c tal que c > 1. Seja A1 a matriz parcial resultante. A submatriz
principal A1 [{2, 3, . . . , n}] e´ uma N–matriz parcial (n − 1) × (n − 1) cujo di-
grafo associado e´ um duplo ciclo com um arco em comum. Pela hipo´tese de
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induc¸a˜o, sabemos que existe um seu N–completamento C = (−cij)ni,j=2, em que
cij > 0, para quaisquer i, j. Consideremos, enta˜o, o completamento Ac de A
obtido substituindo a submatriz principal A [{2, 3, . . . , n}] por C e fixando
x1j = c2j , j = 3, 4, . . . , n
xi1 = ci2, i = 3, 4, . . . , n, i 6= k + 1.
Atendendo a` demonstrac¸a˜o do Lema 2.1, Ac e´ uma N–matriz. 2
Analisemos, agora, o problema de completamento para N–matrizes parciais
cujos digrafos associados sa˜o duplos ciclos com h arcos em comum, h > 1.
Comec¸amos por considerar o seguinte caso particular.
Lema 2.4. Seja A uma N–matriz parcial na˜o combinatorialmente sime´trica,
pertencente a PSh+2, cujo digrafo das entradas especificadas e´ um duplo ciclo
com h arcos em comum. Enta˜o, existe um N–completamento Ac de A.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o em h.
Se h = 2, podemos assumir, sem perda de generalidade, que a matriz A e´ da
forma
A =

−1 −1 −x13 −x14
−x21 −1 −1 −x24
−x31 −x32 −1 −1
−a41 −a42 −x43 −1
 ,
representando cada xij uma entrada na˜o especificada e sendo a41, a42 reais posi-
tivos.
Consideremos o completamento
Ax =

−1 −1 −x −x
−x −1 −1 −x
−x −x −1 −1
−a41 −a42 −x −1

de A. Para cada α ⊆ {1, 2, 3, 4}, detAx [α] e´ um polino´mio em x de grau na˜o
superior a 4 com coeficiente director negativo. Assim, existe M > 0 tal que
detAx [α] < 0 para todo o x > M e para todo o α ⊆ {1, 2, 3, 4}.
Admitamos agora que o resultado e´ va´lido para h − 1 e mostremos a sua
validade para h.
Por semelhanc¸as diagonais e de permutac¸a˜o, podemos assumir, sem perda de
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generalidade, que A e´ da forma
A =

−1 −1 −x13 . . . −x1h −x1h+1 −x1h+2
−x21 −1 −1 . . . −x2h −x2h+1 −x2h+2
−x31 −x32 −1 . . . −x3h −x3h+1 −x3h+2
...
...
...
...
...
...
−xh1 −xh2 −xh3 . . . −1 −1 −xhh+2
−xh+11 −xh+12 −xh+13 . . . −xh+1h −1 −1
−ah+21 −ah+22 −xh+23 . . . −xh+2h −xh+2h+1 −1

,
com ah+21, ah+22 > 0 e onde todo o xij representa uma entrada na˜o conhecida.
Sejam xh+2h+1 = c, com c > 1, xh+11 = ah+21 e xh+12 = ah+22. Denotamos
por A1 a matriz parcial obtida com estas escolhas.
Aplicando a hipo´tese de induc¸a˜o a` submatriz principal A1 [{1, 2, . . . , h+ 1}],
obtemos um seu N–completamento C = (−cij)h+1i,j=1, onde todo o cij e´ positivo.
O completamento desejado Ac de A e´ obtido substituindo a submatriz prin-
cipal A [{1, 2, . . . , h+ 1}] por C e fixando
xh+2j = ch+1j , j = 3, 4, . . . , h
xih+2 = cih+1 i = 1, 2, . . . , h.
Uma vez mais pela demonstrac¸a˜o do Lema 2.1, segue-se que Ac e´, de facto, uma
N–matriz. 2
Podemos generalizar o resultado anterior do seguinte modo.
Teorema 2.6. Toda a N–matriz parcial na˜o combinatorialmente sime´trica, per-
tencente a PSn, cujo digrafo associado e´ um duplo ciclo com h arcos em comum,
h ≥ 2, n ≥ h+ 2, admite N–completamentos.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o em n.
O caso em que n = h+ 2 e´ tratado no lema anterior.
Consideremos n > h+ 2 e admitamos que o resultado e´ va´lido para n− 1.
Seja A uma N–matriz parcial na˜o combinatorialmente sime´trica, pertencente
a PSn, cujo digrafo das entradas prescritas e´ um duplo ciclo com h arcos em
comum.
Podemos assumir, sem perda de generalidade, que os ciclos sa˜o
Γ1 : (1, 2), (2, 3), . . . , (k, k + 1), . . . , (k + h− 1, k + h), (k + h, 1)
e
Γ2 : (k, k + 1), . . . , (k + h− 1, k + h), (k + h, k + h+ 1), . . . , (n− 1, n), (n, k)
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e que a matriz parcial e´ da forma
A =

−1 −1 . . . −x1k . . . −x1n
−x21 −1 . . . −x2k . . . −x2n
...
...
...
...
−xk1 −xk2 . . . −1 . . . −xkn
−xk+11 −xk+12 . . . −xk+1k . . . −xk+1n
...
...
...
...
−ak+h1 −xk+h2 . . . −xk+hk . . . −xk+hn
−xk+h+11 −xk+h+12 . . . −xk+h+1k . . . −xk+h+1n
...
...
...
...
−xn1 −xn2 . . . −ank . . . −1

,
sendo todas as entradas da diagonal superior especificadas e iguais a −1 e repre-
sentando xij uma entrada na˜o especificada na posic¸a˜o (i, j). Ale´m disso, ak+h1 e
ank sa˜o reais positivos.
Dado c > 1, fixemos x21 = c e xk+h2 = ak+h1. Denotamos por A1 a nova
matriz parcial. A submatriz principal A1 [{2, . . . , n}] e´ uma N–matriz parcial de
ordem (n − 1) cujo digrafo associado e´ um duplo ciclo com h arcos em comum.
Pela hipo´tese de induc¸a˜o, podemos concluir que existe um seu N–completamento
C = (−cij)ni,j=2, onde cij > 0, para todo o i e todo o j. Consideremos, enta˜o, o
completamento Ac de A obtido substituindo a submatriz principal A [{2, . . . , n}]
por C e escolhendo
xi1 = ci2, i = 3, 4, . . . , n, i 6= k + h
x1j = c2j j = 3, 4, . . . , n.
A demonstrac¸a˜o do Lema 2.1 permite-nos afirmar que Ac e´ uma N–matriz. 2
Apresentamos, agora, uma generalizac¸a˜o destes resultados obtidos para du-
plos ciclos.
Teorema 2.7. Toda a N–matriz parcial na˜o combinatorialmente sime´trica, per-
tencente a PSn, cujo grafo dirigido das entradas especificadas e´ um bloco-ciclo,
admite N–completamentos.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o no nu´mero k de ciclos no
bloco-ciclo. Para k = 2, basta atender aos resultados anteriormente apresentados
para duplos ciclos com um ve´rtice ou h arcos em comum.
Admitamos, agora, que o resultado e´ va´lido para blocos-ciclos com menos de
k ciclos.
Seja A uma N–matriz parcial na˜o combinatorialmente sime´trica, pertencente
a PSn, cujo digrafo associado e´ um bloco-ciclo com k ciclos Γ1,Γ2, . . . ,Γk.
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Se existe um ciclo Γi tal que Γi tem exactamente um ve´rtice em comum
com Γi+1, enta˜o podemos completar as submatrizes principais associadas aos
blocos-ciclos Γ1, . . . ,Γi e Γi+1, . . . ,Γk por forma a obter N–matrizes, aplicando
a hipo´tese de induc¸a˜o, e o grafo das entradas especificadas da N–matriz parcial
resultante e´ 1–cordal. Logo, A admite N–completamentos (pelo Teorema 2.1).
Suponhamos, enta˜o, que cada ciclo Γi−1,Γi+1 tem pelo menos um arco em
comum com Γi, i = 2, . . . , k − 1. Podemos admitir, sem perda de generalidade,
que Γ1 e Γ2 teˆm p ≥ 1 arcos em comum, que Γ1 e´ o ciclo
Γ1 : (1, 2), (2, 3), . . . , (q1, q1 + 1), . . . , (q1 + p− 1, q1 + p), (q1 + p, 1)
e que Γ2 e´ o ciclo
Γ2 : (q1, q1 + 1), . . . , (q1 + p− 1, q1 + p), (q1 + p, q1 + p+ 1), . . . , (q1 + q2, q1).
Dado que o digrafo associado a` N–matriz parcial B = A [{1, 2, . . . , q1 + p}] e´
um ciclo, existe um N–completamento Bc = (−bij)q1+pi,j=1 de B, com todo o bij
positivo. Seja A1 a N–matriz parcial obtida de A por substituic¸a˜o de B por Bc
e especificando a entrada (q1 + q2, q1 + p, ) com −aq1+q2,q1/bq1+p,q1 e passando a
posic¸a˜o (q1 + q2, q1) para na˜o prescrita.
A matriz parcial C = A1 [{q1 + p, q1 + p+ 1, . . . , n}] e´ uma N–matriz parcial
cujo digrafo associado e´ um bloco-ciclo com k− 1 ciclos. Aplicando a hipo´tese de
induc¸a˜o, obtemos um N–completamento Cc de C.
Seja A2 a N–matriz parcial obtida de A1 substituindo C por Cc. Dado
que o grafo das entradas especificadas de A2 e´ um grafo 1–cordal, existe um
N–completamento Ac de A2 cujo elemento na posic¸a˜o (q1 + q2, q1) e´ −aq1+q2,q1 .
Note-se que Ac e´, tambe´m, um completamento de A. 2
O seguinte resultado diz respeito a outro tipo de N–matrizes parciais que
admitem N–completamentos.
Proposic¸a˜o 2.9. Seja A uma N–matriz parcial, pertencente a PSn, que admite
uma partic¸a˜o do tipo
A =

A11 A12 X13 . . . X1p−1 X1p
X21 A22 A23 . . . X2p−1 X2p
X31 X32 A33 . . . X3p−1 X3p
...
...
...
...
...
Xp−11 Xp−12 Xp−13 . . . Ap−1p−1 Ap−1p
Xp1 Xp2 Xp3 . . . Xpp−1 App

,
onde cada bloco diagonal Aii e´ uma N–matriz parcial ni × ni que admite
N–completamentos, cada bloco Aii+1 tem exactamente uma entrada especificada
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e cada Xij e´ totalmente na˜o especificado. Enta˜o, existe um N–completamento Ac
de A.
Demonstrac¸a˜o. Seja A˜ a N–matriz parcial obtida a partir de A substituindo cada
bloco diagonal Aii por um seu N–completamento Aiic . Sem perda de generali-
dade, podemos assumir que todas as entradas especificadas de A˜ sa˜o negativas.
Se a entrada (i, j) e´ especificada, denotamos por −aij o elemento nessa posic¸a˜o,
sendo aij > 0. Por multiplicac¸a˜o diagonal positiva, podemos ainda assumir que
todas as entradas diagonais sa˜o iguais a −1.
A demonstrac¸a˜o segue por induc¸a˜o no nu´mero p de blocos diagonais.
Consideremos, em primeiro lugar, o caso em que p = 2.
Seja (i, j) a entrada especificada de A12. Seja A¯ a N–matriz parcial de ordem
n tal que A¯ [{1, . . . , n1}] = A11c , A¯ [{n1 + 1, . . . , n}] = A22c , os elementos nas
posic¸o˜es (n1, n1+1) e (n1+1, n1) sa˜o, respectivamente, −aij/ain1an1+1j e −c, com
c > ain1an1+1j/aij , e todas as restantes entradas sa˜o na˜o especificadas.
Observe-se que o grafo dirigido associado a A¯ e´ 1–cordal, com 3 cliques maxi-
mais. Aplicando a Proposic¸a˜o 2.4 a` submatriz principal C = A¯ [{n1, . . . , n}],
obtemos um N–completamento Cc de C, cujo elemento na posic¸a˜o (n1, j) e´
−aij/ain1 .
Seja Aˆ a N–matriz parcial obtida de A¯ completando C como Cc. Aplicando
uma vez mais a Proposic¸a˜o 2.4, obtemos um N–completamento Ac de Aˆ, cujo
elemento na posic¸a˜o (i, j) e´ −aij .
Assim, Ac e´ tambe´m um N–completamento de A.
Admitamos, agora, que o resultado e´ va´lido para p − 1 blocos diagonais e
mostremos a sua validade para p blocos diagonais.
Comec¸amos por completar a submatriz C = A˜ [{1, . . . , n1 + n2}] de A˜ de
modo a obter uma N–matriz Cc, seguindo o procedimento descrito para o caso
p = 2. Seja A¯ a N–matriz parcial obtida de A˜ substituindo C por Cc. A¯ e´ uma
N–matriz parcial que admite a partic¸a˜o
A¯ =

Cc A¯12 Y13 . . . Y1p−1
Y21 A33c A¯23 . . . Y2p−1
Y31 Y32 A44c . . . Y3p−1
...
...
...
...
Yp−11 Yp−12 Yp−13 . . . Appc
 ,
onde cada bloco diagonal e´ uma N–matriz, cada bloco A¯ii+1 tem exactamente
uma entrada prescrita e cada Yij e´ totalmente na˜o especificado. Note-se que temos
p − 1 blocos diagonais. Assim, pela hipo´tese de induc¸a˜o, existe um
N–completamento Ac de A¯ e, consequentemente, de A. 2
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Conclu´ımos esta secc¸a˜o com o seguinte problema em aberto que generaliza o
resultado apresentado na u´ltima proposic¸a˜o.
Seja A uma N–matriz parcial n × n tal que toda a submatriz principal irre-
dut´ıvel admite um N–completamento. Existe algum N–completamento de A?
Desconhecemos, ainda, uma resposta para esta questa˜o geral. Podemos, no
entanto, encontrar uma resposta afirmativa para o caso das matrizes parciais 3×3
na Proposic¸a˜o 2.2.
2.1.3 Sob condic¸o˜es de simetria
Analisamos, nesta secc¸a˜o, o problema de completamento de N–matrizes im-
pondo uma condic¸a˜o de simetria: pretendemos determinar quais as matrizes par-
ciais que admitem um completamento que seja uma N–matriz sime´trica.
Antes de comec¸armos o estudo deste problema de completamento de matri-
zes, relembremos que a classe das N–matrizes sime´tricas na˜o e´ invariante para a
multiplicac¸a˜o diagonal positiva a` esquerda ou a` direita. No entanto, e´ invariante
para a congrueˆncia diagonal e para as semelhanc¸as de permutac¸a˜o. A carac-
terizac¸a˜o de N–matrizes sime´tricas apresentada no cap´ıtulo anterior e´ tambe´m
fundamental para o estudo do problema de completamento em questa˜o. Recor-
demos que, dada uma matriz sime´trica A com entradas diagonais negativas, A e´
uma N–matriz sime´trica se e somente se os seus menores principais descendentes
sa˜o negativos. A verificac¸a˜o se um certo completamento de uma matriz parcial
e´ ou na˜o uma N–matriz sime´trica fica, assim, simplificada. Ale´m destes factos,
sabemos que todas as submatrizes principais de uma N–matriz sime´trica sa˜o,
ainda, N–matrizes sime´tricas.
Obviamente, para que uma matriz parcial A = (aij)ni,j=1 admita, como com-
pletamento, uma N–matriz sime´trica, A tera´ de ser uma N–matriz parcial e,
ale´m disso, sempre que as entradas (i, j) e (j, i) sejam ambas especificadas, os
elementos aij e aji tera˜o de ser iguais. Definimos, enta˜o, as N–matrizes sime´tricas
parciais.
Definic¸a˜o 2.2. Uma matriz parcial quadrada A = (aij)ni,j=1 diz-se uma N–matriz
sime´trica parcial se todas as suas submatrizes principais totalmente especificadas
sa˜o N–matrizes e se a entrada (i, j) e´ especificada se e apenas se a entrada (j, i)
e´ especificada e aij = aji.
No problema de completamento de matrizes anteriormente considerado, o
facto de a classe das N–matrizes ser invariante para a multiplicac¸a˜o diagonal
positiva permitia-nos assumir, sem perda de generalidade, que os elementos da
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diagonal principal eram todos iguais a −1. Considerando a classe mais restrita
das N–matrizes sime´tricas e este conceito traduzido para o contexto das matrizes
parciais, facilmente se conclui que dadas uma N–matriz sime´trica parcial A e uma
matriz diagonal positiva D, de igual ordem, DA e AD na˜o sa˜o necessariamente
N–matrizes sime´tricas parciais. Podemos, no entanto, contornar esta questa˜o,
pensando na congrueˆncia diagonal, uma vez que se A = (aij)ni,j=1 e´ umaN–matriz
sime´trica parcial com os elementos da diagonal principal todos especificados e
D e´ a matriz diagonal D = diag
(
(|a11|)1/2, (|a22|)1/2, . . . , (|ann|)1/2
)
, enta˜o os
elementos da diagonal principal deDAD sa˜o todos iguais a −1. Ale´m disso, DAD
e´, tambe´m uma N–matriz sime´trica parcial com ΓDAD = ΓA. Podemos, pois
assumir que todos os elementos da diagonal principal de uma qualquer N–matriz
sime´trica parcial sa˜o iguais a −1, uma vez que consideramos este problema de
completamento apenas para matrizes parciais com a diagonal principal totalmente
prescrita.
Dirigimos, agora, o nosso estudo para o problema de completamento de
N–matrizes sob as condic¸o˜es de simetria referidas.
Pretendemos determinar quais asN–matrizes sime´tricas parciais que admitem
uma N–matriz sime´trica como completamento. Chamamos N–completamento
sime´trico a um tal completamento.
Note-se que a pro´pria definic¸a˜o de N–matriz sime´trica parcial nos garante a
simetria de sinal necessa´ria para a existeˆncia de um N–completamento. Ale´m
disso, dado que assumimos a especificac¸a˜o de todas as entradas diagonais, na˜o
existem entradas prescritas nulas. No entanto, tal como para o problema de com-
pletamento de N–matrizes, teremos de exigir a pertenc¸a, a menos de semelhanc¸a
diagonal admiss´ıvel, a PSn.
Tendo em conta que toda a N–matriz sime´trica parcial 3× 3 e´ combinatori-
almente sime´trica, podemos garantir sempre a existeˆncia de N–completamentos
sime´tricos de N–matrizes sime´tricas parciais dessa ordem.
Analogamente ao que acontece no problema de completamento deN–matrizes,
este problema na˜o se reduz ao problema de completamento deN–matrizes sime´tri-
cas parciais em PSn com a diagonal especificada, como podemos comprovar com
o seguinte exemplo.
Exemplo 2.8. Consideremos a N–matriz sime´trica parcial
A =
 ? 0, 01 −80, 01 −1 5
−8 5 −1
 ,
90
pertencente a PS3. A N–matriz sime´trica parcial definida pelas entradas di-
agonais especificadas de A admite N–completamentos sime´tricos. No entanto,
qualquer completamento
Ac =
 c 0, 01 −80, 01 −1 5
−8 5 −1

de A na˜o e´ uma N–matriz. Com efeito, c teria de ser negativo, mas, nesse caso,
detAc = −24c+ 63, 2001 > 0.
Resolvemos, de seguida, o problema de completamento de matrizes em questa˜o
para o caso dos grafos cordais. Comec¸amos por considerar o caso p–cordal com
dois cliques maximais.
Proposic¸a˜o 2.10. Seja A uma N–matriz sime´trica parcial tal que GA e´ p–cordal
com dois cliques maximais. Enta˜o, A admite N–completamentos sime´tricos.
Demonstrac¸a˜o. Podemos assumir, sem perda de generalidade, que A admite uma
partic¸a˜o da forma
A =
 A11 A12 XAT12 A22 A23
Y AT23 A33
 ,
onde as entradas na˜o especificadas sa˜o exactamente as de X e Y , todas as subma-
trizes principais totalmente especificadas sa˜o N–matrizes sime´tricas e Aii e´ uma
matriz do tipo ni × ni, i = 1, 2, 3, sendo n2 = p. Note-se que A22 e´ uma matriz
invert´ıvel. Podemos, assim, considerar o completamento
Ac =
 A11 A12 A12A−122 A23AT12 A22 A23
AT23A
−1
22 A
T
12 A
T
23 A33

de A. Facilmente se verifica que
detAc =
det
[
A11 A12
AT12 A22
]
det
[
A22 A23
AT23 A33
]
detA22
,
pelo que detAc < 0.
Pretendemos mostrar que Ac e´ uma N–matriz sime´trica. Atendendo ao
Teorema 1.2, resta-nos, pois, provar que detAc [{1, . . . , k}] < 0, para todo o
k ∈ {n1 + n2 + 1, . . . , n− 1}. Observe-se que, dado k ∈ {n1 + n2 + 1, . . . , n− 1},
Ac [{1, . . . , k}] =
 A11 A12 A12A−122 A¯23AT12 A22 A¯23
A¯T23A
−1
22 A
T
12 A¯
T
23 A¯33
 ,
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onde A¯23 e´ a matriz A23 [{n1 + 1, . . . , n2}|{n1 + n2 + 1, . . . , k}] e A¯33 a matriz
A33 [{n1 + n2 + 1, . . . , k}]. Prova-se que
detAc [{1, . . . , k}] =
det
[
A11 A12
AT12 A22
]
det
[
A22 A¯23
A¯T23 A¯33
]
detA22
< 0,
o que completa a demonstrac¸a˜o. 2
Com base na proposic¸a˜o anterior, mostramos o resultado mais geral.
Teorema 2.8. Seja G um grafo cordal conexo. Enta˜o, qualquer N–matriz sime´tri-
ca parcial cujo grafo associado e´ G admite N–completamentos sime´tricos.
Demonstrac¸a˜o. Sabemos que G e´ p–cordal, para algum p. A demonstrac¸a˜o segue
por induc¸a˜o no nu´mero k de cliques maximais em G. O caso k = 2 esta´ resolvido
na Proposic¸a˜o 2.10. Admitamos que o resultado e´ va´lido para qualquer grafo
cordal conexo com k − 1 cliques maximais. Seja G1 o subgrafo dado pela soma
de dois cliques maximais. Aplicando a Proposic¸a˜o 2.10 a` submatriz principal A1
de A cujo grafo associado e´ G1, obtemos um N–completamento sime´trico A1c de
A1. Substituindo, em A, a submatriz principal A1 pelo seu completamento A1c ,
obtemos uma N–matriz sime´trica parcial, cujo grafo das entradas especificadas e´
cordal, com k − 1 cliques maximais. A hipo´tese de induc¸a˜o garante a existeˆncia
do completamento de A desejado. 2
Seja A uma N–matriz sime´trica parcial, cujo grafo das entradas especificadas
e´ um grafo na˜o conexo G. No teorema que apresentamos de seguida, provamos
que se cada submatriz principal de A associada a cada componente conexa de
G admite N–completamentos sime´tricos, enta˜o tambe´m A admite tais tipos de
completamentos.
Teorema 2.9. Se uma N–matriz sime´trica parcial A e´ semelhante por per-
mutac¸a˜o a uma matriz parcial diagonal por blocos em que cada bloco diagonal ad-
mite N–completamentos sime´tricos, enta˜o existe um N–completamento sime´trico
de A.
A demonstrac¸a˜o deste u´ltimo resultado e´ semelhante a` do Teorema 2.2. De
facto, podemos adaptar, sem qualquer dificuldade, a demonstrac¸a˜o desse teorema
de forma a obtermos apenas N–matrizes sime´tricas parciais.
Encerrado o problema de completamento de N–matrizes sime´tricas para o
caso dos grafos cordais, a questa˜o que surge naturalmente diz respeito ao com-
pletamento de ciclos.
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Como veremos de seguida, uma N–matriz sime´trica parcial, cujo grafo as-
sociado e´ um ciclo, na˜o admite, em geral, um N–completamento. Procurare-
mos, enta˜o, determinar condic¸o˜es necessa´rias e suficientes para a existeˆncia de
N–completamentos sime´tricos de N–matrizes sime´tricas parciais desse tipo.
Exemplo 2.9. Consideremos a N–matriz sime´trica parcial
A =

−1 −1, 1 ? −5
−1, 1 −1 −1, 1 ?
? −1, 1 −1 −1, 1
−5 ? −1, 1 −1
 .
Note-se que A e´ diagonalmente semelhante, por semelhanc¸a diagonal ad-
miss´ıvel, a uma N–matriz sime´trica parcial pertencente a PS4.
Dados dois reais a, b, consideremos o completamento
Ac =

−1 −1, 1 a −5
−1, 1 −1 −1, 1 b
a −1, 1 −1 −1, 1
−5 b −1, 1 −1

de A. Temos que
detAc [{2, 3, 4}] < 0 ⇐⇒ −1, 42 < b < −1
e
detAc [{1, 2, 4}] < 0 ⇐⇒ −5, 5−
√
5, 04 < b < −5, 5 +
√
5, 04 ≈ −3, 255.
Logo, na˜o existe nenhum completamento de A que seja uma N–matriz sime´trica.
No lema que se segue, apresentamos condic¸o˜es necessa´rias e suficientes para
que uma N–matriz sime´trica parcial, semelhante por semelhanc¸a diagonal ad-
miss´ıvel a uma matriz em PS4, cujo grafo das entradas especificadas e´ um ciclo
de comprimento 4, admita N–completamentos sime´tricos.
Lema 2.5. Seja A a seguinte N–matriz sime´trica parcial
A =

−1 −a12 ? −a14
−a12 −1 −a23 ?
? −a23 −1 −a34
−a14 ? −a34 −1
 ,
onde a12, a14, a23, a34 > 1. Enta˜o, existe um N–completamento sime´trico Ac de
A se e somente se
|a12a23 − a34a14| <
√
(a212 − 1)(a223 − 1) +
√
(a234 − 1)(a214 − 1).
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Demonstrac¸a˜o. Sabemos, pelo Teorema 2.8, que A admite um N–completamento
sime´trico se e so´ se existe x ∈ R+ tal que
Ax =

−1 −a12 −x −a14
−a12 −1 −a23 ?
−x −a23 −1 −a34
−a14 ? −a34 −1

e´ uma N–matriz sime´trica parcial. Com efeito, o grafo associado a Ax e´ um grafo
2–cordal.
Logo, A admite N–completamentos sime´tricos se e somente se existe x tal
que detAx [{1, 2, 3}] < 0 e detAx [{1, 3, 4}] < 0, ou seja, se e so´ se existe x tal
que
|x− a12a23| <
√
(a212 − 1)(a223 − 1) (2.1)
e
|x− a34a14| <
√
(a234 − 1)(a214 − 1). (2.2)
Uma simples manipulac¸a˜o destas inequac¸o˜es permite-nos mostrar que existe x
que verifica (2.1) e (2.2) se e so´ se
|a12a23 − a34a14| <
√
(a212 − 1)(a223 − 1) +
√
(a234 − 1)(a214 − 1).
2
O resultado anterior pode ser generalizado para n > 4, como ilustram as
seguintes proposic¸o˜es.
Proposic¸a˜o 2.11. Seja A a seguinte N–matriz sime´trica parcial n × n, com
n = 2p,
A =

−1 −a12 ? . . . ? −a1n
−a12 −1 −a23 . . . ? ?
? −a23 −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
−a1n ? ? . . . −an−1n −1

,
onde todo o aij e´ maior que 1. Enta˜o, existe um N–completamento sime´trico de
A se e somente se o sistema de inequac¸o˜es
|a12a23 − x0a1n| <
√
(a212 − 1)(a223 − 1) +
√
(x20 − 1)(a21n − 1),
|app+1ap+1p+2−ap+2p+3xp−3| <
√
(a2pp+1 − 1)(a2p+1p+2 − 1)+
√
(a2p+2p+3 − 1)(x2p−3 − 1),
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|ak+3k+4xk+1−an−1−kn−kxk| <
√
(a2k+3k+4 − 1)(x2k+1 − 1)+
√
(a2n−1−kn−k − 1)(x2k − 1),
k = 0, . . . , p− 4 (se p ≥ 4),
nas varia´veis x0, x1, . . . , xp−3, tem soluc¸a˜o.
Demonstrac¸a˜o. Dado um (p−2)–uplo de reais positivos x = (x0, . . . , xp−3), consi-
deremos a matriz parcial Ax obtida de A completando as entradas
(k + 3, n − k), (n − k, k + 3) com −xk, k = 0, . . . , p − 3. Pelo Teorema 2.8,
sabemos que A admite um N–completamento sime´trico se e somente se existe
x tal que as submatrizes principais Ax [{1, 2, 3, n}], Ax [{p, p+ 1, p+ 2, p+ 3}],
Ax [{k + 3, k + 4, n− 1− k, n− k}] (k = 0, . . . , p−4) de Ax admitem N–matrizes
sime´tricas como completamentos. Note-se que o grafo associado a cada uma des-
tas submatrizes principais e´ um ciclo de comprimento 4. Logo, aplicando o lema
anterior, podemos afirmar que A admite N–completamentos sime´tricos se e so´ se
o sistema referido tem soluc¸a˜o. 2
Proposic¸a˜o 2.12. Seja A a N–matriz sime´trica parcial n× n, com n = 2p+ 1,
A =

−1 −a12 ? . . . ? −a1n
−a12 −1 −a23 . . . ? ?
? −a23 −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
−a1n ? ? . . . −an−1n −1

,
onde aii+1, a1n > 1, para todo o i ∈ {1, . . . , n − 1}. Enta˜o, existe um
N–completamento sime´trico de A se e so´ se o sistema de inequac¸o˜es
|x0 − a12a1n| <
√
(a212 − 1)(a21n − 1),
|app+1ap+1p+2−ap+2p+3xp−2| <
√
(a2pp+1 − 1)(a2p+1p+2 − 1)+
√
(a2p+2p+3 − 1)(x2p−2 − 1),
|ak+2k+3xk+1−an−1−kn−kxk| <
√
(a2k+2k+3 − 1)(x2k+1 − 1)+
√
(a2n−1−kn−k − 1)(x2k − 1),
k = 0, . . . , p− 3 (se p ≥ 3),
nas varia´veis x0, x1, . . . , xp−2, tem soluc¸a˜o.
Demonstrac¸a˜o. Consideremos um (p−1)–uplo x = (x0, . . . , xp−2) de reais positi-
vos. Seja Ax a matriz parcial obtida de A especificando as entradas
(k+2, n−k), (n−k, k+2) com −xk, k = 0, . . . , p−2. Pelo Teorema 2.8, segue-se
queA admiteN–completamentos sime´tricos se e so´ se existe x tal que as submatri-
zes Ax [{1, 2, n}], Ax [{p, p+ 1, p+ 2, p+ 3}], Ax [{k + 2, k + 3, n− 1− k, n− k}]
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(k = 0, . . . , p − 3) de Ax admitem N–matrizes sime´tricas como completamen-
tos. Observe-se que o grafo associado a Ax [{1, 2, n}] e´ completo e que os grafos
das entradas especificadas das restantes submatrizes principais listadas sa˜o ciclos
de comprimento 4. Aplicando o lema anterior, A admite um N–completamento
sime´trico se e so´ se o sistema referido tem soluc¸a˜o. 2
E´ o´bvio que analisar se as condic¸o˜es necessa´rias e suficientes apresentadas nas
proposic¸o˜es anteriores se verificam para uma determinada N–matriz sime´trica
parcial n×n, cujo grafo das entradas especificadas e´ um ciclo de comprimento n,
pode ser uma tarefa morosa para valores elevados de n. As condic¸o˜es suficientes
que apresentamos de seguida sa˜o de verificac¸a˜o mais ra´pida.
Lema 2.6. Seja A a seguinte N–matriz sime´trica parcial
A =

−1 −a12 ? . . . ? −a1n
−a12 −1 −a23 . . . ? ?
? −a23 −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
−a1n ? ? . . . −an−1n −1

,
onde todo o aij e´ superior a 1. Se∣∣∣an−2n−1an−1n − a1n(a12 . . . an−3n−2)−1∣∣∣ <√(a2n−2n−1 − 1)(a2n−1n − 1)
ou ∣∣∣a12a23 − a1n(a34 . . . an−1n)−1∣∣∣ <√(a212 − 1)(a223 − 1),
enta˜o existe um N–completamento de A.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o em n.
Comecemos por analisar o caso n = 4.
Se
|a23a34 − a14a−112 | <
√
(a223 − 1)(a234 − 1),
consideremos a matriz parcial
A¯ =

−1 −a12 ? −a14
−a12 −1 −a23 −a14a−112
? −a23 −1 −a34
−a14 −a14a−112 −a34 −1
 .
Atendendo ao Teorema 1.2 e a` Proposic¸a˜o 2.10, e´ suficiente mostrar que o menor
principal det A¯ [{2, 3, 4}] e´ negativo de modo a garantirmos a existeˆncia de um
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N–completamento sime´trico de A¯, e, por conseguinte, de A. Facilmente se verifica
que det A¯ [{2, 3, 4}] < 0 se e so´ se
|a23a34 − a14a−112 | <
√
(a223 − 1)(a234 − 1).
Se
|a12a23 − a14a−134 | <
√
(a212 − 1)(a223 − 1),
consideremos a matriz parcial
A˜ =

−1 −a12 −a14a−134 −a14
−a12 −1 −a23 ?
−a14a−134 −a23 −1 −a34
−a14 ? −a34 −1
 .
Prova-se que A˜ e, consequentemente, A admitem N–completamentos sime´tricos
sempre que
|a12a23 − a14a−134 | <
√
(a212 − 1)(a223 − 1),
seguindo um racioc´ınio ana´logo ao apresentado para o caso anterior.
Admitamos, agora, a validade do resultado para n− 1.
Se
|an−2n−1an−1n − a1n(a12 . . . an−3n−2)−1| <
√
(a2n−2n−1 − 1)(a2n−1n − 1),
temos que
a1na
−1
12 > a23 . . . an−3n−2
(
an−2n−1an−1n −
√
(a2n−2n−1 − 1)(a2n−1n − 1)
)
.
Dado que a23 . . . an−3n−2 > 1 e
an−2n−1an−1n −
√
(a2n−2n−1 − 1)(a2n−1n − 1) ≥ 1,
podemos concluir que a seguinte matriz parcial
A¯ =

−1 −a12 ? . . . ? −a1n
−a12 −1 −a23 . . . ? −a1na−112
? −a23 −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
−a1n −a1na−112 ? . . . −an−1n −1

e´ uma N–matriz sime´trica parcial. Observe-se que C = A¯ [{2, . . . , n}] e´ uma
N–matriz sime´trica parcial, cujo grafo das entradas especificadas e´ um ciclo.
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Pela hipo´tese de induc¸a˜o, existe um N–completamento sime´trico Cc de C.
Seja A¯ a N–matriz sime´trica parcial obtida de A¯ completando C como em Cc.
A Proposic¸a˜o 2.10 permite-nos afirmar que A¯ e, consequentemente, A admitem
N–completamentos sime´tricos.
Se
|a12a23 − a1n(a34 . . . an−1n)−1| <
√
(a212 − 1)(a223 − 1),
consideremos a matriz parcial
A¯ =

−1 −a12 ? . . . −a1na−1n−1n −a1n
−a12 −1 −a23 . . . ? ?
? −a23 −1 . . . ? ?
...
...
...
...
...
−a1na−1n−1n ? ? . . . −1 −an−1n
−a1n ? ? . . . −an−1n −1

.
Seguindo um racioc´ınio ana´logo ao do caso anterior, conclu´ımos a demonstrac¸a˜o.
2
As condic¸o˜es apresentadas acima na˜o sa˜o, em geral, condic¸o˜es necessa´rias,
como podemos comprovar no exemplo que se segue.
Exemplo 2.10. A N–matriz sime´trica parcial
A =

−1 −1, 1 ? −2
−1, 1 −1 −1, 1 ?
? −1.1 −1 −1, 1
−2 ? −1, 1 −1

na˜o satisfaz as condic¸o˜es do Lema 2.6. No entanto, especificando as entradas
(1, 3), (3, 1) com −1, 414938 e as entradas (2, 4), (4, 2) com −1, 41, obtemos um
N–completamento sime´trico de A.
2.2 Nk–matrizes parciais
Voltamos, nesta secc¸a˜o, a` classe mais abrangente - a`s Nk–matrizes. Conside-
ramos, enta˜o, um inteiro positivo k e todas as matrizes cujos menores principais
correspondentes a`s submatrizes principais de ordem inferior ou igual a k sa˜o
negativos.
Claramente, estamos a exigir menos condic¸o˜es a n´ıvel do sinal dos menores
principais da matriz dada, pelo que, pensando no problema de completamento
associado a esta classe de matrizes, vamos obter mais alguns resultados para ale´m
dos facilmente generaliza´veis da secc¸a˜o anterior.
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Relembremos, antes de mais, que esta classe de matrizes e´ invariante para a
multiplicac¸a˜o diagonal a` esquerda ou a` direita e para as semelhanc¸as diagonais e
de permutac¸a˜o.
Comec¸amos, enta˜o, por definir as matrizes parciais de interesse para este
problema, tendo em conta que toda a submatriz principal de uma Nk–matriz e´,
tambe´m, uma Nk–matriz.
Definic¸a˜o 2.3. Uma matriz parcial quadrada A diz-se uma Nk–matriz parcial se
todas as suas submatrizes principais totalmente especificadas sa˜o Nk–matrizes.
Para que exista um completamento de uma dada matriz parcial que seja uma
Nk–matriz e´ obviamente necessa´rio que essa matriz parcial seja uma Nk–matriz
parcial.
Designaremos por Nk–completamento de A qualquer completamento de uma
matriz parcial A que seja uma Nk–matriz.
Centraremos, enta˜o, o nosso estudo no problema de completamento de
Nk–matrizes parciais: pretendemos determinar quais as Nk–matrizes parciais que
admitem Nk–completamentos.
Assumimos que todos os elementos da diagonal principal sa˜o especificados.
Assim, sempre que k > 1, toda a Nk–matriz parcial considerada e´ sinal-sime´trica.
Para valores pequenos de k, os problemas de completamento de Nk–matrizes
parciais teˆm respostas consideravelmente simples. Note-se, por exemplo, que
todas as N1–matrizes parciais admitem, obviamente, N1–completamentos. O
seguinte resultado encerra o problema de completamento deN2–matrizes parciais.
Lema 2.7. Seja A uma N2–matriz parcial n× n. A admite N2–completamentos
se e somente se A na˜o tem entradas especificadas nulas.
Demonstrac¸a˜o. Atendendo a`s propriedades das Nk–matrizes anteriormente apre-
sentadas, sabemos que a na˜o existeˆncia de entradas prescritas nulas e´ uma
condic¸a˜o necessa´ria para que A admita N2–completamentos. Vejamos, de se-
guida, que e´, tambe´m, condic¸a˜o suficiente. Se n = 2, estamos perante o pro-
blema de completamento de uma N–matriz parcial 2 × 2. Sabemos que, sendo
A uma matriz parcial sinal-sime´trica sem entradas especificadas nulas, existe um
N–completamento Ac de A. Assim, todos os menores principais de Ac sa˜o nega-
tivos. Logo, Ac e´ uma N2–matriz. Se n > 2, consideremos todas as submatrizes
principais de A de ordem 2. Cada uma dessas submatrizes e´ uma N–matriz
parcial 2 × 2 sinal-sime´trica e sem entradas prescritas nulas. Portanto, cada
uma dessas submatrizes pode ser completada de modo a obter-se uma N–matriz.
Como nunca completamos duas submatrizes principais 2 × 2 em simultaˆneo, no
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final do processo, a matriz n× n resultante e´ tal que todas as submatrizes prin-
cipais de ordem 2 teˆm determinante negativo, ou seja, e´ um N2–completamento
de A. 2
Atendendo a determinados exemplos apresentados para o problema de com-
pletamento de N–matrizes, podemos afirmar que, em geral, uma Nk–matriz par-
cial sem entradas especificadas nulas na˜o admite Nk–completamentos.
Para prosseguir o estudo deste problema, consideramos, nas pro´ximas secc¸o˜es,
restric¸o˜es sobre o padra˜o da matriz parcial.
2.2.1 O caso combinatorialmente sime´trico
Consideramos, nesta secc¸a˜o, a restric¸a˜o do problema em questa˜o a matrizes
parciais combinatorialmente sime´tricas.
Tendo em conta que, no caso combinatorialmente sime´trico, a entrada (i, j) e´
especificada se e somente se a entrada (j, i) e´ tambe´m especificada, podemos afir-
mar que uma Nk–matriz parcial combinatorialmente sime´trica na˜o tem entradas
nulas prescritas se k > 1. Obtemos, enta˜o, do Lema 2.7, o seguinte resultado:
Corola´rio 2.3. Toda a N2–matriz parcial combinatorialmente sime´trica admite
N2–completamentos.
Sendo a classe das Nk–matrizes invariante para as semelhanc¸as diagonais e
de permutac¸a˜o, bem como para a multiplicac¸a˜o diagonal positiva, estas trans-
formac¸o˜es sa˜o admiss´ıveis para as Nk–matrizes parciais. Restringimos, enta˜o, o
nosso estudo, nos casos em que k ≥ 3, a`s Nk–matrizes parciais pertencentes a
PSn, sem perda de generalidade.
Consideremos, agora, o caso combinatorialmente sime´trico para a classe das
N3–matrizes parciais.
Lema 2.8. Toda a N3–matriz parcial combinatorialmente sime´trica, pertencente
a PSn, com um so´ par de entradas na˜o especificadas admite N3–completamentos.
Demonstrac¸a˜o. Seja A uma N3–matriz parcial, pertencente a PSn, com apenas
um par de entradas na˜o especificadas, posicionalmente sime´tricas. Por seme-
lhanc¸a de permutac¸a˜o, podemos assumir, sem perda de generalidade, que as en-
tradas na˜o especificadas sa˜o (1, n) e (n, 1). Podemos, ainda, admitir que todos os
elementos da diagonal principal sa˜o iguais a −1 e que todas as entradas prescritas
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sa˜o negativas. Assim, A e´ da forma
A =

−1 −a12 . . . −a1n−1 ?
−a21 −1 . . . −a2n−1 −a2n
...
...
...
...
−an−1,1 −an−1,2 . . . −1 −an−1n
? −an2 . . . −ann−1 −1
 ,
onde aij > 0, para quaisquer i e j.
A u´nica submatriz principal 2×2 na˜o completamente especificada e´ a subma-
triz A [{1, n}] e qualquer submatriz principal 3× 3 na˜o totalmente especificada e´
da forma
A [{1, i, n}] =
 −1 −a1i ?−ai1 −1 −ain
? −ani −1
 .
Dados x, y ∈ R+, definamos o completamento
Ax,y =

−1 −a12 . . . −a1n−1 −x
−a21 −1 . . . −a2n−1 −a2n
...
...
...
...
−an−11 −an−12 . . . −1 −an−1n
−y −an2 . . . −ann−1 −1

de A. Segue-se que
detAx,y [{1, n}] = 1− xy
e, para cada i ∈ {2, . . . , n− 1},
detAx,y [{1, i, n}] = −1 + a1iai1 + ainani − ai1anix− a1iainy + xy.
Por forma a que Ax,y seja uma N3–matriz, basta escolher x tal que
0 < x < min
i
{a1iain}
e, fixo x, escolher y de tal modo que
y > max
i
{
(−1 + a1iai1 + ainani − ai1anix)(a1iain − x)−1, x−1
}
.
2
Proposic¸a˜o 2.13. Toda a N3–matriz parcial combinatorialmente sime´trica per-
tencente a PSn admite N3–completamentos.
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Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o no nu´mero k de pares de en-
tradas posicionalmente sime´tricas na˜o especificadas. O lema anterior traduz o
caso em que existe um so´ par de entradas posicionalmente sime´tricas na˜o es-
pecificadas. Consideremos k > 1 e admitamos, como hipo´tese de induc¸a˜o, que
existe um N3–completamento de toda a N3–matriz parcial combinatorialmente
sime´trica, pertencente a PSn, com k−1 pares de entradas na˜o especificadas. Seja
A ∈ PSn uma N3–matriz parcial combinatorialmente sime´trica com k pares de
entradas na˜o prescritas. Podemos admitir, sem perda de generalidade, que todos
os elementos de A sa˜o negativos.
Consideremos um par de entradas na˜o especificadas posicionalmente sime´tricas
de A e todas as submatrizes principais maximais A [α1] , A [α2] , . . . , A [αs] que
este par completa. Para i ∈ {1, . . . , s} e x, y ∈ R+, representemos por A [αi]x,y
o completamento da matriz parcial A [αi] tal que −x completa a entrada na˜o es-
pecificada da parte triangular superior e −y completa a entrada na˜o prescrita da
parte triangular inferior. Seja i ∈ {1, . . . , s}. Atendendo a` demonstrac¸a˜o do lema
anterior, sabemos que existe mi tal que, para todo o x ∈ ]0,mi[, existe Mi tal
que A [αi]x,y e´ uma N3–matriz sempre que y ∈ ]Mi,+∞[. Sejam m = mini {mi}
e x ∈ ]0,m[. Enta˜o, para cada i ∈ {1, . . . , s}, existe Mi tal que A [αi]x,y e´ uma
N3–matriz para qualquer y ∈ ]Mi,+∞[. Basta, enta˜o, considerar M = max
i
{Mi}
e y ∈ ]M,+∞[. Obtemos, enta˜o, uma N3–matriz parcial combinatorialmente
sime´trica com k − 1 pares de entradas na˜o prescritas posicionalmete sime´tricas
cujos elementos especificados sa˜o negativos. Tal matriz parcial e´ diagonalmente
semelhante a um N3–matriz parcial pertencente a PSn com as mesmas entradas
na˜o especificadas. Por hipo´tese de induc¸a˜o, esta u´ltima matriz parcial admite
N3–completamentos e, portanto, tambe´m A admite N3–completamentos. 2
A questa˜o natural no seguimento deste estudo diz respeito a` existeˆncia ou na˜o
de Nk–completamentos de Nk–matrizes parciais combinatorialmente sime´tricas
pertencentes a PSn para k ≥ 4. No entanto, este problema de completamento
de matrizes intersecta o caso 2–cordal para as N–matrizes parciais, problema
este ainda em aberto. Desconhecemos, portanto, a resposta a este problema em
geral. Todavia, podemos garantir a completabilidade das Nk–matrizes parciais
cujos grafos associados sa˜o 1–cordais. A demonstrac¸a˜o sera´ obviamente distinta
da apresentada para o caso das N–matrizes, uma vez que partimos de menos
hipo´teses sobre as submatrizes principais totalmente especificadas. Mais concre-
tamente, as submatrizes principais correspondentes aos cliques maximais do grafo
associado podem ser na˜o regulares.
Proposic¸a˜o 2.14. Seja A uma Nk–matriz parcial cujo grafo associado e´ 1–cordal
com dois cliques maximais. Enta˜o, A admite Nk–completamentos.
102
Demonstrac¸a˜o. Podemos admitir, sem perda de generalidade, que A e´ da forma
A =
 A11 a12 XaT21 −1 aT23
Y a32 A33
 ,
sendo as entradas de X e de Y as entradas na˜o especificadas de A e sendo nega-
tivas todas as entradas especificadas de A. Caso A seja uma matriz parcial n×n
com n ≤ k ou caso cada um dos cliques maximais seja de ordem na˜o superior a k,
podemos aplicar o referido resultado relativo a`s N–matrizes parciais. Admitimos,
enta˜o, para o que se segue, que pelo menos um dos cliques e´ de ordem superior a
k. Consideremos o completamento
Ac =
 A11 a12 −a12aT23aT21 −1 aT23
−a32aT21 a32 A33

de A. Vejamos que Ac e´, com efeito, uma Nk–matriz.
Sejam
A1 =
[
A11 a12
aT21 −1
]
, A2 =
[
−1 aT23
a32 A33
]
e p o ı´ndice da entrada de sobreposic¸a˜o dos dois cliques maximais.
Consideremos um subconjunto α de {1, . . . , n} tal que |α| ≤ k. Sejam
α1 ⊆ {1, . . . , p− 1} e α2 ⊆ {p+ 1, . . . , n} tais que α− {p} = α1 ∪ α2.
Se α2 = ∅, enta˜o Ac [α] e´ uma submatriz de A1, de ordem na˜o superior a k.
Se α1 = ∅, segue-se que Ac [α] e´ uma submatriz de A2, tambe´m de ordem na˜o
superior a k. Assim, em qualquer um destes casos, sabemos, por hipo´tese, que
detAc [α] < 0.
Estudemos, de seguida, o caso em que α1, α2 6= ∅. Consideremos a submatriz
Ac [α ∪ {p}] e a partic¸a˜o
Ac [α ∪ {p}] =
 B u −uvTwT −1 vT
−zwT z C
 ,
onde B = Ac [α1], u = Ac [α1 | {p}], wT = Ac [{p} | α1], vT = Ac [{p} | α2],
z = Ac [α2 | {p}] e C = Ac [α2].
Comec¸amos por analisar o caso em que p ∈ α. Somando a` s–e´sima linha de
Ac [α] a p–e´sima linha multiplicada pelo sime´trico do elemento na entrada (s, p),
s = p+ 1, . . . , n, obtemos a matriz
A˜c [α] =
 B u −uvTwT −1 vT
0 0 C˜
 ,
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sendo
A3 =
[
−1 vT
0 C˜
]
a matriz obtida de Ac [{p} ∪ α2] somando a` r–e´sima linha a primeira linha mul-
tiplicada pelo sime´trico do elemento na entrada (r, 1), r = 2, . . . , |α2|+ 1. Dado
que detA3 = detAc [{p} ∪ α2] < 0, podemos concluir que det C˜ > 0. Assim,
detAc [α] = detAc [α1 ∪ {p}] det C˜ < 0, como quer´ıamos demonstrar.
Atendamos, agora, ao caso em que p 6∈ α. Note-se que, dado que α1, α2 6= ∅,
|α1|, |α2| < k. Temos que
Ac [α] =
[
B −uvT
−zwT C
]
.
Como B e´ uma matriz de ordem |α1| < k, sabemos que e´ uma matriz in-
vert´ıvel. Tambe´m a matriz [
B u
wT −1
]
e´ de ordem na˜o superior a k, pelo que tem determinante negativo, ou seja,
detB × det(−1− wTB−1u) < 0.
Podemos, enta˜o, afirmar que λ = −wTB−1u > 1. Ale´m disso, como[
−1 vT
z C
]
e´ uma matriz de ordem |α2|+ 1 ≤ k,
−1× det(C − z(−1)vT ) < 0,
donde det(C + zvT ) > 0.
Atendamos, agora, a` submatriz Ac [α]. Temos que
det
[
B −uvT
−zwt C
]
= detB det(C − zwtB−1uvT )
= detB det(C + λzvT ).
Pretendemos mostrar que det(C + λzvT ) > 0. Seja γ ∈ R. Note-se que
r
(
zvT
)
= 1. Por uma questa˜o de simplificac¸a˜o de escrita, denotemos por cij
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e por bij os elementos de C e de zvT , respectivamente. Recorrendo a proprieda-
des dos determinantes, temos que
det(C + γzvT ) = det

c11 + γb11 c12 + γb12 . . . c1m + γb1m
c21 + γb21 c22 + γb22 . . . c2m + γb2m
...
...
...
cm1 + γbm1 cm2 + γbm2 . . . cmm + γbmm

= det

c11 c12 + γb12 . . . c1m + γb1m
c21 c22 + γb22 . . . c2m + γb2m
...
...
...
cm1 cm2 + γbm2 . . . cmm + γbmm

+γ det

b11 c12 + γb12 . . . c1m + γb1m
b21 c22 + γb22 . . . c2m + γb2m
...
...
...
bm1 cm2 + γbm2 . . . cmm + γbmm
 .
Aplicando sucessivamente este racioc´ınio, temos que
det(C + γzvT ) = det

c11 c12 . . . c1m
c21 c22 . . . c2m
...
...
...
cm1 cm2 . . . cmm
+ γ det

b11 c12 . . . c1m
b21 c22 . . . c2m
...
...
...
bm1 cm2 . . . cmm

+γ det

c11 b12 c13 . . . c1m
c21 b22 c23 . . . c2m
...
...
...
cm1 bm2 cm3 . . . cmm
+ . . .+ γ det

c11 . . . c1m−1 b1m
c21 . . . c2m−1 b2m
...
...
...
cm1 . . . cmm−1 bmm
 .
Assim,
det(C + γzvT ) = detC + γM,
onde
M = det

b11 c12 . . . c1m
b21 c22 . . . c2m
...
...
...
bm1 cm2 . . . cmm
+ . . .+ det

c11 . . . c1m−1 b1m
c21 . . . c2m−1 b2m
...
...
...
cm1 . . . cmm−1 bmm
 .
Para γ = 1, temos que
det(C + γzvT ) = det(C + zvT ) > 0.
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Logo,
M > −detC > 0.
Para γ = λ, temos que
det(C + γzvT ) = det(C + λzvT ) = detC + λM.
Assim,
det(C + λzvT ) > 0 ⇐⇒ λM > −detC.
Como λ > 1 e M > 0, segue-se que
λM > M > −detC.
Portanto, det(C + λzvT ) > 0 e, consequentemente, detAc [α] < 0, como pre-
tend´ıamos demonstrar.
Verifica´mos, deste modo, que detAc [α] < 0, para todo o subconjunto α de
{1, . . . , n} tal que |α| ≤ k. Portanto, Ac e´, de facto, um Nk–completamento de
A. 2
O teorema que se segue generaliza o resultado anterior.
Teorema 2.10. Seja G um grafo na˜o dirigido 1–cordal conexo. Toda a Nk–ma-
triz parcial cujo grafo associado e´ G admite Nk–completamentos.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o no nu´mero p de cliques ma-
ximais de G. O caso de p cliques maximais reduz-se ao caso de p − 1 cliques
maximais, escolhendo um clique (o p-e´simo clique) que tem apenas um ve´rtice
em comum com qualquer outro clique maximal (a existeˆncia de tais cliques e´
garantida pelo modo como os grafos cordais sa˜o constru´ıdos). Completando o
subgrafo induzido pelos restantes p − 1 cliques, o problema reduz-se ao caso de
dois cliques maximais. O resultado para grafos 1–cordais com dois cliques maxi-
mais e´ estudado na proposic¸a˜o anterior. 2
Ainda relativamente ao caso combinatorialmente sime´trico, podemos gene-
ralizar muito facilmente o resultado obtido para as N–matrizes parciais cujos
grafos associados sa˜o ciclos. De facto, para k > 1, se A e´ uma Nk–matriz par-
cial, cujo grafo das entradas especificadas e´ um ciclo, enta˜o A e´ uma N–matriz
parcial. Assim, se A ∈ PSn, A admite N–completamentos, que sa˜o, claramente,
Nk–matrizes.
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2.2.2 O caso na˜o combinatorialmente sime´trico
Admitimos, nesta secc¸a˜o, que k ≥ 3.
Em geral, uma Nk–matriz parcial na˜o combinatorialmente sime´trica na˜o ad-
mite Nk–completamentos. Podemos comprovar este facto na Proposic¸a˜o 2.3.
Os resultados obtidos no problema de completamento de N–matrizes parciais
na˜o combinatorialmente sime´tricas cujos digrafos associados sa˜o ac´ıclicos, ciclos,
semiciclos ou duplos ciclos sa˜o facilmente generaliza´veis para as Nk–matrizes
parciais. De facto, uma Nk–matriz parcial A com um digrafo associado desse
tipo e´, com efeito, uma N–matriz. Ao garantir a existeˆncia de um completa-
mento Ac de A que seja uma N–matriz, garantimos, tambe´m, a existeˆncia de um
Nk–completamento de A.
Terminamos este cap´ıtulo abordando o problema de completamento de
N3–matrizes para o caso dos digrafos CDUM.
Proposic¸a˜o 2.15. Seja A uma N3–matriz parcial pertencente a PSn tal que DA
e´ um digrafo CDUM. Enta˜o, A admite N3–completamentos.
Demonstrac¸a˜o. Podemos admitir que toda a entrada (i, i+1) de A, i = 1, . . . , n,
e´ especificada, uma vez que, caso contra´rio, e´ poss´ıvel completar tais entradas de
modo a obter uma N3–matriz parcial.
Podemos, ainda, assumir, por multiplicac¸a˜o por uma matriz diagonal positiva
e por semelhanc¸a diagonal, que todas as entradas especificadas sa˜o negativas e
que as das diagonais principal e superior sa˜o todas iguais a −1.
Facilmente se verifica, tambe´m, que e´ poss´ıvel completar algumas das entradas
de A por forma a obter uma N3–matriz parcial da forma
A¯ =

−1 −1 ? ? ? . . . ? ?
−a21 −1 −1 ? ? . . . ? ?
−a31 −a32 −1 −1 ? . . . ? ?
−a41 −a41 −a43 −1 −1 . . . ? ?
−a51 −a51 −a51 −a54 −1 . . . ? ?
...
...
...
...
...
...
...
−an−1,1 −an−1,1 −an−1,1 −an−1,1 −an−1,1 . . . −1 −1
−an1 −an1 −an1 −an1 −an1 . . . −ann−1 −1

,
onde aii−1 > 1, para i = 2, . . . , n, e aii−1 > ai1 > 0, para i = 3, . . . , n.
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Dado x ∈ R+, consideremos o completamento
A¯x =

−1 −1 −x −x −x . . . −x −x
−a21 −1 −1 −x −x . . . −x −x
−a31 −a32 −1 −1 −x . . . −x −x
−a41 −a41 −a43 −1 −1 . . . −x −x
−a51 −a51 −a51 −a54 −1 . . . −x −x
...
...
...
...
...
...
...
−an−1,1 −an−1,1 −an−1,1 −an−1,1 −an−1,1 . . . −1 −1
−an1 −an1 −an1 −an1 −an1 . . . −ann−1 −1

de A¯.
Qualquer submatriz principal 2 × 2 na˜o totalmente especificada de A¯ e´ da
forma
F =
[
−1 ?
−ai1 −1
]
e qualquer submatriz principal 3× 3 na˜o totalmente especificada de A¯ e´ de uma
das seguintes formas
F1 =
 −1 −1 ?−aii−1 −1 −1
−ai+1,1 −ai+1i −1
 , F2 =
 −1 ? ?−ai1 −1 −1
−ai+1,1 −ai+1i −1
 ,
F3 =
 −1 −1 ?−aii−1 −1 ?
−aj1 −aj1 −1
 ou F4 =
 −1 ? ?−ai1 −1 ?
−aj1 −aj1 −1
 .
As correspondentes submatrizes principais de A¯x sa˜o da forma
Fx =
[
−1 −x
−ai1 −1
]
, F1x =
 −1 −1 −x−aii−1 −1 −1
−ai+1,1 −ai+1i −1
 ,
F2x =
 −1 −x −x−ai1 −1 −1
−ai+1,1 −ai+1i −1
 , F3x =
 −1 −1 −x−aii−1 −1 −x
−aj1 −aj1 −1
 ou
F4x =
 −1 −x −x−ai1 −1 −x
−aj1 −aj1 −1
 .
Simples ca´lculos mostram que os determinantes de todas as submatrizes principais
destas formas sa˜o polino´mios em x de grau 1 ou 2 cujo coeficiente director e´
negativo.
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Assim, para cada α ⊆ {1, . . . , n} tal que |α| ≤ 3, existe Mα ∈ R+ tal que
det(A¯x [α]) < 0 para todo o x > Mα.
Consideremos, enta˜o, M = max
{
Mα | α ⊆ {1, . . . , n}
}
. Qualquer A¯x,
com x > M , e´ um N3–completamento de A¯ e, por conseguinte, A admite
N3–completamentos. 2
A questa˜o mais geral relativa aos digrafos CDUM e´, ainda, um problema em
aberto. Conjecturamos, no entanto, que tera´ uma soluc¸a˜o ana´loga a` apresentada
para k = 3.
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Cap´ıtulo 3
Completamentos de matrizes
totalmente na˜o positivas
parciais
Uma matriz diz-se totalmente na˜o positiva se todos os seus menores sa˜o na˜o
positivos. Abordamos, neste cap´ıtulo, o problema de completamento desta
classe de matrizes. Analisando este problema numa perspectiva combina-
torial, procuramos identificar os grafos G para os quais todas as matrizes
totalmente na˜o positivas parciais cujo grafo associado e´ G teˆm um comple-
tamento totalmente na˜o positivo. Tratamos, ainda, a questa˜o ana´loga para
matrizes parciais na˜o combinatorialmente sime´tricas e digrafos.
Numa primeira abordagem, conclu´ımos, com base numa se´rie de resulta-
dos, que a existeˆncia de entradas especificadas nulas condiciona fortemente
a existeˆncia de completamentos totalmente na˜o positivos para todas as ma-
trizes totalmente na˜o positivas parciais associadas a uma grande quantidade
de grafos e digrafos.
Neste cena´rio, continuamos o nosso estudo exigindo uma nova condic¸a˜o
sobre elementos da diagonal principal da matriz: que sejam negativos. Ob-
temos, enta˜o, resultados relativos a matrizes parciais cujos grafos associados
sa˜o 1–cordais monotonamente etiquetados com ve´rtice separador minimal
invert´ıvel. Consideramos, ainda, os casos dos duplos triaˆngulos, dos grafos
cordais na˜o monotonamente etiquetados e dos ciclos monotonamente eti-
quetados. Excluindo a existeˆncia de entradas prescritas nulas, analisamos
o problema de completamento em questa˜o para o caso na˜o combinatori-
almente sime´trico, apresentando condic¸o˜es necessa´rias e suficientes para a
completabilidade de caminhos totalmente especificados, ciclos dirigidos e
duplos ciclos monotonamente etiquetados.
Finalmente, numa u´ltima secc¸a˜o, abordamos uma questa˜o pontual relativa a
grafos cordais quando exigimos apenas a na˜o positividade dos determinantes
das submatrizes de ordem na˜o superior a 2.
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3.1 TNP–matrizes parciais
Dirigimos, agora, o nosso estudo para o problema de completamento de ma-
trizes totalmente na˜o positivas: o nosso objectivo e´ determinar quais as matrizes
parciais que admitem completamentos que sejam TNP–matrizes.
Atendendo a que toda a submatriz quadrada de uma TNP–matriz e´, ainda,
uma TNP–matriz, para que uma matriz parcial admita TNP–completamentos,
e´ necessa´rio que todas as submatrizes quadradas totalmente especificadas sejam
matrizes totalmente na˜o positivas. Apresentamos, enta˜o, a seguinte definic¸a˜o.
Definic¸a˜o 3.1. Uma matriz parcial quadrada A diz-se uma TNP–matriz parcial
se todas as submatrizes quadradas totalmente especificadas de A sa˜o
TNP–matrizes.
Para que uma dada matriz parcial A admita TNP–matrizes como comple-
tamentos, e´ claramente necessa´rio que A seja uma TNP–matriz parcial. Desig-
naremos por TNP–completamento de A qualquer completamento de A que seja
uma TNP–matriz.
Exemplo 3.1. A matriz parcial
A =
 −1 −2 ?? −1 −4
−3 −1 −1

e´ uma TNP–matriz parcial, uma vez que toda a sua submatriz quadrada total-
mente prescrita e´ uma matriz totalmente na˜o positiva, e
Ac =
 −1 −2 −8−3 −1 −4
−3 −1 −1

e´ um seu TNP–completamento.
Consideramos, apenas, matrizes parciais em que as entradas diagonais sa˜o
prescritas.
Relembremos que a classe destas matrizes e´ invariante para a multiplicac¸a˜o
diagonal positiva, a` esquerda ou a` direita, bem como para a semelhanc¸a diagonal
positiva. Consequentemente, no contexto das matrizes parciais, podemos concluir
que o estudo do problema de completamento para uma matriz parcial A pode
reduzir-se, sem perda de generalidade, ao estudo do problema para as matrizes
parciais DA, AD ou DAD−1, onde D e´ uma matriz diagonal positiva. Em
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particular, podemos assumir que todas as entradas diagonais na˜o nulas sa˜o iguais
a −1.
Dado que a classe das TNP–matrizes na˜o e´ invariante para as semelhanc¸as
de permutac¸a˜o, e´ necessa´rio considerar grafos etiquetados, ou seja, grafos em que
a numerac¸a˜o dos ve´rtices e´ fixada. Se A e B sa˜o duas TNP–matrizes parci-
ais com grafos associados isomorfos, GA e GB, respectivamente, e se A admite
TNP–completamentos, nada podemos afirmar, em geral, sobre a existeˆncia de
TNP–completamentos de B. Consideremos, por exemplo, as matrizes parciais
A =
 −1 −4 ?−1 −1 −1
? −2 −1

e
B =
 −1 −1 −1−4 −1 ?
−2 ? −1
 .
Facilmente se verifica que A e B sa˜o TNP–matrizes parciais cujos grafos das
entradas especificadas sa˜o isomorfos. Temos que
Ac =
 −1 −4 −4−1 −1 −1
−2 −2 −1

e´ um TNP–completamento de A. No entanto, B na˜o admite TNP–matrizes
como completamentos. De facto, dados x, y ∈ R+0 ,
Bc =
 −1 −1 −1−4 −1 −x
−2 −y −1

e´ tal que detBc [{1, 2}|{2, 3}] ≤ 0 se e so´ se x ≤ 1 e detBc [{2, 3}|{1, 3}] ≤ 0 se e
somente se x ≥ 2. Podemos, portanto, concluir, com base neste exemplo, que a
fixac¸a˜o da numerac¸a˜o dos ve´rtices nos grafos e´ essencial no estudo da existeˆncia
de TNP–completamentos.
Dizemos que um grafo G admite TNP–completamentos se todas as
TNP–matrizes parciais combinatorialmente sime´tricas, cujo grafo das entradas
especificadas e´ G, admitem TNP–completamentos. Analogamente, dizemos que
um digrafo D admite TNP–completamentos se todas as TNP–matrizes par-
ciais na˜o combinatorialmente sime´tricas, cujo digrafo associado e´ D, admitem
TNP–completamentos.
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Nesta secc¸a˜o analisaremos o problema de completamento de TNP–matrizes
parciais, abordando a questa˜o do ponto de vista da teoria de grafos. Pretendemos
determinar que condic¸o˜es sa˜o necessa´rias para a existeˆncia de
TNP–completamentos de um grafo.
O seguinte resultado diz respeito a grafos dirigidos:
Proposic¸a˜o 3.1. Dado um qualquer grafo dirigido D, existe uma TNP–matriz
parcial na˜o combinatorialmente sime´trica, cujo digrafo das entradas especificadas
e´ D, que na˜o admite TNP–completamentos. Por outras palavras, nenhum digrafo
admite TNP–completamentos.
Demonstrac¸a˜o. Seja D = (V,E), onde V = {1, . . . , n}. Sabemos que existem
i, j ∈ {1, . . . , n} tais que (i, j) ∈ E e (j, i) /∈ E. Consideremos a matriz parcial
A = (akl)nk,l=1, n× n, definida por
1. A [{i, j}] =
[
−1 0
? −1
]
se i < j;
2. A [{i, j}] =
[
−1 ?
0 −1
]
se i > j;
3. akl = 0 para quaisquer k, l ∈ {1, . . . , n} tais que (k, l) ∈ E − {(i, j)}.
As submatrizes de A totalmente especificadas de ordem superior a 1, caso
existam, teˆm, no ma´ximo, uma entrada na˜o nula. Logo, tais submatrizes, caso
existam, teˆm determinante nulo. Podemos, portanto, afirmar que A e´ uma
TNP–matriz parcial, cujo digrafo das entradas especificadas e´ D.
Mostremos, agora, que nenhum completamento Ac de A e´ uma TNP–matriz.
Independentemente do valor com que especificamos a entrada (j, i), temos que
detAc [{i, j}] = 1. Logo, A na˜o admite TNP–completamentos. 2
Atendamos, agora, ao caso dos grafos na˜o dirigidos.
Lema 3.1. Se um grafo na˜o dirigido G admite TNP–completamentos e G con-
te´m as arestas {i, j} e {j, k}, para alguns i, j, k ve´rtices distintos, enta˜o G conte´m,
tambe´m, a aresta {i, k}. Por outras palavras, se G conte´m as arestas {i, j} e
{j, k}, enta˜o o subgrafo induzido pelos ve´rtices i, j, k e´ completo.
Demonstrac¸a˜o. Suponhamos que G = (V,E) na˜o conte´m a aresta {i, k}. Dado
que a classe das TNP–matrizes na˜o e´ invariante para as semelhanc¸as de per-
mutac¸a˜o, na˜o podemos assumir que i < j < k: e´ necessa´rio analisar todas as
possibilidades. No entanto, facilmente se verifica que qualquer dos poss´ıveis ca-
sos e´ ana´logo a um dos que de seguida apresentamos:
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(a) i < j < k
Dada uma matriz parcial A, cujo grafo das entradas especificadas e´ G, a
submatriz A [{i, j, k}] de A e´ da forma
A [{i, j, k}] =
 ∗ ∗ ?∗ ∗ ∗
? ∗ ∗
 ,
onde ∗ representa uma entrada especificada. Consideremos a matriz parcial
A = (alm)nl,m=1 definida por
1. A [{i, j, k}] =
 −1 −1 ?−2 0 −1
? −2 −1
 ;
2. alm = 0, para l,m ∈ {1, . . . , n} tais que {l,m} ∈ E − {{i, j}, {j, k}}.
Vejamos que A e´ uma TNP–matriz parcial. Temos que
detA [{i, j}] = detA [{j, k}] = −2.
Todas as restantes submatrizes de A totalmente especificadas de ordem superior
a 1, caso existam, teˆm uma linha ou uma coluna nula. Logo, se tais submatrizes
existem, teˆm determinante nulo. Assim, A e´, de facto, uma TNP–matriz parcial.
Ale´m disso, o grafo das entradas especificadas de A e´, obviamente, G. Dado
um completamento Ac de A, o determinante da sua submatriz Ac [{j, k}|{i, j}] e´
positivo. Logo, A na˜o admite TNP–completamentos.
(b) i < k < j
Neste caso, se A e´ uma matriz parcial cujo grafo das entradas especificadas e´
G, enta˜o A [{i, k, j}] e´ da forma
A [{i, k, j}] =
 ∗ ? ∗? ∗ ∗
∗ ∗ ∗
 ,
onde ∗ representa uma entrada prescrita. Seja A = (alm)nl,m=1 a matriz parcial
definida por
1. A [{i, k, j}] =
 −1 ? −1? 0 −1
−2 −2 −1
 ;
2. alm = 0, para l,m ∈ {1, . . . , n} tais que {l,m} ∈ E − {{i, j}, {j, k}}.
115
Temos que
detA [{i, j}] = −1
e
detA [{k, j}] = −2.
As restantes submatrizes de A totalmente especificadas de ordem superior a 1,
caso existam, teˆm uma linha ou uma coluna nula e, por conseguinte, sa˜o singu-
lares. Logo, A e´ uma TNP–matriz parcial cujo grafo das entradas especificadas
e´ G. Dados x, y ∈ R−0 , seja Ac o completamento
Ac [{i, k, j}] =
 −1 y −1x 0 −1
−2 −2 −1

de A. Simples ca´lculos mostram que detAc [{k, j}|{i, k}] e´ na˜o positivo se e
somente se x = 0 e que detAc [{i, k}|{i, j}] e´ na˜o positivo se e so´ se x ≤ −1.
Portanto, Ac na˜o e´ uma TNP–matriz e A na˜o admite TNP–completamentos.
Em qualquer dos casos, existe uma TNP–matriz parcial, cujo grafo das en-
tradas especificadas e´ G, que na˜o admite TNP–completamentos. Logo, G na˜o
admite TNP–completamentos. 2
O lema anterior permite-nos obter o seguinte resultado:
Proposic¸a˜o 3.2. Seja G um grafo que admite TNP–completamentos. Enta˜o, o
subgrafo induzido por qualquer caminho em G e´ completo.
Demonstrac¸a˜o. Seja G = (V,E) um grafo que admite TNP–completamentos.
Atendendo ao Lema 3.1, sabemos que o subgrafo induzido por qualquer caminho
de comprimento 2 e´ completo.
Admitamos, agora, que o resultado e´ va´lido para qualquer caminho de com-
primento m < k. Suponhamos que G conte´m um caminho de comprimento k,
digamos {i1, i2}, {i2, i3}, . . . , {ik−1, ik}, {ik, ik+1}, onde i1, . . . , ik, ik+1 ∈ V . Con-
sideremos o caminho {i1, i2}, . . . , {ik−1, ik}. Pela hipo´tese de induc¸a˜o, o subgrafo
induzido pelos ve´rtices i1, . . . , ik−1, ik e´ completo, ou seja, {j, l} ∈ E, para quais-
quer j, l ∈ {i1, . . . ., ik−1, ik}. Um argumento semelhante pode ser usado para
provar que o subgrafo induzido pelos ve´rtices i2, i3, . . . , ik, ik+1 e´ completo, ou
seja, {j, l} ∈ E, para quaisquer j, l ∈ {i2, . . . ., ik, ik+1}. Para concluir a de-
monstrac¸a˜o, resta provar que {i1, ik+1} ∈ E. Temos que {i1, ik}, {ik, ik+1} ∈ E.
Assim, pelo Lema 3.1, tambe´m {i1, ik+1} ∈ E. Portanto, o subgrafo induzido
pelo caminho {i1, i2}, {i2, i3}, . . . , {ik−1, ik}, {ik, ik+1} e´ completo. 2
Corola´rio 3.1. Seja G um grafo que admite TNP–completamentos. Enta˜o,
qualquer seu subgrafo induzido conexo e´ completo.
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Demonstrac¸a˜o. Sejam G = (V,E) um grafo que admite TNP–completamentos e
H = (V (H), E(H)) um seu subgrafo induzido conexo. Podemos admitir que H
tem pelo menos 2 ve´rtices.
Sejam i, j ∈ V (H) tais que i 6= j. Sendo H conexo, existe um caminho Γ
de i para j em H e, consequentemente, em G. Pelo resultado anterior, 〈V (Γ)〉
e´ completo. Sendo H um subgrafo induzido de G, todas as arestas de 〈V (Γ)〉
pertencem a E(H). Em particular, {i, j} ∈ E(H).
Vimos, assim, que se i, j ∈ V (H), enta˜o {i, j} ∈ E(H), ou seja, que H e´
completo. 2
Podemos comprovar, pelo exemplo que de seguida apresentamos, que, em
geral, um grafo G cujos subgrafos induzidos conexos sa˜o completos na˜o admite
TNP–completamentos.
Exemplo 3.2. Consideremos a seguinte TNP–matriz parcial
A =
 −1 −1 ?−2 0 ?
? ? −1
 .
O grafo das entradas especificadas de A e´ tal que todos os seu subgrafos induzidos
conexos sa˜o completos. No entanto, A na˜o admite TNP–completamentos. Seja
Ac =
 −1 −1 x−2 0 y
z w −1

um completamento de A. Por forma a que detAc [{1, 2}|{2, 3}] seja na˜o positivo,
e´ necessa´rio que y = 0. Mas, nesse caso, detAc [{2, 3}|{1, 3}] = 2. Portanto, Ac
na˜o e´ uma TNP–matriz, independentemente dos valores de x, y, z e w.
Uma ra´pida ana´lise aos resultados apresentados nesta secc¸a˜o permite-nos afir-
mar que a existeˆncia de entradas nulas condiciona fortemente a existeˆncia de
TNP–completamentos de uma grande quantidade de grafos. Tal facto ilustra a
motivac¸a˜o para a exigeˆncia de determinadas condic¸o˜es nas entradas especificadas
em todos os resultados apresentados nas secc¸o˜es que se seguem.
3.1.1 Grafos cordais
Consideramos, nesta secc¸a˜o, o problema de completamento em questa˜o para
matrizes parciais combinatorialmente sime´tricas cujos grafos associados sa˜o grafos
cordais. Tendo em conta que a classe das TNP–matrizes na˜o e´ invariante para as
semelhanc¸as de permutac¸a˜o em geral, comec¸amos por considerar grafos cordais
monotonamente etiquetados.
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Vejamos que, em geral, se G e´ um grafo 1–cordal conexo monotonamente
etiquetado, enta˜o G na˜o admite TNP–completamentos. Para tal, basta-nos en-
contrar uma TNP–matriz parcial, cujo grafo das entradas especificadas e´ G, que
na˜o admita TNP–completamentos.
Dado um grafo 1–cordal conexo monotonamente etiquetado G com n ve´rtices,
sabemos que existem naturais 1 < n1 < n2 < . . . < np = n tais que E(G) e´ dado
por ({1, 2, . . . , n1}×{1, 2, . . . , n1})∪ ({n1, n1+1, . . . , n2}×{n1, n1+1, . . . , n2})∪
. . .∪({np−1, np−1+1, . . . , np}×{np−1, np−1+1, . . . , np}). Temos, assim, p cliques
maximais e os ve´rtices separadores minimais teˆm apenas 1 ve´rtice.
Seja A uma matriz parcial cujo grafo das entradas especificadas e´ G. Aten-
damos a` submatriz A [{n1 − 1, n1, n1 + 1}]. Tal submatriz e´ da forma
A [{n1 − 1, n1, n1 + 1}] =
 ∗ ∗ ?∗ ∗ ∗
? ∗ ∗
 ,
onde ∗ representa uma entrada especificada. Temos, pois, que G conte´m as
arestas {n1 − 1, n1} e {n1, n1 + 1}, mas na˜o conte´m a aresta {n1 − 1, n1 + 1}.
Com base no Lema 3.1 e na respectiva demonstrac¸a˜o, constru´ımos a seguinte
TNP–matriz parcial, cujo grafo associado e´ G:
A =

0 0 . . . 0 0 ? ? . . . ? ? . . . ? ? . . . ?
0 0 . . . 0 0 ? ? . . . ? ? . . . ? ? . . . ?
...
...
...
...
...
...
...
...
...
...
...
0 0 . . . −1 −1 ? ? . . . ? ? . . . ? ? . . . ?
0 0 . . . −2 0 −1 0 . . . 0 ? . . . ? ? . . . ?
? ? . . . ? −2 −1 0 . . . 0 ? . . . ? ? . . . ?
? ? . . . ? 0 0 0 . . . 0 ? . . . ? ? . . . ?
...
...
...
...
...
...
...
...
...
...
...
? ? . . . ? 0 0 0 . . . 0 0 . . . ? ? . . . ?
? ? . . . ? ? ? ? . . . 0 0 . . . ? ? . . . ?
...
...
...
...
...
...
...
...
...
...
...
? ? . . . ? ? ? ? . . . ? ? . . . 0 0 . . . 0
? ? . . . ? ? ? ? . . . ? ? . . . 0 0 . . . 0
...
...
...
...
...
...
...
...
...
...
...
? ? . . . ? ? ? ? . . . ? ? . . . 0 0 . . . 0

.
Note-se que a submatriz Ac [{n1, n1 + 1}|{n1 − 1, n1}] tem determinante positivo,
para qualquer completamento Ac de A. Portanto, A na˜o admite TNP–comple-
tamentos.
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Conclu´ımos, assim, que G na˜o admite TNP–completamentos.
Podemos, no entanto, garantir a existeˆncia de TNP–completamentos de de-
terminadas TNP–matrizes parciais cujo grafo associado e´ G. Ao longo do es-
tudo desenvolvido neste caso, baseamo-nos, amiu´de, no seguinte facto devido a
Frobenius-Ko¨nig.
Lema 3.2. Seja A uma matriz n × n com uma submatriz p × q de zeros. Se
p+ q ≥ n+ 1, enta˜o A e´ singular.
Comec¸amos por considerar um caso particular dos grafos 1–cordais monoto-
namente etiquetados, nomeadamente o caso em que existem, apenas, dois cliques
maximais.
Proposic¸a˜o 3.3. Seja A uma TNP–matriz parcial cujo grafo das entradas espe-
cificadas e´ 1–cordal monotonamente etiquetado com dois cliques maximais e tal
que a entrada correspondente ao ve´rtice separador minimal e´ na˜o nula. Enta˜o,
A admite TNP–completamentos.
Demonstrac¸a˜o. Podemos admitir, sem perda de generalidade, que A e´ da forma
A =
 A11 A12 ?AT21 −1 AT23
? A32 A33
 ,
onde A12, A21 ∈ Rp, A23, A32 ∈ Rq e p+ q = n− 1.
Consideremos o completamento
Ac =
 A11 A12 −A12AT23AT21 −1 AT23
−A32AT21 A32 A33

de A. Pretendemos mostrar que Ac e´ uma TNP–matriz.
Sejam α, β ∈ {1, . . . , n} tais que |α| = |β|. Seja k o ı´ndice de sobreposic¸a˜o
dos cliques. Podemos definir α1, β1 ⊆ {1, . . . , k − 1}, α2, β2 ⊆ {k + 1, . . . , n} tais
que α− {k} = α1 ∪ α2 e β − {k} = β1 ∪ β2.
Obviamente, se |α| = |β| = 1, detAc [α|β] ≤ 0. Consideramos, enta˜o, no que
se segue, apenas submatrizes de ordem superior a 1.
Comecemos por estudar os casos em que pelo menos um dos conjuntos α1, α2,
β1, β2 e´ vazio. Consideramos os seguintes casos:
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(1.) α1 6= ∅ e α2 = ∅
(1.1.) β2 = ∅
Neste caso, Ac [α|β] e´ uma submatriz de[
A11 A12
AT21 −1
]
.
E´, portanto, uma submatriz totalmente especificada de A, pelo que tem determi-
nante na˜o positivo.
(1.2.) |β2| = 1
Neste caso, sabemos que existem naturais 1 ≤ i1 < i2 < . . . < it ≤ k e
1 ≤ j1 < j2 < . . . < jt ≤ n, com jt−1 ≤ k < jt, tais que α = {i1, . . . , it} e
β = {j1, . . . , jt}. Assim, Ac [α|β] e´ da forma
−ai1j1 −ai1j2 . . . −ai1jt−1 −ai1kakjt
−ai2j1 −ai2j2 . . . −ai2jt−1 −ai2kakjt
...
...
...
...
−aitj1 −aitj2 . . . −aitjt−1 −aitkakjt
 ,
onde cada aij e´ na˜o negativo. Se k ∈ β, enta˜o jt−1 = k e detAc [α|β] = 0. Se
k /∈ β, detAc [α|β] = akjt detAc [α|(β − β2) ∪ {k}] ≤ 0.
(1.3.) |β2| > 1
Neste caso, existem naturais 1 ≤ i1 < i2 < . . . < it ≤ k e 1 ≤ j1 < j2 <
. . . < js < js+1 < . . . < jt ≤ n, com js ≤ k < js+1, tais que α = {i1, . . . , it} e
β = {j1, . . . , jt}. Assim, Ac [α|β] e´ da forma
−ai1j1 −ai1j2 . . . −ai1js −ai1kakjs+1 . . . −ai1kakjt
−ai2j1 −ai2j2 . . . −ai2js −ai2kakjs+1 . . . −ai2kakjt
...
...
...
...
...
−aitj1 −aitj2 . . . −aitjs −aitkakjs+1 . . . −aitkakjt
 ,
com todo o aij na˜o negativo, pelo que detAc [α|β] = 0.
(2.) α1 = ∅ e α2 6= ∅
(2.1.) β1 = ∅
Neste caso, Ac [α|β] e´, enta˜o, submatriz de[
−1 AT23
A32 A33
]
,
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pelo que detAc [α|β] ≤ 0.
(2.2.) |β1| = 1
Neste caso, sabemos que existem naturais k ≤ i1 < i2 < . . . < it ≤ n e
1 ≤ j1 < j2 < . . . < jt ≤ n, com j1 < k ≤ j2, tais que α = {i1, . . . , it} e
β = {j1, . . . , jt}. Assim, Ac [α|β] e´ da forma
−ai1kakj1 −ai1j2 . . . −ai1jt−1 −ai1jt
−ai2kakj1 −ai2j2 . . . −ai2jt−1 −ai2jt
...
...
...
...
−aitkakj1 −aitj2 . . . −aitjt−1 −aitjt
 ,
onde cada aij e´ na˜o negativo. Se k ∈ β, enta˜o j2 = k e detAc [α|β] = 0. Se k /∈ β,
detAc [α|β] = akj1 detAc [α|(β − β1) ∪ {k}] ≤ 0.
(2.3.) |β1| > 1
Sabemos, enta˜o, que existem k ≤ i1 < i2 < . . . < it ≤ n e 1 ≤ j1 < j2 <
. . . < js < js+1 < . . . < jt ≤ n, com js < k ≤ js+1, tais que α = {i1, . . . , it} e
β = {j1, . . . , jt}. A submatriz Ac [α|β] e´, portanto, da forma
−ai1kakj1 . . . −ai1kakjs −ai1js+1 . . . −ai1jt−1 −ai1jt
−ai2kakj1 . . . −ai2kakjs −ai2js+1 . . . −ai2jt−1 −ai2jt
...
...
...
...
...
−aitkakj1 . . . −aitkakjs −aitjs+1 . . . −aitjt−1 −aitjt
 ,
sendo todo o aij na˜o negativo, donde detAc [α|β] = 0.
(3.) α1 6= ∅ e α2 6= ∅
(3.1.) β1 6= ∅ e β2 = ∅
(3.1.1.) |α2| = 1
Neste caso, existem naturais 1 ≤ i1 < i2 < . . . < it ≤ n, com it−1 ≤ k < it,
e 1 ≤ j1 < j2 < . . . < jt ≤ k tais que α = {i1, . . . , it} e β = {j1, . . . , jt}. Logo,
Ac [α|β] e´ da forma
−ai1j1 −ai1j2 . . . −ai1jt
−ai2j1 −ai2j2 . . . −ai2jt
...
...
...
−ait−1j1 −ait−1j2 . . . −ait−1jt
−aitkakj1 −aitkakj2 . . . −aitkakjt
 ,
com cada aij na˜o negativo. Se k ∈ α, isto e´, se it−1 = k, enta˜o detAc [α|β] = 0.
Se k /∈ α, detAc [α|β] = aitk detAc [(α− α2) ∪ {k}|β] ≤ 0.
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(3.1.2.) |α2| > 1
Existem, enta˜o, naturais 1 ≤ i1 < i2 < . . . < is < is+1 < . . . < it ≤ n,
com is ≤ k < is+1, e 1 ≤ j1 < j2 < . . . < jt ≤ k tais que α = {i1, . . . , it} e
β = {j1, . . . , jt}. Assim, a submatriz Ac [α|β] e´ da forma
−ai1j1 −ai1j2 . . . −ai1jt
−ai2j1 −ai2j2 . . . −ai2jt
...
...
...
−aisj1 −aisj2 . . . −aisjt
−ais+1kakj1 −ais+1kakj2 . . . −ais+1kakjt
...
...
...
−aitkakj1 −aitkakj2 . . . −aitkakjt

,
onde todo o aij e´ na˜o negativo. Podemos, pois, afirmar que detAc [α|β] = 0.
(3.2.) β1 = ∅ e β2 6= ∅
(3.2.1.) |α1| = 1
Sabemos, neste caso, que existem naturais 1 ≤ i1 < i2 < . . . < it ≤ n,
com i1 < k ≤ i2, e k ≤ j1 < j2 < . . . < jt ≤ n tais que α = {i1, . . . , it} e
β = {j1, . . . , jt}. A submatriz Ac [α|β] e´, enta˜o, da forma
−ai1kakj1 −ai1kakj2 . . . −ai1kakjt
−ai2j1 −ai2j2 . . . −ai2jt
...
...
...
−aitj1 −aitj2 . . . −aitjt
 ,
com aij ≥ 0 para quaisquer i e j. Por conseguinte, se k ∈ α, detAc [α|β] = 0. Se
k /∈ α, detAc [α|β] = ai1k detAc [(α− α1) ∪ {k}|β] ≤ 0.
(3.2.2.) |α1| > 1
Existem naturais 1 ≤ i1 < . . . < is < is+1 < . . . < it ≤ n, com is < k ≤ is+1,
e k ≤ j1 < j2 < . . . < jt ≤ n tais que α = {i1, . . . , it} e β = {j1, . . . , jt}. Assim,
Ac [α|β] e´ da forma
−ai1kakj1 −ai1kakj2 . . . −ai1kakjt
...
...
...
−aiskakj1 −aiskakj2 . . . −aiskakjt
−ais+1j1 −ais+1j2 . . . −ais+1jt
...
...
...
−aitj1 −aitj2 . . . −aitjt

,
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com cada aij na˜o negativo. Logo, detAc [α|β] = 0.
Para concluir a demonstrac¸a˜o, resta-nos estudar o caso em que todos os con-
juntos α1, α2, β1 e β2 sa˜o na˜o vazios.
Sabemos, enta˜o, que existem i1, i2, . . . , is, is+1, . . . , it, j1, j2, . . . , jr, jr+1, . . .,
jp ∈ {1, . . . , n} tais que i1 < . . . < is < is+1 < . . . < it, j1 < . . . < jr <
jr+1 < . . . < jp e α1 = {i1, . . . , is}, α2 = {is+1, . . . , it}, β1 = {j1, . . . , jr} e
β2 = {jr+1, . . . , jp}.
Consideramos as seguintes situac¸o˜es:
(1.) k ∈ α e k ∈ β
Neste caso, t = p e Ac [α|β] e´ da forma
−ai1j1 . . . −ai1jr −ai1k −ai1kakjr+1 . . . −ai1kakjt
...
...
...
...
...
−aisj1 . . . −aisjr −aisk −aiskakjr+1 . . . −aiskakjt
−akj1 . . . −akjr −1 −akjr+1 . . . −akjt
−ais+1kakj1 . . . −ais+1kakjr −ais+1k −ais+1jr+1 . . . −ais+1jt
...
...
...
...
...
−aitkakj1 . . . −aitkakjr −aitk −aitjr+1 . . . −aitjt

,
onde cada aij e´ na˜o negativo.
(1.1.) |β1| − |α1| ≥ 1
Para cada l ∈ {s + 1, . . . , t} tal que ailk 6= 0, substitu´ımos a (l + 1)–e´sima
linha de Ac [α|β] pela sua soma com a (s+1)–e´sima linha multiplicada por −ailk.
Obtemos uma matriz A˜ da forma
A˜ =
[
Ac[α1 ∪ {k}|β1 ∪ {k}] Ac[α1 ∪ {k}|β2]
0 B
]
.
Note-se que A˜ tem uma submatriz |α2|× (|β1|+1) de zeros. Atendendo ao Lema
3.2, sabemos que det A˜ = 0 se |α2|+ |β1|+ 1 ≥ |α|+ 1. Ora,
|α2|+ |β1|+ 1 ≥ |α|+ 1 ⇐⇒ |α2|+ |β1|+ 1 ≥ |α1|+ |α2|+ 1 + 1
⇐⇒ |β1| − |α1| ≥ 1.
Portanto, det A˜ = 0 e, por conseguinte, detAc [α|β] = 0.
(1.2.) |β1| − |α1| = 0
Consideremos, uma vez mais, as transformac¸o˜es elementares referidas no caso
anterior e a matriz obtida A˜. Note-se que |β1| = |α1|, pelo queAc[α1∪{k}|β1∪{k}]
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e B sa˜o matrizes quadradas. Assim, A˜ e´ uma matriz triangular por blocos, pelo
que det A˜ = detAc[α1 ∪ {k}|β1 ∪ {k}] detB. Vejamos que B tem determinante
na˜o negativo. Consideremos a submatriz
Ac[{k} ∪ α2|{k} ∪ β2] =

−1 −akjr+1 . . . −akjt
−ais+1k −ais+1jr+1 . . . −ais+1jt
...
...
...
−aitk −aitjr+1 . . . −aitjt
 .
Para cada l ∈ {s + 1, . . . , t} tal que ailk 6= 0, substitu´ımos a (l − s + 1)–e´sima
linha de Ac[{k} ∪ α2|{k} ∪ β2] pela sua soma com a primeira linha multiplicada
por −ailk. Obtemos a matriz
C =
[
−1 Ac[{k}|β2]
0 B
]
.
Como detC = detAc[{k} ∪ α2|{k} ∪ β2] ≤ 0 e detC = −1 × detB, podemos
afirmar que detB ≥ 0. Portanto, det A˜ ≤ 0 e, por conseguinte, detAc[α|β] ≤ 0.
(1.3.) |α1| − |β1| ≥ 1
Seguindo um racioc´ınio semelhante, obtemos uma matriz A¯ da forma
A¯ =
[
∗ 0
Ac[{k} ∪ α2|β1] Ac[{k} ∪ α2|{k} ∪ β2]
]
.
Note-se que A¯ tem uma submatriz |α1| × (|β2| + 1) de zeros. Pelo Lema 3.2,
sabemos que det A¯ = 0 se |α1|+ |β2|+ 1 ≥ |α|+ 1. Dado que
|α1|+ |β2|+ 1 ≥ |α|+ 1 ⇐⇒ |α1|+ |β2|+ 1 ≥ |β1|+ |β2|+ 1 + 1
⇐⇒ |α1| − |β1| ≥ 1,
podemos concluir que det A¯ = 0 e, portanto, detAc[α|β] = 0.
(2.) k ∈ α e k /∈ β
Neste caso, t = p− 1 e Ac [α|β] e´ da forma
−ai1j1 . . . −ai1jr −ai1kakjr+1 . . . −ai1kakjp
...
...
...
...
−aisj1 . . . −aisjr −aiskakjr+1 . . . −aiskakjp
−akj1 . . . −akjr −akjr+1 . . . −akjp
−ais+1kakj1 . . . −ais+1kakjr −ais+1jr+1 . . . −ais+1jp
...
...
...
...
−aitkakj1 . . . −aitkakjr −aitjr+1 . . . −aitjp

,
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onde aij ≥ 0 para quaisquer i e j.
(2.1.) |β1| − |α1| ≥ 2
Seguindo um racioc´ınio ana´logo ao apresentado para casos anteriores, po-
demos obter, usando transformac¸o˜es elementares adequadas, uma matriz A˜ da
forma
A˜ =
[
Ac[α1 ∪ {k}|β1] Ac[α1 ∪ {k}|β2]
0 B
]
,
com determinante igual a Ac[α|β]. Observe-se que A˜ tem uma submatriz nula
|α2| × |β1|. Atendendo ao Lema 3.2 e a que
|α2|+ |β1| ≥ |α|+ 1 ⇐⇒ |α2|+ |β1| ≥ |α1|+ |α2|+ 1 + 1
⇐⇒ |β1| − |α1| ≥ 2,
podemos afirmar que detAc[α|β] = det A˜ = 0.
(2.2.) |β1| − |α1| = 1
Atendamos a`s transformac¸o˜es elementares referidas nos caso anterior e a` ma-
triz A˜ obtida por meio dessas transformac¸o˜es. Temos, uma vez que |β1| = |α1|+1,
que Ac[α1 ∪{k}|β1] e B sa˜o matrizes quadradas. Ale´m disso, por transformac¸o˜es
elementares sobre a matriz A[{k} ∪ α2|{k} ∪ β2], e´ poss´ıvel obter a matriz[
−1 Ac[{k}|β2]
0 B
]
.
Facilmente se verifica, portanto, que detB ≥ 0. Logo, detAc[α|β] = det A˜ =
detAc[α1 ∪ {k}|β1] detB ≤ 0.
(2.3.) |α1| − |β1| ≥ 1
E´ poss´ıvel substituir certas linhas de Ac[α|β] pela sua soma com a (s + 1)–
–e´sima linha multiplicada por escalares na˜o nulos adequados e obter uma matriz
A¯ da forma
A¯ =
[
D 0
Ac[{k} ∪ α2|β1] Ac[{k} ∪ α2|β2]
]
.
Observe-se que A¯ tem uma submatriz |α1| × |β2| de zeros. Atendendo ao Lema
3.2, sabemos que det A¯ = 0 se |α1|+ |β2| ≥ |α|+ 1. Ora,
|α1|+ |β2| ≥ |α|+ 1 ⇐⇒ |α1|+ |β2| ≥ |β1|+ |β2|+ 1
⇐⇒ |α1| − |β1| ≥ 1.
Podemos, deste modo, concluir que det A¯ = 0 e, portanto, detAc[α|β] = 0.
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(2.4.) |β1| − |α1| = 0
Neste caso, |β1| = |α1|, pelo que os blocos D e Ac[{k} ∪ α2|β2] da matriz
A¯ do caso anterior sa˜o matrizes quadradas. Assim, A¯ e´ uma matriz triangular
por blocos cujo determinante coincide com o determinante de Ac[α|β] e tal que
detD ≥ 0. Facilmente se verifica que, nestas condic¸o˜es, detAc[α|β] ≤ 0.
(3.) k /∈ α e k ∈ β
Neste caso, t = p+ 1 e Ac [α|β] e´ da forma
−ai1j1 . . . −ai1jr −ai1k −ai1kakjr+1 . . . −ai1kakjp
...
...
...
...
...
−aisj1 . . . −aisjr −aisk −aiskakjr+1 . . . −aiskakjp
−ais+1kakj1 . . . −ais+1kakjr −ais+1k −ais+1jr+1 . . . −ais+1jp
...
...
...
...
...
−aitkakj1 . . . −aitkakjr −aitk −aitjr+1 . . . −aitjp

,
sendo todo o aij na˜o negativo.
(3.1.) |β1| − |α1| ≥ 1
Neste caso, usando transformac¸o˜es elementares sobre colunas adequadas, po-
demos obter uma matriz A˜, cujo determinante e´ igual ao de Ac[α|β], da forma
A˜ =
[
B Ac[α1|{k} ∪ β2]
0 Ac[α2|{k} ∪ β2]
]
.
Note-se que A˜ tem uma submatriz |α2| × |β1| de zeros. Como
|α2|+ |β1| ≥ |α|+ 1 ⇐⇒ |α2|+ |β1| ≥ |α1|+ |α2|+ 1
⇐⇒ |β1| − |α1| ≥ 1,
podemos afirmar, pelo Lema 3.2, que det A˜ = 0 e, por conseguinte, que tambe´m
detAc[α|β] = 0.
(3.2.) |β1| − |α1| = 0
Note-se que |β1| = |α1| = 0, donde a matriz A˜, referida no caso anterior, e´
triangular por blocos. Facilmente se verifica que detB ≥ 0. Logo, det A˜ ≤ 0 e,
portanto, Ac[α|β] tem determinante na˜o positivo.
(3.3.) |α1| − |β1| ≥ 2
Substituindo determinadas colunas de Ac[α|β] pela sua soma com a (r + 1)–
–e´sima coluna multiplicada por certos escalares na˜o nulos, obtemos uma matriz
126
A¯ da forma
A¯ =
[
Ac[α1|β1 ∪ {k}] 0
Ac[α2|β1 ∪ {k}] D
]
.
Observe-se que A¯ tem uma submatriz |α1|×|β2| de zeros. Pelo Lema 3.2, sabemos
que det A¯ = 0 se |α1|+ |β2| ≥ |α|+ 1. Atendendo a que
|α1|+ |β2| ≥ |α|+ 1 ⇐⇒ |α1|+ |β2| ≥ |β1|+ |β2|+ 1 + 1
⇐⇒ |α1| − |β1| ≥ 2,
podemos concluir que det A¯ = 0 e, portanto, detAc[α|β] = 0.
(3.4.) |α1| − |β1| = 1
Dado que |α1| = |β1| + 1, os blocos Ac[α1|β1 ∪ {k}] e D da matriz A¯ refe-
rida no caso anterior sa˜o matrizes quadradas. Por conseguinte, A¯ e´ uma ma-
triz triangular por blocos, com determinante igual ao de Ac[α|β]. Dado que
det A¯ = detAc[α1|β1 ∪ {k}] detD e dado que facilmente se comprova que D tem
determinante na˜o negativo, podemos afirmar que detAc[α|β] ≤ 0.
(4.) k /∈ α e k /∈ β
Neste caso, temos que t = p e que a submatriz Ac [α|β] e´ da forma
−ai1j1 . . . −ai1jr −ai1kakjr+1 . . . −ai1kakjt
...
...
...
...
−aisj1 . . . −aisjr −aiskakjr+1 . . . −aiskakjt
−ais+1kakj1 . . . −ais+1kakjr −ais+1jr+1 . . . −ais+1jt
...
...
...
...
−aitkakj1 . . . −aitkakjr −aitjr+1 . . . −aitjt

,
com aij ≥ 0 para todo o i e todo o j.
(4.1.) |β1| − |α1| ≥ 2
Consideremos, primeiro, o caso em que ais+1k = 0. Nesse caso, o elemento na
posic¸a˜o (is+1, j) de Ac e´ nulo, para todo o j ≤ k. Para cada j > k, consideremos
a submatriz
A [{k, is+1}|{k, j}] =
[
−1 −akj
0 −ais+1j
]
.
Sabemos que esta submatriz tem determinante na˜o positivo. Portanto, ais+1j = 0.
Assim, a (is+1)–e´sima linha de Ac e´, consequentemente, nula. Logo, a (s + 1)–
–e´sima linha de Ac [α|β] e´ nula e esta submatriz tem determinante nulo.
Atendamos, agora, ao caso em que ais+1k 6= 0. Para cada l ∈ {s + 2, . . . , t}
tal que ailk 6= 0, substitu´ımos a l–e´sima linha de Ac [α|β] pela sua soma com a
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(s+1)–e´sima linha multiplicada por −ailka−1is+1k. Obtemos uma matriz da forma
A˜ =
[
Ac[α1 ∪ {is+1}|β1] Ac[α1 ∪ {is+1}|β2]
0 B
]
,
cujo determinante coincide, obviamente, com o de Ac[α|β]. Note-se que A˜ tem
uma submatriz nula (|α2| − 1)× |β1|. Dado que
|α2| − 1 + |β1| ≥ |α|+ 1 ⇐⇒ |α2| − 1 + |β1| ≥ |α1|+ |α2|+ 1
⇐⇒ |β1| − |α1| ≥ 2,
segue-se que det A˜ = 0 e, por conseguinte, detAc[α|β] = 0.
(4.2.) |β1| − |α1| = 1
O caso em que ais+1k = 0 e´ tratado como no caso anterior.
Atendamos, agora, ao caso em que ais+1k 6= 0 e consideremos as trans-
formac¸o˜es elementares referidas no caso anterior e a matriz A˜ obtida. Observe-se
que os blocos Ac[α1 ∪ {is+1}|β1] e B sa˜o matrizes quadradas. Portanto, A˜ e´
uma matriz triangular por blocos, sendo o seu determinante igual ao de Ac[α|β].
Atendamos, agora, a` matriz quadrada
Ac [α2|{k} ∪ β2] =
[
−ais+1k Ac [{is+1}|β2]
Ac [α2 − {is+1}|{k}] Ac[α2 − {is+1}|β2]
]
.
Para cada l ∈ {s + 2, . . . , t} tal que ailk 6= 0, substitu´ımos a (l − s + 1)–e´sima
linha de Ac [α2|{k} ∪ β2] pela sua soma com a primeira linha multiplicada por
−ailka−1is+1k. Obtemos a matriz
C =
[
−ais+1k Ac [{is+1}|β2]
0 B
]
.
Dado que detC = detAc [α2|{k} ∪ β2] ≤ 0 e dado que ais+1k 6= 0, podemos
concluir que detB ≥ 0. Assim, det A˜ = detAc[α1 ∪ {is+1}|β1] detB ≤ 0.
(4.3.) |α1| − |β1| ≥ 2
Comec¸amos por analisar o caso em que akjr+1 = 0. Nesse caso, o elemento na
posic¸a˜o (i, jr+1) de Ac e´ nulo, para qualquer i ≤ k. Para cada i > k, consideremos
a submatriz
A [{k, i}|{k, jr+1}] =
[
−1 0
−aik −aijr+1
]
.
Dado que o determinante desta submatriz e´ na˜o positivo, podemos concluir que
aijr+1 = 0. Assim, a (jr+1)–e´sima coluna de Ac e´ nula e, por conseguinte, a
(r + 1)–e´sima coluna de Ac [α|β] e´ nula. Portanto, detAc [α|β] = 0.
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Consideremos, agora, o caso em que akjr+1 6= 0. Para cada l ∈ {r + 2, . . . , t}
tal que akjl 6= 0, substitu´ımos a l–e´sima coluna de Ac [α|β] pela sua soma com a
(r+1)–e´sima coluna multiplicada por −akjla−1kjr+1 . Obtemos uma matriz A¯, com
determinante igual ao de Ac[α|β], da forma
A¯ =
[
Ac[α1|β1 ∪ {jr+1}] 0
Ac[α2|β1 ∪ {jr+1}] D
]
.
Como A¯ tem uma submatriz |α1| × (|β2| − 1) de zeros, sabemos, pelo Lema 3.2,
que det A¯ = 0 se |α1|+ |β2| − 1 ≥ |α|+ 1. Atendendo a que
|α1|+ |β2| − 1 ≥ |α|+ 1 ⇐⇒ |α1|+ |β2| − 1 ≥ |β1|+ |β2|+ 1
⇐⇒ |α1| − |β1| ≥ 2,
podemos concluir que det A¯ = 0 e, portanto, detAc[α|β] = 0.
(4.4.) |α1| − |β1| = 1
O caso em que akjr+1 = 0 e´ tratado como no caso anterior.
Consideremos, enta˜o, o caso em que akjr+1 6= 0 e as transformac¸o˜es elemen-
tares referidas no caso anterior e a matriz A¯ obtida. Note-se que os blocos
Ac[α1|β1 ∪ {jr+1}] e D sa˜o matrizes quadradas, pelo que A¯ e´ uma matriz tri-
angular por blocos com determinante igual ao de Ac[α|β]. Atendamos, agora, a`
matriz quadrada
Ac [{k} ∪ α2|β2] =
[
−akjr+1 Ac[{k}|β2 − {jr+1}]
Ac [α2|{jr+1}] Ac [α2|β2 − {jr+1}]
]
.
Para cada l ∈ {r + 2, . . . , t} tal que akjl 6= 0, substitu´ımos a (l − r + 1)–e´sima
coluna de Ac [{k} ∪ α2|β2] pela sua soma com a primeira coluna multiplicada por
−akjla−1kjr+1 . Obtemos a matriz
E =
[
−akjr+1 0
Ac [α2|{jr+1}] D
]
.
Como detE ≤ 0 e akjr+1 6= 0, podemos afirmar que detD ≥ 0. Logo,
det A¯ = detAc[α1|β1 ∪ {jr+1}] detD ≤ 0.
(4.5.) |β1| − |α1| = 0
Neste caso, r = s. Consideremos a submatriz Ac[α ∪ {k}|β ∪ {k}] de Ac e a
sua partic¸a˜o
Ac[α ∪ {k}|β ∪ {k}] =
 B u −uvTwT −1 vT
−zwT z C
 ,
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onde B = Ac[α1|β1], u = Ac[α1|{k}], wT = Ac[{k}|β1], vT = Ac[{k}|β2],
z = Ac[α2|{k}] e C = Ac[α2|β2]. Note-se que
Ac[α|β] =
[
B −uvT
−zwT C
]
.
Admitamos, primeiro, que B e´ invert´ıvel.
Neste caso, sabemos que detB < 0 e detC ≤ 0. Atendendo a que
det
[
B u
wt −1
]
≤ 0 ⇐⇒ detB × det(−1− wTB−1u) ≤ 0,
podemos, enta˜o, afirmar que λ = −wTB−1u ≥ 1.
Ale´m disso, como
det
[
−1 vT
z C
]
≤ 0 ⇐⇒ −1× det(C − z(−1)vT ) ≤ 0,
sabemos, ainda, que det(C + zvT ) ≥ 0.
Atendamos, agora, a` submatriz Ac[α|β]. Temos que
det
[
B −uvT
−zwt C
]
= detB det(C − zwtB−1uvT )
= detB det(C + λzvT ).
Pretendemos mostrar que det(C + λzvT ) ≥ 0. Seja γ ∈ R. Note-se que
r(zvT ) = 1. C e zvT sa˜o matrizes de ordem m = t − s. Por uma questa˜o de
simplificac¸a˜o de escrita, denotemos por cij e por bij os elementos de C e de zvT ,
respectivamente. Isto e´, C = (cij)mi,j=1 e zv
T = (bij)mi,j=1.
Recorrendo a propriedades dos determinantes, temos que
det(C + γzvT ) = detC + γM,
onde
M = det

b11 c12 . . . c1m
b21 c22 . . . c2m
...
...
...
bm1 cm2 . . . cmm
+ . . .+ det

c11 . . . c1m−1 b1m
c21 . . . c2m−1 b2m
...
...
...
cm1 . . . cmm−1 bmm
 .
Para γ = 1, temos que
det(C + γzvT ) = det(C + zvT ) ≥ 0.
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Logo,
M ≥ −detC ≥ 0.
Para γ = λ, temos que
det(C + γzvT ) = det(C + λzvT ) = detC + λM.
Assim,
det(C + λzvT ) ≥ 0 ⇐⇒ λM ≥ −detC.
Como λ ≥ 1 e M ≥ 0, segue-se que
λM ≥M ≥ −detC.
Logo, se B e´ invert´ıvel, detAc[α|β] ≤ 0.
Resta-nos, portanto, estudar o caso em que B na˜o e´ invert´ıvel.
Sabemos, nesse caso, que uma coluna de B e´ combinac¸a˜o linear das restantes,
ou seja, existe h ∈ {1, . . . , s} tal que
−aijh =
∑
l∈({j1,...,js}−{jh})
(−ξlail),
para todo o i ∈ {i1, . . . , is}.
Por um lado, consideremos a matriz Ac[α1∪{k}|β1∪{k}]. O seu determinante,
na˜o positivo, e´ dado por
det

−ai1j1 −ai1j2 . . .
∑
l∈({j1,...,js}−{jh})
(−ξlai1l) . . . −ai1js −ai1k
−ai2j1 −ai2j2 . . .
∑
l∈({j1,...,js}−{jh})
(−ξlai2l) . . . −ai2js −ai2k
...
...
...
...
...
−aisj1 −aisj2 . . .
∑
l∈({j1,...,js}−{jh})
(−ξlaisl) . . . −aisjs −aisk
−akj1 −akj2 . . . −akjh . . . −akjs −1

= det

−ai1j1 −ai1j2 . . . 0 . . . −ai1js −ai1k
−ai2j1 −ai2j2 . . . 0 . . . −ai2js −ai2k
...
...
...
...
...
−aisj1 −aisj2 . . . 0 . . . −aisjs −aisk
−akj1 −akj2 . . . −akjh +
∑
l∈({j1,...,js}−{jh})
(ξlakl) . . . −akjs −1

= (−1)s+1+h ×
(
−akjh +
∑
l∈({j1,...,js}−{jh})
(ξlakl)
)
× detAc[α1|(β1 − {jh}) ∪ {k}].
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Logo,
(−1)s+1+h ×
(
−akjh +
∑
l∈({j1,...,js}−{jh})
(ξlakl)
)
≥ 0.
Por outro lado, consideremos a submatriz Ac[(α1 − {i1}) ∪ {k}|β1] de Ac. O
seu determinante, na˜o positivo, e´ dado por
det

−ai2j1 −ai2j2 . . .
∑
l∈({j1,...,js}−{jh})
(−ξlai2l) . . . −ai2js
...
...
...
...
−aisj1 −aisj2 . . .
∑
l∈({j1,...,js}−{jh})
(−ξlaisl) . . . −aisjs
−akj1 −akj2 . . . −akjh . . . −akjs

= det

−ai2j1 −ai2j2 . . . 0 . . . −ai2js
...
...
...
...
−aisj1 −aisj2 . . . 0 . . . −aisjs
−akj1 −akj2 . . . −akjh +
∑
l∈({j1,...,js}−{jh})
(ξlakl) . . . −akjs

= (−1)s+h ×
(
−akjh +
∑
l∈({j1,...,js}−{jh})
(ξlakl)
)
× detAc[(α1 − {i1})|(β1 − {jh})].
Portanto,
(−1)s+h ×
(
−akjh +
∑
l∈({j1,...,js}−{jh})
(ξlakl)
)
≥ 0.
Podemos, deste modo, concluir que
−akjh +
∑
l∈({j1,...,js}−{jh})
(ξlakl) = 0,
ou seja,
akjh =
∑
l∈({j1,...,js}−{jh})
(ξlakl).
Assim, a h–e´sima coluna de [
B
−zwT
]
e´ combinac¸a˜o linear das restantes. Portanto,
r
([
B
−zwT
])
< |α1|
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e, por conseguinte,
r
([
B −uvT
−zwT C
])
< |α1|+ |α2| = α.
Logo, detAc[α|β] = 0. 2
Podemos generalizar este resultado do seguinte modo:
Teorema 3.1. Seja G um grafo na˜o dirigido 1–cordal monotonamente etiquetado
e conexo. Toda a TNP–matriz parcial cujo grafo das entradas especificadas e´ G e
cujas entradas correspondentes aos ve´rtices separadores minimais sa˜o na˜o nulas
admite TNP–completamentos.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o no nu´mero de cliques maxi-
mais.
Admitamos que o resultado e´ va´lido para grafos 1–cordais monotonamente
etiquetados, conexos, com p − 1 cliques maximais e seja A uma TNP–matriz
parcial cujo grafo associado e´ 1–cordal monotonamente etiquetado, conexo, com
p cliques maximais K1,K2, . . . ,Kp e tal que todas as entradas correspondentes a
ve´rtices separadores minimais sa˜o na˜o nulas.
A submatriz principal AK1∪K2 , determinada pelos cliques maximais K1 e
K2, e´ uma TNP–matriz parcial cujo grafo das entradas prescritas e´ 1–cordal
monotonamente etiquetado, conexo, com dois cliques maximais. Pela Proposic¸a˜o
3.3, AK1∪K2 admite um TNP–completamento AK1∪K2c .
Seja A¯ a matriz parcial obtida de A completando AK1∪K2 como em AK1∪K2c .
A¯ e´ uma TNP–matriz parcial cujo grafo das entradas especificadas e´ 1–cordal
monotonamente etiquetado, conexo, com p − 1 cliques maximais. Pela hipo´tese
de induc¸a˜o, A¯ admite um TNP–completamento. Por conseguinte, tambe´m A
admite um TNP–completamento. 2
Apresentamos, de seguida, um exemplo de uma TNP–matriz parcial, cujo
grafo das entradas especificadas e´ 1–cordal na˜o monotonamente etiquetado com
dois cliques maximais e cuja entrada correspondente ao ve´rtice separador minimal
e´ na˜o nula, que na˜o admite TNP–completamentos.
Exemplo 3.3. Consideremos a matriz parcial
A1 =

−1 ? −2 ?
? −1 −4 −8
−1 −5 −1 −2
? −10 −2 −1
 ,
cujo grafo das entradas especificadas e´
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Observe-se que o grafo e´ 1–cordal, mas na˜o monotonamente etiquetado. Facil-
mente se verifica que A1 e´ uma TNP–matriz parcial. Vejamos que A1 na˜o admite
TNP–completamentos. Dados x ∈ R+ e um completamento A1c de A1 cuja en-
trada (1, 2) e´ −x, simples ca´lculos mostram que detA1c [{1, 2}|{2, 3}] = 4x − 2
e detA1c [{1, 3}|{1, 2}] = 5 − x. Assim, esses menores sa˜o ambos na˜o positivos
se e somente se x ≤ 0.5 e x ≥ 5, o que e´ imposs´ıvel. Logo, A1 na˜o admite
TNP–completamentos.
Facilmente se obte´m, com base no exemplo anterior, um exemplo de uma
TNP–matriz parcial cujo grafo associado e´ 2–cordal, na˜o monotonamente eti-
quetado, que na˜o admite TNP–completamentos.
Exemplo 3.4. Consideremos a matriz parcial
A2 =

−1 ? −2 ? ?
? −1 −4 −8 −8
−1 −5 −1 −2 ?
? −10 −2 −1 −1
? −10 ? −1 −1
 ,
cujo grafo das entradas especificadas e´
1
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Facilmente se verifica que A2 e´ uma TNP–matriz parcial. Note-se que a
submatriz principal A2 [{1, 2, 3, 4}] de A2 e´ a matriz parcial A1 do exemplo ante-
rior. Obviamente, como A1 na˜o admite TNP–completamentos, tambe´m A2 na˜o
admite TNP–completamentos.
Este u´ltimo exemplo permite-nos construir uma famı´lia de grafos p–cordais
na˜o monotonamente etiquetados que na˜o admitem TNP–completamentos. A
ideia e´ bastante simples: para p = 3, consideramos o grafo Gp = (V,E), com
V = {1, 2, 3, 4, 5, 6}, cujo subgrafo induzido por {1, 2, 3, 4, 5} e´ o grafo associado
a` matriz parcial A2 do exemplo anterior e tal que o arco (i, 6) pertence a E, para
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todo o i ∈ {2, 3, 4, 5}. Note-se que os cliques maximais de Gp sa˜o, exactamente,
{1, 3}, {2, 3, 4, 6} e {2, 4, 5, 6}. Gp e´, portanto, um grafo 3–cordal. Consideremos
a matriz parcial Ap, 6× 6, cujos elementos da diagonal principal sa˜o todos espe-
cificados e iguais a −1, tal que Ap [{1, 2, 3, 4, 5}] = A2 e tal que os elementos nas
posic¸o˜es (i, 6) e (6, i) sa˜o iguais aos elementos nas posic¸o˜es (i, 4) e (4, i), respecti-
vamente, para cada i ∈ {2, 3, 4, 5}, sendo as restantes entradas na˜o especificadas.
Facilmente se verifica que Ap e´ uma TNP–matriz parcial cujo grafo associado
e´ Gp. Dado que a submatriz Ap [{1, 2, 3, 4, 5}] de Ap e´ a matriz parcial A2 do
exemplo anterior, podemos concluir que Ap na˜o admite TNP–completamentos e,
por conseguinte, Gp na˜o admite TNP–completamentos.
Em geral, para p > 3, consideremos o grafo Gp = (V,E), onde V = {1, 2, . . . ,
p + 3}, cujo subgrafo induzido por {1, 2, . . . , p + 2} e´ o grafo associado a` matriz
parcial Ap−1 e tal que o arco (i, p + 3) pertence a E, para qualquer i perten-
cente a {2, . . . , p + 2}. Observe-se que os cliques maximais de Gp sa˜o {1, 3},
{2, 3, 4, 6, . . . , p+ 3} e {2, 4, 5, 6, . . . , p+ 3}, donde Gp e´ um grafo p–cordal. Con-
sideremos a matriz parcial Ap, (p + 3) × (p + 3), cujos elementos da diagonal
principal sa˜o todos prescritos e iguais a −1, tal que Ap [{1, . . . , p+ 2}] = Ap−1 e
tal que os elementos nas posic¸o˜es (i, p+3) e (p+3, i) sa˜o iguais aos elementos nas
posic¸o˜es (i, p+2) e (p+2, i), respectivamente, para cada i ∈ {2, . . . , p+2}, sendo
as restantes entradas na˜o prescritas. Ap e´, assim, uma TNP–matriz parcial cujo
grafo associado e´ Gp. Como a submatriz Ap [{1, . . . , p+ 2}] de Ap na˜o admite
TNP–completamentos, tambe´m Ap na˜o admite TNP–matrizes como completa-
mentos. Portanto, Gp na˜o admite TNP–completamentos.
O problema de completamento de TNP–matrizes parciais cujo grafo das en-
tradas especificadas e´ p–cordal monotonamente etiquetado, com p ≥ 2, e´, ainda,
uma questa˜o em aberto.
O caso mais ba´sico dos grafos 2–cordais e´ o duplo triaˆngulo. Nos resultados
que se seguem, consideramos o problema de completamento em questa˜o para o
caso das TNP–matrizes parciais cujos grafos das entradas especificadas sa˜o du-
plos triaˆngulos monotonamente etiquetados e cujos elementos da diagonal prin-
cipal sa˜o na˜o nulos. A morosidade deste estudo revela a dificuldade de tratar o
caso mais geral.
Lema 3.3. Seja A uma TNP–matriz parcial da forma
A =

−1 −1 −a13 ?
−a21 −1 −1 −a24
−a31 −1 −1 −1
? −a42 −a43 −1
 ,
onde cada aij e´ positivo. Enta˜o, A admite TNP–completamentos.
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Demonstrac¸a˜o. Para que A seja uma TNP -matriz parcial, os determinantes das
submatrizes A [{1, 2, 3}] e A [{2, 3, 4}] teˆm de ser na˜o positivos. Temos, enta˜o,
que a31 = a21 ou a13 = 1 e que a42 = a43 ou a24 = 1. Em qualquer um destes
casos, na˜o e´ dif´ıcil de comprovar que
Ac =

−1 −1 −a13 −a13a24
−a21 −1 −1 −a24
−a31 −1 −1 −1
−a31a42 −a42 −a43 −1

e´ um TNP–completamento de A. 2
Note-se que se A e´ uma TNP–matriz parcial cujo grafo das entradas especifi-
cadas e´ um duplo triaˆngulo monotonamente etiquetado, enta˜o podemos admitir,
sem perda de generalidade, que A e´ da forma
A =

−1 −1 −a13 ?
−a21 −1 −1 −a24
−a31 −a32 −1 −1
? −a42 −a43 −1
 ,
onde cada aij e´ positivo. Atendendo ao resultado anterior, sabemos que se o
ve´rtice separador minimal e´ na˜o invert´ıvel, enta˜o existe um TNP–completamento
de A.
Atendamos, agora, ao caso em que o ve´rtice separador minimal e´ invert´ıvel,
ou seja, ao caso em que a32 > 1. O seguinte lema permitir-nos-a´ garantir a
existeˆncia do completamento desejado tambe´m neste caso.
Lema 3.4. Consideremos a TNP–matriz parcial
A =

−1 −1 −a13 ?
−a21 −1 −1 −a24
−a31 −a32 −1 −1
? −a42 −a43 −1
 ,
onde cada aij e´ positivo, sendo a32 > 1. Enta˜o, a matriz parcial B obtida de
A completando a entrada da posic¸a˜o (4, 1) com −a31a42a−132 e´, tambe´m, uma
TNP–matriz parcial.
Demonstrac¸a˜o. E´ fa´cil de verificar que todos os menores correspondentes a sub-
matrizes de ordem 2 totalmente especificadas sa˜o na˜o positivos.
Atendamos, enta˜o, a`s submatrizes de ordem 3. Sendo A uma TNP–matriz
parcial, sabemos que detA [{1, 2, 3}] e detA [{2, 3, 4}] sa˜o na˜o positivos. Logo,
detB [{1, 2, 3}] e detB [{2, 3, 4}] sa˜o, tambe´m, na˜o positivos.
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Para as restantes submatrizes 3× 3 totalmente especificadas, temos que
detB [{1, 2, 4}|{1, 2, 3}] = a42a−132 detB [{1, 2, 3}] + (a42 − a32a43)(1− a21)a−132 ,
detB [{1, 3, 4}|{1, 2, 3}] = (a31 − a32)(a32a43 − a42)a−132 ,
detB [{2, 3, 4}|{1, 2, 3}] = (a42 − a32a43)(a21a32 − a31)a−132 ,
detB [{2, 3, 4}|{1, 2, 4}] = (a42 − a32)(a21a32 − a31)a−132
e
detB [{2, 3, 4}|{1, 3, 4}] = a31a−132 detB [{2, 3, 4}] + (a31 − a21a32)(1− a43)a−132 .
Facilmente se verifica que todos estes menores sa˜o na˜o positivos. Portanto, B e´
uma TNP–matriz parcial. 2
Consideremos duas TNP–matrizes parciais A e B como no enunciado do re-
sultado anterior. Obviamente, se mostrarmos que existe um TNP–completamento
Bc de B, poderemos concluir que existe um TNP–completamento Ac = Bc de
A. Tendo em conta o completamento obtido no caso em que o ve´rtice separador
minimal e´ na˜o invert´ıvel, parece lo´gico pensar que a matriz
Bc =

−1 −1 −a13 −a13a24
−a21 −1 −1 −a24
−a31 −a32 −1 −1
−a31a42a−132 −a42 −a43 −1

e´ um TNP–completamento de B. Facilmente se verifica este facto quando a13 = 1
ou a24 = 1. No entanto, como o seguinte exemplo ilustra, um completamento
deste tipo na˜o e´, em geral, uma TNP–matriz.
Exemplo 3.5. Consideremos a seguinte TNP–matriz parcial
B =

−1 −1 −2 ?
−2 −1 −1 −3
−7 −3 −1 −1
−49/3 −7 −2 −1
 .
O completamento
Bc =

−1 −1 −2 −6
−2 −1 −1 −3
−7 −3 −1 −1
−49/3 −7 −2 −1

de B na˜o e´ uma TNP–matriz, uma vez que detBc = 1/3 > 0.
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Conclu´ımos, no lema que se segue, o estudo deste caso mais ba´sico dos grafos
2–cordais monotonamente etiquetados.
Lema 3.5. Seja B uma TNP–matriz parcial da forma
B =

−1 −1 −a13 ?
−a21 −1 −1 −a24
−a31 −a32 −1 −1
−a31a42a−132 −a42 −a43 −1
 ,
onde cada aij e´ positivo, sendo a32 > 1. Consideremos a sua partic¸a˜o
B =

−1 −1 −a13 ?
−a21 −1 −1 −a24
−a31 −a32 −1 −1
−a31a42a−132 −a42 −a43 −1
 =
 −1 A12 ?A21 A22 A23
−a31a42a−132 A32 −1
 .
Enta˜o,
Bc =
 −1 A12 A12A
−1
22 A23
A21 A22 A23
−a31a42a−132 A32 −1

e´ um TNP–completamento de B.
Demonstrac¸a˜o. E´ imediato comprovar que todos os menores relativos a subma-
trizes de ordem 2 sa˜o na˜o positivos. Ale´m disso, sabemos, ainda, que
detBc [α|{1, 2, 3}] = detB [α|{1, 2, 3}] ,
para todo o α ∈ {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}}, e
detBc [{2, 3, 4}|β] = detB [{2, 3, 4}|β] ,
para todos o β ∈ {{1, 2, 4}, {1, 3, 4}, {2, 3, 4}}. Por outro lado, e´ fa´cil de compro-
var que
detBc =
detB [{1, 2, 3}] detB [{2, 3, 4}]
detB [{2, 3}] ≤ 0.
Para α = {1, 2, 3}, temos que
detBc [α|{1, 2, 4}] = (a32 − 1)−1(a24a32 − 1) detB [α] ,
detBc [α|{1, 3, 4}] = (a32 − 1)−1(a24 − 1) detB [α]
e
detBc [α|{2, 3, 4}] = 0.
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Para α = {1, 2, 4}, prova-se que
detBc [α] = a42a−132 detBc [{1, 2, 3}|{1, 2, 4}] + a−132 (a42 − a32)(1− a21),
detBc [α|{1, 3, 4}] = a42a−132 detBc [{1, 2, 3}|{1, 3, 4}]
+(a32 − a232)−1(a32a43 − a42)(a24 − 1)(1− a21)
+(1− a32)−1(1− a13a21) detB [{2, 3, 4}]
e
detBc [α|{2, 3, 4}] = (a32 − 1)−1(a13 − 1) detBc [{2, 3, 4}] .
Para α = {1, 3, 4}, temos que
detBc [α|{1, 2, 4}] = a−132 (a32 − a42)(a31 − a32),
detBc [α] = a31a−132 detBc [α|{2, 3, 4}] + a−132 (a31 − a32)(1− a43)
e
detBc [α|{2, 3, 4}] = (a32 − 1)−1(a13a32 − 1) detB [{2, 3, 4}] .
Podemos, assim, concluir, facilmente, que todos os menores de Bc sa˜o na˜o positi-
vos. Portanto, a matriz Bc e´ um TNP–completamento de B e, por conseguinte,
de A. 2
Voltemos ao grupo mais ba´sico dos grafos cordais e a um seu caso particular.
Como ja´ referimos, um caminho e´ um caso particular dos grafos 1–cordais. Dado
um caminho Γ : {i1, i2}, {i2, i3}, . . . , {ik−1, ik}, dizemos que Γ e´ monotonamente
etiquetado se i1 < i2 < . . . < ik−1 < ik ou i1 > i2 > . . . > ik−1 > ik.
Como podemos comprovar no exemplo que se segue, nem toda a TNP–matriz
parcial cujo grafo associado e´ um caminho monotonamente etiquetado admite um
TNP–completamento.
Exemplo 3.6. Consideremos a matriz parcial
A =
 −1 −1 ?−1 0 −1
? −1 −1
 .
Facilmente se verifica que A e´ uma TNP–matriz parcial cujo grafo das entra-
das especificadas e´ um caminho monotonamente etiquetado de ordem 3. Dado
um qualquer completamento Ac de A, detAc [{1, 2}|{2, 3}] = 1 > 0. Por-
tanto, Ac na˜o e´ uma TNP–matriz. Podemos, pois, afirmar que A na˜o admite
TNP–completamentos.
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Obviamente, tendo em atenc¸a˜o o Teorema 3.1, se A = (aij)ni,j=1 e´ uma
TNP–matriz parcial cujo grafo das entradas especificadas e´ um caminho monoto-
namente etiquetado e tal que a22, . . . , an−1,n−1 6= 0, enta˜o A admite TNP–com-
pletamentos.
Tendo em conta a restric¸a˜o considerada respeitante a`s entradas de sobre-
posic¸a˜o dos cliques maximais, uma questa˜o que surge naturalmente prende-se com
a completabilidade dos chamados caminhos monotonamente etiquetados quando
pelo menos uma dessas entradas de sobreposic¸a˜o e´ nula. Uma breve ana´lise dos
casos mais ba´sicos traduz claramente a morosidade e a dificuldade de encontrar
respostas para essa tal questa˜o.
Lema 3.6. Uma TNP–matriz parcial A da forma
A =
 −a11 −a12 ?−a21 −a22 −a23
? −a32 −a33
 ,
onde cada aij e´ na˜o negativo, admite um TNP–completamento se e so´ se se
verificam as seguintes condic¸o˜es:
i. a22 = 0⇒ a12a23 = a21a32 = 0;
ii. a22 = a23 = a32 = 0⇒ a12a33 = a21a33 = 0;
iii. a22 = a12 = a21 = 0⇒ a23a11 = a32a11 = 0.
Demonstrac¸a˜o. Vejamos que as condic¸o˜es enunciadas sa˜o condic¸o˜es necessa´rias
para a existeˆncia do completamento desejado.
Admitamos, enta˜o, que existe um TNP–completamento
Ac =
 −a11 −a12 −b−a21 −a22 −a23
−c −a32 −a33
 ,
de A, sendo b e c reais na˜o negativos.
Se a22 = 0, temos que detAc [{1, 2}|{2, 3}] = a12a23 e detAc [{2, 3}|{1, 2}] =
a21a32. Para que estes menores sejam ambos na˜o positivos, e´, claramente, ne-
cessa´rio que a12a23 = a21a32 = 0.
Se a22, a23, a32 sa˜o todos nulos, enta˜o detAc [{2, 3}|{1, 3}] = a21a33 e
detAc [{1, 3}|{2, 3}] = a12a33. Atendendo a que estes menores sa˜o na˜o positi-
vos, segue-se que a12a33 = a21a33 = 0.
Se a22 = a12 = a21 = 0, detAc [{1, 3}|{1, 2}] = a11a32 e detAc [{1, 2}|{1, 3}] =
a11a23. Assim, estes determinantes sa˜o simultaneamente na˜o positivos se e so-
mente se a11a23 = a11a32 = 0.
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Vimos, deste modo, que as condic¸o˜es i – iii sa˜o necessa´rias. Mostremos que
sa˜o tambe´m condic¸o˜es suficientes para garantir a existeˆncia do completamento
desejado.
Consideremos, enta˜o, uma TNP–matriz parcial A = (aij)3i,j=1 cujo grafo
associado e´ um caminho monotonamente etiquetado. A e´ da forma enunciada.
Se a22 6= 0, enta˜o
Ac =
 −a11 −a12 −a12a23a−122−a21 −a22 −a23
−a21a32a−122 −a32 −a33

e´ um TNP–completamento de A.
Admitamos, agora, que a22 = 0. Neste caso, sabemos, por i, que a12a23 =
a21a32 = 0. Dados x, y ∈ R+0 , consideremos o completamento
Ax,y =
 −a11 −a12 −x−a21 0 −a23
−y −a32 −a33

de A.
Se a12 = a21 = a23 = a32 = 0, enta˜o Ax,y e´ um TNP–completamento de A
para quaisquer x, y tais que xy ≥ a11a33.
Se pelo menos um dos elementos a12 ou a21 e´ na˜o nulo e se a23 = a32 = 0,
sabemos, por ii, que a33 = 0. Facilmente se verifica, nestas condic¸o˜es, que Ax,y e´
um TNP–completamento para quaisquer x e y.
No caso em que pelo menos um dos elementos a23 ou a32 e´ na˜o nulo e em que
a12 = a21 = 0, sabemos, por iii, que a11 = 0. E´ fa´cil de comprovar que, neste
caso, Ax,y e´ um TNP–completamento para quaisquer x e y.
Consideremos, agora, o caso em que a12a32 6= 0 e a21 = a23 = 0. Sejam
x = a12a33a−132 e y = a11a32a
−1
12 . Simples ca´lculos permitem-nos afirmar que Ax,y
e´ uma TNP–matriz.
Por fim, quando a21 e a23 sa˜o na˜o nulos e a12 = a32 = 0, facilmente se verifica
que Ax,y e´ um TNP–completamento para x = a11a23a−121 e y = a21a33a
−1
23 . 2
Como o exemplo que se segue ilustra, as condic¸o˜es descritas no lema anterior
e exigidas para cada caminho monotonamente etiquetado de ordem 3 na˜o sa˜o, em
geral, condic¸o˜es suficientes para garantir a existeˆncia do completamento desejado.
Exemplo 3.7. Consideremos a matriz parcial
A =

−1 −1 ? ?
−1 0 0 ?
? 0 0 0
? ? 0 −1
 .
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Facilmente se verifica que A e´ uma TNP–matriz parcial e que os caminhos mo-
notonamente etiquetados de ordem 3 que GA conte´m, como subgrafos induzidos,
sa˜o os caminhos {1, 2}, {2, 3} e {2, 3}, {3, 4}. A verificac¸a˜o de que A satisfaz
as condic¸o˜es do lema anterior relativas a cada caminho de ordem 3 e´ simples.
Vejamos, agora, que A na˜o admite TNP–completamentos. Seja
Ac =

−1 −1 −c13 −c14
−1 0 0 −c24
−c31 0 0 0
−c41 −c42 0 −1

um completamento de A tal que cada cij e´ na˜o negativo. Temos que
detAc [{1, 2}|{2, 4}] ≤ 0⇔ c24 = 0.
Mas, se c24 = 0, enta˜o
detAc [{2, 4}|{1, 4}] = 1
e Ac na˜o e´ uma TNP–matriz.
Analisemos, agora, o problema em questa˜o para o caso em que A e´ uma
TNP–matriz parcial 4×4 cujo grafo associado GA e´ um caminho monotonamente
etiquetado. Como podemos comprovar no exemplo anterior, na˜o e´ suficiente que
as submatrizes principais associadas aos caminhos monotonamente etiquetados
de ordem 3 em GA admitam TNP–completamentos.
Lema 3.7. Seja A uma TNP–matriz parcial da forma
A =

−a11 −a12 ? ?
−a21 −a22 −a23 ?
? −a32 −a33 −a34
? ? −a43 −a44
 ,
sendo cada aij na˜o negativo. Enta˜o, A admite TNP–completamentos se e so-
mente se A [{1, 2, 3}] e A [{2, 3, 4}] admitem TNP–completamentos e A satisfaz
as condic¸o˜es que se seguem:
i. a12a34 6= 0⇒ a32 6= 0;
ii. a21a43 6= 0⇒ a23 6= 0;
iii. a22 = 0 e a12a21 6= 0⇒ a44 = 0;
iv. a33 = 0 e a34a43 6= 0⇒ a11 = 0.
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Demonstrac¸a˜o. Comecemos por mostrar que as condic¸o˜es referidas sa˜o necessa´rias
para a existeˆncia de um TNP–completamento de A. Para tal, admitamos que
existe um TNP–completamento
Ac =

−a11 −a12 −c13 −c14
−a21 −a22 −a23 −c24
−c31 −a32 −a33 −a34
−c41 −c42 −a43 −a44

de A, sendo cada cij na˜o negativo.
Obviamente, Ac [{1, 2, 3}] e´ um TNP–completamento da TNP–matriz parcial
A [{1, 2, 3}] e Ac [{2, 3, 4}] e´ um TNP–completamento da submatriz principal
A [{2, 3, 4}]. Note-se que os caminhos monotonamente etiquetados de ordem 3 que
o grafo associado a A, GA, conte´m sa˜o os caminhos {1, 2}, {2, 3} e {2, 3}, {3, 4}.
Suponhamos que a12a34 6= 0 e a32 = 0. Enta˜o, detAc [{1, 3}|{2, 4}] > 0, o
que contradiz o facto de Ac ser uma TNP–matriz. Logo, se a12a34 6= 0, temos
a32 6= 0.
Admitamos que a21a43 6= 0. Se a23 = 0, enta˜o detAc [{2, 4}|{1, 3}] > 0.
Portanto, tambe´m a23 e´ na˜o nulo.
Assumamos que a22 = 0 e a12a21 6= 0. Temos, enta˜o, que
detAc [{1, 2}|{2, 4}] = a12c24 ≤ 0⇔ c24 = 0.
Assim, para que o menor detAc [{2, 4}|{1, 4}] seja na˜o positivo, e´ necessa´rio que
a44 seja nulo.
Suponhamos, agora, que a33 = 0 e a34a43 6= 0. Nesse caso,
detAc [{3, 4}|{1, 3}] = c31a43 ≤ 0⇔ c31 = 0.
Portanto, para que Ac [{1, 3}|{1, 4}] tenha determinante na˜o positivo, e´ necessa´rio
que a11 seja nulo.
Acaba´mos de mostrar, deste modo, que as condic¸o˜es enunciadas sa˜o ne-
cessa´rias. Vejamos, de seguida, que sa˜o tambe´m suficientes. Admitamos, enta˜o,
que A e´ tal que se verificam as condic¸o˜es enunciadas.
Se a22 6= 0, podemos completar a submatriz principal A [{2, 3, 4}] de forma a
obter uma TNP–matriz. Obtemos, deste modo, uma TNP–matriz parcial cujo
grafo associado e´ um grafo 1–cordal, sendo a entrada de sobreposic¸a˜o na˜o nula.
Pelo Teorema 3.1, podemos garantir a existeˆncia de um TNP–completamento
desta matriz parcial que e´, tambe´m, um completamento de A. Se a33 6= 0,
podemos seguir um procedimento ana´logo. Completamos a submatriz principal
A [{1, 2, 3}] de forma a obter uma TNP–matriz. Obtemos, uma vez mais, uma
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TNP–matriz parcial cujo grafo associado e´ um grafo 1–cordal, cuja entrada de so-
breposic¸a˜o e´ na˜o nula. Assim, pelo Teorema 3.1, existe um TNP–completamento
desta matriz parcial e, por conseguinte, de A.
Consideremos, enta˜o, o caso em que a22 = a33 = 0. Atendendo ao Lema 3.6,
sabemos que a12a23 = a21a32 = a23a34 = a32a43 = 0.
Tendo ainda em conta as restantes condic¸o˜es enunciadas, temos os seguintes
casos:
(a) a12 = a21 = a23 = a32 = a34 = a43 = 0
Neste caso, e´ fa´cil de verificar que existem x, y ∈ R+0 tais que
Ac =

−a11 0 0 −x
0 0 0 0
0 0 0 0
−y 0 0 −a44

e´ um TNP–completamento de A.
(b) a12 = a21 = a34 = a43 = 0 e pelo menos um dos elementos a23 ou a32 e´ na˜o
nulo
Atendendo ao Lema 3.6, sabemos que a11 = a44 = 0. Neste caso, A0 e´ uma
TNP–matriz.
(c) a34a43 = 0, pelo menos um dos elementos a12 ou a21 e´ na˜o nulo, pelo menos
um dos elementos a23 ou a32 e´ nulo, sendo dois destes u´ltimos 4 elementos na˜o
nulos
Neste caso, sabemos, pelo Lema 3.6 e pela condic¸a˜o iii, que a44 = 0.
Se x, y ∈ R+0 sa˜o tais que a11a23 − a21x ≤ 0 e a11a32 − a12y ≤ 0, enta˜o
Ac =

−a11 −a12 −x 0
−a21 0 −a23 0
−y −a32 0 0
0 0 0 0

e´ um TNP–completamento de A. Mostremos que existem tais x e y.
Se a21 6= 0, escolhemos x ≥ a11a23a−121 e se a12 6= 0, escolhemos y ≥ a11a32a−112 .
Se a21 = 0, enta˜o a12 6= 0 e a23 = 0. Podemos, enta˜o, escolher um valor
arbitra´rio para x.
Se a12 = 0, segue-se que a21 6= 0 e a32 = 0. Nesse caso, podemos, assim,
escolher um valor arbitra´rio para y.
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(d) a12a21 = 0, pelo menos um dos elementos a34 ou a43 e´ na˜o nulo, pelo menos
um dos elementos a23 ou a32 e´ nulo, sendo dois destes u´ltimos 4 elementos na˜o
nulos
Atendendo ao Lema 3.6 e a` condic¸a˜o iv, temos que a11 = 0. Se x, y ∈ R+0 sa˜o
tais que a44a23 − a43x ≤ 0 e a44a32 − a34y ≤ 0, enta˜o
Ac =

0 0 0 0
0 0 −a23 −x
0 −a32 0 −a34
0 −y −a43 −a44

e´ uma TNP–matriz. Seguindo um racioc´ınio ana´logo ao do caso anterior, prova-
-se que tais x e y existem.
(e) a21 = a23 = a32 = a34 = 0 e pelo menos um dos elementos a12 ou a43 e´ na˜o
nulo
Neste caso, prova-se que
Ac =

−a11 −a12 −a43 −a44
0 0 0 0
0 0 0 0
−a11 −a12 −a43 −a44

e´ um TNP–completamento de A.
(f) a12 = a23 = a32 = a43 = 0 e pelo menos um dos elementos a21 ou a34 e´ na˜o
nulo
Facilmente se verifica que
Ac =

−a11 0 0 −a11
−a21 0 0 −a21
−a34 0 0 −a34
−a44 0 0 −a44

e´ um TNP–completamento de A.
(g) a21 = a23 = a43 = 0 e a12a32a34 6= 0
Simples ca´lculos permitem-nos concluir que
Ac =

−a11 −a12 0 −a12a34a−132
0 0 0 0
−a11a32a−112 −a32 0 −a34
−a11a32a44a−112 a−134 a32a44a−134 0 −a44

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e´ uma TNP–matriz.
(h) a12 = a32 = a34 = 0 e a21a23a43 6= 0
E´ fa´cil de comprovar que
Ac =

−a11 0 −a11a23a−121 −a11a23a44a−121 a−143
−a21 0 −a23 −a23a44a−143
0 0 0 0
−a21a43a−123 0 −a43 −a44

e´ um TNP–completamento de A. 2
Este tipo de estudo pode, obviamente, ser desenvolvido recursivamente. Para
os caminhos de ordem 5, prova-se o seguinte resultado.
Lema 3.8. Seja A uma TNP–matriz parcial da forma
A =

−a11 −a12 ? ? ?
−a21 −a22 −a23 ? ?
? −a32 −a33 −a34 ?
? ? −a43 −a44 −a45
? ? ? −a54 −a55
 ,
sendo cada aij na˜o negativo. Enta˜o, A admite TNP–completamentos se e so´ se
A [{1, 2, 3, 4}] e A [{2, 3, 4, 5}] admitem TNP–completamentos e as condic¸o˜es que
se seguem sa˜o va´lidas:
i. a12a21 6= 0 e a22 = 0⇒ a45 = a54 = a55 = 0;
ii. a45a54 6= 0 e a44 = 0⇒ a12 = a21 = a11 = 0.
Como podemos intuir dos resultados anteriores, as condic¸o˜es exigidas para a
completabilidade de TNP–matrizes cujos grafos associados sa˜o caminhos mono-
tonamente etiquetados de ordem n va˜o, em geral, para ale´m de exigir a completa-
bilidade de todas as submatrizes principais cujos grafos associados sa˜o caminhos
monotonamente etiquetados de ordem n − 1. O seguinte exemplo ilustra este
facto.
Exemplo 3.8. Consideremos a TNP–matriz parcial A, de ordem n, com n ≥ 5,
A =

−1 −1 ? ? . . . ? ? ?
−1 0 0 ? . . . ? ? ?
? 0 0 0 . . . ? ? ?
? ? 0 0 . . . ? ? ?
...
...
...
...
...
...
...
? ? ? ? . . . 0 0 ?
? ? ? ? . . . 0 0 −1
? ? ? ? . . . ? −1 −1

.
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O grafo associado a esta matriz parcial e´ um caminho monotonamente etique-
tado de ordem n e os completamentos nulos das submatrizes A [{1, . . . , n− 1}] e
A [{2, . . . , n}] sa˜o TNP–matrizes. No entanto, A na˜o admite TNP–completamen-
tos. Dado um qualquer completamento Ac = (−cij)ni,j=1 de A, temos que
detAc [{1, 2}|{1, n}] = c2n. Logo, para que esse menor seja na˜o positivo, e´ ne-
cessa´rio que c2n seja nulo. Mas, nesse caso, detAc [{2, n}|{1, n}] = 1. Logo, Ac
na˜o e´ uma TNP–matriz e, por conseguinte, na˜o existem TNP–completamentos
de A.
O lema que se segue, e cuja prova omitimos, leva-nos a formular uma conjec-
tura que posteriormente apresentamos.
Lema 3.9. Consideremos uma TNP–matriz parcial A da forma
A =

−a11 −a12 ? ? ? ?
−a21 −a22 −a23 ? ? ?
? −a32 −a33 −a34 ? ?
? ? −a43 −a44 −a45 ?
? ? ? −a54 −a55 −a56
? ? ? ? −a65 −a66

,
onde cada aij e´ na˜o negativo. A matriz parcial A admite TNP–completamentos
se e so´ se as submatrizes principais A [{1, 2, 3, 4, 5}] e A [{2, 3, 4, 5, 6}] admitem
TNP–matrizes como completamentos e as condic¸o˜es que se seguem sa˜o va´lidas:
i. a12a21 6= 0 e a22 = 0⇒ a56 = a65 = a66 = 0;
ii. a56a65 6= 0 e a55 = 0⇒ a12 = a21 = a11 = 0.
Conjectura 3.1. Seja A uma TNP–matriz parcial da forma
A =

−a11 −a12 ? . . . ? ?
−a21 −a22 −a23 . . . ? ?
? −a32 −a33 . . . ? ?
...
...
...
...
...
? ? ? . . . −an−1n−1 −an−1n
? ? ? . . . −ann−1 −ann

,
onde cada aij e´ na˜o negativo e n ≥ 5. Enta˜o, A admite TNP–completamentos se
e somente se A [{1, . . . , n− 1}] e A [{2, . . . , n}] admitem TNP–completamentos
e as condic¸o˜es que se seguem sa˜o va´lidas:
i. a12a21 6= 0 e a22 = 0⇒ an−1n = ann−1 = ann = 0;
ii. an−1nann−1 6= 0 e an−1n−1 = 0⇒ a12 = a21 = a11 = 0.
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Facilmente se verifica que as condic¸o˜es enunciadas sa˜o condic¸o˜es necessa´rias
para a existeˆncia de um TNP–completamento de uma TNP–matriz parcial A
da forma referida. Com base no Teorema 3.1, e´ tambe´m simples de comprovar
que a conjectura e´ va´lida quando pelo menos um dos elementos da diagonal
principal a22, . . . , an−1n−1 e´ na˜o nulo. Se a22 = . . . = an−1n−1 = 0 e a11 = a12 =
a21, podemos efectivamente obter um TNP–completamento de A, exigindo as
condic¸o˜es enunciadas e completando a submatriz principal A [{2, . . . , n}] de forma
a obter uma TNP–matriz e as entradas (1, i) e (i, 1) na˜o prescritas com zeros.
Seguindo um racioc´ınio ana´logo, e´ poss´ıvel completar a matriz A de modo a obter
o completamento desejado, sob as condic¸o˜es enunciadas na conjectura, quando
a22 = . . . = an−1n−1 = 0 e ann = an−1n = ann−1. Para os restantes casos, o
estudo complica-se, uma vez que e´ necessa´rio analisar as va´rias possibilidades de
entradas prescritas nulas e na˜o nulas, o que e´, obviamente, uma tarefa morosa
para cada n em particular, e aparentemente na˜o se traduz num padra˜o comum a
qualquer n.
Dificuldades ana´logas surgem, tambe´m, no estudo do problema quando o grafo
associado a` matriz parcial e´ um caminho na˜o monotonamente etiquetado.
Exemplo 3.9. O grafo das entradas prescritas da TNP–matriz parcial
A =
 −1 −1 −2−6 −1 ?
−1 ? −1

e´ o caminho na˜o monotonamente etiquetado
12 3
•• •
Consideremos x ∈ R+ e Ac um completamento de A cuja entrada (2, 3) e´ −x.
Atendendo a que detAc [{1, 2}|{2, 3}] = x − 2 e detAc [{2, 3}|{1, 3}] = 6 − x,
podemos afirmar que na˜o existem TNP–completamentos de A.
Como podemos comprovar pelo exemplo anterior, uma TNP–matriz parcial,
cujo grafo das entradas especificadas e´ um caminho na˜o monotonamente etique-
tado, na˜o admite, em geral, TNP–completamentos. Para o caso em que n = 3,
apresentamos, de seguida, condic¸o˜es necessa´rias e suficientes para a existeˆncia
dos completamentos desejados.
Seja G = (V,E) um grafo. Diz-se que uma matriz parcial A = (−aij)ni,j=1,
cujo grafo associado e´ G, satisfaz as condic¸o˜es das arestas adjacentes se, dado
um caminho
i j k
• • •
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na˜o monotonamente etiquetado em G, se tem
1. i < k < j ou j < k < i e
1.1. aiiajk 6= 0⇒ aji 6= 0;
1.2. aiiakj 6= 0⇒ aij 6= 0;
1.3. ajj = ajk = akj = 0⇒ aijakkaji = 0;
1.4. akkaijaji ≥ aiiajkakj .
ou
2. j < i < k ou k < i < j e
2.1. akkaji 6= 0⇒ ajk 6= 0;
2.2. akkaij 6= 0⇒ akj 6= 0;
2.3. ajj = aji = aij = 0⇒ akjaiiajk = 0;
2.4. aiiakjajk ≥ akkajiaij .
Vejamos, de seguida, o que podemos concluir relativamente ao caso em que a
ordem das matrizes parciais e´ 3.
Lema 3.10. Seja A uma TNP–matriz parcial 3 × 3 cujo grafo das entradas
especificadas e´ um caminho na˜o monotonamente etiquetado. Enta˜o, A admite
TNP–completamentos se e somente se A satisfaz as condic¸o˜es das arestas adja-
centes.
Demonstrac¸a˜o. Por semelhanc¸a de permutac¸a˜o admiss´ıvel, podemos assumir,
sem perda de generalidade, que A e´ da forma
A =
 −a11 ? −a13? −a22 −a23
−a31 −a32 −a33
 ,
com cada aij na˜o negativo.
Admitamos que
Ac =
 −a11 −b −a13−c −a22 −a23
−a31 −a32 −a33

e´ um TNP–completamento de A, sendo b, c ≥ 0.
Suponhamos que a11a23 6= 0 e a13 = 0. Nesse caso, o determinante da
submatriz Ac [{1, 2}|{1, 3}] e´ positivo, o que contradiz o facto de Ac ser uma
TNP–matriz. Portanto, se a11a23 6= 0, enta˜o a13 6= 0. Admitamos, agora,
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que a11a32 6= 0 e a31 = 0. Podemos, enta˜o, afirmar que detAc [{1, 3}|{1, 2}] =
a11a32 > 0, o que e´ imposs´ıvel. Assim, se a11a32 6= 0, temos que a31 6= 0. Su-
ponhamos, de seguida, que a23 = a32 = a33 = 0 e a13a22a31 6= 0. Facilmente se
verifica que, nesse caso, detAc = a13a22a31 > 0, o que e´ absurdo. Podemos, pois,
concluir que se a23 = a32 = a33 = 0, enta˜o a13a22a31 = 0.
Vejamos, agora, que a22a13a31 ≥ a11a23a32. Para tal, notemos que
detAc [{1, 2}|{2, 3}] ≤ 0⇔ a23b ≤ a13a22
e
detAc [{1, 3}|{1, 2}] ≤ 0⇔ a11a32 ≤ a31b.
Assim, ba11a23a32 ≤ ba22a13a31. Caso b 6= 0, e´ o´bvio que a desigualdade e´ va´lida.
Se b = 0, enta˜o a11a32 = 0 e, por conseguinte, a11a23a32 = 0. E´, pois, o´bvio que
a22a13a31 ≥ a11a23a32.
Mostremos, agora, que as condic¸o˜es das arestas adjacentes, para ale´m de
necessa´rias, sa˜o tambe´m suficientes para que uma TNP–matriz parcial da forma
enunciada admita TNP–completamentos.
Dados x, y ∈ R+0 , consideremos o completamento
Ax,y =
 −a11 −x −a13−y −a22 −a23
−a31 −a32 −a33

de A.
Se a23 6= 0 e a32 6= 0, e´ fa´cil de verificar que Ax,y e´ uma TNP–matriz para
x = a13a22a−123 e y = a31a22a
−1
32 .
Estudemos, enta˜o, os casos em que pelo menos uma das entradas a23 ou a32
e´ nula.
Comecemos por considerar o caso em que a23 = 0. Se a33 6= 0, enta˜o Ax,y e´
uma TNP–matriz para x = a13a32a−133 e y = 0. Admitamos, agora, que a33 = 0.
Consideramos os seguintes treˆs casos: a31 = 0; a31 6= 0 e a32 6= 0; a31 6= 0 e
a32 = 0. Se a31 = 0, atendendo a`s condic¸o˜es das arestas adjacentes, sabemos que
a11a32 = 0. Assim, Aa22,a11 e´ uma TNP–matriz. Se a31 6= 0 e a32 6= 0, facilmente
se verifica que Ax,y e´ um TNP–completamento de A para x = a32a11a−131 e
y = a31a22a−132 . Finalmente, no caso em que a31 6= 0 e a32 = 0, temos que
a23 = a32 = a33 = 0. Pelas condic¸o˜es das arestas adjacentes sabemos, enta˜o, que
a13a22 = 0. Assim, Aa22,a11 e´ uma TNP–matriz.
Consideremos, por fim, o caso em que a32 = 0. Se a33 6= 0, enta˜o Ax,y e´ um
TNP–completamento de A para x = 0 e y = a23a31a−133 . Admitamos, de seguida,
que a33 = 0. Sa˜o treˆs os casos poss´ıveis: a13 = 0; a13 6= 0 e a23 6= 0; a13 6= 0
e a23 = 0. Se a13 = 0, sabemos, enta˜o, pelas condic¸o˜es das arestas adjacentes,
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que a11a23 = 0. Assim, Aa11,a22 e´ uma TNP–matriz. Se a13 6= 0 e a23 6= 0, Ax,y
e´ um TNP–completamento de A para x = a13a22a−123 e y = a23a11a
−1
13 . No caso
em que a13 6= 0 e a23 = 0, temos que a23 = a32 = a33 = 0. Atendendo uma vez
mais a`s condic¸o˜es das arestas adjacentes, podemos afirmar que a22a31 = 0 e que
Aa11,a22 e´ uma TNP–matriz. 2
Note-se que se A e´ uma TNP–matriz parcial, n × n, cujo grafo das entra-
das especificadas GA e´ um caminho na˜o monotonamente etiquetado e A ad-
mite TNP–completamentos, enta˜o toda a submatriz principal correspondente a
um caminho na˜o monotonamente etiquetado {i, j}, {j, k} contido em GA admite
TNP–completamentos. Atendendo ao resultado anterior, sabemos que todas es-
sas submatrizes satisfazem as condic¸o˜es das arestas adjacentes. Portanto, tambe´m
A satisfaz as condic¸o˜es das arestas adjacentes. No entanto, estas condic¸o˜es na˜o
sa˜o suficientes para garantir, em geral, a existeˆncia de TNP–completamentos de
uma TNP–matriz parcial, n× n, com n ≥ 4, cujo grafo associado e´ um caminho
na˜o monotonamente etiquetado, como ilustra o exemplo que se segue.
Exemplo 3.10. Consideremos a matriz parcial
A =

−1 0 0 ?
0 0 ? ?
0 ? 0 −1
? ? −1 −1
 .
Facilmente se verifica que A e´ uma TNP–matriz parcial cujo grafo das entra-
das especificadas e´ um caminho na˜o monotonamente etiquetado de ordem 4 e
que A satisfaz as condic¸o˜es das arestas adjacentes. No entanto, A na˜o admite
TNP–completamentos. De facto, dado um qualquer completamento Ac de A,
detAc [{1, 4}|{1, 3}] = 1.
Consideremos, agora, o problema de completamento em questa˜o para
TNP–matrizes parciais cujo grafo associado e´ um grafo clique+1. Um grafo
G = (V,E) diz-se um grafo clique+1 se o subgrafo < {1, . . . , n− 1} > e´ um grafo
completo e se existe um e um so´ j ∈ {1, . . . , n− 1} tal que {j, n} ∈ E. O ı´ndice
j diz-se o ı´ndice de sobreposic¸a˜o.
Exemplo 3.11. O grafo associado a` TNP–matriz parcial
A =

−1 −1 −1 −1 ?
−1 −1 −1 −1 −1
−1 −1 −1 −1 ?
−1 −1 −1 −1 ?
? −1 ? ? −1

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e´ o grafo clique+1
1 2
34
5• •
••
•
@
@
@
@
 
 
 
 
Note-se que um grafo clique+1 e´ um grafo 1–cordal com dois cliques maximais,
tendo um dos cliques dois ve´rtices. Ale´m disso, e´ monotonamente etiquetado se
j = n− 1 e na˜o monotonamente etiquetado nos restantes casos.
Lema 3.11. Seja A = (−ail)ni,l=1 uma TNP–matriz parcial, cujo grafo das en-
tradas especificadas e´ um grafo clique+1 com ı´ndice de sobreposic¸a˜o j 6= n− 1, e
tal que cada ail e´ na˜o negativo e ajn−1an−1j 6= 0. Enta˜o, existe um TNP–com-
pletamento de A se e somente se A satisfaz as condic¸o˜es das arestas adjacentes.
Demonstrac¸a˜o. Admitamos que existe um TNP–completamento Ac de A.
Consideremos o grafo GA associado a A. Dado um qualquer caminho na˜o
monotonamente etiquetado {i, k}, {k, l} de ordem 3 em GA tal que {i, l} na˜o e´
uma aresta do grafo, a submatriz A [{i, k, l}] de A e´ uma TNP–matriz parcial
3× 3, cujo grafo das entradas prescritas e´ um caminho na˜o monotonamente eti-
quetado, e Ac [{i, k, l}] e´ um seu TNP–completamento. Atendendo ao Lema 3.10,
sabemos que a submatriz A [{i, k, l}] satisfaz as condic¸o˜es das arestas adjacentes.
Naturalmente, podemos concluir, enta˜o, que A satisfaz as condic¸o˜es das arestas
adjacentes.
Reciprocamente, admitamos que A satisfaz as condic¸o˜es das arestas adjacen-
tes. Sabemos, em particular, que A e´ tal que ajnanjan−1n−1 ≥ ajn−1an−1jann.
Se an−1n−1 6= 0, consideremos a matriz parcial
A¯ =

−a11 . . . −a1j . . . −a1n−1 ?
...
...
...
...
−aj1 . . . −ajj . . . −ajn−1 ?
...
...
...
...
−an−11 . . . −an−1j . . . −an−1n−1 −a−1jn−1an−1n−1ajn
? . . . ? . . . −a−1n−1jan−1n−1anj −ann

.
Dado que ajnanjan−1n−1 ≥ ajn−1an−1jann, A¯ e´ uma TNP–matriz parcial. Note-
-se que o seu grafo das entradas especificadas e´ 1–cordal com dois cliques ma-
ximais, tendo um desses cliques dois ve´rtices. Pela Proposic¸a˜o 3.3, existe um
TNP–completamento de A¯ cujos elementos nas entradas (j, n) e (n, j) sa˜o, res-
pectivamente, −ajn e −anj . Logo, tal completamento de A¯ e´, tambe´m, um
TNP–completamento de A.
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Admitamos, agora, que an−1n−1 = 0. Neste caso, ajn−1an−1jann ≤ 0, pelo
que ann = 0. Sejam α = a−1jn−1ajn e β = a
−1
n−1janj . Facilmente se verifica que
−a11 . . . −a1j . . . −a1n−2 −a1n−1 −αa1n−1
...
...
...
...
...
−aj1 . . . −ajj . . . −ajn−2 −ajn−1 −αajn−1
...
...
...
...
...
−an−21 . . . −an−1j . . . −an−2n−2 −an−2n−1 −αan−2n−1
−an−11 . . . −an−1j . . . −an−1n−2 0 0
−βan−11 . . . −βan−1j . . . −βan−1n−2 0 0

e´ um TNP–completamento de A. 2
Observac¸a˜o. Note-se que, nas condic¸o˜es enunciadas no lema anterior, dizer que
a matriz A satisfaz as condic¸o˜es das arestas adjacentes e´ equivalente a dizer que
ajnanjan−1n−1 ≥ ajn−1an−1jann.
Podemos generalizar o resultado anterior, pensando numa extensa˜o da noc¸a˜o
de grafo clique+1. Um grafo G = (V,E) diz-se um grafo clique+(n−k), para algum
k ≤ n − 1, se o subgrafo < {1, . . . , k} > e´ um clique e se existe um u´nico
j ∈ {1, . . . , k} tal que as restantes arestas de E sa˜o {j, l}, com l ∈ {k+1, . . . , n}.
O ı´ndice j diz-se o ı´ndice de sobreposic¸a˜o.
Lema 3.12. Seja A = (−ail)ni,l=1 uma TNP–matriz parcial n × n, cujo grafo
das entradas especificadas e´ um grafo clique+(n−k) com k ≤ n − 1 e ı´ndice de
sobreposic¸a˜o j < k, e tal que cada ail e´ na˜o negativo e ajlalj 6= 0 para todo
k ≤ l ≤ n − 1. Enta˜o, existe um TNP–completamento de A se e somente se A
satisfaz as condic¸o˜es das arestas adjacentes.
Demonstrac¸a˜o. A matriz A e´ da forma
A =

−a11 −a12 . . . −a1j . . . −a1k ? . . . ?
−a21 −a22 . . . −a2j . . . −a2k ? . . . ?
...
...
...
...
...
...
−aj1 −aj2 . . . −ajj . . . −ajk −ajk+1 . . . −ajn
...
...
...
...
...
...
−ak1 −ak2 . . . −akj . . . −akk ? . . . ?
? ? . . . −ak+1j . . . ? −ak+1k+1 . . . ?
...
...
...
...
...
...
? ? . . . −anj . . . ? ? . . . −ann

,
com cada ail > 0.
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Comecemos por admitir que existe um TNP–completamento de A. Aten-
dendo ao Lema 3.10, podemos, obviamente, concluir que A satisfaz as condic¸o˜es
das arestas adjacentes.
A demonstrac¸a˜o do rec´ıproco segue por induc¸a˜o no nu´mero p = n − k de
ve´rtices l > k tais que {j, l} e´ uma aresta do grafo associado a` matriz parcial.
O caso em que p = 1 e´ tratado no resultado anterior.
Consideremos, agora, p > 1 e admitamos que o resultado e´ va´lido para p− 1.
Assumamos que A satisfaz as condic¸o˜es das arestas adjacentes.
Sabemos que a submatriz principal A [{1, . . . , k + 1}] de A e´ uma
TNP–matriz parcial cujo grafo das entradas especificadas e´ um grafo clique+1
com ı´ndice de sobreposic¸a˜o j. Ale´m disso, ajkakj 6= 0 e esta submatriz principal
satisfaz as condic¸o˜es das arestas adjacentes. Assim, pelo resultado anterior, existe
um TNP–completamento C dessa submatriz de A.
Consideremos a TNP–matriz parcial A¯ obtida de A completando a submatriz
principal referida como em C. A¯ e´, obviamente, uma TNP–matriz parcial n×n,
cujo grafo das entradas especificadas e´ um grafo clique+(n−(k+1)) e ı´ndice de
sobreposic¸a˜o j. O nu´mero de ve´rtices l > k + 1 tais que {j, l} e´ uma aresta do
grafo associado e´ p− 1.
Claramente, A¯ satisfaz as condic¸o˜es das arestas adjacentes. Atendendo a`
hipo´tese de induc¸a˜o, podemos concluir que existe um TNP–completamento de
A¯. Por conseguinte, A admite TNP–completamentos. 2
Observac¸a˜o. E´ fa´cil de verificar que, nas condic¸o˜es enunciadas neste u´ltimo
lema, dizer que a TNP–matriz parcial A satisfaz as condic¸o˜es das arestas ad-
jacentes e´ o mesmo que dizer que ajl+1al+1jall ≥ ajlaljal+1l+1, para todo o
l ∈ {k, . . . , n− 1}.
3.1.2 Ciclos na˜o dirigidos
Estudemos, de seguida, o problema de completamento respeitante aos ciclos.
Um ciclo G = (V,E), com V = {1, . . . , n}, diz-se monotonamente etiquetado se
E =
{{1, 2}, {2, 3}, . . . , {n− 1, n}, {1, n}}.
Exemplo 3.12. Consideremos a TNP–matriz parcial
A =

−1 −1 ? −0, 5
−2 −1 −1 ?
? −2 −1 −1
−8 ? −2 −1
 ,
cujo grafo das entradas especificadas e´ um ciclo monotonamente etiquetado. Se-
jam x ∈ R+0 e Ac um completamento de A em que o elemento na entrada (1, 3)
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e´ −x. Temos que detAc [{1, 2}|{2, 3}] ≤ 0 se e so´ se x ≥ 1. Ale´m disso,
detAc [{1, 3}|{3, 4}] ≤ 0 se e somente se x ≤ 0, 5. Independentemente do valor de
x, Ac na˜o e´, obviamente, uma TNP–matriz. Logo, A na˜o admite TNP–comple-
tamentos. Podemos, portanto, afirmar que, em geral, um ciclo monotonamente
etiquetado na˜o admite TNP–completamentos.
Nos resultados que se seguem consideramos apenas TNP–matrizes parciais
cujos elementos da diagonal principal sa˜o todos na˜o nulos. Como ja´ referimos
anteriormente, podemos assumir, sem perda de generalidade, que tais elementos
sa˜o iguais a −1. Apresentamos, enta˜o, condic¸o˜es necessa´rias e suficientes para
garantir a existeˆncia de TNP–completamentos de tais TNP–matrizes parciais
cujos grafos das entradas especificadas sa˜o ciclos monotonamente etiquetados.
Note-se que, se todos os elementos da diagonal principal de uma TNP–matriz
sa˜o na˜o nulos, enta˜o todos os seus elementos sa˜o negativos.
Lema 3.13. Seja
A =

−1 −a12 ? −a14
−a21 −1 −a23 ?
? −a32 −1 −a34
−a41 ? −a43 −1

uma TNP–matriz parcial onde todo o aij e´ positivo. Enta˜o, A admite TNP–com-
pletamentos se e somente se sa˜o va´lidas as seguintes desigualdades
1. a12a23a34 ≤ a14;
2. a21a32a43 ≤ a41.
Demonstrac¸a˜o. Admitamos, primeiro, que existe um TNP–completamento
Ac =

−1 −a12 −c13 −a14
−a21 −1 −a23 −c24
−c31 −a32 −1 −a34
−a41 −c42 −a43 −1

de A, onde todo o cij e´ positivo. Temos que
detAc [{1, 2}|{2, 3}] = a12a23 − c13
e
detAc [{1, 3}|{3, 4}] = c13a34 − a14.
Logo, a14 ≥ c13a34 ≥ a12a23a34. Temos, ainda, que
detAc [{3, 4}|{2, 3}] = a32a43 − c42
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e
detAc [{2, 4}|{1, 2}] = a21c42 − a41.
Assim, a41 ≥ a21c42 ≥ a21a32a43.
Reciprocamente, admitamos que as condic¸o˜es 1 e 2 sa˜o satisfeitas. Conside-
remos o completamento
Ac =

−1 −a12 −a12a23 −a14
−a21 −1 −a23 −a14a−112
−a41a−143 −a32 −1 −a34
−a41 −a32a43 −a43 −1

de A. Prova-se que, sendo va´lidas as desigualdades 1 e 2, Ac tem todos os menores
na˜o positivos. 2
O resultado anterior pode ser generalizado para matrizes de ordem arbitra´ria.
Proposic¸a˜o 3.4. Seja
A =

−1 −a12 ? . . . ? −a1n
−a21 −1 −a23 . . . ? ?
? −a32 −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
−an1 ? ? . . . −ann−1 −1

uma TNP–matriz parcial onde todo o aij e´ positivo. Enta˜o, A admite TNP–com-
pletamentos se e somente se sa˜o va´lidas as desigualdades
1. a12a23 . . . an−1n ≤ a1n;
2. a21a32 . . . ann−1 ≤ an1.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o em n. O caso em que n = 4 e´
tratado no Lema 3.13. Consideremos n > 4 e admitamos que o resultado e´ va´lido
para n− 1.
Suponhamos que existe um TNP–completamento
Ac =

−1 −a12 −c13 . . . −c1n−1 −a1n
−a21 −1 −a23 . . . −c2n−1 −c2n
−c31 −a32 −1 . . . −c3n−1 −c3n
...
...
...
...
...
−cn−11 −cn−12 −cn−13 . . . −1 −an−1n
−an1 −cn2 −cn3 . . . −ann−1 −1

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de A, com cij > 0, para quaisquer i, j. Enta˜o, Ac [{2, . . . , n}] e´ um TNP–com-
pletamento da TNP–matriz parcial
−1 −a23 . . . ? −c2n
−a32 −1 . . . ? ?
...
...
...
...
? ? . . . −1 −an−1n
−cn2 ? . . . −ann−1 −1
 .
Atendendo a` hipo´tese de induc¸a˜o, sabemos que
a23a34 . . . an−1n ≤ c2n
e
a32a43 . . . ann−1 ≤ cn2.
Dado que
detAc [{1, 2}|{2, n}] = a12c2n − a1n ≤ 0
e
detAc [{2, n}|{1, 2}] = a21cn2 − an1 ≤ 0,
podemos concluir que as desigualdades 1 e 2 sa˜o va´lidas.
Reciprocamente, admitamos que tais condic¸o˜es sa˜o satisfeitas. Consideremos
a matriz parcial
A¯ =

−1 −a12 ? . . . ? ?
−a21 −1 −a23 . . . ? −a1na−112
? −a32 −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
? −an1a−121 ? . . . −ann−1 −1

.
Vejamos que A¯ e´ uma TNP–matriz parcial. A submatriz A¯ [{2, n}] tem determi-
nante igual a 1− a1nan1a−112 a−121 . Como
a1nan1 ≥ a12a21a23a32 . . . an−1nann−1,
segue-se que a1nan1 ≥ a12a21 e, por conseguinte, det A¯ [{2, n}] ≤ 0. Se n > 5,
este argumento e´ suficiente para concluirmos que A¯ e´ uma TNP–matriz par-
cial. No caso em que n = 5, e´, tambe´m, necessa´rio mostrar que as submatrizes
A¯ [{2, 4}|{3, 5}] e A¯ [{3, 5}|{2, 4}] teˆm determinante na˜o positivo. Ora, nesse caso,
temos que
det A¯ [{2, 4}|{3, 5}] = a23a45 − a15a−112 a43
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e
det A¯ [{3, 5}|{2, 4}] = a32a54 − a51a−121 a34.
Estes determinantes sa˜o na˜o positivos se e somente se
a12a23a45 ≤ a15a43
e
a21a32a54 ≤ a51a34.
Atendendo a`s desigualdades 1 e 2, podemos afirmar que
a15a43 ≥ a12a23a34a45a43
e
a51a34 ≥ a21a32a43a54a34.
Como a34a43 ≥ 1, os dois determinantes em questa˜o sa˜o na˜o positivos. Assim,
para qualquer n, A¯ e´ uma TNP–matriz parcial.
Podemos escrever as desigualdades 1 e 2 na forma
a23a34 . . . an−1n ≤ a1na−112
e
a32a43 . . . ann−1 ≤ an1a−121 .
Deste modo, temos que A¯ [{2, . . . , n}] = (−bij)n−1i,j=1 e´ uma TNP–matriz parcial
cujo grafo das entradas especificadas e´ um ciclo monotonamente etiquetado com
n− 1 ve´rtices e que as desigualdades
b12b23 . . . bn−2n−1 ≤ b1n−1
e
b21b32 . . . bn−1n−2 ≤ bn−11
sa˜o va´lidas. Pela hipo´tese de induc¸a˜o, existe, enta˜o, um TNP–completamento C
desta matriz parcial da forma [
−1 c12
cT21 C22
]
.
Consideremos a TNP–matriz parcial
A¯ =
 −1 −a12 ?−a21 −1 c12
? cT21 C22
 .
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Note-se que o grafo das entradas prescritas de A¯ e´ 1–cordal monotonamente
etiquetado com dois cliques maximais, tendo um desses cliques dois ve´rtices.
Pela Proposic¸a˜o 3.3, existe um TNP–completamento Ac de A¯ cujos elementos
nas entradas (1, n) e (n, 1) sa˜o, respectivamente, −a1n e −an1. Logo, Ac e´,
tambe´m, um TNP–completamento de A. 2
Pensando no problema mais geral, quando existe pelo menos um elemento
da diagonal principal nulo, deparamo-nos com o problema em aberto relativo a`
completabilidade de caminhos. Com efeito, para que uma TNP–matriz parcial
da forma
A =

−a11 −a12 ? −a14
−a21 −a22 −a23 ?
? −a32 −a33 −a34
−a41 ? −a43 −a44

admita TNP–completamento e´ necessa´rio que cada uma das submatrizes parciais
cujos grafos associados sa˜o os caminhos Γ1 : {1, 2}, {2, 3}, {3, 4}, Γ2 : {2, 3}, {3, 4},
{4, 1}, Γ3 : {3, 4}, {4, 1}, {1, 2} e Γ4 : {4, 1}, {1, 2}, {2, 3} admita TNP–completa-
mentos. Ale´m disso, e´ fa´cil de comprovar que e´ tambe´m necessa´rio que as de-
sigualdades a14a22a33 ≥ a12a23a34 e a41a22a33 ≥ a21a32a43 sejam va´lidas. No
entanto, estas condic¸o˜es na˜o sa˜o, em geral, suficientes, como podemos verificar
no exemplo que se segue.
Exemplo 3.13. Consideremos a TNP–matriz parcial
A = (−aij)ni,j=1 =

−1 −3 ? −1
−4 −2 −2 ?
? 0 0 0
−1 ? −0, 1 −0, 1
 ,
cujo grafo das entradas prescritas e´ um ciclo monotonamente etiquetado de com-
primento 4. Facilmente se verifica que cada uma das submatrizes parciais cujos
grafos associados sa˜o os caminhos Γ1 : {1, 2}, {2, 3}, {3, 4}, Γ2 : {2, 3}, {3, 4}, {4, 1},
Γ3 : {3, 4}, {4, 1}, {1, 2} e Γ4 : {4, 1}, {1, 2}, {2, 3} admite TNP–completamentos.
Temos, ainda, que a14a22a33 ≥ a12a23a34 e a41a22a33 ≥ a21a32a43. No entanto,
A na˜o admite TNP–completamentos. Dado x ∈ R+0 , consideremos um com-
pletamento Ac de A cujo elemento na posic¸a˜o (2, 4) e´ −x. O determinante da
submatriz Ac [{1, 2}|{2, 4}] e´ na˜o positivo se e somente se x ≤ 2/3, enquanto que
o menor detAc [{2, 4}|{3, 4}] e´ na˜o positivo se e so´ se x ≥ 2. Assim, estes dois
determinantes na˜o sa˜o simultaneamente na˜o positivos, pelo que A na˜o admite
TNP–matrizes como completamentos.
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3.1.3 O caso na˜o combinatorialmente sime´trico
Abordamos, de seguida, o problema de completamento de caminhos total-
mente especificados. Consideramos, portanto, grafos dirigidos e matrizes parciais
na˜o combinatorialmente sime´tricas.
Relembremos que um caminho totalmente especificado Γ num digrafo D =
(V,E) e´ um caminho na˜o fechado (i1, i2), (i2, i3), . . . , (ik−1, ik) em D tal que
(i1, ik) ∈ E. Dizemos que Γ e´ monotonamente etiquetado se i1 < i2 < . . . < ik ou
i1 > i2 > . . . > ik.
Como o exemplo que se segue ilustra, nem sempre e´ poss´ıvel garantir a
existeˆncia de um TNP–completamento de uma TNP–matriz parcial cujo digrafo
associado e´ um caminho totalmente especificado.
Exemplo 3.14. A TNP–matriz parcial
A =
 −1 0 −1? −1 −1
? ? −1
 ,
cujo digrafo associado e´ um caminho totalmente especificado monotonamente
etiquetado, na˜o admite TNP–completamentos, uma vez que detAc [{1, 2}] = 1
para qualquer completamento Ac de A. Tambe´m a TNP–matriz parcial
B =
 −1 ? ?0 −1 −1
−1 ? −1
 ,
cujo digrafo das entradas especificadas e´ um caminho totalmente especificado na˜o
monotonamente etiquetado, na˜o admite TNP–matrizes como completamentos.
De facto, dado um qualquer completamento Bc de B, detBc [{1, 2}] = 1.
A existeˆncia de elementos nulos condiciona fortemente a existeˆncia do comple-
tamento desejado. Nos resultados que seguem, consideramos apenas TNP–matri-
zes parciais cujos elementos prescritos sa˜o na˜o nulos.
Lema 3.14. Seja A = (−aij)3i,j=1 uma TNP–matriz parcial cujo digrafo das
entradas especificadas DA = (V,E) e´ um caminho totalmente especificado e cujos
elementos especificados sa˜o na˜o nulos. Enta˜o, A admite TNP–completamentos.
Demonstrac¸a˜o. Podemos admitir, sem perda de generalidade, que os elementos
diagonais de A sa˜o todos iguais a −1. Tendo em conta que a classe das TNP–ma-
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trizes 3× 3 e´ invariante para a semelhanc¸a de permutac¸a˜o definida pela matriz
P3 =
 0 0 10 1 0
1 0 0
 ,
sa˜o apenas treˆs os casos a considerar:
(a) E =
{{1, 2}, {2, 3}, {1, 3}}
Neste caso, A e´ da forma
A =
 −1 −a12 −a13? −1 −a23
? ? −1
 ,
com a12, a13, a23 > 0. Facilmente se verifica que
Ac =
 −1 −a12 −a13−a−112 −1 −a23
−a−112 a−123 −a−123 −1

e´ um TNP–completamento de A.
(b) E =
{{1, 2}, {1, 3}, {3, 2}}
A matriz parcial A e´ da forma
A =
 −1 −a12 −a13? −1 ?
? −a32 −1
 ,
com a12, a13, a32 > 0. Verifica-se que
Ac =
 −1 −a12 −a13−a−112 −1 −a−112 a13
−a−112 a32 −a32 −1

e´ um TNP–completamento de A.
(c) E =
{{2, 1}, {2, 3}, {3, 1}}
Neste caso, A e´ da forma
A =
 −1 ? ?−a21 −1 −a23
−a31 ? −1
 ,
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com a21, a23, a31 > 0. Prova-se que
Ac =
 −1 −a−121 −a−121 a23−a21 −1 −a23
−a31 −a−121 a31 −1

e´ um TNP–completamento de A. 2
O resultado anterior na˜o e´ generaliza´vel para uma ordem arbitra´ria.
Exemplo 3.15. Seja A a TNP–matriz parcial n× n, n > 3,
−1 −2 ? . . . ? −2
? −1 −2 . . . ? ?
? ? −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −2
? ? ? . . . ? −1

,
cujo digrafo das entradas especificadas e´ um caminho totalmente especificado,
monotonamente etiquetado. Suponhamos que existe um TNP–completamento
Ac =

−1 −2 −c13 . . . −c1n−1 −2
−c21 −1 −2 . . . −c2n−1 −c2n
−c31 −c32 −1 . . . −c3n−1 −c3n
...
...
...
...
...
−cn−11 −cn−12 −cn−13 . . . −1 −2
−cn1 −cn2 −cn3 . . . −cnn−1 −1

,
deA, onde todo o cij e´ positivo. Note-se que, enta˜o, Ac e´ um TNP–completamento
da TNP–matriz parcial
A¯ =

−1 −2 ? . . . ? −2
−c21 −1 −2 . . . ? ?
? −c32 −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −2
−cn1 ? ? . . . −cnn−1 −1

,
cujo grafo das entradas especificadas e´ um ciclo monotonamente etiquetado. Mas,
pela Proposic¸a˜o 3.4, A¯ na˜o admite TNP–completamentos, uma vez que 2n−1 6≤ 2.
A contradic¸a˜o resultou de supormos que existia um TNP–completamento de A.
Logo, A na˜o admite tais completamentos.
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Apresentamos, de seguida, condic¸o˜es necessa´rias e suficientes para a existeˆncia
de TNP–completamentos das TNP–matrizes parciais cujos digrafos das entradas
prescritas sa˜o caminhos totalmente especificados monotonamente etiquetados e
cujos elementos prescritos sa˜o na˜o nulos. Note-se que o estudo desse tipos de
TNP–matrizes parciais pode ser restringido, sem perda de generalidade, ao caso
em que as entradas diagonais sa˜o todas iguais a −1 e os arcos do digrafo associado
sa˜o, exactamente, (1, 2), (2, 3), . . . , (n−1, n), (1, n), sendo cada um dos elementos
especificados na˜o nulo.
Proposic¸a˜o 3.5. Sejam n > 3 e
A =

−1 −a12 ? . . . ? −a1n
? −1 −a23 . . . ? ?
? ? −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
? ? ? . . . ? −1

uma TNP–matriz parcial onde todo o aij e´ positivo. Enta˜o, A admite TNP–com-
pletamentos se e so´ se a12a23 . . . an−1n ≤ a1n.
Demonstrac¸a˜o. Suponhamos que existe um TNP–completamento
Ac =

−1 −a12 −c13 . . . −c1n−1 −a1n
−c21 −1 −a23 . . . −c2n−1 −c2n
−c31 −c32 −1 . . . −c3n−1 −c3n
...
...
...
...
...
−cn−11 −cn−12 −cn−13 . . . −1 −an−1n
−cn1 −cn2 −cn3 . . . −cnn−1 −1

de A, com cij > 0, para todo o i e todo o j. Obviamente, Ac e´ um TNP–com-
pletamento da TNP–matriz parcial
A¯ =

−1 −a12 ? . . . ? −a1n
−c21 −1 −a23 . . . ? ?
? −c32 −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
−cn1 ? ? . . . −cnn−1 −1

,
cujo grafo das entradas prescritas e´ um ciclo monotonamente etiquetado. Aten-
dendo a` Proposic¸a˜o 3.4, sabemos que a desigualdade enunciada e´ va´lida.
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Reciprocamente, admitamos que a condic¸a˜o referida e´ satisfeita. Seja b ∈ R
tal que b ≥ max{1, a−11n , a−112 , a−123 , . . . , a−1n−1n}. Consideremos a matriz parcial
A˜ =

−1 −a12 ? . . . ? −a1n
−b −1 −a23 . . . ? ?
? −b −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
−bn−1 ? ? . . . −b −1

.
Facilmente se verifica que A˜ e´ uma TNP–matriz parcial. Note-se que o seu grafo
associado e´ um ciclo monotonamente etiquetado. Dado que a1n ≥ a12a23 . . . an−1n
e bn−1 ≥ bb . . . b, podemos concluir, atendendo a` Proposic¸a˜o 3.4, que existe um
TNP–completamento de A˜ e, consequentemente, de A. 2
Voltando ao problema inicial, apresentamos, no seguinte resultado, condic¸o˜es
necessa´rias e suficientes para que uma TNP–matriz parcial de ordem 3, cujo
digrafo associado e´ um caminho totalmente especificado, admita TNP–matrizes
como completamentos. Omitimos a demonstrac¸a˜o por se basear, essencialmente,
na demonstrac¸a˜o do Lema 3.14 e num estudo de casos relativos a`s entradas es-
pecificadas nulas sem dificuldades maiores.
Lema 3.15. Seja A = (−aij)3i,j=1 uma TNP–matriz parcial cujo digrafo das en-
tradas especificadas e´ o caminho totalmente especificado de arcos (i, j), (j, k), (i, k).
Enta˜o, A admite TNP–completamentos se e somente se sa˜o va´lidas as seguintes
condic¸o˜es:
1. aij = 0⇒ aiiajj = 0;
2. ajk = 0⇒ ajjakk = 0;
3. aik = 0⇒ aiiakk = 0;
4. (k 6= 2 e aik = 0)⇒ aijakk = 0;
5. (i 6= 2 e aik = 0)⇒ ajkaii = 0.
Estudemos, agora, o problema de completamento em causa para os ciclos diri-
gidos. Um ciclo Γ : (i1, i2), (i2, i3), . . . , (ik−1, ik), (ik, i1) num digrafo D = (V,E),
onde i1, . . . , ik sa˜o ve´rtices distintos de V , diz-se monotonamente etiquetado se
i1 < . . . < ik ou i1 > . . . > ik.
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Exemplo 3.16. Consideremos a TNP–matriz parcial
A =
 −1 −0, 1 ?? −1 −1
−1 ? −1
 ,
cujo digrafo das entradas especificadas e´ um ciclo dirigido. Dados x, y, z ∈ R+0 ,
consideremos o completamento
Ac =
 −1 −0, 1 −x−y −1 −1
−1 −z −1

de A. Simples ca´lculos mostram que detAc [{1, 2}] e detAc [{2, 3}] sa˜o ambos
na˜o positivos se e so´ se y ≥ 10 e z ≥ 1. Assim, detAc [{2, 3}|{1, 2}] = yz− 1 > 0.
Portanto, A na˜o admite TNP–completamentos.
Tal como no caso dos caminhos totalmente especificados, e´ fa´cil de compro-
var que a existeˆncia de elementos especificados nulos condiciona grandemente a
existeˆncia do completamento desejado.
Apresentamos, no resultado que se segue, condic¸o˜es necessa´rias e suficientes
para a existeˆncia de TNP–completamentos de TNP–matrizes parciais cujos di-
grafos das entradas especificadas sa˜o ciclos dirigidos monotonamente etiquetados
e cujos elementos prescritos sa˜o na˜o nulos. Sem perda de generalidade, conside-
raremos apenas TNP–matrizes parciais com os elementos da diagonal principal
iguais a −1, com todos os elementos prescritos distintos de 0 e com digrafo asso-
ciado de arcos (1, 2), (2, 3), . . ., (n− 1, n), (n, 1).
Proposic¸a˜o 3.6. Sejam n > 2 e
A =

−1 −a12 ? . . . ? ?
? −1 −a23 . . . ? ?
? ? −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
−an1 ? ? . . . ? −1

uma TNP–matriz parcial, com aij > 0, para todo o i e todo o j. Enta˜o, A admite
TNP–completamentos se e so´ se a12a23 . . . an−1nan1 ≥ 1.
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Demonstrac¸a˜o. Admitamos, primeiro, que existe um TNP–completamento
Ac =

−1 −a12 −c13 . . . −c1n−1 −c1n
−c21 −1 −a23 . . . −c2n−1 −c2n
−c31 −c32 −1 . . . −c3n−1 −c3n
...
...
...
...
...
−cn−11 −cn−12 −cn−13 . . . −1 −an−1n
−an1 −cn2 −cn3 . . . −cnn−1 −1

deA, com todo o cij positivo. Note-se queAc e´, tambe´m, um TNP–completamento
da TNP–matriz parcial
A¯ =

−1 −a12 ? . . . ? −c1n
−c21 −1 −a23 . . . ? ?
? −c32 −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
−an1 ? ? . . . −cnn−1 −1

,
cujo grafo das entradas especificadas e´ um ciclo na˜o dirigido, monotonamente
etiquetado. Atendendo a` Proposic¸a˜o 3.4, sabemos que
an1 ≥ c21c32 . . . cnn−1.
Ale´m disso,
1− aii+1ci+1i ≤ 0,
ou seja, ci+1i ≥ a−1ii+1, para todo o i ∈ {1, . . . , n− 1}. Assim,
c21c32 . . . cnn−1 ≥ (a12a23 . . . an−1n)−1
e, portanto, a desigualdade enunciada e´ va´lida.
Reciprocamente, admitamos que a condic¸a˜o referida no enunciado e´ satisfeita.
Consideremos a matriz parcial
A˜ =

−1 −a12 ? . . . ? −a12a23 . . . an−1n
−a−112 −1 −a23 . . . ? ?
? −a−123 −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −an−1n
−an1 ? ? . . . −a−1n−1n −1

.
Se n = 3, A˜ e´ uma matriz totalmente especificada com todos os menores na˜o
positivos. Se n > 3, note-se que o grafo associado a` matriz parcial e´ um ci-
clo dirigido, monotonamente etiquetado. Facilmente se verifica que A˜ e´ uma
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TNP–matriz parcial. Atendendo a` Proposic¸a˜o 3.4, podemos afirmar que existe
um TNP–completamento de A˜ e, por conseguinte, de A. 2
Continuamos o estudo do problema de completamento em questa˜o para de-
terminados tipos de duplos ciclos.
Sejam k, p ∈ {1, . . . , n} tais que k + p < n. Sejam
V1 = {1, . . . , k − 1, k, k + 1, . . . , k + p}
e
V2 = {k, k + 1, . . . , k + p, k + p+ 1, . . . , n}.
Consideremos os digrafos D1 = (V1, E1) e D2 = (V2, E2), onde
E1 =
{
(1, 2), . . . , (k − 1, k), (k, k + 1), . . . , (k + p− 1, k + p), (k + p, 1)}
e
E2 =
{
(k, k + 1), . . . , (k + p− 1, k + p), (k + p, k + p+ 1), . . . , (n− 1, n), (n, k)}.
O digrafo D = (V1∪V2, E1∪E2) diz-se um duplo ciclo monotonamente etiquetado
com p arcos em comum.
Lema 3.16. Sejam n > 3 e
A =

−1 −a12 . . . ? ? . . . ? . . . ?
? −1 . . . ? ? . . . ? . . . ?
...
...
...
...
...
...
? ? . . . −1 −akk+1 . . . ? . . . ?
? ? . . . ? −1 . . . ? . . . ?
...
...
...
...
...
...
−ak+p1 ? . . . ? ? . . . −ak+pk+p+1 . . . ?
? ? . . . ? ? . . . −1 . . . ?
...
...
...
...
...
...
? ? . . . ? ? . . . ? . . . −an−1n
? ? . . . −ank ? . . . ? . . . −1

uma TNP–matriz parcial, com cada aij positivo. A admite TNP completamentos
se e so´ se sa˜o va´lidas as desigualdades
1. a12 . . . ak−1kakk+1 . . . ak+p−1k+pak+p1 ≥ 1;
2. akk+1 . . . ak+p−1k+pak+pk+p+1 . . . an−1nank ≥ 1.
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Demonstrac¸a˜o. Se existe um TNP–completamento Ac de A, enta˜o a submatriz
Ac[{1, . . . , k, . . . , k + p}] e´ um TNP–completamento de A[{1, . . . , k, . . . , k + p}],
sendo o digrafo das entradas prescritas desta matriz parcial um ciclo dirigido
monotonamente etiquetado. Pela Proposic¸a˜o 3.6, podemos afirmar que a desi-
gualdade 1 e´ va´lida. Analogamente, Ac[{k, . . . , k + p, k + p + 1, . . . , n}] e´ um
TNP–completamento de A[{k, . . . , k + p, k + p+ 1, . . . , n}], cujo digrafo das en-
tradas especificadas e´ um ciclo dirigido monotonamente etiquetado. Uma vez
mais pela Proposic¸a˜o 3.6, podemos concluir que a desigualdade 2 e´ va´lida.
Reciprocamente, admitamos que se verificam as duas desigualdades enuncia-
das. Seja A¯ a TNP–matriz parcial cujas entradas sa˜o iguais a`s de A, excepto as
entradas (k, 1), igual a −akk+1 . . . ak+p−1k+pak+p1, (k + p, k), igual a −(akk+1 . . .
ak+p−1k+p)−1, (n, k + p), igual a −akk+1 . . . ak+p−1k+pank, e (k + p, 1) e (n, k),
que na˜o sa˜o prescritas. Os digrafos associados a`s submatrizes A¯[{1, . . . , k}],
A¯[{k, . . . , k + p}] e A¯[{k + p, . . . , n}] sa˜o ciclos dirigidos monotonamente etique-
tados e facilmente se verifica, aplicando a Proposic¸a˜o 3.6, que tais submatrizes
admitem TNP–completamentos B, C e D, respectivamente.
Seja A¯ a matriz obtida de A¯ completando as referidas submatrizes com os
respectivos completamentos B, C e D. O grafo das entradas prescritas de A¯ e´
1–cordal monotonamente etiquetado e conexo. Assim, pelo Teorema 3.1 e pela
sua demonstrac¸a˜o, podemos assegurar a existeˆncia de um TNP–completamento
Ac de A¯, cujas entradas (k + p, 1) e (n, k) sa˜o, respectivamente, −ak+p1 e −ank.
Por conseguinte, Ac e´ um TNP–completamento de A. 2
Por fim, apresentamos um resultado que e´ consequeˆncia imediata de uma ob-
servac¸a˜o feita anteriormente. Um caminho dirigido (i1, i2), (i2, i3), . . . , (ik−1, ik)
num digrafo D = (V,E), onde i1, . . . , ik sa˜o ve´rtices distintos de V , diz-se mono-
tonamente etiquetado se i1 < . . . < ik ou i1 > . . . > ik.
Lema 3.17. Seja A uma TNP–matriz parcial n × n, na˜o combinatorialmente
sime´trica, cujo digrafo das entradas especificadas e´ um caminho monotonamente
etiquetado e cujos elementos prescritos sa˜o na˜o nulos. Enta˜o, A admite
TNP–completamentos.
Demonstrac¸a˜o. Completando apenas submatrizes principais 2×2, e´ poss´ıvel obter
uma TNP–matriz parcial combinatorialmente sime´trica cujo grafo das entradas
prescritas e´ um caminho na˜o dirigido, monotonamente etiquetado. 2
3.2 TNP2–matrizes parciais
A classe das TNP–matrizes esta´ contida na classe das TNP2–matrizes, cujas
submatrizes quadradas de ordem na˜o superior a 2 teˆm determinante na˜o positivo.
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No estudo do problema de completamento de TNP–matrizes, deparamo-nos
com algumas questo˜es em aberto, sendo uma dessas questo˜es relativa a` comple-
tabilidade dos grafos p–cordais monotonamente etiquetados.
Os resultados que aqui apresentamos permitem-nos garantir a completabili-
dade desse tipo de grafos quando dirigimos o nosso estudo para as TNP2–matrizes
parciais cujos elementos prescritos sa˜o na˜o nulos. Tal como nos problemas anteri-
ores, assumiremos que todas as entradas da diagonal principal sa˜o especificadas.
Definic¸a˜o 3.2. Uma TNP2–matriz parcial e´ uma matriz parcial quadrada cujas
submatrizes quadradas totalmente especificadas sa˜o TNP2–matrizes.
Um TNP2–completamento de uma matriz parcial A sera´ um completamento
de A que e´ uma TNP2–matriz.
Comec¸amos por considerar grafos p–cordais com dois cliques maximais com
determinados conjuntos de ve´rtices.
Lema 3.18. Seja A uma TNP2–matriz parcial n× n que admite uma partic¸a˜o
A =
 A11 A12 XA21 A22 a23
Y aT32 −1
 ,
onde A11 e´ uma matriz quadrada de ordem (n−p−1) e A22 e´ uma matriz quadrada
de ordem p, tal que todos os elementos da diagonal principal sa˜o distintos de 0
e cujas entradas na˜o prescritas sa˜o exactamente as de X e de Y . Enta˜o, existe
um TNP2–completamento de A.
Demonstrac¸a˜o. Sejam
X =

−x1
−x2
...
−xn−p−1

e
Y =
[
−y1 −y2 . . . −yn−p−1
]
.
Consideremos a entrada (n− p− 1, n). Ao fixarmos um valor para xn−p−1, as
submatrizes parciais de ordem 2 que ficam completas sa˜o A [{n− p− 1, i}|{j, n}],
com (i, j) ∈ {n − p, . . . , n − 1} × {1, . . . , n − 1} ou (i, j) ∈ {n} × {n − p, . . . , n}.
Facilmente se verifica que tais submatrizes sa˜o da forma[
−a −xn−p−1
−b −c
]
,
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com a, b, c > 0. Naturalmente, e´ poss´ıvel atribuir um valor real positivo cn−p−1n
a xn−p−1 de modo a que todos os determinantes dessas submatrizes sejam na˜o
positivos. Seja A1 a nova TNP2–matriz parcial obtida de A tomando xn−p−1 =
cn−p−1n.
Atendamos, agora, a` entrada (n, n − p − 1) de A1. Ao fixarmos um va-
lor para yn−p−1, as submatrizes parciais de ordem 2 que ficam completas sa˜o
A1 [{i, n}|{n− p− 1, j}], com (i, j) ∈ {1, . . . , n − 1} × {n − p, . . . , n − 1} ou
(i, j) ∈ {n − p − 1, . . . , n − 1} × {n}. Todas essas submatrizes parciais sa˜o da
forma [
−a −b
−yn−p−1 −c
]
,
onde a, b, c sa˜o reais positivos. Logo, existe cnn−p−1 > 0 tal que, tomando
yn−p−1 = cnn−p−1, todos os menores relativos a tais submatrizes sa˜o na˜o po-
sitivos. Seja A2 a TNP2–matriz parcial obtida de A1 completando a entrada
(n, n− p− 1) com −cnn−p−1.
Aplicando sequencialmente este procedimento, fixamos valores para xn−p−2,
yn−p−2, xn−p−3, yn−p−3, . . ., x2, y2, x1, y1, por esta ordem, de modo a obter um
TNP2–completamento de A. 2
Podemos generalizar este resultado da seguinte forma.
Lema 3.19. Seja A uma TNP2–matriz parcial n × n, cujo grafo das entra-
das especificadas e´ p–cordal monotonamente etiquetado com dois cliques maxi-
mais e cujos elementos da diagonal principal sa˜o na˜o nulos. Enta˜o, A admite
TNP2–completamentos.
Demonstrac¸a˜o. A matriz parcial A admite uma partic¸a˜o
A =
 A11 A12 XA21 A22 A23
Y A32 A33
 ,
onde as entradas na˜o especificadas de A sa˜o as entradas de X e de Y , A22 e´ uma
matriz p× p e os blocos[
A11 A12
A21 A22
]
,
[
A22 A23
A32 A33
]
sa˜o de ordens n1 e n2, respectivamente, sendo n = n1 + n2 − p.
Se n1 = 1 ou n1 = n − 1, o resultado segue do lema anterior. Nos restantes
casos, podemos completar algumas das entradas de X e de Y , seguindo uma
certa ordem, que explicaremos de seguida, por forma a obter uma TNP2–matriz
parcial cujo grafo das entradas especificadas e´ (n2 − 1)–cordal monotonamente
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etiquetado, com dois cliques maximais, tendo um n − 1 ve´rtices e o outro n2
ve´rtices.
Denotemos por −xij o elemento na entrada (i, j), para i = 1, . . . , n1 − p − 1
e j = n1 + 1, . . . , n, e por −yij o elemento na entrada (i, j), para i = n1 + 1,
. . . , n e j = 1, . . . , n1. Seguindo um racioc´ınio ana´logo ao apresentado na de-
monstrac¸a˜o do resultado anterior, e´ poss´ıvel fixar sequencialmente valores para
xn2−p−1,n1+1, yn1+1,n2−p−1, xn2−p−2,n1+1, yn1+1,n2−p−2, . . ., x1,n1+1, yn1+1,1, . . .,
xn2−p−1,n−1, yn−1,n2−p−1, xn2−p−2,n−1, yn−1,n2−p−2, . . ., x1,n−1, yn−1,1, de modo
a obter uma TNP2–matriz parcial cujo grafo das entradas especificadas e´ um
grafo (n2 − 1)–cordal monotonamente etiquetado, com dois cliques maximais.
Pelo lema anterior, existe, enta˜o, um TNP2–completamento de A. 2
Por induc¸a˜o no nu´mero de cliques maximais, podemos obter o resultado que
se segue.
Proposic¸a˜o 3.7. Seja G um grafo cordal conexo, na˜o dirigido. Enta˜o, qualquer
TNP2–matriz parcial cujo grafo das entradas especificadas e´ G e cujos elementos
da diagonal principal sa˜o na˜o nulos admite TNP2–completamentos.
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Cap´ıtulo 4
Completamentos de matrizes
parciais com menores
principais positivos
Uma P–matriz e´ uma matriz quadrada sobre o corpo dos reais cujos meno-
res principais sa˜o todos positivos. O problema de completamento de P–ma-
trizes parciais foi ja´ abordado por va´rios autores e surge, de certa forma,
como impulsionador de toda uma se´rie de problemas de completamento de
matrizes envolvendo propriedades de determinantes. Neste cap´ıtulo, abor-
damos problemas de completamento de determinadas classes de matrizes
em que menores principais positivos sa˜o um denominador comum.
Comec¸amos por apresentar uma breve descric¸a˜o dos resultados mais signi-
ficativos relativos ao problema de completamento de P–matrizes parciais
existentes ate´ ao momento.
Numa segunda secc¸a˜o, temos como base as Pk–matrizes. Uma Pk–matriz
e´ uma matriz quadrada, com entradas em R, cujas submatrizes principais
de ordem na˜o superior a k teˆm determinante positivo. Consideramos o pro-
blema de completamento de Pk–matrizes, abordando o problema de com-
pletamento em questa˜o no caso combinatorialmente sime´trico. E´ sabido,
de [36], que toda a P–matriz parcial combinatorialmente sime´trica admite
P–completamentos. Obtemos aqui a generalizac¸a˜o desse resultado para as
Pk–matrizes parciais.
Na secc¸a˜o seguinte, apresentamos uma pequena nota sobre a questa˜o de
completamento de M–matrizes parciais cujo grafo associado e´ um caminho.
Por fim, analisamos o problema de completamento de DN–matrizes parciais
relacionado com as matrizes duplamente negativas. Provamos que todas as
DN–matrizes parciais cujo grafo associado e´ um grafo cordal G admitem
DN–completamentos se e so´ seG e´ 1–cordal. Abordamos, ainda, o problema
de completamento no caso em que o grafo associado a` matriz parcial e´ um
ciclo.
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4.1 O problema de completamento de P–matrizes par-
ciais: antecedentes e estado actual
Analisamos, nesta secc¸a˜o, o problema de completamento que serve de mo-
tivac¸a˜o aos problemas considerados nas restantes secc¸o˜es deste cap´ıtulo: o pro-
blema de completamento de P–matrizes parciais.
Como base deste nosso estudo temos as matrizes reais quadradas cujos me-
nores principais sa˜o positivos – as P–matrizes.
Pretendemos estudar a existeˆncia de completamentos de uma dada matriz
parcial quadrada que sejam P–matrizes, os chamados P–completamentos. Re-
lembremos que toda a submatriz principal de uma P–matriz e´, ainda, uma
P–matriz. Assim, para que uma matriz parcial admita P–completamentos, todas
as suas submatrizes principais totalmente especificadas tera˜o de ser P–matrizes.
Introduzimos, pois, de forma natural, a definic¸a˜o que se segue.
Definic¸a˜o 4.1. Uma matriz parcial quadrada diz-se uma P–matriz parcial se
qualquer submatriz principal totalmente especificada e´ uma P–matriz.
Exemplo 4.1. A matriz parcial
A =
 1 2 ?0, 3 2 −1
? −5 ?

e´ uma P–matriz parcial, uma vez que as submatrizes principais A [{1}], A [{2}]
e A [{1, 2}] teˆm determinante positivo. Por outro lado, a matriz parcial
B =
 1 1 ?0 2 1
? −5 −1

na˜o e´ uma P–matriz parcial, dado que detB [{3}] = −1 < 0.
No estudo deste problema de completamento podemos assumir, sem perda de
generalidade, que todas as entradas da diagonal principal sa˜o especificadas – caso
contra´rio, o problema reduz-se ao estudo da existeˆncia de um P–completamento
da submatriz principal que conte´m todos os elementos especificados da diagonal
principal. DeAlba e Hogben apresentam, em [9], uma prova deste facto.
Tambe´m sem perda de generalidade, podemos restringir a nossa ana´lise a`s
P–matrizes parciais cujos elementos da diagonal principal sa˜o iguais a 1. Com
efeito, dada uma P–matriz parcial A = (aij)ni,j=1, basta-nos considerar o produto
DA, sendo D = diag(a−111 , . . . , a
−1
nn). Note-se que DA e´, ainda, uma P–matriz
parcial – recordemos que a classe das P–matrizes e´ invariante para a multiplicac¸a˜o
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diagonal positiva – e facilmente se verifica que todos os elementos da diagonal
principal de DA sa˜o iguais a 1. Claramente, A admite P–completamentos se e
somente se os admite DA.
Podemos, ainda, supor, sem perda de generalidade, que o grafo associado a`
matriz parcial e´ conexo. De facto, se o grafo das entradas especificadas de uma
dada matriz parcial A tem p componentes conexas, enta˜o, a menos de semelhanc¸a
de permutac¸a˜o, A e´ da forma
A =

A11 X12 . . . X1p
X21 A22 . . . X2p
...
...
...
Xp1 Xp2 . . . App
 ,
onde cada Aii e´ uma matriz parcial, correspondente a uma componente conexa do
grafo, e cada Xij e´ uma matriz totalmente na˜o especificada. Hogben demonstra,
em [28], que A admite um P–completamento se e so´ se cada uma das submatrizes
Aii admite um P–completamento.
Apresentamos, de seguida, um breve resumo dos resultados de completamento
de P–matrizes parciais obtidos ate´ ao momento.
Como ja´ referimos anteriormente, este problema foi inicialmente proposto
por Johnson e Kroschel, em 1996 (ver [36]). Nesse trabalho, os autores mostram
que toda a P–matriz parcial 3 × 3 admite um P–completamento. No estudo do
problema em questa˜o para matrizes parciais de ordem superior a 3, os referidos
autores provam, ainda, que nem sempre e´ poss´ıvel encontrar o completamento
desejado, como podemos comprovar com o exemplo que se segue.
Exemplo 4.2. A matriz parcial
A =

1 ? −1 −7
1 1 1 −1
4 0 1 0, 5
1 2 −1 1

e´ uma P–matriz parcial 4×4 que na˜o admite P–completamentos. De facto, dado
x ∈ R e o completamento Ax de A obtido completando a entrada (1, 2) com x,
temos que
detAx [{1, 2, 3}] > 0⇔ x > −5/3
e
detAx [{1, 3, 4}] > 0⇔ x < −2.
175
Portanto, estes dois menores na˜o sa˜o simultaneamente positivos para qualquer
valor de x.
Podemos obter, com base na matriz parcial A, uma P–matriz parcial n× n,
n ≥ 5, que na˜o admite P–completamentos: basta considerar a matriz parcial B
cuja submatriz principal B [{1, 2, 3, 4}] e´ igual a A e tal que todos os elementos
da diagonal principal sa˜o especificados e iguais a 1, sendo as restantes entradas
tambe´m especificadas e iguais a 0.
Tendo em conta este facto, para dar continuidade a este estudo do problema
de completamento de P–matrizes parciais, foi necessa´rio introduzir algum tipo
de restric¸o˜es sobre o padra˜o da matriz.
Johnson e Kroschel apresentam, ainda em [36], o seguinte resultado respei-
tante a matrizes parciais combinatorialmente sime´tricas:
Teorema 4.1. Toda a P–matriz parcial combinatorialmente sime´trica admite
P–completamentos.
Do trabalho atra´s referido sabemos, enta˜o, que toda a P–matriz parcial com-
binatorialmente sime´trica admite P–completamentos, tal como toda a P–matriz
parcial 3× 3 na˜o combinatorialmente sime´trica. Sabemos, ainda, que, em geral,
na˜o existe um P–completamento de uma P–matriz parcial na˜o combinatorial-
mente sime´trica de ordem superior ou igual a 4.
Naturalmente, na sequeˆncia deste trabalho de Johnson e Kroschel, o estudo
deste problema tem sido abordado por va´rios autores, procurando determinar o
tipo de padro˜es das P–matrizes parciais na˜o combinatorialmente sime´tricas n×n,
n ≥ 4, que admitem P–completamentos e, para os padro˜es que na˜o admitem
P–completamentos, apresentar condic¸o˜es sobre as entradas especificadas da ma-
triz parcial por forma a garantir a existeˆncia do completamento desejado.
Nesses tais trabalhos, posteriores ao de Johnson e Kroschel, inicia-se o estudo
do problema de completamento de P–matrizes parciais introduzindo restric¸o˜es
sobre o sinal dos elementos da matriz parcial tais como a positividade da matriz
parcial (todas as entradas especificadas sa˜o positivas), a na˜o negatividade da
matriz parcial (todas as entradas especificadas sa˜o na˜o negativas), a simetria
de sinal (todas as entradas especificadas que ocupam posic¸o˜es sime´tricas teˆm
o mesmo sinal ou sa˜o ambas nulas) e a simetria de sinal fraca (o produto das
entradas especificadas que ocupam posic¸o˜es sime´tricas e´ na˜o negativo).
Tendo em conta estas restric¸o˜es, deparamo-nos com as seguintes questo˜es
derivadas do problema de completamento de P–matrizes parciais: dada uma
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P–matriz parcial positiva (respectivamente na˜o negativa, sinal-sime´trica, fraca-
mente sinal-sime´trica) A, existe um completamento Ac de A tal que Ac e´ uma
P–matriz positiva (respectivamente na˜o negativa, sinal-sime´trica, fracamente si-
nal-sime´trica)?
Seguindo a metodologia do problema mais geral, Fallat, Johnson, Torregrosa
e Urbano abordam este problema em [13]. Estes autores mostram que toda a
P–matriz parcial positiva 3 × 3 tem um P–completamento positivo. Facilmente
se verifica que o resultado ana´logo e´ va´lido quando consideramos as P–matrizes
parciais na˜o negativas. No entanto, na˜o temos resultados ana´logos para as res-
tantes subclasses das P–matrizes parciais atra´s referidas, como mostra o exemplo
que se segue.
Exemplo 4.3. Consideremos a P–matriz parcial
A =
 1 2 ?0, 1 1 −3
1 −0, 2 1
 .
Facilmente se verifica que A e´ sinal-sime´trica e, por conseguinte, A e´ fracamente
sinal-sime´trica. Dados um real x e o completamento Ax de A obtido completando
a entrada (1, 3) com x, temos que detAx = −5, 8−1, 02x. Para que Ax seja sinal-
-sime´trica (respectivamente fracamente sinal-sime´trica), x tera´ de ser positivo
(respectivamente na˜o negativo). Nesse caso, o determinante de Ax sera´ negativo.
Portanto, A na˜o admite P–completamentos (fracamente) sinal-sime´tricos.
Dada uma P–matriz parcial positiva (respectivamente sinal-sime´trica, fraca-
mente sinal-sime´trica) A, de ordem superior a 3, na˜o podemos, em geral, ga-
rantir a existeˆncia de uma P–matriz positiva (respectivamente sinal-sime´trica,
fracamente sinal-sime´trica) que seja um completamento de A. Atendamos aos
seguintes exemplos.
Exemplo 4.4. A seguinte P–matriz parcial
A =

1 0, 065 1 ?
15 1 4 0, 96
0, 5 0, 125 1 0, 045
13 1 20 1

na˜o admite P–completamentos, uma vez que, dado x ∈ R, o completamento
Ax =

1 0, 065 1 x
15 1 4 0, 96
0, 5 0, 125 1 0, 045
13 1 20 1

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de A e´ tal que
detAx [{1, 2, 4}] > 0⇔ x > 0, 0619
e
detAx [{1, 3, 4}] > 0⇔ x < 0.185/3 ≈ 0, 06167.
A matriz parcial do exemplo anterior e´ na˜o combinatorialmente sime´trica. Os
exemplos que se seguem dizem respeito ao caso combinatorialmente sime´trico.
Exemplo 4.5. Consideremos a seguinte P–matriz parcial positiva
A =

1 1 0, 6 ?
0, 3 1 1 0, 02
0, 05 0, 5 1 1
? 0, 04 0, 5 1
 .
Note-se que A e´ combinatorialmente sime´trica. Vejamos que esta matriz parcial
na˜o admite P–completamentos positivos. Para tal, consideremos o completa-
mento Ax,y de A obtido completando as entradas (1, 4) e (4, 1) com reais positivos
x e y, respectivamente. Como detAx,y = −0, 003476− 0, 04x− 0, 386y − 0, 5xy,
podemos, de facto, afirmar que A na˜o admite P–completamentos positivos.
Exemplo 4.6. Facilmente se verifica que a seguinte matriz parcial combinatori-
almente sime´trica
A =

1 1 1, 6 ?
0, 963 1 1 −5
0, 032 0, 0001 1 1
? −0, 008 0, 95 1

e´ uma P–matriz parcial sinal-sime´trica (e, por conseguinte, fracamente sinal-
-sime´trica). Dados x, y ∈ R, seja Ax,y o completamento de A obtido completando
as entradas (1, 4) e (4, 1) com x e y, respectivamente. Simples ca´lculos permitem-
-nos afirmar que
detAx,y [{1, 3, 4}] = −0, 0012 + 0, 0304x+ 1, 6y − xy
e
detAx,y [{1, 2, 4}] = −0, 003− 0, 007704x− 5y − xy.
Assim, se x e y sa˜o ambos negativos, detAx,y [{1, 3, 4}] < 0. Se x e y sa˜o ambos
positivos, enta˜o e´ negativo o determinante de Ax,y [{1, 2, 4}]. Se x = y = 0,
segue-se que sa˜o negativos os dois menores principais referidos. Portanto, Ax,y
na˜o e´ uma P–matriz sinal-sime´trica independentemente dos valores de x e de y. Se
apenas x e´ nulo, facilmente se verifica que um dos menores principais considerados
e´ negativo. Verifica-se uma situac¸a˜o ana´loga no caso em que apenas y e´ nulo.
Logo, A tambe´m na˜o admite P–completamentos fracamente sinal-sime´tricos.
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Em todos os casos abordados ate´ ao momento em que a resposta ao problema
de completamento e´, em geral, negativa, podemos colocar a seguinte questa˜o: que
tipos de padra˜o garantem a existeˆncia de um P–completamento positivo (respec-
tivamente sinal-sime´trico, fracamente sinal-sime´trico) de uma P–matriz parcial
positiva (respectivamente sinal-sime´trica, fracamente sinal-sime´trica)? Encontra-
mos, em [13] e em [52], respostas parciais a esta questa˜o.
Relativamente aos grafos cordais, Fallat et al apresentam o resultado que se
segue (ver [13]):
Teorema 4.2. Seja G um grafo cordal na˜o dirigido. Enta˜o, toda a P–matriz par-
cial positiva (respectivamente sinal-sime´trica, fracamente sinal-sime´trica), cujo
grafo das entradas especificadas e´ G, admite um P–completamento positivo (res-
pectivamente sinal-sime´trico, fracamente sinal-sime´trico) se e somente se G e´ um
grafo 1–cordal.
Quando o grafo associado a uma P–matriz parcial combinatorialmente sime´tri-
ca na˜o e´ cordal, sabemos que conte´m, como subgrafo induzido, um ciclo de com-
primento maior ou igual a 4. Considerando os padro˜es descritos por ciclos, en-
contramos, ainda em [13], o seguinte resultado:
Teorema 4.3. Seja A uma P–matriz parcial positiva n × n, com n ≥ 4, cujo
grafo das entradas especificadas e´ um ciclo na˜o dirigido. Enta˜o, existe um com-
pletamento Ac de A que e´ uma P–matriz positiva.
No trabalho atra´s referido, os autores mostram que na˜o e´ va´lido, em geral, o
resultado ana´logo ao anterior para as P–matrizes parciais sinal-sime´tricas 4× 4.
Na continuac¸a˜o deste estudo, encontramos, em [10], o seguinte resultado:
Teorema 4.4. Toda a P–matriz parcial sinal-sime´trica (respectivamente fraca-
mente sinal-sime´trica) n × n, combinatorialmente sime´trica, cujo grafo das en-
tradas especificadas e´ um ciclo de comprimento n, admite um P–completamento
sinal-sime´trico (respectivamente fracamente sinal-sime´trico) se e somente se
n 6= 4 e n 6= 5.
Ate´ ao momento, sa˜o estes os principais resultados conhecidos para o problema
de completamento de P–matrizes parciais positivas (respectivamente sinal-sime´-
tricas, fracamente sinal-sime´tricas) combinatorialmente sime´tricas.
Relativamente ao caso na˜o combinatorialmente sime´trico, Jo´rdan, Torregrosa
e Urbano apresentam, em [52], uma ana´lise do problema em func¸a˜o do tipo de
grafo associado a`s entradas prescritas da matriz parcial.
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Neste u´ltimo trabalho, encontramos o seguinte resultado relativo a grafos
ac´ıclicos:
Teorema 4.5. Seja A uma P–matriz parcial positiva (respectivamente sinal-
-sime´trica), na˜o combinatorialmente sime´trica, cujo grafo associado e´ ac´ıclico.
Enta˜o, existe um P–completamento positivo (respectivamente sinal-sime´trico) Ac
de A.
Para o caso de grafos dirigidos na˜o ac´ıclicos, os autores apresentam o resultado
que se segue:
Teorema 4.6. Seja A uma P–matriz parcial positiva cujo digrafo associado e´
um digrafo CDUM. Enta˜o, A admite P–completamentos positivos.
Como consequeˆncia directa deste teorema surge o seguinte corola´rio.
Corola´rio 4.1. Toda a P–matriz parcial positiva cujo digrafo das entradas es-
pecificadas e´ um ciclo admite P–completamentos positivos.
Relativamente ao problema de completamento de P–matrizes parciais sinal-
-sime´tricas, o facto de o digrafo associado a` matriz parcial ser CDUM na˜o e´
suficiente para garantir a existeˆncia do completamento desejado, como podemos
comprovar no exemplo que se segue.
Exemplo 4.7. Consideremos a matriz parcial
A =
 1 1 ?? 1 1
−2 ? 1
 .
Obviamente, A e´ uma P–matriz parcial sinal-sime´trica. Note-se que o grafo
dirigido associado a A e´ um digrafo CDUM. Dados x, y, z ∈ R+, definimos o
completamento Ax,y,z de A como
Ax,y,z =
 1 1 −xy 1 1
−2 z 1
 .
Dado que detAx,y,z = −1 − xyz − 2x − y − z, Ax,y,z na˜o e´ uma P–matriz,
independentemente dos valores escolhidos para x, y, z em R+. Portanto, A na˜o
admite o completamento desejado.
Motivados por todos estes estudos desenvolvidos com base no problema de
completamento de P–matrizes parciais, apresentamos, nas secc¸o˜es que se se-
guem, algumas respostas a questo˜es relativas a problemas de completamento
muito pro´ximos.
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4.2 Pk–matrizes parciais
Ao longo desta secc¸a˜o, k denota um nu´mero inteiro positivo.
Relembremos que uma Pk–matriz e´ uma matriz cujas submatrizes principais
de ordem na˜o superior a k teˆm determinante positivo. Como ja´ referimos anteri-
ormente, toda a submatriz principal de uma Pk–matriz e´, ainda, uma Pk–matriz.
Definimos, enta˜o, as Pk–matrizes parciais.
Definic¸a˜o 4.2. Uma matriz parcial quadrada diz-se uma Pk–matriz parcial se
todas as suas submatrizes principais totalmente especificadas sa˜o Pk–matrizes.
Exemplo 4.8. A matriz parcial
A =

1 0, 5 ? 2
1 1 ? 0, 01
? 1 1 1
0, 1 −3 ? 1

e´ uma P2–matriz parcial, uma vez que todas as submatrizes principais totalmente
especificadas de ordem na˜o superior a 2 teˆm determinante positivo. Consequente-
mente, A e´, tambe´m, uma P1–matriz parcial. No entanto, A na˜o e´ uma P3–matriz
parcial. De facto, detA [{1, 2, 4}] < 0. Por conseguinte, A na˜o e´ uma Pk–matriz
para k ≥ 3.
Consideramos o problema de completamento de Pk–matrizes, assumindo que
todas as entradas diagonais sa˜o especificadas e abordando o caso combinatori-
almente sime´trico. Chamamos Pk–completamento de uma matriz parcial A a
qualquer completamento de A que seja uma Pk–matriz.
Dado que a classe das Pk–matrizes e´ invariante para as semelhanc¸as de per-
mutac¸a˜o e diagonais, bem como para a multiplicac¸a˜o diagonal positiva, estas sa˜o
transformac¸o˜es admiss´ıveis no contexto das Pk–matrizes parciais.
Pelo Teorema 4.1, sabemos que toda a P–matriz parcial combinatorialmente
sime´trica admite P–completamentos. Os resultados que se seguem generalizam
este facto.
Lema 4.1. Toda a Pk–matriz parcial com exactamente um par de entradas na˜o
especificadas admite Pk–completamentos.
Demonstrac¸a˜o. Seja A uma Pk–matriz parcial n×n com exactamente um par de
entradas na˜o especificadas simetricamente posicionadas. Podemos assumir, sem
perda de generalidade, por multiplicac¸a˜o diagonal positiva e por semelhanc¸a de
permutac¸a˜o, que todas as entradas diagonais sa˜o iguais a 1 e que as entradas na˜o
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especificadas sa˜o (1, n) e (n, 1). Se n ≤ k + 1, enta˜o A e´ uma P–matriz parcial,
pelo que admite P–completamentos, que sa˜o, tambe´m, Pk–matrizes.
Admitamos, enta˜o, que n > k + 1. Dados x, y ∈ R, consideremos o comple-
tamento Ax,y de A obtido completando a entrada (1, n) com x e a entrada (n, 1)
com y. Pretendemos mostrar que existem x, y tais que detAx,y[β] > 0, para
todo o subconjunto β de {1, . . . , n} tal que |β| ≤ k. Resta-nos verificar, para tal,
que existem x, y tais que detAx,y[{1, n} ∪ α] > 0 para todo o subconjunto α de
{2, . . . , n − 1} tal que |α| ≤ k − 2. Denotemos por A0 o completamento A0,0 de
A e seja α ⊆ {2, . . . , n− 1} tal que |α| ≤ k − 2. Temos que Ax,y[{1, n} ∪ α] e´ da
forma
Ax,y[{1, n} ∪ α] =
 1 uT xv A[α] w
y zT 1
 ,
onde uT = A[{1}|α], v = A[α|{1}], w = A[α|{n}] e zT = A[{n}|α].
Assim,
detAx,y[{1, n} ∪ α] = det
 1 uT xv A[α] 0
y zT 0
+ det
 1 uT 0v A[α] w
y zT 1

= (−1)|α|+1xdet
[
v A[α]
y zT
]
+ det
 1 uT 0v A[α] w
y 0 0

+det
 1 uT 0v A[α] w
0 zT 1

= (−1)|α|+1x
(
det
[
v A[α]
y 0
]
+ det
[
v A[α]
0 zT
])
+(−1)|α|+1y det
[
uT 0
A[α] w
]
+ detA0[{1, n} ∪ α]
= (−1)2|α|+1xy detA[α] + (−1)|α|+1xdetA0[α ∪ {n}|{1} ∪ α]
+(−1)|α|+1y detA0[{1} ∪ α|α ∪ {n}] + detA0[{1, n} ∪ α].
Logo,
detAx,−x[{1, n} ∪ α] = x2 detA[α] + (−1)|α|+1xdetA0[α ∪ {n}|{1} ∪ α]
+ (−1)|α|xdetA0[{1} ∪ α|α ∪ {n}] + detA0[{1, n} ∪ α].
Observe-se que detAx,−x[{1, n} ∪ α] e´ um polino´mio de grau 2, em x, com coe-
ficiente director positivo. Podemos, enta˜o, afirmar que, para cada α, existe Mα
tal que detAx,−x[{1, n} ∪ α] > 0 para todo o x > Mα. Seja
M = max{Mα | α ⊆ {2, . . . , n− 1}, |α| ≤ k − 2}.
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Enta˜o, dado x > M , detAx,−x[{1, n} ∪ α] > 0, para todo o subconjunto α de
{2, . . . , n − 1} tal que |α| ≤ k − 2. Portanto, Ax,−x e´ um Pk–completamento de
A se x > M . 2
O lema anterior pode ser aplicado sequencialmente de modo a obter um
Pk–completamento de uma qualquer Pk–matriz parcial combinatorialmente sime´-
trica.
Proposic¸a˜o 4.1. Toda a Pk–matriz parcial combinatorialmente sime´trica admite
Pk–completamentos.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o no nu´mero p de pares de
entradas na˜o especificadas posicionalmente sime´tricas.
Seja A uma Pk–matriz parcial combinatorialmente sime´trica com p pares de
entradas na˜o especificadas posicionalmente sime´tricas.
Consideremos um par de entradas na˜o especificadas posicionalmente sime´tricas
e todas as submatrizes principais maximais A[α1], . . . , A[αs] que este par com-
pleta. Cada A[αi], i = 1, . . . , s, e´, portanto, uma Pk–matriz parcial com um so´ par
de entradas na˜o especificadas posicionalmente sime´tricas. Assim, pelo resultado
anterior, cada A[αi] pode ser completada de modo a obter-se uma Pk–matriz com
um par de entradas (xi,−xi) para qualquer xi maior que um determinado real
Mi. SejamM = max{Mi | i = 1, . . . , s} e x > M . Completemos cada uma destas
submatrizes com o par (x,−x). Obtemos uma Pk–matriz parcial A¯ combinatori-
almente sime´trica com p− 1 pares de entradas na˜o especificadas posicionalmente
sime´tricas. Pela hipo´tese de induc¸a˜o, A¯ admite um Pk–completamento que e´,
tambe´m, um completamento de A. 2
Sabemos, de [36], que toda a P–matriz parcial 3×3 admite P–completamentos.
Assim sendo, facilmente se verifica que toda a Pk–matriz parcial 3 × 3 admite
Pk–completamentos.
O mesmo na˜o se passa com as Pk–matrizes parciais 4× 4. De facto, se k < 3,
podemos garantir a existeˆncia de um Pk–completamento de tais matrizes parciais,
mas, para k = 3 ou k = 4, temos o seguinte contraexemplo, apresentado no
referido trabalho de Johnson e Kroschel para o problema de completamento de
P–matrizes.
Exemplo 4.9. Consideremos a P3–matriz parcial
A =

1 −1 1 1
2 1 −1 1
0 1 1 2
? −10 −1 1

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e o seu completamento Ax obtido completando a entrada (4, 1) com x. Para
que Ax[{1, 2, 4}] seja positivo, e´ necessa´rio que x < −3, 5. Para que o menor
Ax[{1, 3, 4}] seja, tambe´m, positivo, temos de ter x > −3. Logo, na˜o existe um
P3–completamento de A. Note-se que A e´, ainda, uma P4–matriz parcial e, pelas
mesmas razo˜es, A na˜o admite P4–completamentos.
Passando para o caso na˜o combinatorialmente sime´trico e analisando
Pk–matrizes parciais cujos digrafos associados sa˜o ac´ıclicos, ciclos, semiciclos ou
duplos ciclos, facilmente se pode verificar que tais matrizes parciais sa˜o, tambe´m,
P–matrizes sempre que k ≥ 2. Portanto, a ana´lise destes padro˜es e´, de certa
forma, trivial.
4.3 Uma nota sobre M–matrizes parciais
O problema de completamento abordado nesta secc¸a˜o tem por base as
M–matrizes. Relembremos que uma matriz A com entradas na˜o diagonais na˜o
positivas e´ uma M–matriz se e somente se todos os menores principais de A sa˜o
positivos. Por outras palavras, uma M–matriz e´ uma P–matriz com entradas
na˜o diagonais na˜o positivas.
O problema de completamento de M–matrizes e´, em certo sentido, trivial.
Comecemos por apresentar a definic¸a˜o de M–matriz parcial.
Definic¸a˜o 4.3. Uma matriz parcial quadrada diz-se uma M–matriz parcial se
todas as submatrizes principais totalmente prescritas sa˜o M–matrizes e se todas
as entradas na˜o diagonais especificadas sa˜o na˜o positivas.
Exemplo 4.10. Facilmente se verifica que a matriz parcial
A =
 1 −1 ?−0, 5 1 −4
0 ? 1

e´ uma M–matriz parcial. Pelo contra´rio, a matriz parcial
B =
 1 −1 ?−0, 5 1 −4
2 ? 1

na˜o e´ uma M–matriz, apesar de ser uma P–matriz. Com efeito, o elemento na
posic¸a˜o (3, 1) e´ positivo.
Podemos enunciar o problema de completamento de M–matrizes parciais do
seguinte modo: dada uma M–matriz parcial A de tamanho n × n, existe um
completamento Ac de A que e´ uma M–matriz?
184
ChamamosM–completamento a qualquer completamento de uma matriz par-
cial que seja uma M–matriz.
No estudo do problema de completamento de M–matrizes parciais, podemos
supor, sem perda de generalidade, que todas as entradas da diagonal principal
sa˜o especificadas. Com efeito, no caso contra´rio, o problema reduz-se a analisar
a existeˆncia de um M–completamento da submatriz principal que conte´m todas
as entradas da diagonal principal prescritas.
E´ um resultado conhecido que a classe das M–matrizes e´ invariante para a
multiplicac¸a˜o diagonal positiva, isto e´, se D e´ uma matriz diagonal positiva e
A e´ uma M–matriz, enta˜o AD, DA sa˜o, tambe´m, M–matrizes. Nesse sentido,
podemos assumir que todas as entradas diagonais de uma M–matriz parcial sa˜o
iguais a 1.
Outro aspecto relevante para este nosso estudo traduz-se no facto de a classe
das M–matrizes ser invariante para a semelhanc¸a diagonal positiva ou negativa,
ou seja, dadas uma matriz diagonal D positiva ou negativa e uma M–matriz A,
DAD−1 e´, tambe´m, uma M–matriz. Podemos, pois, assumir que os elementos
especificados da diagonal superior na˜o nulos sa˜o iguais a −1.
Tal como no caso das P–matrizes parciais, o problema de completamento de
M–matrizes parciais reduz-se ao estudo da existeˆncia do completamento dese-
jado de M–matrizes parciais cujos grafos associados sa˜o conexos. De facto, se o
grafo conte´m p componentes conexas, a existeˆncia de um M–completamento de
cada uma das submatrizes principais associadas a cada uma dessas componentes
conexas garante a existeˆncia de um M–completamento da matriz parcial dada.
Johnson e Smith notam, em [39], que o completamento nulo e´ a chave da
resoluc¸a˜o deste problema de completamento de matrizes.
Teorema 4.7. Seja A uma M–matriz parcial. A admite M–completamentos se
e somente se A0 e´ uma M–matriz.
O problema atra´s mencionado fica, assim, resolvido de forma impl´ıcita. A
questa˜o que surge, naturalmente, prende-se com o tipo de estruturas da matriz
parcial que nos permitem garantir a existeˆncia do completamento desejado.
Em [26], Hogben analisa o problema de completamento de M–matrizes par-
ciais para o caso na˜o combinatorialmente sime´trico, apresentando o seguinte re-
sultado.
Teorema 4.8. Dado um grafo dirigido D, toda a M–matriz parcial na˜o combina-
torialmente sime´trica cujo digrafo associado e´ D admite um M–completamento
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se e so´ se para qualquer subgrafo fortemente conexo H de D, toda a M–matriz
parcial na˜o combinatorialmente sime´trica cujo digrafo das entradas especificadas
e´ H admite um M–completamento.
Observe-se que este resultado se baseia numa caracterizac¸a˜o combinato´ria e
na˜o matricial no sentido em que existem matrizes parciais que admitem
M–completamentos mas cujo digrafo associado na˜o verifica a condic¸a˜o do te-
orema anterior. Neste contexto, deparamo-nos com va´rias questo˜es em aberto.
Dirigimos, agora, o nosso estudo para o problema de completamento de
M–matrizes parciais cujos grafos das entradas especificadas sa˜o caminhos com-
binatorialmente sime´tricos.
Este caso particular pode ser reduzido ao caso em que todas as entradas da
diagonal superior sa˜o negativas.
De facto, se A e´ uma M–matriz parcial combinatorialmente sime´trica n × n
cujo grafo das entradas especificadas e´ um caminho e tal que a entrada (i, i+ 1)
e´ nula para algum i ∈ {1, . . . , n}, enta˜o A admite M–completamentos se e so´ se
as matrizes parciais B = A [{1, . . . , i}] e C = A [{i+ 1, . . . , n}] admitem M–com-
pletamentos, uma vez que A0 sera´ uma matriz triangular por blocos em que os
blocos diagonais sa˜o as matrizes B0 e C0. Note-se que uma matriz triangular por
blocos cujos blocos diagonais sa˜o M–matrizes e´, ainda, uma M–matriz.
O nosso objectivo, nesta secc¸a˜o, e´ mostrar que podemos reduzir o nu´mero
de menores principais do completamento nulo calculados para verificar se uma
dada M–matriz parcial com o grafo associado do tipo referido admite ou na˜o os
completamentos desejados.
Tendo em conta as observac¸o˜es anteriores, assumimos, nos resultados que se
seguem, que todas as entradas da diagonal superior sa˜o na˜o nulas.
Lema 4.2. Uma M–matriz parcial A n × n, com n ≤ 5, cujo grafo associado e´
um caminho, admite M–completamentos se e somente se detA0 > 0.
Demonstrac¸a˜o. Dada uma M–matriz parcial A n× n cujo grafo associado e´ um
caminho, podemos admitir, sem perda de generalidade (por multiplicac¸a˜o diago-
nal positiva e por semelhanc¸a diagonal positiva), que A e´ da forma
A =

1 −1 ? . . . ? ?
−a21 1 −1 . . . ? ?
? −a32 1 . . . ? ?
...
...
...
...
...
? ? ? . . . 1 −1
? ? ? . . . −ann−1 1

,
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com 0 ≤ ai+1i < 1, para todo o i ∈ {1, . . . , n− 1}.
Os casos em que n ≤ 3 sa˜o triviais.
Estudemos o caso em que n = 4. Dada uma M–matriz parcial
A =

1 −1 ? ?
−a21 1 −1 ?
? −a32 1 −1
? ? −a43 1
 ,
com 0 ≤ a21, a32, a43 < 1, sabemos que se A admite M–completamentos, enta˜o o
completamento
A0 =

1 −1 0 0
−a21 1 −1 0
0 −a32 1 −1
0 0 −a43 1

de A e´ uma M–matriz. Assim, se A admite M–completamentos, e´ o´bvio que
detA0 > 0. Mostremos, agora, que detA0 > 0 e´ uma condic¸a˜o suficiente para
que A admita M–completamentos.
Atendendo a que
detA0 = 1− a21 − a32 − a43 + a21a43,
podemos afirmar que
detA0 [{1, 2, 3}] = 1− a21 − a32
> a43(1− a21) ≥ 0
e que
detA0 [{2, 3, 4}] = 1− a32 − a43
> a21(1− a43) ≥ 0.
Os restantes menores principais sa˜o determinantes de uma matriz identidade ou
iguais a determinantes de submatrizes principais totalmente especificadas de A.
Portanto, sa˜o positivos.
Vimos, deste modo, que detA0 [α] > 0, para todo o α ⊆ {1, 2, 3, 4}. Logo, A0
e´ uma M–matriz e, por conseguinte, A admite M–completamentos.
Consideremos, agora, a M–matriz parcial 5× 5
A =

1 −1 ? ? ?
−a21 1 −1 ? ?
? −a32 1 −1 ?
? ? −a43 1 −1
? ? ? −a54 1
 ,
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com 0 ≤ a21, a32, a43, a54 < 1. E´ claro que detA0 > 0 se A admite M–matrizes
como completamentos. Admitamos, agora, que detA0 > 0. Pretendemos mostrar
que A0 e´ uma M–matriz.
Vejamos que detA0 [{1, 2, 3, 4}] > 0 e que detA0 [{2, 3, 4, 5}] > 0. Sabemos
que
detA0 = 1− a21 − a32 − a43 − a54 + a21a43 + a21a54 + a32a54.
Podemos, enta˜o, afirmar que
detA0 [{1, 2, 3, 4}] = 1− a21 − a32 − a43 + a21a43
> a54(1− a21 − a32)
e que
(1− a21 − a32)(1− a54) > a43(1− a21) ≥ 0.
Sendo 1 − a54 > 0, tambe´m 1 − a21 − a32 > 0, donde a54(1 − a21 − a32) ≥ 0.
Portanto, detA0 [{1, 2, 3, 4}] > 0. Sabemos, ainda, que
detA0 [{2, 3, 4, 5}] = 1− a32 − a43 − a54 + a32a54
> a21(1− a43 − a54)
e que
(1− a43 − a54)(1− a21) > a32(1− a54) ≥ 0.
Como 1− a21 > 0, segue-se que 1− a43 − a54 > 0, donde a21(1− a43 − a54) ≥ 0.
Assim, detA0 [{2, 3, 4, 5}] > 0. Atendendo ao caso em que n = 4, sabemos que
detA0 [α] > 0, para todo o α ⊆ {1, 2, 3, 4} e para todo o α ⊆ {2, 3, 4, 5}. Resta-
-nos, portanto, verificar que detA0 [α] > 0 para qualquer α ⊆ {1, 2, 3, 4, 5} tal
que 1, 5 ∈ α. Para tal, consideremos um subconjunto α de {1, 2, 3, 4, 5} tal que
1, 5 ∈ α. Se os ı´ndices de α sa˜o na˜o consecutivos, existem α1 ⊆ {1, . . . , 4} e
α2 ⊆ {2, . . . , 5} tais que α = α1 ∪ α2 e
A0 [α] =
[
A0 [α1] 0
0 A0 [α2]
]
,
pelo que detA0 [α] = detA0 [α1] detA0 [α2] > 0. Se os ı´ndices de α sa˜o consecu-
tivos, enta˜o α = {1, . . . , 5}, donde A0 [α] = A0 e, por hipo´tese, detA0 [α] > 0.
Podemos, enta˜o, concluir que A0 e´ uma M–matriz. 2
O resultado anterior na˜o e´ va´lido para n > 5, como ilustram os exemplos
seguintes.
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Exemplo 4.11. Consideremos a matriz parcial 6× 6
A =

1 −1 ? ? ? ?
−0, 3 1 −1 ? ? ?
? −0, 8 1 −1 ? ?
? ? −0, 01 1 −1 ?
? ? ? −0, 6 1 −1
? ? ? ? −0, 5 1

.
Facilmente se verifica que A e´ uma M–matriz parcial cujo grafo associado e´ um
caminho e cujo completamento nulo tem determinante positivo. No entanto, A
na˜o admite M–completamentos, uma vez que A0 na˜o e´ uma M–matriz. Com
efeito, detA0 [{1, 2, 3}] = −0, 1 < 0.
Exemplo 4.12. O exemplo 4.11 permite-nos construir uma M–matriz parcial
n × n, com n > 6, cujo grafo das entradas especificadas e´ um caminho, que
na˜o admiteM–completamentos, mas cujo completamento nulo tem determinante
positivo. Consideremos a M–matriz parcial n× n
B =

1 −1 ? ? ? ? ? ? . . . ? ?
−0, 3 1 −1 ? ? ? ? ? . . . ? ?
? −0, 8 1 −1 ? ? ? ? . . . ? ?
? ? −0, 01 1 −1 ? ? ? . . . ? ?
? ? ? −0, 6 1 −1 ? ? . . . ? ?
? ? ? ? −0, 5 1 −1 ? . . . ? ?
? ? ? ? ? 0 1 −1 . . . ? ?
? ? ? ? ? ? 0 1 . . . ? ?
...
...
...
...
...
...
...
...
...
...
? ? ? ? ? ? ? ? . . . 1 −1
? ? ? ? ? ? ? ? . . . 0 1

.
Facilmente se verifica que detB0 = detB0 [{1, 2, 3, 4, 5, 6}]. Atendendo a que
B0 [{1, 2, 3, 4, 5, 6}] = A0, sendo A a matriz parcial do exemplo 4.11, podemos
concluir que detB0 > 0. Como B0 [{1, 2, 3, 4, 5, 6}] na˜o e´ umaM–matriz, tambe´m
B0 na˜o o sera´. Portanto, B na˜o admite M–completamentos.
O Lema 4.2 permite-nos resolver o problema de completamento deM–matrizes
parciais n × n, com n ≤ 5, cujo grafo associado e´ um caminho, com um simples
ca´lculo de um determinante de uma matriz n × n. O resultado que se segue diz
respeito a matrizes de ordem superior a 5.
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Lema 4.3. Uma matriz n× n, com n ≥ 6, da forma
A =

1 −1 0 . . . 0 0
−a21 1 −1 . . . 0 0
0 −a32 1 . . . 0 0
...
...
...
...
...
0 0 0 . . . 1 −1
0 0 0 . . . −ann−1 1

,
com 0 ≤ ai+1i < 1, para todo o i ∈ {1, . . . , n− 1}, e´ uma M–matriz se e somente
se detA > 0 e detA [{1, 2, 3}] > 0.
Demonstrac¸a˜o. Seja A uma matriz da forma referida no enunciado. Se A e´ uma
M–matriz, sabemos, por definic¸a˜o, que todos os menores principais de A sa˜o
positivos. Em particular, detA > 0 e detA [{1, 2, 3}] > 0. A demonstrac¸a˜o do
rec´ıproco segue por induc¸a˜o em n.
Consideremos a matriz
A =

1 −1 0 0 0 0
−a21 1 −1 0 0 0
0 −a32 1 −1 0 0
0 0 −a43 1 −1 0
0 0 0 −a54 1 −1
0 0 0 0 −a65 1

,
6×6, tal que 0 ≤ ai+1i < 1, para i = 1, . . . , 5, e tal que detA, detA [{1, 2, 3}] > 0.
Pretendemos provar que detA [α] > 0, para todo o α ⊆ {1, . . . , 6}.
Facilmente se verificam as seguintes igualdades
detA = detA [{1, 2, 3, 4, 5}]− a65 detA [{1, 2, 3, 4}] (4.1)
= detA [{1, 2, 3, 4}] (1− a65)− a54 detA [{1, 2, 3}] (4.2)
= detA [{1, 2, 3}] (1− a65 − a54)− a43 detA [{1, 2}] . (4.3)
Sendo detA > 0, temos, por (4.3), que
detA [{1, 2, 3}] (1− a65 − a54) > a43 detA [{1, 2}] ≥ 0.
Atendendo a que detA [{1, 2, 3}] > 0, podemos afirmar que 1− a65 − a54 > 0, ou
seja, que detA [{4, 5, 6}] > 0. Ale´m disso, sabemos, por (4.2), que
detA [{1, 2, 3, 4}] (1− a65) > a54 detA [{1, 2, 3}] ≥ 0.
Dado que 1 − a65 > 0, segue-se que detA [{1, 2, 3, 4}] > 0 e, por conseguinte,
tendo em conta (4.1),
detA [{1, 2, 3, 4, 5}] > a65 detA [{1, 2, 3, 4}] ≥ 0.
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Pelo Lema 4.2, sabemos que a matriz A [{1, 2, 3, 4, 5}] e´ uma M–matriz se e
somente se detA [{1, 2, 3, 4, 5}] > 0.
Podemos, portanto, concluir que detA [α] > 0, para todo o α ⊆ {1, . . . , 5}.
Atendamos, agora, a`s igualdades
detA = detA [{2, 3, 4, 5, 6}]− a21 detA [{3, 4, 5, 6}] (4.4)
= detA [{3, 4, 5, 6}] (1− a21)− a32 detA [{4, 5, 6}] . (4.5)
Como ja´ verifica´mos, detA [{4, 5, 6}] > 0. Por hipo´tese, 1− a21 > 0 e detA > 0.
De (4.5), segue-se que
detA [{3, 4, 5, 6}] (1− a21) > a32 detA [{4, 5, 6}] ≥ 0
e, consequentemente, detA [{3, 4, 5, 6}] > 0. Podemos, enta˜o, afirmar, por (4.4),
que
detA [{2, 3, 4, 5, 6}] > a21 detA [{3, 4, 5, 6}] ≥ 0.
Sabemos, pelo Lema 4.2, que A [{2, 3, 4, 5, 6}] e´ uma M–matriz se e so´ se tem
determinante positivo.
Assim, detA [α] > 0, para todo o α ⊆ {2, . . . , 6}.
Deste modo, para mostrar que A e´ uma M–matriz, resta-nos provar que
detA [α] > 0, para todo o α ⊆ {1, . . . , 6} tal que 1, 6 ∈ α. Consideremos um tal α.
Se os ı´ndices de α sa˜o na˜o consecutivos, existem α1 ⊆ {1, . . . , 5} e α2 ⊆ {2, . . . , 6}
tais que α = α1 ∪ α2 e
A [α] =
[
A [α1] 0
0 A [α2]
]
,
pelo que detA [α] = detA [α1] detA [α2] > 0. Se os ı´ndices de α sa˜o consecutivos,
enta˜o α = {1, . . . , 6}, donde A [α] = A e, por hipo´tese, detA [α] > 0.
Prova´mos, assim, que A e´ uma M–matriz.
Seja n > 6. Admitamos, como hipo´tese de induc¸a˜o, que toda a matriz B,
(n− 1)× (n− 1), da forma
B =

1 −1 0 . . . 0 0
−b21 1 −1 . . . 0 0
0 −b32 1 . . . 0 0
...
...
...
...
...
0 0 0 . . . 1 −1
0 0 0 . . . −bn−1n−2 1

,
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onde 0 ≤ bi+1i < 1, i = 1, . . . , n − 2, detB > 0 e detB [{1, 2, 3}] > 0, e´ uma
M–matriz. Consideremos, agora, uma matriz
A =

1 −1 0 . . . 0 0 0
−a21 1 −1 . . . 0 0 0
0 −a32 1 . . . 0 0 0
...
...
...
...
...
...
0 0 0 . . . 1 −1 0
0 0 0 . . . −an−1n−2 1 −1
0 0 0 . . . 0 −ann−1 1

,
n×n, com 0 ≤ ai+1i < 1, i = 1, . . . , n−1 e tal que detA > 0 e detA [{1, 2, 3}] > 0.
Sa˜o va´lidas as seguintes igualdades
detA = detA [{1, 2, . . . , n− 1}]− ann−1 detA [{1, 2, . . . , n− 2}]
= detA [{1, 2, . . . , n− 2}] (1− ann−1)− an−1n−2 detA [{1, 2, . . . , n− 3}]
= detA [{1, 2, . . . , n− 3}] (1− ann−1 − an−1n−2)
−an−2n−3 detA [{1, 2, . . . , n− 4}]
= detA [{1, 2, . . . , n− 4}] (1− ann−1 − an−1n−2 − an−2n−3)
−an−3n−4 detA [{1, 2, . . . , n− 5}]
...
= detA [{1, 2, 3, 4, 5}] (1− ann−1 − an−1n−2 − an−2n−3 − . . .− a87 − a76)
−a65 detA [{1, 2, 3, 4}] (4.6)
= detA [{1, 2, 3, 4}] (1− ann−1 − an−1n−2 − an−2n−3 − . . .− a87 − a76
−a65)− a54 detA [{1, 2, 3}] (4.7)
= detA [{1, 2, 3}] (1− ann−1 − an−1n−2 − an−2n−3 − . . .− a87 − a76
−a65 − a54)− a43 detA [{1, 2}] . (4.8)
Dado que detA, detA [{1, 2, 3}], detA [{1, 2}] > 0, podemos afirmar, por
(4.8), que
1− ann−1 − an−1n−2 − an−2n−3 − . . .− a87 − a76 − a65 − a54 > 0
e, por conseguinte, que
1− ann−1 − an−1n−2 − an−2n−3 − . . .− a87 − a76 − a65 > a54 ≥ 0.
Assim, por (4.7), temos que detA [{1, 2, 3, 4}] > 0. Sabemos, ainda, que
1− ann−1 − an−1n−2 − an−2n−3 − . . .− a87 − a76 > a65 ≥ 0.
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Atendendo a (4.6), podemos afirmar que detA [{1, 2, 3, 4, 5}] > 0.
Seguindo, sucessivamente, este racioc´ınio, mostramos que
detA [{1, . . . , 6}] , . . . ,detA [{1, . . . , n− 1}] > 0
e que
1− ann−1 − an−1n−2 − an−2n−3 − . . .− a87, . . . , 1− ann−1 − an−1n−2 > 0.
Note-se que A [{1, . . . , n− 1}] e´ uma matriz (n − 1) × (n − 1) com determi-
nante positivo tal que det(A [{1, . . . , n− 1}]) [{1, 2, 3}] > 0. Aplicando a hipo´tese
de induc¸a˜o a esta matriz, podemos concluir que detA [α] > 0, para todo o sub-
conjunto α de {1, . . . , n− 1}.
Atendamos, agora, a`s seguintes igualdades
detA = detA [{2, . . . , n}]− a21 detA [{3, . . . , n}]
= detA [{3, . . . , n}] (1− a21)− a32 detA [{4, . . . , n}]
= detA [{4, . . . , n}] (1− a21 − a32)− a43 detA [{5, . . . , n}]
...
= detA [{n− 3, n− 2, n− 1, n}] (1− a21 − a32 − a43 − . . .
−an−4n−5)− an−3n−4 detA [{n− 2, n− 1, n}] (4.9)
= detA [{n− 2, n− 1, n}] (1− a21 − a32 − a43 − . . .− an−4n−5
−an−3n−4)− an−2n−3 detA [{n− 1, n}] . (4.10)
Vimos ja´ que 1−ann−1−an−1n−2 > 0, isto e´, que detA [{n− 2, n− 1, n}] > 0.
Como detA, detA [{n− 1, n}] > 0, temos, por (4.10), que
1− a21 − a32 − a43 − . . .− an−4n−5 − an−3n−4 > 0
e, portanto,
1− a21 − a32 − a43 − . . .− an−4n−5 > an−3n−4 ≥ 0.
Por (4.9), podemos, enta˜o, afirmar que detA [{n− 3, n− 2, n− 1, n}] > 0. Se-
guindo, sucessivamente, este racioc´ınio, mostramos que
detA [{n− 4, . . . , n}] , . . . ,detA [{2, . . . , n}] > 0
e que
1− a21 − a32 − . . .− an−5n−6, . . . , 1− a21 − a32 − a43 > 0.
Note-se que (A [{2, . . . , n}]) [{1, 2, 3}] = A [{2, 3, 4}].
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Como {2, 3, 4} ⊆ {1, . . . , n−1}, sabemos, ainda, que detA [{2, 3, 4}] > 0. Po-
demos, enta˜o, aplicar a hipo´tese de induc¸a˜o a` matriz A [{2, . . . , n}] e concluir que
A [{2, . . . , n}] e´ uma M–matriz. Logo, detA [α] > 0, para todo o α ⊆ {2, . . . , n}.
Por forma a concluir a demonstrac¸a˜o, resta-nos verificar que detA [α] > 0,
para todo o α ⊆ {1, . . . , n} tal que 1, n ∈ α. Consideremos um tal α. Se os
ı´ndices de α sa˜o na˜o consecutivos, existem α1 ⊆ {1, . . . , n− 1} e α2 ⊆ {2, . . . , n}
tais que α = α1 ∪ α2 e
A [α] =
[
A [α1] 0
0 A [α2]
]
,
donde detA [α] = detA [α1] detA [α2] > 0. Se os ı´ndices de α sa˜o consecutivos,
enta˜o α = {1, . . . , n}, pelo que A [α] = A e, por hipo´tese, detA [α] > 0.
Podemos, assim, afirmar que A e´ uma M–matriz. 2
Tendo por base o lema anterior, podemos, agora, resolver o problema de
completamento de uma M–matriz parcial n×n, com n ≥ 6, cujo grafo associado
e´ um caminho, com o ca´lculo dos determinantes de uma matriz n × n e de uma
matriz 3× 3.
Corola´rio 4.2. Uma M–matriz parcial A n × n, com n ≥ 6, cujo grafo asso-
ciado e´ um caminho, admite M–completamentos se e somente se detA0 > 0 e
detA0 [{1, 2, 3}] > 0.
Demonstrac¸a˜o. Dada uma M–matriz parcial A n × n cujo grafo das entradas
especificadas e´ um caminho, podemos admitir, sem perda de generalidade (por
multiplicac¸a˜o diagonal positiva e por semelhanc¸a diagonal), que A e´ da forma
A =

1 −1 ? . . . ? ?
−a21 1 −1 . . . ? ?
? −a32 1 . . . ? ?
...
...
...
...
...
? ? ? . . . 1 −1
? ? ? . . . −ann−1 1

,
com 0 ≤ ai+1i < 1, para todo o i ∈ {1, . . . , n−1}. Referimos ja´ que umaM–matriz
parcial admite M–completamentos se e apenas se o seu completamento nulo e´
umaM–matriz. Assim, se A admiteM–completamentos, e´ sabido que detA0 > 0
e detA0 [{1, 2, 3}] > 0. Reciprocamente, admitamos que A e´ tal que detA0 > 0 e
detA0 [{1, 2, 3}] > 0 e mostremos que A admite M–completamentos. Atendendo
ao lema anterior, sabemos que A0 e´ uma M–matriz se e so´ se detA0 > 0 e
detA0 [{1, 2, 3}] > 0, o que conclui a demonstrac¸a˜o. 2
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4.4 DN–matrizes parciais
Abordaremos, nesta secc¸a˜o, o problema de completamento de DN–matrizes
parciais. Recordemos que uma DN–matriz e´ uma matriz quadrada sobre o corpo
dos reais, sime´trica, definida negativa e com todas as entradas negativas. Como
ja´ vimos anteriormente, uma matriz A e´ uma DN–matriz se e somente se −A e´
uma P–matriz positiva sime´trica.
Os seguintes simples factos sa˜o relevantes para o estudo que nos propo-
mos desenvolver: toda a submatriz principal de uma DN–matriz e´, ainda, uma
DN–matriz. De referir, ainda, que a classe das DN–matrizes na˜o e´ invariante
para a multiplicac¸a˜o diagonal, a` direita ou a` esquerda, nem para a semelhanc¸a di-
agonal. No entanto, a classe em questa˜o e´ invariante para a congrueˆncia diagonal
positiva ou negativa e para as semelhanc¸as de permutac¸a˜o.
Centraremos, assim, o nosso estudo na seguinte questa˜o: dada uma matriz
parcial quadrada A, existe uma DN–matriz Ac que e´ um completamento de A?
Comec¸amos por definir as DN–matrizes parciais.
Definic¸a˜o 4.4. Uma matriz parcial quadrada A = (aij)ni,j=1 diz-se uma
DN–matriz parcial se todas as suas submatrizes principais totalmente especi-
ficadas sa˜o DN–matrizes, todas as entradas prescritas sa˜o negativas e (i, j) e´
especificada sempre que (j, i) e´ especificada, sendo, nesse caso, aij = aji.
Exemplo 4.13. Facilmente se comprova que a matriz parcial
A =
 −1 −0, 7 −0, 4−0, 7 −1 ?
−0, 4 ? −1

e´ uma DN–matriz parcial.
Um DN–completamento de uma matriz parcial A e´ um completamento de A
que e´ uma DN–matriz.
Dado que a propriedade de ser DN–matriz e´ herdada por todas as subma-
trizes principais, para que uma matriz parcial A admita DN–completamentos, e´
necessa´rio que A seja uma DN–matriz parcial.
Seja A uma DN–matriz parcial cuja submatriz principal definida pelas en-
tradas diagonais prescritas admite DN–completamentos.
Podemos admitir que A tem, pelo menos, uma entrada diagonal especificada
(se A na˜o tem entradas diagonais prescritas, podemos especificar a entrada (1, 1)
com um valor real negativo qualquer). Por semelhanc¸a de permutac¸a˜o, podemos
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assumir, sem perda de generalidade, que as entradas diagonais especificadas de A
sa˜o, exactamente, (1, 1), (2, 2), . . . , (r, r). Por hipo´tese, C = A [{1, . . . , r}] admite,
enta˜o, um DN–completamento Cc. Logo, Cc = CTc , todos os elementos de Cc
sa˜o negativos e det(−Cc) [{1, . . . , i}] > 0, para todo o i ∈ {1, . . . , r}.
Consideremos a matriz parcial A¯ obtida de A completando C como em Cc. A¯
e´, ainda, uma DN–matriz parcial, uma vez que a sua u´nica submatriz principal
totalmente especificada e´ A¯ [{1, . . . , r}] = Cc.
Atendamos, agora, a` submatriz A¯ [{1, . . . , r, r + 1}]. Para cada i ∈ {1, . . . , r},
os elementos nas entradas (i, r + 1), (r + 1, i) ou sa˜o na˜o prescritos ou sa˜o iguais
e negativos. Como a entrada (r + 1, r + 1) e´ na˜o especificada, a matriz parcial
A¯ obtida de A¯ completando as entradas (i, r + 1), (r + 1, i), i = 1, . . . , r, na˜o
prescritas, com −cir+1, onde cir+1 > 0, e´ uma DN–matriz parcial.
Note-se que A¯ [{1, . . . , r, r + 1}] e´ da forma
−a11 −a12 . . . −a1r −a1r+1
−a12 −a22 . . . −a2r −a2r+1
...
...
...
...
−a1r −a2r . . . −arr −arr+1
−a1r+1 −a2r+1 . . . −arr+1 ?
 ,
com cada aij positivo. Ale´m disso, det(−A¯) [{1, . . . , i}] > 0, para todo o i perten-
cente a {1, . . . , r}. Seja Bx a matriz obtida de A¯ [{1, . . . , r, r + 1}] completando
a entrada (r + 1, r + 1) com −x, onde x ∈ R+. Sabemos ja´ que BTx = Bx,
que todos os seus elementos sa˜o negativos e que det(−Bx) [{1, . . . , i}] > 0, para
todo o i ∈ {1, . . . , r}. Para que Bx seja uma DN–matriz e´, enta˜o, suficiente que
det(−Bx) seja positivo. E´ o´bvio que podemos escrever det(−Bx) na forma
det(−Bx) = xdet(−Bx) [{1, . . . , r}] +M,
ondeM ∈ R e na˜o depende de x. Como det(−Bx) [{1, . . . , r}] > 0, para x suficien-
temente grande, det(−Bx) > 0 e Bx e´ umaDN–matriz. Vimos, deste modo, que a
matriz parcial obtida de A¯ completando a submatriz principal A¯ [{1, . . . , r, r + 1}]
com um real adequado e´, ainda, uma DN–matriz parcial. Seguindo, sucessiva-
mente, este racioc´ınio para completar as matrizes A [{1, . . . , r + 2}] , . . . ,
A [{1, . . . , n}], obtemos um DN–completamento de A.
Atendendo a` argumentac¸a˜o acima apresentada, podemos concluir que o pro-
blema de completamento de DN–matrizes parciais se reduz ao problema de com-
pletamento de DN–matrizes parciais em que todas as entradas diagonais sa˜o
especificadas. Assumimos, enta˜o, no que se segue, sem perda de generalidade
para o nosso estudo, que as entradas diagonais sa˜o todas especificadas.
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Como o exemplo que se segue ilustra, nem sempre podemos garantir a existeˆncia
de um DN–completamento de uma dada DN–matriz parcial.
Exemplo 4.14. Seja A a seguinte DN–matriz parcial
A =

−1 −0, 9 −0, 9 ?
−0, 9 −1 ? −0, 1
−0, 9 ? −1 −0, 9
? −0, 1 −0, 9 −1
 .
Dados x, y ∈ R+, consideremos o completamento
Ac =

−1 −0, 9 −0, 9 −y
−0, 9 −1 −x −0, 1
−0, 9 −x −1 −0, 9
−y −0, 1 −0, 9 −1

de A. Simples ca´lculos permitem-nos afirmar que
det(−Ac [{1, 2, 3}]) = −0, 62 + 1, 62x− x2
e que
det(−Ac [{2, 3, 4}]) = 0, 18 + 0, 18x− x2.
Logo, estes menores principais sa˜o ambos positivos se e so´ se 0, 62 < x < 1 e
x < 0, 09 + 0, 5 × √0, 7524 ≈ 0, 523705, o que e´ imposs´ıvel. Podemos, deste
modo, concluir que A na˜o admite DN–completamentos.
Neste ponto, uma abordagem combinatorial ao nosso problema permitir-nos-a´
ir um pouco mais longe no nosso estudo. Discutiremos, assim, a completabilidade
de uma DN–matriz parcial em termos do seu grafo associado. Por outras pala-
vras, o nosso objectivo e´ determinar quais os tipos de grafos que nos permitem
garantir a existeˆncia de um DN–completamento de DN–matrizes parciais.
4.4.1 Grafos cordais
Comec¸amos por considerar os grafos cordais. O resultado que se segue diz
respeito aos grafos 1–cordais.
Proposic¸a˜o 4.2. Seja A uma DN–matriz n × n, cujo grafo das entradas espe-
cificadas e´ 1–cordal com dois cliques maximais. Enta˜o, A admite DN–matrizes
como completamentos.
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Demonstrac¸a˜o. Podemos admitir, sem perda de generalidade, que A e´ da forma
A =
 −A11 −a12 X−aT12 −1 −aT23
Y −a23 −A33
 ,
onde as entradas na˜o especificadas de A sa˜o, exactamente, as entradas de X e de
Y e onde [
−A11 −a12
−aT12 −1
]
e [
−1 −aT23
−a23 −A33
]
sa˜o DN–matrizes. Seja k a entrada de sobreposic¸a˜o dos dois cliques.
Vejamos que o completamento
Ac =
 −A11 −a12 −a12aT23−aT12 −1 −aT23
−a23aT12 −a23 −A33

de A e´ uma DN–matriz.
E´ o´bvio que (Ac)T = Ac e que todos os elementos de Ac sa˜o negativos. Seja
Bc = −Ac. Para concluir que Ac e´ uma DN–matriz, resta-nos mostrar que
detBc [{1, . . . , i}] > 0, para todo o i pertencente a {k + 1, . . . , n}. Sabemos que
detBc [{1, . . . , i}] > 0, para cada i ∈ {1, . . . , k} e que detBc [α]> 0, para qualquer
α ⊆ {k, . . . , n}. Consideremos a submatriz Bc [{1, . . . , k, k + 1, . . . , k + s}], com
s ≥ 1 e s ≤ n− k. Tal submatriz e´ da forma
A11 a12 a12bkk+1 . . . a12bkk+s
aT12 1 bkk+1 . . . bkk+s
bkk+1a
T
12 bkk+1 bk+1k+1 . . . bk+1k+s
...
...
...
...
bkk+sa
T
12 bkk+s bk+1k+s . . . bk+sk+s
 ,
onde cada bij e´ positivo. Assim, detBc [{1, . . . , k, k + 1, . . . , k + s}] e´ dado por
det

A11 a12 0 . . . 0
aT12 1 0 . . . 0
bkk+1a
T
12 bkk+1 bk+1k+1 − b2kk+1 . . . bk+1k+s − bkk+1bkk+s
...
...
...
...
bkk+sa
T
12 bkk+s bk+1k+s − bkk+1bkk+s . . . bk+sk+s − b2kk+s

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= det
[
A11 a12
aT12 1
]
× det
 bk+1k+1 − b
2
kk+1 . . . bk+1k+s − bkk+1bkk+s
...
...
bk+1k+s − bkk+1bkk+s . . . bk+sk+s − b2kk+s
 .
Note-se que, sendo
det
[
A11 a12
aT12 1
]
> 0,
o nosso objectivo e´, agora, mostrar que
det
 bk+1k+1 − b
2
kk+1 . . . bk+1k+s − bkk+1bkk+s
...
...
bk+1k+s − bkk+1bkk+s . . . bk+sk+s − b2kk+s
 > 0.
Por hipo´tese, sabemos que
det

1 bkk+1 . . . bkk+s
bkk+1 bk+1k+1 . . . bk+1k+s
...
...
...
bkk+s bk+1k+s . . . bk+sk+s
 > 0,
pelo que
det

1 0 . . . 0
bkk+1 bk+1k+1 − b2kk+1 . . . bk+1k+s − bkk+1bkk+s
...
...
...
bkk+s bk+1k+s − bkk+1bkk+s . . . bk+sk+s − b2kk+s
 > 0.
Portanto,
det
 bk+1k+1 − b
2
kk+1 . . . bk+1k+s − bkk+1bkk+s
...
...
bk+1k+s − bkk+1bkk+s . . . bk+sk+s − b2kk+s
 > 0.
Prova´mos, deste modo, que detBc [{1, . . . , k, k + 1, . . . , k + s}] > 0, para
s ∈ {1, . . . , n − k}. Logo, detBc [{1, . . . , i}] > 0, para todo o i ∈ {1, . . . , n},
pelo que Ac e´ uma DN–matriz. 2
Da u´ltima proposic¸a˜o, podemos facilmente concluir o seguinte.
Corola´rio 4.3. Toda a DN–matriz parcial 3× 3 admite DN–completamentos.
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Demonstrac¸a˜o. Atendendo a que a classe das DN–matrizes e´ invariante para a
semelhanc¸a de permutac¸a˜o e dado que toda a DN–matriz parcial 2 × 2 admite
DN–completamentos, basta-nos considerar uma DN–matriz parcial da forma
A =
 −a11 −a12 ?−a12 −a22 −a23
? −a23 −a33
 ,
onde cada aij e´ positivo. Atendendo a` Proposic¸a˜o 4.2,
Ac =
 −a11 −a12 −a12a23a−122−a12 −a22 −a23
−a12a23a−122 −a23 −a33

e´ um DN–completamento de A. 2
Para n > 3, existe pelo menos uma DN–matriz parcial n×n que na˜o admite
DN–completamentos, como poderemos comprovar mais a` frente.
Podemos generalizar a Proposic¸a˜o 4.2 do seguinte modo.
Teorema 4.9. Seja G um grafo 1–cordal, na˜o dirigido, conexo. Enta˜o, toda a
DN–matriz parcial, cujo grafo das entradas especificadas e´ G, admite DN–com-
pletamentos.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o no nu´mero p de cliques ma-
ximais de G. O caso em que G tem p cliques maximais e´ reduzido ao caso em
que existem p−1 cliques maximais escolhendo um clique (o p-e´simo clique) como
sendo um clique que tem apenas um ve´rtice em comum com outro qualquer cli-
que maximal. Completando o subgrafo induzido pelos restantes p − 1 cliques,
reduzimos o problema ao caso em que existem dois cliques maximais, tratado na
Proposic¸a˜o 4.2. 2
A questa˜o natural que agora se coloca diz respeito a` completabilidade de
DN–matrizes parciais cujos grafos das entradas especificadas sa˜o grafos p–cordais
com p ≥ 2. A resposta a esta questa˜o e´ dada no exemplo que se segue.
Exemplo 4.15. Consideremos a matriz parcial
A =

−1 −0, 45 −0, 016 ?
−0, 45 −1 −0, 9 −0, 01
−0, 016 −0, 9 −1 −0, 2
? −0, 01 −0, 2 −1

e o grafo GA das suas entradas entradas especificadas
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Observe-se que GA e´ um triaˆngulo duplo. Facilmente se verifica que A e´ uma
DN–matriz parcial. Dado c ∈ R+, consideremos o completamento
Ac =

−1 −0, 45 −0, 016 −c
−0, 45 −1 −0, 9 −0, 01
−0, 016 −0, 9 −1 −0, 2
−c −0, 01 −0, 2 −1

de A. Como det(−Ac) = −0, 0282247744 − 0, 146888c − 0, 19c2 < 0, −Ac na˜o
e´ definida positiva, pelo que Ac na˜o e´ uma DN–matriz. Por outras palavras, A
na˜o admite DN–completamentos.
Este exemplo pode ser extendido a grafos na˜o dirigidos arbitra´rios que conteˆm,
como subgrafo induzido, um triaˆngulo duplo: podemos escolher todas as entra-
das diagonais especificadas iguais a −1 e as restantes entradas prescritas iguais
a −δ, com δ > 0, suficientemente pequeno para que −A tenha todos os meno-
res principais correspondentes a submatrizes principais totalmente especificadas
positivos.
Como qualquer grafo p–cordal, com p ≥ 2, conte´m um triaˆngulo duplo como
subgrafo induzido, podemos concluir que se G e´ um grafo p–cordal, onde p > 1,
enta˜o existe uma DN–matriz parcial cujo grafo associado e´ G que na˜o admite
DN–completamentos.
Como ja´ referimos anteriormente, a classe das DN–matrizes esta´ relacionada
com a classe das matrizes definidas positivas. No entanto, note-se que no pro-
blema de completamento de matrizes definidas positivas parciais a existeˆncia do
completamento desejado e´ sempre garantida quando o grafo associado e´ cordal
(ver [21]). Adicionando a condic¸a˜o de positividade e restringindo o nosso estudo
a`s matrizes sobre R, os grafos p–cordais deixam de ser completa´veis, isto e´, nem
toda a matriz parcial da classe de interesse cujo grafo associado e´ p–cordal admite
um completamento pertencente a essa classe de interesse.
Vejamos, de seguida, que podemos restringir o estudo do problema de com-
pletamento em questa˜o aos grafos conexos.
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Teorema 4.10. Toda a DN–matriz parcial semelhante por permutac¸a˜o a uma
DN–matriz parcial diagonal por blocos em que cada bloco da diagonal admite
DN–completamentos pode ser completada de modo a obter-se uma DN–matriz.
Demonstrac¸a˜o. Consideremos uma matriz parcial diagonal por blocos
A =

A1 ? . . . ?
? A2 . . . ?
...
...
...
? ? . . . Ak
 ,
onde cadaAi e´ umaDN–matriz parcial ni×ni que admite umDN–completamento
A¯i, i = 1, . . . , k. Seja
A¯ =

A¯1 ? . . . ?
? A¯2 . . . ?
...
...
...
? ? . . . A¯k

a DN–matriz parcial obtida de A completando cada bloco Ai como em A¯i.
Podemos assumir, sem perda de generalidade, que as entradas diagonais sa˜o
todas iguais a −1.
A demonstrac¸a˜o segue por induc¸a˜o no nu´mero k de blocos da diagonal.
Consideremos o caso em que k = 2. A¯ e´ da forma
A¯ =

A11 a12 ? ?
aT12 −1 ? ?
? ? −1 aT34
? ? a34 A44
 ,
onde
A¯1 =
[
A11 a12
aT12 −1
]
e
A¯2 =
[
−1 aT34
a34 A44
]
.
Dado x ∈ R+ tal que x < 1, consideremos a matriz parcial
A¯ =

A11 a12 ? ?
aT12 −1 −x ?
? −x −1 aT34
? ? a34 A44
 .
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A¯ e´ uma DN–matriz parcial e qualquer seu DN–completamento, caso exista,
sera´, tambe´m, um DN–completamento de A. A submatriz
B =
 A11 a12 ?aT12 −1 −x
? −x −1

de A¯ e´ uma DN–matriz parcial, cujo grafo das entradas especificadas e´
1–cordal, com dois cliques maximais. Pela Proposic¸a˜o 4.2, tal submatriz admite
um DN–completamento Bc da forma
Bc =
 A11 a12 a12xaT12 −1 −x
xaT12 −x −1
 .
Assim, a matriz parcial
¯¯
A =

A11 a12 a12x ?
aT12 −1 −x ?
xaT12 −x −1 aT34
? ? a34 A44
 ,
obtida de A¯ completando B como em Bc, e´ uma DN–matriz parcial, cujo grafo
das entradas especificadas e´ 1–cordal, com dois cliques maximais. Portanto, ¯¯A e,
por conseguinte, A¯, A¯ e A admitem DN–completamentos.
Estudemos, agora, o caso em que k > 2 e apliquemos o racioc´ınio apresentado
no caso k = 2 aos blocos A¯1 e A¯2. Obtemos um DN–completamento C, de ordem
n1 + n2, da submatriz [
A¯1 ?
? A¯2
]
.
A matriz parcial
A′ =

C ? . . . ?
? A¯3 . . . ?
...
...
...
? ? . . . A¯k

e´ uma DN–matriz parcial com k−1 blocos diagonais que sa˜o DN–matrizes. Pela
hipo´tese de induc¸a˜o, A′ admite DN–completamentos. Ora, tais completamentos
sa˜o, tambe´m, completamentos de A. 2
Atendendo ao teorema anterior, podemos, pois, afirmar que o problema de
completamento de DN–matrizes se reduz ao caso dos grafos conexos.
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4.4.2 Ciclos
Analisamos, nesta secc¸a˜o, o problema de completamento de matrizes em
questa˜o para DN–matrizes parciais cujos grafos das entradas especificadas sa˜o
ciclos. Comec¸amos por notar que, em geral, tais DN–matrizes parciais na˜o ad-
mitem DN–completamentos, como o exemplo 4.14 demonstra.
Apresentamos, de seguida, uma condic¸a˜o suficiente para garantir a existeˆncia
de DN–completamentos de DN–matrizes parciais cujos grafos das entradas pres-
critas sa˜o ciclos. Note-se que, sem perda de generalidade, podemos assumir que
tais matrizes parciais sa˜o da forma
−1 −a12 ? . . . ? ? −a1n
−a12 −1 −a23 . . . ? ? ?
? −a23 −1 . . . ? ? ?
...
...
...
...
...
...
? ? ? . . . −1 −an−2n−1 ?
? ? ? . . . −an−2n−1 −1 −an−1n
−a1n ? ? . . . ? −an−1n −1

, (4.11)
com 0 < a12, a23, . . . , an−1n, a1n < 1.
Lema 4.4. Seja A uma DN–matriz parcial n × n da forma (4.11) tal que a1n
pertence ao intervalo real
]
a12a23 . . . an−1n − ε, a12a23 . . . an−1n + ε
[
, onde
ε = max
j∈{1,...,n−2}
{( n−1∏
i=1
i6=j,j+1
aii+1
)
(1− a2jj+1)1/2(1− a2j+1j+2)1/2
}
.
Enta˜o, A admite DN–completamentos.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o em n.
Para n = 4, consideremos uma matriz parcial
A =

−1 −a12 ? −a14
−a12 −1 −a23 ?
? −a23 −1 −a34
−a14 ? −a34 −1
 ,
onde 0 < a12, a23, a34, a14 < 1, e admitamos que
a14 ∈
]
a12a23a34 − ε, a12a23a34 + ε
[
,
sendo
ε = max
{
a34(1− a212)1/2(1− a223)1/2, a12(1− a223)1/2(1− a234)1/2
}
.
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Consideremos as matrizes parciais
A¯ =

−1 −a12 −a14a−134 ?
−a12 −1 −a23 ?
−a14a−134 −a23 −1 −a34
? ? −a34 −1

e
A¯ =

−1 −a12 ? ?
−a12 −1 −a23 −a14a−112
? −a23 −1 −a34
? −a14a−112 −a34 −1
 .
Se A¯ [{1, 2, 3}] e´ uma DN–matriz, enta˜o, A¯ e´ uma DN–matriz parcial que ad-
mite pelo menos um DN–completamento que e´, tambe´m, um completamento de
A. De facto, basta atender a` demonstrac¸a˜o da Proposic¸a˜o 4.2. Analogamente,
se A¯ [{2, 3, 4}] e´ uma DN–matriz, podemos afirmar que A¯ e´ uma DN–matriz
parcial que admite pelo menos um DN–completamento que e´, tambe´m, um com-
pletamento de A. Facilmente se verifica que det(−A¯) [{1, 2, 3}] > 0 se e so´ se
a14 ∈
]
a12a23a34 − ε1, a12a23a34 + ε1
[
,
onde
ε1 = a34(1− a212)1/2(1− a223)1/2.
Nessas condic¸o˜es, A¯ [{1, 2, 3}] sera´, enta˜o, uma DN–matriz. Prova-se, ainda, que
det(−A¯) [{2, 3, 4}] > 0 se e somente se
a14 ∈
]
a12a23a34 − ε2, a12a23a34 + ε2
[
,
onde
ε2 = a12(1− a223)1/2(1− a234)1/2.
Nessas condic¸o˜es, poderemos concluir que A¯ [{2, 3, 4}] e´ uma DN–matriz.
Atendendo a que
a14 ∈
]
a12a23a34 − ε, a12a23a34 + ε
[
,
podemos afirmar que pelo menos uma das matrizes A¯ ou A¯ e´ uma DN–matriz
parcial que admite um DN–completamento que e´, tambe´m, um completamento
de A.
Admitamos, agora, que o resultado e´ va´lido para qualquer DN–matriz parcial
(n− 1)× (n− 1) da forma apresentada.
Consideremos uma DN–matriz parcial A, n× n, da forma (4.11), com
a1n ∈
]
a12a23 . . . an−1n − ε, a12a23 . . . an−1n + ε
[
,
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onde
ε = max
j∈{1,...,n−2}
{( n−1∏
i=1
i6=j,j+1
aii+1
)
(1− a2jj+1)1/2(1− a2j+1j+2)1/2
}
.
Consideramos dois casos:
(a) ε 6= a12a23 . . . an−3n−2(1− a2n−2n−1)1/2(1− a2n−1n)1/2
Neste caso,
ε = max
j∈{1,...,n−3}
{( n−1∏
i=1
i6=j,j+1
aii+1
)
(1− a2jj+1)1/2(1− a2j+1j+2)1/2
}
.
Consideremos a matriz parcial
A¯ =

−1 −a12 ? . . . ? −a1na−1n−1n ?
−a12 −1 −a23 . . . ? ? ?
? −a23 −1 . . . ? ? ?
...
...
...
...
...
...
? ? ? . . . −1 −an−2n−1 ?
−a1na−1n−1n ? ? . . . −an−2n−1 −1 −an−1n
? ? ? . . . ? −an−1n −1

.
Atendendo a` demonstrac¸a˜o da Proposic¸a˜o 4.2, sabemos que se A¯ [{1, . . . , n− 1}]
e´ uma DN–matriz parcial que admite DN–completamentos, enta˜o, tambe´m A
admite DN–completamentos. Para que A¯ seja uma DN–matriz parcial da forma
(4.11), e´ necessa´rio que a1na−1n−1n < 1. Pela hipo´tese de induc¸a˜o, para garantir
que A¯ admite DN–completamentos no caso em que a1na−1n−1n < 1, basta mostrar
que
a1na
−1
n−1n ∈
]
a12a23 . . . an−2n−1 − ε¯, a12a23 . . . an−2n−1 + ε¯
[
,
onde
ε¯ = max
j∈{1,...,n−3}
{( n−2∏
i=1
i6=j,j+1
aii+1
)
(1− a2jj+1)1/2(1− a2j+1j+2)1/2
}
.
Por outras palavras, para concluir o estudo deste caso, pretendemos mostrar que
a1n < an−1n e que
a12a23 . . . an−1n − an−1nε¯ < a1n < a12a23 . . . an−1n + an−1nε¯.
Seja k ∈ {1, . . . , n− 3} tal que
ε =
( n−2∏
i=1
i6=k,k+1
aii+1
)
(1− a2kk+1)1/2(1− a2k+1k+2)1/2.
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Como
a1n ∈
]
a12a23 . . . an−1n − ε, a12a23 . . . an−1n + ε
[
,
podemos afirmar que
a1n < a12a23 . . . an−1n + ε
= a12 . . . ak−1kak+2k+3 . . . an−1n(akk+1ak+1k+2
+(1− a2kk+1)1/2(1− a2k+1k+2)1/2)
< an−1n,
uma vez que
a12 . . . ak−1kak+2k+3 . . . an−2n−1 < 1
e
akk+1ak+1k+2 + (1− a2kk+1)1/2(1− a2k+1k+2)1/2 ≤ 1.
Observemos, agora, que an−1nε¯ = ε. Sabemos, enta˜o, que
a1n ∈
]
a12a23 . . . an−1n − an−1nε¯, a12a23 . . . an−1n + an−1nε¯
[
.
Portanto, A¯ [{1, . . . , n− 1}] e´ umaDN–matriz parcial que admiteDN–completa-
mentos e A¯ admite como completamento pelo menos uma DN–matriz que e´,
tambe´m, um completamento de A.
(b) ε = a12a23 . . . an−3n−2(1− a2n−2n−1)1/2(1− a2n−1n)1/2
Consideremos, neste caso, a matriz parcial
A¯ =

−1 −a12 ? . . . ? ? ?
−a12 −1 −a23 . . . ? ? −a1na−112
? −a23 −1 . . . ? ? ?
...
...
...
...
...
...
? ? ? . . . −1 −an−2n−1 ?
? ? ? . . . −an−2n−1 −1 −an−1n
? −a1na−112 ? . . . ? −an−1n −1

.
Se A¯ [{2, . . . , n}] e´ uma DN–matriz parcial que admite DN–completamentos,
podemos concluir, uma vez mais pela demonstrac¸a˜o da Proposic¸a˜o 4.2, que A ad-
mite DN–completamentos. Seguindo um racioc´ınio ana´logo ao do caso anterior,
e´ poss´ıvel mostrar que a1n < a12 e que
a1n ∈
]
a12a23 . . . an−1n − a12ε¯, a12a23 . . . an−1n + a12ε¯
[
,
onde
ε¯ = max
j∈{2,...,n−2}
{( n−1∏
i=1
i6=j,j+1
aii+1
)
(1− a2jj+1)1/2(1− a2j+1j+2)1/2
}
.
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Assim, A¯ [{2, . . . , n}] e´ uma DN–matriz parcial que admite DN–completamentos
e, consequentemente, tambe´m A admite DN–completamentos. 2
Vejamos, de seguida, que a condic¸a˜o suficiente apresentada no resultado an-
terior na˜o e´ necessa´ria. Para tal, seja 0 < a < 1. Consideremos a matriz parcial
A =

−1 −a ? . . . ? −a
−a −1 −a . . . ? ?
? −a −1 . . . ? ?
...
...
...
...
...
? ? ? . . . −1 −a
−a ? ? . . . −a −1

,
n × n, n ≥ 4, cujo grafo das entradas especificadas e´ um ciclo. A condic¸a˜o
suficiente enunciada no resultado anterior traduz-se, neste caso, por
a ∈]an−3(2a2 − 1), an−3[.
Como a ≥ an−3, a matriz parcial A na˜o satisfaz a condic¸a˜o suficiente enunciada.
No entanto,
Ac =

−1 −a −a . . . −a −a
−a −1 −a . . . −a −a
−a −a −1 . . . −a −a
...
...
...
...
...
−a −a −a . . . −1 −a
−a −a −a . . . −a −1

e´ um DN–completamento de A. Com efeito, ATc = Ac, todos os elementos de Ac
sa˜o negativos e, dado i ∈ {1, . . . , n},
det(−Ac) [{1, . . . , i}] = ((i− 1)a+ 1)(1− a)i−1 > 0.
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Cap´ıtulo 5
Completamentos de matrizes
principalmente na˜o singulares
parciais
Uma matriz principalmente na˜o singular e´ uma matriz quadrada sobre o
corpo R cujas submatrizes principais sa˜o todas invert´ıveis. Equivalente-
mente, uma matriz quadrada sobre o corpo dos reais e´ principalmente na˜o
singular se todos os seus menores principais sa˜o na˜o nulos. A classe des-
tas matrizes abrange, assim, muitas das classes de matrizes abordadas nos
problemas de completamento dos cap´ıtulos anteriores.
Neste cap´ıtulo, abordamos o problema de completamento de PN–matrizes
parciais: procuramos analisar a existeˆncia de uma PN–matriz que seja um
completamento de uma dada PN–matriz parcial.
Como veremos, ao longo, do estudo apresentado, toda a PN–matriz par-
cial admite um tal completamento. Para tal, consideramos, separada-
mente, o caso combinatorialmente sime´trico e o caso na˜o combinatorial-
mente sime´trico.
209
Dirigimos, neste cap´ıtulo, o nosso estudo para o problema de completamento
de matrizes parcialmente na˜o singulares parciais. Introduzimos, anteriormente, o
conceito de PN–matriz no contexto das matrizes completas, bem como algumas
das suas propriedades e relac¸o˜es com outras classes de matrizes.
Centrar-nos-emos no problema de completamento associado a estas matrizes:
analisaremos a existeˆncia de completamentos de uma dada matriz parcial que
sejam PN–matrizes. Ao longo deste estudo, assumimos que todas as entradas da
diagonal principal sa˜o especificadas.
De entre as propriedades referidas, relembremos que toda a submatriz prin-
cipal de uma PN–matriz e´ tambe´m uma PN–matriz. Este facto permite-nos
introduzir, de forma natural, o seguinte conceito.
Definic¸a˜o 5.1. Uma PN–matriz parcial e´ uma matriz parcial quadrada cujas
submatrizes principais totalmente especificadas sa˜o PN–matrizes.
Exemplo 5.1. A matriz parcial
A =

1 2 −1 ?
1 −1 0 −4
0 3 1 ?
? 1 5 1

e´ uma matriz principalmente na˜o singular parcial, uma vez que todas as suas sub-
matrizes principais totalmente especificadas sa˜o invert´ıveis. Ja´ a matriz parcial
B =

1 2 −1 ?
1 −1 0 −4
−6 3 1 ?
? 1 5 1

na˜o e´ uma PN–matriz parcial, dado que detB [{1, 2, 3}] = 0.
Dada uma matriz parcial A, chamamos PN–completamento de A a qualquer
completamento de A que seja uma PN–matriz.
Tendo em conta que a propriedade de ser PN–matriz e´ herdada pelas sub-
matrizes principais, para que uma matriz parcial admita PN–completamentos
e´ obviamente necessa´rio que seja uma PN–matriz parcial. Assim, a pergunta
base para este nosso estudo e´ a seguinte: dada uma PN–matriz parcial A, existe
algum PN–completamento Ac de A?
Atendendo a que a classe das PN–matrizes e´ invariante para as semelhanc¸as
de permutac¸a˜o, podemos garantir a existeˆncia de um PN–completamento de
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uma dada PN–matriz parcial A mostrando que uma certa PN–matriz parcial B,
semelhante por permutac¸a˜o a A, admite um PN–completamento.
Apresentamos, nas duas secc¸o˜es que se seguem, a resposta a` questa˜o conside-
rada neste cap´ıtulo. Comec¸amos por abordar dois casos ba´sicos, em que existe
apenas uma entrada na˜o prescrita ou um par de entradas na˜o especificadas posici-
onalmente sime´tricas, concluindo o nosso estudo com os casos gerais para matrizes
parciais combinatorialmente sime´tricas e na˜o combinatorialmente sime´tricas.
5.1 Os casos ba´sicos
Consideramos, nesta secc¸a˜o, o problema de completamento de PN–matrizes
parciais para matrizes parciais na˜o combinatorialmente sime´tricas com uma u´nica
entrada na˜o especificada e para matrizes parciais combinatorialmente sime´tricas
com um so´ par de entradas na˜o especificadas. Tais resultados permitir-nos-a˜o
obter a resposta para os casos mais gerais.
Proposic¸a˜o 5.1. Seja A uma PN–matriz parcial com uma e uma so´ entrada
na˜o especificada. Enta˜o, existe um PN–completamento Ac de A.
Demonstrac¸a˜o. Seja A uma PN–matriz parcial n × n com uma u´nica entrada
na˜o especificada. Podemos assumir, sem perda de generalidade, que tal entrada
e´ a da posic¸a˜o (1, n). Assim, A sera´ da forma
A =

a11 a12 . . . a1n−1 ?
a21 a22 . . . a2n−1 a2n
...
...
...
...
an−11 an−12 . . . an−1n−1 an−1n
an1 an2 . . . ann−1 ann
 .
Dado x ∈ R, definimos o completamento Ax de A como sendo a matriz
Ax =

a11 a12 . . . a1n−1 x
a21 a22 . . . a2n−1 a2n
...
...
...
...
an−11 an−12 . . . an−1n−1 an−1n
an1 an2 . . . ann−1 ann
 .
Note-se que
detAx = (−1)n+1xdetA [{2, . . . , n}|{1, . . . , n− 1}] + detA0.
Consideramos dois casos:
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(a) detA [{2, . . . , n}|{1, . . . , n− 1}] 6= 0
Neste caso, e´ o´bvio que existe um e um so´ valor de x para o qual detAx = 0.
(b) detA [{2, . . . , n}|{1, . . . , n− 1}] = 0
Para cada i ∈ {2, . . . , n}, definimos
ui =

ai1
ai2
...
ain−1

e
vi =
 ai2...
ain−1
 .
Sabemos que o sistema de vectores {u2, . . . , un−1, un} e´ linearmente depen-
dente. Suponhamos, agora, que {u2, . . . , un−1} e´, tambe´m, linearmente depen-
dente. E´, enta˜o, o´bvio que {v2, . . . , vn−1} e´ um sistema linearmente depen-
dente, pelo que detA [{2, . . . , n− 1}] = 0, o que contraria o facto de A ser
uma PN–matriz parcial. Podemos, pois, concluir que {u2, . . . , un−1} e´ um sis-
tema linearmente independente, pelo que existem reais αj , na˜o todos nulos, com
j ∈ {2, . . . , n− 1}, tais que
un =
∑
j∈{2,...,n−1}
αjuj .
Assim,
detAx = det

a11 a12 . . . a1n−1 0
a21 a22 . . . a2n−1 a2n
...
...
...
...
an−11 an−12 . . . an−1n−1 an−1n
0 0 . . . 0 ann −
∑
j∈{2,...,n−1}
αjajn

.
Atendendo a que detA [{2, . . . , n}] 6= 0, segue-se que
ann −
∑
j∈I−{n}
αjajn 6= 0.
Portanto, detAx 6= 0.
Podemos, pois, afirmar que existe, no ma´ximo, um u´nico valor de x para o
qual o determinante de Ax e´ nulo.
212
Note-se que todas as submatriz principais que sa˜o completadas por x sa˜o
desta forma. Logo, para cada uma, existe, no ma´ximo, um valor de x que a
torna singular. Seja S o conjunto de todos esses valores. Para que Ax seja uma
PN–matriz, basta escolher x ∈ R− S. 2
Analisamos, de seguida, o problema em questa˜o para o caso em que temos
um par de entradas na˜o especificadas posicionalmente sime´tricas.
Proposic¸a˜o 5.2. Seja A uma PN–matriz parcial combinatorialmente sime´trica
com exactamente duas entradas na˜o prescritas. Enta˜o, A admite PN–completa-
mentos.
Demonstrac¸a˜o. Consideremos uma PN–matriz parcial A n×n com um so´ par de
entradas na˜o especificadas. Podemos assumir, por semelhanc¸as de permutac¸a˜o e
sem perda de generalidade, que tais entradas sa˜o as das posic¸o˜es (1, n) e (n, 1).
A matriz parcial A e´ da seguinte forma
A =

a11 a12 . . . a1n−1 ?
a21 a22 . . . a2n−1 a2n
...
...
...
...
an−11 an−12 . . . an−1n−1 an−1n
? an2 . . . ann−1 ann
 .
Dado x ∈ R, definimos o completamento Ax de A como sendo a matriz
Ax =

a11 a12 . . . a1n−1 x
a21 a22 . . . a2n−1 a2n
...
...
...
...
an−11 an−12 . . . an−1n−1 an−1n
x an2 . . . ann−1 ann
 .
Facilmente se verifica que
detAx = detA0 + (−1)n+1x (detA0 [{1, . . . , n− 1}|{2, . . . , n}]
+ detA0 [{2, . . . , n}|{1, . . . , n− 1}])− x2 detA [{2, . . . , n− 1}] .
Logo, ou temos 2 ou 1 ou 0 valores de x para os quais este determinante e´ nulo.
Todas as submatrizes principais que x completa sa˜o da forma de Ax. Assim,
existe um nu´mero finito de valores de x que teˆm de ser desconsiderados para que
Ax seja uma PN–matriz parcial. Por outras palavras, existe um subconjunto
finito S de R tal que Ax e´ uma PN–matriz para qualquer x em R− S. 2
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5.2 A resposta ao problema
Estamos, agora, em condic¸o˜es de apresentar uma resposta ao problema mais
geral em cada um dos casos combinatorialmente sime´trico e na˜o combinatorial-
mente sime´trico.
Teorema 5.1. Toda a PN–matriz parcial combinatorialmente sime´trica admite
PN–completamentos.
Demonstrac¸a˜o. A demonstrac¸a˜o segue por induc¸a˜o no nu´mero p de pares de
entradas posicionalmente sime´tricas na˜o especificadas na matriz parcial.
O caso p = 1 foi ja´ estudado na Proposic¸a˜o 5.2. Consideramos, enta˜o, p > 1.
Por hipo´tese de induc¸a˜o, admitamos que toda a PN–matriz parcial combinatori-
almente sime´trica com p− 1 pares de entradas na˜o especificadas posicionalmente
sime´tricas admite PN–completamentos.
Seja A uma PN–matriz parcial combinatorialmente sime´trica com p pares de
entradas posicionalmente sime´tricas na˜o prescritas.
Consideremos um par de entradas posicionalmente sime´tricas na˜o especifi-
cadas e todas as submatrizes principais maximais A [α1] , A [α2] , . . . , A [αr] que
este par completa. Cada submatriz A [αi] e´ uma PN–matriz parcial combinato-
rialmente sime´trica com um u´nico par de entradas na˜o prescritas. Assim, pela
Proposic¸a˜o 5.2, A [αi] pode ser completada, de modo a obter-se uma PN–matriz,
com um par de valores (xi, xi) para xi ∈ R−Si, sendo Si um conjunto finito. Seja
x ∈ R− (S1 ∪ S2 ∪ . . .∪ Sr). Completemos, enta˜o, o par de entradas considerado
com o par (x, x). Obtemos uma PN–matriz parcial combinatorialmente sime´trica
com p − 1 pares de entradas posicionalmente sime´tricas na˜o especificadas. Pela
hipo´tese de induc¸a˜o, tal PN–matriz parcial admite um PN–completamento que
e´, tambe´m, um completamento da matriz parcial inicial A. 2
Conclu´ımos, de seguida, o nosso estudo do problema de completamento de
PN–matrizes parciais com o resultado relativo a` completabilidade de PN–matri-
zes parciais na˜o combinatorialmente sime´tricas.
Teorema 5.2. Toda a PN–matriz parcial na˜o combinatorialmente sime´trica ad-
mite PN–completamentos.
Demonstrac¸a˜o. SejaA uma PN–matriz parcial na˜o combinatorialmente sime´trica.
Se A tem uma e uma so´ entrada na˜o especificada, a Proposic¸a˜o 5.1 permite-nos
garantir a existeˆncia do completamento desejado.
Admitamos, enta˜o, que A tem mais do que uma entrada na˜o especificada e
consideremos o ı´ndice mais pequeno i ∈ {1, . . . , n} para o qual existe um ı´ndice
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s ∈ {1, . . . , n} tal que (i, s) e´ na˜o especificada e (s, i) e´ especificada. Seja j o mais
pequeno desses ı´ndices.
Consideremos a matriz parcial obtida completando a entrada (i, j) com xij e
todas as suas submatrizes principais maximais que xij completa. Sabemos que
cada uma dessas submatrizes tem determinante nulo para um conjunto finito
de valores de xij . Podemos, pois, escolher xij por forma a que sejam todas
PN–matrizes. Obtemos, desta forma, uma nova PN–matriz parcial.
Passamos, caso exista, ao pro´ximo mais pequeno ı´ndice s ∈ {1, . . . , n} tal que
(i, s) e´ na˜o especificada e (s, i) e´ especificada e repetimos o racioc´ınio. No mo-
mento em que percorremos todos esses ı´ndices s, passamos ao seguinte ı´ndice mais
pequeno i ∈ {1, . . . , n} para o qual existe um ı´ndice s ∈ {1, . . . , n} tal que (i, s) e´
na˜o especificada e (s, i) e´ especificada. Procedemos de modo ana´logo e assim su-
cessivamente ate´ obtermos uma PN–matriz parcial combinatorialmente sime´trica
ou ate´ que haja uma u´nica entrada na˜o especificada. Aplicando o Teorema 5.1
ou a Proposic¸a˜o 5.1, podemos, enta˜o, garantir a existeˆncia do completamento
desejado. 2
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Cap´ıtulo 6
Concluso˜es e linhas futuras
Ao longo do estudo que nos levou a este presente trabalho, depara´mo-nos
com inu´meros resultados, de va´rios autores, que fazem toda esta Teoria de Com-
pletamento e que convergem numa metodologia combinatorial. Encontramos,
nesses estudos, motivac¸a˜o para investigar novos problemas de completamento de
matrizes sobre o corpo dos reais bem como algumas questo˜es em aberto em pro-
blemas ja´ abordados anteriormente. Obtivemos alguns sucessos que agrupamos
nesta pequena contribuic¸a˜o para o estudo de problemas de completamento de
matrizes.
A` medida que desenvolv´ıamos este nosso estudo, fomos encontrando proble-
mas para os quais na˜o foram ainda apresentadas quaisquer respostas. Sa˜o pro-
blemas em aberto que, estamos certos, sera˜o base de trabalhos posteriores. Neste
cap´ıtulo, apresentamos uma pequena s´ıntese dessas questo˜es que consideramos
mais interessantes.
Ao analisar o problema de completamento de N–matrizes parciais encontra-
mos, como ponto de partida, a necessidade de exigir que a N–matriz parcial fosse
diagonalmente semelhante a uma matriz parcial em PSn. Como ja´ referimos
anteriormente, esta condic¸a˜o na˜o e´ suficiente no caso na˜o combinatorialmente
sime´trico. Na˜o chega´mos, no entanto, a nenhum resultado conclusivo sobre a
suficieˆncia de tal condic¸a˜o no caso combinatorialmente sime´trico, o que nos leva
a` seguinte questa˜o:
Questa˜o 1. Seja A uma N–matriz parcial combinatorialmente sime´trica perten-
cente a PSn, com n ≥ 4. Existe algum N–completamento Ac de A?
Relativamente aos grafos cordais, foi garantida a existeˆncia do completamento
desejado de toda a N–matriz parcial cujo grafo associado e´ 1–cordal. Continua,
contudo, em aberto o problema seguinte:
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Questa˜o 2. Seja A uma N–matriz parcial n× n cujo grafo das entradas especi-
ficadas e´ p–cordal, com p ≥ 2. A admite N–completamentos?
Respeitante ao caso na˜o combinatorialmente sime´trico, parece-nos particular-
mente interessante a questa˜o que de seguida colocamos.
Questa˜o 3. Seja A uma N–matriz parcial pertencente a PSn cujo digrafo asso-
ciado e´ um digrafo CDUM. Existe algum N–completamento de A?
Vimos ja´ que a questa˜o ana´loga para as N3–matrizes parciais tem resposta
afirmativa e, num estudo preliminar, conclu´ımos que e´ poss´ıvel garantir a existeˆn-
cia de um N–completamento para n ≤ 8, o que nos leva a acreditar que tambe´m
esta questa˜o tem resposta afirmativa.
Na abordagem do problema de completamento das TNP–matrizes parciais,
apresentamos condic¸o˜es nos ve´rtices separadores minimais sob as quais e´ poss´ıvel
garantir a existeˆncia de um TNP–completamento de uma dada TNP–matriz par-
cial cujo grafo associado e´ 1–cordal monotonamente etiquetado. Quando essas
condic¸o˜es na˜o sa˜o satisfeitas, nada podemos dizer sobre a existeˆncia do comple-
tamento desejado. Nesse contexto, analisamos o caso mais simples dos grafos
1–cordais: o caso dos caminhos na˜o dirigidos, chegando a resultados parciais.
Todavia, continua em aberto a questa˜o que se segue.
Questa˜o 4. Seja A uma TNP–matriz parcial n×n, n ≥ 7, cujo grafo das entra-
das especificadas e´ um caminho, tal que pelo menos uma das entradas das posic¸o˜es
(i, i), com 2 ≤ i ≤ n − 1, e´ nula. Sob que condic¸o˜es existe um TNP–comple-
tamento de A?
Ainda no enquadramento dos grafos cordais e tendo em conta os resultados
descritos anteriormente, surge o seguinte problema:
Questa˜o 5. Seja A uma TNP–matriz parcial n×n, n ≥ 5, cujo grafo associado
e´ p–cordal, com p ≥ 2. Sob que condic¸o˜es existe um TNP–completamento de A?
Na˜o admitindo a existeˆncia de elementos da diagonal principal nulos, apre-
sentamos condic¸o˜es necessa´rias e suficientes sob as entradas de uma qualquer
TNP–matriz parcial A, cujo grafo associado e´ um ciclo na˜o dirigido monotona-
mente etiquetado, para que exista um TNP–completamento Ac de A. Tal facto
leva-nos a colocar as seguintes questo˜es:
Questa˜o 6. Seja A uma TNP–matriz parcial combinatorialmente sime´trica
n × n, cujo grafo associado e´ um ciclo na˜o monotonamente etiquetado. As
condic¸o˜es apresentadas para os ciclos monotonamente etiquetados sa˜o necessa´rias
e/ou suficientes para garantir a existeˆncia de um TNP–completamento de A?
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Questa˜o 7. E´ poss´ıvel utilizar as condic¸o˜es apresentadas para os ciclos mono-
tonamente etiquetados para outros tipos de grafos na˜o cordais monotonamente
etiquetados nos quais o ciclo tem um papel importante?
Analisando o problema em questa˜o para as matrizes parciais na˜o combinato-
rialmente sime´tricas, vimos ja´ que e´ poss´ıvel garantir a existeˆncia do completa-
mento desejado quando o digrafo associado e´ um caminho totalmente especificado.
A seguinte questa˜o, mais geral, continua, no entanto, em aberto:
Questa˜o 8. Seja A uma TNP–matriz parcial na˜o combinatorialmente sime´trica
cujo digrafo associado e´ ac´ıclico. Sob que condic¸o˜es existe um TNP–completa-
mento de A?
O problema de completamento de M–matrizes parciais esta´ resolvido de
forma impl´ıcita por Johnson e Smith: uma M–matriz parcial A admite M–com-
pletamentos se e so´ se A0 e´ uma M–matriz. Continua, no entanto, em aberto o
problema de identificac¸a˜o do tipo de estruturas da matriz parcial que nos permi-
tem garantir a existeˆncia do completamento desejado. Neste nosso estudo, apre-
sentamos resultados relativos a` completabilidade de M–matrizes parciais cujos
grafos associados sa˜o caminhos na˜o dirigidos. Em tais resultados, encontramos
condic¸o˜es necessa´rias e suficientes para que uma tal M–matriz parcial admita
M–completamentos consideravelmente mais simples do que as condic¸o˜es dadas
na resoluc¸a˜o de Johnson e Smith. Nesse sentido, surgem diversas questo˜es que
resumimos na que se segue:
Questa˜o 9. Podemos obter resultados ana´logos aos apresentados para os cami-
nhos na˜o dirigidos para outras estruturas das matrizes parciais no problema de
completamento de M–matrizes parciais?
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Lista de Notac¸o˜es
C – conjunto dos nu´meros complexos.
R – conjunto dos nu´meros reais.
R+ – conjunto dos nu´meros reais positivos.
R−0 – conjunto dos nu´meros reais na˜o positivos.
R+0 – conjunto dos nu´meros reais na˜o negativos.
Rn – conjunto das matrizes sobre R do tipo n× 1.
Cn – conjunto das matrizes sobre C do tipo n× 1.
Zn – conjunto das matrizes quadradas de ordem n, sobre R, com entradas na˜o
diagonais na˜o positivas.
max – ma´ximo.
min – mı´nimo.
In – matriz identidade de ordem n.
0 – escalar, matriz ou vector nulo.
A−1 – matriz inversa da matriz A.
AT – transposta da matriz A.
A∗ – transposta conjugada da matriz complexa A.
detA – determinante da matriz A.
r (A) – caracter´ıstica da matriz A.
A ≥ 0 – todas as entradas da matriz A sa˜o na˜o negativas.
A ≤ 0 – todas as entradas da matriz A sa˜o na˜o positivas.
A [α|β] – submatriz de A obtida suprimindo de A as linhas cujos ı´ndices na˜o esta˜o
em α e as colunas cujos ı´ndices na˜o esta˜o em β.
A [α] – o mesmo que A [α|α].
diag(d1, . . . , dn) – matriz diagonal de ordem n cuja entrada (i, i) e´ a componente
i de (d1, . . . , dn).
ei – vector unita´rio de ordem n cuja coordenada na˜o nula (igual a 1) e´ a i–e´sima.
A ◦B – produto de Hadamard das matrizes A e B m× n.
λ – valor pro´prio de uma matriz quadrada (usualmente)
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{λi} – conjunto dos valores pro´prios (espectro) de uma matriz quadrada A; se A
e´ hermı´tica, consideramos, usualmente, λ1 ≤ λ2 ≤ . . . ≤ λn.
ρ(A) – raio espectral de A.
X ′ – o complementar do conjunto X no universo considerado.
|X| – nu´mero de elementos do conjunto X.
#X – o mesmo que |X|.
X − Y – conjunto dos elementos de X que na˜o pertencem a Y .
sign(x) – sinal do real na˜o nulo x (igual a 1 se x e´ positivo e a −1 se x e´ negativo).
sgn(σ) – sinal da permutac¸a˜o σ.
c.p.o. – conjunto parcialmente ordenado.
Sn – conjunto das matrizes n × n A = (aij)ni,j=1 sem entradas nulas e tais que
sign(aij) = (−1)i+j+1, para quaisquer i, j ∈ {1, . . . , n}.
PSn – conjunto das matrizes parciais n × n A = (aij)ni,j=1 sem entradas especi-
ficadas nulas e tais que sign(aij) = (−1)i+j+1 sempre que (i, j) e´ especificada,
i, j ∈ {1, . . . , n}.
GA – grafo das entradas especificadas da matriz parcial A (grafo associado de A).
DA – digrafo das entradas especificadas da matriz parcial A (digrafo associado
de A).
ΓA – padra˜o da matriz parcial A.
G ∼= H – o grafo (digrafo) G e´ isomorfo ao grafo (digrafo) H.〈
S
〉
– subgrafo induzido.
din(j) – grau de entrada do ve´rtice j.
dout(j) – grau de sa´ıda do ve´rtice j.
dd(j) – grau de descida do ve´rtice j.
du(j) – grau de subida do ve´rtice j.
Kp – clique com p ve´rtices.
A0 – completamento nulo de A (matriz obtida de uma matriz parcial A comple-
tando todas as entradas na˜o especificadas com 0).
DN–matriz – matriz duplamente negativa.
PN–matriz – matriz principalmente na˜o singular.
TNP–matriz – matriz totalmente na˜o positiva.
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algoritmo, 33
Pk–completamento, 179
Pk–matriz, 52, 178
parcial, 179
P–completamento, 172
P–matriz, 51, 172
condic¸o˜es equivalentes, 51
parcial, 172
PN–completamento, 208
PN–matriz, 56, 208
condic¸a˜o equivalente, 56
parcial, 208
produto de Hadamard, 10
semiciclo, 23
subgrafo, 20
dirigido, 21
induzido, 21
induzido, 20
TN–matriz, 47
TNP2–completamento, 168
TNP2–matriz, 168
parcial, 168
TNP–completamento, 112
TNP–matriz, 47, 112
parcial, 112
ve´rtice, 20, 21
grau de descida, 28
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