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Abstract Assume that f is the characteristic function of a probability measure µ f on R
n. Let σ > 0. We study
the following extrapolation problem: under what conditions on the neighborhood of infinity Vσ = {x ∈ Rn : |xk| >
σ , k = 1, . . . ,n} in Rn does there exist a characteristic function g on Rn such that g = f on Vσ , but g 6≡ f ? Let µ f
have a nonzero absolutely continuous part with continuous density ϕ . In this paper certain sufficient conditions on
ϕ and Vσ are given under which the latter question has an affirmative answer. We also address the optimality of
these conditions. Our results indicate that not only does the size of both Vσ and the support suppϕ matter, but also
certain arithmetic properties of suppϕ .
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1 Introduction
A function f :Rn → C is said to be positive definite if the inequality
n
∑
j,k=1
f (x j− xk)c jck ≥ 0
holds for all finite sets of complex numbers c1, . . . ,cn and points x1, . . . ,xn ∈ Rn. Any such a
function f satisfies
f (−x) = f (x) and | f (x)| ≤ f (0) (1.1)
for all x ∈ Rn. The Bochner theorem gives the description of continuous positive definite func-
tions in terms of the Fourier transform. For this reason, let us recall certain notions.
Let M(Rn) be the Banach algebra of bounded regular complex-valued Borel measures µ on Rn.
As usual, M(Rn) is equipped with the total variation norm ‖µ‖. For µ ∈M(Rn), we define the
Fourier transform by
µˆ(x) =
∫
Rn
e−i(x,t)dµ(t),
x ∈ Rn, where (x, t) = ∑nk=1 xktk is the scalar product on Rn. We identify L1(Rn) with the closed
ideal in M(Rn) of all measures which are absolutely continuous with respect to the Lebesgue
measure dt = dt1 · . . . ·dtn on Rn.
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Let µ ∈ M(Rn) be a positive measure. If ‖µ‖ = 1, then in the language of probability theory,
µ and f (x) := µˆ(x), x ∈ Rn, are called a probability measure and its characteristic function,
respectively. In particular, if µ = ϕ dt with ϕ ∈ L1(Rn) such that ‖ϕ‖L1(Rn) = 1 and ϕ ≥ 0 on
Rn, then ϕ is called the probability density function of µ , or the probability density for short.
The Bochner theorem (see, e.g., [7, p. 57]) states that a function f : Rn → C is the characteristic
function of a probability measure if and only if f is continuous and positive definite on Rn with
f (0) = 1.
Given a characteristic function f , we are interested in the question: Is it true that for any open
subset U of Rn, 0 6∈U , there exists a characteristic function g such that g = f on U but g 6≡ f ?
Our interest to this question is initiated by a similar problem posed by N.G. Ushakov in ([7, p.
276]): Is it true that for any interval [a,b]⊂ R, 0 /∈ [a,b], there exists the characteristic function
f such that f 6≡ e−x2/2, but f (x) = e−x2/2 for all x ∈ [a,b]? A positive answer to this question
follows immediately from the following result of Gneiting (see [1, p.360]):
Let f : R → C be the characteristic function of a distribution with a continuous and strictly
positive density. Then there exists, for each a > 0, a characteristic function g such that f (x) =
g(x) if x= 0 or |x| ≥ a and f (x) 6= g(x) otherwise.
Next, in [1, p. 361], the author says that a characteristic function f has the substitution property
if, for any a > 0, there exists a characteristic function g such that f (x) = g(x) for |x| > a but
f 6≡ g. Also in [1, p. 361], we can find such a conjecture:
One might conjecture that any characteristic function with an absolutely continuous component
has the substitution property.
This assumption is not confirmed. Indeed, it follows from the following our result (see [3, p.
238]):
Proposition 1.1 . Let f : R→ C be the characteristic function of the triangular (Simpson) dis-
tribution with the density function ϕ defined by
ϕ(t) =
{
1−|t|, |t| ≤ 1,
0, otherwise.
Suppose g : R→ C is a characteristic function such that f (x) = g(x) for all |x|> ρ with certain
ρ > 0. If ρ ≤ pi/2, then f ≡ g.
In this paper, a problem of uniqueness for an extrapolation of characteristic functions of sev-
eral variables is studied. More precisely, given a characteristic function f :Rn →C, we consider
characteristic extrapolations of f , in a manner indicated by the above mentioned Ushakov’s prob-
lem, from neighborhoodsU of infinity to the whole Rn. Any characteristic function f : Rn → C
satisfies f (−x) = f (x), x ∈ Rn. This implies that it is enough to study the extensions of f only
from symmetric neighborhoods of infinity.
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Let us recall certain notations. Any characteristic function f : Rn → C satisfies f (−x) = f (x),
x ∈ Rn. This implies that it is enough to study the extensions of f only from symmetric neigh-
borhoods of infinity. For σ > 0, set Qnσ = {x ∈ Rn : |xk| ≤ σ ,k= 1, . . . ,n}. Then
Vσ = R
n \Qnσ
denotes such a neighborhood. We say that f has the σ -deterministic property if there exists no
other characteristic function g such that f (x) = g(x) for all x ∈Vσ .
Given a continuous function ϕ :Rn → C, we define its support suppϕ as usual. Set
S(ϕ) = {t ∈ Rn : |ϕ(t)|> 0}.
We call S(ϕ) the essential support of ϕ . Then N(ϕ) := Rn \ S(ϕ) is the zero set of ϕ . If A and
B are subsets of Rn and ω ∈ Rn, then A+B and ω ·A denote the sets {a+ b : a ∈ A,b ∈ B}
and {(ω1a1, . . . ,ωnan) : a ∈ A}, respectively. In particular, if ωk 6= 0 for all k, then (1/ω)A =
{((1/ω1)a1, . . . ,(1/ωn)an) : a= (a1, . . . ,an) ∈ A}. Finally, let Zn be the usual integer n-lattice,
where Z is the group of integers.
The following theorem is the main result of this paper.
Theorem 1.2 . Let f : Rn → C be the characteristic function of a probability measure µ . Sup-
pose that µ has a nonzero absolutely continuous part with continuous density ϕ . If there exist
a ∈ Rn and τ ∈ Rn, τk > 0, k = 1, . . . ,n, such that
τ ∈ (1/σ)Qn2pi (1.2)
and
( supp ϕ)∩(a+ τ Zn)= /0, (1.3)
then f has the σ -deterministic property.
The statement of this theorem together with proposition 1.1 shows that the σ -deterministic prop-
erty of f depends not only on the size of both Vσ and suppϕ , but also on certain arithmetic
properties of suppϕ .
Now we will explain how accurate are our conditions (1.2) and (1.3). Given δ > 0 and 2≤ q≤∞,
let
Enq (δ ) = {x ∈ Rn :
n
∑
k=1
|xk|q < δ}.
Of course, En∞(δ ) = intQ
n
(δ ,...,δ ). Let ϕ be any continuous density such that
S(ϕ) = Enq(δ ). (1.4)
Take an arbitrary σ > 0 such that
0< δσ < pin
1
q . (1.5)
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Then it is easily checked that there exist a ∈Rn and τ ∈Rn such that (1.2) and (1.3) are satisfied.
More precisely, if (1.5) is satisfied, then there exists ε > 0 such that we can take τk = 2δn
−1/q+ε
for all k = 1, . . . ,n, and
a= δn−
1
q (1+ ε, . . . ,1+ ε).
Hence, (1.5) is an example of sufficient conditions for the σ -deterministic property of f with
density ϕ satisfying (1.4). It turns out that, at least for q = 2, this condition is sharp in the
following sense.
Theorem 1.3 . Let f :Rn→C be the characteristic function of a continuous probability density
ϕ . Suppose that there exists δ > 0 such that
S(ϕ) = En2(δ ). (1.6)
If
δσ > pin
1
2 , (1.7)
k = 1, . . . ,n, then f has not the σ -deterministic property.
Let us remind of our previous paper [4]. The main result of [4] states that if ϕ is a continuous
probability density of one variable and Λ j = τ j+α jZ, τ j ∈ R, α j > 0, j = 1,2 are lattices with
Λ1∩Λ2 = /0 such that ϕ vanishes on Λ1∪Λ2 and α jσ ≤ 2pi , j = 1,2, then, for any characteristic
function g : R→ C with g = ϕ̂ on Vσ = {x ∈ R : |x| > σ}, we have that g ≡ ϕ̂ , i.e., ϕ̂ has the
σ -deterministic property.
2 Preliminaries
The aim of this section is to prove a number of auxiliary results on the theory of entire functions
of several variables that are needed for the proofs of our main results.
For a closed subset Ω ⊂ Rn, a function ω : Rn → C is called bandlimited to Ω if ω̂ vanishes
outside Ω. The subset B1Ω in L
1(Rn) of all F ∈ L1(R) such that F is bandlimited to Ω is called the
Bernstein space. B1Ω is a Banach space with respect to the L
1(Rn) norm. Below we consider only
the case where Ω = Qnσ . By the Paley-Wiener theorem, any F ∈ B1Qnσ is infinitely differentiable
on Rn and has an extension onto the complex space Cn to an entire function. For any F ∈ B1Qnσ
and ν ∈ Rn, νk 6= 0, k = 1, . . . ,n, the Poisson summation formula (see, e.g., [5, p. 166])
∑
ω∈νZn
F(x+ω) =
1
∏nk=1 |νk| ∑θ∈(1/ν)Zn
F̂
(
2piθ
)
e2pii(x,θ ) (2.1)
holds for all x ∈ Rn. Note that both sums in (2.1) converge absolutely.
For m= 1,2, . . . ,n, let us denote by Hnm the set
Hnm = {z= (z1, . . . ,zn) ∈ Cn : zm ∈ Z}.
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It follows immediately that
k+Hnm = H
n
m (2.2)
for any k ∈ Zn and if ρ is a permutation of {1,2, . . . ,n}, then
λ ∈ Hnm if and only if (λρ(1),λρ(2), . . . ,λρ(n)) ∈ Hnρ(m). (2.3)
Set
Hn =
n⋃
m=1
Hnm.
In the sequel, we will use several times the function
∆n(z) =
n
∏
k=1
sin(pizk) (2.4)
with z = (z1, . . . ,zn) ∈ Cn. Obviously, ∆n is an entire function. We denote by N(F) the zero set
of an entire function F . Clearly,
N(∆n) = H
n.
Let A ⊂ Rn. For a function g : A→ R, we say that g has the same sign on A if g(t) ≥ 0 for all
t ∈ A, or g(t)≤ 0 for all t ∈ A.
Proposition 2.1 . Let F ∈ B1Qnσ . Assume that there exist a ∈ Rn and τ ∈ Rn, τk > 0, k = 1, . . . ,n,
such that
F(x) = 0 and
∂F(x)
∂xk
= 0 (2.5)
for k = 1, . . . ,n, and all x ∈ a+ τZn. Suppose, in addition, that F is real-valued on Rn and for
each x ∈ a+ τZn, there is its neighborhood Mx in Rn such that F has the same sign on Mx. If
(1.2) is satisfied, then F ≡ 0.
The proof of Proposition 2.1 is based on the following two lemmas.
Lemma 2.2 . Let F be an entire function on Cn such that
F(z) = 0 for all z ∈ Hnm, m= 1, . . . ,n. (2.6)
Then there exists an entire function G on Cn such that
F = G ·∆n. (2.7)
Proof. First, we claim that there exists an entire function f on Cn such that
F(z) =
( n
∏
k=1
zk
)
f (z), (2.8)
z ∈ Cn. To that end, we use the fact that any entire function F can be expanded in a series in
homogeneous polynomials
F(z) =
∞
∑
j=0
Pj(z), Pj(z) = ∑
|r|= j
crz
r, zr =
n
∏
k=1
z
rk
k , (2.9)
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where r is a non-negative n-multi-index, |r| = r1 + · · ·+ rn. Moreover, this series converges
uniformly on compact subsets of Cn. Set
Enm = {z ∈ Cn : z= (z1, . . . ,zm−1,0,zm+1, . . . ,zn)},
m= 1, . . . ,n. Clearly, Enm ⊂ Hnm, m= 1, . . . ,n. Hence, (2.6) is satisfied also for all z ∈ Enm. Next,
Emn may be identified in a natural way withC
n−1. Fix such anm. Then, using the identity theorem
for entire functions on Cn−1, we see that the condition F = 0 on Enm, is equivalent to cr = 0
for each r such that r = (r1, . . . ,rm−1,0,rm+1, . . . ,rn). Therefore, P0 = 0 and Pj(z) = zmQ j(z),
j = 1, . . . , where Q j is a homogeneous polynomial of degree j−1 or Q j ≡ 0. By repeating the
same for other Enm, we obtain that P1 = · · ·= Pn−1 ≡ 0 and
Pj(z) =
( n
∏
k=1
zk
)
R j(z) (2.10)
for j = n,n+ 1, . . . , where R j is a homogeneous polynomial of degree j− n or R j ≡ 0. Next,
the series ∑∞j=nR j converges on compact subsets of C
n, since ∑∞0 Pj has this property. Therefore,
∑∞j=nR j defines an entire function, say f , on C
n. This, in light of (2.9) and (2.10), proves our
claim (2.8).
Now using the equality Hn = N(∆n), we see that the function
G(z) :=
F(z)
∆n(z)
(2.11)
is well-defined for all z ∈ Cn \Hn. We claim that G can be extended to an entire function on
Cn. To this end, we are going to use the Riemann removable singularity theorem (see, e.g. [6, p.
175]) in the case of this function G and the analytic set Hn = N(∆n). Therefore, it is enough to
show that G is locally bounded on Hn, i.e., for every λ ∈ Hn there is its open neighborhoodUλ
in Cn such that G is bounded on (Cn \Hn)∩Uλ .
Let λ ∈ Hn. Hence, λ has at least one coordinate λi such that λi ∈ Z. Suppose that λ has exactly
p, 1≤ p ≤ n, such an λi1, . . . ,λip ∈ Z. Note that, for any ω ∈ Zn and for each perturbation ρ of
{1,2, . . . ,n}, we have
∆n(zρ(1)+ω1, . . . ,zρ(n)+ωn) = (−1)|ω|∆n(z)
for all z ∈ Cn. Moreover, the function
Fω,ρ(z) := F(zρ(1)+ω1, . . . ,zρ(n)+ωn)
also satisfies (2.6). Therefore, we can assume without loss of generality that
λ = (0, . . . ,0,λp+1, . . . ,λn) (2.12)
with λp+1, . . . ,λn ∈ C, but λp+1, . . . ,λn 6∈ Z.
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Substituting (2.8) in (2.11), we can rewrite (2.11) as
G(z) =
f (z)
a(z)b(z)
(2.13)
with
a(z) =
p
∏
j=1
sin(piz j)
z j
and b(z) =
n
∏
j=p+1
sin(piz j). (2.14)
Of course, if p = n, then we take b ≡ 1. Clearly, a and b are entire functions. Moreover, using
(2.12), we see that
a(λ ) = pi p and b(λ ) 6= 0.
Hence, there exists ε > 0 and a neighbourhoodUλ ⊂ Cn of λ such that
|a(z)| ≥ ε and |b(z)| ≥ ε
for all z ∈Uλ . Now using the expression (2.13) and the fact that f is entire, we obtain that G is
bounded on (Cn \Hn)∩Uλ . This yields our claim. Then (2.11) finishes the proof of Lemma 2.2.
Lemma 2.3 . Let G be an entire function onCn and suppose that G is real-valued onRn. Assume
that, for each x ∈ Zn, there is its neighborhood Vx in Rn such that the function
F(z) = G(z)∆n(z) (2.15)
has the same sign on Vx. Then there exists an entire function g such that
G(z) = g(z)∆n(z) (2.16)
for all z ∈ Cn.
Proof. We claim that
G(z) = 0 for all z ∈ Hnm, m= 1, . . . ,n. (2.17)
Fix any x= (k1, . . . ,kn) ∈ Zn. Take any number ε such that
0< ε < 1 and x+Qnε ⊂Vx, (2.18)
where Vx is a neighborhood which satisfies the hypothesis of our lemma. Then, for any t ∈
(−ε,ε)\{0}, we have that
xε,t = (k1+ ε, . . . ,kn−1+ ε,kn+ t) ∈Vx
and ∆n(xε,t) = −∆n(xε,−t). Therefore, G(xε,t) = −G(xε,−t), since the function (2.15) has the
same sign on Vx. By the continuity of G, we obtain that
G(xε,0) = 0 (2.19)
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for all numbers ε that satisfy (2.18). Next, using the same argument, we obtain also that
G(x−ε,0) = 0. (2.20)
Set G1(λ ) = G(λ ,kn), λ ∈ Cn−1. Then G1 is an entire function on Cn−1. Moreover, (2.19) and
(2.20) show that G1 vanishes on a real neighborhood of (k1, . . . ,kn−1), i.e., on the set
(k1, . . . ,kn−1)+Qn−1ε .
Therefore, the identity theorem for analytic functions ( see e.g., [6, p.21]) states that G1 ≡ 0
on Cn−1. Hence G = 0 on Hnn . In the same way we obtain that G = 0 on the other Hnm, m =
1, . . . ,n−1. This proved our claim (2.17).
Finally, (2.17) shows that G satisfies the hypotheses of Lemma 2.2. The proof is therefore com-
plete.
Proof of Proposition 2.1. We start with the observation that it is sufficient to consider the case
if a = 0, τ = (1, . . . ,1) and F ∈ B1Qn2pi , i.e., that the conditions (1.3) are satisfied for all x ∈ Z
n.
Indeed, it is clear that F ∈ B1Qnσ if and only if Fa,τ(x) := F(a1+ τ1x1, . . . ,an+ τnxn) ∈ B1τ·Qnσ .
Also (1.2) implies that B1Qnτσ
⊂ B1Qn2pi . Therefore, we can consider without loss of generality only
functions F from the larger space B1Qn2pi
and such that
F(x) = 0 and
∂F
∂x j
(x) = 0 (2.21)
for j = 1, . . . ,n and all x ∈ Zn.
Our proof is by induction on the dimension n of Cn. If n = 1, then we make use of the fact that
if F is a function of one variable such that F ∈ B12pi := B1[−2pi,2pi], then F can be expanded using
the Whittaker-Kotelnikov-Shannon sampling formula with derivatives (see [2, p. 60])
F(z) = ∑
n∈Z
(
F(n)+F ′(n)(z−n)
)(sin(pi(z−n))
pi(z−n)
)2
,
z ∈ C. By (2.21), this formula implies that F ≡ 0.
Suppose that the proposition holds for dimension n−1. Let F ∈ B1Qn2pi satisfy the hypothesis of
our proposition. Fix any k ∈ Z and set F1(λ ) := F(k,λ ), λ ∈ Cn−1. Then, for each λ ∈ Zn−1, F1
satisfies (2.21) and there is a neighborhood Mλ of λ in R
n−1 such that F1 has the same sign on
Mλ . Using the induction hypothesis, gives F1 = 0 on C
n−1. It follows that F = 0 on Hn1 . In the
same way we obtain that F = 0 also on Hnm, m= 2, . . . ,n. Therefore, by Lemma 2.2, F admits the
representation (2.7). Moreover, the functions F and G in (2.7) satisfy the conditions of Lemma
2.3. Thus,
F = g ·∆2n, (2.22)
where g is an entire function on Cn.
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We claim that F(z) = 0 for all z ∈Cn \N(∆n) =Cn \Hn. Fix any z ∈ Cn \N(∆n). For λ ∈ C, let
us define Fz(λ ) = F(λ ,z2, . . . ,zn). By (2.22), we get
Fz(λ ) = sin
2piλ ·g(λ ,z2, . . . ,zn) ·
n
∏
j=2
sin2piz j.
Then Fz ∈ B12pi , since F ∈ B1Qn2pi . Moreover, Fz satisfies (2.21) in the case of one variable. Then
Fz(λ ) = 0 for all λ ∈ C, as was proved above. Therefore, F(z) = Fz(z1) = 0. This yields the
claim.
Finally, since N(∆n) is a closed and proper subset of C
n, it follows that the entire function F
vanishes on an open and nonempty subset Cn \N(∆n) of Cn. Thus, F ≡ 0 and Proposition 2.1 is
proved.
3 Proofs
We define the inverse Fourier transform
χˇ(t) =
1
(2pi)n
∫
Rn
ei(t,x)χ(x)dx
so that the inversion formula (̂χˇ) = χ holds for suitable χ ∈ L1(Rn). Let B(Rn) = {µ̂ : µ ∈
M(Rn)} be the Fourier-Stieltjes algebra with the usual pointwise multiplication. The norm
in B(Rn) is inherited from M(Rn) in such a way ‖µˆ‖B(Rn) := ‖µ‖M(Rn). The Fourier algebra
A(Rn) = {ϕ̂ : ϕ ∈ L1(Rn)} is an ideal in B(Rn).
As usual, we write S(Rn) for the Schwartz space of test functions on Rn and S′(Rn) for the dual
space of tempered distributions.
Proposition 3.1 Let µ,η ∈ M(Rn). Assume that µ = µa+ µs and η = ηa+ηs are the usual
Lebesgue decompositions of µ and η into their absolutely continuous and singular parts, re-
spectively. If there exists an Vσ such that µ̂ = η̂ on Vσ , then µs = ηs.
Proof. Let u ∈ S(Rn) be such that u(t) = 1 for all t ∈ Qnσ . Then
µ̂ − η̂ ≡ u(µ̂ − η̂). (3.1)
Since S(Rn) ⊂ A(Rn) and A(Rn) is an ideal in B(Rn), it follows from (3.1) that there exists
χ ∈ L1(Rn) such that µ̂ − η̂ = χ̂ . Therefore, µs = ηs and Proposition 3.1 is proved.
Proof of Theorem 1.2. Assume that g is any characteristic function such that g = f on Uσ .
We need to show that f ≡ g. By Proposition 3.1, without loss of generality, we may assume
that f = ϕ̂ . Then we first claim that if µg is the probability measure such that g = µ̂g, then
µg is absolutely continuous with respect to the Lebesgue measure on R
n. Indeed, using that
f −g is compactly supported on Rn and f −g ∈ B(Rn), we have in a similar way as in the proof
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of Proposition 3.1, that f − g ∈ A(Rn). Since f ∈ A(Rn), it follows that g ∈ A(Rn), i.e., µg
has a density function ϑ . Therefore, our claim is proved. Note that ϑ is also continuous. More
precisely, ϑ ∈C0(Rn), whereC0(Rn) is the usual space of continuous functions onRn that vanish
at infinity. This follows from facts that both ϕ and ϕ −ϑ are elements of L1(Rn).
Let us define
ξ = ϕ −ϑ . (3.2)
Then ξ ∈ B1Qnσ , since g− f = 0 on Vσ . Furthermore, (3.2) implies that∫
Rn
ξ (x)dx= 0 (3.3)
and
ξ (x)≤ ϕ(x) (3.4)
for all x ∈ Rn. Combining (1.2) with (3.4), we see that
ξ (x)≤ 0 (3.5)
for x ∈ a+ τZn.
Next, we claim that
ξ (x) = 0, (3.6)
for all x ∈ a+ τZn. Indeed, applying (2.1) in the case of F = ξ , x= a, and ν = τ , we get
∑
ω∈τZn
ξ (a+ω) =
1
∏nk=1 τk
∑
θ∈(1/τ)Zn
ξ̂
(
2piθ
)
e2pii(a,θ ). (3.7)
If θ ∈ Zn and θ 6= 0, then (1.2) implies that
(2pi)/τ ∈ ∂Qnσ or (2pi)/τ 6∈ Qnσ .
Hence,
ξ̂
(
(2pi)/τ
)
= 0
for θ ∈ Zn, θ 6= 0, since ξ ∈ B1Qnσ . On the other hand, (3.3) gives that ξ̂ (0) = 0. Therefore, we
can rewrite (3.7) as
∑
ω∈Zn
ξ (a+ τω) = 0.
Combining this with (3.5), we obtain our claim (3.6).
Now, if a and τ are the same as in (1.3), then, for each x = a+ τω ∈ Rn, ω ∈ Zn, there exists a
neighborhood Mx of x in R
n such that Mx∩ suppϕ = /0. Therefore, (3.4) implies that ξ ≤ 0 on
Mx. In addition, by (3.6), we see that x is a local maximum point of ξ . Hence, for an infinitely
differentiable and real-valued on Rn function ξ , we get that
∂ξ (x)
∂xk
= 0
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for k = 1, . . . ,n and all x ∈ a+ τZn. Using this and (3.6), we obtain by Proposition 2.1, that
ξ ≡ 0. This is equivalent to g≡ f . Theorem 1.2 is proved.
Proof of Theorem 1.3. The argument at the beginning of the proof of Theorem 1.2 shows that
it is sufficient to prove that there exists ξ ∈ B1Qnσ , ξ 6≡ 0, satisfying (3.3) and (3.4). We claim that
there exist ρ > 0 and A> 0 such that the function
ξ (x) = ρ
n
∏
k=1
(
cos
σxk
2
x2k− (pi/σ)2
)2[
A2−
n
∑
k=1
x2k
]
(3.8)
is an element of B1Qnσ
and satisfies (3.3) and (3.4). Set
ξ1(x) =
(
cos σx
2
x2− (pi/σ)2
)2
and ξ2(x) = x
2ξ1(x),
x ∈ R. It is obvious that ξ1,ξ2 ∈ B1Q1σ . Next, (3.8) admits the following expansion
ξ (x) = ρ
(
A2
n
∏
k=1
ξ1(xk)−
n
∑
k=1
[
ξ2(xk) ·
n
∏
j=1, j 6=k
ξ1(x j)
])
. (3.9)
This implies that ξ ∈ B1Qnσ .
Now we find such an A for which (3.3) is satisfied. For this reason, we apply (2.1) to ξm, m= 1,2
in the case of n= 1, x= pi/σ , and ν = 2pi/σ . Then
∑
l∈Z
ξm
(
pi
σ
+
2pil
σ
)
=
σ
2pi ∑
k∈Z
ξ̂m(σk)e
ikpi . (3.10)
Since ξm
(
pi
σ +
2pil
σ
)
= 0 for any l ∈ Z\{−1,0} and ξ̂m(σk) = 0 for each k ∈ Z\{0}, it follows
from (3.10) that∫
R
ξm(t)dt = ξ̂m(0) =
2pi
σ
(
ξm
(
pi
σ
)
+ξm
(
−pi
σ
))
=
4pi
σ
ξm
(
pi
σ
)
. (3.11)
A straightforward calculation gives
ξ1
(
pi
σ
)
=
σ4
16pi2
and ξ2
(
pi
σ
)
=
pi2
σ2
ξ1
(
pi
σ
)
=
σ2
16
.
Hence, combining this with (3.9) and (3.11), we obtain∫
Rn
ξ (x)dx= ρ
(
A2
n
∏
k=1
∫
R
ξ1(xk)dxk−
n
∑
k=1
[∫
R
ξ2(xk)dxk ·
n
∏
j=1, j 6=k
∫
R
ξ1(x j)dx j
])
= ρ
(
A2
(
σ3
4pi
)n
−nσpi
4
(
σ3
4pi
)n−1)
= ρ
(
σ3
4pi
)n(
A2− pi
2
σ2
n
)
.
Therefore, if we take
A=
pi
√
n
σ
,
11
then (3.3) is satisfied.
Finally, we show that there exists ρ > 0 such that the function (3.8) satisfies (3.4). Indeed, (3.4)
is satisfied on
R
n \En2(A) = Rn \En2
(pi√n
σ
)
,
since ϕ ≥ 0 on Rn and ξ ≤ 0 on Rn \En2 ((pi
√
n)/σ). On the other hand, ϕ is continuous on Rn.
Hence, (1.6) and (1.7) imply that
inf
x∈En2 ((pi
√
n)/σ)
ϕ(x)> 0.
Using this and the fact that ξ is a bounded function on Rn, we see that there exists ρ > 0 such
that (3.4) is satisfied also on En2 ((pi
√
n)/σ). This finishes our proof.
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