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TRANSLATION-MODULATION INVARIANT BANACH SPACES OF
ULTRADISTRIBUTIONS
PAVEL DIMOVSKI, STEVAN PILIPOVIC´, BOJAN PRANGOSKI, AND JASSON VINDAS
Abstract. We introduce and study a new class of translation-modulation invari-
ant Banach spaces of ultradistributions. These spaces show stability under Fourier
transform and tensor products; furthermore, they have a natural Banach convolu-
tion module structure over a certain associated Beurling algebra, as well as a Banach
multiplication module structure over an associated Wiener-Beurling algebra. We also
investigate a new class of modulation spaces, the Banach spaces of ultradistribu-
tions MF on Rd, associated to translation-modulation invariant Banach spaces of
ultradistributions F on R2d.
1. Introduction
In this article we introduce and study a class of Banach spaces of ultradistributions
that are invariant under translation and modulation operators. We shall also use these
Banach spaces to define new classes of modulation spaces.
The modulation spaces were introduced by H. Feichtinger [13, 14] and provide a
natural framework to study many aspects of time-frequency analysis. Their proper-
ties were investigated in detail by him and K. Gro¨chenig in [16, 18, 19, 20, 17]. See
the monograph [22] for an overview of results and applications. Modulation spaces
have been considered by many authors both in the setting of distributions and ul-
tradistributions [4, 21, 23, 25, 33, 38], and they have shown useful in the study of
pseudo-differential and localization operators. The Banach spaces we introduce here
allow us to consider natural generalizations of the Mp,qω (R
d) spaces and further refine
the scale of modulation spaces. Our new modulation spaces turn out to be larger or
smaller than other extreme spaces usually considered in literature, but they still enjoy
good translation-modulation invariance properties.
We define the class of so-called translation-modulation invariant Banach spaces of
ultradistributions (TMIB) in Section 3. They are Banach spaces E that satisfy the
dense and continuous inclusions S∗† (R
d) →֒ E →֒ S ′∗† (R
d) with respect to Gelfand-
Shilov spaces, are invariant under the translations and modulations, and the operator
norms of translation and modulation operators satisfy certain growth bounds with re-
spect to the regularity of the Gelfand-Shilov space. We discuss in this section stability
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properties of the TMIB of ultradistributions and their duals (DTMIB of ultradistribu-
tions) under topological tensor products; we also show that they have a natural Banach
convolution module structure over a certain associated Beurling algebra, as well as a
Banach multiplication module structure over an associated Wiener-Beurling algebra.
We point out that the Banach space E is not assumed to be a solid Banach space in
the sense of [11]; indeed, the elements of E may not be L1loc functions and actually E
needs not even contain non-trivial compactly supported functions. We also mention
that our considerations apply to spaces of both quasianalytic and non-quasianalytic
type. Therefore, in the quasianalytic case, our TMIB of ultradistributions are not nec-
essarily so-called Banach spaces in ‘standard situation’ in the sense of W. Braun and
H. Feichtinger [2, 15] either, because their associated Wiener-Beurling algebras may
consist of quasianalytic functions.
We study in Section 4 a generalization of the modulation spaces, the space MF
consisting of ultradistributions on Rd whose short-time Fourier transforms belong to a
given F that is assumed to be either a TMIB or a DTMIB of ultradistributions on R2d.
The main difference between our setting in this paper and that of [19] is the absence
of solidity assumptions on F and of localization arguments in the quasianalytic case.
Despite the general character of F , we show here that the Banach space MF enjoys
most of the useful properties of the standard modulation spacesMp,qω (R
d) =ML
p,q
ω (R
2d).
Our results on (completed) tensor products from Section 3 provide a way to generate
a number of interesting instances of TMIB and DTMIB of ultradistributions on R2d;
their associated modulation spaces, in general, differ fromMp,qω (R
d). As an example, we
discuss in Section 5 the case of ML
2(Rd)⊗ˆπL
2(Rd), which is a proper subspace of L2(Rd);
here L2(Rd)⊗ˆπL
2(Rd) stands for the completion of L2(Rd) ⊗ L2(Rd) with respect to
the π-topology [36, 39].
2. Notation and Preliminaries
Let Mp and Ap, p ∈ N, be two weight sequences of positive numbers such that
M0 = M1 = A0 = A1 = 1. Throughout the article we assume that both sequences
satisfy the following three conditions:
(M.1) M2p ≤Mp−1Mp+1, p ∈ Z+;
(M.2) Mp ≤ c0H
p min
0≤q≤p
{Mp−qMq}, p, q ∈ N, for some c0, H ≥ 1;
(M.6) p! ⊂Mp; i.e., there exist c0, L0 ≥ 1 such that p! ≤ c0L
p
0Mp, p ∈ N.
The meaning of these standard conditions in the theory of ultradifferentiable func-
tions and ultradistributions is very well explained in [26]. Without any loss of gener-
ality, we can assume the constants c0, H and L0 that appear in these conditions are
the same for both sequences Mp and Ap. The special cases of the Gevrey sequences
Mp = p!
λ and Ap = p!
τ , for λ, τ ≥ 1, are classical examples of weight sequences
satisfying our assumptions. Observe also that Mp and Ap may or may not be quasian-
alytic [26]; although such a distinction plays basically no role in this paper, we refer to
[1, 10, 24, 26, 35] for properties of quasianalytic and non-quasianalytic functions.
We denote as M(·) and A(·) the associated functions of Mp and Ap, namely, M(ρ) =
supp∈N ln+(ρ
p/Mp), for ρ ≥ 0, and A(ρ) likewise defined. They are non-negative,
continuous, non-decreasing functions that vanish for sufficiently small ρ and grow more
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rapidly than ln ρn for any n ∈ Z+ as ρ→∞ (see [26]). For example, if Mp = p!
λ, one
has M(ρ) ≍ ρ1/λ. Given h > 0, we often write Mh(ρ) = M(hρ) and Ah(ρ) = A(hρ).
Let h > 0. We denote as S
Mp,h
Ap,h
the Banach space of all smooth functions ϕ ∈ C∞(Rd)
for which the norm
σ
Mp,h
Ap,h
(ϕ) = sup
α∈Nd
h|α|
∥∥eAhDαϕ∥∥
L∞(Rd)
Mα
is finite. One easily verifies that for h1 < h2 the canonical inclusion S
Mp,h2
Ap,h2
→ S
Mp,h1
Ap,h1
is compact. As locally convex spaces (from now on abbreviated as l.c.s.) we define
S
(Mp)
(Ap)
(Rd) = lim
←−
h→∞
S
Mp,h
Ap,h
and S
{Mp}
{Ap}
(Rd) = lim
−→
h→0+
S
Mp,h
Ap,h
.
The space S
(Mp)
(Ap)
(Rd) is an (FS)-space (Fre´chet-Schwartz space), while S
{Mp}
{Ap}
(Rd) is a
(DFS)-space (dual Fre´chet-Schwartz space), in particular they are Montel spaces; for
the abstract theory concerning (FS) and (DFS)-spaces we refer to [29, Appendix A].
For h > 0 and k ∈ N, we also define the Banach spaces
S∅,kAp,h = {ϕ ∈ C
k(Rd)| σ∅,kAp,h(ϕ) <∞},
S
Mp,h
∅,k = {ϕ ∈ C
∞(Rd)| σ
Mp,h
∅,k (ϕ) <∞},
S∅,k∅,h = {ϕ ∈ C
k(Rd)| σ∅,k∅,h(ϕ) <∞},
where the corresponding norms are
σ∅,kAp,h(ϕ) = sup
|α|≤k
‖eAhDαϕ‖L∞(Rd), σ
Mp,h
∅,k (ϕ) = sup
α∈Nd
h|α|‖(1 + | · |)kDαϕ‖L∞(Rd)
Mα
,
and σ∅,k∅,h(ϕ) = sup|α|≤k ‖(1 + | · |)
kDαϕ‖L∞(Rd). Clearly, the Schwartz space is S(R
d) =
lim
←−
k→∞
S∅,k∅,k and, similarly, we define the following (FS)-spaces of Beurling type,
S∅(Ap)(R
d) = lim
←−
k→∞
S∅,kAp,k, S
(Mp)
∅ (R
d) = lim
←−
k→∞
S
Mp,k
∅,k .
Note that S∅(Ap)(R
d) is always of non-quasianalytic nature, that is, it contains the
Schwartz space D(Rd) as a dense subspace.
Subsequently, we will use the common notation S∗† (R
d) for the five spaces S
(Mp)
(Ap)
(Rd),
S
{Mp}
{Ap}
(Rd), S
(Mp)
∅ (R
d), S∅(Ap)(R
d) and S(Rd) = S∅∅ (R
d). We endow the dual space
S ′∗† (R
d) with the strong dual topology. We emphasize again that if ∗ = ∅ or † = ∅,
only the Beurling case is considered. Furthermore, for the sake of convenience, we
shall always follow the ensuing convention. If ∗ = ∅, then the function Mh, h > 0,
stands for Mh(ρ) = h ln(1+ |ρ|), and we still also call M(ρ) = ln(1+ |ρ|) the associated
function of this case. This convention also applies to † = ∅ and in such case we write
Ah(ρ) = h ln(1+ |ρ|). We also mention that some of the proofs below will only be given
in the cases ∗ = (Mp), {Mp} and † = (Ap), {Ap}; the treatments of the other three
cases only require small adjustments and are therefore omitted.
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It is very important to note that S∗† (R
d) (and hence its strong dual S ′∗† (R
d), cf.
[39, p. Proposition 50.6, p. 523]) is nuclear in all cases considered in this article. In
fact, this observation is fundamental because it yields the validity of kernel theorems
via standard arguments (cf., e.g., [32, Subsection 2.3] and [34, Proposition 2]). The
nuclearity of S(Rd) is well known. That of S
(Mp)
(Ap)
(Rd) and S
{Mp}
{Ap}
(Rd) is shown in [32,
Proposition 2.10]; the same method applied in the quoted paper gives the nuclearity of
S∅(Ap)(R
d), whence we also obtain that S
(Mp)
∅ (R
d) is nuclear because it is isomorphic (as
l.c.s.) to S∅(Mp)(R
d) via Fourier transform. For future reference, we collect these facts
in the next proposition.
Proposition 2.1. The spaces S∗† (R
d) and S ′∗† (R
d) are nuclear. Furthermore, the fol-
lowing canonical isomorphisms of l.c.s. hold:
S∗† (R
d1+d2) ∼= S∗† (R
d1)⊗ˆS∗† (R
d2) ∼= Lb(S
′∗
† (R
d1),S∗† (R
d2)),
S ′∗† (R
d1+d2) ∼= S ′∗† (R
d1)⊗ˆS ′∗† (R
d2) ∼= Lb(S
∗
† (R
d1),S ′∗† (R
d2)).
The completed tensor products above are taken with respect to either the ǫ- or the
π-topology, which amounts to the same in view of nuclearity [39].
We shall also employ the following notation. We fix constants in the Fourier trans-
form as fˆ(ξ) = Ff(ξ) =
∫
Rd
e−2πix·ξf(x)dx, f ∈ L1(Rd). The Fourier transform is
a topological isomorphism between S∗† (R
d) and S†∗(R
d), and thus between the ultra-
distribution spaces S ′∗† (R
d) and S ′†∗ (R
d) by duality. Denote as Txf = f( · − x) and
Mξf = e
2πi〈ξ,·〉f(·) the operators of translation and modulation, respectively. Ob-
viously, they act continuously on S∗† (R
d) and, by duality, on S ′∗† (R
d) as well. For
f ∈ S ′∗† (R
d) and x, ξ ∈ Rd, we have TxMξf = e
−2πix·ξMξTxf , FTxf = M−xFf and
FMξf = TξFf . Given a weight function η : R
d → (0,∞) and 1 ≤ p ≤ ∞, we denote
as Lpη the weighted L
p space of measurable functions g such that ‖g‖Lpη := ‖ηg‖p <∞.
Finally, given a Banach space of ultradistributions X ⊆ S ′∗† (R
d), we define its
associated Fourier space as the Banach space FX = F(X) ⊆ S ′†∗ (R
d) with norm
‖fˆ‖FX = ‖f‖X .
3. Translation-modulation invariant Banach spaces of
ultradistributions
We introduce in this section a general class of Banach spaces of ultradistributions
that are invariant under the translation and modulation operators. An arrow X →֒ Y
always means continuous and dense inclusion between two l.c.s. In the sequel, if a
separate treatment is needed, we first state assertions for the Beurling cases of ∗ and
†, followed by the Roumieu one in parenthesis.
Definition 3.1. A Banach space E is said to be a translation-modulation invariant
Banach space of ultradistributions (in short: TMIB) of class ∗ − † if it satisfies the
following three conditions:
(a) The continuous and dense inclusions S∗† (R
d) →֒ E →֒ S ′∗† (R
d) hold.
(b) Tx(E) ⊆ E and Mξ(E) ⊆ E for all x, ξ ∈ R
d.
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(c) There exist τ, C > 0 (for every τ > 0 there exists Cτ > 0), such that
1
(3.1) ωE(x) := ‖Tx‖L(E) ≤ Ce
Aτ (|x|) and νE(ξ) := ‖M−ξ‖L(E) ≤ Ce
Mτ (|ξ|).
The functions ωE : R
d → (0,∞) and νE : R
d → (0,∞) defined in (3.1) are called the
weight functions of the translation and modulation groups of E, respectively (in short:
its weight functions).
In the case ∗ = ∅, we also call a Banach space E fulfilling the conditions of Definition
3.1 a translation-modulation invariant Banach space of distributions. Note that in
this case the bound in (3.1) for the weight function of the modulation group reads
νE(ξ) ≤ C(1 + |ξ|)
τ , for some τ, C > 0. If † = ∅, the same comment applies to the
bound for ωE.
We mention that Definition 3.1 is intrinsically related to the notion of translation
invariant Banach spaces of ultradistributions (TIB) studied by the authors in [6, 7, 8, 9].
In fact, one readily verifies that E is a TMIB of class ∗ − † if and only if E is a TIB
of class ∗ − † and FE is a TIB of class † − ∗ (the latter readily follows from the
identity FMξf = TξFf and the definition of the norm on the Banach space FE).
Consequently, FE is a TMIB of class † − ∗ if E is a TMIB of class ∗ − †. Note also
that
ωFE(x) = νˇE(x) = νE(−x) and νFE(ξ) = ωE(ξ).
Definition 3.1 is similar to but not the same as the notion of Banach spaces in standard
situation, introduced by Braun and Feichtinger [2, Definition 3.1, p. 186], see Remark
3.13 below for a comparison.
We can use the results from [9, Section 3] to deduce a number of important properties
of a TMIB E. We start by pointing out that E must be separable, as follows from
property (a) of Definition 3.1, and, by using properties (a) and (b), one obtains that,
for any fixed g ∈ E,
(3.2) x 7→ Txg and ξ 7→Mξg
are continuous mappings from Rd to E; in other words, the translation and modulation
operators on E form both C0-groups.
It is also clear that the weight functions ωE and νE of a TMIB E are both measurable
(cf. [9, p. 149]), ωE(0) = νE(0) = 1, and their logarithms are subadditive functions.
Using these properties of the weight functions, we can induce two natural Banach
module structures on E with respect to convolution and multiplication. Denote as
L1ωE the Beurling algebra on R
d associated to the weight function of the translation
group of E. We also employ the associated Fourier space FL1νE corresponding to the
weight function of the modulation group of E. Note that the multiplication of elements
of FL1νE can be defined via Fourier transform and the convolution operation on L
1
νE
,
so that FL1νE becomes a Banach algebra under this multiplication. We refer to it
as the Wiener-Beurling algebra [1, 28] with weight function νE and use the notation
AνE = FL
1
νE
. Clearly, when νE ≥ 1, the Wiener-Beurling algebra AνE consists of
continuous functions and its multiplication operation coincides with ordinary pointwise
multiplication. Our results from [9] yield that E is simultaneously a Banach convolution
1Applying the closed graph theorem, the conditions (a) and (b) readily yield that Tx ∈ L(E) and
Mξ ∈ L(E) for every x, ξ ∈ Rd, see the proof of [9, Lemma 3.1]. This justifies the fact that we can
take their operator norms in (3.1).
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module over the Beurling algebra L1ωE and a Banach multiplication module over the
Wiener-Beurling algebra AνE , as follows:
Proposition 3.2. Let E be a TMIB of class ∗ − †. The convolution ∗ : S∗† (R
d) ×
S∗† (R
d) → S∗† (R
d) and multiplication · : S∗† (R
d) × S∗† (R
d) → S∗† (R
d) (uniquely) extend
as continuous bilinear mappings
∗ : L1ωE ×E → E and · : AνE × E → E
such that E becomes a Banach module over L1ωE and AνE with respect to these opera-
tions, that is,
(3.3) ‖g ∗ f‖E ≤ ‖g‖L1ωE‖f‖E, g ∈ L
1
ωE
, ∀f ∈ E,
and
(3.4) ‖h · f‖E ≤ ‖h‖AνE‖f‖E, ∀h ∈ AνE , ∀f ∈ E.
Furthermore, the convolution of f ∈ E and g ∈ L1ωE can be represented as a Bochner
integral of an E-valued function, that is,
g ∗ f =
∫
Rd
g(y)Tyfdy,(3.5)
while its multiplication with h ∈ AνE is given by the Bochner integral
h · f =
∫
Rd
(F−1h)(ξ)M−ξfdξ.(3.6)
Proof. If f, g ∈ S∗† (R
d), the relations (3.3) and (3.5) follow directly from [9, Lemmas
3.7 and 3.8]. Applying the same results to the TIB FE of class †−∗ and mapping back
with Fourier inverse transform, we obtain (3.4) and (3.6) (Bochner integrals commute
with continuous linear mappings). The rest follows from a density argument (using also
the Lebesgue dominated convergence theorem for Bochner integrals) because S∗† (R
d)
is dense in the three spaces E, L1ωE , and AνE (see, e.g., [9, Lemma 3.9] for the latter
two cases). 
The integral formulas in Proposition 3.2 are a powerful tool; the proof of the following
corollary is an elegant showcase for this.
Corollary 3.3. Let E be a TMIB of class ∗ − † and let ϕ, χ ∈ S∗† (R
d) with ϕ(0) = 1
and
∫
Rd
χ(x)dx = 1, and, for each n ∈ Z+, set ϕn(x) = ϕ(x/n) and χn(x) = n
dχ(nx).
Given any f ∈ E, we have
χn ∗ (ϕn · f)→ f in E.
Furthermore, for each g ∈ E ′ the functions ϕn · (χn ∗ g) belong to S
∗
† (R
d) and
ϕn · (χn ∗ g)→ g weakly* in E
′.
Proof. Clearly
∫
Rd
F−1ϕn(ξ)dξ = 1. For f ∈ E, (3.5) and (3.6) imply
‖f − χn ∗ (ϕn · f)‖E
≤
∫
Rd
|F−1ϕn(ξ)|‖f −M−ξf‖Edξ +
∫
Rd
|χn(y)|‖ϕn · f − Ty(ϕn · f)‖Edy
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≤
∫
Rd
|F−1ϕ(ξ)|‖f −M−ξ/nf‖Edξ
+
∫
R2d
|χ(y)||F−1ϕ(ξ)|‖M−ξ/nf − Ty/nM−ξ/nf‖Edydξ.
Now, Definition 3.1 (c) together with dominated convergence proves χn ∗ (ϕn · f)→ f
in E (note that the mappings (3.2) are continuous). For g ∈ E ′ ⊆ S ′∗† (R
d), it is trivial
that ϕn(χn ∗ g) ∈ S
∗
† (R
d) (this follows by direct verification, but, alternatively, it also
follows from general results such as [5, Theorems 4.19 and 4.20]). The last part then
follows by duality and the first part of the corollary. 
We are now able to obtain a characterization of compact subsets of a TMIB of class
∗ − † in the spirit of [15]. Indeed,
Proposition 3.4. Let G be a closed subset of a TMIB space E of class ∗ − †. Then,
G is compact in E if and only if the following conditions hold:
(i) supf∈G ‖f‖E = C <∞;
(ii) ∀ε > 0, ∃θ ∈ S∗† (R
d) such that ‖θ ∗ f − f‖E < ε, ∀f ∈ G;
(iii) ∀ε > 0, ∃ψ ∈ S∗† (R
d) such that ‖ψf − f‖E < ε, ∀f ∈ G.
Proof. The proof is similar to those of [15, Theorem 2.1 and Theorem 2.2]. The lack
of functions with compact support in S∗† (R
d) when Mp is quasianalytic requires to
slightly modify the argument; however, the integral formulas of Proposition 3.2 and
the topological structure of S∗† (R
d) and its dual give a way to overcome this difficulty.
Assume G satisfies (i)–(iii). Let ε > 0 be fixed. Take θ ∈ S∗† (R
d) such that ‖f −
θ ∗ f‖E ≤ ε/2, ∀f ∈ G, and for this θ pick ψ ∈ S
∗
† (R
d) such that ‖f − ψf‖E ≤
ε/(2(1 + |θ‖L1ωE )). Then
‖f − θ ∗ (ψf)‖E ≤ ‖f − θ ∗ f‖E + ‖θ ∗ (f − ψf)‖E ≤ ε, ∀f ∈ G.(3.7)
Let {fn}n∈Z+ be a sequence in G. Since G is bounded in E it is bounded in S
′∗
† (R
d),
hence relatively compact in S ′∗† (R
d) (the latter space is Montel). Furthermore, the
topology induced on G by S ′∗† (R
d) is metrizable; in the {Mp}−{Ap} case this is trivial
since S
′{Mp}
{Ap}
(Rd) is Fre´chet and in the (Mp)− (Ap), ∅− (Ap), (Mp)−∅ and ∅− ∅ cases
this follows from [37, Theorem 1.7, p. 128] and [39, Proposition 36.9, p. 376]. Thus,
there exists a subsequence of {fn}n which, by abuse of notation, we still denote by
{fn}n that converges to f ∈ S
′∗
† (R
d) in S ′∗† (R
d). Let ε > 0 be arbitrary but fixed. Pick
ψ, θ ∈ S∗† (R
d) such that (3.7) holds with ε/3. We claim that the mapping u 7→ θ∗(ψu),
S ′∗† (R
d)→ S∗† (R
d), is continuous. Clearly, it is well-defined, namely, θ ∗ (ψu) ∈ S∗† (R
d).
It is readily seen that it is continuous if we regard it as a mapping from S ′∗† (R
d) into
itself, hence its graph is a closed subspace of S ′∗† (R
d)×S∗† (R
d). The Pta´k closed graph
theorem [37, Theorem 8.5, p. 166] therefore proves its continuity (S∗† (R
d) is a Pta´k
space, see the examples in [37, Section 4.8, p. 162]). Thus, the sequence {θ ∗ (ψfn)}n
is Cauchy in S∗† (R
d) and hence in E as well. Hence, there exists n0 ∈ Z+ such that
for all n,m ≥ n0, n,m ∈ Z+, we have ‖θ ∗ (ψfn) − θ ∗ (ψfm)‖E ≤ ε/3. Combining
these facts, we conclude ‖fn − fm‖E ≤ ε, ∀n,m ≥ n0, i.e., {fn}n is Cauchy sequence
in E and hence f ∈ E and fn → f in E, which proves that G is compact. Assume
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now that G is compact. Clearly, (i) is satisfied. By using the integral formulas in
Proposition 3.2, in the same way as in the proof of Corollary 3.3, one can prove that
for each f ∈ E we have χn ∗ f → f and ϕnf → f in E, where χn and ϕn are as in
Corollary 3.3. Thus, the continuous mappings f 7→ χn ∗ f and f 7→ ϕnf , E → E, tend
to Id when we equip L(E,E) with the topology of simple convergence. The Banach-
Steinhaus theorem implies that the convergence holds for the topology of precompact
convergence and hence G satisfies (ii) and (iii). 
A Banach space is called a dual translation-modulation invariant Banach space of
ultradistributions (in short: DTMIB) of class ∗ − † if it is the strong dual of a TMIB
of class ∗ − †. If a DTMIB E is reflexive, it is actually a TMIB of class ∗ − †, as
follows from [9, Proposition 3.14, p. 156]; however, this is not the case in general
without reflexivity (e.g., property (a) from Definition 3.1 fails for E = L∞). On the
other hand, we always have that E →֒ S ′∗† (R
d), properties (b) and (c) from Definition
3.1 hold for E, and (3.2) are weakly* continuous mappings. Furthermore, we can also
provide E with a convolution and multiplication Banach module structures. Define
its weight functions also as in (3.1). Suppose E = F ′ where F is a TMIB of class
∗ − †. It is then clear that ωE = ωˇF and νE = νF . For a given f ∈ E we can then
introduce its multiplication with h ∈ AνE by duality: 〈hf, ϕ〉 = 〈f, hϕ〉, for ϕ ∈ F .
Similarly, one defines the convolution g ∗ f for g ∈ L1ωE (see [9, Eq. (3.11), p. 156]).
From Proposition (3.2) one easily obtains the following dual version. (Hereafter for
DTMIB, Pettis integrals are taken in the weak* topology of E with respect to the
duality E = F ′.)
Corollary 3.5. Let E be a DTMIB of class ∗ − † . Then, (3.3) and (3.4) hold.
Furthermore, the representations (3.5) and (3.6) are valid if interpreted as E-valued
Pettis integrals.
We are also interested in the stability of TMIB and their duals under tensor products.
So, the rest of this section discusses various methods how to construct TMIB on Rd1+d2
out of two TMIB on Rd1 and Rd2 as completed tensor products. Our next result makes
use of the so-called approximation property, we refer to [27, §43] and [37, Section III.9]
for this concept.
Theorem 3.6. Let E and F be TMIB of class ∗ − † on Rd1 and Rd2. Then,
(i) E⊗ˆǫF is a TMIB of class ∗ − † on R
d1+d2 and ωE⊗ˆǫF = ωE ⊗ ωF and νE⊗ˆǫF =
νE ⊗ νF .
(ii) If either E or F satisfies the approximation property, then E⊗ˆπF is also a
TMBI class ∗ − † with ωE⊗ˆπF = ωE⊗ˆǫF and νE⊗ˆπF = νE⊗ˆǫF .
Proof. First notice that E⊗ˆπF and E⊗ˆǫF are Banach spaces (see [27, Theorem 7, p.
178; Section 44.2, p. 267]). As S∗† (R
n) and S ′∗† (R
n) are nuclear (cf. Proposition 2.1),
we have
S∗† (R
d1)⊗π=ǫ S
∗
† (R
d2)
Id⊗πId
−֒−−−→ E ⊗π F −֒→ E ⊗ǫ F
Id⊗ǫId
−֒−−→ S ′∗† (R
d1)⊗π=ǫ S
′∗
† (R
d2)
(cf. [27, Theorem 8, p. 175; Section 41.5, p. 187; Theorem 6, p. 188; Theorem 1,
p. 275; Theorem 1, p. 280]). For the moment, we denote as Bǫ(X
′
σ, Y
′
σ) the l.c.s. of
separately continuous bilinear forms on X ′σ × Y
′
σ equipped with the ǫ-topology; it is
complete when X and Y are complete (see [27, Theorem 5, p. 167]). The diagram
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S∗† (R
d1+d2) S ′∗† (R
d1+d2)
S∗† (R
d1)⊗ˆS∗† (R
d2) S ′∗† (R
d1)⊗ˆS ′∗† (R
d2)
E⊗ˆπF E⊗ˆǫF
Bǫ(E
′
σ, F
′
σ)
canonical inclusion
∼=
Id⊗ˆπId
Id⊗ˆǫId
can.
inclusion
Id⊗ˆǫId
∼=
commutes, where, as usual, →֒ denotes continuous and dense inclusion (see Proposition
2.1 and [27, Theorem 5, p. 277]). Hence, E⊗ˆǫF satisfies Definition 3.1 (a). If E or
F satisfy the approximation property then [27, Theorem 12, p. 240] implies that the
canonical mapping E⊗ˆπF → Bǫ(E
′
σ, F
′
σ) is injective. Now, the commutative diagram
implies that we have the continuous injections
S∗† (R
d1+d2) →֒ E⊗ˆπF → E⊗ˆǫF →֒ S
′∗
† (R
d1+d2),
so that E⊗ˆπF satisfies Definition 3.1 (a). Since T(x,ξ) = Tx⊗Tξ and M(x,ξ) =Mx⊗Mξ
for all (x, ξ) ∈ R2d, the space E⊗ˆǫF satisfies Definition 3.1 (b) as well; analogously for
E⊗ˆπF . Moreover, T(x,ξ) andM(x,ξ) are continuous on E⊗ˆǫF and E⊗ˆπF and, obviously,
‖T(x,ξ)‖Lb(E⊗ˆτF ) = ωE(x)ωF (ξ) and ‖M(x,ξ)‖Lb(E⊗ˆτF ) = νE(−x)νF (−ξ)
with τ being either the π topology or the ǫ topology (see [27, Section 41.5, p. 187;
Theorem 1, p. 275]). The proof of the theorem is complete. 
We end this section with some further remarks about TMBI and DTMBI of ultra-
distributions.
Remark 3.7. Let E and F be as in Theorem 3.6.
(i) The Banach space of integral operators J (E, F ′) (in the sense of Grothendieck)
from E to F ′ equipped with the integral norm is a DTMIB of class ∗ − † on
Rd1+d2 , because J (E, F ′) is isomorphic to the strong dual of E⊗ˆǫF.
(ii) The dual of (E⊗ˆπF )
′ is norm isomorphic to the space of linear bounded opera-
tors from E into F ′. Thus, if either E or F satisfies the approximation property,
then Lb(E, F
′) is a DTMIB of class ∗ − † on Rd1+d2 .
Remark 3.8. Let η be a weight function of class † on Rd, that is, a positive measurable
function that satisfies the following condition: there exist C, h > 0 (resp. for every
h > 0 there exists C > 0) such that
η(x+ ξ) ≤ Cη(x)eAh(|ξ|),(3.8)
∀x, ξ ∈ Rd. The condition (3.8) ensures that Lpη is a TMIB of class ∗ − † on R
d if
1 ≤ p <∞, while L∞η is a DTMIB of class ∗ − †. Part (ii) of Theorem 3.6 concerning
E⊗ˆπF is applicable when E or F are the spaces L
p
η(R
d), 1 ≤ p < ∞, or, if η is in
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addition continuous and one of the spaces is Cη(R
d) = {ϕ ∈ C(Rd)|ϕ/η ∈ C0(R
d)}, as
all these spaces satisfy the approximation property.
Remark 3.9. Let E be a TMIB of class ∗ − † on Rd1 and let η be a weight function of
class † on Rd2 . Note that the weighted Bochner-Lebesgue space Lpη(R
d2 , E) is a tensor
product of Lpη and E and can canonically be identified with a subspace of S
′∗
† (R
d1+d2).
If 1 ≤ p < ∞, then Lpη(R
d2 , E) is a TMIB of class ∗ − † on Rd1+d2 . The space
Lpη(R
d2 , E ′) is a DTMIB of class ∗−† if 1 < p ≤ ∞ whenever E ′ has the Radon-Nikodym
property (in particular if E is reflexive). Note that the mixed weighted Lebesgue spaces
Lp,qη1⊗η2(R
d1+d2) arise in this way; in fact Lp,qη1⊗η2(R
d1+d2) = Lqη2(R
d2 , Lpη1(R
d1)).
Remark 3.10. In general, the completed tensor product of two Lp spaces with respect
to the π topology does not have to be a solid Banach space (see [15] for the definition
of a solid Banach space) even though its elements are all locally integrable functions.
For example, when 1 < p ≤ 2, Lp(Rd)⊗ˆπL
p(Rd) is not a solid Banach space. This
immediately follows from the following claim.
Claim. Let 1 < p ≤ 2. There exists F ∈ Lp(Rd)⊗ˆπL
p(Rd) such that e2πix·ξF 6∈
Lp(Rd)⊗ˆπL
p(Rd).
Proof. Denote by S the operator f(x, ξ) 7→ e2πix·ξf(x, ξ). Clearly it is a continuous
operator on S(R2d) and on S ′(R2d). Assume that for each F ∈ Lp(Rd)⊗ˆπL
p(Rd) we
have SF ∈ Lp(Rd)⊗ˆπL
p(Rd). Observe that the mapping F 7→ SF , Lp(Rd)⊗ˆπL
p(Rd)→
S ′(R2d), is continuous since it decomposes as Lp(Rd)⊗ˆπL
p(Rd)
Id
−→ S ′(R2d)
S
−→ S ′(R2d).
Hence, the closed graph theorem implies that
S : Lp(Rd)⊗ˆπL
p(Rd)→ Lp(Rd)⊗ˆπL
p(Rd) is continuous.(3.9)
Consider the following bilinear functional on Lp(Rd)× Lp(Rd):
B(f, g) =
∫
Rd
f(x)Fg(x)dx, Lp(Rd)× Lp(Rd)→ C.
By applying the Hausdorff-Young inequality, one easily deduces that B is continu-
ous. Hence, B naturally induces a continuous functional B1 on L
p(Rd)⊗ˆπL
p(Rd). As
S(R2d) is canonically injected into Lp(Rd)⊗ˆπL
p(Rd), its restriction B2 is a continuous
functional on S(R2d). Since the mapping
χ 7→
∫
R2d
e−2πix·ξχ(x, ξ)dxdξ, S(R2d)→ C,
is continuous and it coincides on S(Rd)⊗S(Rd) with B2 it follows that B2 is given by
the above integral.
Let f(x) = f1(x1)f2(x
′) (we denote x = (x1, x
′)) where 0 6= f2 ∈ D(R
d−1) is non-
negative and f1 ∈ C
∞(R) is given by t 7→ 1/t on [2,∞) and extended to be smooth
and nonnegative with support in [1,∞). Let θ ∈ D(R) be such that 0 ≤ θ ≤ 1,
supp θ ∈ [−2, 2] and θ = 1 on [−1, 1]. Define θn(t) = θ(t/2
n) and denote ϕn =
(θnf1) ⊗ f2 ∈ D(R
d), n ∈ Z+. Furthermore, pick a nonnegative 0 6= ψ ∈ D(R
d).
Clearly f ⊗ ψ ∈ Lp(Rd)⊗ˆπL
p(Rd). We have
B1(S(ϕn ⊗ ψ)) = B2(S(ϕn ⊗ ψ)) =
∫
R2d
ϕn(x)ψ(ξ)dxdξ
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= ‖ψ‖L1(Rd)‖f2‖L1(Rd−1)
∫ ∞
1
θn(t)f1(t)dt.
Since ϕn → f in L
p(Rd), (3.9) implies that the left hand side tends to B1(S(f ⊗ ψ)).
On the other hand, by monotone convergence, the right hand side tends to ∞. 
Remark 3.11. In some cases, when E and F are classical spaces in analysis, E⊗ˆπF
or E⊗ˆǫF could happen to be a space of the same type. For example, if η1 and η2
are weight functions of class † on Rd1 and Rd2 and E = L1η1(R
d1) and F = L1η2(R
d2),
then E⊗ˆπF is nothing else but L
1
η1⊗η2(R
d1+d2). More generally [39, Theorem 46.2, p.
473], we always have L1η1(R
d1)⊗ˆπX = L
1
η1(R
d1 , X) for X an arbitrary Banach space.
Similarly, if, in addition, η1 and η2 are continuous and E = Cη1(R
d1) and F = Cη2(R
d2),
then E⊗ˆǫF is Cη1⊗η2(R
d1+d2). On the other hand, it is important to notice that often
this is not the case. To give an example, we recall the following result (see [36, Theorem
4.21, p. 85]). If E and F are reflexive Banach spaces such that either E or F satisfy
the approximation property then the following statements are equivalent:
(i) E⊗ˆπF is reflexive;
(ii) the strong dual of E⊗ˆπF is topologically isomorphic to E
′⊗ˆǫF
′;
(iii) every S ∈ L(E, F ′) is compact;
(iv) E ′⊗ˆǫF
′ is reflexive.
If we take E = F = L2(Rd), then neither L2(Rd)⊗ˆǫL
2(Rd) nor L2(Rd)⊗ˆπL
2(Rd) is
isomorphic to L2(R2d), since, on the contrary, they would be reflexive and hence ev-
ery continuous operator from L2(Rd) to L2(Rd) would have to be compact, which is
obviously not true.
In fact, L2(Rd)⊗ˆπL
2(Rd) and L2(Rd)⊗ˆǫL
2(Rd) are different from all Lp,q(R2d), 1 ≤
p, q ≤ ∞. This should be clear for 1 < p, q <∞ since, as seen above, L2(Rd)⊗ˆπL
2(Rd)
and L2(Rd)⊗ˆǫL
2(Rd) are not reflexive. To see that they differ from Lp,1(R2d), 1 ≤
p ≤ ∞, just take a function f ∈ L2(Rd)\L1(Rd) and any χ ∈ D(Rd). Then clearly
χ⊗f ∈ L2(Rd)⊗L2(Rd) ⊂ L2(Rd)⊗ˆπL
2(Rd)∩(L2(Rd)⊗ˆǫL
2(Rd)), but χ⊗f 6∈ Lp,1(R2d).
Similarly, for L1,p(R2d) and for L∞(R2d).
Remark 3.12. If Mp/p! and Ap/p! are log-convex (i.e., they satisfy condition (M.1)),
then there are TMIB of class ∗ − † that are arbitrarily close to S∗† (R
d) and S ′∗† (R
d) in
the sense of (3.10), (3.12), and (3.13) below. First of all, for λ > 0, define
ωλ(x) =
∞∑
p=0
(λ|x|)p
Mp
and νλ(x) =
∞∑
p=0
(λ|x|)p
Ap
.
It is well known [30] that lnωλ and ln νλ are subadditive under the assumption that
Mp/p! and Ap/p! are log-convex. Moreover, using that e
M(λ|x|) ≤ ωλ(x) ≤ 2e
M(2λ|x|)
and eA(λ|x|) ≤ νλ(x) ≤ 2e
A(2λ|x|), and the Chung-Chung-Kim characterization of the
Gelfand-Shilov spaces [3], we obtain
(3.10) S
(Mp)
(Ap)
(Rd) = lim
←−
λ→∞
Xλ and S
′(Mp)
(Ap)
(Rd) = lim
−→
λ→∞
X ′λ
and
(3.11) S
{Mp}
{Ap}
(Rd) = lim
−→
λ→0
Xλ and S
′{Mp}
{Ap}
(Rd) = lim
←−
λ→0
X ′λ
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where the Banach spaces Xλ and their strong dual X
′
λ are reflexive TMIB of class
(Mp)− (Ap) given by
Xλ = L
2
ωλ
∩ FL2νλ, ‖ϕ‖Xλ = ‖ϕ‖L2ωλ
+ ‖Fϕ‖L2νλ
.
To obtain an analog of (3.10) for the Roumieu case, namely, a representation of
S
{Mp}
{Ap}
(Rd) and S
′{Mp}
{Ap}
(Rd) as the intersection and union of TMIB respectively, we
consider the set R of all unbounded non-decreasing sequences of positive real numbers.
Given (λj) ∈ R, we set
ω(λj)(x) =
∞∑
p=0
|x|p
Mp
∏p
j=1 λj
and ν(λj)(x) =
∞∑
p=0
|x|p
Ap
∏p
j=1 λj
and consider the Banach space X(λj) = L
2
ω(λj)
∩FL2ν(λj)
. One also has that lnω(λj) and
ln ν(λj) are subadditive, so thatX(λj) andX
′
(λj)
are reflexive TMIB of class {Mp}−{Ap}.
Using (3.11) and reasoning as in [31], we obtain, as l.c.s.,
(3.12) S
{Mp}
{Ap}
(Rd) = lim
←−
(λj)∈R
X(λj),
whence
(3.13) S
′{Mp}
{Ap}
(Rd) =
⋃
(λj)∈R
X ′(λj).
Remark 3.13. Let E be either a TMIB or a DTMIB of class ∗−†. If νE is quasianalytic,
that is, if
(3.14)
∫
Rd
| log νE(ξ)|
(1 + |ξ|)d+1
dξ =∞,
then E is not necessarily a Banach space in standard situation in the sense of [2, Defi-
nition 1]. In fact, a necessary condition for a Banach space to be in standard situation
(with respect to some ‘nice’ Banach algebra) is to contain non-trivial compactly sup-
ported functions. The Banach space E = L2ν ∩ FL
2
ν provides an instance of both a
TMIB and a DTMIB that are not in standard situation. We also point out that in
general the Wiener-Beurling algebra AνE never satisfies the assumptions [2, (A2) and
(A4), p. 180] if (3.14) holds, in view of Beurling’s characterization of regularity [1].
On the other hand, if Mp is non-quasianalytic or Mp = ∅, one can show that E is
always in standard situation with respect some ‘nice’ Banach algebra satisfying the
assumptions (A1)− (A5) from [2]. We leave the verification of this fact to the reader.
4. Generalization of the modulation spaces
We introduce and study in this section a generalization of the classical modulation
spaces. Throughout the rest of the article, we only work with the symmetric case of
Gelfand-Shilov spaces, that is, we assume that ∗ = †, and we retain the notation Mp
for the common sequence Mp = Ap, which satisfies the same assumptions as before.
Furthermore, to ease the notation, we write S∗(Rd) = S∗∗ (R
d) (so that S∅(R) is the
Schwartz space S(Rd)). Instead of calling a TMIB of class ∗ − ∗, we will simply say
that it is of class ∗.
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4.1. Short-time Fourier transform. As a preparation, we discuss in this subsec-
tion some properties of the short-time Fourier transform (STFT) on ultradistribution
spaces. The STFT of an ultradistribution f ∈ S ′∗(Rd) with respect to the window
function g ∈ S∗(Rd) is
Vgf(x, ξ) = 〈f,MξTxg〉, x, ξ ∈ R
d.
It is clear that the function Vgf(x, ξ) is smooth in the variables (x, ξ). Moreover, it
is well-known [4, 23] (see also [5, Subsection 2.3] for very short proofs of these facts)
that the mapping Vg : S
∗(Rd)→ S∗(R2d) is continuous and it extends to a continuous
mapping Vg : S
′∗(Rd) → S ′∗(R2d). The adjoint mapping V ∗g : S
∗(R2d) → S∗(Rd) is
defined as
V ∗g Φ(t) =
∫
R2d
Φ(x, ξ)g(t− x)e2πiξ·tdξdx
and it extends continuously to a mapping V ∗g : S
′∗(R2d) → S ′∗(Rd). The latter
extension can be accomplished via a duality definition: 〈V ∗g G,ϕ〉 = 〈G, Vgϕ¯〉, for
G ∈ S ′∗(R2d) and ϕ ∈ S∗(Rd). We note that it is trivial to verify that
V ∗g1Vg2 = (g1, g2)L2(Rd) Id
holds on S ′∗(Rd).
Let E be either a TMIB or a DTMIB of class ∗ on Rd. In the rest of this subsection
we are interested in the action of the STFT on E. It is convenient to rewrite the STFT
in a “free x variable way” as a convolution, that is,
Vgf(·, ξ) = gˇ ∗ (M−ξf), ξ ∈ R
d.
From this expression we see that if f ∈ E then we can allow the window g to be an
element of the Beurling algebra L1ωˇE . Proposition 3.2 and Corollary 3.5 immediately
yield the following simple but useful result.
Proposition 4.1. Let f ∈ E and g ∈ L1ωˇE . Then, Vgf(·, ξ) ∈ E and
‖Vgf(·, ξ)‖E ≤ νE(ξ)‖f‖E‖g‖L1ωˇE
, ∀ξ ∈ Rd.
Furthermore, Vgf(·, ξ) can be represented as the Pettis integral
Vgf(·, ξ) =
∫
Rd
g(t)T−tM−ξfdt, ξ ∈ R
d.(4.1)
When E is a TMIB, then (4.1) is actually a Bochner integral.
Remark 4.2. Assume E is a TMIB. For f in the Banach space E¯ = {u ∈ S ′∗(Rd)| u¯ ∈
E} with norm ‖u‖E¯ = ‖u¯‖E, one can naturally define Vgf even when g ∈ E
′ via
Vgf(x, ξ) = 〈f¯ ,MξTxg〉. Notice that Vgf is continuous on R
2d and
|Vgf(x, ξ)| ≤ ωˇE(x)νˇE(ξ)‖f¯‖E‖g‖E′.
We now consider the adjoint STFT of a function G ∈ L1ωE⊗νˇE , where E is either
a TMIB or a DTMIB of class ∗ on Rd. If Φ(x, ξ) is integrable with respect to ξ,
denote its partial inverse Fourier transform with respect to the second variable as
F−12 Φ(x, z) =
∫
Rd
Φ(x, ξ)e2πiz·ξdξ; the definition obviously extends to ultradistributions
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by duality.
If G ∈ L1ωE⊗νˇE then F
−1
2 G(x, ·) ∈ AνE and for g ∈ E, we have
‖(Txg)(F
−1
2 G(x, ·))‖E ≤ ωE(x)‖g‖E
∫
Rd
|G(x, ξ)|νˇE(ξ)dξ.(4.2)
Assume g ∈ S∗(Rd) and G ∈ S∗(R2d). Then x 7→ Txg, R
d → E, and x 7→ F−12 G(x, ·),
Rd → AνE , are continuous and hence so is the mapping
x 7→ (Txg)(F
−1
2 G(x, ·)), R
d → E.(4.3)
Now (4.2) implies that the function (4.3) is Bochner integrable and (cf. [9, Lemma
3.7])
(4.4) V ∗g G =
∫
Rd
(Txg)(F
−1
2 G(x, ·))dx,
as a Bochner integral. A density argument implies that (4.4) remains valid as a Bochner
integral forG ∈ L1ωE⊗νˇE ; in fact, the function (4.3) is a pointwise limit a.e. of continuous
functions, hence strongly measurable, and (4.2) gives its Bochner integrability. If E is
TMIB, then a similar density argument for g yields that (4.4) is also true even when
g ∈ E and G ∈ L1ωE⊗νˇE . Assume now E = F
′ is a DTMIB with F being a TMIB and
g ∈ E. Because of Remark 4.2, we can define V ∗g G ∈ S
′∗(Rd) by 〈V ∗g G,ϕ〉 = 〈G, Vgϕ¯〉,
ϕ ∈ S∗(Rd), and |〈V ∗g G,ϕ〉| ≤ ‖G‖L1ωE⊗νˇE
‖g‖E‖ϕ‖F , that is, V
∗
g G ∈ E. We can find
gn ∈ S
∗(Rd), n ∈ Z+, such that gn → g weakly* in E (see Corollary 3.3). Notice that for
each f ∈ F , Vgn f¯ → Vgf¯ pointwise. Since {gn} is weakly bounded in E, the Banach-
Steinhaus theorem implies that it is strongly bounded and dominated convergence
yields 〈V ∗gnG, f〉 → 〈V
∗
g G, f〉. Hence we can evaluate (4.4) at f ∈ F with gn in place of
g and take the limit to conclude that (4.4) remains true as a Pettis integral even when
g ∈ E. We have therefore shown:
Proposition 4.3. Let G ∈ L1ωE⊗νˇE and g ∈ E. Then, V
∗
g G ∈ E,
‖V ∗g G‖E ≤ ‖g‖E‖G‖L1ωE⊗νˇE
,
and (4.4) holds as an E-valued Pettis integral. When E is a TMBI, then (4.4) is
actually a Bochner integral.
4.2. New modulation spaces. Let g ∈ S∗(Rd)\{0}. Let F be either a TMIB or a
DTMIB of class ∗ on R2d. We now define a new modulation space associated to F as
MF = {f ∈ S ′∗(Rd)| Vgf ∈ F}
provided with the norm ‖f‖MF = ‖Vgf‖F . Note first that we always have S
∗(Rd) ⊆
MF , so that this modulation space is non-trivial. We will show in Corollary 4.5 below
that the definition of MF does not depend on the chosen window g.
The spaces MF are generalizations of the well-known spaces ML
p,q
η = Mp,qη (R
d)
considered by many authors (cf. [14, 19, 20, 22, 33, 38]). Theorem 3.6 and Remarks
3.7–3.12 provide examples of spaces F that are TMIB and DTMIB, many of them
differing from Lp,qη .
Proposition 4.4. Let g1, g2 ∈ S
∗(Rd). Then
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(i)
(4.5) ‖Vg1V
∗
g2G‖F ≤ ‖G‖F
∫
R2d
|Vg1g2(x, ξ)|ωF (x, ξ)νF (ξ, 0)dxdξ.
(ii) The mappings
(4.6) V ∗g : F →M
F and Vg :M
F → F,
are continuous.
Proof. First we prove (i). Let G ∈ S∗(R2d). A quick computation gives
Vg1V
∗
g2
G(u, v) =
∫
R2d
e−2πi(v−ξ)·xG(x, ξ)Vg1g2(u− x, v − ξ)dxdξ,
or which amounts to the same,
Vg1V
∗
g2
G(u, v) =
∫
R2d
(T(x,ξ)M(−ξ,0)G)(u, v)Vg1g2(x, ξ)dxdξ.
If F is a TMIB of class ∗, using [9, Lemma 3.7, p. 151] and the fact that S∗(R2d) is
dense in F , we obtain Vg1V
∗
g2G ∈ F and the F -valued Bochner integral representation
(4.7) Vg1V
∗
g2
G =
∫
R2d
Vg1g2(x, ξ)T(x,ξ)M(−ξ,0)Gdxdξ,
which is now valid for all G ∈ F . Dually, Vg1V
∗
g2
G ∈ F and (4.7) holds as a Pettis
integral for all G ∈ F if F is a DTMIB of class ∗. The estimate (4.5) is a direct
consequence of (4.7).
The continuity of the first mapping from part (ii) follows from (i) by choosing g1 =
g2 = g, while the second mapping is continuous just by definition of M
F . 
Corollary 4.5. The space MF is independent of the window g ∈ S∗(Rd)\{0}. Differ-
ent windows induce equivalent norms on MF .
Proof. Let g1, g2 ∈ S
∗(Rd)\{0} be two different windows. Proposition 4.4 implies
‖Vg1f‖F =
‖Vg1V
∗
g2
Vg2f‖F
‖g2‖2L2
≤
‖Vg2f‖F
‖g2‖2L2
∫
R2d
|Vg1g2(x, ξ)|ωF (x, ξ)νF (ξ, 0)dxdξ.
Interchanging g1 and g2 yields the assertion. 
We also have,
Corollary 4.6. The space MF is a Banach space with the norm ‖ · ‖MF = ‖Vg(·)‖F .
Furthermore, V ∗g : F →M
F is a surjective topological homomorphism.
Proof. Let fk be Cauchy sequence in M
F . Then, the sequence Vgfk is Cauchy in the
Banach space F and converges to some G in F . Applying the continuity of the mapping
V ∗ given in (4.6), we obtain that V ∗g Vgfk → V
∗
g G in M
F . Hence, fk → V
∗
g G/‖g‖
2
L2 in
MF . The last part is trivial (because of the open mapping theorem). 
Corollary 4.7. If F is reflexive, then MF is reflexive.
Proof. A quotient of a reflexive Banach space by a closed subspace is reflexive; the
assertion is then a consequence of Corollary 4.6. 
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We now obtain an important property of MF when F is a TMIB of class ∗. We
need to introduce some notation. We define the Banach space Fˇ2 consisting of all
f ∈ S ′∗(R2d) such that fˇ2(x, ξ) := f(x,−ξ) ∈ F with norm ‖fˇ2‖Fˇ2 = ‖f‖F . Clearly, Fˇ2
is again a TMIB of class ∗ on R2d and its dual is canonically isomorphic to (F ′)ˇ2; we
denote the latter space simply as Fˇ ′2. Note that Theorem 4.8 (iii) extends [19, Theorem
4.9] applied to the case of classical modulation spaces.
Theorem 4.8. Let F be a TMIB of class ∗ on R2d.
(i) The space MF is a TMIB of class ∗ on Rd.
(ii) Regardless the particular choice of g ∈ S∗(Rd)\{0} inducing the norm on MF ,
we always have the inequalities
ωMF (x) ≤ ωF (x, 0)νF (0, x) and νMF (x) ≤ ωF (0,−x), ∀x ∈ R
d.(4.8)
(iii) The strong dual of MF is the Banach space MFˇ
′
2.
Proof. Clearly S∗(Rd) ⊆MF ⊆ S ′∗(Rd). Since the diagram
S∗(R2d) F S ′∗(R2d)
S∗(Rd) MF S ′∗(Rd)
Id Id
Vg
Id
Vg
Id
Vg
commutes and all vertical mappings are injective topological homomorphisms (topo-
logical isomorphisms onto their images), both inclusions on the bottom row are con-
tinuous. The density of these inclusions follows from the diagram, Proposition 4.4 and
the fact V ∗g Vg = ‖g‖
2
L2 Id. So M
F satisfies condition (a) from Definition 3.1. For any
f ∈ S ′∗(Rd), we have
Vg(Txf) =M(0,−x)T(x,0)Vgf and Vg(Mξf) = T(0,ξ)Vgf,
which yields condition (b) from Definition 3.1 and the inequalities (4.8) (so that (c)
from Definition 3.1 also holds). This shows (i) and (ii).
Let us now show (iii). From (i), we obtain (MF )′ ⊆ S ′∗(Rd). Let g ∈ S∗(Rd) be
a real normalized window, that is, such that ‖g‖L2 = 1; we employ the norm on M
F
induced by g. Notice that, for ϕ ∈ S∗(Rd), we have Vgϕ¯(x, ξ) = Vgϕ(x,−ξ), x, ξ ∈ R
d.
Let f ∈MFˇ
′
2. For arbitrary ϕ ∈ S∗(Rd), we have
|〈f, ϕ〉| =
∣∣〈f, V ∗g Vgϕ¯〉∣∣ = ∣∣〈Vgf, Vgϕ¯〉∣∣ ≤ ‖Vgf‖Fˇ ′2‖Vgϕ(x,−ξ)‖Fˇ2 = ‖f‖MFˇ ′2‖ϕ‖MF .
Hence, f ∈ (MF )′. Clearly, this mapping fromMFˇ
′
2 to (MF )′ is a continuous injection.
Conversely, let f ∈
(
MF
)′
⊆ S ′∗(Rd). Since MF is isometrically isomorphic to the
closed subspace Vg(M
F ) of F and A = {u ∈ Fˇ2| u(x,−ξ) ∈ Vg(M
F )} is a closed
subspace of Fˇ2, we can define a continuous functional S on A by 〈S, Vgχ(x,−ξ)〉 =
〈S, Vgχ〉 := 〈f, χ〉, χ ∈ M
F . We extend this functional to Fˇ2 via the Hahn-Banach
theorem, and denote it by f˜ ∈ Fˇ ′2 ⊆ S
′∗(R2d). For ϕ ∈ S∗(Rd), we have
〈f, ϕ〉 = 〈f˜ , Vgϕ¯〉 = 〈V
∗
g f˜ , ϕ〉.
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Clearly, V ∗g f˜ ∈M
Fˇ ′2 (see Proposition 4.4 (ii)) and f is given by ϕ 7→ 〈V ∗g f˜ , ϕ〉, M
F →
C. Hence, f = V ∗g f˜ which shows that the mapping M
Fˇ ′2 → (MF )′ is bijective. Thus,
(iii) now follows from the open mapping theorem. 
We obtain the following corollary.
Corollary 4.9. If F is a DTMIB of class ∗ on R2d, then MF is a DTMIB of class ∗
on Rd.
We now apply Proposition 4.3 to show the minimality and maximality of the mod-
ulation spaces of the form ML
1
ω⊗ν and ML
∞
(1/ω)⊗(1/ν) .
Proposition 4.10. Let E be a TMIB of class ∗ on Rd, and write ω = ωE and ν = νE.
Then,
ML
1
ω⊗νˇ →֒ E and ML
1
ωˇ⊗νˇ → E ′ →ML
∞
(1/ω)⊗(1/ν).
In particular, if E is reflexive
ML
1
ω⊗νˇ →֒ E →ML
∞
(1/ωˇ)⊗(1/ν) .
Proof. The continuous inclusions relations ML
1
ω⊗νˇ → E and ML
1
ωˇ⊗νˇ → E ′ follow from
Proposition 4.3 and the inversion formula V ∗g Vg = ‖g‖
2
L2Id. The density of S
∗(Rd) in
E implies that ML
1
ω⊗νˇ is dense in E. Let f ∈ E ′, then (we choose a real valued g)
|Vgf(x, ξ)| = |〈M−ξf, Txg〉| ≤ ν(ξ)ω(x)‖f‖E′‖g‖E,
which yields the continuous inclusion E ′ →ML
∞
(1/ω)⊗(1/ν). 
It is worth pointing out that minimality results for certain translation invariant Ba-
nach spaces of (Radon) measures on locally compact Abelian groups were obtained by
Feichtinger in [12] and [17, Proposition 5] under non-quasianalyticity type assumptions.
A method (based on Gabor expansions) to establish the minimality of the modulation
spaces of type ML
1
η(R
2d) for a rather general class of translation-modulation invariant
Banach spaces is discussed in [22, pp. 251–254], see particularly [22, Theorem 12.1.9].
We now specialize Proposition 4.10 to modulation spaces. Let F be either a TMIB
or a DTMIB of class ∗ on R2d. We write ω˜F and ν˜F for the functions
ω˜F (x) = ωF (x, 0)νF (0, x) and ν˜F (x) = ωF (0,−x), x ∈ R
d.
Because of (4.8), ω˜F ≥ ωMF and ν˜F ≥ νMF . Proposition 4.10 implies the following
result.
Corollary 4.11. Let F be a Banach space of distributions on R2d.
(i) If F is a TMIB of class ∗, then M
L1
ω˜F⊗
ˇ˜νF →֒ MF .
(ii) If F is a DTMIB of class ∗, then M
L1
ω˜F⊗
ˇ˜νF →MF →M
L∞
(1/ ˇ˜ωF )⊗(1/ν˜F ) .
(iii) If F is a reflexive TMIB of class ∗, then M
L1
ω˜F⊗
ˇ˜νF →֒ MF →M
L∞
(1/ ˇ˜ωF )⊗(1/ν˜F ).
5. More on modulation spaces constructed by TMIB tensor product
spaces
Theorem 3.6 gives a way to construct instances of TMIB as completed tensor prod-
ucts of classical Lp(Rd) spaces that do not have to coincide with the Lp-space over R2d.
As we noted in Remark 3.11, L2(Rd)⊗ˆπL
2(Rd) is a dense subspace of L2(R2d) which
18 P. DIMOVSKI, S. PILIPOVIC´, B. PRANGOSKI, AND J. VINDAS
does not coincide with any Lp(R2d). The following proposition states an interesting
property of the spaces ML
p1(Rd)⊗ˆπL
p2 (Rd), 1 ≤ p2 ≤ p1 ≤ 2: They are all contained in
L1(Rd).
Proposition 5.1. Let 1 ≤ p2 ≤ p1 ≤ 2.
(i) V ∗g maps L
p1(Rd)⊗ˆπL
p2(Rd) continuously into L1(Rd).
(ii) ML
p1(Rd)⊗ˆπL
p2 (Rd) is continuously included into L1(Rd).
Proof. Notice that (ii) directly follows from (i). To prove (i) recall that every f ∈
Lp1(Rd)⊗ˆπL
p2(Rd) is the sum of an absolutely convergent series
f =
∞∑
j=0
λjϕj ⊗ ψj,
where λj ∈ C, j ∈ N, is such that
∑∞
j=0 |λj| <∞ and ϕj , ψj ∈ S(R
d), j ∈ N, are such
that ϕj → 0 and ψj → 0 in L
p1(Rd) and Lp2(Rd), respectively (see [37, Theorem 6.4,
p. 94]; S(Rd) is dense in Lpk(Rd), k = 1, 2). Hence, the series converges absolutely in
S ′(R2d) as well and we have V ∗g f =
∑
j λjV
∗
g (ϕj ⊗ ψj). Notice that
(5.1) V ∗g (ϕj ⊗ ψj)(t) = (F
−1ψj)(t) · (ϕj ∗ g)(t).
Let q1 be the conjugate index of p1 (i.e., p
−1
1 + q
−1
1 = 1). Let r = p1p2/(p1p2+ p2− p1),
that is 1 + 1/p1 = 1/r + 1/p2. Clearly r ≥ 1 and the Hausdorff-Young and Young
inequalities imply
‖V ∗g (ϕj ⊗ ψj)‖L1 ≤ ‖F
−1ψj‖Lq1‖ϕj ∗ g‖Lp1 ≤ ‖ψj‖Lp1‖ϕj‖Lp2‖g‖Lr .
We conclude that
∑
j λjV
∗
g (ϕj ⊗ ψj) converges absolutely in L
1(Rd) and thus V ∗g f ∈
L1(Rd), namely, the image of Lp1(Rd)⊗ˆπL
p2(Rd) under V ∗g is contained in L
1(Rd). Since
the mapping V ∗g : L
p1(Rd)⊗ˆπL
p2(Rd)→ S ′(Rd) is continuous, the closed graph theorem
implies that V ∗g is a continuous mapping from L
p1(Rd)⊗ˆπL
p2(Rd) into L1(Rd) and the
proof of (i) is complete. 
As consequences of this proposition, we have the following results concerning the re-
lationship between ML
p1(Rd)⊗ˆπL
p2 (Rd) and the classical modulation spaces ML
p1,p2(R2d).
We note that ML
p(R2d) = Mp(Rd) coincides with the space W (FLp, lp) from [17].
Corollary 5.2. Let 1 ≤ p2 ≤ p1 ≤ 2 and 1 < p ≤ ∞ be arbitrary. The spaces
ML
p1(Rd)⊗ˆπL
p2 (Rd) and ML
p(R2d) are different as sets.
Proof. We use a window g ∈ S(Rd)\{0}. By Proposition 5.1, it suffices to find f 6∈
L1(Rd) such that Vgf ∈ L
p(R2d) for any 1 < p ≤ ∞. For this purpose let f1 ∈ C
∞(R)
be nonnegative with support in [1,∞) and equal to 1/t on [2,∞). When d = 1 we define
f to be just f1 and when d ≥ 2 let θ ∈ D(R
d−1) be nonnegative and define f = f1⊗ θ.
Clearly, f ∈ C∞(Rd)\L1(Rd). Since (Id−∆t)
de−2πiξt = (1 + 4π2|ξ|2)de−2πiξt, we have
|Vgf(x, ξ)| ≤ (1 + 4π
2|ξ|2)−d
∑
|β+γ|≤2d
cβ,γ
∫
Rd
|Dγf(t)||Dβg(t− x)|dt
= (1 + 4π2|ξ|2)−d
∑
|β+γ|≤2d
cβ,γ|D
γf | ∗ |Dβ gˇ|(x).
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Let p3, p4 > 1 be such that p
−1
3 + p
−1
4 = 1 + p
−1 (recall p > 1). By construction,
Dαf ∈ Lp3(Rd), ∀α ∈ Nd. Hence
‖Vgf‖Lp(R2d) ≤ C
∑
|β+γ|≤2d
‖|Dγf | ∗ |Dβ gˇ|(·)‖Lp(Rd) ≤ C
∑
|β+γ|≤2d
‖Dγf‖Lp3(Rd)‖D
βg‖Lp4(Rd),
i.e. Vgf ∈ L
p(R2d). 
Since L2(Rd)⊗ˆπL
2(Rd) is continuously included into L2(R2d), the modulation space
ML
2(Rd)⊗ˆπL
2(Rd) is continuously and densely included into L2(Rd) (= ML
2(R2d)). We
therefore have,
Corollary 5.3. The space ML
2(Rd)⊗ˆπL
2(Rd) is a proper subspace of L2(Rd) with strictly
finer topology.
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