Introduction
ized stereo calibration error (NSCE), which represents the ratio of the mean lateral triangulation error to the lateral Three-dimensional camera calibration for stereo imaging pixel quantization error. In their application, the NSCE rep velocimetry is a process by which one determines the geo resented the combined effects of the two camera calibra metrical and experimental parameters of a flow chamber for tions. Martins et a1. 4 incorporated the use of two calibration the purpose of carrying out flow velocity measurements.
planes, one at the front and one at the back of the experi The geometrical parameters are the internal camera charac mental chamber, to implement their camera calibration rou teristics such as focal length and pixel size. The experimen tine. Kamgar-Parsi and Eastman 5 discussed the practical tal parameters are the positions of seed particles entrained difficulties in the calibration of a two-camera stereo system in the flow and the orientation of the cameras relative to a in an uncontrolled environment. Adamczyk and Rimai 6 de certain world coordinate system. Camera calibration is the veloped a camera calibration routine to be used in the re most important aspect of any computer vision experiment construction of 3-D flows from two orthogonal views in a since it serves as a lower limit for determining system ac cylindrical volume. They use transformation functions that curacy. It is important that this routine be as accurate as related test-section locations to their corresponding video possible, since in any experiment, we can never obtain a coordinates, correcting for optical distortions and properly smaller error in particle position than that dictated by our scaling the results. Racca and Dewe/ presented a calibra camera calibration procedures. tion method for automatic particle tracking in a 3-D flow There have been a number of different approaches to Held using a series of mirrors to convert two orthogonal 3-D camera calibration. Tsai 1,2 reported a versatile camera views to a side-by-side format. Koybayshi et al . 8 adapted calibration technique using off-the-shelf cameras. He also stereo photogrammetry for multipoint 3-D velocity mea discussed the existing camera calibration literature and the surements of a fluid between two parallel counter-rotating advantages and disadvantages of each existing method.
cylinders. They discussed a calibration technique for non Weng et a1.
3 reported a more lip to date comparison of ex metric cameras using an absolute coordinate system, cam isting methods and implemented a nonlinear iterative era coordinate system, and a photographic plane. Nishino scheme that is as accurate as any other previously pub et al. 9 implemented a 3-D particle tracking technique in a lished 3-D camera calibration procedure. They also intro volume using three cameras instead of two. Using their duced a measure of intrinsic calibration error, the normalthree-camera system, the reconstruction of 3-D particle po-
Origin of Coordinates
IR~_llllm piIei t±:J±t±t±±:f::tj i on the right face of the chamber. x~z~= pixel coordinates of particle i as seen by the right camera. fR= effective focal length of the right camera. DR= effective distance between the right camera and the face of the chamber. dR=horizontal distance of the right camera axis from the origin. AR=vertical distance of the right camera axis from the origin. C R = camera dependent constant with the units millimeters per pixel.
sitions and camera parameters were determined and the re lationship of the absolute and photographic coordinate system was given. Miller et al. lo briefly discussed 3-D cam era calibration as it relates to stereo imaging velocimetry experiments. Their technique used a least-squares data fit ting routine to achieve calibration results based on using three calibration planes in the measurement volume. This paper describes in detail the camera calibration technique mentioned in Refs. 10, 11, and 12.
Our approach builds on the successes of this research to construct an efficient and accurate 3-D camera calibration routine. We develop a theoretical formulation, physical model, and experimental model (cubical chamber with flat sides) and compare the results to published work. Our goal is to provide the capability for accurately calibrating a vol ume with two orthogonal cameras. Our calibration tech nique uses a polynomial approximation instead of a nonlin ear iterative scheme or an artificial neural network approximation. We find this polynomial approximation 3-D calibration technique to be of comparable accuracy to other published work on 3-D camera calibration, and to be much faster than either nonlinear or artificial neural network tech niques for implementation in stereo imaging applications. This method has been tested and is currently being used for laboratory and industrial fluid flow analysis.
Stereo Imaging Geometry
Our camera calibration geometry is shown in Fig. 1 . The origin of the absolute coordinate system is placed such that it is in the lower left-hand comer of the experimental flow chamber, when viewed by the right camera, and in the lower right-hand comer of the chamber, when viewed by the left camera. This geometry defines the right and left camera views. Here (Xi ,Yi ,Zi) are the coordinates of par ticle i with respect to the origin. A ray of light leaves par ticle i and strikes the right camera CCD array at the pixel location (xk ,zk) with respect to the center of the array, which is taken to be on the symmetry axis of the camera lens. Another ray of light leaves particle i and strikes the left camera CCD array at the pixel location (yL ,zL) with respect to the center of the array which is taken to be on the symmetry axis of the camera lens. Distances DR and DL are the effective distances of the cameras from the left and right faces of the particle chamber, and fR and fL are the effective focal lengths of the cameras. The left camera axis is a distance I:::..L -I:::.. R higher than the right camera axis and intersects the right face of the particle chamber a distance dL from the edge with respect to the left face. The ray going from particle i to the right camera crosses the right face of the particle chamber a distance Zk above and Xk to the right of the axis of the right camera. The ray going from particle i to the left camera crosses the left face of the particle chamber a distance zL above and yL to the left of the axis of the left camera. During calibration, all we know are the absolute coordinates (Xi 'Yi'z;) and pixel readouts (Xk ,zk ) and ( y~ ,zD of our predetermined calibration
LlR' and d R by least-squares data fitting so that during cam era operation after the calibration procedure is completed, we can determine the absolute coordinates ( X j ' Yj ,Zj) of a seed particle entrained in the flow given only its pixel po sitions (xk ,zk) and (y£ ,z£) on the camera focal planes.
Least-Squares Data Fitting
Let the inputs Xk for 1 ~k~M and the output Y of a physi cal situation be described by the linear equation (1) where Y is the dependent variable, (Xk are constants of pro portionality, and x k are independent variables.
Assume that in our experiment we measure 
is the difference between the observed and expected value of Y in the i'th measurement, and is the total accumulated difference squared over all the Q measurements. In the method of least-squares data fitting, we make the total accumulated difference squared a mini mum, i.e.,
Performing the derivatives, we then obtain (6) This is a system of M linear equations in the M unknowns for (XI , (X 2''' ',(XM, which can be solved by matrix inver sion. In Secs. 6 and 7, we use this least-squares procedure to solve for the camera calibration coefficients.
Physical Model
The coordinates of a particle in space with respect to some fixed laboratory coordinate system are x, Y , and z; X Rand ZR are the right camera coordinates of the particle on the face of the chamber, as shown in Fig. 1 ; and XR and ZR are the pixel coordinates of the particle from the right camera perspective. The left camera perspective is analogous. Con sider the following oversimplified model of the experimen tal chamber-camera system.
1. We assume that the experimental chamber is filled with air and that the refraction that occurs at the flat windows of the chamber is minimal. This is a good approximation if the windows are thin. The relation between the absolute coordinates and the window co ordinates of Fig. 1 This portion of our model deals only with the cham ber and relates x, y, and Z to X R and ZR' 2. The camera reference directions may be misaligned with respect to the axes of the laboratory coordinate system attached to the experimental chamber. We as sume the symmetry axis of the camera lens is perpen · '·dicular to the nearest chamber face, but that the cam era pixel axes are rotated by the angle cp with respect to the lab axes. Then x~eal=X~ctual cos cp_ z~ctual sin cp, (8) z~eal = x Rctual sin cp+ ZR ctual cos cp, where x~eal and z~eal are parallel to the lab axes.
3. If the camera has a radially symmetric magnification distortion, the pixel coordinates and the right window coordinates of Fig. 1 are related by
where f R / (CRD R) is the nominal camera magnifica tion, C R =pixel size for the right camera in millime ters per pixel width and where x., X. I, x.", etc. are related to the various Seidell aberration coefficients. For simplicity, we retain the term of order X. but ne glect the x. ' and x." terms.
This portion of our model only deals with the camera and relates X R and ZR to XR and ZR' We now combine ideas 1 to 3 to obtain the pixel coordinates as functions of the absolute coordinates for our physical model. By com bining Eqs. (8) and (9) we obtain
But, the absolute coordinates and the window coordinates of the particle are related via Eq. (7) by (11) Therefore, given the absolute coordinates of the particle in space, the pixel coordinates of the particle's image in our simplified model are
Hereafter, the superscripts "actual" are omitted from the pixel coordinates. Our model for the camera is oversimpli fied, but as it turns out, is already complicated enough so that we cannot invert Eq. (12) analytically to obtain x and z in terms of x R, ZR, and y. In spite of our inability to carry out the inversion exactly, performing some type of an in version of Eq. (12) is the single most important element in 2-D camera calibration.
Approximate Inversion Procedure for the Theoretical Model
In this subsection, we invert Eq. (12) 
Substituting X R and ZR from Eqs. (15) into Eq. (16) and again expanding the new lIF terms, we obtain
Thus, substituting Eq. (17) back into Eqs. (15), the window coordinates X Rand ZR of Fig. 1 can be written in terms of the pixel coordinates as the infinite series
For small A, the series is rapidly convergent and Eqs. (18) can be considered as the inverse of Eqs. (14). Using Eqs. (7), the particle absolute coordinates may be written in terms of the pixel coordinates for our model as
As mentioned previously, our physical model of the light propagation from the test particle at (Xi,Yi,Zi) to the pixel coordinates (xk ,zk) and (yt ,zt) is greatly oversimplified. The test particles are, in actuality, entrained in a flowing liquid in the scattering chamber. As a result, light rays leav ing the chamber are refracted at its walls. Further, the cam eras may be misaligned such that the symmetry axes of the lenses are not exactly perpendicular to the faces of the chamber. The camera lenses may have additional aberra tions besides the radial distortion modeled in Eqs. (9) . We wish to include these additional realistic possibilities in our camera calibration model of Eqs. For this test of our inversion procedure, we employ only one plane containing reference points instead of three as mentioned in the introduction. We did this because the di agonal plane can be used to accurately map the chamber volume without the use of the front and back plane for the theoretical model.
The absolute and pixel coordinates for our theoretical model are listed in Table 1 x and Z were determined. These were then compared with the original reference point coordinates (x,z) and the aver age error per point was determined. Last, the average error per point was converted into an equivalent number of pix els using the fact that the entire chamber width of 127 mm is imaged onto 512 pixels in the CCD camera.
The resulting average errors per point in the inversion process expressed in terms of equivalent number of pixels is given in Table 2 for M=9, 11, 17,21, and 25 terms of the inversion polynomial. Not surprisingly, the more terms in Eqs. (22) that are kept, the more accurate is our approxi mate inversion process. But, as a practical matter, models 3,4, and 5 with 17,21, and 25 terms achieve a calibration error less than the pixel quantization error. Weng that give x Rand Z R as a function of x, y, and z. Their exact equations contain many lens distortion parameters. When they want to find x and z given the values of XR, ZR, and y, they do not use a polynomial approximation to the exact nonlinear equations. They solve the exact nonlinear equa tions iteratively. Thus, for synthetic and simulated data, the theoretical error of their method is zero to within the con vergence criterion of their iteration procedure. For real data and real lenses, their theoretical error describes how suc cessfully or unsuccessfully their exact formulas model the operation of real lenses.
Experimental Validation (2-D)
The hardware used to provide the experimental results in cludes an IBMTM compatible 90-MHz Pentium computer interfaced with a Recognition Technology Incorporated™ (RTI) image analysis subsystem and two SonyTM 3-chip CCD video cameras (Fig. 2) . The images examined were 512X512 pixels with 5l2X480 pixels viewable and acces sible using the RTI system. We chose to conduct a testbed experiment on the place ment and number of points to use in a typical experiment by constructing four separate calibration tests on volumes of 3, 4, 5, and 6 in. This shows how well we can calibrate various sized volumes and how consistent a result we can obtain. For each experiment, we use a grid spacing of 114 in. vertically and horizontally. This spacing was chosen after a series of tests on the 3-in. experimental volume to determine an optimal value. We used three diagonal cali bration planes (Fig. 3) in each experiment and this yielded a total of 112 points for the 3-in. experiment, 119 points for the 4-in. experiment, 180 points for the 5-in. experiment, and 275 points for the 6-in. experiment. The results of the calibrations are listed in Tables 3  through 6 . The results show that the calibration routine er ror is accurate and consistent by the average error varying from 1.16 to 2.49 pixels or 0.62 to 0.77% of full field for the left and right errors. Considering the fact that each par ticle is assumed to be between 3 and 5 pixels in diameter, we hkve achieved an average error less than one particle, which is a limiting factor in a typical experiment.
Experimental Validation (3-0)
We must combine the left and right calibrations to produce a 3-D camera calibration. This can be done by using Eqs. We need to solve for t and T, which represent the depth terms in the left and right views (YZ and XZ views), re spectively. We interpret Eqs. (27) as a function of the pa rameter t, as seen by the light camera, and Eqs. (28) as a function of the parameter T, as seen by the left camera, as two rays propagating through the experimental chamber and representing the same particle. Ideally, these two rays intersect at the particle position, but, due to expelimental error, the right view ray passes close to the left view ray rather than intersecting it. For this case, we associate a pair of rays with each other in the following way. For a given ray in the light view, we find the left view ray that is closest to it and label this pair as a possible match describing the same particle. Then, for a given ray in the left view, we find the right view ray that is closest to it. If this pair is identical to the pair identified on the first pass through the data, we consider the match as definite. We take the midpoint of the common normal to the rays as the position of the particle, as shown in Fig. 4 . Once the two rays corresponding to a given particle are identified, the position of the particle is determined as fol lows. The directions along the light ray and the left ray are where
c=B{3-1.
This line passes through the point 7 on the left ray when
This represents two linear equations in the two unknowns t and 7 whose solution is
Substitution of these values of t and 7 into Eqs. (27) and (28) gives the two estimates of the absolute coordinates of the seed particle. Averaging these two results corresponds to the midpoint of the line t7 in Fig. 4 . The results of Tables 7 to  10 . The results show that the 3-D calibration results yield between 1.68 and 3.13 pixels or 0.48 to 1.01 % of the full field 3-D error. Since each particle is assumed to be be tween 3 and 5 pixels, we have achieved a 3-D error of less than one particle (worst case) using our experimental cham bers.
As stated in the introduction, we compare our calibration error to the NSCE error of Weng et al. and get an NSCE error of 0.6785, which corresponds to a triangulation error that is lower, on average, than the digitization noise of a pixel at this depth in the field of view. Thus, this approach yields an accurate and reliable 3-D camera calibration rou tine by combining two 2-D calibrations positioned 90 deg .-, apart:
Summary and Conclusions
A 3-D camera calibration technique has been developed by combining two 2-D camera calibrations for cameras posi tioned 90 deg apart (orthogonal stereo viewing). The left camera view (YZ view) and the right camera view (XZ view) are calibrated separately and then combined to -pro duce an XYZ (3-D) calibration routine. The technique is based on using three parallel calibration planes placed in side a volume so that both cameras can view the calibration points simultaneously. We chose the positions of a number of calibration points in a volume (absolute coordinates x, y, and z) and used a physical model to determine the exact pixel locations of the calibration points. We then input the absolute coordinates and pixel locations into a least-squares fitting algorithm to obtain the experimental camera param eters. When analyzing our theoretical model, a camera cali bration accuracy of less than 1.30 pixels was achieved. 
