Abstract-A generic constant-efficiency energy flow model is commonly used in techno-economic analyses of grid energy storage systems. In practice, charge and discharge efficiencies of energy storage systems depend on state of charge, temperature, and charge/discharge powers. Furthermore, the operating characteristics of energy storage devices are technology specific. Therefore, generic constant-efficiency energy flow models do not accurately capture the system performance. In this work, we propose to use technology-specific nonlinear energy flow models based on nonlinear operating characteristics of the storage devices. These models are incorporated into an optimization problem to find the optimal market participation of energy storage systems. We develop a dynamic programming method to solve the optimization problem and perform two case studies for maximizing the revenue of a vanadium redox flow battery (VRFB) and a Li-ion battery system in Pennsylvania New Jersey Maryland (PJM) interconnection's energy and frequency regulation markets.
Market Evaluation of Energy Storage Systems Incorporating Technology-Specific Nonlinear Models I. INTRODUCTION
T HE electric grid is rapidly evolving with the incorporation of new technologies along with rapid changes in the generation mix and load profile [1] . As the grid evolves, it is anticipated that the role of distributed and renewable generation will pose significant challenges to grid operators. Furthermore, due to the increasing threats of natural disasters and cyber/physical attacks, it is imperative to improve the resiliency and reliability of today's electric grid. A grid energy storage system (ESS), as a flexible resource, can provide multiple grid and customer services that help tackle these challenges [2] - [4] . On the grid side, ESSs can provide ancillary services such as frequency regulation and spinning/non-spinning reserve [4] that give grid operators the needed flexibility to better manage the variability of generation and demand. On the customer side, ESSs can also provide a wide range of applications such as on-site back-up power, PV utilization, demand charge reduction or time-of-use management [5] . The authors are with the Sandia National Laboratories, Albuquerque, NM 87185 USA (e-mail:,tunguy@sandia.gov; dcopp@sandia.gov; rhbyrne@sandia. gov; bchalam@sandia.gov).
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Digital Object Identifier 10.1109/TPWRS. 2019.2909764 To realize the potential benefits of ESSs for the aforementioned grid and customer services, it is crucial to evaluate their overall economic value, considering their technical benefits to the grid along with their limits in performance [6] . There have been a number of works in the literature that evaluate the benefits of ESSs for different applications. In [7] , a framework for real-time control is proposed to maximize the profit of battery energy storage systems (BESS) for primary frequency control. In [8] - [11] , maximum potential revenues of ESSs for energy arbitrage and frequency regulation in different market areas are evaluated using Linear Programming. A real-time dispatch algorithm is proposed in [12] to co-optimize an ESS for energy arbitrage in energy market and transmission congestion relief. Economic benefits of battery energy storage systems (BESSs) in distribution upgrade deferral are evaluated in [13] . The technical benefits of BESSs for mitigating PV variability and minimizing transformers' losses are studied in [14] . Optimal time-of-use (TOU) management for utility customers using behind-themeter (BTM) energy storage is studied in [5] , [15] , [16] .
The above studies have comprehensively investigated the economic and technical benefits of ESSs for different grid and customer services; however, most studies rely on a linear energy flow model that assumes constant energy storage efficiencies. In practice, the operating characteristics of energy storage devices are technology-specific, and the charge and discharge efficiencies are nonlinear with respect to state of charge (SOC), temperature [17] and charge and discharge powers [18] . For example, as shown in [18] , the measured charge and discharge efficiencies of a 5 kW/20 kWh Vanadium Redox Flow Battery (VRFB) are lower as the charge and discharge powers decrease. This is because the VRFB's pumps always need to circulate the electrolyte through the stack even when the charge and discharge currents are low. Although the use of a generic constant-efficiency energy flow model sometimes can be justified by the long-term (often annual) nature of problems (e.g., long-term planning problems), using these models does not accurately capture the real system performance in techno-economic analyses that investigate shorter periods. Therefore, technology-specific nonlinear characteristics of ESSs must be considered in order to accurately evaluate the systems' technical benefits and economic values in such analyses.
The currently available technology-specific nonlinear models of energy storage mostly focus on the nonlinear fast (milliseconds to seconds) dynamics of battery storage devices often used in control applications [19] , [20] or in battery simulation and state estimation (e.g., SOC estimation) [21] - [29] . These models use a set of partial differential equations [30] - [32] to precisely describe battery electrochemical processes and require highly-detailed battery electrochemical data. They are not suitable for techno-economic analyses that examine longer time periods (minutes to hours) given minimal knowledge of battery electrochemistry. In [33] , a physics-based model is proposed to capture the nonlinear behavior of a Li-ion battery. Even though this model can be used in techno-economic analyses, it requires detailed modeling of thermodynamics, charge conduction, and charge transfer of the battery.
Furthermore, incorporating nonlinear energy storage models introduces nonconvexity into the optimization problems and makes them more difficult to solve. Therefore, in this paper, we develop energy storage models that capture relevant nonlinear behaviors over long time periods and develop algorithms that effectively solve the nonconvex optimization problems when incorporating these nonlinear models. Specifically, we develop nonlinear energy flow models for VRFB, Lead-acid and Li-ion battery systems that are commonly used in grid applications. These models capture the steady-state nonlinear charge and discharge characteristics of the batteries, which are most suited for techno-economic analyses. The main advantage of these models is that they can be easily parameterized using the available nameplate or testing data of the batteries. We then formulate an optimization problem to find the maximum revenue of an ESS when participating in multiple activities in a market area. To effectively solve this nonconvex problem when incorporating the above nonlinear energy flow models, we develop a dynamic programming (DP) based approach. In this approach, the possible states of energy (SOE) at each time step are defined. A forward search algorithm is developed to find the optimal sequence of SOEs that generates the maximum revenue given the nonlinear charge and discharge characteristics of the ESS. In order to improve the computational performance of the DP-based approach, multiple independent processes of the forward search are computed in parallel. To demonstrate the feasibility and effectiveness of the approach, we model a 20 MW/5 MWh VRFB and a 20 MW/5 MWh Li-ion battery system and apply the models to maximize the potential revenues in Pennsylvania New Jersey Maryland (PJM's) energy and frequency regulation markets in the case studies.
II. ENERGY FLOW MODEL OF ENERGY STORAGE SYSTEMS
Energy flow models capture ESS behavior over long periods of time that often correspond with the market time interval (e.g., hourly day ahead market for energy). The models provide insights into the charge and discharge profile, which is required in techno-economic analysis (e.g., feasibility study, long term planning, selection of the energy storage technology) [4] .
Assuming the AC input power during charge P c i (MW) and the AC output power during discharge P d i (MW) are nonnegative, the charge efficiency η c and discharge efficiency η d are constant, the SOE S i (MWh) at time i can be expressed as [34] : which states that the SOE at time i is the sum of the SOE at time i − 1 and the net charging energy (adjusted with the storage charge and discharge efficiencies). In practice, power losses during charge and discharge often vary as functions of SOC, temperature, and charge and discharge powers [35] . Given that the temperature of a storage device is often maintained within an operating range by the thermal management system, we assume the temperature is constant. Therefore, the SOE in (1) can be rewritten as
The nonlinearity of the total charged power f c and discharged power f d with respect to the input/output power and the SOE are very dependent on the energy storage technologies. In this section, we characterize f c and f d for Lead-acid, Li-ion and VRFB systems. The efficiency of a power conversion system (PCS) is also considered. The power flow of each BESS is described in Fig. 1 . The storage parameters are shown in Table I .
A. Lead-Acid and Li-Ion Battery
The power losses during charging or discharging Lead-acid (including advanced lead acid technologies) and Li-ion batteries are mainly caused by the heat loss due to ohmic and polarization effects [36] . The power loss (in W) is approximately equal to the steady-state voltage drop δv (in V) times the DC cell current i cell (in A). For Lead-acid and Li-ion batteries, the steady-state voltage drop (in V) in a cell can be derived from the TremblayDessaint's model [29] r During discharge:
r During charge:
where r(Ω) is the internal cell resistance, and k is a model coefficient that can be calculated from the nameplate or testing data of the battery cell (see Appendix VII-A). From (3), (4), the power losses (in MW) of Lead-acid and Liion battery systems during discharge as functions of discharge power and SOE can be calculated as follows:
Similarly, the power losses (in MW) of Lead-acid and Li-ion battery systems during charge can be calculated as follows:
In Eq. (5) and (7) the power losses of battery systems are expressed as the number of cells times the power losses in each cell. In Eq. (6) and (8), the cell currents and cell energy capacity are converted to the system power and system energy capacity. As a result, the functions f c and f d can be derived as:
It should be noted that the battery models in [29] are fast dynamic voltage models that calculate the instantaneous voltage (in V) of a battery cell from instantaneous cell current (in A) and cell state of charge (in Ah). Therefore, they are not suitable for techno-economic analyses that deal with system level quantities such as power (in MW) and energy (in MWh) over long (often hourly) periods. Our contribution here is the development of system level, steady-state nonlinear energy flow models for Li-ion/lead-acid battery systems. The main advantage of these models is that all inputs and outputs are system quantities including system output power (in MW) and system SOE (in MWh) while the model parameters are cell quantities that can be easily extracted from manufacturer specifications of a battery cell.
B. Vanadium Redox Flow Battery
The power loss of a VRFB during charge and discharge includes two components: power for pumping the electrolytes and stack loss power due to the internal resistance and electrochemical process.
The total discharged power f d as a function of output power and SOE can be derived as follows:
where P stackd is stack power during discharge that is the sum of terminal power and pump power; and η d is the efficiency that accounts for the internal power loss during discharge. Based on the empirical model proposed in [18] , P stackd and η d as functions of P d and S can be derived:
The total charged power f c as a function of input power and SOE can be derived as follows:
where P stackc is stack power during charge that is the total power after subtracting the pump power; and η c is the efficiency that accounts for the internal power loss during charge. Based on the empirical model proposed in [18] , P stackc and η c as functions of P c and S can be derived:
Note that the VRFB model in [18] is a slow (1-min) dynamic model that characterizes the performance of a VRFB system. In order to parameterize this model, it is required to know the number of cell stacks and rated stack voltage that are often unavailable. Therefore, in this paper we develop a more general model that can be parameterized based on rated power in MW and rated energy in MWh of a VRFB. The model coefficients in (12), (13), (15), and (16) can be specified using manufacturer's and testing data. In Table II , these coefficients are determined based on the testing data of a VRFB given in [18] assuming the temperature is 25
• C.
III. OPTIMIZATION PROBLEM FORMULATION
In this paper an optimization problem is formulated to find the maximum revenue of an ESS when participating in multiple activities in a market area. This includes energy related activities (e.g., energy arbitrage) and power related activities (e.g., capacity and frequency regulation). The objective function is formulated as follows with the parameters and variables defined in Table III [4] , [34] :
In this paper we assume the ESS is only allowed to participate in at most one market activity during each time period i. Therefore, the following constraint is enforced:
where α x i is a binary variable that activates activity x
The condition in (18) can be represented by the following constraint: (20) Note that P x i must be less thanP (the rated power of the PCS) since they are the AC powers seen at the grid side of the PCS (see Fig. 1 ). However, it can be seen from Eqs. (9), (10), (11) and (14) that f d can be higher thanP when the BESS delivers its rated power, and f c is always less thanP .
The other constraints for SOE management are also considered
where [S min , S max ] is a predefined range of SOE. The SOE S i can be calculated based on (2):
For energy arbitrage and frequency regulation, S i can be calculated as follows:
where τ = 1 hr and N r is the number of intra-hour time steps given for frequency regulation; σ 
IV. DP-BASED APPROACH
The above optimization has a linear objective function. The storage constant-efficiency model in (1) is often used [9] - [11] with given maximum efficiencies and perfect-foresight market data to estimate the maximum revenue of an ESS in the best case scenario. The constant-efficiency model makes the constraints in (21) and (22) linear; therefore, the optimization problem can be formulated as a Linear Program (LP). However, this model ignores the underlying the dynamics of the energy storage device and makes the results less accurate.
The ESS's nonlinear energy flow model in (23) can better capture the technology-specific characteristics of energy storage devices; however, incorporating it into the optimization problem introduces the following challenges:
r Nonconvexity: constraints (21) and (22) become nonlinear, and nonlinear equality constraints result in nonconvex optimization problems.
r Complex dynamics: the SOE at time i is nonlinear to both charge/discharge power and the SOE during time i − 1. The above challenges make it desirable to solve the problem as a sequential decision problem for which DP is well suited.
In this paper we develop a DP-based approach to solve this problem. Even though DP is widely used in market evaluation of energy storage, most work study a single market activity (e.g., energy arbitrage in [37] , capacity in [38] , and regulation in [39] ). Furthermore, how DP is applied to solve this specific problem can be quite different depending on: 1) state space definition, 2) analytical/numerical approaches to solve for optimal path between two consecutive states, and 3) the design of overall computing process. Considering these three factors (as described in detail below), our proposed approach is a unique setup that can effectively solve the above optimization problem. Beside DP, other methodologies such as sequential quadratic programming (SQP) [40] , branch and bound techniques [41] , interior-point methods [42] , and piecewise linearization [43] , among others, can be used to solve this nonconvex problem. However, we do not study these methodologies in the scope of this work.
In this paper, a forward DP algorithm is applied. The main procedures of the algorithm include:
A. Define the State Space
The state space at each time step i, denoted as S i , is defined as follows:
where S i is a possible SOE of the ESS that satisfies constraints (21) and (22) . This state space is an uncountably infinite set, which is not manageable by DP. Therefore, we discretize this state space by considering a finite number of the states that represent the space. For example, each element of S i can represent an integer percentage of the SOE:
B. Run Forward to Find the Maximum Revenue at Each State
The maximum revenue from reaching state S u i at time i can be expressed as:
where R(S 
subject to (18) , (20) , and the following equality constraint:
This is a nonconvex optimization because of the nonlinear equality constraint (29) . This problem can be converted to a MILP problem by piecewise linearizing f c (P
. The advantage of this method is that the global solution can always be found by an MIP solver. However, the piecewise linearization introduces a large amount of binaries and segment variables into the problem, which significantly increases the computation burden of the overall dynamic programming algorithm. Therefore, we propose to numerically solve equation (29) for each market activity and then find the activity that generates the maximum revenue. The problem is reformulated as follows:
Since S v i−1 is known when solving (30), f d and f c are singlevariable functions of the discharge and charge powers. Therefore, the equality constraints in (31), (32) , and (33) can be solved using a numerical method.
C. Memorize Optimal Sub-Paths and Trace Backward to Find the Optimal Path
For each state S u i at time period i, the solutions of (27) and (30) are memorized:
When the forward running process completes (i = N ), backward tracing is performed to find the optimal path that creates the maximum revenue
D. Parallel Computation
Dynamic programming is a very powerful method to find the global optimum of a sequential decision problem. However, the method suffers from the notorious "curse of dimensionality" if the state space is high-dimensional. Assuming there are m i feasible states at each time i and the time horizon is N , the total number of possible links between two consecutive periods is N i=1 m i m i−1 . The computation time of the above forward dynamic programming algorithm can be estimated as follows: where T 30 and T 27 are respectively the time for solving Eq. (30) and Eq. (27) . It can be seen from (37) 
V. CASE STUDIES
In this section, we evaluate the maximum revenue of a VRFB System and a Li-ion Battery System in the PJM market area using the nonlinear models presented in Section II and compare the results with the ones calculated using constant efficiency models. The market activities considered in this case study are day-ahead energy arbitrage and frequency regulation. 
A. Case 1 -Maximizing Revenue of the VRFB System for Frequency Regulation Combined With Energy Arbitrage
In these case studies, a 20 MW/5 MWh VRFB system is considered:S = 5 MWh,P = 20 MW. Both a VRFB nonlinear model and a constant efficiency model are used, and the results are compared. The monthly revenues are shown in Fig. 4(a) .
1) Case 1.1: In this case, the VRFB nonlinear model is used with the coefficients given in Table II . The maximum revenue of the VRFB system is solved using the DP-based approach in Section IV.
The f d (in Eq. (11)), f c (in Eq. (14)) and one example of f reg i (in Eq. (24)), where i is the first hour of June, are plotted in Fig. 2 with respect to the power output and the SOE. It should be noted that, when the discharge power is close to zero, the VRFB is discharging some amount of power just to supply its own pumps. Similarly, when the charge power is small (less than about 5% of the rated power), the VRFB is also discharging a small amount of power consumed by its pumps and auxiliary loads. When doing energy arbitrage, these low-efficiency working regions can be avoided. However, when providing frequency regulation, the battery system has to follow a regulation signal as close as possible. This is because failing to comply with the regulation signal could reduce the performance score and disqualify the system from the regulation market. Therefore, even though the output of the VRFB system can almost perfectly follow the regulation signals, its efficiency is low when the called-upon amount of regulation (in either direction) is low. After calculating the f d , f c , and f reg i functions, the dynamic programming algorithm is set up with 1-hour time periods (τ = 1) and a 24-hour time horizon. The maximum revenue for frequency regulation combined with energy arbitrage is solved for each day in 2017.
2) Case 1.2: In this case, 70% constant round-trip efficiency is used. Note that 70% is often the maximum efficiency given by the VRFB manufacturers. This efficiency accounts for 88% charge efficiency, 88% discharge efficiency and 95% PCS efficiency. Since the problem is linear, MILP is used.
An example of 24-hr output powers of the VRFB calculated using nonlinear and linear models are plotted in Fig. 5 . The results of both cases 1.1 and 1.2 show that the optimal policy is to provide regulation most of the time and maintain the SOE by energy arbitrage. The monthly regulation revenues from case 1.1 are about 50-60% of those from case 1.2. Similarly, the monthly arbitrage revenues from case 1.1 are smaller (more negative) than those from case 1.2, which means more charging is required to balance the SOE. This is because the nonlinear model captures more precisely the low-efficiency working operations of the VRFB system when following regulation signals.
B. Case 2 -Maximizing Revenue of Li-Ion Battery System for Frequency Regulation Combined With Energy Arbitrage
In these case studies, a 20 MW/5 MWh Li-ion battery system is considered:S = 5 MWh,P = 20 MW. Both a Li-ion nonlinear model and a constant efficiency model are used, and the results are compared. The monthly revenues are shown in Fig. 4(b) .
1) Case 2.1: In this case, the Li-ion nonlinear model in Section II-A is used. We assume the Li-ion cell type is LG-18650HE2. From the manufacturer's data [44] , the model coefficients can be found and calculated:q = 2.5 Ah,v = 3.6 V, r = 0.02 Ω and k = 0.005 Ω.
In order to show the nonlinearity of Li-ion battery charge and discharge characteristics, the f d (in Eq. (9)), f c (in Eq. (10)) and one example of f reg i (in Eq. (24)), where i is the first hour of June, are plotted in Fig. 3 . The graphs show that the discharge characteristic is close to linear at high SOE and much more nonlinear at low SOE, while the charge characteristic is more nonlinear at both low and high SOE. At a given charge/discharge power level, the charge and discharge efficiencies are lower at the higher f c and f d . Therefore, Li-ion discharge efficiency is lower at lower SOE and charge efficiency is lower at higher SOE. Different from a VRFB where pump loss is very significant, a Li-ion battery only has internal loss (mostly ohmic loss). Therefore, a Li-ion battery is more efficient at low charge/discharge power. This operating characteristic makes Li-ion more efficient than VRFB not only in doing energy arbitrage but also in frequency regulation.
Similar to case 1.1, the maximum revenue of Li-ion battery system for frequency regulation combined with energy arbitrage is solved using the dynamic programming approach given in Section IV.
2) Case 2.2: In this case, 85% constant round-trip efficiency is used. This efficiency accounts for 97% charge efficiency, 97% discharge efficiency and 95% PCS efficiency. The problem is solved by MILP. As seen in the results, the monthly revenues of the Li-ion battery system from case 2.1 are lower than those from case 2.2. The monthly regulation revenues from case 2.1 are about 80-90% of those from case 2.2. The monthly arbitrage revenues from case 2.1 are also lower than those from case 2.2, as the nonlinear model can capture the inefficient working regions of discharging at low SOE and charging at high SOE. However, in comparison with the revenues of the VRFB from case 1.1, those from case 2.1 are much higher because the Li-ion battery is more efficient than the VRFB, especially at low charge/discharge power. The annual revenues for all cases are summarized in Table IV .
C. Computation Performance
The computation for this analysis is performed by a PC with an Intel Xeon CPU E5-2687 (4-core) processor and 32 GB RAM. The average time for an 1-day analysis by the DP algorithm is approximately 5 minutes if serial computation is used and 40 seconds if partial paralellization is used. This shows the feasibility of the proposed DP-based approach in dealing with nonlinear storage models.
VI. VALIDITY DOMAIN OF THE PROPOSED FRAMEWORK
In the proposed optimization framework above, we assume an ESS is a price-taker (i.e., a self-schedule resource). Therefore, market data (e.g., energy and regulation prices) are used as inputs to find the schedule that maximize the revenue of an ESS when participating in multiple markets. Market data can be forecast data or historical data. In the best-case scenario where perfect foresight data are given, the revenue found by this optimization is the maximum potential revenue. For example, the annual revenue of $2,044,173.42 found in case 1.1 is the maximum potential revenue that a 20 MW/5MWh VRFB can make in 2017 if the energy and frequency regulation market data are perfectly known in advance. In practice, this maximum potential can only be realized partially depending on the accuracy of the forecast. Furthermore, in this framework, only a single market time frame is studied. Therefore, revenue evaluation for ESS participating in multiple markets that are based on different time frames are out of the scope of this work. For example, energy arbitrage between day-ahead and real-time energy markets is not studied in this work.
VII. CONCLUSION
In this paper, the nonlinear energy flow models for VRFB, Lead-acid and Li-ion battery systems have been developed for techno-economic analyses. Incorporating the nonlinear storage models introduces more complex dynamics and nonconvexity into the optimization problem. A DP-based approach is formulated to maximize the revenue of an ESS participating in multiple markets, in which a forward search algorithm is developed to find the optimal sequence of SOEs that generates the maximum revenue given the nonlinear charge and discharge characteristics of the ESS. Case studies are conducted for maximizing the revenue of a 20 MW/5 MWh VRFB and a 20 MW/5 MWh Li-ion battery system in PJM's energy and frequency regulation markets. The results show the nonlinear models can capture more precisely the low-efficiency working regions of VRFB and Li-ion battery thereby improving the accuracy of the calculated revenues. The results also show the technology-specific differences between a VRFB and a Li-ion batteries. Future work in this area would involve the incorporation of market uncertainty into the energy storage revenue maximization problem as well as consider other analytical and numerical methods to solve the nonconvex optimization problem.
APPENDIXES

A. Parameterization of Li-Ion and Lead-Acid Battery Models
The coefficient k can calculated based on the 1C discharge characteristic ( The objective function in (28) and the constraint in (29) can be piecewise-linearized as follows: 
in which r n is the number of segment points. r P l are the segment points. r z 
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