Abstract. Generalizing the completed cohomology groups introduced by Matthew Emerton, we define certain spaces of "ordinary p-adic automorphic forms along a parabolic subgroup" and show that they interpret all classical ordinary automorphic forms. The main theme of this paper is to define certain spaces of "ordinary p-adic automorphic forms along a parabolic subgroup" over a reductive group, and show that they interpret all classical ordinary automorphic forms. When the parabolic subgroup is the whole reductive group, we recover M. Emerton's construction of p-adic interpolation of classical automorphic forms [Em1] . In general, these spaces are variations of the ordinary parts of the completed cohomology groups, as studied in [Em2, Em3] . For other related constructions, see [Hi, AS, Ha] for examples. In subsequent papers, we will define period integrals for these "ordinary p-adic automorphic forms", and apply them to construct some p-adic L-functions in purely p-adic setting.
Introduction
The main theme of this paper is to define certain spaces of "ordinary p-adic automorphic forms along a parabolic subgroup" over a reductive group, and show that they interpret all classical ordinary automorphic forms. When the parabolic subgroup is the whole reductive group, we recover M. Emerton's construction of p-adic interpolation of classical automorphic forms [Em1] . In general, these spaces are variations of the ordinary parts of the completed cohomology groups, as studied in [Em2, Em3] . For other related constructions, see [Hi, AS, Ha] for examples. In subsequent papers, we will define period integrals for these "ordinary p-adic automorphic forms", and apply them to construct some p-adic L-functions in purely p-adic setting.
To be precise, let us fix some notations first. Let p be a fixed rational prime throughout the paper. Write A for the adele ring of Q. It has the usual decompositions A = R × A ∞ and A = Q p × A p .
For every topological group S, we write S • for the connected component of its identity element, and write S ♮ := S/S • . When S is Hausdorff, locally compact and totally disconnected, we define a one-dimensional Q-vector space D(S) := {left invariant Q-valued distribution on S} = {right invariant Q-valued distribution on S}.
Here a left invariant distribution is identified with a right invariant distribution if they have equal restrictions to all open compact subgroups of S. The adjoint action yields a representation of S on D(S). Let G be a connected reductive linear algebraic group over Q. Write G := G(Q p ) and write g for its Lie algebra. Let V be a finite dimensional continuous representation of G over E, where E ⊂ Q p is a finite degree field extension of Q p , and Q p is a fixed algebraic closure of Q p . Note that such a representation is automatically locally analytic. We assume that the induced representation of g on V is absolutely irreducible. We also view V as a representation of G(A)
♮ via the pullback through the projection homomorphism G(A) ♮ → G. Fix a maximal compact subgroup K ∞ of G(R). We have an obvious identification G(R)
It carries an obvious right action of
For every open compact subgroup K of G(A) ♮ , if it is neat as defined in Section 2.1, then S G K := X /K is a smooth manifold, and
is a local system of E-vector spaces over S G K . Here V dis denotes the E-vector space V equipped with the discrete topology, and the right action of K on X × V dis is given by (x, v) .g := (x.g, g −1 .v). By the second adjointness theorem of Casselman and Bernstein, B P (J) is isomorphic to the Jacquet module of J attached to a parabolic subgroup of G opposite to P (cf. [Be2, Theorem 6.4] ). We are particularly interested in the admissible smooth representation B P (H i Φ (G, V )) of G(A p ) ♮ × L. Write p for the Lie algebra of P , n for the Lie algebra of N, and l for the Lie algebra of L. Definition 1.1. A finite slope classical automorphic forms on G along P (with support in Φ, degree i and coefficient in V ) is an element of the following representation of G(A p ) ♮ × L:
Here "ˇ" indicates the dual representation, andV n := (V ) n . We often omit the obvious base ring from the notation of a tensor product and hope this causes no confusion. For example,V n ⊗ D(g/p) :=V n ⊗ Q D(g/p). Note that the representation of G(A p ) ♮ on H i,fsl Φ,P (G, V ) is smooth, and the representation of L on H i,fsl Φ,P (G, V ) is locally analytic (it is locally algebraic if the representation of G on V is locally algebraic).
Denote by T the largest central torus in L, and denote by T † the monoind consisting all t ∈ T such that (2) |α(t)| p ≥ 1 for all characters α : T → Q × p which occur in some irreducible subquotient of the adjoint representation of P on n ⊗ Qp Q p (these irreducible subquotients descend to representations of L).
The following result is essentially known to Hida.
It is said to be ordinary if the equality holds in (33) for all t ∈ T † (and hence for all t ∈ T ). Otherwise it is said to be supersingular.
It is clear that there is a unique
is called an ordinary classical automorphic forms on G along P (with support in Φ, degree i and coefficient in V ).
For later applications to p-adic period integrals, we are interested in the following relative version of the space of ordinary classical automorphic forms:
, where h is a Lie subalgebra of l, andV
h . Write O for the ring of integers in E, and write
♮ and each open compact subgroup L of L which is D-neat as defined in Section 2.1, we will define in Section 3.2 an important finitely generated O k -module
where k runs over all non-negative integers, and L runs over all D-neat open compact subgroups of L containing H. See Section 3.4 for details. Finally, in Section 3.5 we will define
where D runs over all open compact subgroups of G(A p ) ♮ , H runs over all D-neat compact subgroups of L with Lie algebra h. This is naturally a representation of
Here and as usual, N L (h) denotes the normalizer of h in L. It will be clear that H i,ord
h is called an h-distinguished ordinary automorphic form on G along P (with support in Φ, degree i and coefficient in E).
When h = 0, we write H i,ord
h , and call an element of it an ordinary automorphic forms on G along P (with support in Φ, degree i and coefficient in E). Note that the representation H i,ord Φ,G (G, E) agrees with Emerton's completed cohomology [Em1] . However, for later applications, we are more concerned with the case when P is a Borel subgroup. Theorem 1.6. There is a canonically defined homomorphism
A major part of this paper is devoted to an explanation of the homomorphism (6) and the relevant spaces appeared in the homomorphism. In a subsequent paper, we will define period integrals on H i,ord
h , and show that they interpolate modular symbols.
There are some natural problems to be further studied. One is the representation theoretic properties of H i,ord
h , especially when h = 0. Another one is to describe the kernel and the image of the homomorphism ξ.
Hecke homomorphisms
We continue with the notation of the Introduction.
2.1. Neat groups. We recall the notion of neat elements from [Pi, Page 12] . For every element g ∈ GL n (A ∞ ) (n ≥ 0), write g p for its image under the projection map GL n (A) ♮ → GL n (Q p ) and define n p (g) to be the cardinality of the following finite group: {torsion element in the subgroup of Q × p generated by all eigenvalues of g p }.
We say that g is neat if
An element of G(A)
♮ is said to be neat if for some (and hence all) algebraic group embedding G ֒→ GL(n)/ Q , its image under the composition of the following maps is neat:
G(A)
We make the following definition. 
2.2. The transfer map of cohomology groups. Recall the space X from the Introduction.
♮ . Then the right action of K on X is free. Moreover, X /K is a topological manifold which is homotopy to a finite simplicial complex.
Proof. The first assertion is well known and easily verified. The second assertion is a consequence of the Borel-Serre compactification [BS] .
We will consider cohomologies with support conditions. For this purpose, let Φ be a family of closed subsets of X with the following properties:
• every closed subset of a set in Φ belongs to Φ;
• the union of two sets in Φ belongs to Φ;
• for every set Z ∈ Φ, the set Z.K belongs to Φ for all open compact subgroup K of G(A) ♮ . Let R be a commutative ring with unity. For each monoid Λ, let R[Λ] denote its monoid algebra with coefficients in R. As an R-module, it is free with free basis
♮ which is contained in G. As in (1), we have a local system
for the i-th cohomology of S 
In other words, the local system M [K ′ ] is identified with the pullback of the local system M [K] through the natural map
Thus the pullback of cohomologies yields a homomorphism
Note that (8) is a covering map whose degree equals the index [K :
Thus the push-forward of cohomologies yields a homomorphism
. Now we drop the assumption that K ′ ⊂ K and define the homomorphism
to be the composition of
We call the above map the transfer map. When the groups K and K ′ are understood, we also write ρ for ρ K,K ′ .
Then the diagram
H i Φ (K 1 , M) ρ − −− → H i Φ (K 2 , M)   ρ   ρ H i Φ (K 3 , M) − −− → H i Φ (K 3 , M) commutes,
where the bottom horizontal arrow is the map of multiplication by
Proof. This is an exercise in algebraic topology. We omit the details.
Hecke homomorphisms. Let
♮ is said to be φ-adapted if the diagram
Let t be a φ-adapted element of G(A) ♮ . Let K and K ′ be neat open compact subgroups of G and G ′ respectively. Generalizing the definition of ρ K,K ′ in (11), we shall define in what follows a homomorphism
which we call a Hecke homomorphism. It follows from the commutative diagram (12) that the map
is equivariant with respect to the isomorphism
Thus it descends to a homomorphism
of local systems over the homeomorphism
The homomorphism (14) induces a homomorphism
We define the Hecke homomorphism ρ t,φ in (13) to be the composition of
When φ is understood we will write ρ t for ρ t,φ , and when t = 1 we will write ρ φ for ρ t,φ . When t = 1 and φ is understood we will also simply write ρ for ρ t,φ . The same convention will be used in other similar situations without further explanation. The following proposition generalizes Lemma 2.3.
then the diagram
where the bottom horizontal arrow is the map of scalar multiplication by
Proof. For simplicity write
Also write r := ts. Then the proposition follows by considering the following commutative diagram:
Here we write H(
and similarly for other cohomology groups, ( * ) is the multiplication map by [
, and all the unnamed arrows are the transfer maps as defined in Section 2.2.
Some examples of φ-adapted elements and Hecke homomorphisms.
Example 2.6. The identity element 1 ∈ G(A)
♮ is φ-adapted if and only if φ is a
♮ and all neat open compact subgroup K of G(A) ♮ . Moreover, the left vertical arrow of the above diagram induces a linear isomorphism
Example 2.8. For every t ∈ P , define a linear map
Then t is φ t -adapted.
LetP be a parabolic subgroup of G which is opposite to P . Denote byN its unipotent radical and write LP := P ∩P . Write TP for the largest central torus in LP . As in the Introduction, denote by T † P the monoind consisting all t ∈ TP such that Note that there is a character λ V : T → E × such the representation of T oň V n is given by the scalar multiplications by λ V . Also write λ V : TP → E × the corresponding character induced by the obvious isomorphism T ∼ = TP .
The following lemma is elementary and we omit its proof.
Lemma 2.9. For every open compact subgroup LP of LP , there is a lattice V of V such that
Here and as usual, a lattice in a finite dimensional E-vector space means an open compact O-submodule of it.
Example 2.10. Let V be a lattice in V satisfying the last two conditions of (18). Take an arbitrary compact O-submodule U ′ ofV n . Then
3. Ordinary p-adic automorphic forms 3.1. A partial order. We define a partial order on the set of all open compact subgroups of G as follows.
Definition 3.1. For any two open compact subgroups G and G ′ of G, define
where P := G ∩ P and
Note that the conditions in (19) imply that
Proof. The first assertion is obvious in view of the first equality in (20). For the second assertion, we have that
Here the last inclusion follows from the second equality in (20).
where P := G ∩ P and N := G ∩ N. Denote by P ′ the preimage of L under the quotient map P → P/N. Take an open compact subgroup G 0 of G which is sufficiently small and normalized by P ′ . Then P ′ G 0 ∈ G DL . This proves the lemma.
Then for all t ∈ TP , tGt −1 ∈ G DL . Moreover,
when t is sufficiently dominant, namely when |α(t)| p is sufficiently large for all characters α : TP → Q × p which occur in the adjoint representation of TP on n ⊗ Qp Q p . This proves the lemma.
3.2. An inverse limit and Hecke homomorphisms. In the rest of this section, we assume that
Proof. This follows from Lemma 2.3 and Lemma 3.2.
In view of Lemma 3.5, we form the inverse limit
As before, let
as in the following lemma.
Lemma 3.6. There is a unique homomorphism
commutes for all G ∈ G DL which is sufficiently P -large, namely, there is a group G 0 ∈ G DL such that the above diagram commutes whenever G 0 P G.
Proof. The uniqueness is obvious, in view of Lemma 3.4. Suppose
commutes, for all G, G 1 ∈ G DL which are sufficiently P -large with G P G 1 . This implies the existence part of the lemma.
For every g ∈ P and x ∈ L, we write gxg −1 :=ḡxḡ −1 ∈ L, whereḡ denote the image of g under the quotient map P → L. Similar notation will be used without further explanation.
Remark. In the setting of Proposition 3.7, the condition that s is φ 1 -adapted and t is φ 2 -adapted implies that the element ts is (φ 2 • φ 1 )-adapted.
As a special case of Proposition 3.7, we have the following lemma.
3.3. A direct limit and Hecke homomorphisms. Let H be a D-neat compact subgroup of L. In view of Lemma 3.8, we define 
Lemma 3.9. There is a unique homomorphism
Proof. The uniqueness is clear. Using Proposition 3.7, it is routine to check that
This implies the existence part of the lemma.
contains an open subgroup of H 3 , and
Proof. This is easily checked by using Proposition 3.7.
As a special case of Proposition 3.10, we have the following lemma.
3.4. A completed version. In view of Lemma 3.11, we define the "completed version" of H i Φ,P (DH, M) to be
where k runs over all non-negative integers. With the notation as in (21), we define the Hecke homomorphism
Lemma 3.12. There is a unique homomorphism
Proof. This follows by Proposition 3.10.
Proposition 3.13. In the setting of Proposition 3.10, the diagram
Proof. This also follows by Proposition 3.10.
As a special case of Proposition 3.13, we have the following lemma.
Lemma 3.14. Let the notation be as in Lemma 3.11. Then the diagram
Recall from the Introduction that h is a Lie subalgebra of l. In view of Lemma 3.14, we define
where D runs over all open compact subgroups of G(A p ) ♮ , and H runs over all D-neat compact subgroups of L with Lie algebra h.
Let N h (P ) denote the preimage of N h (L) under the quotient map P → L. The R-module (22) is naturally a representation of G(A p ) ♮ × N h (P ) by the following lemma.
Lemma 3.15. There is a unique representation of Proof. This follows from Proposition 3.13.
It is easy to see that the action of N of H
h is trivial. Thus the latter is naturally a representation of When P = G and H = {1}, the module H i Φ,P (DH, O) recovers Emerton's completed cohomology group [Em1] . For applications to p-adic L-functions, we are more interested in the other extremal case, namely when P is a Borel subgroup. In this case, H i Φ,P (DH, O) is a variant of the ordinary part of the completed cohomology group (cf. [Em2, Em3] ).
As an example of (22), we have
It is clear that H
Recall from the Introduction that an element of H i,ord
h is called an hdistinguished ordinary automorphic forms on G along P (with support in Φ, degree i and coefficient in E). In the next three sections, we will show that H i,ord
interpolates all the h-invariant ordinary classical automorphic forms.
Some algebraic preliminaries
In the rest of this paper, we assume that R is Noeterian unless otherwise specified. Let H + be a commutative monoid. Proof. This follows from the following elementary fact: since R is Noeterian, every surjective endomorphism of a finitely generated R-module is injective.
be an exact sequence of R[H + ]-modules. Then J 2 is finitely surjective if and only if both J 1 and J 3 are so.
Proof. Assume that J 2 is finitely surjective. For every t ∈ H + , the map
induced by the action of t is surjective. Thus it is injective by the proof of Lemma 4.2. Hence the preimage of J 1 under the map t : J 2 → J 2 equals J 1 . Since the above map is surjective, this implies that t.J 1 = J 1 . In conclusion, we have proved that J 1 is finitely surjective. All other assertions of the lemma is easy to prove and we omit the details.
For every R[H + ]-module J, define its finitely surjective part to be
This is obviously a submodule of J.
Definition 4.4. An element t + ∈ H + is said to be dominating if for every t ∈ H + ,
when k is sufficiently large.
In the rest of this section assume that H + has a dominating element t + .
Lemma 4.5. Let J be a R[H + ]-module which is finitely generated as a R-module. Then
Proof. It is obvious that
The Noetherian property implies that the R[H
is independent of k when k is sufficiently large. Thus the surjective map
is also injective when k is sufficiently large. Since
this implies that the map
is bijective. By (23), this further implies that the map t :
4.2. The nilpotent parts. Define the nilpotent part of a R[H + ]-module J to be
It is obviously an submodule of J.
Lemma 4.6. For every
Proof. This obvious follows by (23).
Proposition 4.7. Assume that R is Artinian. Then for all R[H + ]-module J which is finitely generated as a R-module,
Proof. This is well-known. We sketch a proof for completeness. It follows from Lemma 4.2 that
. Using Lemma 4.6, the Noetherian property of R implies that (x − t k + .x) ∈ J nil . Using Lemma 4.5, the assumption that R is Artinian implies that t k + .x ∈ J fsu when k is sufficiently large. This proves that
Exactness of the functor
be an exact sequence of R[H + ]-modules which are finitely generated as R-modules.
Proof. If R is Artinian, then the proposition easily follows from Proposition 4.7. Now we assume that R = O. For every O[H + ]-module J which is finitely generated as an O-module, we have that
Note that lim ← −k (J/p k J) fsu is finitely surjective, and the finitely surjective part of lim
and the proposition follows.
4.4. A decomposition. Let J be an O[H + ]-module which is finitely generated as an O-module.
Lemma 4.9. For every character χ :
Proof. The lattice J yields a norm
Similar to Definition 1.3, a monoid homomorphism χ : H + → Q × p satisfying (26) is said to be ordinary if the equality in (26) holds for all t ∈ H + . Otherwise it is said to be supersingular.
Proposition 4.10. There is a unique E[H
ordinary, and every character χ :
Proof. Using (25), we have an
so that every t ∈ H + acts as automorphisms on J fsu , and t + acts as a topologically nilpotent operator on J ′ . Put
and the proposition easily follows.
Hecke actions
We return to the notation of Section 2. In particular G is an open subgroup of G(A)
♮ and M is a R[G(Q) × G]-module. Recall from Section 2.8 the monoid
This monoid is commutative and has a dominating element.
5.1. Hecke actions.
Definition 5.1. A compatible action of T † P on M is a monoid homomorphism
This gives a compatible action. Definition 5.
4. An open compact subgroup G of G is said to be (P,P )-good if
is a monoid action.
Proof. This is implied by Proposition 2.5.
In the setting of Proposition 5.5, we call (27) 
]-module, whenever G stabilizing V (see Example 5.3).
5.2. Assumptions on Φ. We begin with the following result which is well-known to experts.
Proposition 5.6. Suppose that Φ is the family of all closed subsets of X , or the family of all compact subsets of X . Then for all neat open compact subgroup K of G(A) ♮ , all commutative Noetherian ring R, and all local system L on S G K of finitely generated R-modules, the following assertions hold.
• For all i ∈ Z,
is finitely generated as a R-module.
• The natural map
is an isomorphism for all flat R-module M 0 .
Proof. Fist assume that Φ is the family of all the closed subsets. Using Lemma 2.2, we may replace S G K by a finite simplicial complex. Then the proposition easily follows by using the simplicial cohomology. Now suppose that Φ is the family of all the compact subsets. Using Poincaré duality (cf. [Br, Theorem 9 .2]), the proposition is reduced to the analogues assertions for the homology groups. Then the previous argument applies.
From now on, we assume that the support set Φ has the two properties of Proposition 5.6.
The module H
♮ ]-module with a compatible action φ of T † P on it. Assume that R is Artin or R = O, and M is finitely generated as a R-module. Then the projection map
Proof. For every t ∈ T † P , it follows from Proposition 2.5 that the diagram
Thus by Lemma 4.5, the image of the map (28) is contained in
. Then the proposition easily follows from the following Lemma 5.8.
Lemma 5.8. Let M be a R[G(Q)×G]-module with a compatible action φ of T † P on it. Assume that R is Artin or R = O, and M is finitely generated as a R-module. Let G ′ be another group in G DL which is (P,P )-good. Suppose that DG, DG ′ ⊂ G and G P G ′ . Then the transfer map
Proof. Take t ∈ T † P such that G ′ P tGt −1 . It follows from Proposition 2.5 that the diagrams
and
Here and as before, g| V : V → V denotes the action of g on V .
5.5. A proof of Proposition 1.2. For the convenience of the reader, in what follows we provide a proof of Proposition 1.2. Note that the isomorphism (31) is T † P -equivariant. Thus it suffices to show that for every monoid homomorphism χ :
one has that Moreover, Lemma 4.10 implies the following lemma.
Lemma 5.10. Let V and U be as above and suppose that G stabilizes V. Then there is an identification
Here the last superscript "ord" has to the meaning as in Proposition 4.10. As an obvious generalization of Lemma 5.10, we have the following lemma.
Lemma 5.11. Let V be as above and let U ′ be a lattice inV h n . Suppose that G stabilizes V. Then there is an identification
Interpolations of ordinary classical automorphic forms
We continue with the notation of the last section.
6.1. A homomorphism. Let H be a compact subgroup of L with Lie algebra h such thatV
]-module. In this subsection, we will define a homomorphism
Then G k stabilizes V ′ /p k , and G P G k . The following proposition is a form of Hida's control theorem.
Proposition 6.1. There is an identification
Proof. By Lemma 5.8,
The short exact sequence
induces a long exact sequence
One checks that all arrows in the above sequence are T † P -equivariant. In view of Proposition 4.8, it suffices to show that
This holds because a dominating element of T † P
acts as a nilpotent operator on H
Take a (P,P )-good open subgroup G ′ k of G k such that
Proposition 2.5 implies that the pullback map
is T † P -equinvariant. Thus it yields a homomorphism
The third condition of (37) amounts to saying that the natural pairing map
Proposition 2.5 implies that the above map is also T † P -equivariant. Therefore it induces a map
Finally, we define a composition map
Proof. Let (G k ,G ′ k ) be another pair with the same property as that of (G k , G Tensoring by E, we get a linear map ξ DL,H P ,G,V,U ′ : H i,ord
Lemma 6.4. The linear map ξ DL,H P ,G,V,U ′ is independent of (G, V, U ′ ).
Proof. Let (G,V,Ù ′ ) be another triple with the same property as that of (G, V, U ′ ). We want to show that ξ Academy of Mathematics and Systems Science, Chinese Academy of Sciences, Beijing, 100190, China E-mail address: sun@math.ac.cn
