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Abstract
It is known that the logic BI of bunched implications is useful for describing shared mutable data structures and resource-aware
reasoning. It has recently been clariﬁed that some classical versions of BI are especially useful for describing shared mutable data
structures. In this paper, a single-succedent Gentzen-type sequent calculus GcBI for a classical version (called Boolean BI) of an
intuitionistic BI is introduced. Some theorems for embedding GcBI into its intuitionistic version GiBI, which are analogous to the
Glivenko and Go¨del-Gentzen embedding theorems of classical logic into intuitionistic logic, are proved.
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1. Introduction
It is known that the logic BI of bunched implications, which was originally introduced by O’Hearn and Pym15, is
useful for describing shared mutable data structures and resource-aware reasoning (see e.g., 15,16,9,17). It has recently
been clariﬁed that some classical versions of BI are especially useful as a logical basis for an assertion language for
shared mutable data structures (see e.g., 12,2). In this paper, a single-succedent Gentzen-type sequent calculus GcBI for
a classical version called BBI (Boolean BI) of an intuitionistic BI is introduced. Some theorems for embedding GcBI
into its intuitionistic version GiBI, which are analogous to the Glivenko and Go¨del-Gentzen embedding theorems of
classical logic into intuitionistic logic (see e.g., 18 for these theorems), are shown.
The aim of this paper is to propose a single-succedent Gentzen-type system approach to classical versions of BI.
Some classical versions of BI have been introduced and studied by some researchers (see e.g., 16,12,2). Boolean BI
(BBI) and classical BI (CBI) are typical examples of such versions: BBI is obtained from BI by adding additive
classical negation, and CBI is obtained from BBI by adding multiplicative classical negation. The relation between BI
and BBI was studied by Larchey-Wendling and Galmiche12 based on a labeled tableau system and Kripke semantics.
They showed that a sound and faithful embedding from BI into BBI. It is known that constructing a standard Gentzen-
type sequent calculus for classical versions of BI is diﬃcult (see e.g., 16,2), although the original version of BI was
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formulated as a standard Gentzen-type sequent calculus. Hence, there was no simple Gentzen-type sequent calculus
for classical versions of BI. Indeed, BBI was studied based on a model-theoretic formulation or a labeled tableau
system12, and CBI was studied based on a Belnap-style display sequent calculus.
In this paper, a standard Gentzen-type sequent calculus GcBI for BBI is introduced as a single-succedent system,
i.e., the conclusions of the sequents in GcBI are a single formula or the empty sequence. The formulation of GcBI
is plausible in the following reasons: (1) it is easily embeddable into its intuitionistic version GiBI, (2) it is a simple
extension of the original BI, i.e., it is obtained from GiBI by adding only one inference rule for (additive) classical
negation, and (3) it is considered based on the traditional ideas on some single-succedent Gentzen-type sequent calculi
for classical logic.
The proposed single-succedent system framework is intended to deal with a wide range of intuitionistic and clas-
sical BIs uniformly. By this idea, the computational interpretations of some classical BIs (including BBI) will be
clariﬁed by the single-succedent “type-systems” in a similar way as that for the original intuitionistic BI, since the
original BI is known to have a good computational interpretation14. If such a uniform framework with computational
interpretations is given, some classical BIs will be useful to obtain a good basis for functional programming languages.
This is an intended goal of this research.
The traditional single-succedent Gentzen-type sequent calculi for classical logic are explained below. It is known
that some single-succedent sequent calculi for classical logic are obtained from Gentzen’s LJ (a sequent calculus for
intuitionistic logic) by adding one of the following inference rules3,5,8,1,13,10:
α→β, Γ⇒ α
Γ⇒ α (Peirce)
¬α, Γ⇒ α
Γ⇒ α (r-Peirce)
¬α, Γ⇒ ⊥
Γ⇒ α (Raa)
¬α, Γ⇒ γ α, Γ⇒ γ
Γ⇒ γ (Gem)
¬p, Γ⇒ γ p, Γ⇒ γ
Γ⇒ γ (Gem-at)
α→β, Γ⇒ γ δ→α, Γ⇒ γ
Γ⇒ γ (g-Dmt)
α→β, Γ⇒ γ α, Γ⇒ γ
Γ⇒ γ (g-Peirce)
¬α, Γ⇒
Γ⇒ α (s-Peirce)
where γ is a formula or the empty sequence, p is a propositional variable, and Γ is a (possibly empty) set of formulas.
The rule (Peirce) was introduced and studied by Curry3, Felscher5, Gordeev8 and Africk1. It was shown that the
cut-elimination theorem holds for LJ + (Peirce). The rule (r-Peirce) was introduced and studied by Curry3, Gordeev8
and Africk1. It was shown that the cut-elimination theorem holds for LJ + (r-Peirce). A very simple proof of the
cut-elimination theorem for LJ + (Peirce) and LJ + (r-Peirce) was given by Africk.
The rule (Raa) was studied by Negri and von Plato in13. As mentioned in13, it is diﬃcult to give a direct proof of
the cut-elimination theorem for some systems with (Raa). It was also shown in13 that the structural rules (including
the cut rule) are admissible in a sequent calculus G3ip (for intuitionistic logic) with the rule of the form:
¬p, Γ⇒ ⊥
Γ⇒ p (Raa-at)
where p is a propositional variable. It was also shown in13 that G3ip + (Raa-at) is not a system of classical logic, but
a system of an intermediate logic called stable logic.
The rules (Gem) and (Gem-at) were introduced by von Plato. It was shown in13 that the cut rule and (Gem) are
admissible in some versions of cut-free LJ with (Gem-at). The rules (g-Dmt) and (g-Peirce), which were introduced
in10, are generalized versions of (Dmt) and (Peirce) where (Dmt) is of the form:
α→β, Γ⇒ γ β→α, Γ⇒ γ
Γ⇒ γ (Dmt)
which corresponds to the law of linearity: (α→β)∨ (β→α) characterizing the intermediate logic called Dummett’s LC.
The rule (Dmt) and a multiple-succedent sequent calculus G3ipm with (Dmt) for Dummett’s LC were discussed in13
The rule (s-Peirce) is a specialized version of (r-Peirce) and (Raa). This rule was studied by Gordeev8 based on a
cut-free formulation of LJ with a specialized negation-cut rule. The cut-elimination and Craig interpolation theorems
for LJ + (s-Peirce) were proved in10 based on an embedding-based method. In the present paper, the BI-version rule
(c¬) of (s-Peirce) is adopted to show the Glivenko and Go¨del-Gentzen embedding theorems for GcBI. In order to
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obtain a sequent calculus for BBI, we can also adopt the other BI-versions of the single-succedent rules presented
above.
The structure of this paper is then summarized as follows. In Scetion 2, GiBI is introduced, and then GcBI is
obtained from GiBI by adding a classical negation inference rule. Some provable sequents in GcBI, which correspond
to some characteristic axioms for classical logic, are also presented. In Section 3, the Glivenko theorem for GcBI,
which is a theorem for embedding GcBI into GiBI, is proved. In Section 4, the Go¨del-Gentzen theorem for GcBI,
which is also a theorem for embedding GcBI into GiBI, is proved based on a restricted language. In Section 5, this
paper is concluded, and some remarks are given.
2. Sequent calculi
Prior to the precise discussion, the language used is introduced below. Formulas are constructed from propositional
variables, 1 (multiplicative constant), ,⊥ (additive constants), −∗ (linear or multiplicative implication),→ (intuition-
istic or additive implication), ∧ (additive conjunction), ∗ (multiplicative conjunction), ∨ (additive disjunction) and ¬
(additive negation). Lower-case letters p, q,... are used to represent propositional variables, Greek lower-case letters
α, β, ... are used to represent formulas, and Greek capital letters Γ,Δ, ... are used to represent ﬁnite (possibly empty)
sequences of formulas or bunches. We write A ≡ B to indicate the syntactical identity between A and B. Since all
logics discussed in this paper are formulated as sequent calculi, we will sometimes identify a sequent calculus with
the logic determined by it.
Following4,7, we give some deﬁnitions. Bunches are inductively deﬁned by (1) any formula is a bunch, and (2)
for n ≥ 2, if Xi is a bunch for i = 1, ..., n, then both sequences (X1, ..., Xn) and (X1; ...; Xn) are bunches. Bunches of
the forms (X1, ..., Xn) and (X1; ...; Xn) are respectively called intensional and extensional. Each bunch Xi is called an
immediate constituent of (X1, ..., Xn) and (X1; ...; Xn). For the sake of simplicity, we assume that immediate constituents
of an intensional (and an extensional) bunch are not intensional (and extensional, respectively). Thus, a bunch of the
form (X; (Y; Z);W) is identiﬁed with the bunch (X; Y; Z;W). In other words, intensional bunches and extensional
bunches are appeared alternatively in a given bunch. We will omit parentheses when no confusion will occur.
Expressions α1, ..., αn and α1; ...;αn intuitively mean the formula α1 ∗ · · · ∗ αn and α1 ∧ · · · ∧ αn, respectively. In
the following, capital letters X, Y and Z etc. with or without subscripts denote bunches. Subbunches of a given bunch
Z can be deﬁned in the usual way. We will sometimes pay special attention to a particular occurrence of a subbunch
X of Z. In such a case, the occurrence X is called a bunch occurrence of X (in Z) which is indicated. An expression
Γ(X) is used to denote a bunch with an indicated bunch occurrence of X in it. Sequents are expressions of the form
X ⇒ γ where X is a (possibly empty) bunch and γ is a formula or the empty sequence. The expression of the form
L  S means that the sequent S is provable in a sequent calculus L. We will sometimes omit L in this expression.
A sequent calculus GiBI for iBI is then introduced below.
Deﬁnition 2.1 (GiBI). Let γ be a formula or the empty sequence.
The initial sequents of GiBI are of the form:
α⇒ α ⇒ 1 ⊥ ⇒ ⇒ .
The cut rule of GiBI is of the form:
X ⇒ α Γ(α)⇒ γ
Γ(X)⇒ γ (cut).
The intensional and extensional structural rules of GiBI are of the form:
Γ(Y, X)⇒ γ
Γ(X, Y)⇒ γ (I-ex)
Γ(Y; X)⇒ γ
Γ(X; Y)⇒ γ (E-ex)
Γ(X; X)⇒ γ
Γ(X)⇒ γ (E-co)
Γ(X)⇒ γ
Γ(X; Y)⇒ γ (E-wk)
X ⇒
X ⇒ α (E-wk-r).
The multiplicative logical inference rules of GiBI are of the form:
Γ(X)⇒ γ
Γ(X, 1)⇒ γ (1-wk)
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X ⇒ α Γ(β)⇒ γ
Γ(α−∗β, X)⇒ γ (−∗l)
X, α⇒ β
X ⇒ α−∗β (−∗r)
Γ(α, β)⇒ γ
Γ(α ∗ β)⇒ γ (∗l).
X ⇒ α Y ⇒ β
X, Y ⇒ α ∗ β (∗r).
The additive logical inference rules of GiBI are of the form:
Γ(X)⇒ γ
Γ(X;)⇒ γ (-wk)
X ⇒ α Γ(β)⇒ γ
Γ(α→β; X)⇒ γ (→l)
X;α⇒ β
X ⇒ α→β (→r)
Γ(α; β)⇒ γ
Γ(α ∧ β)⇒ γ (∧l)
X ⇒ α Y ⇒ β
X; Y ⇒ α ∧ β (∧r)
Γ(α)⇒ γ Γ(β)⇒ γ
Γ(α ∨ β)⇒ γ (∨l)
X ⇒ α
X ⇒ α ∨ β (∨r1)
X ⇒ β
X ⇒ α ∨ β (∨r2)
Γ(X)⇒ α
Γ(X;¬α)⇒ (¬l)
X;α⇒
X ⇒ ¬α (¬r).
Some remarks concerning the deﬁnition of GiBI are given as follows.
1. GiBI is obtained from the sequent calculus GBI, which was introduced in11, by replacing the initial sequent
⊥ ⇒ γ with ⊥ ⇒, and adding the negation inference rules (¬l), (¬r) and the right weakening rule (E-wk-r).
2. The negation inference rules (¬l) and (¬r) just correspond to the intuitionistic negation inference rules in Gentzen’s
sequent calculus LJ for intuitionistic logic.
3. The sequent formulation of GiBI is regarded as a relevant logic-type formulation based on4,7. This formulation
is useful to show some properties discussed in this paper. The original cut-free sequent formulation in15 adopts
a coherent equivalence relation ≡ on bunches.
4. The most sophisticated cut-free sequent calculus LBI, which is based on ≡, was presented in6. The formulation
of GiBI is essentially equivalent to the formulation of LBI.
Deﬁnition 2.2 (GcBI). GcBI is obtained from GiBI by adding the additive logical inference rule of the form:
X;¬α⇒
X ⇒ α (c¬).
Proposition 2.3. The following sequents are provable in GcBI:
1. ⇒ ¬¬α→α (the law of double negation elimination),
2. ⇒ α ∨ ¬α (the law of excluded middle),
3. ⇒ ((α→β)→α)→α (the law of Peirce).
Proof. Proofs of (1), (2) and (3) are respectively as follows:
¬α⇒ ¬α
¬α;¬¬α⇒ (¬l)
¬¬α;¬α⇒ (E-ex)
¬¬α⇒ α (c¬)
⇒ ¬¬α→α (→r)
¬α⇒ ¬α
¬α⇒ α ∨ ¬α (∨r2)
¬α;¬(α ∨ ¬α)⇒ (¬l)
¬(α ∨ ¬α);¬α⇒ (E-ex)
¬(α ∨ ¬α)⇒ α (c¬)
¬(α ∨ ¬α)⇒ α ∨ ¬α (∨r1)
¬(α ∨ ¬α);¬(α ∨ ¬α)⇒ (¬l)
¬(α ∨ ¬α)⇒ (E-co)
⇒ α ∨ ¬α (c¬)
α⇒ α
α;¬α⇒ (¬l)
¬α;α⇒ (E-ex)
¬α;α⇒ β (E-wk-r)
¬α⇒ α→β (→r) α⇒ α
(α→β)→α;¬α⇒ α (→l)
(α→β)→α;¬α;¬α⇒ (¬l)
(α→β)→α;¬α⇒ (E-co)
(α→β)→α⇒ α (c¬)
⇒ ((α→β)→α)→α (→r).
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3. Glivenko theorem
Lemma 3.1. Let α be a formula or the empty sequence. For any sequent X ⇒ α,
if GcBI  X ⇒ α, then GiBI  X;¬α⇒.
Proof. By induction on the proofs P of X ⇒ α in GcBI. We distinguish the cases according to the last inference of P.
We show some cases,
Case (c¬): The last inference of P is of the form:
X;¬α⇒
X ⇒ α (c¬).
By hypothesis, we obtain the requited fact GiBI  X;¬α⇒.
Case (−∗l): The last inference of P is of the form:
X ⇒ β Γ(γ)⇒ α
Γ(β−∗γ, X)⇒ α (−∗l).
By hypothesis and induction hypothesis, we obtain GiBI  X ⇒ β and GiBI  Γ(γ);¬α⇒, respectively. Then we
obtain the required fact GiBI  Γ(β−∗γ, X);¬α⇒ by:
....
X ⇒ β
....
Γ(γ);¬α⇒
Γ(β−∗γ, X);¬α⇒ (−∗l).
Case (−∗r): The last inference of P is of the form:
X, α1 ⇒ α2
X ⇒ α1−∗α2 (−∗r).
By induction hypothesis, we obtain GiBI  (X, α1);¬α2 ⇒. Then we obtain the required fact GiBI  (X, α1);¬α2 ⇒
by:
....
(X, α1);¬α2 ⇒
X, α1 ⇒ α2 (c¬)
X ⇒ α1−∗α2 (−∗r)
X;¬(α1−∗α2)⇒ (¬l).
Case (∗r): The last inference of P is of the form:
X ⇒ α1 Y ⇒ α2
X, Y ⇒ α1 ∗ α2 (∗r).
By induction hypothesis, we obtain GiBI  X;¬α1 ⇒ and GiBI  Y;¬α2 ⇒. Then we obtain the required fact GiBI 
(X, Y);¬(α1 ∗ α2)⇒ by: ....
X;¬α1 ⇒
X ⇒ α1 (c¬)
....
Y;¬α2 ⇒
Y ⇒ α2 (c¬)
X, Y ⇒ α1 ∗ α2 (∗r)
(X, Y);¬(α1 ∗ α2)⇒ (¬l).
Case (∨r1): The last inference of P is of the form:
X ⇒ α1
X ⇒ α1 ∨ α2 (∨r1).
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By induction hypothesis, we obtain GiBI  X;¬α1 ⇒. Then we obtain the required fact GiBI  X;¬(α1 ∨ α2)⇒ by:
....
X;¬α1 ⇒
X ⇒ α1 (c¬)
X ⇒ α1 ∨ α2 (∨r1)
X;¬(α1 ∨ α2)⇒ (¬l).
Theorem 3.2 (Glivenko theorem). For any formula α,
GcBI  ⇒ α iﬀ GiBI  ⇒ ¬¬α.
Proof. (=⇒): Suppose GcBI  ⇒ α. Then we obtain GiBI  ¬α⇒ by Lemma 3.1. Therefore we obtain the required
fact GiBI  ⇒ ¬¬α by using (¬r).
(⇐=): Suppose GiBI  ⇒ ¬¬α. Then we have GcBI  ⇒ ¬¬α since GcBI is an extension of GiBI. We thus obtain
the required fact GcBI  ⇒ α by:
⇒ ¬¬α
.... Proposition 2.3 (1)¬¬α⇒ α
⇒ α (cut)
4. Go¨del-Gentzen theorem
A restricted language L− is obtained from the language of GiBI and BcBI by deleting 1,, ⊥, ∗ and −∗.
Deﬁnition 4.1. A mapping g on L− is deﬁned by
1. for any propositional variable p, g(p) := ¬¬p,
2. g(α  β) := g(α)  g(β) where  ∈ {∧,→},
3. g(α ∨ β) := ¬(¬g(α) ∧ ¬g(β)),
4. g(¬α) := ¬g(α).
An expression g(X) denotes the result of replacing every occurrence of a formula α in X by an occurrence of g(α).
An expression α⇔ β means the sequents α⇒ β and β⇒ α.
Lemma 4.2. For any formula α in L−,
GcBI  α⇔ g(α).
Proof. By induction on α. We show some cases.
Case (α ≡ p where p is a propositional variable): We obtain the required fact GcBI  p⇔ g(p) by:
.... Proposition 2.3¬¬p⇒ p
p⇒ p
p;¬p⇒ (¬l)
p⇒ ¬¬p (¬r)
where ¬¬p coincides with g(p) by the deﬁnition of g.
Case (α ≡ ¬β): By induction hypothesis, we have GcBI  β ⇔ g(β). Then we obtain the required fact GcBI 
¬β⇔ g(¬β) by:
....
g(β)⇒ β
g(β);¬β⇒ (¬r)
¬β; g(β)⇒ (E-ex)
¬β⇒ ¬g(β) (¬r)
....
β⇒ g(β)
β;¬g(β)⇒ (¬l)
¬g(β); β⇒ (E-ex)
¬g(β)⇒ ¬β (¬r)
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where ¬g(β) coincides with g(¬β) by the deﬁnition of g.
Case (α ≡ β ∨ γ): By induction hypothesis, we have GcBI  β ⇔ g(β) and GcBI  γ ⇔ g(γ). Then we obtain the
required fact GcBI  β ∨ γ ⇔ g(β ∨ γ) by:
....
β⇒ g(β)
β;¬g(β)⇒ (¬l)
β;¬g(β);¬g(γ)⇒ (E-wk)
....
γ ⇒ g(γ)
γ;¬g(γ)⇒ (¬l)
γ;¬g(β);¬g(γ)⇒ (E-wk)
β ∨ γ;¬g(β);¬g(γ)⇒ (∨l)
β ∨ γ;¬g(β) ∧ ¬g(γ)⇒ (∧l)
β ∨ γ ⇒ ¬(¬g(β) ∧ ¬g(γ)) (¬r)
and
....
g(β)⇒ β
g(β)⇒ β ∨ γ (∨r1)
g(β);¬(β ∨ γ)⇒ (¬l)
¬(β ∨ γ); g(β)⇒ (E-ex)
¬(β ∨ γ)⇒ ¬g(β) (¬r)
....
g(γ)⇒ γ
g(γ)⇒ β ∨ γ (∨r2)
g(γ);¬(β ∨ γ)⇒ (¬l)
¬(β ∨ γ); g(γ)⇒ (E-ex)
¬(β ∨ γ)⇒ ¬g(γ) (¬r)
¬(β ∨ γ);¬(β ∨ γ)⇒ ¬g(β) ∧ ¬g(γ) (∧r)
¬(β ∨ γ)⇒ ¬g(β) ∧ ¬g(γ) (E-co)
¬(β ∨ γ);¬(¬g(β) ∧ ¬g(γ))⇒ (¬l)
¬(¬g(β) ∧ ¬g(γ));¬(β ∨ γ)⇒ (E-ex)
¬(¬g(β) ∧ ¬g(γ))⇒ β ∨ γ (¬c)
where ¬(¬g(β) ∧ ¬g(γ)) coincides with g(β ∨ γ) by the deﬁnition of g.
Lemma 4.3. For any formula α in L−,
GiBI  ¬¬g(α)⇒ g(α).
Proof. By induction on α. We show some cases.
Case (α ≡ p where p is a propositional variable): We have the required fact GiBI  ¬¬g(p)⇒ g(p) by:
¬p⇒ ¬p
¬p;¬¬p⇒ (¬l)
¬p⇒ ¬¬¬p (¬r)
¬p;¬¬¬¬p⇒ (¬l)
¬¬¬¬p;¬p⇒ (E-ex)
¬¬¬¬p⇒ ¬¬p (¬r)
where ¬¬p coincides with g(p) by the deﬁnition of g.
Case (α ≡ β→γ): By induction hypothesis, we have GiBI  ¬¬g(β)⇒ g(β) and GiBI  ¬¬g(γ)⇒ g(γ). Then we
obtain the required fact GiBI  ¬¬g(β→γ)⇒ g(β→γ) by:
.... P¬¬(g(β)→g(γ))⇒ ¬¬g(β)→¬¬g(γ)
g(β)⇒ g(β)
g(β);¬g(β)⇒ (¬l)
g(β)⇒ ¬¬g(β) (¬r)
....¬¬g(γ)⇒ g(γ)
¬¬g(β)→¬¬g(γ); g(β)⇒ g(γ) (→r)
¬¬(g(β)→g(γ)); g(β)⇒ g(γ) (cut)
¬¬(g(β)→g(γ))⇒ g(β)→g(γ) (→r)
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where P is of the form:
....¬¬g(β)⇒ g(β)
g(γ)⇒ g(γ)
g(γ);¬g(γ)⇒ (¬l)
¬g(γ); g(γ)⇒ (E-ex)
¬g(γ); g(β)→g(γ);¬¬g(β)⇒ (→l)
¬¬g(β);¬g(γ); g(β)→g(γ)⇒ (E-ex)
¬¬g(β);¬g(γ)⇒ ¬(g(β)→g(γ)) (¬r).... (E-ex), (¬l)¬¬(g(β)→g(γ));¬¬g(β);¬g(γ)⇒
¬¬(g(β)→g(γ));¬¬g(β)⇒ ¬¬g(γ) (¬r)
¬¬(g(β)→g(γ))⇒ ¬¬g(β)→¬¬g(γ) (→r)
where g(β)→g(γ) coincides with g(β→γ) by the deﬁnition of g.
Case (α ≡ β ∨ γ): We obtain the required fact GiBI  ¬¬g(β ∨ γ)⇒ g(β ∨ γ) by:
¬g(β) ∧ ¬g(γ)⇒ ¬g(β) ∧ ¬g(γ)
¬g(β) ∧ ¬g(γ);¬(¬g(β) ∧ ¬g(γ))⇒ (¬l)
¬g(β) ∧ ¬g(γ)⇒ ¬¬(¬g(β) ∧ ¬g(γ)) (¬r)
¬g(β) ∧ ¬g(γ);¬¬¬(¬g(β) ∧ ¬g(γ))⇒ (¬l)
¬¬¬(¬g(β) ∧ ¬g(γ));¬g(β) ∧ ¬g(β)⇒ (E-ex)
¬¬¬(¬g(β) ∧ ¬g(γ))⇒ ¬(¬g(β) ∧ ¬g(γ)) (¬r)
where ¬(¬g(β) ∧ ¬g(γ)) coincides with g(β ∨ γ) by the deﬁnition of g.
Lemma 4.4. Let γ be a formula or the empty sequence. For any sequent X ⇒ γ in L−,
if GcBI  X ⇒ γ, then GiBI  g(X);¬g(γ)⇒.
Proof. By induction on the proofs P of X ⇒ γ in GcBI. We distinguish the cases according to the last inference of P.
We show some cases.
Case (c¬): The last inference of P is of the form:
X;¬γ ⇒
X ⇒ γ (c¬).
By induction hypothesis, we have the required fact GiBI  g(X); g(¬γ)⇒ where g(¬γ) coincides with ¬g(γ) by the
deﬁnition of g.
Case (→r): The last inference of P is of the form:
X;α1 ⇒ α2
X ⇒ α1→α2 (→r).
By induction hypothesis, we have GiBI  g(X); g(α1);¬g(α2)⇒. Then we obtain the required fact by:
....
g(X); g(α1);¬g(α2)⇒
g(X); g(α1)⇒ ¬¬g(α2) (¬r)
.... Lemma 4.3¬¬g(α2)⇒ g(α2)
g(X); g(α1)⇒ g(α2) (cut)
g(X)⇒ g(α1)→g(α2) (→r)
g(X);¬(g(α1)→g(α2))⇒ (¬r)
where ¬(g(α1)→g(α2)) coincides with ¬g(α1→α2) by the deﬁnition of g.
Case (∧r): The last inference of P is of the form:
X ⇒ α1 Y ⇒ α2
X; Y ⇒ α1 ∧ α2 (∧r).
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By induction hypothesis, we have GiBI  g(X);¬g(α1)⇒ and GiBI  g(Y);¬g(α2)⇒. Then we obtain the required
fact GiBI  g(X); g(Y);¬g(α1 ∧ α2)⇒ by:
.... A
g(X)⇒ g(α1)
.... B
g(Y)⇒ g(α2)
g(X); g(Y)⇒ g(α1) ∧ g(α2) (∧r)
g(X); g(Y);¬(g(α1) ∧ g(α2))⇒ (¬l)
where ¬(g(α1) ∧ g(α2)) coincides with ¬g(α1 ∧ α2) by the deﬁnition of g, and A, B are respectively of the form:
....
g(X);¬g(α1)⇒
g(X)⇒ ¬¬g(α1) (¬r)
.... Lemma 4.3¬¬g(α1)⇒ g(α1)
g(X)⇒ g(α1) (cut)
and ....
g(Y);¬g(α2)⇒
g(Y)⇒ ¬¬g(α2) (¬r)
.... Lemma 4.3¬¬g(α2)⇒ g(α2)
g(Y)⇒ g(α2) (cut).
Case (∨l): The last inference of P is of the form:
Γ(α)⇒ γ Γ(β)⇒ γ
Γ(α ∨ β)⇒ γ (∨l).
Let g(Γ−) be a bunch obtained from g(Γ(α ∨ β)) by deleting g(α ∨ β). By induction hypothesis, we have GiBI 
g(Γ(g(α)));¬g(γ)⇒ and GiBI  g(Γ(g(β)));¬g(γ)⇒. Then we obtain the required fact GiBI  g(Γ(g(α ∨ β));¬g(γ)⇒
by:
....
g(Γ(g(α)));¬g(γ)⇒.... (¬r), (E-ex)
g(Γ−);¬g(γ)⇒ ¬g(α)
....
g(Γ(g(β)));¬g(γ)⇒.... (¬r), (E-ex)
g(Γ−);¬g(γ)⇒ ¬g(β)
g(Γ−);¬g(γ); g(Γ−);¬g(γ)⇒ ¬g(α) ∧ ¬g(β) (∧r).... (E-co), (E-ex), (¬l)
g(Γ(¬(¬g(α) ∧ ¬g(β))));¬g(γ)⇒
where ¬(¬g(α) ∧ ¬g(β)) coincides with g(α ∨ β) by the deﬁnition of g.
We then obtain the following Go¨del-Gentzen theorem.
Theorem 4.5 (Go¨del-Gentzen theorem). For any formula α in L−,
GcBI  ⇒ α iﬀ GiBI  ⇒ g(α).
Proof. (=⇒): Suppose GcBI  ⇒ α. Then we obtain GcBI  ¬g(α)⇒ by Lemma 4.4. We then obtain the required
fact GcBI  ⇒ g(α) by:
....¬g(α)⇒
⇒ ¬¬g(α) (¬r)
.... Lemma 4.3¬¬g(α)⇒ g(α)
⇒ g(α) (cut).
(⇐=): Suppose GiBI  ⇒ g(α). Then, GcBI  ⇒ g(α) since GcBI is an extension of GiBI. We then obtain the
required fact GcBI  ⇒ α by (cut) and Lemma 4.2.
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5. Conclusions and remarks
In this paper, a single-succedent Gentzen-type system approach to classical versions of BI (especially BBI) was
proposed. It was shown that the proposed system GcBI for BBI was plausible in the sense that GcBI is embeddable
into its intuitionistic counterpart GiBI, i.e., the Glivenko and Go¨del-Gentzen embedding theorems hold for GcBI
and GiBI. It was thus shown in this paper that the single-succedent system approach is useful for proof-theoretically
analyzing BBI in the same formulation as the original intuitionistic BI. We thus believe that the proposed single-
succedent system approach is a promising new approach for obtaining computational interpretations of classical BIs
in a similar way as those of intuitionistic BIs. In a future work, we would also like to obtain foundations of functional
programming languages based on the proposed approach.
It is ﬁnally remarked that the BI-version rules of the other single-succedent rules explained in Section 1 can be
adapted to BBI. For example, the following BI-version rule (g¬) of (g-Dmt) can be adapted to BBI:
X;α→β⇒ γ X; δ→α⇒ γ
X ⇒ γ (g¬)
Using this rule, we can prove the law of Peirce as follows:
α→β⇒ α→β α⇒ α
(α→β)→α;α→β⇒ α
⇒ 
α⇒ α
α; (α→β)→α⇒ α
→α; (α→β)→α⇒ α
(α→β)→α;→α⇒ α
(α→β)→α⇒ α (g¬)
⇒ ((α→β)→α)→α .
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