We discuss the method of folding and its application to identifying and proving the existence of cycles and the occurrence of chaos in systems of rational difference equations with variable coefficients. These include some systems that converge to autonomous systems and some that do not; e.g., systems with periodic coefficients.
Introduction
It is widely known that in discrete systems periodic and chaotic behavior occur for maps of the interval, which define one-dimensional dynamical systems. Planar discrete systems, which generalize interval maps to two-dimensions are not as well-understood. It is by no means simple to prove whether a given planar map has cycles or exhibits chaos. Certain global results e.g., the Sharkovski ordering of cycles, are not true for planar maps in general; thus, e.g., the occurrence of a 3-cycle does not imply the existence of any other cycle. There are comparatively few methods (e.g., Marotto's snap-back repeller criterion in [9] ) that are applicable widely to the study of cycles and chaos in planar systems.
In this paper we use the method of folding systems to equations to explore planar systems and their orbits. Folding has been used in different contexts in the literature. Folding linear systems in both continuous and discrete time is seen in control theory; the "controllability canonical form" is precisely the folding of a controllability matrix into a linear higher order equation, whether in continuous or discrete time; see, e.g., [5] , [7] . In an entirely different line of research, in [4] a variety of nonlinear differential systems displaying chaotic behavior are studied and classified by converting them to ordinary differential equations of order 3 that are defined by "jerk functions" (time rates of change of acceleration). These results define new categories for distinguishing among a broad range of differential systems. These ideas in control theory and in chaotic differential systems are special instances of the same concept, namely, folding systems to equations. In [12] a general algorithmic process is introduced for folding difference or differential systems to scalar equations.
In the case of planar systems, folding yields a second-order scalar difference equation whose analysis may provide useful information about the orbits of the original system. We take advantage of this fact to establish the existence of cycles and the occurrence of chaos in a rational planar system. Further, since in principle folding applies to nonautonomous systems in the same way that it does to autonomous ones, time-dependent parameters are considered in this study. However, we discuss a case where cycles and chaos occur even with constant parameters.
Folding difference systems
The material in this section is from [12] . A (recursive, or explicit) system of two first-order difference equations is typically defined as
where f, g : N 0 × D → S are given functions, N 0 = {0, 1, 2, . . .} is the set of non-negative integers, S a nonempty set and D ⊂ S × S. If S is a subset of the set R of the real numbers with the usual topology then (1) is a planar system. An initial point (x 0 , y 0 ) ∈ D generates a (forward) orbit or solution {(x n , y n )} of (1) in the state-space S × S through the iteration of the function
for as long as the points (x n , y n ) remain in D. If (1) is autonomous, i.e., the functions f, g do not depend on the index n then (x n , y n ) = F n (x 0 , y 0 ) for every n where F n denotes the composition of the map F (u, v) = (f (u, v), g(u, v)) of S × S with itself n times.
A second-order, scalar difference equation in S is defined as
where φ :
is independent of n then (2) is autonomous. An equation of type (2) may be "unfolded" to a system of type (1) in a standard way; e.g.,
In (3) the temporal delay in (2) is converted to an additional variable in the state space. All solutions of (2) are reproduced from the solutions of (3) in the form (s n , s n+1 ) = (s n , t n ) so in this sense, higher order equations may be considered to be special types of systems. In general, (2) may be unfolded in different ways into systems of two equations and (3) is not unique.
Definition 1 Let S be a nonempty set and consider a function f :
The function h above may be called a semi-inversion, or partial inversion of f. If f is independent of n then n is dropped from the above notation.
Semi-inversion refers more accurately to the solvability of the equation w − f (n, u, v) = 0 for v which recalls the implicit function theorem (see [12] ). On the other hand, a substantial class of semi-invertible functions is supplied (globally) by the following idea.
Definition 2 (Separability) Let (G, * ) be a nontrivial group and let f :
for all u, v ∈ G and every n ≥ 1 then we say that f is separable on G and write f = f 1 * f 2 for short.
Every affine function f (n, u, v) = a n u + b n v + c n with real parameters a n , b n , c n is separable on R relative to ordinary addition for all n with, e.g., f 1 (n, v) = a n u and f 2 (n, v) = b n v + c n . Similarly, f (n, u, v) = a n u/v is separable on R\{0} relative to ordinary multiplication. Now, suppose that f 2 (n, ·) is a bijection for every n and f −1 2 (n, ·) is its inverse for each n; i.e.,
where map inversion and group inversion, both denoted by −1, are distinguishable from the context. In this case, an explicit expression for the semi-inversion h exists globally as
with M = M ′ = G × G. We summarize this observation as follows.
Proposition 3 Let (G, * ) be a nontrivial group and f = f 1 * f 2 be separable. If f 2 (n, ·) is a bijection for each n then f is semi-invertible on G × G with a semi-inversion uniquely defined by (4) .
If a n = 0 (or b n = 0) for all n then the separable function f (n, u, v) = a n u + b n v + c n is semiinvertible as it can reaily be solved for u (or v). If a n , b n are both zero for infinitely n then f is separable but not semi-invertible for either u or v. Now, suppose that {(x n , y n )} is an orbit of (1) in D. If one of the component functions in (1), say, f is semi-invertible then by Definition 1 there is a set M ⊂ D, a set M ′ ⊂ S × S and a function h : N 0 × M ′ → S such that if (x n , y n ) ∈ M then (x n , x n+1 ) = (x n , f (n, x n , y n )) ∈ M ′ and y n = h(n, x n , x n+1 ). Therefore,
and the function φ(n, u, w) = f (n + 1, w, g(n, u, h(n, u, w)))
is defined on N 0 × M ′ . If {s n } is the solution of (2) with initial values s 0 = x 0 and s 1 = x 1 = f (0, x 0 , y 0 ) and φ defined by (6) then
By induction, s n = x n and thus h(n, s n , s n+1 ) = h(n, x n , x n+1 ) = y n . It follows that
i.e., the solution {(x n , y n )} of (1) can be obtained from a solution {s n } of (2) via (7). Thus the following is true.
Theorem 4
Suppose that f in (1) is semi-invertible with M, M ′ and h as in Definition 1. Then each orbit of (1) in M may be derived from a solution of (2) via (7) with φ given by (6) .
The following gives a name to the pair of equations that generate the solutions of (1) in the above theorem.
Definition 5 (Folding) The pair of equations
where φ is defined by (6) is a folding of the system (1). The initial values of the core equation are determined from the initial point
We call Equation (9) passive because it simply evaluates the function h on a solution of the core equation (8) -no dynamics or iterations are involved. Also observe that (1) may be considered an unfolding of the second-order equation (8) that is generally not equivalent to the standard unfolding (3) of that equation.
If one of the component functions in the system is separable then a global result is readily obtained from Theorem 4 using (4).
Corollary 6 Let (G, * ) be a nontrivial group and f = f 1 * f 2 be separable on G × G. If f 2 (n, ·) is a bijection for every n then (1) folds to
Each orbit {(x n , y n )} of (1) in G × G is obtained from a solution {s n } of (10) with the initial values
The next result is a special case of Corollary 6.
Corollary 7 Let a n , b n , c n be sequences in a ring R with identity and let g :
If b n is a unit in R for all n then the semilinear system
folds to
Each orbit {(x n , y n )} of (12) in R is obtained from a solution {s n } of (13) with the initial values
3 Cycles and chaos in a rational system A natural question after folding a system is whether the qualitative properties of the solutions of the core equation (8) are shared by the orbits of (1). The answer clearly depends on the passive equation so that despite its non-dynamic nature, (9) plays a nontrivial role in the folding.
Lemma 8
Assume that the semi-inversion h in (9) has period p ≥ 1, i.e., p is the least positive integer such that h(n + p, u, w) = h(n, u, w) for all (n, u, w) ∈ N 0 × M ′ . Let {s n } be a solution of (8) with initial values s 0 = x 0 , s 1 = f (0, x 0 , y 0 ).
(a) If {s n } is periodic with period q ≥ 1 then the corresponding orbit {(x n , y n )} of (1) is periodic with period equal to the least common multiple lcm(p, q).
(b) If {s n } is non-periodic then {(x n , y n )} is non-periodic.
Proof. (a)
Recall that x n = s n so that the sequence {x n } of the x-components of {(x n , y n )} has period q. Also by (9)
since both p and q divide lcm(p, q). Therefore, the sequence {y n } of the y-components of {(x n , y n )} has period lcm(p, q) and it follows that {(x n , y n )} has period lcm(p, q).
(b) If {(x n , y n )} is periodic then so is {x n }, which implies that {s n } is periodic. Various definitions of chaos for nonautonoumous systems exist in the literature. Possibly the most familiar form of deterministic chaos, in the sense of Li and Yorke, is defined generally as follows.
Definition 9 (Li-Yorke Chaos) Let F n : (X, d) → (X, d) be functions on a metric space for all n ≥ 0 and define
, the composition of maps F 0 through F n . The nonautonomous system (X, F n ) is chaotic if there is an uncountable set S ⊂ X (the scrambled set) such that for every pair of points x, y ∈ S,
Despite the similarity of the above definition to the familiar one for interval maps (autonomous onedimensional systems) proving that a particular nonautonomous system is chaotic in the sense of Definition 9 is a nontrivial task. For a continuous interval map the existence of a 3-cycle is sufficient for the occurrence of Li-Yorke chaos [8] and for a continuously differentiable map of R N a sufficient condition is the existence of a snap-back repeller [9] . To take advantage of such relatively practical results, we may consider nonautonomous systems that are tied in some way to an autonomous one.
One natural case that is frequently studied in the literature concerns nonautonomous systems where the sequence {F n } converges uniformly to a function F on X so that (X, F ) is an autonomous system; see, e.g., [1] and [3] for studies of pertinent issues, including whether the occurrence of chaos in the autonomous system implies, or is implied by the same for the nonautonomous one.
We consider a different case where a nonautonomous system is tied to an autonomous one through folding. In what follows, we study a rational system that folds to an autonomous, firstorder difference equation for its core. In this case, the nonautonomous system need not converge to an autonomous one; e.g., the system may have periodic coefficients. The dynamic aspects of the core equation are not affected by the time-dependent parameters which influence the orbits of (1) through the passive equation.
Consider the rational system
where all coefficients are sequences of real numbers. The autonomous version of the above system, i.e.,
has been classified as a type (36,36) system in [2] when all coefficients are nonzero (separate number pairs are assigned to special cases where one or more of the coefficients are zeros). System (15) is semiconjugate to a first-order rational equation via the substitution of r n = x n /y n (or the reciprocal of this ratio); see [11] for a study of semiconjugate systems. We note that (15) is also a homogeneous system-a generalization of the aforementioned type of semiconjugacy exists for such systems; see [10] . A comprehensive study of (15) appears in [6] for non-negative coefficients where the positive quadrant of the plane is invariant under the action of the underlying planar map. By analyzing the one-dimensional semiconjugate map, they show that exactly one of the following possibilities occurs: (i) every non-negative solution of (15) converges to a fixed point, or (ii) there is a unique positive 2-cycle and every non-negative solution of (15) either converges to this 2-cycle or to a fixed point of the system, or (iii) there exist unbounded solutions.
Questions remain about the nature of orbits of (15) for a wider range of parameters, e.g., with negative coefficients. In addition to the existence and boundedness, we may ask if this system has cycles of period greater than two? Can it exhibit complex, aperiodic behavior? We use folding to obtain some positive answers to these and related questions for (14) and similar systems.
To fold (14) we first solve (14a) for y n to find
Next, using (5) and (14b) we obtain the following first-order core equation with time-dependent parameters:
Equation (17) does not have complex solutions for all choices of parameters. For instance, if A n = β n = β ′ n = 0 for all n then (17) reduces to the affine equation
which does not exhibit complex behavior with constant or even periodic parameters.
To assure the existence of cycles and the occurrence of chaos even in the autonomous case, we consider a different special case where
These conditions are not necessary for the occurrence of cycles or chaos but we show that they are sufficient. If conditions (19) hold then (17) reduces to the quadratic equation
To simplify calculations we also assume that there are constants a, b such that for all n,
Since α n = 0 for all n, we see that a = 0. These equalites yield
with α n unspecified. Under these assumptions, (14) folds to
By a change of variables r n = x n+1 the first-order, autonomous core equation above may be written as
If b = 0 then the quadratic equation above exhibits complex behavior in some invariant interval for a range of parameter values. This behavior for the x-components occurs regardless of the choice of α n , and in particular, when α n = α is constant, i.e., the autonomous case.
Equation (23) Theorem 10 Consider the system (14) subject to (19), i.e., the system
Assume also that (21) holds with 0 < b < 4.
(a) If (x 0 , y 0 ) is an initial point such that
then the following are true:
(i) The orbit {(x n , y n )} is well-defined with y n = α n x n /x n+1 and x n ∈ (0, −b/a) if a < 0, x n ∈ (−b/a, 0) if a > 0 for all n ≥ 0. Further, the orbit is bounded if {α n } is bounded.
(ii) If lim n→∞ α n = α = 0 and the solution {r n } of (23) converges to a q-cycle then the orbit {(x n , y n )} converges to a q-cycle.
(iii) If {α n } converges to zero then the orbit {(x n , y n )} converges to a limit set that is contained in the x-axis. If the solution {r n } of (23) converges to a cycle or is chaotic then the orbit has the same behavior but the limit set itself does not contain a solution of (24).
(iv) If {α n } converges to a p-cycle and the solution {r n } of (23) converges to a q-cycle then the orbit {(x n , y n )} converges to a cycle with period lcm(p, q).
(v) If {α n } is bounded and the solution {r n } of (23) is chaotic (e.g., if 3.83 < b < 4) then the orbit {(x n , y n )} is chaotic.
(b) If (x 0 , y 0 ) is such that α 0 x 0 /y 0 does not satisfy (25) and α 0 x 0 /y 0 = 0, ±b/a then the orbit {(x n , y n )} is well-defined and unbounded.
Proof. (a) We prove the case a < 0 here and leave out the analogous arguments for the case a > 0.
(i) Let α 0 x 0 /y 0 = r 0 ∈ (0, −b/a) . The critical point of µ(r) = ar 2 + br at r = −b/2a yields the maximum value µ max = −b 2 /4a. It follows that
for all n sufficiently large. In particular, x n = r n−1 does not approach 0 so y n = α n x n /x n+1 is well-defined. Further, since
|α n | it follows that the orbit {(x n , y n )} is bounded if {α n } is.
(ii) Since x n = r n−1 for n ≥ 1 if {r n } converges to a q-cycle in (0, −b/a) then {x n } converges to the same q-cycle (with a phase shift), say, lim n→∞ |x n − ξ n | = 0 where {ξ n } is a q-cycle in the interval [µ(µ max ), µ max ]. Then ξ n+q /ξ n+1+q = ξ n /ξ n+1 for all n so {ξ n /ξ n+1 } has period q and
Thus {x n /x n+1 } converges to the periodic sequence {ξ n /ξ n+1 } with period q. Since
it follows that {y n } converges to the sequence {αξ n /ξ n+1 } which has period q. Hence, the orbit {(x n , y n )} converges to a sequence with period q.
(iii) By (i) above, µ(µ max ) ≤ x n /x n+1 ≤ µ max so lim n→∞ y n = 0 and the limit set of {(x n , y n )} is contained in the x-axis. If {r n } converges to a cycle or is chaotic then so is {x n } and the same behavior is exhibited by {(x n , y n )} as it approaches the x-axis. The limit set in the x-axis may be finite or infinite depending on whether the limit of {x n } is periodic or not.
(iv) Suppose that {r n } converges to a q-cycle. Then {x n } converges to a q-cycle {ξ n } in the interval [µ(µ max ), µ max ]. As in (ii), {x n /x n+1 } converges to the periodic sequence {ξ n /ξ n+1 } with period q. If {α n } converges to a sequence {α * n } of period p then by Lemma 8 {α * n ξ n /ξ n+1 } has period lcm(p, q) and
Therefore, {y n } converges to the sequence {α * n ξ n /ξ n+1 } with period lcm(p, q). Hence, the orbit {(x n , y n )} converges to a sequence with period lcm(p, q).
(v) If {r n } is chaotic then so is {x n }. If {α n } is bounded then {y n } is also bounded since x n ∈ [µ(µ max ), µ max ] for all n ≥ 0. Therefore, regardless of the nature of the behavior of {y n }, the orbit {(x n , y n )} is chaotic in the sense of Definition 9.
(b) If (x 0 , y 0 ) is such that α 0 x 0 /y 0 does not satisfy (25) and α 0 x 0 /y 0 = 0, ±b/a then the solution r n of (23) is unbounded. Thus the seqeunce {x n } is also unbounded and it follows that the orbit {(x n , y n )} is unbounded, regardless of the nature of {y n }.
An example of a system to which the preceding result applies is the following
where a, b are real numbers such that a = 0. Note that this system does not converge to an autonomous system but it is periodic.
We emphasize that the parameter restrictions in Theorem 10 are not the only ones that lead to cycles and chaos. A more comprehensive study of the system in the future through folding and (17) may reveal additional interesting possiblities.
Remark 11 Certain exceptional solutions of (24) cannot be derived from the folding. For example, if x 0 = 0 and y 0 = 0 then x n = 0 for all n so that y n = β ′ n /B n = α n+1 /b. Thus the sequence {(0, α n+1 /b)} is an orbit of (24) that cannot be obtained from the ratio α n x n /x n+1 in the passive equation. This orbit is unstable if b > 1, a parameter range for which 0 is unstable in (23) but if 0 < b ≤ 1 then it attracts all orbits of the system with α 0 x 0 /y 0 as in (25).
An inverse problem and more rational systems
Folding a given nonlinear system into a higher order equation does not always simplify the study of solutions. From a practical point of view, a significant gain in terms of simplifying the analysis of solutions is desirable. In this section, we determine and study classes of difference systems that fold to equations of order 2 with known properties. We start with one of the two equations of the system, say, the one given by f along with a known function φ that defines a second-order equation with desired properties. Then a function g is determined with the property that the system with components f and g folds to an equation of order 2 defined by φ. This process leads in particular, to a rediscovery of the rational system discussed in the previous section as well as to discovering rational systems that are not homogeneous but which can be easily analyzed using the same method.
Suppose that a function f satisfies Definition 1. By (6) the following
is a function of n, u, w. Since f is semi-invertible, once again from Definition 1 we obtain
Now, suppose that φ(n, u, w) is prescribed on a set N 0 ×M ′ where M ′ ⊂ S ×S and we seek g that satisfies (26). Assume that a subset M of D exists with the property that
In particular, if v ∈ h(N 0 ×M ′ ) then g above satisfies (27). These observations establish the following result.
Theorem 12 Let f be a semi-invertible function with h given by Definition 1. Further, let φ be a given function on N 0 ×M ′ . If g is given by (27) then (1) folds to the difference equation s n+2 = φ(n, s n , s n+1 ) plus a passive equation.
In separable cases, explicit expressions are possible with the aid of (4). Note that semilinear systems are included in the next result.
Corollary 13 Let (G, * ) be a nontrivial group and f (n, u, v) = f 1 (n, u) * f 2 (n, v) be separable on G × G with f 2 a bijection. If φ is a given function on N 0 ×G × G and g is given by
then (1) folds to the difference equation s n+2 = φ(n, s n , s n+1 ) plus a passive equation.
The next result yields a class of systems that actually reduce to first-order difference equations.
Corollary 14 Assume that f, h satisfy the hypotheses of Theorem 12 and let φ(n, ·) be a function of one variable for each n. If
then (1) folds to the difference equation s n+2 = φ(n, s n+1 ) with order 1 plus a passive equation.
We may use the above corollary to rediscover the rational system discussed in the previous section. Let f (n, u, v) = α n u/v as in (14a) subject to (19). With φ(n, u, w) = aw 2 + bw that defines (22) we obtain, using Corollary 14
Using the substitutions (21) we obtain the homogeneous system (24). The next result yields a class of systems that reduce (effectively) to first-order difference equations.
Corollary 15 Assume that f, h satisfy the hypotheses of Theorem 12 and let φ(n, ·) be a function of one variable for each n. If g(n, u, v) = h(n + 1, f (n, u, v), φ(n, u))
then (1) folds to the difference equation s n+2 = φ(n, s n ) whose even terms and odd terms are (separately) solutions of the first-order equation r n+1 = φ(n, r n ).
i.e., s 2k = φ(2k − 2, s 2k−2 ) and s 2k+1 = φ(2k − 1, s 2k−1 ) for all k ≥ 1, s 0 = x 0 and s 1 = f (0, x 0 , y 0 ).
As an application, consider the function f (n, u, v) = α n u/v again but now with φ(n, u, w) = au 2 + bu. Then Corollary 15 yields g(n, u, v) = α n+1 α n u v(au 2 + bu) = α n+1 α n v(au + b)
which results in the system x n+1 = α n x n y n (30a)
This rational system is not homogeneous and a semiconjugacy to a known map is not known for it when {α n } is constant. The core of its folding is a second-order equation s n+2 = as 2 n + bs n which is (effectively) of type (29). The even-and odd-indexed terms are governed by a conjugate of the logistic map so an analysis similar to that of the previous section may be carried out for the rational system (30). These results are true also for the autonomous system x n+1 = αx n y n (31a)
which is obtained from (30) with α n = α, β = α 2 /a and γ = b/a. We close with the next result about systems that fold to autonomous affine difference equations of order 2.
Corollary 16 Assume that f, h satisfy the hypotheses of Theorem 12 and let φ(u, w) = au + bw + c be an affine function where |a| + |b| > 0. If g(n, u, v) = h(n + 1, f (n, u, v), au + bf (n, u, v) + c) then (1) folds to the difference equation s n+2 = as n + bs n+1 + c plus a passive equation.
As an application of the above corollary, consider f (n, u, v) = α n u/v together with φ(u, w) = au + bw + c. Then by Corollary 16 g(n, u, v) = α n+1 α n u v[au + b(α n u/v) + c] = α n+1 α n u auv + cv + bα n corresponding to the following rational system x n+1 = α n x n y n y n+1 = α n α n+1 x n α n bx n + (ax n + c)y n In the special case a = 0 the above system folds to the affine first-order equation (18). On the other hand, if b = 0 and α n = α is a constant then the above system reduces to the autonomous system x n+1 = αx n y n y n+1 = βx n (x n + γ)y n where β = α 2 /a and γ = c/a. In contrast to (31) this system folds to a linear equation and thus does not exhibit complex behavior.
