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A three-dimensional dynamic model of the electrical activity of the heart is presented. The model is based on the single dipole
model of the heart and is later related to the body surface potentials through a linear model which accounts for the temporal
movements and rotations of the cardiac dipole, together with a realistic ECG noise model. The proposed model is also generalized
to maternal and fetal ECG mixtures recorded from the abdomen of pregnant women in single and multiple pregnancies. The
applicability of the model for the evaluation of signal processing algorithms is illustrated using independent component analysis.
Considering the diﬃculties and limitations of recording long-term ECG data, especially from pregnant women, the model de-
scribed in this paper may serve as an eﬀective means of simulation and analysis of a wide range of ECGs, including adults and
fetuses.
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1. INTRODUCTION
The electrical activity of the cardiac muscle and its relation-
ship with the body surface potentials, namely the electrocar-
diogram (ECG), has been studied with diﬀerent approaches
ranging from single dipole models to activation maps [1]. The
goal of these models is to represent the cardiac activity in
the simplest and most informative way for specific applica-
tions. However, depending on the application of interest, any
of the proposedmodels have some level of abstraction, which
makes them a compromise between simplicity, accuracy, and
interpretability for cardiologists. Specifically, it is known that
the single dipole model and its variants [1] are equivalent
source descriptions of the true cardiac potentials. This means
that they can only be used as far-field approximations of the
cardiac activity, and do not have evident interpretations in
terms of the underlying electrophysiology [2]. However, de-
spite these intrinsic limitations, the single dipole model still
remains a popular model, since it accounts for 80% to 90%
of the power of the body surface potentials [2, 3].
Statistical decomposition techniques such as principal
component analysis (PCA) [4–7], and more recently indepen-
dent component analysis (ICA) [6, 8–10] have been widely
used as promising methods of multichannel ECG analysis,
and noninvasive fetal ECG extraction. However, there are
many issues such as the interpretation, stability, robustness,
and noise sensitivity of the extracted components. These is-
sues are left as open problems and require further studies by
using realistic models of these signals [11]. Note that most of
these algorithms have been applied blindly, meaning that the
a priori information about the underlying signal sources and
the propagation media have not been considered. This sug-
gests that by using additional information such as the tempo-
ral dynamics of the cardiac signal (even through approximate
models such as the single dipole model), we can improve the
performance of existing signal processing methods. Exam-
ples of such improvements have been previously reported in
other contexts (see [12, Chapters 11 and 12]).
In recent years, research has been conducted towards the
generation of synthetic ECG signals to facilitate the testing
of signal processing algorithms. Specifically, in [13, 14] a
dynamic model has been developed, which reproduces the
morphology of the PQRST complex and its relationship to
the beat-to-beat (RR interval) timing in a single nonlinear
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dynamic model. Considering the simplicity and flexibility
of this model, it is reasonable to assume that it can be eas-
ily adapted to a broad class of normal and abnormal ECGs.
However, previous works are restricted to single-channel
ECG modeling, meaning that the parameters of the model
should be recalculated for each of the recording channels.
Moreover, for the maternal and fetal mixtures recorded from
the abdomen of pregnant women, there are very few works
which have considered both the cardiac source and the prop-
agation media [4, 15, 16].
Real ECG recordings are always contaminated with noise
and artifacts; hence besides the modeling of the cardiac
sources and the propagation media, it is very important to
have realistic models for the noise sources. Since common
ECG contaminants are nonstationary and temporally corre-
lated, time-varying dynamic models are required for the gen-
eration of realistic noises.
In the following, a three-dimensional canonical model of
the single dipole vector of the heart is proposed. This model,
which is inspired by the single-channel ECG dynamic model
presented in [13], is later related to the body surface poten-
tials through a linear model that accounts for the temporal
movements and rotations of the cardiac dipole, together with
a model for the generation of realistic ECG noise. The ECG
model is then generalized to fetal ECG signals recorded from
the maternal abdomen. The model described in this paper is
believed to be an eﬀective means of providing realistic simu-
lations of maternal/fetal ECGmixtures in single andmultiple
pregnancies.
2. THE CARDIAC DIPOLE VERSUS THE
ELECTROCARDIOGRAM
According to the single dipole model of the heart, the my-
ocardium’s electrical activity may be represented by a time-
varying rotating vector, the origin of which is assumed to be
at the center of the heart as its end sweeps out a quasiperiodic
path through the torso. This vector may be mathematically
represented in the Cartesian coordinates, as follows:
d(t) = x(t)âx + y(t)ây + z(t)âz, (1)
where âx, ây , and âz are the unit vectors of the three body
axes shown in Figure 1. With this definition, and by assum-
ing the body volume conductor as a passive resistive medium
which only attenuates the source field [17, 18], any ECG sig-
nal recorded from the body surface would be a linear projec-
tion of the dipole vector d(t) onto the direction of the record-
ing electrode axes v = aâx + bây + câz
ECG(t) = 〈d(t), v〉 = a · x(t) + b · y(t) + c · z(t). (2)
As a simplified example, consider the dipole source of
d(t) inside a homogeneous infinite-volume conductor. The
potential generated by this dipole at a distance of |r| is




















Figure 1: The three body axes, adapted from [3].
where φ0 is the reference potential, r = rxâx+ry ây+rzâz is the
vector which connects the center of the dipole to the observa-
tion point, and σ is the conductivity of the volume conductor
[3, 17]. Now consider the fact that the ECG signals recorded
from the body surface are the potential diﬀerences between
two diﬀerent points. Equation (3) therefore indicates how the
coeﬃcients a, b, and c in (2) can be related to the radial dis-
tance of the electrodes and the volume conductor material.
Of course, in reality the volume conductor is neither homo-
geneous nor infinite, leading to a much more complex re-
lationship between the dipole source and the body surface
potentials. However even with a complete volume conductor
model, the body surface potentials are linear instantaneous
mixtures of the cardiac potentials [17].
A 3D vector representation of the ECG, namely the vec-
torcardiogram (VCG), is also possible by using three of such
ECG signals. Basically, any set of three linearly indepen-
dent ECG electrode leads can be used to construct the VCG.
However, in order to achieve an orthonormal representa-
tion that best resembles the dipole vector d(t), a set of
three orthogonal leads that corresponds with the three body
axes is selected. The normality of the representation is fur-
ther achieved by attenuating the diﬀerent leads with a priori
knowledge of the body volume conductor, to compensate for
the nonhomogeneity of the body thorax [3]. The Frank lead
system [19], and the corrected Frank lead system [20] which
has better orthogonality and normalization, are conventional
methods for recording the VCG.
Based on the single dipole model of the heart, Dower et
al. have developed a transformation for finding the standard
12-lead ECGs from the Frank electrodes [21]. The Dower
transform is simply a 12 × 3 linear transformation between
the standard 12-lead ECGs and the Frank leads, which can
be found from the minimum mean-square error (MMSE)
estimate of a transformation matrix between the two elec-
trode sets. Apparently, the transformation is influenced by
the standard locations of the recording leads and the atten-
uations of the body volume conductor, with respect to each
electrode [22]. The Dower transform and its inverse [23] are
evident results of the single dipole model of the heart with
a linear propagation model of the body volume conductor.
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However, since the single dipole model of the heart is not
a perfect representation of the cardiac activity, cardiologists
usually use more than three ECG electrodes (between six to
twelve) to study the cardiac activity [3].
3. HEART DIPOLE VECTOR AND ECG MODELING
From the single dipole model of the heart, it is now evident
that the diﬀerent ECG leads can be assumed to be projections
of the heart’s dipole vector onto the recording electrode axes.
All leads are therefore time-synchronized with each other
and have a quasiperiodic shape. Based on the single-channel
ECG model proposed in [13] (and later updated in [24–26]),





































































where Δθxi = (θ − θxi )mod(2π), Δθyi = (θ − θyi )mod(2π),
Δθzi = (θ − θzi )mod(2π), and ω = 2π f , where f is the beat-
to-beat heart rate. Accordingly, the first equation in (4) gen-
erates a circular trajectory rotating with the frequency of the
heart rate. Each of the three coordinates of the dipole vec-
tor d(t) is modeled by a summation of Gaussian functions
with the amplitudes of αxi , α
y
i , and α
z









i , and θ
z
i .
The intuition behind this set of equations is that the baseline
of each of the dipole coordinates is pushed up and down, as
the trajectory approaches the centers of the Gaussian func-
tions, generating a moving and variable-length vector in the
(x, y, z) space. Moreover, by adding some deviations to the
parameters of (4) (i.e., considering them as random variables
rather than deterministic constants), it is possible to generate
more realistic cardiac dipoles with interbeat variations.
This model of the rotating dipole vector is rather general,
since due to the universal approximation property of Gaus-
sian mixtures, any continuous function (as the dipole vector
is assumed to be so) can bemodeled with a suﬃcient number
of Gaussian functions up to an arbitrarily close approxima-
tion [27].
Equation (4) can also be thought as a model for the or-
thogonal lead VCG coordinates, with an appropriate scaling
factor for the attenuations of the volume conductor. This
analogy between the orthogonal VCG and the dipole vector
can be used to estimate the parameters of (4) from the three
Frank lead VCG recordings. As an illustration, typical signals
recorded from the Frank leads and the dipole vector mod-
eled by (4) are plotted in Figures 2 and 3. The parameters of
(4) used for the generation of these figures are presented in
Table 1. These parameters have been estimated from the best
MMSE fitting between N Gaussian functions and the Frank
lead signals. As it can be seen in Table 1, the number of the
Gaussian functions is not necessarily the same for the diﬀer-
ent channels, and can be selected according to the shape of
the desired channel.
3.1. Multichannel ECG modeling
The dynamic model in (4) is a representation of the dipole
vector of the heart (or equivalently the orthogonal VCG
recordings). In order to relate this model to realistic mul-
tichannel ECG signals recorded from the body surface, we
need an additional model to project the dipole vector onto
the body surface by considering the propagation of the
signals in the body volume conductor, the possible rotations
and scalings of the dipole, and the ECG measurement noises.
Following the discussions of Section 2, a rather simplified
linear model which accounts for these measures and is in ac-
cordance with (2) and (3) is suggested as follows:
ECG(t) = H · R ·Λ · s(t) +W(t), (5)
where ECG(t)N×1 is a vector of the ECG channels recorded
from N leads, s(t)3×1 = [x(t), y(t), z(t)]T contains the three
components of the dipole vector d(t), HN×3 corresponds to
the body volume conductor model (as for the Dower trans-
formation matrix), Λ3×3 = diag(λx, λy , λz) is a diagonal ma-
trix corresponding to the scaling of the dipole in each of the
x, y, and z directions, R3×3 is the rotation matrix for the
dipole vector, andW(t)N×1 is the noise in each of theN ECG
channels at the time instance of t. Note thatH , R, and Λma-
trices are generally functions of time.
Although the product of H · R · Λ may be assumed to
be a single matrix, the representation in (5) has the benefit
that the rather stationary features of the body volume con-
ductor that depend on the location of the ECG electrodes
and the conductivity of the body tissues can be considered in
H , while the temporal interbeat movements of the heart can
be considered in Λ and R, meaning that their average val-
ues are identity matrices in a long-term study: Et{R} = I ,
Et{Λ} = I . In the appendix by using the Givens rotation, a
means of coupling these matrices with external sources such
as the respiration and achieving nonstationary mixtures of
the dipole source is presented.
3.2. Modeling maternal abdominal recordings
By utilizing a dynamic model like (4) for the dipole vector of
the heart, the signals recorded from the abdomen of a preg-
nant woman, containing the fetal and maternal heart com-
ponents can be modeled as follows:
X(t)=Hm · Rm ·Λm · sm(t)+Hf · Rf ·Λ f · s f (t)+W(t),
(6)
where the matrices Hm, Hf , Rm, Rf , Λm, and, Λ f have sim-
ilar definitions as the ones in (5), with the subscripts m and
f referring to the mother and the fetus, respectively. More-
over, Rf has the additional interpretation that its mean value




















































Figure 2: Synthetic ECG signals of the Frank lead electrodes.
Table 1: Parameters of the synthetic model presented in (4) for the ECGs and VCG plotted in Figures 2 and 3.
Index(i) 1 2 3 4 5 6 7 8 9 10 11
αxi (mV) 0.03 0.08 −0.13 0.85 1.11 0.75 0.06 0.10 0.17 0.39 0.03
bxi (rads) 0.09 0.11 0.05 0.04 0.03 0.03 0.04 0.60 0.30 0.18 0.50
θi(rads) −1.09 −0.83 −0.19 −0.07 0.00 0.06 0.22 1.20 1.42 1.68 2.90
α
y
i (mV) 0.04 0.02 −0.02 0.32 0.51 −0.32 0.04 0.08 0.01 — —
b
y
i (rads) 0.07 0.07 0.04 0.06 0.04 0.06 0.45 0.30 0.50 — —
θj(rads) −1.10 −0.90 −0.76 −0.11 −0.01 0.07 0.80 1.58 2.90 — —
αzi (mV) −0.03 −0.14 −0.04 0.05 −0.40 0.46 −0.12 −0.20 −0.35 −0.04 —
bzi (rads) 0.03 0.12 0.04 0.40 0.05 0.05 0.80 0.40 0.20 0.40 —
θk(rads) −1.10 −0.93 −0.70 −0.40 −0.15 0.10 1.05 1.25 1.55 2.80 —
(Et{Rf } = R0) is not an identity matrix and can be assumed
as the relative position of the fetus with respect to the axes of
the maternal body. This is an interesting feature for modeling
the fetus in the diﬀerent typical positions such as vertex (fe-
tal head-down) or breech (fetal head-up) positions [28]. As
illustrated in Figure 4, s f (t) = [x f (t), y f (t), z f (t)]T can be
assumed as a canonical representation of the fetal dipole vec-
tor which is defined with respect to the fetal body axes, and
in order to calculate this vector with respect to the maternal
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where θx, θy , and θz are the angles of the fetal body planes
with respect to the maternal body planes.
The model presented in (6) may be simply extended to
multiple pregnancies (twins, triplets, quadruplets, etc.) by
considering additional dynamic models for the other fetuses.
3.3. Fitting the model parameter to real recordings
As previously stated, due to the analogy between the dipole
vector and the orthogonal lead VCG recordings, the number
and shape of the Gaussian functions used in (4) can be esti-
mated from typical VCG recordings. This estimation requires
a set of orthogonal leads, such as the Frank leads, in order
to calibrate the parameters. There are diﬀerent possible ap-
proaches for the estimation of the Gaussian function param-
eters of each lead. Nonlinear least-square error (NLSE) meth-
ods, as previously suggested in [26, 29], have been proved
as an eﬀective approach. Otherwise, one can use the A∗ op-
timization approach adopted in [27], or benefit from the



























Figure 3: Typical synthetic VCG loop. Arrows indicate the direc-
tion of rotation. Each clinical lead is produced by mapping this tra-









Figure 4: Illustration of the fetal and maternal VCGs versus their
body coordinates.
algorithms developed for radial basis functions (RBFs) in the
neural network context [30]. For the results of this paper, the
NLSE approach has been used.
It should be noted that (4) is some kind of canonical rep-
resentation of the heart’s dipole vector; meaning that the am-
plitudes of the Gaussian terms in (4) are not the same as the
ones recorded from the body surface. In fact, using (4) and
(5) to generate synthetic ECG signals, there is an intrinsic in-
determinacy between the scales of the entries of s(t) and the
mixing matrix H , since there is no way to record the true
dipole vectors noninvasively. To solve this ambiguity, and
without the loss of generality, it is suggested that we simply
assume the dipole vector to have specific amplitudes, based
on a priori knowledge of the VCG shape in each of its three
coordinates, using realistic body torso models [31].
As mentioned before, the H mixing matrix in (5) de-
pends on the location of the recording electrodes. So in order
to estimate this matrix, we first calculate the optimal param-
eters of (4) from the Frank leads of a given database. Next the
H matrix is estimated by using an MMSE estimate between
the synthetic dipole vector and the recorded ECG channels
of the database. In fact by using the previously mentioned
assumption that Et{R} = I and Et{Λ} = I , the MMSE
solution of the problem is
̂H = E{ECG(t) · s(t)T}[E{s(t) · s(t)T}]−1. (8)
For the case of abdominal recordings, the estimation of
the Hm and Hf matrices in (6) is more diﬃcult and requires
a priori information about the location of the electrodes and
a model for the propagation of the maternal and fetal signals
within the maternal thorax and abdomen [16]. However, a
coarse estimation of Hm can be achieved for a given configu-
ration of abdominal electrodes by using (8) between the ab-
dominal ECG recordings and three orthogonal leads placed
close to the mother’s heart for recording her VCG. Yet the ac-
curate estimation ofHf requires more information about the
maternal body, and more accurate nonhomogeneous models
of the volume conductor [4].
The ω term introduced in (4) is in general a time-variant
parameter which depends on physiological factors such as
the speed of electrical wave propagation in the cardiacmuscle
or the heart rate variability (HRV) [13]. Furthermore, since
the phase of the respiratory cycle can be derived from the
ECG (or through other means such as amplifying the diﬀer-
ential change in impedance in the thorax; impedance pneu-
mography) and Λ is likely to vary with respiration, it is logi-
cal that an estimation of Λ over time can be made from such
measurements.
The relative average (static) orientation of the fetal heart
with respect to the maternal cardiac source is represented by
R0 which could be initially determined through a sonogram,
and later inferred by referencing the signal to a large database
of similar-term fetuses. Of course, both Λ and R0 are func-
tions of the respiration and heart rates, and therefore track-
ing procedures such as expectation maximization (EM) [32],
or Kalman filter (KF) may be required for online adaptation
of these parameters [25, 33].
4. ECG NOISE MODELING
An important issue that should be considered in the mod-
eling of realistic ECG signals is to model realistic noise
sources. Following [34], the most common high-amplitude
ECG noises that cannot be removed by simple inband filter-
ing are
(i) baseline wander (BW);
(ii) muscle artifact (MA);
(iii) electrode movement (EM).
For the fetal ECG signals recorded from the maternal ab-
domen, the following may also be added to this list:
(i) maternal ECG;
(ii) fetal movements;
(iii) maternal uterus contractions;
(iv) changes in the conductivity of the maternal volume
conductor due to the development of the vernix caseosa
layer around the fetus [4].
These noises are typically very nonstationary in time and
colored in spectrum (having long-term correlations). This
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means that white noise or stationary colored noise is gener-
ally insuﬃcient to model ECG noise. In practice, researchers
have preferred to use real ECG noises such as those found
in the MIT-BIH non-stress test database (NSTDB) [35, 36],
with varying signal-to-noise ratios (SNRs). However, as ex-
plained in the following, parametric models such as time-
varying autoregressive (AR) models can be used to generate
realistic ECG noises which follow the nonstationarity and the
spectral shape of real noise. The parameters of this model can
be trained by using real noises such as the NSTDB. Having
trained the model, it can be driven by white noise to gener-
ate diﬀerent instances of such noises, with almost identical
temporal and spectral characteristics.
There are diﬀerent approaches for the estimation of time-
varying AR parameters. An eﬃcient approach that was em-
ployed in this work is to reformulate the AR model estima-
tion problem in the form of a standard KF [37]. In a recent
work, a similar approach has been eﬀectively used for the
time-varying analysis of the HRV [38].
For the time series of yn, a time-varying AR model of or-
der p can be described as follows:
yn = −an1yn−1 − an2yn−2 − · · · − anp yn−p + vn






















where vn is the input white noise and the ani (i = 1, . . . , p)
coeﬃcients are the p time varying AR parameters at the time
instance of n. So by defining xn = [an1, an2, . . . , anp]T as a
state vector, and hn = −[yn−1, yn−2, . . . , yn−p]T , we can re-
formulate the problem of AR parameter estimation in the KF
form as follows:
xn+1 = xn + wn,
yn = hTn xn + vn,
(10)
where we have assumed that the temporal evolution of the
time-varying AR parameters follows a random walk model
with a white Gaussian input noise vector wn. This approach
is a conventional and practical assumption in the KF context
when there is no a priori information about the dynamics of
a state vector [37].
To solve the standard KF equations [37], we also require
the expected initial state vector x0 = E{x0}, its covariance
matrix P0 = E{x0xT0 }, the covariance matrices of the process
noise Qn = E{wnwTn }, and the measurement noise variance
rn = E{vnvTn }.
x0 can be estimated from a global (time-invariant) AR
model fitting over the whole samples of yn, and its covari-
ance matrix (P0) can be selected large enough to indicate the
imprecision of the initial estimate. The eﬀects of these ini-
tial states are of less importance and usually vanish in time,
under some general convergence properties of KFs.
By considering the AR parameters to be uncorrelated, the
covariance matrix of Qn can be selected as a diagonal matrix.
























Figure 5: Typical segment of ECG BW noise (a) original and (b)
synthetic.
The selection of the entries of this matrix depends on the ex-
tent of yn’s nonstationarity. For quasistationary noises, the
diagonal entries of Qn are rather small, while for highly non-
stationary noises, they are large. Generally, the selection of
this matrix is a compromise between convergence rate and
stability. Finally, rn is selected according to the desired vari-
ance of the output noise.
To complete the discussion, the AR model order should
also be selected. It is known that for stationary AR models,
there are information-based criteria such as the Akaike infor-
mation criterion (AIC) for the selection of the optimal model
order. However, for time-varying models, the selection is not
as straightforward since the model is dynamically evolving in
time. In general, the model order should be less than the op-
timal order of a global time-invariant model. For example,
in this study, an AR order of twelve to sixteen was found to
be suﬃcient for a time-invariant AR model of BW noise, us-
ing the AIC. Based on this, the order of the time-variant AR
model was selected to be twelve, which led to the generation
of realistic noise samples.
Now having the time-varying AR model, it is possible to
generate noises with diﬀerent variances. As an illustration,
in Figure 5, a one-minute long segment of BW with a sam-
pling rate of 360Hz, taken from the NSTDB [35, 39], and
the synthetic BW noise generated by the proposed method
are depicted. The frequency response magnitude of the time-
varying AR filter designed for this BW noise is depicted in
Figure 6. As it can be seen, the time-varying AR model is act-
ing as an adaptive filter which is adapting its frequency re-
sponse to the contents of the nonstationary noise.
It should be noted that since the vector hn varies with
time, it is very important to monitor the covariance matrix
of the KF’s error and the innovation signal, to be sure about
the stability and fidelity of the filter.
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Figure 6: Frequency response magnitudes of 32 segments of the
time-varying AR filters for the baseline wander noises of the
NSTDB. This figure illustrates how the AR filter responses are evolv-
ing in time.
By using the KF framework, it is also possible to monitor
the stationarity of the yn signals, and to update the AR pa-
rameters as they tend to become nonstationary. For this, the
variance of the innovation signal should be monitored, and
the KF state vectors (or the AR parameters) should be up-
dated only whenever the variance of the innovation increases
beyond a predefined value. There have also been some ad hoc
methods developed for updating the covariance matrices of
the observation and process noises and to prevent the diver-
gence of the KF [38].
For the studies in which a continuous measure of the
noise color eﬀect is required, the spectral shape of the out-
put noise can also be altered by manipulating the poles of the
time-varying AR model over the unit circle, which is iden-
tical to warping the frequency axis of the AR filter response
[40].
5. RESULTS
The approach presented in this work for generating synthetic
ECG signals is believed to have interesting applications from
both the theoretical and practical points of view. Here we will
study the accuracy of the synthetic model and a special case
study.
5.1. The model accuracy
In this example, themodel accuracy will be studied for a typi-
cal ECG signal of the Physikalisch-Technische Bundesanstalt
Diagnostic ECG Database (PTBDB) [41–43]. The database
consists of the standard twelve-channel ECG recordings
and the three Frank lead VCGs. In order to have a clean
template for extracting the model parameters, the signals
are pre-processed by a bandpass filter to remove the baseline
wander and high-frequency noises. The ensemble average of
the ECG is then extracted from each channel. Next, the pa-
rameters of the Gaussian functions of the synthetic model are
extracted from the ensemble average of the Frank lead VCGs
by using the nonlinear least-squares procedure explained in
Section 3.3. The Original VCGs and the synthetic ones gen-
erated by using five and nine Gaussian functions are depicted
in Figures 7(a)–7(c) for comparison. The mean-square error
Table 2: The percentage of MSE in the synthetic VCG channels us-
ing five and nine Gaussian functions.




Table 3: The percentage of MSE in the ECGs reconstructed by
Dower transformation from the original VCG and from the syn-
thetic VCG using five and nine Gaussian functions.
ECG channel Original VCG 5 Gaussians 9 Gaussians
V1 0.78 2.06 0.86
V2 0.67 3.14 0.72
V6 0.16 1.12 0.19
(MSE) of the two synthetic VCGs with respect to the true
VCGs are listed in Table 2.
The H matrix defined in (5) may also be calculated
by solving the MMSE transformation between the ECG
and the three VCG channels (similar to (8)). As with the
Dower transform,H can be used to find approximative ECGs
from the three original VCGs or the synthetic VCGs. In
Figures 7(d)–7(f), the original ECGs of channels V1, V2, and
V6, and the approximative ones calculated from the VCG are
compared with the ECGs calculated from the synthetic VCG
using five and nine Gaussian functions for one ECG cycle.
As it can be seen in these results, the ECGs which are re-
constructed from the synthetic VCGmodel have significantly
improved as the number of Gaussian functions has been in-
creased from five to nine, and the resultant signals very well
resemble the ECGs which have been reconstructed from the
original VCG by using the Dower transform. The model im-
provement is especially notable, around the asymmetric seg-
ments of the ECG such as the T-wave.
However, it should be noted that the ECG signals which
are reconstructed by using the Dower transform (either
from the original VCG or the synthetic ones) do not per-
fectly match the true recorded ECGs, especially in the low-
amplitude segments such as the P-wave. This in fact shows
the intrinsic limitation of the single dipole model in repre-
senting the low-amplitude components of the ECG which
require more than three dimensions for their accurate rep-
resentation [11]. The MSE of the calculated ECGs of Figures
7(d)–7(f) with respect to the true ECGs is listed in Table 3.
5.2. Fetal ECG extraction
We will now present an application of the proposed model
for evaluating the results of source separation algorithms.
To generate synthetic maternal abdominal recordings,
consider two dipole vectors for the mother and the fetus as
defined in (4). The dipole vector of the mother is assumed
to have the parameters listed in Table 1 with a heart rate of
fm = 0.9Hz, and the fetal dipole is assumed to have the pa-
rameters listed in Table 4, with a heart beat of f f = 2.2Hz.
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Figure 7: Original versus synthetic VCGs and ECGs using 5 and 9 Gaussian functions. For comparison, the ECG reconstructed from the
Dower transformation is also depicted in (d)–(f) over the original ECGs. The synthetic VCGs and ECGs have been vertically shifted 0.2mV
for better comparison, refer to text for details.
As seen in Table 4, the amplitudes of the Gaussian terms used
for modeling the fetal dipole have been chosen to be an order
of magnitude smaller than their maternal counterparts.
Further consider the fetus to be in the normal vertex po-
sition shown in Figure 8, with its head down and its face
towards the right arm of the mother. To simulate this po-
sition, the angles of R0 defined in (7) can be selected as
follows: θx = −3π/4 to rotate the fetus around the x-axis
of the maternal body to place it in the head-down position,
θy = 0 to indicate no fetal rotation around the y-axis, and
θz = −π/2 to rotate the fetus towards the right arm of the
mother.1
Now according to (6), to model maternal abdominal sig-
nals, the transformationmatrices ofHm andHf are required,
1 The negative signs of θx , θy , and θz are due to the fact that, by definition,
R0 is the matrix which transforms the fetal coordinates to the maternal
coordinates.
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Table 4: Parameters of the synthetic fetal dipole used in Section 5.2.
Index (i) 1 2 3 4 5
αxi (mV) 0.007 −0.011 0.13 0.007 0.028
bxi (rads) 0.1 0.03 0.05 0.02 0.3
θi(rads) −0.7 −0.17 0 0.18 1.4
α
y
i (mV) 0.004 0.03 0.045 −0.035 0.005
b
y
i (rads) 0.1 0.05 0.03 0.04 0.3
θj(rads) −0.9 −0.08 0 0.05 1.3
αzi (mV) −0.014 0.003 −0.04 0.046 −0.01
bzi (rads) 0.1 0.4 0.03 0.03 0.3


























Figure 8: Model of the maternal torso, with the locations of the
maternal and fetal hearts and the simulated electrode configuration.
which depend on the maternal and fetal body volume con-
ductors as the propagation medium. As a simplified case,
consider this volume conductor to be a homogeneous in-
finite medium which only contains the two dipole sources
of the mother and the fetus. Also consider five abdominal
electrodes with a reference electrode of the maternal navel,
and three thoracic electrode pairs for recording the maternal
ECGs, as illustrated in Figure 8. This electrode configuration
is in accordance with real measurement systems presented in
[9, 44, 45], in which several electrodes are placed over the
maternal abdomen and thorax to record the fECG in any fetal
position without changing the electrode configuration. From
the source separation point of view, the maximal spatial di-
versity of the electrodes with respect to the signal sources
such as the maternal and fetal hearts is expected to improve
the separation performance. The location of the maternal
and fetal hearts and the recording electrodes are presented in
Table 5 for a typical shape of a pregnant woman’s abdomen.
In this table, the maternal navel is considered as the origin of
the coordinate system.
Previous studies have shown that low conductivity layers
which are formed around the fetus (like the vernix caseosa)
have great influence on the attenuation of the fetal sig-
nals. The conductivity of these layers has been measured to
be about 106 times smaller than their surrounding tissues;
meaning that even a very thin layer of these tissues has con-
siderable eﬀect on the fetal components [4]. The complete
solution of this problem which encounters the conductivities
of diﬀerent layers of the body tissues requires a much more
sophisticated model of the volume conductor, which is be-
yond the scope of this example. For simplicity, we define the
constant terms in (3) as κ
.= 1/4πσ , and assume κ = 1 for the
maternal dipole and κ = 0.1 for the fetal dipole. These values
of κ lead to simulated signals having maternal to fetal peak-
amplitude ratios, that are in accordance with real abdominal
measurements such as the DaISy database [44].
Using (2) and (3), the electrode locations, and the vol-
ume conductor conductivities, we can now calculate the co-
eﬃcients of the transformation between the dipole vector
and each of the recording electrodes for both the mother and
the fetus (Table 6).
The next step is to generate realistic ECG noise. For this
example, a one-minute mixture of noises has been produced
by summing normalized portions of real baseline wan-
der, muscle artifacts, and electrode movement noises of the
NSTDB [35, 39]. The time-varying AR coeﬃcient described
in Section 4 may be calculated for this mixture. We can now
generate diﬀerent instances of synthetic ECG noise by using
diﬀerent instances of white noise as the input of the time-
varying AR model. Normalized portions of these noises can
be added to the synthetic ECG to achieve synthetic ECGs
with desired SNRs.
A five-second segment of eight maternal channels gener-
ated with this method can be seen in Figure 9. In this exam-
ple, the SNR of each channel is 10 dB. Also as an illustration,
the 3D VCG loop constructed from a combination of three
pairs of the electrodes is depicted in Figure 10.
As previously mentioned, the multichannel synthetic
recordings described in this paper can be used to study the
performance of the signal processing tools previously devel-
oped for ECG analysis. As a typical example, the JADE ICA
algorithm [46] was applied to the eight synthetic channels to
extract eight independent components. The resultant inde-
pendent components (ICs) can be seen in Figure 11.
According to these results, three of the extracted ICs cor-
respond to the maternal ECG, and two with the fetal ECG.
The other channels are mainly the noise components, but
still contain some elements of the fetal R-peaks. Moreover
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Table 5: The simulated electrode and heart locations.∗
Index
Abdominal leads Thoracic lead pairs Heart locations
1 2 3 4 5 6 + 6− 7+ 7− 8+ 8− Maternal heart Fetal heart
x (cm) −5 −5 −5 −5 −5 −10 −35 −10 −10 −10 −10 −25 −15
y (cm) −7 −7 7 7 −1 10 10 0 10 10 10 7 −4
z (cm) 7 −7 7 −7 −5 18 18 15 15 18 24 20 2
∗The maternal navel is assumed as the center of the coordinate system and the reference electrode for the abdominal leads.
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some peaks of the fetal components are still valid in the ma-
ternal components, meaning that ICA has failed to com-
pletely separate the maternal and fetal components.
To explain these results, we should note that the dipole
model presented in (4) has three linearly independent di-
mensions. This means that if the synthetic signals were noise-
less, we could only have six linearly independent channels
(three due to the maternal dipole and three due to the fetal),
and any additional channel would be a linear combination of
the others. However, for noisy signals, additional dimensions
are introduced which correspond to noise. In the ICA con-
text, it is known that the ICs extracted from noisy recordings
can be very sensitive to noise. In this example in particular,
the coplanar components of the maternal and fetal subspaces
are more sensitive and may be dominated by noise. This ex-
plains why the traces of the fetal component are seen among
the maternal components, instead of being extracted as an
independent component [11]. The quality of the extracted
fetal components may be improved by denoising the signals
with, for example, wavelet denoising techniques, before ap-
plying ICA [10].
This example demonstrates that by using the proposed
model for body surface recordings with diﬀerent source sepa-
ration algorithms, it is possible to find interesting interpreta-
tions and theoretical bases for previously reported empirical
results.
6. DISCUSSIONS AND CONCLUSIONS
In this paper, a three-dimensional model of the dipole vector
of the heart was presented. The model was then used for the
generation of synthetic multichannel signals recorded from
the body surface of normal adults and pregnant women. A
practical means of generating realistic ECG noises, which
are recorded in real conditions, was also developed. The
eﬀectiveness of the model, particularly for fetal ECG stud-
ies, was illustrated through a simulated example. Consid-
ering the simplicity and generality of the proposed model,
there are many other issues which may be addressed in fu-
ture works, some of which will now be described.
In the presented results, an intrinsic limitation of the sin-
gle dipole model of the heart was shown. To overcome this
limitation, more than three dimensions may be used to rep-
resent the cardiac dipole model in (4). In recent works, it has
been shown that up to five or six dimensions may be neces-
sary for the better representation of the cardiac dipole [11].
In future works, the idea of extending the single dipole
model to moving dipoles which have higher accuracies can
also be studied [2]. For such an approach, the dynamic repre-
sentation in (4) can be very useful. In fact, the moving dipole
would be simply achieved by adding oscillatory terms to the
x, y, and z coordinates in (4) to represent the speed of the
heart’s dipole movement. In this case, besides the model-
ing aspect of the proposed approach, it can also be used as
a model-based method of verifying the performance of dif-
ferent heart models.
Looking back to the synthetic dipole model in (4), it
is seen that this dynamic model could have also been pre-
sented in the direct form (by simply integrating these equa-
tions with respect to time). However the state-space repre-
sentation has the benefit of allowing the study of the evo-
lution of the signal dynamics using state-space approaches
[37]. Moreover, the combination of (4) and (5) can be eﬀec-
tively used as the basis for Kalman filtering of noisy ECG ob-
servations, where (4) represents the underlying dynamics of
the noisy recorded channels. In some related works, the au-
thors have developed a nonlinear model-based Bayesian fil-
tering approach (such as the extended Kalman filter) for de-
noising single-channel ECG signals [25, 33, 47], which led to
superior results compared with conventional denoising tech-
niques. However, the extension of such proposed approaches
for multichannel recordings requires the multidimensional
modeling of the heart dipole vector which is presented in
this paper. In fact, multiple ECG recordings can be used as
multiple observations for the Kalman filtering procedure,
which is believed to further improve the denoising results.
The Kalman filtering framework is also believed to be exten-
sible to the filtering and extraction of fetal ECG components.
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Figure 9: Synthetic multichannel signals from the maternal abdomen (channels 1–5) and thorax (channels 6–8). Notice the small fetal





















Figure 10: Synthetic mixture of the maternal and fetal VCGs, using
a combination of the leads defined in Table 5.
In this case, the dynamic evolutions of the fetal and maternal
dipoles are modeled with (4), and (6) can be assumed as the
observation equation.
Following the discussions in Section 3, it is known that
Gaussian mixtures are capable of modeling any ECG signal,
even with asymmetric shapes such as the T-wave (which is
rather common in real recordings). However in these cases,
two or more Gaussian terms or a log-normal function may
be required to model the asymmetric shape. For such ap-
plications, it could be simpler to substitute the Gaussian
functions with naturally asymmetric functions, such as the
Gumbel function which has a Gaussian shape that is skewed
towards the right- or left-side of its peak [48]. A log-normal
distribution may give the same results as the Gumbel, but the
Gumbel function allows a more intuitive parameterization in
terms of the width, and hence onsets and oﬀsets in the ECG.
This may be useful for determining the end of the T-wave,
for example, with a high degree of accuracy.
APPENDIX
TIME-VARYING VOLUME CONDUCTOR MODELS
As mentioned in Section 3, the H , R, and Λ matrices are
generally functions of time, having oscillations which are
coupled with the respiration rate or the heart beat. This
oscillatory coupling may be modeled by using the idea of
Givens rotation matrices [49].
In terms of geometric rotations, any rotation in the N-
dimensional space can be decomposed into L = N(N − 1)/2
rotations corresponding to the number of possible rotation
planes in the N-dimensional space. This explains why N-
dimensional rotation matrices, also known as orthonormal
matrices, have only L degrees of freedom. With this expla-
nation, any orthonormal matrix can be decomposed into L




Ri j , (A.1)
where Rij is the Givens rotation matrix of the i– j plane, de-
rived from an N-dimensional identity matrix with the four
following changes in its entries:



















and θi j is the rotation angle between the i and j axes, in the
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Figure 11: Independent components (ICs) extracted from the synthetic multichannel recordings. Strong maternal presence can be seen in
the first three components. Fetal cardiac activity can be clearly seen in the last three components.
i– j plane. The R0 matrix presented in (7) is a 3D example of
the general rotation in (A.1).
Now in order to achieve a time-varying rotation matrix
which is coupled with an external source, such as the respira-
tion rate or heart beat (either of the adult or the fetus), any of
the θi j rotation angles can oscillate with the external source
frequency, as follows:
θi j(t) = θmaxi j sin(2π f t), (A.3)
where θmaxi j is the maximum deviation of the θi j rotation
angle, and f is the frequency of the external source. The
axes which are coupled with the oscillatory source depend
on the nature of the sources of interest and the geometry
of the problem (i.e., the relative location and distance of the
sources), and apparently depending on this geometry, other
means of coupling are also possible.
The presented time-varying rotation matrices can be
used to model the rotation matrices of the synthetic ECG
models defined in (5) and (6), or as multiplicative factors for
the H matrices in these equations.
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