This paper describes the parallel finite element analysis of large scale problems based on the Domain Decomposition Method with preconditioner using Balancing Domain Decomposition for a massively parallel processors. In order to solve the issue of memory shortage and computational time, the developed system employs a dynamic load balancing and hierarchical distributed data management technique. The present system is successfully applied to static elastic stress analyses, pressure vessel model of over one million with effective performances.
Introduction
With the increase of the size and complexity of numerical simulation problems, such as a finite element method (FEM), more processing power and memory of computer are required. Using single processor computers, we encounter their physical limits. To save computational time and memory, it is well known that the parallel computers, particularly Multiple Instruction Multiple Data (MIMD) type computers including clustered workstation computers seem promising. A MIMD type computer has many processors with local memory, and can reduce computational time by distributing tasks among processors. However, we need special algorithms for parallel computing to solve problems with high performance using this kind of computer.
The iterative Domain Decomposition Method (DDM) is one of the most effective parallel methods for large scale problems due to its excellent parallelism and suitability for various kinds of parallel computers such as massively parallel processors and workstation/PC clusters [1, 2] . As the iterative DDM satisfies continuity among subdomains through iterative calculations such as the Conjugate Gradient (CG) method, it is indispensable to reduce the number of iterations with a preconditioning technique especially for large scale problems.
The Neumann-Neumann algorithm (N-N) is known to be efficient domain decomposition preconditioner with unstructured subdomains for an iterative solution of finite element discretization of difficult problems with strongly discontinuous coefficients [3] . However, Its convergence deteriorates with the increasing number of subdomains due to the lack of a coarse problem to propagate the error globally. The Balancing Domain Decomposition method (BDD) based on N-N introduced by Mandel [4] shows that the equilibrium conditions for the singular problems on subdomains lead to the simple and natural construction of a coarse problem. The construction is purely algebraic. In this study, an implementation of BDD to static elastic stress analysis is presented and some numerical experiments are performed.
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arising from a finite element discretization of a linear, elliptic, self adjoint boundary value problem in domain W .
The domain W is split into non-overlapping subdomains ( ) ( ) k W W ,..., 1 and union of all subdomains boundaries is (1) is
After eliminating ) (i u , the system (1) becomes
where S is the Schur complement that is the assembly of the local ones:
The local Schur complements ) (i S are positive semidefinite. A large number of domain decomposition (or substructuring) methods consist of solving the reduced system (3) iteratively. Since S is symmetric positive definite, the preconditioned CG method is the standard choice for iterative methods. This method requires at each step the solution of an auxiliary problem,
with a symmetric positive definite matrix M , called a preconditioner.
Neumann-Neumann Preconditioner. The method uses a collection of matrices
The simplest choice for ) (i D is the diagonal matrix with diagonal elements equal to the reciprocal of the number of subdomains with which the degrees of freedom is associated. The N-N preconditioned operator 1 -M is described by
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is the Moore-Penrose pseudoinverse of ( ) i S . Another drawback of N-N is the lack of a mechanism to exchange information between all subdomains in the preconditioning step and thus to prevent the growth of the condition number with the number of subdomains. BDD settled this matter by solving a coarse problem.
Balancing Domain Decomposition Preconditioner. Let ( ) i n be the dimension of ( )
matrices of full column rank such that
and let W be the coarse space defined by
Let P be the S-orthogonal projection onto W , then the BDD preconditioned operator 1 -
Using BDD, we should determine an efficient ( ) i Z satisfying (9). For an elastic stress problem, 
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Numerical Experiments BDD performances. The present system is applied to the beam model shown in Figure 1 to estimate the effect of number of subdomains to the convergence. This model is expressed by 10-noded tetrahedral elements, the total degrees of freedom is about 23,000 and it is divided into some sizes of subdomains, i.e., from 12 to 192 subdomains. HDDM (Hierarchical DDM) [1] with diagonal scale preconditioner and BDD are performed for these models.
The numbers of iterations until convergence against the number of subdomains are plotted in Figure 2 . Though that of HDDM increase with the number of subdomains, for the case of BDD, it is shown not only that the number of iterations drastically decreases compared with DDM but also that the increasing number of iterations for the number of subdomains is very little.
In Figure 3 , calculation times against the number of subdomains are plotted. With the increase of number of subdomains, it means, decrease of size of each subdomains, calculation time of analysis for each subdomain decreases. This is the reason why the total calculation time decreases with the increase of number of subdomains. It shows, the calculation times of BDD are about three times faster than HDDM in all cases.
Large Scale Analysis. The present system is applied to the pressure vessel model shown in Figure 4 . This model is expressed by 10-noded tetrahedral elements, divided into subdomains and divided again into parts. The sizes of this model are listed in Table 1 . This problem is solved by Pentium4 2.0GHz consisting of 8 processors. As a result, the distribution of equivalent stress on surface is shown in Figures 5.
For this model, HDDM with diagonal preconditioner and BDD are performed. The number of iterations, calculation times and required amount of memory are shown in Table 2 . As shown in the table, although BDD requires more memory than HDDM, reducing the number of iterations and speeding up the calculation time are achieved. The force imbalance measure at inter subdomain measure (residual value) against the number of CG iterations are shown in Figure 6 . It is shown here that in case of BDD, the residual values decrease almost monotonically with the increase of the number of iterations. 
Conclusion
The finite element system based on the DDM with preconditioner using BDD was developed in the current study. This system can be applied to structural analyses and effective performances were obtained.
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