Abstract-Current data center power delivery architectures consist of many cascaded power conversion stages, where the systemlevel power conversion efficiency is reduced each time the power is processed through the individual stages. Recently, series-stacked power delivery architectures have shown how the overall power conversion can be reduced through architectural changes, reporting above 99% system-level power conversion efficiencies for data centers. In this paper, we contribute to the development of the series-stacked power delivery architectures by addressing the important hot-swapping challenge, without sacrificing the high power conversion efficiency. We analyze the hot-swapped operation of the series-stacked architecture, and experimentally validate it on a testbed that includes four series-connected 12 V, 120 W servers and four custom-designed differential converters with associated circuitry for hot-swapping. The results show that continuous operation of the series-stacked servers can be maintained while a server is hot-swapped without a significant reduction in the high power conversion efficiency.
I. INTRODUCTION
T HE continued expansion of IT and cloud services demands a significant growth in both size and capacity of data centers, increasing the need for high energy efficiency. The energy consumption of US data centers has been estimated at 91 billion kWh in 2013 [1] and shows no sign of diminishing. A data center survey projected that the power rating of each IT equipment cabinet will be increased to 50 kW by 2025 [2] . As data processing and storage continue to grow, efficient power conversion for data centers becomes an important research topic.
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Digital Object Identifier 10.1109/TPEL.2016. 2639519 and dc power delivery architectures are established to provide low dc voltage from the ac grid to the servers. The ac power can be directly rectified and distributed through high (380-400 V) dc voltage within the data center; or the power can be distributed in ac form, and rectified at the rack-level or by the power supply of the individual servers. Regardless of the power delivery architecture, the utility power must pass through cascaded power stages in order to be stepped down to the low dc voltage. Therefore, much work has focused on improving the efficiency of the power stages. Consequently, mid/high-90% efficiencies have been achieved in rectifiers [5] - [7] , in both silicon-based [8] - [11] and GaN-based [12] - [14] dc-dc converters, and in uninterrupted power supplies (UPS) [15] for data center applications. Figure 1 illustrates conventional ac and dc power delivery architectures for data centers. In the ac architectures, as shown in Fig. 1(a) -(c), following the ac power distribution inside the data center, either an ac-dc converter per server performs rectification and step-down to low dc voltage at the server input (as in Fig. 1(a) ), or a rack-level ac-dc converter provides dc voltage to bus bars (as in Fig. 1(b) or (c)). Then, each server either directly connects to the dc bus bars (as in Fig. 1(b) ), or may require another voltage step-down stage at its input (as in Fig. 1(c) ), depending on the bus voltage level. On the other hand, in the dc power delivery architecture as shown in Fig. 1(d) , a central rectifier provides high dc voltage which is distributed to the server racks throughout the data center. Then, a dc-dc converter per server steps down the high dc voltage to the low voltage at the server input. A common feature of these power delivery architectures is that the system-level power conversion efficiency is limited by the efficiency of the power converters, since the full server power has to be processed in order to be delivered. Because of the correlation between the delivered and processed power in these architectures, the power conversion losses increase as both the rated server power and the number of servers increase.
Recently, series-stacked power delivery architectures have been explored to separate the processed power from the power delivered by processing only the difference in power between a group of series-connected loads [16] - [19] . In these architectures, the servers [16] , [17] or processors [18] , [19] are connected electrically in series and voltage regulation is performed by using differential power processing (DPP) techniques. In [16] and [17] , two different DPP architectures were presented and achieved higher than 99% system-level efficiencies while the servers are performing real-life data center operations such as 0885-8993 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. web traffic management and computation. In [17] , the presented DPP architecture is also compared to a conventional dc power delivery architecture similar to Fig. 1(c) , showing up to 40 times reduction in the power conversion losses compared to state-ofthe-art solutions during the steady-state operation of the seriesstacked servers. Also, in [20] Candan et al. provided a reliability assessment of a series-stacked architecture for server power delivery, and showed that the reduction in average processed power may result in similar downtime over a 10 year period in comparison to a conventional architecture. This paper is based on our previous conference publication [21] in which we provided preliminary experimental hot-swapping in the proposed series-stacked DPP architecture in [17] . In contrast to [17] and [21] , this paper derives a mathematical expression for processed power in the proposed architecture, which is, to the best of our knowledge, the first derivation in the literature for power delivery to series-stacked loads by the proposed architecture. In addition, this paper provides a conceptual explanation of the hot-swapping operation, assisted by the mathematical derivation. Finally, the experimental study in [21] is revised by employing higher power servers and a new DPP hardware that combines a differential converter and associated hot-swapping circuitries on a single board. Through the revised experimental study, we demonstrate the start-up and shutdown of the series-stacked servers, and the hot-swapped operation of a server from the series-stacked architecture while the other servers are still in operation. Start-up sequencing and hot-swapping of malfunctioning servers during maintenance are important practical requirements for data center operations. This work is the first to address these important requirements for the series-stacked architectures.
The remainder of this paper is organized as follows: The background information on series-stacking and the proposed DPP architecture is summarized in Section II. The processed Fig. 2 . Server-to-virtual bus DPP architecture for server racks.
power expression for the proposed architecture is derived in Section III. Section IV explains the conceptual hot-swapped operation and practical hot-swapping requirements of the proposed architecture. The DPP hardware to achieve stack initialization and hot-swapping is presented in Section V. In Section VI, the experimental testbed is described and the experimental hot-swapped operation is demonstrated. Finally, Section VII concludes this paper.
II. BACKGROUND ON SERIES-STACKING AND DPP
Low-voltage elements (sources or loads) are commonly connected in series to interface with high dc bus voltage in applications, such as photovoltaic sources, battery systems, and light-emitting diodes. In these applications, the elements can be connected in series because the desired operating voltage of each element is lower than the available or desired dc bus voltage. The large number of low-voltage servers in data centers represents a similar scenario where series connection within the server rack may be beneficial.
Previously, series-stacking and DPP has been proposed for dc systems where a group of low-voltage elements must be connected to a higher voltage dc bus [22] and has been applied to fields where the instantaneous power of the seriesstacked elements are changing dynamically, such as photovoltaic sources [23] and digital circuits [24] . Two common topologies for DPP of the series-stacked power delivery architectures are the element-to-element and the element-to-virtual bus architectures, which have been applied to photovoltaic applications [25] - [32] , battery chargers [33] , [34] and computing loads [16] , [17] , [35] . Figure 2 shows a series-stacked architecture with a server-tovirtual bus DPP technique, which is the architecture used in this work. In this architecture, the servers are connected in series to interface with the high dc bus voltage and each server is connected to the primary side of a differential converter (i.e., a bidirectional isolated dc-dc converter). The secondary side of the differential converter is connected to a shared capacitive buffer (here referred as a virtual bus). This configuration enables the bulk server power to flow through the series connection without being processed. In order to guarantee that the server voltages stay within safe limits in case of a power mismatch between the servers, the virtual bus provides an environment where the difference in current between the server current and bus current can be instantaneously supplied or stored. In comparison to the conventional systems shown in Fig. 1 , where each server's power converter has to process the full server power, the server-to-virtual bus architecture processes only the difference in power between servers. This architecture thus separates the total amount of processed power from the power delivered, resulting in considerable reduction of the power conversion losses, in particular when the individual server power consumptions are similar.
Although the power is distributed in ac form within the data center in Fig. 2 , neither the proposed architecture nor the discussion in this paper changes if the power is distributed in dc form within the data center.
For a qualitative comparison between various DPP architectures for data center power delivery applications, advantages of the server-to-virtual bus DPP architecture, and experimental results that show the voltage regulation of both the series-stacked servers and the virtual bus during the steady-state operation of the servers, readers are referred to [17] .
III. DERIVATION OF THE TOTAL AMOUNT OF PROCESSED POWER IN THE SERVER-TO-VIRTUAL BUS DPP ARCHITECTURE
As stated in Section II, the power delivery nature of the seriesstacked and DPP architecture enables the processing of only the difference in power between series-connected servers. The total processed power varies depending on average power consumption of each series-connected server. Moreover, while all servers are operational, lack of a server in the series connection due to a hot-swapping event represents an abnormal power difference for the remaining servers, and thus increases the total power processed. Derivation of the total power processed in the system for a given load distribution scenario is thus an important consideration when evaluating the proposed system. This section derives the total average power processed in the server-to-virtual bus DPP architecture and compares it with the total average power delivered to the servers for various power consumption distributions.
In Fig. 3 , a schematic diagram of the server-to-virtual bus DPP architecture is shown that facilitates the discussion. Here, an ideal dc voltage source models the output of an ac-dc converter (or connection to a high-voltage dc bus) which provides power (by V Bus and i Bus ) to the series-stacked servers. The terms i S,j and v S,j represent the jth server current and voltage, where the subscript j may refer to any server in the series-stack, and J is the total number of servers (i.e., j {1, 2, 3, . . . , J}) in steadystate operation. The virtual bus capacitor voltage and current are represented by v VB and i VB , respectively. The input and output currents of the dc-dc converters are shown separately as i Δ ,j and i δ,j . Since each dc-dc converter is connected between a server in the series-stack and the virtual bus, the terminal voltages of the jth dc-dc converter are v S,j and v VB .
In the server-to-virtual bus DPP architecture shown in Fig. 3 , KVL around the series-stack and KCL at every intermediate node of the series-stack result in respectively. Also, since the virtual bus capacitor is connected in parallel with all dc-dc converters, the virtual bus current is given by
Assume that all series-stacked server voltages and the virtual bus voltage are regulated to their nominal steady-state values (V S,nom and V VB,nom , respectively) with a general time period. (See [36] for an example of a control algorithm that accomplishes this.) Averaging (1), (2), and (3) in this general time period results in
which states that the average bus current equals the mean of time average of the server currents. The average power processed by the differential converters (i.e., the total power processed in the system) is
where P Δ ,j is the average power processed by the jth differential converter. With a control algorithm that successfully regulates the series-stacked server voltages to their nominal values (V S,nom ), (10) simplifies to
Moreover, using the KCL constraint given by (2), (11) can be rewritten as
It is illustrative to compare the total power processed with the total power delivered to the servers in the server-to-virtual bus DPP architecture. Assuming ideal converters, the total power delivered to the servers is the sum of all server powers, and it can be expressed as
where P s,j is the average power consumed by the jth server.
Recall that I Bus equals to the mean of time average of the server currents by (9) , which implies
Since I S,j > 0 for all j when all servers are operational, it can be observed that the power processed by (12) is always less than the power delivered by (14) . This is an important feature of the series-stacked power delivery architecture. Case Study I: A statistical case study is performed in order to compare the power processed and power delivered in the serverto-virtual bus DPP architecture using (13) and (14) . In this case study, a server rack consisting of 32 servers (each rated at 300 W) is used to illustrate the effect of different mismatch conditions. The average computational load for the server rack is swept from 50% to 95% of the rated power. For every average computational load scenario, the computational load range within the server rack is randomly assigned using Gaussian distribution for 1000 iterations, causing different mismatch conditions. Equations (13) and (14) are used to calculate the total power processed and power delivered at every iteration, and then the results of 1000 iterations are averaged for every scenario. The result is plotted in Fig. 4 . Figure 4 shows the total power processed and delivered in the server-to-virtual bus DPP architecture versus average computational load scenarios (and computational load ranges). As the average computational load is increased from 50% to 95% of the rated power, the computational load range narrows (i.e., less mismatch between the series-stacked servers). As expected, the power delivered increases as the average computational load increases. However, the power processed decreases as the average computational load increases. This is because the average server current is delivered through the dc bus without being processed and the Gaussian nature of the computational load range narrows as the average computational load increases.
IV. HOT-SWAPPING FOR SERIES-STACKED SERVERS
An operation essential for servers in data centers is hotswapping, which is inserting or removing individual servers while the other servers in the rack are operational. The hotswapping operation may be required if a server is intentionally removed for maintenance or if a server unexpectedly fails and requires repairs. This section explains the conceptual hot-swapped operation of the server-to-virtual bus DPP architecture, provides practical requirements to achieve safe implementation of hotswapping in the series-stacked architectures and also summarizes the high-level system control idea.
A. Hot-Swapped Operation in the Server-to-Virtual Bus DPP Architecture
The Case Study I in Section III compared the processed and delivered power in the server-to-virtual bus architecture, while the computational load distribution within the series-stacked servers has a Gaussian nature. Although hot-swapping or a server failure occurs for a fairly low percentage of the operation time, they represent a severe mismatch in terms of the computational load distribution for the series-stacked architecture. Here, the hot-swapped operation in the series-stacked architecture is first conceptually explained through an example server rack that includes six servers. Then, the 32-server rack and two of the average computational load scenarios in Case Study I are studied again to show the processed and delivered power under the hot-swapped operation.
Case Study II: Fig. 5 illustrates examples of normal and hotswapped operation of a six-server rack employed in the serverto-virtual bus DPP architecture. Assuming 300 W rated power and 12 V nominal voltage servers, the annotated currents on the servers shown in Fig. 5 (a) represent 95% average computational load and ±5% computational load range within the rack, similar to the one in Case Study I. It can be seen in Fig. 5 (a) that the bus current equals the average of six server currents by (9) , each differential converter injects or rejects the difference in current between its corresponding server current and the bus current by (5) , and the total current into the virtual bus capacitor is zero, resulting in 63 W processed power by (10) and 1701 W delivered power by (14) .
In Fig. 5 (b), an example is shown where the third server is swapped out from the six-server rack that is under the same load distribution in Fig. 5(a) . Treating the absence of the third server as the third server consuming 0 A, the bus and differential currents can be calculated by (9) and (5), respectively. Note that the differential converter of the third server ensures the flow of the bus current in the series-stack by injecting it to the virtual bus. In order to ensure the virtual bus is regulated, the remaining differential converters share the extra current on the virtual bus, and inject it back to their servers. For this example, the processed and delivered power are 474 and 1422 W, by (10) and (14), respectively.
Figures 5(c)-(f) illustrate a series of examples where the servers are swapped out from the six-server rack one by one. It can be observed that the bus current decreases as more servers are swapped out since the bus current equals the average of sixserver currents (again, treating the swapped-out server currents as 0 A). Also, the differential converters of the swapped-out servers inject the bus current to the virtual bus while the remaining differential converters share the total amount of extra current and inject it back to their servers. The processed and delivered power for every example operation, as shown in Fig. 5 , are given in Table I . Recall from (14) and (12) the expressions for the power delivered and processed in the server-to-virtual bus DPP architecture with ideal differential converters. Since the physical location of a server in the series-stack does not affect (14) and (12), the hot-swapped servers can be lumped on top of the seriesstack in order to simplify the expressions of the following equations:
and
where H is the number of simultaneously hot-swapped servers (i.e., I S,j = 0 for j {1, 2, . . . , H}, and I S,j > 0 for j {H + 1, H + 2, . . . , J}). In order to further simplify (17) , assume that the bus current is less than all remaining server currents during any hot-swap, which means |I Bus − I S,j | < 0 for j {H + 1, H + 2, . . . , J}.
(Note that this is the same situation studied in Case Study II and 
Recall that the bus current is the mean of time average of the server currents by (9) . Since I S,j = 0 is valid for all hot-swapped servers, (9) can be restated as On the other hand, if the bus current is higher than at least one of the remaining server currents during a hot-swap (i.e., |I Bus − I S,j | > 0 for at least one j {H + 1, H + 2, . . . , J}), further simplification of (17) requires more information about the server currents, and therefore does not produce a closed-form expression. Equation (20) can be used to relate the power processed to the power delivered in the series-stacked architecture when the bus current is less than all remaining server currents during any hot-swap (i.e., I Bus < I S,j for j {H + 1, H + 2, . . . , J}). In such a scenario, it can be observed that due to the 2H J term, the power processed is guaranteed to be less than the power delivered in the server-to-virtual bus DPP architecture unless half of the servers are hot-swapped at the same time. (Note that P processed and P delivered in Table I also follow (20) .)
Case Study III: In this case study, the hot-swapped operation is applied to the 32-server rack used in Case Study I. For 60% and 95% average computational load scenarios in Case Study I, (13) and (14) are plotted versus the total number of swappedout servers in Fig. 6 (a) and (b), respectively.
As shown in Fig. 6 (a) and (b), unless half of the servers in a series-stack are swapped out at the same time, the power processed in the server-to-virtual bus DPP architecture is less than the power delivered, yielding an efficiency improvement for the series-stacked approach compared to conventional solutions. Although the power processed is more than the power delivered after more than half of the servers are hot-swapped at the same time, the power processed decreases as more servers are hotswapped since the power processed is related to power delivered by (20) .
B. Hot-Swapping Requirements for Series-Stacked Architectures
The hot-swapping implementation in the conventional power delivery architectures is straightforward due to the individual nature of the power delivery paths. However, in all series-stacked architectures, the hot-swapping implementation becomes challenging since the serially connected servers form the main power delivery path. In order to safely implement hot-swapping in any series-stacked architecture, the system must be capable of isolating the swapped-out server from the series-stack, sinking the bus current through the differential converter during hot-swapping, while also limiting the in-rush current when the server is swapped in.
The hot-swapping operation first requires the complete isolation of the server from the series-stack. This is crucial for the safety of the operators, since each server is at a different voltage level in the series-stack. Moreover, once the server is isolated from the series-stack, the absence of the server in the main current flow path must be detected by the control algorithm and the flow of the bus current in the series-stack must be ensured by the corresponding differential converter. Finally, when the server is plugged in after a hot-swap event, an in-rush current occurs due to the high server input capacitance [37] . In the seriesstacked architecture, since such a transient is too rapid to be compensated by the differential converters, the in-rush current tends to flow through the serially connected servers. If unchecked, this may lead to a voltage imbalance across the series-stack, potentially damaging the adjacent servers and differential converters. Therefore, limiting the in-rush current becomes a particularly important requirement in the series-stacked architecture.
There are multiple methods that can be used to limit the inrush current into the server when it is connected. Most methods operate by producing a high-resistance path to allow the server capacitance to charge at reduced currents, and then connecting a low-resistance path. One simple solution is to have a connector with staggering pin lengths [38] , where the high-resistance paths connect first, followed by the low-resistance paths. The use of positive temperature coefficient thermistors to reduce the in-rush current is possible but can be unreliable due to the slow response time. Digitally controlled discrete MOSFETs can be used to electronically enable and disable the high-and low-resistance paths. There are also custom ICs made for hot-swapping that sense current and operate a MOSFET in the linear region if the in-rush current is too high [39] . Although such methods can successfully limit the in-rush current, they are not capable of providing a complete isolation since off-the-shelf solutions only consists of one transistor to limit the in-rush current at the highside or low-side terminal. A more advanced power circuitry is thus needed for the series-stacked architecture, where the negative supply terminal can be isolated as well. A hot-swapping circuitry that achieves the complete isolation of the server and inrush current limitation during swap-in is described in Section V.
C. Bidirectional Hysteresis Control for the Server-to-Virtual Bus DPP Architecture
As can be seen through the mathematical derivation of the processed power in Section III and Case Study II, the differential converters must provide the difference between the bus current and the server current, while assuring that the virtual bus is a safe energy reservoir for instantaneous power mismatch. Each differential converter is thus responsible for regulating both its input (i.e., virtual bus) and output (i.e., server) voltage, by injecting or rejecting current to its server or the virtual bus. A control algorithm that achieves the voltage regulation of the series-stacked servers and the virtual bus was explained and validated in simulation in [36] for both normal and hot-swapped operations. The control algorithm was experimentally validated for the normal operation of the server-to-virtual bus DPP architecture in [17] . Also, the preliminary experimental results that show the hot-swapped operation in [21] use the same control algorithm explained in [36] . The details of the control algorithm are beyond the scope of this paper; however, the control objectives and idea are summarized here.
The control objectives can be summarized as follows: First, each differential converter is responsible for its input and output voltage regulation by injecting current to its server or the virtual bus. The control idea thus needs to determine the current flow direction dynamically. In addition, during normal operation where the load distribution between the servers is balanced, the expected mismatch between the servers is much less than the mismatch during a hot-swapped operation. The differential converter should efficiently process the differential power between the servers at both light-load (during normal operation) and full-load (during hot-swapped operation) conditions. Moreover, a control algorithm that does not require communication between the differential converters and uses only voltage feedback to regulate both the series-stacked server voltages and the virtual bus voltage simplifies the overall system implementation.
A distributed bidirectional hysteresis control algorithm that uses only voltage feedback for regulating the series-stacked server voltages and the virtual bus voltage can be summarized as follows: In order to determine the differential current need of each voltage domain, in every sampling time each differential converter measures both its input and output voltage, then subtracts these values from a reference voltage value in order to calculate the errors in its input and output voltage. Depending on the magnitude and direction of the errors, the current injection or rejection need of any of the voltage domains (servers and the virtual bus) can be determined by referring to the bidirectional hysteresis shape given in Fig. 7 . For example, when the voltage error of any voltage domain is less than ±ε 2 , current injection or rejection in light-load mode is sufficient to regulate the voltage domain within ±ε 0 range. However, if the voltage error of any voltage domain is more than ±ε 2 , the differential converter needs to operate in full-load mode until the voltage domain is regulated within ±ε 0 range. Also, the differential converters are kept OFF to maximize power delivery efficiency when their corresponding voltage domains are within ±ε 1 range. Lastly, based on the current injection or rejection need of both voltage domains of a differential converter, a decision about current flow direction and magnitude is made at every sampling time. Readers are referred to [36] for a more in-depth analysis and explanation of this control algorithm, and to [17] for its experimental validation during normal operation of the series-stacked servers.
V. PROTOTYPE DPP HARDWARE FOR THE SERVER-TO-VIRTUAL BUS DPP ARCHITECTURE
The schematic of the prototype DPP hardware for the serverto-virtual bus architecture is depicted in detail in Fig. 8 . This hardware has three terminals: a server terminal (Server+ and Server− in Fig. 8 ), a virtual bus terminal (Virtual Bus+ and Virtual Bus− in Fig. 8) , and a series-stack terminal (SeriesStack+ and Series-Stack− in Fig. 8 ) for interconnecting to the series-stack. These three terminals separate the hardware into two stages: the interface stage and the differential converter stage. The interface stage between the server and the seriesstack terminals holds the stack initialization circuitry and also is responsible for the hot-swapping operation. The differential converter stage is placed between the series-stack and virtual bus terminals and responsible for the server and virtual bus voltage regulation. This section provides the implementation details of the initialization circuitry, hot-swapping circuitry, and differential converter. 
A. Stack Initialization Circuitry
The Series-Stack terminals of the hardware prototype (shown as Series-Stack+ and Series-Stack− in Fig. 8 ) facilitate connecting multiple hardware prototypes to each other in order to build the stacked architecture. The dc bus is then connected to the stacked architecture at the Series-Stack+ terminal of the top hardware and Series-Stack− terminal of the bottom hardware. In such a series-connected configuration, when the dc bus voltage is applied to the series-stack, the voltage balance between the series-stacked hardware can be preserved with shunt resistors between the Series-Stack terminals of each hardware. The continuous employment of the shunt resistors reduces the high-power delivery efficiency of the series-stacked architecture; therefore, the shunt resistors should be disabled after the stacked-architecture is successfully initialized.
In Fig. 8 , between the Series-Stack+ and Series-Stack− terminals of the prototype hardware, our proposed stack initialization circuitry is shown, which consists of a shunt resistor (R S S ) and auxiliary components (R S S , M 4 , and M 5 ). As the bus voltage is applied to the stacked architecture, M 4 naturally turns ON since its gate is pulled high through R S S (provided that the gate signal of M 5 is kept low), connecting R S S between the Series-Stack terminals. This ensures that the dc bus voltage is equally divided between Series-Stack terminals of the stacked hardware. As the dc bus voltage ramps up to its nominal value, the linear regulators (LDO) shown in Fig. 8 start to provide logic voltages to both the hot-swapping circuitry and differential converter. After the closed-loop operation of the converters is activated, M 4 can be turned OFF by turning ON M 5 and R S S is disconnected from the series-stack.
The key components of the stack initialization circuitry are listed in Table II .
B. Hot-Swapping Circuitry
As mentioned in Section IV-B, the hot-swapping circuitry for the series-stacked architecture should provide complete isolation when the server is swapped out, and also should limit the in-rush current due to the large input capacitor of the server during swap-in. In a hot-swapping event, complete isolation between the hot-swapped server and the series-stack is achieved by turning OFF M 1 , M 2 , and M 3 in Fig. 8 . While M 1 , M 2 , and M 3 comprise transistors in this implementation, galvanically isolated switches such as relays may be employed, depending on the safety/regulation requirements. At the end of the hotswapping event, M 2 and M 3 shown in Fig. 8 are turned ON, enabling a resistive path to limit the in-rush current to the server. Once the input capacitance of the hot-swapped server is slowly charged to the voltage at the Series-Stack terminals (v Stack ), M 1 is enabled for a low-resistance path between the server and the series-stack to supply energy efficiently to the server to resume normal operation. M 2 is turned OFF a few seconds after M 1 is turned ON. The turn-on transients of M 2 and M 3 during swap-in are important to consider for ensuring reliable operation. Although R limit is employed to limit the in-rush current into the server, the fast turn-on transient of M 2 and M 3 can still interfere with the DPP control algorithm. Therefore, the gate resistances of M 2 and M 3 (i.e., R G 2 and R G 3 in Fig. 8 ) are set to 1.5 kΩ to increase the RC turn-on time constant of M 2 and M 3 . As M 2 and M 3 turn ON slowly, the current flow through the R limit forces M 2 to operate in its linear region until the input capacitor of the server is charged since the enable signal of M 2 (Enable M 2 in Fig. 8 ) is referenced to Server+ terminal. Note that the input capacitor of the server cannot be charged exactly to the stack voltage (v Stack ) due to the impedance network formed by the server and R limit when M 2 and M 3 are ON. Before the server is initialized, the impedance at the input terminals of the server can be modeled as a high resistor (due to a nonoperational voltage regulator module) in parallel with the input capacitor. When charging of the input capacitor The goal of this work was to design hot-swapping circuitry that did not reduce the efficiency noticeably. The TI CSD16570Q5B was found to have the lowest on-state resistance at 0.59 mΩ with a 5 V gate signal. In order to achieve lower onstate resistance, five MOSFETs are paralleled in the hot-swapping circuitry. The additional components of the hot-swapping circuitry are listed in Table III . Note that the hot-swapping switches used in this implementation are rated at 60 V since the dc bus voltage in the experimental testbed described in Section VI-A is 48 V.
C. Differential Converter
The differential converter stage depicted in Fig. 8 is a dual active bridge (DAB) dc-dc converter which offers bidirectional power flow with a symmetric design at both sides of the transformer when the input (server) and output (virtual bus) voltages are nominally the same [12] , [40] , [41] . The DAB converter is implemented with off-the-shelf discrete components that are common in many server power supply designs such as a power stage that employs a high-side and a low-side MOSFET with integrated gate driver circuitry for each half bridge in the converter. Digital isolators are used as level shifters in order to transfer necessary digital signals to the different levels of the series-stack. The key components of the differential converter are listed in Table IV. Each DAB converter in this work is designed to be able to sink or source 120 W at 12 V from the series-stack terminal depending on the power flow direction since the experimental work in Section VI employs 120 W servers. The switching frequency is 200 kHz and simple phase-shift modulation technique is used to determine the power flow direction and output power. The Fig. 9 . Measured efficiency versus output current of the differential converter. All necessary auxiliary logic voltages are generated by on-board linear regulators; however, an off-board microcontroller is used for converter control. The efficiency measurement thus contains all converter-related losses except microcontroller power consumption. measured efficiency of the DAB converter prototype is plotted in Fig. 9 for both power flow directions. As shown in Fig. 9 , due to the symmetric design of the converter, almost identical efficiency curves for both power flow directions are achieved with a peak at 95% around 40 W. An annotated photograph of the prototype hardware is given in Fig. 10 .
VI. EXPERIMENTAL WORK
In order to validate hot-swapping operation in the serverto-virtual bus DPP architecture, an experimental study is performed. This section explains the details of the experimental setup and provides the results.
A. Testbed
A flexible and modular laboratory testbed is developed for the server-to-virtual bus DPP architecture. The servers are 4 Dell Optiplex SX280 workstations with Pentium 4 CPU and 80 GB Western Digital magnetic hard drive running Linux operating systems. These workstations have a single 12 V motherboard input and are rated for 120 W peak power. 1 A dc power supply (HP 6674A) provides the 48 V dc bus to the four-server rack. The testbed is grounded to earth at the negative terminal of V Bus and v VB ; therefore in this work all voltages are positive with respect to earth. We note that various other grounding options such as positive-earthed, mid-raid earthed or indirectly earthed through the ac mains input rectifier may exist in data centers. While the proposed architecture is independent of ground location, care must be taken in the safety isolation of the floating servers, as well as the implementation of hot-swapping circuitry with respect to polarity and blocking capabilities of the switches. Four hardware prototypes with the above-mentioned functionalities are built for the four-server testbed.
A single off-board microcontroller (TI C2000 Piccolo F28069) samples all series-stack voltages, runs the control algorithm to generate the pulse width modulation (PWM) signals for four differential converters, and manages the enable/disable signals for all interface circuitries. A 32 mF discrete capacitor is used as the virtual bus capacitor, and doubled 16 AWG copper 
B. Measurement System
A data acquisition unit from National Instruments is used to simultaneously sample the annotated signals in Fig. 11 : server voltages (v S 1 -v S 4 ) and currents (i S 1 -i S 4 ), series-stack voltages (v Stack1 -v Stack4 ), bus voltage (v Bus ) and current (i Bus ), differential currents (i D 1 -i D 4 ), and virtual bus voltage (v VB ), at 5000 samples/s. All voltages are measured directly, however, for each current measurement, a custom design current sense board is used.
In Fig. 13 , the schematic of the custom design current sense board that consists of a 3 mΩ high power current sense resistor, a high common-mode voltage current shunt monitor, and an isolated dc-dc converter with a single regulated output (see Table V for part numbers of the custom design current sense board) is shown. All current sense boards are energized with a separate 5 V dc power supply regulated through an on-board isolated dc-dc converter. The voltage output of each current shunt monitor is carefully calibrated by an Agilent 34410A 6 1/2 digit digital multimeter at each corresponding common mode voltage in order to accurately capture the very high efficiencies of the series-stacked system.
C. Efficiency and Power Loss Calculations
The system-level efficiency is calculated as follows. The instantaneous input power to the system is calculated by the multiplication of the measured instantaneous bus current and voltage as follows:
Each server's instantaneous power is calculated by multiplying the measured server current and voltage, and the total instantaneous output power is the sum of each server's power consumption by
The difference between (21) and (22) is the power loss in the system by
and it can be grouped into four categories as follows:
(1) Measurement loss (p loss,meas. ): The current sense boards used to measure the server and differential currents are placed inside the series-stacked system, as shown in Fig. 11 . The measurement loss due to the sense resistors is captured by
due to differential current (24) where R sense is 3 mΩ. In this paper, R sense is assumed to be constant regardless of the conducted current since the current range (i.e., 0-12 A) is well below the rated power of the sense resistor (i.e., 1 W). (2) Hot-swapping circuitry loss (p loss,HS ): The hot-swapping circuitry, as shown in Fig. 8 , comprises transistors that cause conduction loss due to their on-state resistance. In this paper, it is referred to as hot-swapping circuitry loss and calculated by
where v Out,j is the voltage at the server terminal of jth prototype DPP hardware, and calculated by
(3) Cabling loss (p loss,cabling ): As mentioned in Section VI-A, the dc bus and hardware prototypes are connected to each other with doubled 16 AWG copper wire in order to form the series-stack connection. The total voltage drop in the series-stack connection can be captured by
which causes conduction loss in the series connection. In this paper, it is referred to as cabling loss and calculated by p loss,cabling = v drop × i Bus (27) since the current in the series-stack connection is the same as the bus current. (4) Power conversion loss (p loss,conv. ): As mentioned before, the differential converters in Fig. 11 are bidirectional dcdc converters. The measurement of power loss due to power processing in a differential converter thus requires instant detection of power flow. Instead, in this paper, all remaining power loss in the system is lumped together in power conversion loss, which is calculated by p loss,conv. = p loss − p loss,meas. − p loss,HS − p loss,cabling .
(28) In order to calculate the efficiency of the series-stacked system, the instantaneous power calculations given by (21)- (28) are averaged over a time interval
where T is the length of the time interval, f s is the sampling rate of the data acquisition unit, and P is the average value of the instantaneous power of interest p. Finally, the system-level efficiency that includes power conversion loss, hot-swapping circuitry loss, and cabling loss but excludes the loss due to the current sensing is calculated by η sys = 1 − P loss,sys P in (30) where P loss,sys = P loss,HS + P loss,cabling + P loss,conv. .
On the other hand, the system-level power conversion efficiency (i.e., the power processing efficiency of all differential converters) is calculated by
D. Test Scenario
A 500-s test is executed on the testbed in order to validate the hot-swapping concept on the server-to-virtual bus DPP architecture. In this paper, the standard Linux "stress" utility [42] is used as computational load on servers in order to replicate a real-world computation scenario. The test starts with the initialization of the series-stacked converters by using the shunt resistors as described before. Then, four servers are connected to the series-stack by using the hot-swapping circuitry. As the operating system on the servers initializes, an Ethernet connection is established in order to start the stress test for 300 s. After the first two minutes of the stress test, one of the servers is swapped out and kept isolated from the series-stacked architecture for a minute, while the other servers are still continuing the stress test. The swapped-out server is then swapped in to the series-stack and reinitialized, and the stress test continues for 2 more minutes. Following the conclusion of the stress test, shutdown commands are sent to the servers. The shunt resistors are then connected back to the series-stack nodes in order to keep voltage balanced throughout the stack until the dc bus is disconnected.
E. Results
When the dc bus is first applied to the series-stack at the beginning of the test, all servers are isolated from the seriesstack and the shunt resistors are connected between the seriesstack terminals of the DPP hardware. The applied bus voltage is thus equally divided between the shunt resistors, allowing linear regulators on DPP hardware to provide logic voltages to the digital isolators and gate drivers. The differential converters are then enabled to regulate both their input and output voltages to 12 V. The shunt resistors are disconnected a few seconds after the control algorithm initializes as explained in Section V-A. The servers are then simultaneously connected to the series-stack 10 s into the experiment by using the hot-swapping circuitry. This operation (previously explained in detail in Section V-B) is shown in Fig. 14 through the measured and annotated current and voltage of the second server as an example of the swap-in transient from the experiment. At 10 s, the high-resistance path of the hot-swapping interface (given in Fig. 8 ) is enabled by turning ON M 2 and M 3 . As can be seen in Fig. 14, the server current is limited to less than 1 A by the linear region operation of M 2 , causing a linear increase of the server voltage (v S 2 ). Around the 10.7 s mark, the low-resistance path of the hotswapping interface is slowly enabled through M 1 , causing a small current increase due to the voltage drop across R limit in Although this mechanism is demonstrated for only the second server here, similar behavior is observed in every server in the series-stack. Figures 15 and 16 show the measured and 10 ms window averaged server currents and voltages, and Fig. 17 shows the measured and 10 ms window averaged virtual bus voltage during the entire test. Following the swap-in of all servers at the 10th second, the initialization of the servers starts at approximately 12 s and takes approximately 80 s. During this time interval, the system-level efficiency is measured as 97.2%. The computation test is started on the servers at the 90th second. During the first 2 minutes of the test, all four servers are executing the computation test and the system-level efficiency is measured as 98.4%. Then around the 210th second, the second server is swapped out from the series-stack, and is kept isolated from the series-stack for approximately 1 min. As shown in Figs. 15 and 16 , the differential converters are able to regulate the operating server voltages and the virtual bus voltage while the second server's current and voltage are zero. During this time interval, the system-level efficiency decreases to 95% because the differential converter of the second server processes the full bus current and acts as a dc voltage sink by regulating v Stack,2 . The second server is swapped in to the series-stack and reinitialized around the 270th second, while the other servers are still executing the computa- tion test. During this time interval, the system-level efficiency is calculated as 97.9%. After the second server's reinitialization is completed, the computation test continues on all four servers for 2 more minutes and the system-level efficiency during the last minute of the test is calculated as 98.3%. After the stress test is completed, the servers are kept in their idle state before the shutdown command is executed around the 480th second. During this time interval the system-level efficiency is 96.9%. The server currents immediately go to zero, however, the server voltages are regulated to 12 V until all servers are isolated from the series-stack by using the hot-swapping circuitry. The seriesstacked system then returns to its initial state by reactivating the shunt resistors to allow safe voltage transient as the dc bus is disconnected from the series-stack. A breakdown of the average input and output powers, the efficiency, and the average power loss are given in Table VI for the entire test. Figures 18 and 19 plot the instantaneous server currents and voltages during the swap-out of the second server around the 210th second. In order to demonstrate and explain the operation of the bidirectional hysteresis algorithm, V Stack2 is plotted along with V S 2 in Fig. 19 , and also the instantaneous differential currents into the virtual bus node are plotted in Fig. 20 . Before the second server is swapped out around the 210th second, all server voltages are regulated to a hysteresis band (as shown in Fig. 19 ), while the differential converters are operating in light-load mode by bidirectional hysteresis control (as shown in Fig. 20) . Right after the second server is swapped out, the light-load operation of the second differential converter is not sufficient to regulate V Stack2 within the same hysteresis band as before. The second differential converter thus switches to full-load mode with increased hysteresis bands, while the other differential converters are still able to regulate their server voltages while mostly maintaining their light-load operation mode as before the swap-out occurred. Note that the frequency of the server voltage ripples slightly increase during the hot-swapped operation. This indicates that the differential converters turn ON and OFF more often than the normal operation, which aligns with increased average power loss during the hot-swapped operation. The instantaneous server currents and voltages during the swap-in of the second server around the 270th second are also illustrated in Figs. 21 and 22 , respectively. Starting from the 269th second, the voltage and current of the second server increase in a controlled manner, similar to the demonstration in Fig. 14 . Following the 270th second, the second server initializes; however, the second differential converter still remains in full-load hysteresis mode as can be seen in Fig. 23 since the second server's power consumption during initialization is quite different from that of the remaining servers that continue the stress test. The series-stacked architecture separates the power processed from the power delivered. By processing only the difference power throughout the experiment, a power conversion efficiency that is always higher than the efficiency of the differential converter is achieved. When the servers are almost equally loaded during the stress test (i.e., 90 < t < 210 and 330 < t < 450), the differential converters are processing only insignificant amounts of power in the system, yielding above 99% power conversion efficiency. Further note that by leveraging the hysteresis mode control, the differential converters are kept OFF whenever needed in order to avoid the instantaneous power conversion, as shown in the first 400 ms of Fig. 20 . The average power loss distribution while the series-stacked servers are executing the stress test between 90 and 210 s is also demonstrated in a pie chart in Fig. 24 . Here, the power conversion losses are reduced to almost half of the overall losses in the system, while the other half is shared as conduction loss between the hot-swapping circuit and cabling.
VII. CONCLUSION AND FUTURE WORK
In this paper, we have explained the details of the hotswapping operation in the series-stacked server power delivery architecture. The presented experimental results are the first successful demonstration of hot-swapped operation in seriesstacked servers. The practical challenges of the series-stacked system (i.e., the server initialization, hot-swapping, and isolation of the servers) are discussed and addressed in the experimental work with up to 99.2% power conversion efficiency.
Future work includes unregulated dc bus operation of the series-stacked architecture employing a UPS at the dc bus terminal, an improved control algorithm to achieve the operation of the server-to-virtual bus DPP architecture after a loss of power in the rack, and a server-to-bus DPP architecture in which the secondary side of the differential converters is connected to the dc bus instead of a virtual bus capacitor.
