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Abstract First-order methods (FOMs) have been widely used for solving large-scale problems. A majority
of existing works focus on problems without constraint or with simple constraints. Several recent works
have studied FOMs for problems with complicated functional constraints. In this paper, we first establish
a nonergodic convergence rate result of an augmented Lagrangian (AL) based FOM for convex problems
with both affine equality and nonlinear inequality constraints. This result is a straightforward generalization
of that by [Rockafellar’73, MathProg], which studied problems with only inequality constraints. By this
nonergodic convergence rate result, we then show a complexity result of the AL-based FOM for solving a
strongly convex problem, which has a composite structured objective and smooth constraints. To achienve
an ε-KKT point, the method needs O(ε−
1
2 | log ε|) proximal gradient steps and function evaluations. This
result differs from an existing lower bound by | log ε| and thus is nearly optimal. A direct application of the
result is to a convex problem. Through perturbing the objective to a strongly convex one and controlling the
perturbation, we establish an O(ε−1| log ε|) complexity result of the AL-based FOM for convex problems.
In addition to the strongly-convex and convex cases, we further design a novel AL-based FOM for prob-
lems with non-convex objective and convex constraint functions. The new method follows the framework
of the proximal point (PP) method. On approximately solving PP subproblems, it mixes the usage of the
inexact AL method (iALM) and the quadratic penalty method, while the latter is always fed with estimated
multipliers by the iALM. We show a complexity result of O(ε−
5
2 | log ε|) for the proposed method to achieve an
ε-KKT point. This is the best known result. Theoretically, the hybrid method has lower iteration-complexity
requirement than its counterpart that only uses iALM to solve PP subproblems, and numerically, it can per-
form significantly better than a pure-penalty-based method. Numerical experiments are conducted on convex
quadratically constrained quadratic programs and nonconvex linearly constrained quadratic programs. The
numerical results demonstrate the efficiency of the proposed methods over existing ones.
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1 Introduction
First-order methods (FOMs) have been extensively used for solving large-scale problems, partly due to
their low per-update complexity and nice scalability. Roughly speaking, FOMs only use the gradient and/or
function value information of a problem and possibly other simple operations such as the projection onto
a box set. A majority of existing works on FOMs study unconstrained problems, or those with easy-to-
project and/or linear constraint set. Several recent works have focused on problems with nonlinear functional
constraints, under both convex and nonconvex settings.
In this paper, we consider the nonlinear program:
f∗0 := minimize
x∈Rn
{
f0(x), s.t. Ax = b, f(x) ≤ 0
}
, (1)
where A ∈ Rl×n and b are respectively given matrix and vector, and f = (f1, . . . , fm) : Rn → Rm is a vector
function. We will assume convexity of fi for each i = 1, . . . ,m, but f0 could be nonconvex. The formula in (1)
is rather general. Any convex programs with finite constraints can be written in the form of (1). Examples
include linearly constrained (convex or nonconvex) quadratic programming (LCQP), convex quadratically
constrained quadratic programming (QCQP), and the Neyman-Pearson classification problem [28, 34].
1.1 Augmented Lagrangian method
On solving a nonlinear functional constrained problem, the augmented Lagrangian method (ALM) [11, 27]
is one of the most classic and popular methods. The classic AL function of (1) is:
Lβ(x,y, z) = f0(x) + y⊤(Ax− b) + β2 ‖Ax− b‖2 + 12β
(
‖[z+ βf(x)]+‖2 − ‖z‖2
)
, (2)
where β > 0 is the penalty parameter, y and z are the multiplier vectors, and [a]+ denotes a vector taking
component-wise positive part of a. If fi is convex for each i = 0, 1, . . . ,m, then Lβ is convex about x and
concave about (y, z); see [36, Lemma 1] for example. The ALM, at each iteration, updates the primal variable
x by minimizing Lβ with (y, z) fixed and then performs a dual gradient ascent step to the multipliers. The
pseudocode of its inexact version is shown in Algorithm 1, which is actually a framework because it is not
specific on how to find xk+1.
Algorithm 1: Inexact augmented Lagrangian method (iALM) for (1)
1 Initialization: choose x0 ∈ dom(f0),y0 = 0, z0 = 0, and a positive sequence {βk}
2 for k = 0, 1, . . . , do
3 Find xk+1 to be an approximate solution of minx∈Rn Lβk (x,yk, zk)
4 Update y and z by
yk+1 = yk + βk(Ax
k+1 − b), (3)
zk+1 = max
{
0, zk + βkf(x
k+1)
}
. (4)
The updates to y and z only require the matrix-vector multiplication and the function value of f . To
find xk+1, one can, by principle, apply any unconstrained optimization methods. We will focus on large-scale
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(possibly nonsmooth) problems, whose Hessian matrices do not exist or are too expensive to compute. Hence,
we will apply an FOM to approximately solve primal subproblems, and the resulting algorithm will be an
AL-based FOM. We will specify how to find xk+1 by a checkable stopping condition. Furthermore, we will
analyze the complexity result, measured by the total number of gradient and function value evaluations, to
produce a solution of desired accuracy.
1.2 Literature review
In this subsection, we review related works on FOMs for solving (1). Some of existing FOMs are based on
the ALM framework or the Lagrangian method, while some others are not.
Lagrangian-based FOMs. On affinely constrained problems, i.e., in the form of (1) with m = 0, [15] ana-
lyzes the iteration complexity of an iALM whose primal-subproblems are approximately solved by an optimal
FOM. For a smooth convex problem, [15] shows that O(ε−
7
4 ) gradient evaluations are sufficient to produce
an ε-KKT point (see Definition 2 below). The result is improved to O(ε−1| log ε|) by applying the AL-based
FOM to a perturbed strongly convex problem. While the result in [15] is established with constant penalty
parameter β = O(ε−1), the work [20] uses β = O(ε−
1
2 ) and establishes the complexity result O(ε−2) to pro-
duce an ε-solution (x¯, y¯) satisfying ‖Ax¯ − b‖ ≤ √ε and maxx
{〈∇g(x) +A⊤y¯, x¯− x〉+ h(x¯)− h(x)} ≤ ε,
where f0 = g + h has been assumed. The results in [15] have been extended to conic convex programming
in [2,21]. The recent work [36] analyzed an AL-based FOM for solving (1). For convex problems, it shows a
complexity result O(ε−1) to produce an ε-optimal solution (see Definition 1 below), and for strongly convex
problems, the result is improved to O(ε−
1
2 | log ε|). Different from the nonergodic result that we will show, the
produced ε-optimal solution in [36] is the average of all iterates, i.e., the result is in an ergodic sense. Through
accelerating a dual gradient ascent (DGA) method, [24] can also obtain a complexity result of O(ε−
1
2 | log ε|)
for affinely constrained strongly convex problems. However, for convex problems, the complexity result of
either the nonaccelerated or accelerated DGA is O(ε−2) to produce an ε-optimal solution. Different from
iALM, a proximal iALM is studied in [17], and it added a proximal term to each ALM subproblem. Although
similar complexity results can be achieved, we notice that a proximal version of iALM can perform worse
than the original iALM; see the numerical results in section 6.1.
The aforementioned works are all AL-based. There are also FOMs based on the ordinary Lagrangian
function. For example, [23] proposed an inexact first-order dual method and its accelerated version by using
the ordinary Lagrangian dual function. To produce an ε-optimal solution, the accelerated method needs
O(ε−
1
2 ) outer iterations and solves each primal subproblem to an accuracy O(ε
3
2 ). Hence, for smooth strongly
convex problems, its total complexity can be O(ε−
1
2 | log ε|), while for convex problems, its complexity is worse
than O(ε−1). Another example is [9], which proposed a method for solving general convex-concave saddle
point (SP) problems. It is remarked that a conic convex program can be formulated as an equivalent SP
problem by the ordinary Lagrangian function, and the proposed method can be directly applied and satisfies
all required conditions for convergence. In addition, [9] shows that O(ε−1) gradient and function evaluations
are sufficient to produce a solution with ε-primal-duality gap.
Besides on solving convex problems, AL-based FOMs have also been analyzed for non-convex problems.
The recent work [33] shows a complexity result of O(ε−3) to produce an ε-KKT point for problems with
nonconvex objective and nonconvex equality constraints. A key assumption that [33] makes is a regularity
condition, which can ensure to control the primal residual by increasing the penalty parameter.
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Penalty-based FOMs. Penalty methods are also commonly used for solving functional constrained prob-
lems. If the multiplier vectors are kept zero, then the ALM can be viewed as a penalty method. For affinely
constrained conic convex programs, [14] gives a first-order quadratic penalty method. By assuming a bound
on the optimal dual solution, it establishes a complexity result of O(ε−1| log ε|) to produce an ε-KKT point,
and if without the dual bound, its complexity result is O(ε−2) by employing a guess-and-check technique.
For affinely constrained nonconvex problems, the recent work [13] proposes a first-order quadratic penalty
method. By geometrically increasing the penalty parameter, it shows a complexity result of O(ε−3) to obtain
an ε-KKT point. This result has been improved in [18] to O(ε−
5
2 | log ε|) for problems with weakly-convex
objective and convex constraints. The order is the best known and matches with the result established in
this paper. However, [18] only guarantees to produce a point that is ε-close to an ε-KKT point, and in addi-
tion, its method is pure-penalty-based and numerically performs worse than an AL-based method (see the
experiments in section 6.2). For problems with weakly-convex objective and weakly-convex constraints, [18]
gives an O(ε−4) complexity result, which can be improved to O(ε−3) if a strong Slater’s condition holds, as
shown in [4, 22].
Trust-region based FOMs and more. There are several other works on FOMs for solving functional
constrained problems, and they are not based on a framework of penalty method or ALM. By using a
queue vector, [37] proposes a primal-dual type algorithm that iteratively performs one gradient descent to
the primal variable and then immediately updates the virtual queue vector. The FOM in [35] also simply
does one single gradient update to the primal variable before renewing the dual variables. Both works study
convex problems and show an O(ε−1) complexity result in an ergodic sense to obtain an ε-optimal solution.
On problems with smooth nonconvex objective and smooth nonconvex equality constraints, [6] proposes an
FOM based on the framework of the trust-region (TR) method, which requires exact solutions of non-smooth
TR subproblems. The method generally needs O(ε−5) gradient and function evaluations to find an ε-KKT
point. A new TR-based FOM was proposed in [7], which claimed an O(ε−2) complexity result. However, the
authors of [7] corrected their claim in [8] that an ε-Fritz-John point is guaranteed but instead of an ε-KKT
point. Many other FOMs can also be applied to convex problems in the form of (1), such as the level-set
methods [1, 19], the cooperative SA method [16], and the SP first-order solvers [10, 12]. We do not exhaust
our discussions but refer the readers to those papers.
1.3 Contributions and new results
We analyze the iteration complexity results of AL-based FOMs for both convex and nonconvex problems in
the form of (1). The contributions of this paper are four-fold.
– First, we extend the results in [30, 31] from inequality-constrained cases to problems with both equality
and inequality constraints. We show that the augmented dual function (defined in (7) below) of (1) is
differentiable and has Lipschitz-continuous gradient. Also, we give a relation of the iALM to the inexact
proximal point method. We then provide a bound of the objective error and primal residual, evaluated
at the actual primal iterates, by the dual iterates. All the results are similar to those in [30, 31] for
inequality-constrained convex problems. Although the extension is not difficult, the general results allow
us to analyze the iteration complexity of AL-based FOMs for solving convex or nonconvex problems in
the form of (1), without rewriting each affine equality constraint into two affine inequality constraints
(that will double the corresponding dual variables).
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– Second, assuming the existence of a KKT point, we establish an O(ε−
1
2 | log ε|) complexity result of the
first-order iALM to produce an ε-optimal solution or an ε-KKT point of a strongly convex problem, for
which we assume that its objective is the sum of a smooth term and a nonsmooth proximable term and
the constraint functions are smooth. The complexity result differs from an existing lower bound by | log ε|
and is nearly optimal in term of the dependence on ε. The ε-optimal solution and the ε-KKT point can
both be obtained at the actual primal iterates. This improves the ergodic result in [36].
– Thirdly, for convex problems in the form of (1), we propose to add a small quadratic term to the
objective that leads to a strongly convex perturbed problem and then apply the first-order iALM to solve
the perturbed problem. Given a target accuracy ε, we control the coefficient of the added quadratic term
to be proportional to ε and establish an O(ε−1| log ε|) complexity result to produce an ε-KKT point.
This result is also nearly optimal, differing from a lower bound by | log ε|. The complexity result of our
method is in the same order as that in [21]. Numerically, our method can significantly outperform the
method in [21] to achieve the same level of accuracy.
– Finally, we propose a hybrid method to solve nonconvex problems, for which we assume that the objective
is weakly-convex but the constraint functions are still convex. The method is in the framework of the
proximal point (PP) method. Utilizing the weak-convexity, we add to the objective a quadratic term with
the current iterate as the prox-center, and this leads to a strongly-convex PP subproblem. On solving the
PP subproblems, our method mixes the first-order iALM and a first-order penalty method with estimated
multipliers. We break the whole algorithm into multiple stages. Since iALM is generally more efficient
than a penalty method, we use it in an initial stage and also at the end of each following stage to estimate
the multipliers. With the estimated multipliers, the penalty method can also perform well, and within each
stage, the estimated multipliers are fixed so that we can control the change of primal iterates. Assuming
the Slater’s condition, we establish an O(ε−
5
2 | log ε|) complexity result to produce an ε-KKT point. Our
result improves nearly by an order of ε−
1
2 over that in [13], which considers affinely constrained nonconvex
problems. Numerical experiments on nonconvex quadratic programs also demonstrate the advantage of
our method over that in [13].
We emphasize that the results in the first item above are straightforward extension of those in [30, 31]. The
complexity results for the strongly-convex and convex cases in the second and third items are near optimal.
They are in the same order as those in [17, 21]. However, our algorithms and analysis are different. The
result for non-convex cases is completely new and the best so far. The algorithm and analysis for non-convex
problems are based on our results in the first and second items. Hence, we must first present the generalization
of the results in [30, 31] and analyze the strongly-convex case.
1.4 Notation and definitions
We denote [n] as the set {1, . . . , n}. For any two vectors a and b in Rn, a ≥ b means ai ≥ bi for any i ∈ [n],
max{a,b} denotes the vector by component-wise maximization. [a]+ is short for max{a,0}. We let L0 be
the ordinary Lagrangian function of (1), namely,
L0(x,y, z) = f0(x) + y⊤(Ax− b) + z⊤f(x). (5)
We use p = (y, z) for the dual variable and let
P = {(y, z) ∈ Rl × Rm : z ≥ 0} (6)
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be the dual feasible region. For any β > 0, the augmented dual function is defined as
dβ(y, z) =
{
minx Lβ(x,y, z), for (y, z) ∈ P ,
−∞, otherwise, (7)
and the ordinary Lagrangian dual function is
d0(y, z) =
{
minx L0(x,y, z), for (y, z) ∈ P ,
−∞, otherwise.
The augmented dual problem is
max
y,z
dβ(y, z). (Dβ)
It can be easily shown (c.f. [30]) that for any (x,y, z),
Lβ(x,y, z) = min
t≥0
{
f0(x) + 〈y,Ax− b〉+ β
2
‖Ax− b‖2 + β
2
m∑
i=1
(
fi(x) + ti
)2
+
m∑
i=1
zi
(
fi(x) + ti
)}
. (8)
Definition 1 (ε-optimal solution) Given ε ≥ 0, a point x ∈ Rn is called an ε-optimal solution to (1) if√
‖Ax− b‖2 + ‖[f(x)]+‖2 ≤ ε, (9a)
f0(x)− f∗0 ≤ ε. (9b)
Remark 1 The ε-optimal solution will be used only for convex problems. The definition does not explicitly
impose a lower bound on f0(x)− f∗0 . If the problem is convex and (1) has a primal-dual solution (x∗,y∗, z∗),
the two conditions in (9) will give a lower bound in the order of ε as shown below:
f0(x) − f0(x∗) ≥ −〈y∗,Ax− b〉 −
m∑
i=1
z∗i fi(x) ≥ −‖y∗‖ ‖Ax− b‖ − ‖z∗‖ ‖[f(x)]+‖ ≥ −ε‖p∗‖.
Definition 2 (ε-KKT point) Given ε ≥ 0, a point x ∈ Rn is called an ε-KKT point to (1) if there is a
dual point (y, z) ∈ P such that √
‖Ax− b‖2 + ‖[f(x)]+‖2 ≤ ε, (10a)
dist
(
0, ∂f0(x) +A
⊤y +
∑m
i=1 zi∇fi(x)
) ≤ ε, (10b)∑m
i=1 |zifi(x)| ≤ ε. (10c)
1.5 Outline
The rest of the paper is organized as follows. In section 2, we give a few nice properties of the augmented
dual function and show a nonergodic convergence rate result of the iALM. In section 3, we establish iteration
complexity results of the first-order iALM for strongly convex problems. The results are then applied in
section 4 to show a complexity result of the first-order iALM for solving convex problems, and in section 5
to analyze a hybrid first-order method for solving weakly-convex problems. Numerical results are given in
section 6, and finally we conclude the paper in section 7. All proofs are given in the appendix.
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2 Nonergodic convergence rate of the inexact augmented Lagrangian method
In this section, we assume the convexity of {fi}mi=0 and analyze the convergence rate of the iALM in terms
of the objective error and feasibility violation at the iterates {xk}k≥0. We first establish a few important
properties about the augmented dual function dβ and then show the convergence rate results. Our results
are not completely new but follow [30–32] and generalize those in [30] from inequality-constrained cases to
the cases with both equality and inequality constraints. This generalization allows us to establish iteration
complexity results of a few proposed ALM based FOMs for solving (1).
2.1 Properties of the augmented dual function
In this subsection, we establish a few important properties of the augmented dual function dβ .
Proposition 1 Given β > 0, for any x and p = (y, z) ∈ P, it holds
Lβ(x,p) = max
p′∈P
{
L0(x,p′)− 1
2β
‖p′ − p‖2
}
, (11)
where p′ = (y′, z′) and P is given in (6).
Theorem 1 (Continuous differentiability of dβ) Assume fi to be convex for each i = 0, 1, . . . ,m. For
any β > 0, the augmented dual function dβ is concave and satisfies
dβ(p) = max
w
{
d0(w)− 12β ‖w − p‖2
}
, ∀p = (y, z) ∈ P , (12)
where P is given in (6). Moreover, if d0 6≡ −∞, then dβ is everywhere finite on P and continuously dif-
ferentiable. Specifically, if for a given p ∈ P, dβ(p) = Lβ(x(p),p), i.e., x(p) ∈ Argminx Lβ(x,p), then
∇dβ(p) = ∇pLβ(x(p),p), namely,
∇ydβ(y, z) = Ax(p) − b, ∇zdβ(y, z) = max
{
− zβ , f(x(p))
}
. (13)
Furthermore, let w(p) be the unique maximizer in (12). Then
∇dβ(p) = w(p)− p
β
. (14)
Corollary 1 Assume p0 ∈ Argmaxp d0(p). Then for any β > 0, it holds
dβ(p0) = max
p
dβ(p) = d0(p0). (15)
In other words, the augmented dual problem (Dβ) has the same supremum as the ordinary dual problem.
Corollary 2 If d0 6≡ −∞, then for any β > 0, the augmented dual function dβ is smooth, i.e.,
dβ(p) + 〈p′ − p,∇dβ(p)〉 ≥ dβ(p′) ≥ dβ(p) +
〈
p′ − p,∇dβ(p)
〉− 1
2β
‖p′ − p‖2 , ∀p,p′. (16)
Corollary 3 Let pk = (yk, zk) ∈ P. Given εk ≥ 0, if xk+1 satisfies:
Lβk(xk+1,yk, zk) ≤ min
x
Lβk(x,yk, zk) + εk. (17)
then
βk
2
∥∥∇pLβ(xk+1,pk)−∇dβ(pk)∥∥2 ≤ εk.
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2.2 Relation of iALM to inexact proximal point method
In this subsection, we establish the relation of iALM to the inexact proximal point method (iPPM) applied
to the Lagrangian dual problem. Recall that we let p = (y, z). The iPPM applied to the Lagrangian dual
problem maxp d0(p) iterately performs the update:
pk+1 ≅Mβk(pk), (18)
where the operator Mβ is the proximal mapping of −βd0, defined as
Mβ(p) = argmax
w
{
d0(w)− 12β ‖w − p‖2
}
. (19)
Then by Theorem 1,
dβ(p) = d0(Mβ(p))− 1
2β
‖Mβ(p)− p‖2 ,
and also ∇dβ(p) = Mβ(p)−pβ .
Now let x˜ ∈ dom(f0) be a point satisfying Lβ(x˜,p) ≤ dβ(p) + ε. Then by Corollary 3, we have
β
2
∥∥∥∥∇pLβ(x˜,p) + p−Mβ(p)β
∥∥∥∥2 ≤ ε,
or equivalently
‖p+ β∇pLβ(x˜,p)−Mβ(p)‖ ≤
√
2βε.
Therefore, if (17) holds, iALM updates to the dual variable p = (y, z) in Algorithm 1 satisfy∥∥pk+1 −Mβk(pk)∥∥ ≤√2βkεk, (20)
and thus the iALM can be viewed as an iPPM applied to the Lagrangian dual problem.
2.3 Bounding objective error and feasibility violation by dual iterates
Let x∗ ∈ dom(f0) be an optimal solution of (1). The results below generalize [32, Thm. 4].
Theorem 2 Suppose fi is convex for each i = 0, 1, . . . ,m. Let
{
(xk+1,yk+1, zk+1)
}∞
k=0
be the sequence from
Algorithm 1. Then ∥∥∥[f(xk+1)]+∥∥∥2 + ∥∥Axk+1 − b∥∥2 ≤ 1β2k ‖pk+1 − pk‖2. (21a)
Furthermore, if (17) holds for each k, then
f0(x
k+1)− f0(x∗) ≤ εk + 1
2βk
(∥∥pk∥∥2 − ∥∥pk+1∥∥2) . (21b)
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3 Complexity results of iALM for strongly-convex problems
In this section, we assume additional structures of (1) and establish iteration complexity results of the iALM
for strongly-convex cases by using Theorem 2.
Throughout the rest of the paper, we make the following two assumptions.
Assumption 1 (composite structure and smooth constraints) The objective admits a composite struc-
ture, i.e., f0 = g + h, where g is differentiable and has a Lipschitz-continuous gradient, and h is a simple
closed convex function with a bounded domain, i.e.,
D =: max
x,x′∈dom(h)
‖x− x′‖ <∞. (22)
Also, fi is a convex and Lipschitz differentiable function for every i = 1, . . . ,m, i.e., there are constants
L0, L1, . . . , Lm such that
‖∇g(x̂)−∇g(x¯)‖ ≤ L0 ‖x̂− x¯‖ , ∀ x̂, x¯ ∈ dom(h), (23a)
‖∇fi(x̂)−∇fi(x¯)‖ ≤ Li ‖x̂− x¯‖ , ∀ x̂, x¯ ∈ dom(h), ∀i ∈ [m]. (23b)
By (22) and (23), there must exist constants B1, . . . , Bm such that
max
{|fi(x)|, ‖∇fi(x)‖ } ≤ Bi, ∀x ∈ dom(h), ∀ i ∈ [m], (24a)
|fi(x) − fi(x′)| ≤ Bi ‖x− x′‖ , ∀x,x′ ∈ dom(h), ∀ i ∈ [m]. (24b)
Assumption 2 (Slater’s condition) There exists a point xfeas ∈ relint(dom(h)) such that Ax = b and
fi(x) < 0 for all i ∈ [m].
The Slater’s condition implies (c.f.: [29, Thm 28.2]) that any optimal solution x∗ of (1) must be a KKT
point, namely, there is (y∗, z∗) ∈ Rl × Rm such that
0 ∈ ∇g(x∗) + ∂h(x∗) +A⊤y∗ +∑mi=1 z∗i∇fi(x∗), z∗ ≥ 0, (25a)
Ax∗ = b, f(x∗) ≤ 0, (25b)
(z∗)⊤f(x∗) = 0. (25c)
We point out that the results in this section only need the existence of (x∗,y∗, z∗) satisfying the KKT
conditions in (25). However, the Slater’s condition will be needed for the convex case and the nonconvex
case in sections 4 and 5.
Besides Assumptions 1 and 2, we assume strong convexity of g in this section.
Assumption 3 (strong convexity) The smooth function g is µ-strongly convex with µ > 0.
With these assumptions, the differentiable part of Lβ( · ,p) will have a Lipschitz continuous gradient for
each fixed p. Hence, we can apply a proximal-gradient type method to find the approximate solution xk+1
for each k. To have an overall good complexity bound, we will use an accelerated proximal-gradient method
that has provably optimal convergence rate.
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3.1 Accelerated proximal gradient method
Consider the convex composite problem
minimize
x∈Rn
F (x) := G(x) +H(x), (26)
where G is µ-strongly convex and LG-smooth, and H is a closed convex function. Notice that each x-
subproblem in the iALM framework is in the above form. With µ > 0, one can apply the accelerated proximal
gradient method (APG) (c.f., [25]) to approximately solve (26). The pseudocode is given in Algorithm 2.
Notice that the algorithm assumes the knowledge of the strong convexity constant µ and the gradient
Lipschitz constant LG. We make this assumption simply for the convenience of analysis. However, all the
results established in this paper still hold (up to a constant difference) if we know a positive lower bound of
µ and search the Lipschitz constant by back-tracking.
Algorithm 2: Accelerated proximal gradient method: APG(G,H, µ, LG, ε)
1 Initialization: choose x¯−1 ∈ dom(H) and set α =
√
µ
LG
2 Let x¯0 = x0 = argmin
x
〈∇G(x¯−1),x〉+ LG
2
∥∥x− x¯−1∥∥2 +H(x).
3 for t = 0, 1, . . . do
4
xt+1 = argmin
x
〈∇G(x¯t),x〉 + LG
2
∥∥x− x¯t∥∥2 +H(x) (27)
x¯t+1 = xt+1 +
1− α
1 + α
(xt+1 − xt) (28)
if dist
(−∇G(xt+1), ∂H(xt+1)) ≤ ε, then output xt+1 and stop.
In the rest of this subsection, we show a few important results about the APG method, which will be used
to establish the complexity results of the first-order iALM to obtain a near-optimal or near-KKT solution.
Lemma 1 Given x¯, let x˜ = argminx〈∇G(x¯),x − x¯〉 + LG2 ‖x− x¯‖2 + H(x). If ‖x¯− x˜‖ ≤ δ2LG for some
δ ≥ 0, then dist(0, ∂F (x˜)) ≤ δ.
Remark 2 From the above lemma, it follows that the stopping condition in Algorithm 2 will be satisfied if∥∥x¯t − xt+1∥∥ ≤ ε2LG . Since F is µ-strongly convex, we have ‖∇˜F (xt+1)‖ ≥ µ‖xt+1 − x∗‖, where ∇˜F (xt+1) is
the any subgradient of F at xt+1, and x∗ is the minimizer of F . Hence, if dist(0, ∂F (xt+1)) ≤ ε, then
F (xt+1)− F (x∗) ≤ 〈∇˜F (xt+1),xt+1 − x∗〉 ≤ 1
µ
‖∇˜F (xt+1)‖2 ≤ ε
2
µ
. (29)
The following theorem gives the convergence rate of Algorithm 2.
Theorem 3 Let {xt} be the sequence generated from Algorithm 2. Assume x∗ = argminx F (x). Then
F (xt)− F (x∗) ≤
(
LG‖x−1 − x∗‖2
2
+
µ
2
‖x∗ − x0‖2
)(
1−
√
µ
LG
)t
. (30)
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The next lemma bounds the change of iterates based on the objective errors.
Lemma 2 Let
{
(xt, x¯t)
}∞
t=0
be from Algorithm 2. Given δ ≥ 0, if F (xs) − F (x∗) ≤ (1+α)2δ2µ32 for s =
t− 1, t, t+ 1, then ∥∥x¯t − xt+1∥∥ ≤ δ.
Using Lemma 2 together with Theorem 3, we are able to provide an upper bound on the total number
of iterations of Algorithm 2 to terminate and output the desired approximate solution.
Lemma 3 Given ε > 0, within at most T iterations, Algorithm 2 will output a solution xT+1 that satisfies
dist
(
0, ∂F (xT+1)
) ≤ ε, where
T =
⌈√
LG
µ
log
64L2G
(
LG‖x−1 − x∗‖2 + µ‖x∗ − x0‖2
)
ε2µ
+ 1
⌉
.
3.2 iALM with checkable stopping conditions
In this subsection, we apply the APG method in Algorithm 2 to approximately solve the x-subproblems
in the framework of iALM. With the assumptions mentioned at the beginning of section 3, we give an
implementable iALM with stopping conditions that can be checked based on the primal-dual iterates.
For a fixed p, let F (·) = Lβ( · ,p) and G = F − h. Then
∇G(x) = ∇g(x) +A⊤y + βA⊤(Ax− b) +
m∑
i=1
[zi + βfi(x)]+∇fi(x),
and by [36, Lemma 5], ∇G(x) is Lipschitz continuous on dom(h) with constant
L(z, β) = L0 + β
∥∥A⊤A∥∥+ m∑
i=1
(βBi(Bi + Li) + Li|zi|), (31)
where {Li}mi=0 and {Bi}mi=1 are given in (23) and (24) respectively. Therefore, we can apply Algorithm 2
to each x-subproblem of iALM. With this subroutine, we specify how to implement the iALM for strongly
convex problems in Algorithm 3, where the stopping condition depends on the TYPE of a desired solution.
We make a remark on the TYPE of ‘KKT1’ and ‘KKT2’. If one just wants to obtain an ε-KKT point, it
is sufficient to use ‘KKT1’. The stopping condition for ‘KKT2’ is more restricted than that for ‘KKT1’, and
the option of ‘KKT2’ is provided to solve the proximal point subproblems in section 5 for nonconvex cases,
in order to bound the quantity ‖p
k‖
βk
by ε.
Below, we show that once Algorithm 3 stops, the output (xk+1,pk+1) must be an ε-optimal solution or
ε-KKT point of (1), depending on the choice of TYPE.
Theorem 4 Suppose k = K − 1 for some integer K ≥ 1 when Algorithm 3 stops. Then the output xK is an
ε-optimal solution of (1) if TYPE = ‘OPT’, and xK is an ε-KKT point if TYPE = ‘KKT1’ or ‘KKT2’.
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Algorithm 3: iALM for strongly-convex problems: (β,x,y, z) = iALM-SC(g, h, ε, β0, σ, µ,TYPE)
1 Input: error tolerance ε > 0, strong-convexity constant µ > 0, TYPE ∈ {‘OPT’, ‘KKT1’, ‘KKT2’}, β0 > 0, and σ > 1;
2 Initialization: choose x0 ∈ dom(h),y0 = 0, z0 = 0;
3 for k = 0, 1, . . . , do
4 Let F be the function: F (x) = g(x) + h(x) + 〈yk,Ax− b〉+ βk
2
‖Ax− b‖2 + 1
2βk
(‖[zk + βkf(x)]+‖2 − ‖zk‖2);
5 Choose εk =
σ−1
2(σ+1)
ε and set δk =
√
µεk if TYPE = ‘OPT’;
6 Choose εk =
√
σ−1
σ+1
ε
2
min{1,√µ}, and set δk = εk if TYPE = ‘KKT1’, or ‘KKT2’;
7 Update x by calling Algorithm 2
xk+1 = APG
(
F − h, h, µ, L(zk , βk), δk
)
; (32)
8 Update the dual variable p = (y, z) with y and z respectively by (3) and (4);
9 Compute
ERROR =

max
{
‖pk−pk+1‖
βk
, εk +
‖pk‖2−‖pk+1‖2
2βk
}
, if TYPE = ‘OPT’
max
{
‖pk−pk+1‖
βk
,
∑m
i=1 |zk+1i fi(xk+1)|
}
, if TYPE = ‘KKT1’
max
{
‖pk‖+‖pk+1‖
βk
,
∑m
i=1 |zk+1i fi(xk+1)|
}
, if TYPE = ‘KKT2’
(33)
10 Return (βk,x
k+1,pk+1) and stop if ERROR ≤ ε.
11 Let βk+1 = σβk
3.3 Iteration complexity results
In this subsection, we establish the complexity results of Algorithm 3. From the proof of [36, Lemma 7], it
holds that if Lβt(xt+1,pt) ≤ dβt(pt) + et, ∀ t ≤ k − 1 for an error sequence {et}, then
‖pk − p∗‖2 ≤ ‖p0 − p∗‖2 + 2
k−1∑
t=0
βtet, ∀ k ≥ 0, (34)
where p∗ is a dual solution satisfying the KKT conditions in (25). When p0 = 0, the above inequality implies
‖pk‖2 ≤ 4‖p∗‖2 + 4
k−1∑
t=0
βtet, ∀ k ≥ 0, (35)
∥∥pk∥∥ ≤ 2 ‖p∗‖+
√√√√2 k−1∑
t=0
βtet, ∀ k ≥ 0. (36)
Theorem 5 (Iteration complexity for an ε-optimal solution) Under Assumptions 1 through 3, given
ε > 0, let εk = ε¯ =
σ−1
2(σ+1)ε for all k and TYPE = ‘OPT’. Then within at most K iterations, Algorithm 3
will stop, and the output xK is an ε-optimal solution of (1), where
K = ⌈logσ Cε⌉+ 1, with Cε = max
{
4‖p∗‖2
β0ε
,
8‖p∗‖
β0ε
,
8
β0ε
}
. (37)
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In addition, the total number of gradient and function value evaluations
Ttotal ≤ 2K +
(
√
κK +
√
β0Lcσ2Cε√
µ(
√
σ − 1) +
(√∑m
i=1 L
2
i
√
β0ε
σ+1
) 1
2 (σ2Cε)
1/4
√
µ(σ1/4 − 1)
)
log
64L2ε(Lε + µ)D
2
µ2ε¯
,
where
κ =
L0 + 2‖p∗‖
√∑m
i=1 L
2
i
µ
, Lc = ‖A⊤A‖+
m∑
i=1
Bi(Bi + Li),
Lε = L0 + β0σLcCε +
√√√√ m∑
i=1
L2i
(
2 ‖p∗‖+
√
β0εσCε
σ + 1
)
.
(38)
Remark 3 It is not difficult to see that the complexity result is O(ε−
1
2 | log ε|) to obtain an ε-optimal solution.
The lower bound is O(ε−
1
2 ) given in [26]. Hence, our result is nearly optimal. In addition, we set εk =
(σ−1)ε
2(σ+1)
is for the convenience of analysis. From (70) and (71), it is easy to see that a complexity result of the same
order can be obtained if εk < ε for each k.
Theorem 6 (Iteration complexity for an ε-KKT point) Under Assumptions 1 through 3, given ε ∈
(0, 12 ], let TYPE = ‘KKT1’ or ‘KKT2’, and for all k, let εk = ε¯ =
√
σ−1
σ+1
ε
2 min{1,
√
µ}. Then within at most
K iterations, Algorithm 3 will stop, and the output xK is an ε-KKT point of (1), where
K = ⌈logσ Ĉε⌉+ 1, with Ĉε = max
{
10‖p∗‖2
β0ε
,
8‖p∗‖
β0ε
,
4
β0
}
. (39)
In addition, the total number of gradient and function value evaluations
Ttotal ≤ 2K +
√κK +
√
β0Lcσ2Ĉε√
µ(
√
σ − 1) +
(
ε
√∑m
i=1 L
2
i
√
β0
2(σ+1)
) 1
2 (σ2Ĉε)
1/4
√
µ(σ1/4 − 1)
 log 64L̂2ε(L̂ε + µ)D2
µε¯2
,
where κ and Lc are the same as those in (38), and
L̂ε = L0 + β0σLcĈε +
√√√√ m∑
i=1
L2i
(
2 ‖p∗‖+ ε√
2
√
β0Ĉε
)
.
Remark 4 Similar to Theorem 5, we set εk =
√
σ−1
σ+1
ε
2 min{1,
√
µ} for the convenience of analysis. From (76)
and (78), it is easy to see that a complexity result of the same order can be obtained if εk < min
{
ε,
√
εµ(σ−1)
4σ
}
for each k.
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4 Complexity results of iALM for convex problems
In this section, we relax the strong convexity of f0 in (1) but only assume its convexity. By applying
Algorithm 3 to a slightly perturbed version of (1), we establish an iteration complexity result of iALM to
generate an ε-KKT solution. More specifically, we let
g˜(x) = g(x) +
ε
4D
‖x− x0‖2, f˜0(x) = g˜(x) + h(x),
where x0 ∈ dom(h), and we find a near-KKT point of the perturbed problem:
minimize
x∈Rn
f˜0(x), s.t. Ax = b, fi(x) ≤ 0, i = 1, . . . ,m. (40)
First, we show a relation between the near-KKT points of the original problem (1) and the perturbed
problem (40).
Lemma 4 Given ε ≥ 0, if x ∈ dom(h) is an ε2 -KKT point of (40), then it is an ε-KKT point of (1).
Since the Slater’s condition holds, there must be a primal-dual solution (x˜∗, p˜∗) satisfying the KKT
conditions of (40). In addition, f˜0 is
ε
2D -strongly convex, and thus we can apply Theorem 6 to obtain the
following complexity result.
Theorem 7 (complexity result of iALM for convex cases) Suppose that all the conditions in Assump-
tions 1 and 2 hold and also g is convex. Given ε ∈ (0, 1), apply to (40) Algorithm 3 with input parameters:
error tolerance ε2 , strong-convexity constant µ =
ε
2D , solution TYPE = ‘KKT1’, β0 > 0, and σ > 1, namely,
let
(βout,xout,pout) = iALM-SC
(
g˜, h,
ε
2
, β0, σ,
ε
2D
, ‘KKT1’
)
.
Then xout is an ε-KKT point of (1), with at most Ttotal gradient and function value evaluations. Here,
Ttotal ≤ 2K+
√κK +
√
2Dβ0Lcσ2C˜ε√
ε(
√
σ − 1) +
(
ε
2
√∑m
i=1 L
2
i
√
β0
2(σ+1)
) 1
2
√
2D(σ2C˜ε)
1/4
√
ε(σ1/4 − 1)
 log 64L˜2ε(2DL˜ε + ε)D2
εε¯2
,
where κ and Lc are defined in (38) with µ replaced by
ε
2D and p
∗ replaced by p˜∗, ε¯ =
√
σ−1
σ+1
ε
4 min
{
1,
√
ε
2D
}
,
and
K = ⌈logσ C˜ε⌉+1, C˜ε = max
{
20‖p˜∗‖2
β0ε
, 16‖p˜
∗‖
β0ε
, 4β0
}
, L˜ε = L0+β0σLcC˜ε+
√∑m
i=1 L
2
i
(
2 ‖p˜∗‖+ ε
2
√
2
√
β0C˜ε
)
.
Remark 5 Let ε ∈ (0, 1) be given. If we take constants σ > 1 and β0 > 0 independent of ε, thenK = O(log 1ε ).
Notice κ = O(1/ε) and C˜ε = O(1/ε). Hence,
√
C˜ε
ε will dominate the term
√
κK, and thus Ttotal = O(
1
ε log
1
ε ).
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Comparison to existing works
For affinely constrained problems, [26] shows that to reach an ε-optimal solution (see Definition 1), the lower
complexity bound of a first-order method is O(1ε ). Since an ε-KKT point of (1) must be an O(ε)-optimal
solution, our result in Theorem 7 is nearly optimal in terms of the dependence on ε.
The complexity result of the same order O(1ε log
1
ε ) has been established in [15] for problems with affine
equality constraints. Similar to our method, the modified iALM in [15] also solves a perturbed strongly convex
problem. However, [15] uses a constant penalty parameter in the order of 1ε . Numerically, the iALM with a
large constant penalty can be significantly slower than that using geometrically increasing penalty parameters
as shown in [36]. This is because with small penalty parameters, the first several primal subproblems can be
better conditioned and their inexact solutions are good starting points for the later subproblems with large
penalty parameters. The work [21] proposed a modified iALM for a more general convex conic problem
min
x∈Rn
f0(x) + P (x), s.t. g(x) K 0, (41)
where f0 and P are closed convex functions, K is a closed convex cone, g is a vector function that is convex
with respect to K, and y K z means z − y ∈ K. The problem (1) can be written into a form of (41) with
g(x) = [f(x),Ax − b] and K = Rm+ × 0. Different from our method, the modified iALM in [21] does not
perturb the original problem but instead adds a proximal term to each ALM subproblem by using the current
iterate as the proximal center, namely, it is a proximal iALM. More specifically, its k-th primal subproblem
is in the form of
min
x
Lρk(x,λk) +
1
2ρk
‖x− xk‖2, (42)
where Lρk is the augmented Lagrangian function of (41), xk is the k-th primal iterate, and λk is the k-th
dual iterate. In addition, it finds the next iterate xk+1 such that
dist
(
0, ∂xLρk(xk+1,λk) +
1
ρk
(xk+1 − xk)
)
≤ ηk, (43)
and its update to the dual variable is the same as the ALM. Choosing geometrically increasing ρk and
geometrically decreasing ηk, [21] establishes a complexity result of O(
1
ε log
1
ε ) to obtain an ε-KKT point.
When g is simply an affine mapping in (41), the earlier work [2] gives a complexity result of the same order.
Numerically, we observed that our method could be significantly faster than the modified iALM in [21],
though the complexity results for both of them are in the same order.
5 Complexity results for nonconvex cases
In this section, we relax the convexity assumption on the objective of (1). Instead, we assume g to be ρ-
weakly convex with ρ > 0, i.e., g(x) + ρ2‖x‖2 is a convex function about x. For this case, we propose a new
algorithm that is a hybrid of inexact ALM and inexact penalty method under the framework of the proximal
point method. The new algorithm approximately solves a sequence of strongly-convex subproblems in the
form of
minimize
x∈Rn
{
f0(x) + ρ‖x− x¯‖2, s.t. Ax = b, fi(x) ≤ 0, i = 1, . . . ,m
}
, (44)
where x¯ is the primal-center of the subproblem.
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Suppose we start from x0 ∈ dom(h). Given any ε > 0, for each k ≥ 0, we can apply Algorithm 3
to find an ε˜-KKT point xk+1 of (44) with x¯ = xk. Therefore, for each k ≥ 0, there is pk+1 such that
dist
(
0, ∂L0(xk+1,pk+1) + 2ρ(xk+1 − xk)
) ≤ ε˜, where L0 is defined in (5). Since the near-feasibility and
near-complementarity conditions for (44) are the same as those for (1), ‖xk+1 − xk‖ ≤ ε4ρ and ε˜ ≤ ε2 would
suffice to guarantee xk+1 to be an ε-KKT of (1). By the ε˜-dual feasibility condition and the assumption in
(22), it holds for some ∇˜f0(xk+1) ∈ ∂∇f0(xk+1) that
Dε˜ ≥
〈
xk+1 − xk, ∇˜f0(xk+1) +A⊤yk+1 +
∑m
i=1 z
k+1
i ∇fi(xk+1) + 2ρ(xk+1 − xk)
〉
≥ f0(xk+1) + 3ρ2 ‖xk+1 − xk‖2 − f0(xk) + (yk+1)⊤A(xk+1 − xk) +
∑m
i=1 z
k+1
i
(
fi(x
k+1)− fi(xk)
)
≥ f0(xk+1) + 3ρ2 ‖xk+1 − xk‖2 − f0(xk)− 2ε˜‖pk+1‖,
where the second inequality follows from the convexity of f0+
ρ
2‖ ·−xk‖2, and in the last inequality we have
used the ε˜-feasibility of xk and xk+1. Therefore, by bounding ‖pk+1‖, we have
f0(x
k+1) + 3ρ2 ‖xk+1 − xk‖2 − f0(xk) ≤ Cε˜, (45)
where C is a universal constant depending on D and the bound of dual solutions. Summing the inequality
over k, one can easily show that for any integer K ≥ 1,
3ρ
2
K−1∑
k=0
‖xk+1 − xk‖2 ≤ f0(x0)− f0(xK) + CKε˜.
Hence, we will need to take ε˜ = O(ε2) and K = O(ε−2) to guarantee ‖xk+1 − xk‖ ≤ ε4ρ for some k ≤ K − 1.
This way, we will need O
(
ε−3| log ε|) total number of gradient and function value evaluations, by using
Theorem 6. This order of complexity result is comparable to that in [13], which uses a quadratic penalty
method, but it is worse than the result O(ε−
5
2 | log ε|) in [18] whose method is also a quadratic penalty
method.
We will show that by mixing the iALM and a quadratic penalty method with estimated multipliers, we can
also achieve a complexity result of O(ε−
5
2 | log ε|). Different from [18] that only guarantees a solution ε-close
to an ε-KKT point, our method can attain an ε-KKT point, and in addition, our method is Lagrangian-based
and can numerically perform better than a pure-penalty method.
5.1 Quadratic penalty method with estimated multipliers
In this subsection, we design a quadratic penalty method to (44). Given ε > 0, the penalty method can give
an ε2 -KKT point of (44), and more importantly, it can guarantee an inequality similar to that in (45) with a
complexity of O(1/
√
ε) even though ε˜ = O(ε2). Therefore, if we use the penalty method for the subproblem
(44) with x¯ = xk for all k, then we can have a complexity result of order O(ε−
5
2 | log ε|). However, we notice
that numerically, iALM is significantly more efficient than a classic quadratic penalty method. Motivated by
this, we propose a penalty method with estimated multipliers (PenMM) that are provided by iALM. The
pseudocode is given in Algorithm 4. Notice that this algorithm is different from Algorithm 3 at the update
to y and z. PenMM always uses the initially provided multipliers in the update of p, while iALM-SC uses
the current estimated multipliers in the update.
Below, we show that if βk is sufficiently large, (x
k+1,yk+1, zk+1) must be an ε2 -KKT point of (44), and
thus the stopping condition in Algorithm 4 must be satisfied after finitely many updates.
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Algorithm 4: (βout,xout,pout) = PenMM(ε, β0, σ, ρ, x¯, p¯) for solving (44)
1 Input: error tolerance ε > 0, β0 > 0, σ > 1, weak-convexity constant ρ > 0, and (x¯, y¯, z¯) with x¯ ∈ dom(h) and z¯ ≥ 0;
2 Initialization: let x0 = x¯,y0 = y¯, z0 = z¯, and set k = 0;
3 while (xk ,yk , zk) is not an ε
2
-KKT point of (44) do
4 Choose εk =
ε
2
min{1,√ρ};
5 Apply Algorithm 2 to find xk+1 = APG(F − h, h, ρ, L(z¯, βk) + 2ρ, εk) with F (x) = Lβk (x, p¯) + ρ‖x− x¯‖2;
6 Let yk+1 = y¯ + βk(Ax
k+1 − b) and zk+1 = [z¯+ βkf(xk+1)]+;
7 Set βk+1 = σβk and increase k ← k + 1.
8 Output: let xout = xk,pout = pk, and let βout = βk−1 if k ≥ 1, and βout = β0 otherwise.
Theorem 8 Suppose that the conditions in Assumptions 1 and 2 hold and also g is ρ-weakly convex. Let
ε ≤ 316 and p¯∗ be a dual solution of (44). If for some k, it holds
βk ≥ β¯ := max
{
8
(‖p¯∗‖2 + ‖p¯∗ − p¯‖2)
ε
,
8‖p¯∗ − p¯‖
ε
, 8
}
, (46)
then (xk+1,yk+1, zk+1) must be an ε2 -KKT point of (44).
The next theorem gives an upper bound on the total number of gradient and function value evaluations
that Algorithm 4 needs to return the output.
Theorem 9 (complexity results of PenMM) Suppose that the conditions in Assumptions 1 and 2 hold
and also g is ρ-weakly convex. Let ε ≤ 316 . To return the output, the total number of APG iterations that
Algorithm 4 takes is
Ttotal ≤ 2K +
(√
2K +K
(
L0+‖z¯‖
√∑
m
i=1 L
2
i
ρ
) 1
2
+
σ
√
β¯Lc√
ρ(
√
σ − 1)
)
log
64L¯2(L¯+ ρ)D2
ε¯2ρ
,
where β¯ is given in (46), Lc is defined in (38), and
K =
⌈
logσ
β¯
β0
⌉
+ 1, ε¯ =
ε
2
min{1,√ρ}, L¯ = L0 + 2ρ+ Lcσβ¯ + ‖z¯‖
√√√√ m∑
i=1
L2i .
5.2 Hybrid of iALM and PenMM
In this subsection, we propose a hybrid method for solving ρ-weakly convex problems in the form of (1),
through mixing the iALM and PenMM methods under the proximal point (PP) method framework.
Suppose at the k-th iteration, the estimate of the primal solution is xk. We form the k-th subproblem as
minimize
x∈Rn
{
f0(x) + ρ‖x− xk‖2, s.t. Ax = b, fi(x) ≤ 0, i = 1, . . . ,m
}
, (47)
and approximately solve it by either the iALM or PenMM method. The pseudocode is given in Algorithm 5,
which can be viewed as a multi-stage method. Due to the higher efficiency of the iALM over a penalty
method, we approximately solve all the first K0 subproblems by the iALM in the initial stage. This way, we
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can obtain a good estimate of the multipliers. Then we switch to the use of the PenMM method to have a
better complexity result. To maintain the efficiency, we approximately solve a subproblem by the iALM at
the end of each stage to update the estimate of the multipliers.
Algorithm 5: Hybrid iALM and Penalty Method (HiAPeM) for weakly-convex cases of (1)
1 Input: error tolerance ε > 0, β0 > 0, σ > 1, and weak-convexity constant ρ > 0;
2 Initialization: choose x0 ∈ dom(h),y0 = 0, z0 = 0, integer K0 = N0 and N1, γ > 1, and 0 < ε̂2 ≤ ε̂1 ≤ ε;
3 for k = 0, 1, . . . , K0 − 1 do
4 Let gk be the function defined as gk(x) = g(x) + ρ‖x− xk‖2; ⊲ form the k-th subproblem
5 if k < K0 − 1 then
6 Call Alg. 3: (βk,x
k+1,pk+1) = iALM-SC
(
gk, h,
ε̂1
2
, β0, σ, ρ, ‘KKT1’
)
; ⊲ obtain ε̂1
2
-KKT of (47) by iALM
7 if k = K0 − 1 then
8 Call Alg. 3: (βk,x
k+1,pk+1) = iALM-SC
(
gk, h,
ε̂1
2
, β0, σ, ρ, ‘KKT2’
)
;
9 if ‖xk+1 − xk‖ ≤ ε
4ρ
then
10 output (xk+1,pk+1) and stop
11 Set β¯1,0 = βk and p¯
1 = pk+1; ⊲ store the estimated penalty parameter and the multipliers
12 Let s = 1, t = 0, k = K0, and Ks = K0 +N1; ⊲ to start the s-th stage, t counts inner iterations
13 while (xk ,pk) is not ε-KKT to (1) do
14 Call Alg. 4: (βk,x
k+1,pk+1) = PenMM(ε̂2, β¯s,t, σ, ρ,xk, p¯s); ⊲ obtain
ε̂2
2
-KKT of (47) by PenMM
15 if ‖xk+1 − xk‖ ≤ ε
4ρ
then
16 output (xk+1,pk+1) and stop
17 Increase t← t+ 1, set β¯s,t = βk, and increase k ← k + 1;
18 if k = Ks − 1 then
19 Let gk be the function defined as gk(x) = g(x) + ρ‖x− xk‖2;
20 Call Alg. 3: (βk,x
k+1,pk+1) = iALM-SC
(
gk, h,
ε̂1
2
, β0, σ, ρ, ‘KKT2’
)
;
21 if ‖xk+1 − xk‖ ≤ ε
4ρ
then
22 output (xk+1,pk+1) and stop
23 Let t = 0, k = Ks, Ns+1 = ⌈γsN1⌉, and Ks+1 = Ks +Ns+1;
24 Increase s← s+ 1, set β¯s,0 = βk and p¯s = pk+1. ⊲ update penalty parameter and multipliers from iALM .
Before analyzing Algorithm 5, we provide a bound on each estimated multiplier vector p¯s. Since the
Slater’s condition holds for each k-th subproblem, there must exist (x∗k,y
∗
k, z
∗
k) satisfying the KKT conditions
of (47). However, notice that the complexity results of the iALM and PenMM all require a bound on the
dual solution, and the bound may change with k. Hence, we need a uniform bound on the dual solution of
all PP subproblems. To have this bound, we make stronger assumptions on h and the strict feasible point
xfeas appearing in Assumption 2.
Assumption 4 The nonsmooth part h of the objective has subdifferential satisfying ∂h(x) ⊆ Ndom(h)(x) +
BM for any x ∈ dom(h), where Ndom(h)(x) denotes the normal cone of dom(h) at x, and BM represents a
Euclidean ball with center at origin and radius M ≥ 0. In addition, dom(h) has a nonempty interior set,
and A has row full-rank. Furthermore, there is a constant B0 such that |f0(x)| ≤ B0 for any x ∈ dom(h).
The lemma below is directly from [18, Lemma 1].
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Lemma 5 (uniform bound on dual solutions) Under Assumptions 1, 2, and 4 and also assuming g to
be ρ-weakly convex, we have the following bound on the dual solution (y∗k, z
∗
k) of (47):
‖y∗k‖ ≤My :=
√
λmax(AA⊤)
λmin(AA⊤)
(B0 + 2ρD +M)
(
1 +
D
dist(xfeas, ∂dom(h))
+
Dmaxi≥1 Bi
mini≥1 |fi(xfeas)|
)
‖z∗k‖ ≤Mz :=
D(B0 + ρD +M)
mini≥1 |fi(xfeas)| ,
where {Bi}mi=0 are the bounds of |fi|’s, and ∂dom(h) denotes the boundary of dom(h).
Recalling p = (y, z), we have from the above lemma that
‖p∗k‖ ≤Mp :=
√
M2y +M
2
z . (48)
With the above bound, we are able to bound each estimated multiplier vector p¯s from the HiAPeM algorithm.
Lemma 6 Let {p¯s} be from Algorithm 5. For each s ≥ 0, it holds that ‖p¯s‖
β¯s,0
≤ ε̂12 and ‖p¯s‖ ≤Mε̂1 , where
Mε̂1 = 2Mp +
√
2ε̂1σ ·max{ 54M2p , Mp, ε̂14 }. (49)
The next lemma gives the progress from the iALM steps.
Lemma 7 (progress from iALM step) Let (βk,x
k+1,pk+1) be generated from Algorithm 5. Then for
each 0 ≤ k < K0 − 1 and each k = Ks − 1 for any s ≥ 0 (i.e., the output is by iALM-SC), it holds
f0(x
k+1)− f0(xk) + 3ρ
2
‖xk+1 − xk‖2 ≤ (D2 +Mε̂1)ε̂1, (50)
where Mε̂1 is defined in (49), and D is the diameter of dom(h).
The next two lemmas give the progress from the PenMM steps.
Lemma 8 For each s ≥ 1, it holds that
Ks−2∑
k=Ks−1
(
βk
2
‖Axk − b‖2 + Ψβk(xk, z¯s)
)
−
Ks−2∑
k=Ks−1
(
βk
2
‖Axk+1 − b‖2 + Ψβk(xk+1, z¯s)
)
≤ ε̂1Mε̂1
4
+
ε̂1
2
+
(ε̂1)
2σβ(ε̂1, ε̂2)
4
, (51)
where Mε̂1 is defined in (49), Ψβ(x, z) =
1
2β
(‖[z+ βf(x)]+‖2 − ‖z‖2), and
β(ε̂1, ε̂2) = max
{
24M2p + 16M
2
ε̂1
ε̂2
,
8(Mp +Mε̂1)
ε̂2
, 8
}
. (52)
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Lemma 9 (progress from PenMM step) Let (βk,x
k+1,pk+1) be generated from Algorithm 5. Then for
each s ≥ 1, it holds
f0(x
Ks−1)− f0(xKs−1) +
Ks−2∑
k=Ks−1
ρ‖xk+1 − xk‖2
≤ 5ε̂1Mε̂1
4
+
ε̂1
2
+
(ε̂1)
2σβ(ε̂1, ε̂2)
4
+
(ε̂2)
2
4
(Ns − 1).
(53)
Combining the progresses from the iALM and PenMM steps, we are able to bound the stage number as
follows.
Theorem 10 (bound on the stage number) Suppose that the conditions in Assumptions 1, 2, and 4 hold
and also that g is ρ-weakly convex. Given ε ∈ (0, 12 ], let ε̂1 = ε and ε̂2 = ε2√2 min
{
1, 1√ρ
}
in Algorithm 5.
Assume N0 ≥ N1γ−1 . Let S be the smallest integer such that
KS ≥ N0 +N1 γ
S − 1
γ − 1 ≥
96ρB0
ε2
+
48ρN0(
D
2 + M̂
)
ε
, and γS ≥ 2 C˜
ε
log
C˜
ε
, (54)
where B0 the constant in Assumption 4, M̂ = 2Mp +
√
σmax
{√
5
2 Mp,
√
Mp,
1
2
√
2
}
, and
C˜ = max
{
96ρ(γ−1)
N1 log γ
(
1
2 +
D
2 +
9M̂
4 +
Ĉσ
4
)
, εe
}
, Ĉ = max
{
16
√
2(3M2p+2M̂
2)
min
{
1, 1√ρ
} , 16√2(Mp+M̂)
min
{
1, 1√ρ
} , 4} , (55)
where e ≈ 2.718 is the natural logarithmic base. Then Algorithm 5 must stop within KS iterations and the
output (xk+1,pk+1) is an ε-KKT point of (1).
Remark 6 The requirements ε ≤ 12 and N0 ≥ N1γ−1 in Theorem 10 are for the convenience of analysis. We can
have similar results for any ε > 0 and any positive integers N0 and N1. In addition, we call the subroutines
iALM and PenMM to obtain ε2 -KKT solutions of the subproblems. This is also for convenience of the analysis.
Notice that the first three terms on the right hand side of (96) are constants or in the order of ε. Hence,
for any constant c ∈ (0, 1), if the subroutines can return a cε-KKT solution of each subproblem and the last
term ε
2
32 in (96) is pushed to be less than
(1−c)2ε2
4 , we can still guarantee an ε-KKT solution of (1) within
the same order of complexity.
Now we are ready to state the total complexity result.
Theorem 11 (complexity results for nonconvex cases) Suppose that the conditions in Assumptions 1,
2, and 4 hold and also that g is ρ-weakly convex. Given ε ∈ (0, 12 ], let ε̂1 = ε and ε̂2 = ε2√2 min
{
1, 1√ρ
}
in Algorithm 5. Assume N0 ≥ N1γ−1 . Then Algorithm 5 can produce an ε-KKT point of (1) with at most
Ttotal = (N0 + S)⌈TiALM⌉+ (KS −N0 − S)⌈TPenMM⌉ evaluations of gradient and function value, where S is
the smallest integer such that (54) holds, and
TiALM = 2KiALM +
(
√
κKiALM +
√
β0Lcσ2Ĉε√
ρ(
√
σ−1) +
(
ε
2
√∑m
i=1 L
2
i
√
β0
2(σ+1)
) 1
2 (σ2Ĉε)
1/4
√
ρ(σ1/4−1)
)
log
64L̂2ε(L̂ε+ρ)D
2
(ε¯1)2ρ
,
TPenMM = 2KPenMM +
(
√
2KPenMM +KPenMM
(
L0+M̂
√∑m
i=1 L
2
i
ρ
) 1
2
+
σ
√
β¯Lc√
ρ(
√
σ−1)
)
log 64L¯
2(L¯+ρ)D2
(ε¯2)2ρ
.
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Here, ε¯1 =
√
σ−1
σ+1
ε
2 min{1,
√
ρ}, ε¯2 = ε4√2 min
{√
ρ, 1√ρ
}
, and
KiALM = ⌈logσ Ĉε⌉+ 1, KPenMM =
⌈
logσ
β¯
β0
⌉
+ 1, κ =
L0+2ρ+2Mp
√∑m
i=1 L
2
i
ρ ,
Ĉε = max
{
20M2p
β0ε
,
16Mp
β0ε
, 4β0
}
, L̂ε = L0 + 2ρ+ β0σLcĈε +
√∑m
i=1 L
2
i
(
2Mp +
ε
2
√
2
√
β0Ĉε
)
,
L¯ = L0 + 2ρ+ Lcσβ¯ + M̂
√∑m
i=1 L
2
i , β¯ = max
{
16
√
2(3M2p+2M̂
2)
εmin
{
1, 1√ρ
} , 16√2(Mp+M̂)
εmin
{
1, 1√ρ
} , 8} ,
with M̂ defined in Theorem 10 and Lc in (38).
Remark 7 Let ε ∈ (0, 1) be given. It is not difficult to see that TiALM = O( 1√ε log 1ε ) and TPenMM =
O( 1√
ε
log 1ε ). Furthermore, it follows from (54) thatKS = O(ε
−2). Hence, the overall complexity isO(ε−
5
2 log 1ε ).
5.3 Comparison to existing works
To the best of our knowledge, the complexity result O(ε−
5
2 log 1ε ) for solving problems with weakly-convex
objective and with convex functional constraints is currently the best. For unconstrained smooth non-convex
problems, [5] establishes a lower complexity bound of O(ε−2) to produce an ε-stationary point. However,
the lower complexity bound of an FOM for functional constrained problems is still unknown. The work [13]
proposes a quadratic penalty accelerated inexact proximal point (QP-AIPP) method for solving a linearly
constrained problem:
min
x∈Rn
g(x) + h(x), s.t. Ax = b,
where g is weakly-convex and has Lipschitz continuous gradient, and h is a closed convex function. The QP-
AIPP is a pure-penalty method. To produce an ε-KKT point, [13] shows that O(ε−3) gradient evaluations
are sufficient. This complexity is worse than ours by nearly an order of ε−
1
2 . The very recent work [18]
considers weakly-convex problems in the form of (1). It gives a first-order quadratic penalty method and
also establishes a complexity result of O(ε−
5
2 log 1ε ) to produce a point that is ε-close to an ε-KKT point. The
complexity result is in the same order as our result. However, our method can directly give an ε-KKT point,
and in addition, due to the use of iALM to estimate the multipliers, our hybrid method can numerically
perform significantly better.
6 Numerical experiments
In this section, we do experiments to demonstrate the numerical performance of the proposed methods. The
tests were conducted on the convex quadratically constrained quadratic program (QCQP) and nonconvex
linearly constrained quadratic program (LCQP). We compare the proposed methods to the modified iALM
in [21] on the QCQP and to the QP-AIPP in [13] on the nonconvex LCQP. All the tests were performed in
MATLAB 2017a on an iMAC with 4 cores and 8GB memory.
22 Zichong Li, Yangyang Xu
6.1 Experiments on convex quadratically constrained quadratic program
In this subsection, we test the proposed methods on the QCQP:
min
x∈Rn
1
2
x⊤Q0x+ c⊤0 x, s.t.
1
2
x⊤Qjx+ c⊤j x+ dj ≤ 0, ∀ j ∈ [m]; xi ∈ [li, ui], ∀ i ∈ [n], (56)
where Qj is positive semidefinite, ∀j ∈ {0, 1, · · · ,m}. In the test, we generated all data randomly. Q0 was
made singular, and thus the problem is convex but not strongly convex. For each i, we set li = −1 and
ui = 1. For each j, dj was made negative, and thus the Slater’s condition holds.
Two groups of QCQP instances of different sizes were generated. Each group consists of 10 independent
trials. The first group had m = 10 and n = 1, 000, and the second one had m = 20 and n = 5, 000. We tested
the method described in section 4 and compared it to the modified iALM in [21]. Both methods used the
target accuracy ε = 10−3. For our method, we adopted two settings, and for both settings, we used εk = ε2
as the stopping tolerance of solving each primal subproblem. In the first setting, we simply ran it to 10 outer
iterations with β0 =
σ−1
ε(σ10−1) , βk = σ
kβ0 and σ = 10, and in the second setting, we used β0 = 0.001 and σ = 3
and terminated it once an ε-KKT point was obtained. The compared method is described by (42) and (43).
We set ρk = 1.1ρ0 and ηk =
9η0
11 with ρ0 = η0 = 0.1 and terminated it once an ε-KKT point was obtained.
This setting appeared good for the method. We also tried to use a smaller ρ0, and it turned out to slow
down the method. For all instances, we report the primal residual, dual residual, complementarity violation,
running time (in second), number of objective evaluation, and number of gradient evaluation, which are
evaluated at the last iterate and shortened as pres, dres, compl, time, #Obj, and #Grad, respectively.
The results for the smaller-sized instances are shown in Table 1 and those for the larger ones in Table 2.
Comparing the results by the proposed method with setting I to those by the method in [21], we see that
our proposed method is better by the measure of any quantity in all trials, except for the 9th larger-sized
instance where our method took slightly more time and produced higher accuracy. Comparing the results
by our method with setting II, we see that the proposed method can be significantly faster than the method
in [21] to produce an ε-KKT point. The proposed method with setting II produced more balanced pres,
dres, and compl, while the method in [21] takes much more time on reducing dres. This suggests that it
may be not good to geometrically decrease the error tolerance for solving primal subproblems.
Table 1 Results by the proposed method and the modified iALM in [21] on solving convex QCQP instances of size m = 10
and n = 1, 000.
trial pres dres compl time #Obj #Grad pres dres compl time #Obj #Grad pres dres compl time #Obj #Grad
proposed method with setting I proposed method with setting II modified iALM in [21]
1 5.03e-10 5.22e-4 6.89e-10 37.3 10210 3753 2.41e-4 4.85e-4 2.41e-4 13.9 3695 1357 8.22e-7 7.08e-4 8.28e-7 48.7 13368 4918
2 6.39e-10 5.26e-4 6.70e-10 38.8 10775 3961 2.00e-4 5.05e-4 2.02e-4 16.9 4378 1608 6.25e-7 7.07e-4 6.25e-7 46.2 12763 4696
3 9.09e-11 5.36e-4 7.42e-10 37.9 10573 3885 2.97e-4 5.11e-4 2.97e-4 13.2 3538 1299 7.55e-7 9.67e-4 8.31e-7 43.0 11884 4371
4 1.07e-09 5.22e-4 1.39e-09 35.9 10029 3683 2.32e-4 5.14e-4 2.32e-4 14.4 3770 1385 9.69e-7 8.45e-4 9.96e-7 50.5 14056 5172
5 4.88e-10 5.17e-4 5.56e-10 29.9 8469 3110 2.39e-4 5.05e-4 2.39e-4 16.3 3371 1238 4.83e-7 7.44e-4 4.83e-7 48.0 13332 4904
6 1.07e-11 5.21e-4 3.66e-10 42.7 9863 3624 3.42e-4 5.02e-4 3.42e-4 16.0 3280 1205 9.21e-7 8.07e-4 9.21e-7 50.7 11623 4275
7 1.40e-10 5.22e-4 2.23e-10 33.3 9426 3462 3.66e-4 5.10e-4 3.66e-4 14.6 3202 1173 1.26e-6 9.44e-4 1.27e-6 43.3 12296 4527
8 3.74e-10 5.36e-4 4.54e-10 39.6 11261 4140 2.20e-4 5.20e-4 2.20e-4 16.0 3406 1251 8.14e-7 7.62e-4 8.15e-7 48.5 13756 5063
9 6.24e-11 5.21e-4 2.31e-10 38.8 11017 4050 3.73e-4 4.71e-4 3.73e-4 18.2 4058 1491 7.90e-7 8.62e-4 8.17e-7 42.5 12094 4450
10 8.28e-11 5.20e-4 9.41e-11 32.9 9365 3440 4.27e-4 4.33e-4 4.27e-4 16.8 3426 1258 1.12e-6 8.25e-4 1.12e-6 48.9 13861 5100
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Table 2 Results by the proposed method and the modified iALM in [21] on solving convex QCQP instances of size m = 20
and n = 5, 000.
trial pres dres compl time #Obj #Grad pres dres compl time #Obj #Grad pres dres compl time #Obj #Grad
proposed method with setting I proposed method with setting II modified iALM in [21]
1 5.06e-11 5.25e-4 5.11e-11 1642.5 9903 3637 8.24e-6 5.27e-4 8.24e-6 1149.9 6717 2471 1.98e-7 9.96e-4 2.20e-7 3050.7 18407 6777
2 1.11e-10 5.11e-4 1.31e-10 1290.2 7826 2869 1.43e-5 5.16e-4 1.48e-5 1187.8 6890 2534 1.23e-7 7.95e-4 1.29e-7 3360.1 20404 7516
3 3.45e-10 5.11e-4 5.12e-10 1325.5 8052 2955 8.12e-6 5.21e-4 8.29e-6 1290.5 7284 2681 1.07e-7 8.03e-4 1.18e-7 3274.0 19916 7336
4 3.23e-10 5.24e-4 3.49e-10 1799.8 10962 4025 1.24e-5 5.24e-4 1.26e-5 1131.2 6688 2461 2.80e-7 9.85e-4 4.53e-7 3019.3 18394 6776
5 2.88e-11 5.31e-4 3.43e-10 1355.7 8223 3009 1.81e-5 5.25e-4 1.81e-5 1161.5 6902 2539 1.73e-7 8.01e-4 1.77e-7 3362.6 20426 7522
6 6.04e-11 5.19e-4 2.15e-10 1317.1 8090 2965 1.15e-5 5.08e-4 1.22e-5 1141.6 6771 2491 3.60e-7 9.60e-4 4.36e-7 2751.8 16851 6206
7 5.49e-10 5.25e-4 5.56e-10 1281.5 7958 2919 1.55e-5 5.30e-4 1.55e-5 1164.3 6939 2554 2.16e-7 9.85e-4 2.73e-7 3187.8 18961 6983
8 1.35e-10 5.18e-4 2.50e-10 2389.2 14436 5309 7.69e-6 5.16e-4 7.69e-6 1172.3 6864 2526 2.47e-7 9.78e-4 2.83e-7 3011.0 18175 6694
9 3.09e-11 5.25e-4 9.09e-11 3360.1 20847 7668 1.11e-5 5.16e-4 1.14e-5 1260.2 7574 2788 1.13e-7 8.03e-4 1.14e-7 3304.2 20254 7461
10 1.43e-10 5.15e-4 3.67e-10 1462.7 8400 3082 8.45e-6 5.17e-4 8.45e-6 1185.8 7033 2588 3.55e-7 9.95e-4 4.78e-7 3308.4 19058 7015
6.2 Experiments on nonconvex linearly constrained quadratic programs
In this subsection, we test the proposed method on solving nonconvex LCQP:
min
x∈Rn
1
2
x⊤Qx+ c⊤x, s.t. Ax = b, xi ∈ [li, ui], ∀ i ∈ [n], (57)
where A ∈ Rm×n, and Q ∈ Rn×n is symmetric and indefinite (thus the objective is nonconvex). In the test,
we generated all data randomly. The smallest eigenvalue of Q is −ρ < 0, and thus the problem is ρ-weakly
convex. For all tested instances, we set li = 0 and ui = 5 for each i ∈ [n].
We generated two groups of LCQP instances of different sizes. The first group had m = 10 and n = 200
and the second one m = 100 and n = 1, 000. Each group consists of three subgroups corresponding to
ρ ∈ {0.1, 1, 10}. In general, the bigger ρ is, the harder the problem is. We tested the HiAPeM in Algorithm 5
and compared it to the QP-AIPP method in [13]. For HiAPeM, we set N1 = 2 and tried different values
of N0 ∈ {1, 10, 100}. Recall that N0 is the number of calling the iALM as the subroutine in the initial
stage. In general, the iALM is better than a pure-penalty method on solving the same functional constrained
problem. We expected that the more the iALM was called in the initial stage, the sooner a solution of a
desired-accuracy would be obtained. In addition, we set γ = 1.1 and βk = σ
kβ0 with σ = 3 and β0 = 0.01
for all instances. For QP-AIPP, we set its parameters as required by the theorems in [13]. However, we must
relax the stopping condition in [13, Eq. (53)] by using a tolerance larger than required, because otherwise
the number Ak in its ACG subroutine may overflow in MATLAB (larger than 10
308). For this same reason,
we must set each li = 0 in all instances. We noticed that if we set li to a negative number, QP-AIPP also
had the overflow issue. The targeted accuracy was set to ε = 10−3 for all instances.
For HiAPeM, we report the primal residual, dual residual, running time (in second), and the number of
gradient evaluation, shortened as pres, dres, time, and #Grad, respectively. For QP-AIPP, we also report
the number of objective evaluation #Obj. Notice that HiAPeM does not need to evaluate the objective value,
and thus its #Obj equals 0. The results for smaller-sized instances are shown in Tables 3 through 5 with
ρ = 0.1, 1, 10 respectively, and the results for larger-sized instances are in Tables 6 through 8. We make
three observations from the results. First, all the compared methods took more time as ρ increased, and this
indicates that bigger ρ yields harder problems. Second, the proposed HiAPeM performs better with larger
N0, which coincides with our expectation. Thirdly, for each group of instances, the proposed method is faster
than the QP-AIPP method on average, except for the larger-sized instances with ρ = 0.1, HiAPeM with
N0 = 1 is slightly slower than QP-AIPP.
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Table 3 Results by the proposed algorithm HiAPeM with N1 = 2 and three different choices of N0 and by the QP-AIPP
method in [13] on solving a ρ-weakly convex QP (57) of size m = 10 and n = 200, where ρ = 0.1.
trial pres dres time #Grad pres dres time #Grad pres dres time #Grad pres dres time #Obj #Grad
HiAPeM with N0 = 100 HiAPeM with N0 = 10 HiAPeM with N0 = 1 QP-AIPP
1 5.30e-4 9.27e-4 1.32 49392 3.13e-4 8.56e-4 1.16 49740 3.91e-4 8.64e-4 2.04 115217 5.89e-4 1.83e-5 3.14 95362 95373
2 4.00e-4 8.54e-4 1.06 41588 4.00e-4 8.18e-4 1.26 59974 2.18e-4 7.45e-4 1.75 95864 5.67e-4 1.47e-5 2.91 93650 93661
3 8.30e-4 9.51e-4 2.41 92709 6.03e-4 5.77e-4 2.81 146745 2.92e-4 9.92e-4 3.76 209358 8.80e-4 2.55e-5 2.71 83052 83061
4 5.51e-5 9.06e-4 1.12 44283 2.51e-4 7.50e-4 1.35 64814 7.67e-4 8.48e-4 1.93 106583 5.42e-4 1.23e-5 2.98 89514 89525
5 5.52e-5 9.34e-4 2.37 93953 4.38e-4 4.26e-4 2.20 107158 4.13e-5 4.84e-4 3.43 193301 5.41e-4 3.71e-5 3.10 99548 99559
6 4.55e-4 8.70e-4 1.31 52484 8.94e-4 4.31e-4 1.50 72648 4.44e-4 9.83e-4 2.48 143889 8.38e-4 4.32e-5 4.94 149440 149450
7 2.04e-4 8.86e-4 0.73 30020 1.84e-5 1.16e-4 0.65 26613 1.83e-5 1.15e-4 1.47 85357 9.11e-4 2.48e-5 2.66 83514 83524
8 6.64e-4 9.37e-4 1.10 44792 8.24e-4 3.43e-4 1.16 55031 6.64e-4 8.90e-4 2.10 119191 5.04e-4 2.48e-5 2.39 77922 77933
9 1.83e-4 9.10e-4 0.99 38769 1.79e-4 9.84e-4 1.05 42144 4.82e-4 5.45e-4 2.01 114573 8.21e-4 8.01e-5 3.62 88158 88168
10 1.68e-4 9.46e-4 2.61 104532 2.76e-4 6.30e-4 3.00 155291 6.38e-4 6.35e-4 3.74 206073 5.80e-4 7.09e-5 4.07 131184 131195
avg. 3.54e-4 9.12e-4 1.50 59252 4.20e-4 5.93e-4 1.61 78016 3.96e-4 7.10e-4 2.47 138941 6.77e-4 3.52e-5 3.25 99134 99145
Table 4 Results by the proposed algorithm HiAPeM with N1 = 2 and three different choices of N0 and by the QP-AIPP
method in [13] on solving a ρ-weakly convex QP (57) of size m = 10 and n = 200, where ρ = 1.
trial pres dres time #Grad pres dres time #Grad pres dres time #Grad pres dres time #Obj #Grad
HiAPeM with N0 = 100 HiAPeM with N0 = 10 HiAPeM with N0 = 1 QP-AIPP
1 4.14e-5 8.30e-4 6.27 211879 2.48e-4 9.15e-4 6.27 302821 2.58e-4 8.97e-4 7.58 373568 9.31e-4 5.06e-6 8.02 271840 271852
2 3.79e-4 9.86e-4 2.82 97237 2.92e-5 8.00e-4 2.53 118014 4.32e-5 9.37e-4 3.15 164746 5.31e-4 5.18e-6 6.58 214884 214897
3 3.33e-6 3.04e-4 4.35 141919 2.93e-5 7.56e-4 8.07 431879 5.02e-6 7.15e-4 8.84 514163 8.72e-4 5.05e-6 7.34 257674 257686
4 8.00e-4 9.41e-4 3.28 106991 9.83e-5 8.03e-4 6.55 370432 1.05e-4 8.38e-4 7.57 442834 8.27e-4 5.34e-6 5.98 198282 198294
5 3.15e-5 9.61e-4 2.84 83754 1.63e-5 8.98e-4 4.44 239790 7.30e-6 8.06e-4 5.86 331234 6.14e-4 5.53e-6 22.46 808250 808263
6 7.32e-5 9.64e-4 2.29 74583 1.50e-5 7.82e-4 4.04 221725 1.84e-4 8.05e-4 5.00 293741 9.58e-4 9.47e-6 18.78 673450 673462
7 6.53e-4 9.82e-4 3.77 122233 5.56e-5 6.50e-4 6.68 375052 2.68e-4 9.86e-4 6.91 385414 7.50e-4 5.61e-6 7.72 263844 263856
8 6.08e-5 9.60e-4 1.95 64850 7.74e-6 7.46e-4 2.79 145606 2.20e-5 9.42e-4 3.81 212463 8.01e-4 5.07e-6 13.92 494464 494476
9 8.48e-4 9.23e-4 2.98 98004 5.96e-5 7.18e-4 5.53 308152 7.05e-5 4.60e-4 6.24 361842 7.93e-4 6.37e-6 16.38 582074 582087
10 3.48e-4 9.60e-4 3.10 99825 2.78e-4 6.58e-4 4.57 241655 5.23e-4 6.68e-4 5.54 315481 8.23e-4 5.03e-6 8.76 309530 309542
avg. 3.24e-4 8.81e-4 3.37 110128 8.37e-5 7.73e-4 5.15 275513 1.49e-4 8.05e-4 6.05 339549 7.90e-4 5.77e-6 11.60 407429 407442
Table 5 Results by the proposed algorithm HiAPeM with N1 = 2 and three different choices of N0 and by the QP-AIPP
method in [13] on solving a ρ-weakly convex QP (57) of size m = 10 and n = 200, where ρ = 10.
trial pres dres time #Grad pres dres time #Grad pres dres time #Grad pres dres time #Obj #Grad
HiAPeM with N0 = 100 HiAPeM with N0 = 10 HiAPeM with N0 = 1 QP-AIPP
1 2.31e-6 9.25e-4 5.43 160502 2.27e-6 9.64e-4 7.28 387104 7.20e-6 9.78e-4 8.37 465413 7.02e-4 2.59e-5 20.65 732216 732231
2 4.54e-4 9.75e-4 3.19 87750 3.62e-5 8.85e-4 4.32 230140 3.63e-5 8.66e-4 5.53 323758 6.43e-4 2.69e-5 20.22 746334 746350
3 1.74e-4 9.62e-4 3.27 95627 9.70e-6 8.38e-4 3.93 206982 9.54e-6 8.27e-4 5.06 291809 5.52e-4 2.78e-5 21.78 805298 805313
4 8.60e-4 9.86e-4 3.44 103914 6.27e-5 9.85e-4 4.54 246311 6.27e-5 9.91e-4 5.29 306336 5.57e-4 2.69e-5 19.19 705494 705510
5 7.72e-5 9.79e-4 4.29 140518 1.06e-5 9.25e-4 4.58 245164 8.23e-6 9.03e-4 6.01 333063 5.92e-4 2.81e-5 23.04 838762 838778
6 4.38e-4 9.61e-4 3.54 106064 2.51e-5 6.16e-4 4.95 272570 3.33e-5 9.16e-4 5.92 349103 6.97e-4 2.77e-5 20.60 749452 749468
7 3.33e-6 8.55e-4 4.60 147362 6.94e-6 9.98e-4 5.82 321526 5.01e-6 9.88e-4 7.27 429038 5.12e-4 2.84e-5 37.23 1392190 1392206
8 1.77e-5 8.92e-4 5.63 183358 1.18e-5 8.99e-4 11.76 678760 1.42e-5 5.90e-4 12.73 744968 5.70e-4 2.83e-5 33.55 1218090 1218106
9 3.60e-5 9.51e-4 4.52 147264 5.37e-6 8.95e-4 5.34 286929 4.24e-6 8.86e-4 6.26 363855 9.85e-4 2.83e-5 36.65 1345520 1345535
10 4.12e-7 9.73e-4 9.46 409894 5.32e-7 8.92e-4 12.35 718028 5.94e-6 9.31e-4 14.20 846539 7.19e-4 2.79e-5 24.09 848424 848440
avg. 2.06e-4 9.46e-4 4.74 158225 1.71e-5 8.90e-4 6.49 359351 1.87e-5 8.88e-4 7.66 445388 6.53e-4 2.76e-5 25.70 938178 938194
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Table 6 Results by the proposed algorithm HiAPeM with N1 = 2 and three different choices of N0 and by the QP-AIPP
method in [13] on solving a ρ-weakly convex QP (57) of size m = 100 and n = 1000, where ρ = 0.1.
trial pres dres time #Grad pres dres time #Grad pres dres time #Grad pres dres time #Obj #Grad
HiAPeM with N0 = 100 HiAPeM with N0 = 10 HiAPeM with N0 = 1 QP-AIPP
1 6.05e-4 8.02e-4 270.06 779651 5.55e-4 6.20e-4 456.31 1839499 6.37e-4 7.50e-4 529.08 2252436 7.86e-4 3.02e-5 396.45 773458 773469
2 8.36e-5 9.33e-4 114.10 314697 3.55e-4 9.74e-4 172.44 668977 7.78e-4 5.66e-4 555.81 2401904 8.72e-4 2.26e-5 399.29 787592 787603
3 5.25e-5 9.42e-4 166.54 493007 4.77e-4 6.95e-4 265.95 1157951 5.31e-4 5.30e-4 270.64 1223062 8.18e-4 6.51e-5 322.37 640008 640019
4 1.83e-4 5.32e-4 234.24 686201 8.04e-4 9.44e-4 312.89 1292083 3.14e-4 6.84e-4 379.33 1640810 9.98e-4 2.92e-5 224.27 449510 449521
5 5.70e-5 9.06e-4 111.45 292782 3.72e-4 3.95e-4 177.32 666678 6.44e-5 9.36e-4 231.67 939466 6.42e-4 7.68e-5 357.85 716670 716681
6 9.85e-5 9.87e-4 150.39 432682 1.02e-4 9.70e-4 243.25 1025129 3.99e-4 6.25e-4 290.82 1274066 8.19e-4 1.85e-5 254.63 498754 498765
7 1.04e-4 9.95e-4 111.51 316421 7.37e-4 9.79e-4 128.24 502882 7.34e-5 7.39e-4 185.77 781529 8.13e-4 2.01e-5 187.47 371486 371497
8 5.71e-5 9.57e-4 209.59 581011 5.93e-5 6.42e-4 348.19 1405648 3.52e-4 4.85e-4 364.76 1525712 7.92e-4 5.70e-5 264.74 526442 526453
9 6.81e-5 9.95e-4 186.32 534843 4.05e-4 9.74e-4 303.65 1297817 1.66e-4 9.64e-4 330.14 1444894 7.84e-4 2.87e-5 385.53 772620 772631
10 4.34e-4 9.51e-4 99.72 283448 4.70e-4 8.58e-4 126.02 496030 3.73e-4 6.98e-4 177.97 745522 7.53e-4 3.10e-5 285.73 566518 566529
avg. 1.74e-4 9.00e-4 165.39 471474 4.34e-4 8.05e-4 253.43 1035269 3.69e-4 6.98e-4 331.60 1422940 8.08e-4 3.79e-5 307.83 610306 610317
Table 7 Results by the proposed algorithm HiAPeM with N1 = 2 and three different choices of N0 and by the QP-AIPP
method in [13] on solving a ρ-weakly convex QP (57) of size m = 100 and n = 1000, where ρ = 1.
trial pres dres time #Grad pres dres time #Grad pres dres time #Grad pres dres time #Obj #Grad
HiAPeM with N0 = 100 HiAPeM with N0 = 10 HiAPeM with N0 = 1 QP-AIPP
1 7.99e-6 9.80e-4 445.52 1485421 1.44e-4 7.00e-4 530.74 2285016 2.46e-5 9.62e-4 556.64 2439467 7.33e-4 2.30e-5 1087.35 2199916 2199929
2 6.26e-5 9.99e-4 175.13 381934 5.01e-5 9.42e-4 220.31 884453 3.92e-4 9.28e-4 325.25 1389783 8.43e-4 2.50e-5 1483.14 2993824 2993837
3 2.85e-5 9.45e-4 246.58 628786 8.52e-6 8.06e-4 698.68 2937267 4.52e-4 8.89e-4 965.49 4131220 7.63e-4 2.53e-5 1252.89 2534358 2534371
4 2.08e-5 8.96e-4 197.90 421591 8.60e-6 8.14e-4 363.88 1464673 1.20e-5 6.74e-4 621.74 2548256 8.34e-4 2.46e-5 1294.27 2617348 2617361
5 3.23e-4 9.66e-4 515.85 1825923 4.66e-6 6.57e-4 762.97 3265620 3.73e-4 7.10e-4 1520.34 6690393 7.26e-4 2.28e-5 722.80 1457100 1457113
6 2.15e-5 9.69e-4 236.70 561954 1.31e-5 7.25e-4 557.91 2315248 7.46e-5 9.55e-4 590.29 2497667 7.20e-4 2.16e-5 482.95 966066 966079
7 5.78e-5 9.51e-4 386.59 1210823 3.21e-4 8.88e-4 900.84 3923381 2.46e-4 9.26e-4 684.79 2961374 9.26e-4 2.34e-5 805.74 1627060 1627073
8 6.37e-6 4.19e-4 182.01 386569 7.63e-6 6.48e-4 276.72 1100737 4.15e-4 8.50e-4 335.62 1388560 8.09e-4 2.29e-5 770.53 1548188 1548201
9 8.53e-4 5.78e-4 508.75 1747371 6.42e-4 7.24e-4 740.32 3122546 4.07e-4 8.04e-4 800.68 3415076 7.24e-4 2.33e-5 698.38 1411490 1411503
10 1.02e-4 8.82e-4 271.91 698798 8.32e-6 7.65e-4 684.94 2863984 5.14e-4 9.40e-4 603.18 2572313 7.76e-4 2.25e-5 712.78 1434880 1434893
avg. 1.48e-4 8.59e-4 316.69 934917 1.21e-4 7.67e-4 573.73 2416293 2.91e-4 8.64e-4 700.40 3003411 7.85e-4 2.35e-5 931.08 1879023 1879036
Table 8 Results by the proposed algorithm HiAPeM with N1 = 2 and three different choices of N0 and by the QP-AIPP
method in [13] on solving a ρ-weakly convex QP (57) of size m = 100 and n = 1000, where ρ = 10.
trial pres dres time #Grad pres dres time #Grad pres dres time #Grad pres dres time #Obj #Grad
HiAPeM with N0 = 100 HiAPeM with N0 = 10 HiAPeM with N0 = 1 QP-AIPP
1 4.63e-6 8.85e-4 765.01 2773432 6.91e-5 9.37e-4 1109.39 4715496 3.00e-4 9.41e-4 1176.39 5072715 9.24e-4 8.10e-5 1067.83 2163914 2163930
2 3.31e-4 8.57e-4 1023.72 4152972 3.71e-5 7.86e-4 1277.90 5806754 4.21e-4 9.35e-4 1134.51 5112349 9.89e-4 8.84e-5 1519.88 3087706 3087722
3 4.04e-5 8.48e-4 420.37 1347740 3.08e-4 9.90e-4 717.14 3112172 3.95e-5 7.84e-4 776.35 3402113 9.44e-4 8.67e-5 1293.43 2625136 2625152
4 1.12e-5 9.45e-4 255.00 561620 4.52e-5 9.32e-4 461.22 1890121 1.06e-5 9.55e-4 536.69 2270553 9.67e-4 8.96e-5 1846.89 3746176 3746192
5 2.05e-5 9.32e-4 412.18 1245989 5.05e-5 9.90e-4 1052.02 4472420 3.60e-5 9.86e-4 1102.85 4703986 8.98e-4 8.83e-5 2014.29 4087306 4087322
6 3.27e-5 9.82e-4 511.90 1637600 5.60e-5 9.50e-4 842.51 3588898 2.69e-5 7.97e-4 910.44 3934390 5.09e-4 8.75e-5 1963.64 3957262 3957279
7 6.17e-4 9.82e-4 1152.56 4493243 6.54e-4 9.63e-4 1485.10 6468013 7.68e-4 9.14e-4 1585.68 6980755 8.93e-4 8.81e-5 1617.83 3234796 3234812
8 5.34e-5 8.70e-4 279.59 648066 7.39e-5 8.97e-4 558.42 2319975 4.94e-5 8.22e-4 638.10 2727703 9.95e-4 8.95e-5 1804.48 3659774 3659790
9 9.52e-6 9.91e-4 1029.13 3914752 9.44e-6 9.86e-4 1509.81 6588846 1.43e-5 9.91e-4 1571.27 6893334 8.93e-4 8.05e-5 809.95 1642240 1642256
10 7.18e-5 9.91e-4 1877.50 7788514 3.98e-4 9.41e-4 2267.28 9957600 8.50e-4 9.42e-4 2341.69 10327795 5.14e-4 8.63e-5 1038.81 2100608 2100625
avg. 1.19e-4 9.28e-4 772.70 2856393 1.70e-4 9.37e-4 1128.08 4892030 2.52e-4 9.07e-4 1177.40 5142569 8.53e-4 8.66e-5 1497.70 3030492 3030508
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7 Concluding remarks
We have established iteration complexity results in a nonergodic sense of AL-based first-order methods
for solving nonlinear functional constrained problems, under strongly-convex, convex, and weakly-convex
settings. Given ε > 0, our methods require O(ε−
1
2 | log ε|), O(ε−1| log ε|), and O(ε− 52 | log ε|) proximal gradient
steps, respectively for the three cases, to produce an ε-KKT solution. For the strongly convex and convex
cases, our results are nearly optimal, while for the nonconvex case, our result is so far the best.
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A Proofs for results in section 2
In this section, we provide the proofs of all the results in section 2.
Proof of Proposition 1. By the definition of L0 in (5), we have
max
p′∈P
{
L0(x,p′)− 1
2β
∥∥p′ − p∥∥2} = max
p′∈P
{
f0(x) + 〈y′,Ax− b〉 +
〈
z′, f(x)
〉 − 1
2β
∥∥p′ − p∥∥2} .
Since the optimal solution of the right hand side is given by y′ = y + β(Ax− b) and z′ = [z+ βf(x)]
+
, it follows that
max
p′∈P
{
L0(x,p′)− 1
2β
∥∥p′ − p∥∥2}
= f0(x) + 〈y + β(Ax− b),Ax− b〉+
〈[
z+ βf(x)
]
+
, f(x)
〉
− 1
2β
( ‖β(Ax− b)‖2 + ‖max{−z, βf(x)}‖2 )
= f0(x) + 〈y,Ax− b〉 + β
2
‖Ax− b‖2 +
m∑
i=1
(
fi(x)
[
zi + βfi(x)
]
+
− 1
2β
max
{− zi, βfi(x)}2)
= Lβ(x,p),
where the last equality follows from the definition of Lβ in (2). Hence, we complete the proof.
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Proof of Theorem 1. The concavity of dβ follows from the concavity of Lβ about the dual variable. From Proposition 1 and
the definition of dβ , it follows that for p ∈ P,
dβ(p) = min
x
Lβ(x,p) = min
x
max
w∈P
{
L0(x,w)− 1
2β
‖w− p‖2
}
= max
w∈P
min
x
{
L0(x,w)− 1
2β
‖w− p‖2
}
= max
w∈P
{
d0(w) − 1
2β
‖w− p‖2
}
,
where the third equality follows from the strong concavity about w and the condition d0 6≡ −∞. By the definition of d0, we
can drop the restriction w ∈ P due to the max operator and thus complete the proof of (12).
From (12), we simply have that dβ is finite everywhere on P if d0 6≡ −∞, thus ∂dβ(p) is always nonempty. Let s ∈ ∂dβ(p).
Then from the concavity of dβ , it holds
dβ(p
′) ≤ dβ(p) + 〈s,p′ − p〉, ∀p′. (58)
Since w(p) is the unique maximizer of (12), we have
d0(w(p)) − 1
2β
∥∥w(p) − p′∥∥2 ≤ dβ(p′) ≤ d0(w(p)) − 1
2β
‖w(p)− p‖2 + 〈s,p′ − p〉, (59)
and thus
1
2β
‖w(p) − p′‖2 + 〈s,p′〉 ≥ 1
2β
‖w(p) − p‖2 + 〈s,p〉, ∀p′ (60)
which implies p = argmin
p′
1
2β
‖w(p) − p′‖2 + 〈s,p′〉. Hence, s = w(p)−p
β
, and thus ∂dβ(p) is single-valued for each p. Since
dβ is concave, we conclude that s = ∇dβ(p) [29, Thm 25.1] and depends continuously on p [29, Thm 25.5].
Now since Lβ is concave and differentiable in p, we have that for any p′,
dβ(p
′) ≤ Lβ(x(p),p′) ≤ Lβ(x(p),p) +
〈
p′ − p,∇pLβ(x(p),p)
〉
= dβ(p) +
〈
p′ − p,∇pLβ(x(p),p)
〉
. (61)
Therefore ∇pLβ(x(p),p) ∈ ∂dβ(p), and ∇pLβ(x(p),p) = ∇dβ(p) as claimed.
Proof of Proposition 1. From (12), we have
max
p
dβ(p) = max
p
max
w
{
d0(w)− 1
2β
‖w − p‖2
}
= max
w
max
p
{
d0(w) − 1
2β
‖w− p‖2
}
= max
w
d0(w).
Note that in the above second equality, the optimal p equals w. Hence, if p0 ∈ Argmaxp d0(p), then p0 is also the maximizer
of dβ . This completes the proof.
Proof of Proposition 2. The first inequality is from concavity of dβ . For the second inequality, given p, let w(p) be the
maximizer in (12) and define r(p′) = d0(w(p)) − 12β ‖p′ −w(p)‖2. Then r(p) = dβ(p) and r(p′) ≤ dβ(p′),∀p′. Hence, p is
the maximizer of r − dβ , so ∇r(p)−∇dβ(p) = 0, or equivalently ∇r(p) = ∇dβ(p).
Since r is quadratic, by Taylor series we have r(p′) = r(p) + 〈p′ − p,∇r(p)〉 − 1
2β
‖p′ − p‖2, and thus dβ(p′) ≥ r(p′) =
dβ(p) + 〈p′ − p,∇dβ(p)〉 − 12β ‖p′ − p‖2. This completes the proof.
Proof of Proposition 3. For ease of notation, we let β = βk > 0, x = x
k+1 and p = pk in the proof. Using Corollary 2 and
the concavity of Lβ(xk+1, ·), we have that for any p′,
Lβ(x,p) + 〈p′ − p,∇pLβ(x,p)〉 ≥ Lβ(x,p′) ≥ dβ(p′) ≥ dβ(p) +
〈
p′ − p,∇dβ(p)
〉 − 1
2β
∥∥p′ − p∥∥2 .
Since p′ is arbitrary, the above last inequality implies
εk ≥ Lβ(x,p)− dβ(p) ≥ max
p′
{〈
p′ − p,∇dβ(p) −∇pLβ(x,p)
〉 − 1
2β
‖p′ − p‖2
}
=
β
2
∥∥∇dβ(p) −∇pLβ(x,p)∥∥2 ,
which gives the desired result.
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Proof of Theorem 2. By the update of y in (3), it holds that
∥∥∥Axk+1 − b∥∥∥2 = 1
β2k
‖yk+1 − yk‖2. (62)
Also, from the update of z in (4), we have fi(x
k+1) ≤ 1
βk
(zk+1i − zki ), and thus [fi(xk+1)]+ ≤ 1βk |z
k+1
i − zki | for any i ∈ [m].
Hence, ∥∥∥[f(xk+1)]+∥∥∥2 ≤ 1
β2k
‖zk+1 − zk‖2, (63)
which together with (62) gives (21a).
To show the result in (21b), we note zk+1 = [zk + βkf(x
k+1)]+ and
Lβ(x,p) = f0(x) + 〈y,Ax− b〉+
β
2
‖Ax− b‖2 + 1
2β
(
‖[z+ βf(x)]+‖2 − ‖z‖2
)
. (64)
Hence,
Lβk(xk+1,pk)− f0(xk+1) = 〈yk,Axk+1 − b〉 +
βk
2
∥∥∥Axk+1 − b∥∥∥2 + 1
2βk
( ∥∥∥zk+1∥∥∥2 − ∥∥∥zk∥∥∥2 ). (65)
From (12), we have
dβk (p
k) ≤ d0(Mβk (pk)) ≤ maxp d0(p), (66)
where Mβ is defined in (19). Recall from Corollary 1 that maxp dβ(p) = maxp d0(p), ∀β > 0. Hence, by (17), (65), and (66),
it holds
f0(x
k+1)−max
p
d0(p) ≤ − dβk (pk) + Lβk (xk+1,pk)− 〈yk,Axk+1 − b〉 −
βk
2
∥∥∥Axk+1 − b∥∥∥2 + 1
2βk
(‖zk‖2 − ‖zk+1‖2)
≤ εk − 〈yk,Axk+1 − b〉 −
βk
2
∥∥∥Axk+1 − b∥∥∥2 + 1
2βk
(‖zk‖2 − ‖zk+1‖2). (67)
Now, by weak duality: maxp d0(p) ≤ f∗0 , and plugging Axk+1 −b = 1βk (y
k+1 −yk), we obtain the second inequality in (21b).
B Proofs for results in section 3
In this section, we provide the proofs of all the results in section 3.
Proof of Lemma 1. From the definition of x˜, we have the optimality condition: 0 ∈ ∇G(x¯) + LG(x˜ − x¯) + ∂H(x˜). Hence,
LG(x¯− x˜) +∇G(x˜)−∇G(x¯) ∈ ∂F (x˜) = ∇G(x˜) + ∂H(x˜), and by the LG-smoothness of G, it holds
dist
(
0, ∂F (x˜)
) ≤ ‖LG(x¯− x˜) +∇G(x˜)−∇G(x¯)‖ ≤ LG ‖x˜− x¯‖+ ‖∇G(x˜)−∇G(x¯)‖ ≤ 2LG ‖x˜− x¯‖ ≤ δ,
which completes the proof.
Proof of Theorem 3. By [18, Theorem 1], it holds
F (xt)− F (x∗) ≤
(
F (x0)− F (x∗) + µ
2
‖x∗ − x0‖2
)(
1−
√
µ
LG
)t
.
In addition, from [3, Theorem 3.1], we have F (x0) − F (x∗) ≤ LG‖x−1−x∗‖2
2
, which together with the above inequality gives
the desired result.
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Proof of Lemma 2. Denote γ =
(1+α)2δ2µ
32
. Since F is µ-strongly convex, we have F (x) − F (x∗) ≥ µ
2
‖x − x∗‖2 for any x,
and thus by the assumption, it holds ‖xs − x∗‖ ≤
√
2γ
µ
for s = t− 1, t, t+ 1. Hence,∥∥x¯t − xt+1∥∥ ≤ ∥∥x¯t − x∗∥∥+ ∥∥x∗ − xt+1∥∥
≤
∥∥∥xt + 1−α1+α (xt − xt−1)− x∗∥∥∥+√ 2γµ
≤ 2
√
2γ
µ
+ 1−α
1+α
∥∥xt − xt−1∥∥
≤ 2
√
2γ
µ
+ 1−α
1+α
(∥∥xt − x∗∥∥+ ∥∥x∗ − xt−1∥∥)
≤ 2
(
1 + 1−α
1+α
)√
2γ
µ
= δ,
which completes the proof.
Proof of Lemma 3. From Lemma 2, Theorem 3, and also α > 0, it follows that ‖x¯T − xT+1‖ ≤ δ holds if(
LG‖x−1 − x∗‖2
2
+
µ
2
‖x∗ − x0‖2
)(
1−
√
µ
LG
)T−1
≤ δ
2µ
32
,
which is equivalent to requiring
T ≥
log
16(LG‖x−1−x∗‖2+µ‖x∗−x0‖2)
δ2µ
log 1
1−
√
µ/LG
+ 1.
Since log 1
1−a ≥ a for any a ∈ (0, 1] with the convention 10+ =∞, we obtain the desired result from the above bound on T , and
Remark 2 by setting δ = ε
2LG
.
Proof of Theorem 4. When TYPE = ‘OPT’, we have Lβk(xk+1,pk) ≤ dβk (pk)+εk by using (29) with F (·) = Lβk ( · ,yk, zk),
ε = δk and LG = L(z
k , βk), and also noting dβk (p) = minx Lβk (x,p). Hence, (17) holds for each k, and we have the two
inequalities in (21) by Theorem 2. Also, we have max
{ ‖pK−1−pK‖
βK−1
, εK−1 +
‖pK−1‖2−‖pK‖2
2βK−1
}
≤ ε, as Algorithm 3 stops.
Therefore, xK is an ε-optimal solution of (1) by Definition 1.
When TYPE = ‘KKT1’ or ‘KKT2’, we immediately have dist
(
0, ∂xLβk (xk+1,pk)
) ≤ εk. Furthermore, by the update of y
and z, it holds ∂xL0(xk+1,pk+1) = ∂xLβk (xk+1,pk). Hence, dist
(
0, ∂xL0(xk+1,pk+1)
) ≤ εk < ε for each k. In addition, we
have max
{ ‖pK−1−pK‖
βK−1
,
∑m
i=1 |zKi fi(xK)|
}
≤ ε, as Algorithm 3 stops. Therefore, it holds that
∥∥[f(xK)]+∥∥2+∥∥AxK − b∥∥2 ≤
ε2 by (21a), and xK is an ε-KKT point of (1) by Definition 2.
Proof of Theorem 5. Notice that βk = β0σ
k and εk = ε¯, ∀ k. Then
k−1∑
t=0
βtεt = ε¯β0
σk − 1
σ − 1 . (68)
Since
‖pk−pk+1‖
βk
≤ ‖pk‖+‖pk+1‖
βk
, we have from (36) that
‖pk − pk+1‖
βk
≤ 4‖p
∗‖
βk
+
√
2ε¯β0
βk
√
σ − 1
(√
σk − 1 +
√
σk+1 − 1
)
=
4‖p∗‖
β0σk
+
√
2ε¯β0
β0σk
√
σ − 1
(√
σk − 1 +
√
σk+1 − 1
)
≤ 4‖p
∗‖
β0σk
+
√
2ε¯(
√
σ + 1)√
β0(σ − 1)σk
. (69)
Plugging ε¯ = σ−1
2(σ+1)
ε into the above inequality and using
√
σ + 1 ≤√2(σ + 1), we have
‖pk − pk+1‖
βk
≤ 4‖p
∗‖
β0σk
+
√
2ε√
β0σk
. (70)
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In addition, we have from (35) and (68) that
εk +
‖pk‖2
2βk
≤ ε¯+ 2‖p
∗‖2
βk
+
2ε¯β0
βk
σk − 1
σ − 1 ≤ ε¯+
2‖p∗‖2
β0σk
+
2ε¯
σ − 1 =
ε
2
+
2‖p∗‖2
β0σk
. (71)
Now from the choice of K together with (70) and (71), it follows that
max
{‖pK−1 − pK‖
βK−1
, εK−1 +
‖pK−1‖2
2βK−1
}
≤ ε,
and thus Algorithm 3 must stop within K iterations. The output xK is an ε-optimal solution from Theorem 4. Below, we
estimate the total number of APG iterations.
Since δk =
√
µεk for each k, then from (22) and Lemma 3 with ε = δk, it suffices to produce x
k+1 by Tk APG iterations,
where
Tk =

√
L(zk, βk)
µ
log
64[L(zk , βk)]
2(L(zk , βk) + µ)D
2
µ2εk
+ 1
 . (72)
From Lemma ??, (31) and (36) with et = εt, and the also the definition of Lc in (38), it follows that
L(zk , βk) ≤ L0 + βkLc +
√√√√ m∑
i=1
L2i
2 ‖p∗‖+
√√√√2 k−1∑
t=0
βtεt
 .
Plugging (68) with ε¯ = σ−1
2(σ+1)
ε into the above inequality and also noticing βk = β0σ
k, we have
L(zk, βk) ≤ L0 + β0Lcσk +
√√√√ m∑
i=1
L2i
2 ‖p∗‖+
√
β0εσk
σ + 1
 . (73)
Since
∑K−1
k=0
√
σk =
√
σK−1√
σ−1 and
∑K−1
k=0 σ
k/4 = σ
K/4−1
σ1/4−1 , it holds
K−1∑
k=0
√
L(zk, βk) ≤
K−1∑
k=0
(L0 + 2‖p∗‖√∑mi=1 L2i) 12 +√β0Lcσk +
(√∑m
i=1 L
2
i
√
β0εσ
k
σ+1
) 1
2

≤
(
L0 + 2‖p∗‖
√∑m
i=1 L
2
i
) 1
2
K +
√
β0LcσK√
σ − 1 +
(√∑m
i=1 L
2
i
√
β0ε
σ+1
) 1
2 σK/4
σ1/4 − 1 . (74)
In addition, notice that σk ≤ σK−1 < σCε for each k ≤ K − 1, and thus from (73) and the definition of Lε in (38), it holds
L(zk , βk) ≤ Lε. Hence, from (72), we have the total number of APG iterations:
Ttotal ≤
K−1∑
k=0
Tk ≤
K−1∑
k=0
(√
L(zk,βk)
µ
log
64L2ε(Lε+µ)D
2
µ2εk
+ 2
)
.
Now using (74), plugging εk = ε¯ into the above inequality, and also noting σ
K ≤ σ2Cε, we obtain the desired result and
complete the proof.
Proof of Theorem 6. Applying the result in (29), we have Lβk (xk+1,pk) ≤ dβk (pk) +
ε2k
µ
. Hence, we obtain from (35) and
(36) with et =
ε2t
µ
that
‖pk‖2 ≤ 4‖p∗‖2 + 4
k−1∑
t=0
βt
ε2t
µ
,
∥∥∥pk∥∥∥ ≤ 2 ‖p∗‖+
√√√√2 k−1∑
t=0
βt
ε2t
µ
, ∀ k ≥ 0. (75)
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Noticing
∑k−1
t=0 βtε
2
t = β0ε¯
2 σ
k−1
σ−1 , we have, by a similar argument to obtain (69), that
‖pk − pk+1‖
βk
≤ ‖p
k‖+ ‖pk+1‖
βk
≤ 4‖p
∗‖
β0σk
+
√
2ε¯2/µ(
√
σ + 1)√
β0(σ − 1)σk
≤ 4‖p
∗‖
β0σk
+
ε√
β0σk
, (76)
where the second inequality holds because of the choice of ε¯ and the fact
√
σ + 1 ≤ √2σ + 2. Hence, with the choice of K in
(39), we have ‖p
K−1−pK‖
βK−1
≤ ‖pK−1‖+‖pK‖
βK−1
≤ ε.
Since zk ≥ 0, it holds ∑mi=1 ∣∣zki fi(xk)∣∣ = ∑i:zki >0 ∣∣zki fi(xk)∣∣. In addition, notice from (4) that zki > 0 implies zki =
zk−1i + βk−1fi(x
k). Hence,
∑m
i=1
∣∣zki fi(xk)∣∣ =∑i:zk
i
>0
∣∣∣∣zki zki −zk−1iβk−1
∣∣∣∣ ≤ 1βk−1 (‖zk‖2 + 14‖zk−1‖2) , (77)
which together with (75) gives
m∑
i=1
∣∣∣zki fi(xk)∣∣∣ ≤ 1βk−1
(
5‖p∗‖2 + 4
k−1∑
t=0
βt
ε2t
µ
+
k−2∑
t=0
βt
ε2t
µ
)
=
1
β0σk−1
(
5‖p∗‖2 + β0ε¯
2
µ
4σk + σk−1 − 5
σ − 1
)
. (78)
Plugging ε¯ =
√
σ−1
σ+1
ε
2
min{1,√µ} into the above inequality and using ε ≤ 1
2
yields
m∑
i=1
∣∣∣zki fi(xk)∣∣∣ ≤ 1β0σk−1
(
5‖p∗‖2 + β0ε(4σ
k + σk−1 − 5)
8(σ + 1)
)
≤ 5‖p
∗‖2
β0σk−1
+
ε
2
. (79)
Hence, by setting K as that in (39), we have
∑m
i=1
∣∣zKi fi(xK)∣∣ ≤ ε. Therefore, Algorithm 3 must stop within K iterations, and
the output xK is an ε-KKT point of (1) by Theorem 4. Below, we estimate the total number of APG iterations.
Since δk = εk for each k, then from (22) and Lemma 3 with ε = δk, it suffices to produce x
k+1 by Tk APG iterations,
where
Tk =

√
L(zk, βk)
µ
log
64[L(zk , βk)]
2(L(zk , βk) + µ)D
2
µε2k
+ 1
 . (80)
Similar to (73), we obtain from (31) and (75) that
L(zk , βk) ≤ L0 + βkLc +
√∑m
i=1 L
2
i
(
2 ‖p∗‖+
√
2
∑k−1
t=0 βtε
2
t/µ
)
≤ L0 + β0Lcσk +
√∑m
i=1 L
2
i
(
2 ‖p∗‖+
√
σk−1
2(σ+1)
β0ε2
)
, (81)
where in the second inequality, we have used εt =
√
σ−1
σ+1
ε
2
min{1,√µ} for each t. Hence, L(zk , βk) ≤ L̂ε for each k ≤ K − 1 by
the fact σk < σĈε, ∀ k ≤ K − 1, and also
K−1∑
k=0
√
L(zk , βk) ≤
K−1∑
k=0
(L0 + 2‖p∗‖√∑mi=1 L2i) 12 +√β0Lcσk +
(
ε
√∑m
i=1 L
2
i
√
β0σ
k
2(σ+1)
) 1
2

≤
(
L0 + 2‖p∗‖
√∑m
i=1 L
2
i
) 1
2
K +
√
β0LcσK√
σ − 1 +
(
ε
√∑m
i=1 L
2
i
√
β0
2(σ+1)
) 1
2 σK/4
σ1/4 − 1 .
Summing up (80) over k = 0 through K − 1, plugging the above inequality, and using L(zk, βk) ≤ L̂ε,∀ k ≤ K − 1 and
σK < σ2Ĉε, we obtain the desired upper bound on Ttotal and complete the proof.
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C Proof for results in section 4
Proof of Lemma 4. We only need to show the dual feasibility violation since the primal feasibility and complementarity
conditions are the same. Note that dist
(
0, ∂f˜0(x)+A⊤y+
∑m
i=1 zi∇fi(x)
) ≤ ε
2
implies dist
(
0, ∂f0(x)+A⊤y+
∑m
i=1 zi∇fi(x)
) ≤
ε since ∂f˜0(x) = ∂f0(x) +
ε
2D
(x− x0) and ‖x− x0‖ ≤ D. Hence, we complete the proof.
Proof of Theorem 7. Let εk = ε¯ while running the iALM-SC algorithm. Then from Theorem 6, it follows that the output
xout is an
ε
2
-KKT point of (40). Hence, xout is an ε-KKT point of (1) by Lemma 4. The bound on Ttotal directly follows from
Theorem 6 by replacing ε with ε
2
.
D Proof for results in section 5
In this section, we provide the proofs of all the results in section 5.
Proof of Theorem 8. First notice that ∂xLβk (xk+1, y¯, z¯) = ∂xL0(xk+1,yk+1, zk+1). Hence, it holds
dist
(
0, ∂f0(x
k+1) + 2ρ(xk+1 − x¯) +A⊤yk+1 +
m∑
i=1
zk+1i ∇fi(xk+1)
)
≤ εk ≤
ε
2
. (82)
Secondly, by the same arguments showing (21), we have∥∥∥[f(xk+1)]+∥∥∥2 + ∥∥∥Axk+1 − b∥∥∥2 ≤ 1β2k ‖pk+1 − p¯‖2. (83)
Since F is ρ-strongly convex, it follows from (29) and εk =
ε
2
min{1,√ρ} that
Lβk (xk+1, p¯) + ρ‖xk+1 − x¯‖2 ≤ min
x
{Lβk (x, p¯) + ρ‖x− x¯‖2}+
ε2
4
, (84)
and thus by (34) and noting that one single update is performed from p¯ to pk+1, we have
‖pk+1 − p¯∗‖2 ≤ ‖p¯∗ − p¯‖2 + βkε
2
2
. (85)
Therefore, it holds from (83) that√∥∥[f(xk+1)]+∥∥2 + ∥∥Axk+1 − b∥∥2 ≤ 1
βk
(
‖pk+1 − p¯∗‖+ ‖p¯∗ − p¯‖
)
≤ 1
βk
(
2‖p¯∗ − p¯‖+ ε
√
βk
2
)
(46)
≤ ε
2
. (86)
Thirdly, by the same arguments in (77), we have
∑m
i=1
∣∣∣zk+1i fi(xk+1)∣∣∣ ≤ 1βk (‖zk+1‖2 + 14‖z¯‖2) . From (85), it follows that
‖zk+1‖2 ≤ 2‖p¯∗‖2 + 2‖p¯∗ − p¯‖2 + βkε2. In addition, notice ‖z¯‖2 ≤ ‖p¯‖2 ≤ 2‖p¯∗‖2 + 2‖p¯∗ − p¯‖2. Therefore, by the condition
of βk in (46) and also ε ≤ 316 , we have
∑m
i=1
∣∣∣zk+1i fi(xk+1)∣∣∣ ≤ ε2 , which together with (82) and (86) implies the desired result.
Proof of Theorem 9. From the setting of K, it follows σK−1 ≥ β¯
β0
and σK−1 < σβ¯
β0
. Since βk = β0σ
k for each k ≥ 0, we
have from Theorem 8 that the stopping condition of Algorithm 4 must be satisfied when k ≥ K − 1. Hence, by Lemma 3 and
(22), the total number of APG iterations is
Ttotal ≤
K−1∑
k=0
(√
L(z¯, βk) + 2ρ
ρ
log
64(L(z¯, βk) + 2ρ)
2(L(z¯, βk) + 3ρ)D
2
ε2kρ
+ 2
)
. (87)
From the definition of L(z, β) in (31), we have for each k ≤ K − 1 that
L(z¯, βk) ≤ L0 + βkLc + ‖z¯‖
√√√√ m∑
i=1
L2i = L0 + β0Lcσ
k + ‖z¯‖
√√√√ m∑
i=1
L2i (88)
≤ L0 + Lcσβ¯ + ‖z¯‖
√√√√ m∑
i=1
L2i . (89)
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By (88), it holds
K−1∑
k=0
√
L(z¯, βk) ≤ K
(
L0 + ‖z¯‖
√∑m
i=1 L
2
i
) 1
2
+
√
β0Lc
σ
K
2 − 1√
σ − 1
≤ K
(
L0 + ‖z¯‖
√∑m
i=1 L
2
i
) 1
2
+
σ
√
β¯Lc√
σ − 1 .
Using the fact
√
L(z¯, βk) + 2ρ ≤
√
L(z¯, βk) +
√
2ρ, and plugging the above inequality and (89) into (87), we have the desired
result and complete the proof.
Proof of Lemma 6. We immediately have
‖p¯s‖
β¯s,0
≤ ε̂1
2
since (β¯s,0, p¯s) is output by iALM-SC with TYPE = ‘KKT2’ and
tolerance ε̂1
2
. Hence, we only need to show ‖p¯s‖ ≤Mε̂1 .
From (75), it follows that the output dual solution pk+1 by iALM-SC on the k-th subproblem (47) satisfies
∥∥pk+1∥∥ ≤
2
∥∥p∗k∥∥ +
√
2
∑K−1
t=0 βt
ε2t
ρ
, where K is the total iteration number within the subroutine iALM-SC. Notice that since we call
iALM-SC to return an ε̂1
2
-KKT solution of (47), applying the results in Theorem 6, we have
βt = β0σ
t, εt =
√
σ − 1
σ + 1
ε̂1
4
min{1,√ρ}, and K =
⌈
logσmax
{
20‖p∗k‖2
β0ε̂1
,
16‖p∗k‖
β0ε̂1
,
4
β0
}⌉
+ 1.
Hence,
K−1∑
t=0
βt
ε2t
ρ
≤
K−1∑
t=0
βt
(σ − 1)(ε̂1)2
16(σ + 1)
=
(σ − 1)(ε̂1)2β0
16(σ + 1)
σK − 1
σ − 1 ≤
β0(ε̂1)2σK−1
16
≤ ε̂1σmax
{
5
4
‖p∗k‖2, ‖p∗k‖, ε̂14
}
.
Since ‖p∗k‖ ≤ Mp from (48), it holds that ‖pk+1‖ ≤ Mε̂1 if the k-th subproblem (47) is solved by iALM-SC, i.e., ‖p¯s‖ ≤Mε̂1
for each s ≥ 0. This completes the proof.
Proof of Lemma 7. Notice that the output (βk,x
k+1,pk+1) by iALM-SC satisfies the ε̂1
2
-KKT conditions of (47). Hence,
it holds that
dist
(
0, ∂xL0(xk+1,pk+1) + 2ρ(xk+1 − xk)
) ≤ ε̂1
2
, (90a)√
‖Axk+1 − b‖2 + ‖[f(xk+1)]+‖2 ≤ ε̂12 . (90b)
We have from (90a) and also the boundedness of dom(h) that for some subgradient ∇˜f0(xk+1),〈
xk+1 − xk, ∇˜f0(xk+1) + 2ρ(xk+1 − xk) +A⊤yk+1 +
∑m
i=1 z
k+1
i ∇fi(xk+1)
〉
≤ ε̂1D
2
,
which together with the convexity of f0 +
ρ
2
‖ · −xk‖2 and {fi}i≥1 implies
f0(xk+1) − f0(xk) + 3ρ2 ‖xk+1 − xk‖2 + 〈Axk+1 − b,yk+1〉+
∑m
i=1 z
k+1
i fi(x
k+1)
≤ 〈Axk − b,yk+1〉+∑mi=1 zk+1i fi(xk) + ε̂1D2 . (91)
Since ε̂2 ≤ ε̂1, xk must be ε̂12 -primal feasible, whichever subroutine (iALM-SC or PenMM) is used to generate it. Hence, by
Lemma 6 and the Young’s inequality, we have
〈Axk − b,yk+1〉+∑mi=1 zk+1i fi(xk)− (〈Axk+1 − b,yk+1〉+∑mi=1 zk+1i fi(xk+1)) ≤ ε̂1Mε̂1 .
Therefore, adding the above inequality into (91) gives the desired result.
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Proof of Lemma 8. Corresponding to the notation β¯s,t, we denote xs,t = xk for each k = t +Ks−1. Then (β¯s,t+1,xs,t+1)
is given by PenMM for each 0 ≤ t ≤ Ns − 2, and the inequality in (51) can be rewritten as
Ns−2∑
t=0
(
β¯s,t+1
2
‖Axs,t − b‖2 + Ψβ¯s,t+1(x
s,t, z¯s)
)
−
Ns−2∑
t=0
(
β¯s,t+1
2
‖Axs,t+1 − b‖2 + Ψβ¯s,t+1 (x
s,t+1, z¯s)
)
≤ ε̂1Mε̂1
4
+
ε̂1
2
+
(ε̂1)2σβ(ε̂1, ε̂2)
4
. (92)
We apply (46) with ε = ε̂2, p¯∗ = p¯∗k , p¯ = p¯
s, and also use (48) and Lemma 6 to have
β0 ≤ β¯s,t < σβ(ε̂1, ε̂2), for each 1 ≤ t ≤ Ns − 1.
Noticing ‖Axk − b‖ ≤ ε̂1
2
,∀ k, and β¯s,t+1 ≥ β¯s,t,∀ t ≤ Ns − 1, we have:
Ns−2∑
t=0
(
β¯s,t+1
2
‖Axs,t − b‖2 − β¯s,t+1
2
‖Axs,t+1 − b‖2
)
=
β¯s,1
2
‖Axs,0 − b‖2 − β¯s,Ns−1
2
‖Axs,Ns−1 − b‖2 +
Ns−2∑
t=1
(
β¯s,t+1
2
‖Axs,t − b‖2 − β¯s,t
2
‖Axs,t − b‖2
)
≤ β¯s,1
2
(ε̂1)2
4
+
Ns−2∑
t=1
β¯s,t+1 − β¯s,t
2
(ε̂1)2
4
<
(ε̂1)2
8
σβ(ε̂1, ε̂2). (93)
In addition, since Ψβ(x, z) =
β
2
∥∥[f(x) + z
β
]+
∥∥2 − ‖z‖2
2β
, it holds
Ns−2∑
t=0
(
Ψβ¯s,t+1(x
s,t, z¯s)− Ψβ¯s,t+1 (x
s,t+1, z¯s)
)
=
Ns−2∑
t=0
(
β¯s,t+1
2
∥∥∥∥[f(xs,t) + z¯sβ¯s,t+1
]
+
∥∥∥∥2 − β¯s,t+12
∥∥∥∥[f(xs,t+1) + z¯sβ¯s,t+1
]
+
∥∥∥∥2
)
≤ β¯s,1
2
∥∥∥∥[f(xs,0) + z¯sβ¯s,1
]
+
∥∥∥∥2 + Ns−2∑
t=1
(
β¯s,t+1
2
∥∥∥∥[f(xs,t) + z¯sβ¯s,t+1
]
+
∥∥∥∥2 − β¯s,t2
∥∥∥∥[f(xs,t) + z¯sβ¯s,t
]
+
∥∥∥∥2
)
. (94)
For a fixed t, denote I+ and I− as the index sets:
I+ =
{
i ∈ [m] : fi(xs,t) ≥ 0,
}
, I− =
{
i ∈ [m] : −z¯si /βs,t+1 ≤ fi(xs,t) < 0
}
.
Then
β¯s,t+1
2
∥∥∥∥[f(xs,t) + z¯sβ¯s,t+1
]
+
∥∥∥∥2 − β¯s,t2
∥∥∥∥[f(xs,t) + z¯sβ¯s,t
]
+
∥∥∥∥2
≤
∑
i∈I+∪I−
(
β¯s,t+1 − β¯s,t
2
[fi(x
s,t)]2 +
( 1
2β¯s,t+1
− 1
2β¯s,t
)
(z¯si )
2
)
≤ β¯s,t+1 − β¯s,t
2
∑
i∈I+
[fi(x
s,t)]2 +
∑
i∈I−
(
β¯s,t+1 − β¯s,t
2
(z¯si )
2
(β¯s,t+1)2
+
( 1
2β¯s,t+1
− 1
2β¯s,t
)
(z¯si )
2
)
≤ β¯s,t+1 − β¯s,t
2
(ε̂1)2
4
, (95)
36 Zichong Li, Yangyang Xu
where in the last inequality, we have used ‖[f(xk)]+‖ ≤ ε̂12 ,∀ k, and the fact
β¯s,t+1−β¯s,t
(β¯s,t+1)
2 +
1
β¯s,t+1
− 1
β¯s,t
≤ 0. Furthermore,
β¯s,1
2
∥∥∥∥[f(xs,0) + z¯sβ¯s,1
]
+
∥∥∥∥2 ≤ β¯s,12
∥∥∥∥[f(xs,0)]+ + z¯sβ¯s,1
∥∥∥∥2
=
β¯s,1
2
∥∥[f(xs,0)]+∥∥2 + (z¯s)⊤[f(xs,0)]+ + ‖z¯s‖22β¯s,1
≤ (ε̂1)
2β¯s,1
8
+
ε̂1
2
+
ε̂1Mε̂1
4
,
where the the last inequality holds because (xs,0, p¯s) is the output of iALM-SC with the choice of TYPE = ‘KKT2’ and
tolerance ε̂1
2
. Plugging the above inequality and also (95) into (94) gives
Ns−2∑
t=0
(
Ψβ¯s,t+1 (x
s,t, z¯s)− Ψβ¯s,t+1 (x
s,t+1, z¯s)
)
≤ ε̂1Mε̂1
4
+
ε̂1
2
+
(ε̂1)2σβ(ε̂1, ε̂2)
8
.
Now adding the above inequality to (93), we obtain the desired result and complete the proof.
Proof of Lemma 8. For each s ≥ 1, we have from (84) with ε = ε̂2, x¯ = xk, and p¯ = p¯s that
f0(x
k+1) + 〈Axk+1 − b, y¯s〉+ βk
2
‖Axk+1 − b‖2 + Ψβk (xk+1, z¯s) + ρ‖xk+1 − xk‖2
≤ f0(xk) + 〈Axk − b, y¯s〉+ βk
2
‖Axk − b‖2 + Ψβk (xk , z¯s) +
(ε̂2)2
4
.
Sum up the above inequality over k = Ks−1 through Ks − 2 and use (51). we have
f0(x
Ks−1)− f0(xKs−1 ) +
Ks−2∑
k=Ks−1
ρ‖xk+1 − xk‖2
≤ 〈AxKs−1 − b, y¯s〉 − 〈AxKs−1 − b, y¯s〉+ ε̂1Mε̂1
4
+
ε̂1
2
+
(ε̂1)2σβ(ε̂1, ε̂2)
4
+
(ε̂2)2
4
(Ns − 1).
By the facts ‖Axk − b‖ ≤ ε̂1
2
and ‖y¯s‖ ≤Mε̂1 for all k and s, we obtain the desired result from the above inequality.
Proof of Theorem 10. Notice that whichever subroutine (iALM-SC or PenMM) is called in Algorithm 5, the output
(xk+1,pk+1) is an ε̂1
2
-KKT point of (47) since ε̂2 ≤ ε̂1. In addition, because ε̂1 ≤ ε, (xk+1,pk+1) will be an ε-KKT point of
(1) if 2ρ‖xk+1 − xk‖ ≤ ε
2
. In the following, we claim this must happen for some k ≤ KS − 1.
Sum up (50) over 0 ≤ k < K0−1 and k = Ks−1 for all 0 ≤ s ≤ S, and then add the resulting inequality to the summation
of (53) over 0 ≤ s ≤ S. We have
f0(x
KS )− f0(x0) + ρ
KS−1∑
k=0
‖xk+1 − xk‖2 ≤ (K0 + S)
(
D
2
+Mε̂1
)
ε̂1
+ S
(
5ε̂1Mε̂1
4
+
ε̂1
2
+
(ε̂1)2σβ(ε̂1, ε̂2)
4
)
+
(ε̂2)2
4
(KS −K0 − S).
Plugging ε̂1 = ε and ε̂2 =
ε
2
√
2
min
{
1, 1√
ρ
}
into the above inequality and noticing Mε̂1 ≤ M̂ and εβ(ε̂1, ε̂2) ≤ Ĉ with this
choice of ε̂1 and ε̂2, we have
f0(x
KS )− f0(x0) + ρ
KS−1∑
k=0
‖xk+1 − xk‖2 ≤ (K0 + S)
(
D
2
+ M̂
)
ε
+ S
(
5εM̂
4
+
ε
2
+
εσĈ
4
)
+
ε2
32
(KS −K0 − S)min{1, 1ρ}.
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Since |f0(xKS )− f0(x0)| ≤ 2B0 and KS−K0−SKS ≤ 1, we have from the above inequality that
ρ2 min
0≤k<Ks
‖xk+1 − xk‖2 ≤ 2ρB0
KS
+
ρK0
(
D
2
+ M̂
)
ε
KS
+
ρεS
KS
(
1
2
+
D
2
+
9M̂
4
+
Ĉσ
4
)
+
ε2
32
. (96)
From the condition on KS in (54) and K0 = N0, it follows that
2ρB0
KS
+
ρK0(
D
2
+M̂)ε
KS
≤ ε2
48
. In addition, it holds a ≥ 2 log a, or
equivalently
log(2a log a)
2a log a
≤ 1
a
for any a ≥ 1. By this inequality with a = C˜
ε
, we have log γ
S˜
γS˜
≤ ε
C˜
for S˜ > 0 such that γS˜ = 2a log a,
and thus S˜
γS˜
≤ ε
C˜ log γ
. By the choice of C˜, it holds C˜
ε
≥ e and thus γS˜ ≥ 1. Since x
γx
is decreasing with respect to x ≥ 1
log γ
,
we have S
γS
≤ S˜
γS˜
≤ ε
C˜ log γ
if S satisfies the second condition in (54). Recall that KS ≥ N0 + N1(γ
S−1)
γ−1 . It holds KS ≥
N1γ
S
γ−1
because N0 ≥ N1γ−1 . Hence, from the definition of C˜ in (55), the inequality SγS ≤
ε
C˜ log γ
implies ρεS
KS
(
1
2
+ D
2
+ 9M̂
4
+ Ĉσ
4
)
≤ ε2
96
.
Therefore, we have from (96) that min0≤k<KS ‖xk+1 − xk‖ ≤ ε4ρ , i.e., Algorithm 5 must stop within KS iterations.
Proof of Theorem 11. From Theorem 10, it follows that Algorithm 5 must stop within KS iteration and produce an
ε-KKT point of (1). In addition, notice that within the KS iterations, iALM-SC is called K0 + S times, and PenMM is called
KS −K0 − S times. Hence, it suffices to bound the number of APG iterations that each call of iALM-SC and PenMM takes.
The formula of TiALM directly follows from Theorem 6, with ε replaced by
ε
2
, µ replaced by ρ, L0 replaced by L0 + 2ρ, and
‖p∗‖ replaced by Mp that is an upper bound for each ‖p∗k‖ in (48). The formula of TPenMM directly follows from Theorem 9,
with ε replaced by ε
2
√
2
min
{
1, 1√
ρ
}
, ‖p¯∗‖ replaced by Mp, and ‖p¯‖ replaced by M̂ (since ‖p¯s‖ ≤ M̂ for each s).
