The local asymptotic power of many popular non-cointegration tests has recently been shown to depend on a certain nuisance parameter. Depending on the value of that parameter, different tests perform best. This paper suggests combination procedures with the aim of providing meta tests that maintain high power across the range of the nuisance parameter. The local asymptotic power of the new meta tests is in general almost as high as that of the more powerful of the underlying tests. When the underlying tests have similar power, the meta tests are even more powerful than the best underlying test. At the same time, our new meta tests avoid the arbitrary decision which test to use if single test results conflict. Moreover it avoids the size distortion inherent in separately applying multiple tests for cointegration to the same data set. We apply our tests to 159 data sets from published cointegration studies. There, in one third of all cases single tests give conflicting results whereas our meta tests provide an unambiguous test decision. 
Introduction
Testing for cointegration has become one of the standard tools in applied economic research.
Various tests have been suggested for this purpose, most of which are implemented in standard econometric packages and hence are easily available nowadays. Well-known examples include the residual-based test of Engle and Granger (1987) , or the system-based tests of Johansen (1988) .
Error-Correction-based tests have been suggested by Boswijk (1994) and Banerjee et al. (1998) , while Breitung (2001) covers the nonlinear case-to name just a few. This regularly forces the applied researcher to select from the test decisions of the various applicable procedures. This choice is difficult because, as discussed in e.g. Elliott et al. (2005) , there exists no uniformly most powerful test, even asymptotically. Often one test rejects the null hypothesis whereas another test does not, making it unclear how to interpret test outcomes then. More generally speaking, the p-values of different tests are typically not perfectly correlated (Gregory et al., 2004) .
This imperfect correlation rules out relying, for example, on the test that achieves the smallest p-value. Such strategy will not control the probability of rejecting a true null hypothesis at some chosen level α because it ignores the multiple testing nature of the problem. Concretely, using the test with the smallest p-value will lead to an oversized test.
The imperfect correlation of different test statistics reflects that the tests are not equivalent, focussing on different statistical characterizations of non-cointegration. This also has implications for their behavior under the alternative. Specifically, Pesavento (2004) shows that the relative power of cointegration tests depends crucially on the squared long-run correlations of error terms driving the variables of the analyzed system. That is, the power ranking of the tests varies by the value of that unknown nuisance parameter.
This suggests that suitable combinations of non-cointegration tests potentially yield a more robust power performance, and possibly even power gains, relative to applying only a single test. Based on the above-mentioned single cointegration tests, the present paper develops such combination tests. In particular, we propose to combine test statistics in the spirit of Fisher's (1932) famous test. We derive the asymptotic null distribution of our Fisher-type combination test for correlated cointegration test statistics and its local asymptotic power, exploiting Pesavento's (2004) results.
Besides successfully tackling the above-mentioned multiple testing problem inherent in combining different test statistics, the combined test indeed enjoys a robust power performance over the range of the squared long-run error correlation. Moreover, we explore a number of alternative combination procedures. For example, Harvey et al. (2009) propose a Union-of-Rejections procedure to robustify unit root tests against uncertainty over the initial condition. We generalize their idea and apply the generalized Union-of-Rejections approach to the present testing problem.
Our Fisher-type test turns out to perform very well. It follows closely the power envelope of the underlying single tests, and even exceeds it when the single tests have similar power. In contrast, the Union-of-Rejections procedure is most useful when the underlying tests have strongly different power, in that its power is always close to that of the better underlying test.
Of course, the asymptotic distributions derived here are, as usual, only approximations to the generally analytically intractable finite-sample distributions. Those may or may not be accurate.
We therefore additionally propose bootstrap analogs of our combination tests. Specifically, we build on Swensen's (2006) recent bootstrap scheme for cointegrated vector autoregressions.
We conduct extensive finite-sample experiments of the performance our asymptotic and bootstrap combination tests. The local asymptotic results correctly predict the finite-sample performance.
Both the asymptotic and the bootstrap versions successfully control the level α of the test and are at the same time powerful. The bootstrap versions appear to converge to the nominal size somewhat more quickly.
We point out that the above multiple testing problem is pervasive in empirical work and not restricted to testing for cointegration. The meta testing solution developed here is rather general and could hence be adopted to other testing problems for which several (imperfectly correlated) tests have been developed. Examples include testing for unit roots or heteroscedasticity.
To check the practical relevance of our proposed tests, we revisit the set of published studies that Gregory et al. (2004) examined for 'mixed signals' among cointegration tests, i.e. conflicting test results. Among other things we find that in one third of all cases single tests give conflicting results. In these cases our meta tests are particularly useful. They provide an unambiguous test decision and therefore are a solution to the 'mixed signals' problem.
The remainder of this paper is organized as follows: Section 2 provides the setup for the noncointegration tests. Section 3 derives our combination tests. Section 4 presents local asymptotic power results. Section 5 is devoted to the bootstrap analogs. Section 6 reports Monte Carlo results. Section 7 provides the empirical application. Section 8 concludes. An appendix reports additional results.
The notation is standard. Weak convergence, convergence in probability and in distribution are denoted by ⇒, → p and → d . Limits of integration are 0 and 1, = 1 0 , unless specified otherwise. [a] is the integer part of a. Vectors and matrices are given in boldface. Integrals such as 1 0 W (s)W (s) ds will often be written as W W . When a defines b, we write b := a or a =: b.
Setup 2.1 Model
Let z t := (z 1t , . . . , z Kt ) ∈ R K be a vector of stochastic variables integrated of order one, I (1).
Partition z t = (x t , y t ) . Suppose we observe z 0 , . . . , z T . We work with the model studied by Pesavento (2004) :
y t = (µ 2 − θ µ 1 ) + (τ 2 − θ τ 1 )t + θ x t + u t (1b)
We make the following assumption on the error vector v t := (v 1t , v 2t ) from eqs. (1a) and (1c).
Assumption 1. {v t } satisfies a Functional Central Limit Theorem, i.e. T −1/2 [λT ] t=1 v t ⇒ Ω 1/2 W (λ), with Ω the long-run covariance matrix of v t . Equation (1a) defines the dynamics of the regressors, while eqs. (1b) and (1c) describe the (single potential) cointegrating relationship. 1 The coefficients µ := (µ 1 , µ 2 ) and τ := (τ 1 , τ 2 ) determine the specification of the deterministic components of the model, see Definition 1 below and Pesavento (2004) for details. The vector z t is said to be cointegrated if there exists at least onẽ θ ∈ R K ,θ := (−θ , 1) , θ = 0, such that the stochastic part ofθ z t is a stationary I(0) process.
In terms of (1), cointegration therefore obtains if |ρ| < 1. We test the null hypothesis H 0 : There exists no cointegrating relationship among the variables in z t .
against the alternative hypothesis H 1 : There exists aθ = 0 such that the stochastic part ofθ z t is I(0).
The literature has suggested various tests to discriminate between H 0 and H 1 . We consider the residual-based test of Engle and Granger (1987) , a system-based test of Johansen (1988) , as well as the error-correction-based tests of Boswijk (1994) and Banerjee et al. (1998) . Pesavento (2004) derives the local asymptotic power of these tests. She shows that, under (1), their power only depends on the local-to-unity parameter c := T (ρ−1) and the squared correlations of the elements of v 1t with v 2t . More precisely, partition Ω conformably with (x t , y t ) ,
We define the squared correlation as R 2 := δ δ, where δ := Ω −1/2 11 ω 12 ω −1/2 22 . This requires Ω 11 to be invertible, which is implied by Assumption 2. There are no cointegrating relationships among the variables in x t . R 2 = 0 corresponds to Kremers et al.'s (1992) 'common factor restriction'. Moreover, we partition W := (W 1 , W 2 ) . Define the Ornstein-Uhlenbeck process J 12c (λ) := W 12 (λ)+c λ 0 e (λ−s)c W 12 (s) ds, with W 12 :=δ W 1 + W 2 , whereδ δ = R 2 1−R 2 . Furthermore, we distinguish the following cases. Definition 1. Depending on the assumptions made about the deterministic components, we have
and no deterministic terms are included in the regressions. We refer to this as case (i).
and a constant is included in the regressions. We refer to this as case (ii).
ds if there are no restrictions and a constant and trend are included in the regressions. We refer to this as case (iii).
Single Cointegration Tests
Engle and Granger (1987)
The Engle-Granger test tests H 0 against the alternative of at least one cointegrating relationship.
One computes the t-statistic t ADF γ on γ in the OLS regression
Here,û t is the usual residual from a first stage OLS regression of y t on x t (and appropriate deterministic terms). The sum
The system-based tests of Johansen (1988) test for h cointegrating relationships. In view of H 0 , we consider h = 0 throughout. One estimates the Vector Error Correction Model (VECM)
with d t appropriate deterministic terms. We employ the λ max test with test statistic
Here,π 1 denotes the largest solution to |πS 11 − S 10 S −1 00 S 01 | = 0 (in Johansen's (1995) notation). Again from Pesavento (2004) , we obtain Proposition 2. With the terms as in Definition 1 and
2 One could also control for serial correlation by the semiparametric approach of Phillips and Ouliaris (1990) . Boswijk (1994) and Banerjee et al. (1998 ) Banerjee et al. (1998 and Boswijk (1994) work with the conditional error correction representation of model (1). The equation to be estimated (by OLS) becomes
with P chosen such that t is approximately white noise. Banerjee et al.'s test statistic t ECR γ is the t-ratio for H 0 : ϕ 0 = 0, whereas Boswijk'sF is the Wald statistic for H 0 : (ϕ 0 , ϕ 1 ) = 0.
Proposition 3 (Pesavento, 2004) . With the terms as in Definition 1, we havê
For c = 0, all quantities in Props. 1-3 reduce to the well-known nuisance-parameter free null distributions. More importantly, all limiting functionals are driven by the same Brownian Motions W , such that the propositions allow us to consider the joint distribution of the test statistics.
3 Combination Tests Gregory et al. (2004) show that, under H 0 , many of the above statistics are only weakly correlated, even asymptotically. Further, Pesavento (2004) demonstrates that the tests differ in their power in different parts of the (c-R 2 )-parameter space. In particular, different tests are most powerful in different parts of the parameter space. As argued in the Introduction, this implies that a more robust, and possibly even more powerful, combination test can in principle be achieved.
Let t i be the test statistic of cointegration test i = 1, . . . , N . We define ξ i := t i if test i rejects for large values and take −ξ i = t i if test i rejects for small values. Define Ξ i as one minus test i's asymptotic null distribution function, i.e. Ξ i (x) := P(ξ i x), with P the probability under H 0 .
The p-values of the tests are then given by p i := Ξ i (ξ i ).
A Fisher-type test
To reach a joint test decision from the different ξ i , we require a suitable aggregator. One such aggregator is given Fisher's (1932) famous χ 2 test. The following Proposition follows at once from the Continuous Mapping Theorem (CMT).
Proposition 4. Let I the index set of the aggregated single ξ i . Consider the test statistic
As T → ∞, (a)χ 2 I → d F I under H 0 , with F I some random variable. Further, (b)χ 2 I → ∞ under H 1 if at least one of the underlying tests is consistent, i.e satisfies p i → p 0 under H 1 .
Part (a) states thatχ 2
I has a well-defined asymptotic null distribution, call it F F I . The index-set notation I serves to emphasize that the distribution of the Fisher test depends on which and how many tests are combined. Part (b) establishes the consistency of theχ 2 I tests. Of course we cannot invoke the conventional χ 2 (2|I|) (with |I| the cardinality of I) null distribution for χ 2 I , as independence of the ξ i , i ∈ I, is necessary for this result. However, focussing on the underlying tests from Propositions 1-3, we can straightforwardly infer and simulate their joint distribution. The aggregatorχ 2 I is a continuous function of the t i , whose null distribution F F I can therefore be derived by simulation of the functional (6). Table 1 reports critical values
(1 − α) for combinations of the above-mentioned tests, obtained from 100,000 draws from
We approximate the Wiener processes with suitably normalized Gaussian random walks of length T = 1, 000 and tabulate 5%-critical values for several combinations likely to be relevant in practice (see Appendix A for other levels). Moreover, since the distributions of the underlying cointegration tests depend on K − 1 (reported up to 11) as well as the maintained deterministic specification (i)-(iii), that of χ 2 I will not only depend on I but also on K − 1 and the maintained case. We find that, for different combinations, the (5%-)critical values cluster around 11 for |I| = 2, and around 15 for |I| = 3. There is little variation across cases. The critical values fall moderately in K − 1. It is instructive to compare the critical values to those of the χ 2 (2|I|) distribution. The 5%-critical value is 9.487 for |I| = 2, and 12.591 for |I| = 3. The critical values in Table 1 are uniformly larger. This reflects that the ξ i are generally positively correlated, such that a larger critical value is necessary to construct level-α tests based on (6). Moreover, for each version of χ 2 I , the critical values are smaller than −2 i∈I ln(0.05) (which e.g. equals 11.983 for |I| = 2), such thatχ 2 I rejects whenever all single tests reject at the 5%-level. Remark 1. The aggregator (6) is only one of many possible choices. Among others, we aggregate p-values using an inverse-normal approach, defined by 1/ |I| i∈I Φ −1 (p i ), where Φ is the distribution function of the standard normal distribution. Its performance was however slightly inferior to that of theχ 2 I tests, to be reported below. Detailed results are available upon request. Remark 2. We also consider a minimum p-value test, given by min i∈I p i . This test is a direct fix to the 'naive' strategy that rejects whenever one of the single tests rejects. The critical values of the min i∈I p i test yield the level α < α at which one needs to test to avoid the oversizedness of the 'naive' approach. Appendix A provides selected correction factors for min i∈I p i test. We find α α/|I|. Hence, this test is more powerful than a Bonferroni-type multiple test. is from Engle and Granger (1987) , λmax from Johansen (1988),F from Boswijk (1994) and t ECR γ from Banerjee et al. (1998) .
Union-of-Rejections tests
The latter minimum p-value test is similar to a recent proposal of Harvey et al. (2009) , who develop a 'Union-of-Rejections' (U R) approach to combine standard Dickey-Fuller and GLSdemeaned unit root tests. The U R test also rejects whenever one of the two tests rejects, with however a suitable adjustment of the critical values to ensure a level-α test. This provides a more robust test as the two single tests are relatively more powerful when the initial condition of the time series is large (small). This situation is analogous to the present one, in that R 2 determines the relative power of the single cointegration tests. We now use and extend the U R approach to the case of cointegration testing considered here.
Denote the single level-α critical value corresponding to the test statistic ξ i as cv i,α . The 'naive' U R test statistic for |I| = 2 can then be written as
with I{A} the indicator function of event A. One would reject H 0 if U R naive (ξ 1 , ξ 2 ) = 1. Of course, the test (7) does not control size. 3 Harvey et al. (2009) therefore introduce a scaling constant ψ to modify (7) as follows.
One rejects if U R ψ (ξ 1 , ξ 2 ) = 1, where ψ is unique and to be chosen so that P(
However, there is no need to apply the same ψ to both critical values cv i,α . In fact, there exists a continuum of tuples of scaling constants so as to obtain a level-α U R test. Define the interval C := R ∩ [1, ∞) and let ψ := ( ψ 1 , ψ 2 ) ∈ C × C =: C 2 . The U R statistic then becomes
One rejects if U R ψ I (ξ 1 , ξ 2 ) = 1. The admissible tuples ψ, denoted ψ, are implicitly defined by
The ψ are again identified in the sense that, for each ψ 1 ∈ C, there exists exactly one ψ 2 ∈ C such that (10) holds. The solution ψ = ψ 1 = ψ 2 considered by Harvey et al. (2009) is thus a special case of (10). In contrast, condition (10) defines an entire family of tests.
Remark 3. Searching over C 2 is without loss of generality. Suppose ψ 1 < 1. We then have
Hence, one cannot make one test more liberal and still achieve a level-α U R ψ I test.
The availability of an entire family of level-α tests, indexed by ψ, raises the practical question of which ψ to select. There is no unique uniformly most powerful choice. We propose to select ψ such that, subject to (10),
It is sufficient to minimize over ψ 1 only, since the corresponding ψ 2 is uniquely determined by (10). 4 We refer to this member of the family of tests as the 'asymmetric' U R test. The tuples ψ for the test pairs t ADF γ and λ max ,F and λ max as well asF and t ECR γ for K −1 up to 11 are reported in Table 2 . This decision rule can be expected to yield powerful U R ψ I tests as (11) minimizes the number of instances where both tests reject under H 0 , while still generating a level-α test.
That is, the tests are made as 'uncorrelated' as possible, without violating constraint (10). Now, since the behavior of the tests under local alternatives will change continuously from that under 4 We add an to the numerator of (11) to penalize borderline cases in which, due to simulation imprecision of the Wiener integrals, the numerator would otherwise be zero and the denominator very small, but positive. and λmaxF and λmaxF and t H 0 , making the tests 'uncorrelated' will produce a high number of rejections under H 1 . 5
Remark 4. It turns out that the selection rule (11) satisfies
for all combinations considered in Table 2 . 6 Under this condition, the U R ψ I test is equivalent to the min-test described in Remark 2. To show this, we first show that the min-test belongs to the family of U R ψ I tests. Let F min be the null distribution function of min(p 1 , p 2 ). The min-test
min (α) (recall the Ξ i are defined to be 5 Unreported experiments with other tuples confirm this conjecture. 6 To see why, write the numerator of (11) as P(ξ1 > ψ1cv1,α) + P(ξ2 > ψ2cv2,α) − P 2 i=1 ξi > ψicvi,α . W.l.o.g. take the denominator to equal P(ξ1 > ψ1cv1,α). Using that P 2 i=1 ξi > ψicvi,α = α for solutions to (10), (11) equals min ψ 1 [1 + {P(ξ2 > ψ2cv2,α) − α}/P(ξ1 > ψ1cv1,α)]. Taking the derivative w.r.t. P(ξ1 > ψ1cv1,α) yields
which has an interior minimum (i.e. P(ξ1 > ψ1cv1,α) < P(ξ2 > ψ2cv2,α) strictly) if ( * ) equals zero. That is, the 'indifference curves' generated by the solutions ψ to (10) are sufficiently steep to produce the 'corner solution' (12).
decreasing functions). Since p i = Ξ i (ξ i ), this test thus rejects if and only if
or equivalently if
where
min (α))) = α, so that the min-test is a U R ψ I test. It remains to establish that the min-test is the only U R ψ I test that satisfies (12). By construction,
Uniqueness follows from monotonicity of the Ξ i .
Remark 5. One can furthermore relax another of Harvey et al.'s restrictions, viz. that of combining |I| = 2 tests. An |I|-dimensional U R test is then, analogously to (9), defined by
Of course, the detection of the solution ψ ∈ C |I| then generally becomes numerically more challenging. For the symmetrical solution ψ = ψ 1 = ψ 2 = ψ 3 of |I| = 3, where the tests considered areF , λ max and t ADF γ , we find a similar performance to the tests with |I| = 2 discussed above, and therefore do not report detailed results for brevity.
Large Sample Results
We now report the large-sample power of the tests discussed in the previous sections. The power functions are computed as the probability that the statistics ξ i andχ 2 I exceed their level-α critical value, and the probability that the U R ψ I (ξ 1 , ξ 2 ) test (9) rejects. Given Propositions 1-3 and the results from Section 3, the asymptotic local power can be approximated by simulating the distributions presented above. We draw 15,000 replications of the functionals, for T = 1, 000. We put c ∈ {−1, −2, −3, . . . , −30} for the local-to-unity parameter and generate R 2 from {0, 0.05, 0.1, . . . , 0.95}. The number of regressors K − 1 ranges from 1 to 5. Table 3 reports the local asymptotic power of several combination tests as well as the corresponding single tests for case (ii) (see Appendix B for the other cases). Figures 1-2 plot the tests' power against R 2 , for c = −10 and c = −15. We report results for K − 1 = 1; additional results are available upon request. We replicate Pesavento's finding that t ECR γ is the best single test for small R 2 . The power of all tests, with the exception of t ADF γ , increases quite quickly in R 2 .
The system-based λ max test benefits most from an increase in R 2 , fully exploiting the additional information contained in the equations for the x t . The formal similarity ofF and t ECR γ translates into similar local asymptotic power. The combination tests perform very well, in that they track the better of the underlying tests very closely. Their power curves sometimes even lie above that of the underlying tests. This effect is best seen in the lower panels, where the performance of the underlying tests t ADF γ and λ max differs strongly. The upper panels show that, unsurprisingly, the power of the combination tests differs relatively less from that of either of the underlying tests if these perform similarly. Yet, U R ψ I (F , t ECR γ ) andχ 2 I (F , t ECR γ ) are again closer to the better underlying test (typicallyF ) whenever there are discernible differences. Comparing the performance ofχ 2 I and U R ψ I , we find that the former are somewhat more powerful when both constituent tests have relatively high power. The U R ψ I tests outperform theχ 2 I tests when there is a large difference in power between the single tests, in particular if the weaker one has low absolute power. This is intuitive as U R ψ I looks for (at least) one single test indicating that H 1 holds, effectively ignoring the less powerful test once the more powerful underlying one rejects. On the other hand,χ 2 I combines evidence from both tests, such that a test with low power can tilt the decision ofχ 2 I towards a non-rejection of H 0 . If both tests are at least moderately powerful,χ 2 I will combine that evidence to produce a rejection of H 0 . Remark 6. As discussed above, some single tests are most powerful when R 2 is low, and others when R 2 is large. This might, alternatively to the approach discussed here, suggest a pretest strategy where one first estimates R 2 and then selects the most powerful cointegration test given the estimateR 2 . However, as pointed out by Pesavento (2007) , because (unlike in Elliott et al., 2005) θ is assumed unknown and several quantities are not consistently estimable in the present local-to-unity framework, it is not clear whether such an estimatorR 2 is feasible at all. Moreover, the above results show that the combination tests are never much less, and sometimes even more, powerful than the best single test. They are generally a lot more powerful than the worst test. Thus, even if an estimatorR 2 was available, it would not, certainly not for T finite, estimate R 2 without error, such that a pretest would sometimes select the less powerful The probability q, with which a pretest using the underlying tests (t We see that q never exceeds 0.3, and even find q = 0 for R 2 ∈ [0.15, 0.3] ∪ (0.85, 1) (in the case of
, λ max )), reflecting thatχ 2 I is sometimes as or more powerful than even a perfect pretest. Remark 7. It is also tempting to develop 'R 2 -weighted' versions of the meta tests. Consider e.g.χ 2 I,R 2 := −2 i∈I i (R 2 ) ln(p i ), where i is a weight function such that i∈I i (R 2 ) = |I| (in (6), each i implicitly has i (R 2 ) = 1). Again, an estimatorR 2 would be necessary. Moreover, if the weights i depend on R 2 , so would the null distribution of a weighted meta test likeχ 2 I,R 2 . Hence,χ 2 I,R 2 would no longer be nuisance-parameter free, making such an approach unattractive.
Bootstrap Analogs
The previous results rely entirely on asymptotic theory. The combination tests cannot be expected not to share small-sample deficiencies of the underlying cointegration tests. The small-sample behavior of cointegration tests has, among many others, been analyzed by Haug (1996) , who finds the tests to be somewhat sensitive to short-run dynamics in the errors. In particular, the finitesample size of the tests depends on the choice of estimation method for these nuisance parameters.
Thus, the local asymptotic power curves presented above are effectively approximations to the tests' finite-sample power curves. The bootstrap has recently been successfully employed to improve the small-sample behavior of cointegration tests (Swensen, 2006; Palm et al., 2009 
To bootstrap the distribution ofχ 2 I , we require a method to bootstrap cointegration tests. A suitable procedure has recently been proposed by Swensen (2006) . In brief, Swensen's procedure resamples residuals from an estimated VECM representation of the data-generating process (DGP) to then generate integrated but non-cointegrated time series. We propose the following Algorithm to estimate the finite-sample distribution ofχ 2 I .
Algorithm 1.
Estimate the unrestricted VAR
to obtain estimatesd t ,Φ p and residualsε t . TransformΦ p , p = 1, . . . , P , toΓ p , p = 1, . . . , P − 1, as in representation (3). 7
2. Check that the system has no explosive root, i.e. z > 1, by solving det B (z) = 0, wherê For the initial observations, set z * t,b = z t , t = 0, . . . , P − 1. 7 See e.g. Hamilton (1994, Eq. 19.1.38) for the procedure. One could alternatively estimate a restricted VAR for ∆zt, imposing the null of no cointegration (cf. Swensen, 2006) . However, as Paparoditis and Politis (2003) show for unit-root tests, imposing such a restriction may lead to a power loss.
8 See Swensen (2006, Remark 1) and Johansen (1995, p. 71 ) for a discussion of this technical requirement. Note that under h = 0,αβ = 0 in Swensen's notation, such that we haveÂ(z) = (1−z)B(z), with the l.h.s. in Swensen's notation again. Thus his condition (iii) is equivalent to (16) in our context. 9 Since we require pseudo observations that are integrated but non-cointegrated, Π = 0 is imposed.
Estimate the distribution function of the test statistic of each test as
and calculate the corresponding p-values p * i,b := Ξ * i (ξ * i,b ).Correspondingly, calculate the pvalues of the test statistics ξ i on the original data z i,t by p * i := Ξ * i (ξ i ). 7. Obtain the corresponding aggregateχ 2 I test statistic This provides us with a bootstrap version of theχ 2 I test,
Estimate the cumulative distribution function F F
where we reject H 0 at level α ifχ Heuristically, the method can be expected to work as follows. Swensen (2006) analytically proves that his bootstrap procedure (i.e. steps 1-4 in Algorithm 1) yield pseudo-observations z * t,b which have a representation asymptotically equivalent to the true DGP. Moreover, he proves that steps 5 and 6 consistently estimate the null distribution of the Johansen λ trace test, hence yielding consistent estimates of p-values. Therefore, we can expect the proposition to carry over to the cointegration tests mentioned above, as these essentially also rely on the availability of suitable z * t,b . The CMT with ξ := (ξ 1 , . . . , ξ |I| ) as functions of the observations z i,t , for which an invariance principle holds, ensures a well-defined joint distribution of the statistics ξ. That joint distribution can be consistently estimated with Algorithm 1 under fairly weak regularity conditions (Horowitz, 2001 ). We provide extensive numerical support for this argument in Section 6. 10 Remark 8. Algorithm 1 is only about as computationally demanding as Swensen's (2006) . It requires resampling the same number of pseudo-observations, and no double bootstrapping. The difference to Swensen's algorithm is that |I| instead of one statistic (λ trace ) need to be calculated for each b.
Remark 9. In view of the equivalence of the U R ψ I and min-test established in Remark 4, a version of Algorithm 1 also provides bootstrap U R ψ I tests by bootstrapping the distribution of min i∈I p i .
We reject H 0 if min i∈I p i <F * ,−1 min (α), the α-quantile of the bootstrap distributionF * min .
10 Appendix C describes an alternative bootstrap test that we found to have slightly higher power in unreported simulations. As that approach requires stronger theoretical assumptions, we advocate usingχ 2, * I .
Monte Carlo Experiments

Setup
We now study the finite-sample properties of the tests in a series of Monte Carlo experiments. As shown above, different tests for cointegration differ in their power against different points in the (c-R 2 )-space of the alternative hypothesis. Further, e.g. Johansen's λ max test can be expected to be relatively more powerful if ∆z t is indeed generated by a finite order VECM. Since our tests combine information from tests that are powerful in different directions, a likely advantage of our testing strategy is more robust power across different DGPs. We consider the following DGPs:
where θ = 1. The autoregressive coefficient ρ T = 1 + c/T . H 0 is obtained when c = 0, whereas we parameterize H 1 by c = −15. 11 The errors v t are drawn from
.75}. DGP(A) closely follows Pesavento's model (1).
To investigate the generality of her setup we additionally investigate the following DGPs.
DGP(B): ∆z t = Πz t−1 + Γ ∆z t−1 + u t , where Γ = 0.2I 2 DGP(C): y t + ηx t = a 1t , y t + θx t = a 2t , where θ = −1, η = −1/2 and
In DGPs (B) and (C) we set u t = (u 1t , u 2t )
iid ∼ N (0, I 2 ). For (B) H 0 is obtained when Π = 0, whereas we parameterize H 1 by Π = (1 0) (.15 − .15). For (C), H 0 and H 1 are parameterized as in (A). 12 DGPs (A) and (C) are local, such that power ought to remain roughly constant when increasing T , while power should increase for DGP(B). These designs are widely used in Monte Carlo studies of cointegration tests. See e.g. Pesavento (2004 Pesavento ( , 2007 for (A), Swensen (2006) for (B), or Engle and Granger (1987) , Haug (1996) and Gregory et al. (2004) for (C).
For each DGP, we draw 5,000 replications under H 0 and H 1 . We choose T ∈ {50, 75, 100, 150, 200}.
These time-series lengths correspond to typical sample sizes encountered in applied macroeconometric work, e.g. when using quarterly data. Implementation of the cointegration tests requires to select an orderP of lagged differences to account for auto-correlation. In practice this is often done via some lag-length selection criterion, see e.g. Lütkepohl (2005) . To reduce the computational burden we waive this option and use the correct lag order throughout. All tests are based on case (iii). Table 4 reports the small sample size of the tests based on λ max and t ADF γ at the 5% level. Results for DGP(A) are based on R 2 = 0.25. 14 As expected, the 'naive' test is oversized and its size exceeds that of the single tests by approximately 3 -4 percentage points. 15 All other tests control size reasonably well. The U R ψ I test (and to a lesser extent also theχ 2 I test) exhibits a slight upward size distortion for small T , partly due to a distortion of t ADF γ for small T . However, this size distortion vanishes for T 100. The bootstrap versions of the tests seem to approach the nominal size somewhat more quickly, which reflects that the bootstrap distribution generated in Algorithm 1 generally is a somewhat more accurate approximation to the unknown-finite sample distribution than the asymptotic one. Table 5 reports the small sample power of the λ max and t ADF γ -based tests at the level α of 5%.
Results
For DGP(A), we find that the local asymptotic results from Section 4 predict the finite-sample results rather well, in that t ADF γ and λ max again have similar power for this R 2 . Moreover, the combination testsχ 2 I and U R ψ I again outperform both single tests. As expected, power increases in T for all tests for DGP(B). While of the single tests the t ADF γ test is the most powerful single test for DGP(C), the λ max and λ * max tests are most powerful for DGP(B). This result may not 13 In the case of the t ADF γ test we follow the standard practice of using MacKinnon (1996)-type critical values. 14 Appendix D reports results for other values of R 2 . Furthermore, we ran all simulations at the 1% and 10% level. We also experimented with a version of DGP(C) with AR(1) error terms instead of white noise ut. All results are qualitatively similar; additional results are available upon request.
15 This size distortion is very close to the one that can be inferred from Table I in Gregory et al. (2004) . and λmax refer to Engle and Granger (1987) and Johansen (1988) be entirely surprising, as both tests were originally designed having DGPs of type (B) and (C) respectively in mind. For those DGPs,χ 2 I and U R ψ I again both perform similarly and well, in that their power is again close or superior to that of the better of the two constituent tests. The Hence, it would be premature to recommend routine application of either theF or t ECR γ test in practice. Indeed, our meta tests are attractive because they not only offer a robust insurance against wrong test choice given the nuisance parameter R 2 , but effectively also robustness when there is uncertainty over the form of the DGP, as is the case in practice. 
Extension to more than two tests
For expositional clarity we so far analyzed combinations of only |I| = 2 tests, combining the t ADF γ and λ max or theF and t ECR γ tests to illustrate our approach. Of course, as discussed in Section 3, our approach can accommodate other and more tests as well. Potentially, this yields further gains in power if the additional tests have high power for the given nuisance parameter value.
We therefore now combine all four tests considered in the previous subsection (denotedχ 2 I (4)) and compare its performance to the combination tests based on λ max and t ADF γ , denotedχ 2 I (2). In view of the qualitatively similar performance of bootstrap and asymptotic tests we focus on the latter for brevity. We find that the more generalχ 2 I (4) test outperforms its simple counterpart χ 2 I (2) rather markedly. Of course, the asymptotic results from Section 4 predict that this is a setting where t ADF γ and λ max are less powerful thanF and t ECR γ , such that one might want to choose the latter only. Yet, bearing Remark 6 in mind, such knowledge about the DGP will rarely be available in practice. Indeed, we view it as implausible that researchers should feel the need to conduct statistical inference about a key feature of the time series at hand-cointegration versus non-cointegration-while at the same time having accurate knowledge about some nuisance parameter. Hence, the extra robustness that can be gained from combining |I| = 4 tests may well be attractive for practitioners.
To summarize, both U R ψ I andχ 2 I control the size of the test and yet provide a robust, powerful and flexible alternative to traditional cointegration tests. are from Boswijk (1994) and Banerjee et al. (1998) . Starred tests are bootstrap counterparts. these studies we construct 159 data sets in which we test for cointegration. The data sets exhibit large differences in sample size T , which ranges from 27 to 7693 with a median size of 73. Similarly the number of variables K differs across studies and ranges from 2 to 11.
Our goal is to document the extent to which conflicting test results arise in actual applications and how our proposed meta tests are able to heal this problem. As Gregory et al. (2004) , we do not intend to suggest that the authors of the studies have been in any way strategic in their choice of which cointegration test to report. Most applied researchers tend to view the different tests as rather interchangeable, with the choice more dependent on the nature of the investigation.
We follow Gregory et al. (2004) closely in their setup. The original published studies employ different methods to test their specifications. To make the results comparable, we impose a unifying but standard methodology. If a test requires a dependent variable y t , we follow the choice in the original paper if possible. If there is no obvious y t , we choose it based on the highest coefficient of determination of first-stage regressions. We also need to allow for variation are from Boswijk (1994) and Banerjee et al. (1998) . Starred tests are bootstrap counterparts. For DGP(A), R 2 = 0.25 and for (A) and (C), c = −15.
in lag lengthsP across data sets. The literature discusses a number of different methods for choosingP . We have chosen a fairly standard one and determineP using a Schwarz Information
Criterion (BIC) as described e.g. in Lütkepohl (2005, Secs. 4.3.2 and 8.1) . We search over the range 1 ≤P ≤ min 8
T 100
1/5 , T −2 2(K+2) , and impose the same number of lags for all tests. Our qualitative conclusions would not be different if alternative selection methods were employed. All tests include a constant and a trend.
Results
We compare the results of applying λ max , t ADF γ , t ECR γ andF as underlying single tests with
tests. Specifically, we first check whether all single tests agree or not in their testing decision at the 5% level, see left panel of Table 9 . In those cases where conflicting test results occur we check what the test used in the original paper had suggested as a result (more precisely what would have been the outcome of our version with the chosen lag-length criterion), see the right panel of Table 9 . 17 We then compare the results to that of theχ 2
Table 9 thus reports the frequencies for all possible pairs of outcomes. 18 We see that when all tests reject H 0 , the meta test does so to. However, such cases of agreeing tests make up only 65%
17 For this purpose, we categorize the studies according to whether they use a residual-(i.e. those by Engle and Granger, 1987, or Phillips and Ouliaris, 1990) or system-based Johansen (1988) test. That is, we identify all Johansen tests with λmax and all residual-based tests with t ADF γ . Given the highly positive correlation within classes of tests (Gregory et al., 2004) , this approximation is accurate. In five (58 − 53) cases of conflicting test results, the original studies do not report a cointegration test, being concerned with e.g. estimating cointegration vectors.
18 Appendix E reports results forχ Gregory et al. (2004) . Single tests include Engle and Granger (1987) , Boswijk (1994) , Banerjee et al. (1998) and Johansen (1988) tests. Theχ 2 I (4) combines these tests as described in Section 3.
Conclusion
This paper proposes meta tests that combine information from different underlying tests for cointegration. The tests take into account the multiple testing nature of running more than one underlying test and hence control size. The meta tests are constructed by deriving the distribution of suitable aggregators of the underlying tests (e.g., Fisher's), by appropriately modifying the critical values of the underlying tests, as well as by using corresponding bootstrap methods. By contrast, running more than one test and then simply inferring about the hypothesis from the most rejective test leads to a significantly oversized test, as we have shown. Asymptotic and Monte
Carlo results demonstrate the effectiveness of the proposed meta tests, establishing attractive power properties. An application of our test to a set of cointegration studies confirms its practical value. It yields an unambiguous test decision in cases of conflicting single test results.
The setup we put forward is fairly general and hence can be adopted to other testing problems for which several (imperfectly correlated) tests have been developed. Examples include testing for unit roots or heteroscedasticity. Essentially, what is needed is either the distribution of some suitable aggregator or a bootstrap method suitable for the phenomenon of interest. For the above mentioned testing problems such bootstrap methods would be the sieve and the wild bootstrap.
In practice, a major advantage of our proposed tests should be that they relieve the applied researcher from the discretionary and sometimes arbitrary choice of the cointegration test(s) she wants to rely on to reach a test decision. is from Engle and Granger (1987) , λmax from Johansen (1988),F from Boswijk (1994) and t ECR γ from Banerjee et al. (1998) . Lemma 5. If (i) α < 1/2 and (ii) all s i reject at level α, then τ * rejects H 0 at least at level α.
Appendix A Further critical values and correction factors
Proof. Recall that Φ −1 (α) < 0 for α < 1/2. Then, it follows from (ii) that s i < Φ −1 (α) < 0 for all i = 1, . . . , |I|. Hence, ι s < 0. Further, since the entries of the positive semi-definite correlation matrix Σ * are bounded by 1 and −1, we have √ ι Σ * ι ≤ |I|. Thus,
Appendix D Additional Simulation Results Table 4 . For DGP(A), R 2 = 0.25 and for (A) and (C), c = −20.
