[1] On 15 July 2004, the Ozone Monitoring Instrument (OMI) on board the EOS Aura mission was launched. One of OMI's priorities is to continue the record of high spatial resolution ozone total column measurements provided by the various Total Ozone Mapping Spectrometer (TOMS) instruments since 1978. To this end, it is essential to estimate the errors affecting OMI ozone total column measurements and to see whether the actual accuracy is consistent with estimated values before launch. In this paper, data assimilation techniques are used to create a large comparison data set composed of ozone analyses resulting from assimilation of standard meteorological observations and ozone retrievals (independent of OMI measurements) into a numerical weather prediction model. This data set provides excellent global coverage and temporal resolution, not limited by the spatial and temporal distribution of other satellite or ground based information. The accuracy of the analyses is evaluated against ozone total column retrievals from Brewer measurements, while the assimilated ozone data set is compared to ozone predictions made using the ECMWF model, to check for the presence of bias. The OMI ozone column measurements considered here are obtained with the TOMS-V8 total ozone algorithm and denoted as OMTO3 columns. They are compared with simulated OMI ozone columns, i.e., the quantities that the TOMS-V8 algorithm would retrieve in the case when the atmospheric ozone profile at a specific location and time is equal to the one prescribed by the analysis. In this way, the comparison is statistically robust even when data acquired during a relatively short temporal interval or over a relatively small geographical area only is considered. A discussion of relevant error sources (including systematic components), vertical resolution, and contributions from prior information is provided. Special attention is given to determining the importance of representativeness errors. Our results show a solar zenith angle (SZA) dependence of the bias between measured and simulated OMI columns. This is believed to be due to moderate nonlinearity of the observation forward model and its effects on our definition of simulated OMI columns at high SZA. In view of these findings the final results of the intercomparison methodology used in this paper are obtained from OMI ozone columns retrieved using the basic implementation of the TOMS-V8 algorithm applied to measurements taken at SZA not exceeding 70°. Intercomparison results between measured and simulated OMI ozone columns at SZA less than 70°show a relative bias of À3.2 ± 3.1% and a root-mean-square error of 4.5 ± 1.5%. The resulting bias is consistent with available estimates of the bias of OMTO3 columns with respect to SBUV/2 between 60°S and 60°N, as well as with respect to global Dobson data and Brewer measurements between 30°N and 60°N.
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Introduction
[2] Along with the other instruments on the EOS-Aura platform [Schoeberl et al., 2006] , the Ozone Monitoring Instrument (OMI) [Levelt et al., 2006a] contributes to the scientific goals of the Aura mission, which include an assessment of the expected recovery of the ozone layer. One of the objectives of OMI [Levelt et al., 2006b ] is to continue the total column ozone measurements provided by the Solar Backscatter Ultraviolet (SBUV) [e.g., Hilsenrath et al., 1995] and Total Ozone Mapping Spectrometer (TOMS) instruments [e.g., Jaross et al., 1995] . It is also to provide an improved spatial resolution. The TOMS Version 8 algorithm [Bhartia and Wellemeyer, 2002] was applied to reprocess the data from the Nimbus-7 and Earth Probe spacecrafts from 1 November 1978 to 6 May 1993 and from 25 July 1996 to 31 December 2005, respectively, and Nimbus-7 SBUV data between 1978 and 1990. Therefore, this algorithm was also used for deriving total column ozone data from OMI measurements.
[3] In order to achieve the OMI objectives it is hence essential to estimate the accuracy of the ozone data retrieved from OMI measurements. For this purpose, the ozone retrievals from OMI need to be compared with independent and coincident ozone measurements from other instruments, both in situ and from remote sounding. The scope for validation is limited by the availability of a suitable comparison data set, in particular when in situ measurements such as ozone sondes or aircraft data are considered. Remote sounding instruments give a better temporal and spatial coverage, although it can still be challenging to find a sufficient number of coincidences for a statistically significant intercomparison. Also, remote sounders provide typically an estimate of an atmospheric ozone profile that is smoothed by means of a set of averaging kernel functions and includes some prior information to constrain the inverse problem. Finally, retrieval errors are correlated between different altitudes. This implies that in order to compare OMI retrievals with estimates from independent remote sounding instruments, the averaging kernels and error covariance matrix of the different retrievals are needed [Rodgers and Connor, 2003] . This can make the comparison a rather challenging process.
[4] A complementary approach to the one discussed above is to perform validation by first assimilating independent measurements into a suitable model of the atmosphere. The resulting analyses are then interpolated to the location and time of the measurements by the instrument to be validated. These measurements are then compared to the interpolated analyses [e.g., Stajner et al., 2004] . Each analysis will describe the resulting field (e.g., ozone) after assimilation of both standard meteorological observations (e.g., sondes, aircraft, satellite radiances) and of data that are directly related to the considered field (e.g., satellite radiances sensitive to ozone from independent instruments). With this approach it is possible to increase the number of coincidences significantly: the availability of a gridded field (the analysis) at various assimilation times allow us to perform comparisons over the entire region covered by the satellite measurements, i.e., the whole globe in the case of polar orbiting satellites. This can also help to investigate systematic errors that may affect the measurements over specific regions or that are dependent on the time of day when the measurement is taken. Note that analyses provide only an indirect estimate of the field of interest. As in the case of retrievals, analyses are characterized by a set of averaging kernels, which are represented by the rows of the matrix given formally by the product of the Kalman gain times the linearized observation operator. A limitation on the use of analyses for validation is given by the fact that a variational data assimilation system (DAS), used by most operational meteorological centres for producing atmospheric analyses, generally does not provide the analysis averaging kernels nor the analysis error covariance matrix on a routine basis.
[5] The aim of this paper is to use data assimilation techniques for validating ozone total columns retrieved from OMI measurements by means of the TOMS Version 8 algorithm. Ozone analyses were used to create simulated OMI ozone columns. These simulated OMI columns represent the quantities that the TOMS-V8 algorithm would retrieve in the case when the atmospheric ozone profile at a specific location and time is equal to the one prescribed by the analysis. Each simulated OMI column was compared to an actual OMI measurement that complied with the chosen coincidence criterion. Care was taken in detailing all known error sources in the comparison. These include errors due to insufficient resolution for simulating OMI measurements properly or representativeness errors. Results quantifying the level of agreement between OMI ozone data and the ozone analyses are provided. Implications arising from the lack of knowledge about the analysis averaging kernels and the analysis error covariance matrix are discussed in section 3. Our study focuses on OMI measurements taken during a relatively short period of time (about 2.5 months) in order to keep our computational costs within the available resources. This should be borne in mind when making use of our results.
Description of the Comparison Data Set
[6] In this section, the case study and the data set considered in this paper for evaluating OMI ozone columns against ozone analyses are described. The 2005 ozone hole, which reached a maximum area (defined as the area where the ozone total column is less than 220 DU) of about 27 Mkm 2 on 19 September, ranks as the third largest on record. Also, minimum temperatures inside the stratospheric vortex were, in early September, near the lowest recorded since 1979 [World Meteorological Organization, 2006] . The high degree of variability in ozone column values, especially around the vortex, makes this period interesting for testing the performance of an ozone-sensitive satellite instrument.
[7] An updated version of the 3D-Var data assimilation scheme as conceived for ERA-40, a reanalysis of meteorological observations from September 1957 to August 2002 produced by the European Centre for Medium-Range Weather Forecasts (ECMWF), was used to carry out a data assimilation experiment during our case study, defined between 12 August 2005 0000 UTC and 31 October 2005 1800 UTC. A model configuration with a T159L60 resolution and top model level at 0.1 hPa was chosen, characterized by a vertical resolution of about 1.5 km over much of the stratosphere. A 6-h assimilation period was considered, with a ''first-guess at the appropriate time'' approach: observations within a time window centered at the analysis time were compared with model forecasts valid nearest the actual observation time, rather than at the analysis time [Uppala et al., 2005] . satellite radiances sensitive to atmospheric temperature) plus ozone observations from SBUV/2 on board the NOAA-16 platform and from SCIAMACHY flying on the ESA's Envisat mission. In addition to these ozone measurements, which are routinely assimilated at ECMWF, it was decided to constrain the model ozone field further by assimilating ozone profiles from the Microwave Limb Sounder (MLS) on the NASA's Aura satellite. The ozone analyses resulting from the assimilation of the data set described above were used to create simulated OMI ozone columns for comparison to the actual OMI measurements over the period of the assimilation experiment.
[9] SBUV/2 ozone data are processed using the Version 6 retrieval algorithm [Bhartia et al., 1996] with an included out of band response correction as well as an improved calibration (see http://www.orbit.nesdis.noaa.gov/smcd/spb/ ozone/sbuv-16.html). In the ECMWF DAS, the original 12 layers from the standard data product are combined into five layers (between 0.12 hPa and 15.83 hPa) plus an extra layer below 15.83 hPa which contains the difference between the ozone total column and the partial column above 15.83 hPa. Assimilated SCIAMACHY data comprise ozone total columns retrieved by using the ''Total Ozone retrieval scheme for SCIAMACHY based on the OMI DOAS algorithm'' (TOSOMI), described in the work of Eskes et al. [2005] . The MLS data were retrieved using algorithm version 1.5 [Livesey et al., 2006] . The standard products have 46 retrieval levels from 1000 hPa to 0.001 hPa but are recommended for use only in the range 215 -0.46 hPa. For the assimilation experiment, the data given at 21 pressure levels between 215 and 0.1 hPa were converted into ozone partial columns over 20 layers. Early MLS validation results show that MLS ozone profiles agree to about the 5 -10% level with stratospheric profiles from the Stratospheric Aerosol and Gas Experiment II (SAGE II), the Halogen Occultation Experiment (HALOE), the Polar Ozone and Aerosol Measurement III (POAM III), and the Atmospheric Chemistry Experiment (ACE).
[10] General details on ozone assimilation at ECMWF can be found in the work of Dethof and Hólm [2004] . In particular, the background error covariance matrix for ozone consists of globally uniform error correlations from an ensemble of forecast differences and of spatially varying variances. In the forecasting model, the parametrization of source and sink terms in the prognostic equation for ozone is an updated version of Cariolle and Déqué [1986] and accounts for both photochemistry and heterogeneous chemistry. The photochemistry part depends linearly on the local ozone mixing ratio, the temperature, and the partial ozone column above the considered atmospheric level. The latter is activated only for temperatures below 195 K.
[11] Before using ECMWF ozone analyses for intercomparison with OMI data, it is necessary to assess whether they agree with independent data. Dethof and Hólm [2004] present some intercomparison results with ground-based total ozone observations, which are relevant to our work despite the differences in the assimilated data set. They conclude that total ozone analyses are in good agreement with independent data even without ozone assimilation, with the exception of the ozone hole at the South Pole being too deep between 1957 and 1972 (when no satellite data was available) and not deep enough between 1973 and 1978 (when no ozone sensitive satellite data was available). However, these problems disappear when ozone data from SBUV and TOMS are assimilated. While these results are encouraging, a quantitative evaluation of the analyses containing information from the ozone data specifically used for our assimilation experiment is needed. This is discussed in section 4.1.
[12] Another way to check for the possible presence of biases in the assimilated ozone data set is through monitoring of the temporal sequence of innovations, i.e., observation-minus-forecast residuals. As a matter of fact, a bias in the innovation sequence of a given observation of a parameter of interest (in our case the ozone field) denotes a bias in the forecasts and/or in the assimilated observations [e.g., Dee and da Silva, 1998, section 3a] . When, for example, biased observations are assimilated by means of a standard assimilation algorithm (which assumes both forecasts and observations being unbiased), the resulting analyses are also biased. These analyses then represent a less accurate quantity to be used for evaluation of independent observations. In section 4.2, the ozone innovation sequences for our data assimilation experiment will be discussed.
OMI Ozone Data Set
[13] OMI is a Dutch-Finnish instrument on board the NASA's EOS-Aura satellite flying on a sun-synchronous polar orbit and launched on 15 July 2004. OMI is a nadirviewing, near-ultraviolet and visible spectrometer measuring solar radiation reflected by the Earth in the spectral range between 270 and 500 nm. The instrument is composed of two optical channels: one in the ultraviolet range between 270 and 383 nm and the other in the visible between 349 and 500 nm. The ultraviolet channel is subdivided in the UV1 subchannel, between 270 and 311 nm with a ground pixel size at nadir of 13 Â 8 km 2 (along x across track), and the UV2 subchannel, between 307 and 383 nm with a ground pixel size at nadir of 13 Â 24 km 2 . The visible channel ground pixel size is the same as for UV2. The spectral resolution is about 0.5 nm and the field of view corresponds to a 2600 km swath width allowing for daily global coverage [Levelt et al., 2006a] .
[14] The OMI ozone total column data product discussed in this paper was obtained using the TOMS-V8 ozone total column algorithm [Bhartia and Wellemeyer, 2002] with the software version 0.9.45 and referred to as OMTO3. The TOMS Version 8 algorithm makes use of only one to two pairs of wavelengths in the UV2 subchannel depending on the solar zenith angle (SZA): 317.5 and 331.2 nm for SZA up to 70°and also the second pair consisting of 312.5 and 331.2 nm for larger SZA. The OMTO3 data product is characterized by a pixel size at nadir of 13 Â 24 km 2 .
[15] According to Ziemke et al. [2006] , who reference a personal communication from G. Labow, OMTO3 measurements have been validated by comparing them with ground-based Dobson and NOAA-16 SBUV/2 data. These comparisons show that OMTO3 data are around 0.5% higher than the Dobson measurements and within 1% with respect to SBUV/2 for latitudes between À60°and 60°. show that the global average of the difference between OMTO3 retrievals and Dobson data is 0.57 ± 3.50%, while the average difference between OMTO3 retrievals and data from Brewer instruments (mainly located between 30°N and 60°N) is À0.03 ± 3.50%.
[16] The OMTO3 algorithm [Bhartia and Wellemeyer, 2002] relies on the fact that the radiance measured by a satellite instrument at wavelengths longer than 310 nm is mostly sensitive to ozone total column and only weakly sensitive to the ozone profile shape. Given the need for a high accuracy, the radiative transfer model used to calculate the upwelling radiance includes a correction to account for contributions from different profiles with the same integrated column. The appropriate ozone profile is selected from a data set of 1512 profiles that vary with latitude, month, and ozone total column generated using ozonesonde and satellite data. These profiles can also be interpreted as a set of a priori constraints imposed on the retrieval by the OMTO3 algorithm. Note that since the ozone profiles provide a higher-order correction to the total column sensitivity, the profiles considered by the algorithm are actually partial columns integrated over 10 atmospheric layers with equal thicknesses of log(2) in log-pressure from 1 atm (1013.25 hPa) to 2 À10 atm, plus a top layer which includes the remainder of the upper atmosphere.
[17] In order to understand the general relationship between ozone total column measurements and ozone profiles, let us define the true ozone total column W = g T x as the result of the scalar product between x, the true ozone vertical profile, and g, an integration operator. A remote sounding instrument provides an estimatex of the ozone profile that can be expressed as [Rodgers, 2000, section 3 
where A is the ozone profile averaging kernel matrix calculated by the retrieval method, x a is the a priori ozone profile selected as a constraint and x is the retrieval error. For the expression in equation (1) to be valid, the forward model that calculates the logarithm of the radiance emerging from the top of the atmosphere needs to be linear to better than the measurement error within the region of the state space, centered on the retrieval, where the true state (e.g., the true atmospheric ozone or temperature profile) may lie [Rodgers, 2000, section 5.5] . In this case the estimated columnŴ can then be expressed aŝ
where W a = g T x a is the a priori total column, W = g T x , and a T = g T A is the total column averaging kernel. This means that only when A I can the total column be regarded as a direct estimate of W, orŴ = W + W , with full vertical resolution and no use of prior information. When a profile of partial columns is considered, each element of a represents the sensitivity of the total column estimation with respect to perturbations of each partial column of ozone actually present in the atmosphere (i.e., of each element of the true state x). In this case g is simply the identity vector and a can be interpreted as a layer efficiency factor vector, with components given by the sum of the columns of A.
[18] In the case of OMTO3 data, even though detailed calculations [Bhartia and Wellemeyer, 2002] show that the layer efficiency factors are close to the ideal value of one (when g is the identity vector and A I then a is also the identity vector.) for most vertical layers, they can have variations for high solar zenith angles and below about 5 km. An example of this is shown in Figure 1 where the layer efficiency factors for nadir pixels on 15 October 2005 are presented as a function of latitude. Hence, according to equation (2), OMTO3 data will provide an estimate of the ozone total column with finite resolution and contributions from prior information.
[19] The 14 to 15 OMTO3 data files per day, with one file per orbit, are provided by the Goddard Earth Sciences Distributed Active Archive Center. Each file includes data referring to the sun-lit section of an OMI orbit. Along with an estimate of ozone total columns, each OMTO3 data file contains the total column averaging kernel vectors and a priori profiles of partial columns appropriate for each total column. All these quantities will be used for intercomparison, as explained in the next section.
Intercomparison Methodology
[20] Here we detail how each OMI ozone column within our data set is compared to a given ozone analysis, with a discussion of the error sources, both random and systematic, and the methodology for estimating key statistical figures characterizing the comparison. First, a suitable OMTO3 measurement, screened for solar zenith angle higher than 84°surface glint, and SO 2 contamination, needs to be related to an ECMWF ozone analysis profile according to a coincidence criterion for the duration of the assimilation experiment to form a colocated data set for intercomparison. Given the relatively high data availability, a rather strict criterion was applied: only OMI measurements taken within 1 h from an available analysis time were considered, so that just four OMI orbits worth of data per day were used (or about 30% of the available OMI data). No time interpolation was performed given the short time interval between each satellite measurement and analysis time (less than 1 h) Figure 1 . OMI ozone total column averaging kernels or layer efficiency factors, defined on 11 atmospheric layers, for OMI observation at the nadir position on 15 October 2005 between 1135 and 1230 UTC. Above each figure is indicated the lower and upper pressure level values delimiting each layer (in hPa). At high latitude, here corresponding to high solar zenith angle, the averaging kernels for the lower layers are smaller than one, i.e., measurements are less sensitive to ozone partial column variations. This is likely to be due to Rayleigh scattering and clouds. In particular, the averaging kernel for the lowest layer is smaller at most latitudes. In higher layers, however, starting from the middle stratosphere, the averaging kernels at high solar zenith angle are greater than one: a low ozone partial column a priori estimate gives rise to an overestimation of the total ozone column [Bhartia and Wellemeyer, 2002] .
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with respect to the 6-h analysis time interval. For each OMI ozone column in the intercomparison data set, profiles of ozone mixing ratios from the model analysis were horizontally interpolated onto OMI pixel locations. Mixing ratio profiles were then converted to ozone partial columns, denoted as x ana , by integrating them over the 11 vertical layers where OMI a priori and total column averaging kernel profiles are defined.
[21] Similarly to a satellite retrieval, the analysis is an estimate of a field given by constraining the available observations with some prior information, here in the form of a short-range forecast and its error covariance matrix. This means that the analysis is only an indirect estimate of the state of the atmosphere with finite spatial resolution as determined by a set of averaging kernel functions. In principle then, the problem of intercomparing model analyses to remote sensing measurements should be addressed in the same way as the one of intercomparing two remote sounders. But while the true state for a given atmospheric parameter represents an atmospheric profile along the instrument line of sight in the case of remote sounding data, it represents the whole atmosphere in the case of a numerical weather prediction analysis. The size of the analysis averaging kernel matrix is too large to allow the matrix elements to be computed.
[22] A simplified approach is adopted whereby the analysis averaging kernel matrix is assumed to be block diagonal reflecting a unit matrix in the vertical and no correlation between different horizontal locations. Ozone analyses were then treated as if they represented direct estimates of ozone partial columns independent of neighboring ozone column estimates:
where ana is a profile of the analysis error at the considered location. Let us now defineŴ ana , the simulated OMI column, asŴ
where a and W a are the total column averaging kernel and the a priori total column, respectively, valid for the OMI pixel at the considered location. If equation (3) is inserted into equation (2) [e.g., Migliorini et al., 2004] , the difference dŴ between co-located actual and simulated OMTO3 measurements can be written as
where R is the representativeness error [e.g., Cohn, 1997] , an error due to the limited resolution of the model analyses which cannot capture the subgrid-scale variability of ozone columns revealed by the observations. The resolution of the spectral model (T159) used in this work corresponds to about 125 km Â 125 km at the equator [e.g., Laprise, 1992] . This means that, at the equator, OMTO3 pixels at nadir are about 50 times smaller than the analysis grid resolution. Representativeness error is then likely to be an important source of error that needs to be taken into account, as discussed in section 3.1.
[23] Let us define m = E{dŴ} and s 2 =E{(dŴ -m) 2 } as the expectation and the variance of dŴ, respectively. From equation (5), it follows that
where m ana = E{ ana } is the analysis bias vector, m W = E{ W } is the OMI ozone total column bias, and m R = E{ R } is the representativeness error bias. Assuming all errors are mutually uncorrelated, it follows that
where S ana is the vertical analysis error covariance,
} the OMI total column error variance and s R 2 = E{( R -m R ) 2 } the representativeness error variance. From our definitions, it follows that the root-mean-square error (RMSE), square root of the quadratic mean E{dŴ 2 }, can be written as RMSE = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi s 2 þ m 2 p . It is also useful to define the analogous relative quantities: the relative bias m rel = E{dŴ/Ŵ ana }, the relative variance s rel 2 = E{(dŴ/Ŵ ana À m rel ) 2 }, and the relative root-mean-square error RMSE rel = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi s 2 rel þ m 2 rel p . Finally, the correlation coefficient r between measured and simulated OMI ozone total columns can be written in our notation as
[24] Absolute and relative bias and RMSE values as well as correlation coefficients are estimated for each OMI orbit within the whole comparison data set by means of the sample meanm, the sample varianceŝ 2 and the sample covariance, each with their own precision. From these quantities, it is then possible to evaluate the time dependence of the distribution of total column (relative) differences. For example, we may want to check whether the first two moments of the distribution are constant in time, thereby describing a stationary process, or vary slowly over a given period. In these cases, it may be useful to calculate specific parameters of the distribution of the differences relative to the selected period. Note in particular that the bias hmi and root-mean-square error hRMSEi averaged over M orbits can be calculated from the biasm and root-meansquare errorRMSE already computed for each orbit as
where N k is the number of column differences for the kth OMI orbit. A similar statistical analysis was carried out for OMI and analysis columns within a set of five latitude bands encompassing the whole globe to check for a possible latitudinal dependence of the intercomparison results.
[25] As anticipated in section 1, the analysis error covariance matrix is not provided by the DAS used in this work. This means, for example, that it is not possible to check whether each difference dŴ is normally distributed with variance s 2 given by equation (7) even when the resolution of the analysis grid is high enough to make representativeness errors negligible. However, an estimate of s 2 can provide an upper limit estimate of the variance of the OMI total column error variance s W 2 .
Evaluation of the Systematic Error Component
[26] In general, both measurement and analysis errors may have a systematic component, e.g., due to errors in parameters used to calibrate satellite observations that are used for assimilation. Let us consider an ensemble of n column differences dŴ, as taken say from the N k differences in the kth OMI orbit of the data set. From equation (5), the ensemble mean, denoted by an overbar, of the n column differences dŴ can be written as
where rnd and sys are the random and the systematic error components of the column difference dŴ, respectively. The random error has a known variance s 2 ( rnd ), while systematic errors are assumed constant and treated as they had a (known) variance s 2 ( sys ).
[27] An important property of the ensemble mean of random errors is that its probability distribution function has a variance that scales with the number of ensemble members. On the other hand, in the case of systematic errors the variance of the mean remains unchanged regardless the size of the ensemble [e.g., Taylor, 1997, section 4.6] . This means that s 2 dŴ , the variance of the mean of the ensemble of n column differences dŴ can be written as
The variance of sys can then be estimated as the lower limit of s 2 dŴ for an increasing number of ensemble members, belonging, for example, to the same OMI orbit, used to calculate dŴ. The total error on the sample meanm dŴ can be calculated as 
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where N is the number of column difference used to estimatem. An expression for the total error on the sample root-mean-square errorRMSE dŴ 2 1/2 is derived in Appendix A.
[28] In equation (5), a representativeness error term R was introduced. When the atmospheric field can be regarded as homogeneous, R can be considered as a random variable with zero mean and given (e.g., climatological) error variance [Cohn, 1997, section 6.3] . However, in general, R will have a state dependent mean [Cohn, 1997, section 6.4 ] that is constant for a given mean smallscale atmospheric field. This means that in general, R should be considered as a systematic error. In our particular example R is likely to be systematically larger over regions of high ozone and temperature variability (e.g., around filaments or at the edge of the stratospheric vortex) and smaller where fields experience larger-scale variations (as in the case of ozone in the tropics). An estimate of the variance of sys is then an estimate of the sum of the representativeness error variance and of the variance of all other sources of systematic errors in the ozone columns comparison ensemble. The determination of the systematic error standard deviation is presented as part of section 4.3. Earlier error estimations refer only to the random error component.
Results
[29] Our data set consisted of 210 colocated OMI orbits and ozone analyses. Ozone observations used for assimilation and short-range model forecasts at observation locations and times were also available. A subset of the analysis data set was used to quantify the level of agreement between actual and simulated OMI ozone total columns. However, before analyzing the results of the comparison between analyses and OMI data, it is first necessary to assess the quality of the ozone analyses and also to verify the consistency between the assimilated ozone data set and the ozone predictions made using the ECMWF model.
Evaluation of the Analysis Data Set
[30] In section 2.1, results of a comparison between ECMWF ozone columns in ERA-40 and independent observations are summarized. Here we discuss a similar intercomparison that is valid for the case study investigated in this paper. Ozone total columns from Brewer spectrophotometers for the period 12 August 2005 to 31 October 2005 obtained from the Aura Validation Data Center (AVDC) were chosen as our independent set of ozone observations, given that they are not routinely assimilated at ECMWF. Only data within an hour from each analysis time and characterized by a solar zenith angles not greater than 70°was considered for a total of 652 comparisons. The weighted least squares estimate was considered when, for a specific comparison, more than one Brewer measurement was within our selection criterion. In Table 1 , the locations of the instruments and the number of measurements (or least squares estimates) used for evaluating our ECMWF analysis data set are shown. Note that at the time of our investigation, only stations in Canada were available from AVDC for 
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our case study period. Although the geographical extension of the area where the global ozone analyses were evaluated is rather limited, the total number of considered Brewer measurements is large enough to make our comparison statistically significant.
[31] In Figure 2 , the differences between ECMWF ozone total columns interpolated at Brewer instruments locations and the ozone total columns from Brewer instruments within the coincidence criterion, divided by the ozone total columns from Brewer instruments, or relative differences between ECMWF and Brewer ozone total columns, are shown as a function of the analysis time. The statistical distribution of the comparison is characterized by a bias hmi = À0.8 ± 0.1% and a hRMSEi = 2.80 ± 0.03%.
[32] The 1s error for direct sun observations made with a well-calibrated Brewer instrument is estimated to be about 1% for daily mean values and is slightly higher (about 1.5%) for individual measurements [Fioletov et al., 2005] . This means that it is possible to make use of ECMWF ozone analyses to highlight possible OMI ozone column biases. However, the RMSE resulting from our intercomparison is larger than 2%, the minimum accuracy required from OMI to extend the TOMS ozone record [Levelt et al., 2006b] . Therefore, the estimated accuracy of ECMWF ozone analyses is not adequate for using ECMWF ozone total columns to confirm whether such a goal can be reached.
Evaluation of the Innovations
[33] Let us now investigate the statistical properties of the innovation sequences for our ozone assimilation data set including SCIAMACHY ozone total columns and EOS-MLS and SBUV/2 ozone partial columns. Figure 3 shows the number of available observations for the three instruments. It is evident that SCIAMACHY is the main provider of ozone observations, albeit with very limited vertical resolution.
[34] In Figure 4 , the relative innovations d or relative differences between SCIAMACHY ozone column estimateŝ W and ECMWF ozone column forecasts at observation times and locations W f , defined as d = (Ŵ À W f )/W f , are shown as percentages. Note that over the initial part of the assimilation experiment, the innovations seem to show an increasing trend: this ''spin-up'' period is a typical signature of assimilation of new observations into a model when initial conditions for predictions at the beginning of the experiment are generated without those measurements. In the present assimilation run, the initial conditions are represented by an operational ECMWF analysis generated without EOS MLS measurements. Newly assimilated observations have initially larger differences in magnitude from the ozone values predicted by the model. As the assimilation progresses, the ozone analyses, on average, get closer to the values predicted by the observations, even though the spread seems to increase. Note that at the time when the assimilation runs were performed, MLS ozone retrievals from 28 October 2005 to the end of the run were not yet available and so were not assimilated during that period.
[35] On the basis of these considerations, confirmed by the results shown in Figure 5 and discussed in section 4.3, time-averaged statistical figures were calculated for this paper only from data that refer to the period between 23 September and 27 October 2005 in order to avoid the spin- (9) is equal to hm d i = À1.897 ± 0.004%; innovations are found to be more negatively biased over the tropics when time averages are instead calculated over latitude bands. It follows that when SCIAMACHY observations are assimilated, they are likely to produce an analysis with ozone total column values that are lower than those that would be forecast by the model on its own and particularly so in the tropics.
[36] In order to have a better understanding of our findings, let us discuss the case when just a single SCIA-MACHY ozone columnŴ is assimilated. For simplicity, it is also assumed that the estimate can be expressed asŴ = W + W (see equation (2) and subsequent discussion). In this case, the total column ozone analysisŴ ana at observation location can be expressed as [e.g., Daley, 1991, section 4.6]
and 0 < k < 1. Here, W f is the total column ozone forecast at the observation location, while s f 2 and s W 2 are the total column ozone forecast error variance and the total column ozone observation error variance, respectively. It follows that 
Let us now assume that there is no forecast bias, i.e., m W f = 0, so that m d = m W and m W ana = km W . From k < 1 it follows that jm W ana j < jm d j = jm W j. Now, as discussed in section 4.1, the analysis has a negative bias with respect to Brewer observations, albeit determined over a limited geographical area, and this bias is smaller in magnitude than the mean SCIAMACHY innovation. This means that our results could be explained by assuming that the bias between the analyses and the Brewer observations is due to a (larger in magnitude) SCIAMACHY negative bias, of the order of our estimated SCIAMACHY innovation bias. A good way to support such a conclusion is to Results are shown for a given atmospheric layer defined by the pressure interval dp characterized by an average ozone partial column hDŴi.
Relative bias values for layer-averaged ozone partial column greater than 20 DU are shown in bold. Note that provided RMSE estimates are accurate to better than two significant digits, when only random errors are considered. [37] So far, no mention has been made of the possible role of MLS and SBUV/2 observations in the analysis bias. In Tables 2 and 3 , the time-averaged relative innovations for ozone partial columns from MLS and SBUV/2 are shown. A 0.55 ± 0.02% mean relative innovation is found when a weighted average of the MLS mean relative innovations is calculated for layer-averaged measured partial ozone columns hdŴi greater than 20 DU. When a similar figure is calculated for SBUV/2 innovations, we get a mean value of 4.32 ± 0.02%.
[38] These results show that, on average, MLS ozone measurements agree reasonably well with the model ozone forecasts. This is likely to arise from these two facts: MLS measures ozone partial columns with errors (shown in Table 2 ) that, in the region of the atmosphere where the partial column values are largest, are significantly less than about 6%, the average SCIAMACHY ozone total column relative error for the SCIAMACHY observations within our assimilation data set; MLS provides good vertical resolution as compared to resolutions from nadir sounders such as SCIAMACHY and SBUV/2. Conversely, SBUV/2 ozone measurements are, on average, significantly greater than the model ozone forecasts. This is reasonable since SBUV/2 partial ozone column errors (shown in Table 3 ) are either comparable or, below 15.83 hPa, where most of the ozone is concentrated, significantly larger than average SCIAMACHY errors. This means that the relatively small number of SBUV/2 observations available in our data sets is neither compensated by their precision nor their vertical resolution as it is in the case of MLS observations.
Evaluation of OMI Ozone Data
[39] Figure 5 provides the linear correlation coefficient as a function of time describing the correlation between observed and simulated OMI ozone columns. For each OMI orbit, the average number of comparisons or ozone column differences is about 82,000 with a standard Results are shown for a given atmospheric layer defined by the pressure interval dp and characterized by an average estimated ozone partial column given by hDŴi. Relative bias values for layer-averaged ozone partial column greater than 20 DU are shown in bold. Note that provided RMSE estimates are accurate to better than two significant digits, when only random errors are considered. deviation of about 1000: the population of the ensemble of differences is fairly constant over the assimilation experiment.
[40] The figure shows that even though the correlation r is always very high (r > 0.93), there is a very evident correlation gain during the first 40 days of assimilation, i.e., the spin-up period defined in section 4.2. From 28 October 2005 (a date marked in Figure 5 with a vertical dashed line) to the end of the experiment, a loss of correlation is experienced and this provides an indication for MLS ozone data being highly correlated with OMI ozone columns and of the importance of MLS data for constraining the ozone analyses.
[41] It is useful to perform a more detailed analysis of the column differences on a given assimilation window. Here, we arbitrarily selected the window centered on 15 October 2005 1200 UTC within the period when the correlation is at its saturation level. In Figure 6 , a scatterplot of OMI versus simulated OMI ozone columns is shown. In this case, r = 0.985 and the values appear to be more correlated for both low and high column amounts.
[42] Figure 7 shows the OMI ozone columns measured on 15 October 2005 between 1135 and 1230 UTC (Figure 7 , left) and the simulated OMI columns at 1200 UTC on the same day, interpolated to the OMI observation locations (Figure 7, right) . It can be seen that the highly correlated high and low column values are mainly concentrated in the southern hemisphere. In this region, it is possible to highlight at least three features. These are listed below.
[43] 1. The position of the edge of the SH polar vortex as measured by OMI agrees very well with that prescribed by the analysis.
[44] 2. The OMI spatial distribution of high ozone column values north of the vortex edge closely follows the analysis despite the fact that the resolution of the model is significantly lower than that of OMI. The total number N of column differences is N = 82301 and it results in a negative bias m = À4.62 ± 0.01% (marked by the vertical solid line), where the quoted error represents the random component of the total error only. Relative differences are always greater than À25% and smaller than 8%. Difference values that are largest in magnitude are mainly located at high latitudes.
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[45] 3. The ozone gradient from the edge towards the center of the vortex as measured by OMI appears to be steeper than the one inferred from the analysis, indicating that OMI provides a lower estimate of the amount of ozone inside the vortex.
[46] In order to provide a more quantitative insight, Figure 8 (left) presents a histogram of the actual distribution of relative column differences. The relative differences of the columns never differ by more than 25% in magnitude, with more than half of the total OMI values being smaller than the corresponding analysis ozone field, and this is reflected by the presence of a significant negative bias (m = À4.62 ± 0.01%). The RMSE is found to be equal to 6.18%. From Figure 8 (right), there is also an indication that most of the largest relative discrepancies are located at high latitudes. In particular, the outliers of the distribution of relative differences, here defined as relative differences exceeding a 4s threshold, where s is the standard deviation of the distribution, happen to be located in a region that is both close to the southern hemisphere vortex and where the solar zenith angles (SZA) at the satellite instrument are high (SZA > 78°for most outliers) as seen in the bottom-right corner of Figure 7 (left and right) and Figure 8 (right) .
[47] The statistical results presented above only refer to a single OMI orbit. A statistical analysis over the whole assimilation period when taking into account all sources of errors is needed to get a robust estimate of the accuracy of the measured OMI columns with respect to the simulated OMI columns. In Figures 9 and 10 , time series of relative bias and RMSE values are shown. Here, the initial spin-up period is of the order of ten days, much shorter than for the correlation coefficient time series. This may be due to the short time scale variability of the bias and RMSE (of the order of a few 6-hourly assimilation time windows) being larger than the reduction in RMSE and in the magnitude of the bias resulting from the assimilation of MLS ozone measurements during the initial spin-up phase. After this initial period, the bias and RMSE do not show significant temporal variations. The mean bias and RMSE, calculated from equations (9) and (10), and denoted by a solid horizontal line in the plots of the relative bias and RMSE, are: hmi = À11.387 ± 0.004 DU or hm rel i = À4.113 ± 0.004% and hRMSEi = 15.2 DU or hRMSE rel i = 5.6%.
[48] So far, only the random error component of the mean bias was considered, being easily determined from the distribution of the column differences. But, as discussed in section 3.1, this error may seriously underestimate the accuracy of the comparison. The systematic component of the total error was estimated as follows. For each OMI orbit in the comparison data set, the distribution of dŴ was resampled in bins, each containing n column differences or ensemble members covering an area n times larger than the OMI column spatial resolution. The resampling was performed by aggregating across-track OMI data. For n > 60, the number of across-track measurements, data from subsequent tracks were also used. The ensemble mean dŴ was then calculated for each bin to get a set of ensemble means for each orbit. The standard [49] Figure 11 shows s dŴ as a function of the number of ensemble members per bin for the comparison on 15 October 2005 1200 UTC. Note that the lower limit value of the standard deviation, the systematic error standard deviation, is about 3.45%. This value is reached for n just larger than 50 which, coincidentally, is the order of magnitude of the OMTO3/analyses resolution ratio. This means that when standard deviations are calculated from ozone column differences averaged over areas that are larger than the analysis horizontal resolution, systematic error becomes the dominant error component. It also implies that the representativeness error can be taken as being at least a part if not most of the systematic error. This confirms the validity of the adopted representativeness error model discussed in section 3.1 where R is assumed to be a systematic error. Note also that the variance decays much more slowly than 1/n. This is likely to be due to horizontal correlations between the n analysis errors in the ensemble, as well as to correlations between retrieval errors on OMTO3 columns: the standard deviation of the mean of a set of (positively) correlated errors is greater than the standard deviation of the mean of a set of uncorrelated measurements [e.g., Taylor, 1997, section 9.2] .
[50] Standard deviations s dŴ as a function of n, computed for each OMI orbit in the comparison data set, are always found to spin down to a well-defined lower limit value s sys that varies in time in about the same way as the correlation coefficient time series. An average s sys value of 7.0 DU or about 3% was obtained for the period of 23 September to 27 October.
[51] By means of equations (9) and (10), it is now possible to give an estimate of the mean bias hmi and effective hRMSEi, and of their errors according to equation (13) and to equation (A5) of Appendix A, over the period 23 September to 27 October. The results are hmi = À11 ± 7 DU or hm rel i = À4 ± 3% and hRMSEi = 15 ± 2 DU or hRMSE rel i = 5.6 ± 1.2%.
[52] Finally, given that the ozone total column retrieval algorithm produces results that are latitudinally dependent (as shown by the latitudinally varying layer efficiency factors such as those in Figure 1 , and by comparisons like À17 ± 7 20 ± 2 À6 ± 3 6.5 ± 1.0 SZA < 70°5.86 À9 ± 7 13.0 ± 2.7 À3.2 ± 3.1 4.5 ± 1.5 a Here f is the latitude, N is the number of differences, hmi is the average absolute bias, hRMSEi is the average root-mean-square error, hm rel i is the average relative bias, and hRMSE rel i is the relative root-mean-square error. (14) for bias correction when SZA 70°. the one in Figure 8) , it is possible that statistical figures related to ozone column differences may also show a similar dependence. In order to investigate such a possibility, the bias and RMSE for the total number of coincidences available were computed, with column differences subdivided in five latitudinal bands according to the location of the sub-satellite pixels. Results, summarized in Table 4 , show a poorer comparison (i.e., biases and RMSE's larger in magnitude) at high and low latitudes, where OMI measurements are taken when the Sun is low on the horizon (the comparison period is around the autumn equinox, when the solar zenith angle is high near both poles). This fact may indicate that OMI estimates have systematic errors as a function of the solar zenith angle. This is discussed in the next section.
Solar Zenith Angle Dependence of OMI Ozone Estimates
[53] In Figure 12 , relative differences between measured and simulated OMI ozone total columns are shown for 15 October 2005 1200 UTC. This figure clearly shows a poorer agreement for larger SZA and in particular that OMI estimates are systematically less than ECMWF analyses at large SZA. This disagreement seems to be even more pronounced for SZA > 70°when the OMTO3 algorithm makes use of an additional pair of wavelengths. A similar relationship between ozone differences and SZA is found when the same analysis is performed for a different day or time of the day within our assimilation experiments.
[54] The explanation that was first considered attributed the observed effect to an erroneous stray light correction in the 308 -335 wavelength range: the OMI geophysically calibrated instrument measurement (or level-1b) data set used for retrieving OMTO3 ozone columns is known to have been calculated in this wavelength range with too much stray light subtracted [Dobber et al., 2008] . However, this cannot account for the more negative values observed in the measured minus simulated OMI ozone total column difference at larger SZA given that subtracting too much stray light actually causes an increase in the OMI OMTO3 ozone total columns.
[55] A more suitable explanation for the solar zenith angle dependence is given by shortcomings in the air mass determination within the OMTO3 retrieval algorithm: errors due to the assumed or a priori distribution of ozone in the retrieval can lead to an overestimate of the relative ozone air mass, resulting in an underestimation of the ozone column that is more pronounced at high SZA [Bernhard et al., 2005] . This would then limit the validity, at high SZA, of the TOMS Version 8 algorithm assumption of a linear relationship between the logarithm of the upwelling radiance and ozone and temperature increments with respect to the a priori ozone and temperature profiles selected to give a preliminary estimate of the ozone total column. This residual nonlinearity error at high SZA, usually assumed negligible for ultraviolet wavelengths longer than 310 nm [Bhartia and Wellemeyer, 2002] , could be large enough to limit the validity of equation (2), and then the meaning of our definition of simulated OMI columns as given in equation (4). This would imply that the calculated total column averaging kernels are less reliable at high SZA. This is particularly critical given that, at high SZA in the middle stratosphere, the kernels are greater than one (see, e.g., Figure 1 ). According to this interpretation, the observed SZA dependence of the column differences would be mainly due to simulated OMI columns rather than to OMTO3 columns. This would be consistent with the fact that to the authors' knowledge, direct comparisons (i.e., without the use of averaging kernels) of OMTO3 data with ground based Dobson and Brewer measurements show no evidence of increased offsets near the poles.
[56] This explanation for the SZA dependence is supported by the results of the intercomparison between OMTO3 columns and simulated OMI columns obtained in the case when A I and a = g. From equation (4), it follows that simulated OMI columnsŴ ana can be expressed in this case asŴ ana = g T x ana , and can be calculated simply by integrating ECMWF ozone profiles colocated with OMI observations, over the whole atmosphere. The above comparison was performed with the 15 October 2005 1200 UTC ECMWF ozone analysis. Results at low SZA (SZA < $ 40°) are found to be similar to those obtained when simulated OMI columns are defined with a realistic total column averaging kernel. This is consistent with the fact that, at low SZA, layer efficiency factors are close to one while, at high SZA, instead show evidence of a larger spread of the differences (particularly between 40°and 70°). This increased spread can be interpreted as the effect of the ''smoothing'' error, an additional error term given by g
, that needs to be added at the right-hand side of equation (5) whenŴ ana is defined asŴ ana = g T x ana and A 6 ¼ I. Also, at high SZA, no evidence is now found of a trend in SZA.
[57] Our findings suggest that our evaluation of OMTO3 columns is mainly reliable at low SZA. Therefore, part of the intercomparison of section 4.3 was repeated for OMTO3 measurements restricted to SZA lower than some threshold. Given the range of the overall linear trend in Figure 12 , the threshold value was set to 70°. This threshold also corresponds to the SZA above which the OMTO3 algorithm makes use of a second wavelength pair. The results for SZA < 70°are (see also Table 4): hmi = À9 ± 7 DU or hm rel i = À3.2 ± 3.1% and hRMSEi = 13.0 ± 2.7 DU or hRMSE rel i = 4.5 ± 1.5%. These values are slightly smaller than those provided in section 4.3.
[58] The linear trend at SZA < 70°shown in Figure 12 is unlikely to arise from the simulated columns, given that at low SZA (i.e., at SZA < $40°) the OMTO3 averaging kernels are equal to about one. Also, at intermediate SZA (i.e., between 40°and 70°), nonlinearity error is believed to be negligible. This trend is then likely to arise from systematic errors in the OMTO3 ozone columns. Note that the intercomparison methodology used in this work, when reliable, can reveal the presence of systematic measurement error sources better than a methodology affected by smoothing error.
[59] Our results show that it is advisable to perform a bias correction on the OMI ozone columns as a function of SZA (not higher than 70°) before using them for scientific purposes, e.g., for assimilation. This correction can be performed by means, for example, of a linear regression such as from Dethof and Hólm [2004, section 4 ]. When such a regression is applied to our data of 15 October 2005 1200 UTC for SZA < 70°we find the following correction:
so that, for x SZA > 8.18°, the bias correction is positive and amounts to about 6% at SZA = 70°.
Summary and Conclusions
[60] In this paper, a comparison between OMI OMTO3 ozone columns estimated by means of the TOMS Version 8 algorithm and ozone analyses derived from assimilation of standard meteorological observations and ozone measurements from SBUV/2, SCIAMACHY and MLS into the ECMWF model was performed. Care was taken in comparing only the fraction of the total column that is actually estimated by the satellite instrument at a specific location, while accounting for the prior information present in the satellite retrievals. A procedure for estimating the standard deviation of systematic error was discussed. The estimate was then used to provide a robust estimation of the errors arising when comparing OMTO3 ozone columns to ozone analyses. Taking advantage of the large number of coincidences, it was shown that the systematic error is by far the dominant error component of the final results.
[61] The ECMWF analysis data set used for this work was compared with Brewer data over Canada. A small (less than 1% in magnitude) relative bias was found, which is likely to be partly due to a (larger in magnitude) negative bias in SCIAMACHY TOSOMI data, the largest source of ozone data assimilated into the ECMWF model for our experiment. The RMSE of the comparison at 2.8% was too large for allowing use of our analysis data set in verifying whether or not the OMI OMTO3 data can be used to extend the TOMS ozone record. However, it is small enough to make the analysis data set a valuable validation tool.
[62] A global statistical analysis of the measured minus simulated OMI ozone column data set reveals that OMTO3 data are negatively biased with respect to simulated OMTO3 data derived from ozone analyses. This leads to a global relative bias of À4 ± 3% and a global relative RMSE value of 5.6 ± 1.2%. When statistical figures are calculated for column differences grouped into latitudinal bands, a latitudinal dependence of the errors becomes evident: the bias and RMSE of the distribution of column differences is larger at higher and lower latitudes, where the satellite instrument is characterized by a low source of illumination or a high SZA.
[63] An analysis of the column differences as a function of SZA for the coincidence on 15 October 2005 12 UTC shows a negative trend with SZA. This is surprising given the absence of any evidence (to the authors' knowledge) of solar zenith angle dependence of the OMTO3 columns when compared with ground based Dobson and Brewer measurements. A possible explanation for the observed SZA trend at high SZA (i.e., at SZA ! 70°) is the significant nonlinearity of the logarithm of the radiance emerging from the top of the atmosphere at 317.5 and or 312.5 nm. This makes our definition of simulated OMI ozone column less rigorous. If this explanation is correct, the trend at high SZA would be mainly due to simulated rather than measured OMI ozone columns. Results from a comparison between OMTO3 columns, retrieved from OMI measurements acquired around 15 October 2005 1200 UTC, and simulated OMTO3 columns, obtained in the case when the ozone profile averaging kernel matrix A is assumed to be equal to the identity matrix, are consistent with our explanation and show no definite SZA trend, except for SZA < $ 40°.
[64] We conclude that our intercomparison needs to be restricted to columns measured at SZA lower than some threshold, set here as 70°. The observed trend at moderate SZA (i.e., at SZA < 70°) is likely to be due to systematic errors in the OMTO3 retrievals. For measurements within this SZA range, an expression for a bias correction as a function of SZA is provided. Our intercomparison results at SZA < 70°show (before any bias correction) a relative bias of À3.2 ± 3.1% and an RMSE of 4.5 ± 1.5%. Available estimates of the bias of OMTO3 columns with respect to SBUV/2 between 60°S and 60°N, as well as with respect to global Dobson data and Brewer measurements between 30°N and 60°N, are within the 1s confidence interval of our intercomparison bias. Our statistical analysis of SCIA-MACHY innovations seems to indicate that a bias correction to SCIAMACHY TOSOMI data might increase the ECMWF ozone analysis accuracy. Finally, given the relative importance of representativeness error in determining the accuracy of our intercomparison, we find that a more precise assessment of the accuracy of OMTO3 columns could be achieved by using a sufficiently higher horizontal resolution for the analyses such as T799, the current ECMWF operational configuration, corresponding to about 25 km Â 25 km at the equator.
