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Abkürzungsverzeichnis
1. Allgemeine Abkürzungen
AP: Aktionspotential
EEG: Elektroenzephalogramm
EP: Evozierte Potentiale
HFO: Hochfrequente Oszillationen
MEG: Magnetenzephalographie
Ncl.: Nucleus
N20: International gebräuchliche Nomenklatur zur Kennzeichnung eines Potentials aufgrund seiner
Polarität und mittleren Latenz (hier: N=negativ, 20=20 ms post-Stimulus)
SEP: Somatosensibel evozierte Potentiale
Tr.: Tractus
ZNS: Zentrales Nervensystem
2. Spezielle Abkürzungen in dieser Arbeit
M 1-4: Messzeitpunkt (1 = 8.00h, 1. Tag; 2 = 16.00h, 1. Tag; 3 = 4.00h, 2. Tag; 4 = 8.00h, 2.Tag.)
VP: Versuchsperson
RR: Versuchsbedingung: Fingerbewegung rechte Hand, Stimulation des rechten N. medianus
RL: Versuchsbedingung: Fingerbewegung rechte Hand, Stimulation des linken N. medianus
LR: Versuchsbedingung: Fingerbewegung linke Hand, Stimulation des rechten N. medianus
LL: Versuchsbedingung: Fingerbewegung linke Hand, Stimulation des linken N. medianus
NA: N20-Amplitude
NL: N20-Latenz
PP: peak-to-peak-Amplitude der höchsten Oszillation
HL: HFO: Latenz der höchsten Oszillation
MHA: Amplitude des (Morlet-)Maximums in der Zeit-Frequenz-Analyse
MHL: Latenz des Maximums in der Zeit-Frequenz-Analyse
MHF: Frequenz des Maximums in der Zeit-Frequenz-Analyse
RM: Mittelwert der Reaktionszeiten
RE: Median der Reaktionszeiten
RA: „Ausreißer“= Reaktionszeiten > 2 Standardabweichungen
RO: „omissions“ = nicht beantwortete Stimuli
MW: Mittelwert
RT: Reaktionszeiten
SD: Standardabweichung
SE: Standardfehler des Mittelwertes
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1.0 Einleitung
Somatosensibel evozierte Potentiale (SEP) sind Änderungen des elektrischen Feldes in
afferenten neuronalen Strukturen als Antwort auf einen externen, meist elektrischen
Stimulus, welche zu ihm in einer festen zeitlichen Beziehung stehen. Ihre Erfassung
erfolgt durch Messung von Potentialdifferenzen zwischen zwei geeigneten Punkten;
dabei unterscheidet man je nach Distanz der Ableitelektrode zum Generator zwischen
Nah- und Fernfeldtechnik (Jewett & Williston 1971, Cracco & Cracco 1976, Desmedt
& Cheron 1980a, Kimura et al. 1983, 1984).
Die evozierten Spannungsänderungen betragen nicht mehr als einige Mikrovolt und
lassen sich daher von den Oszillationen des Spontan-EEGs, die nicht-reizkorrelierte
Hintergrundaktivität des gesamten neuronalen Verbundes darstellen, nur schwer
abgrenzen. Als grundlegend für die Entwicklung der SEP-Technik galten die Arbeiten
von Dawson, der 1947 zuerst die photographische Superpositionstechik (Überlagerung
mehrerer aufgezeichneter Potentiale nach repetitiver Reizung) einführte, 1954 dann das
Prinzip der Summation und arithmetischen Mittelung der einzelnen Signale. Aus diesen
Ansätzen heraus entwickelte sich der heute gebräuchliche digitale Mittelungsrechner
(Averager), durch den das Signal-Rausch-Verhältnis deutlich angehoben wird.
Die Untersuchung von SEP stellt mittlerweile eine etablierte Methode in Klinik und
Forschung zur Objektivierung sensibler Funktionen dar. Die Nomenklatur der
abgeleiteten Potentiale erfolgt anhand ihrer Polarität und Latenz (z.B. P14, N20), ihre
Erscheinungsform kann durch Bestimmung der spezifischen Latenz und Amplitude
näher charakterisiert und vergleichbar gemacht werden.
Kortikal abgeleitete somatosensibel evozierte Potentiale nach elektrischer Stimulation
des N. medianus zeigten in mehrere Studien eine oszillatorische Aktivität mit niedriger
Amplitude und hoher Frequenz (~600 Hz) im Zeitfenster der N20 (Maccabee et al.
1983, Eisen et al. 1984, Green et al. 1986). Mittels Multikanal-MEG und -EEG-
Ableitungen (Curio et al. 1994a,b, Hashimoto et al. 1996, Gobbelé et al. 1998) und
anschließender digitaler Hochpassfilterung (>300 Hz) konnte eine zum Ursprung der
N20 verschiedene Quellenaktivität beobachtet werden. Während für die Entstehung der
N20 kortikale postsynaptische Aktivität (EPSP) von Pyramidenzellen der Area 3b im
somatosensiblen Kortex angenommen wurde (Allison et al. 1991), vermutete man die
2möglichen Generatoren der HFO im Thalamus bzw. thalamokortikalen Bahnen und
postsynaptisch im primär sensorischen Kortex (Review: Curio et al. 1994b, Curio
2000).
Auf verschiedene Ursprünge hoch- und niederfrequenter SEP-Komponenten wies auch
ihre funktionelle Dissoziation hin, z.B. bei Variation der Stimulusrate (Gobbelé et al.
1999, Klostermann et al. 1999b), bei Veränderungen der Stimulusintensität
(Klostermann et al. 1998) oder bei interferierender somatosensibler Stimulation
(Hashimoto et al. 1999). Besonders auffällig waren die funktionellen Unterschiede im
Schlaf (Emerson et al. 1988, Yamada et al. 1988, Hashimoto et al. 1996, Halboni et al.
2000); dabei zeigte sich eine weitgehend unveränderte N20, während der hochfrequente
„burst“ deutlich abgeschwächt war, was auf einen engen Zusammenhang zwischen den
HFO und subkortikalen arousal- und Vigilanzmechanismen hinwies. Ähnliche
Veränderungen ließen sich auch durch Pharmaka mit entsprechender Wirkung im
zentralen Nervensystem  induzieren (Hauseisen et al. 2000, Klostermann et al. 2000b).
Vigilanzabhängige Modulationen der Aufmerksamkeit können mittels
neuropsychologischer Testverfahren objektiv gemessen werden. Zur Untersuchung der
tonischen alertness, welche die kognitive Kontrolle über den allgemeinen
Wachheitsgrad des Organismus repräsentiert, dienen einfache Reiz-Reaktions-Tests
ohne vorausgehende warnende Stimuli (Sturm 1997, Conradt et al. 1999). Dabei scheint
ein im wesentlichen rechtshemisphärisches Netzwerk aktiviert zu werden, welches sich
aus Arealen im frontalen und parietalen Kortex, Thalamus und Hirnstamm
zusammensetzt und in dem vermutlich der Ncl. reticularis thalami die aufsteigende
neuronale Aktivität durch deszendierende kortikale Einflüsse moduliert (Sturm et al.
1999, Sturm &  Willmes 2001).
Die vorliegende Arbeit beschäftigt sich mit der Beeinflussung hochfrequenter 600 Hz-
Oszillationen nach Stimulation des N. medianus durch Veränderungen der
tonischen/intrinsischen alertness während einer 24-stündigen Wachphase.
Dabei wird berücksichtigt, dass die HFO zumindest teilweise subkortikal auf Höhe des
Thalamus generiert werden und letztgenannte Struktur eine wichtige Kontrollfunktion
für arousal und intensitätsbetonte Aufmerksamkeitsfunktionen wie alertness bzw.
längerfristige Aufmerksamkeit besitzt. In Anbetracht der charakteristischen
3Veränderungen des 600 Hz-burst während des Schlaf-Wach-Zyklus bleibt nun eine
Abhängigkeit vom alertness-Niveau zu klären.
Bevor die in dieser Studie verwendete Methodik vorgestellt wird und eine Interpretation
der ermittelten Ergebnisse im Hinblick auf bereits bestehender Literatur stattfindet, soll
eine kurze Einführung in die anatomischen und physiologischen Grundlagen der
Entstehung von SEP gegeben werden, ebenso eine Zusammenfassung über den Stand
der Forschung ihrer frühen hochfrequenten (600 Hz-)Komponente nach Stimulation des
N. medianus. Im Hinblick auf die Fragestellung erfolgt ein kurzer Einblick in
neuropsychologische Aufmerksamkeitstheorien.
42.0 Theoretische Grundlagen
2.1 Anatomische Grundlagen des somatosensiblen Systems
Das somatosensible System gehört zu den neurofunktionellen Systemen mit gerichteter
Signalübertragung und komplexen Leistungen. Es erfüllt die Aufgabe der
Informationsvermittlung zwischen peripheren Sinnesrezeptoren und zentralen
Verarbeitungsstrukturen durch Fortleitung von Nervenaktionspotentialen.
Prinzipiell lässt es sich in ein spezifisches, die epikritischen Wahrnehmungen
vermittelndes, und ein unspezifisches, für die protopathische Sensibilität zuständiges
System unterteilen. Ersteres leitet sensorische Informationen, die einer schnellen
Übermittlung bedürfen und zeitlich, örtlich und hinsichtlich der Intensität präzise sein
müssen (z.B. Tastsinn, Stellung der Gelenke im Raum), letzteres Informationen, die
eine weniger schnelle Übermittlung erfordern und eine weniger genaue Diskriminierung
(Schmerz, Temperatur).
Da die SEP-Ableitungen im wesentlichen eine selektive Funktionsprüfung des
spezifischen somatosensiblen Systems darstellen, soll es an dieser Stelle kurz
beschrieben werden (vertiefende Angaben finden sich in: Waldeyer 1993, Stöhr 1996,
Schiebler 1997, Duus 2001).
Folgende Strukturen gehören zum spezifischen
somatosensiblen System:
1.   Haut-, Muskel- und Gelenkafferenzen mit
Nervenzellen in den Spinalganglien
2.   Hinterhorn des Rückenmarks
3.   Hinterstrangbahnen, Tractus (Tr.)
      neospinothalamicus als ein Teil des
      Vorderseitenstranges, Tr. spinocervicalis
4.   Hinterstrangkerne in der Medulla oblongata
5.   Lemniscus medialis
6.   Ventrobasaler Thalamuskern
7.   Tractus thalamocorticalis
8.   Primär sensible Rinde
       Abb. 1: Schematische Darstellung der Leitungsbahnen sowie der
                                            kortikalen Projektionen der von Gesicht und Extremitäten
                                                                                                        in das Rückenmark eintretenden Afferenzen (aus Stöhr 1996).
5Das primäre Neuron - eine pseudounipolare Ganglienzelle, deren dendritisches Axon in
Verbindung steht mit den Mechanorezeptoren der Haut bzw. propriozeptiven
Rezeptoren - befindet sich im Spinalganglion. Sein stark myelinisiertes zentrales Axon
(Aα, Aβ , Aδ-Fasern) tritt dorsal ins Rückenmark ein und zieht ipsilateral im
Hinterstrang aufwärts.
Die Hinterstrangbahn, Tr. spinobulbaris, zeigt bereits die für das gesamte lemniskale
System charakteristische somatotope Gliederung: die Axone der rezeptorischen
Neurone des sakralen, lumbalen und unteren thorakalen Körpersegments ziehen im sog.
medialen Fasciculus gracilis aufwärts, die thorakalen und zervikalen Afferenzen lagern
sich  in höheren Segmenten lateral an und bilden den Fasciculus cuneatus.
In den gleichnamigen Kernen - Nucleus (Ncl.) gracilis und Ncl. cuneatus - erfolgt die
Umschaltung auf das zweite Neuron, dessen Axon die Fortsetzung der epikritischen
Bahn als Tr. bulbothalamicus bildet. Letzterer kreuzt in der Medulla oblongata als
Lemniscus medialis auf die Gegenseite und zieht dann zum Ncl. ventralis posterior
thalami. Dieser stellt den spezifische Relaiskern des somatosensiblen Systems dar und
dient neben der Impulsweiterleitung überwiegend der Impulsverarbeitung. Daneben
wird auch der hinteren Kerngruppe („posterior group complex“) und der Zona incerta
eine Bedeutung als somatosensible Umschaltstation zugeschrieben (Berkley 1986).
Nach Umschaltung auf das 3. Neuron projizieren die Relaiszellen des Thalamus durch
den hinteren Schenkel der Capsula interna in den primären somatosensiblen Kortex, der
sich im vorderen Teil des Parietallappens befindet.
Ob und wie sich das unspezifische extralemniskale System (Vorderseitensstrangbahn
mit Tr. paleospinothalamicus und Tr. spinoreticularis, Formatio reticularis, sowie
mediale Thalamuskerne und deren kortikalen Projektionsfelder) an der Generation von
somatosensibel evozierten Potentialen beteiligt, ist noch nicht vollständig geklärt. Ein
Beitrag zu den späten SEP-Komponenten wird vermutet (Stöhr 1996).
Auch für das unspezifische System liegt das 1. Neuron im Spinalganglion, das Axon ist
gering oder gar nicht myelinisiert (C- oder Aδ-Fasern). Die Umschaltung auf das zweite
Neuron erfolgt bereits bei Eintritt ins Rückenmark an sog. Strangzellen der Lamina IV,
V und VI nach Rexed. Die zugehörigen Axone kreuzen in der Commissura alba
desselben oder des benachbarten Segments zur Gegenseite und bilden den Tr.
spinoreticularis und spinothalamicus. Letzterer lagert sich im verlängerten Mark dem
Lemniscus medialis an und verläuft von dort an wie oben beschrieben.
6Innerhalb der Großhirnrinde enden die thalamokortikalen Afferenzen in der primären
Projektionsarea SI, die sich im Grund und an der Hinterwand des Sulcus centralis
befindet und den weitaus größten Teil des Gyrus postcentralis einnimmt. Sie besteht
zytoarchitektonisch aus Area 3a, 3b, 1 und 2 (Reihenfolge von anterior nach posterior,
siehe Abb.2), wobei jedes Gebiet eine deutliche Gliederung nach Körpergebieten
aufweist. Mit Ausnahme der Mundregion ist nur die kontralaterale Körperhälfte
repräsentiert, Verbindungen bestehen dementsprechend nur mit dem ipsilateralen
Thalamus. Es findet sich ebenso wie in den Thalamuskernen eine somatotope
Gliederung nach Art eines auf dem Kopf stehenden Homunkulus, wobei eine
überproportionale Abbildung reich innervierter Körperregionen wie Hand und Mund
existiert.
Das zytoarchitektonische Gebiet Area 3 liegt in der posterioren Wandung des Sulcus
centralis; Area 3a soll überwiegend propriozeptive Impulse erhalten, Area 3b
Informationen von Hautafferenzen (Berührung, Schmerz, Temperatur). Beide
projizieren in die somatosensible Assoziationsrinde (Area 5 und 7), die im
Parietallappen hinter Area 3, 2 und 1 liegt. Area 1 und 2 erhalten ebenfalls
Informationen von peripheren Rezeptoren, dienen aber auch bereits der Verarbeitung
von Informationen aus den Gebieten Area 3a und b. Des weiteren bestehen
intrakortikale Verbindungen sowie Efferenzen zum Ncl. ventralis posterior thalami,
zum Hirnstamm, Rückenmark und Kleinhirn (Crosby et al. 1962).
SII (sekundäre somarosensorische Area) ist ein phylogenetisch älterer Bereich, der am
Fuß der Postzentralwindung und im parietalen Operculum liegt. Er erhält Projektionen
aus dem Thalamus, Fasern aus der sensiblen Assoziationsrinde und aus der
gegenüberliegenden Hemisphäre über den Balken, daher ist die Repräsentation der
Körperoberfläche bilateral. Efferenzen bestehen nach S1, ferner zu den motorischen und
homologen Areae der Gegenseite.
Abb. 2: Schema der Gliederung des sensomotorischen Kortex. Sagittalschnitt durch die sensomotorische Zentralregion (aus
              Kornhuber 1972).
7Histologisch handelt es sich bei der primär somatosensiblen Rinde um einen
Koniocortex: besonderes Kennzeichen der Projektionsfelder ist die starke Ausbildung
der inneren und äußeren Körnerschicht (Lamina II und IV), während die
Pyramidenzellschichten, die kennzeichnend für den benachbarten motorischen Kortex
sind, zurücktreten.
Die Fasern des Tractus thalamocorticalis enden entweder direkt an dendritischen
Fortsätzen der Pyramidenzellen oder an exzitatorischen bzw. hemmenden Interneuronen
der Laminae IV/IIIb, die ihrerseits wieder Synapsen mit den Pyramidenzellen bilden
(Jones 1975).
2.2 Physiologie der Impulsentstehung und –fortleitung
Die folgenden Aussagen beruhen auf allgemein akzeptierten neurophysiologischen
Grundlagen. Für weitere Informationen wird auf die Lehrbücher der Physiologie
verwiesen, z.B. Schmidt &  Thews (1995).
Das Axon als entscheidende leitfähige Struktur der Nervenzelle besitzt eine selektive
Permeabilität für bestimmte Elektrolyte, wodurch das Ruhemembranpotential von –70
mV im Axoninnern aufrecht erhalten wird. Bei lokaler Reizung kommt es nach
Überschreitung eines bestimmten Schwellenpotentials (ca. –50mV) im betreffenden
Segment des Axons zu einer schlagartigen Erhöhung der Membrandurchlässigkeit für
Natriumionen (Öffnung von spannungsgesteuerten Natriumkanälen) und zu einer
dadurch bedingten kurzen lokalen Umpolung der Membran; das Axoninnere ist nun im
Vergleich zum Extrazellulärmedium positiv geladen. Nach 1-10 ms erfolgt die
Repolarisation durch Ausstrom von Kaliumionen. Dieser typische Verlauf einer
Spannungsänderung am erregten Axon wird als Aktionspotential (AP) bezeichnet.
Die durch elektrische Reizung induzierte Erregung breitet sich von erregten zu noch
nicht erregten Membranbezirken aus, indem lokale Ausgleichsströme parallel zur
Membran die benachbarten Bereiche depolarisieren. An marklosen Nervenfasern liegt
eine solche kontinuierliche Erregungsausbreitung vor, die allerdings den Nachteil einer
rel. langsamen Erregungsfortleitung und einer Abschwächung der Ionenströme mit
zunehmender Entfernung vom Reizort mit sich bringt.
8Bei markhaltigen Axonen finden sich keine spannungsgesteuerten Ionenporen an den
Abschnitten mit Myelinscheide, weshalb die Aktionspotentiale nur an den Ranvierschen
Schnürringen entstehen können. Es erfolgen Ausgleichsströmchen zum nächstfolgenden
Schnürring, der wiederum depolarisiert wird. Die Erregung kann sich elektrotonisch mit
hoher Geschwindigkeit über die Internodien fortpflanzen (max. 120 m/s in Aα-Fasern),
da durch die Myelinscheide der effektive Membranwiderstand erhöht und die -kapazität
herabgesetzt wird. Die Erregung scheint von Schnürring zu Schnürring zu springen
(„Saltatorische Erregungsleitung“, Huxley und Stämpfli 1949).
Abb. 3 : Fortleitung von Aktionspotentialen in marklosen und markhaltigen Axonen (aus Stöhr 1996).
Sowohl bei markhaltigen als auch bei marklosen Fasern gilt: je größer der
Faserdurchmesser, desto geringer ist der Längswiderstand und umso schneller leitet sich
die Erregung fort (Waxman & Benett 1972). Die Leitungsgeschwindigkeit ist neben der
Myelinisierung noch von weiteren Faktoren abhängig: Einige Autoren propagieren bei
bemarkten Nervenfasern eine optimale Markscheidendicke (Smith und Koles 1970) und
eine optimale Länge des Internodalsegmentes (Brill et al. 1977) im Verhältnis zum
Axongesamtdurchmesser. Des weiteren spielen thermische Einflüsse eine entscheidende
Rolle, da die für die Erregungsfortleitung notwendigen energieliefernden Prozesse
temperaturabhängig sind.
Die Weitergabe der elektrischen Information von einem Neuron zum nächsten erfolgt
an den als Synapsen bezeichneten Kontaktstellen. Nach Depolarisation der
9Nervenendigung wird ein chemischer Überträgerstoff freigesetzt (an den interneuralen
Synapsen handelt es sich vorwiegend um Noradrenalin, GABA,  Dopamin, Serotonin),
welcher an Rezeptoren der postsynaptischen Membran bindet. Daraufhin öffnen sich
Ionenkanäle, die in Abhängigkeit vom erregenden oder hemmenden Transmitter zur
Depolarisation (EPSP) bzw. Hyperpolarisation (IPSP) der nachgeschalteten Zelle führen
können. Die Wirkung beider Synapsentypen auf das Membranpotential der folgenden
Zelle werden „verrechnet“; die Frequenz der folgenden AP ist umso höher, je weiter die
Schwelle überschritten wird. Somit erfolgt die Weiterleitung der Erregung
frequenzcodiert.
Im übrigen haben die Synapsen eine Schutzfunktion, in dem sie die Erregung daran
hindern, sich über die stimulierte Faser hinaus antidrom fortzuleiten.
2.3 Entstehung von somatosensiblen Potentialen nach Medianusstimulation
SEP können sowohl durch Reizung einer Rezeptorzelle (Merkel-Zellen, Meißner-,
Pacchini-Körperchen) als auch – im Gegensatz zu visuell oder akustisch evozierten
Potentialen - durch direkte elektrische Reizung eines Nerven erfolgen; in der klinischen
Routine wird vorwiegend letzteres Verfahren angewandt. Die in Abschnitt 2.2
beschriebenen Fortleitungsmechanismen der Erregung im einzelnen Axon gelten dabei
auch für periphere Nerven und zentrale Leitungsbahnen.
In der Regel werden evozierte Potentiale nicht direkt am Ort ihrer Entstehung
abgeleitet, sondern in einer mehr oder weniger großen Entfernung auf der
Körperoberfläche; dabei stellt man sich die umgebenden Knochen- und
Weichteilstrukturen als Volumenleiter (elektrisch leitendes Medium) vor. Die
hervorgerufene Potentialänderung erzeugt ein elektrisches Feld im Sinne eines sich
ausbreitenden Dipols, welcher sich mit Hilfe von speziell platzierten Ableitelektroden in
Bezug zu einer Referenz registrieren lässt. Dabei hängt das gemessene Potential von der
Orientierung der Ladung im Volumenleiter sowie von der Wahl der
Elektrodenpositionen ab.
Die an den Ableitorten erfassten Spannungsänderungen werden entweder als
Nahfeldaktivität in unmittelbarer Nähe des neuralen Generators registriert, oder über
weite Strecken als Fernfeldaktivität, bei der sich die elektrische Erregung durch
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Volumenleitung bis hin zur ableitenden Elektrode ausbreitet (Cracco & Cracco 1976,
Desmedt & Cheron 1980a, Kimura et al. 1983). Erstere Methode kann zur
Identifizierung von Potentialentstehungsorten dienen, letztere hat ihre Wichtigkeit in der
Charakterisierung von krankhaften Prozessen im Verlauf des somatosensiblen Systems
gefunden (die elektrische Erregung muss bei kortikalen SEP-Ableitungen nach
Stimulation peripherer Nerven mindestens drei hintereinandergeschaltete Neurone
durchlaufen, bevor sie die speziellen sensorischen Rindenfelder erreicht (siehe
Abschnitt 2.1).
Von einer wirklichen Nahfeld-Ableitung dürfte man eigentlich nur sprechen, wenn
unmittelbar an der Nervenoberfläche abgeleitet wird; in der Klinik versteht man unter
diesem Terminus aber bereits die Registrierung von den über dem Generator liegenden
Knochen- und Weichteilstrukturen. Als ein Beispiel sei die Skalp-Ableitung kortikaler
Generatoren aufgeführt, obwohl zwischen Generator und extrakranieller Elektrode eine
Distanz von ca. 12-30 cm besteht. Dagegen stellen sowohl spinal als auch subkortikal
generierte SEP in kortikalen Ableitungen Fernfeld-Potentiale dar (Desmedt 1988).
Das typische Potential einer extrazellulären Nahfeldableitung ist triphasisch und besteht
aus einer initialen positiven Auslenkung (Depolarisationsfront bewegt sich auf die
Elektrode zu); es folgt ein negatives Potential bei Erreichen der Elektrode und erneut
eine positive Umkehr, wenn die Depolarisationsfront die Elektrode passiert hat. Diese
Sequenz ist bedingt durch die in Abschnitt 2.2 beschriebenen Ionenströme, die während
der Erregungsfortleitung das Potential im Extrazellulärraum verändern. Bei
Fernfeldableitungen dagegen ist das registrierte Potential durch die auf die Elektrode
zulaufende Erregungsfront immer positiv und zeigt nur einen monophasischen Verlauf,
da der elektrische Impuls nie den Ort der Ableitung erreicht (Desmedt & Nguyen 1984).
Aus diesem Grund bewirkt eine geringfügige Deplatzierung der Ableitelektrode im
Gegensatz zum Nahfeld-Potential auch keine signifikanten Veränderungen im Hinblick
auf  Polarität und Amplitude.
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Abb. 4: Schematische Darstellung eines sich in einem Bündel von Axonen ausbreitenden AP (gepunktete vertikale Linie);
             Nah-  und Fernfeld-Ableitungen mit zugehörigen Potentialänderungen (aus Desmedt und Nguyen 1984).
Als Generatoren von SEP kommen sowohl Nervenfasern und –bahnen als auch Nuclei
im somatosensiblen System in Betracht, wobei sich letztere in ihren Eigenschaften
hinsichtlich des sie umgebenden elektrischen Feldes unterscheiden.
Volumengeleitete Potentiale in Abwesenheit fixer Generatoren wie Synapsen oder
Relaiskerne entstehen dort, wo sich die Umgebung des Nerven und somit der
Widerstand des Volumenleiters ändert, aber auch bei Richtungsänderung der
Leitungsbahn (Kimura et al. 1983). Infolge der weitgehend parallelen Orientierung
vieler Neurone und der damit einhergehenden zeitgleichen synchronen Depolarisation
erfolgt eine Summation der Potentialfelder im Extrazellulärraum mit entsprechender
Amplitudenvergrößerung, so dass die elektrische Aktivität auch noch in größerer
Entfernung registriert werden kann. Dies entspricht der „open-field“-Bezeichnung von
Lorente de Nó (1947).
Im Gegensatz dazu kann bei einer Ansammlung von Neuronen ungeordneter Struktur
ein „closed-field“ entstehen, wenn die elektrischen Felder der einzelnen Neurone in
unterschiedliche Richtungen weisen, sich überlagern und letztendlich gegenseitig
auslöschen. Letztgenannte Konfiguration findet sich vor allem in Kernstrukturen, daher
kann z.B. ein Potential, das im Soma thalamischer Relaisneurone entsteht, nicht als
Fernfeldaktivität kortikal registriert werden (Lorente de Nó 1947, Arezzo et al. 1979,
Buchner 1990).
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Abb. 5: Schematische Darstellung  der Entstehung offener und geschlossener elektrischer Felder in
              Abhängigkeit von der räumlichen Anordnung der aktivierten Strukturen (aus Stöhr 1996).
In dieser Studie wurden frühe kortikale somatosensible Reizantworten nach
Medianusstimulation (<30 ms) abgeleitet, es wurde eine monopolare frontale Referenz
an der Position Fz (siehe Abschnitt 4.3.3.1) verwendet. Diese kephale Referenz besitzt
den Vorteil der besseren SEP-Ausprägung infolge einer geringeren Artefakteinstreuung
durch Herz- oder Muskelaktivität im Vergleich zu einer extrakephalen Bezugselektrode.
Des weiteren eignet sich die frontale Referenz besonders zur Messung der frühen
kortikalen Reizantworten, da die subkortikalen Potentiale durch die bipolare Schaltung
der Verstärker größtenteils eliminiert werden (Desmedt 1988). Eine sehr einfach
abzuleitende und daher in der Geschichte der SEP schon früh untersuchte Komponente
ist beispielsweise der kortikale Primärkomplex (N20/P25), der schon mit einer
kortikalen parietalen Ableitelektrode und einer zumeist frontomedianen Referenz
registriert werden kann und dessen Beschreibung weiter unten erfolgt.
Für die in der Kontrollstudie (Abschnitt 4.6) zusätzlich untersuchten spinalen und
subkortikalen Potentiale wurden die Elektroden dementsprechend platziert.
Im Hinblick auf diese Anordnungen sollen in dem folgenden Abschnitt die frühen SEP
nach Stimulation des N. medianus bzgl. ihres Auftretens und ihrer Entstehung so
vorgestellt werden, wie sie in gängigen EP-Büchern beschrieben werden (Stöhr 1996,
Tackmann 2000). Die Bezeichnung der Komponenten erfolgt nach internationalem
Abkommen hinsichtlich ihrer Polarität und ihrer mittleren Latenz (Donchin et al. 1977):
„P“ steht für „positiv“, „N“ für „negativ“ danach folgt die „peak“-Latenz der
betrachteten Komponente.
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Bereits auf Höhe des Erb-Punktes (2 cm oberhalb der Mitte der Klavikula) lässt sich in
Bezug zu einer frontalen kephalen Referenz ein biphasisches Potential ableiten, dass aus
einer ersten kleineren positiven Auslenkung besteht, an die sich eine größere negative
Komponente anschließt (EP-Potential). Die Latenz für dieses im Plexus brachialis
generierte Potential beträgt 9-10 ms (Chiappa et al. 1980), dient als Bezugspunkt für die
folgenden Komponenten und kann zur Ermittlung der globalen sensiblen
Nervenleitgeschwindigkeit des untersuchten Armes herangezogen werden (Quotient aus
der Distanz zwischen Reiz- und Ableitelektrode und der Latenzzeit zum ersten positiven
Gipfel).
Bei Positionierung der registrierenden Elektrode über den Dornfortsätzen des 2. oder 7.
Halswirbels und frontaler Referenz tritt nach 9 ms als erste zervikale Komponente eine
negative Auslenkung auf, die bei Verwendung einer extrakephalen Bezugselektrode als
positives Potential über dem gesamten Skalp und Nacken abgeleitet werden kann
(N9/P9). Hierbei handelt es sich vermutlich um die volumengeleitete Fernfeld-Aktivität
eines distalen Plexuspotentials am Übergang Arm-Schulter (Jones 1977, Chiappa et al.
1980, Yamada et al. 1980), das aufgrund einer ca. 0,6-1 ms kürzeren Latenz als das
zuvor beschriebene Potential vermutlich nicht mit diesem identisch ist (Chiappa et al.
1980, Desmedt 1988).
Ebenso kann man bei Nackenableitung und frontaler Referenz eine zweite negative
Komponente konstant nach 11 ms finden, die bei der Wahl einer extrakephalen
Referenz und Registrierung vom Vertex positiv wird (N11/P11) und bei der es sich
wahrscheinlich um Aktivität des ersten peripheren Neurons im Bereich der
Wurzeleintrittszone und entlang der Hinterstränge handelt (Jones 1977, Yamada et al.
1980, Desmedt und Cheron 1980a).
Nach ca. 13 ms ist bei frontaler Referenz ein weiteres negatives Potential registrierbar
(N13), das als Hauptgipfel der Nacken-SEP gilt und in die Subkomponenten N13a und
N13b unterteilt werden kann (Stöhr 1996). Die Generatoren werden einerseits
postsynaptisch im Hinterhorn des kaudalen Halsmarks, (Desmedt & Cheron 1981a,
Urasaki et al. 1990), andererseits auf Höhe des Ncl. cuneatus im Hirnstamm
angenommen (Jones 1977, Yamada et al. 1980). Das Fernfeldpotential P13 könnte
identisch sein mit N13b (Kaji et al. 1986).
P14 (Ableitung Vertex/Hand) gehört bereits zu den frühen kortikalen Komponenten und
stellt subthalamische Aktivität dar, vermutlich im rostralen Lemniscus medialis
(Mauguière et al. 1983, Desmedt & Cheron 1981b, Nakanishi et al. 1983), während
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N14 die Komponente P14 über die frontale Referenzelektrode repräsentiert (Jones
1977, Buchner & Scherg 1991).
Die beschriebenen spinalen und subkortikalen Potentiale sind bei kortikaler Ableitung
und frontaler Bezugselektrode im Gegensatz zu einer extrakephalen Referenz nicht klar
voneinander abgrenzbar, sondern nur als niedrige breitbasige Negativität sichtbar, an die
sich die P15 als kleine Positivität - vermutlich subkortikale Aktivität auf Höhe des
Thalamus (Albé-Fessard et al. 1986) - anschließt. Da die Erregung somatosensibler
Thalamuskerne zu einem geschlossenen elektrischen Feld führt, scheint ein Ursprung
eher in terminalen Fasern des Lemniskus medialis zu bestehen bzw. zusammen mit der
P16 eine Generierung in thalamokortikalen Afferenzen möglich (Allison et al. 1982,
Maccabee et al. 1983). Letzterer folgt eine negative Auslenkung, die in die N20
übergeht.
Die N20 ist die erste Komponente des v-, seltener und mit dem Alter häufiger
auftretenden w-förmigen kortikalen Primärkomplexes (Giblin 1964, Desmedt & Cheron
1980b), der als Antwort auf den thalamokortikalen Erregungseinstrom gesehen wird
(Desmedt &  Brunko  1980). Zugehörig ist ebenfalls ein positiver Gipfel mit einer
mittleren Latenz von 26,78 ms (P25 oder P27).
Die beste Ableitung wird über dem kontralateralen parietalen Kortex gefunden; frontale,
temporale und okzipitale Antworten sind weniger stark ausgeprägt. Da das SEP über
dem ipsilateralen parietalen Kortex kleiner ist, praktisch identische Latenzen aufweist
und sich bei Direktableitung kein Primärkomplex findet, geht man eher von einer
Ausbreitung des kontralateralen Potentials durch Volumenleitung aus als von einem
eigenständigen Generator (Allison et al. 1989, 1991).
Als ursächlich für die N20 werden postsynaptische Potentiale in apikalen Dendriten von
Pyramidenzellen in Area 3b angenommen, die ein „open-field“-System darstellen
(Tiihonen et al 1989, Allison et al. 1991). Die thalamokortikalen Afferenzen aus dem
Ncl. ventralis posterior enden an diesen Dendriten in mittleren und tiefen Schichten des
somatosensorischen Kortex (Jones 1975). Die Dendriten besitzen eine parallele
Ausrichtung und sind deshalb in der Lage, bei synchroner Aktivierung eine ausreichend
große Anzahl Potentialfelder zu erzeugen, die mit Oberflächenelektroden registriert
werden können.
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Für die nachfolgende P25/P27 wird ein Ursprung an der Oberfläche des Gyrus
postcentralis vermutet, was der Area 1 des somatosensiblen Kortex entspricht (Allison
et al. 1980, 1989). Unabhängigkeit von der N20 im Hinblick auf die
Potentialentstehung zeigte sich im Verhalten beider Potentialamplituden bei
ansteigender Stimulusfrequenz (Tiihonen et al. 1989, Delberghe et al. 1990).
Inwiefern der motorische Kortex zu den frühen somatosensiblen EP-Antworten beiträgt,
ist noch nicht vollständig geklärt: Prärolandisch findet sich zwar ein P20-N30-Komplex,
dieser kommt aber vermutlich durch eine Polaritätsumkehr am Zentralsulcus zustande
(Broughton 1969, Allison et al. 1980, 1989, Buchner & Scherg 1991).
Auch die präzentral ableitbare P22 wurde von Buchner & Scherg (1991) mittels
Dipolquellenanalyse überwiegend einem radialen Dipol in Area 1 zugeordnet,
wohingegen Desmedt & Bourguet (1985) den Ursprung in Area 4 des Motorkortex
vermuteten und für die N30 eine Generierung im supplementär motorischen Kortex
vorschlugen.
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3.0    Stand der Forschung
3.1    Hochfrequente SEP-Komponenten (600 Hz) nach Medianusstimulation
3.1.1 Frühe Studien
Mittels digitaler Filterung (300-2500 Hz) konnten im Zeitfenster um die N201 herum
mehrere hochfrequente Oszillationen sichtbar gemacht werden (Eisen et al. 1984, Green
et al. 1986, Emerson et al. 1988, Yamada et al. 1988, Emori et al. 1991). So zeigten
Eisen et al. (1984) erstmals auf dem aufsteigenden Anteil der N20-Auslenkung konstant
vier negative und positive Vorwellen mit Latenzen zwischen 16 und 20 ms; als einen
ursächlichen Generator nahmen die Autoren repetitive oszillatorische Aktivität in
thalamischen Netzwerken (mit einer Frequenz von ca. 770 Hz) an, die kortikal einen
synchronen burst hervorriefen. Dass es sich dabei nicht um ein technisches Artefakt
handelte, konnte durch vorausgehende Studien belegt werden: Bereits Abbruzzese et al.
(1978), Eisen et al. (1982), Mauguière et al. (1983) zeigten bei regulären SEP-
Aufnahmen ohne begrenzende Filterung kleine „Einkerbungen“ bei Latenzen um 20 ms,
die wahrscheinlich die hochfrequente Aktivität repräsentierten. Des weiteren stellten
Maccabee et al. (1983) ähnliche, vermutlich identische Komponenten bei Verwendung
eines analogen Filters dar. Allerdings konnten absolute Latenzen und Morphologie der
SEP-Antworten nicht miteinander verglichen werden, da analoge Filterung im
Gegensatz zu digitaler einen Phasenshift und somit Latenzveränderungen hervorruft
(Desmedt et al. 1974).
Die Frage nach Ursprung und Funktion dieser hochfrequenten Oszillationen war
Gegenstand vieler nachfolgender Studien.
3.1.2 Lokalisation der HFO-Generatoren
Curio et al. (1993, 1994a,b) führten im Hinblick auf die burst-Lokalisation Multikanal-
MEG-Studien durch, welche die Möglichkeit boten, auch das schwache magnetische
Pendant der elektrischen burst-Aktivität mit einer ausreichenden Anzahl an Mittelungen
darzustellen. So konnten tangentiale Signalquellen im Bereich des Neocortex auf
einfache und schnelle Weise identifiziert werden (Williamson & Kaufman 1987). Es
wurde eine der hochfrequenten elektrischen Aktivität ähnelnde magnetische
                                                           
1 Zum Vergleich: Das Frequenzspektrum der N20 beträgt ca. 30-250 Hz.
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Komponente mit einem Haupt-Frequenzspektrum bei 600 Hz gefunden; ein möglicher
Generator wurde von den Autoren aufgrund der engen Korrelation der räumlichen
Feldverteilung von burst und N20 in bzw. in der Umgebung von Area 3b im
somatosensiblen Kortex vermutet. Diese Beobachtungen schienen zunächst mit der
bestehenden Hypothese eines subkortikalen HFO-Generators zu kontrastieren. Da der
magnetenzephalographischen Ableitung jedoch technische Grenzen im Hinblick auf die
Aufdeckung tiefer oder radial orientierter Quellen gesetzt sind, lässt sich nur ein
gewisser Anteil des eigentlichen SEP-Signals erfassen, so dass ein Beitrag von
thalamokortikalen Projektionen trotzdem möglich ist (Curio et al. 1994a).
Gobbelé et al. (1998) führten eine Multikanal-SEP-Studie mit Dipolquellenanalyse
durch und beobachteten zwei Hauptquellen für die 600 Hz-Aktivität: Ein Generator
fand sich nahe dem Thalamus in einem Zeitfenster zwischen P14 und kortikaler N20
und wurde als Ausdruck hochfrequenter Fernfeldaktivität in initialen Segmenten
thalamokortikaler Projektionsfasern interpretiert. Eine zweite kleinere Quelle wurde
zeitlich darauffolgend nahe dem somatosensiblen Handkortex Area 3b ermittelt, was
mit den bisherigen MEG-Studien übereinstimmte. Die Autoren schlossen einen Beitrag
intrakortikaler postsynaptischer Generatoren zum 600 Hz-burst nicht aus, vermuteten
jedoch eine prädominant subkortikale Quelle, die zunächst auf Höhe des Thalamus und
dann nach Fortleitung in terminalen thalamokortikalen Afferenzen kortikal registriert
werden könne.
Intrathalamische SEP-Ableitungen, die die obigen Befunde bestätigten, wurden von
Klostermann et al. (1999a)  durchgeführt. Dabei überlagerte ein 7 ms kurzer HFO-burst
mit einem Haupt-Frequenzspektrum von 1000 Hz die niederfrequente tP16 (Fukushima
et al. 1976, Tsuji et al. 1984, Katayama & Tsubokawa 1987); beide Komponenten
stellten sich als unabhängig voneinander dar. Ca. 4 ms später konnte die hochfrequente
Aktivität auch kortikal registriert werden. In einer Folgestudie wurde das
Refraktärverhalten intrathalamisch abgeleiteter HFO bei Doppel-Impuls-Stimulation
mit Skalp-Registrierungen verglichen (Klostermann et al. 2000a): Bei einem
Interstimulusintervall von 10 bzw. 20 ms waren die hochfrequenten kortikalen
Potentialantworten abgeschwächt und regenerierten sich langsamer; des weiteren wurde
ihr Frequenzspektrum kleiner. Intrathalamische burst-Komponenten dagegen blieben
weitgehend stabil. Aufgrund dieser thalamokortikalen Dissoziation und hinsichtlich der
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unterschiedlichen burst-Frequenzspektren (intrathalamisch: 1000 Hz vs. kortikal: 600
Hz) vermuteten die Autoren unabhängige Generatormechanismen für subkortikale und
kortikale HFO.
Dass der kortikale 600 Hz-burst sowohl prä- als auch postsynaptisch generiert wird,
beobachteten Ikeda et al. (2001) anhand simultaner MEG- und intrakortikaler SEP-
Ableitungen in vivo am Tiermodell (Schwein): Nach lokaler Injektion eines
Antagonisten des Neurotransmitters Glutamat in das Areal S1 zeigte sich eine
Abschwächung der späteren burst-Komponente (10-15 ms) im MEG, während eine
frühere Komponente nach 8 ms kaum durch die Substanz beeinträchtigt wurde. Diese
Ergebnisse sprechen einerseits für einen präsynaptischen Ursprung der HFO in
terminalen Segmenten thalamokortikaler Projektionen, andererseits für postsynaptische
Aktivität in kortikalen Neuronen des somatosensiblen Kortex im Zusammenhang mit
der ersten glutamatergen Synapse, wobei zu beachten ist, dass die Ergebnisse aus
Tierstudien nur mit Vorsicht auf den Menschen übertragen werden dürfen.
Ozaki et al. (1998) ermittelten in Skalp-Ableitungen zusätzlich zur 600 Hz-Aktivität im
Zeitfenster der N20 einen zeitlich zur P22 auftretenden hochfrequenten burst und
hielten einen radial ausgerichteten Generator im Area 1 des somatosensiblen Kortex für
ursächlich, was auch von Shimazu et al. (2000) für entsprechende SEP-Komponenten
am Tiermodell mittels intrakortikaler Ableitungen bestätigt werden konnte.
3.1.3 Funktionelle Dissoziation nieder- und hochfrequenter SEP-Komponenten
In einer Vielzahl von Studien konnte gezeigt werden, dass sich hochfrequente und
niederfrequente Potentialantworten funktionell voneinander unterscheiden, was
wiederum auf ihre unterschiedlichen Ursprünge hinweist.
Gobbelé et al. (1999) untersuchten das Verhalten der beiden SEP-Komponenten unter
Variation der Stimulusfrequenz (1,5-9 Hz); dabei zeigte sich entsprechend den
Beobachtungen von Emori et al. (1991) eine Amplitudenminderung der N20 bei
höheren (>1,5 Hz) sowie Stabilität der HFO über alle Reizfrequenzen. Thalamische und
kortikale burst-Antworten korrelierten miteinander, was die Hypothese eines
überwiegend reizfrequenzunabhängigen und somit präsynaptischen Generators zunächst
in initialen, kurz darauf in terminalen Segmenten thalamokortikaler Projektionsfasern
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festigt, wohingegen die N20 postsynaptisch und somit reizfrequenzabhängig generiert
wird.
Klostermann et al. (1999b) erweiterten diesen Ansatz und stellten bei mit Variation der
Stimulusfrequenz zwischen 0,5-25 Hz zwei verschiedene burst-Anteile fest: Bei
Stimulationsfrequenzen <4 Hz kam eine spätere (25-30 ms) Komponente mit einem
Hauptfrequenzgipfel um 494 Hz hinzu, welche bei höheren Stimulationsraten nicht
mehr registrierbar war. Diese Befunde sprechen für die Hypothese, dass das kortikale
600 Hz-Signal durch mindestens zwei verschiedene Neuronenpopulationen mit
unterschiedlichen Refraktärzeiten hervorgerufen wird.
Ein Bestehen des bursts aus mehreren Unterkomponenten berichteten auch Mochizuki et
al. (1999): Bei Patienten mit Morbus Parkinson zeigten sich signifikant vergrößerte
kortikale Oszillationsausschläge der frühen HFO-Komponenten (um 20 ms), während
der spätere Anteil des bursts (zum Zeitpunkt der niederfrequenten P25 und N33) bei
Patienten mit myoklonischer Epilepsie verstärkt war. Damit konnte ein Einfluss der
Basalganglien auf die Entstehung der frühen HFO in thalamokortikalen
Projektionsfasern in Erwägung gezogen werden (siehe auch Curio et al. 1994b, Inoue et
al. 2001), was sich als weiterer Hinweis für die Generation/Modulation der 600 Hz auf
thalamischem Niveau werten lässt, während die Entstehung der späteren Komponente
intrakortikal bedingt ist.
Hashimoto et al. (1999) beobachteten eine umgekehrt proportionalen Beziehung
zwischen niederfrequenter N20 und 600 Hz-burst. Bei interferierender sensibler
Stimulation der Handinnenfläche während der elektrischen N. medianus-Reizung
verringerte sich die N20 in ihrer Amplitude, die 600 Hz-Oszillatoren dagegen
persistierten und nahmen moderat in ihrer Amplitude zu. Ausgehend von der Annahme,
dass die HFO lokalisierte Aktivität GABAerger inhibitorischer Interneurone im
somatosensiblen Kortex repräsentieren (Hashimoto et al. 1996, s.u.), soll durch die
kontinuierliche Interferenzstimulation ein Zustand neuronaler Vorerregung geschaffen
werden, der zu einer erleichterten Erregungsauslösung in den Interneuronen führt.
Dadurch kann außerdem eine verstärkte Vorwärtshemmung der Pyramidenzellen
resultieren, welche für den Abfall der N20-Amplitude verantwortlich ist.
Bei Variation der Stimulusintensität am wachen Individuum beobachteten Klostermann
et al. (1998) ein Amplitudenwachstum nach den Gesetzen einer sigmoidalen Funktion
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sowohl für die N20 als auch für die HFO. Bei der Mehrzahl der Probanden verhielten
sich nieder- und hochfrequente Potentialantworten parallel hinsichtlich der
Stimulusintensität, bei 2 VP waren höhere Stimuli nötig, um eine entsprechende
Amplitudenzunahme des bursts hervorzurufen. Als Ursache dieser unterschiedlichen
Reaktionsmuster schlugen die Autoren einerseits individuell unterschiedliche und
allgemein unabhängige Schwellenpotentiale vor; wahrscheinlicher für die schwächere
burst-Antwort erschienen aber leichte Vigilanzminderungen, die auch im Vergleich zur
ersten Hypothese mit den gefundenen Beobachtungen bzgl. des HFO/N20-Verhaltens
im Schlaf  korrelierten (s.u.) und sozusagen als deren Vorstufe dienen konnten.
Vereinbar damit war, dass die hochfrequenten Potentialantworten bei wachen Personen
spontan signifikant stärker variierten als die niederfrequente N20 (Klostermann et al.
2001a), was die Hypothese zulässt, dass hoch- und niederfrequente Potentialantworten
parallele und zum Teil unabhängige Modalitäten der sensorischen Verarbeitung am
wachen Individuum darstellen: erstere als stabiler somatosensorischer Input, letztere
dagegen als variabler, vom Aufmerksamkeitsniveau abhängiger Prozess (siehe auch
Halboni et al. 2000).
3.1.4 Schlaf-Wach-Zyklus
Der wohl bisher auffallendste Befund war das unterschiedliche Verhalten der nieder-
und hochfrequenten SEP-Komponenten im Schlaf: Emerson et al. (1988), Yamada et al.
(1988), Hashimoto et al. (1996), Halboni et al. (2000) beobachteten  eine
Abschwächung des 600 Hz-bursts bzw. ein Verschwinden, während die N20
persistierte: Bei wachen Probanden befanden sich im Standard-EP kleine
„Einkerbungen“ im aufsteigenden Teil der N20-Auslenkung, die nach dem Einschlafen
nicht mehr registriert wurden (Emerson et al. 1988). Mittels digitaler Filterung konnten
diese als hochfrequente Oszillationen identifiziert und näher charakterisiert werden
(Yamada et al. 1988): Im NonREM-Schlaf waren sie stark abgeschwächt oder gar nicht
mehr vorhanden, im REM-Schlaf  wurden sie erneut messbar, allerdings mit geringerer
Amplitude als im Wachzustand. Frontale Veränderungen waren dabei stärker
ausgeprägt als parietale. Auch die Latenz der niederfrequenten SEP-Antworten (frontale
P20 und parietale N20) war signifikant verlängert; dieses Phänomen konnte aber in
Folgestudien nur ansatzweise bestätigt werden (Hashimoto et al. 1996, Halboni et al.
2000).
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Hashimoto et al. (1996) beobachteten in magnetenzephalographischen Ableitungen eine
reziproke Beziehung zwischen den HFO und der N20 während des Wach-Schlaf-
Zyklus: Die Anzahl der Oszillationen verringerte sich und die Amplitude der HFO
nahm im Schlaf auffallend stark ab, während die Amplitude der N20 signifikant um
10% zunahm. Dieses Phänomen erklärten die Autoren mit einer „feed-forward“-
Desinhibition kortikaler Pyramidenzellen durch GABAerge Interneurone, welche als
mögliche Generatoren der HFO in Betracht kämen und die demnach während des
Schlafes vermindert Impulse aus thalamokortikalen Bahnen empfingen.
Mittels Multikanal-SEP-Ableitungen und Dipolquellenanalyse demonstrierten Halboni
et al. (2000), dass die vigilanzabhängigen Veränderungen der 600 Hz-Aktivität bereits
die subkortikalen Generatoren betrifft; dabei korrelierten kortikale und thalamische
Signale hinsichtlich ihrer Amplitudenabnahme im NonREM-Schlaf miteinander. Da die
hochfrequente Aktivität im Hirnstamm (siehe auch Gobbelé et al. 1998) weitgehend
unbeeinflusst blieb, nahmen die Autoren einen Regulationsmechanismus auf Höhe des
Thalamus an - möglicherweise durch den Ncl. reticularis, der im Schlaf die
Transmission der somatosensorischen Information in spezifischen Relaiskernen
inhibiere (Crick 1984, Steriade et al. 1986, Newman 1995, Sherman & Guillery 1996,
Guillery et al. 1998).
Zu ähnlichen Schlussfolgerungen kamen auch Gobbelé et al. (2000), die Modulationen
der HFO bereits bei leicht unterschiedlichen arousal-Zuständen („Augen geöffnet“ vs.
„Augen geschlossen“) beobachteten. In der Quellenanalyse veränderte sich die N20 zu
den verschiedenen Konditionen nicht signifikant, während die burst-Stärke bei
geschlossenen Augen sowohl auf Höhe des Thalamus als auch auf kortikalem Niveau
erniedrigt war.
Vigilanzabhängigen Veränderung der HFO ließen sich auch experimentell durch ZNS-
spezifische Pharmaka hervorrufen, dadurch konnte zusätzlich anhand des molekularen
Wirkmechanismus der Substanz Rückschlüsse auf die potentiellen Generatoren gezogen
werden: Haueisen et al. (2000) untersuchten den Effekt des Benzodiazepins Lorazepam
auf den kortikalen 600 Hz-burst und auf die niederfrequenten Potentialantworten und
beobachteten neben einer Abschwächung der HFO eine Latenzverlängerung vor allem
der späten burst-Anteile, bei unveränderter N20-Latenz. Diese Veränderungen stehen
im Zusammenhang mit der verstärkten Hemmung durch GABAerge Interneurone in
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thalamischen Relaiskernen und im somatosensiblen Kortex, die entweder selber als
HFO-Generatoren in Frage kommen oder aber die nachfolgenden Neurone in ihrem
burst-Antwortmuster beeinträchtigen.
Nach Verabreichung des Narkotikums Propofol (Klostermann et al. 2000b) zeigten die
niederfrequente P16 und N20 keine signifikanten Veränderungen, während die
kortikalen HFO sowohl in ihrer Amplitude als auch in ihrer mittleren Frequenz
vermindert waren. Intrathalamisch abgeleitete HFO blieben dagegen hinsichtlich dieser
beiden Parameter weitgehend stabil, weshalb die Autoren von unabhängigen
subkortikalen und kortikaler HFO-Generatoren mit unterschiedlichen Propofol-
Sensitivitäten ausgingen.
Zusammenfassend lässt sich also ein Anteil der hochfrequenten kortikalen Oszillationen
an subkortikalen arousal- und Vigilanzsystemen vermuten, während die
niederfrequenten SEP-Komponenten dagegen stabile neuronale Aktivität im
lemniskalen System darstellen, die durch Vigilanzveränderungen weitgehend
unbeeinflusst bleiben (Halboni et al. 2000, Klostermann 2001a).
3.1.5 Potentielle morphologische Korrelate
Bei der Zuordnung der hochfrequenten burst-Aktivität zu potentiellen neuronalen
Generatoren auf thalamischer und kortikaler Ebene müssen bestimmte Kriterien
beachtet werden (siehe Curio 2000):
a)  Zelluläre Geometrie: Die Axone/Zellsomata müssen im Hinblick auf die MEG-
     Befunde tangential zur Kortexoberfläche angeordnet sein;
b) Das Frequenzspektrum der oszillatorischen Aktivität beträgt >500 Hz;
c) Das burst-Verhalten im Schlaf-Wach-Zyklus sollte berücksichtigt werden.
Eine Ursprung der burst-Aktivität in Zellsomata thalamischer Relaiskerne scheint
unwahrscheinlich aufgrund ihrer geschlossenen elektrischen Feldestruktur (Lorente de
Nó 1947). Dagegen werden initiale und terminale Axonsegmente als Fernfeld-Potentiale
detektierbar, wenn sie einen virtuellen Dipol bilden, wie z.B. beim Übergang radial
ausgerichteter Axone in eine tangentiale Bahn (z.B. Projektionsbahn beim Eintritt in die
weiße  Substanz).
Thalamokortikale Relaisneurone (TCR-Neurone) besitzen ein tonisches “single-spike“-
und ein phasisches burst-Erregungsmuster, wobei letzteres in hyperpolarisierten
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Neuronen vorkommt und durch „low-threshold calcium spikes“ (LTS) getriggert wird
(Shermann & Guillery 1996). Da der burst-Modus vorwiegend im Schlaf auftritt, in
dem die HFO aber vermindert sind, erscheint es wahrscheinlich, dass noch andere
Mechanismen zur thalamischen burst-Komponente beitragen: Klostermann et al.
(2000b) ziehen eine Überlagerung asynchron aktivierter „single-spike“-Generatoren in
Erwägung, ausserdem eine weitere Klasse thalamischer LTS-Neurone (vorkommend im
Ncl. centromedianus), die mit burst-Frequenzen von bis zu 1000 Hz oszillieren können,
unabhängig vom Schlaf-Wach-Zyklus (Steriade et al. 1993).
Kürzlich zeigte sich in einer Studie, dass der intrathalamisch ableitbare 1000 Hz-burst
mit zunehmender Distanz der Elektrode vom Thalamus merklich in seiner Amplitude
abnahm, was auf ein lokales Nahfeld-Potential hinweisen und gegen die Hypothese
einer thalamokortikalen HFO-Projektion sprechen würde (Klostermann et al. 2002).
Trotz dieser Beobachtungen sollte bedacht werden, dass die thalamische 1000 Hz-
Aktivität – wenn auch vielleicht die quantitativ dominante - nur eine von vielen
möglichen thalamischen HFO darstellt, und dass weitere Neuronenpopulationen, die mit
hohen Frequenzen um 600 Hz oszillieren, für die thalamokortikale Projektion zuständig
sein können.
Intrakortikale postsynaptische Generatoren werden mehreren Subtypen von Neuronen
zugeschrieben, die alle ein hochfrequentes burst-Entladungsmuster (>400Hz) besitzen
(Review: Curio et al. 1994b, Curio 2000). Im Hinblick auf vorausgegangene
experimentelle Tierstudien zog man einerseits ultraschnelle exzitatorische
postsynaptische Potentiale in inhibitorischen Interneuronen (sog. „stellate cells“) im
Zusammenhang mit non-NMDA-Rezeptoren in Betracht (Stern et al. 1992),
andererseits burst-Aktivität in einem bestimmen Typ von Pyramidenzellen („pyramidal
chattering cells“, Gray und McCormick 1996); ebenso Aktivität in GABAergen
inhibitorische Interneuronen (Swadlow 1989). Letztere wurden vor allem in MEG-
Folgestudien von Hashimoto et al. (1996, 1999) als potentielle HFO-Generatoren
angesehen, da sie einerseits ein burst-Entladungsmuster (200-1000 Hz) besitzen,
andererseits mit ihren tangential ausgerichteten Axonen bei synchroner Aktivierung und
zeitlich-räumlicher Erregungssummation magnetische Felder erzeugen können, die
außerhalb des Kopfes messbar sind.
Jones & Barth (1999) beobachteten ein HFO-Analogon im somatosensorischen Kortex
der Ratte nach transienter Vibrissa-Stimulation. Diese hochfrequente Aktivität war
etwas niedriger, verhielt sich aber sonst sehr ähnlich im Hinblick auf räumlich-zeitliche
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Eigenschaften des 600 Hz-burst beim Menschen. Als mögliche Generatoren führten die
Autoren auch hier inhibitorische Interneurone an, welche aber vermutlich aufgrund ihrer
geschlossenen elektrischen Feldstruktur nicht direkt MEG-Signale erzeugen, sondern
ihre burst-Aktivität auf die apikalen Dendriten postsynaptischer Pyramidenzellen
projizieren, was ansatzweise die Funktion der kortikalen HFO als ein spezifischer
Verarbeitungsmechanismus ankommender somatosensibler thalamischer Projektionen
erklärt.
Des weiteren könnten die HFO nicht nur aus spezifischen Erregungsmustern einzelner
Zellen resultieren, sondern auch schnelle sequentielle Erregung von Neuronen in
unterschiedlichen kortikalen Schichten darstellen (Bode-Greuel et al. 1987), und/oder
lokale intrakortikal kreisende Erregungen (Langdon & Sur 1990).
3.2 Alertness - Neuropsychologische Grundlagen der Aufmerksamkeit
Aler tness  (Aufmerksamkei tsakt iv ierung)  s te l l t  e ine  der  v ier
Aufmerksamkeitsfunktionen dar, die in Übereinstimmung mit neueren psychologischen
und neuropsychologischen Aufmerksamkeitstheorien (Posner und Boies 1971, van
Zomeren und Brouwer 1994, Sturm 1997) definiert wurden:
• Aufmerksamkeitsaktivierung (tonische und phasische alertness)
• längerfristige Aufmerksamkeit (sustained attention und Vigilanz2)
• selektive oder fokussierte Aufmerksamkeit (selective oder focused attention)
• geteilte/verteilte Aufmerksamkeit (divided attention)
Mit alertness wird ein Zustand ungerichteter Aufmerksamkeit und Reaktionsbereitschaft
bezeichnet, welcher sich in eine tonische und phasische Komponente unterteilen lässt.
Tonische Aufmerksamkeitsaktivierung repräsentiert den allgemeinen Wachheitsgrad;
sie wird durch den physiologischen Zustand des Organismus bestimmt und variiert
demnach in Abhängigkeit von der zirkadianen Rhythmik, während phasische
                                                           
2  Anmerkung: Der Begriff der Vigilanz wird hier im psychologischen Sinne gebraucht und ist
   vorwiegend durch  die Art der Testaufgabe definiert. Der medizinische Terminus Vigilanz dagegen
   meint dagegen einen Bewusstseinszustand bzw. die Fähigkeit, ein bestimmtes alertness-Niveau aufrecht
   zu erhalten, besonders in monotonen Situationen. In dieser Dissertation bezieht sich Vigilanz auf die
   medizinische Definition.
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Aufmerksamkeitsaktivierung die Fähigkeit darstellt, für eine kurze Zeitspanne nach
vorausgegangenem Stimulus die Antwortbereitschaft auf ein folgendes Ereignis zu
erhöhen (Posner 1975). Ein Zustand phasischer Aktivierung kann laut Sturm et al.
(1999) auch ohne externen Reiz durch endogene Vorbereitung auf einen erwarteten
folgenden Stimulus ausgelöst werden (z.B. Läufer vor dem Startschuss).
Eine häufig verwendete Methode zur objektiven Quantifizierung von alertness ist die
Messung von Reaktionszeiten auf visuelle, auditive und somatosensorische Stimuli.
Letztere können ohne Vorgabe eines Warnreizes vor dem eigentlichen Stimulus
dargeboten werden (tonische Aufmerksamkeitsaktivierung), während man bei
vorausgehendem Warnreiz von phasischer Aufmerksamkeitsaktivierung spricht.
Längerfristige Aufmerksamkeit lässt sich in die Domänen sustained attention und
Vigilanz unterteilen. Der Unterschied zwischen beiden besteht in der
Auftretenshäufigkeit des Reizes: sustained attention ist die andauernde
Aufrechterhaltung der Aufmerksamkeit bei hoher Reizfrequenz, während man unter
Vigilanz die Fähigkeit versteht, auch bei sehr eingeschränkten Reizbedingungen über
einen langen Zeitraum hinweg aufmerksam zu bleiben. Bei einer typischen
Vigilanzleistung treten die relevanten Stimuli (z.B. visuelle Reize) nur sehr selten in
unregelmäßigen Intervallen auf und müssen vom Probanden gegen andere, unwichtige
Hintergrundreize abgegrenzt werden. Der Monotoniegrad einer solchen Aufgabe ist
dabei, im Vergleich zu Tests der Daueraufmerksamkeit, relativ hoch.
Die Unterscheidung zwischen sustained attention und tonischer alertness ist in der PET-
Literatur nicht ganz klar definiert. Grundsätzlich kann man sagen, dass bei alertness-
Aufgaben die Reaktionszeit auf einen Stimulus die abhängige Variable darstellt,
während für Daueraufmerksamkeit eher die Anzahl der erfolgreichen und verfehlten
Antworten auf diesen Stimulus relevant ist (Sturm & Willmes 2001).
Alertness, sustained attention und Vigilanz unterliegen der Aufmerksamkeitsdimension
„Intensität“ und besitzen demnach einen quantitativen Charakter (Posner und Boies
1971) , wohingegen selektive bzw. fokussierte Aufmerksamkeit und geteilte
Aufmerksamkeit eher der qualitativen Dimension „Selektivität“ zugeordnet werden
können: Selektive Aufmerksamkeit bezeichnet die Fähigkeit, die Aufmerksamkeit auf
bestimmte Merkmale einer Aufgabe zu fokussieren und Reaktionen auf irrelevante
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Merkmale zu unterdrücken. Als ein Aspekt selektiver Aufmerksamkeit führte Posner
(1980)  die visuelle Orientierung an; dabei wird die Fähigkeit geprüft, die
Aufmerksamkeit räumlich zu bestimmten Zielreizen hin zu verschieben. Diese Reaktion
kann „verdeckt“ ablaufen ohne korrespondierende Augenbewegung („covert shift of
attention“) oder in einer sog. Orientierungsreaktion, bei der es neben einer generellen
Anhebung des Aktivierungsniveaus zu einer Ausrichtung der sensorischen Rezeptoren
auf die Reizquelle kommt („overt shift of attention“).
Im Gegensatz dazu sind in Aufgaben zur Objektivierung der geteilten Aufmerksamkeit
alle Stimuli, z.T. von unterschiedlichen Quellen stammend, relevant und erfordern
folglich unterschiedliche Reizantworten. Die Versuchsperson muss mehrere Aufgaben
simultan durchführen, die je nach Ähnlichkeitsgrad miteinander interferieren, wodurch
die Verarbeitungsressourcen getestet werden.
Es wird vermutet, dass alertness und längerfristige Aufmerksamkeit die notwendige
Grundlage darstellen für die komplexeren Aufmerksamkeitsfunktionen der Dimension
„Selektivität“ (Van Zomeren  Brouwer 1994, Sturm et al. 1997, 1999).
In Studien an gesunden Versuchspersonen und an Patienten mit ischämischen
Hirnläsionen konnte eine funktionelle Asymmetrie für die Modalität alertness
beobachtet werden; dabei schien die rechte Hemisphäre dominant über die linke zu sein
(Howes and Boller 1975, Anzola et al. 1977, Benton 1986, Lavadas 1987, Sturm et al.
1997). Indirekt zeigte sich diese rechtshemisphärische Dominanz beispielsweise in
Aufmerksamkeitstests mit Reizdarbietung visueller Stimuli im ipsilateralen Gesichtsfeld
gesunder Probanden in schnelleren Reaktionszeiten mit der linken Hand (Anzola et al.
1977); des weiteren schienen Patienten mit ausgedehnteren linkshemisphärischen
Läsionen geringere Reaktionszeitdefizite zu besitzen als Patienten mit kleineren
rechtshemisphärischen Läsionen (Howes and Boller 1975).
In PET-Scan-Aktivierungsuntersuchungen am gesunden Probanden ließ sich ein
besondere Beitrag rechtshemisphärischer Strukturen direkt bestätigen: Kinomura et al.
(1996) beobachteten in einer Studie, die sich erstmals ausdrücklich mit dem zerebralen
Aktivierungsmuster von alertness befasste, eine maßgebliche Steigerung der
Durchblutung in Thalamus und Hirnstamm; Sturm et al. (1999, 2001) erweiterten diese
funktionelle Anatomie auch auf kortikale Regionen: Messung der Reaktionszeiten auf
visuelle Stimuli im Sinne eines klassischen alertness-Paradigmas schien ein
rechtshemisphärisches Netzwerk aus frontalem, parietalem und temporalen Kortex zu
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aktivieren, ebenso den rechten Thalamus und das pontomesenzephalische Tegmentum.
Die Autoren vermuteten ein fronto-thalamisches Aktivierungssystem, in dem der Gyrus
cinguli anterior (Murtha et al. 1996) und der dorsolaterale frontale Kortex eine
Kontrollfunktion auf noradrenerge Aktivität im Hirnstamm (Posner & Petersen 1990)
via Ncl. reticularis thalami ausüben. Letzterer besitzt in diesem Zusammenhang  eine
Gating-Funktion, d.h. er „öffnet“ durch frontale deszendierende Einflüsse selektiv nur
die „thalamischen Tore“ für die aufsteigende Aktivierung aus dem Hirnstamm, welche
für die Verarbeitung einer bestimmten Information relevant sind (Yingling & Skinner
1975, Steriade et al. 1986, Stuss & Benson 1986).
 Ein solches Netzwerk wurde auch für andere Komponenten der
Aufmerksamkeitsintensität beobachtet: Mit abnehmender Vigilanz für auditive Stimuli
zeigte sich eine verminderte zerebrale Durchblutung in den o.g. Strukturen (Paus et al.
1997); ähnliche Aktivierungsmuster fanden sich für sustained attention im Hinblick auf
visuelle Stimuli (Coull et al. 1996).
3.3 Exkurs: Ncl. reticularis thalami
Der Ncl. reticularis gehört zu den unspezifischen Relaiskernen des Thalamus und
scheint eine entscheidende Rolle in der Regulation von kortikalen Aufmerksamkeits-
und subkortikalen arousal- bzw. Vigilanzprozessen zu spielen (Crick 1984, Newman
1995, Sherman und Guillery 1996, Portas et al. 1998). Bestehend aus einer dünnen
Neuronenschicht legt er sich wie eine Schale um den hinteren Pol des Thalamus.
Aufgrund seiner funktionellen Position zwischen letztgenannter Struktur und Kortex
müssen alle aufsteigenden Fasern diesen Kern passieren, ebenso die reziproken
Projektionen vom Kortex zu den Relaiskernen, die weitaus zahlreicher sind (Steriade
2001). Neben Afferenzen vom dorsalen Thalamus und vom cerebralen Kortex besitzt
der Ncl. reticularis Verschaltungen mit der im Hirnstamm lokalisierten Formatio
reticularis, die entscheidend am Zustandekommen der Wachzustände beteiligt ist, dem
Colliculus superior und dem basalen Vorderhirn. Direkte Efferenzen zum Kortex sollen
nicht existieren, stattdessen scheint der Ncl. reticularis mit den anderen Relaiskernen
verschaltet zu sein, die ihrerseits wieder in kortikale Areale projizieren (Jones 1985).
Die Neurone des Ncl. reticularis sind GABAerg und können somit eine Inhibition auf
die nachfolgenden Zellen thalamischer Kerne oder Interneurone ausüben. Daraus ergibt
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sich im Rahmen einer „top-down control of attention“ Selektion und Modulation der
den Kortex erreichenden Information (Steriade et al. 1986, Sherman and Guillery
1996).
Abb. 6: Schema der an thalamokortikalen Interaktionen
              beteiligten Hauptkomponenten (aus Guillery et al. 1998).
3.4 Fragestellung und Hypothesen
In der vorliegenden Arbeit soll untersucht werden, ob eine Beeinflussung kortikal
abgeleiteter hochfrequenter (600 Hz-)Oszillationen durch Veränderung der tonischen
alertness während einer 24-stündigen Wachphase besteht.
Diese Fragestellung schließt an die vorausgegangenen Studien an, die sich mit den
Veränderung der HFO während des Schlaf-Wach-Zyklus beschäftigten: Dabei wurde
immer wieder eine massive Abschwächung des 600 Hz-burst in NonREM-Schlafphasen
beobachtet, wohingegen die zeitgleich auftretende niederfrequente N20 weitgehend
unbeeinflusst blieb (Emerson et al. 1988, Yamada et al. 1988, Hashimoto et al. 1996,
Halboni et al. 2000). Selbst schon leichte, visuell induzierte arousal-Veränderungen
durch Schließen der Augen führten zu einer Abnahme der hochfrequenten
Oszillationsamplitude (Gobbelé et al. 2000).
Bisher wurde allerdings noch nicht erforscht, ob und in inwiefern eine zirkadiane HFO-
Modulation proportional dem Vigilanzniveau wacher Probanden existiert, für dessen
Objektivierung die Aufmerksamkeitsfunktion intrinsische/tonische alertness
herangezogen werden kann. Ausgehend von der Annahme, dass es sich bei den HFO
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um eine vigilanzabhängige somatosensible Komponente handelt, würde man ihrerseits
eine Verminderung bei herabgesetzter alertness erwarten.
In dieser Arbeit werden daher hochfrequente Oszillationen im 600 Hz-Band innerhalb
von 24 Stunden zu vier verschiedenen Zeitpunkten (1.Tag: 8.00h, 16.00h, 2.Tag: 4.00h,
8.00h) gemessen; parallel zu den SEP-Registrierungen erfolgt die objektive
Quantifizierung des alertness-Niveaus mittels einer einfachen Reaktionszeitmessung auf
einen visuellen Stimulus (siehe Zimmermann & Fimm 1993,  Sturm 1997, Conradt et al.
1999).
Weiterhin soll in dieser Studie versucht werden, die Rolle des Thalamus in der
Generierung bzw. Modulation der HFO zu spezifizieren. In vorausgegangenen Studien
wurde dem Ncl. reticularis thalami vermehrt Beachtung geschenkt: einerseits scheint er
eine Kontrollfunktion über arousal und Aufmerksamkeit zu besitzen (Guillery et al.
1998, Portas et al. 1998), andererseits gilt er als ein Hauptkandidat für die Modulation
der subkortikalen, vermutlich in thalamokortikalen Projektionsfasern generierten HFO-
Komponente (Halboni et al. 2000, Gobbelé et al. 2000). Daher soll in Abschnitt 6.0
eine Betrachtung der gefundenen Ergebnisse unter diesen beiden Aspekten erfolgen.
Zusätzlich wurde explorativ an 2 Probanden der Stichprobe der Einfluss des
physiologischen Körpertemperaturabfalls in der Nacht (Colquhoun et al. 1968) auf die
elektrophysiologischen Komponenten untersucht; dazu fand eine separate SEP-
Registrierung vor- und nach Abkühlen der Körperkerntemperatur um ca. 0,6°C statt.
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4.0 Material und Methoden
4.1 Versuchspersonen
Die Stichprobe bestand aus 11 Probanden im Alter von 20 bis 31 Jahren, das
Durchschnittsalter betrug 24 Jahre. Es handelte sich um 4 weibliche und 7 männliche
rechtshändige Personen aus dem Bekanntenkreis der Doktorandin. Die Teilnahme an
dieser Studie erfolgte freiwillig, nach genauer Aufklärung über Versuchsbedingungen
und Versuchsablauf.
Ausschlusskriterien zur Teilnahme waren einerseits neurologische Vorerkrankungen,
andererseits die Einnahme jeglicher Pharmaka, um medikamenteninduzierte Effekte wie
Sedierung oder Aktivierung, aber auch, um evtl. Veränderungen der kortikalen SEP-
Antworten zu vermeiden (Lehmann & Schmidt). Als einzige Ausnahme galten
Antikonzeptiva.
Die Versuchspersonen wurden instruiert, in der vorausgehenden Nacht ca. 6 bis 8
Stunden zu schlafen. Am Vortag des Versuchs und am Messtag selber durften keine
alkoholischen Getränke, kein Koffein oder andere aktivierende Substanzen konsumiert
werden, so dass diesbezüglich von einer exogenen Beeinflussung der Vigilanz
abgesehen werden konnte.
4.2 Untersuchungsbedingungen und Testaufgabe
Am Versuchstag wurde zu vier Zeitpunkten gemessen (M1-M4):
 - M1:  8.00h, 1. Tag, morgens
 - M2: 16.00h, 1. Tag, nachmittags
- M3:  4.00h, 2. Tag, nachts
- M4:  8.00h, 2.Tag, morgens
Die Messungen fanden in einem gut erleuchteten und weitgehend von äußeren
Schallreizen abgeschirmten Versuchsraum statt. Die Raumtemperatur betrug ca. 23°C.
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Zur Versuchsdurchführung saß der Proband entspannt in aufrechter Position in einem
Bett. Zeitgleich zur bilateralen N. medianus-Stimulation (siehe Abschnitt 4.3.2) wurde
ihm eine einfache computergestützte Reaktionszeitaufgabe dargeboten; hierbei handelte
es sich um eine abgewandelte Version des Untertests „Alertness ohne Warnton“ der
Testbatterie zur Aufmerksamkeitsprüfung (TAP, Zimmermann & Fimm, 1993): Auf
einem schwarzen Bildschirm in Kopfhöhe am Fuße des Bettes leuchtete in
randomisierten Zeitabständen (3000-5000 ms)3 ein weißer Kreis auf mit einem
Durchmesser von ca. 18 mm auf. Auf diese Reizdarbietung hin sollte die VP so schnell
wie möglich auf eine Taste drücken, die - je nach Versuchsbedingung - abwechselnd
von der Versuchsleiterin neben die rechte oder linke Hand positioniert wurde und die
mit einem Aufnahmerechner verbunden war. Der Zielreiz wurde bis zum Tastendruck
präsentiert. Wenn keine Reaktion auf den Reiz erfolgte, verschwand der Kreis
automatisch nach 2000 ms und wurde als verfehlt gewertet („omission“).
Der Test dauerte pro Messzeitpunkt 40 min; alle 5 min wurde die Reaktionsseite
gewechselt. Einerseits diente dieses Verfahren der Datensicherheit (so war die
Reproduzierbarkeit der Aufgabe gewährleistet), andererseits konnte so überprüft
werden, dass die Probanden nicht einschliefen. Dies war auch für die EEG-Aufnahme
von erheblicher Bedeutung, da im Schlafzustand niederfrequente SEP wie die parietale
N20 zwar weitgehend unverändert bestehen bleiben, sich für die HFO aber eine
beträchtliche Amplitudenabschwächung zeigt sowie eine Verminderung der Anzahl der
Oszillations-peaks (Emerson 1988, Yamada et al. 1988, Hashimoto et al. 1996, Halboni
et al. 2000). Dies hätte in der vorliegende Studie zu einer fälschlichen Interpretation der
Messergebnisse geführt.
Die Reaktionszeiten wurden schematisch im Aufnahmerechner protokolliert, hierfür
fand die gleiche Codierung Anwendung wie in der SEP-Software (siehe Abschnitt
4.3.3.2).
Während der Messpausen gingen die Probanden ihrem gewohnten Tagesablauf nach
(Unibetrieb, etc.). Die Mahlzeiten in den Messpausen waren so weit wie möglich
standardisiert: mittags handelte es sich um „ausgewogene Vollkost“ der Aachener
                                                           
3 Ein Interstimulusintervall dieser Länge ist ausreichend zur Untersuchung tonischer alertness. Bei
   Intervallen  <1ms muss man damit rechnen, phasische alertness zu messen, da der vorausgehende
   Stimulus einen  Vorbereitungseffekt auf den folgenden hätte.
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Klinikumskantine, ein Abendessen gegen 20.00h wurde von der Versuchsleiterin
bereitgestellt sowie alkohol- und koffeinfreie Getränke.
Eine totale Vereinheitlichung des Tagesablaufs bei allen Probanden war nicht möglich,
Unterschiede ergaben sich z.B. hinsichtlich des Aktivitäts- und Belastungsniveau im
Alltag. Die Zeit bis zur nächtlichen 4.00h-Messung verbrachten dagegen die meisten
Versuchspersonen in Anwesenheit der Versuchsleiterin mit Unterhaltung, lesen,
fernsehen; zwischen den letzten beiden Messungen wurde ein Spaziergang im Freien
durchgeführt. Somit bestand zumindest in der „kritischen Zeit“ in der Nacht und am
nächsten Morgen eine externe Kontrolle über den Wachzustand.
4.3 Messmethodik
4.3.1 Messapparatur
Die Messapparatur für die Ableitung der somatosensiblen Potentiale beinhaltete:
• Reizgebereinheit: externes Triggerprogramm (triggert in der vorgegebenen
Frequenz) und 2 Handstimulatoren mit Konstantstromausgang (verantwortlich für
Intensität und Dauer des Reizes)
• 12 symmetrisch angeordnete Ableitelektroden, davon eine Referenz
• Verstärker mit analogem Filter
• Analog-Digital-Konverter (A-D-Konverter)
• Aufnahmerechner mit Monitor und Speicherkapazität
Abb.7: Schematische Darstellung des Versuchsaufbaus
TAP
Monitor
Handstimulator
Taste
Verstärker
Filter
Rechner 
mit Trigger-Programm
SEP
Aufnahme
Rechner
Vorverstärker
Elektroden
Erde
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4.3.2 Stimulationsparameter
Die Evozierung der SEP erfolgte routinemäßig durch elektrische Stimulation mit dem
Ziel, einen Teil der Membranoberfläche des darunterliegenden Nerven zu depolarisieren
und somit ein Aktionspotential auszulösen, das sich entlang des Nerven ausbreitet.
4.3.2.1 Stimulationsort
Die alternierende Stimulation des rechten und linken N. medianus wurde mit einer
bipolaren Oberflächenelektrode durchgeführt; die Kathode befand sich hierbei 3 cm
proximal der Anode. Die Impulsapplikation fand auf Höhe des Handgelenks (zwischen
den Sehnen des M. flexor carpi radialis und des M. palmaris longus) statt. An diesem
Ableitort ist der Nerv gemischt, d.h. er besteht sowohl aus sensiblen als auch aus
motorischen Fasern, daher sind mehr Axone vorhanden und stimulierbar. Die
Amplitude der SEP fällt entsprechend größer aus, als dies bei Stimulation des weiter
distal gelegenen, rein sensiblen Nervenanteils, z.B. am Finger, der Fall wäre (Desmedt
und Brunko 1980). Andererseits soll die Miterregung motorischer Nervenfasern bei
überschwelliger Stimulation keine Rolle für die Generierung subkortikaler und
kortikaler Reizantworten spielen, da das antidrom fortgeleitete motorische Potential nur
die spinalen Motorneurone erreicht und aufgrund der Filterfunktion der Synapsen nicht
weitergeleitet wird (Desmedt 1988, Buchner 1990).
Im übrigen fiel die Wahl auf diesen Armnerv, da die kortikalen Reizantworten bei
Stimulation des N. medianus höher sind als z.B. die des N. ulnaris oder des N. radialis
(vgl. Stöhr 1996).
Um den Hautwiderstand zu senken, wurde die Haut an der Applikationsstelle zunächst
mit Alkohol abgerieben, die Elektrode daraufhin mit Elektrodenpaste (s.u.) angebracht
und mit einem Klettband fixiert. Eine feuchte Banderde sowohl am rechten als auch am
linken Unterarm zwischen Reizelektrode und Ableitort diente neben der Sicherheit des
Probanden dazu, das Stimulusartefakt so gering wie möglich zu halten.
                   Abb. 8: Technik der Stimulation (modifiziert nach Stöhr 1996)
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4.3.2.2 Stimulationsintensität, –frequenz und -dauer
Bei jedem einzeln ausgegebenen Reiz handelte es sich um einen Rechteckimpuls von
0,2 ms Dauer und einer Intensität, die etwa der doppelten motorischen Schwelle des M.
abductor pollicis brevis entsprach. Die orthodrome Fasererregung wurde sichtbar an der
deutlichen Kontraktion des Thenars, welcher als Kennmuskulatur des N. medianus gilt.
So konnte auf einfache Weise überprüft werden, ob die Stimulation ausreichend war.
Die Amplitude des SEP soll nach Überschreiten der sensiblen und auch der motorischen
Schwelle weiter zunehmen, was mit einer Verbesserung der kortikalen Ableitungen
einherginge, allerdings müsste dabei eine Latenzverkürzung bei zunehmender
Reizstärke nach Überschreiten der sensiblen Schwelle in Kauf genommen werden
(Stöhr 1996).
Die Reizfrequenz wurde im Hinblick auf die zu untersuchenden Potentiale mit 7 Hz
(3,5 Hz für jede Extremität, bilateral alternierende Reizausgabe) - festgelegt. Bei einer
Steigerung der Frequenz können Form- und Amplitudenveränderungen der Reizantwort,
vor allem der späten SEP-Anteile, auftreten. Während Delberghe et al. (1990) bei
Frequenzerhöhungen von 1,6 auf 5,7 Hz zwar keine signifikanten Veränderungen für
die im kortikalen Primärkomplex auftretende N20 aufzeigten (P22, P27 und N30 wiesen
deutliche Amplitudenreduktionen auf), fanden Gobbelé et al. (1998) dagegen
signifikante Verringerungen der kortikalen N20-Aktivität bei Stimulationsfrequenzen
>1,5 Hz. Da das eigentliche Interesse dieser Studie aber den hochfrequenten
Potentialantworten galt, die sich bis zu einer Stimulusrate von 9 Hz nicht verändern
sollen (Gobbelé et al. 1998), konnte eine geringe Aktivitätsabnahme für die N20
akzeptiert werden, zumal sich dieser Effekt relativ auf alle Messzeitpunkte gleichartig
auswirkte.
4.3.3 Ableitparameter
4.3.3.1 Elektrodenanordnung
Für die Signalregistrierung der somatosensensibel evozierten Potentiale wurden 12
Oberflächenelektroden (Durchmesser: 10 mm) verwendet, die während der gesamten
Versuchsdauer (Messpausen eingeschlossen) auf der Kopfoberfläche der VP fixiert
blieben. Im Vergleich mit den in der Klinik häufig verwendeten Nadelelektroden, die
subkutan platziert werden und sich daher für die vorliegenden Versuchsbedingungen
nicht eigneten, bestehen für die Oberflächenelektroden keine signifikanten Amplituden-
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und Latenzunterschiede (Dumitru & Lester 1991); der Nachteil der geringeren
Übergangswiderstände bei niedrigen Frequenzen wird durch den relativ hohen
Eingangswiderstand des Verstärkers ausgeglichen.
11 Kanäle wurden gleichzeitig von folgenden Positionen registriert; ihre Nomenklatur
erfolgte nach den Richtlinien der „American Encephalographic Society (1991)“
• Fz als frontomediane Referenz
• frontal: F3 und F4
• CPz in der Sagitallinie
• links parietal: CP3 und C3, CP5, P3 im Quarré um CP3 herum angeordnet;
• rechts parietal: CP4 und C4, CP6, P4, im Quarré um CP4 herum angeordnet.
Abb. 9: Planare Projektion der Elektrodenanordnung auf der Kopfoberfläche
Für die SEP nach Armnervenstimulation liegt das kontralaterale sensible
Projektionsfeld in Abhängigkeit vom Kopfumfang etwa 7 cm lateral der Mittellinie und
ca. 2 cm hinter der Scheitel-Ohr-Linie über dem rechten und linken parietalen Kortex,
was bei Anordnung der Elektroden nach dem 10/20-System in etwa den Punkten CP3
und CP5 bzw. CP4 und CP6 entspricht (Tackmann 2000). Dort ist bei somatosensibel
evozierten Potentialen eine Reizantwort von maximaler Ausprägung zu erwarten.
Die Wahl fiel auf eine frontomediane Referenz, mit der i.d.R. die frühen kortikalen
SEP-Komponenten gut dargestellt werden können. Die Artefakteinstreuung durch Herz-
und periphere Muskelaktivität bleibt gering, außerdem werden subkortikale Potentiale
weitgehend eliminiert (Noel und Desmedt 1980).
CPz
Fz
F3 F4
CP3 CP4
C3
P3
CP5
P4
C4
CP6
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Die Elektroden wurden mit Elektrodenpaste (Grass-Paste EC 2®) auf die zuvor
präparierte Kopfhaut angebracht, welche durch Abreiben der obersten Hautschicht
„aufgeraut“ wurde, um die Impedanzen der Elektroden möglichst gleich und unter 5 k_
zu halten. Nach Antrocknen der Paste hielten die Elektroden für die 24-stündige
Versuchsdauer.
4.3.3.2 Technische Daten
Die Datenaufnahme der SEPs erfolgte kontinuierlich  im sog. continues-file-Modus (mit
der Software Neuroscan, Aquire). Um die Reproduzierbarkeit der einzelnen Messungen
zu gewähren, wurden 8 Intervalle (à 2000 Mittelungen, 1000 pro Extremität) von
jeweils 5 min aufgenommen und im Hinblick auf die spätere Auswertung nach
demselben Schema codiert wie die simultan durchgeführte Reaktionszeitaufgabe.
M1= 8.00h, 1.Tag, morgens M2=16.00h,1.Tag, nachm. M3= 4.00h, 2. Tag, nachts M4= 8.00, 2. Tag, morgens
rg8hr1 rg16hr1 rg4hr1 rg8hr1b
rg8hl1 rg16hl1 rg4hl1 rg8hl1b
rg8hr2 rg16hr2 rg4hr2 rg8hr2b
rg8hl2 rg16hl2 rg4hl2 rg8hl2b
rg8hr3 rg16hr3 rg4hr3 rg8hr3b
rg8hl3 rg16hl3 rg4hl3 rg8hl3b
rg8hr4 rg16hr4 rg4hr4 rg8hr4b
rg8hl4 rg16hl4 rg4hl4 rg8hl4b
Tabelle 1: Datencodierung        rg = Initialen der Versuchsperson
               8h = Messzeitpunkt
                                                  r, l = rechte oder linke Hand, mit der die Taste gedrückt wurde
                                                  1-4 = Nummer des Durchgangs
Verstärkung und Filterung
Damit die elektrophysiologischen Signale dem Aufnahmerechner zugeführt werden
können, müssen sie analog bearbeitet werden. Dies geschieht mit Hilfe von Verstärkern
und Filtern, deren Einstellungen abhängig sind von der Fragestellung und der
Untersuchungstechnik. Zunächst werden die auftretenden Spannungsdifferenzen
zwischen den einzelnen Kanälen und der Referenzelektrode verstärkt, um die evozierten
Potentiale überhaupt messbar zu machen. Ohne Verstärkung würden die abgeleiteten
Potentiale, die sich in einem Bereich von unter einem µV bis einigen wenigen 100 µV
bewegen, sich nicht darstellen lassen, da diese niedrigen Amplituden nicht für die
Steuerung der Bildschirmsignale ausreichen. Die Elektrodenschnüre sind mit
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Vorverstärken (sog. Headboxen) verbunden. Der eigentliche Verstärker, ein
Differenzverstärker, ist durch einen hohen Eingangswiderstand und durch die Fähigkeit
zur Gleichtaktunterdrückung (Unterdrückung gleichphasiger Signale) charakterisiert.
In diesem Versuchsaufbau wurde ein Differenzverstärker (Neuroscan, Synamps) mit
einem Eingangswiderstand von 10 MΩ und einer Gleichtaktunterdrückung von 100 dB
verwendet. Der Verstärkungsfaktor (Gain) betrug 1000x, davon fielen 150x auf den
Vorverstärker.
Um die Störanfälligkeit der Messung zu senken, muss ihre Verstärkung so erfolgen,
dass die wesentliche Information innerhalb des Frequenzbandes unverzerrt bleibt und
störende Frequenzkomponenten -  auch von außen eingestreute
Spannungsschwankungen wie Wechselstrom und endogene Störpotentiale (z.B.
Muskelartefakte) werden mitverstärkt - außerhalb abgeschwächt werden. Daher erfolgt
eine selektive Begrenzung des Biosignals durch analoge Filterung. Durch die
Bandbreite des Filters (Hochpass und Tiefpass) wird festgelegt, welche Signale zur
Messung herangezogen und welche Frequenzen außerhalb des Frequenzbandes in ihrer
Amplitude unterdrückt werden. Die Grenzfrequenzen des Filters betrugen 0,05 Hz und
2000 Hz.
Analog-Digital-Konverter
Durch den A-D-Konverter wird das verstärkte und gefilterte zeit- und
wertkontinuierliche Eingangssignal in ein zeit- und wertdiskretes Signal umgewandelt,
woraufhin es vom Rechner digital weiter verarbeitet werden kann. Diese Umwandlung
besteht prinzipiell aus drei Schritten: Abtastung, Quantisierung und Kodierung.
Unter der Abtastfrequenz versteht man den Reziprokwert des Digitalisierungsintervalls
t, welches den zeitlichen Abstand bezeichnet, in dem die Amplitude des analogen
Signals gemessen wird. Man nennt sie auch horizontale Auflösung des A-D-Konverters.
Diese sog. „sampling rate“ sollte mind. um den Faktor 2-3 höher sein als die höchste zu
erwartende Frequenz - evtl. sogar 3-4 mal höher (Buchner 1990) - damit es nicht zum
„Aliasing“ kommt, worunter man die Umwandlung von hohen in niedrigere Frequenzen
beim Digitalisierungsprozeß versteht (Nyquist-Regel).
Die durch die Abtastung erhalten Amplitudenwerte müssen dann diskreten
Quantisierungsstufen zugeordnet werden, von denen im binären System nur eine
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beschränkte Anzahl verfügbar ist und die in „bit“ angegeben werden (entspricht der
horizontalen Auflösung des A-D-Konverters).
Kodierung meint die Verschlüsselung der diskreten Amplitudenwerte entsprechend den
Quantisierungstufen in Binärzahlen, wobei jeder gemessene Amplitudenwert dann als
binärer Zahlenwert im Rechner digital gespeichert und weiter verarbeitet werden kann.
Die Abtastrate des verwendeten A-D-Konverters betrug in der vorliegenden Studie
10000 Hz, was einer horizontalen Auflösung von 0,1 ms und damit den Zeitabständen
entsprach, in denen die anliegende Spannung entsprechend der vertikalen Auflösung (16
bit) des Konverters in ein digitales Signal umsetzt wurde. Die Sensitivität des
Konverters wurde vom Hersteller mit 0,084 µV/LSB angegeben.
Nach Beendigung der Messung wurden die EEG- sowie die TAP-Daten auf CD-ROM
gebrannt, so dass in der folgenden Auswertung die ermittelten Reaktionszeiten im
alertness-Test in Bezug zu den EEG-Messungen gesetzt werden konnten.
4.4 Datenverarbeitung und Auswertmethodik
4.4.1 Datenvorverarbeitung:
Mit der Software „Vision Analyzer“ erfolgte die Segmentierung der EEG-Rohdaten.
Hierbei wurden Epochen gleicher Länge relativ zu dem auftretenden elektrischen
Stimulus erzeugt, woraus ein Datensatz aus aneinandergehängten Analysezeiträumen
resultierte. Dieser Arbeitsschritt erfolgte selektiv für die rechts- und linksseitige
Medianus-Stimulation, indem jeweils 50 ms vor und 50 ms nach „Trigger 1“ und
„Trigger 2“ epochiert wurde. Die Länge der Analysezeiträume betrug demnach 100 ms.
Um die reizkorrelierten SEP-Antworten von der nicht-korrelierenden
Hintergrundaktivität neuronaler Ensembles und der elektrischen Aktivität anderer
Quellen abzugrenzen, wurde eine Anhebung des Signal-Rausch-Verhältnisses durch
Mittelwertberechnung (Averaging) durchgeführt werden (pro Messdurchgang werden
alle Trials addiert und dividiert durch ihre Anzahl, siehe Dawson 1954). Bei diesem
Verfahren macht man sich zunutze, dass die Reizantworten mit konstanter Latenz,
Amplitude und Form auftreten, was für das Hintergrundrauschen nicht zutrifft. Da die
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Amplituden des nicht-konstanten Rauschens statistisch schwanken und sich bei
zunehmender Anzahl von Mittelungen dem Wert 0 nähern, kann durch Erhöhung der
Anzahl der Trials das Signal/Rausch-Verhältnis verbessert werden, und zwar um einen
Faktor gleich der Quadratwurzel aus der Zahl der Durchgänge (Rappelsberger 2000).
Aus den acht fünfminutigen Aufnahmedurchgängen wurden vier Versuchsbedingungen
zusammengefasst:
1. Taste mit rechts drücken – Stimulation des rechten N. medianus (RR)
2. Taste mit links drücken - Stimulation des rechten N. medianus (LR)
3. Taste mit rechts drücken - Stimulation des linken N. medianus (RL)
4. Taste mit links drücken – Stimulation des linken N. medianus (LL)
Für jede dieser vier Versuchsbedingungen ergaben sich in der Summe ca. 4000 Trials,
nach einem „Grand Average“ ließen sich letztendlich die evozierten Potentialen nach
Stimulation des N. medianus gut darstellen.
4.4.2 Datenbearbeitung:
Im Anschluss wurden die epochierten und gemittelten Originaldaten für die weitere
Auswertung mit einem unter MATLAB geschriebenem Programm nachbearbeitet: Es
erfolgte die Entfernung des hochamplitudigen physikalischen Stimulusartefakts durch
Verwerfung des Signalabschnittes -8 ms bis +8 ms. Damit stellten sich die eigentlichen
abgeleiteten Reizantworten relativ in besserer Auflösung dar.
Den ursprünglich in einem Frequenzbereich von 0,05-2000 Hz aufgenommenen Daten
wurde ein digitaler phasenshiftfreier Hochpassfilter von 20 Hz aufgesetzt, die
Filtersteilheit betrug 36 dB/oct (Filter 6. Ordnung). Durch die Wahl dieser unteren
Grenzfrequenz wurden störende Grundlinienschwankungen eliminiert, steile
Amplituden besonders hervorgehoben. Die N20 als wichtigste Komponente des
kortikalen Primärkomplexes kam durch die entstandene Kurvenglättung besser zur
Darstellung.
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Für die weitere Auswertung wurden die Kanäle ausgewählt, bei denen nach
kontralateraler Stimulation die N20 über dem parietalen Kortex am ausgeprägtesten
waren. Im Regelfall handelte es sich um die Kanäle an den Elektrodenpositionen CP3
und CP4, bzw. CP5 und CP6.
Mit der Cursorfunktion des Programms wurde die Amplitude der N20 an dem
maximalen Punkt ihrer Auslenkung (base-to-peak) und die Latenz dieses Maximums
ausgemessen.
Erneutes Filtern mit einer Bandbreite von 450-750 Hz (Filter: Butterworth type 3, 48
dB/oct) diente der selektiven Darstellung der hochfrequenten 600 Hz-Aktivität, die im
ersten Filterdurchgang durch die relativ höheren Amplituden der anderen
Frequenzspektren „maskiert“ wurde. Es folgte die Ausmessung von Latenz und
Amplitude der höchsten positiven und negativen Auslenkung des Oszillations-burst
sowie der zugehörigen peak-to-peak-Amplitude.
Außerdem erfolgte eine sog. Rektifizierung (Gleichrichtung) der Daten: positive Werte
der HFO blieben unverändert, negative Werte wurden in positive Werte des gleichen
Betrags umgewandelt und in der Abbildung nach oben abgetragen.
Zur Berechnung und Darstellung der rektifizierten Amplituden der 600 Hz-Aktivität im
Verhältnis zur Amplitude des Rauschens wurden Mittelwert und 2-fache
Standardabweichung für das Rauschens anhand des Prästimulusintervalls determiniert
und in der Abbildung durch zwei Horizontalen markiert. Oszillationen, die sich
oberhalb der zweiten Linie befanden, konnten somit dem HFO-burst als zugehörig
erklärt werden. Es wurde die Dauer der Oszillation über dem Rauschen bestimmt.
Mit dem Ziel, genaue Angaben über das nach dem Stimulus auftretende
Frequenzspektrum in Abhängigkeit von der Zeit zu erhalten, wurde eine Zeit-Frequenz-
Analyse für die HFO durchgeführt; dazu wurden die gemittelten und gefilterten SEP-
Daten einer wavelet-Transformation unterzogen. Mit dem hier verwendeten Morlet-
wavelet (Schiff et al. 1994, Herrmann et al. 1999, Halboni et al. 2000) konnte jedem
Punkt in der Zeitspanne zwischen 15 und 25 ms eine bestimmte Frequenz und eine
bestimmte Amplitude zugeordnet werden; der weiteren Auswertung dienten dann die
durch dieses Verfahren ermittelten lokalen Amplitudenmaxima mit ihrer Frequenz,
Latenz und Stärke (in µV2).
41
Abb 10: Auswertungsbeispiel (VP rg8hrl)
Für die Auswertung des alertness-Tests wurden die pro Messzeitpunkt registrierten
Reaktionszeiten in ms bestimmt sowie deren Mittelwert und zweifache
Standardabweichung. Da der Nachteil des Mittelwertes darin besteht, von Extremwerten
stark beeinflusst zu werden, erfolgte auch die Berechnung des Medians, der
diesbezüglich unempfindlicher ist. Des weiteren wurden die „Ausreißer“ des
untersuchten Kollektivs (Reaktionszeiten >2 Standardabweichungen) gemessen und die
Anzahl der Stimuli, auf die keine Reaktion folgte (omissions), ermittelt.
Die beiden letztgenannten Parameter repräsentieren in neuropsychologischen
Testverfahren sog. „lapses of attention“ und stellen einen plötzlichen Abfall des
Leistungsniveaus im Verlauf der Einzelreaktionszeiten dar („drowsiness“). Diese
„lapses“ gelten als ein objektives Maß für die Instabilität und den Verlust der
individuellen Performance und sind definiert als Reaktionszeiten, die den Mittelwert um
mindestens zwei Standardabweichungen übertreffen (van Zomeren & Brouwer 1994).
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a) Darstellung der Originaldaten
b) Frequenzbereich 450-750 Hz nach digitaler Hochpassfilterung
c) rektifizierte 600 Hz-Aktivität im Verhältnis zum Rauschen
 d) Zeit-Frequenz-Analyse: Jedem Punkt können die Koordinaten „Latenz“
     (x- Achse [ms]), „Frequenz“ (y-Achse [Hz]) und Amplitude (z-Achse [µV2])
     zugeordnet werden
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Der „Lapse-Hypothesis“ (Williams et al. 1959) zufolge zieht Schlafentzug als ein
Haupteffekt eine vermehrte Häufigkeit und Dauer der „lapses“ nach sich, wohingegen
die eigentliche Leistungsfähigkeit zwischen diesen Reaktionsausfällen nicht
beeinträchtigt sein soll. Kjellberg (1977a) dagegen geht davon aus, dass es sich bei den
„lapses“ nicht um abgrenzbare abrupte Zeiträume erniedrigter Wachsamkeit handelt,
sondern dass eine allmähliche arousal-Abnahme stattfindet, die sich nach Unterschreiten
einer bestimmten Schwelle als Reaktionsausfall manifestiert. Die allgemeine
Leistungsfähigkeit ist auch oberhalb dieses Schwellenwertes beeinträchtigt.
Die in den verschiedenen Arbeitschritten ermittelten Resultate wurden zur weiteren
Bearbeitung in einer Tabelle des Statistikprogramms SPSS 10.0 für Windows
zusammengetragen.
4.5 Statistische Auswertung
In der statistischen Auswertung wurde überprüft, ob sich die unten aufgelisteten
Parameter signifikant zu den einzelnen Messzeitpunkten (M1-M4) veränderten, und ob
die HFO-Modulationen mit denen der Reaktionszeiten korrelierten, was die
Beeinflussung ersterer durch das alertness-Niveau befürworten würde.
Dazu wurde der Student-t-Test für verbundene paarige Stichproben angewandt unter
folgenden Voraussetzungen: Die Messwerte sind Zufallsgrößen eines annähernd
normalverteilten Datenpools, so dass der Mittelwert x als Schätzwert für den
Erwartungswert µ der Grundgesamtheit dienen kann. Die Varianzen der errechneten
Mittelwerte sind gleich, die der Grundgesamtheit ist unbekannt (Bortz 1999, Hüsler und
Zimmermann 2001).
Sind diese Voraussetzungen erfüllt, wird getestet, ob sich der geschätzte Mittelwert aus
der Differenz der jeweils einander entsprechenden Wertepaare der beiden Stichproben
signifikant von Null unterscheidet (Nullhypothese H0: µ=0, Alternativhypothese H1:
µ>0 oder µ<0 bei einseitiger Fragestellung, µ≠0 bei zweiseitiger Fragestellung).
Die Wahl fiel auf diesen Signifikanztest für metrische Daten, weil die
Messwiederholungen an derselben Probandengruppe voneinander abhängige Datensätze
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(=Stichproben) mit paarweise einander zugeordneten Elementen erzeugen, die den oben
genannten Bedingungen entsprechen.
Konkret im vorliegenden Fall führte man in einem ersten Auswertungsschritt für alle
untersuchten Parameter zu jedem Messzeitpunkt eine Mittelwertberechnung über alle
vier Versuchsbedingungen (siehe Kap. 4.4) für alle 11 Versuchspersonen durch.
Daraufhin wurden Einzelvergleiche zwischen den jeweiligen Mittelwerten zweier
Messzeitpunkte mittels t-Test für abhängige Stichproben gestellt.
Da die Richtung der erwarteten Veränderung im voraus nicht determiniert werden
konnte, wurde eine zweiseitige Fragestellung gewählt; die entsprechenden Hypothesen
lauteten:
Nullhypothese H0:           Die Messwerte eines Parameters zu zwei verschiedenen
                                         Messzeitpunkten unterscheiden sich nicht signifikant,
                                         die beobachtbaren Effekte unterliegen dem Zufall.
 Alternativhypothese H1: Es besteht ein signifikanter Unterschied zwischen den
                                         Messwerten eines Parameters zu zwei verschiedenen
                                         Zeitpunkten, das betreffende Ergebnis ist nicht nur durch den
                                         Zufall erklärbar, allerdings unter dem Vorbehalt der
                                        Irrtumswahrscheinlichkeit α für den Fehler der ersten Art  (α-
                                        Fehler: 0,05).
Mit Hilfe des Statistikprogramms SPSS 10.0 für Windows wurden im Rahmen der
deskriptiven Statistik Gruppenumfänge, Mittelwert und Standardabweichungen, sowie
Standardfehler des Mittelwertes festgelegt. Die Prozedur gab ferner die Korrelation
zwischen beiden Wertereihen sowie ein Konfidenzintervall (95%) für die Differenz der
Populationsmittel aus.
Es folgten Durchführung des t-Tests, Vergleich mit der Prüfgröße T und
Signifikanzprüfung. P-Werte < 0,05 galten als signifikant, < 0,01 als hochsignifikant.
Des weiteren sollte in einem zweiten Auswertungsschritt herausgefunden werden, ob
sich die einzelnen Parameter in Abhängigkeit von der Versuchskondition signifikant
verändern.
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Im Hinblick darauf wurde eine Varianzanalyse (ANOVA) mit Messwiederholungen auf
den Faktoren „Messzeitpunkt“ (Z) und „Versuchsbedingung“ (TS) mit der Prozedur
GLM (Allgemeines lineares Modell) des Statistikprogramms SPSS durchgeführt. Dabei
wurde der Effekt der Faktoren auf die abhängigen Variablen in den vier multivariaten
Teststatistiken „Pillais Spurkriterium“, „Wilks liklihood-Quotient Λ“,  „Hotelling-
Lawleys T“, und „Roys größter Eigenwert λ“ simultan überprüft. Des weiteren erfolgte
die Prüfung mittels eines Tests von Mauchly, ob die Eigenschaft der Sphärizität
gegeben war; P-Werte wurden nach der Approximation von Greenhouse und Geisser
adjustiert. Ebenso wurde die Beziehung zwischen Faktor und abhängiger Variable auf
lineare, quadratische und kubische Trends untersucht.
Nach Überprüfung der Interaktionseffekte auf Signifikanz erfolgte dann „post hoc“ mit
Hilfe des t-Tests für abhängige Stichproben Einzelvergleiche zwischen den
Mittelwerten der abhängigen Variablen.
Tabelle 2: Parameter (abhängige Variablen),  die in die Statistik eingingen:
1.0 Niederfrequente SEP-Komponenten Amplitude der N20 (NA)
Latenz der N20 (NL)
2.0 Hochfrequente SEP-Komponenten (HFO)
2.1 Einzelkanalanalyse
2.2 Zeit-Frequenz-Analyse
3.0 Reaktionszeiten (RT)
peak-to-peak-Amplitude (PP)
Latenz des größten negativen peaks (HL)
Dauer der Oszillation über dem Rauschen (OA)
Frequenz (MHF)
Latenz (MHL)
Amplitude (MHA)
Mittelwert (RM)
Median (RE)
„Ausreißer“>2s (RA)
nicht beantwortete Reize = „Totalausreißer“ (RO)
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4.6 Deskriptive Kontrollstudie: Effekt der Körpertemperatur auf nieder- und
       hochfrequente SEP-Komponenten
Ausgehend von der Annahme, dass die Körperkerntemperatur einer zirkadianen
Rhythmik unterliegt und in der Nacht bzw. den frühen Morgenstunden ihren niedrigsten
Wert erreicht (Colquhoun et al. 1968), was mit einer Verlangsamung der
Nervenleitgeschwindigkeit einhergehen kann (Buchthal & Rosenfalck 1966, Lowitsch et
al. 1977), wurde in einem zusätzlichen Experiment exploratorativ an zwei Probanden
der Versuchsgruppe (VP1: weiblich, 23 Jahre; VP2: männlich, 29 Jahre) ein möglicher
Effekt der Körpertemperatur auf die 600 Hz-Aktivität untersucht.
Die äußeren Untersuchungsbedingungen (Räumlichkeiten, Aufbau der Messgeräte)
entsprachen dabei denen des Hauptversuchs.
Zur Senkung der Körperkerntemperatur um ca. 0,6°C lag der/die Proband/in in
Schwimmbekleidung auf einer Liege und wurde mit Eisbeuteln und nassen
Handtüchern bedeckt. Die elektrische Stimulation des N. medianus erfolgte unilateral an
der rechten oberen Extremität, Stimulationsort, -dauer, -intensität und –frequenz waren
identisch zu denen der eigentlichen Studie (siehe Abschnitt 4.3.2).
Die Ableitelektroden befanden sich im Hinblick auf die Fragestellung in der rechten
Ellbeuge, am Erb-Punkt (2 cm oberhalb der Mitte der Klavikula), im Nacken (C2)
sowie als CP3 über dem kontralateralen somatosensiblen Kortex; es wurde eine
kortikale Referenz an der Position Fz verwendet.
Die Datenaufnahme erfolgte zunächst bei „normaltemperierter Versuchsperson“, dann
nach dem Abkühlen; registriert wurden jeweils ca. 3000 Mittelungen. Daran an schloss
sich die oben beschriebene Datenbearbeitung; ermittelt wurden die Latenzen und
Amplituden von hoch-und niederfrequenten Potentialantworten.
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5.0 Ergebnisse
Die Ergebnisdarstellung orientiert sich an den in Kap. 3.3 aufgeführten Hypothesen.
Im Verlauf der 24-stündigen Versuchsdauer wurde eine Verringerung der tonischen
alertness und eine damit einhergehende Verlangsamung der Reaktionszeiten im
Aufmerksamkeitstest erwartet.
In Anlehnung an die Ergebnisse vorausgegangener Studien vermutete man eine
persistierende, weitgehend unveränderte N20, sowie eine Abschwächung der
hochfrequenten 600 Hz-Aktivität.
Des weiteren bestand die Frage, ob Reaktionszeiten und HFO miteinander korrelieren.
Im Folgenden werden aus übersichtlichen Gründen die Messzeitpunkte mit M1-M4
bezeichnet, die Mittelwerte (MW) mit ihrem Standardfehler (SE) aufgeführt, wenn nicht
anders gekennzeichnet. Signifikante Ergebnisse (α<0,05) sind  in den Abbildungen mit
„*“ gekennzeichnet, hochsignifikante (α<0,01) mit „**“.
5.1 Niederfrequente kortikale SEP-Komponenten: N20
5.1.1 T-Test
Die in der ersten statistischen Prozedur erfolgte Mittelwertberechnung über alle vier
Versuchskonditionen lieferte für die N20 folgende Ergebnisse:
Die Mittelwerte der N20-Amplitude zeigten keine signifikanten Veränderungen im
Verlauf der vier Messzeitpunkte; die durchschnittliche Verteilung erstreckte sich von
2,75 ± 0,23 µV am ersten Morgen (M1) über 2,79 ± 0,24 µV am Nachmittag des ersten
Versuchstages (M2) und 2,70 ± 0,24 µV in der Nacht (M3) bis hin zu 2,77 ± 0,23 µV
am nächsten Morgen (M4).
Am Morgen des ersten Versuchstages (M1) wurde für die 11 Probanden eine mittlere
Latenz von 17.41 ± 0.50 ms gemessen, die am Nachmittag (M2) auf 17,24 ± 0,54 ms
abnahm und sich in der Nacht (M3) wieder verlängerte auf 17,62 ± 0,52 ms. Am
Morgen des darauffolgenden Tages (M4) zeigte sich mit einem mittleren Wert von
17,56 ± 0,51 ms eine erneute Latenzverkürzung.
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Im zweiseitigen t-Test für paarige Stichproben erwiesen sich fast alle Vergleiche
zwischen den 4 Messzeiten als signifikant auf dem 5%-Niveau (vgl. Abb. 12); die
Latenzabnahme von M1 nach M2 war signifikant mit p=0,047, für den Vergleich M1-
M3 betrug p=0,015, für M1-M4 ergab sich p=0,043, die Veränderungen von M2 nach
M3 sowie von M2 nach M4 erwiesen sich als hochsignifikant (p<0,001).
Die Abnahme der mittleren Latenz von M3 nach M4 war von keiner mathematischen
Relevanz; 4 der 11 VP zeigten zum letzten Messzeitpunkt eine Latenzzunahme.
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Abb. 11: Mittelwerte der N20-Latenz zu den 4 Messzeitpunkten
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5.1.2 ANOVA
Die Varianzanalyse mit Messwiederholungen auf dem Faktor „Versuchsbedingung“
zeigte für die Amplitude der N20 hochsignifikante Ergebnisse (α<0,01): Wurde an
derselben Extremität stimuliert, mit der auch die Fingerbewegung erfolgte, zeigten sich
deutlich niedrigere Amplituden als bei kontralateraler Fingerbewegung (p-Werte
zwischen 0,0001-0,008).
Im Gegensatz dazu ließ sich die Latenz der N20 durch die unterschiedlichen
Versuchsbedingungen nicht beeinflussen.
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5.2       Hochfrequente 600 Hz-Oszillationen
5.2.1 T-Test
5.2.1.1 Einzelkanalauswertung
Der hochfrequente Anteil der kortikalen SEP-Antworten entsprach den Erwartungen
hinsichtlich Amplitude, Latenz und Frequenz zu den verschiedenen Messzeitpunkten.
Die peak-to-peak-Amplitude zwischen der größten negativen und positiven
Oszillation des 600 Hz-bursts wies in der nächtlichen Messung (M3) eine signifikante
Erniedrigung im Vergleich zur ersten Messung des Vortages (M1) auf (0,22 ± 0,04 µV
vs. 0,28 ± 0,03 µV; p=0,02). Die zu den anderen Messzeitpunkten ermittelten
Amplitudenveränderungen waren im Paarvergleich nicht signifikant, allerdings zeigte
sich tendenziell eine Regeneration der Amplituden zum zweiten Morgen hin (7 von 11
VP).
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Abb. 13: Peak-to-peak-Amplitude der HFO
Es zeigten sich keine signifikanten Veränderungen der Latenzen dieser maximalen
Oszillationen, allerdings ein starker Trend zur Latenzverlängerung von M2 nach M3
(15,19 ± 0,87 ms vs. 15,76 ± 0,8 ms; p=0,052 bei einem α-Niveau von 5%).
Im Hinblick auf die entsprechenden signifikanten Ergebnissen der Zeit-Frequenz-
Analyse (s.u.) sollte überlegt werden, die H1-Hypothese trotzdem anzunehmen, zumal
das Signifikanzniveau nur geringfügig überschritten wird.
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Die mittlere Oszillationsdauer der rektifizieren Daten zeigte keine signifikanten
Veränderungen, wurde aber im Mittel kontinuierlich kürzer im Verlauf des Experiments
(M1: 10,38 ± 0,43 ms bis M4: 9,68 ± 0,25 ms).
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Abb. 14: Oszillationsdauer des 600Hz-bursts
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5.2.1.2 Zeit-Frequenz-Analyse
Die statistische Auswertung der Zeit-Frequenz-Analyse zeigte für die zum Zeitpunkt
des lokalen Maximums gemessene Frequenz eine signifikante Erniedrigung von M1
nach M3 (609,56 ± 5,04 Hz vs. 600,58 ± 6,95 Hz, p=0,038), sowie eine signifikante
Erhöhung von M3 nach M4 (600,58 ± 6,95 Hz vs. 610,50 ± 5,48 Hz, p=0,023). Des
weitere erwies sich der Vergleich M2 und M3 tendenziell als signifikant (p=0,083).
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Im t-Test präsentierten sich für die mittlere Latenz des lokalen Maximums signifikante
und hochsignifikante Unterschiede im Verlauf des Messtages. Sie wurde zum
Nachmittag hin kürzer (M1: 15,28 ± 0,63 ms vs. M2: 14,96 ± 0,70 ms; p1,2=0,014),
zeigte dann in der Nacht (M3) einen höheren Wert (15,68 ± 0,74 ms; p1,3=0,033 u.
p2,3=0,002) und nahm dann zum nächsten Morgen hin wieder ab (M4: 15,50 ± 0,67 ms;
p2,4=0,005).
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Bezüglich der Stärke des lokalen Maximums dagegen waren keine signifikanten
Veränderungen festzustellen. Sie betrug im Durchschnitt 0,91 ± 0,23 µV2 zum ersten
Messzeitpunkt (M1), nahm dann zum Nachmittag (M2) hin leicht ab (0,84 ± 0,25 µV2),
präsentierte ihren höchsten Wert nachts um 4.00h (M3: 0,95 ± 0,40 µV2) und fiel dann
auf ein Minimum am nächsten Morgen ab (M4: 0,81 ± 0,26 µV2).
5.2.2 ANOVA
Die HFO zeigten keine Abhängigkeit von der Versuchskondition: Es fanden sich keine
signifikanten Veränderungen, wenn Stimulation und Fingerbewegung an derselben bzw.
an verschiedenen Extremitäten stattfanden, weder im Hinblick auf Amplitude, Latenz
und Oszillationsdauer in der Einzelkanalanalyse, noch im Hinblick auf Frequenz,
Latenz und Stärke des lokalen Maximums in der Zeit-Frequenz-Analyse. Für die
mittlere peak-to-peak-Amplitude waren diese Modifikationen jedoch zumindest
ansatzweise gegeben; zu erwähnen war außerdem, dass letztere nach Stimulation der
rechten Hand zum Zeitpunkt M3 etwas größer war als nach Stimulation der linken Hand
(vgl.: ll3pp= 0,19 µV vs. lr3pp= 0,27 µV und  rl3pp= 0,19 µV vs. rr3pp= 0,25 µV).
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5.3 Reaktionszeiten
5.3.1 T-Test
Die mittlere Reaktionszeit auf den optischen Reiz variierte stark im Laufe des
Versuchstages: Zum ersten Messzeitpunkt (M1) betrug sie 303 ± 16 ms und nahm dann
zum Nachmittag (M2) hin auf 309 ± 17 ms zu; in der Nacht zum zweiten Versuchstag
ergab sich ein mittlerer Wert von 408 ± 32 ms, der am nächsten Morgen wieder auf  399
± 18 ms abfiel.
Im paarigen t-Test erwiesen sich die Veränderungen zur Nacht (M3) als hochsignifikant
im Vergleich mit M1 (p=0,010) oder M2 (p=0,006). Auch am zweiten Morgen (M4)
blieben die Reaktionszeiten hochsignifikant länger in Bezug auf die ersten beiden
Messzeitpunkte (p=0,0001, bzw. p=0,0003). Die Reaktionszeitverbesserung im
Vergleich M3-M4 war nicht signifikant.
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Die Ermittlung der Mediane der Reaktionszeiten erbrachte ähnliche Ergebnisse: die
längsten Reaktionszeiten fanden sich nachts um 4.00h (M3: 316 ± 19 ms); im Vergleich
zur 8.00h-Messung des ersten Morgens (M1: 265 ± 11 ms; p= 0,024) und zur 16.00h-
Messung (M2: 266 ± 11 ms; p=0,012) waren die Veränderungen signifikant.
Hochsignifikante Beziehungen zeigten sich auch zwischen den Medianen des letzten
Messzeitpunktes (M4: 303 ± 10 ms) und M1 (p=0,003) sowie M2 (p=0,001).
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Die Anzahl der „Ausreißer“ (Reaktionszeiten >2 Standardabweichung des
Mittelwertes) zu den vier Messzeitpunkten ließ keine statistisch signifikanten
Veränderungen erkennen (M1: 14,09 ± 1,34; M2: 13,77 ± 1,23; M3: 15,82 ± 1,14; M4:
15,05 ± 1,51).
In der Nacht wurden die meisten Kreise auf dem Bildschirm verfehlt (im Mittel 60 +/-
24); verglichen mit der ersten Messung (M1), in der im Mittel 7 ± 5 Stimuli nicht
beachtet wurden, war dies annähernd (p=0,058), im Vergleich zur zweiten Messung
(M2) signifikant (p=0,043). Wider Erwarten nahm die Anzahl nicht beantworteter
Stimuli am nächsten Morgen (M4) noch weiter zu (97 ± 25). Diese Veränderung war
hochsignifikant im Paarvergleich mit den Ergebnissen zum Zeitpunkt M1 (p=0,005) und
M2 (p=0,003).
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5.3.2 ANOVA
Bei Messwiederholungen auf dem Faktor „Messzeitpunkt“ zeigte sich unabhängig von
der Versuchsbedingung eine hochsignifikante lineare Beziehung (p<0,01) für die
mittleren Reaktionszeiten (p=0,0001), die Mediane (p=0,003) und die nicht
beantworteten Stimuli (p=0,006), allerdings nicht für die „Ausreißer“ (p=0,539).
Eine Abhängigkeit der Reaktionszeiten von der Versuchsbedingung schien nicht zu
bestehen.
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5.4 Deskriptive Kontrollstudie
Nach experimentellem Abkühlen der Körperkerntemperatur um ca. 0,6°C stellte sich
heraus, dass  die Nervenleitgeschwindigkeit vom Stimulationsort bis zur Ellbeuge nach
Abkühlung für VP1 von 67,8 m/s auf 59,4 m/s abnahm, während sie im Fall der zweiten
VP konstant blieb (42,9 m/s).
P9 am Erbschen Punkt und P14 in der zervikalen Ableitung zeigten bei VP1
Latenzverzögerungen von 0,6 ms, bei VP2 trat die P9 0,1 ms, die P14 0,3 ms später auf.
Bei den kortikalen Ableitungen nahm die N20-Latenz für VP1 von 19,5 ms auf 20,1 ms
zu, für VP2 änderte sich der Wert von 20,3 ms nicht.
Es zeigte sich ebenfalls eine Veränderung der N20-Amplitude (nahm für VP1 von 4,16
auf 4,32 µV zu und für VP2 von 5,39 auf 5,00 µV ab).
Im Vergleich dazu verlängerten sich die kortikal abgeleiteten HFO weder in ihrer
Latenz (VP1: 17,6-16,5 ms, VP2: 20,4-20,3 ms;), noch zeigte sich eine Reduktion ihrer
Amplitude (bei VP1 nahm die Amplitude von 0,23 auf 0,36 µV zu, bei VP2 blieb sie
konstant: 0,57 µV).
VP Ellbeuge
Latenz [ms]
P9(Erb)-Latenz
[ms]
P14-Latenz
[ms]
N20-Latenz
[ms]
N20-Amplitude
[µV]
HFO-Latenz
[ms]
HFO-
Amplitude[µV]
m t  n o r m .
(36,9°C)
3,80 10,50 13,70 19,50 4,16 17,60 0,23
mt           kalt
(36,4°C )
4,20 11,10 14,30 20,10 4,32 16,50 0,36
r g  n o r m .
(36,7°C)
5,9 9,50 15,10 20,30 5,39 20,40 0,57
r g  k a l t
(36,1°C)
5,9 9,60 15,40 20,30 5,00 20,30 0,57
Tabelle 3: Ergebnisse der Kontrollstudie
55
5 10 15 20 25 30
2
0
-2
-1
-2
5 10 15 20 25 30
2
1
0
5 10 15 20 25 30
4
2
0
-2
-4
5 10 15 20 25 30
0.4
0.2
0
-0.2
-0.4
5 10 15 20 25 30
2
0
-2
5 10 15 20 25 30
2
1
0
-1
-2
5 10 15 20 25 30
-0.4
-0.2
0
-0.2
-0.4
4
2
0
-2
-4
5 10 15 20 25 30
a) vor Abkühlen der Körpertemperatur
b) nach Abkühlen der Körpertemperatur
9.5 ms
15.1 ms 20.3 ms
5.4 µV
0.57 µV
20.4 ms
9.6 ms
15.4 ms 20.3 ms
5.0 µV
0.57 µV
20.3 ms
C2ERB CP3µV
ms
µV
ms
Abb.20: Kontrollstudie; Auswertung VP 2, vor a) und nach b)    
Abkühlen der Körpertemperatur 
56
6. Diskussion
6.1 Zusammenfassung der Ergebnisse
Die vorliegende Studie zeigt anschaulich eine Modulation der hochfrequenten 600 Hz-
Aktivität nach elektrischer Stimulation des N. medianus am wachen Individuum durch
Veränderungen der tonischen alertness im Verlauf einer 24-stündigen Versuchsperiode.
An 11 gesunden Probanden wurde zu vier verschiedenen Messzeitpunkten die
Ableitung von Medianus-SEP vorgenommen; zeitgleich dazu führten die Probanden
eine Reaktionsaufgabe auf visuelle Stimuli durch, welche der Objektivierung des
alertness-Niveaus galt (Sturm 1997, Conradt et al. 1999).
Die SEP-Daten wurden digital gefiltert und zusammen mit den Reaktionszeiten
besonders im Hinblick auf evtl. Veränderungen zu den einzelnen Messzeitpunkten
ausgewertet. Die ermittelten Ergebnisse lassen sich wie folgt zusammenfassen:
1. Die niederfrequenten Potentialantworten (N20) persistierten im Verlauf der
Versuchsdauer; dabei zeigten sich im Mittel Stabilität der Amplitude und
signifikante Latenzverlängerungen im Vergleich der einzelnen vier
Messzeitpunkte miteinander.
Die ANOVA mit Messwiederholungen auf dem Faktor
„Versuchsbedingung“ für die N20-Amplitude war hochsignifikant bei
Stimulation N. medianus und gleichzeitiger ipsilateraler Fingerbewegung, es
konnten deutlich niedrigere Amplituden beobachtet werden als bei
kontralateraler Fingerbewegung.
2. Die gemittelten HFO-Maxima wiesen zu den ersten beiden Messzeitpunkten
stabile Amplituden und Frequenzen auf; beide Parameter wurden signifikant
kleiner in der Nacht und zum nächsten Morgen hin wieder größer, dabei
erreichte die Frequenzzunahme von M3 nach M4 das Signifikanzniveau. Die
zugehörige Latenz veränderte sich tendenziell parallel zur N20-Latenz mit
einem Minimum zum Zeitpunkt der ersten Messung und einem Maximum in
der Nacht.
Die HFO zeigten keine signifikanten Veränderungen in Abhängigkeit von
der Versuchskondition, allerdings waren die mittleren Amplituden etwas
57
kleiner bei Stimulation und Fingerbewegung an derselben Extremität; ebenso
ließen sich in der Nacht höhere Amplituden beobachten, wenn der rechte N.
medianus stimuliert wurde.
3. Die mittleren Reaktionszeiten der Versuchspersonen blieben zu den ersten
beiden  Messzeitpunkten stabil; auch die berechneten Mediane, „Ausreißer“
>2 Standardabweichungen sowie die Anzahl der verfehlten Stimuli zeigten
im Verlauf des ersten Versuchstages keine signifikanten Veränderungen. In
der Nacht dagegen waren fast alle Parameter hochsignifikant erhöht; zum
nächsten Morgen hin wurden die Reaktionszeiten wieder kürzer. Die  Anzahl
der nichtbeantworteten Reize nahm selbst zum nächsten Morgen hin noch
weiter zu.
Des weiteren zeigten sich in der ANOVA mit Messwiederholungen  auf dem
Faktor „Zeit“ eine hochsignifikante lineare Beziehung.
4. HFO und Reaktionszeiten korrelierten nicht signifikant miteinander.
6.2 Inhaltliche Einordnung
6.2.1 N20
Die Amplitude der N20 zeigte über alle vier Messzeitpunkte die erwartete Stabilität,
was dafür spricht, dass der frühe niederfrequente Signalanteil somatosensibel evozierter
Potentiale durch Veränderungen der alertness am wachen Individuum weitgehend
unbeeinflusst bleibt. Bereits in vorausgehenden Studien wurde die N20 als
bemerkenswert stabile Komponente im Hinblick auf den Schlaf-Wach-Zyklus
angesehen - im Vergleich zu nachfolgenden Potentialen, die sowohl in ihrer Amplitude
als auch in ihrer Latenz in Abhängigkeit vom Vigilanzniveau variierten (Lüders et al.
1986, Hashimoto et al. 1996) - was die hier gefundenen Ergebnisse unterstützt.
Interessanterweise wurde eine Latenzverlängerung der N20 in früheren Schlaf-Studien
nur selten beobachtet und nicht systematisch weiteruntersucht (Emerson et al. 1988,
Yamada et al. 1988, Addy et al. 1989). Eine für diese Veränderung in Betracht zu
ziehende Ursache wäre der Abfall der Körpertemperatur im Schlaf; letztere erreicht
nachts zwischen 4.00h und 5.00h den Tiefpunkt ihrer zirkadianen Rhythmik
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(Colquhoun et al. 1968). Eine Abhängigkeit der Nervenleitgeschwindigkeit von der
Gewebe- bzw. Körpertemperatur ist allgemein bekannt, diese wird durch die
Verlangsamung der zur Erregungsfortleitung notwendigen energieliefernden Prozesse in
den einzelnen Nervenfasern erklärt. Buchthal und Rosenfalck  (1966) ermittelten für den
N. medianus eine verlängerte Leitungszeit von 2 m/s/°C; bei einer normalen
Leitungsgeschwindigkeit von 50m/s wurde eine Verlangsamung von 4% (=0,8 ms) bei
einer Abnahme der Körpertemperatur um 1°C berechnet - vorausgesetzt, die
Leitgeschwindigkeit spinaler und subkortikaler Afferenzen ist genauso wie der
periphere Nerv betroffen (Hashimoto et al. 1996) .  Ginge man von einem
Temperaturabfall von ca. 0,5°C zwischen der Messung am Nachmittag und in der Nacht
aus (vgl. Colquhoun et al. 1968) und einer damit einhergehenden mittleren Abnahme
der Leitungsgeschwindigkeit von 0,4 ms, kann so die nächtliche Latenzverlängerung
der N20 durch die beschriebenen thermischen Bedingungen erklärt werden.
Bemerkenswert waren die hochsignifikanten Unterschiede hinsichtlich der vier
Versuchskonditionen unabhängig vom Messzeitpunkt: fanden die Ereignisse
„Stimulation“ und „Taste drücken“ an derselben Extremität statt, fielen die Amplituden
der frühen Primärkomplexkomponente wesentlich niedriger aus, als wenn Stimulation
und Fingerbewegung an verschiedenen Extremitäten ausgeführt wurden. Eine solche
Amplitudenabnahme unter aktiver, aber auch passiver Fingerbewegung der stimulierten
Hand wurde bereits in früheren Studien vor allem für die parietale P27 und die frontale
N30 beschrieben; man nannte dieses Phänomen „Gating“ (Rushton et al. 1981,  Cohen
und Starr 1987, Buchner et al. 1996, Waberski et al. 1999, Shimazu et al. 1999,
Klostermann 2001b). Zur Erklärung dieses Effekts wurden im wesentlichen
suprathalamische und/oder kortikale Mechanismen in den Projektionsarealen des
motorischen Kortex verantwortlich gemacht. Da auch hier die subkortikale P14 (als
Fernfeld-Registrierung aufgrund der hohen Anzahl von Mittelungen in der
Einzelkanalregistrierung erkennbar) bei allen Bedingungen unverändert in Bezug auf
Amplitude und Latenz blieb, konnte von einer peripheren Ursache (z.B. „Abknicken“
des Handgelenkes bei motorischer Aktivität mit nachfolgender Verminderung der N20-
Amplitude durch Dislokation der Stimulationselektrode) abgesehen und von einer
Beeinflussung der frühen Primärkomplexkomponente durch Gating im somatosensiblen
Kortex ausgegangen werden, wobei die Frage nach den genauen Mechanismen
Folgestudien vorbehalten bleibt.
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Vorausgreifend soll an dieser Stelle bereits darauf hingewiesen werden, dass für die
HFO zwar tendenzielle Veränderungen im Sinne eines zentralen Gatings bestanden (die
mittleren Amplitudenmaxima waren erniedrigt, wenn die Stimulation des N. medianus
an derselben Extremität erfolgte, mit der auch die Reaktionstaste gedrückt wurde), diese
jedoch nicht statistisch signifikant waren (siehe auch Klostermann et al. 2001b). Die
Unabhängigkeit des 600 Hz-burst von motorischen Interferenzmechanismen
demonstriert erneut, dass sich N20 und HFO trotz zeitlich und räumlich gemeinsamen
Auftretens funktionell voneinander unterscheiden und somit unterschiedliche
Generatormechanismen besitzen müssen. Stattdessen zeigen die HFO im Hinblick auf
den Gating-Mechanismus Ähnlichkeit mit der ebenfalls unbeeinflussten P14, was für
die Hypothese eines prädominant subkortikalen Generators mit Fortleitung der
Erregung in thalamokortikalen Projektionsfasern spricht (Gobbelé et al. 1998, 1999).
Die nicht-signifikante Amplitudenabnahme bei ipsilateraler Elektrostimulation und
Fingerbewegung könnte Hinweis geben auf eine zusätzlich intrakortikale
postsynaptische HFO-Quelle im somatosensiblen Kortex, welche ihrerseits wiederum
dem Gating-Mechanismus unterliegt.
Ein sehr ähnliches Verhalten von 600 Hz-burst und N20 zeigte sich übrigens auch bei
sensibler Interferenzstimulation (Hashimoto et al. 1999), jedoch bewerteten die Autoren
ihre Ergebnisse ausschließlich im Hinblick auf mögliche kortikale 600 Hz-Generatoren.
6.2.2 HFO
Amplitude und Frequenz des burst-Maximums zeigten die erwartete Stabilität zu den
ersten beiden Messzeitpunkten, sowie eine signifikante Abnahme in der Nacht, was den
Veränderungen der HFO im Schlaf ähnelte (Hashimoto et al. 1996, Halboni et al.
2000). Eine reziproke Beziehung zwischen der N20-Amplitude und der HFO-Maxima
(Hashimoto et al. 1996) ließ sich in dieser Studie allerdings nicht beobachten.
Die mittleren HFO-Latenzen verhielten sich konkordant zu denen der N20, jedoch
waren die beobachteten Veränderungen nicht signifikant; tendenziell zeigte sich hier
eine Verlängerung in der Nacht im Vergleich zum Vortag. Ginge man von einer
allgemeinen Verlangsamung der peripheren und zentralen Nervenleitgeschwindigkeit
durch die Abnahme der Körpertemperatur aus, so käme der sensible Input auch
verzögert in den Strukturen an, in denen die HFO generiert werden, was die
Latenzzunahme erklären könnte.
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Dass es sich jedoch bei den Veränderungen der HFO zum 3. Messzeitpunkt
weitestgehend nicht um temperaturabhängige Effekte handelte, wurde in der zusätzlich
durchgeführten Kontrollstudie deutlich: trotz Abkühlen der Körpertemperatur um ca.
0,6°C blieben sowohl HFO-Amplituden als auch -Latenzen stabil. Dies schloss eine
Temperaturabhängigkeit der HFO zwar nicht aus, sprach aber im vorliegenden Fall
vornehmlich für eine Beeinflussung zumindest der burst-Stärke und -frequenz durch das
erniedrigte Vigilanzniveau. Um allerdings genauere Aussagen machen zu können,
sollten in Folgestudien dieser Art die elektrophysiologischen Parameter mit der
Körpertemperatur korreliert werden.
Bereits in vorausgegangenen Studien konnte eine Beziehung zwischen der
hochfrequenten 600 Hz-Aktivität und dem Vigilanzniveau beobachtet werden; am
ausgeprägtesten zeigte sich dies im NonREM-Schlaf, welcher mit einer massiven burst-
Abschwächung einherging - bei weitgehend unveränderten niederfrequenten SEP-
Komponenten (Yamada et al. 1988, Hashimoto et al. 1996, Halboni et al. 2000). Aber
auch leichte arousal-Variationen durch Schließen der Augen (Gobbelé et al. 2000)
zogen bereits eine verminderte Oszillations-Amplitude nach sich. Diese Befunde
können nun erweitert werden auf eine Modulation der 600 Hz-Oszillationen durch
Veränderung der tonischen alertness bei wachen Personen.
Zu klären bleiben die ursächlichen morphologischen Korrelate sowohl für die
Generierung als auch für die Modulation der HFO: Neben einer beeinträchtigten
kortikalen 600 Hz-Aktivität (in und um Area 3b im somatosensiblen Kortex) konnten in
einigen der oben erwähnten Untersuchungen mittels Dipolquellenanalyse bereits
vigilanzabhängige Veränderungen eines subkortikalen HFO-Generators auf Höhe des
Thalamus ermittelt werden (Gobbelé et al. 2000, Halboni et al. 2000). Da letztere mit
den kortikalen burst-Abschwächungen korrelierten und eine weiter kaudal im
Hirnstamm lokalisierte hochfrequente Aktivität unbeeinflusst blieb, gingen die Autoren
von einer vigilanzbedingten Modulation des subkortikalen HFO-Generators auf
thalamischem Niveau aus, am ehesten durch den Ncl. reticularis thalami. Dieser
unspezifische Neuronenverband erhält Afferenzen aus der Formatio reticularis im
Hirnstamm - und stellt demnach in gewisser Hinsicht ihre diencephlale Fortsetzung dar
- sowie Kollateralen von kortikothalamischen und thalamokortikalen Projektionen und
ist außerdem mit allen Relaiskernen des Thalamus verschaltet, deren Aktivitätsniveau er
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durch direkte und indirekte GABAvermittelte Inhibition moduliert (Crick 1984,
Steriade et al. 1986, 2001, Newmann 1995, Guillery et al. 1998).
Steriade et al. (1986) postulieren eine direkte Hemmung der thalamischen
Relaisneurone im Schlaf, im Wachzustand dagegen eine indirekte Enthemmung der
Relaiszellen durch Hemmung der lokalen inhibitorischen Interneurone. Geht man also
von einer Fortleitung des subkortikalen 600 Hz-bursts in thalamokortikalen
Projektionen des Ncl. ventralis posterior aus (Curio et al. 1994 a, b, Gobbelé et al.
1998, 1999), welche folgend die hochfrequenten Oszillationen im sensomotorischen
Kortex bewirken - was zusätzliche kortikale Generatoren wie Pyramidenzellen (Gray &
McCormick 1996, Stern et al. 1992) und inhibitorische Interneurone (Swadlow 1989,
Hashimoto et al. 1996, 1999) nicht ausschließt - so erscheint es als sehr wahrscheinlich,
dass auch die in dieser Studie kortikal abgeleiteten HFO-Veränderungen bei
unterschiedlichen alertness-Zuständen durch inhibitorische thalamische Modulation
(insbesondere durch den Ncl. reticularis) erklärt werden können.
6.2.3 Reaktionszeiten
Verglichen mit dem ersten Versuchstag waren die mittleren Reaktionszeiten im
Aufmerksamkeitstest in der Nacht hochsignifikant verlängert, was die Definition von
tonischer alertness als kognitive Kontrolle über den allg. Wachzustand des Organismus
bestätigt. Allerdings würde man aufgrund des anhaltenden Schlafentzuges eine weitere
Verschlechterung der Performance am folgenden Morgen erwarten, es zeigte sich
jedoch eine leichte Verbesserung der Reaktionszeiten.
Es ist bekannt, dass das Vigilanzniveau eine Abhängigkeit zeigt von physiologischen
Variablen mit zirkadianer Rhythmik (Körpertemperatur, Herzfrequenz, etc.). Einige
dieser physiologischen Variablen sind relativ robust und behalten trotz fortbestehendem
Schlafentzug ihre Periodizität oft über mehrere Tage bei, was sich hier in der
morgendlichen Verbesserung der Reaktionszeiten wiederspiegelt. Würde man einen
längeren Schlafentzug durchführen (48-72 Stunden), ließen sich diese zirkadianen
Einflüsse evtl. ausschalten und man könnte einen Abfall der Leistung proportional zur
Länge des Schlafentzuges feststellen (Babkoff et al. 1991).
Als weitere Erklärung für die Reaktionszeitverbesserung könnte ein
„Motivationsschub“ herangezogen werden, der sich durch das bei Tageseinbruch
auftretende Gefühl, die Nacht überstanden zu haben und bald schlafen zu können,
einstellt (Kjellberg 1977c, White 1999).
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Festzustellen war außerdem, dass die Reaktionszeiten im allgemeinen langsamer waren
als erwartet (vgl. Sturm et al. 1999), was sich vermutlich auf die
Stimulationsbedingungen zurückzuführen ließ: da es sich beim N. medianus um einen
gemischten Nerven handelt, führte die motorisch überschwellige Stimulation zu einem
Daumenzucken, welches die Reaktionskapazität beeinflusste (eventuell durch kortikale
Interferenzmechanismen ?).
Eine Fehlererhöhung im Sinne der Lapse-Hypothese (Williams et al. 1959) konnte nicht
beobachtet werden; stattdessen stimmten die Beobachtungen eher mit Kjellberg (1977a)
überein, der von einer Korrelation zwischen lapses und allgemeiner Performance
ausging.
Die Veränderungen der Reaktionszeiten im Verlauf einer 24-stündigen Wachphase
zeigen Parallelen zu einer kürzlich durchgeführten Studie, in der die visuelle
Aufmerksamkeitsausrichtung (Aspekt der selektiven Aufmerksamkeit) nach
Schlafentzug und in diesem Zusammenhang der Einfluss tonischer alertness auf die
Reaktionszeiten zu acht verschiedenen Messzeitpunkten untersucht wurde (White 1999).
Der Autor beobachtete ähnlich wie in der vorliegenden Studie die niedrigsten
Reaktionszeiten gegen 17.00h und 21.00h des ersten Versuchstages, die längsten um
5.00h nachts. Zu diesem Zeitpunkt schien  eine maximale Absenkung des alertness-
Niveaus zu bestehen, die mit einer vermehrten Seitenausrichtung der verdeckten
Aufmerksamkeit (Verschiebung der Aufmerksamkeit ohne korrespondierende
Augenbewegung, siehe Posner 1980) nach rechts einherging und daher eine
rechtshemisphärische Dominanz für räumliche Orientierung mit stärkerer
Beeinträchtigung durch den Schlafentzug vermuteten ließ.
Eine solch ausgeprägte Involvierung der rechten Hemisphäre konnte in der vorliegenden
Studie nicht beobachtet werden, was vermutlich darauf zurückzuführen war, dass zur
Beurteilung der tonischen alertness nur einfache, zentralisierte und keine lateralisierten
Zielreize wie in dem Experiment von White (1999) verwendet wurden. Allerdings
fanden sich zum dritten Messzeitpunkt (M3) nicht-signifikante
Reaktionszeitverlängerungen, wenn die Taste mit der linken Hand gedrückt wurde, was
auf eine funktionelle Asymmetrie für alertness hinweisen könnte.
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In neueren funktionellen PET-Studien postulierten Sturm et al. (1999, 2001) sowohl für
die Modalität alertness als auch für Daueraufmerksamkeit als intensitätsabhängige
Komponenten der Aufmerksamkeit (van Zomeren & Brouwer 1994) ein
rechtshemisphärisches Netzwerk, in dem vor allem der anteriore Gyrus cinguli und der
dorsolaterale frontale Kortex eine Kontrollfunktion auf noradrenerge Aktivität im
Hirnstamm ausüben, möglicherweise via Ncl. reticularis thalami (Yingling und Skinner
1975, Steriade et al. 1986, Guillery et al. 1998). Letzterer leitet abhängig von dieser
frontalen „top-down-control of attention“ aufsteigende Aktivität selektiv an spezifische
kortikale Areale weiter.
Das beschriebene Modell berücksichtigt einerseits, dass die durch neuropsychologische
Reaktionsaufgaben ausgelöste Erwartungshaltung mit einer vermehrte Durchblutung im
Gyrus cinguli anterior einhergeht (Murtha et al. 1996), andererseits die Existenz eines
noradrenergen coeruleo-corticalen Aktivierungssystems, das im Locus coeruleus der
Formatio reticularis entspringt, vorwiegend in die rechte Hemisphäre projiziert und für
die Aufrechterhaltung von arousal und alertness im Hinblick auf externe Stimuli
zuständig zu sein scheint (Posner & Peterson 1990, Robbins 1997, Fernandez-Duque &
Posner 1997). Da Projektionsfasern dieses noradrenergen alertness-Systems sowohl
frontale als auch parietale Kortexareale erreichen, wird automatisch ein posteriores
Orientierungs-Netzwerk (Posner 1992) co-aktiviert, was die Ähnlichkeit zwischen
diesen beiden Systemen im Hinblick auf ihr Aktivierungsmuster in PET-Studien erklärt
(Achten et al. 1999) und sich eindrucksvoll in den Beobachtungen zur visuellen
Aufmerksamkeitsausrichtung nach Schlafentzug zeigt (White 1999).
Eine besondere Affektion der genannten Strukturen nach kurzfristiger Schlafdeprivation
beobachteten auch Thomas et al. (2000) in einer PET-Studie: Zusätzlich zur globalen
Abnahme des Glukose-Metabolismus bestand eine verstärkte Deaktivierung in
Thalamus und  präfrontalem Kortex, was die Funktion dieser Areale in der
Aufrechterhaltung von alertness und arousal wiederspiegelt. Paus et al. (1997)
beschrieben verlängerte Reaktionszeiten im Verlauf einer auditiven Vigilanzaufgabe,
die mit einer verminderten Aktivität in Thalamus, sowie im rechten frontalen, parietalen
und temporalen Kortex einhergingen.
Das beschriebene fronto-thalamische Netzwerk für intensitätsbetonte
Aufmerksamkeitsfunktionen scheint demnach supramodal zu funktionieren, gleiche
Aktivitätsmuster fanden sich ebenso in einem alertness-Test auf akustische Stimuli
(Weis et al. 2000). Im Hinblick auf die Ergebnisse der vorliegenden Arbeit liegt es nahe,
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diesen supramodalen Charakter auf das somatosensible System zu erweitern: eine
rechtshemisphärische Dominanz war zwar nicht signifikant auszumachen (allerdings
waren die Amplituden der HFO bei linksseitiger Stimulation vor allem zum 3.
Messzeitpunkt erniedrigt), jedoch veränderten sich die hochfrequenten Oszillationen
deutlich in Abhängigkeit vom alertness-Grad, was eine Kontrolle der frühen, auf Höhe
des Thalamus generierten HFO-Komponente innerhalb des fronto-thalamischen
Systems durch den Ncl. reticularis vermuten lässt.
Abschließend bleibt zu diskutieren, dass Reaktionszeiten und hochfrequente
Potentialantworten zwar generell dieselbe Entwicklungstendenz über die vier
Messzeitpunkte zeigten, aber nicht signifikant miteinander korrelierten. Dieser Aspekt
lässt sich darauf zurückführen, dass die elektrophysiologischen Phänomene relativ stabil
sind und sich höhergradige Veränderungen erst  bei stärkeren
Vigilanzverschlechterungen zeigen, wie z.B. im Schlaf (Emerson et al. 1988, Yamada et
al. 1988, Hashimoto et al. 1996) oder in Narkose (Klostermann et al. 2000b). Die
fehlende Korrelation ebenso wie die geringen, jedoch signifikanten HFO-Modulationen
beeinträchtigen daher nicht die Relevanz der Ergebnisse, sondern bestätigen vielmehr
das Ziel der Studie, leichte, aber effektive Vigilanzabnahmen gemessen zu haben, was
an den signifikant längeren Reaktionszeiten deutlich wurde.
6.3 Schlussfolgerung
Zusammenfassend beeinflussen die Veränderungen der intrinsischen/tonischen alertness
am wachen Subjekt die HFO in ihrer Amplitude, Frequenz und Latenz; diese
Modulationen finden vermutlich bereits auf Höhe des Thalamus durch den Ncl.
reticularis statt, was die Hypothese eines prädominant subkortikalen Generators für die
HFO in thalamokortikalen Projektionsfasern sowie die eines kortiko-subkortikalen
alertness-Netzwerkes unterstützt. Dabei nimmt die burst-Stärke mit Verschlechterung
der Vigilanz von Zuständen hoher alertness (am Morgen und am Nachmittag des 1.
Versuchstages) über Zustände niedriger alertness (in der Nacht und am Morgen nach
Schlafentzug) bis hin zu ersten Schlafstadien ab.
65
7.0 Zusammenfassung
Somatosensibel evozierte Potentiale nach elektrischer Stimulation des N. medianus
besitzen eine niedrigamplitudige (<500 nV) hochfrequente oszillatorische burst-
Komponente (~600 Hz) zum Zeitpunkt der N20, die mittels digitaler Hochpassfilterung
sichtbar gemacht werden kann. Vorausgegangene Studien zeigten, dass neben einem
Ursprung der hochfrequenten Aktivität im primären somatosensiblen Kortex auch eine
subkortikale Quelle im Thalamus bzw. in thalamokortikalen Projektionsneuronen
existiert und dass als ein wichtiges Charakteristikum des 600 Hz-burst eine
Verminderung im Schlaf besteht, wohingegen frühe niederfrequente SEP-Antworten
weitgehend unbeeinflusst bleiben.
Intrinsische/tonische alertness reflektiert den allgemeinen Wachheitsgrad
(Vigilanzniveau) eines Individuums und variiert demnach in Abhängigkeit von der
Tageszeit. Sie kann durch einfache Reaktionstests auf visuelle, auditive oder
somatosensible Stimuli gemessen werden. Da der Thalamus eine entscheidende Rolle in
der Regulation von alertness und arousal spielt, beschäftigte sich die vorliegende Arbeit
mit der Frage, ob die hochfrequenten Oszillationen früher kortikaler Medianus-SEP
durch Veränderungen der tonischen alertness am wachen Individuum im Verlauf einer
24-stündigen Versuchsdauer beeinflusst werden. Dies erfolgte unter besonderer
Berücksichtigung des Ncl. reticularis thalami, welcher vermutlich eine wichtige
Regulationsfunktion im kortiko-thalamischen alertness-System besitzt und somit als ein
Hauptkandidat für subkortikale HFO-Modulationen in Abhängigkeit vom
Vigilanzniveau gilt.
Zur Datenerhebung wurde an 11 gesunden weiblichen und männliche Probanden zu vier
Zeitpunkten des 24-stündigen Experimentes (1. Tag: 8.00h, 16.00h, 2. Tag: 4.00h,
8.00h) eine bilaterale elektrische Stimulation des N. medianus auf Höhe des
Handgelenks durchgeführt und kortikale SEP in 12-Kanal-Technik in Bezug zu einer
fronto-medianen Referenz abgeleitet. Die Reizfrequenz betrug 3,5 Hz pro Extremität,
die Reizdauer 0,2 ms und die Reizintensität entsprach in etwa der zweifachen
motorischen Schwelle des Nerven.
Parallel dazu mussten die Versuchspersonen zur objektiven Quantifizierung des
alertness-Niveaus eine computergestützte Reaktionszeitaufgabe leisten; es handelte sich
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um den Untertest „Alertness ohne Warnton“ der Testbatterie zur
Aufmerksamkeitsprüfung (TAP) .
Mittels digitaler Hochpassfilter konnten sowohl die niederfrequente N20 als auch die
HFO in der Datennachbearbeitung dargestellt und ausgewertet werden; für letztere
erfolgte sowohl eine konventionelle Einzelkanal- als auch eine Zeit-Frequenz-Analyse,
hierzu wurden die gefilterten Daten mit einem Morlet-wavelet transformiert.
Die frühe kortikale Primärkomplexkomponente N20 veränderte sich nicht im Verlauf
des Versuchs, abgesehen von einer signifikanten Latenzverlängerung in der Nacht und
am nächsten Morgen, die auf den physiologischen Abfall der Körperkerntemperatur
zurückgeführt werden konnte.
Die hochfrequenten Oszillationen im Zeitfenster der N20 zeigten dagegen eine deutliche
Abnahme der gemittelten Amplituden und Frequenzen in der nächtlichen Messung;
ebenso eine tendenzielle Latenzverlängerung.
Parallel dazu verlängerten sich die mittleren Reaktionszeiten in der Nacht.
Bei 2 Probanden wurde in einem Kontrollexperiment während der SEP-Registrierung
die Körperkerntemperatur künstlich um ca. 0,6°C abgekühlt, um deskriptiv darzustellen,
dass die beobachteten Veränderungen der HFO nicht durch zirkadiane Variation der
Körpertemperatur zu erklären waren.
Insgesamt lässt sich aus den Ergebnissen eine Beeinflussung der 600 Hz-Komponente
früher kortikaler Medianus-SEP durch Modulation der intrinsischen alertness im
Verlauf einer 24-stündigen Wachphase erkennen. Dies weist darauf hin, dass der HFO-
burst an wachen Personen eine vigilanzabhängige Komponente beinhaltet, welche
vermutlich subkortikal im somatosensiblen Relaiskern des Thalamus generiert, durch
den Ncl. reticularis thalami moduliert und in den somatosensiblen Kortex projiziert
wird.
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9.0  Anhang
Tabelle 4: Versuchsprotokoll zur Erhebung der SEP-Daten
1. Versuchspersonen
- 11 gesunde Normalprobanden
- Ausschlusskriterien: neurologische Krankheiten in der Eigenanamnese,
                        Medikation (Ausnahme: Antikonzeptiva)
2. Versuchsbedingungen
- kein Koffein- und Alkoholgenuss während der Versuchsdauer
- Schlaf in der vorausgehenden Nacht: ca. 6-8h
- Untersuchungszeitpunkte: 1. Tag: 8.00h morgens, 16.00h nachmittags
                                                       2. Tag: 4.00h nachts, 8.00h morgens
- Durchführung einer Reiz-Reaktions-Aufgabe („Alertness ohne Warnton“ aus TAP) simultan zur
SEP-
        Registrierung, experimentelle Paradigmen: a) Bedienung Reiz-Reaktionstest mit rechter Hand
                                                                               b) Bedienung Reiz-Reaktionstest mit linker Hand
- Raumtemperatur 23°C; Versuchsperson in sitzender bequemer Position
3. Datenaufnahme
- bilaterale Stimulation des N.medianus: Stimulationsort: alternierend rechtes und linkes
Handgelenk
                                                                                Reizdauer: 0,2 ms
                                                                                Reizintensität: 2x motorische Schwelle
                                                                                Reizfrequenz: 7 Hz, 3,5 Hz pro Extremität
- Elektrodenkonfiguration: 12-Kanal-Ableitung nach dem 10-20-System
                                                          Fz als frontomediane Referenz, frontal: F3 und F4
                                                          CPz in der Sagitallinie
                                                          links parietal: CP3und C3, CP5, P3 im Quarré um CP3 herum
                                                          rechts parietal: CP4 und C4, CP6, P4, im Quarré um CP4 herum
- Verstärker- und Filtereinstellungen: Verstärkungsfaktor (Gain): 1000
Frequenzgang: 0,05-2000 Hz
- Digitalisierungsparameter: 16 bit A/D-Konverter, 256 Digitalisierungspunkte, A/D-Rate 10 kHz
 4. Datenauswertung
- Analysezeitraum: Prä- und Poststimulusintervall 50 ms
- Averaging nach Trigger-Typen (rechter oder linker N. medianus stimuliert)
         1. Bedienung Reiz-Reaktions-Test links - Stimulation N. medianus links
         2. Bedienung Reiz-Reaktions-Test links - Stimulation N. medianus rechts
         3. Bedienung Reiz-Reaktions-Test rechts - Stimulation N. medianus links
         4. Bedienung Reiz-Reaktions-Test rechts - Stimulation N. medianus rechts
          à  4000 Mittelungen pro Bedingung
- Aufsuchen der Kanäle mit bester SEP-Ausprägung zur weiteren Auswertung:
- Bestimmung der Amplitude und Latenz der N20
- digitale Filterung, Bestimmung von Amplitude und Latenz des 600 Hz-burst
- Rektifizierung der HFO, Bestimmung der Oszillationsdauer
- Zeit-Frequenz-Analyse (Morlet-Transformation) der 600 Hz-Daten
5. Statistische Auswertung
1. Mittelwertberechnug für alle Parameter über alle 4 Versuchskonditionen
2. Student`s t-Test  zum Vergleich der Mittelwerte zu den einzelnen Messzeitpunkten
3. Varianzanalyse mit Messwiederholungen auf den Faktoren Versuchskondition und Messzeitpunkt
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Tabelle 5: Angabe zu den Probanden
Initialen der VP Alter (Jahre) Körpergröße (cm) „Händigkeit“ (R/L)
M.R. 21 168 R
R.G. 29 175 R
F.H. 31 176 R
A.S. 23 180 R
A.D. 22 185 R
A.U. 22 150 R
W.T. 19 163 R
R.L. 22 175 R
M.B. 23 174 R
C.C. 27 170 R
D.T. 27 177 R
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  0
Abb 20: Auswertungsbeispiel: Proband rg, Versuchskondition „rl“ (= Tastendruck mit der rechten
              Hand – Stimulation des linken  N. medianus) zu den vier Messzeitpunkten
              Obere Reihe: niederfrequente SEP
              Zweite Reihe: HFO nach digitaler Filterung (450-750 Hz)
              Dritte Reihe: Rektifizierte HFO
              Untere Reihe: Zeit-Frequenz-Analyse
 
              Anmerkung: Abnahme der HFO-Amplitude und der burst-Frequenz zum dritten Messzeitpunkt
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Tabelle 6: T-Test für alle Parameter, die in die Satistik eingingen: deskriptive
                  Statistik und t-Test, Angabe von Mittelwert (MW),
                  Standardabweichung (SD), Standardfehler des Mittelwertes (SE),
                  T- und P-Werten.
N20-Amplitude (NA)
Proband NA1 NA2 NA3 NA4
Ad 2.47 2.41 2.25 2.69
As 3.6 2.89 3.27 3.38
Au 1.75 1.63 1.93 1.49
Fh 2.9 3.38 1.9 1.79
Mr 3.57 3.6 3.57 3.65
Rg 4.12 4.52 4.44 4.04
rl 2.58 2.91 2.96 3
wt 2.05 1.97 2.25 2.28
mb 2.85 2.47 2.38 3.06
cc 2.25 2.37 2.42 2.63
dt 2.06 2.56 2.36 2.47
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 NA1 2.75 11 0.75 0.23
NA2 2.79 11 0.81 0.24
Paaren 2 NA1 2.75 11 0.75 0.23
NA3 2.70 11 0.78 0.24
Paaren 3 NA1 2.75 11 0.75 0.23
NA4 2.77 11 0.76 0.23
Paaren 4 NA2 2.79 11 0.81 0.24
NA3 2.70 11 0.78 0.24
Paaren 5 NA2 2.79 11 0.81 0.24
NA4 2.77 11 0.76 0.23
Paaren 6 NA3 2.70 11 0.78 0.24
NA4 2.77 11 0.76 0.23
t-Test bei gepaarten Stichproben
gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 NA1 - NA2 -0.05 0.38 0.11 -0.400 0.698
Paaren 2 NA1 - NA3 0.04 0.42 0.13 0.341 0.740
Paaren 3 NA1 - NA4 -0.03 0.45 0.13 -0.195 0.850
Paaren 4 NA2 - NA3 0.09 0.50 0.15 0.591 0.567
Paaren 5 NA2 - NA4 0.02 0.60 0.18 0.106 0.918
Paaren 6 NA3 - NA4 -0.07 0.32 0.10 -0.716 0.490
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N20-Latenz (NL)
Proband NL1 NL2 NL3 NL4
ad 19.1 18.9 19.58 19.25
as 19.75 19.6 20 19.88
au 16.15 16.15 16.48 16.58
fh 19.08 19.15 19.1 19.3
mr 17.35 16.85 17.08 17.15
rg 17.77 17.45 17.77 17.63
rl 18.02 17.85 18.25 18.35
wt 17.05 17.3 17.5 17.3
mb 17.73 17.77 18.2 18.13
cc 14.23 13.85 14.4 14.38
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 NL1 17.41 11 1.67 0.50
NL2 17.24 11 1.78 0.54
Paaren 2 NL1 17.41 11 1.67 0.50
NL3 17.62 11 1.71 0.52
Paaren 3 NL1 17.41 11 1.67 0.50
NL4 17.56 11 1.70 0.51
Paaren 4 NL2 17.24 11 1.78 0.54
NL3 17.62 11 1.71 0.52
Paaren 5 NL2 17.24 11 1.78 0.54
NL4 17.56 11 1.70 0.51
Paaren 6 NL3 17.62 11 1.71 0.52
NL4 17.56 11 1.70 0.51
t-Test bei gepaarten Stichproben
Gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 NL1 - NL2 0.18 0.26 0.08 2.270 0.047
Paaren 2 NL1 - NL3 -0.20 0.23 0.07 -2.934 0.015
Paaren 3 NL1 - NL4 -0.15 0.21 0.06 -2.315 0.043
Paaren 4 NL2 - NL3 -0.38 0.22 0.07 -5.816 0.000
Paaren 5 NL2 - NL4 -0.32 0.17 0.05 -6.463 0.000
Paaren 6 NL3 - NL4 0.06 0.16 0.05 1.168 0.270
89
peak-to-peak-Amplitude der HFO (PP)
Proband PP1 PP2 PP3 PP4
ad 0.3 0.25 0.25 0.31
as 0.3 0.23 0.22 0.19
au 0.18 0.15 0.07 0.09
fh 0.21 0.18 0 0.34
mr 0.27 0.25 0.24 0.23
rg 0.57 0.54 0.47 0.54
rl 0.24 0.2 0.17 0.19
wt 0.28 0.24 0.27 0.27
mb 0.29 0.22 0.26 0.25
cc 0.31 0.36 0.38 0.42
dt 0.14 0.22 0.13 0.14
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 PP1 0.28 11 0.11 0.03
PP2 0.26 11 0.11 0.03
Paaren 2 PP1 0.28 11 0.11 0.03
PP3 0.22 11 0.13 0.04
Paaren 3 PP1 0.28 11 0.11 0.03
PP4 0.27 11 0.13 0.04
Paaren 4 PP2 0.26 11 0.11 0.03
PP3 0.22 11 0.13 0.04
Paaren 5 PP3 0.22 11 0.13 0.04
PP4 0.27 11 0.13 0.04
Paaren 6 PP2 0.26 11 0.11 0.03
PP4 0.27 11 0.13 0.04
t-Test bei gepaarten Stichproben
Gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 PP1 - PP2 0.02 0.05 0.01 1.575 0.146
Paaren 2 PP1 - PP3 0.06 0.07 0.02 2.749 0.020
Paaren 3 PP1 - PP4 0.01 0.07 0.02 0.428 0.677
Paaren 4 PP2 - PP3 0.04 0.07 0.02 1.845 0.095
Paaren 5 PP3 - PP4 -0.05 0.10 0.03 -1.573 0.147
Paaren 6 PP2 - PP4 -0.01 0.07 0.02 -0.576 0.577
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Latenz der HFO (HL)
Proband HL1 HL2 HL3 HL4
ad 17.6 17.5 18.83 18.2
as 20.47 17.7 18.2 18.15
mr 15.1 14.88 15.4 14.68
rl 16.3 17.27 17 16.08
wt 14.8 14.78 14.9 14.88
mb 15.68 16.13 16.13 15.98
cc 11.98 11.58 12.13 13.2
dt 12.77 11.72 13.5 13.3
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 HL1 15.59 8 2.68 0.95
HL2 15.19 8 2.46 0.87
Paaren 2 HL1 15.59 8 2.68 0.95
HL3 15.76 8 2.27 0.80
Paaren 3 HL1 15.59 8 2.68 0.95
HL4 15.56 8 1.93 0.68
Paaren 4 HL2 15.19 8 2.46 0.87
HL3 15.76 8 2.27 0.80
Paaren 5 HL2 15.19 8 2.46 0.87
HL4 15.56 8 1.93 0.68
Paaren 6 HL3 15.76 8 2.27 0.80
HL4 15.56 8 1.93 0.68
t-Test bei gepaarten Stichproben
Gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 HL1 - HL2 0.39 1.13 0.40 0.986 0.357
Paaren 2 HL1 - HL3 -0.17 1.05 0.37 -0.461 0.659
Paaren 3 HL1 - HL4 0.03 1.06 0.37 0.083 0.936
Paaren 4 HL2 - HL3 -0.57 0.68 0.24 -2.342 0.052
Paaren 5 HL2 - HL4 -0.36 0.95 0.33 -1.083 0.315
Paaren 6 HL3 - HL4 0.20 0.62 0.22 0.931 0.383
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Oszillationsdauer (OA)
Proband OA1 OA2 OA3 OA4
ad 10.58 9.23 9.45 9.95
as 11.45 11.73 10.5 9.35
mr 10.75 10.43 12.1 10.75
rl 12.05 10.73 10.45 9.8
wt 8.57 9.75 10.3 8.85
mb 8.95 7.98 9.32 10.18
cc 9.57 10.25 8.88 8.6
dt 11.08 11.9 10.3 9.95
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 OA1 10.38 8 1.23 0.43
OA2 10.25 8 1.29 0.46
Paaren 2 OA1 10.38 8 1.23 0.43
OA3 10.16 8 0.99 0.35
Paaren 3 OA1 10.38 8 1.23 0.43
OA4 9.68 8 0.71 0.25
Paaren 4 OA2 10.25 8 1.29 0.46
OA3 10.16 8 0.99 0.35
Paaren 5 OA2 10.25 8 1.29 0.46
OA4 9.68 8 0.71 0.25
Paaren 6 OA3 10.16 8 0.99 0.35
OA4 9.68 8 0.71 0.25
t-Test bei gepaarten Stichproben
Gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 OA1 - OA2 0.13 1.01 0.36 0.360 0.730
Paaren 2 OA1 - OA3 0.21 1.22 0.43 0.493 0.637
Paaren 3 OA1 - OA4 0.70 1.18 0.42 1.668 0.139
Paaren 4 OA2 - OA3 0.08 1.25 0.44 0.191 0.854
Paaren 5 OA2 - OA4 0.57 1.55 0.55 1.041 0.332
Paaren 6 OA3 - OA4 0.48 0.84 0.30 1.627 0.148
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Amplitude des Maximums in der Zeit-Frequenz-Analyse (MHA)
Proband MHA1 MHA2 MHA3 MHA4
ad 0.87 0.73 0.64 1.01
as 0.89 0.61 0.49 0.39
au 0.33 0.23 0.05 0.09
fh 0.53 0.29 0.06 0.01
mr 0.71 0.67 0.59 0.58
rg 3.05 3.16 4.79 2.96
rl 0.64 0.53 0.34 0.39
wt 0.82 0.64 0.8 0.84
mb 0.86 0.62 1.03 0.68
cc 1.07 1.33 1.44 1.76
dt 0.21 0.47 0.18 0.19
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 MHA1 0.91 11 0.75 0.23
MHA2 0.84 11 0.82 0.25
Paaren 2 MHA1 0.91 11 0.75 0.23
MHA3 0.95 11 1.34 0.40
Paaren 3 MHA1 0.91 11 0.75 0.23
MHA4 0.81 11 0.87 0.26
Paaren 4 MHA2 0.84 11 0.82 0.25
MHA3 0.95 11 1.34 0.40
Paaren 5 MHA2 0.84 11 0.82 0.25
MHA4 0.81 11 0.87 0.26
Paaren 6 MHA3 0.95 11 1.34 0.40
MHA4 0.81 11 0.87 0.26
t-Test bei gepaarten Stichproben
Gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 MHA1 - MHA2 0.06 0.19 0.06 1.062 0.313
Paaren 2 MHA1 - MHA3 -0.04 0.62 0.19 -0.218 0.832
Paaren 3 MHA1 - MHA4 0.10 0.33 0.10 0.962 0.359
Paaren 4 MHA2 - MHA3 -0.10 0.55 0.16 -0.621 0.548
Paaren 5 MHA2 - MHA4 0.03 0.24 0.07 0.467 0.651
Paaren 6 MHA3 - MHA4 0.14 0.59 0.18 0.765 0.462
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Latenz des Maximums in der Zeit-Frequenz-Analyse (MHL)
Proband MHL1 MHL2 MHL3 MHL4
ad 17.38 17.4 18.63 18.4
as 17.33 17.23 17.88 17.77
mr 15.23 14.95 15.03 14.98
rg 16.45 16.13 16.93 16.3
rl 15.85 15.13 16.7 15.9
wt 14.8 14.55 14.83 14.85
mb 15.83 15.93 16.4 16.1
cc 12.38 11.83 12.55 13.1
dt 12.28 11.55 12.2 12.1
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 MHL1 15.28 9 1.88 0.63
MHL2 14.96 9 2.09 0.70
Paaren 2 MHL1 15.28 9 1.88 0.63
MHL3 15.68 9 2.23 0.74
Paaren 3 MHL1 15.28 9 1.88 0.63
MHL4 15.50 9 2.02 0.67
Paaren 4 MHL2 14.96 9 2.09 0.70
MHL3 15.68 9 2.23 0.74
Paaren 5 MHL2 14.96 9 2.09 0.70
MHL4 15.50 9 2.02 0.67
Paaren 6 MHL3 15.68 9 2.23 0.74
MHL4 15.50 9 2.02 0.67
t-Test bei gepaarten Stichproben
Gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 MHL1 - MHL2 0.31 0.30 0.10 3.114 0.014
Paaren 2 MHL1 - MHL3 -0.40 0.47 0.16 -2.576 0.033
Paaren 3 MHL1 - MHL4 -0.22 0.44 0.15 -1.524 0.166
Paaren 4 MHL2 - MHL3 -0.72 0.46 0.15 -4.697 0.002
Paaren 5 MHL2 - MHL4 -0.54 0.42 0.14 -3.850 0.005
Paaren 6 MHL3 - MHL4 0.18 0.39 0.13 1.397 0.200
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Frequenz des Maximums in der Zeit-Frequenz-Analyse (MHF)
Proband MHF1 MHF2 MHF3 MHF4
ad 628 634.75 618.25 636.5
as 613.5 608.75 607.25 602.5
mr 631.5 634.25 629.25 630.5
rg 608.25 611.75 597 611.5
rl 594.25 555.75 558 579.75
wt 599 585.25 598.25 603.25
mb 616 626 608.5 614.25
cc 610.5 613.25 607.25 608.5
dt 585 596.5 581.5 607.75
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 MHF1 609.56 9 15.12 5.04
MHF2 607.36 9 25.36 8.45
Paaren 2 MHF1 609.56 9 15.12 5.04
MHF3 600.58 9 20.86 6.95
Paaren 3 MHF1 609.56 9 15.12 5.04
MHF4 610.50 9 16.45 5.48
Paaren 4 MHF2 607.36 9 25.36 8.45
MHF3 600.58 9 20.86 6.95
Paaren 5 MHF2 607.36 9 25.36 8.45
MHF4 610.50 9 16.45 5.48
Paaren 6 MHF3 600.58 9 20.86 6.95
MHF4 610.5 9 16.45 5.48
Test bei gepaarten Stichproben
Gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 MHF1 - MHF2 2.19 15.64 5.21 0.421 0.685
Paaren 2 MHF1 - MHF3 8.97 10.81 3.60 2.490 0.038
Paaren 3 MHF1 - MHF4 -0.94 10.90 3.63 -0.260 0.801
Paaren 4 MHF2 - MHF3 6.78 10.28 3.43 1.979 0.083
Paaren 5 MHF2 - MHF4 -3.14 12.01 4.00 -0.784 0.456
Paaren 6 MHF3 - MHF4 -9.92 10.63 3.54 -2.798 0.023
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Mittelwerte der Reaktionszeiten (RM)
Proband RM1 RM2 RM3 RM4
ad 282.77 321.75 544.7 369.44
as 249.67 257.94 364.83 457.94
au 269.5 319.34 625.73 432.45
fh 312.26 408.12 365.38 418.14
mr 336.75 326.42 382.95 419.88
rg 329.23 318.11 379.64 414.32
rl 332.06 369.94 428.64 412.87
wt 256.54 241.6 335.79 374.63
mb 223.36 203.92 227.12 238.39
cc 405.23 309.61 391.33 454.95
dt 331.72 326.65 438.51 392.49
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 RM1 302.64 11 51.87 15.64
RM2 309.40 11 57.18 17.24
Paaren 2 RM1 302.64 11 51.87 15.64
RM3 407.69 11 105.25 31.73
Paaren 3 RM1 302.64 11 51.87 15.64
RM4 398.68 11 60.21 18.16
Paaren 4 RM2 309.40 11 57.18 17.24
RM3 407.69 11 105.25 31.73
Paaren 5 RM2 309.40 11 57.18 17.24
RM4 398.68 11 60.21 18.16
Paaren 6 RM3 407.69 11 105.25 31.73
RM4 398.68 11 60.21 18.16
t-Test bei gepaarten Stichproben
Gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 RM1 - RM2 -6.76 49.19 14.83 -0.456 0.658
Paaren 2 RM1 - RM3 -105.05 110.50 33.32 -3.153 0.010
Paaren 3 RM1 - RM4 -96.04 53.12 16.01 -5.997 0.000
Paaren 4 RM2 - RM3 -98.29 94.65 28.54 -3.444 0.006
Paaren 5 RM2 - RM4 -89.28 56.27 16.97 -5.262 0.000
Paaren 6 RM3 - RM4 9.01 94.47 28.48 0.316 0.758
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Mediane der Reaktionszeiten (RE)
Proband RE1 RE2 RE3 RE4
ad 260.25 288.5 392.5 310
as 226 228 270 306.75
au 253.5 275.5 454.5 343
fh 274.5 320.5 303.5 318.25
mr 254 283 309 315
rg 274 265.5 306.25 303
rl 305.75 305 306.5 308.5
wt 242.5 223.75 271 284.75
mb 215 200.5 219 213.5
cc 343.25 288.25 327.5 328
dt 269 251 314 304.75
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 RE1 265.25 11 35.74 10.78
RE2 266.32 11 36.90 11.13
Paaren 2 RE1 265.25 11 35.74 10.78
RE3 315.80 11 62.54 18.86
Paaren 3 RE1 265.25 11 35.74 10.78
RE4 303.23 11 33.23 10.02
Paaren 4 RE2 266.32 11 36.90 11.13
RE3 315.80 11 62.54 18.86
Paaren 5 RE2 266.32 11 36.90 11.13
RE4 303.23 11 33.23 10.02
Paaren 6 RE3 315.80 11 62.54 18.86
RE4 303.23 11 33.23 10.02
Test bei gepaarten Stichproben
Gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 RE1 - RE2 -1.07 28.66 8.64 -0.124 0.904
Paaren 2 RE1 - RE3 -50.55 63.03 19.01 -2.660 0.024
Paaren 3 RE1 - RE4 -37.98 33.05 9.96 -3.811 0.003
Paaren 4 RE2 - RE3 -49.48 53.30 16.07 -3.079 0.012
Paaren 5 RE2 - RE4 -36.91 26.54 8.00 -4.613 0.001
Paaren 6 RE3 - RE4 12.57 44.07 13.29 0.946 0.367
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Anzahl der Reaktionszeiten >2SD (RA)
Proband RA1 RA2 RA3 RA4
ad 12 13.5 20 17
as 10.5 12 20 20
au 14 16.5 8 7
fh 12 18.5 14 10
mr 7.5 13 17.5 21
rg 11.5 17 15.5 21
rl 15 15.5 18.5 16
wt 15.5 5.5 16.5 16.5
mb 18 18 19 11
cc 24.5 8 12 17
dt 14.5 14 13 9
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 RA1 14.09 11 4.45 1.34
RA2 13.77 11 4.08 1.23
Paaren 2 RA1 14.09 11 4.45 1.34
RA3 15.82 11 3.78 1.14
Paaren 3 RA1 14.09 11 4.45 1.34
RA4 15.05 11 4.99 1.51
Paaren 4 RA2 13.77 11 4.08 1.23
RA3 15.82 11 3.78 1.14
Paaren 5 RA2 13.77 11 4.08 1.23
RA4 15.05 11 4.99 1.51
Paaren 6 RA3 15.82 11 3.78 1.14
RA4 15.05 11 4.99 1.51
Test bei gepaarten Stichproben
Gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 RA1 - RA2 0.32 6.97 2.10 0.152 0.883
Paaren 2 RA1 - RA3 -1.73 6.71 2.02 -0.854 0.413
Paaren 3 RA1 - RA4 -0.95 7.54 2.27 -0.420 0.683
Paaren 4 RA2 - RA3 -2.05 5.69 1.71 -1.193 0.260
Paaren 5 RA2 - RA4 -1.27 7.60 2.29 -0.556 0.591
Paaren 6 RA3 - RA4 0.77 4.16 1.25 0.616 0.552
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Anzahl der nicht beantworteten Reize (RO)
Proband RO1 RO2 RO3 RO4
ad 0.5 1 46 28.5
as 0.5 0.5 16.5 106
au 0 18.5 251.5 210
fh 3.5 31 63 240
mr 0 6 24 18
rg 0.5 10 10 45.5
rl 2 24 105.5 115.5
wt 0.5 0.5 2 65
mb 0 0 0 1
cc 57 1 4 54
dt 11 13 140 183
Statistik bei gepaarten Stichproben
MW N SD SE
Paaren 1 RO1 6.86 11 16.94 5.11
RO2 9.59 11 10.84 3.27
Paaren 2 RO1 6.86 11 16.94 5.11
RO3 60.23 11 78.19 23.57
Paaren 3 RO1 6.86 11 16.94 5.11
RO4 96.95 11 81.68 24.63
Paaren 4 RO2 9.59 11 10.84 3.27
RO3 60.23 11 78.19 23.57
Paaren 5 RO2 9.59 11 10.84 3.27
RO4 96.95 11 81.68 24.63
Paaren 6 RO3 60.23 11 78.19 23.57
RO4 96.95 11 81.68 24.63
Test bei gepaarten Stichproben
Gepaarte Differenzen MW SD SE T Sig. (2-seitig)
Paaren 1 RO1 - RO2 -2.73 21.83 6.58 -0.414 0.687
Paaren 2 RO1 - RO3 -53.36 82.84 24.98 -2.136 0.058
Paaren 3 RO1 - RO4 -90.09 84.65 25.52 -3.530 0.005
Paaren 4 RO2 - RO3 -50.64 72.45 21.85 -2.318 0.043
Paaren 5 RO2 - RO4 -87.36 73.44 22.14 -3.946 0.003
Paaren 6 RO3 - RO4 -36.73 60.20 18.15 -2.023 0.071
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Tabelle7: Exemplarische ANOVA für die N20: multivariate Tests und post-hoc-Statistik
Allgemeines Lineares Modell
Innersubjektfaktoren
Z TS
Abhängige
Variable
1 LL1NA
2 RL1NA
3 RR1NA
1
4 LR1NA
1 LL2NA
2 RL2NA
3 RR2NA
2
4 LR2NA
1 LL3NA
2 RL3NA
3 RR3NA
3
4 LR3NA
1 LL4NA
2 RL4NA
3 RR4NA
4
4 LR4NA
Deskriptive Statistiken
Mittelwert Standardabweichung N
LL1NA 2.5333 .8920 11
RL1NA 2.8871 .8563 11
RR1NA
2.4763 .8689 11
LR1NA 3.0849 .7649 11
LL2NA 2.5165 .8954 11
RL2NA 3.0074 .8543 11
RR2NA
2.5382 1.0932 11
LR2NA 3.1007 .9161 11
LL3NA 2.3375 .9804 11
RL3NA 3.1189 1.1688 11
RR3NA
2.5388 .8281 11
LR3NA 2.8122 .7607 11
LL4NA 2.4065 .9291 11
RL4NA 2.9601 .8954 11
RR4NA
2.7369 .8123 11
LR4NA 2.9827 1.0794 11
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Multivariate Tests (b)
Effekt Wert F Hypothese df Fehler df Signifikanz
Pillai-Spur .099 .293(a) 3.000 8.000 .829
Wilks-Lambda .901 .293(a) 3.000 8.000 .829
Hotelling-Spur .110 .293(a) 3.000 8.000 .829
Z
Größte
charakteristische
Wurzel nach Roy
.110 .293(a) 3.000 8.000 .829
Pillai-Spur .791 10.102(a) 3.000 8.000 .004
Wilks-Lambda .209 10.102(a) 3.000 8.000 .004
Hotelling-Spur 3.788 10.102(a) 3.000 8.000 .004
TS
Größte
charakteristische
Wurzel nach Roy
3.788 10.102(a) 3.000 8.000 .004
Pillai-Spur .965 6.132(a) 9.000 2.000 .148
Wilks-Lambda .035 6.132(a) 9.000 2.000 .148
Hotelling-Spur 27.594 6.132(a) 9.000 2.000 .148
Z * TS
Größte
charakteristische
Wurzel nach Roy
27.594 6.132(a) 9.000 2.000 .148
a  Exakte Statistik
     b  Design: Intercept  Innersubjekt-Design: Z+TS+Z*TS
Mauchly-Test auf Sphärizität (b)
Epsilon(a)
Innersubjekteffekt Mauchly-W
Approximiertes Chi-
Quadrat df Signifikanz
Greenhouse-
Geisser Huynh-Feldt Untergrenze
Z .460 6.773 5 .241 .664 .829 .333
TS .031 30.341 5 .000 .428 .464 .333
Z * TS .000 97.022 44 .000 .307 .436 .111
Prüft die Nullhypothese, daß sich die Fehlerkovarianz-Matrix der orthonormalisierten transformierten abhängigen Variablen proportional
zur Einheitsmatrix verhält.
a  Kann zum Korrigieren der Freiheitsgrade für die gemittelten Signifikanztests verwendet werden. In der Tabelle mit den Tests der
Effekte innerhalb der Subjekte werden korrigierte Tests angezeigt.
b  Design: Intercept  Innersubjekt-Design: Z+TS+Z*TS
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Tests der Innersubjekteffekte
Quelle
Quadratsumme
vom Typ III df
Mittel der
Quadrate F Signifikanz
Sphärizität angenommen .195 3 6.507E-02 .158 .923
Greenhouse-Geisser .195 1.993 9.796E-02 .158 .854
Huynh-Feldt .195 2.488 7.847E-02 .158 .894
Z
Untergrenze .195 1.000 .195 .158 .699
Sphärizität angenommen 12.329 30 .411
Greenhouse-Geisser 12.329 19.927 .619
Huynh-Feldt 12.329 24.878 .496
Fehler(Z)
Untergrenze 12.329 10.000 1.233
Sphärizität angenommen 10.635 3 3.545 4.335 .012
Greenhouse-Geisser 10.635 1.284 8.281 4.335 .050
Huynh-Feldt 10.635 1.391 7.643 4.335 .046
TS
Untergrenze 10.635 1.000 10.635 4.335 .064
Sphärizität angenommen 24.535 30 .818
Greenhouse-Geisser 24.535 12.843 1.910
Huynh-Feldt 24.535 13.915 1.763
Fehler(TS)
Untergrenze 24.535 10.000 2.454
Sphärizität angenommen 1.407 9 .156 .991 .454
Greenhouse-Geisser 1.407 2.762 .510 .991 .406
Huynh-Feldt 1.407 3.921 .359 .991 .423
Z * TS
Untergrenze 1.407 1.000 1.407 .991 .343
Sphärizität angenommen 14.208 90 .158
Greenhouse-Geisser 14.208 27.619 .514
Huynh-Feldt 14.208 39.211 .362
Fehler(Z*TS)
Untergrenze 14.208 10.000 1.421
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                                                                                                  Tests der Innersubjektkontraste
Quelle Z TS
Quadratsumme
vom Typ III df
Mittel der
Quadrate F Signifikanz
Linear 2.350E-04 1 2.350E-04 .000 .984
Quadratisch 6.537E-03 1 6.537E-03 .019 .892
Z
Kubisch .188 1 .188 .610 .453
Fehler(Z) Linear 5.847 10 .585
Quadratisch 3.390 10 .339
Kubisch 3.091 10 .309
TS Linear 3.270 1 3.270 1.852 .203
Quadratisch .165 1 .165 3.413 .094
Kubisch 7.200 1 7.200 11.253 .007
Fehler(TS) Linear 17.654 10 1.765
Quadratisch .482 10 4.821E-02
Kubisch 6.399 10 .640
Z * TS Linear Linear 3.255E-03 1 3.255E-03 .008 .929
Quadratisch .707 1 .707 19.059 .001
Kubisch 5.329E-02 1 5.329E-02 .277 .610
Quadratisch Linear 5.323E-02 1 5.323E-02 .742 .409
Quadratisch .101 1 .101 1.437 .258
Kubisch .190 1 .190 2.359 .156
Kubisch Linear 6.863E-02 1 6.863E-02 .222 .648
Quadratisch .190 1 .190 1.103 .318
Kubisch 4.011E-02 1 4.011E-02 .416 .534
Fehler(Z*TS) Linear Linear 3.907 10 .391
Quadratisch .371 10 3.710E-02
Kubisch 1.921 10 .192
Quadratisch Linear .717 10 7.170E-02
Quadratisch .703 10 7.029E-02
Kubisch .808 10 8.075E-02
Kubisch Linear 3.091 10 .309
Quadratisch 1.726 10 .173
Kubisch .965 10 9.652E-02
Tests der Zwischensubjekteffekte
Maß: MASS_1
Transformierte Variable: Mittel
Quelle
Quadratsumme
vom Typ III df
Mittel der
Quadrate F Signifikanz
Intercept 1333.300 1 1333.300 158.553 .000
Fehler 84.092 10 8.409
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Statistik bei gepaarten Stichproben
Mittelwert N Standardabweichung
Standardfehler
des Mittelwertes
Paaren 1 LL1NA 2.5333 11 .8920 .2690
RL1NA 2.8871 11 .8563 .2582
Paaren 2 RR1NA
2.4763 11 .8689 .2620
LR1NA 3.0849 11 .7649 .2306
Paaren 3 LL2NA 2.5165 11 .8954 .2700
RL2NA 3.0074 11 .8543 .2576
Paaren 4 RR2NA
2.5382 11 1.0932 .3296
LR2NA 3.1007 11 .9161 .2762
Paaren 5 LL3NL 17.5818 11 1.7151 .5171
RL3NA 3.1189 11 1.1688 .3524
Paaren 6 RR3NA
2.5388 11 .8281 .2497
LR3NA 2.8122 11 .7607 .2294
Paaren 7 LL4NA 2.4065 11 .9291 .2801
RL4NA 2.9601 11 .8954 .2700
Paaren 8 RR4NA
2.7369 11 .8123 .2449
LR4NA 2.9827 11 1.0794 .3255
                                              Korrelationen bei gepaarten Stichproben
N Korrelation Signifikanz
Paaren 1 LL1NA & RL1NA
11 .923 .000
Paaren 2 RR1NA & LR1NA
11 .964 .000
Paaren 3 LL2NA & RL2NA
11 .946 .000
Paaren 4 RR2NA & LR2NA
11 .856 .001
Paaren 5 LL3NL & RL3NA 11 .331 .321
Paaren 6 RR3NA & LR3NA
11 .988 .000
Paaren 7 LL4NA & RL4NA
11 .901 .000
Paaren 8 RR4NA & LR4NA
11 .955 .000
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Test bei gepaarten Stichproben
Gepaarte Differenzen
95% Konfidenzintervall
der Differenz
Mittelwert  Standardabweichung
Standardfehler
des Mittelwertes Untere Obere  T
Paaren 1 LL1NA - RL1NA -.3538 .3440 .1037 -.5849 -.1227 -3.412
Paaren 2 RR1NA - LR1NA
-.6086 .2420 7.297E-02 -.7712 -.4460 -8.340
Paaren 3 LL2NA - RL2NA -.4908 .2891 8.718E-02 -.6851 -.2966 -5.630
Paaren 4 RR2NA - LR2NA
-.5626 .5656 .1705 -.9425 -.1826 -3.299
Paaren 5 LL3NL - RL3NA 14.4629 1.7268 .5206 13.3028 15.6230 27.779
Paaren 6 RR3NA - LR3NA
-.2734 .1410 4.252E-02 -.3681 -.1786 -6.428
Paaren 7 LL4NA - RL4NA -.5536 .4070 .1227 -.8270 -.2801 -4.510
Paaren 8 RR4NA - LR4NA
-.2458 .3880 .1170 -.5064 1.490E-02 -2.101
  df Sig. (2-seitig)
Paaren 1   LL1NA-RL1NA
Paaren 2   RR1NA-LR1NA
Paaren 3   LL2NA-RL2NA
Paaren 4   RR2NA-LR2NA
Paaren 5   LL3NA-RL3NA
Paaren 6   RR3NA-LR3NA
Paaren 7   LL4NA-RL4NA
Paaren 8   RR4NA-LR4NA
             10
             10
             10
             10
             10
             10
             10
             10
                  .007
                  .000
                  .000
                  .008
                  .000
                  .000
                  .001
                  .062
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