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INVARIANT MEASURE CONSTRUCTION AT A FIXED MASS
JUSTIN T. BRERETON
Abstract. In this paper we analyze the derivative nonlinear Schro¨dinger equation on T with
randomized initial data in ∩s< 1
2
H
s(T) chosen according to a Wiener measure. We construct an
invariant measure at each sufficiently small, fixed mass m through an argument that emulates
the divergence theorem in infinitely many dimensions. We also prove that the density function
needed to construct the Wiener measure is in Lp, even after scaling of the Fourier coefficients
of the initial data.
1. Introduction
Consider the initial value problem for the derivative non-linear Schro¨dinger equation (DNLS)
on the torus T = R/2πZ :
(1.1)

u(t, x) : R× T→ C
iut +∆u = i∂x(|u|2u)
u(0) = u0.
The equation has been used as a model for Alfve˜n waves in a magnetized plasma [18]. It
is a completely integrable equation and the main conserved quantities are the mass m(u),
momentum/Hamiltonian P (u), and energy E(u) given by
(1.2)

m(u(t)) = m(u0) =
∫
T
|u(x)|2dx
P (u(t)) = P (u0) =
∫
T
1
2
|u|4 + iu∂xudx
E(u(t)) = E(u0) =
∫
T
|∂xu|2 + 3
4
iu2∂x(u
2) +
1
2
|u|6dx.
Solutions to the real line equivalent of (1.1) satisfy the dilation symmetry u(t, x)→ uα(t, x) =
α1/2u(α2t, α). This symmetry preserves the L2(R) norm of a solution, making this equation
mass-critical. One might hope for L2(T) well-posedness, however, the derivative loss on the
RHS of equation (1.1) means that it is very difficult to bound the Duhamel term when u has
low regularity.
Global well-posedness is known for Hs(T), s > 1
2
[28]. Gru¨nrock and Herr proved only local
well-posedness in the Fourier-Lebesgue spaces Ĥsr (T) for s ≥ 12 , r ∈ (43 , 2) [9]. These spaces scale
like Hs(T) for s > 1
4
[9]. A proof of well-posedness anywhere near L2(T) still seems unlikely, so
research has turned to investigating almost sure well-posedness for randomized data. Failure
of well-posedness could be due to certain exceptional initial data, and it still may be true that
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’almost all’ initial data lead to a solution. We first construct a measure ρ that is invariant with
respect to our PDE, in this case the DNLS equation. We then aim to prove that the set of data
that fails to produce a solution on R has measure zero with respect to ρ. This is referred to as
’almost sure’ well-posedness.
The study of almost sure well-posedness began with the formative paper of Lebowitz, Rose
and Speer on the NLS equation [16], and continued with Bourgain for the NLS and other
equations in the 1990s [2] [3], [4]. Several authors have studied the DNLS equation with
random initial data taken from a Wiener measure based on the energy E(u) of (1.1) [5], [18],
[25]. Since the energy and mass are conserved by the flow of (1.1), Liouville’s Theorem implies
that a measure defined based on these quantities is invariant by the flow of (1.1). Such a Wiener
measure yields a randomized initial data u(0) that is almost surely in Hs(T) for all s < 1
2
.
It is natural to investigate the ergodicity of the measure, and whether the set of initial data
can be decomposed into ρ-invariant subsets. This question was posed by Lebowitz-Rose-Speer in
[16], and in [20] Oh and Quastel constructed an invariant measure conditioned on mass
∫
T
|u|2dx
and momentum
∫
T
iuuxdx for the NLS equation, with conserved energy
∫
T
1
2
|∂xu|2 ± 1p |u|pdx.
The |u|4 term in the momentum of the DNLS equation is too high an exponent for the method
of construction in [20], so we instead construct a measure conditioned only on mass m.
1.1. The initial measure µ. We start by defining the proper space of functions where our
measure will be supported. We will adopt the convention that for each f ∈ L1(T),∫
T
f(x)dx =
∫ 2π
0
1
2π
f(x)dx and therefore ‖f‖pLp(T) =
∫
T
|f(x)|pdx.
Definition 1.1. Define
(1.3) H1/2−(T) = ∩s< 1
2
Hs(T).
Consider a probability space (Ω,F ,P) and a sequence {gn} of i.i.d. complex Gaussian random
variables on Ω with mean 0 and variance 1. This means that gn can be written as a sum of its
real and imaginary components gn = an + ibn, and both an and bn are N(0,
1
2
) distributed, so
E(|gn|2) = 1. We select our initial data u(x) by the randomization
(1.4) u(x) = φ(ω, x) =
∑
n∈Z
gn(ω)
〈n〉 e
inx.
Observe that
(1.5) ‖u‖2Hs(T) =
∑
n∈Z
〈n〉2s|gn|2
〈n〉2 ,
which converges almost surely for s < 1
2
. Thus the distribution of u(x) induces a measure
µ = P ◦ φ−1 on H1/2−(T). The measure µ also satisfies the equation
(1.6) dµ = lim
N→∞
dNe
− ∫
T
|P≤Nu|2+|P≤N∂xu|2dxΠ|n|≤Ndû(n),
for a sequence of normalizing constants dN , the limit of which contains the mass and part of
the energy in the exponential.
We use this base measure µ to construct a sequence ρN of measures that converge to ρ as
in section 1.4 of [5]. These ρN are defined to contain the exponential of the rest of the energy
at the N frequency, so that the limit measure ρ effectively contains e−E(u)−m(u), and should be
invariant with respect to (1.1).
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Definition 1.2. For any non-negative integer N , define the function
fN (u) =
−3i
4
·
∫
T
P≤Nu
2 · ∂x(P≤Nu)2dx
=
−3i
2
·
∫
T
P≤Nu
2 · P≤Nu · ∂x(P≤Nu)dx,
(1.7)
which equals the negative of the middle term of the DNLS energy. Indeed, we have
fN(u)− 1
2
∫
T
|P≤Nu(x)|6dx−
∫
T
|∂xP≤Nu|2dx = −E(P≤Nu).
While ‖efN (u)− 12
∫
T
|P≤Nu(x)|6dx‖L1(H1/2−(T),dµ) is likely unbounded, if we multiply the exponential
by a cutoff function that restricts to u with small mass, we can obtain a density in L1(µ), which
gives us a well-defined measure. We define the density of our measure to be
(1.8) ΨN (u) = 1‖P≤Nu‖2L2(T)<m
efN (u)−
1
2
∫ |P≤Nu(x)|6dx,
where 1S denotes the indicator function of a set S, and m is a constant maximum value of the
mass that is chosen to be sufficiently small. Finally, the measure ρN is defined as
(1.9) dρN = βNΨN (u)dµ,
where βN = ‖ΨN‖−1L1(µ) is chosen so that this is a probability measure with total measure 1. Of
course, this definition only makes sense if ΨN is indeed in L
1(µ). It is sufficient to prove that
the functions ΨN(u) are contained in L
p(µ) and that they converge in measure to a function
Ψ(u) in Lp(µ) for all p ≥ 1. One must prove that the functions ΨN(u) satisfy
(1.10) ‖ΨN(u)‖Lp(µ) ≤ C(p)
for all p,N . A special case of Proposition 3.5 proves that {fN , N ≥ 0} is a Cauchy sequence in
L2(µ), and this combined with (1.10) implies the convergence in µ-measure of ΨN(u) to Ψ(u).
This is identical to the argument in [25], which presents (1.10) as Proposition 4.2. Though
their general argument is sound the proof contains some error, specifically, the exponent in
their Proposition 3.1 is incorrect. This error was brought to the attention of the authors, and
Tzvetkov was able to quickly produce a correct proof. In Proposition 3.5 of this paper we will
prove a more general result that allows for the coefficients of u to be scaled.
In [25] they use (1.10) to complete the construction of the invariant measure ρ defined by
(1.11) dρ = βΨ(u)dµ,
and then prove that ρN is invariant with respect to a transformed version of equation (1.1)
that is then truncated to finitely many dimensions. In addition, Burq, Thomann and Tzvetkov
applied a compactness argument to these measures, implying the existence of a subsequence
ρNk such that the solutions taken from ρNk converge to global solutions of (1.1) [5]. This proves
almost sure global well-posedness of (1.1) for initial data taken from ρ. So all that remains to
complete their argument is a correct proof of (1.10).
Nahmod, Oh, Rey-Bellet and Staffilani give an alternative proof of almost sure global well-
posedness in the Fourier-Lebesgue spaces by performing a gauge transformation on (1.1) in
[18]. They constructed a measure that is invariant with respect to the gauged equation. Their
proof references the incorrect Propositions 3.1 and 4.2 of [25], however, their proof is still valid
when relying on the weaker bounds presented in this paper. Then in [19], Nahmod, Rey-Bellet,
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Sheffield and Staffilani showed that this gauged measure is absolutely continuous with respect
to the measure studied in [25], [5], and this paper.
More recently, Genovese, Luca and Valeri constructed invariant measures for the DNLS
equation using conservation laws at the Hk(T) level for k ≥ 2 [8]. Both their proof and this
proof of boundedness of the measure revolve around demonstrating that when the mass m is
small, we have the bound
(1.12) P(efN (u) > eλ) . e−Cλ/m
θ
for large N, λ and some positive θ > 0. This implies that for sufficiently small m, the expected
value of 1‖P≤Nu‖2L2<mpe
fN (u) is bounded. The proof in [8] relies on the bound on
‖∂kx(P≤Nu) · P≤Nu‖L∞ for k ≥ 2 in their Lemma 5.6. A bound for k = 1 would be applicable
to the H1(T) level energy studied in this paper, however, their proof of Lemma 5.6 fails when
k = 1 due to a logarithmic divergence. We present a different proof that utilizes dyadic
decompositions.
Theorem 1.3. For each p ≥ 1 there exists a constant mp > 0 such that for all dyadic N we
have
‖1‖P≤Nu‖2L2(T)<mpe
fN (u)‖p
Lp(H1/2−(T),dµ)
≤ C(p),(1.13)
which implies that
‖ΨN(u)‖pLp(H1/2−(T),dµ) ≤ C(p).(1.14)
We prove Theorem 1.3 by proving the more general Theorem 3.3 that allows for finite scaling
of the Fourier coefficients of u. This completes the construction of the invariant measure ρ.
We then use this base measure to construct a set of measures ρm, each supported on the set of
functions with massm, as in [20]. We also present a new method of constructing such measures.
This method can also been applied to the Benjamin-Ono equation, which can be found in the
author’s dissertation. The main result of this paper is the following theorem:
Theorem 1.4. There exists a small constant m′ such that for each m < m′ there exists a
measure ρm supported on the set H
1/2−(T) ∩ {‖u‖2L2 = m}. There also exists a subset Σ ⊂
H1/2−(T)∩ {‖u‖2L2 = m} of full ρm measure such that each u0 ∈ Σ produces a global solution u
to (1.1). The measure ρm is invariant, meaning the random variable u(t) has distribution ρm
for all t ∈ R.
Theorem 1.4 applies to the space H1/2−(T) = ∩σ< 1
2
Hσ(T), however, it is not always practical
to do analysis in this space. Though H1/2−(T) inherits the intersection topology, it is not a
normed space. On occasion we will prove results in Hσ(T) for all σ = 1
2
−, and infer that each
result holds on the intersection.
Section 2 gives background on the fixed mass problem and how we expand on the methods
developed in [20]. Then in Section 3 we prove the necessary bounds on µ(|fN − fM | > λ) to
complete the construction of ρ in Section 4.
The rest of the paper is devoted to proving invariance of the fixed mass. In Section 5 we
define the measure µm for each sufficiently small m, and decompose it as a sum of measures
νkm, while proving various properties of these measures. Then we use these bounds to construct
the measure ρm in Section 6. We finish the paper by constructing global solutions with ρm-
distributed initial data and proving Theorem 1.4 in Section 7.
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1.2. Notation. Given a function u on the torus, the Fourier series of u is u(x) =
∑
n∈Z û(n)e
inx,
which defines each Fourier coefficient û(n). We let uN = P≤Nu =
∑
|n|≤N û(n)e
inx. Similarly
let P<Nu =
∑
|n|<N û(n)e
inx.
In this paper a dyadic integer denotes an integer power of 2. Given a dyadic integer N , let
n ∼ N refer to the set of integers n that satisfy |n| ∈ (N
2
, N ]. For dyadic N , PNu denotes∑
n∼N e
inxû(n). We could equivalently define PNu = P≤Nu− P≤N
2
u.
Given two dyadic integers N,M we write N ∼ M if N,M are within a factor of 8 of each
other. We will use this notation when noting that for any 4 dyadic integers N1 ≥ N2 ≥ N3 ≥ N4,
and 4 functions u1, u2, u3, u4, we have
∫
T
PN1u1PN2u2PN3u3PN4u4dx = 0 unless N1 ∼ N2.
We will use several constants throught this proof. Constants with a lowercase c: c0, c1, c2,
etc. will refer to specific numbers, usually small enough to satisfy a certain bound, whereas a
capital C refers to a generic constant, and C(m), C(m, k) etc.. refer to constants that depend
upon the variables inside the parenthesis.
2. An overview of the fixed mass argument
We start with a brief overview of the argument in [20] and give a description of our method of
constructing a fixed mass measure. In [20], Oh and Quastel constructed an invariant measure
of the NLS equation for each mass a > 0 and momentum b ∈ R. Given a, b and ǫ > 0, they
defined a measure µa,bǫ supported on the set of functions in H
1/2−
T with mass in (a − ǫ, a + ǫ)
and momentum in (b− ǫ, b+ ǫ). They then took the limit of this sequence of measures as ǫ→ 0
to define a measure µa,b. Multiplying in a factor of e±
1
p
∫
T
|u|pdx, the remaining term of the NLS
energy, they defined the measure ρa,bǫ as
(2.1) ρa,bǫ (E) = Z
a,b
ǫ
∫
E
e±
1
p
∫
T
|u|pdxdµa,bǫ .
Each measure ρa,bǫ is invariant under the NLS, and taking the limit as ǫ → 0 defines the
invariant measure ρa,b that is supported on the set of functions with mass a and momentum
b. In order to show that this limit exists and is finite, Oh and Quastel proved that for a, b the
integral
∫
e±
1
p
∫
T
|u|pdxdµa,bǫ is bounded uniformly in ǫ. In the defocusing case, the e
−1
p
∫
T
|u|pdx term
is trivially bounded by 1. For the focusing case they achieve this bound through a direct analysis
of
∫
T
|u|pdx, by using Sobolev embedding, dyadic decomposition, etc.. For more complicated
integrals this approach will be insufficient.
In this paper we develop a more general way of bounding ‖F‖L1(µm) for an arbitrary function
F , where µm is the analogue of the measure µ
a,b that is supported on functions with mass m.
The method is motivated by the divergence theorem. The set of functions with mass m is
the set of functions u that satisfy
∑ |û(n)|2 = m. This is essentially an ellipsoid in infinitely
many dimensions, and ideally one would like to calculate the integral of F over this ellipsoid
by relating it to partial derivatives of F on the interior of the ellipsoid, in a manner similar to
the divergence theorem.
We do this through a scaling argument that can be used as a substitute for the divergence
theorem in situations, such as infinitely many dimensions, where divergence and Stokes’ the-
orems do not apply. We will use S1, the unit circle, as an example. This is the set of (x, y)
satisfying x2 + y2 = 1. If we take σ to be 1
2π
times the surface measure S on S1 (so σ is a
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probability measure), and apply the divergence theorem we have
∫
S1
f(x, y)dσ(x, y) =
∫
S1
f(x, y)(x, y) · (x, y)dσ
=
∫
S1
(xf(x, y), yf(x, y)) · (x, y) 1
2π
dS
(2.2)
∫
S1
f(x, y)dσ(x, y) =
1
2π
∫
x2+y2≤1
Div(xf(x, y), yf(x, y))dA
=
1
2π
∫
x2+y2≤1
2f(x, y) + xfx(x, y) + yfy(x, y)dA.
If we instead write σ as the limit of area integrals over the region between the circle of radius
s2 and 1
s2
as s→ 1+ we can apply change of variables and obtain
∫
S1
f(x, y)dσ(x, y) = lim
s→1+
1
π(s2 − 1/s2)
∫
1
s2
≤x2+y2≤s2
f(x, y)dA
= lim
s→1+
1
π(s2 − 1/s2)
[∫
x2+y2≤s2
f(x, y)dA−
∫
x2+y2≤1/s2
f(x, y)dA
]
= lim
s→1+
1
π(s2 − 1/s2)
[∫
x2+y2≤1
s2f(sx, sy)− 1
s2
f
(x
s
,
y
s
)
dA
]
=
1
π
d
dr
|r=1
∫
x2+y2≤1
rf(
√
rx,
√
ry)dA
=
1
2π
∫
x2+y2≤1
2f(x, y) + xfx(x, y) + yfy(x, y)dA.
(2.3)
This calculation confirms the divergence theorem and demonstrates that we can emulate the
divergence theorem through scaling. In n dimensions we get a factor of sn when we apply change
of variables. If we attempted this scaling with infinitely many variables this factor would be
infinite and the argument would not work. So to bound functions on the set of gn such that∑ |gn|2
〈n〉2 = m, we want to scale the gn one at a time.
We can decompose the surface measure on the circle as a sum of probability measures gen-
erated by scaling by letting σ = 1
2
(2x2σ + 2y2σ). Indeed, if we scale with respect to x we
have
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lim
s→1+
1
π(s− 1/s)
∫
x2
s2
+y2≤1≤s2x2+y2
f(x, y)dA
= lim
s→1+
1
π(s− 1/s)
[∫
x2
s2
+y2≤1
f(x, y)dA−
∫
s2x2+y2≤1
f(x, y)dA
]
= lim
s→1+
1
π(s− 1/s)
[∫
x2+y2≤1
sf(sx, y)− 1
s
f
(x
s
, y
)
dA
]
=
1
π
d
dr
|r=1
∫
x2+y2≤1
rf(rx, y)dA
=
1
π
∫
x2+y2≤1
f(x, y) + xfx(x, y)dA.
(2.4)
This also equals
1
π
∫
x2+y2≤1
f(x, y) + xfx(x, y)dA =
1
π
∫
x2+y2≤1
Div(xf(x, y), 0)dA
=
1
2π
∫
S1
(2xf(x, y), 0) · (x, y)dS
=
∫
S1
f(x, y)d[2x2σ(x, y)].
(2.5)
The same scaling argument with y instead of x constructs the measure 2y2σ, and taking the
average of 2x2σ and 2y2σ is σ, since clearly x2 + y2 = 1 on the circle.
This demonstrates that we can decompose the surface measure of a sphere in finite dimensions
into components associated with scaling of each variable. We will similarly write the measure
µm as the sum
(2.6) µm =
1
m
∑
k
|û(k)|2µm = 1
m
∑
k≥0
ck,mν
k
m
for a sequence of probability measures νkm derived from scaling.
We will construct these measures νkm from µ in a manner analogous to the construction of
2x2σ and 2y2σ from the Lebesgue area measure. Since the base measure µ is Gaussian and not
a Lebesgue measure there will be an extra Gaussian factor, but it is easily bounded above.
3. Probabilistic bounds on fN (u)
In this section we develop some tools necessary for the proof that the energy remainder term
FN(u) is bounded in the L
p(µ) norm and for the more general Theorem 3.3, which is needed
for the fixed mass argument.
3.1. Bounds on sums of Gaussians. We start with some probabilistic bounds on the size of
sums involving gn and |gn|2.
Lemma 3.1. Suppose {gn} is a sequence of i.i.d. complex Gaussians with mean 0 and variance
1, and N is a dyadic integer. For λ > 4N ln(2) we have
(3.1) P(
∑
n∼N
|gn|2 > λ) ≤ e−λ/4.
8 JUSTIN T. BRERETON
Proof. By Markov’s inequality, we have
(3.2) P(
∑
n∼N
|gn|2 > λ) ≤ e−λtEP(et
∑
n∼N |gn|2).
Now we set t = 1
2
and evaluate the expected value:
P(
∑
n∼N
|gn|2 > λ) ≤ e−λt
∫
CN
e(t−1)
∑
n∼N |xn|2
πN
Πn∼Ndxn
= e−λ/2
∫
CN
e(−1/2)
∑
n∼N |xn|2
πN
Πn∼Ndxn
≤ e−λ/2
(∫
R
√
2e−x
2/2dx/
√
2π
)2N
= e−λ/22N
= e−λ/2eN ln(2)
≤ e−λ/4.

This is the first step towards proving the next bound on the L2 norm of the high frequencies
of u. The following lemma gives us a bound on the probability that ‖PNu‖2L2 > λ .
Lemma 3.2. Suppose u(x) is chosen according to (1.4) and the measure µ, where each gn has
variance ≤M2. For any dyadic N and λ > 16M2 ln(2)
N
, we have
µ(‖PNu‖2L2 > λ) ≤ Ce−N
2λ/16M2 .
Proof. By equation (1.4) we have the bound
(3.3) ‖PNu‖2L2 =
∑
n∼N
|gn|2
n2
≤ 4M
2
N2
∑
n∼N
|gn|2
E(|gn|2) .
Clearly gn
E(|gn|2)1/2 is a complex Gaussian random variable with mean 0 and variance 1. The
probability that this is > λ = 4λ′M2/N2, for λ′ > 4 ln(2)N , is bounded by e−λ′/4. Multiplying
by N
2
4M2 and applying Lemma 3.1 gives us the desired bound. 
3.2. Wiener Chaos bound. In this section we prove a more general version of Proposition
3.2 of [25]. We will need this more general version of the result for the fixed mass problem,
where we apply scaling to the coefficients gn and must allow each to be multiplied by a constant
factor. Let n = (n1, n2, n3, n4) ∈ Z4 denote a 4-tuple of integers. We aim to prove the following:
Theorem 3.3. Let c(n) : Z → R be a function that is bounded above by a constant M and
satisfies c(n) = c(−n), and let p ≥ 1 be a positive power. For the fourth order chaos function
(3.4) S4,N(ω) = 3/2
∑
n1+n2=n3+n4,|ni|≤N
c(n1)c(n2)c(n3)c(n4)n1
gn1(ω)gn2(ω)gn3(ω)gn4(ω)
〈n1〉〈n2〉〈n3〉〈n4〉
and sufficiently small mM,p we have∫
H1/2−(T)
1‖u‖2
L2
<mM,pe
pS4,N (u)dµ ≤ C(M, p)
for some constant depending on M, p.
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When c(n) = 1 identically we have equation (1.13), the necessary bound for the measures ρN
and ρ. So proving Theorem 3.3 in turn proves Theorem 1.3. Let S4(ω) be the sum in equation
(3.4) without the restriction |ni| ≤ N . We expect S4,N(ω) to converge to S4(ω).
To show S4(ω) ∈ Lp(Ω) we prove that S4,N(ω) is a Cauchy sequence in Lp(Ω). We desire
a bound on P(|S4,N(ω) − S4,M(ω)| > λ) for large N,M . Since S4,N(ω) − S4,M(ω) is a sum of
products of Gaussians we expect a lot of cancellation of positive and negative terms. It turns
out a bound on ‖S4,N(ω)− S4,M(ω)‖L2(Ω) implies a bound in much higher Lp(Ω) norms, which
in turn leads to a bound on P(|S4,N(ω)− S4,M(ω)| > λ).
The following proposition is a well known result on stochastic series, it can be found as
Proposition 2.4 of [25] and in Section 3.2 of [17].
Proposition 3.4 (Wiener Chaos). Let d ≥ 1 and c(n1, n2, . . . , nk) ∈ C. Let gn be a sequence
of i.i.d. mean 0, variance 1 complex Gaussians on a probability space Ω0. For k ≥ 1 let Λ(k, d)
denote the set of all k-tuples (n1, n2, . . . , nk) ∈ {1, 2, . . . , d}k satisfying n1 ≤ n2 ≤ . . . ≤ nk and
let
Sk(ω) =
∑
Λ(k,d)
c(n1, . . . , nk)gn1(ω)gn2(ω) · · · gnk(ω).
Then for p ≥ 2,
‖Sk‖Lp(Ω0) ≤
√
k + 1(p− 1)k/2‖Sk‖L2(Ω0).
We now state the key bound on the L2(Ω) norm that guarantees the S4,N are a Cauchy
sequence, which we prove at the end of the section.
Proposition 3.5. Let c(n) = c(n1, n2, n3, n4) : Z
4 → R be a function that satisfies the following
properties:
• For all n ∈ Z4, |c(n)| ≤ M4 <∞
• The function c(n) is even in each entry, meaning the value of c(n) stays the same if you
replace one of the entries ni with its negative.
• For all n and n′ whose entries are permutations of each other, c(n) = c(n′).
For the fourth order chaos function
S4,N(ω) = 3/4
∑
n1+n2=n3+n4,|ni|≤N
c(n)(n1 + n2)
gn1(ω)gn2(ω)gn3(ω)gn4(ω)
〈n1〉〈n2〉〈n3〉〈n4〉
and for any M ≥ N we have ∫
H1/2−(T)
|S4,N − S4,M |2dµ . M
8
N
.
During the proof we will find the condition that c(n) is even is necessary to ensure that we
can exploit symmetry.
From Proposition 3.5 we obtain the following corollary:
Corollary 3.6. Given dyadic N ≤ M , we have
P(|S4,N(ω)− S4,M(ω)| > λ) . e−CN1/4λ1/2/M2 .
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Proof. Combing Propositions 3.4 and 3.5 we have ‖S4,N(ω)− S4,M(ω)‖Lp(Ω) ≤ τM4p2N1/2 for some
constant τ . By Markov’s inequality, we have
P(|S4,N(ω)− S4,M(ω)| > λ) ≤
‖S4,N(ω)− S4,M(ω)‖pLp(Ω)
λp
≤
(
τM4p2
N1/2λ
)p
.
When
√
N1/2λ/eτM4 ≥ 2, set p =
√
N1/2λ/eτM4. We have
P(|S4,N(ω)− S4,M(ω)| > λ) ≤ e−CN1/4λ1/2/M2 .
When
√
N1/2λ/eτM4 < 2 the quantity N1/4λ1/2 is small, and we have
P(|S4,N(ω)− S4,M(ω)| > λ) ≤ 1 . e−CN1/4λ1/2/M2 .

We turn to proving Proposition 3.5.
Proof of Proposition 3.5. We first expand the sum S4,N (ω):
(3.5) S4,N(ω) =
3
4
∑
n
∑
n1+n2=n,|ni|≤N
∑
m1+m2=n,|mi|≤N
c(n)
ngn1(ω)gn2(ω)gm1(ω)gm2(ω)
〈n1〉〈n2〉〈m1〉〈m2〉 .
We split this sum into three terms, S1N , S
2
N and S
3
N , based on how many of the ni, mj are equal.
In S1N all are equal, in S
2
N two pairs are equal, and in S
3
N none are equal.
S1N =
∑
|n1|≤N
2c(n)n1|gn1(ω)|4
〈n1〉4
S2N =
∑
|n1|≤N
∑
|n2|≤N,n2 6=n1
2c(n)(n1 + n2)|gn1(ω)|2|gn2(ω)|2
〈n1〉2〈n2〉2
S3N =
∑
n
∑
n1+n2=n,|ni|≤N
∑
m1+m2=n,mi 6=nj ,|mi|≤N
c(n)ngn1(ω)gn2(ω)gm1(ω)gm2(ω)
〈n1〉〈n2〉〈m1〉〈m2〉 .
We have S4,N (ω) =
3
4
(S1N + S
2
N + S
3
N) and therefore
‖S4,N(ω)− S4,M(ω)‖L2(Ω) . ‖S1N − S1M‖L2(Ω) + ‖S2N − S2M‖L2(Ω) + ‖S3N − S3N‖L2(Ω).
So it suffices to show that each of these three L2 norms is bounded by M
4
N1/2
. We split the
remainder of the proof into three parts.
3.3. Bounding S1N(ω) − S1M(ω). We have S1N − S1M =
∑
N<|n|≤M
2c(n)n|gn(ω)|4
〈n〉4 . We will let m
denote (m1, m2, m3, m4). Squaring yields:
|S1N − S1M |2 = 4
∑
N<|n|≤M
∑
N<|m|≤M
c(n)c(m)nm|gn(ω)|4|gm(ω)|4
〈n〉4〈m〉4
‖S1N − S1M‖2L2(Ω) ≤ 4
∑
N<|n|≤M
∑
N<|m|≤M
M8E(|g|8)
〈n〉3〈m〉3
‖S1N − S1M‖2L2(Ω) .
M8
N4
.
(3.6)
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This is way smaller than necessary.
3.4. Bounding S2N (ω) − S2M(ω). We have S2N = 2
∑
n1 6=n2,|ni|≤N
c(n)(n1+n2)|gn1 (ω)|2|gn2(ω)|2
〈n1〉2〈n2〉2 . All
terms where n1 = n2 are not included in this sum, since they are contained in S
1
N , and the
n1 = −n2 terms yield n = 0. Therefore we can eliminate all terms where |n1| = |n2| and take
advantage of the n1, n2 symmetry to rewrite this sum as
(3.7) S2N = 4
∑
|n1|≤N
∑
|n2|6=|n1|,|n2|≤N
c(n)n1|gn1(ω)|2|gn2(ω)|2
〈n1〉2〈n2〉2 .
So when we subtract this from S2M ,M ≥ N , we lose all terms where |n1|, |n2| are both ≤ N .
Recall that c(n) does not change when we flip the sign of an entry. So we exploit the n1 →
−n1, m1 → −m1 symmetry and obtain
|S2N − S2M |2 = 16
∑
max |ni|>N
∑
max |mi|>N
c(n)c(m)n1m1|gn1(ω)|2|gn2(ω)|2|gm1(ω)|2|gm2(ω)|2
〈n1〉2〈n2〉2〈m1〉2〈m2〉2
|S2N − S2M |2 = 16
∑
n1 6=n2>0,max |n1|,|n2|>N
∑
m1 6=m2>0,max |m1|,|m2|>N
c(n)c(m)n1m1×
(|gn1(ω)|2 − |g−n1(ω)|2)(|gn2(ω)|2 + |g−n2(ω)|2)(|gm1(ω)|2 − |g−m1(ω)|2)(|gm2(ω)|2 + |g−m2(ω)|2)
〈n1〉2〈n2〉2〈m1〉2〈m2〉2
Since E(|gni(ω)|2 − |g−ni(ω)|2) = 0 = E(|gni(ω)|4 − |g−ni(ω)|4) for each i, and these are
independent for distinct indices, each expected value in the above sum is 0 unless n1 = m1.
This would make n1m1 equal to n
2
1. So we have
‖S2N − S2M‖2L2(Ω) .
∑
n1,n2,m2≥0,max |n1|,|n2|,|m2|>N
M8
〈n1〉2〈n2〉2〈m2〉2×
E[(|gn1(ω)|2 − |g−n1(ω)|2)2]E[(|gn2(ω)|2 + |g−n2(ω)|2)]E[(|gm2(ω)|2 + |g−m2(ω)|2)].
.
∑
n1,n2,m2≥0,max |n1|,|n2|,|m2|>N
M8
〈n1〉2〈n2〉2〈m2〉2 .
Since this term is now symmetric, we can assume without loss of generality that n1 ≥ N and
obtain
(3.8) ‖S2N − S2M‖2L2(Ω) .
∑
n1≥N
∑
n2
∑
m2
M8
〈n1〉2〈n2〉2〈m2〉2 .
M8
N
.
Therefore the L2(Ω) norm is bounded by M
4
N1/2
.
3.5. Bounding S3N(ω)−S3M(ω). This is the most complicated term. We start with the following
lemma.
Lemma 3.7. For any integer n 6= 0 we have
(3.9) Sn =
∑
m∈Z
1
〈m〉2〈n−m〉2 .
1
〈n〉2 .
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Proof. Each term of this sum is bounded by 1〈m〉2 , so the sum is absolutely convergent. This
means we can rearrange the terms however we want. First let n = 2k and replace m with m+k.
Then the summand of equation (3.9) is:
1
〈m〉2〈n−m〉2 =
1
〈m+ k〉2〈m− k〉2
=
1
(1 + (m− k)2)(1 + (m+ k)2)
=
1
4(1 + k2)
(
1 + (k −m)/k
1 + (k −m)2 +
1 + (k +m)/k
1 + (k +m)2
)
Therefore the whole sum Sn satisfies
Sn =
∑
m+k∈Z
1
4(1 + k2)
(
1 + (k −m)/k
1 + (k −m)2 +
1 + (k +m)/k
1 + (k +m)2
)
=
1
4(1 + k2)
∑
m+k∈Z
1 + (k +m)/k
1 + (k +m)2
+
1
4(1 + k2)
∑
m−k∈Z
1 + (k −m)/k
1 + (k −m)2
=
1
4(1 + k2)
∑
m∈Z
1 +m/k
1 +m2
+
1
4(1 + k2)
∑
m∈Z
1 +−m/k
1 +m2
=
2
4(1 + k2)
∑
m∈Z
1
1 +m2
.
1
〈k〉2 .
Substituting n/2 for k, we obtain the desired bound. 
Now let An be the set of (n1, n2, m1, m2), not all with absolute value ≤M , but not all ≤ N ,
such that n1 + n2 = n = m1 +m2, and n1 6= m1, m2, n2 6= m1, m2. We have
S3N (u)− S3M(u) =
∑
n
∑
n1+n2=n,|ni|≤N
∑
m1+m2=n,mi 6=nj
c(n)ngn1(ω)gn2(ω)gm1(ω)gm2(ω)
〈n1〉〈n2〉〈m1〉〈m2〉
|S3N(u)− S3M(u)|2 =
∑
n,p
∑
An×Ap
c(n)ngn1gn2gm1gm2(ω)
〈n1〉〈n2〉〈m1〉〈m2〉
c(p)pgp1gp2gq1gq2(ω)
〈p1〉〈p2〉〈q1〉〈q2〉
‖S3N(u)− S3M(u)‖2L2(Ω) =
∑
n,p
∑
An×Ap
c(n)c(p)npE[gn1gn2gm1gm2gp1gp2gq1gq2(ω)]
〈n1〉〈n2〉〈m1〉〈m2〉〈p1〉〈p2〉〈q1〉〈q2〉 .
This expectation is zero unless we can pair off each index. So our indices must satisfy
{n1, n2} = {q1, q2}, and {m1, m2} = {p1, p2}. Noting that all other terms are 0, we obtain
‖S3N(u)− S3M(u)‖2L2 =
∑
n
∑
An
4c(n)c(p)n2E[|gn1(ω)|2|gn2(ω)|2|gm1(ω)|2|gm2(ω)|2]
〈n1〉2〈n2〉2〈m1〉2〈m2〉2
.
∑
n
∑
An
M8n2
〈n1〉2〈n2〉2〈m1〉2〈m2〉2 .
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Observe that this sum is symmetric and at least one index has absolute value > N . Assume,
without loss of generality, that |n1| > N . Applying Lemma 3.7, we have
‖S3N(u)− S3M(u)‖2L2 .
∑
n
∑
An
M8n2
〈n1〉2〈n2〉2〈m1〉2〈m2〉2
.
∑
n
∑
n1+n2=n,|n1|>N
M8
〈n1〉2〈n2〉2
∑
m1+m2=n
n2
〈m1〉2〈m2〉2
.
∑
n
∑
n1+n2=n,|n1|>N
M8
〈n1〉2〈n2〉2
.
∑
|n1|>N
∑
n2
M8
〈n1〉2〈n2〉2
.
M8
N
.
(3.10)
Therefore all three L2(Ω) terms are bounded by M
4
N1/2
, and equivalently their squares are
bounded by M
8
N
. 
4. Boundedness of scaled ΨN
In this section we will complete the proof of Theorem 3.3, implying that ΨN ∈ L1(µ) even
after scaling its Fourier coefficients. Keeping the notation M, c(n), and S4(u) of Theorem 3.3
we expand the function S4,N as
S4,N(ω) =
3
4
∑
n1+n2=n3+n4,|ni|≤N
(n1 + n2)
c(n1)gn1c(n2)gn2c(n3)gn3c(n4)gn4
〈n1〉〈n2〉〈n3〉〈n4〉 ,(4.1)
We now define the function we need to bound in Lp(µ).
Definition 4.1. For any fixed exponent p and mass mM,p define the function
ψN = 1‖uN‖2
L2(T)
<mM,pe
S4,N (ω).(4.2)
Note that for the same values of mM,p, ψN is ΨN without the e−
1
2
∫
T
|u|6dx term, and therefore
ΨN ≤ ψN .
Observe that if we let u˜ =
∑
n
c(n)gn(ω)einx
〈n〉 then the distribution of S4,N(ω) with respect to P
is the same as the distribution of fN (u˜). We now prove Theorem 3.3 by replacing S4,N(ω) with
fN(u˜). When c(n) = 1, we have u = u˜, so Theorem 1.3 is a subcase of Theorem 3.3.
Proof of Theorem 3.3. We will bound the expected value of ψN (u˜) by obtaining bounds on the
µ-measure of the set where ψN is larger than some λ.
Fix a value of λ > 16M4 ln2(2), a constant c0 that will be defined later, a parameter δ ∈ (0, 18)
and set cδ =
1−2−δ
4c0
. Let N1 be the greatest dyadic integer less than
c1λ1/2
mM,p
, and similarly define
dyadic integers N2 ≤ N3 to be the greatest dyadics not exceeding c1λmM,p , c1λ
2
mM,p
respectively, for
a constant c1 we will pick later.
First we define a weight function h(n):
Definition 4.2. For N2 ≥ n ≥ N1 let h(n) = cδ(N1n )δ. For N3 ≥ n > N2 let h(n) = cδ( nN3 )δ.
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Note that the sum
∑
n−dyadic h(n) is bounded by the geometric series
2cδ(1 + 2
−δ + 2−2δ + . . .) ≤ 2cδ
1− 2−δ ≤
1
2c0
.
We conclude that
(4.3)
∑
n−dyadic
h(n) ≤ 1
2c0
.
We now consider the norm ‖ψN(u˜)‖pLp(µ) and bound it by viewing it as an expected value:
‖ψN (u˜)‖pLp(µ) = Eµ(|1‖u˜N‖2
L2(T)
<mM,pe
fN (u˜)|p)
=
∫ ∞
0
pλp−1µ(1‖u˜N‖2
L2(T)
<mM,pe
fN (u˜) > λ)dλ
=
∫ ∞
0
pepλµ({fN(u˜) > λ} ∩ {‖u˜N‖2L2(T) < mM,p})dλ
It is sufficient to bound the probability
(4.4) µ({fN(u˜) > λ} ∩ {‖u˜N‖2L2(T) < mM,p})
for large values of λ. When λ ≤ 16M4 ln2(2) we just bound (4.4) by 1, and note that this
provides a finite contribution to the total integral. We will show that for λ > 16M4 ln2(2)
expression (4.4) is bounded by e−Cλ/m
α
M,pM2 for some positive exponent α. This implies that
‖ψN(u˜)‖pLp(dµ) is bounded by a constant depending only on M, p for sufficiently small mM,p.
Now we split fN(u˜) into fN3(u˜) and fN (u˜) − fN3(u˜). Throughout this section n or ni will
denote a dyadic integer. We have
fN3(u˜) = −
3
2
i
∫
T
P≤N3 u˜xP≤N3 u˜P≤N3 u˜P≤N3 u˜dx
|fN3(u˜)| .
∑
N3≥n1∼n2≥n3≥n4
∫
T
n1|Pn1u˜| · |Pn2u˜| · |Pn3u˜| · |Pn4u˜|dx
.
∑
N3≥n1∼n2≥n3≥n4
∫
T
n
1/2
1 n
1/2
2 |Pn1u˜| · |Pn2u˜| · |Pn3u˜| · |Pn4u˜|dx
.
∑
ni≤N3
n
1/2
1 n
1/2
2 ‖Pn1 u˜‖L2(T)‖Pn2u˜‖L2(T)‖Pn3 u˜‖L∞(T)‖Pn4u˜‖L∞(T)
.
∑
ni≤N3
n
1/2
1 n
1/2
2 n
1/2
3 n
1/2
4 ‖Pn1u˜‖L2(T)‖Pn2 u˜‖L2(T)‖Pn3u˜‖L2(T)‖Pn4u˜‖L2(T),
where we applied Sobolev embedding and the fact that the product is 0 if the largest frequency
is significantly larger than others. Factoring yields
fN3(u˜) .
(∑
n≤N3
n1/2‖Pnu˜‖L2(T)
)4
.(4.5)
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So for some constant c0,
µ({fN(u˜) > λ} ∩ {‖u˜N‖2L2(T) < mM,p})
≤ µ
(
|fN(u˜)− fN3(u˜)| >
λ
2
)
+ µ
(
{
∑
n≤N3
n1/2‖Pnu˜‖L2(T) > 2λ
1/4
c0
} ∩ {‖u˜N‖2L2(T) < mM,p}
)
≤ µ
(
|fN(u˜)− fN3(u˜)| >
λ
2
)
+ µ
(
{
∑
n≤N1
n1/2‖Pnu˜‖L2(T) > λ
1/4
c0
} ∩ {‖u˜N‖2L2(T) < mM,p}
)
+ µ
( ∑
N1<n≤N3
n1/2‖Pnu˜‖L2(T) > λ
1/4
c0
)
.
This provides the constant c0 in the definition of h(n). We will split the rest of the proof into
three sections and show that each of these three terms is bounded by e−Cλ/M
2mαM,p for some
positive power α ≥ 1
4
. Then taking mM,p small enough proves that this integral is bounded by
a constant depending on M, p.
4.1. The High Frequency Term: µ({|fN(u˜) − fN3(u˜)| > λ/2}). By Corollary 3.6, this
probability is bounded by
µ({|fN(u˜)− fN3(u˜)| > λ/2}) ≤ e−Cλ
1/2N
1/4
3 /M2
≤ e−Cλ/m1/4M,pM2 .
(4.6)
4.2. The Low Frequency Term: µ({∑n≤N1 n1/2‖Pnu˜‖L2(T) > λ1/4c0 } ∩ {‖u˜N‖2L2(T) < mM,p})
In this section we utilize the fact that the mass mM,p is small to show that the above
probability is 0.
By the Cauchy-Schwarz inequality and our mass bound, we have∑
n≤N1
n1/2‖Pnu˜‖L2(T) ≤
(∑
n≤N1
n
)1/2
·
(∑
n≤N1
‖Pnu˜‖2L2(T)
)1/2
≤ 2N1/21 m1/2M,p
≤ 2
(
c1λ
1/2
mM,p
)1/2
m
1/2
M,p
≤ 2c1/21 λ1/4.
(4.7)
Therefore there exists a sufficiently small constant c1 such that
(4.8)
∑
n≤N1
n1/2‖Pnu˜‖L2(T) ≤ 2c1/21 λ1/4 <
λ1/4
c0
,
and this sum is > λ
1/4
c0
with probability 0.
4.3. The Middle Frequency terms: µ
(∑
N1<n≤N3 n
1/2‖Pnu˜‖L2(T) > λ1/4c0
)
These are arguably the hardest terms to bound. Their frequencies are too large to be bounded
by the mass and too small to take advantage of decay.
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Recall that h(n) ≤ 1 and ∑n−dyadic h(n) ≤ 12c0 . We have
µ
( ∑
N1<n≤N3
n1/2‖Pnu˜‖L2(T) > λ
1/4
c0
)
≤
∑
N1<n≤N3
µ
(
n1/2‖Pnu˜‖L2(T) > 2h(n)λ1/4
)
≤
∑
N1<n≤N3
µ
(
‖Pnu˜‖2L2(T) >
4h(n)2λ1/2
n
)
.
(4.9)
Assuming n ≤ N3 is small enough to satisfy the conditions of Lemma 3.2, we apply Lemma
3.2 and obtain
µ
( ∑
N1<n≤N3
n1/2‖Pnu˜‖L2(T) > λ
1/4
c0
)
≤
∑
N1<n≤N3
µ
(
‖Pnu˜‖2L2(T) >
4h(n)2λ1/2
n
)
.
∑
N1<n≤N3
e−h(n)
2nλ1/2/M2
(4.10)
Recall that 2N1 ≥ c1λ1/2mM,p . We split the sum into the sum from N1 < n ≤ N2 and N2 < n ≤ N3.
The sum from N1 to N2 is bounded by
e−Cλ/mM,pM
2
+ e−C2
1−δλ/mM,pM2 + e−C2
2(1−δ)λ/mM,pM2 + e−C2
3(1−δ)λ/mM,pM2 + . . . . e−Cλ/mM,pM
2
and for δ < 1
8
this value is sufficiently small.
For the second sum from N2 to N3 we have∑
N2<n≤N3
e−h(n)
2nλ1/2/M2 = e−C(2N2/N3)
2δ2N2λ1/2/M2 + e−C(4N2/N3)
2δ4N2λ1/2/M2 . . .+ e−CN3λ
1/2/M2
. e−C(N2/N3)
2δN2λ1/2/M2
. e−Cλ
3/2−2δ/m1+2δM,pM2
which for δ < 1
8
is more than small enough.
It remains to verify that N3 is small enough to fulfill the conditions of Lemma 3.2. We must
ensure that N3 = c2λ
2 satisfies 4h(N3)
2λ1/2
N3
> 16M
2 ln(2)
N3
to apply Lemma 3.2. Since h(N3) = 1
this holds as long as λ > 16M4 ln2(2), which is our lower bound on λ.
In each of the three sections we have shown that a specific term is bounded by e−Cλ/mM,pM
2
.
Therefore, for sufficiently small mM,p, the ‖ψN(u˜)‖pLp(µ) term is bounded by a constant depend-
ing on M and p. This completes the proof of Theorem 3.3 and in turn Theorem 1.3.

4.4. A related bound. In the previous subsection we proved that∫
1‖u‖2L2<mM,p
epfN (u˜)dµ =
∫
1‖u‖2L2<mM,p
e
−3i
2
∫
T
∂x(u˜)·u˜·u˜·u˜dxdµ
is bounded by C(M, p) for all M, p. We now prove a slight generalization for when we only
take portions of u˜ in each term. We start with the following definition.
Definition 4.3. Let Q be an even subset of the integers, meaning that for each n ∈ Z, n ∈ Q
if and only if −n ∈ Q. We let PQu =
∑
n∈Q û(n)e
inx. One can view PQ as a Fourier projection
operator, and it commutes with other projection operators such as PN , P≤N for N dyadic.
We now prove our generalization of Theorem 3.3:
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Proposition 4.4. Keep the notation M and u˜ of Theorem 3.3. For any 4-tuple Q1, Q2, Q3, Q4
of even subsets of the integers and dyadic N ≥ 0 we have∫
1‖u‖2L2<mM,p
ep
−3i
2
∫
T
∂x(PQ1 u˜N )·PQ2 u˜N ·PQ3 u˜N ·PQ4 u˜Ndxdµ ≤ C(M, p).
We emphasize that the constant does not depend on the choice of sets Qi.
Proof. Proposition 3.5 implies that for any four even subsets Q1, Q2, Q3, Q4 and any M ≥ N
(4.11)∫
H1/2−(T)
|
∫
T
∂x(PQ1u˜M)·PQ2u˜M ·PQ3u˜M ·PQ4u˜M−∂x(PQ1u˜N)·PQ2u˜N ·PQ3u˜N ·PQ4u˜Ndx|2dµ ≤
CM8
N
for a universal constant C. Therefore we can apply the Wiener Chaos bound and the same
argument as Corollary 3.6 to the expansion of this term in gn form to obtain for any M > N ,
µ(|
∫
T
∂x(PQ1u˜M) · PQ2u˜M · PQ3u˜M · PQ4u˜M − ∂x(PQ1u˜N) · PQ2u˜N · PQ3u˜N ·PQ4u˜Ndx| > λ)
. e−CN
1/4λ1/2/M2 .
(4.12)
We also know from the proof of Theorem 3.3 that for the same constants c0, c1 and N3 equal
to the greatest dyadic not exceeding c1λ
2
mM,p
, we have
µ
(
{
∑
n≤N3
n1/2‖Pnu˜‖L2(T) > 2λ
1/4
c0
} ∩ {‖u˜N‖2L2(T) < mM,p}
)
≤ e−Cλ/M2mαM,p.
The operator PQi is a projection, which implies that ‖PQiPnu˜‖L2(T) ≤ ‖Pnu˜‖L2(T). We con-
clude that for each Qi we have
(4.13) µ
(
{
∑
n−dyadic≤N3
n1/2‖PQiPnu˜‖L2(T) >
2λ1/4
c0
} ∩ {‖u˜N‖2L2(T) < mM,p}
)
≤ e−Cλ/M2mαM,p .
Combining equations (4.12) and (4.13), we can repeat the proof of Theorem 3.3 to conclude
that ∫
1‖u‖2L2<mM,p
ep
−3i
2
∫
T
∂x(PQ1 u˜N )·PQ2 u˜N ·PQ3 u˜N ·PQ4 u˜Ndxdµ ≤ C(M, p),
for any dyadic N .

This proposition allows us to bound the exponential of some of the individual components of
fN(u). For example, we can take two disjoint even sets Q1 and Q2 whose union is the integers
and bound efN (u) by writing it as the product of the exponential of the 16 terms of the expansion
of fN(uQ1 +uQ2) and applying Ho¨lder’s inequality to all 16 components. An argument like this
will be necessary in Section 6.
5. Analysis of the measure µm and its decomposition
In this section we define the measure µm supported on H
1/2−(T)∩{‖u‖2L2(T) = m}, and write
it as a linear combination of measures νkm derived from scaling.
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5.1. Bounds on the distribution of the mass. We now begin developing the tools necessary
to construct the fixed mass measure. Since mass(u) =
∑
n
|gn|2
〈n〉2 we will need bounds on the
probability distribution functions of various sums of Fourier coefficients squared.
Definition 5.1. We define the following probability distribution functions relating to the mass.
A priori we must view them as distributions, but we will prove that they are all in fact uniformly
continuous functions.
(1) For N ≥ 0, we let pN be the distribution function of the random variable
∑
|n|≥N
|gn|2
〈n〉2 with
respect to to the probability measure µ. Note that p0 is the distribution of the mass.
(2) For any N ≥ 0 let PN be the distribution function of
∑
|n|6=N
|gn|2
〈n〉2 .
We begin with two lemmas bounding the L∞(R) norms of these distribution functions.
Lemma 5.2. For each N , ‖p̂N‖L1(R) is finite, implying that pN is uniformly continuous and
has finite L∞(R) norm.
Proof. We know that
p̂N(ξ) = Eµ
(
e
iξ
∑
|n|≥N
|gn|
2
〈n〉2
)
= Π|n|≥N
∫
R
1√
π
e(iξ/〈n〉
2−1)Re(gn)2dRe(gn)×
∫
R
1√
π
e(iξ/〈n〉
2−1)Im(gn)2dIm(gn)
= Π|n|≥N
(∫
R
1√
π
e(iξ/〈n〉
2−1)x2dx
)2(5.1)
Noting that
∫
R
1√
π
e−cx
2
dx = 1√
c
for c with a positive real part, we have
p̂N(ξ) = Π|n|≥N
(∫
R
1√
π
e(iξ/〈n〉
2−1)x2dx
)2
= Π|n|≥N
1
1− iξ/〈n〉2
(5.2)
Each term of this product has complex norm ≤ 1, therefore the norm of the product is bounded
by the norm of the product of any two terms, such as | 1
1−iξ/〈N+1〉2 |2 = 11+ξ2/(1+(N+1)2)2 . The ξ2
term ensures that this function has finite L1(R) norm.
Therefore we conclude that ‖p̂N‖L1(R) and in turn ‖pN‖L∞(R) is bounded. 
Lemma 5.3. The distribution functions PN have uniformly bounded L
∞(R) norms.
Proof. Similar to the previous lemma, we have
P̂N(ξ) = Eµ
(
e
iξ
∑
|n|6=N
|gn|
2
〈n〉2
)
= Π|n|6=N
∫
R
1√
π
e(iξ/〈n〉
2−1)Re(gn)2dRe(gn)×
∫
R
1√
π
e(iξ/〈n〉
2−1)Im(gn)2dIm(gn)
= Π|n|6=N
1
1− iξ/〈n〉2
(5.3)
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Each term of this product has complex norm ≤ 1, therefore the norm of the product is bounded
by the norm of the product of the first few terms. For N 6= 1, this product is bounded by
| 1
1− iξ/〈1〉2 |
2 =
1
(1− iξ/2)(1 + iξ/2) =
1
1 + ξ2/4
.
For N = 1 the product is bounded by
| 1
1− iξ/〈2〉2 |
2 =
1
(1− iξ
5
)(1 + iξ
5
)
=
1
1 + ξ2/25
.
Therefore for all N the L1(R) norm of P̂N is bounded by the max of the L
1(R) norm of these
two functions.
We conclude that ‖P̂N‖L1(R) and in turn ‖PN‖L∞(R) ≤ C uniformly in N . 
Since the terms |gN |
2+|g−N |2
〈N〉2 of the mass tend to 0 as N → ∞ we expect the distribution of
PN to approach p0, the distribution of the mass, as N →∞. We quantify this convergence in
the following lemma.
Lemma 5.4. For each N ≥ 0, and ∞ ≥ p ≥ 2, we have
(5.4) ‖PN(x)− p0(x)‖Lp(R) ≤ C(p)〈N〉2 .
Proof. By the duality properties of the Fourier transform we know that
(5.5) ‖PN(x)− p0(x)‖Lp(R) ≤ C(p)‖P̂N(ξ)− p̂0(ξ)‖Lp′ (R),
where p′ is the Ho¨lder conjugate of p: 1
p
+ 1
p′
= 1. We calculated P̂N(ξ) and p̂0(ξ) in Lemma
5.2 and Lemma 5.3. We have
|P̂N(ξ)− p̂0(ξ)| = |Π|n|6=N 1
1− iξ/〈n〉2 −Πn∈Z
1
1− iξ/〈n〉2 |
= |Π|n|6=N
(
1
1− iξ/〈n〉2
)(
1− 1
(1− iξ/〈N〉2)2
)
|
≤ Πn 6=N,n≥0
(
1
1 + ξ2/〈n〉4
) ∣∣∣∣∣
−2iξ
〈N〉2 +
−ξ2
〈N〉4
(1− iξ/〈N〉2)2
∣∣∣∣∣
≤ 〈ξ〉
2
〈N〉2Πn 6=N,n≥0
(
1
1 + ξ2/〈n〉4
)
.
(5.6)
By the same arguments as Lemma 5.2 and Lemma 5.3 we can bound the rest of the product
by 1
1+〈ξ〉4 and obtain a function whose L
p′(R) norm is bounded by C(p)〈N〉2 .

5.2. Analysis of the scaling transformation. We now define the linear transformation that
will correspond to scaling of the Fourier coefficients of our random initial data u.
Definition 5.5. For any k ∈ Z+ and s ∈ R+ and function u ∈ L2(T) : u(x) =∑n∈Z û(n)einx
we define
(5.7) Ts(u) = T
0
s (u) = sû(0) +
∑
|n|>0
û(n)einx
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and for k > 0,
(5.8) T ks (u) = sû(k)e
ikx + sû(−k)e−ikx +
∑
|n|6=k
û(n)einx.
Since T 0s (u) is defined by scaling just one coefficient, some of our analysis of it will be done
separately, in which case we’ll refer to it as Ts. Though s can be any positive number, we will
be taking limits as s→ 1, and always assume s ∈ (1
2
, 2).
For every k and s, T ks is a Fourier multiplier with norm equal to max{1, s}. Clearly it takes
L2(T) to L2(T) and Hσ(T) to Hσ(T), with norm equal to max{1, s}. We now define the level
sets of this transformation.
Definition 5.6. For any s ∈ R+, define Am,s to be the set of functions u such that
‖Ts(u)‖2L2(T) ≤ m.
Let Am = Am,1 be the functions with mass ≤ m.
Definition 5.7. For any m > 0 and s > 1, define Γm,s to be the set of functions u such that
‖Ts(u)‖2L2(T) > m ≥ ‖T1/s(u)‖2L2(T). Also let Γm = ∩s>1Γm,s be the set of functions with mass
m.
Similarly for k ≥ 1, define Akm,s to be the set of functions u such that ‖T ks (u)‖2L2(T) ≤ m. For
any s > 1, define Γkm,s to be the set of functions u such that
‖T ks (u)‖2L2(T) > m ≥ ‖T k1/s(u)‖2L2(T).
It follows that Γkm,s = A
k
m,1/s\Am,s. The sets Γkm,s will allow us to define conditional proba-
bility measures based upon the scaling T ks (u), similar to the measures µ
a,b
ǫ in [20].
Definition 5.8. Consider constants m > 0, 2 > s > 1. For any measurable set E ⊂ L2(T) let
ν0m,s(E) =
µ(E ∩ Γm,s)
µ(Γm,s)
.
Similarly, for k ≥ 1 let
νkm,s(E) =
µ(E ∩ Γkm,s)
µ(Γkm,s)
.
In order to reasonably bound any set with respect to this measure we will need a lower
bound on µ(Γm,s) and µ(Γ
k
m,s). We not only bound the size of these sets, but show that their
µ-measure is roughly proportional to s−1〈k〉2 as s→ 1.
Lemma 5.9. For every m > 0
lim
s→1+
µ(Am,1/s\Am,s)
s2 − 1/s2 = lims→1+
µ(Γm,s)
s2 − 1/s2 = C(m),
for some constant C(m) ≥ ∫ m/2
y=0
mP0(y)
2
e−mdy >
me−mµ(‖u‖2
L2(T)
<m/2)
2
depending only on m.
Proof. Given s, the quantity in the limit is the µ-measure of the set of u =
∑
n∈Z
gn
〈n〉e
inx such that
|g0|2
s2
+
∑
|n|≥1
|gn|2
〈n〉2 ≤ m < s
2|g0|2 +
∑
|n|≥1
|gn|2
〈n〉2 .
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Recall that P0 is the distribution function of y =
∑
|n|≥1
|gn|2
〈n〉2 with respect to the measure µ.
Letting g0 = a+ ib, with a, b both N (0, 12) distributed, we have
µ(Am,1/s\Am,s) =
∫ m
y=0
P0(y)µ
(
m− y
s2
≤ |g0|2 < s2(m− y)
)
dy
=
∫ m
y=0
P0(y)
∫ s2(m−y)
a2+b2=(m−y)/s2
1
π
e−(a
2+b2)dbdady
=
∫ m
y=0
P0(y)
∫ 2π
θ=0
∫ s√m−y
r=
√
m−y/s
1
π
e−r
2
rdrdθdy
=
∫ m
y=0
P0(y)|s
√
m−y
r=
√
m−y/s − e−r
2
dy
=
∫ m
y=0
P0(y)
(
e−(m−y)/s
2 − e−s2(m−y)
)
dy,
(5.9)
after switching to polar coordinates in the middle. Dividing yields
(5.10)
µ(Am,1/s\Am,s)
s2 − 1/s2 =
1
s2 − 1/s2
∫ m
y=0
P0(y)
(
e−(m−y)/s
2 − e−s2(m−y)
)
dy.
Taking the limit as s→ 1 produces the derivative dr of the function∫ m
y=0
−P0(y)e−r(m−y)dy
at the point r = 1, which equals
(5.11)
∫ m
y=0
P0(y)(m− y)e−(m−y)dy ≥
∫ m/2
y=0
P0(y)
m
2
e−mdy >
me−mµ(‖u‖2L2(T) < m/2)
2
.

We now prove the same result for k ≥ 1.
Lemma 5.10. For every m > 0 and k ≥ 1
lim
s→1+
µ(Akm,1/s\Akm,s)
s2 − 1/s2 = lims→1+
µ(Γkm,s)
s2 − 1/s2 = C(m, k),
for some constant C(m, k) that satisfies
C
〈k〉2 ≥ C(m, k) >
m2e−m
4〈k〉2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy(5.12)
Proof. Given s, the quantity in the limit is the measure of the set of u =
∑
n∈Z
gn
〈n〉e
inx such that
|gk|2 + |g−k|2
s2〈k〉2 +
∑
|n|6=k
|gn|2
〈n〉2 ≤ m <
s2(|gk|2 + |g−k|2)
〈k〉2 +
∑
|n|6=k
|gn|2
〈n〉2 .
Recall that Pk(y) is the distribution function of y =
∑
|n|6=k
|gn|2
〈n〉2 with respect to the measure µ.
Setting gk = a+ ib, g−k = a′ + ib′, with a, a′, b, b′ all N (0, 12) distributed, we have
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µ(Akm,1/s\Akm,s) =
∫ m
y=0
Pk(y)µ
(
m− y
s2
<
(|gk|2 + |g−k|2)
〈k〉2 ≤ s
2(m− y)
)
dy
=
∫ m
y=0
Pk(y)µ
(〈k〉2(m− y)
s2
< |gk|2 + |g−k|2 ≤ 〈k〉2s2(m− y)
)
dy
=
∫ m
y=0
Pk(y)
∫ 〈k〉2s2(m−y)
a2+a′2+b2+b′2=
〈k〉2(m−y)
s2
e−(a
2+a′2+b2+b′2)
π2
dadbda′db′dy
=
∫ m
y=0
Pk(y)
∫ 〈k〉2s2(m−y)
r21+r
2
2=
〈k〉2(m−y)
s2
4r1r2e
−(r21+r22)dr1dr2dy
=
∫ m
y=0
Pk(y)
∫ π/2
θ=0
∫ s〈k〉√m−y
r=〈k〉√m−y/s
4r2 cos(θ) sin(θ)e−r
2
rdrdθdy
=
∫ m
y=0
Pk(y)
∫ s〈k〉√m−y
r=〈k〉√m−y/s
2r3e−r
2
drdy
=
∫ m
y=0
Pk(y)|s〈k〉
√
m−y
r=〈k〉√m−y/s − (r2 + 1)e−r
2
drdy
=
∫ m
y=0
Pk(y)(1 + 〈k〉2m− y
s2
)e−〈k〉
2(m−y)/s2dy
−
∫ m
y=0
Pk(y)(1 + 〈k〉2s2(m− y))e−〈k〉2s2(m−y)dy
(5.13)
where we switched to polar coordinates twice. Proceeding as in the proof of Lemma 5.9, and
applying a change of variables, we have
lim
s→1
µ(Akm,1/s\Akm,s)
s2 − 1/s2 =
d
dr
|r=1
∫ m
y=0
−Pk(y)(1 + (m− y)〈k〉2r)e−r〈k〉2(m−y)dy
=
∫ m
y=0
〈k〉2Pk(y)[(m− y + 〈k〉2(m− y)2)− (m− y)]e−r〈k〉2(m−y)dy
=
∫ m
y=0
Pk(y)〈k〉4(m− y)2e−〈k〉2(m−y)dy.
=
∫ m
y=0
Pk(m− y)〈k〉4y2e−〈k〉2ydy.
=
1
〈k〉2
∫ 〈k〉2m
y=0
Pk
(
m− y〈k〉2
)
y2e−ydy.
(5.14)
This limit satisfies
lim
s→1
µ(Akm,1/s\Akm,s)
s2 − 1/s2 ≤
1
〈k〉2
∫ ∞
0
‖Pk‖L∞(R)y2e−y
≤ C〈k〉2
(5.15)
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as well as
lim
s→1
µ(Akm,1/s\Akm,s)
s2 − 1/s2 ≥
m2e−m
4〈k〉2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy.(5.16)

We now prove analogous results for the measure of the set of functions with mass in the ball
of radius ǫ centered at m. We start with the following definition and measure:
Definition 5.11. Let Bm,ǫ denote the set of functions u ∈ L2(T) with mass in (m− ǫ,m+ ǫ).
For any measurable set E ⊂ L2(T) we define the measure
µǫm(E) =
µ(E ∩ Bm,ǫ)
µ(Bm,ǫ)
.
In order to reasonably bound µǫm(E) for any E, we will need a lower bound on the measure
of Bm,ǫ.
Lemma 5.12. For any m > 0 we have
lim
ǫ→0+
µ(m− ǫ < ‖u‖2L2(T) < m+ ǫ)
2ǫ
= lim
ǫ→0+
µ(Bm,ǫ)
2ǫ
= p0(m)
with p0(m) > 0.
Proof. Recall from Lemma 5.2 that p0, the distribution function of the mass, is uniformly
continuous with ‖p0‖L∞ <∞. Clearly
(5.17) µ(m− ǫ < ‖u‖2L2(T) < m+ ǫ) =
∫ m+ǫ
m−ǫ
p0(m
′)dm′.
Uniformly continuity of p0 implies that
(5.18) lim
ǫ→0+
µ(m− ǫ < ‖u‖2L2(T) < m+ ǫ)
2ǫ
= p0(m).
It remains to show that p0(m) > 0. We have
µ(m− ǫ < ‖u‖2L2(T) < m+ ǫ) =
∫ m+ǫ
y=0
p1(y)µ(m− ǫ− y < |g0|2 < m+ ǫ− y)dy
=
∫ m+ǫ
y=0
p1(y)
∫ 2π
θ=0
∫ √m+ǫ−y
r=
√
max{m−ǫ−y,0}
1
π
e−r
2
rdrdθdy
=
∫ m+ǫ
y=0
p1(y)
∫ √m+ǫ−y
r=
√
max{m−ǫ−y,0}
2re−r
2
drdy
≥
∫ m−ǫ
y=0
p1(y)e
−(m−y)(eǫ − e−ǫ)dy
=
∫ m
y=0
p1(y)e
−(m−y)(eǫ − e−ǫ)dy −
∫ m
y=m−ǫ
p1(y)e
−(m−y)(eǫ − e−ǫ)dy.
The limit of the second integrand as ǫ→ 0 is clearly 0, and thus
lim
ǫ→0
1
2ǫ
∫ m
y=m−ǫ
p1(y)e
−(m−y)(eǫ − e−ǫ)dy = 0.
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Dividing the first integral by 2ǫ and taking the limit, we have
lim
ǫ→0+
µ(m− ǫ < ‖u‖2L2(T) < m+ ǫ)
2ǫ
≥ d
dr
|r=0
∫ m
y=0
p1(y)e
−(m−y)erdy
=
∫ m
y=0
p1(y)e
−(m−y)dy
(5.19)
So we have
(5.20) p0(m) = lim
ǫ→0+
µ(m− ǫ < ‖u‖2L2(T) < m+ ǫ)
2ǫ
>
∫ m
y=0
p1(y)e
−(m−y)dy > 0.

We conclude this subsection with a bound on the functions PN that will be useful when
combined with Lemma 5.10.
Lemma 5.13. For each m > 0 there exists an interval [m′, m′′] containing m in its interior
and a continuous positive function C0(x) such that for each x ∈ [m′, m′′]
(5.21) inf
N
∫ x
x/2
PN
(
x− y〈N〉2
)
dy ≥ C0(x).
Proof. Fix a value of N ≥ 0. Applying Lemma 5.4 and the triangle inequality, we have
∫ m
m/2
PN
(
m− y〈N〉2
)
dy
≥
∫ m
m/2
p0
(
m− y〈N〉2
)
−
∣∣∣∣PN (m− y〈N〉2
)
− p0
(
m− y〈N〉2
)∣∣∣∣ dy
≥
∫ m
m/2
p0(m)−
∣∣∣∣p0(m− y〈N〉2
)
− p0(m)
∣∣∣∣− ∣∣∣∣PN (m− y〈N〉2
)
− p0
(
m− y〈N〉2
)∣∣∣∣ dy
≥ m
2
(
p0(m)− C〈N〉2 − supy∈[m/2,m]
∣∣∣∣p0(m− y〈N〉2
)
− p0(m)
∣∣∣∣
)
(5.22)
Since p0 is uniformly continuous, supy∈[m/2,m] |p0
(
m− y〈N〉2
)
−p0(m)| ≤ G(N) for some positive
decreasing function G that satisfies limN→∞G(N) = 0. Therefore for each m,N we have
(5.23)
∫ m
m/2
PN
(
m− y〈N〉2
)
dy ≥ m
2
(p0(m)− C〈N〉2 −G(N)).
Now fix a value of m > 0. There exists a minimal value of N , which we denote Nm, that
satisfies p0(m) >
C
〈Nm〉2 +G(Nm). This means that for all N ≥ Nm we have
(5.24) p0(m) >
C
〈N〉2 +G(N).
Since p0 is a continuous function, there exists an interval [m
′, m′′] containing m in its interior
such that p0(x) >
C
〈Nm〉2 + G(Nm) for each x ∈ [m′, m′′]. Now observe that
{x
2
(p0(x)− C〈Nm〉2 −G(Nm))} ∪ {
∫ x
x/2
PN
(
x− y〈N〉2
)
dy,N ≤ Nm − 1}
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is a finite set of Nm + 1 continuous functions on the interval [m
′, m′′]. Setting C0(x) equal to
(5.25)
min{
∫ x
x/2
P0
(
x− y〈0〉2
)
dy, . . . ,
∫ x
x/2
PNm−1
(
x− y〈Nm − 1〉2
)
dy,
m
2
(p0(m)− C〈Nm〉2−G(Nm))}
defines a continuous function such that for each x ∈ [m′, m′′], we have
(5.26)
∫ x
x/2
PN
(
x− y〈N〉2
)
dy ≥ C0(x)
for all N ≥ 0. 
5.3. The limit measures µm and ν
k
m. In this subsection we demonstrate that the sequences
µǫm and ν
k
m,s, both weakly converge to measures µm, ν
k
m that are supported on the set Γm and
have a simple relation to each other. We will find that these measures satisfy the Radon-
Nikodym derivative
ck,mdν
k
m = (|gk|2 + |g−k|2)dµm(5.27)
c0,mdν
0
m = |g0|2dµm(5.28)
for constants ck,m clearly equal to Eµm(|gk|2+ |g−k|2). If we can show that these constants ck,m
are uniformly bounded then summing these together we formally have the relation
(5.29)
∑
k≥0
ck,m
〈k〉2dν
k
m =
(∑
n
|gn|2
〈n〉2
)
dµm = m · dµm.
In order to bound
∫
H1/2−(T)
F (u)dµm it suffices to bound
∫
H1/2−(T)
F (u)dνkm, uniformly in k.
This is how we will show the energy term ef(u)−
1
2
∫ |u|6dx is in L1(µm), which will allow us to
construct an invariant measure while only scaling one pair of frequencies at a time.
We now define the measures µm and ν
k
m. The limit definition of µm is the same as in
Oh, Quastel [20]. Recall that the Borel subsets of Hσ(T) that depend only on finitely many
frequencies generate the sigma algebra of Hσ(T) in the weak topology.
Definition 5.14. Let E ⊂ L2(T) be a measurable set depending only on the frequencies ≤ N .
We define µm(E) = limǫ→0 µǫm(E). This defines the measure µm on the whole sigma algebra
provided that this limit exists for each E.
Consider a positive integer N and a set E ⊂ L2(T) generated only by the values of gn, for
n ≤ N . Once they have been specified we denote the real and imaginary parts of gn by xn, x′n
respectively. Let E ′ be the set of possible values of g0, g1, g−1, . . . to produce an element of E,
and let y =
∑
|n|≤N
|gn|2
〈n〉2 . Recall that pN(x) denotes the distribution function of
∑
|n|≥N
|gn|2
〈n〉2 .
Lemma 5.15. For each measurable set E the limit limǫ→0 µǫm(E) exists and equals
(5.30) lim
ǫ→0
µǫm(E) =
1
p0(m)
∫
E′
pN+1(m− y)Π|n|≤N e
−(|xn|2+|x′n|2)
π
dxndx
′
n.
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Proof. We have, after taking the limit and applying Lemma 5.12,
µm(E) = lim
ǫ→0
µǫm(E)
= lim
ǫ→0
∫
E′
µ(m− ǫ− y <∑|n|>N |gn|2〈n〉2 < m+ ǫ− y)
µ(m− ǫ <∑n |gn|2〈n〉2 < m+ ǫ) Π|n|≤N
e−(|xn|
2+|x′n|2)
π
dxndx
′
n
= lim
ǫ→0
∫
E′
µ(m− ǫ− y <∑|n|>N |gn|2〈n〉2 < m+ ǫ− y)/2ǫ
µ(m− ǫ <∑n |gn|2〈n〉2 < m+ ǫ)/2ǫ Π|n|≤N
e−(|xn|
2+|x′n|2)
π
dxndx
′
n
=
1
p0(m)
∫
E′
pN+1(m− y)Π|n|≤N e
−(|xn|2+|x′n|2)
π
dxndx
′
n.
The last equality follows from pointwise convergence of the integrand, however, this equal-
ity is contingent upon the integrand satisfying the boundedness condition of the dominated
convergence theorem, which we will now prove.
Clearly for all ǫ we have
µ
m− ǫ− y < ∑
|n|>N
|gn|2
〈n〉2 < m+ ǫ− y
 /2ǫ ≤ ‖pN+1‖L∞(R).
In addition, for sufficiently small ǫ we have
µ
(
m− ǫ <
∑
n
|gn|2
〈n〉2 < m+ ǫ
)
/2ǫ > p0(m)/2 > 0,
since the limit of this quantity is p0(m).
Therefore for sufficiently small ǫ the integral is pointwise bounded by
2‖pN+1‖L∞(R)
p0(m)
Π|n|≤N
e−(|xn|
2+|x′n|2)
π
.
This function is clearly integrable over the set of possible values xn, x
′
n. 
We now apply the same limit argument to construct the measure νkm and prove an equation
analogous to (5.30).
Definition 5.16. For any set E ⊂ L2(T) depending only on the frequencies ≤ N , we define
ν0m(E) = lims→1+ ν
0
m,s(E). This defines the measure on the whole sigma algebra.
Lemma 5.17. Keeping the notation of Lemma 5.15, for each measurable set E the limit
lims→1 ν0m,s(E) exists and, for some constant C(m) > 0 depending only on m, equals
(5.31) lim
s→1+
ν0m,s(E) =
1
C(m)
∫
E′
pN+1(m− y)(|x0|2 + |x′0|2)Π|n|≤N
e−(|xn|
2+|x′n|2)
π
dxndx
′
n.
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Proof. Letting y1 =
∑
1≤|n|≤N
|gn|2
〈n〉2 , we have
ν0m(E) = lim
s→1
ν0m,s(E)
= lim
s→1+
∫
E′
µ
(∑
|n|>N
|gn|2
〈n〉2 ∈ (m− s2(|x0|2 + |x′0|2)− y1, m− (|x0|2 + |x′0|2)/s2 − y1)
)
µ(m− s2|g0|2 <
∑
|n|≥1
|gn|2
〈n〉2 < m− |g0|2/s2)
× Π|n|≤N e
−(|xn|2+|x′n|2)
π
dxndx
′
n
= lim
s→1+
∫
E′
µ
(∑
|n|>N
|gn|2
〈n〉2 −m+ y1 ∈ (−s2(|x0|2 + |x′0|2),−(|x0|2 + |x′0|2)/s2)
)
/(s2 − 1/s2)
µ(m− s2|g0|2 <
∑
|n|≥1
|gn|2
〈n〉2 < m− |g0|2/s2)/(s2 − 1/s2)
× Π|n|≤N e
−(|xn|2+|x′n|2)
π
dxndx
′
n
ν0m(E) =
1
C(m)
∫
E′
pN+1(m− y)(|x0|2 + |x′0|2)Π|n|≤N
e−(|xn|
2+|x′n|2)
π
dxndx
′
n.
As in the previous lemma, the final equality follows from the integrand satisfying the bound-
edness condition of the dominated convergence theorem. For all s ≈ 1 we have
µ
(∑
|n|>N
|gn|2
〈n〉2 −m+ y1 ∈ (−s2(|x0|2 + |x′0|2),−(|x0|2 + |x′0|2)/s2)
)
s2 − 1/s2 ≤ (|x0|
2+|x′0|2)‖pN+1‖L∞(R).
In addition, for sufficiently small ǫ we have
µ
(
m− ǫ <
∑
n
|gn|2
〈n〉2 < m+ ǫ
)
/2ǫ > C(m)/2 > 0,
since the limit of this quantity is C(m) for some constant function of m.
Therefore the integral is pointwise bounded by
2(|x0|2 + |x′0|2)‖pN‖L∞(R)
C(m)
Π|n|≤N
e−(|xn|
2+|x′n|2)
π
.
This function is clearly integrable over the set of possible values xn, x
′
n. 
The above formula leads to the following Radon-Nikodym Derivative:
Corollary 5.18. For each m > 0 we have
c0,mdν
0
m = |g0|2dµm
for the constant c0,m =
∫
H1/2−(T)
|g0|2dµm.
Proof. By equations (5.30) and (5.31), c0,mdν
0
m = |g0|2dµm must hold for some constant, c0,m.
Then integrating yields the formula for c0,m. 
We now do the same thing for k ≥ 1.
Definition 5.19. For any set E ⊂ L2(T) depending only on the frequencies ≤ N , we define
νkm(E) = lims→1+ ν
k
m,s(E). This defines the measure on the whole sigma algebra.
28 JUSTIN T. BRERETON
Lemma 5.20. Keeping the notation of Lemma 5.17, for each measurable set E, the limit
lims→1+ µkm,s(E) exists and equals
lim
s→1+
νkm,s(E) =
∫
E′
pN+1(m− y)(|xk|2 + |x′k|2 + |x−k|2 + |x′−k|2)
C(m)
Π|n|≤N
e−(|xn|
2+|x′n|2)
π
dxndx
′
n.
The proof is nearly identical to the proof of Lemma 5.17. We just need to specify that the
frequency of E satisfies N ≥ k, and note there is an extra factor of 〈k〉2 that gets absorbed into
the constant C(m).
We arrive at the following corollary:
Corollary 5.21. For each m > 0 we have
ck,mdν
k
m = (|gk|2 + |g−k|2)dµm
for the constant ck,m =
∫
H1/2−(T)
|gk|2 + |g−k|2dµm.
We want to apply Corollaries 5.18 and 5.21 to write the measure m ·µm as the sum
∑
k≥0
ck,mν
k
m.
First we will need to bound
∫
H1/2−(T)
|gk|2dµm for each pair m, k.
Lemma 5.22. Consider a mass m > 0 and exponent p ≥ 1.
1) There exists a constant C(p) such that for any n ∈ Z and sufficiently small ǫ > 0 we have∫ |gn|pdµǫm ≤ C(p)p0(m) . The constant C(p) does not depend on m or n.
2) For the same m, p, C we have
∫ |gn|pdµm = limǫ→0 ∫ |gn|pdµǫm ≤ C(p)p0(m) .
Observe that setting p = 2 and applying Corollary 5.21 we obtain ck,m ≤ C(m) uniformly in
k ≥ 0.
Proof. We first prove that the first part implies the second part. It suffices to show that for
each n,
∫ |gn|pdµm = limǫ→0 ∫ |gn|pdµǫm.
By the properties of the Lebesgue integral, this is equivalent to showing that
(5.32)
∫ ∞
0
µm(|gn|p > λ)dλ = lim
ǫ→0
∫ ∞
0
µǫm(|gn|p > λ)dλ.
We seek to apply the dominated convergence theorem. By the construction of the measure µm,
the integrand converges pointwise and for ǫ < 1, the integrand is dominated by the integrable
function 1λ≤(m+1)〈n〉p , by the mass bound. Therefore the limit equals the integral.
To prove the first part, observe that gn = a + bi for real and imaginary parts a, b with
N (0, 1
2
) distributions. Recall from Lemma 5.3 that Pn, the probability distribution function
of the random variable
∑
n′ 6=n
|gn′ |2
〈n′〉2 , has L
∞(R) norm bounded uniformly in n. Lemma 5.12
implies that
(5.33) µ(m− ǫ < ‖u‖2L2(T) < m+ ǫ) ≥ p0(m)ǫ,
for sufficiently small ǫ. We have the following bound on the integral:
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∫
|gn|pdµǫm = µ
(
m− ǫ <
∑
n′
|gn′|2
〈n′〉2 < m+ ǫ
)−1
×
∫
a2+b2≤m+ǫ
(a2 + b2)p/2
e−(a
2+b2)
π
µ(m− ǫ− a
2 + b2
〈n〉2 <
∑
n′ 6=n
|gn′|2
〈m〉2 < m+ ǫ−
a2 + b2
〈n〉2 )dbda
≤ 1
ǫp0(m)
∫ √m+ǫ
r=0
2rp+1e−r
2
µ(m− ǫ− r
2
〈n〉2 <
∑
m6=n
|gm|2
〈m〉2 < m+ ǫ−
r2
〈n〉2 )dr
≤ 4
p0(m)
‖Pn‖L∞
∫ √m+ǫ
r=0
rp+1e−r
2
dr
≤ 4
p0(m)
‖Pn‖L∞
∫ ∞
r=0
rp+1e−r
2
dr
.
‖Pn‖L∞
p0(m)
where the constant of the inequality depends on p, but not on n. Since ‖Pn‖L∞ is uniformly
bounded, we conclude that the integral is ≤ C(p)
p0(m)
. 
Before our main result we will prove a bound that is similar to Lemma 5.22 that will help us
bound the expected value of Lp norms of u with respect to µm.
Lemma 5.23. For any m > 0, p ≥ 1, and α > 1 we have
(5.34) Eµm
[(∑
n
|gn|2
〈n〉α
)p]
≤ C(α, p,m)
and
(5.35) Eµm
[(∑
n≥N
|gn|2
〈n〉α
)p]
≤ C(α, p,m)
N (α−1)p
.
The same result holds for sufficiently small ǫ > 0 if we replace Eµm with Eµǫm .
Proof. Assume that p is an integer. We can then use Ho¨lder’s inequality to extend to the
case when p is non-integer. We expand the sum, apply the power means inequality, and apply
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Lemma 5.22 to obtain
Eµm
[(∑
n
|gn|2
〈n〉α
)p]
≤ Eµm
∑
n1
∑
n2
· · ·
∑
np
Π1≤i≤p
|gni|2
〈ni〉α

≤
∑
n1
∑
n2
. . .
∑
np
∑p
i=1 Eµm(|gni|2p)
pΠ1≤i≤p〈ni〉α
≤
∑
n1
∑
n2
. . .
∑
np
C(2p)
p0(m)Π1≤i≤p〈ni〉α
≤ C(2p)·p0(m)Π
p
i=1
∑
ni
1
〈ni〉α
≤ C(α, p,m).
(5.36)
Observe that our upper bound for Eµm(|gni|2p) also applies to Eµǫm(|gni|2p) by the first part of
Lemma 5.22. In addition, if the sum is over the set of |ni| ≥ N we have
Eµm
∑
|n|≥N
|gn|2
〈n〉α
p ≤ C(2p)
p0(m)
Πpi=1
∑
|ni|≥N
1
〈ni〉α
≤ C(α, p,m)
N (α−1)p
.
(5.37)

This leads to the following proposition on Lp(µm) norms.
Proposition 5.24. For any m > 0 and p ≥ 2, we have
(5.38) Eµm
(∫
T
|u|pdx
)
≤ C(m, p)
and
(5.39) Eµm
(∫
T
|u− uN |pdx
)
≤ C(m, p)
N
.
Proof. This is equivalent to bounding Eµm
(
‖u‖pLp(T)
)
. Let α = 1
2
− 1
p
and note that 0 < α < 1
2
.
By Sobolev embeddings, we have ‖u‖Lp(T) . ‖u‖Hα(T). So we seek to bound
(5.40) Eµm
(
‖u‖pHα(T)
)
= Eµm
(∑
n
|gn|2
〈n〉2−2α
)p/2
.
Since α < 1
2
, this sum satisfies the conditions of Lemma 5.23 and is bounded by C(m, p). In
the u− uN case we similarly have
(5.41) Eµm
(
‖u− uN‖pHα(T)
)
= Eµm
∑
|n|>N
|gn|2
〈n〉2−2α
p/2 ,
which is ≤ C(m,p)
N(1−2α)p/2
= C(m,p)
N
. 
We conclude this subsection with our main result providing the link between the νkm and µm.
INVARIANT MEASURE CONSTRUCTION AT A FIXED MASS 31
Theorem 5.25. Fix a value of m > 0. Suppose F (u) is a non-negative µ-measurable function.
Then ∫
H1/2−(T)
F (u)dµm =
∞∑
n=0
∫
cn,m
〈n〉2F (u)dν
n
m,
and if for some α ∈ (0, 1), ‖F (u)‖L1(νnm)〈n〉α is uniformly bounded in k then F (u) ∈ L1(µm) and
(5.42)
∫
H1/2−(T)
F (u)dµm .α,m sup
n
‖F (u)‖L1(νnm)
〈n〉α .
This will allow us to bound any function F (u) on H1/2−(T), such as the energy term
ef(u)−
1
2
∫
T
|u|6dx, in the L1(µm) norm by bounding it with respect to each L1(νkm) norm.
Proof. It is clear from the definition of µm that µm({u|
∑
n
|gn|2
〈n〉2 = m}) = 1. By the monotone
convergence theorem,
(5.43)
∫
m · F (u)dµm =
∫ ∑
n
|gn|2
〈n〉2 F (u)dµm = limN→∞
∫ ∑
|n|≤N
|gn|2
〈n〉2 F (u)dµm.
For each value of N we can interchange integral and sum and apply Corollary 5.21 to obtain
lim
N→∞
∫ ∑
|n|≤N
|gn|2
〈n〉2 F (u)dµm = limN→∞
∑
|n|≤N
∫ |gn|2
〈n〉2 F (u)dµm
= lim
N→∞
N∑
n=0
∫
cn,m
〈n〉2F (u)dν
n
m
=
∞∑
n=0
∫
cn,m
〈n〉2F (u)dν
n
m
≤
∞∑
n=0
supn cn,m
〈n〉2−α · supn
‖F (u)‖L1(νnm)
〈n〉α
≤ C(α) sup
n
cn,m · sup
n
‖F (u)‖L1(νnm)
〈n〉α .
(5.44)
By Lemma 5.22, we conclude that
∫
m·F (u)dµm ≤ C(α,m)‖F (u)‖L1(νnm)〈n〉α and thus F (u) ∈ L1(µm).

5.4. The weak convergence µǫm → µm. We conclude this section by proving the weak con-
vergence of µǫm → µm and proving some elementary bounds on the integral of a function with
respect to these measures. We start with the following lemma.
Lemma 5.26. For any fixed m, δ > 0 and positive integer N there exists a constant C such
that for sufficiently small ǫ > 0 we have the two bounds
µǫm(‖u− uN‖Hσ > δ) ≤
C
p0(m)δ2N1−2σ
,(5.45)
µm(‖u− uN‖Hσ > δ) ≤ C
p0(m)δ2N1−2σ
.(5.46)
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Proof. By Markov’s inequality and Lemma 5.22, we have
µǫm(‖u− uN‖Hσ > δ) ≤
1
δ2
∫
‖u− uN‖2Hσdµǫm
≤
∑
|n|>N
∫ |gn|2
δ2〈n〉2−2σ dµ
ǫ
m
≤
∑
|n|>N
C
p0(m)δ2〈n〉2−2σ
≤ C
p0(m)δ2N1−2σ
.
(5.47)
The same argument holds for µm(‖u − uN‖Hσ > δ) when utilizing the second part of Lemma
5.22. 
With this bound we prove the following theorem.
Theorem 5.27. For each m > 0, and fixed σ < 1
2
, the sequence of measures µǫm on H
σ(T)
converges weakly to µm in the H
σ(T) norm.
As alluded to in the introduction, it is easier to consider Hσ(T) and not H1/2−(T), which has
no norm.
Proof. We must show that for any bounded uniformly continuous function F on Hσ(T), we
have
(5.48)
∫
Hσ(T)
F (u)dµm = lim
ǫ→0
∫
Hσ(T)
F (u)dµǫm.
Consider a function F that is bounded above and uniformly continuous in the Hσ(T) norm.
There exists a continuous, increasing function G : R+ → R+ such that for any u 6= v we have
|F (u)− F (v)| ≤ G(‖u− v‖Hσ) and limx→0+G(x) = 0.
For any N, ǫ, we have
|
∫
F (u)dµm −
∫
F (u)dµǫm| ≤ |
∫
F (u)dµm −
∫
F (uN)dµm|
+ |
∫
F (uN)dµm −
∫
F (uN)dµ
ǫ
m|+ |
∫
F (u)dµǫm −
∫
F (uN)dµ
ǫ
m|.
By the definition of µm the |
∫
F (uN)dµm −
∫
F (uN)dµ
ǫ
m| term goes to 0 as ǫ→ 0.
Applying Lemma 5.26 and the properties of G, the | ∫ F (u)− F (uN)dµǫm| term is bounded
as follows for sufficiently small ǫ:
|
∫
F (u)− F (uN)dµǫm| ≤
∫
|u−uN |Hσ>δ
|F (u)− F (uN)|dµǫm +
∫
|u−uN |Hσ≤δ
|F (u)− F (uN)|dµǫm
≤
∫
|u−uN |Hσ>δ
2‖F‖L∞dµǫm +G(δ)
≤ 2‖F‖L∞µǫm(|u− uN |Hσ > δ) +G(δ)
≤ 2‖F‖L∞
δ2
C
p0(m)N1−2σ
+G(δ).
The same argument applies to the | ∫ F (u)dµm − ∫ F (uN)dµm| term if we make use of the
second part of Lemma 5.26. We conclude that for sufficiently small δ, ǫ and large N we have
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(5.49) |
∫
F (u)dµm −
∫
F (u)dµǫm| ≤
C
δ2N1−2σ
+ 2G(δ) + |
∫
F (uN)dµm −
∫
F (uN)dµ
ǫ
m|.
Now for any small α > 0 there exists a δ such that 2G(δ) < α
2
. For such δ select N large
enough that C
δ2N1−2σ
< α
2
. Taking the lim sup as ǫ → 0 of both sides of the previous equation,
we have
(5.50) lim sup
ǫ→0
|
∫
F (u)dµm −
∫
F (u)dµǫm| ≤ α.
This holds for any α > 0, which implies that limǫ→0 |
∫
F (u)dµm −
∫
F (u)dµǫm| = 0. 
Weak convergence will be useful for constructing solutions of mass m as limits of solutions in
Bm,ǫ and for proving the invariance of the measures at mass m. However, it cannot be used to
show that the energy term f(u) is in L1(µm), because f(u) has regularity at the H
1/2(T) level
and is not a continuous function in the Hσ(T) norm for σ < 1/2.
We now prove an intuitive relation between µm and µ
ǫ
m.
Lemma 5.28. For any m, ǫ > 0 and measurable set E we have
µǫm(E) =
∫ m+ǫ
m−ǫ p0(m
′)µm′(E)dm′
µ(Bm,ǫ)
=
∫ m+ǫ
m−ǫ p0(m
′)µm′(E)dm′∫ m+ǫ
m−ǫ p0(m
′)dm′
.
Proof. Consider a measurable set E ⊂ Hσ(T) depending only on frequencies ≤ N , as in the
proofs of Lemma 5.15 and Lemma 5.17. Fix a value of m > 0 and a value of ǫ. By partitioning
the interval [m− ǫ,m+ ǫ] into pieces, with some extra room at the endpoints, we have for each
δ ∈ [− ǫ
n
, ǫ
n
]:
µ(E ∩ Bm,ǫ) ≤
n∑
i=0
µ(E ∩Bm−ǫ+δ+ 2iǫ
n
, ǫ
n
)(5.51)
This inequality holds for each δ ∈ [− ǫ
n
, ǫ
n
], therefore it still holds if we take the average over all
δ in the interval:
µ(E ∩ Bm,ǫ) ≤ n
2ǫ
∫ ǫ/n
−ǫ/n
n∑
i=0
µ(E ∩ Bm−ǫ+δ+ 2iǫ
n
, ǫ
n
)dδ
≤ n
2ǫ
∫ m+ǫ+ǫ/n
m′=m−ǫ−ǫ/n
µ(E ∩ Bm′, ǫ
n
)dm′
≤
∫ m+ǫ+ǫ′
m−ǫ−ǫ′
µ(E ∩ Bm′,ǫ′)
2ǫ′
dm′ =
∫ m+ǫ+ǫ′
m−ǫ−ǫ′
µ(Bm′,ǫ′)
2ǫ′
µǫ
′
m′(E)dm
′,
(5.52)
after making the substitution ǫ′ = ǫ/n. Taking the limit as n→∞ which is equivalent to ǫ′ → 0
the above integral converges pointwise to
∫ m+ǫ
m−ǫ p0(m
′)µm′(E)dm′. In addition, the integrand
is bounded above by
∫ m+2ǫ
m−2ǫ ‖p0(m′)‖L∞dm′. Therefore the dominated convergence theorem
implies that
µ(E ∩Bm,ǫ) ≤
∫ m+ǫ
m−ǫ
p0(m
′)µm′(E)dm′.
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Now we provide a lower bound:
µ(E ∩ Bm,ǫ) ≥
n−1∑
i=1
µ(E ∩Bm−ǫ+δ+ 2iǫ
n
, ǫ
n
)
≥ n
2ǫ
∫ ǫ/n
−ǫ/n
n−1∑
i=1
µ(E ∩Bm−ǫ+δ+ 2iǫ
n
, ǫ
n
)dδ
≥ n
2ǫ
∫ m+ǫ−3ǫ/n
m′=m−ǫ+3ǫ/n
µ(E ∩ Bm′, ǫ
n
)dm′
≥
∫ m+ǫ−3ǫ′
m−ǫ+3ǫ′
µ(E ∩ Bm′,ǫ′)
2ǫ′
dm′ =
∫ m+ǫ−3ǫ′
m−ǫ+3ǫ′
µ(Bm′,ǫ′)
2ǫ′
µǫ
′
m′(E)dm
′,
(5.53)
after making the substitution ǫ′ = ǫ/n. Taking the limit as ǫ′ → 0 the above integral con-
verges pointwise to
∫ m+ǫ
m−ǫ p0(m
′)µm′(E)dm′. It is bounded above just as the previous integral.
Therefore we have∫ m+ǫ
m−ǫ
p0(m
′)µm′(E)dm′ ≤ µ(E ∩Bm,ǫ) ≤
∫ m+ǫ
m−ǫ
p0(m
′)µm′(E)dm′
µ(E ∩Bm,ǫ) =
∫ m+ǫ
m−ǫ
p0(m
′)µm′(E)dm′.
We conclude that for any measurable E depending only on frequencies ≤ N we have
(5.54) µǫm(E) =
µ(E ∩ Bm,ǫ)
µ(Bm,ǫ)
=
∫ m+ǫ
m−ǫ p0(m
′)µm′(E)dm′∫ m+ǫ
m−ǫ p0(m
′)dm′
.
Since measurable sets of the form E are dense in the sigma algebra of Hσ(T), this proves the
result for all E. 
The following immediate corollary allows us to integrate functions with respect to µǫm.
Corollary 5.29. For any function F ∈ L1(µǫm) we have∫
F (u)dµǫm =
∫ m+ǫ
m−ǫ p0(m
′)[
∫
F (u)dµm′]dm
′∫ m+ǫ
m−ǫ p0(m
′)dm′
.
6. Construction of the measure ρm
Now that we have the base measures µm and ν
k
m defined, we can construct the invariant
measure ρm by bounding the e
fN (u) term with respect to νkm and µm.
6.1. Computing
∫
F (u)dνkm. In this subsection we will derive a formula for
∫
H1/2−(T)
F (u)dνkm
for each m, k and any integrable function F , and eventually apply this bound to F (u) = epfN (u).
We will rely on Theorem 3.3 and Proposition 3.5, as well as the argument outlined in Section
2 that is motivated by the divergence theorem.
Recall that
fN(u) =
3
4
∑
n1+n2=n3+n4,|ni|≤N
(n1 + n2)
gn1(ω)gn2(ω)gn3(ω)gn4(ω)
〈n1〉〈n2〉〈n3〉〈n4〉 .
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Our sets Γkm,s are defined based on multiplying the Fourier coefficients at frequencies k and
−k by s. This corresponds to multiplying each term by s raised to the number of entries of
n = (n1, n2, n3, n4) equal to ±k. This leads us to the following definition:
Definition 6.1. For any k ≥ 0, and s ∈ [1
2
, 2] we define ck(n, s) = s
κ(n) where κ(n) is the
number of coordinates of n equal to k or −k.
When we take f(T ks (u)) we get an extra factor of s in each gk and g−k term. Therefore
(6.1) fN (T
k
s (u)) =
3
4
∑
n1+n2=n3+n4,|ni|≤N
ck(n, s)
(n1 + n2)gn1gn2gn3gn4
〈n1〉〈n2〉〈n3〉〈n4〉 .
Note that the definition of ck(n, s) depends on the number of entries of n equal to k or −k. The
function ck is even, unaffected by permutations of the entries and bounded above by 16, which
means it satisfies the conditions of Theorem 3.3 and Proposition 3.5. We have the following
corollary.
Corollary 6.2. For every s ∈ [1
2
, 2], k ≥ 0 and p ≥ 1 there exists a constant mp > 0 such that∫
H1/2−(T)
1‖u‖2
L2
<mpe
pfN (T
k
s (u))dµ ≤ C(p)
for some constant depending only on p. In addition, for N ≥ M we have∫
H1/2−(T)
|fN(T ks (u))− fM(T ks (u))|2dµ .
1
N
.
We seek to bound
∫
H1/2−(T)
1‖u‖2
L2
<mpe
pfN (u)dµ and start with the following key lemma.
Lemma 6.3. Suppose F is an integrable, measurable function on (H1/2−(T), dµ) and 2 ≥ s > 1.
We have ∫
Γm,s
F (u)dµ =
∫
Am
s2e(1−s
2)|g0|2F (Ts(u))− 1
s2
e(1−1/s
2)|g0|2F (T1/s(u))dµ.
Proof. Recall that Γ0m,s = Γm,s = Am,1/s\Am,s. Therefore
(6.2)
∫
Γm,s
F (u)dµ =
∫
Am,1/s
F (u)dµ−
∫
Am,s
F (u)dµ.
Applying the change of variables g0 = sg
′
0, we have
∫
Am,1/s
F (u)dµ =
∫
|g0|2<s2m
∫
∑
|n|≥1
|gn|2
〈n〉2
≤m−|g0|2/s2
F (u)dµ(gi, |i| ≥ 1)e−|g0|2/πdRe(g0)dIm(g0)
=
∫
|g′0|2<m
∫
∑
|n|≥1
|gn|2
〈n〉2
≤m−|g′0|2
F (Ts(u))dµ(gi, |i| ≥ 1)s2e−s2|g′0|2/πdRe(g′0)dIm(g′0)
=
∫
Am
s2e(1−s
2)|g0|2F (Ts(u))dµ.
(6.3)
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We apply the exact same argument to the integral over Am,s to obtain
∫
Am,s
F (u)dµ =
∫
|g0|2<m/s2
∫
∑
|n|≥1
|gn|2
〈n〉2
≤m−s2|g0|2
F (u)dµ(gi, |i| ≥ 1)e−|g0|2/πdRe(g0)dIm(g0)
=
∫
|g′0|2<m
∫
∑
|n|≥1
|gn|2
〈n〉2
≤m−|g′0|2
F (T1/s(u))dµ(gi, |i| ≥ 1) 1
s2
e−|g
′
0|2/s2/πdRe(g′0)dIm(g
′
0)
=
∫
Am
1
s2
e(1−1/s
2)|g0|2F (T1/s(u))dµ.
(6.4)
Combining equations (6.3) and (6.4) yields
(6.5)
∫
Γkm,s
F (u)dµ =
∫
Am
s2e(1−s
2)|g0|2F (Ts(u))− 1
s2
e(1−1/s
2)|g0|2F (T1/s(u))dµ.

We now state the same result for k ≥ 1.
Lemma 6.4. Suppose F is an integrable, measurable function on H1/2−(T), dµ and 2 ≥ s > 1.
Then for any k ≥ 1.∫
Γkm,s
F (u)dµ =
∫
Am
s4e(1−s
2)(|gk|2+|g−k|2)F (T ks (u))−
1
s4
e(1−1/s
2)(|gk |2+|g−k|2)F (T k1/s(u))dµ.
Proof. The proof is identical to that of Lemma 6.3 except that now there are two terms, so we
get a factor of s4 from the change of variables. 
These lemmas give us a way to evaluate
∫
F (uN)dν
k
m by taking the limit of the above quantity
divided by the measure of Γkm,s.
Theorem 6.5. Consider a function F (uN) that depends on finitely many frequencies of u.
Suppose there exists a constant C such that |F (T ks (uN))|, | ∂∂sF (T ks (uN))| ≤ C for all s ∈ [12 , 2],
k ≥ 0 and u ∈ Am+ǫ for any ǫ > 0. Then we have∫
F (uN)dν
0
m =
∫
Am
(1− |g0|2)F (uN) + 12 ∂∂s |s=1F (Ts(uN))dµ∫
Am
1− |g0|2dµ∫
F (uN)dν
k
m =
∫
Am
(2− |gk|2 − |g−k|2)F (uN) + 12 ∂∂s |s=1F (T ks (uN))dµ∫
Am
2− |gk|2 − |g−k|2dµ .
In addition,
∫
Am
1 − |g0|2dµ = lims→1+ µ(Γm,s)s2−1/s2 and
∫
Am
2 − |gk|2 − |g−k|2dµ = lims→1+ µ(Γ
k
m,s)
s2−1/s2
both of which are positive and can be bounded using Lemma 5.9, Lemma 5.10 and Lemma 5.13.
Note that the condition |F (T ks (uN))|, | ∂∂sF (T ks (uN))| ≤ C on Am+ǫ is satisfied by almost any
reasonable function F (u) that is bounded by some Sobolev norm of u, since
‖uN‖Hs(T) . N s‖uN‖L2(T) ≤ N s(m+ ǫ)1/2.
Proof. We do the computation for the k ≥ 1 case, and note that it is identical in the k = 0 case.
Since F depends only on finitely many frequencies of u, we can apply Definition 5.19 directly.
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After applying Lemma 6.4, cross multiplying and applying the limit definition of the derivative
we have
∫
F (uN)dν
k
m
= lim
s→1+
∫
Γkm,s
F (uN)dµ∫
Γkm,s
1dµ
= lim
s→1+
∫
Am
s4e(1−s
2)(|gk|2+|g−k|2)F (T ks (uN))− 1s4 e(1−1/s
2)(|gk|2+|g−k|2)F (T k1/s(uN))dµ∫
Am
s4e(1−s2)(|gk|2+|g−k|2) − 1
s4
e(1−1/s2)(|gk|2+|g−k|2)dµ
= lim
s→1+
∫
Am
s4e(1−s
2)(|gk|2+|g−k|2)F (T ks (uN))− 1s4 e(1−1/s
2)(|gk|2+|g−k|2)F (T k1/s(uN))dµ/(s
2 − 1/s2)∫
Am
s4e(1−s2)(|gk|2+|g−k|2) − 1
s4
e(1−1/s2)(|gk|2+|g−k|2)dµ/(s2 − 1/s2)
=
∫
Am
∂
∂r
|r=1r2e(1−r)(|gk |2+|g−k|2)F (T k√r(uN))dµ∫
Am
∂
∂r
|r=1r2e(1−r)(|gk|2+|g−k|2)dµ
.
(6.6)
We can place the limit inside the integral by applying the dominated convergence theorem and
the boundedness condition on F . Now we apply the product rule and obtain
(6.7)
∫
F (uN)dν
k
m =
∫
Am
(2− |gk|2 − |g−k|2)F (uN) + 12 ∂∂s |s=1F (T ks (uN))dµ∫
Am
2− |gk|2 − |g−k|2dµ .

Observe that the denominator
∫
Am
2 − |gk|2 − |g−k|2dµ is just the limit from Lemma 5.10.
Applying Lemma 5.9, Lemma 5.10 and Lemma 5.13 we arrive at the following key corollary.
Corollary 6.6. For each m > 0 there exists a constant C(m) such that∫
Am
2− |gk|2 − |g−k|2dµ ≥ C(m)〈k〉2 .
This demonstrates the power of our decomposition 1
m
µm =
∑
k≥0
ck,m
〈k〉2 ν
k
m. Theorem 6.5 provides
a direct formula for the integral of a function with respect to νkm, something that would be
unachievable for µm. Note the similarity to the idea of the divergence and Stokes’ theorem,
we are relating the integral of the function F on the boundary set Γm to its derivative on the
interior, Am. The downside to this formula is that in order to bound
∫
F (uN)dµm we have to
bound the integral ∫
Am
(2− |gk|2 − |g−k|2)F (uN) + 1
2
∂
∂s
|s=1F (T ks (uN))dµ
by C〈k〉1+ for a constant C that does not depend on k. The
∂
∂s
|s=1F (T ks (uN)) term should be
manageable, but bounding ∫
Am
(2− |gk|2 − |g−k|2)F (uN)dµ
will not be an easy task. This integral has positive and negative components that do not neatly
cancel. We suspect that the random variables |gk|2+ |g−k|2 and efN (u) have positive covariance.
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Noting that the denominator is positive, positive covariance of |gk|2 + |g−k|2 and F (uN) would
imply that
(6.8)
∫
Am
(2− |gk|2 − |g−k|2)F (uN)dµ∫
Am
2− |gk|2 − |g−k|2dµ ≤
1
µ(Am)
∫
Am
F (uN)dµ.
The function efN (u) is too complicated to directly compute its covariance with |gk|2 + |g−k|2,
so we will split it into several components.
6.2. Bounding
∫
efN (u)dνkm. We want to divide fN (u) into components, each of which is pro-
portional to a power of |gk|2+ |g−k|2, making it possible to compute the covariance of each term
with |gk|2 + |g−k|2.
Definition 6.7. Fix a value of k ≥ 0. Recall that
(6.9) fN(u) =
3
4
∑
n
∑
n1+n2=n,n3+n4=n,|ni|≤N
ngn1gn2gn3gn4
〈n1〉〈n2〉〈n3〉〈n4〉 .
For each 0 ≤ j ≤ 4 we let Gjk(uN) be the sum over all indices (n1, n2, n3, n4) such that exactly
j of these indices are equal to k or −k. For example G4k(uN) = 3k(|gk|
4−|g−k|4)
2〈k〉4 for k ≤ N .
Observe that by the gn → g−n symmetry, each Gjk(uN) has a symmetric distribution. In
addition, if we scale gk and g−k by a factor of s, G
j
k(uN) is scaled by a factor of s
j. We have an
immediate result bounding each Gjk(uN).
Lemma 6.8. For each N ≥ 0, k ≥ 0, 0 ≤ j ≤ 4 and m < m6p we have
(6.10)
∫
Am
epG
j
k(uN )dµ ≤ C(p),
for a constant depending only on p.
Proof. We seek to apply Proposition 4.4. Let Q = {k,−k} and let Q′ = Z\Q. We can write
Gjk(uN) as a sum of
(
4
j
)
terms of the form ∂x(PQ1uN) · PQ2uN · PQ3uN · PQ4uN , where each
Qi is either Q or Q
′. Applying Ho¨lder’s inequality and Proposition 4.4 gives us the desired
bound. 
We now define a new pair of sets that will be important in our proof of boundedness of the
exponential.
Definition 6.9. Recall that Am is the set of u with mass ≤ m. Let Akm ⊂ L2(T) be the slightly
larger set of functions u that satisfy∑
|n|6=k
|û(n)|2 =
∑
|n|6=k
|gn|2
〈n〉2 ≤ m.
Also define A˜km to be the intersection
A˜km = Akm ∩ {|gk|2 + |g−k|2 < 〈k〉2m}.
Note that on these sets any two functions F1(gk, g−k) and F2({gn, |n| 6= k}) are independent.
Also, the set A˜km contains the set Am. We now prove that the difference between the size of
these sets is small.
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Lemma 6.10. For each k ≥ 0 and m > 0 we have
µ(Akm\Am) ≤
C
〈k〉2 ,
implying that µ(A˜km\Am) ≤ C〈k〉2 .
Proof. We proceed as in the proof of Lemma 5.10. Recall that Pk(y) is the distribution function
of y =
∑
|n|6=k
|gn|2
〈n〉2 with respect to the measure µ. Letting gk = a+ ib, g−k = a
′+ ib′ with a, a′, b, b′
all N (0, 1
2
) distributed, we have
µ(Akm\Am) =
∫ m
y=0
Pk(y)µ
(〈k〉2(m− y) < |gk|2 + |g−k|2) dy
=
∫ m
y=0
Pk(y)
∫ ∞
a2+a′2+b2+b′2=〈k〉2(m−y)
e−(a
2+a′2+b2+b′2)
π2
dadbda′db′dy
=
∫ m
y=0
Pk(y)
∫ ∞
r21+r
2
2=〈k〉2(m−y)
4r1r2e
−(r21+r22)dr1dr2dy
=
∫ m
y=0
Pk(y)
∫ π/2
θ=0
∫ ∞
r=〈k〉√m−y
4r2 cos(θ) sin(θ)e−r
2
rdrdθdy
=
∫ m
y=0
Pk(y)
∫ ∞
r=〈k〉√m−y
2r3e−r
2
drdy
=
∫ m
y=0
Pk(y)|∞r=〈k〉√m−y − (r2 + 1)e−r
2
drdy
=
∫ m
y=0
Pk(y)(1 + 〈k〉2(m− y)e−〈k〉2(m−y)dy.
(6.11)
Applying a change of variables and Lemma 5.3 yields
µ(Akm\Am) =
∫ m
y=0
Pk(y)(1 + 〈k〉2(m− y)e−〈k〉2(m−y)dy
=
∫ m
0
Pk(m− y)(1 + y〈k〉2e−y〈k〉2dy
=
1
〈k〉2
∫ m〈k〉2
0
Pk(m− y〈k〉2 )(1 + y)e
−ydy
≤ ‖Pk‖L∞(R)〈k〉2
∫ ∞
0
(1 + y)e−ydy
≤ C〈k〉2 .
(6.12)

We now turn to proving that Cov[Gjk(uN), |gk|2 + |g−k|2] ≥ 0. We start with two standard
probability lemmas.
Lemma 6.11. If X is a random variable with a symmetric distribution then E[XeX ] ≥ 0.
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Proof. Since X is symmetrically distributed, it has the same distribution as −X :
E[XeX ] = E[−Xe−X ]
=
1
2
E[XeX + (−X)e−X ]
=
1
2
E[X(eX − e−X)]
(6.13)
This is ≥ 0, since X(eX − e−X) ≥ 0 for all values of X . 
Lemma 6.12. Suppose X and Y are random variables with bounded first and second moments,
such that Y is continuous with distribution function pY (y). If there exists a non-decreasing
function E(y) such that for all continuous f we have,
E(Xf(Y )) =
∫ ∞
−∞
pY (y)f(y)E(y)dy
then Cov(X, Y ) ≥ 0.
Observe that E(y) plays the role that E(X|Y = y) would play were Y a discrete random
variable, however, since Y is continuous we cannot take E(X|Y = y), since {Y = y} is a set of
measure 0.
Proof. By the monotone property of E(y), we know that
(E(y1)−E(y2))(y1 − y2) ≥ 0
for all y1, y2 ∈ R.
We have
0 ≤
∫
y1
∫
y2
pY (y1)pY (y2)(E(y1)−E(y2))(y1 − y2)dy2dy1
=
∫
y1
∫
y2
pY (y1)pY (y2) (y1E(y1) + y2E(y2)) dy2dy1
−
∫
y1
∫
y2
pY (y1)pY (y2) (y2E(y1) + y1E(y2)) dy2dy1
=
∫
y1
y1pY (y1)E(y1)dy1
∫
y2
pY (y2)dy2 +
∫
y1
pY (y1)dy1
∫
y2
y2pY (y2)E(y2)dy2
−
∫
y1
pY (y1)E(y1)dy1
∫
y2
y2pY (y2)dy2 −
∫
y1
y1pY (y1)dy1
∫
y2
pY (y2)E(y2)dy2
= E(XY ) · 1 + 1 · E(XY )− E(X)E(Y )− E(Y )E(X)
= 2Cov(X, Y ).

We will use this lemma when we prove our covariance result.
Proposition 6.13. For any N ≥ 0, k ≥ 0, p ≥ 1, 0 ≤ j ≤ 4, Cov[epGjk(uN ), |gk|2 + |g−k|2] ≥ 0
on the set Akm and over any subset consisting of a fixed set of values of |gk|2 + |g−k|2.
Proof. We assume k ≥ 1, since the k = 0 case is simpler. Let r2 = |gk|2 + |g−k|2 and let
r(a˜k + ib˜k) = gk, r(a˜−k + ib˜−k) = g−k. This decomposes gk and g−k into a radius r and an
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element of S3. Thus the set where r2 = |gk|2 + |g−k|2 is equivalent to the sphere S3 as the
solution set to the equation
|a˜k|2 + |b˜k|2 + |a˜−k|2 + |b˜−k|2 = 1.
By change of variables, the component of the measure µ that corresponds to gk and g−k is
equal to 2r3e−r
2
drdσ3, where σ3 denotes the normalized surface measure on S3. Therefore we
can write the measure dµ as the product 2r3e−r
2
dr × dσ3 × dµ′ for µ′ that corresponds to the
distribution of PZ/{k,−k}u =
∑
|n|6=k
gn
〈n〉e
inx.
Therefore for each value of r > 0, we have
Eµ[e
pGjk(uN ) · f(r)|u ∈ Akm]
=
∫
Akm
epG
j
k(uN ) · f(r)dµ
=
∫ ∞
0
∫
S3
∫
Akm
f(r)epG
j
k(uN (PZ/{k,−k}u,r,θ))dµ′(PZ/{k,−k}u)dσ
3(θ)2r3e−r
2
dr
=
∫ ∞
0
f(r)2r3e−r
2
(∫
Akm×S3
epG
j
k(uN (PZ/{k,−k}u,r,θ))d(µ′ × σ3)(PZ/{k,−k}u, θ)
)
dr
We will show the function∫
Akm×S3
epG
j
k(uN (PZ/{k,−k}u,r,θ))d(µ′ × σ3)(PZ/{k,−k}u, θ)
is a non-decreasing function of r for r > 0, which will allow us to apply Lemma 6.12.
For each value of r > 0, we have
∂
∂r
∫
Akm×S3
epG
j
k(uN )d(µ′ × σ3) =
∫
Akm×S3
∂
∂r
[pGjk(uN)]e
pGjk(uN )d(µ′ × σ3)
=
∫
Akm×S3
jrj−1[pGjk(uN)]e
pGjk(uN )d(µ′ × σ3),
(6.14)
since each term of Gjk(uN) is proportional to a jth power of gk, g−k and thus proportional to
rj. For j = 0 this expectation is clearly 0, and by Lemma 6.11 this expectation is non-negative
for j ≥ 1. Therefore the r derivative of∫
Akm×S3
epG
j
k(uN )d(µ′ × σ3)
is non-negative, implying a non-decreasing function.
In the k = 0 case we can repeat the same argument, taking the integral over S1. Combined
with Lemma 6.12, this implies that epG
j
k(uN ) and |gk|2+ |g−k|2 have non-negative covariance over
any set of values of r2 = |gk|2 + |g−k|2 within the set Akm, such as Akm itself or A˜km. 
We have the following result:
Proposition 6.14. For each m < 1
2
m96p and k ≥ 0, we have
(6.15)
∫
Am
(2− |gk|2 − |g−k|2)epGjk(uN )dµ∫
Am
2− |gk|2 − |g−k|2dµ ≤
C(p)em〈k〉1/4
µ(Am)m2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy
.
If we wanted we could bound the integral by 〈k〉α, for any small α > 0. The power 1/4 will
be sufficient for the later argument.
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Proof. Assume k ≥ 1. We start by applying the triangle inequality to bound the numerator by∫
Am
(2− |gk|2 − |g−k|2)epG
j
k(uN )dµ ≤
∫
A˜km
(2− |gk|2 − |g−k|2)epG
j
k(uN )dµ
+
∣∣∣∣∫A˜km\Am(2− |gk|2 − |g−k|2)epGjk(uN )dµ
∣∣∣∣ .(6.16)
By Proposition 6.13 we know that |gk|2 + |g−k|2 and epGjk(uN ) have non-negative covariance
on the set A˜km, so we infer that
∫
A˜km
(2− |gk|2−|g−k|2)epG
j
k(uN )dµ
≤
∫
A˜km
(2− |gk|2 − |g−k|2)dµ · 1
µ(A˜km)
∫
Akm
epG
j
k(uN )dµ
≤ C(p)
µ(A˜km)
(∣∣∣∣∫
Am
(2− |gk|2 − |g−k|2)dµ
∣∣∣∣+ ∣∣∣∣∫A˜km\Am(2− |gk|2 − |g−k|2)dµ
∣∣∣∣) .
(6.17)
Combining equations (6.16) and (6.17) and noting that Am ⊂ A˜km, we have∫
Am
(2− |gk|2 − |g−k|2)epGjk(uN )dµ∫
Am
2− |gk|2 − |g−k|2dµ ≤
C(p)
µ(Am)
1 +
∣∣∣∫A˜km\Am(2− |gk|2 − |g−k|2)dµ∣∣∣∫
Am
2− |gk|2 − |g−k|2dµ

+
| ∫A˜km\Am(2− |gk|2 − |g−k|2)epGjk(uN )dµ|∫
Am
2− |gk|2 − |g−k|2dµ .
(6.18)
By Ho¨lder’s inequality, we have∣∣∣∣∫A˜km\Am(2− |gk|2 − |g−k|2)dµ
∣∣∣∣ ≤ µ(A˜km\Am)7/8(∫
A2m
(2− |gk|2 − |g−k|2)8dµ
)1/8
,
as well as∣∣∣∣∫A˜km\Am(2− |gk|2 − |g−k|2)epGjk(uN )dµ
∣∣∣∣ ≤ µ(A˜km\Am)7/8 ·(∫
A2m
e16pG
j
k(uN )dµ
)1/16
·
(∫
A2m
(2− |gk|2 − |g−k|2)16dµ
)1/16
.
Since gk, g−k are Gaussian the expectation of each raised to a finite power is bounded. Applying
Lemma 5.10, Lemma 6.8 and Lemma 6.10, we have∫
Am
(2− |gk|2 − |g−k|2)epGjk(uN )dµ∫
Am
2− |gk|2 − |g−k|2dµ ≤
C(p)
µ(Am)
(
1 +
µ(A˜km\Am)7/8∫
Am
2− |gk|2 − |g−k|2dµ
)
≤ C(p)e
m〈k〉1/4
µ(Am)m2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy
.
(6.19)
This completes the proof. In the k = 0 case we merely need to bound the integral by a
constant, which can be accomplished by the same argument. 
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All that is left is to bound ∂
∂s
|s=1Gjk(T ks (uN))epG
j
k(uN ). For each value of j this is bounded by
a constant, but for higher values of j we can bound it by a power of 1〈k〉 .
Lemma 6.15. For j ∈ {1, 2} and any m < m12p∫
Am
∂
∂s
|s=1Gjk(T ks (uN))epG
j
k(uN )dµ ≤ C(p).
Proof. First observe that since each term of Gjk(T
k
s (uN)) is proportional to s
j, taking the de-
rivative at s = 1 multiplies by a factor of j. By Ho¨lder’s inequality we have
(6.20)
∫
Am
∂
∂s
|s=1Gjk(T ks (uN))epG
j
k(uN )dµ ≤ j‖Gjk(uN)‖L2(µ)‖epG
j
k(uN )‖L2(Am,dµ).
By Proposition 3.5, the first term is bounded by a constant, and by Lemma 6.8 the second term
is bounded by C(p). 
Lemma 6.16. For j ∈ {0, 3, 4} and any m < m12p∫
Am
∂
∂s
|s=1Gjk(T ks (uN))epG
j
k(uN )dµ ≤ C(p)〈k〉3 .
Proof. Again, the derivative multiplies by a factor of j. So in the j = 0 case the integral is just
0. For j = 3, 4, we apply Ho¨lder’s inequality to obtain
(6.21)
∫
Am
∂
∂s
|s=1Gjk(T ks (uN))epG
j
k(uN )dµ ≤ j‖Gjk(uN)‖L2(µ)‖epG
j
k(uN )‖L2(Am,dµ).
By Lemma 6.8 the second term is bounded by C(p), however we can achieve a much stronger
bound on the first term since for j = 3, 4, Gjk(uN) only contains finitely many terms.
When j = 4, Gjk(uN) =
3k(|gk|4−|g−k|4)
2〈k〉4 . Squaring yields
∫
H1/2−(T)
|Gjk(uN)|2dµ ≤ C〈k〉6 and
therefore ‖G4k(uN)‖L2(µ) ≤ C〈k〉3 .
When j = 3, three of the four factors must be gk or g−k, so every term
n1gn1gn2gn3gn4
〈n1〉〈n2〉〈n3〉〈n4〉 has
indices equal to the multiset {n1, n2, n3, n4} = {k, k,−k, 3k} or the multiset {n1, n2, n3, n4} =
{−k,−k, k,−3k}. So when we expand ∫
H1/2−(T)
|Gjk(uN)|2dµ we have a sum of finitely many
terms divided by 1〈k〉6 . Therefore ‖G3k(uN)‖L2(µ) ≤ C〈k〉3 .

We now have all the tools necessary to bound
∫
H1/2−(T)
epG
j
k(uN )dνkm.
Proposition 6.17. Consider values of p ≥ 1, N ≥ 0, k ≥ 0, and m < 1
2
m96p.
For j = 1, 2 we have∫
H1/2−(T)
epG
j
k(uN )dνkm ≤
C(p)em〈k〉2
µ(Am)m2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy
.
For j = 0, 3, 4 we have∫
H1/2−(T)
epG
j
k(uN )dνkm ≤
C(p)em〈k〉1/4
µ(Am)m2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy
.
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Proof. By Theorem 6.5,∫
H1/2−(T)
epG
j
k(uN )dνkm =
∫
Am
(2− |gk|2 − |g−k|2)epGjk(uN )dµ∫
Am
2− |gk|2 − |g−k|2dµ +
∫
Am
p
2
∂
∂s
|s=1Gjk(T ks (uN))epG
j
k(uN )dµ∫
Am
2− |gk|2 − |g−k|2dµ .
Proposition 6.14 bounds the first term by
(6.22)
∫
Am
(2− |gk|2 − |g−k|2)epGjk(uN )dµ∫
Am
2− |gk|2 − |g−k|2dµ ≤
C(p)em〈k〉1/4
µ(Am)m2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy
.
By Lemma 6.15 and Lemma 6.16 the second term is bounded by
(6.23)
∫
Am
p
2
∂
∂s
|s=1Gjk(T ks (uN))epG
j
k(uN )dµ∫
Am
2− |gk|2 − |g−k|2dµ ≤
C(p)em〈k〉2
µ(Am)m2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy
,
for j = 1, 2 and
(6.24)
∫
Am
p
2
∂
∂s
|s=1Gjk(T ks (uN))epG
j
k(uN )dµ∫
Am
2− |gk|2 − |g−k|2dµ ≤
C(p)em〈k〉−1
µ(Am)m2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy
,
for j = 0, 3, 4. Summing yields the desired result. 
We can now prove our main result.
Theorem 6.18. For any p ≥ 1, k,N ≥ 0 and m < 1
2
m480p < 1, there exists a constant C(p)
depending on p (but not k,N) such that∫
H1/2−(T)
epfN (u)dνkm ≤
C(p)em〈k〉19/20
µ(Am)m2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy
.
Proof. Recall that for each k ≥ 0 we can write fN(u) as the sum
fN(u) =
4∑
j=0
Gjk(uN).
By Ho¨lder’s inequality and Proposition 6.17 we have∫
H1/2−(T)
epfN (u)dνkm ≤ Π
j=1,2
‖epGjk(uN )‖L5(νkm) · Πj=0,3,4‖epG
j
k(uN )‖L5(νkm)
≤ (C(p)e
m〈k〉2)2/5 · (C(p)em〈k〉1/4)3/5
µ(Am)m2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy
≤ C(p)e
m〈k〉19/20
µ(Am)m2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy
.
(6.25)

By Theorem 5.25 and Corollary 5.29 we have our µm bound.
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Theorem 6.19. For fixed p ≥ 1, m < 1
2
m480p and each N ≥ 0 we have∫
H1/2−(T)
epfN (u)dµm ≤ C(m, p),
and for sufficiently small ǫ > 0,∫
H1/2−(T)
epfN (u)dµǫm ≤ C(m, p),
for some finite constant depending on m, p.
Proof. Applying Theorem 5.25 with α = 19
20
, we have
(6.26)
∫
H1/2−(T)
epfN (u)dµm ≤ C sup
k
‖epfN (u)‖L1(νkm)
〈k〉19/20 ≤ supk
C(p)em
µ(Am)m2
∫ m
m/2
Pk
(
m− y〈k〉2
)
dy
,
for each m < 1
2
m480p. By Lemma 5.13 there exists an interval [m
′, m′′] containing m in its
interior and a continuous positive function C0(x) on the interval such that for each x ∈ [m′, m′′]
we have ∫ x
x/2
Pk
(
x− y〈k〉2
)
dy ≥ C0(x),
for all k.
Therefore for every x ∈ [m′, m′′] we have
(6.27)
∫
H1/2−(T)
epfN (u)dµx ≤ C0(x) · C(p)e
x
µ(Ax)x2
,
which proves the first part. In addition, for any ǫ > 0 small enough that (m−ǫ,m+ǫ) ⊂ [m′, m′′]
we have
(6.28)
∫
H1/2−(T)
epfN (u)dµǫm ≤ min
x∈[m′,m′′]
C0(x) · C(p)e
m+ǫ
(m− ǫ)2µ(‖u‖2L2 < (m− ǫ))
,
by Corollary 5.29. 
6.3. Bounding
∫
H1/2−(T)
|fN(u)− fM(u)|2dµm. We now repeat the same type of argument to
bound the L2(µm) norm of fN(u) − fM(u) with respect to µm. This will help us prove that
fN → f in L2(µm). We start with the following lemma.
Lemma 6.20. For each k ≥ 0 and M ≥ N we have∫
A˜km
(2−|gk|2−|g−k|2)|fN(u)−fM(u)|2dµ ≤
∫
A˜km(2− |gk|
2 − |g−k|2)dµ ·
∫
A˜km |fN(u)− fM(u)|
2dµ
µ(A˜km)
.
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Proof. We will make use of a covariance argument as in Proposition 6.13 and Proposition 6.14.
Recall from the proof of Proposition 3.5 that using the notation An we can write
F (u) = |fM(u)− fN(u)|2
=
(
3
4
)2
|S1M(u)− S1N(u) + S2M(u)− S2N(u) + S3M(u)− S3N(u)|2
=
9
16
|
∑
N<|n1|≤M
2n1|gn1|4
〈n1〉4 + 2
∑
N<|n1|≤M
∑
|n2|≤M,|n2|<|n1|
(n1 + n2)|gn1|2|gn2|2
〈n1〉2〈n2〉2
+
∑
n
∑
An
ngn1gn2gn3gn4
〈n1〉〈n2〉〈n3〉〈n4〉 |
2
=
9
16
∣∣∣∣∣∣
∑
|n1|,|n2|≤M,not both≤N
(n1 + n2)|gn1|2|gn2|2
〈n1〉2〈n2〉2 +
∑
n
∑
An
ngn1gn2gn3gn4
〈n1〉〈n2〉〈n3〉〈n4〉
∣∣∣∣∣∣
2
.
By symmetry, we have
0 =
∫
A˜km
(2− |gk|2 − |g−k|2)(S1N(u)− S1M(u))(S3N(u)− S3M(u))dµ
=
∫
A˜km
(2− |gk|2 − |g−k|2)(S2N(u)− S2M(u))(S3N(u)− S3M(u))dµ.
(6.29)
So we can ignore the cross terms and attempt to bound∫
A˜km
(2− |gk|2 − |g−k|2)(S1N − S1M + S2N − S2M)2dµ,∫
A˜km
(2− |gk|2 − |g−k|2)(S3N − S3M)2dµ.
We do so by applying a covariance argument to the integral over A˜km.
We start by bounding
∫
A˜km(2− |gk|
2 − |g−k|2)(S1N − S1M + S2N − S2M)2dµ. Expanding
(S1N − S1M + S2N − S2M)2 yields
(S1N(u)−S1M(u) + S2N(u)− S2M(u))2
=
9
16
∑
|n1|,|n2|≤M,not both≤N
∑
|n3|,|n4|≤M,not both≤N
(n1 + n2)(n3 + n4)|gn1|2|gn2|2|gn3|2|gn4|2
〈n1〉2〈n2〉2〈n3〉2〈n4〉2
=
9
4
∑
|n1|,|n2|≤M,not both≤N
∑
|n3|,|n4|≤M,not both≤N
n1n3|gn1|2|gn2|2|gn3|2|gn4|2
〈n1〉2〈n2〉2〈n3〉2〈n4〉2
=
9
4
∑
ni
n1n3(|gn1|2 − |g−n1|2)(|gn2|2 + |g−n2|2)(|gn3|2 − |g−n3|2)(|gn4|2 + |g−n4|2)
〈n1〉2〈n2〉2〈n3〉2〈n4〉2 .
When we multiply each term by |gk|2 + |g−k|2 or by a constant, the integral over
A˜km is 0 unless n1 = n3. In this case we show that the integrand has non-negative covariance
with |gk|2 + |g−k|2.
For each term in which n1 = n3, the expression
n21(|gn1|2 − |g−n1|2)2(|gn2|2 + |g−n2|2)(|gn4|2 + |g−n4|2)
〈n1〉4〈n2〉2〈n4〉2
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is positive. This term and |gk|2 + |g−k|2 are independent when none of the ni are equal to ±k,
and they clearly have non-negative covariance when k = ±n2 or ±n4 on our set.
It remains to show that when k = ±n1 the terms have non-negative covariance. This is
equivalent to showing that |gk|2 + |g−k|2 and (|gk|2 − |g−k|2)2 have non-negative covariance,
since gk and g−k are independent from the rest of the gn on the set A˜km.
As in the proof of Proposition 6.13, we set r(a˜k + ib˜k) = gk, r(a˜−k + ib˜−k) = g−k and note
that r is independent from the angular components. We have
Cov(|gk|2 + |g−k|2, (|gk|2 − |g−k|2)2)
= Cov(r2, r4(|a˜k|2 + |b˜k|2 − |a˜−k|2 − |b˜−k|2)2)
= E(r6(|a˜k|2 + |b˜k|2 − |a˜−k|2 − |b˜−k|2)2)− E(r2)E(r4(|a˜k|2 + |b˜k|2 − |a˜−k|2 − |b˜−k|2)2)
=
(
E(r6)− E(r2)E(r4))E((|a˜k|2 + |b˜k|2 − |a˜−k|2 − |b˜−k|2)2)
= Cov(r4, r2) · E((|a˜k|2 + |b˜k|2 − |a˜−k|2 − |b˜−k|2)2).
The second factor is the expectation of a square, which is non-negative, and the first factor is
a covariance that is non-negative by applying Lemma 6.12 to Y = r4, X = r2 and E(y) =
√
y.
Observe that E(r2|r4 = y) = √y, a non-decreasing function. Therefore
Cov
(
n21(|gn1|2 − |g−n1|2)2(|gn2|2 + |g−n2|2)(|gn4|2 + |g−n4|2)
〈n1〉4〈n2〉2〈n4〉2 , |gk|
2 + |g−k|2
)
≥ 0
.
Now we bound
∫
A˜km(2 − |gk|
2 − |g−k|2)(S3N(u))2dµ. Keeping the notation An of Proposition
3.5, we expand (S3N(u)− S3M(u))2 to obtain∫
A˜km
(2− |gk|2 − |g−k|2)(S3N(u)− S3M(u))2dµ
=
9
4
∫
A˜km
(2− |gk|2 − |g−k|2)
∑
n
∑
An
n2|gn1|2|gn2|2|gn3|2|gn4|2
〈n1〉2〈n2〉2〈n3〉2〈n4〉2 ,
and clearly each term inside the sum is positive and has non-negative covariance with |gk|2 +
|g−k|2 on our set.
Combining these two cases, and the cancellation of the cross terms, we have
(6.30)
∫
A˜km(2− |gk|
2 − |g−k|2)|fN(u)− fM(u)|2dµ ≤
∫
˜
Akm
(2−|gk|2−|g−k|2)dµ·
∫
˜
Akm
|fN (u)−fM (u)|2dµ
µ(A˜km)
.

Lemma 6.21. For each m > 0, and M ≥ N we have∫
H1/2−(T)
|fN(u)− fM (u)|2dµm ≤ C(m)
N
for all N ≥ 0.
Proof. Fix a value of m. We start with the decomposition of µm from Theorem 5.25:
(6.31)
∫
H1/2−(T)
|fN(u)− fM(u)|2dµm = 1
m
lim
N→∞
∑
0≤k≤N
∫
ck,m
〈k〉2 |fN(u)− fM(u)|
2dνkm
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By Theorem 6.5, we have∫
H1/2−(T)
|fN(u)− fM(u)|2dµm ≤ supk ck,m
m
∞∑
k=0
1
〈k〉2
∫
Am
(2− |gk|2 − |g−k|2)|fN(u)− fM(u)|2dµ∫
Am
2− |gk|2 − |g−k|2dµ
+
supk ck,m
2m
∞∑
k=0
1
〈k〉2
∫
Am
∂
∂s
|s=1|fN(T ks (u))− fM (T ks (u))|2dµ∫
Am
2− |gk|2 − |g−k|2dµ .
By Lemma 5.10 and Lemma 5.13 we can bound the denominator by 1〈k〉2 and obtain
∫
H1/2−(T)
|fN(u)− fM(u)|2dµm
≤ C
m
∞∑
k=0
∫
Am
(2− |gk|2 − |g−k|2)|fN(u)− fM (u)|2 + ∂
∂s
|s=1|fN(T ks (u))− fM(T ks (u))|2dµ.
(6.32)
Observe that each term of |fN(T ks (u)) − fM(T ks (u))|2 contains 8 factors of the form gn or gn,
each of which contributes one term to the derivative ∂s at k = n. Therefore
∞∑
k=0
∫
Am
∂
∂s
|s=1|fN(T ks (u))− fM (T ks (u))|2dµ =
∫
Am
8|fN(u)− fM (u)|2dµ,
which is bounded by C
N
by Proposition 3.5.
Now we turn to the first term of equation (6.32). By the triangle inequality, Lemma 6.20
and Ho¨lder’s inequality with exponents equal to (3
2
, 6, 6), we have∫
Am
(2− |gk|2 − |g−k|2)|fN(u)− fM(u)|2dµ
≤ |
∫
A˜km\Am
(2− |gk|2 − |g−k|2)|fN(u)− fM(u)|2dµ|+
∫
A˜km
(2− |gk|2 − |g−k|2)|fN(u)− fM(u)|2dµ
≤ µ(A˜km\Am)2/3‖(2− |gk|2 − |g−k|2)‖L6(µ)‖fN(u)− fM(u)‖2L12(µ)
+
∫
A˜km(2− |gk|
2 − |g−k|2)dµ ·
∫
A˜km |fN(u)− fM(u)|
2dµ
µ(A˜km)
.
Lemma 6.10 implies that µ(A˜km\Am)2/3 ≤ C〈k〉4/3 . By Proposition 3.5 and the Wiener Chaos
bound in Proposition 3.4, the Lp(µ) norms of |fN(u)− fM(u)| squared are bounded by 1N . The
expected value of a Gaussian to a finite power is finite, and Lemma 5.10 implies that∫
A˜km
(2− |gk|2 − |g−k|2)dµ ≤ C〈k〉2 .
So we have ∫
Am
(2− |gk|2 − |g−k|2)|fN(u)− fM (u)|2dµ ≤ C
µ(A˜km)N〈k〉4/3
.
We conclude that∫
H1/2−(T)
|fN(u)− fM(u)|2dµm ≤ C
m
(
C
N
+
∞∑
k=0
C
µ(A˜km)N〈k〉4/3
)
≤ C(m)
N
.
(6.33)
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
6.4. Bounding ‖ef(u)‖Lp(H1/2−(T),dµm). At this point we have the tools necessary to bound the
integral of ef(u) with respect to the measure µm. We already have a bound on e
pfN (u), so we
merely need to pass this bound to the limit as N →∞. Proving the convergence in µm-measure
of fN(u)→ f(u) will enable us to pass to the limit.
Lemma 6.22. For each m > 0 the sequence fN(u) of functions converges in L
2(µm) as well as
in µm-measure to f(u).
Proof. By Lemma 6.21 we have
(6.34)
∫
H1/2−(T)
|fN(u)− fM(u)|2dµm ≤ C(m)
N
,
for each M ≥ N .
This implies that the sequence of functions fN(u) is a Cauchy sequence, and thus converges,
in L2(µm). Therefore fN → f in L2(µm) which implies that fN → f in µm-measure. 
We now prove the main result.
Theorem 6.23. For any p ≥ 1 and m < 1
2
m480p, e
pf(u) ∈ L1(µm) with∫
H1/2−(T)
epf(u)dµm ≤ C(m, p).
Proof. Convergence in measure implies existence of a subsequence that converges almost surely.
Therefore there is a sequence fNj(u) that converges to f(u) µm-almost surely, which in turn
means epfNj (u) → epf(u) almost surely.
Recall from Theorem 6.19 that for each N we have
∫
H1/2−(T)
epfN (u)dµm ≤ C(m, p). By
Fatou’s lemma,
(6.35)
∫
H1/2−(T)
epf(u)dµm ≤ lim inf
Nj
∫
H1/2−(T)
epfNj (u)dµm ≤ C(m, p).

The same argument, when utilizing the second part of Theorem 6.19 and the fact that
fN(u)→ f(u) in L2(µ), yields the following corollary for µǫm.
Corollary 6.24. For any m < 1
2
m480p, there exists a sufficiently small δ such that for ǫ ∈ (0, δ)
we have ∫
H1/2−(T)
epf(u)dµǫm ≤ C(m, p).
We now demonstrate that not only is ef(u) ∈ Lp(µm) but we also have the convergence
efN (u) → ef(u) in Lp(µm), which allows us to approximate ef(u) by efN (u).
Lemma 6.25. For all m < 1
2
m960p the sequence e
fN (u) converges to ef(u) in Lp(µm).
Proof. For any α > 0, p ≥ 1 and large N we can split up the integral as follows,
‖efN (u) − ef(u)‖pLp(dµm) =
∫
efN (u)−ef(u)<α
|efN (u) − ef(u)|pdµm +
∫
efN (u)−ef(u)≥α
|efN (u) − ef(u)|pdµm.
(6.36)
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We now bound each individual part of the integral:
‖efN (u) − ef(u)‖pLp(dµm)
≤ αp + µm(|efN (u) − ef(u)| ≥ α)1/2 · (
∫
|efN (u) − ef(u)|2pdµm)1/2
≤ αp + C(m, p)µm(|efN (u) − ef(u)| ≥ α)1/2
≤ αp + C(m, p)µm(ef(u)|efN (u)−f(u) − 1| ≥ α)1/2
≤ αp + C(m, p) (µm(ef(u) > 1/α) + µm(|efN (u)−f(u) − 1| ≥ α2)1/2
≤ αp + C(m, p) (µm(ef(u) > 1/α)1/2 + (µm(|fN(u)− f(u)| ≥ ln(1 + α2))1/2) .
Taking the limsup as N →∞, and then as α→ 0 we have
lim sup
N→∞
‖efN (u) − ef(u)‖pLp(dµm) ≤ αp + C(m, p)µm(ef(u) > 1/α)1/2
+ lim sup
N→∞
C(m, p)µm(|fN(u)− f(u)| ≥ ln(1 + α2))1/2
lim sup
N→∞
‖efN (u) − ef(u)‖pLp(dµm) ≤ αp + C(m, p)µm(ef(u) > 1/α)1/2
(6.37)
by convergence in µm-measure. Taking the lim inf over all α > 0 we have
lim sup
N→∞
‖efN (u) − ef(u)‖Lp(dµm) = 0,
which proves convergence in Lp(µm) for any p ≥ 1. 
In addition we show convergence in µǫm for any ǫ > 0.
Lemma 6.26. For sufficiently small m we have the convergence efN (u) → ef(u) in Lp(µǫm).
Proof. From Section 3 of [25], we know that fN(u) → f(u) in µ-measure and therefore in
µǫm-measure. This allows us to duplicate the proof of Lemma 6.25. 
6.5. The measures ρǫm and ρm. Now that we have proven e
f(u) ∈ Lp(µ) and that
efN (u) → ef(u) in Lp(µm) and Lp(µǫm), we can construct the actual invariant measures built upon
the energy term integrated against the measures µǫm, µm. We know from the previous section
that
∫
H1/2−(T)
ef(u)−
1
2
∫
T
|u|6dxdµm is finite, so we next must show that this integral is non-zero,
which implies that βm =
(∫
ef(u)−
1
2
∫
T
|u|6dµm
)−1
is finite and non-zero.
Lemma 6.27. For fixed m < m1 we have
∫
H1/2−(T)
ef(u)−
1
2
∫
T
|u|6dxdµm > 0.
Proof. The integral is equal to Eµm(e
f(u)− 1
2
∫
T
|u|6dx) which by Jensen’s inequality is
≥ eEµm [f(u)− 12
∫
T
|u|6dx]. So it suffices to prove that Eµm(f(u)− 12
∫
T
|u|6dx) > −∞.
By Ho¨lder’s inequality, we have
Eµm(f(u)) ≥ −Eµm(|f(u)|)
≥ −Eµm(|f(u)|2)1/2.
(6.38)
Lemma 6.22 tells us that fN → f in L2 and therefore f(u) is bounded in L2. So this term is
bounded below.
By Proposition 5.24, Eµm(
∫
T
|u|6dx) ≤ C(m) <∞. So this expectation is finite. 
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We conclude that we can define two classes of probability measures as follows:
Definition 6.28. For any sufficiently small m, ǫ > 0 we define the measure ρǫm as follows: for
each measurable E ⊂ H1/2−(T) let
ρǫm(E) = βm,ǫ
∫
E
ef(u)−
1
2
∫
T
|u|6dxdµm,
for an appropriate normalizing constant βm,ǫ.
Definition 6.29. For any sufficiently small m define the measure ρm by letting for any mea-
surable set E,
ρm(E) = βm
∫
E
ef(u)−
1
2
∫
T
|u|6dxdµm,
for an appropriate normalizing constant βm.
These are the most natural definitions of the measures ρǫm and ρm, however, by not defining
ρm to be the limit of ρ
ǫ
m we still have to prove the weak convergence ρ
ǫ
m → ρm, and prove that
lim
ǫ→0
βm,ǫ = βm. We will need the following key lemma.
Lemma 6.30. For any sufficiently small m and any bounded, uniformly continuous function
F (u) on Hσ(T) we have
lim
ǫ→0
∫
Hσ(T)
F (u)ef(u)−
1
2
∫
T
|u|6dxdµǫm =
∫
Hσ(T)
F (u)ef(u)−
1
2
∫
T
|u|6dxdµm.
Proof. Fix a large value of N . Repeated application of the triangle inequality implies that for
each ǫ > 0 we have∣∣∣∣∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµǫm −
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµm
∣∣∣∣
≤
∫
Hσ(T)
|F (u)− F (uN)|ef(u)− 12
∫ |u|6dxdµǫm +
∫
Hσ(T)
F (uN)e
− 1
2
∫ |u|6dx|ef(u) − efN (u)|dµǫm
+
∫
Hσ(T)
F (uN)e
fN (u)|e− 12
∫ |u|6dx − e− 12
∫ |uN |6dx|dµǫm
+ |
∫
Hσ(T)
F (uN)e
fN (u)− 12
∫ |uN |6dxdµǫm −
∫
Hσ(T)
F (uN)e
fN (u)− 12
∫ |uN |6dxdµm|
+
∫
Hσ(T)
F (uN)e
fN (u)|e
∫ − 1
2
|uN |6dx − e
∫ − 1
2
|u|6dx|dµm +
∫
Hσ(T)
F (uN)e
− 1
2
∫ |u|6dx|ef(u) − efN (u)|dµm
+
∫
Hσ(T)
|F (u)− F (uN)|ef(u)− 12
∫ |u|6dxdµm.
Uniform continuity of F implies that there exists a positive, increasing function G : R+ → R+
satisfying limx→0G(x) = 0 and |F (u)− F (v)| ≤ G(‖u− v‖Hσ) for all u 6= v.
There are seven terms, we bound them as follows:
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(1) By Ho¨lder’s inequality, Lemma 5.26 and Theorem 6.19∫
Hσ(T)
|F (u)− F (uN)|ef(u)− 12
∫ |u|6dxdµǫm ≤ ‖F (u)− F (uN)‖L2(µǫm)‖ef(u)‖L2(µǫm)
≤
(∫
‖u−uN‖Hσ>δ
4‖F‖2L∞dµǫm +G(δ)2
)1/2
C(m)1/2
≤ ((4‖F‖2L∞µǫm(‖u− uN‖Hσ > δ) +G(δ)2)C(m))1/2
≤
(
(
C‖F‖2L∞
p0(m)δ2N1−2σ
+G(δ)2)C(m)
)1/2
≤ C(m)‖F‖L∞
δN1/2−σ
+ C(m)G(δ),
for some constant C(m).
(2) We have
∫
Hσ(T)
F (uN)e
− 1
2
∫ |u|6dx|ef(u) − efN (u)|dµǫm ≤ ‖F‖L∞‖ef(u) − efN (u)‖L1(µǫm). By
Lemma 6.26, the limit as N →∞ of this quantity is 0.
(3) By Ho¨lder’s inequality and Theorem 6.23, we have∫
Hσ(T)
F (uN)e
fN (u)|e− 12
∫ |u|6dx − e− 12
∫ |uN |6dx|dµǫm
≤ ‖F‖L∞‖efN (u)‖L2(µǫm)‖e−
1
2
∫ |u|6dx − e− 12
∫ |uN |6dx‖L2(µǫm)
≤ ‖F‖L∞C(m)1/2
(∫
Hσ(T)
(e−
1
2
∫ |u|6dx − e− 12
∫ |uN |6dx)2dµǫm
)1/2
.
Now we bound the integral
∫
(e−
1
2
∫ |u|6dx − e− 12
∫ |uN |6dx)2dµǫm by splitting into the region
where |‖u‖6L6 − ‖uN‖6L6| ≤ δ and |‖u‖6L6 − ‖uN‖6L6| > δ,∫
Hσ(T)
(e−
1
2
∫ |u|6dx − e− 12
∫ |uN |6dx)2dµǫm
≤ µǫm(|
1
2
‖u‖6L6 −
1
2
‖uN‖6L6| > δ) +
∫
| 1
2
‖u‖6
L6
− 1
2
‖uN‖6L6 |≤δ
(e−
1
2
∫ |u|6dx − e− 12
∫ |uN |6dx)2dµǫm.
In the second term we can factor out whichever of e−
1
2
∫ |u|6dx and e−
1
2
∫ |uN |6dx is smaller and
we’re left with something ≤ (1 − e−δ)2. Noting that ex ≥ 1 + x for all x, the integrand is
≤ δ2.
By Markov’s inequality, and applying Ho¨lder’s inequality twice, the first term is bounded
by
µǫm(|‖u‖6L6 − ‖uN‖6L6 | > 2δ) ≤
1
2δ
∫
Hσ(T)
∣∣∣∣∫
T
|u|6 − |uN |6dx
∣∣∣∣ dµǫm
≤ 1
2δ
∫
Hσ(T)
∫
T
3|u− uN | · (|u|5 + |uN |5)dxdµǫm
≤ 3
2δ
∫
Hσ(T)
‖u− uN‖L6(‖u‖5L6 + ‖u+ (uN − u)‖5L6)dµǫm.
≤ C
δ
(Eµǫm(‖u− uN‖6L6))1/6(Eµǫm(‖u‖6L6)5/6 + Eµǫm(‖u− uN‖6L6)5/6).
Applying Proposition 5.24 and Corollary 5.29, this is ≤ C(m)
δN1/6
.
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So we conclude that
∫
(e−
1
2
∫ |u|6dx − e− 12
∫ |uN |6dx)2dµǫm ≤ C(m)δN1/6 + δ2.
Therefore∫
Hσ(T)
F (uN)e
fN (u)|e− 12
∫ |u|6dx − e− 12
∫ |uN |6dx|dµǫm ≤ C(m)‖F‖L∞
(
1
δ1/2N1/12
+ δ
)
.
(4) By weak convergence of µǫm → µm we have
lim
ǫ→0
|
∫
Hσ(T)
F (uN)e
fN (u)− 12
∫ |uN |6dxdµǫm −
∫
Hσ(T)
F (uN)e
fN (u)− 12
∫ |uN |6dxdµm| = 0.
(5) By the same argument as case (3) we have∫
Hσ(T)
F (uN)e
fN (u)|e− 12
∫ |u|6dx − e− 12
∫ |uN |6dx|dµm ≤ C(m)‖F‖L∞
(
1
δ1/2N1/12
+ δ
)
.
(6) We have
∫
Hσ(T)
F (uN)e
− 1
2
∫ |u|6dx|ef(u) − efN (u)|dµm ≤ ‖F‖L∞‖ef(u) − efN (u)‖L1(µm). By
Lemma 6.25, the limit as N →∞ of this quantity is 0.
(7) By the same argument as (1) we have∫
Hσ(T)
|F (u)− F (uN)|ef(u)− 12
∫ |u|6dxdµm ≤ ‖F (u)− F (uN)‖L2(µǫm)‖ef(u)‖L2(µǫm)
≤
(
(
C‖F‖2L∞
p0(m)δ2N1−2σ
+G(δ)2)C(m)
)1/2
≤ C(m)‖F‖L∞
δN1/2−σ
+ C(m)G(δ).
Combining these 7 cases and taking the lim supN→∞ we have that for any fixed δ > 0,
lim sup
ǫ→0
|
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµǫm−
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµm| ≤ C(m)(δ‖F‖L∞+G(δ)).
This inequality holds for all δ > 0. The right hand side can be made arbitrarily small by
selecting δ close enough to 0.
Therefore
lim
ǫ→0
|
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµǫm −
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµm| = 0.

Setting F (u) = 1 we have the following corollary:
Corollary 6.31. For each sufficiently small m we have lim
ǫ→0
βm,ǫ = βm.
Now we prove weak convergence of ρǫm → ρm.
Theorem 6.32. There exists a constant m′ such that for each m < m′ the sequence of measures
ρǫm converges weakly to ρm in H
σ(T).
This theorem defines the constant m′ that will appear throughout the final section and in
the statement of Theorem 1.4.
Proof. Consider any sufficiently small m > 0. It suffices to show that for any uniformly contin-
uous function F (u) on Hσ(T) we have
(6.39) lim
ǫ→0
|βm,ǫ
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµǫm − βm
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµm| = 0.
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The triangle inequality yields
|βm,ǫ
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµǫm − βm
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµm|
≤ βm,ǫ|
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµǫm −
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµm|
+ |βm,ǫ − βm|
∫
Hσ(T)
F (u)ef(u)−
1
2
∫ |u|6dxdµm.
(6.40)
By Lemma 6.30, the first term goes to 0 as ǫ→ 0. By Corollary 6.31, the second term goes to
0 as ǫ→ 0. 
7. Proof of invariance
In this final section we prove the invariance of the measure ρm and use this invariance to
prove Theorem 1.4. We know from Theorem 1.3 of [5] that the base measure ρ is invariant with
respect to equation (1.1) and that the set of initial data u0 ∈ H1/2−(T) that produce a global
solution has ρ-measure 1. Therefore this set also has ρǫm-measure 1 for each m, ǫ and we will
easily prove that ρǫm is an invariant measure using a bump function argument.
It remains to prove that ρm is an invariant measure, and that the set of initial data that
produce global solutions has ρm-measure 1 for each sufficiently small m. Invariance will follow
from weak convergence ρǫm → ρm and the existence of solutions will follow from the Prokhorov
and Skohorod theorems, which are stated below. Burq, Thomann and Tzvetkov use these
theorems repeatedly to construct invariant measures in [5].
In preparation for the Prokhorov and Skohorod theorems, we will need the following defini-
tion.
Definition 7.1. Let {λN , N ≥ 0} be a sequence of probability measures on a metric space S.
The sequence {λN , N ≥ 0} is tight if for every δ > 0 there exists a compact set Kδ such that
λN(Kδ) ≥ 1− δ for all N ≥ 0.
Thus if a sequence of measures is ’tight’ it means most of the support of the measures stays
in a compact set, and does not diverge to infinity too quickly. Note that S must be a metric
space, so we will prove that for each m < m′ the sequence {ρǫm : ǫ > 0} of measures is tight in
Hσ(T), not H1/2−(T) which is not a metric space. We now present the Prokhorov and Skohorod
theorems.
Theorem (Prokhorov). Assume that {λN , N ≥ 0} is a tight sequence of probability measures
on a metric space S. Then {λN , N ≥ 0} is weakly compact, meaning there is a subsequence Nk
and a measure λ∞ such that λNk → λ∞ weakly.
For a proof see page 114 of [15] or page 309 of [13].
Theorem (Skohorod). Let {λN , N ≥ 0} be a sequence of probability measures on a separable
metric space S that converges weakly to a measure λ∞. Then there exists a probability space
and random variables XN , N ≥ 1 and X∞ on S such that the law of XN is λN = L(XN), the
law of X∞ is λ∞ and XN → X∞ almost surely.
For a proof see page 79 of [13].
The Prokhorov and Skohorod theorems tell us that if we have a tight sequence of measures
on the set of solutions to the DNLS equation then there exists a weakly convergent subsequence
that converges to a measure that also produces solutions to the DNLS equation. So our proof
INVARIANT MEASURE CONSTRUCTION AT A FIXED MASS 55
of Theorem 1.4 will hinge on proving tightness of a sequence of measures that produce solutions
to the DNLS equation.
This highlights a deficiency of our current sequence of measures ρǫm. These are measures
on Hσ(T) that produce initial data at time 0, not solutions on a time interval. We need to
associate to ρǫm a new sequence of measures on C([−T, T ];Hσ(T)).
Definition 7.2. Here we define the solution map, and an associated set.
• For any t ∈ R let Φt : L2(T)→ L2(T) be the solution map of equation (1.1) for time t.
So for any solution u to equation (1.1) we have Φt[u(0, x)] = u(t, x).
• Let Φ be the map that takes input u0 and outputs the solution to equation (1.1) on the
largest possible interval.
• For any T ∈ (0,∞] let ST ⊂ C([−T, T ];Hσ(T)) be the set of solutions to equation (1.1)
on the interval [−T, T ]. Observe that ST is a metric space and inherits the subspace
metric and topology of C([−T, T ];Hσ(T)).
We refer to Φ as a solution map and not a flow map since typically a flow map is only defined
when there is an existence and uniqueness result. Our result for the DNLS does not include
uniqueness, so for any u0 that may produce multiple solutions to (1.1) we take Φ(u0) to be
the solution constructed in Theorem 1.3 of [5] as a limit of solutions to the finite dimensional
problem. We also define ST to contain only these solutions, so that Φ−1 is a one-to-one function
from ST to L2(T).
It is necessary to consider ST , and not the whole space C([−T, T ];Hσ(T)) because Φ−1 is
not well-defined on the whole space. However, Φ−1 is not only a well-defined function from ST
to Hσ(T) but a bounded, continuous function. This allows us to apply weak convergence to
integrands containing Φ−1.
Also Φ−1(S∞) = ∩T>0Φ−1(ST ) is the set of initial data inHσ(T) that produce global solutions.
We will refer to ST and Φ−1(S∞) throughout this final section.
Definition 7.3. For each m < m′ we define a measure υm, supported on ST , as the pushforward
of ρm under Φ. For any measurable set E ⊂ ST ⊂ C([−T, T ];Hσ(T)) we let
υm(E) = ρm(Φ
−1(E)).
For each ǫ > 0 we similary define
υǫm(E) = ρ
ǫ
m(Φ
−1(E)).
By Theorem 1.3 of [5], ρǫm(Φ
−1(S∞)) = 1, implying that for each T > 0, υǫm(ST ) = 1. Our
aim is to prove ρm(Φ
−1(S∞)) = 1 which is equivalent to proving that υm(ST ) = 1 for each
T > 0. For now we do not know υm is even a probability measure, and can only infer that υm
has total measure ≤ 1.
Having defined our solution map and sequence of measures on the solution space, we now
prove invariance of the sequence of measures ρǫm.
Lemma 7.4. For each m < m′ and small ǫ > 0, ρǫm is invariant with respect to Φt for each
t ∈ R.
Proof. Let ρ be the measure that satisfies dρ = β1‖u‖2
L2(T)
<m′e
f(u)−∫ 1
2
|u|6dxdµ for a normalizing
constant β. For each t let ρt(E) = ρ(Φ−t(E)). Theorem 1.3 of [5] states that ρ is an invariant
measure, meaning for each t and measurable set E ⊂ Hσ(T), ρ(E) = ρ(Φt(E)).
56 JUSTIN T. BRERETON
We also know the measure ρǫm satisfies dρ
ǫ
m = θm,ǫ1m−ǫ,m+ǫ(‖u‖2L2(T))dρ for some constant
θm,ǫ. Therefore for each measurable E we have
ρǫm(E) = θm,ǫ
∫
E
1m−ǫ,m+ǫ(‖u‖2L2(T))dρ(u)
= θm,ǫ
∫
E∩1m−ǫ,m+ǫ(‖u‖2
L2(T)
)
dρ(u)
= θm,ǫρ(1m−ǫ,m+ǫ(‖u‖2L2(T)) ∩ E)
= θm,ǫρ(Φt(1m−ǫ,m+ǫ(‖u‖2L2(T)) ∩ E)).
(7.1)
By conservation of mass, Φt(1m−ǫ,m+ǫ(‖u‖2L2(T)) ∩ E) = 1m−ǫ,m+ǫ(‖u‖2L2(T)) ∩ Φt(E). We have
ρǫm(E) = θm,ǫρ(1m−ǫ,m+ǫ(‖u‖2L2(T)) ∩ Φt(E))
= ρǫm(Φt(E)).

We now turn to proving well-posedness on a set of measure 1 with respect to each measure ρm.
Once we guarantee a solution exists with probability 1, we can prove that ρm is also invariant
on any time interval [−T, T ]. In order to apply the Prokhorov and Skohorod theorems it is
necessary to show that the sequence υǫm is tight. We present the following result from Burq,
Thomann and Tzvetkov. They do not state this lemma explicitly, but they go through the
steps of proving it while constructing the invariant measures in [5].
Lemma 7.5. Fix two values 0 < σ < σ′ < 1
2
and a time T > 0. If {λN , N ≥ 0} is a sequence
of measures on C([−T, T ];Hσ(T)) such that for all p ≥ 2 we have
‖u‖LpλNLp([−T,T ];Hσ′(T)) ≤ C
‖ut‖LpλNLp([−T,T ];Hσ′−2(T)) ≤ C
(7.2)
uniformly in N , then {λN , N ≥ 0} is a tight sequence of measures on C([−T, T ];Hσ(T)).
The proof can be found in Sections 3 and 4 of [5], specifically Proposition 4.11.
We now prove that the sequence υǫm satisfies the tightness condition.
Proposition 7.6. For each m < m′, p ≥ 2, σ′ < 1
2
and T > 0 there exists a constant C(m, p, T )
such that
‖u‖Lp
υǫm
Lp([−T,T ];Hσ′(T)) ≤ C(m, p, T )
‖ut‖Lp
υǫm
Lp([−T,T ];Hσ′−2(T)) ≤ C(m, p, T ),
(7.3)
implying that υǫm is a tight sequence of measures on ST for σ < 12 .
Proof. Expanding yields
‖u‖Lp
υǫm
Lp([−T,T ];Hσ(T)) =
(∫
C([−T,T ];Hσ(T))
∫ T
−T
‖u(t, x)‖pHσ(T)dtdυǫm(u)
)1/p
.(7.4)
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By invariance of the measure ρǫm and Fubini’s theorem , we have
∫
C([−T,T ];Hσ(T))
∫ T
−T
‖u(t, x)‖pHσ(T)dtdυǫm(u)
=
∫
Hσ(T)
∫ T
−T
‖Φtu0‖pHσ(T)dtdρǫm
=
∫ T
−T
∫
Hσ(T)
‖Φtu0‖pHσ(T)dρǫmdt
=
∫ T
−T
∫
Hσ(T)
‖u0‖pHσ(T)dρǫmdt
= 2T
∫
Hσ(T)
(∑
n∈Z
|gn|2
〈n〉2−2σ
)p/2
dρǫm
= 2T
∫
Hσ(T)
(∑
n∈Z
|gn|2
〈n〉2−2σ
)p/2
βm,ǫe
f(u)− 1
2
∫
T
|u|6dxdµǫm
≤ 2T
(∫
Hσ(T)
(∑
n∈Z
|gn|2
〈n〉2−2σ
)p
dµǫm
)1/2(∫
Hσ(T)
e2f(u)−
∫
T
|u|6dxdµǫm
)1/2
.
(7.5)
By Lemma 5.23 and Corollary 6.24, this is ≤ 2TC(m, p) ≤ C(m, p, T ). This completes the first
part of the proposition.
Now we prove the second inequality. We know that in the support of υǫm,
ut = iuxx + ∂x(|u|2u)
as an element of C([−T, T ];Hσ−2(T)). The iuxx term is bounded in the Hσ−2(T) norm by the
above argument. It suffices to bound ‖∂x(|u|2u)‖Hσ−2(T).
By the definition of Sobolev spaces and Sobolev embedding we have
‖∂x(|u|2u)‖Hσ−2(T) . ‖|u|2u‖Hσ−1(T) . ‖u3‖L2(T) = ‖u‖3L6(T) . ‖u‖3H1/3(T).
Therefore we have reduced the problem to bounding ‖u‖3
L3p
υǫm
L3p([−T,T ];H1/3(T)) by C(m, p, T ),
which we already proved in the first part.
Therefore
‖ut‖Lp
υǫm
Lp([−T,T ];Hσ−2(T)) ≤ C(m, p, T ).

Having proven tightness of the sequence υǫm, we can now apply the Prokhorov and Skohorod
theorems to construct the weak limit υm and a set of solutions to equation (1.1) with distribution
υm. We also conclude that υm is indeed supported on ST .
Theorem 7.7. For each m < m′ and T > 0 there exists a sequence wk of random variables
and a random variable w, all taking values in C([−T, T ];Hσ(T)), and a probability measure υm
supported on ST such that L(wk) = υǫkm ,L(w) = υm and wk → w in C([−T, T ];Hσ(T)). In
addition, for every bounded continuous function F : Hσ(T)→ R we have
(7.6)
∫
ST
F (Φ−1(u))dυm(u) =
∫
ST
F (Φ−1(u))dυm(u).
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Proof. By the Prokhorov and Skorokhod theorems there exists a measure υm and a subsequence
υkm such that υ
k
m → υm weakly. In addition, there exists a sequence wk and a limit w of random
variables taking values in C([−T, T ];Hσ(T)) such that L(wk) = υǫkm ,L(w) = υm and wk → w
almost surely in C([−T, T ];Hσ(T)).
Now we show υm is supported on ST . By Theorem 1.3 of [5], the DNLS equation is almost
surely well-posed with respect to each measure ρǫm. Therefore for every k the variable wk
almost surely satisfies equation (1.1) on a set of full measure. We will exploit the almost sure
convergence wk → w in C([−T, T ];Hσ(T)) to verify that w is a solution to equation (1.1) as
well.
For each k, wk satisfies
(7.7) i∂twk +∆wk = i∂x(|wk|2wk).
Clearly the linear terms converge in C([−T, T ];Hσ−2(T)), we have i∂twk → i∂tw and ∆wk →
∆w. In addition,
lim
k→∞
‖i∂x(|wk|2wk)− i∂x(|w|2w)‖C([−T,T ];Hσ−2(T))
= lim
k→∞
sup
t∈[−T,T ]
‖i∂x(|wk|2wk)− i∂x(|w|2w)‖Hσ−2(T)
≤ lim
k→∞
sup
t∈[−T,T ]
‖|wk|2wk − |w|2w‖L2(T)
. lim
k→∞
sup
t∈[−T,T ]
‖wk − w‖L6(T)(‖w‖2L6(T) + ‖wk‖2L6(T))
. lim
k→∞
sup
t∈[−T,T ]
‖wk − w‖H1/3(T)(‖w‖2H1/3(T) + ‖wk‖2H1/3(T))
= 0,
(7.8)
by convergence of wk → w in C([−T, T ];Hσ(T)). Therefore w is a solution to the DNLS
equation on [−T, T ] on a set of υm measure 1. So υm is supported on ST . From now on υm will
refer to the measure restricted to this set.
It remains to prove equation (7.6), an important step in proving that υm = υm. Consider a
bounded continuous function F (u0) on H
σ(T) and let F ∗ = F ◦ Φ−1. By the substitution rule,
and the fact that Φ is defined ρǫm a.e., we have∫
ST
F ∗(u)dυǫkm(u) =
∫
u0∈Hσ(T)
F ∗(Φ(u0))dρ
ǫ
m(u0)∫
ST
F (Φ−1(u))dυǫkm(u) =
∫
u0∈Hσ(T)
F (Φ−1 ◦ Φ(u0))dρǫm(u0)
=
∫
u0∈Hσ(T)
F (u0)dρ
ǫ
m(u0).
(7.9)
Noting that Φ−1 is a continuous function from ST ⊂ C([−T, T ];Hσ(T)) to Hσ(T) with
‖Φ−1(u)‖Hσ(T) ≤ ‖u‖C([−T,T ];Hσ(T)), we have
lim
ǫk→0
∫
u0∈Hσ(T)
F (u0)dρ
ǫk
m(u0) = lim
ǫk→0
∫
ST
F (Φ−1(u))dυǫkm(u)
=
∫
ST
F (Φ−1(u))dυm(u).
(7.10)
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By weak convergence of ρǫm → ρm this limit equals
(7.11)
∫
u0∈Hσ(T)
F (u0)dρm(u0) =
∫
ST
F (Φ−1(u))dυm(u).
Therefore for each continuous, bounded function F ,∫
ST
F (Φ−1(u))dυm(u) =
∫
ST
F (Φ−1(u))dυm(u).

We can now prove our final result on ρm, Theorem 1.4, which we restate for convenience.
Theorem 1.4. There exists a small constant m′ such that for each m < m′ there exists a
measure ρm supported on the set H
1/2−(T) ∩ {‖u‖2L2 = m}. There also exists a subset Σ ⊂
H1/2−(T)∩ {‖u‖2L2 = m} of full ρm measure such that each u0 ∈ Σ produces a global solution u
to (1.1). The measure ρm is invariant, meaning the random variable u(t) has distribution ρm
for all t ∈ R.
Proof of Theorem 1.4. Fix a sufficiently value of m < m′. We know that υm(ST ) = 1 for each
T ∈ (0,∞]. We must prove three results:
(1) For each T > 0, ρm(Φ
−1(ST )) = υm(ST ) = 1, thus ρm a.e. initial data produces a global
solution.
(2) For each T > 0 the measures υm and υm are equal.
(3) The measure ρm is invariant with respect to Φt for all t ∈ R.
We prove part (1) for each T > 0 and take a countable union of such sets as T → ∞. This
proves that υm(S∞) = υm(S∞) = 1, and ρm a.e. initial data produces a global solution.
Theorem 7.7 states that for every bounded, continuous F we have
(7.12)
∫
ST
F (Φ−1(u))dυm(u) =
∫
ST
F (Φ−1(u))dυm(u).
Setting F = 1 tells us that υm(ST ) = υm(ST ) = 1. Therefore ρm(Φ−1(ST )) = 1 for each T > 0.
This proves part (1).
Now we move on to part (2). Since ρm(Φ
−1(S∞)) = 1 we can conclude that for every
E ⊂ Hσ(T) we have ρm(E) = ρm(Φ−1 ◦Φ(E)) = υm(Φ(E)). Without our well-posedness result
it was not clear that the sets E and Φ−1 ◦Φ(E) had the same ρm-measure. We similarly define
a new measure ρm on Φ−1(ST ) as the pullback of υm under Φ, ρm(E) = υm(Φ(E)). This implies
that for each continuous function F : Hσ(T)→ R we have
(7.13)
∫
Hσ(T)
F (u0)dρ
m(u0) =
∫
Hσ(T)
F (Φ−1(u))dυm(u).
Combining equation (7.13) with equation (7.12) and (7.11) we have
(7.14)
∫
Hσ(T)
F (u0)dρ
m(u0) =
∫
Hσ(T)
F (u0)dρm(u0),
for any bounded continuous function F . Therefore ρm = ρ
m.
By definition, υm is the pushforward of ρm, so if we can prove that υ
m is also the pushforward
of ρm then we conclude that υm = υ
m. Indeed, ρm(E) = υm(Φ(E)) for all E, and since υm is
supported on ST , for any set E ′ ⊂ ST , we have E ′ = Φ(E) for some E ⊂ Hσ(T). Therefore
υm(E ′) = υm(Φ(E)) = ρm(E) = ρm(E) = υm(Φ(E)) = υm(E ′).
Since υm and υ
m are both supported on ST , this proves the two measures are equal.
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We finish by proving part (3), that ρm is invariant with respect to Φt for each t ∈ R. Consider
a value of t and an interval [−T, T ] containing t. By the invariance of ρǫm, for any bounded
continuous F we have
∫
Hσ(T)
F (u0)dρ
ǫk
m(u0) =
∫
Hσ(T)
F (u0)dρ
ǫk
m(Φt(u0))∫
Hσ(T)
F (u0)dρ
ǫk
m(u0) =
∫
Hσ(T)
F (Φ−t(u0))dρ
ǫk
m(u0)∫
C([−T,T ];Hσ(T))
F (Φ−1(u))dυǫkm(u) =
∫
C([−T,T ];Hσ(T))
F (Φ−t ◦ Φ−1(u))dυǫkm(u).
(7.15)
Note that even though Φt is not continuous, Φ
−1 is clearly a bounded continuous function
from C([−T, T ];Hσ(T)) to Hσ(T), as is Φ−t ◦ Φ−1. Therefore we are integrating a bounded
continuous function in each integral and can apply weak convergence as k →∞ to obtain
lim
k→∞
∫
C([−T,T ];Hσ(T))
F (Φ−1(u))dυǫkm(u) = lim
k→∞
∫
C([−T,T ];Hσ(T))
F (Φ−t ◦ Φ−1(u))dυǫkm(u)∫
C([−T,T ];Hσ(T))
F (Φ−1(u))dυm(u) =
∫
C([−T,T ];Hσ(T))
F (Φ−t ◦ Φ−1(u))dυm(u)∫
Hσ(T)
F (u0)dρm(u0) =
∫
Hσ(T)
F (Φ−t(u0))dρm(u0)∫
Hσ(T)
F (u0)dρm(u0) =
∫
Hσ(T)
F (u0)dρm(Φt(u0)).
(7.16)
Therefore the distribution of ρm is invariant with respect to Φt. 
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