Abstract. Let p ⊂ g be a parabolic subalgebra of s simple finite dimensional Lie algebra over C. To each pair w a ≤ w c of minimal left coset representatives in the quotient space W p \W we construct explicitly a quantum seed Q q (a, c). We define Schubert creation and annihilation mutations and show that our seeds are related by such mutations. We also introduce more elaborate seeds to accommodate our mutations. The quantized Schubert Cell decomposition of the quantized generalized flag manifold can be viewed as the result of such mutations having their origins in the pair (a, c) = (e, p), where the empty string e corresponds to the neutral element. This makes it possible to give simple proofs by induction. We exemplify this in three directions: Prime ideals, upper cluster algebras, and the diagonal of a quantized minor.
Introduction
We study a class of quadratic algebras connected to quantum parabolics and double quantum Schubert cells. We begin by considering a finite-dimensional simple Lie algebra g over C and a parabolic sub-algebra p ⊂ g. Then we consider a fixed Levi decomposition p = l + u, (1) with u = 0 and l the Levi subalgebra.
The main references for this study are the articles by A. Berenstein and A. Zelevinski [3] and by C. Geiss, B. Leclerc, J. Schröer [15] . We also refer to [22] for further background.
Let, as usual, W denote the Weyl group. Let W p = {w ∈ W | w(△ . We will often, as here, label our elements w by "words" a; w = w a , in a fashion similar, though not completely identical, to that of [3] . Details follow in later sections, but we do mention here that the element e in W is labeled by e corresponding to the empty string; e = ω e while the longest elements in W p is labeled by p. To each pair w a , w c as above we construct explicitly a quantum seed Q q (a, c) := (C q (a, c), L q (a, c), B q (a, c)).
(2) The cluster C q (a, c) generates a quadratic algebra A q (a, c) in the space of functions on U q (n).
After that we define transitions Q q (a, c) → Q q (a 1 , c 1 ). (3) We call our transitions quantum Schur (creation/annihilation) mutations and prove that they are indeed just (composites of) quantum mutations in the sense of Berenstein and Zelevinski. These actually have to be augmented by what we call creation/annihilation mutations which are necessary since we have to work inside a larger ambient space. To keep the full generality, we may also have to restrict our seeds to sub-seeds.
The natural scene turns out to be Q q (a, b, c) : Later we extend our construction to even Q q (r 1 , . . . , r n−1 , r n ) and A q (r 1 , . . . , r n−1 , r n ), (5) though we do not use it here for anything specific.
It is a major point of this study to establish how our seeds and algebras can be constructed, inside an ambient space, starting from a single variable (indeed: none). In this sense the quantized generalized flag manifold of (G/P ) q as built from quantized Schubert Cells can be built from a single cell. Furthermore, we prove that we can pass between our seeds by Schubert creation and annihilation mutations inside a larger ambient space.
This sets the stage for (simple) inductive arguments which is a major point of this article, and is what we will pursue here.
We first prove by induction that the two-sided sided ideal I(det a,c s ) in A q (a, c) generated by the quantized minor det a,c s is prime. Then we prove that each upper cluster algebra U(a, c) equals its quadratic algebra A q (a, c).
There is a sizable overlap between these result and results previously obtained by K. Goodearl M. Yakimov ( [16] , [17] ).
We further use our method to study the diagonal of a quantum minor. The idea of induction in this context was introduced in [20] and applications were studied in the case of a specific type of parabolic related to type A n .
Further ideas relating to explicit constructions of compatible pairs in special cases were studied in [21] .
2.
A little about quantum groups and cluster algebras 2.1. 2.1 Quantum Groups. We consider quantized enveloping algebras U = U q (g) in the standard notation given either eg. by Jantzen ([23] ) or by Berenstein and Zelevinsky ( [3] ), though their assumptions do not coincide completely. To be completely on the safe side, we state our assumptions and notation, where it may differ: Our algebra is a Hopf algebra defined in the usual fashion from a semi-simple finite-dimensional complex Lie algebra g. They are algebras over Q(q). Φ denotes a given set of roots and throughout, Π = {α 1 , α 2 , . . . , α R } a fixed choice of simple roots. Our generators are then given as {E α , F α , K α } α∈Π , but we will allow elements of the form K η for any integer weight. W denotes the Weyl group defined by Φ.
Finally we let {Λ α | α ∈ Π} denote the set of fundamental weights. We assume throughout that the diagonalizing elements d α are determined by ∀α ∈ Π : (Λ α , α) = d α .
Lemma 2.1 ((2.27) in [14] ). Let α i ∈ Φ. Then
2.2. Quantum Cluster Algebras. We take over without further ado the terminology and constructions of ( [3] ). Results from [15] are also put to good use.
Definition 2.2. We say that two elements A, B in some algebra over C q-commute if, for some r ∈ R: AB = q r BA.
To distinguish between the original mutations and the more elaborate ones we need here, and to honor the founding fathers A. Berenstein, S. Fomin, and A. Zelevinski, we use the following terminology: Definition 2.3. A quantum mutation as in [3] is called a BFZ-mutation. 
In particular, if there exists a j such that ∀i : f i = −δ i,j then the column vector a can be the jth column in the matrix B of a compatible pair.
However simple this actually is, it will have a great importance later on.
On Parabolics
The origin of the following lies in A. Borel [4] , and B. Kostant [30] . Other main contributors are [2] and [40] . See also [6] . We have also found ( [39] ) useful.
We have that ℓ(w) = ℓ(w
We set Φ ω = ∆ + (w). From now on, we work with a fixed parabolic p with a Levi decomposition
where l is the Levi subalgebra, and where we assume u = 0, Let It is well known (see eg ([39] )) that any w ∈ W can be written uniquely as w = w p w p with w p ∈ W p and w p ∈ W p . One defines, for each w in the Weyl Group W , the Schubert cell X w . This is a cell in P(V ), the projective space over a specific finite-dimensional representation of g. The closure, X w , is called a Schubert variety. The main classical theorems are Theorem 3.3 (Kostant, [30] ). If ω r = ω mω and ω m = ω nω with ω n , ω m ∈ W P and all Weyl group elements reduced, we say that ω n < L ω m ifω = e. This is the weak left Bruhat order.
The quadratic algebras
Let ω = s α 1 s α 2 . . . s α t be an element of the Weyl group written in reduced form. Following Lusztig ([35] ), we construct roots γ i = ω i−1 (α i ) and elements
The following result is well known, but notice a change q → q −1 in relation to ( [22] ).
Theorem 4.1 ([32] , [31] ). Suppose that 1 ≤ i < j ≤ t. Then
where R ij is of lower order in the sense that it involves only elements Z k with i < k < j. Furthermore, the elements
with a 1 , a 2 , . . . , a t ∈ N 0 form a basis of U q (n ω ).
Our statement follows [23] , [24] . Other authors, eg. [32] , [15] have used the other Lusztig braid operators. The result is just a difference between q and q −1 . Proofs of this theorem which are more accessible are available ( [8] , [24] ).
It is known that this algebra is isomorphic to the algebra of functions on U q (n ω ) satisfying the usual finiteness condition. It is analogously equivalent to the algebra of functions on U − q (n ω ) satisfying a similar finiteness condition. See eg ( [15] ) and ( [23] ). 
be written in a fixed reduced form. Then ℓ(ω r ) = r. We assume here that r ≥ 1. We set e = ω e and ℓ(ω e ) = 0 where e denotes the empty set, construed as the empty sequence. We also let r denote the sequence i 1 , i 2 , . . . , i r if r = e. If a sequence s corresponds to an analogous element ω
If π r (j) = α we say that α (or σ α ) occurs at position j in w r , and we say that π −1 r (α) are the positions at which α occurs in w. Set
π e is construed as a map whose image is the empty set.
Recall from ([22]):
Definition 5.2. Let ω r ∈ W p be given and suppose s ∈ Im(π r ). Then s = π r (n) for some n and we set ω n : 
Notice that if (s, t) ∈ U(r) then we may construct a subset U(s, t) of U by the above recipe, replacing ω r by ω s,t . In this subset t is maximal. Likewise, if s ≤ r we have of course U(s) ⊆ U(r) and may set U(r \ s) = U(r) \ U(s).
6. Key structures and background results 6.1. Quantized minors. Following a construction of classical minors by S. Fomin and A. Zelevinsky [14] , the last mentioned and A. Berenstein have introduced a family of quantized minors ∆ u·λ,v·λ in [3] . These are elements of the quantized coordinate ring O q (G). The results by K. Brown and K. Goodearl ([5] ) were important in this process.
The element ∆ u·λ,v·λ is determined by u, v ∈ W and a positive weight λ. We will always assume that u ≤ L v. . One can even define a product in (U q (n)) * that makes it isomorphic to U q (n) [15] . We can in this way identify the elements ∆ u·λ,v·λ with elements of U ≥ . [3] and [15] . The quantized minors are by definitions functions on U q (g) satisfying certain finiteness conditions. What is needed first are certain commutation relations that they satisfy. Besides this, they can be restricted to being functions on U q (b) and even on U q (n). Our main references here are ( [3] ) and ( [15] ); the details of the following can be found in the latter. 
Key results from
the following holds:
It is very important for the following that the conditions essentially are on the Weyl group elements. The requirement on λ, µ is furthermore independent of those.
An equally important fact we need is the following q-analogue of [14, . Suppose that for u, v ∈ W and i ∈ I we have l(us i ) = l(u) + 1 and l(vs i ) = l(v) + 1. Then
(That a factor q −d i must be inserted for the general case is clear.)
One considers in [15] , and transformed to our terminology, modified elements
We suppress here the restriction map ρ, and our K −η is denoted as △ ⋆ η,η in [15] . The crucial property is that
The family D ξ,η satisfies equations analogous to those in Theorem 6.2 subject to the same restrictions on the relations between the weights.
The following result is important: Proposition 6.4 ( [15] ). Up to a power of q, the following holds:
We need a small modification of the elements D ξ,η of [15] :
Notice that this change does not affect commutators:
Definition 6.6. We say that The crucial equation is Corollary 6.7.
6.4. Connecting with the toric frames. Definition 6.8. Suppose that △ i , i = 1, . . . , r is a family of mutually qcommuting elements. Let n 1 , . . . , n r ∈ Z. We then set
where q m is determined by the requirement that q
It is known through [3] that eg. the quantum minors are independent of the choices of the reduced form of ω r p . Naturally, this carries over to ω r . The quadratic algebras we have encountered are independent of actual choices. In the coming definition we wish to maintain precisely the right amount of independence.
Let us now formulate Theorem 6.3 in our language while using the language and notation of toric frames from [3] . In the following Theorem we first state a formula which uses our terminology, and then we reformulate it in the last two lines in terms of toric frames M. These frames are defined by a cluster made up by certain elements of the form E ξ,η to be made more precise later. Theorem 6.9.
Proof of Theorem 6.9: We first state a lemma whose proof is omitted as it is straightforward.
Lemma 6.10. Let ∆ ξ k be a family of q-commuting elements of weights ξ k , k = 1, . . . , r in the sense that for any weight b:
Let α be defined by
, and,
Finally,
We apply this lemma first to the case where the elements ξ k are taken from the set {−sign(a ki )(uΛ k − vΛ k ) | a ki = 0} and where each element corresponding to an a ki < 0 is taken −a ki times. Then r = k =i |a ji | + 1. The terms considered actually commute so that here, α = 0. The weights b k are chosen in the same fashion, but here
It follows from (2.1)
The individual summands in k (b k , ξ k ) can be treated analogously. Keeping track of the multiplicities and signs, it follows that
Let us turn to the term
We can of course set
Furthermore, it is known (and easy to see) that
. It then follows that (c.f. Theorem 6.3)
The elements E ξ,η differ from the elementsẼ ξ,η by a factor which is q to an exponent which is linear in the weight (ξ − η). Hence an equation identical to the above holds for these elements.
Compatible pairs
We now construct some general families of quantum clusters and quantum seeds. The first, simplest, and most important, correspond to double Schubert Cells:
Further, set
It is also convenient to define 
We conclude in particular that respectively. First a technical definition:
We also allow E a (j, j) which is defined to be 1.
Here are then the first building blocks:
The terms E(k t , p(a, j, k)) and E a (a t , j − 1) are well-defined but may become equal to 1. Also notice that, where defined,
, j < a p the following holds:
Proof. It is clear from the formulas (52-53) that if an element E ξ,η either is bigger than all factors in B d t (s, j) or smaller than all factors, then it commutes with this element. The important fact now is that the ordering is independent of the fundamental weights Λ i -it depends only on the Weyl group elements. The factors in any H d t are, with a fixed t, of the form 
and
Similarly, we let
Then, where defined,
and Proposition 7.11 may then be restated as
where we assume that i ↔ (s, ℓ).
We have then established
is a quantum seed with the n non-mutable elements det 
The entries of the diagonal of the matrixD
is a quantum seed with the n non-mutable elements det
The case of C u q (t) is completely analogous: Define Definition 7.14.
The terms E(p(a, j, k), k t ) are well-defined but may become equal to 1. Notice also the exponents on the terms H u t . The terms E(p(a, j, k), k t ) are well-defined but may become equal to 1. As defined, H u t (a, j), and
, 1 ≤ j the following holds:
We then get in a similar way
Naturally, we even have
We now wish to consider more elaborate seeds. The first generalization is the most important:
In (69), a = b is allowed, and in (70), b = c is allowed. Proof. The two cases are very similar, so we only prove it for the first case. We examine 3 cases, while using the following mild version of Theorem 6.2: △ s ′ sλ,t ′ λ and △ s ′ µ,t ′ tµ q commute for any λ, µ ∈ P + , and s, s We also define, for a < b,
We let L q (a, b, c) and L o q (a, b, c) denote the corresponding symplectic matrices. We proceed to construct compatible pairs and give the details for just C q (a, b, c). We will be completely explicit except in the special cases E 
We easily get from the preceding propositions: to be considered. Here, the first ones are considered as the non-mutable elements. In the ambient space A q (a, b, c), the positions in remaining cases define elements that are, in general, mutable.
The elements in these cases are of the form E ω a Λ s ,ω b Λ s for some s. To give a recipe we define the following elements in A q (a, b, c): 
Proposition 7.21. 
Here we actually haveB
, and this expression has the exact form needed for the purposes of the next section.
We let B q (a, b, c) and B o q (a, b, c) denote the corresponding symplectic matrices and can now finally define our quantum seeds:
(78)
According to our analysis above we have established s ; s ∈ Im(π ω c ). Let us finally consider a general situation where we are given a finite sequence of elements {ω
(81) It may of course well happen that for some a, and some r i < r j ,
Definition 7.24. Given (80) we define
It is also convenient to consider
Notice that
For the last equations, notice that C Proof. This is proved in the same way as Proposition 7.19. Our goal is to construct seeds out of these clusters using (and then generalizing) Proposition 7.23.
With Proposition 7.25 at hand, we are immediately given the corresponding symplectic matrices L o q (r 1 , . . . , r n−1 , r n ) and L q (r 1 , . . . , r n−1 , r n ).
The construction of the accompanying B-matrices B o q (r 1 , . . . , r n−1 , r n ) and B q (r 1 , . . . , r n−1 , r n ) (88) takes a little more work, though in principle it is straightforward. The idea is in both cases to consider an element in the cluster as lying in a space
as appropriate. Then we can use the corresponding matrices B q (r i , r n−i , r n−i+1 ) or B o q (r i , r i+1 , r n−i+1 ) in the sense that one can extend these matrices to the full rank by inserting rows of zeros. In this way, we can construct columns even for the troublesome elements of the form E(a r i , a r j ) that may belong to such spaces. Indeed, we may start by including E(a r n+0 2 , a r n+2 2 ) (n even) or E(a r n−1 2 , a r n+1 2 ) (n odd) in a such space in which they may be seen as mutable. Then these spaces have new non-mutable elements which can be handled by viewing them in appropriate spaces. The only ones which we cannot capture are the elements det r 1 ,r n s = E(s r 1 , s r n ).
Definition 7.26. In both cases, the elements det r 1 ,r n s , s ∈ Im(π r 1 ) are the non-mutable elements. We let N q (r 1 , r n ) denote the set of these.
are quantum seeds. 
Mutations
. We view such sites as places where replacements are possible and will use the notation We will further extend the meaning of m a,c also to include the replacements 
We need to define another kind of replacement: Consider
In this case we will also say that (a, c) is a d-merger of (a, b, c).
To make this more definitive, one might further assume that b is maximal amongst those satisfying (98), but we will not need to do this here.
Similarly,
Similarly, we will in this case also say that (a, c) is a u-merger of (a, b, c).
Our next definition combines the two preceding: a, b 1 , c) , , c) . We finally extend these Schubert creation/annihilation mutations into (we could do it more generally, but do not need to do so here)
by inserting/removing an r x between r n 2 and r n 2 +1 (n even) or between rn−1 In the sequel, we will encounter expressions of the formB(u, v, s);
where
and whereB(u, v, s) commutes with all other elements in a given cluster.
Definition 8.5. We say thatB(u, v, s) implies the change
We will only encounter such changes where the set with E uΛ s ,vΛ s removed from the initial cluster, and E uσ s Λ s ,vσ s Λ s added, again is a cluster.
We further observe that a (column) vector with −1 at positions corresponding to E uσ s Λ s ,vΛ s and E uΛ s ,vσ s Λ s and a ks at each position corresponding to a E uΛ k ,vΛ k with a ks < 0 has the property that the symplectic form of the original cluster, when applied to it, returns a vector whose only non-zero entry is −2(Λ s , α s ) at the position corresponding to E uΛ s ,vΛ s . Hence, this can be a column vector of the B of a potential compatible pair.
Even more can be ascertained: It can be seen that the last two lines of Theorem 6.9 precisely states that with a B matrix like that, the following holds:
is the result of a BFZ mutation. Proof. The number s is given by (94) and remains fixed throughout. We do the replacement in a number of steps. We set Q q (a, b, c) = Q q (a, b, c)(0) and perform changes
We will below see that t 0 = s b − s a − 1. We set
(102) The intermediate seeds Q q (a, b, c)(t) with 0 < t < t 0 are not defined by stringsã ≤b ≤c. At each t-level, only one column is replaced when passing from B q (a, b, c)(t) to B q (a, b, c)(t + 1), and here (77) is applied. Of course, the whole B matrix is given by (72) and (75) for a suitable seed.
Specifically, using (77) we introduce a family of expressionsB as in (99)
If ω(s, s a + t + 1) = u t σ s and v = ω b then this corresponds to
Here are then in details how the changes are performed:
Step(0) :
Step (1) :
Step (2) :
Step(t + 1) :
It is easy to see that all intermediate sets indeed are seeds.
What is missing now is to connect, via a change of basis transformation of the compatible pair, with the "E, F " matrices of [3] . Here we notice that both terms
have the same q-commutators as E u b ′ (s, s a + t + 1). The two possibilities correspond to the two signs in formulas (3.2) and (3.3) in [3] .
Indeed, the linear transformation
results in a change-of-basis on the level of forms:
where F (t) is a truncated part of E(t)
T (the restriction to the mutable elements).
With this, the proof is complete. 
where I ℓ (Z γ ) denotes the left ideal generated by Z γ . We might as well consider the right ideal, but not the 2-sided ideal since in general there will be terms R of lower order, c.f. Theorem 4.1.
It follows that det a,c
where 
with p 1 , p 2 , p 3 ∈ A q (a, c). Use (111) to write for each i = 1, 2, 3
where A q (a, c 1 ) . We have that A q (a, c 1 ) is an algebra in its own right. Furthermore,
where the Lusztig elements Z γ 1 , . . . , Z γ n are bigger than the generators of A q (a, c 1 ). In a PBW basis we can put them to the right. They even generate a quadratic algebraÃ q in their own right! The equation we need to consider are of the form A q (a, c) ⊆ A q (a, c) ⊂ U q (a, c).
Proof. The first inclusion follows from [15] , the other is the quantum Laurent phenomenon. 
Proof. This follows by induction on ℓ(ω c ) (with start at ℓ(ω a ) + 1) in the same way as in the proof of [20, Theorem 8.5 ], but for clarity we give the details: Let the notation and assumptions be as in the proof of Theorem 9.2. First of all, the induction start is trivial since we there are looking at the generator of a Laurent quasi-polynomial algebra. Let then u ∈ U q (a, c). We will argue by contradiction, and just as in the proof of [20 
, and k i ≥ 0. Our assumption is that ρ > 0. recall that the elements det 
where p ∈ A q (a, c), and α c,d ≥ 0. We will compare this to (117). For the sake of this argument setŨ 
Any factor of det a,c s in p will have to be canceled by a similar factor of E u c (s, 0) in the left-hand side, so we can assume that p does not contain no factor of det [3] , [15] ).
Proof. We prove this by induction on the length s b − s a of any s-diagonal. When this length is 1 we have at most a quasi-polynomial algebra and here the case is clear. Consider then a creation-mutation site where we go from length r to r + 1: Obviously, it is only the very last determinant we need to consider. Here we use the equation in Theorem 6.3 but reformulate it in terms of the elements E ξ,η , cf. Theorem 6.9. Recall that in the associated quasi-polynomial algebra is the algebra with relations corresponding to the top terms, i.e., colloquially speaking, setting the lower order terms R equal to 0. Let 
The following shows the importance of the diagonals:
In particular, if the two elements E u·Λ i 0 ,v·Λ i 0 E u 1 ·Λ i 1 ,v 1 ·Λ i 1 q-commute:
then G can be computed in the associated quasi-polynomial algebra:
Remark 11.4. One can also compute G directly using the formulas in [3] .
Remark 11.5. The elements E ξ,η that we consider belong to the dual canonical basis. As such, they can in principle be determined from the highest order terms D ξ,η .
Litterature

