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1. Introduction
Let H and K be inﬁnite-dimensional complex Hilbert spaces and let B(H,K) denote the set of
bounded linear operators fromH toK. IfH = K, wewrite B(H) in place of B(H,K). For any S ∈ B(H),
by S∗ and S−1 we denote the adjoint operator and the inverse operator of S. If S ∈ B(H), then S is
hermitian if S = S∗; S is normal if SS∗ = S∗S; S is unitary if S∗ = S−1; S is positive (denoted by S  0)
if (Sx, x) 0 for any x inH. We denote by W(S) = {(Sx, x) : ‖x‖ = 1} the numerical range of S and by
W(S) the closure of W(S).
Recall that an operator S ∈ B(H) is called a quasi-afﬁne transform of T ∈ B(K) if there exists an
operator V ∈ B(H,K) with trivial kernel and dense range such that
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VS = TV, (1)
and this relation of S and T is denoted by S ≺ T . If both S ≺ T and T ≺ S, then we say that S and T
are quasi-similar. The study of quasi-afﬁne and quasi-similar transforms of bounded linear operators
was initiated by Sz.-Nagy and Foias [18]. It can be said that these two transforms play a considerably
important role in operator theory. A number of results concerning these two transforms have been
obtained (see [3–5,7,11,13,15]). In (1), if in addition S is a unitary operator on a Hilbert space H and
T is a contraction on a Hilbert space K, then S is called a unitary quasi-afﬁne transform of T . In this
case, we say that V is an operator intertwining a unitary operator S and a contraction T . The unitary
quasi-afﬁne transforms of contractions have been already treated in the work of [10,13,18].
We are now interested in the relations of the form
VS = S∗V (2)
where S ∈ B(H) and V is at ﬁrst an arbitrary bounded linear operator on H. In [6], Dieudonne´ inves-
tigated the relations (2) where V is positive and in this case S is called a quasi-hermitian operator. In
the next section, we will exclusively be concerned with the case in which V is invertible.
Deﬁnition 1.1. An operator S ∈ B(H) is called generalized hermitian if there exists an invertible op-
erator V ∈ B(H) such that VS = S∗V . Especially, if V is unitary, then S is called strongly generalized
hermitian.
In fact, to some degree many authors have shown some results concerning generalized hermitian
operators, although they have not used the terminology (generalized hermitian operators). For exam-
ples, Radjavi andWilliams [17] proved that a bounded linear operator on a ﬁnite-dimensional Hilbert
space isgeneralizedhermitian iff it is theproductof twohermitianoperators.Williams [19]veriﬁed that
if S is generalizedhermitian and0 /∈ W(V), then S is hermitian. Recently, Jiang [12] showed thatwhen S
is anormaloperator, thenS is generalizedhermitian iff it is theproductof twohermitianoperators.Also,
he considered the case of hyponormal operaotors. In the present note, we will continue to investigate
some interesting properties of generalized hermitian operators such as the spectrums, the Fredholm
ﬁelds, the invariant property under similar transforms etc. Further, we discuss the invariant subspaces
of generalized hermitian operators and some other results on generalized hermitian operators.
2. Preliminaries
In what follows, we denote by C (respectively R) the ﬁeld of complex (real) numbers, by N the
sets of natural numbers and by D the open unit disc in C. The null space of S, denoted KerS, is the
closed subspace {x ∈ H : Sx = 0}, and the range of S, denoted R(S), is the subspace {Sx : x ∈ H}. By
{S}′ = {T ∈ B(H) : ST = TS}we denote the commutant of S. An operator S ∈ B(H) is bounded below
if there exists ε > 0 such that ‖Sx‖ ε‖x‖ for every x in H. As is well known, if S is bounded below,
thenR(S) is closed.
We will denote by K(H) the ideal of compact operators in B(H) and the quotient algebra by
B(H)/K(H). The natural homomorphism from B(H) onto B(H)/K(H) is denoted byπ . The spectrum
of π(S) in B(H)/K(H) for S in B(H) is called the essential spectrum of S and is denoted by σe(S). For
every S ∈ B(H), by σ(S), σp(S), σc(S), σr(S) and σa(S)we denote, respectively, the spectrum of S, the
point spectrum of S, the continuous spectrum of S, the residual spectrum of S and the approximate
point spectrum of S.
An operator S ∈ B(H) is a Fredholm operator if R(S) is closed, dimKerS is ﬁnite and dimKerS∗
is ﬁnite. The collection of Fredholm operators on H is denoted by F(H). For every S ∈ F(H), the
index of S, denoted by ind(S), is the integer ind(S) := dimKerS − dimKerS∗. By ρF(S) we denote
the Fredholm ﬁeld of S, where ρF(S) = {λ ∈ C : λI − S ∈ F(H)}. Moreover, it is well known that
σe(S) = C\ρF(S).
Suppose that {ej}j∈N is an orthonormal basis for H. An operator A is called a diagonal operator
if Aej is a scalar multiple of ej , say Aej = αjej , for each j ∈ N. By l2 we denote the Hilbert space
of square-summable sequences, i.e. l2 = {ξ = {ξn} : ∑∞n=0 |ξn|2 < +∞}; the unilateral shift is the
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operator U on l2 deﬁned by Uen = en+1, n ∈ N. It is a known result that σ(U) = σ(U∗) = D = {λ :|λ| 1}, σp(U) = ∅ and σp(U∗) = D.
An operator S ∈ B(H) is called hyponormal if SS∗  S∗S. S is called M-hyponormal if there is a
constantM such that ‖(S − λ)∗x‖M‖(S − λ)x‖ for every x ∈ H and λ ∈ C, and ifM = 1, then S
is hyponormal.
An operator S ∈ B(H) is called a quasitriangular operator if there exists a sequence {Pn}n∈N of ﬁnite
rank projections such that ‖Pnx − x‖ → 0 for every x ∈ H and ‖PnSPn − SPn‖ → 0 for n → ∞. The
famous theorem of Apostol–Foias–Voiculescu from [1] characterizing quasitriangular operators is the
following:
Lemma 2.1 (Apostol–Foias–Voiculescu). If S ∈ B(H), then S is a quasitriangular operator if and only if for
every λ ∈ σ(S), dimKer(λI − S) dimKer(λI − S)∗.
If S ∈ B(H) andM is a closed subspace ofH, thenM is an invariant subspace for S if SM ⊆ M and
a reducing subspace if, in addition, S(M⊥) ⊆ M⊥. An operator S is said to have a nontrivial invariant
subspace if there is a subspaceM different from {0} and H invariant for S. The lattice of all invariant
subspaces of S will be written, as usual, as LatS. A subspaceM is a hyperinvariant subspace for S if it
is invariant for S and for the commutant of S. For any nonzero subspace M ⊆ H, we denote by S|M
the restriction of S toM. An operator S is said to have the single-valued extension property if for any
analytic function f : Df → H, Df ⊂ C open,with (λI − S)f (λ) ≡ 0, it results f (λ) ≡ 0.
3. The main results
Wewill see that theclassof generalizedhermitianoperators,whichof course contains thehermitian
operators, is in fact much wider. Just as every contractive operator has a unitary power dilation,
every bounded linear operator on H has a generalized hermitian dilation. For any T ∈ B(H), set
S =
(
T O
O T∗
)
with S ∈ B(H⊕H), where O is a zero operator. Then obviously we have that S is
generalized hermitian. Note that H is invariant under S, we get that T = S|H. Recall that if H is
identiﬁed with H ⊕ {0}, then H is a subspace of H ⊕ H. In this case, T is the restriction of S to
H and S is an extension of T to H ⊕ H. Moreover, it is easy to verify that Sn is a dilation of Tn for
n = 1, 2, 3, . . .. Hence, we get that S is a power dilation (sometimes called a strong dilation) of T . We
immediately obtain the following result: every bounded linear operator on a complex Hilbert space
has a generalized hermitian power dilation.
Lemma 3.1 (See [14, Theorem 1]). Let S beM-hyponormal and suppose that SX = XS∗. Then S∗X = XS.
Lemma 3.2. If S is generalized hermitian, then the following assertions hold.
(a) V−1V∗, (V∗)−1V ∈ {S}′.
(b) If A ∈ {S}′, then V−1A∗V ∈ {S}′. Moreover, for any m, n ∈ N, (V−1A∗V)mAn ∈ {S}′.
Proof
(a) Since VS = S∗V , by taking adjoint of the equation, we have that S∗V∗ = V∗S. From the equation
(V−1V∗)S = V−1S∗V∗ = S(V−1V∗),
we obtain that V−1V∗ ∈ {S}′. Similarly, one can prove that (V∗)−1V ∈ {S}′.
(b) Since A ∈ {S}′, it follows that A∗ ∈ {S∗}′. It is easy to check that
{S}′ = V−1{S∗}′V .
Hence, we get that V−1A∗V ∈ {S}′. Since the commutant of any collection of operators is an
algebra, the conclusion follows. 
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Proposition 3.1. Let S ∈ B(H) be a generalized hermitian operator. Then the following assertions hold.
(a) S∗ is generalized hermitian.
(b) If S is also bijective, then S−1 is generalized hermitian.
(c) For any λ ∈ R, S + λ is generalized hermitian.
(d) If T ∈ B(H) is generalizedhermitian, thenS⊕ T ∈ B(H⊕H) is generalizedhermitian.Furthermore,
for any n ∈ N, if Tn ∈ B(H) is generalized hermitian, then
n∑
k=0
⊕
Tk ∈ B
⎛
⎝ n∑
k=0
⊕
H
⎞
⎠
is also generalized hermitian.
Proof
(a) By conditions, we have that VS = S∗V , or equivalently, V−1S∗ = SV−1. This means that S∗ is
generalized hermitian since V−1 ∈ B(H).
(b) In this case, S and S∗ are invertible. Here, we see that
S−1V−1 = (VS)−1 = (S∗V)−1 = V−1(S−1)∗.
So we have that VS−1 = (S−1)∗V , as required.
(c) For any λ ∈ R, we have that
V(S + λ) = VS + λV = S∗V + λV = (S∗ + λ)V = (S + λ)∗V .
Thus, S + λ is also generalized hermitian.
(d) Assume that there is an invertible operatorW ∈ B(H) such thatWT = T∗W . It remains to prove
that(
V
⊕
W
) (
S
⊕
T
)
=
(
S
⊕
T
)∗ (
V
⊕
W
)
.
To do this, let now S
⊕
T =
(
S
T
)
andV
⊕
W =
(
V
W
)
. It is easily seen that (S
⊕
T)∗ =
S∗⊕ T∗. Then we have that(
V
W
)(
S
T
)
=
(
S∗
T∗
)(
V
W
)
.
Namely,(
V
⊕
W
) (
S
⊕
T
)
=
(
S
⊕
T
)∗ (
V
⊕
W
)
,
which implies that S
⊕
T ∈ B(H⊕H) is generalized hermitian. 
Proposition 3.2. Let S, T ∈ B(H) and T be similar to S. If S is generalized hermitian, then T is also
generalized hermitian.
Proof. Recall that if T is similar to S, then there is an invertible operator W ∈ B(H) such that T =
W−1SW . Since VS = S∗V with V ∈ B(H) invertible, we get that
(W∗VW)T = W∗V(SW) = W∗S∗VW = (SW)∗VW = (WT)∗VW = T∗(W∗VW),
which implies that T is generalized hermitian. 
Proposition 3.3. If S is generalized hermitian and S or S∗ isM-hyponormal, then S is normal.
Proof. Wewill showthat ifS isM-hyponormalandgeneralizedhermitian, thenS∗ is alsoM-hyponormal.
By (2), we have that
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SV−1 = V−1S∗. (3)
LetV−1 = UP be thepolardecompositionofV−1,whereU is apartial isometryandP = ((V−1)∗V−1) 12
is positive. Since V−1 is invertible, then U is unitary and P is invertible. Noting that V = P−1U∗, so it
follows that S = UPS∗P−1U∗.
We claim that S = US∗U∗. To see this, it sufﬁces to prove that PS∗P−1 = S∗, i.e. PS∗ = S∗P. By
Lemma 3.1 and (3), we have that S∗V−1 = V−1S. That is, (V−1)∗S = S∗(V−1)∗. Consequently,
S∗(V−1)∗V−1 = (V−1)∗SV−1 = (V−1)∗V−1S∗.
Thus we get that
S∗((V−1)∗V−1)
1
2 = ((V−1)∗V−1) 12 S∗.
Namely, S∗P = PS∗, establishing the claim.
By the preceding result, we have that S = US∗U∗. Taking adjoint of the equation, we get that S∗ =
USU∗.
For any x ∈ X , we have that
‖(S∗ − λ)∗x‖ = ‖(USU∗ − λ)∗x‖
= ‖U∗(S − λ)∗Ux‖
= ‖(S − λ)∗Ux‖
M‖(S − λ)Ux‖
= M‖(S∗ − λ)x‖,
from which we have that S∗ is M-hyponormal. It is well known that if S and S∗ are M-hyponormal,
then S is normal. 
In the followingwe turn our attention to some fundamental properties of the generalized hermitian
operators such as the spectrums, the Fredholm ﬁelds, invariant subspaces, etc. Also, we shall present a
result for the generalized hermitian operators analogous to that given by Dieudonne´ [6] with the next
theorem.
Theorem 3.1. If S is generalized hermitian, then the following assertions hold.
(a) The spectrum of S is symmetric with respect to the real axis.
(b) If V = U|V | is the polar decomposition of V, where U is partial isometric and |V | = (V∗V) 12 is
positive, puttingP = U∗SU andH = |V | 12 , then there exists anuniquelydeterminedpositive operator
L ∈ B(H) such that HSP = LH.
Proof
(a) For any S ∈ B(H), recall that
σ(S∗) = {λ¯ : λ ∈ σ(S)}.
Further, note that VS = S∗V with V ∈ B(H) invertible. It is easy to prove that σ(S∗) = σ(S).
This means that σ(S) is symmetric with respect to the real axis.
(b) Since V is invertible, it follows that U is unitary and thus we have that |V | = U∗V , which implies
that |V | is an invertible positive operator and V−1 = |V |−1U∗.
Deﬁne L = HSPH−1. It is easy to verify that
L = H(V−1S∗V)PH−1 = H|V |−1U∗S∗U|V |PH−1 = H−1P∗|V |PH−1  0.
Then it follows that HSP = LH and L is unique. 
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Remark 3.1. If σp(S), σc(S), σr(S), and σa(S) are nonempty for some generalized hermitian opera-
tor S ∈ B(H), it is easy to check that σp(S∗), σc(S∗), σr(S∗), and σa(S∗) are nonempty. Moreover,
we have that σp(S) = σp(S∗), σc(S∗) = σc(S), σr(S∗) = σr(S), σa(S∗) = σa(S), and for any λ ∈
C, dimKer(λ − S) = dimKer(λ − S∗).
Theorem 3.2. If S is generalized hermitian, then the following assertions hold.
(a) The Fredholm ﬁeld of S is symmetric with respect to the real axis. Moreover, for any λ ∈ ρF(S),
ind(λ − S) = ind(λ − S∗).
(b) If S ∈ F(H), i.e. S is a Fredholm operator, then ind(S) = 0.
(c) σe(S) is symmetric with respect to the real axis.
Proof
(a) For any λ ∈ ρF(S), we have that (λI − S) ∈ F(H). Thus, we obtain that R(λI − S) is closed,
dimKer(λI − S) < +∞, and dimKer(λI − S)∗ < +∞. Note that
R(λI − S∗) = R(V(λI − S)V−1) = VR(λI − S),
dimKer(λI − S∗) = dimKer(V(λI − S)V−1) = dimKer(λI − S),
and
dimKer(λI − S∗)∗ = dimKer(V(λI − S)V−1)∗ = dimKer(λI − S)∗.
So one easily gets thatR(λI − S∗) is closed, dimKer(λI − S∗) < +∞, and dimKer(λI − S∗)∗ <
+∞. It follows that
(λI − S∗) ∈ F(H).
In otherwords,λ ∈ ρF(S∗). Hence, we get thatρF(S) ⊆ ρF(S∗). Similarly, we have thatρF(S∗)⊆ ρF(S). Namely, ρF(S∗) = ρF(S). Recall that
ρF(S
∗) = {λ¯ : λ ∈ ρF(S)}.
It results directly that ρF(S) is symmetric with respect to the real axis.
For any λ ∈ ρF(S), we deduce that
ind(λ − S) = dimKer(λI − S) − dimKer(λI − S)∗
= dimKer(λI − S∗) − dimKer(λI − S∗)∗
= ind(λ − S∗).
(b) Since S is a Fredholm operator, in view of (a), it is easily veriﬁed that
ind(S) = dimKerS − dimKerS∗ = dimKerS − dimKer(VSV−1) = dimKerS − dimKerS = 0.
(c) It is an immediate consequence of (a). 
Next we will reach more decisive results when we impose additional restrictions on generalized
hermitian operators.
Corollary 3.1. If S is a generalized hermitian operator and S is normal, then σp(S) and σc(S) are both
symmetric with respect to the real axis.Moreover, for any λ ∈ σp(S), dimKer(S − λ) = dimKer(S − λ¯).
Proof. For any λ ∈ σp(S), since S is normal, it is well known that λ¯ ∈ σp(S∗). In view of Remark 3.1,
we have that σp(S) = σp(S∗). That is, λ¯ ∈ σp(S). This means that σp(S) is symmetric with respect to
the real axis.
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On the other hand, the spectrum of S has a canonical decomposition in disjoint parts:
σ(S) = σp(S)
⋃
σc(S)
⋃
σr(S).
Since S is normal, by [8, X.3.3], we have that σr(S) = ∅. Recall that σ(S) is again symmetric with
respect to the real axis by Theorem 3.1. Hence, it follows immediately that σc(S) is symmetric with
respect to the real axis.
Further, for any λ ∈ σp(S), we have that
Ker(S − λ) = Ker(S∗ − λ¯).
Hence, it can be easily seen that
dimKer(S − λ) = dimKer(S − λ)∗ = dimKer(VSV−1 − λ¯) = dimKer(S − λ¯),
completing the proof. 
Corollary 3.2. If S is a diagonal operator with diagonal {αn}n∈N and S is generalized hermitian, then αn
and its complex conjugate appear in pairs. Moreover, the multiplicity of αn is equal to that of its complex
conjugate.
Proof. Since a diagonal operator is also normal, from Corollary 3.1, the conclusion follows. 
Theorem 3.3. If S is generalized hermitian and if one of the following assertions holds, then S has a
nontrivial invariant subspace.
(a) V is positive.
(b) V is normal and V /= eiθT for some hermitian operator T, θ ∈ R.
(c) There exists a nonscalar operator A ∈ B(H) such that A, V−1AV ∈ {S}′.
(d) Ker(V − V∗) is nontrivial. In other words, Ker(V − V∗) /= {0},H.
Proof
(a) Since V is positive, then
(SV−1)∗ = V−1S∗ = V−1(VSV−1) = SV−1.
This means that SV−1 is hermitian.
Noting that S∗ = V(SV−1), we obtain that S∗ is the product of the positive operator V and the
hermitian operator SV−1. By [16, Theorem], S∗ has a nontrivial invariant subspace N . In other
words,M = H  N is a nontrivial invariant subspace of S.
(b) By Lemma 3.2, we get that V−1V∗, (V∗)−1V ∈ {S}′. Putting A = V−1V∗, it is easily seen that
A−1 = (V∗)−1V . So we have that A, A−1 ∈ {S}′. Since VV∗ = V∗V , i.e. (V∗)−1V = V(V∗)−1, we
get that
A−1 = (V∗)−1V = V(V∗)−1 = (V−1V∗)∗ = A∗.
Namely, A, A∗ ∈ {S}′.
We claim below that A and A∗ are nonscalar. Since A is unitary, if A is scalar, then A = eiθ I, θ ∈ R.
It follows that V∗ = eiθV . Setting T = ei θ2 V , then we have that
T∗ = e−i θ2 V∗ = ei θ2 V = T .
Since V = e−i θ2 T and T is hermitian, this contradicts the hypothesis, which shows that A is
nonscalar. Thus, A + A∗ and A − A∗ are not both scalar.
Without loss of generality, suppose that A + A∗ is nonscalar. Since A + A∗ is hermitian, we have
that σ(A + A∗) is not a single point set. Now assume that σ0 is a nonempty closed proper subset
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of σ(A + A∗) such that the closure of the complementary set of σ0 is also a proper subset of
σ(A + A∗) and E(·) is a spectral system of σ(A + A∗). Then we have that E(σ0) is a nontrivial
projection. Note that
(A + A∗)S = S(A + A∗).
Thus, by the Spectral Theoremof hermitian operators, we have that E(σ0)S = SE(σ0). So E(σ0)H
is a nontrivial invariant subspace of S.
(c) Since S is generalized hermitian, it is easy to verify that {S∗}′ = V{S}′V−1. Noting that V−1AV ∈
{S}′, so we have that A ∈ {S∗}′. It follows directly that A∗ ∈ {S}′. That is, the nonscalar operators
A, A∗ ∈ {S}′. Repeating the proof of (c), it can be easily seen that S has a nontrivial invariant
subspace.
(d) PuttingM = {x ∈ H : Vx = V∗x}, then we see that
V(Sx) = S∗Vx = S∗V∗x = V∗(Sx)
for any x ∈ M. Namely, Sx ∈ M. Thenwehave that SM ⊆ M. SinceM = Ker(V − V∗) is closed
andM is nontrivial, the conclusion follows. 
Proposition 3.4. If S is generalizedhermitianandM is a closed subspace ofH, then the followingassertions
hold.
(a) IfM ∈ LatS, then VM ∈ LatS∗.
(b) If M is a nontrivial hyperinvariant subspace of S, then VM is a nontrivial hyperinvariant subspace
of S∗.
(c) IfM reduces S and V, then VM reduces S and VM = M.
Proof
(a) This is obvious.
(b) This is clear.
(c) By the Projection Theorem, suppose that H = M⊕M⊥. Since M reduces V , it follows that
M,M⊥ ∈ LatV . It is obvious that
VH = H = M⊕M⊥.
Since VM ⊆ M and V(M⊥) ⊆ M⊥, we have that VM = M and V(M⊥) = M⊥, completing
the proof. 
As a certain generalization of hermitian operators, we see that this class of generalized hermitian
operators reserves several properties of hermitian operators. But it possesses some features which are
strikingly different. In the followingwewill exhibit some examples of generalized hermitian operators
failing some properties of hermitian operators.
Example 3.1. Let T be an unilateral shift operator on l2. Putting S =
(
T − iI 0
0 T∗ + iI
)
, then S ∈
B(l2⊕ l2) is generalized hermitian. The spectrum of S is shown in the Fig. 1. Clearly, we have that
σc(S) = {λ : |λ ± i| = 1}, σp(S) = {λ : |λ − i| < 1}, and σr(S) = {λ : |λ + i| < 1}.
Now, we claim below that S has not the single-valued extension property. To see this, for any
λ ∈ σp(S), since σp(S) = σp(S∗) and λ¯ /∈ σp(S), then we have that λ¯ /∈ σp(S∗), which implies that
λ¯ − S∗ is one-to-one. So we have that
R(λ − S) = Ker(λ¯ − S∗)⊥ = {0}⊥ = l2⊕ l2.
For any x ∈ l2⊕ l2, let us suppose that x = x1 + x2, where x1, x2 ∈ l2. Since T is an isometry, we have
that
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Fig. 1. The spectrum of S in Example 3.1.
‖(λ − T + iI)x1‖ ‖(λ + iI)x1‖ − ‖Tx1‖ = (|λ + i| − 1)‖x1‖,
which implies that λ − T + iI is bounded below. Namely,R(λ − T + iI) is closed. Similarly, we have
that
‖(λ¯ − T + iI)x2‖ ‖Tx2‖ − ‖(λ¯ + iI)x2‖ = (1 − |λ¯ + i|)‖x2‖.
Also, R(λ¯ − T + iI) is closed. Note that λ − T∗ − iI = (λ¯ − T + iI)∗. By the Banach’s closed range
theorem, we get thatR(λ − T∗ − iI) is closed. Then we have that
R(λ − S) = R(λ − T + iI) ⊕ R(λ − T∗ − iI)
= R(λ − T + iI) ⊕ R(λ − T∗ − iI) = R(λ − S).
Hence, we obtain that λ − S is surjective. Recall that λ ∈ σp(S). Then we have that λ − S is not one-
to-one but surjective. By [9, Theorem 2], it follows that S has not the single-valued extension property.
On the other hand, for any λ ∈ σr(S), we can obtain that R(λ − S) is closed. Further, note that
λ¯ ∈ σp(S) = σp(S∗). It is easy to check that
Ker(λ − S)∗ = Ker(λ¯ − S∗) = span
{{
1, λ¯ − i,
(
λ¯ − i
)2
, · · ·
}⊕ {0}
}
,
where {1, λ¯ − i, (λ¯ − i)2, · · ·} ∈ l2. Recall that λ − S is one-to-one, i.e. Ker(λ − S) = {0}. Thus, it
follows directly that
λ − S ∈ F
(
l2
⊕
l2
)
and
ind(λ − S) = −1.
By the famous Apostol–Foias–Voiculescu theorem, we have immediately that S is not a quasitrian-
gular operator. This example shows that
(1) The residual spectrum of a generalized hermitian operator may be not void.
(2) A generalized hermitian operator may have not the single-valued extension property.
(3) A generalized hermitian operator may be not a quasitriangular operator.
Example 3.2. If we put S =
(
i 2i
0 −i
)
, thenwe have that S is generalized hermitian. One easily checks
that S∗ =
( −i 0
−2i i
)
and V =
(
0 a
b a + b
)
, where a, b ∈ C and a, b /= 0. On the other hand, it is
easy to see that the eigenvectors of S are α = (c, 0) and β = (d,−d)(c, d ∈ C, and c, d /= 0)with the
corresponding eigenvalues i and −i. In this case, it is evident that α and β are not orthogonal. This
example shows that
(4) The corresponding eigenvectors of different eigenvalues of a generalizedhermitian operatormay
not be pairwise orthogonal.
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Deﬁnition 3.1. If S ∈ B(H), M ⊆ H is said to be a generalized hermitian subspace of S, if M is a
reducing subspace of S and the restriction of S to M, denoted by S|M, is generalized hermitian.
Moreover, S is called a completelynon-generalizedhermitianoperator if S hasnonontrivial generalized
hermitian subspace.
Deﬁnition 3.2. If S ∈ B(H), M ⊆ H is said to be a strongly generalized hermitian subspace of S, if
M is a reducing subspace of S and the restriction of S to M, denoted by S|M, is strongly generalized
hermitian. Moreover, S is called a completely non-strongly generalized hermitian operator if S has no
nontrivial strongly generalized hermitian subspace.
It iswell known that a bounded linear operator onH can be decomposed into the normal direct sum
of a normal operator and a completely non-normal operator. It is natural to ask whether the operator
can also be decomposed into the direct sum of a generalized hermitian operator and a completely
non-generalized hermitian operator. In the following we will give a partial answer for the question
when we restrict to strongly generalized hermitian operators.
Theorem 3.4. If S ∈ B(H), then there exist two reducing subspacesH0,H1 of S such that
H = H0
⊕
H1, S = S0
⊕
S1, (4)
where S0 = S|H0 , S1 = S|H1 , S0 is strongly generalized hermitian and S1 is completely non-strongly gen-
eralized hermitian.
Proof. Case 1: If S is completely non-strongly generalized hermitian, thenH0 = {0} andH1 = H. The
conclusion follows.
Case2: IfS isnot completelynon-stronglygeneralizedhermitian, then there is a stronglygeneralized
hermitian subspaceF of S such that S|F is strongly generalized hermitian. That is, there exists a unitary
operator VF on F satisfying that
VFS|F = (S|F)∗VF
Let S denote the set of all strongly generalized hermitian subspaces of S. Since F lies in S, we have
that S /= ∅. In S we deﬁne an order relation ‘≺’ by agreeing that
N1 ≺ N2 ⇔ N1 ⊆ N2,N1 is a reducing subspace of V2, V1 = V2|N1 , where Vj is the corresponding
unitary operator onNj and VjS|Nj = (S|Nj)∗Vj , j = 1, 2.
For every totally ordered subset S0 of S, the union
Q := ⋃
L∈S0
L,
is obviously a closed linear subspace ofH. For any x ∈ Q, there exists xn ∈ Ln such that xn → x, where
Ln ∈ S0 and Ln ⊆ Ln+1, n = 1, 2, . . . Since S0 is totally ordered, then
‖VLnxn − VLmxm‖ = ‖VLnxn − VLnxm‖ ‖VLn‖‖xn − xm‖ = ‖xn − xm‖,
where m n. Hence, {VLnxn}+∞n=1 is a Cauchy sequence. Recalling that Q is complete, we have that
{VLnxn}+∞n=1 is convergent. OnQwe deﬁne a map VQ by
VQx := lim
n→∞ VLnxn.
We claim below that VQx is independent of the selection of {xn}, VQ is the unique extension of VLn
toQ for n = 1, 2, . . . In fact, if x′n ∈ L′n such that x′n → x, whereL′n ∈ S0 andL′n ⊆ L′n+1, n = 1, 2, . . .,
noting that S0 is totally ordered, we have that
‖VLnxn − VL′nx′n‖ ‖xn − x′n‖ → 0.
Then
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VQx = lim
n→∞ VL′nx
′
n = limn→∞ VLnxn
and so VQx is well-deﬁned. For any n0 = 1, 2, . . ., if x ∈ Ln0 , taking xn = x for n n0, then
VQx = lim
n→∞ VLnxn = limn→∞ VLn0 xn = VLn0 x
and hence VQ is an extension of VLn0 toQ. Obviously, it can be seen that VQ is linear onQ.
Moreover, we have that
‖VQx‖ = lim
n→∞ ‖VLnxn‖ = limn→∞ ‖xn‖ = ‖x‖.
From which we see that VQ is isometric. Further, if VS is also an extension of VLn0 to Q for any
n0 = 1, 2, . . ., then for any x ∈ Q, there is xn ∈ Ln such that xn → x, where Ln ∈ S0 and Ln ⊆ Ln+1,
n = 1, 2 . . . Consequently
VQx = lim
n→∞ VLnxn = limn→∞ VSxn = VSx,
from which it follows that VQ = VS .
On theotherhand, sinceVLn isunitary foranyn = 1, 2, . . ., thenV−1Ln = V∗Ln and‖V−1Ln ‖ = ‖V∗Ln‖ =
1. We deﬁne a map VQ′ by
VQ′x := lim
n→∞ V
−1
Ln xn
onQ for any x ∈ Q, where xn ∈ Ln such that xn → x, Ln ∈ S0 and Ln ⊆ Ln+1, n = 1, 2, . . .
Similarly, we have that VQ′x is independent of the selection of {xn}, VQ′ is the unique extension of
V−1Ln toQ, where n = 1, 2, . . . Noting that
VQVQ′x = VQ lim
n→∞ V
−1
Ln xn = limn→∞ VLnV−1Ln xn = x
and
VQ′VQx = VQ′ lim
n→∞ VLnxn = limn→∞ V−1Ln VLnxn = x,
we get that VQ is invertible onQ and V−1Q = VQ′ = V∗Q. That is, VQ is unitary onQ.
Further, we have that
SQ = S
⎛
⎝ ⋃
L∈S0
L
⎞
⎠ ⊆ S
⎛
⎝ ⋃
L∈S0
L
⎞
⎠ = ⋃
L∈S0
SL ⊆ ⋃
L∈S0
L = Q,
and
S(Q⊥) = S
⎛
⎝ ⋃
L∈S0
L
⎞
⎠
⊥
= S
⎛
⎝ ⋃
L∈S0
L
⎞
⎠
⊥
= S
⎛
⎝ ⋂
L∈S0
L⊥
⎞
⎠ = ⋂
L∈S0
SL⊥ ⊆ ⋂
L∈S0
L⊥
=
⎛
⎝ ⋃
L∈S0
L
⎞
⎠
⊥
=
⎛
⎝ ⋃
L∈S0
L
⎞
⎠
⊥
= Q⊥.
This means thatQ reduces S.
For any x ∈ Q, there exist xn ∈ Ln such that xn → x, where Ln ∈ S0 and Ln ⊆ Ln+1, n = 1, 2, . . .
Since
lim
n→∞ Sxn = Sx,
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then
VQS|Qx = VQSx = lim
n→∞ VLnSxn = limn→∞ VLnS|Lnxn = limn→∞(S|Ln)∗VLnxn
= lim
n→∞ S
∗|LnVLnxn = limn→∞ S∗|QVLnxn = S∗|Q limn→∞ VLnxn
= S∗|QVQx = (S|Q)∗VQx.
That is, VQS|Q = (S|Q)∗VQ, which means thatQ lies in S0.
Furthermore, L ≺ Q for all L ∈ S0, thus Q is even an upper bound of S0 in S. By Zorn’s lemma,
then S possesses a maximal element N , i.e. a strongly generalized hermitian subspace of S. Let us
now suppose that VN is the corresponding unitary operator on N . Setting M = N⊥, we claim that
the restriction of S to M is completely non-strongly generalized hermitian. Indeed, suppose there is
M1 ⊆ M such that M1 is a strongly generalized hermitian subspace of S|M and the corresponding
unitary operator is VM1 . Since M reduces S, then M1 also reduces S. Hence, we have that M1 is a
strongly generalized hermitian subspace of S. It follows directly thatM1
⊕N is a strongly generalized
hermitian subspace of S and the corresponding unitary operator isVS = VN ⊕ VM1 , which contradicts
the hypothesisN is themaximal element ofS. Therefore, we get that S|M is completely non-strongly
generalized hermitian. 
The invariant subspace problem is the question whether every bounded linear operator has a
nontrivial invariant subspace. The answer is ‘no’ in general for complex Banach spaces. However, if
one considers inﬁnite-dimensional (separable) complex Hilbert spaces, it is still an open problem.
Even partial positive results on this subject can be of considerable importance. So it is meaningful
to investigate the invariant subspaces of many special operators on a complex Hilbert space. In fact,
certain classes of bounded linear operators on complex Hilbert spaces were shown to have nontrivial
invariant subspaces. It is well known that if S is a normal operator, then S has plenty of invariant
subspaces. In [2] the following result was obtained: if ‖S‖ 1 (i.e. S is a contractive operator) and
{λ : |λ| = 1} ⊂ σ(S), then S has nontrivial invariant subspaces. For the class of non-quasitriangular
operators, it is a known result that every non-quasitriangular operator has a nontrivial invariant (in
fact, hyperinvariant) subspace. In the previous section, we have proved some properties of generalized
hermitian operators and have put these results in perspective with known results on various impor-
tant classes of operators. A natural question is that whether a generalized hermitian operator has a
nontrivial invariant subspace with which we will be concerned afterwards.
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