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New results on relative entropy production, time reversal,
and optimal control of time-inhomogeneous nonequilibrium
diffusion processes
Wei Zhang 1
Abstract
This paper studies time-inhomogeneous nonequilibrium diffusion processes, in-
cluding both Brownian dynamics and Langevin dynamics. We derive upper bounds
of the relative entropy production of the time-inhomogeneous process with respect
to the transient invariant probability measures. We also study the time reversal of
the reverse process in Crooks’ fluctuation theorem. We show that the time reversal
of the reverse process coincides with the optimally controlled forward process that
leads to zero variance importance sampling estimator based on Jarzynski’s equality.
Keywords time-inhomogeneous process, fluctuation theorem, optimal control, rel-
ative entropy estimate, time reversal
1 Introduction
In recent years, there has been growing research interest in understanding time-
inhomogeneous systems in various research fields, such as in nonequilibrium physics [8,
48, 43], molecular dynamics [15, 9], complex networks [19, 23], and biology [51, 25].
In nonequilibrium physics, in particular, one theoretical focus in the study of time-
inhomogeneous systems has been the nonequilibrium work relations, which concern
dynamical processes that are out of equilibrium under nonequilibrium driving forces.
Notably, Jarzynski’s equality relates the free energy differences between two equilibrium
states to the nonequilibrium work needed to drive the system from one state to another
within finite time [27, 29], while fluctuation relations reveal the connections between the
forward process and the corresponding reverse nonequilibrium process [7, 8, 6, 43, 48, 21].
In this paper we study time-inhomogeneous nonequilibrium diffusion processes,
including both Brownian dynamics (or overdamped Langevin dynamics) and Langevin
dynamics [50], which are widely used in modeling the dynamics of particle systems in
different application areas. Our aim is to provide mathematical analysis on several topics
of time-inhomogeneous processes, namely the relative entropy, time reversal, as well as
a type of optimal control problem that is related to Jarzynski’s equaltity [21]. Since the
results for Brownian dynamics and Langevin dynamics are similar, in the following we
summarize our results for Brownian dynamics and then discuss the differences in the
case of Langevin dynamics.
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Given smooth functions J : Rn × [0, T ] → Rn, V : Rn × [0, T ] → R and σ :
R
n × [0, T ] → Rn×m, where T > 0 and m ≥ n, we consider the Brownian dynamics
(forward process) on Rn which satisfies the stochastic differential equation (SDE)
dx(s) =b(x(s), s) ds +
√
2β−1σ
(
x(s), s
)
dw(s) ,
=
(
J − γ∇V + 1
β
∇ · γ
)
(x(s), s) ds +
√
2β−1σ
(
x(s), s
)
dw(s) , s ∈ [0, T ] , (1)
where β > 0, γ = σσT , b = J − γ∇V + 1β∇ · γ, ∇ · γ : Rn × [0, T ] → Rn denotes
the vector whose components are (∇ · γ)i =
∑n
j=1
∂γij
∂xj
for 1 ≤ i ≤ n, and w(s) is an
m-dimensional Brownian motion. Note that both the drift b and the diffusion coefficient
σ are time-dependent. The matrix-valued function γ : Rn × [0, T ] → Rn×n is assumed
to be uniformly positive definite. For each s ∈ [0, T ], we denote by νs the probability
distribution of x(s) ∈ Rn, and we make the assumption that the process (for fixed s)
dx(t) = b(x(t), s) dt +
√
2β−1σ
(
x(t), s
)
dw(t) , t ≥ 0 (2)
is ergodic with respect to a unique invariant measure ν∞s , which will be called the
transient invariant measure of (1) at time s.
Our first result for Brownian dynamics (1) (Theorem 1) concerns upper bound
estimate for the relative entropy of νs with respect to ν
∞
s as a function of s, defined as
R(s) = DKL(νs | ν∞s ) =
∫
Rn
ln
dνs
dν∞s
dνs , (3)
where DKL(· | ·) denotes the Kullback-Leibler divergence between two probability mea-
sures. The derivation of the upper bound of R(s) relies on the formula of the relative
entropy production rate (Proposition 2):
dR(s)
ds
=− β
∫
Rn
∂V
∂s
dν∞s + β
∫
Rn
∂V
∂s
dνs − 1
β
∫
Rn
∣∣∣σT∇(ln dνs
dν∞s
) ∣∣∣2 dνs , (4)
as well as the logarithmic Sobolev inequality of ν∞s . We point out that (4) generalizes
the known results in literature for time-homogeneous processes [17, 44] with respect
to a fixed invariant measure to time-inhomogeneous processes (1) with respect to the
transient invariant measures ν∞s .
Our second result for Brownian dynamics (1) (Theorem 2) is about the connection
between the time reversal xR,−(s) = xR(T − s) of the so-called reverse process xR(s) of
(1), which satisfies [8, 29]
dxR(s) =
(
− J − γ∇V + 1
β
∇ · γ
)
(xR(s), T − s) ds+
√
2β−1σ
(
xR(s), T − s) dw(s) ,
(5)
for s ∈ [0, T ], and the stochastic optimal control problem [16]
min
us
E
(∫ T
0
∂V
∂s
(xu(s), s) ds +
1
4
∫ T
0
|us|2 ds
∣∣∣∣ xu(0) = x) , x ∈ Rn (6)
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of the controlled forward process
dxu(s) = b(xu(s), s) ds + σ(xu(s), s)us ds+
√
2β−1σ
(
xu(s), s
)
dw(s) , (7)
where us ∈ Rm, 0 ≤ s ≤ T , is the feedback control force. While (6) involves initial
conditions, there is a function u∗ : Rn × [0, T ] → Rm, such that u∗s = u∗(x, s) is the
optimal control of the problem (6)–(7), when the state of the process at time s is x ∈ Rn.
We show that the time reversal xR,−(s) coincides with the optimally controlled process
xu
∗
(s), i.e. they have the same law on the path space C([0, T ],Rn), provided that both
processes xR,−(s) and xu
∗
(s) start from the same initial distribution. This result may
be interesting as it relates processes in two different contexts. In fact, the time reversal
xR,−(s) is the process considered in the celebrated Crooks’ fluctuation theorem [7, 8],
while the optimally controlled process xu
∗
(s), as well as the optimal control problem
(6)–(7), arises in the study of optimal Monte Carlo estimators based on Jarzynski’s
equality [21].
Similar results are obtained for time-inhomogeneous Langevin dynamics, namely
the relative entropy estimate (Theorem 3) as well as the connection between the time
reversal of reverse process and certain optimally controlled forward process (Theorem 4).
In the following, we briefly discuss the main difference in estimating relative entropy in
the case of Langevin dynamics. Consider the time-inhomogeneous Langevin dynamics
dq(s) = p(s) ds
dp(s) = −∇qV (q(s), s) ds − ξp(s) ds+
√
2β−1ξ dw(s)
(8)
with the corresponding Hamiltonian H(q, p, s) = V (q, s) + |p|2/2 for q, p ∈ Rn, where
ξ > 0 is a positive constant and ∇q denotes the gradient with respect to q. Denote by
πs the probability measure of ((q(s), p(s)) ∈ Rn×Rn at time s and by π∞s the transient
invariant measure at time s (similarly defined as ν∞s in the Brownian dynamics above).
Due to the hypoelliptic structure of (8), extra difficulties arise when estimating the
upper bound of the relative entropy, which is defined as
RLan(s) = DKL(πs |π∞s ) =
∫
Rn×Rn
ln
dπs
dπ∞s
dπs . (9)
In fact, we will derive the formula of the relative entropy production rate (Proposition 4):
dRLan(s)
ds
=− β
∫
Rn×Rn
∂H
∂s
dπ∞s + β
∫
Rn×Rn
∂H
∂s
dπs − ξ
β
∫
Rn×Rn
∣∣∣∣∇p( ln dπsdπ∞s
)∣∣∣∣2 dπs .
(10)
However, different from (4) which contains the full gradient, only the partial gradient
∇p with respect to the momentum p appears in the last integral of (10). This brings
obstacles when we estimate the upper bound of RLan(s) by applying logarithmic Sobolev
inequality of π∞s . To overcome this difficulty, we will need the hypocoercivity theory
developed in [53] and estimate RLan(s) by considering a modified functional.
Let us next mention several previous work in which related topics were consid-
ered. Note that relative entropy (estimate) has been widely considered in the study of
partial differential equations [5, 53], functional inequalities [30, 52], gradient flows [1],
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coarse-graining of stochastic processes [31, 12] in mathematics community, as well as
in the study of nonequilibrium thermodynamics in physics community [7, 17, 44]. The
convergence of Langevin dynamics towards equilibrium has been studied using hypoco-
ercivity theory [53, 11, 10] (see [38, 2] for the approach using Lyapunov techniques,
and [14] for coupling approach). In particular, the weak convergence of Langevin dy-
namics in the long-time small-friction limit was studied in [20]. The asymptotics in the
overdamped limit as well as numerical splitting schemes based on Langevin dynamics
has been analyzed in [35, 32]. The recent work [24] has considered the convergence rate
of nonequilibrium Langevin dynamics under external forcing. In other directions, we
note that the reverse process has drawn considerable attentions in nonequilibrium ther-
modynamics [7, 6, 29]. The optimal control problem (6) related to Jarzynski’s equality
has been considered in [21]. Backward SDEs and controlled dynamics are also related
to the so-called Schro¨dinger bridge problem, which has been used in the study of data
assimilation [45] and the development of new Monte Carlo schemes [3]. Lastly, the time
reversal of a diffusion process has been studied in [22].
The current paper has the following novelties. First, concerning the results on
the upper bound of relative entropy, while this topic has been extensively studied, it
seems that time-inhomogeneous processes as well as the associated relative entropy with
respect to transient invariant probability measures are less studied in literature. Let us
also emphasize that, different from the previous work [20, 24] where an in-depth analysis
on the convergence rate of the processes in terms of certain parameters were carried out,
the aim of the current paper is to derive the equations of the relative entropy production
rate in time-inhomogeneous case (see (4) and (10)) and demonstrate their usefulness in
analyzing properties of the corresponding processes. Second, concerning the results
on the connection between the time reversal of the reverse process and the optimally
controlled process, the results are new to the best of the author’s knowledge. At the
technical level, in particular, the nonequilibrium thermodynamics community seems less
aware of the SDE of the time reversal process obtained in mathematics community [22],
and the time reversal is typically studied by considering time discretization. In this
paper, we make use of the SDE of the time reversal process obtained in [22] and hopefully
show its usefulness to different communities.
The paper is organized as follows. In Section 2, we study time-inhomogeneous
Brownian dynamics and obtain the aforementioned results. The Langevin dynamics
and the corresponding results are studied in Section 3. In Appendix A, we present
concise derivations of the fluctuation relations for both Brownian dynamics and Langevin
dynamics. The optimal control problems and their relations to Jarzynski’s equality are
discussed in Appendix B. Finally, the proof of relative entropy estimate for Langevin
dynamics is given in Appendix C.
Before concluding this section, we introduce notations and recall several useful
inequalities related to probability measures. We denote by In ∈ Rn×n the identity
matrix of order n. For a vector v ∈ Rn, |v| is the Euclidean norm of v. Let A ∈ Rn×n
be an n by n matrix. ‖A‖2 denotes the 2-matrix norm of A, such that |Av| ≤ ‖A‖2|v|
for all v ∈ Rn. The operator A : ∇2 denotes the contraction between A and the
Hessian operator ∇2, i.e., A : ∇2f = ∑
1≤i,j≤n
Aij
∂2f
∂xi∂xj
, for a C2-smooth test function
f : Rn → R. We denote by x(s), or, respectively, (q(s), p(s)), either the process on [0, T ]
or the state of the process at a fixed time s, depending on the concrete context. E is
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the mathematical expectation (or path ensemble average) on the path space. Given a
function f : Rn× [0, T ]→ R and time t ∈ [0, T ], f(·, t) is a function mapping from Rn to
R. We assume that a matrix-valued function σ : Rn × [0, T ]→ Rn×m is given such that
γ(x, s) = (σσT )(x, s) is uniformly positive definite matrix, for all (x, s) ∈ Rn × [0, T ].
Precisely, we assume that there exists a positive constant γ− > 0, such that (uniform
ellipticity condition)
vTγ(x, s)v ≥ γ−|v|2 , ∀ v, x ∈ Rn and ∀ s ∈ [0, T ]. (11)
Note that this requires in particular that m ≥ n and σ has full rank n. For the matrix-
valued function γ : Rn × [0, T ] → Rn×n whose entries are γij , where 1 ≤ i, j ≤ n, we
denote by ∇ · γ the function mapping from Rn × [0, T ] to Rn, whose ith components
are (∇ · γ)i =
∑n
j=1
∂γij
∂xj
, where 1 ≤ i ≤ n. Finally, let us recall several definitions and
inequalities related to probability measures [52]. Given two probability measures µ and
ν on Rd, d ≥ 1, their total variation is
‖µ − ν‖TV = 2 inf P[X 6= Y ] (12)
where the infimum is over all couplings (X,Y ) of (µ, ν). For all bounded measurable
functions f ∈ L∞(Rd) with uniform bound |f |∞, it holds∣∣∣∣∫
Rd
f dµ−
∫
Rd
f dν
∣∣∣∣ ≤ |f |∞‖µ− ν‖TV . (13)
We write ν ≪ µ whenever ν is absolutely continuous with respect to µ. The relative
entropy of ν with respect to µ (also called the Kullback-Leibler divergence from µ to ν),
where ν ≪ µ, is
DKL(ν |µ) =
∫
Rd
ln
dν
dµ
dν . (14)
Csisza´r-Kullback-Pinsker inequality [52, Remark 22.12] states
‖ν − µ‖TV ≤
√
2DKL(ν |µ) . (15)
We also introduce the Fisher information
I(ν |µ) =
∫
Rd
∣∣∣∇(ln dν
dµ
) ∣∣∣2 dν . (16)
The probability measure µ satisfies the logarithmic Sobolev inequality (LSI) with con-
stant κ > 0 (see [52, Definition 21.1] and [30, Chapter 5]), if
DKL(ν |µ) ≤ 1
2κ
I(ν |µ) , (17)
for all probability measures ν such that ν ≪ µ and I(ν |µ) is finite. Denote by W1,
W2 the L
1 and L2 Wasserstein distances (see [52, Definition 6.1] and [1, Chapter 7]),
respectively. The Wasserstein distances satisfy that
W1(ν, µ) ≤W2(ν, µ) , (18)
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for all probability measures ν, µ, wheneverW2(ν, µ) <∞. Furthermore, for all Lipschitz
functions f on Rd with Lipschitz constant ‖f‖Lip, we have∣∣∣∣∫
Rd
f dµ−
∫
Rd
f dν
∣∣∣∣ ≤ ‖f‖LipW1(ν, µ) . (19)
When µ satisfies LSI with constant κ > 0, it is known that µ also satisfies the Talagrand
inequality with the same constant κ [41], i.e., for any probability measure ν ≪ µ,
W2(ν, µ) ≤
√
2
κ
DKL(ν |µ) . (20)
2 Time-inhomogeneous Brownian dynamics
In this section, we consider time-inhomogeneous Brownian dynamics in state space
R
n. After introducing the forward and reverse processes as well as related quantities
in Section 2.1, we derive the production rate formula and the upper bounds of relative
entropy in Section 2.2. Finally, in Section 2.3, we establish the connection between the
time reversal of reverse process and certain optimally controlled forward process.
2.1 Forward and reverse processes
Let V : Rn× [0, T ]→ R be a time-dependent smooth potential function in the time
interval [0, T ], where T > 0. The vector field J : Rn × [0, T ]→ Rn satisfies
div
(
J(x, s)e−βV (x,s)
)
= 0 , a.e. x ∈ Rn , (21)
for all s ∈ [0, T ]. Let β > 0 and w(s) be an m-dimensional Brownian motion, where
s ∈ [0, T ]. We are interested in the time-inhomogeneous forward process on Rn, which
satisfies SDE
dx(s) = b(x(s), s) ds +
√
2β−1σ
(
x(s), s
)
dw(s)
=
(
J − γ∇V + 1
β
∇ · γ
)
(x(s), s) ds +
√
2β−1σ
(
x(s), s
)
dw(s) , s ∈ [0, T ] . (22)
In (22), the drift vector b : Rn × [0, T ]→ Rn is
b = J − γ∇V + 1
β
∇ · γ , (23)
and γ is related to σ by γ = σσT and satisfies the uniform ellipticity condition (11).
Following the terminology in [13], we call the operator Ls, defined by
Lsf =
[(
J − γ∇V + 1
β
∇ · γ)(·, s)] · ∇f + 1
β
γ(·, s) : ∇2f
=J · ∇f + e
βV
β
div(e−βV γ∇f) ,
(24)
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for a test function f : Rn → R, the generator of (22) at time s. Denote by LTs the
adjoint operator of Ls with respect to Lebesgue measure (i.e. in the standard L2 space).
Using the expression on the second line of (24), we find
LTs f =− div(fJ) +
1
β
div
[
e−βV γ∇(eβV f)
]
. (25)
For each s ∈ [0, T ], we denote by νs the probability distribution of x(s), and we
assume that νs has a smooth positive probability density ρ with respect to the Lebesgue
measure (see [42, Theorem 4.2] and [4] for conditions required to guarantee smoothness
and positiveness, respectively), i.e. ρ > 0 and
dνs(x) = ρ(x, s) dx , s ≥ 0 . (26)
It is well known that ρ satisfies the Fokker-Planck equation [46]
∂ρ
∂s
= LTs ρ . (27)
Assume that s ∈ [0, T ] is fixed. Under proper conditions (see [38, 47], for instance),
the operator Ls generates a Markovian semigroup which has a unique invariant distri-
bution ν∞s , given by
dν∞s (x) =
1
Z(s)
e−βV (x,s) dx , where Z(s) =
∫
Rn
e−βV (x,s) dx . (28)
Using (21) and (25), it is straightforward to observe that
LTs
(
e−βV (·,s)
) ≡ 0 , ∀ s ∈ [0, T ] . (29)
The free energy of the process (22) at time s is defined as
F (s) = −β−1 lnZ(s) , s ∈ [0, T ] . (30)
Corresponding to the forward process (22), let us also introduce the reverse pro-
cess [7, 8, 21]
dxR(s) =
(
− J − γ∇V + 1
β
∇ · γ
)
(xR(s), T − s) ds+
√
2β−1σ
(
xR(s), T − s) dw(s) ,
(31)
where s ∈ [0, T ] and w(s) is another Brownian motion on Rm. Similar to (24), for the
reverse process (31) and for each s ∈ [0, T ], we define the operator
LRs f =
[(− J − γ∇V + 1
β
∇ · γ)(·, T − s)] · ∇f + 1
β
γ(·, T − s) : ∇2f , (32)
for a test function f : Rn → R. Note that LRT−s can be obtained from Ls by changing
the sign in front of the vector J in (24), i.e.,
LRT−sf =
[(− J − γ∇V + 1
β
∇ · γ)(·, s)] · ∇f + 1
β
γ(·, s) : ∇2f
=− J · ∇f + e
βV
β
div(e−βV γ∇f) .
(33)
In particular, when J ≡ 0, we have LRT−s = Ls. More generally, we have the following
relations.
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Lemma 1. Let f, g : Rn → R be two bounded C2-smooth functions. For all s ∈ [0, T ],
we have ∫
Rn
f
(Ls + LRT−s)g dν∞s = − 2β
∫
Rn
(γ∇f) · ∇g dν∞s ,
LTs f = e−βV LRT−s(eβV f) .
(34)
Furthermore, when g is positive, we have
Lsg
g
= Ls(ln g) + 1
β
|σT∇ ln g|2 ,
LRT−sg
g
= LRT−s(ln g) +
1
β
|σT∇ ln g|2 .
(35)
Proof. The first identity in (34) can be obtained by summing up (24) and (33), and
integrating by parts. For the second identity in (34), using (33), (21) and (25), we can
compute
e−βV LRT−s(eβV f)
=− e−βV J · ∇(eβV f) + 1
β
div
[
e−βV γ∇(eβV f)]
=eβV f div(e−βV J)− div(fJ) + 1
β
div
[
e−βV γ∇(eβV f)]
=LTs f .
The identities in (35) can be verified directly using (24) and (33).
Before concluding, we record the following fluctuation relation between the forward
dynamics (22) and the reverse dynamics (31). See for instance [21, 6] and the references
therein. In Appendix A.1, we give a simple derivation of Proposition 1 by applying
Lemma 1.
Proposition 1. Assume η : Rn × [0, T ] → R is a bounded smooth function. x(s) and
xR(s) are the forward process and the reverse process in (22) and (31), respectively.
Then, for all x, x′ ∈ Rn, we have
e−βV (x,0)E
[
exp
(
− βW +
∫ T
0
η(x(s), s) ds
)
δ(x(T ) − x′)
∣∣∣∣ x(0) = x]
=e−βV (x
′,T )E
[
exp
( ∫ T
0
η(xR(s), T − s) ds
)
δ(xR(T )− x)
∣∣∣∣xR(0) = x′] , (36)
where
W =
∫ T
0
∂V
∂s
(x(s), s) ds (37)
is the path (work) functional, E[· |x(0) = x] and E[· |xR(0) = x′] denote the path en-
semble averages of x(s) and xR(s) starting from x and x′ at time s = 0, respectively.
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Note that the fluctuation relation (36) above involves Dirac delta function. Rigor-
ously, (36) should be understood as an identity in the sense of distributions. We refer
to [21, Remark 2] for related discussions. We also point out that Proposition 1 holds for
the process (22) involving a general matrix γ and a vector field J which satisfies (21).
In particular, the reversibility assumption J ≡ 0 is not required (see [21, Remark 3] for
further discussions).
2.2 Relative entropy estimate
For s ∈ [0, T ], recall that νs is the probability distribution of x(s) whose density
is ρ(·, s) in (26) and that ν∞s is defined in (28). In this section, we study the relative
entropy of νs with respect to ν
∞
s (as a function of s), defined as
R(s) = DKL(νs | ν∞s ) =
∫
Rn
ln
dνs
dν∞s
(x) dνs(x) =
∫
Rn
ρ(x, s) ln
dνs
dν∞s
(x) dx . (38)
The main result of this section is Theorem 1, which provides upper bounds of R(s).
Before stating Theorem 1, let us first present the following useful results.
Lemma 2. For s ∈ [0, T ], we have
∂
∂s
(
ln
dνs
dν∞s
)
=β
(∂V
∂s
− dF
ds
)
+ LRT−s
(
ln
dνs
dν∞s
)
+
1
β
∣∣∣σT∇(ln dνs
dν∞s
) ∣∣∣2 . (39)
Proof. From (26) and (28), we know that the density
dνs
dν∞s
(x) = eβV (x,s)ρ(x, s)Z(s) , x ∈ Rn . (40)
Using the Fokker-Planck equation (27), the second identity in (34) of Lemma 1, and the
free energy in (30), we can derive
∂
∂s
( dνs
dν∞s
)
=
(
eβV LTs ρ
)
Z(s) + β
∂V
∂s
dνs
dν∞s
+ eβV ρ
dZ(s)
ds
=LRT−s
(
eβV ρ
)
Z(s) + β
∂V
∂s
dνs
dν∞s
− βeβV ρZ(s)dF
ds
=β
(∂V
∂s
− dF
ds
) dνs
dν∞s
+ LRT−s
( dνs
dν∞s
)
.
Therefore, (39) is obtained after applying (35) of Lemma 1.
Remark 1. We work with the operator LTs which is the adjoint of Ls with respect to
Lebesgue measure (see Section 2.1). Alternatively, for each s ∈ [0, T ], one can also
consider the operator L∗s, which is the adjoint of Ls with respect to ν∞s . In fact, it is
straightforward to verify that L∗sf = eβV LTs (e−βV f) for a test function f . Therefore,
Lemma 1 implies
L∗s = LRT−s ,
∫
Rn
f
(Ls + L∗s)g dν∞s = − 2β
∫
Rn
(γ∇f) · ∇g dν∞s ,
and
L∗sg
g
= L∗s(ln g) +
1
β
|σT∇ ln g|2 , when g > 0 ,
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while (39) of Lemma 2 becomes
∂
∂s
(
ln
dνs
dν∞s
)
=β
(∂V
∂s
− dF
ds
)
+ L∗s
(
ln
dνs
dν∞s
)
+
1
β
∣∣∣σT∇(ln dνs
dν∞s
) ∣∣∣2 .
Using Lemma 2, we can derive an expression of the time derivative of R(s), i.e.,
the expression of the relative entropy production rate.
Proposition 2. For all s ∈ [0, T ], we have
dR(s)
ds
=− β
∫
Rn
∂V
∂s
dν∞s + β
∫
Rn
∂V
∂s
dνs − 1
β
∫
Rn
∣∣∣σT∇(ln dνs
dν∞s
) ∣∣∣2 dνs . (41)
Proof. Using the Fokker-Planck equation (27), integration by parts formula, the identi-
ties in (34), as well as Lemma 2, we can compute from (38) that
dR(s)
ds
=
∫
Rn
(
ln
dνs
dν∞s
)∂ρ
∂s
dx+
∫
Rn
ρ
∂
∂s
(
ln
dνs
dν∞s
)
dx
=
∫
Rn
(
ln
dνs
dν∞s
)
LTs ρ dx (42)
+
∫
Rn
[
β
(∂V
∂s
− dF
ds
)
+ LRT−s
(
ln
dνs
dν∞s
)
+
1
β
∣∣∣∣σT∇(ln dνsdν∞s
)∣∣∣∣2 ] ρ dx
=− βdF (s)
ds
+
∫
Rn
[(Ls + LRT−s)( ln dνsdν∞s
)
+ β
∂V
∂s
+
1
β
∣∣∣∣σT∇(ln dνsdν∞s
)∣∣∣∣2 ] ρ dx
=− βdF (s)
ds
+ β
∫
Rn
∂V
∂s
dνs +
∫
Rn
[(Ls + LRT−s)( ln dνsdν∞s
)] dνs
dν∞s
dν∞s
+
1
β
∫
Rn
∣∣∣∣σT∇(ln dνsdν∞s
)∣∣∣∣2 dνs
=− βdF (s)
ds
+ β
∫
Rn
∂V
∂s
dνs − 2
β
∫
Rn
γ∇
( dνs
dν∞s
)
· ∇
(
ln
dνs
dν∞s
) dν∞s
dνs
dνs
+
1
β
∫
Rn
∣∣∣∣σT∇(ln dνsdν∞s
)∣∣∣∣2 dνs
=− β
∫
Rn
∂V
∂s
dν∞s + β
∫
Rn
∂V
∂s
dνs − 2
β
∫
Rn
γ∇
(
ln
dνs
dν∞s
)
· ∇
(
ln
dνs
dν∞s
)
dνs
+
1
β
∫
Rn
∣∣∣∣σT∇(ln dνsdν∞s
)∣∣∣∣2 dνs
=− β
∫
Rn
∂V
∂s
dν∞s + β
∫
Rn
∂V
∂s
dνs − 1
β
∫
Rn
∣∣∣∣σT∇(ln dνsdν∞s
)∣∣∣∣2 dνs . (43)
In the above, we have used that dF (s)ds =
∫
Rn
∂V
∂s dν
∞
s , which can be verified from (28)
and (30).
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In particular, when the potential V is time-independent, (41) becomes
dR(s)
ds
= − 1
β
∫
Rn
∣∣∣σT∇ ln dνs
dν∞s
∣∣∣2 dνs ≤ 0 , (44)
which shows that the relative entropy R(s) is non-increasing. It is interesting to note
that (44) is true for time-inhomogeneous processes x(s) (i.e., the vector J , coefficients
γ and σ in (22) can be time-dependent), as long as V , or equivalently ν∞s , is time-
independent.
We are ready to state Theorem 1.
Theorem 1. Assume that γ satisfies the uniform ellipticity assumption (11) and that
the probability measure ν∞s satisfies LSI with a uniform constant κ > 0 at any time
s ∈ [0, T ]. Let L,L1 ≥ 0 be constants which are independent of s.
1. Suppose that |∂V∂s (x, s)| ≤ L1, for all (x, s) ∈ Rn × [0, T ]. We have√
R(s) ≤ e−κγ−s/β
√
R(0) + β
2L1√
2κγ−
, ∀ s ∈ [0, T ] . (45)
2. For all s ∈ [0, T ], suppose that ∂V∂s (·, s) is a Lipschitz function on Rn with a uniform
Lipschitz constant L. We have√
R(s) ≤ e−κγ−s/β
√
R(0) + β
2L√
2κ3γ−
, ∀ s ∈ [0, T ] . (46)
Proof. 1. Consider the terms in (41) of Proposition 2. Since |∂V∂s | ≤ L1, applying (13)
and Csisza´r-Kullback-Pinsker inequality (15), we have∣∣∣ ∫
Rn
∂V
∂s
dν∞s −
∫
Rn
∂V
∂s
dνs
∣∣∣
≤L1 ‖ν∞s − νs‖TV
≤L1
√
2DKL(νs | ν∞s )
=L1
√
2R(s) .
(47)
Substituting (47) into (41), using the uniform ellipticity condition (11), the defi-
nition of Fisher information (16), and LSI in (17), we can compute
dR(s)
ds
= − β
∫
Rn
∂V
∂s
dν∞s + β
∫
Rn
∂V
∂s
dνs − 1
β
∫
Rn
∣∣∣∣σT∇(ln dνsdν∞s
)∣∣∣∣2 dνs
≤βL1
√
2R(s)− γ
−
β
I(νs | ν∞s )
≤βL1
√
2R(s)− 2κγ
−
β
R(s) ,
(48)
which implies
d
ds
√
R(s) ≤ −κγ
−
β
√
R(s) + βL1√
2
.
The upper bound (45) is implied by Gronwall’s inequality.
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2. Since ∂V∂s is Lipschitz, applying the inequalities (18) and (19), we find∣∣∣ ∫
Rn
∂V
∂s
dν∞s −
∫
Rn
∂V
∂s
dνs
∣∣∣ ≤ LW1(νs, ν∞s ) ≤ LW2(νs, ν∞s ) . (49)
Since ν∞s satisfies LSI with the constant κ, the Talagrand inequality (20) holds,
i.e.
W2(νs, ν
∞
s ) ≤
√
2
κ
DKL(νs | ν∞s ) =
√
2R(s)
κ
. (50)
Applying (49)–(50), a similar argument as (48) shows that
dR(s)
ds
≤ βL
√
2R(s)
κ
− 2κγ
−
β
R(s) .
The upper bound (46) again follows from Gronwall’s inequality.
We conclude this section with two remarks on Theorem 1.
Remark 2. Obviously, when the process is defined on [0,+∞), i.e. T = +∞, the
conclusions of Theorem 1 are true on [0,+∞) as well.
In the proof above, the key step to derive upper bounds of R(s) is to estimate
the difference | ∫
Rn
∂V
∂s dν
∞
s −
∫
Rn
∂V
∂s dνs|. Instead of assuming boundedness or Lipschitz
condition for ∂V∂s , one can also assume that
∂V
∂s (·, s) is α-Ho¨lder continuous for some
α ∈ (0, 1], i.e., ∣∣∂V∂s (x, s)− ∂V∂s (y, s)∣∣ ≤ L|x − y|α for all x, y ∈ Rn and s ∈ [0, T ], where
L ≥ 0. In this case, one can in fact show that∣∣∣∣∫
Rn
∂V
∂s
dν∞s −
∫
Rn
∂V
∂s
dνs
∣∣∣∣ ≤ LW2(νs, ν∞s )α ≤ L(2R(s)κ
)α
2
,
from which we obtain
dR(s)
ds
≤ βL
(
2R(s)
κ
)α
2
− 2κγ
−
β
R(s) .
This again allows us to derive upper bound of R(s) using a Gronwall type inequality.
We omit the details for simplicity.
Remark 3. Since the probability measure ν∞s (28) depends on β, the constant κ in
Theorem 1 in general depends on β as well. In particular, assuming that ∇2V (x, s) ≥
κ0In for some κ0 > 0 which is independent of β, for all (x, s) ∈ Rn × [0, T ], then it is
known that ν∞s satisfies LSI with the constant κ = βκ0 [52, Remark 21.4]. In this case,
(45) and (46) become√
R(s) ≤ e−κ0γ−s
√
R(0) + βL1√
2κ0γ−
, ∀ s ∈ [0, T ] ,
and √
R(s) ≤ e−κ0γ−s
√
R(0) +
√
β
2κ0
L
κ0 γ−
, ∀ s ∈ [0, T ] ,
respectively.
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2.3 Connection between time reversal of reverse process and optimally
controlled forward process
First of all, let us introduce a stochastic optimal control problem [16] that is related
to Jarzynski’s equality (we refer to Appendix B.1 for further motivations). We consider
the stochastic optimal control problem
U(x, t) = min
us
E
(
W u(t,T ) +
1
4
∫ T
t
|us|2 ds
∣∣∣∣xu(t) = x) , (x, t) ∈ Rn × [0, T ] , (51)
of the controlled process
dxu(s) =
(
J − γ∇V + 1
β
∇ · γ
)
(xu(s), s) ds +
√
2β−1σ
(
xu(s), s
)
dw(s)
+ σ(xu(s), s)us ds ,
(52)
where the minimum is over all adapted processes us ∈ Rm such that (52) is well-defined,
and the work functional is (cf. (37))
W u(t,T ) =
∫ T
t
∂V
∂s
(xu(s), s) ds , 0 ≤ t ≤ T . (53)
The function U : Rn× [0, T ]→ R is called the value function of the optimal control
problem (51)–(52). It is known that the optimal control u∗s exists and is given in the
feedback form as [16]
u∗s = u
∗
s(x) = −2σT (x, s)∇U(x, s) , (54)
when the state of the system is at x ∈ Rn at time s ∈ [0, T ]. We also introduce the
probability measure ν∗0 on R
n, defined by
dν∗0
dx
(x) =
e−βV (x,0)
Z(T )
E
(
e−βW
∣∣∣x(0) = x) , x ∈ Rn , (55)
whereW is in (37) and E(· |x(0) = x) denotes the path ensemble average of the (uncon-
trolled) dynamics (22) starting from x(0) = x at s = 0. Note that Jarzynski’s equality
(118) in Appendix B.1 implies that the integration of ν∗0 over R
n equals to one. More-
over, the optimal control u∗ and the probability measure ν∗0 give the optimal Monte
Carlo estimators based on Jarzynski’s equality (see Appendix B.1 and [21]).
The following result connects the time reversal of the reverse process (31) and the
controlled process (52) under the optimal control in (54).
Theorem 2. Let ν∞T and ν
∗
0 be the probability measures in (28) and (55), respectively.
Consider the reverse process xR(s) in (31) starting from the distribution ν∞T at s = 0.
Assume the probability distribution of xR(s) has a positive smooth density with respect
to Lebesgue measure for all s ∈ [0, T ]. Define the time reversal xR,−(s) = xR(T − s),
where s ∈ [0, T ]. xu∗(s) denotes the controlled process (52) under the optimal control
u∗ in (54) starting from the initial distribution ν∗0 . Then, x
R,−(s) and xu
∗
(s) have the
same law on the path space C([0, T ],Rn).
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Proof. Let us denote by νRs the probability distribution of x
R(s) at time s. Let ρR(·, s)
be the probability density of νRs with respect to Lebesgue measure. Similar to (27), ρ
R
satisfies the Fokker-Planck equation
∂ρR
∂s
= (LRs )TρR , s ∈ [0, T ] , (56)
where LRs is the operator in (32).
In the following, we show that both processes xR,−(s) and xu
∗
(s) satisfy the same
SDE with the same initial probability distribution.
1. First, we consider the SDEs of xR,−(s) and xu
∗
(s). For the optimally controlled
process xu
∗
(s), combining (52) and (54), using γ = σσT , we find
dxu
∗
(s) =
(
J − γ∇V + 1
β
∇ · γ
)
(xu
∗
(s), s) ds +
√
2β−1σ
(
xu
∗
(s), s
)
dw(s)
− 2(γ∇U)(xu∗(s), s) ds , s ∈ [0, T ] ,
(57)
where U is the value function in (51).
For the time reversal xR,−(s), let us recall the reverse process (31), which we
rewrite as
dxR(s) = b̂(xR(s), s) ds +
√
2β−1σ̂
(
xR(s), s
)
dw(s) , (58)
where, for all (x, s) ∈ Rn × [0, T ],
b̂(x, s) =
(
− J − γ∇V + 1
β
∇ · γ
)
(x, T − s) ,
σ̂(x, s) = σ(x, T − s) , γ̂(x, s) = (σ̂σ̂T )(x, s) = γ(x, T − s) .
(59)
Since ρR is both smooth and positive, it is shown in [22] that xR,−(s) = xR(T − s)
is again a diffusion process which satisfies the SDE
dxR,−(s) = b̂−(xR,−(s), T − s) ds+
√
2β−1σ̂
(
xR,−(s), T − s) dw(s) , s ∈ [0, T ] ,
(60)
with the initial distribution νRT (i.e. the distribution of x
R(T )), where the drift
term b̂− is
b̂−(x, s) =
(
− b̂+ 2
βρR
∇ · (ρR γ̂)
)
(x, s) , (x, s) ∈ Rn × [0, T ] . (61)
Substituting (59) in (61), we can derive
b̂−(x, T − s) =
(
− b̂+ 2
βρR
∇ · (ρR γ̂)
)
(x, T − s)
=
(
J + γ∇V − 1
β
∇ · γ + 2
βρR,−
∇ · (ρR,−γ)
)
(x, s)
=
(
J + γ∇V − 1
β
∇ · γ + 2
β
∇ · γ + 2
βρR,−
γ∇ρR,−
)
(x, s)
=
(
J + γ∇V + 1
β
∇ · γ + 2
β
γ∇ ln ρR,−
)
(x, s)
=
(
J − γ∇V + 1
β
∇ · γ + 2
β
γ∇ ln(eβV ρR,−)
)
(x, s) ,
(62)
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where we have used the notation ρR,−(·, s) = ρR(·, T − s), for all s ∈ [0, T ]. Using
(62) and (59), we can write SDE (60) more explicitly as
dxR,−(s) =b̂−(xR,−(s), T − s) ds+
√
2β−1σ̂
(
xR,−(s), T − s) dw(s)
=
(
J − γ∇V + 1
β
∇ · γ
)
(xR,−(s), s) ds +
√
2β−1σ
(
xR,−(s), s
)
dw(s)
+
2
β
(
γ∇ ln(eβV ρR,−)
)
(xR,−(s), s) ds .
(63)
To show that the two SDEs (57) and (63) are the same, we define
g(x, s) = eβV (x,s)ρR(x, T − s)Z(T ), (x, s) ∈ Rn × [0, T ] . (64)
Since the initial distribution of xR(s) is νR0 = ν
∞
T , we have ρ
R(x, 0) = 1Z(T )e
−βV (x,T ),
which implies g(x, T ) = 1. Using (56) and the identity (34) in Lemma 1, i.e.,
Lsf = eβV (LRT−s)T (e−βV f) for a test function f , we can derive
∂g
∂s
=− Z(T )eβV ∂ρ
R
∂s
(x, T − s) + β∂V
∂s
g
=− Z(T )eβV [(LRT−s)T ρR(·, T − s)]+ β∂V∂s g
=− eβV (LRT−s)T (e−βV g) + β
∂V
∂s
g
=− Lsg + β∂V
∂s
g .
(65)
In fact, the derivations above show that g and the value function U are related
by the logarithmic transformation (we refer to (123)–(124) in Appendix B.1 for
details), i.e.
U = −β−1 ln g . (66)
Combining (64) and (66), we see that both SDEs (57) and (63) are the same.
2. Next, we show that the initial distribution of xR,−(s) is ν∗0 in (55). Since x
R,−(s) =
xR(T − s), it is enough to verify νRT = ν∗0 , or, equivalently, the density ρR(x, T )
coincides with the one in (55). In fact, applying Feymann-Kac formula, from (65)
we obtain
g(x, t) = E
[
exp
(
− β
∫ T
t
∂V
∂s
(x(s), s)ds
) ∣∣∣ x(t) = x] , (x, t) ∈ Rn × [0, T ] ,
(67)
where E(· |x(t) = x) denotes the path ensemble average of the (uncontrolled)
dynamics (22) starting from x(t) = x at time t. Comparing (67) with (55), using
(37) and (64), we obtain
dνRT = ρ
R(x, T ) dx =
1
Z(T )
e−βV (x,0)g(x, 0) dx = dν∗0 . (68)
This shows that the initial distribution of xR,−(s) is indeed ν∗0 .
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To summarize, both xR,−(s) and xu
∗
(s) satisfy the same SDE with the same initial
distribution ν∗0 . Therefore, we conclude that they have the same law on the path space.
3 Time-inhomogeneous Langevin dynamics
In this section, we study time-inhomogeneous (underdamped) Langevin dynamics
in phase space. The analysis is similar to that in the previous section. We introduce
Langevin dynamics and useful notations in Section 3.1. Then, in Section 3.2 we study
the relative entropy estimate for time-inhomogeneous Langevin dynamics. Finally, in
Section 3.3 we establish the connection between the time reversal of reverse Langevin
process and certain optimally controlled forward Langevin process.
3.1 Forward and reverse processes
Denote by (q, p) the state of the system in phase space Rn × Rn. ∇q, ∇p are the
gradient operators with respect to the q and p components, respectively. Given a time-
dependent smooth Hamiltonian H : Rn×Rn× [0, T ]→ R within time [0, T ], we consider
the forward Langevin dynamics [33, Section 2.2.3]
dq(s) =∇pH(q(s), p(s), s) ds
dp(s) =−∇qH(q(s), p(s), s) ds − γ(q(s), s)∇pH(q(s), p(s), s) ds +
√
2β−1σ(q(s), s) dw(s)
(69)
for s ∈ [0, T ], where σ : Rn × [0, T ] → Rn×m is smooth, w(s) is an m-dimensional
Brownian motion, and β > 0 is related to the (inverse) temperature of the system. We
assume that γ = σσT : Rn × [0, T ] → Rn×n such that the uniform ellipticity condition
(11) holds.
Under mild assumptions on H, it is known that, for fixed s ∈ [0, T ], the operator
Qs, defined by (note that γ is independent of p)
Qsf =∇pH · ∇qf −∇qH · ∇pf − γ∇pH · ∇pf + 1
β
γ : ∇2pf
=∇pH · ∇qf −∇qH · ∇pf + e
βH
β
divp
(
e−βHγ∇pf
)
,
(70)
for a test function f : Rn × Rn → R, is hypoelliptic [37, 38, 42], and the corresponding
Markovian semigroup is ergodic with respect to the unique invariant measure π∞s on
R
n × Rn, which is defined by
dπ∞s =
1
Z(s)e
−βH(q,p,s) dqdp , where Z(s) =
∫
Rn×Rn
e−βH(q,p,s) dqdp . (71)
The free energy of the system is
F(s) = −β−1 lnZ(s) , s ∈ [0, T ] . (72)
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Let us denote by πs the probability measure of (q(s), p(s)) (69) in the space R
n×Rn
at time s ∈ [0, T ]. We assume that πs has a positive smooth probability density ̺ with
respect to Lebesgue measure, such that
dπs = ̺(q, p, s) dqdp, where
∫
Rn×Rn
̺(q, p, s) dqdp = 1 . (73)
̺ satisfies the Fokker-Planck equation
∂̺
∂s
= QTs ̺ , s ∈ [0, T ] . (74)
We note that the existence of the smooth density ̺ can be obtained from Ho¨rmander’s
Theorem, which also implies that the Fokker-Planck equation (74) is actually valid in a
classical sense [42, Section 6.2.1].
The following two concrete (time-homogeneous) cases are often studied in the lit-
erature.
(1) Both σ and γ are independent of s. The Hamiltonian is
H = H(q, p) = V (q) +
pTM−1p
2
, (q, p) ∈ Rn ×Rn , (75)
where V : Rn → R is a smooth potential function that grows sufficiently fast at
infinity, and M ∈ Rn×n is a constant symmetric positive definite matrix. In this
case, (69) becomes
dq(s) =M−1p(s) ds
dp(s) =−∇qV (q(s)) ds − γ(q(s))M−1p(s) ds +
√
2β−1σ(q(s)) dw(s) .
(76)
We refer to [33, 34] for previous studies of (76).
(2) Both σ and γ are independent of s and, more generally, H(q, p, s) = V (q)+ V1(p),
where V, V1 : R
n → R are two smooth potential functions, both of which grow
sufficiently fast at infinity. In this case, (69) becomes
dq(s) =∇pV1(p(s)) ds
dp(s) =−∇qV (q(s)) ds − γ(q(s))∇pV1(p(s)) ds +
√
2β−1σ(q(s)) dw(s) .
(77)
Apparently, (77) reduces to (76) when V1(p) =
pTM−1p
2 , for p ∈ Rn. We refer to
[36, 49] for known results related to (77).
Similar to the case of Brownian dynamics in Section 2.1, let us also introduce the
reverse Langevin dynamics
dqR(s) =−∇pH(qR(s), pR(s), T − s) ds
dpR(s) =∇qH(qR(s), pR(s), T − s) ds− γ(qR(s), T − s)∇pH(qR(s), pR(s), T − s) ds
+
√
2β−1σ(qR(s), T − s) dw(s)
(78)
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for s ∈ [0, T ], where w(s) denotes possibly another (independent) m-dimensional Brow-
nian motion. Note that there is a change of sign in the first terms on the right hand
sides of both equations above. For fixed s ∈ [0, T ], the generator of (78) at time s is
QRs f =−∇pH(q, p, T − s) · ∇qf +∇qH(q, p, T − s) · ∇pf
− [γ(q, T − s)∇pH(q, p, T − s)] · ∇pf + 1
β
γ(q, T − s) : ∇2pf ,
(79)
for a test function f : Rn × Rn → R. The following results can be directly verified. We
omit its proof and we refer to the proof of Lemma 1 for details.
Lemma 3. Let f, g : Rn × Rn → R be two bounded C2-smooth functions. Then, the
following identities hold: for all s ∈ [0, T ],∫
Rn×Rn
f
(Qs +QRT−s)g dπ∞s = − 2β
∫
Rn×Rn
γ∇pf · ∇p g dπ∞s ,
QTs f = e−βHQRT−s(eβHf) .
(80)
Furthermore, when g is positive, we have
Qsg
g
=Qs(ln g) + 1
β
|σT∇p ln g|2 ,
QRT−sg
g
=QRT−s(ln g) +
1
β
|σT∇p ln g|2 .
(81)
We mention that (81) has been used in [24] to study Langevin dynamics under
external forcing.
We conclude this section with the following fluctuation relation [6] concerning the
forward Langevin dynamics (69) and the reverse Langevin dynamics (78), respectively.
A concise proof using Lemma 3 is given in Appendix A.2.
Proposition 3. Let η : Rn×Rn× [0, T ]→ R be a bounded smooth function. (q(s), p(s))
and (qR(s), pR(s)) are the dynamics in (69) and (78), respectively. For all q, q′, p, p′ ∈
R
n, we have
e−βH(q,p,0)E
[
exp
(
− βW +
∫ T
0
η(q(s), p(s), s) ds
)
× δ(q(T ) − q′)δ(p(T ) − p′)
∣∣∣∣ q(0) = q, p(0) = p]
=e−βH(q
′,p′,T )E
[
exp
(∫ T
0
η(qR(s), pR(s), T − s) ds
)
× δ(qR(T )− q)δ(pR(T )− p)
∣∣∣∣ qR(0) = q′, pR(0) = p′] ,
(82)
where W is the path functional (work)
W =
∫ T
0
∂H
∂s
(
q(s), p(s), s
)
ds , (83)
E[· | q(0) = q, p(0) = p ] and E[· | qR(0) = q′, pR(0) = p′ ] denote the path ensemble
averages of (69) and (78), starting from (q, p) and (q′, p′) at s = 0, respectively.
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3.2 Relative entropy estimate
Given s ∈ [0, T ], recall that π∞s and πs are the probability measures defined in (71)
and (73), respectively. The goal of this section is to estimate the relative entropy
RLan(s) = DKL(πs |π∞s ) =
∫
Rn×Rn
̺(q, p, s) ln
dπs
dπ∞s
(q, p) dqdp . (84)
Let us first state the following two results (for Langevin dynamics in the general form
(69)), which can be verified using Lemma 3. We omit their proofs since they are similar
to the proofs of Lemma 2 and Proposition 2 in Section 2.2, respectively.
Lemma 4. For s ∈ [0, T ], we have
∂
∂s
(
ln
dπs
dπ∞s
)
=β
(∂H
∂s
− dF(s)
ds
)
+QRT−s
(
ln
dπs
dπ∞s
)
+
1
β
∣∣∣∣σT∇p( ln dπsdπ∞s
)∣∣∣∣2 , (85)
where F is the free energy in (72), and QRT−s is the operator in (79) at time T − s.
Proposition 4. For s ∈ [0, T ], we have
dRLan(s)
ds
=− β
∫
Rn×Rn
∂H
∂s
dπ∞s + β
∫
Rn×Rn
∂H
∂s
dπs − 1
β
∫
Rn×Rn
∣∣∣∣σT∇p( ln dπsdπ∞s
)∣∣∣∣2 dπs .
(86)
We are ready to state the main result on the upper bound of the relative entropy
(84). For simplicity, we only consider the case where
σ =
√
ξIn , H(q, p, s) = V (q, s) +
|p|2
2
, (q, p, s) ∈ Rn × Rn × [0, T ] , (87)
for some time-dependent potential function V and some constant ξ > 0. In this case,
(71) reads dπ∞s = Z(s)−1e−β(V (q,s)+|p|
2/2)dqdp, whose marginal probability measure in
position q is (cf. (28))
dν∞s (q) =
1
Z(s)
e−βV (q,s) dq , where Z(s) =
∫
Rn
e−βV (q,s) dq . (88)
Theorem 3. Let RLan(s) be the relative entropy in (84). Consider the case (87),
for some time-dependent potential function V and some constant ξ > 0. Assume the
following two conditions are met.
1. V is C2-smooth. There exist constants L1, L2, L ≥ 0, such that∣∣∣∂V
∂s
∣∣∣ ≤ L1 , ∣∣∣∂∇V
∂s
∣∣∣ ≤ L2 , ‖∇2V ‖2 ≤ L , (89)
for all (q, s) ∈ Rn × [0, T ].
2. The marginal probability measure (88) satisfies LSI with constant κ > 0, for all
s ∈ [0, T ].
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Then, we can find constants a, b, c, ω,C1, C2 > 0, which depend on L, ξ, β, κ but are
independent of L1 and L2, such that
RLan(s) ≤ E(s) ≤ E(0)e−ωs + (C1L21 + C2L22) , ∀ s ∈ [0, T ] , (90)
where
E(s) = RLan(s) +
∫
Rn×Rn
(
a
∣∣∣∣∇p(ln dπsdπ∞s
)∣∣∣∣2 + 2b∇p( ln dπsdπ∞s
)
· ∇q
(
ln
dπs
dπ∞s
)
+ c
∣∣∣∣∇q (ln dπsdπ∞s
)∣∣∣∣2) dπs .
(91)
The proof of Theorem 3 is adapted from [53] where a general hypocoercivity theory
was developed. We present its proof in Appendix C due to its technicality. Let us
conclude this section with several remarks on Theorem 3.
Remark 4. Note that, in the case of (87), the marginal measure of π∞s in momentum
p is Z−1p e
−β|p|2/2dp, where Zp =
∫
Rn
e−β|p|
2/2dp, which satisfies LSI with constant β. See
Remark 3 and [52, Example 21.3]. The second assumption in Theorem 3 on the spatial
marginal measure (88) implies that π∞s itself as a product measure satisfies LSI with
constant min{κ, β} [30, Section 5.2], i.e.,
DKL(π |π∞s ) ≤
1
2min{κ, β}I(π |µ
∞
s )
=
1
2min{κ, β}
∫
Rn×Rn
(∣∣∣∣∇p(ln dπdπ∞s
)∣∣∣∣2 + ∣∣∣∣∇q (ln dπdπ∞s
)∣∣∣∣2
)
dπ ,
(92)
for all π, such that π ≪ π∞s and I(π |π∞s ) is finite.
Remark 5. We make two comments on the estimate of Theorem 3.
1. Since L1, L2 are the upper bounds of
∂V
∂s and
∂∇V
∂s respectively, the estimate (90)
implies that the relative entropy (84) is small when the potential V (and its gradi-
ent) varies slowly in time. In particular, when L1 = L2 = 0, it states the exponen-
tial entropy decay of Langevin dynamics under a fixed potential V = V (q) [53].
2. Instead of assuming (89) on [0, T ] where L1, L2 are constants, let us suppose∣∣∣∂V
∂s
∣∣∣ ≤ L1(s), ∣∣∣∂∇V
∂s
∣∣∣ ≤ L2(s), ∥∥∇2V ∥∥2 ≤ L , (93)
for all (q, s) ∈ Rn × [0,∞), where L > 0 is constant, both functions L1(s) and
L2(s) decrease to zero monotonically, as s → +∞. Also assume that the second
assumption of Theorem 3 on the spatial margin (88) is true for all s ≥ 0. Then,
the same proof of Theorem 3 actually gives
RLan(s) ≤ E(s) ≤ E(0)e−ωs + (C1L21(s) + C2L22(s)) , ∀ s ≥ 0 , (94)
which clearly implies that lim
s→+∞
RLan(s) = 0 in this case.
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Remark 6. We discuss the choice of ω in two different asymptotic regimes of ξ. In
fact, as shown in the proof in Appendix C, it is necessary that the constants a, b, c > 0
are chosen such that both the 2× 2 matrices S and S˜ in (144) are positive definite, and
ω can be defined explicitly as ω = λ˜12
(
1
2min{κ,β} + λ2
)−1
, where λi and λ˜i, i = 1, 2, are
the eigenvalues of S and S˜, respectively, such that 0 < λ1 ≤ λ2 and 0 < λ˜1 ≤ λ˜2. See
(152). By analyzing the conditions that guarantee the positive definiteness of matrices
S and S˜, we can draw the following conclusions.
1. When ξ → 0, one can choose a, b, c > 0, which are all O(ξ). In this case, both
eigenvalues λ˜1 and λ2 are O(ξ). Therefore, ω = O(ξ) as well.
2. When ξ → +∞, one can choose a, b, c > 0, which are all O(ξ−1). As a result, both
λ˜1 and λ2 are O(ξ−1). Therefore, ω = O(ξ−1) as well.
To summarize, although the problems are different, the asymptotics of ω in terms of ξ
are indeed consistent with the previous results [20, 10, 24].
3.3 Connection between time reversal of reverse process and optimally
controlled forward process
In this section we study the connection between an optimally controlled Langevin
process and the time reversal of the reverse Langevin process (78). Let us first introduce
the optimal control problem
U(q, p, t) = min
us
E
(
Wu(t,T ) +
1
4
∫ T
t
|us|2 ds
∣∣∣∣ qu(t) = q, pu(t) = p) , q, p ∈ Rn, t ∈ [0, T ] ,
(95)
of the controlled process
dqu(s) =∇pH(qu(s), pu(s), s) ds
dpu(s) =−∇qH(qu(s), pu(s), s) ds − γ(qu(s), s)∇pH(qu(s), pu(s), s) ds
+ σ(qu(s), s)us ds+
√
2β−1σ(qu(s), s) dw(s) ,
(96)
where us ∈ Rm, 0 ≤ s ≤ T , is the control force, the minimum is over all adapted
processes us such that (96) is well-defined, and (cf. (83))
Wu(t,T ) =
∫ T
t
∂H
∂s
(
qu(s), pu(s), s
)
ds , 0 ≤ t ≤ T . (97)
It is known that the optimal control u∗ of (95)–(96) exists under mild conditions,
and is given by
u∗s = u
∗
s(q, p) = −2σT (q, s)∇p U(q, p, s) , (98)
when the system’s state is at (q, p) ∈ Rn×Rn at time s. We also introduce the probability
measure π∗0 on R
n × Rn, which is defined as
dπ∗0(q, p) =
1
Z(T ) E
(
e−βW
∣∣∣ q(0) = q, p(0) = p) e−βH(q,p,0) dqdp , (99)
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where Z(T ) andW are defined in (71) and (83), respectively, andE(· | q(0) = q, p(0) = p)
denotes the path ensemble average of (69) starting from (q, p) at s = 0. (Note that, from
Jarzynski’s equality (125) in Appendix B.2, one directly sees that the integration of π∗0
over Rn×Rn is indeed one.) It turns out that the optimal control u∗ and the probability
measure π∗0 provide the optimal importance sampling Monte Carlo estimators based on
the Jarzynski’s equality for Langevin dynamics. We refer to Appendix B.2 for further
motivations of (95)–(96).
Our main result is stated below, which relates the optimally controlled Langevin
process (96) with u = u∗ in (98) to the time reversal of the reverse Langevin process (78).
Theorem 4. Let (qR(s), pR(s)) be the reverse process (78) starting from the initial
distribution π∞T at s = 0. Assume that the probability distribution of (q
R(s), pR(s)) has
a positive smooth density with respect to Lebesgue measure for all s ∈ [0, T ]. Define
(qR,−(s), pR,−(s)) = (qR(T − s), pR(T − s)) for s ∈ [0, T ]. Denote by (qu∗(s), pu∗(s)) the
controlled process (96) under the optimal control u∗ in (98) starting from the distribution
π∗0 in (99). Then, (q
R,−(s), pR,−(s)) and (qu
∗
(s), pu
∗
(s)) have the same law on the path
space C([0, T ],Rn × Rn).
Proof. We sketch the proof since it is similar to the proof of Theorem 2.
Let πRs be the probability distribution of (q
R(s), pR(s)) at s ∈ [0, T ]. Denote by
̺R(q, p, s) the probability density of πRs with respect to Lebesgue measure. Similar to
(74), ̺R satisfies the Fokker-Planck equation
∂̺R
∂s
= (QRs )T̺R , s ∈ [0, T ] , (100)
where QRs is the generator in (79).
Recall the reverse process (78), which we rewrite as
dqR(s) =−∇pĤ(qR(s), pR(s), s) ds
dpR(s) =∇qĤ(qR(s), pR(s), s) ds − γ̂(qR(s), s)∇pĤ(qR(s), pR(s), s) ds
+
√
2β−1σ̂(qR(s), s) dw(s) ,
(101)
where we have defined, for all (q, p, s) ∈ Rn × Rn × [0, T ],
Ĥ(q, p, s) = H(q, p, T − s),
σ̂(q, s) = σ(q, T − s), γ̂(q, s) = (σ̂σ̂T )(q, s) = γ(q, T − s) .
(102)
Since ̺R is both smooth and positive, the result in [22] asserts that the time reversal
(qR,−(s), pR,−(s)) = (qR(T − s), pR(T − s)), s ∈ [0, T ], is again a diffusion process which
satisfies the SDE
dqR,−(s) =∇pĤ(qR,−(s), pR,−(s), T − s) ds
dpR,−(s) =b−(qR,−(s), pR,−(s), T − s) ds+
√
2β−1σ̂
(
qR,−(s), T − s) dw(s) (103)
on s ∈ [0, T ], with the initial distribution πRT , where the drift b− is, for all (q, p, s) ∈
R
n × Rn × [0, T ],
b−(q, p, s) =
(
−∇qĤ + γ̂∇pĤ + 2
β̺R
∇p · (̺R γ̂)
)
(q, p, s) . (104)
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Substituting (102) in (104), we find
b−(q, p, T − s) =
(
−∇qĤ + γ̂∇pĤ + 2
β̺R
∇p · (̺R γ̂)
)
(q, p, T − s)
=
(
−∇qH + γ∇pH + 2
β̺R,−
∇p · (̺R,− γ)
)
(q, p, s)
=
(
−∇qH + γ∇pH + 2
β̺R,−
γ∇p ̺R,−
)
(q, p, s)
=
(
−∇qH − γ∇pH + 2
β
γ∇p ln(eβH̺R,−)
)
(q, p, s) ,
(105)
where we have used the notation ̺R,−(q, p, s) = ̺R(q, p, T − s) and the fact that γ is
independent of p. Using (102) and (105), (103) can be written more explicitly as
dqR,−(s) =∇pH(qR,−(s), pR,−(s), s) ds
dpR,−(s) =−∇qH(qR,−(s), pR,−(s), s) ds − γ(qR,−(s), s
)∇pH(qR,−(s), pR,−(s), s) ds
+
2
β
(
γ∇p ln(eβH̺R,−)
)
(qR,−(s), pR,−(s), s) ds
+
√
2β−1σ
(
qR,−(s), s
)
dw(s) .
(106)
Define g(q, p, s) = eβH(q, p, s)̺R(q, p, T −s)Z(T ), where Z(T ) is defined in (71). Similar
to the proof of Theorem 2, one can again show that g and the value function U in (95)
are related by
U = −β−1 ln g . (107)
We refer to (64)–(66) in Section 2.3 and (130)–(131) in Appendix B.2 for details. Com-
bining (96), (98), (106) and (107), we see that both processes (qR,−(s), pR,−(s)) and
(qu
∗
(s), pu
∗
(s)) satisfy the same SDE.
Using Feymann-Kac formula, the PDE of g (see (129)–(130) in Appendix B.2), as
well asW in (83), we can verify that the distribution πRT is the same as the distribution π∗0
in (99). To summarize, we have proved that both (qR,−(s), pR,−(s)) and (qu
∗
(s), pu
∗
(s))
satisfy the same SDE with the same initial distribution π∗0 . Therefore, they have the
same law on the path space.
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A Proofs of fluctuation relations
In this section, we present concise derivations of the fluctuation relations for both
Brownian dynamics in Section 2.1 and Langevin dynamics in Section 3.1.
A.1 Fluctuation relation for Brownian dynamics
Proof of Proposition 1. Consider the PDE
∂f
∂s
= LTs f +
(
η − β∂V
∂s
)
f , s ∈ [0, T ] ,
f(·, 0) = f0 ,
(108)
where f0 : R
n → R is a bounded continuous function. One can verify that its solution
can be expressed as (similar to the derivation of Kolmogorov’s forward equation [46],
for instance, by introducing a test function and applying Ito’s formula)
f(x′, t)
=
∫
Rn
E
[
exp
( ∫ t
0
η(x(s), s) ds − β
∫ t
0
∂V
∂s
(x(s), s) ds
)
δ
(
x(t)− x′) ∣∣∣∣ x(0) = x] f0(x) dx ,
(109)
for (x′, t) ∈ Rn×[0, T ]. On the other hand, using the second identity in (34) of Lemma 1,
from (108) we find
∂(eβV f)
∂s
= (eβV f)η + eβV LTs f = (eβV f)η + LRT−s(eβV f) . (110)
Define
φ(x, s) = eβV (x,T−s)f(x, T − s) , ∀ (x, s) ∈ Rn × [0, T ] . (111)
Then, (110) implies
∂φ
∂s
+ η(x, T − s)φ+ LRs φ = 0 , s ∈ [0, T ] ,
φ(x, T ) = eβV (x,0)f0(x) , x ∈ Rn .
(112)
Since LRs is the generator of the reverse dynamics (31) at time s, applying Feymann-Kac
formula and using the terminal condition in (112), we know
φ(x′, t)
=E
[
exp
(∫ T
t
η(xR(s), T − s) ds
)
φ(xR(T ), T )
∣∣∣∣ xR(t) = x′]
=E
[
exp
(∫ T
t
η(xR(s), T − s) ds
)
f0(x
R(T )) eβV (x
R(T ),0)
∣∣∣∣xR(t) = x′]
=
∫
Rn
E
[
exp
( ∫ T
t
η(xR(s), T − s) ds
)
δ(xR(T )− x)
∣∣∣∣xR(t) = x′] f0(x) eβV (x,0) dx ,
(113)
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for all (x′, t) ∈ Rn × [0, T ]. Combining (109), (111) and (113), we can derive∫
Rn
E
[
exp
(∫ T
0
η(xR(s), T − s) ds
)
δ
(
xR(T )− x) ∣∣∣∣xR(0) = x′] f0(x) eβV (x,0) dx
=φ(x′, 0)
=eβV (x
′,T )f(x′, T )
=eβV (x
′,T )
∫
Rn
E
[
exp
(∫ T
0
η(x(s), s)ds − β
∫ T
0
∂V
∂s
(x(s), s)ds
)
δ(x(T ) − x′)
∣∣∣∣x(0) = x]
× f0(x) dx .
(114)
Therefore, we obtain (36), since (114) holds for all bounded continuous functions f0.
A.2 Fluctuation relation for Langevin dynamics
Proof of Proposition 3. The proof is similar to that of Proposition 1 in Appendix A.1.
Consider the PDE
∂f
∂s
= QTs f +
(
η − β∂H
∂s
)
f , s ∈ [0, T ] ,
f(·, ·, 0) = f0 ,
(115)
where f0 : R
n × Rn → R is a bounded continuous function.
Introduce the function φ : Rn×Rn× [0, T ]→ R, where φ(q, p, s) = (eβHf)(q, p, T −
s). Using (115) and the second identity in (80) of Lemma 3, we can verify that
∂(eβHf)
∂s
= (eβHf)η +QRT−s(eβHf) , (116)
from which we obtain
∂φ
∂s
+ η(q, p, T − s)φ+QRs φ = 0 , s ∈ [0, T ] ,
φ(q, p, T ) = eβH(q,p,0)f0(q, p) , (q, p) ∈ Rn × Rn .
(117)
(82) is obtained after expressing the solutions of PDEs (115) and (117) in terms of
path ensemble averages of the Langevin dynamics (69) and (78), respectively. We refer
to (109), (113), and (114) for details.
B Optimal control problems related to Jarzynski’s identity
In this section, we discuss the relevance of both the optimal control problem (51)–
(52) in Section 2.3 and the optimal control problem (95)–(96) in Section 3.3 to the study
of free energy calculation based on Jarzynski’s identity.
B.1 Brownian dynamics
We consider the forward process (22) and recall the notations in Section 2.1. Jarzyn-
ski’s identity states that [26, 27]
∆F = F (T )− F (0) = −β−1 lnE
(
e−βW
∣∣∣x(0) ∼ ν∞0 ) , (118)
25
where F is the free energy in (30), E(· |x(0) ∼ ν∞0 ) denotes the path ensemble average
of (22) with initial distribution ν∞0 , and W is the work in (37). (118) provides a way
of computing the free energy difference ∆F by sampling nonequilibrium trajectories,
although the sampling variance is an issue of Monte Carlo estimators based on (118).
See [18, 28, 39] for previous studies. In the following, we recall some analysis of (118)
using change of measures [21], and show how the optimal control problem (51)–(52)
arises.
Let ν¯0 be a probability measure on R
n that is absolutely continuous with respect
to the Lebesgue measure, and us ∈ Rm, 0 ≤ s ≤ T , is a (feedback) control force such
that the Novikov’s condition is satisfied [40]. Applying change of measures to (118), we
see that the free energy difference can also be estimated using
∆F = −β−1 lnE
(
e−βW
dP
dPuν¯0
∣∣∣∣xu(0) ∼ ν¯0) (119)
where E(· |xu(0) ∼ ν¯0) denotes the path ensemble average of the controlled nonequilib-
rium process
dxu(s) =
(
J − γ∇V + 1
β
∇ · γ
)
(xu(s), s) ds +
√
2β−1σ
(
xu(s), s
)
dw(s)
+ σ(xu(s), s)us ds ,
(120)
starting from xu(0) ∼ ν¯0, P and Puν¯0 are the path measures of the original process (22)
and the controlled process (120), respectively. The explicit expression of the likelihood
ratio in (119) is given by Girsanov’s theorem [40]. Moreover, there exists an optimal
change of measures Pu
∗
ν∗
0
, which corresponds to an optimal initial distribution ν∗0 and an
optimal control force u∗, such that the variance of the (importance sampling) Monte
Carlo estimator based on (119) equals zero [21]. In fact, a simple argument shows that
ν∗0 satisfies
dν∗0
dx
=
e−βV (x,0)
Z(T )
E
(
e−βW
∣∣∣x(0) = x) = e−βV (x,0)
Z(T )
g(x, 0) , (121)
where
g(x, t) = E
(
e−β
∫ T
t
∂V
∂s
(x(s),s) ds
∣∣∣ x(t) = x) , ∀ (x, t) ∈ Rn × [0, T ] . (122)
Feymann-Kac formula implies that g solves the PDE
∂g
∂s
+ Lsg − β∂V
∂s
g = 0 , and g(·, T ) ≡ 1 . (123)
The optimal control problem (51)–(52) is recovered by considering the logarithmic
transformation U = −β−1 ln g [16]. In fact, using the identity (35) in Lemma 1, we can
deduce from (123) that U : Rn × [0, T ]→ R satisfies the HJB equation
∂U
∂s
+ min
v∈Rm
{
LsU + (σv) · ∇U + |v|
2
4
+
∂V
∂s
}
= 0 , (x, s) ∈ Rn × [0, T ] ,
U(·, T ) = 0 .
(124)
Therefore, U is the value function of the stochastic optimal control problem (51)–
(52) [16]. It is also known that the optimal control of the optimal control problem
(51)–(52) is given by (54), which coincides with u∗ that leads to the optimal change of
measures (119).
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B.2 Langevin dynamics
Similar to the case of Brownian dynamics in Appendix B.1, Jarzynski’s identity
∆F = F(T )−F(0) = −β−1 lnE
(
e−βW
∣∣∣ (q(0), p(0)) ∼ π∞0 ) , (125)
holds for Langevin dynamics [29, 6], where F is the free energy in (72), E(· | (q(0), p(0)) ∼
π∞0 ) denotes the path ensemble average of the (forward) process (69) starting from the
initial distribution π∞0 in (71), and W is the work in (83). In the following, we explain
how the optimal control problem (95)–(96) is related to (125).
Applying change of measures to (125), we get
∆F = −β−1 lnE
(
e−βW
dP
dPup¯i0
∣∣∣∣ (qu(0), pu(0)) ∼ π¯0) (126)
where Pup¯i0 and E(· | (qu(0), pu(0)) ∼ π¯0) denote respectively the probability measure (in
path space) and the path ensemble average of the controlled Langevin process
dqu(s) =∇pH(qu(s), pu(s), s) ds
dpu(s) =−∇qH(qu(s), pu(s), s) ds − γ(qu(s), s)∇pH(qu(s), pu(s), s) ds
+ σ(qu(s), s)us ds+
√
2β−1σ(qu(s), s) dw(s)
(127)
starting from the initial distribution π¯0 (which may differ from π
∞
0 ), P denotes the
probability measure of (69) starting from π∞0 , and us ∈ Rm, 0 ≤ s ≤ T , is the control
force. Note that in (127) the control force is only applied to the equation of momentum
p [54]. The explicit expression of the likelihood ratio in (126) is again given by Girsanov’s
theorem [40]. In particular, there is an optimal change of measure, characterized by the
optimal initial distribution π∗0 and the optimal control force u
∗, such that the variance
of the importance sampling Monte Carlo estimator based on (126) equals zero. A simple
analysis shows that
dπ∗0 =
1
Z(T )g(q, p, 0) e
−βH(q,p,0) dqdp , (128)
where
g(q, p, t) = E
(
e−β
∫ T
t
∂H
∂s
(q(s),p(s),s)ds
∣∣∣ q(t) = q, p(t) = p) , ∀ (q, p, t) ∈ Rn × Rn × [0, T ] .
(129)
Feymann-Kac formula implies that g in (129) satisfies the PDE
∂g
∂s
+Qsg − β∂H
∂s
g = 0 , g(·, ·, T ) = 1 , (130)
where Qs is the generator of (69) at time s.
The optimal control problem (95)–(96) is then recovered by considering U = −β−1 ln g.
Concretely, applying (81) in Lemma 3, one can derive from (130) the HJB equation
∂U
∂s
+ min
v∈Rm
{
QsU + (σv) · ∇pU + |v|
2
4
+
∂H
∂s
}
= 0 ,
U(·, ·, T ) = 0 .
(131)
Therefore, U is the value function of the optimal control problem (95)–(96) [16]. The
optimal control of (95)–(96) is given by (98), which coincides with u∗ that leads to the
optimal change of measure in (126).
27
C Relative entropy estimate for Langevin dynamics: Proof
of Theorem 3
In this section, we prove Theorem 3 in Section 3.2. The proof is based on the
hypocoercivity theory [53] (in the simplest setting), which is a general framework for
the study of the convergence of degenerate kinetic equations towards equilibrium. Before
presenting the proof, we need to introduce some notations.
First of all, let us define the operators
A =∇p , Ai = ∂
∂pi
, B = p · ∇q −∇qV · ∇p ,
C =∇q , Ci = [Ai, B] = AiB −BAi = ∂
∂qi
, 1 ≤ i ≤ n ,
(132)
where [Ai, B] denotes the commutator of Ai and B, and we have used the fact that
V = V (q, s) is independent of p to derive the last equality. Note that, since V is time-
dependent, B = Bs is time-dependent as well. Following [53], for s ∈ [0, T ], we denote
by A∗i and B
∗ the adjoint operators of Ai and B with respect to the probability measure
π∞s (71), respectively. (The notations here should be compared to (25) and (74), which
are adjoint operators with respect to Lebesgue measure. Also see Remark 1 for related
discussions.) Note that we are considering the special case (87), i.e.,
σ =
√
ξIn , H(q, p, s) = V (q, s) +
|p|2
2
, (q, p, s) ∈ Rn × Rn × [0, T ] , (133)
where ξ > 0. One can verify that (see [53, Section 7])
A∗i = −
∂
∂pi
+ βpi , A
∗
iAi = −
∂2
∂p2i
+ βpi
∂
∂pi
,
B∗ = −B ,
[Ci, B] = −
n∑
l=1
∂2V
∂qi∂ql
∂
∂pl
, [Ai, A
∗
j ] = βδij , [Ai, Cj ] = 0 , [Ci, A
∗
j ] = 0 ,
(134)
for 1 ≤ i, j ≤ n, as well as
Qs = − ξ
β
n∑
i=1
A∗iAi +Bs , QRT−s = Q∗s = −
ξ
β
n∑
i=1
A∗iAi −Bs , (135)
where Qs,QRs are defined in (70) and (79) (in the case of (133)), respectively. The
identities in (134) and (135) allow us to interchange the order of two first-order differ-
ential operators (in the proof of Lemma 5 below). To simplify notations, we introduce
functions
h =
dπs
dπ∞s
, and u = lnh, (136)
where the probability measure πs is defined in (73). Also, we will write
∫
fdπs or
∫
fdπ∞s
for integrations over the entire phase space Rn × Rn. With these conventions, (81) in
Lemma 3 and (85) in Lemma 4 imply
∂h
∂s
= β
(∂V
∂s
− dF(s)
ds
)
h+Q∗sh , (137)
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and
∂u
∂s
=β
(∂V
∂s
− dF(s)
ds
)
+Q∗su+
ξ
β
|Au|2 , (138)
where we have used ∂H∂s =
∂V
∂s thanks to (133).
We need the following result, which is essentially a special case of the more general
result [53, Lemma 32]. We present its proof since in the current setting V is time-
dependent and the calculation is more transparent.
Lemma 5. Let h and u be the functions in (136). We have the following identities.
d
ds
∫
|Au|2 dπs = − 2ξ
β
n∑
i,j=1
∫
(AiAju)
2 dπs − 2ξ
∫
|Au|2 dπs − 2
∫
〈Au,Cu〉 dπs ,
d
ds
∫
|Cu|2 dπs =2β
∫
〈Cu,C ∂V
∂s
〉 dπs − 2ξ
β
n∑
i,j=1
∫
(CjAiu)
2 dπs
− 2
∫
〈[C,B]u,Cu〉 dπs ,
d
ds
∫
〈Au,Cu〉 dπs =β
∫
〈Au,C ∂V
∂s
〉 dπs − 2ξ
β
n∑
i,j=1
∫
(AjAiu)(AiCju) dπs
− ξ
∫
〈Au,Cu〉 dπs −
∫
|Cu|2 dπs −
∫
〈Au, [C,B]u〉 dπs .
Proof. Since the proof is similar to the one of [53, Lemma 32], we only sketch the
derivation of the first identity. The other two identities can be derived similarly, using
(132), (134) and integration by parts.
Recall that QTs and Q∗s are the adjoint operators of Qs with respect to Lebesgue
measure and the probability measure π∞s , respectively. Using dπs = ̺ dqdp, (136), and
the Fokker-Planck equation (74), we compute
d
ds
∫
|Au|2 dπs
=
d
ds
∫
|Au|2̺ dqdp
=
∫ (
∂
∂s
|Au|2
)
̺ dqdp+
∫
|Au|2QTs ̺ dqdp
=2
∫ 〈
Au,A
∂u
∂s
〉
dπs +
∫
(Qs|Au|2) dπs
=2
∫ 〈
Au,A
∂u
∂s
〉
hdπ∞s +
∫
(Qs|Au|2)hdπ∞s .
Using (138), (135), and integration by parts formula, we get
d
ds
∫
|Au|2 dπs
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=2
∫ 〈
Au,A
∂u
∂s
〉
hdπ∞s +
∫
(Qs|Au|2)hdπ∞s
=2
∫
〈Au,AQ∗su〉hdπ∞s +
2ξ
β
∫
〈Au,A|Au|2〉hdπ∞s −
ξ
β
∫
〈A|Au|2, Ah〉 dπ∞s
+
∫
(B|Au|2)hdπ∞s
=
−2ξ
β
n∑
j=1
∫
〈Au,AA∗jAju〉hdπ∞s +
ξ
β
∫
〈Ah,A|Au|2〉 dπ∞s

+
[
−2
∫
〈Au,ABu〉hdπ∞s +
∫
(B|Au|2)hdπ∞s
]
=: J1 + J2 ,
where we have used (Au)h = (A ln h)h = Ah, as well as A(∂V∂s − dFds ) = ∇p ∂V∂s = 0.
Concerning J1, using integration by parts formula, the identities AiA∗j = A∗jAi +
[Ai, A
∗
j ] = A
∗
jAi + βδij (see (134)) and AiAj = AjAi, we can derive
J1 =− 2ξ
β
n∑
j=1
∫
〈Au,AA∗jAju〉hdπ∞s +
ξ
β
∫
〈Ah,A|Au|2〉 dπ∞s (139)
=− 2ξ
β
n∑
i,j=1
∫
(Aiu)(AiA
∗
jAju)hdπ
∞
s +
2ξ
β
n∑
i,j=1
∫
(Aih)(AiAju)(Aju) dπ
∞
s
=− 2ξ
β
n∑
i,j=1
∫
(Aiu)(A
∗
jAiAju)hdπ
∞
s −
2ξ
β
n∑
i,j=1
∫
(Aiu)([Ai, A
∗
j ]Aju)hdπ
∞
s
+
2ξ
β
n∑
i,j=1
∫
(Aih)(AiAju)(Aju) dπ
∞
s
=− 2ξ
β
n∑
i,j=1
∫
(AiAju)
2hdπ∞s − 2ξ
∫
|Au|2hdπ∞s
=− 2ξ
β
n∑
i,j=1
∫
(AiAju)
2 dπs − 2ξ
∫
|Au|2 dπs . (140)
Concerning J2, using AB = BA+ [A,B] = BA+C (see (132)), we compute
J2 =− 2
∫
〈Au,ABu〉hdπ∞s +
∫
(B|Au|2)hdπ∞s
=− 2
∫
〈Au,BAu〉hdπ∞s − 2
∫
〈Au, [A,B]u〉hdπ∞s +
∫
(B|Au|2)hdπ∞s
=− 2
∫
〈Au,Cu〉hdπ∞s
=− 2
∫
〈Au,Cu〉 dπs .
(141)
The first conclusion follows by summing up (140) and (141).
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Now we are ready to prove Theorem 3.
Proof of Theorem 3. Recall the quantity E(s) in (91). Using (132) and (136), we can
write
E(s) = RLan(s) + a
∫
|Au|2 dπs + 2b
∫
〈Au,Cu〉 dπs + c
∫
|Cu|2 dπs . (142)
Since the spatial marginal measure of π∞s satisfies LSI with constant κ, the measure π
∞
s
itself satisfies LSI with constant min{κ, β} (see Remark 4), which implies
RLan(s) ≤ 1
2min{κ, β}
∫ (|Au|2 + |Cu|2) dπs . (143)
Let us choose constants a, b, c > 0, such that both matrices
S =
(
a b
b c
)
, S˜ =
(
ξ
(
1
β + 2a
)
− 2b(1 + L) −(a+ bξ + cL)
−(a+ bξ + cL) 2b− c
)
(144)
are positive definite, where L > 0 is the upper bound of ‖∇2V ‖2 in (89). For instance,
this is satisfied when a, b, c are small enough, such that 2b > c and b2 < ac. Denote by
λ1, λ2 the two (real) positive eigenvalues of S, where 0 < λ1 ≤ λ2, and denote by λ˜1, λ˜2
the two (real) positive eigenvalues of S˜ such that 0 < λ˜1 ≤ λ˜2. Then, we have
λ1(x
2 + y2) ≤ax2 + 2bxy + cy2 ≤ λ2(x2 + y2) ,
λ˜1(x
2 + y2) ≤
[
ξ
( 1
β
+ 2a
)
− 2b(1 + L)
]
x2 − 2(a+ bξ + cL)xy + (2b− c)y2
≤ λ˜2(x2 + y2) ,
(145)
for all x, y ∈ R. (145) and (143) imply
RLan(s) ≤ E(s) ≤
( 1
2min{κ, β} + λ2
) ∫ (|Au|2 + |Cu|2) dπs , ∀s ∈ [0, T ] . (146)
Applying the identities in both Proposition 4 and Lemma 5, we can derive
d
ds
E(s)
=− β
∫
∂V
∂s
dπ∞s + β
∫
∂V
∂s
dπs
+ 2cβ
∫
〈Cu,C ∂V
∂s
〉 dπs + 2bβ
∫
〈Au,C ∂V
∂s
〉 dπs
− ξ
( 1
β
+ 2a
) ∫
|Au|2 dπs − 2(a+ bξ)
∫
〈Au,Cu〉 dπs − 2b
∫
|Cu|2 dπs
− 2b
∫
〈Au, [C,B]u〉 dπs − 2c
∫
〈[C,B]u,Cu〉 dπs
− 2ξ
β
n∑
i,j=1
∫ [
a(AiAju)
2 + 2b(CjAiu)(AiAju) + c(CjAiu)
2
]
dπs
=:J1 + J2 + J3 + J4 + J5 ,
(147)
31
where Jl, 1 ≤ l ≤ 5, denotes the terms on the lth line in the second equality above.
Clearly, (145) implies J5 ≤ 0. In the following, we estimate Jl for l = 1, 2, 3, 4.
Recall the constants L1, L2 and L in the assumption (89). Similar to (47), using
(13) and Csisza´r-Kullback-Pinsker inequality (15), we find
J1 ≤β
∣∣∣∣∫ ∂V∂s dπ∞s −
∫
∂V
∂s
dπs
∣∣∣∣
≤βL1
√
2DKL(πs |π∞s ) = βL1
√
2RLan(s) ≤ β
2L21
2ω
+ ωE(s) ,
(148)
for all ω > 0, while Cauchy-Schwarz inequality implies
J2 ≤
∣∣∣∣2cβ ∫ 〈Cu,C ∂V∂s 〉 dπs + 2bβ
∫
〈Au,C ∂V
∂s
〉 dπs
∣∣∣∣
≤
(
c+
b
2
)
β2L22 + c
∫
|Cu|2 dπs + 2b
∫
|Au|2 dπs .
(149)
For J3, we clearly have
J3 ≤ −ξ
(
1
β
+ 2a
)∫
|Au|2 dπs + 2(a+ bξ)
∫
|Au| |Cu| dπs − 2b
∫
|Cu|2 dπs . (150)
For J4, since [Ci, B] = −
∑n
l=1
∂2V
∂qi∂ql
∂
∂pl
(see (134)) and ‖∇2V ‖2 ≤ L, we have
|J4| =
∣∣∣∣−2b∫ 〈Au, [C,B]u〉 dπs − 2c∫ 〈[C,B]u,Cu〉 dπs∣∣∣∣
≤2bL
∫
|Au|2dπs + 2cL
∫
|Au| |Cu|dπs .
(151)
Let us choose ω > 0, such that
2ω = λ˜1
( 1
2min{κ, β} + λ2
)−1
. (152)
Substituting the estimates (148)–(151) into (147), applying (145), (146), and using (152),
we find
d
ds
E(s)
≤
[
β2L21
2ω
+
(
c+
b
2
)
β2L22
]
+ ωE(s)−
{[
ξ
( 1
β
+ 2a
)
− 2b(1 + L)
] ∫
|Au|2 dπs
− 2(cL+ a+ bξ)
∫
|Au||Cu| dπs + (2b− c)
∫
|Cu|2 dπs
}
≤
[
β2L21
2ω
+
(
c+
b
2
)
β2L22
]
+ ωE(s)− λ˜1
∫
(|Au|2 + |Cu|2) dπs
≤
[
β2L21
2ω
+
(
c+
b
2
)
β2L22
]
+ ωE(s)− λ˜1
( 1
2min{κ, β} + λ2
)−1
E(s)
=
[
β2L21
2ω
+
(
c+
b
2
)
β2L22
]
− ωE(s) .
The conclusion follows by applying Gronwall’s inequality.
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