Abstruct-A general method for constructing nonnegativedefinite, joint time-frequency distributions (TFD's) satisfying the marginals of time Is(t)l' and frequency lS(f)12 is presented. As nonnegative-definite distributions with the correct marginals, these TFD's are members of the Cohen-Posch class. Several examples illustrating properties of these TFD's are presented for both synthetic and real signals.
I. INTRODUCTION ISTORICALLY, the goal of time-frequency analysis has
H been the description of the distribution of signal energy as a joint function of time and frequency (e.g., [ 161, [32] , [25] ). It is generally accepted that ideally, such a distribution should yield the correct marginal densities of time and frequency and, further, that it be manifestly positive for a proper interpretation as a joint density function. A significant contribution to this field was made by Cohen in 1966 [6] , when he gave a general, unifying formulation for obtaining all distributions with the correct marginals. The condition for positivity was not known until several years later [15] , [14] . Explicit in this approach is the selection of a kernel, which determines the properties of the distribution.
Although Cohen emphasized that the kernel could be functionally dependent on the signal and gave an example of such a kernel [6] , most of the development in the field has focused on signal-independent kernels. These kernels yield distributions that are said to be "bilinear." However, bilinear distributions cannot be positive and yield the correct marginals [33] , [34] . Therefore, to obtain positive TFD's with the correct marginals, it is necessary to consider signal-dependent kernels [14] . Besides the work of Cohen and Posch [14] , which we consider next, others who have considered signal-dependent kernels were Jones and Parks [18] , [19] , Cohen [lo] , Cohen and Lee [13] , and Baraniuk and Jones [l] , [2] , [17] . We note, too, that when the kernel of a so-called "bilinear" distribution is adjusted' according to the signal at hand, the distribution is no longer bilinear but is indeed signal-dependent; see Manuscript received June 18, 1992; revised February 2, 1994 . This work was supported by the Boeing Commercial Airplane Co. and the Virginia Merrill Bloedel Hearing Research Center, University of Washington. The associate editor coordinating the review of this paper and approving it for publication was Prof. Kevin M. Buckley. [17] for work in this regard. These works demonstrate the superior performance of signal-dependent distributions over bilinear distributions. Unlike our goal, however, the primary objective of these authors was not the construction of positive distributions with the correct marginals.
In this paper, we show how to construct positive TFD's with the correct marginals. We use cross-entropy minimization to construct TFD's in the , [23] . Examples of these TFD's for tones, chirps, resonators, speech, and acoustic recordings of rotating machinery are provided. By way of these examples, we discuss the properties of such TFD's and insights obtained from them and some of the differences between joint distributions and conditional distributions.*
BACKGROUND: COHEN-POSCH TFD's
For a TFD P ( t , f) of the signal s ( t ) (real or complex) to be interpreted as a joint energy density, it must, at the very least, satisfy the two fundamental properties of nonnegativity and the correct marginals for all time and frequency:
where S ( f ) = s-", s(t)epJ2"ftdt is the Fourier transform of the signal, and ls(t)I2 and lS(f)I2 are the energy densities of time and frequency, i.e., the marginals, which are commonly called the instantaneous power and the energy density spectrum, respectively. Joint density functions of time and frequency that satisfy these properties have been called proper TFD 's [14] .
The marginals, together with nonnegativity, ensure that the spectral, temporal, and total signal energies are accurately reflected by the TFD. The marginals assure that global quantities such as mean time, mean frequency, duration, and bandwidth are correctly given. Nonnegativity further ensures that the conditional expectations of the distribution are sensible and physically interpretable [7] and possibly additional linear integral constraints, such as desired moments of the TFD: s ( t ) or its spectrum S(f) are zero [14] . This condition is more restrictive than the classical finite support properties [5], and it is violated by many of the bilinear distributions [7] , [9] , [22] . Strong finite support is a property of every true (probability) distribution, in that any multivariate distribution (e.g., P ( z , y) ) is zero everywhere its marginals (Py(z), Pz(y) 
B. An Analytical Solution: MCE-TFD f o r Linear FM
Before proceeding to a general numerical method of SOlution, we Present an example that is analytically solvable. Consider the linear frequency modulated (FM) signal with a Gaussian envelope since dw = lS(f)I2df by (5); the frequency marginal is obtained analogously. We also point out that since the uncertainty principle depends only on the marginals, these TFD's satisfy the uncertainty principle because they do indeed yield the correct marginals [7] , [9], [21] .
As with the bilinear distributions, the key question of how to choose the kemel of the Cohen-Posch class arises. This paper addresses that question. [20] .
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At the "zeroth" iteration, we have
(17) We solve for Xo by imposing the time marginal constraint of (7) on (22) (7)- (9)), yields the MCE-TFD
This TFD is a joint-normal (i.e., bivariate Gaussian) distribution; it is plotted, along with the marginal densities, in Fig. 1 for a particular choice of signal parameters. That the bivariate Gaussian is indeed the MCE distribution when only the second moments are specified has been proved by Shannon [29] . For this example, specifying the (Gaussian) marginals and the linear instantaneous frequency is equivalent to specifying the variances and covariance (i.e., the second moments) of the joint distribution. It is interesting that the MCE-TFD Q ( t , w ) above is the Wigner distribution of this signal. This signal is the only one for which the Wigner distribution is nonnegative 181. For any joint distribution, conditional distributions are obtained by normalizing by one of the marginals. The conditional distributions for this example are and For this signal, the time-conditional distribution Q(w I t ) peaks along the instantaneous frequency, whereas the frequencyc'oditional distribution Q(t I U ) peaks along the group delay.
Thus, for a given time t , Q ( t , w ) peaks at the instantaneous frequency of this signal, whereas for a given frequency w , it peaks along the group delay of this signal.
Although generally accepted as the instantaneous frequency of this signal, + we note that this complex signal is not analytic. However, for where m o ( t ) is the true (desired) time marginal of (7), and fi(t) is the time marginal of i)(t, f). Note that this Lagrange multiplier is a function of time. Substituting this value for XO back into (22) yields the solution at this iteration. Q(')(t, f ) has the correct time marginal but not necessarily the correct frequency marginal.
To obtain the correct frequency marginal, Q(')(t, f ) is used as a new "prior" estimate in the next iteration:
Analogous to the previous derivation, the frequency marginal constraint of (8) is imposed, leading to the solution at this iteration, where m o ( f ) is the true (desired) frequency marginal of (8), and y(')(f) is the frequency marginal of Q(')(t. f ) . After this iteration, Q ( l ) ( t . f ) yields the desired frequency marginal, but it no longer necessarily has the correct time marginal. However, continued iteration brings us progressively closer to the desired TFD Q ( t , f ) since AH(Q, ~( % + l ) )
by the convexity of cross-entropy [31] . If only the marginal constraints are imposed, the time marginal constraint is applied again in the next iteration, using Q(')(t. f ) as a new "prior" estimate, to obtain the updated estimate where y(l)(t) is the time marginal of Q ( ' ) ( t , f ) . Successive iterations between the marginal constraints are made until convergence is reached [3] ; at this point, the solution [20] . We chose the
Q ( x ) ( t , f ) is the MCE-TFD Q ( t , f )
where yl(u) is the actual Ith moment at time U = t or frequency U = f at the current iteration, and ml(u) is the corresponding desired (true) Ith m~m e n t .~ 4We have subsequently found that this convergence constraint can be relaxed by 2-3 orders of magnitude with little noticeable change in a logamplitude gray-scale plot of the result; the savings in computation, however, can be tremendous. For example, the speech example of Section IV-E went from hours to converge to under 90 s on a SPARC 2 when the convergence constraint was relaxed by three orders of magnitude.
The procedure is the same for higher moment constraints, that is, successive iterations between the marginals and higher moment constraints are made until convergence is reached. For example, at the ith iteration, the following instantaneous frequency constraint could be applied:
where ml(t) is the desired (true) constraint of (9). Solving for X I is not as simple as in the case of the marginals since here, the argument of the expo function is dependent on the variable of integration. In practice, iterative methods (e.g., Newton-Raphson search) can be used to solve for XI .
D. Higher Moment Constraints
In the example of Section 111-B, the uniform distribution was chosen as a prior estimate, and then, additional information was specified via an instantaneous frequency constraint and the marginals. Had the instantaneous frequency information not been specified, the resulting MCE-TFD would have been
. Additional information beyond the marginals is therefore needed to obtain a better estimate of the unknown distribution. Typically, this information is incorporated in the MCE formalism via the prior distribution and specification of known moments of the unknown distribution. However, with time-frequency distributions, beyond instantaneous frequency and instantaneous bandwidth, the joint and conditional moments are not known a priori. Even for the "known" moments of instantaneous frequency and instantaneous bandwidth, problems arise.
In time-frequency analysis, the conventional interpretation of instantaneous frequency is that it is the average frequency at a given time, which is the first conditional moment in frequency:
(f)t = /-: f W I Wf. (30) (Note that, as with the bilinear distributions, ( f ) t is calculated from the time-conditional distribution.) When the analytic signal is used, some of the bilinear distributions yield the conventional definition of instantaneous frequency for ( f ) t , namely, the derivative of the phase (+(t)) of the analytic signal; this result has long been viewed as a "desirable property" of a TFD. However, for many signals, interpretation of +(t) as "average frequency at a given time" is problematic.
In particular, analytic signals contain only positive frequencies; therefore, the average frequency at a given time should itself be positive. However, +(t) is often negative, and therefore, so is ( f ) t for many bilinear distributions. The reason that these distributions yield this result is because they take on negative values. A positive TFD of an analytic signal will never yield negative values for ( f ) t since such a result conflicts with the frequency marginal constraint Note that like the temporal and spectral densities, the TFD is multimodal. Compare with Fig. 1 , wherein that MCE-TFD exhibits a unimodal joint energy density, which is consistent with the temporal and spectral densities of that signal.
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Fig. 3. (a) Spectrogram of a real tone; (b) MCE-TFD & ( t , f ) ; (c) time-conditional TFD & ( f i t ) ; (d) frequency-conditional TFD Q(t1f).
Note that Q ( t , f ) preserves the oscillatory amplitude structure of the real tone, whereas Q ( f l t ) is more in agreement with what one might expect a TFD of this signal to look like. Plots are log amplitude gray scale.
Thus, care must be exercised when applying an instantaneous frequency constraint since the imposed constraint may be inconsistent with the fundamental properties of positivity and the marginals. When such a constraint is not in conflict with these properties, then a solution can be found, as demonstrated in Section 111-B.
Although some work has been done in determining conditional moments beyond instantaneous frequency from the signal (e.g., instantaneous bandwidth [ 12]), it is generally not known what these moments should be. The specification of joint and conditional moment constraints is thus not feasible, given the current state of knowledge. Additional information beyond the marginals can nonetheless be incorporated into the joint distribution by using priors other than a uniform distribution.
E. Choosing Priors
Although the spectrogram does not yield the correct marginals, it enjoys wide-spread application because it is nonnegative and generally conforms to expectations of where energy should appear in time-frequency. As such, the spectrogram can be used as a blurred, prior estimate of the unknown distribution. The correct marginals (and possibly Fig. 4. (a) Harmonic resonator generated by periodically exciting an underdamped second-order system fundamental frequency was 1 kHz, period was 10 ms); (b) narrowband spectrogram; (c) wideband spectrogram; (d) MCE-TFD, generated from a combined spectrogram prior and the marginal constraints. Note that unlike the spectrograms, the MCE-TFD jointly preserves both the spectral and temporal features of periodicity. other higher joint or conditional moments) can be calculated from the known signal, and imposed on the spectrogram prior via the iterative method outlined earlier, to obtain an MCE-TFD other than the correlationless one.
In addition, it is not necessary to restrict oneself to a single prior estimate of the unknown distribution since MCE allows for the inclusion of information obtained from multiple priors. For example, consider the average of the cross-entropy for two different unit-energy priors: where This average is equal to the cross-entropy between &(t, f ) and the geometric mean of the priors; we can therefore solve for the distribution Q(t, f ) that minimizes (31), again subject to at least the marginal constraints. Furthermore, one need not be restricted to combining only two priors since an average crossentropy measure can be defined for any number of priors. The combined prior would then be the nth root of the product of the n individual priors. Other criteria, such as minimax over a set of cross entropies, can also be used to combine multiple priors [24] , from which positive TFD's can then be constructed.
IV. EXAMPLES
The following examples were obtained using only the marginal constraints with spectrogram (or combined spectrogram) priors. Two exceptions are provided in Sections IV-A and IV-D, where an instantaneous frequency consistent with the frequency marginal constraint was known a priori and incorporated via a matched spectrogram prior estimate. The matched spectrogram prior was generated using a linear FM window, where the chirp rate of the window matched the chirp rate of the signals. With the exception of the first example, all of the following signals were real. 
A. Multiple Chirps
Consider a signal composed of two complex, linear FM signals with the same chirp rate and Gaussian envelope separated in time by a small delay 2T:
(see [2] for parameter values). An MCE-TFD generated from a matched spectrogram prior of this signal is shown in Fig. 2 , along with the temporal and spectral densities ls(t)I2 and l S ( f ) I 2 of this signal. Compare this result with that for the single complex FM chirp, which is shown in Fig. 1 along with its marginal densities. Note that as the MCE-TFD of Fig. 1 exhibits a single peak consistent with the marginals of the monocomponent FM signal, the MCE-TFD of Fig. 2 exhibits multiple peaks, which is consistent with the marginal densities of the multicomponent FM signal. If the densities ls(t)I2 and l S ( f ) I 2 exhibit peaks and troughs (as do those in Fig. 2(b) and (c)), then so must the joint TFD for the sum over time or frequency to yield the correct marginal densities.
+ e-a(t-T)2,j(c(t-T)2-Z~fz(t-T))
B. Real Tone
Consider the real, finite-duration, unit-energy tone s ( t ) = rect(t/T) cos(2~fot)/@. Fig. 3 shows gray-scale, logamplitude plots of (a) the spectrogram prior, (b) the MCE-TFD !E TRANSACTlONS ON SIGNAL PROCESSING, VOL. 42, NO. 10, OCTOBER 1994 Q(t, f), (c) the time-conditional distribution Q ( f l t ) , and (d) the frequency-conditional distribution Q( tl f) of this tone.
Note that the joint distribution ( Fig. 3(b) ) preserves the oscillatory nature of the instantaneous power of this signal (ls(t)I2 = rect2(t/T) cos2(27rfot)/E), whereas the timeconditional distribution is closer to what one might expect for the distribution of a tone. We emphasize that the MCE-TFD of Fig. 3(b) is indeed a legitimate joint energy density of this signal in time-frequency. If Fig. 3(c) is what we prefer, then what we are after is the time-conditional energy density &(!It), which is readily obtained from the joint distribution.
Comment: For sufficiently long duration T and fo >> 0, the analytic signal corresponding to the real tone above is (neglecting energy normalization) -rect(t/T) e x p ( j 2~f o t ) . The instantaneous power of this analytic signal does not exhibit temporal amplitude variations, and thus, neither will a joint MCE-TFD of this analytic signal. Such a distribution, however, is not a distribution of the given real tone-it is a distribution of the analytic signal. Furthermore, the elimination of temporal amplitude variations from the joint TFD via use of the analytic signal will not work in the general case. For example, the instantaneous power of a complex (specifically, analytic) two-tone signal ~( t ) e x p ( j 2~f o t ) + a1 ( t ) e x p ( j 2~f l t ) will generally exhibit oscillatory amplitude variations, which would be manifest in the joint TFD. Indeed, although not an analytic signal, the MCE-TFD of the real tone is an example of how these amplitude variations appear for a complex two-tone signal. As demonstrated, these temporal amplitude variations do not appear in the time-conditional distribution Q ( f I t ) .5
C. Resonator
Next, we consider a resonator, which serves as a crude model of a single speech formant and other acoustic resonances, such as those that occur in music. The signal illustrated in Fig. 4(a) was generated by driving a second-order linear time-invariant filter with an input pulse train (pulse duration was 0.5 ms) of five uniformly spaced ( T = 10 ms) pulses. The signal was therefore periodic, and the resonant frequency was 1 kHz. A narrowband spectrogram and a wideband spectrogram of this signal are shown in Fig. 4(b) and (c). Note that this periodic signal (as with any periodic signal) has both spectral and temporal characteristics of periodicity, but a single spectrogram can only approximate these features either in time or in frequency but not both simultaneously. That is, a narrowband spectrogram more accurately approximates the harmonic spectral characteristics of this periodicity, whereas a wideband spectrogram emphasizes the temporal structure of this periodicity. The MCE-TFD of Fig. 4(d) jointly reflects these features. This TFD was generated using a combined narrowbandwideband spectrogram prior along with the marginal constraints.
We note that any amplitude variations due to the frequency marginal will appear in Q(f1t). Thus, for example, Q ( f l t ) for the two-chirp signal of Section IV-A (Fig. 2) will be multipeaked since IS(f)l* is multipeaked. 
D. AM-FM
The signal shown in Fig. 5 (a) was generated by amplitude modulating a real, linear FM chirp by a periodic sawtooth wave. This signal is similar to a resonator for which the center frequency linearly increases with time. Because of the FM, the signal is not periodic, yet as with the previous example, a TFD can reveal harmonic structure (Fig. 5(d) ). This harmonic structure is aligned parallel to the main lobe of the signal in time-frequency, which is consistent with the previous example. The harmonic structure here arises from the periodic sawtooth wave AM. This MCE-TFD was generated via a matched spectrogram prior and the marginal constraints. 
E. Speech
F. Rotating Machinery
This final example demonstrates use of a proper TFD for the analysis of manufacturing data, collected by one of the authors during a summer internship at the Boeing Commercial Airplane Company. The signal shown in Fig. 7(a) is an acoustic recording of a composite, abrasive wheel grinding a steel plate. The problem of interest in this grinding process is to determine what time-frequency cues, if any, are associated with degradation of the grinding wheel surface so that the wheel may be dressed (or changed) before it causes any damage to the manufactured part. Fig. 7(b) is a gray scale, log amplitude plot of a wideband spectrogram of this grinding process, Fig. 7 (c) is a plot of a narrowband spectrogram of this process, and Fig. 7(d) is an MCE-TFD of this process generated from a combined narrowband/wideband spectrogram prior and the marginals. Note the strong time-varying harmonic structure present in the MCE-TFD but not in the spectrograms. In particular, observe from the MCE-TFD that the single broad spectral band appearing in the spectrograms is actually comprised of at least two narrow harmonic bands separated by the fundamental frequency of the grinding wheel (-20 Hz). This harmonic structure is a result of time-varying AM induced by the grinding process. Further analysis of this AM has revealed changes that are indicative of grinding wheel dullness.
V. CONCLUSION
We have shown that positive time-frequency distributions with the correct marginal densities exist and can be readily constructed for any signal. One method for constructing such distributions was presented. Examples of these TFD's were provided, illustrating a number of properties of positive distributions. Specifically, these TFD's have strong finite support and exhibit peaks and troughs wherever the instantaneous power and spectral density (i.e., the marginals) d w r e c a l l Figs. 2 and 3. Conditional distributions were also examined; in some cases, it was observed that conventional spectrograms look more like conditional distributions than joint distributions. The fact that positive TFD's exist and can be readily constructed offers new avenues for exploration into the theory and applications of time-frequency distributions. In closing, we note that other methods for constructing positive TFD's yield similar results [27] , [28] .
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