ABSTRACT In this paper, aiming at the inefficient question of feature extraction and multi-feature fusion in existing algorithms, we propose a color image retrieval algorithm based on quaternion and deep features. Firstly, we replace the real part of the quaternion with the image information entropy to form a new image matrix, and extracting its moment invariant as the traditional features. Meanwhile, the deep features are extracted by the improved convolutional neural network. Secondly, we develop an effective features fusion procedure. Finally, retrieval results are obtained by Euclidean distance between image's fusion features. In order to demonstrate the effectiveness of our method, we have conducted extensive experiments on three well known datasets (INRIA Holidays dataset, University of Kentucky Benchmark, Oxford 5k).
I. INTRODUCTION
Image information is a vivid description of objective things, so humans accept image information faster than text information. With the rapid development of the information age and explosive growth of images, how to effectively retrieve information from a large number of digital images has become a hot research question. Researchers mainly carry out image retrieval via keywords by manual labeling, which is extremely inefficient and incurs a heavy workload. Therefore, manual labeling gradually develop into content-based image retrieval (CBIR) which retrieves related images from a large number of the images. The core of CBIR is to use traditional and semantics features of images to retrieve images by constraining measured values. At present, the CBIR can be applied to many fields, such as shopping website [1] , medicine [2] , [3] , criminal investigation [4] and other fields. High definition and color images are used more and more widely, gray image retrieval can not meet the requirements, but color image retrieval can competent for this responsibility. In recent years, considering the fact that the traditional features have no semantic information and only can represent the low-level features of the image while deep features have semantic information and can describe image better for image retrieval.
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So, how to extract fusion features of effective has become an urgent problem.
In this paper, aiming at the question that multifeature extraction and features fusion methods perform in content-based image retrieval inefficient, we propose a color image retrieval method based on quaternion and deep features, the main innovations as follows.
1) We focus on the quaternion representation of color images, a method of replacing the real part of quaternion with information entropy is proposed, which is better than the method of real part replaced with zero in other algorithms, and extracts Hu moments as traditional features of color images. 2) We improved the structure of convolution neural network to extract the semantic information of images as deep features efficiently. Before the improvement, there are a lot of parameters in the full connection layer which need to be calculated for a long time. 3) We propose a features fusion method for traditional features and deep features, where the traditional features are based on the quaternion. The fusion features not only take into account the low-level information but also the high-level semantic information, which enriches the content of image features. In further, the paper is organized as follows. Section II briefly summaries the related work. The details of a color image retrieval algorithm are given in Section III. Section IV focuses on the fusion of image multi-feature. In Section V, a series of experiments are presented to prove the effectiveness of the proposed methods. More conclusions about the algorithm are presented in Section VI.
II. RELATED WORK
The feature of image retrieval can be divided into two parts: traditional features and deep features. The low-level texture and edge information in traditional features play an active role in image extraction. Zhao et al. [5] proposed a new fusion features combination between color correlograms and edge direction histogram in order to give precedence to spatial information in an image. Che et al. [6] improved a features fusion method for image retrieval, which took the fuzzy color and texture histogram features as the global features, and the bag of visual word features as the local features to enhance the description ability. Zhou et al. [7] proposed a color histogram and local directional pattern fusion approach, which extracted image color histogram features and local directional features to achieve effectively image retrieval. Liu et al. [8] performed a fusion method of color histogram and LBP-based features for texture image retrieval and classification. The accuracy of these retrieval algorithms has greatly affected by fusion features extraction, if the extracted features are accurate, the retrieval performance is good, and vice versa.
In traditional image retrieval algorithms, color image is usually transformed into gray image to extract features, so the relationship between color channels is lost. Therefore, some color image retrieval methods are proposed. Li et al. [9] performed a color texture image retrieval algorithm based on Gaussian copula models of Gabor wavelets, which using Gaussian copula function to capture the correlation between decomposed subbands of Gabor wavelets. This method has demonstrated excellent performance in image retrieval. Aiming at the question of the poor robustness and the features description insufficient of image retrieval, a robust image retrieval method based on color correlation graph and edge direction histogram is proposed by Somnugpong and Khiewwan [10] . The color histogram is an important information for color image retrieval. Therefore, Zhang et al. [11] proposed an adaptive weighted image retrieval method that combines with the global and local color information of the image, not only retains information of image backgrounds, but also highlights features of regions of interest. These algorithms preserve some of the color information of the image and improve the accuracy of features representations of the image, but lose the connection between the color channels. Liu et al. [12] performed a color face recognition method that quaternion based maximum margin criterion. The maximum margin criterion algorithm is used to project the quaternion vector in the high-dimensional space into a low-dimensional space. The nearest neighbor classifications are taken for classification recognition. Aiming at the problem of inadequate express of color information in color image retrieval, Li et al. [13] proposed a detection algorithm based on the quaternion combined with minimum kernel similarity, and the retrieval accuracy is improved further.
Traditional feature extraction methods can extract colorrelated features, but they lack semantic information. Deep network has the ability of autonomous learning and deep features have semantic information. Ke et al. [14] proposed an image retrieval method based on convolutional neural network and kernel-based supervised hashing, mining hidden semantics from image contents by CNN, and achieving satisfactory retrieval results. The traditional CNN based on global representations has high-dimensional features, which incurs a large number of memory consumptions and computing costs. Zhi et al. [15] proposed a two-stage partial mean pooling approach to construct compact and discriminative global features representations, which has significantly improved the state-of-the-art retrieval performance over several common benchmark datasets. Seddati et al. [16] introduced a new approach that combines multi-scale and multi-layer features extraction with features fusion, and proposed an approach for local RMAC descriptor extraction based on class activation maps. The latter method provides short descriptors and achieves state-of-the-art performance. Li et al. [17] thought the single-layer deep features are not robust enough for shape changes, scale transformations. Therefore, two improved algorithms are proposed to enhanced image retrieval, one of is extracted the multi-scale regional maximum activation value of different layers of CNN, the other of is a parameter-free hedge method. Gordo et al. [18] argued the poor performance of deep features for image retrieval has three reasons: the training data is noisy, the deep structure is not suitable, and the training process is not ideal. Therefore, a new data cleaning method for deep datasets is studied by a large number of noisy image datasets, and a siamese structure is constructed by three streams with a triplet loss. The proposed structure is well suited for image retrieval and achieves superior performance.
It is unavoidable that only using deep features is monotonous and information is lacking. Therefore, a method combining deep features with traditional features is proposed. Deep features have high-level semantic information and can achieve higher accuracy. Many researchers combine the two kinds of features to improve the retrieval efficiency of the features. Liu et al. [19] proposed an algorithm that combines the high-level semantic features of CNN with the traditional underlying features, which could be extraction the deep features and low-level features by vector quantization indexed histogram from dot-diffused block truncation coding bitmap, maximum, and minimum quantizers. Yang et al. [20] performed an algorithm for the fusion of deep features and traditional features. The pre-trained CNN model is used to extract deep features of the high-level semantics, and the scale-invariant feature transform (SIFT) feature is extracted from the region of interest. However, in the method of combining traditional features with deep features, a larger number of data needs to train, which results in the slow speed of image retrieval. Due to the combination of traditional and deep features could great express color image information and achieved good retrieval results, so this paper proposes a new method that color image retrieval based on the quaternion and deep features. Our algorithm framework is show (See Fig. 1 ). Firstly, input a color image, the information entropy, brightness and color information of the image are used to replace the real part and the imaginary part of the quaternion, respectively. The quaternion is decomposed into two complex number, and converting the complex number to the polar coordinates and calculating the Hu moment features. The image size is reduced to 224 × 224 pixels when extracts the deep features, the sixth and seventh fully connected layers of the CNN are modified into convolution layers, and the output datum are regard as the deep features. Secondly, the fusion features are generated by the weighted fusion of deep features and traditional features. Finally, retrieved image is obtained by the Euclidean distance, which is used to calculate the difference between the features of the target image and the features in the feature library.
III. QUATERNION AND DEEP FEATURES BASED IMAGE RETRIEVAL
In this paper, we extract the HU moment and deep features by improved quaternions and CNN respectively.
A. FEATURES EXTRACTION FOR IMAGE CONTENT
Traditional features include color features, brightness features, texture features and so on. But the processing color information when the often neglects the relationship between different color channels. In this paper, we use color information, information entropy and brightness information of the color image to replace the real part and imaginary part of quaternion respectively. The quaternion transformed into the new image matrix and calculated to obtain the Hu moment features.
1) COLOR INFORMATION OF COLOR IMAGE
There are many color models such as RGB, CMYK, HSI, YUV, and so on. At present, digital images use the RGB color model that consists of three primary colors red (r), green (g) and blue (b), and these values range from 0 to 255. The basic unit of a color image is a pixel, each pixel is represented by a consists of r, g and b (There is a connection among r, g and b). So its independent color channel red (R), green (G), blue (B) and yellow (Y) can be expressed by the formulas as follows:
(1)
where r, g, and b represent respectively values of the three primary colors red, green, and blue. According to a comparative study of structures of human visual systems, the human gradually discovered the visual cortex is sensitive to red-green (RG) and blue-yellow (BY), and the RG and BY are very important in color features as follows:
where R, G, B and Y are independent values of color channels red, green, blue and yellow, respectively.
2) BRIGHTNESS INFORMATION OF COLOR IMAGE
Color image brightness is an indicator of the gradient of an image from white to black, and can be expressed by formula as follow:
3) INFORMATION ENTROPY OF COLOR IMAGE
In physics, entropy indicates the disorder degree of molecular state. Information entropy is referenced from physics and is used to describe the uncertainty of information sources. Due to information entropy has symmetry, so the entropy value is invariant, this results in the value of the entropy function is only related to the probability distribution [21] . The information entropy (H) of an image can be expressed by formula as follow:
where p i represents the proportion of pixels that the value is i in the image.
4) QUATERNION COMBINED WITH IMAGE INFORMATION ENTROPY
The quaternion is extension of the complex number, which is proposed by the Irish mathematician Hamilton in 1843. The variation form of the quaternion is used in color image processing [12] , [13] , CNN [22] and other fields, the quaternion includes a real part and three imaginary parts, which can be defined as follow:
where a, b, c and d belong to the real number R, a and bi + cj + dk are the real part and the imaginary part of the quaternion, respectively. The quaternion is a group order basis of the four-dimensional space vector, i, j, and k are imaginary units, which complies with complicated arithmetic rules as follows:
The quaternion multiplication calculation does not satisfy the commutative law, but the addition satisfies the commutative law and the associative law. The quaternion q is expressed as a linear combination as follow:
The self-conjugate quaternionq is expressed as follow:
In the formula (14), q has another representation method q = (a, b, c, d) , and the formula (15) can also be expressed asq = (a, −b, c, −d), and the quaternion q and the self-conjugateq has the same modulus arithmetic as follow:
The real part is often set to zero when many researchers using quaternions to represent color images. We replace the real part of quaternion with the information entropy (H) of color image, color information (RG, BY) and brightness information (I) of color image respectively expresses the coefficients of i, j, and k of the imaginary part, so the image can be expressed by an equation as follow:
According to the above quaternion algorithms, Q can be represented as two complex number as follow:
where,
To simplify the calculation, this paper transform f 1 and f 2 into the polar coordinates is expressed as follow:
where r 1 = √ H 2 + RG 2 is the modulus of f 1 and θ 1 = arctan (H /RG) is the principal value of the auxiliary angle of f 1 .
The same principle can be calculated as follow:
where r 2 = √ BY 2 + I 2 is the modulus of f 2 and θ 2 = arctan (BY /I ) is the principal value of the auxiliary angle of f 2 .
According to the above formulas (18) (19) (20) , the complete form of the image in polar coordinates is expressed as follow:
A new image matrix is calculated as follow:
5) EXTRACTION HU MOMENT FEATURES
The Hu moment has a good invariance with the rotation, translation and scaling of the image, thus Hu invariant moments are selected as the traditional features of the image. In general, the image is a two-dimension discrete digital signal, so the continuous function is discretized for convenient calculation, then the (p + q) order origin moment (m pq ) of f (x, y) can be expressed as follow:
where col and row respectively represent the width and height of the image. In this way, we can calculate the zero-order origin moment and the first-order origin moment; the centroid coordinates of the target image can be calculated from the zero-order and first-order origin moments as follows:
x 0 = m 10 m 00 (24) y 0 = m 01 m 00 (25) We calculate the centroid coordinates of the target image and construct the central moment of translation invariance. This paper selects the centroid of the image as the center, so it has no relation to the central position of the image. The (p + q) order central moment can be expressed as follow:
The central moment may be affected by the scale change. In order to eliminate the influence of the scale change, the zero-order center distance is used for normalization. If the scale changes, the zero-order central moment will also correspondingly changed, and the calculated central moment will remain unchanged, so that the central moment has the scale-invariant characteristic, and the formula of the normalized (p + q) order central moment as follow: (27) where r = p + q/2 + 1. Hu invariant moments with translation, rotation and scaling invariance can be deduced using second and third order central moments as follows:
(29)
Thus, the characteristics of the image can be described by the Hu invariant moments, denoted as F hu .
B. DEEP FEATURES EXTRACTION
CNN is one of the classical models for deep learning can be traced back to the 1980s to 1990s, it includes feed forward neural network with convolution calculations. The CNN model simulates the biological visual perception structure and can be divided into supervised learning and unsupervised learning. The CNN has the abilities of autonomous learning and rotation invariance, so it is widely used in computer vision [23] , natural language processing [24] and other fields. In recent years, CNN has been applied to CBIR [14] - [18] , which has achieved good results.
In this paper, we use the improved CNN to extract the deep features, that is, the sixth and seventh fully connected layers are adjusted to the convolutional layers. The deep features are calculated by 1 × 1 convolution kernel that without changing dimensions of the output datum. The processes of deep features extraction are shown in Table 1 .
In this paper, the CNN structure has eight layers. The improved structure includes seven convolutional layers and one fully connected layer. The original structure includes five convolutional layers and three fully connected layers. The size of the original image is scaled down to 224 × 224 pixels as the input image, the first convolutional layer is calculated using the 11 × 11 convolution kernel, the step size of 4 pixels (st.4), and without padding (pad 0). In this way, the image can be processed quickly, and the non-linearity of the CNN is improved by the ReLU processing. The pooling layers use the maximum pooling, the window size is 2 × 2 pixels, and the step size is 2 pixels. After that, the four convolutional layers are calculated by the same principle. The sixth and seventh convolutional layers are calculated uses a 1×1 pixel convolution kernel, the step size of 1 pixel and without padding. Due to the large amount of parameters in fully connected layers, which is very complicated and time-consuming, so the fully connected layers are replaced by the convolutional layers. This paper in order to increase the network expression ability and reduce the calculation scale, applying 1×1 pixel convolution kernel to linearly transform, and the dimensions of output datum do not change. The total parameters of convolutional neural network are about 138 million, but the improved network is only about 51 million, so the computational efficiency is greatly improved. The average time to extract the features of an image is shown in Table 2 . The experiments show that after replacing the fully connected layers with the convolutional layers, the calculation speed is faster and the retrieve result is better, thus, the output process produces the final deep features are denoted by F vn .
IV. FEATURES FUSION
There are differences between the various features of the image, and the contribution of the features to the image is also difference. Therefore, in this paper, we propose a weighted fusion method based on feature dimensions, that is, the assigned larger weight to the high-dimensional features, vice versa. The fusion and normalization of the traditional features and the deep features of an image I are expressed as follow:
where ImageSize(I) is the image size, L hu and L vn are the dimensions of the features F hu and F vn , respectively, so that the meaning of the weighted fusion is clear, while expresses the proportional relationship between the various parts of the feature. Image retrieval result is measured by the distance between feature vectors. Different distance measurement methods are used according to different data characteristic, and the result of produced is different [7] . The distance measurement methods include Euclidean distance, Manhattan distance, Chebyshev distance, Minkowski distance, Hamming distance and so on. We will introduce the applicable environment of several distances, simply summarize the following: calculate the space distance, the path distance and the shortest distance between the two points, using Euclidean distance, Manhattan distance, Chebyshev distance, respectively. The unified form of the above three methods is Minkowski distance.
The Euclidean distance is called the L2 norm at mathematics. Assuming given vectors x = (x 1 , x 2 , · · · , x n ) and y = (y 1 , y 2 , · · · , y n ), the various norms are calculated as follows.
L1 norm: the sum of the absolute values of the differences between the corresponding elements of the vector (Manhattan distance) as follow.
L2 norm: the sum of the squares of the differences between the corresponding elements of the vector, and then the square root (Euclidean distance).
Lp norm: the sum of the p-th power of the absolute value of the corresponding element difference of the vector, and then the 1/p-th power.
L∞ norm: the largest of the absolute values of the differences between the corresponding elements of the vector, that is, the one with the largest distance in any dimensions.
In this paper, Euclidean distance is used as a measure of similarity between image features. Measure results are returned in ascending order according to the similarity values, and images of top-ranking are used as retrieval results.
V. EXPERIMENTS AND RESULTS

A. EXPERIMENTAL PERFORMANCE EVALUATION CRITERIA AND DATASETS
In order to illustrate the effectiveness and practicability of our method, we have done a lot of experiments on three image datasets. The INRIA Holidays [25] dataset consists of 1491 images and can be divided into 500 groups. Each group represents one object or one scene, the first image of each group is used as the query image during evaluation, and the remain 991 images are the related image. The University of Kentucky Benchmark (UKB) [26] dataset consists of 2,550 categories, and each category has 4 images. These images are many types, such as animals, plants, household items, and the like. At the time of evaluation, in each type selects an image as a query, and retrieves four images the closest to the query from the dataset. The Oxford 5K [27] dataset contains 5063 architectural images, and has 55 query images of 11 different landmarks. Euclidean distance retain four significant digits after the decimal point is applied to calculate similarity. Mean average precision (mAP) metric is used to evaluate performance, the calculation formula as follow:
where P = TP (TP + FP) and R = TP (TP + FN ) represent the precision and recall, respectively. TP, FP and FN respectively, indicate that the positive class is correctly classified as a positive class, the negative class error is classified into a positive class, and the negative class is correctly classified into a negative class.
B. EXPERIMENTAL RESULTS AND ANALYSIS
In this paper, the global image can be directly used for image retrieval. Some contrastive papers need to correct the image, then performs image retrieval and the mAP is used to evaluate the algorithm. Image retrieval always be analyzed from many aspects, such as retrieval accuracy, time-consuming, space occupancy and so on. The pure neural network algorithm retrieval performs well, but the time-consuming and space occupancy overhead is very large, and the training network takes a long time. In [15] proposed the neural network (VGGNet structure), the parameter training is very slow, and then using PCA-whitening for dimension reduction and standard normalization, but the overall time is still long. In [16] used the ResNet50 structure for training, features extraction from multi-layer and multi-scale result in increasing the computation time overhead. In [17] used the VGG16 structure for features extraction, the five layers of the ReLU are connected to form a multi-scale regional maximum activation lead to the space occupancy increasing, then PCA-whitening is used to dimension reduction and standard normalization. In [18] applied the neural network of the VGG16 structure training time is very slow. It has three processes are paralleled operation at the same time and increases the calculation pressure by two times, and resulting in a significant increase in execution time-consuming and space occupancy overhead of the algorithm. Pre-training CNN model is extremely consuming time, and in [20] added local SIFT features bring about retrieval rate efficient. In [15] - [20] algorithms, the neural networks require pre-training, which takes a long time. Therefore, this paper uses the trained neural network to save a lot of time. Because of the different computer configurations, we can only give qualitative analysis, not specific data. Compare our algorithm with other algorithms on three datasets.
1) INRIA HOLIDAYS
In image retrieval, the natural scene is gradually changing, the color of the image is not clear enough, and the difference between the foreground and the background is not obvious. So the features expression is not accuracy, thus leads to the low retrieval precision of the algorithm. Due to the feature dimensions is small, and the neural network is not needed to be trained, so the retrieval speed is fast. Fig. 2 shows five sets of retrieve images. In order to keep the format neat of displayed image, randomly retrieve 5 groups that each group has 5 images. In the first, second and fourth groups of retrieve images have an incorrect image is retrieved, but mainly related images. The top three of the third group are correctly retrieved images, which are very close to the last two incorrectly retrieved images, even human vision classification maybe occurred wrong. The fifth group of retrieve images are all correct, the image of the object can be well recognized. According to the analysis of results, the query pictures can be accurately retrieved from the dataset and the retrieval results are satisfactory. The retrieval results are shown in Table 3 . Comparing with the neural network model that needs to be trained, using the model of this paper without training process and a large number of parameters, which reduces the huge amount of calculations, and has great time efficiency and space efficiency.
2) UNIVERSITY OF KENTUCKY BENCHMARK (UKB)
The retrieval results are shown in Fig. 3 . The top four sets of dataset are selected for display. The foreground and background color of the first, second and third groups are in sharp contrast, and the foreground texture is relatively simple and easy to distinguish, so the algorithm can correctly retrieve images. The fourth group of foreground has a salient object and the background is close to white, which leads to a misjudgment and an incorrect retrieval result. The visual effects show that the four images can be accurately retrieved. The Hu moment features are multiplied by a regulatory factor when the features fusion, bring to the experimental effect is better, the value of the regulatory factor is 0.286. The retrieval experiment results are compared with other state-of-the-art methods as shown in Table 3 . Our algorithm is significantly better than the DDBTC+GoogLeNet [19] algorithm, and with the results of the other three algorithms [15] , [19] , [20] are very closer. The dimensions of our algorithm is 1007, which is about a half of the 2048-dimension of the R-MAC+ ResNet101 [18] algorithm, which is about a quarter of the 4096-dimension of the SIFT+CNN [20] algorithm, and achieves the very closer retrieval results with low-dimension. Therefore, the overall process takes much less time and has an absolute advantage in terms of retrieval speed and space occupancy.
3) OXFORD 5 In the Oxford Buildings Dataset (5K), 11 different landmarks of data were manually labeled, each type with five query images, and a total of 55 images were used for the query, this paper selected more than half of the sets to experiment. The retrieval results are shown in Table 3 . Our algorithm is 6.52% higher than the VGGNet+PCA-whitening [15] algorithm and 1.62% higher than the MS-RMAC+VGG16 [17] algorithm. Both of these algorithms use the same neural network structure as this paper, simple dimension reduction or multi-scale processing of the image, and without adding other features. This paper proposed an algorithm that combining deep features with Hu moment features, enhancing the ability to describe the image, so that the retrieval results will be slightly improved. Fig. 4 shows four sets of retrieving images. In order to make the displayed image format neat, the size of the image is properly adjusted. Each group selects the top eight pictures of the most similar sorting as the display, and it is displayed are all accurately retrieved. The buildings in the picture can be accurately retrieved in both the bright environment and the dim environment.
Our proposed method is compared with the state-of-theart methods to show its superiority to the existing methods, its more optimal than pure deep learning in other aspects such as time-consuming and space occupancy. Compared with other hybrid methods, the feature dimensions used in this paper are smaller and the enhanced experimental results.
VI. CONCLUSION
This paper proposes a novel image retrieval method based on fusion features of improved quaternion representation and deep structure. Firstly, extracting traditional features of new quaternion correlation matrix containing information entropy and color information and so on, and extracting the deep features by the improved CNN. Secondly, our proposed features fusion method based on feature dimensions. Finally, the Euclidean distance is used to measure the similarity between feature vectors for the sake of obtains image retrieval results. A large number of experiments on datasets show excellent retrieval performance, which illustrates the effectiveness of our algorithm. In further, the features extraction can be extended to explore the research fields such as image classification and face recognition.
