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AVERAGING PRINCIPLE FOR SLOW-FAST STOCHASTIC
DIFFERENTIAL EQUATIONS WITH TIME DEPENDENT LOCALLY
LIPSCHITZ COEFFICIENTS
WEI LIU, MICHAEL RÖCKNER, XIAOBIN SUN, AND YINGCHAO XIE
Abstract. This paper is devoted to studying the averaging principle for stochastic dif-
ferential equations with slow and fast time-scales, where the drift coefficients satisfy local
Lipschitz conditions with respect to the slow and fast variables, and the coefficients in the
slow equation depend on time t and ω. Making use of the techniques of time discretization
and truncation, we prove that the slow component strongly converges to the solution of the
corresponding averaged equation.
1. Introduction
In this paper, we consider the following stochastic slow-fast system:{
dXǫt = b(t, X
ǫ
t , Y
ǫ
t )dt+ σ(t, X
ǫ
t )dW
1
t , X
ǫ
0 = x ∈ Rn,
dY ǫt =
1
ǫ
f(t, Xǫt , Y
ǫ
t )dt+
1√
ǫ
g(t, Xǫt , Y
ǫ
t )dW
2
t , Y
ǫ
0 = y ∈ Rm, (1.1)
where ǫ is a small positive parameter describing the ratio of time scales between the slow
component Xǫt ∈ Rn and fast component Y ǫt ∈ Rm. Let {W 1t }t>0 and {W 2t }t>0 be mutually
independent d1 and d2 dimensional standard Brownian motions on a complete probability
space (Ω,F ,P) and {Ft, t > 0} is the natural filtration generated by W 1t and W 2t . Let us
consider the following given maps
b : [0,∞)×Rn × Rm × Ω→ Rn;
σ : [0,∞)× Rn × Ω→ Rn×d1 ;
f : [0,∞)×Rn ×Rm → Rm;
g : [0,∞)× Rn × Rm → Rm×d2
such that b, σ, f and g are continuous in (x, y) ∈ Rn ×Rm for each fixed t ∈ [0,∞), ω ∈ Ω,
and progressively measurable, i.e., for each t, their restrictions to [0, t]×Ω are B([0, t])⊗Ft-
measurable for any fixed (x, y) ∈ Rn × Rm. In particular, for fixed (x, y) ∈ Rn × Rm and
t ∈ [0,∞), b(t, x, y) and σ(t, x) are Ft-measurable.
Under some reasonable assumptions, we intend to prove Xǫ converges to X¯ in the sense
of Lp(Ω;C([0, T ],Rn)), i.e., for some p > 0,
lim
ǫ→0E
(
sup
t∈[0,T ]
|Xǫt − X¯t|p
)
= 0, (1.2)
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where X¯ is the solution of the corresponding averaged equation{
dX¯t = b¯(t, X¯t)dt+ σ(t, X¯t)dW
1
t .
X¯0 = x,
(1.3)
Here b¯(t, x) =
∫
Rm
b(t, x, y)µt,x(dy) and µt,x denotes the unique invariant measure for the
transition semigroup of the following frozen equation{
dYs = f(t, x, Ys)ds+ g(t, x, Ys)dW˜
2
s ,
Y0 = y,
(1.4)
where {W˜ 2s }s>0 is a d2-dimensional standard Brownian motion on another complete prob-
ability space. Notice that for fixed t > 0 and x ∈ Rn, the solution of Eq. (1.4) is a
time-homogeneous Markov process, so its transition semigroup has a unique invariant mea-
sure µt,x depending on t and x under appropriate conditions. Hence, the definition of the
averaged coefficient b¯ is meaningful.
Another simple understanding about the averaged coefficient is to change the time-dependent
coefficients to time-independent coefficients. If b and σ are independent of ω, then we define
Zǫt =
(
t
Xǫt
)
, b˜(z, y) =
(
1
b(z, y)
)
and
σ˜(z) =
(
0 0
0 σ(z, y)
)
, W˜ 1t =
(
Wt
W 1t
)
.
where z ∈ Rn+1, {Wt}t>0 is another one dimensional standard Brownian motion independent
ofW 1t andW
2
t . By an easy transformation, the system (1.1) is then equivalent to the following
slow-fast system 

dZǫt = b˜(Z
ǫ
t , Y
ǫ
t )dt+ σ˜(Z
ǫ
t )dW˜
1
t , Z
ǫ
0 =
(
0
x
)
,
dY ǫt =
1
ǫ
f(Zǫt , Y
ǫ
t )dt+
1√
ǫ
g(Zǫt , Y
ǫ
t )dW
2
t , Y
ǫ
0 = y,
(1.5)
where Zǫt ∈ R1+n and Y ǫt ∈ Rm are the corresponding slow and fast components for the new
system (1.5) respectively. Notice that the system (1.5) is a time-independent case, and it is
easy to see the corresponding frozen equation should be Eq. (1.4).
Although the coefficients depend on time in our paper, it is different from the non-
autonomous case in [3]. Recently, Cerrai [3] studied the averaging principle for non-autonomous
slow-fast systems of stochastic reaction-diffusion equations, where the coefficients depend on
time and satisfy the almost periodic in time condition. Because the corresponding frozen
equation is a non-homogeneous Markov process and the invariant measure does not exist
any longer, the assumption of almost periodic in time for the coefficients seems natural and
it is used to define the averaged coefficient in a new way.
The theory of averaging principle has a long and rich history in multiscale problems, which
arise from material sciences, chemistry, fluid dynamics, biology, climate dynamics and other
application areas, see, e.g., [1, 5, 6, 10, 13, 16] and references therein. The multiscale model
is very common and involved by slow and fast components in mathematical models. For
instance, dynamics of chemical reaction networks often take place on notably different times
scales, from the order of nanoseconds (10−9 s) to the order of several days. Studying the
averaging principle is essential to describe the asymptotic behavior of slow component.
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The averaging principle for stochastic differential equations (SDEs for short) was first
studied by Khasminskii [11], see, e.g. [7, 8, 9, 12, 18] (and the references therein) for further
generalizations. However, most of the known results in the literature mainly considered the
cases of coefficients satisfying Lipschitz continuous or sublinear growth conditions. It seems
that there are few results about the non-Lipschitz case. Veretennikov [15] established the
averaging of systems of Itô stochastic equations, where the drift coefficient b is bounded and
measurable w.r.t. the slow variable and the other coefficients satisfy Lipschitz conditions.
Then convergence in probability was obtained. Xu et al. [17] proved the L2 convergence for
two-time-scales with special non-Lipschitz, but linear growth coefficients.
However, in [15, 17] it can not cover the superlinear growth case of drift coefficient b such
as b(x, y) = x + y3. Hence, the motivation of this paper is to weaken the conditions on the
drift coefficients b and f to local Lipschitz conditions w.r.t. both the slow and fast variables,
and to the case where the coefficients in the slow equation can depend on time t and ω,
which is inspired from the models in [14, Chapter 3].
Comparing with the known results, the main difficulties here are how to deal with the
local Lispchitz continuity w.r.t. the fast variable and the dependence on ω of the coefficients.
In order to overcome these difficulties, we will continue to use the technique of stopping
times very frequently. The main result is e.g. applicable to many slow-fast SDE models
with polynomial drift coefficients. It is worth to mention that the approach based on time
discretization will be used in the proof, so we need the local Lipschitz conditions instead of
the one-sided type conditions in [14, Theorem 3.1.1].
The paper is organized as follows. In the next section, we introduce some notations and
assumptions that we use throughout the paper and formulate the main result. Section 3 is
devoted to proving the strong convergence result. In Section 4, we will give some examples
to illustrate the applicability of our result. The final section is the Appendix, where we
present the detailed proof of existence and uniqueness of solutions for system (1.1) and the
corresponding averaged equation.
Please note that C and Cp denote some positive constants which may change from line
to line throughout this paper, where p is one or more than one parameter and Cp is used
to emphasize that the constant depends on the corresponding parameter. CT will usually
denote some nondecreasing function w.r.t. T .
2. Main results
Now we impose the following assumptions on the coefficients b, σ, f and g. Let | · | be the
Euclidean norm, 〈·, ·〉 be the Euclidean inner product and ‖ · ‖ be the matrix norm.
(H1) (i) There exists θ1 > 0 such that for any t, R > 0, xi ∈ Rn, y ∈ Rm with |xi| 6 R,
2|b(t, x1, y)− b(t, x2, y)||x1 − x2|+ ‖σ(t, x1)− σ(t, x2)‖2 6 Kt(R)(1 + |y|θ1)|x1 − x2|2,
where Kt(R) is an R+-valued Ft-adapted process satisfying for all R, T, p ∈ [0,∞),
αT (R) :=
∫ T
0
Kt(R)dt <∞, on Ω,
EepαT (1) <∞, sup
t∈[0,T ]
E|Kt(1)|4 <∞.
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Furthermore, there exists R0 > 0, such that for any R > R0, T > 0,
E
∫ T
0
[Kt(R)]
4dt <∞.
(ii) There exist constants θ2, θ3 > 1 and γ1 ∈ (0, 1] such that for any x ∈ Rn, y, y1, y2 ∈ Rm
and T > 0 with t, s ∈ [0, T ],
|b(t, x, y1)− b(t, x, y2)| 6 CT |y1 − y2|
[
|y1|θ2 + |y2|θ2 +Kt(1) + |x|θ3
]
and
|b(t, x, y)− b(s, x, y)| 6 CT |t− s|γ1
[
|y|θ2 + |x|θ3 + ZT
]
, on Ω,
where CT > 0 and ZT is some random variable satisfying EZ
2
T <∞.
(iii) There exist λ1 > 0, C > 0, θ4 > 2 and θ5, θ6 > 1 such that for any t > 0, x ∈ Rn, y ∈
R
m,
2〈x, b(t, x, y)〉 6 Kt(1)(1 + |x|2) + λ1|y|θ4
and
|b(t, x, y)| 6 Kt(1) + C(|x|θ5 + |y|θ6), ‖σ(t, x)‖2 6 Kt(1) + C|x|2.
(H2) (i) There exists β > 0 such that for any t > 0, x ∈ Rn, y1, y2 ∈ Rm,
2〈f(t, x, y1)− f(t, x, y2), y1 − y2〉+ ‖g(t, x, y1)− g(t, x, y2)‖2 6 −β|y1 − y2|2. (2.1)
(ii) For any T > 0, there exist γ2 ∈ (0, 1], CT > 0, αi > 1, i = 1, 2, 3, 4 such that for any
t, s ∈ [0, T ] and xi ∈ Rn, yi ∈ Rm, i = 1, 2,
|f(t, x1, y1)− f(s, x2, y1)| 6 CT (|t− s|γ2 + |x1 − x2|)(1 + |x1|α1 + |x2|α1 + |y1|α2);
‖g(t, x1, y1)− g(s, x2, y2)‖ 6 CT (|t− s|γ2 + |x1 − x2|+ |y1 − y2|);
|f(t, x1, y1)| 6 CT (1 + |x1|α3 + |y1|α4);
‖g(t, x1, y1)‖ 6 CT (1 + |x1|+ |y1|).
(Ak) For some fixed k > 2 and any T > 0, there exist CT,k, βk > 0 such that for any t ∈ [0, T ],
x ∈ Rn, y ∈ Rm,
2〈y, f(t, x, y)〉+ (k − 1)‖g(t, x, y)‖2 6 −βk|y|2 − λ2|y|θ4 + CT,k(|x|
4
θ4 + 1), (2.2)
where λ2 = 0 if λ1 = 0, and λ2 > 0 otherwise.
Remark 2.1. (1) Condition (2.1) is called strict monotonicity condition, which ensures that
exponential ergodicity holds (see Proposition 3.9 below). Condition (2.2) is called strict
coercivity condition, which is used to guarantee the existence of invariant measures for the
frozen equation (see Eq. (2.7) below). Hence the uniqueness of invariant measures for the
frozen equation follows (see Proposition 3.8 below).
(2) The powers θ4 and
4
θ4
in (2.2) are used to ensure the existence and uniqueness of
solutions to the system (1.1) and the corresponding averaged equation (see Eq. (3.8) below)
respectively.
(3) If k1 > k2 > 2, then (Ak1) implies (Ak2).
(4) We will give some examples in Section 4 to show the assumptions above hold for many
drift coefficients of polynomial type.
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The following theorem is the existence and uniqueness result for system (1.1), which can
be obtained using the classical result due to Krylov (cf. [14, Chapter 3]). The detailed proof
will be given in the Appendix.
Theorem 2.2. Suppose that (H1), (H2) and (A2)hold. Let ǫ0 =
λ2
λ1
if λ1 > 0, and ǫ0 = 1
otherwise. Then for any ǫ ∈ (0, ǫ0), any given initial values x ∈ Rn, y ∈ Rm, there exists a
unique solution {(Xǫt , Y ǫt ), t > 0} to system (1.1) and for all T > 0, (Xǫ, Y ǫ) ∈ C([0, T ];Rn)×
C([0, T ];Rm),P− a.s. and for all t ∈ [0, T ],

Xǫt = x+
∫ t
0
b(s,Xǫs, Y
ǫ
s )ds+
∫ t
0
σ(s,Xǫs)dW
1
s ,
Y ǫt = y +
1
ǫ
∫ t
0
f(s,Xǫs, Y
ǫ
s )ds+
1√
ǫ
∫ t
0
g(s,Xǫs, Y
ǫ
s )dW
2
s .
(2.3)
Now we formulate the main result of this work.
Theorem 2.3. Suppose that (H1) and (H2) hold.
(i) If λ1 = 0 in (H1) and (Aθ˜1) holds for θ˜1 = max{4θ1, 2θ2 + 2, 2θ6, 4α2}. Then for any
p > 0 we have
lim
ǫ→0E
(
sup
t∈[0,T ]
|Xǫt − X¯t|p
)
= 0. (2.4)
(ii) If λ1 > 0 in (H1) and (Ak) holds for some k > θ˜2 with θ˜2 = max{4θ1, 2θ2+2, 2θ6, 4α2,
θ5θ4, 2α1θ4}. Then for any 0 < p < 2kθ4 we have
lim
ǫ→0
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|p
)
= 0. (2.5)
Here X¯ is the solution of the following averaged equation{
dX¯t = b¯(t, X¯t)dt+ σ(t, X¯t)dW
1
t ,
X¯0 = x,
(2.6)
where b¯(t, x) =
∫
Rm
b(t, x, y)µt,x(dy) and µt,x denotes the unique invariant measure for the
transition semigroup of the corresponding frozen equation{
dYs = f(t, x, Ys)ds+ g(t, x, Ys)dW˜
2
s ,
Y0 = y,
(2.7)
where {W˜ 2s }s>0 is a d2-dimensional Brownian motion on another complete probability space
(Ω˜, F˜ , P˜).
3. Proof of the Main Result
This section is devoted to proving Theorem 2.3. The proof consists of the following steps.
Firstly, we give some a-priori estimates for the solution (Xǫt , Y
ǫ
t ) to the system (1.1). Sec-
ondly, following the discretization techniques inspired by Khasminskii in [11], we introduce
an auxiliary process (Xˆǫt , Yˆ
ǫ
t ) for which we derive uniform bounds. Making use of the stop-
ping time techniques inspired by [4], we control the (difference) process Xǫt − Xˆǫt before the
stopping time. Thirdly, based on the ergodic property of the frozen equation, we obtain
appropriate control of Xˆǫt −X¯t before the stopping time. Finally, we shall use the a-priori es-
timates of the solution to control the difference after the stopping time. Note that we always
6 WEI LIU, MICHAEL RÖCKNER, XIAOBIN SUN, AND YINGCHAO XIE
assume that (H1) and (H2) hold and from now on we fix some initial values x ∈ Rn, y ∈ Rm
in this section.
3.1. Some a-priori estimates of (Xǫt , Y
ǫ
t ). In this subsection, we prove some uniform
bounds w.r.t. ǫ ∈ (0, ǫ0) for the moments of the solution (Xǫt , Y ǫt ) to system (1.1).
Lemma 3.1. (i) If λ1 = 0 in (H1) and (Akθ4) holds for some k >
2
θ4
, then for any T, p > 0,
there exist positive constants CT,p, CT,k such that
sup
ǫ∈(0,ǫ0)
E
(
sup
t∈[0,T ]
|Xǫt |p
)
6 CT,p(1 + |x|p)
and
sup
ǫ∈(0,ǫ0)
sup
t∈[0,T ]
E|Y ǫt |kθ4 6 CT,k(1 + |x|2k + |y|kθ4).
(ii) If λ1 > 0 in (H1) and (Akθ4) holds for some k > 1, then for any T > 0, k
′ < k, there
exists a positive constant CT,k such that
sup
ǫ∈(0,ǫ0)
E
(
sup
t∈[0,T ]
|Xǫt |2k
′
)
6 CT,k(|x|2k′ + |y|k′θ4 + 1)
and
sup
ǫ∈(0,ǫ0)
sup
t∈[0,T ]
E|Y ǫt |k
′θ4 6 CT,k(|x|2k′ + |y|k′θ4 + 1).
Proof. (i) According to Itô’s formula and (H1) with λ1 = 0, we have for any p > 2,
e−
p
2
αt(1)|Xǫt |p
= |x|p + p
2
∫ t
0
e−
p
2
αs(1) [−Ks(1)] |Xǫs|pds+ p
∫ t
0
e−
p
2
αs(1)|Xǫs|p−2〈Xǫs , b(s,Xǫs, Y ǫs )〉ds
+
p
2
∫ t
0
e−
p
2
αs(1)|Xǫs|p−2‖σ(s,Xǫs)‖2ds+
p(p− 2)
2
∫ t
0
e−
p
2
αs(1)|Xǫs|p−4 |〈Xǫs, σ(s,Xǫs)〉|2 ds
+p
∫ t
0
e−
p
2
αs(1)|Xǫs|p−2〈Xǫs, σ(s,Xǫs)dW 1s 〉
6 |x|p + p
2
∫ t
0
e−
p
2
αs(1) [−Ks(1)] |Xǫs|pds+
p
2
∫ t
0
e−
p
2
αs(1)|Xǫs|p−2Ks(1)(1 + |Xǫs|2)ds
+
p(p− 1)
2
∫ t
0
e−
p
2
αs(1)|Xǫs |p−2[Ks(1) + C|Xǫs|2]ds
+p
∫ t
0
e−
p
2
αs(1)|Xǫs|p−2〈Xǫs, σ(s,Xǫs)dW 1s 〉
6 |x|p + p
2
2
∫ t
0
e−
p
2
αs(1)|Xǫs|p−2Ks(1)ds+ Cp
∫ t
0
e−
p
2
αs(1)|Xǫs|pds
+p
∫ t
0
e−
p
2
αs(1)|Xǫs|p−2〈Xǫs, σ(s,Xǫs)dW 1s 〉.
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Then by the Burkholder-Davis-Gundy inequality and Young’s inequality, for any T > 0, we
have
E
[
sup
t∈[0,T ]
(
e−
p
2
αt(1)|Xǫt |p
)]
6 |x|p + p
2
2
E
∫ T
0
e−
p
2
αt(1)|Xǫt |p−2Kt(1)dt+ Cp
∫ T
0
E
(
e−
p
2
αt(1)|Xǫt |p
)
dt
+CpE
[∫ T
0
e−pαt(1)|Xǫt |2p−2(Kt(1) + C|Xǫt |2)dt
]1/2
6 |x|p + 1
4
E
[
sup
t∈[0,T ]
(
e−
p
2
αt(1)|Xǫt |p
)]
+ CpE
[∫ T
0
e−αs(1)Ks(1)ds
]p/2
+Cp
∫ T
0
E
(
e−
p
2
αt(1)|Xǫt |p
)
dt+
1
4
E
[
sup
t∈[0,T ]
(
e−
p
2
αt(1)|Xǫt |p
)]
+CpE
[∫ T
0
e−αt(1)(Kt(1) + C|Xǫt |2)dt
] p
2
,
which implies that
E
[
sup
t∈[0,T ]
(
e−
p
2
αt(1)|Xǫt |p
)]
6 Cp(|x|p + 1) + CT,p
∫ T
0
E
(
e−
p
2
αt(1)|Xǫt |p
)
dt.
Then Gronwall’s inequality yields that
E
[
sup
t∈[0,T ]
(
e−
p
2
αt(1)|Xǫt |p
)]
6 CT,p(|x|p + 1).
Hence, by Hölder inequality and since EepαT (1) <∞ for any p > 0 , we obtain for any p > 0
E
(
sup
t∈[0,T ]
|Xǫt |p
)
6
{
E
[
sup
t∈[0,T ]
(
e−pαt(1)|Xǫt |2p
)]} 12
·
[
EepαT (1)
] 1
2
6 CT,p(|x|p + 1).
By Itô’s formula we also have
E|Y ǫt |kθ4 =
kθ4
ǫ
∫ t
0
E
[
|Y ǫs |kθ4−2〈f(s,Xǫs, Y ǫs ), Y ǫs 〉
]
ds+
kθ4
2ǫ
∫ t
0
E
[
|Y ǫs |kθ4−2‖g(s,Xǫs, Y ǫs )‖2
]
ds
+
kθ4(kθ4 − 2)
2ǫ
∫ t
0
E
[
|Y ǫs |kθ4−4 · |〈Y ǫs , g(s,Xǫs, Y ǫs )〉|2
]
ds.
If (Akθ4) holds for k >
2
θ4
, then there exist β˜k, CT,k > 0 such that
d
dt
E|Y ǫt |kθ4 6
kθ4
2ǫ
E
[
|Y ǫt |kθ4−2
(
2〈f(t, Xǫt , Y ǫt ), Y ǫt 〉+ (kθ4 − 1)‖g(t, Xǫt , Y ǫt )‖2
)]
6 − β˜k
ǫ
E|Y ǫt |kθ4 +
CT,k
ǫ
(
E|Xǫt |2k + 1
)
.
Hence, by the comparison theorem we obtain
E|Y ǫt |kθ4 6 |y|kθ4e−
β˜k
ǫ
t +
CT,k
ǫ
∫ t
0
e−
β˜k
ǫ
(t−s)
(
1 + E|Xǫs|2k
)
ds
6 CT,k(1 + |x|2k + |y|kθ4),
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which gives the statement (i).
(ii). Notice that since (H1) holds with λ1 > 0, for any k > 1, Itô’s formula implies that
e−kαt(1)|Xǫt |2k
= |x|2k + k
∫ t
0
e−kαs(1) [−Ks(1)] |Xǫs|2kds+ 2k
∫ t
0
e−kαs(1)|Xǫs|2k−2〈Xǫs , b(s,Xǫs, Y ǫs )〉ds
+k
∫ t
0
e−kαs(1)|Xǫs|2k−2‖σ(s,Xǫs)‖2ds+ 2k(k − 1)
∫ t
0
e−kαs(1)|Xǫs|2k−4 |〈Xǫs, σ(s,Xǫs)〉|2 ds
+2k
∫ t
0
e−kαs(1)|Xǫs|2k−2〈Xǫs, σ(s,Xǫs)dW 1s 〉
6 |x|2k + k
∫ t
0
e−kαs(1) [−Ks(1)] |Xǫs|2kds+ k
∫ t
0
e−kαs(1)|Xǫs|2k−2Ks(1)(1 + |Xǫs|2)ds
+kλ1
∫ t
0
e−kαs(1)|Xǫs|2k−2|Y ǫs |θ4ds+ k(2k − 1)
∫ t
0
e−kαs(1)|Xǫs|2k−2[Ks(1) + C|Xǫs|2]ds
+2k
∫ t
0
e−kαs(1)|Xǫs|2k−2〈Xǫs, σ(s,Xǫs)dW 1s 〉
6 |x|2k + 2k2
∫ t
0
e−kαs(1)|Xǫs|2k−2Ks(1)ds+ Ck
∫ t
0
e−kαs(1)|Y ǫs |kθ4ds
+Ck
∫ t
0
e−kαs(1)|Xǫs|2kds+ 2k
∫ t
0
e−kαs(1)|Xǫs|2k−2〈Xǫs, σ(s,Xǫs)dW 1s 〉.
Then by the Burkholder-Davis-Gundy inequality and Young’s inequality, we have
E
[
sup
t∈[0,T ]
(
e−kαt(1)|Xǫt |2k
)]
6 |x|2k + 2k2
∫ T
0
E
[
e−
k
2
αt(1)|Xǫt |2k−2Kt(1)
]
dt+ Ck
∫ T
0
E
(
e−kαt(1)|Y ǫt |kθ4
)
dt
+Ck
∫ T
0
E
(
e−kαt(1)|Xǫt |2k
)
dt+ CkE
[∫ T
0
e−2kαt(1)|Xǫt |4k−2(Kt(1) + C|Xǫt |2)dt
]1/2
6 |x|2k + 1
4
E
[
sup
t∈[0,T ]
(
e−kαt(1)|Xǫt |2k
)]
+ CkE
[∫ T
0
e−αs(1)Ks(1)ds
]k
+Ck
∫ T
0
E
(
e−kαt(1)|Y ǫt |kθ4
)
dt+ Ck
∫ T
0
E
(
e−kαt(1)|Xǫt |2k
)
dt
+
1
4
E
[
sup
t∈[0,T ]
(
e−kαt(1)|Xǫt |2k
)]
+ CkE
[∫ T
0
e−αt(1)(Kt(1) + C|Xǫt |2)dt
]k
,
which implies that
E
[
sup
t∈[0,T ]
(
e−kαt(1)|Xǫt |2k
)]
6 CT,k(|x|2k + 1) + Ck
∫ T
0
E
(
e−kαt(1)|Y ǫt |kθ4
)
dt
+CT,k
∫ T
0
E
(
e−kαt(1)|Xǫt |2k
)
dt. (3.1)
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Using Itô’s formula again we have
E
(
e−kαt(1)|Y ǫt |kθ4
)
=
∫ t
0
E
[
e−kαs(1)[−kKs(1)]|Y ǫs |kθ4
]
ds+
kθ4
ǫ
∫ t
0
E
[
e−kαs(1)|Y ǫs |kθ4−2〈f(s,Xǫs, Y ǫs ), Y ǫs 〉
]
ds
+
kθ4
2ǫ
∫ t
0
E
[
e−kαs(1)|Y ǫs |kθ4−2‖g(s,Xǫs, Y ǫs )‖2
]
ds
+
kθ4(kθ4 − 2)
2ǫ
∫ t
0
E
[
e−kαs(1)|Y ǫs |kθ4−4 · |〈Y ǫt , g(s,Xǫs, Y ǫs )〉|2
]
ds.
For any t ∈ [0, T ], (Akθ4) implies that there exists β˜k, CT,k > 0 such that
d
dt
E
(
e−kαt(1)|Y ǫt |kθ4
)
6
kθ4
2ǫ
E
[
e−kαs(1)|Y ǫt |kθ4−2
(
2〈f(t, Xǫt , Y ǫt ), Y ǫt 〉+ (kθ4 − 1)‖g(t, Xǫt , Y ǫt )‖2
)]
6 − β˜k
ǫ
E
(
e−kαt(1)|Y ǫt |kθ4
)
+
CT,k
ǫ
[
E
(
e−kαt(1)|Xǫt |2k
)
+ 1
]
.
By the comparison theorem there exists β˜k > 0
E
(
e−kαt(1)|Y ǫt |kθ4
)
6 |y|kθ4e− β˜ktǫ + CT,k
ǫ
∫ t
0
e−
β˜k(t−s)
ǫ
(
E
[
e−kαs(1)|Xǫs|2k
]
+ 1
)
ds
6 |y|kθ4 + CT,kE
[
sup
s∈[0,t]
(
e−kαs(1)|Xǫs|2k
)]
+ CT,k. (3.2)
Combining this with (3.1) we obtain
E
[
sup
t∈[0,T ]
(
e−kαt(1)|Xǫt |2k
)]
6 CT,k(|x|2k + |y|kθ4 + 1) + CT,k
∫ T
0
E
[
sup
s∈[0,t]
(
e−kαs(1)|Xǫs|2k
)]
dt.
Hence Gronwall’s inequality implies that
E
[
sup
t∈[0,T ]
(
e−kαt(1)|Xǫt |2k
)]
6 CT,k(|x|2k + |y|kθ4 + 1). (3.3)
By (3.2) and (3.3), we also have
sup
t∈[0,T ]
E
(
e−kαt(1)|Y ǫt |kθ4
)
6 CT,k(|x|2k + |y|kθ4 + 1).
Hence, by Hölder’s inequality and since EepαT (1) < ∞ for any p > 0 , we obtain for any
k′ < k,
E
(
sup
t∈[0,T ]
|Xǫt |2k
′
)
6
{
E
[
sup
t∈[0,T ]
(
e−kαt(1)|Xǫt |2k
)]} k′k
·
[
Ee
kk′
k−k′
αT (1)
] k−k′
k
6 CT,k(|x|2k′ + |y|k′θ4 + 1).
Similarly, we have
sup
t∈[0,T ]
E|Y ǫt |k
′θ4 6 CT,k(|x|2k′ + |y|k′θ4 + 1).
Hence the proof is complete. 
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Lemma 3.2. Assume that either (H1) with λ1 = 0 and (A2θ6) hold or (H1) with λ1 > 0 and
(Ak) with some k > max{2θ6, θ5θ4} hold. Then for any T > 0, 0 6 t 6 t + h 6 T , there
exists CT,x,y > 0 such that
sup
ǫ∈(0,1)
E|Xǫt+h −Xǫt |2 6 CT,x,yh.
Proof. We have
Xǫt+h −Xǫt =
∫ t+h
t
b(s,Xǫs, Y
ǫ
s )ds+
∫ t+h
t
σ(s,Xǫs)dW
1
s .
Then by condition (H1) and Lemma 3.1, we get
E|Xǫt+h −Xǫt |2 6 CE
∣∣∣∣∣
∫ t+h
t
b(s,Xǫs, Y
ǫ
s )ds
∣∣∣∣∣
2
+ CE
∣∣∣∣∣
∫ t+h
t
σ(s,Xǫs)dW
1
s
∣∣∣∣∣
2
6 CE
∣∣∣∣∣
∫ t+h
t
|b(s,Xǫs, Y ǫs )|ds
∣∣∣∣∣
2
+ C
∫ t+h
t
E‖σ(s,Xǫs)‖2ds
6 ChE
∫ t+h
t
[
(Ks(1))
2 + |Xǫs|2θ5 + |Y ǫs |2θ6
]
ds+ C
∫ t+h
t
E(Ks(1) + C|Xǫs|2)ds
6 CT,x,yh.
The proof is complete. 
3.2. Estimates of the auxiliary process (Xˆǫt , Yˆ
ǫ
t ). Following the idea inspired by Khas-
minskii in [11], we introduce an auxiliary process (Xˆǫt , Yˆ
ǫ
t ) ∈ Rn × Rm and divide [0, T ]
into intervals depending of size δ, where δ is a fixed positive number depending on ǫ, which
will be chosen later. We construct a process Yˆ ǫt with initial value Yˆ
ǫ
0 = Y
ǫ
0 = y, and for
t ∈ [kδ,min((k + 1)δ, T )],
Yˆ ǫt = Yˆ
ǫ
kδ +
1
ǫ
∫ t
kδ
f(kδ,Xǫkδ, Yˆ
ǫ
s )ds+
1√
ǫ
∫ t
kδ
g(kδ,Xǫkδ, Yˆ
ǫ
s )dW
2
s ,
i.e.,
Yˆ ǫt = y +
1
ǫ
∫ t
0
f(s(δ), Xǫs(δ), Yˆ
ǫ
s )ds+
1√
ǫ
∫ t
0
g(s(δ), Xǫs(δ), Yˆ
ǫ
s )dW
2
s ,
where s(δ) = [s/δ]δ and [s/δ] is the integer part of s/δ. Also, we define the process Xˆǫt by
Xˆǫt = x+
∫ t
0
b(s(δ), Xǫs(δ), Yˆ
ǫ
s )ds+
∫ t
0
σ(s,Xǫs)dW
1
s .
By the construction of Yˆ ǫt and similar arguments as in Lemma 3.1, it is easy to obtain the
following estimate whose proof we omit here.
Lemma 3.3. (i) If λ1 = 0 in (H1) and (Akθ4) holds with some k >
2
θ4
, then for any T > 0,
there exists a constant CT,k > 0 such that
sup
ǫ∈(0,ǫ0)
sup
t∈[0,T ]
E|Yˆ ǫt |kθ4 6 CT,k(|x|2k + |y|kθ4 + 1).
(ii) If λ1 > 0 in (H1) and (Akθ4) holds with some k > 1, then for any T > 0, k
′ < k, there
exists a constant CT,k > 0 such that
sup
ǫ∈(0,ǫ0)
sup
t∈[0,T ]
E|Yˆ ǫt |k
′θ4 6 CT,k(|x|2k′ + |y|k′θ4 + 1).
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Now, we intend to estimate the difference process Y ǫt − Yˆ ǫt and furthermore the difference
process Xǫt − Xˆǫt .
Lemma 3.4. Assume that either (H1) with λ1 = 0 and (Aθ˜1) hold or (H1) with λ1 > 0 and
(Ak) with some k > θ˜2 hold, where θ˜1 = max{2θ6, 4α2} and θ˜2 = max{2θ6, θ5θ4, 4α2, 2α1θ4}.
Then for any T > 0, there exists a constant CT,x,y > 0 such that
sup
ǫ∈(0,1)
sup
t∈[0,T ]
E|Y ǫt − Yˆ ǫt |2 6 CT,x,yδ
1
2
∧γ2 .
Proof. Note that
Y ǫt − Yˆ ǫt =
1
ǫ
∫ t
0
[
f(s,Xǫs, Y
ǫ
s )− f(s(δ), Xǫs(δ), Yˆ ǫs )
]
ds
+
1√
ǫ
∫ t
0
[
g(s,Xǫs, Y
ǫ
s )− g(s(δ), Xǫs(δ), Yˆ ǫs )
]
dW 2s .
For any t ∈ [0, T ], by Itô’s formula we have
E|Y ǫt − Yˆ ǫt |2 =
2
ǫ
∫ t
0
E
[
〈f(s,Xǫs, Y ǫs )− f(s(δ), Xǫs(δ), Yˆ ǫs ), Y ǫs − Yˆ ǫs 〉
]
ds
+
1
ǫ
∫ t
0
E‖g(s,Xǫs, Y ǫs )− g(s(δ), Xǫs(δ), Yˆ ǫs )‖2ds
=
1
ǫ
∫ t
0
E
[
2〈f(s,Xǫs, Y ǫs )− f(s,Xǫs, Yˆ ǫs ), Y ǫs − Yˆ ǫs 〉+ ‖g(s,Xǫs, Y ǫs )− g(s,Xǫs, Yˆ ǫs )‖2
]
ds
+
2
ǫ
∫ t
0
E〈f(s,Xǫs, Yˆ ǫs )− f(s(δ), Xǫs(δ), Yˆ ǫs ), Y ǫs − Yˆ ǫs 〉ds
+
2
ǫ
∫ t
0
E〈g(s,Xǫs, Y ǫs )− g(s,Xǫs, Yˆ ǫs ), g(s,Xǫs, Yˆ ǫs )− g(s(δ), Xǫs(δ), Yˆ ǫs )〉ds
+
1
ǫ
∫ t
0
E‖g(s,Xǫs, Yˆ ǫs )− g(s(δ), Xǫs(δ), Yˆ ǫs )‖2ds.
By condition (H2) , we obtain
d
dt
E|Y ǫt − Yˆ ǫt |2 6
−β
ǫ
E|Y ǫt − Yˆ ǫt |2
+
CT
ǫ
E
[
(|Xǫt −Xǫt(δ)|+ δγ2)
(
|Yˆ ǫt |α2 + |Xǫt |α1 + |Xǫt(δ)|α1 + 1
)
· |Y ǫt − Yˆ ǫt |
]
+
CT
ǫ
E|Y ǫt − Yˆ ǫt |(|Xǫt −Xǫt(δ)|+ δγ2) +
CT
ǫ
E|Xǫt −Xǫt(δ)|2 +
CT δ
2γ2
ǫ
6 − β
2ǫ
E|Y ǫt − Yˆ ǫt |2 +
CT
ǫ
E|Xǫt −Xǫt(δ)|2 +
CT δ
2γ2
ǫ
+
CT
ǫ
E
[
(|Xǫt −Xǫt(δ)|+ δγ2)
(
|Yˆ ǫt |α2 + |Xǫt |α1 + |Xǫt(δ)|α1 + 1
)
· |Y ǫt − Yˆ ǫt |
]
.
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The comparison theorem implies that
E|Y ǫt − Yˆ ǫt |2
6
CT
ǫ
∫ t
0
e−
β(t−s)
2ǫ E
[
(|Xǫs −Xǫs(δ)|+ δγ2)
(
|Yˆ ǫs |α2 + |Xǫs|α1 + |Xǫs(δ)|α1 + 1
)
· |Y ǫs − Yˆ ǫs |
]
ds
+
C
ǫ
∫ t
0
e−
β(t−s)
2ǫ E|Xǫs −Xǫs(δ)|2ds+
CT
ǫ
∫ t
0
e−
β(t−s)
2ǫ δ2γ2ds
6
CT
ǫ
∫ t
0
e−
β(t−s)
2ǫ
(
E|Xǫs −Xǫs(δ)|2 + δ2γ2
)1/2
[
E
(
|Yˆ ǫs |4α2 + |Xǫs |4α1 + |Xǫs(δ)|4α1 + 1
)
E
(
|Y ǫs − Yˆ ǫs |4
)]1/4
ds
+
C
ǫ
∫ t
0
e−
β(t−s)
2ǫ E|Xǫs −Xǫs(δ)|2ds+ CT δ2γ2 .
Hence, by Lemma 3.1 and 3.2, we have
E|Y ǫt − Yˆ ǫt |2 6 CT,x,yδ
1
2
∧γ2 .
The proof is complete. 
In order to estimate the difference process Xǫt − Xˆǫt . We first construct the following
stopping time, for fixed ǫ ∈ (0, ǫ0), R > R0,M > 0,
τ ǫR,M := inf
{
t > 0 : |Xǫt |+
∫ t
0
|Y ǫs |2θ2ds+
∫ t
0
|Yˆ ǫs |4θ1∨2θ2ds+
∫ t
0
[Ks(1)]
2 ds > R
}
∧ inf
{
t > 0 :
∫ t
0
|Ks(R)|4ds >M
}
,
and inf{∅} :=∞.
Lemma 3.5. Assume that either (H1) with λ1 = 0 and (Aθ˜1) hold or (H1) with λ1 > 0 and
(Ak) with some k > θ˜2 hold, where θ˜1 = max{2θ6, 4α2} and θ˜2 = max{2θ6, θ5θ4, 4α2, 2α1θ4}.
Then for any T,M > 0 and R > R0, there exists a constant CT,R,M > 0 such that
E
(
sup
t∈[0,T∧τǫ
R,M
]
|Xǫt − Xˆǫt |2
)
6 CT,R,Mδ
γ ,
where γ = min{2γ1, γ2, 1/2}.
Proof. Recall that
Xǫt = x+
∫ t
0
b(s,Xǫs , Y
ǫ
s )ds+
∫ t
0
σ(s,Xǫs)dW
1
s
and
Xˆǫt = x+
∫ t
0
b(s(δ), Xǫs(δ), Yˆ
ǫ
s )ds+
∫ t
0
σ(s,Xǫs)dW
1
s .
Then we have
Xǫt − Xˆǫt =
∫ t
0
[
b(s,Xǫs, Y
ǫ
s )− b(s(δ), Xǫs(δ), Yˆ ǫs )
]
ds.
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By Lemma 3.2 and 3.4 we have
E

 sup
t∈[0,T∧τǫ
R,M
]
|Xǫt − Xˆǫt |2


6 E
[∫ T∧τǫ
R,M
0
∣∣∣b(s,Xǫs, Y ǫs )− b(s(δ), Xǫs(δ), Yˆ ǫs )
∣∣∣ ds
]2
6 CE
[∫ T∧τǫ
R,M
0
∣∣∣b(s,Xǫs , Y ǫs )− b(s,Xǫs , Yˆ ǫs )∣∣∣ ds
]2
+CE
[∫ T∧τǫ
R,M
0
∣∣∣b(s,Xǫs, Yˆ ǫs )− b(s,Xǫs(δ), Yˆ ǫs )∣∣∣ ds
]2
+CE
[∫ T∧τǫ
R,M
0
∣∣∣b(s,Xǫs(δ), Yˆ ǫs )− b(s(δ), Xǫs(δ), Yˆ ǫs )∣∣∣ ds
]2
6 CE
[∫ T∧τǫ
R,M
0
|Y ǫs − Yˆ ǫs |2ds ·
∫ T∧τǫ
R,M
0
(
|Y ǫs |2θ2 + |Yˆ ǫs |2θ2 + |Xǫs|2θ3 + [Ks(1)]2
)
ds
]
+CE

∫ T∧τǫR,M
0
|Xǫs −Xǫs(δ)|2ds
(∫ T∧τǫ
R,M
0
[Ks(R)]
4ds
)1/2 (∫ T∧τǫ
R,M
0
(
1 + |Yˆ ǫs |4θ1
)
ds
)1/2
+δ2γ1CTE
∫ T∧τǫ
R,M
0
(
|Xǫs(δ)|2θ3 + |Yˆ ǫs |2θ2
)
ds+ δ2γ1CTEZ
2
T
6 CT,RE
∫ T∧τǫ
R,M
0
|Y ǫs − Yˆ ǫs |2ds+ CR,ME
∫ T∧τǫ
R,M
0
|Xǫs −Xǫs(δ)|2ds+ CT,R,Mδ2γ1
6 CT,R,Mδ
min{2γ1,γ2,1/2}.
The proof is complete. 
3.3. The frozen equation. We first introduce the frozen equation associated to the fast
motion for fixed t > 0 and fixed slow component x ∈ Rn.{
dYs = f(t, x, Ys)ds+ g(t, x, Ys)dW˜
2
s ,
Y0 = y,
(3.4)
where {W˜ 2s }s>0 is a d2-dimensional Brownian motion on another complete probability space
(Ω˜, F˜ , P˜) and {F˜s, s > 0} is the natural filtration generated by {W˜ 2s }s>0. If (H2) and (A2)
hold, then it is easy to prove for any fixed t > 0, x ∈ Rn and any initial data y ∈ Rm, Eq.
(3.4) has a unique strong solution {Y t,x,ys }s>0, which is a time homogeneous Markov process.
Let {P t,xs }s>0 be the transition semigroup of {Y t,x,ys }s>0, i.e. for any bounded measurable
function ϕ : Rm → R,
P t,xs ϕ(y) := E˜ϕ(Y
t,x,y
s ), y ∈ Rm, s > 0,
where E˜ is the expectation on (Ω˜, F˜ , P˜).
Lemma 3.6. Suppose that (Ak) holds for some k > 2. Then there exists β˜k > 0 such that
for any x ∈ Rn, y ∈ Rm, s > 0 and T > 0 with t ∈ [0, T ],
E˜|Y t,x,ys |k 6 e−β˜ks|y|k + CT,k(1 + |x|
2k
θ4 ). (3.5)
Proof. Note that
Y t,x,ys = y +
∫ s
0
f(t, x, Y t,x,yr )dr +
∫ s
0
g(t, x, Y t,x,yr )dW˜
2
r .
14 WEI LIU, MICHAEL RÖCKNER, XIAOBIN SUN, AND YINGCHAO XIE
By the Itô’s formula we have
E˜|Y t,x,ys |k = k
∫ s
0
E˜
[
|Y t,x,yr |k−2〈f(t, x, Y t,x,yr ), Y t,x,yr 〉
]
dr +
k
2
∫ s
0
E˜
[
|Y t,x,yr |k−2‖g(t, x, Y t,x,yr )‖2
]
dr
+
k(k − 2)
2
∫ s
0
E˜
[
|Y t,x,yr |k−4 · |〈Y t,x,yr , g(t, x, Y t,x,yr )〉|2
]
dr.
Then assumption (Ak) yields that there exists β˜k > 0 such that for any t ∈ [0, T ]
d
ds
E˜|Y t,x,ys |k 6
k
2
E˜
[
|Y t,x,ys |k−2
(
2〈f(t, x, Y t,x,ys ), Y t,x,ys 〉+ (k − 1)‖g(t, x, Y t,x,ys )‖2
)]
6 −β˜kE˜|Y t,x,ys |k + CT,k
(
|x| 2kθ4 + 1
)
.
Hence, by the comparison theorem we have
E˜|Y t,x,ys |k 6 |y|ke−β˜ks + CT,k(1 + |x|
2k
θ4 )
∫ s
0
e−β˜k(s−r)dr
6 |y|ke−β˜ks + CT,k(1 + |x|
2k
θ4 ).
The proof is complete. 
Lemma 3.7. There exists β > 0 such that for any t, s > 0, x ∈ Rn, y1, y2 ∈ Rm,
E˜|Y t,x,y1s − Y t,x,y2s |2 6 e−βs|y1 − y2|2.
Proof. Note that
Y t,x,y1s − Y t,x,y2s = y1 − y2 +
∫ s
0
f(t, x, Y t,x,y1r )− f(t, x, Y t,x,y2r )dr
+
∫ s
0
[
g(t, x, Y t,x,y1r )− g(t, x, Y t,x,y2r )
]
dW˜ 2r .
By Itô’s formula we obtain
E˜|Y t,x,y1s − Y t,x,y2s |2 =
∫ s
0
E˜
[
2〈f(t, x, Y t,x,y1r )− f(t, x, Y t,x,y2r ), Y t,x,y1r − Y t,x,y2r 〉
]
dr
+
∫ s
0
E˜‖g(t, x, Y t,x,y1r )− g(t, x, Y t,x,y2r )‖2dr.
Then condition (2.1) in (H2) yields that there exist β > 0 and C > 0 such that
d
ds
E˜|Y t,x,y1s − Y t,x,y2s |2 6 −βE˜|Y t,x,y1s − Y t,x,y2s |2.
The comparison theorem implies that
E˜|Y t,x,y1s − Y t,x,y2s |2 6 e−βs|y1 − y2|2.
The proof is complete. 
Proposition 3.8. Suppose that (Ak) holds for some k > 2. For any t ∈ [0, T ], x ∈ Rn,
{P t,xs }s>0 has a unique invariant measure µt,x. Moreover,∫
Rm
|z|kµt,x(dz) 6 CT,k(1 + |x|
2k
θ4 ). (3.6)
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Proof. We first check (3.6). If µt,x is an invariant measure of {P t,xs }s>0, it follows from Lemma
3.6 that for all s > 0
∫
Rm
|z|kµt,x(dz) =
∫
Rm
E˜|Y t,x,zs |kµt,x(dz)
6
∫
Rm
[
e−β˜ks|z|k + CT,k(1 + |x|
2k
θ4 )
]
µt,x(dz)
= e−β˜ks
∫
Rm
|z|kµt,x(dz) + CT,k(1 + |x|
2k
θ4 ).
Taking s large enough such that e−β˜ks 6 1
2
, we obtain (3.6).
The estimate (3.5) and the classical Bogoliubov-Krylov argument imply the existence of
invariant measures. For the uniqueness, it is sufficient to prove that for any Lipschitz function
ϕ(x) : Rm → R and any invariant measure µt,x we have
∣∣∣∣P t,xs ϕ(y)−
∫
Rm
ϕ(z)µt,x(dz)
∣∣∣∣ 6 CTLip(ϕ)e−βs2 (1 + |x| 2θ4 + |y|), s > 0,
where Lip(ϕ) = supx 6=y
|ϕ(x)−ϕ(y)|
|x−y| .
In fact, by Lemma 3.7 and (3.6), we have
∣∣∣∣P t,xs ϕ(y)−
∫
Rm
ϕ(z)µt,x(dz)
∣∣∣∣ 6
∫
Rm
∣∣∣E˜ϕ(Y t,x,ys )− E˜ϕ(Y t,x,zs )∣∣∣µt,x(dz)
6 Lip(ϕ)
∫
Rm
E˜
∣∣∣Y t,x,ys − Y t,x,zs ∣∣∣µt,x(dz)
6 Lip(ϕ)
∫
Rm
e−
βs
2 |y − z|µt,x(dz)
6 CTLip(ϕ)e
−βs
2 (1 + |x| 2θ4 + |y|).
Hence the proof is complete. 
Proposition 3.9. Suppose that (A2θ2) holds. Then for any T > 0, there exists CT > 0 such
that any x ∈ Rn, y ∈ Rm, t ∈ [0, T ] and s > 0 ,
∣∣∣∣E˜b(t, x, Y t,x,ys )−
∫
Rm
b(t, x, z)µt,x(dz)
∣∣∣∣ 6 CT e−βs2 [(Kt(1))2 + 1 + |x|θ + |y|θ2+1] , (3.7)
where θ = max{2θ2+2
θ4
, θ3θ4+2
θ4
, θ3(θ2+1)
θ2
}.
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Proof. By Lemma 3.6 and 3.7 and Proposition 3.8, for any s > 0 we have
∣∣∣∣E˜b(t, x, Y t,x,ys )−
∫
Rm
b(t, x, z)µt,x(dz)
∣∣∣∣
=
∣∣∣∣
∫
Rm
E˜b(t, x, Y t,x,ys )− E˜b(t, x, Y t,x,zs )µt,x(dz)
∣∣∣∣
6 CT
∫
Rm
E˜
[∣∣∣Y t,x,ys − Y t,x,zs ∣∣∣ (|Y t,x,ys |θ2 + |Y t,x,zs |θ2 + |x|θ3 +Kt(1))]µt,x(dz)
6 C
∫
Rm
[
E˜
(∣∣∣Y t,x,ys − Y t,x,zs ∣∣∣2
)]1/2 [
E˜
(
|Y t,x,ys |2θ2 + |Y t,x,zs |2θ2 + |x|2θ3 + [Kt(1)]2
)]1/2
µt,x(dz)
6 Ce−
βs
2
∫
Rm
|z − y|
[
|z|θ2 + |y|θ2 + |x|
2θ2
θ4 + |x|θ3 +Kt(1) + 1
]
µt,x(dz)
6 CT e
−βs
2
[
Kt(1)(|x|2/θ4 + |y|+ 1) + |x|θ + |y|θ2+1
]
6 CT e
−βs
2
[
(Kt(1))
2 + 1 + |x|θ + |y|θ2+1
]
,
where θ = max{2θ2+2
θ4
, θ3θ4+2
θ4
, θ3(θ2+1)
θ2
}. The proof is complete. 
Lemma 3.10. Suppose that (A2α2) holds. Then for any T > 0, there exists a constant
CT > 0 such that for all x1, x2 ∈ Rn, y ∈ Rm, t1, t2 ∈ [0, T ] and s > 0,
E˜|Y t1,x1,ys − Y t2,x2,ys |2 6 CT (1 + |x1|2α1 + |x2|max {
4α2
θ4
,2α1} + |y|2α2)
(
|x1 − x2|2 + |t1 − t2|2γ2
)
.
Proof. Note that
Y t1,x1,ys − Y t2,x2,ys =
∫ s
0
f(t1, x1, Y
t1,x1,y
r )− f(t2, x2, Y t2,x2,yr )dr
+
∫ s
0
g(t1, x1, Y
t1,x1,y
r )− g(t2, x2, Y t2,x2,yr )dW˜ 2r .
By Itô’s formula we have
E˜|Y t1,x1,ys − Y t2,x2,ys |2
=
∫ s
0
E˜
[
2〈f(t1, x1, Y t1,x1,yr )− f(t2, x2, Y t2,x2,yr ), Y t1,x1,yr − Y t2,x2,yr 〉
+‖g(t1, x1, Y t1,x1,yr )− g(t2, x2, Y t2,x2,yr )‖2
]
dr
=
∫ s
0
E˜
[
2
〈
f(t1, x1, Y
t1,x1,y
r )− f(t1, x1, Y t2,x2,yr ), Y t1,x1,yr − Y t2,x2,yr
〉
+
∥∥∥g(t1, x1, Y t1,x1,yr )− g(t1, x1, Y t2,x2,yr )∥∥∥2
]
dr
+
∫ s
0
E˜
[
2
〈
f(t1, x1, Y
t2,x2,y
r )− f(t2, x2, Y t2,x2,yr ), Y t1,x1,yr − Y t2,x2,yr
〉]
dr
+
∫ s
0
E˜
∥∥∥g(t1, x1, Y t2,x2,yr )− g(t2, x2, Y t2,x2,yr )∥∥∥2 dr
+
∫ s
0
E˜
[
2
〈
g(t1, x1, Y
t1,x1,y
r )− g(t1, x1, Y t2,x2,yr ), g(t1, x1, Y t2,x2,yr )− g(t2, x2, Y t2,x2,yr )
〉]
dr.
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Then by Young’s inequality and (2.1), there exists β > 0 such that
d
ds
E˜|Y t1,x1,ys − Y t2,x2,ys |2
6 −βE˜
∣∣∣Y t1,x1,ys − Y t2,x2,ys ∣∣∣2 + CT (|x1 − x2|2 + |t1 − t2|2γ2)
+CT E˜
[∣∣∣Y t1,x1,ys − Y t2,x2,ys ∣∣∣ (|x1 − x2|+ |t1 − t2|γ2)]
+CT E˜
[
(1 + |Y t2,x2,ys |α2 + |x1|α1 + |x2|α1)
∣∣∣Y t1,x1,ys − Y t2,x2,ys
∣∣∣] (|x1 − x2|+ |t1 − t2|γ2)
6 −β
2
E˜
∣∣∣Y t1,x1,ys − Y t2,x2,ys ∣∣∣2 + CT E˜ (1 + |Y t2,x2,ys |2α2 + |x1|2α1 + |x2|2α1) (|x1 − x2|2 + |t1 − t2|2γ2)
6 −β
2
E˜
∣∣∣Y t1,x1,ys − Y t2,x2,ys
∣∣∣2+CT (1 + |x1|2α1 + |x2|max { 4α2θ4 ,2α1} + |y|2α2) (|x1 − x2|2 + |t1 − t2|2γ2) .
Hence, the comparison theorem yields that
E˜|Y x1,yt − Y x2,yt |2 6 CT (1 + |x1|2α1 + |x2|max {
4α2
θ4
,2α1} + |y|2α2)
(
|x1 − x2|2 + |t1 − t2|2γ2
)
.
The proof is complete. 
3.4. The averaged equation. Now we introduce the following averaged equation{
dX¯t = b¯(t, X¯t)dt+ σ(t, X¯t)dW
1
t ,
X¯0 = x ∈ Rn. (3.8)
Here
b¯(t, x) =
∫
Rm
b(t, x, y)µt,x(dy),
where µt,x is the unique invariant measure for Eq.(3.4).
The following lemma gives the existence, uniqueness and uniformly estimates of solutions
for Eq. (3.8). The proof will be presented in the Appendix.
Lemma 3.11. Suppose that (Aθ˜) holds with θ˜ = max{2θ2, θ1, θ4, 2α2}. Then Eq.(3.8) has a
unique solution. Furthermore, for any x ∈ Rn, p > 2 and T > 0,
E
(
sup
t∈[0,T ]
|X¯t|p
)
6 CT,p(1 + |x|p), (3.9)
where CT,p is some positive constant.
3.5. The Proof of the main result. In this part, we intend to give a complete proof for
our main result, i.e. the slow component process Xǫt converges strongly to the solution X¯t
of the averaged equation. We first estimate the error between the auxiliary process Xˆǫt and
the solution X¯t of the averaged equation before a stopping time.
Lemma 3.12. Assume either (H1) with λ1 = 0 and (Aθ˜1) hold or (H1) with λ1 > 0 and
(Ak) with some k > θ˜2 hold, where θ˜1 = max{θ1, 2θ2 + 2, 2θ6, 4α2} and θ˜2 = max{θ1, 2θ2 +
2, 2θ6, θ5θ4, 4α2, 2α1θ4}. Then for any T > 0, R > R0 and M > 0, there exists a constant
CT,R,M,x,y > 0 such that
E

 sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xˆǫt − X¯t|2

 6 CT,R,M,x,y
(
ǫ
δ
+ δγ
)
,
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where τ˜ ǫR,M := inf{t > 0 : |X¯t| > R} ∧ τ ǫR,M and γ = min{2γ1, γ2, 1/2}.
Proof. Recall that
Xˆǫt − X¯t =
∫ t
0
[
b(s(δ), Xǫs(δ), Yˆ
ǫ
s )− b¯(s, X¯s)
]
ds+
∫ t
0
[
σ(s,Xǫs)− σ(s, X¯s)
]
dW 1s
=
∫ t
0
[
b(s(δ), Xǫs(δ), Yˆ
ǫ
s )− b¯(s(δ), Xǫs(δ))
]
ds+
∫ t
0
[
b¯(s(δ), Xǫs(δ))− b¯(s,Xǫs(δ))
]
ds
+
∫ t
0
[
b¯(s,Xǫs(δ))− b¯(s,Xǫs)
]
ds+
∫ t
0
[
b¯(s,Xǫs)− b¯(s, X¯s)
]
ds
+
∫ t
0
[
σ(s,Xǫs)− σ(s, X¯s)
]
dW 1s .
Then it is easy to see that
E

 sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xˆǫt − X¯t|2


6 CE

 sup
t∈[0,T∧τ˜ǫ
R,M
]
∣∣∣∣
∫ t
0
b(s(δ), Xǫs(δ), Yˆ
ǫ
s )− b¯(s(δ), Xǫs(δ))ds
∣∣∣∣
2


+E
[∫ T∧τ˜ǫR,M
0
∣∣∣b¯(s(δ), Xǫs(δ))− b¯(s,Xǫs(δ))∣∣∣ ds
]2
+E
[∫ T∧τ˜ǫR,M
0
∣∣∣b¯(s,Xǫs(δ))− b¯(s,Xǫs)∣∣∣ ds
]2
+ E
[∫ T∧τ˜ǫR,M
0
∣∣∣b¯(s,Xǫs)− b¯(s, X¯s)∣∣∣ ds
]2
+CE
∫ T∧τ˜ǫ
R,M
0
‖σ(s,Xǫs)− σ(s, X¯s)‖2ds
:=
5∑
i=1
Ii(T ). (3.10)
For I2(T ), for t1, t2 ∈ [0, T ] and x ∈ Rn, we have
|b¯(t1, x)− b¯(t2, x)| =
∣∣∣∣
∫
Rm
b(t1, x, z)µ
t1,x(dz)−
∫
Rm
b(t2, x, z)µ
t2,x(dz)
∣∣∣∣
=
∣∣∣∣
∫
Rm
b(t1, x, z)µ
t1,x(dz)− E˜b(t1, x, Y t1,x,0s )
∣∣∣∣
+
∣∣∣∣E˜b(t2, x, Y t2,x,0s )−
∫
Rm
b(t2, x, z)µ
t2,x(dz)
∣∣∣∣
+
∣∣∣E˜b(t1, x, Y t1,x,0s )− E˜b(t2, x, Y t2,x,0s )∣∣∣ .
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Then Proposition 3.9 and Lemma 3.10 imply that
|b¯(t1, x)− b¯(t2, x)| 6 CTe−
βs
2
[
(Kt1(1))
2 + (Kt2(1))
2 + |x|θ + 1
]
+E˜
[
|Y t1,x,0s − Y t2,x,0s |(Kt1(1) + |x|θ3 + |Y t1,x,0s |θ2 + |Y t2,x,0s |θ2)
]
+|t1 − t2|γ1E˜
(
|x|θ3 + |Y t2,x,0s |θ2 + ZT
)
6 CTe
−βs
2
[
(Kt1(1))
2 + (Kt2(1))
2 + |x|θ + 1
]
+E˜
[
|Y t1,x,0s − Y t2,x,0s |(Kt1(1) + |x|θ3 + |Y t1,x,0s |θ2 + |Y t2,x,0s |θ2)
]
+|t1 − t2|γ1E˜
(
|x|θ3 + |Y t2,x,0s |θ2 + ZT
)
6 CTe
−βs
2
[
(Kt1(1))
2 + (Kt2(1))
2 + |x|θ + 1
]
+CT |t1 − t2|γ2
[
(1 + |x|
2α2
θ4
∨α1)(Kt1(1) + |x|θ3∨
2θ2
θ4 )
]
+CT |t1 − t2|γ1
(
|x|θ3∨
2θ2
θ4 + ZT
)
.
Then letting s→∞, there exits θ˜ > 0 such that
|b¯(t1, x)− b¯(t2, x)| 6 CT
[
(Kt1(1))
2 + |x|θ˜ + ZT
]
|t1 − t2|γ1∧γ2 ,
which implies that
I2(T ) 6 Cδ
2(γ1∧γ2)E
[∫ T∧τ˜ǫ
R,M
0
(
(Ks(1))
2 + |Xǫs(δ)|θ˜ + ZT
)
ds
]2
6 CT,Rδ
2(γ1∧γ2). (3.11)
For I3(T ), note that for any |xi| 6 R, i = 1, 2,
|b¯(t, x1)− b¯(t, x2)| 6 K¯t(R)|x1 − x2|2,
where K¯t(R) = Ct,R [Kt(R) +Kt(1) + 1] (see (5.2) below for a detailed proof). Then we
have
I3(T ) 6 E
[∫ T∧τ˜ǫ
R,M
0
[K¯s(R)]
2ds
∫ T∧τ˜ǫ
R,M
0
|Xǫs(δ) −Xǫs |2ds
]
6 CT,R,ME
[∫ T∧τ˜ǫ
R,M
0
∣∣∣Xǫs(δ) −Xǫs
∣∣∣2ds
]
. (3.12)
For I4(T ), we have
I4(T ) 6 E
[∫ T∧τ˜ǫ
R,M
0
[K¯s(R)]
2ds
∫ T∧τ˜ǫ
R,M
0
|Xǫs − X¯s|2ds
]
6 CT,R,ME
[∫ T∧τ˜ǫR,M
0
∣∣∣Xǫs − X¯s∣∣∣2ds
]
6 CT,R,ME

 sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xǫt − Xˆǫt |2

+ CT,R,ME
∫ T∧τ˜ǫ
R,M
0
|Xˆǫt − X¯t|2dt. (3.13)
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For I5(T ), it follows that
I5(T ) 6 E


∫ T∧τ˜ǫR,M
0
[K¯s(R)]
2ds
[∫ T∧τ˜ǫR,M
0
|Xǫs − X¯s|4ds
]1/2

6 CT,R,ME

 sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xǫt − Xˆǫt |2

+ 1
2
E

 sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xˆǫt − X¯t|2


+CT,R,ME
∫ T∧τ˜ǫ
R,M
0
|Xˆǫt − X¯t|2dt. (3.14)
By (3.10)-(3.14), we get
E

 sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xˆǫt − X¯t|2


6 CT,R,ME

 sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xǫt − Xˆǫt |2

+ CT,R,ME
[∫ T∧τ˜ǫ
R,M
0
∣∣∣Xǫs(δ) −Xǫs ∣∣∣2ds
]
+CT,R,ME
∫ T∧τ˜ǫ
R,M
0
|Xˆǫt − X¯t|2dt+ CT,R,Mδ2(γ1∧γ2) + I1(T ). (3.15)
Next, we intend to estimate the term I1(T ). Note that
∣∣∣∣
∫ t
0
[
b(s(δ), Xǫs(δ), Yˆ
ǫ
s )− b¯(s(δ), Xǫs(δ))
]
ds
∣∣∣∣
2
=
∣∣∣∣∣∣
[t/δ]−1∑
k=0
∫ (k+1)δ
kδ
[
b(kδ,Xǫkδ, Yˆ
ǫ
s )− b¯(kδ,Xǫkδ)
]
ds+
∫ t
t(δ)
[
b(t(δ), Xǫt(δ), Yˆ
ǫ
s )− b¯(t(δ), Xǫt(δ))
]
ds
∣∣∣∣∣∣
2
6 2[t/δ]
[t/δ]−1∑
k=0
∣∣∣∣∣
∫ (k+1)δ
kδ
[
b(kδ,Xǫkδ, Yˆ
ǫ
s )− b¯(kδ,Xǫkδ)
]
ds
∣∣∣∣∣
2
+2
∣∣∣∣∣
∫ t
t(δ)
[
b(t(δ), Xǫt(δ), Yˆ
ǫ
s )− b¯(t(δ), Xǫt(δ))
]
ds
∣∣∣∣∣
2
:= I11(t) + I12(t). (3.16)
For I12(t), by Lemma 3.3, we easily deduce that
E

 sup
t∈[0,T∧τ˜ǫ
R,M
]
I12(t)

 6 δE

 sup
t∈[0,T∧τ˜ǫ
R,M
]
∫ t
t(δ)
[Kt(δ)(1)]
2 + |Xǫt(δ)|2θ5 + |Yˆ ǫs |2θ6)ds


6 δ
[
sup
t∈[0,T ]
E[Kt(1)]
2 +R2θ5 +
∫ T
0
E|Yˆ ǫs |2θ6ds
]
6 CT,R,M(|x|
4θ6
θ4 + |y|2θ6 + 1)δ. (3.17)
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Now, we estimate the term I11(t),
E

 sup
t∈[0,T∧τ˜ǫ
R,M
]
I11(t)


6 C[T/δ]E
[T/δ]−1∑
k=0


∣∣∣∣∣
∫ (k+1)δ
kδ
[
b(kδ,Xǫkδ, Yˆ
ǫ
s )− b¯(kδ,Xǫkδ)
]
ds
∣∣∣∣∣
2
1{kδ6τ˜ǫ
R,M
}


6
CT
δ2
max
06k6[T/δ]−1
E


∣∣∣∣∣
∫ (k+1)δ
kδ
[
b(kδ,Xǫkδ, Yˆ
ǫ
s )− b¯(kδ,Xǫkδ)
]
ds
∣∣∣∣∣
2
1{kδ6τ˜ǫ
R,M
}


= CT
ǫ2
δ2
max
06k6[T/δ]−1
E


∣∣∣∣∣
∫ δ
ǫ
0
[
b(kδ,Xǫkδ, Yˆ
ǫ
sǫ+kδ)− b¯(kδ,Xǫkδ)
]
ds
∣∣∣∣∣
2
1{kδ6τ˜ǫ
R,M
}


= CT
ǫ2
δ2
max
06k6[T/δ]−1
∫ δ
ǫ
0
∫ δ
ǫ
r
Ψk(s, r)dsdr,
where for any 0 6 r 6 s 6 δ
ǫ
,
Ψk(s, r) := E
[
〈b(kδ,Xǫkδ, Yˆ ǫsǫ+kδ)− b¯(kδ,Xǫkδ), b(kδ,Xǫkδ, Yˆ ǫrǫ+kδ)− b¯(kδ,Xǫkδ)〉1{kδ6τ˜ǫR,M}
]
.
For any ǫ, s > 0, and Fs-measurable R
n- resp. Rm-valued maps X and Y , we consider the
following equation
Y˜ ǫ,s,X,Yt = Y +
1
ǫ
∫ t
s
f(s,X, Y˜ ǫ,s,X,Yr )dr +
1√
ǫ
∫ t
s
g(s,X, Y˜ ǫ,s,X,Yr )dW
2
r , t > s.
Then by the construction of Yˆ ǫt , for any k ∈ N∗ and t ∈ [kδ, (k + 1)δ] we have
Yˆ ǫt = Y˜
ǫ,kδ,Xǫ
kδ
,Yˆ ǫ
kδ
t ,
which implies that
Ψk(s, r) = E
[〈
b
(
kδ,Xǫkδ, Y˜
ǫ,kδ,Xǫ
kδ
,Yˆ ǫ
kδ
sǫ+kδ
)
− b¯(kδ,Xǫkδ),
b
(
kδ,Xǫkδ, Y˜
ǫ,kδ,Xǫ
kδ
,Yˆ ǫ
kδ
rǫ+kδ
)
− b¯(kδ,Xǫkδ)
〉
1{kδ6τ˜ǫ
R,M
}
]
.
By approximating by functions of type (x, y)→ H1(x)H2(y), one sees that for any measur-
able functions H : Rn × Rm → Rm×d2 , φ : Rm → Rn, and for any Fs-measurable Rn-valued
map X and Ft-adapted R
m-valued process {Zt}t>s, we have for any t > s,
E
[
φ
(∫ t
s
H(X,Zr)dW
2
r
)
|Fs
]
(ω) = E
[
φ
(∫ t
s
H(X(ω), Zr)dW
2
r
)
|Fs
]
(ω), P− a.s.. (3.18)
Note that for any fixed (x, y) ∈ Rn × Rm, Xǫkδ, Yˆ ǫkδ , b(kδ, x, y) and 1{kδ6τ˜ǫR,M} are Fkδ-
measurable, {Y˜ ǫ,kδ,x,ysǫ+kδ }s>0 is independent of Fkδ, and by statement (3.18), we have
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Ψk(s, r) =
∫
Ω
E
[〈
b
(
kδ,Xǫkδ, Y˜
ǫ,kδ,Xǫ
kδ
,Yˆ ǫ
kδ
sǫ+kδ
)
− b¯(kδ,Xǫkδ),
b
(
kδ,Xǫkδ, Y˜
ǫ,kδ,Xǫ
kδ
,Yˆ ǫ
kδ
rǫ+kδ
)
− b¯(kδ,Xǫkδ)
〉
1{kδ6τ˜ǫ
R,M
}|Fkδ
]
(ω)P(dω)
=
∫
Ω
[
E
〈
b
(
kδ,Xǫkδ(ω), Y˜
ǫ,kδ,Xǫ
kδ
(ω),Yˆ ǫ
kδ
(ω)
sǫ+kδ
)
− b¯(kδ,Xǫkδ(ω)),
b
(
kδ,Xǫkδ(ω), Y˜
ǫ,kδ,Xǫ
kδ
(ω),Yˆ ǫ
kδ
(ω)
rǫ+kδ
)
− b¯(kδ,Xǫkδ(ω))
〉
1{kδ6τ˜ǫ
R,M
}(ω)
]
P(dω).(3.19)
For any given x ∈ Rn, y ∈ Rm, by the definition of process Y˜ ǫ,s,x,yt , it is easy to see
Y˜ ǫ,kδ,x,ysǫ+kδ = y +
1
ǫ
∫ sǫ
0
f(kδ, x, Y˜ ǫ,kδ,x,yr+kδ )dr +
1√
ǫ
∫ sǫ
0
g(kδ, x, Y˜ ǫ,kδ,x,yr+kδ )dW
2,kδ
r
= y +
∫ s
0
f(kδ, x, Y˜ ǫ,kδ,x,yrǫ+kδ )dr +
∫ s
0
g(kδ, x, Y˜ ǫ,kδ,x,yrǫ+kδ )dWˆ
2,kδ
r , (3.20)
where {W 2,kδr := W 2r+kδ −W 2kδ}r>0 and {Wˆ 2,kδt := 1√ǫW 2,kδtǫ }t>0. Recall the solution of the
frozen equation satisfies
Y kδ,x,ys = y +
∫ s
0
f(kδ, x, Y kδ,x,yr )dr +
∫ s
0
g(kδ, x, Y kδ,x,yr )dW˜
2
r . (3.21)
The uniqueness of solutions of Eq. (3.20) and Eq. (3.21) implies that the distribution of
(Y˜ ǫ,kδ,x,ysǫ+kδ )06s6δ/ǫ coincides with the distribution of (Y
kδ,x,y
s )06s6δ/ǫ.
By a similar argument in Proposition 3.9 and condition (ii), we can obtain
|b(kδ, x, y)− b¯(kδ, x)|
=
∣∣∣∣
∫
Rm
b(kδ, x, y)− E˜b(kδ, x, Y kδ,x,zs )µkδ,x(dz)
∣∣∣∣
6 CT
∫
Rm
E˜
[∣∣∣y − Y kδ,x,zs ∣∣∣ (|y|θ2 + |Y kδ,x,zs |θ2 + |x|θ3 +Kkδ(1))]µkδ,x(dz)
6 CT
∫
Rm
[
E˜
(∣∣∣y − Y kδ,x,zs ∣∣∣2
)]1/2 [
E˜
(
|Y kδ,x,ys |2θ2 + |Y kδ,x,zs |2θ2 + |x|2θ3 + [Kt(1)]2
)]1/2
µkδ,x(dz)
6 CT
∫
Rm
(|y|+ |z|+ |x|2/θ4)
[
|z|θ2 + |y|θ2 + |x|
2θ2
θ4 + |x|θ3 +Kt(1) + 1
]
µkδ,x(dz)
6 CT
[
(Kkδ(1))
2 + 1 + |x|
4θ2
θ4
∨(2θ3) + |y|θ2+1
]
. (3.22)
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Then by (3.19), (3.22) and Proposition 3.9, we have
Ψk(s, r) =
∫
Ω
[
E˜
〈
b
(
kδ,Xǫkδ(ω), Y
kδ,Xǫ
kδ
(ω),Yˆ ǫ
kδ
(ω)
s
)
− b¯(kδ,Xǫkδ(ω)),
b
(
kδ,Xǫkδ(ω), Y
kδ,Xǫ
kδ
(ω),Yˆ ǫ
kδ
(ω)
r
)
− b¯(kδ,Xǫkδ(ω))
〉
1{kδ6τ˜ǫ
R,M
}(ω)
]
P(dω)
=
∫
Ω
∫
Ω˜
〈
E˜
[
b
(
kδ,Xǫkδ(ω), Y
kδ,Xǫ
kδ
(ω),Y
kδ,Xǫ
kδ
(ω),Yˆ ǫ
kδ
(ω)
r (ω˜)
s−r
)
− b¯(kδ,Xǫkδ(ω))
]
,
b
(
kδ,Xǫkδ(ω), Y
kδ,Xǫ
kδ
(ω),Yˆ ǫ
kδ
(ω)
r (ω˜)
)
− b¯(kδ,Xǫkδ(ω))
〉
1{kδ6τ˜ǫ
R,M
}(ω)P˜(dω˜)P(dω)
6
∫
Ω
∫
Ω˜
[
(Kkδ(1))
2+1+|Xǫkδ(ω)|(
2θ2+2
θ4
)∨( θ3θ4+2
θ4
)∨( θ3(θ2+1)
θ2
)
+ |Y kδ,Xǫkδ(ω),Yˆ ǫkδ(ω)r (ω˜)|θ2+1
]
e−
(s−r)β
2
·
[
(Kkδ(1))
2+1+|Xǫkδ(ω)|
4θ2
θ4
∨(2θ3) + |Y kδ,Xǫkδ(ω),Yˆ ǫkδ(ω)r (ω˜)|θ2+1
]
1{kδ6τ˜ǫ
R,M
}(ω)P˜(dω˜)P(dω)
6 CT
∫
Ω
[
(Kkδ(1))
4 + |Xǫkδ(ω)|
8θ2
θ4
∨(4θ3) + |Yˆ ǫkδ(ω)|2θ2+2 + 1)1{kδ6τ˜ǫR,M}(ω)
]
P(dω)e−
(s−r)β
2
6 CT,R(|x|
4(θ2+1)
θ4 + |y|2(θ2+1) + 1)e− (s−r)β2 ,
where the last inequality comes from the definition of stopping time, Lemmas 3.1 and 3.3.
Hence we have
E

 sup
t∈[0,T∧τ˜ǫ
R,M
]
I1(t)

 6 CT,R,x,y ǫ2
δ2
∫ δ
ǫ
0
∫ δ
ǫ
r
e−
(s−r)β
2 dsdr + CT,R,M,x,yδ
= CT,R,x,y
ǫ2
δ2
(
δ
βǫ
− 1
β2
+
1
β2
e−
βδ
ǫ
)
+ CT,R,M,x,yδ
6 CT,R,x,y
ǫ
δ
+ CT,R,M,x,yδ. (3.23)
According to estimates (3.15) and (3.23), we obtain that
E

 sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xˆǫt − X¯t|2

 6 CT,R,M,x,y
(
ǫ
δ
+ δγ
)
+CT,R,M
∫ T
0
E

 sup
s∈[0,t∧τ˜ǫ
R,M
]
∣∣∣Xˆǫs − X¯s∣∣∣2

 dt,
where γ = min{2γ1, γ2, 1/2}. By Gronwall’s inequality, we get
E
(
sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xˆǫt − X¯t|2
)
6 CT,R,M,x,y
(
ǫ
δ
+ δγ
)
.
Hence the proof is complete. 
Now we can finish the proof of our main result.
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Proof of Theorem 2.3 Taking δ = ǫγ˜ with γ˜ = (1+min{2γ1, γ2, 1/2})−1, Lemmas 3.5 and
3.12 imply that
E

 sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xǫt − X¯t|

 6 E

 sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xǫt − Xˆǫt |+ sup
t∈[0,T∧τ˜ǫ
R,M
]
|Xˆǫt − X¯t|


6 CT,R,M,x,y
(√
ǫδ−1 + δ
1
2
min{2γ1,γ2,1/2}
)
6 CT,R,M,x,yǫ
1−γ˜
2 . (3.24)
By Chebyshev’s inequality, Lemmas 3.3 and 3.11, we have
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|1{T>τ˜ǫR,M}
)
6
[
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|2
)] 1
2
·
[
P(T > τ˜ ǫR,M)
] 1
2
6
CT,x,y
R1/2
[
E
(
sup
t∈[0,T ]
|Xǫt |+ sup
t∈[0,T ]
|X¯t|+
∫ T
0
|Y ǫs |2θ2ds+
∫ T
0
|Yˆ ǫs |4θ1∨2θ2ds
)]1/2
+
CT,x,y
M1/2
[
E
∫ T
0
[Ks(R)]
4ds
]1/2
6
CT,x,y
R1/2
+
CT,R,x,y
M1/2
. (3.25)
Hence, by (3.24) and (3.25), we obtain that
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|
)
6 CT,R,M,x,yǫ
1−γ˜
2 +
CT,x,y
R1/2
+
CT,R,x,y
M1/2
.
Now, letting ǫ→ 0 firstly, M →∞ secondly, and R→∞ finally, we obtain that
lim
ǫ→0
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|
)
= 0. (3.26)
On the one hand, if λ1 = 0 in (H1) and (Aθ˜1) holds with θ˜1 = max{4θ1, 2θ2 + 2, 2θ6, 4α2},
then by Lemma 3.1 and 3.11 we have
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|p
)
6 CpE
(
sup
t∈[0,T ]
|Xǫt |p + sup
t∈[0,T ]
|X¯t|p
)
<∞, ∀p > 0.
On the other hand, if λ1 > 0 in (H1) and (Ak) with some k > θ˜2 holds, where θ˜2 =
max{4θ1, (2θ2 + 2), 2θ6, 4α2, θ5θ4, 2α1θ4}. By Lemmas 3.1 and 3.11, for any k′ < k we have
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|2k
′/θ4
)
6 CkE
(
sup
t∈[0,T ]
|Xǫt |2k
′/θ4 + sup
t∈[0,T ]
|X¯t|2k′/θ4
)
<∞.
Hence by Hölder’s inequality and (3.26), it is easy to prove that (2.4) and (2.5) hold. There-
fore, the proof is complete. 
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4. Examples
In this section, we give several concrete examples to illustrate the applicability of our main
result. We concentrate on cases which are not covered by previous papers in the literature.
For simplicity, we only consider the 1-dimensional case, but one can easily extend to the
multi-dimensional case.
Example 4.1. Let us consider the following slow-fast SDEs,

dXǫt =
[
−(Xǫt )3 +Xǫt + (Y ǫt )3
]
dt+Xǫt dW
1
t , X
ǫ
0 = x ∈ R,
dY ǫt =
1
ǫ
[
−(Xǫt )2(Y ǫt )3 − 3Y ǫt − (Y ǫt )5
]
dt+
1√
ǫ
[sin(Xǫt ) + sin(Y
ǫ
t )] dW
2
t , Y
ǫ
0 = y ∈ R,
(4.1)
where {W 1t }t>0 and {W 2t }t>0 are independent 1-dimensional Brownian motions.
Let
b(x, y) = −x3 + x+ y3, σ(x) = x
and
f(x, y) = −x2y3 − 3y − y5, g(x, y) = sin x+ sin y.
It is easy to verify that (H1) with θ4 = 6, (H2) and (Ak) with any k > 2 hold.
Hence, by Theorem 2.3 for any p > 0 we have
lim
ǫ→0
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|p
)
= 0,
where X¯t is the solution of the corresponding averaged equation.
Example 4.2. Let us consider the following slow-fast SDEs,

dXǫt =
[
t2Xǫt − (Xǫt )3(Y ǫt )2 + λ1Y ǫt
]
dt+
(
t2 +Xǫt
)
dW 1t , X
ǫ
0 = x ∈ R,
dY ǫt =
1
ǫ
(√
tXǫt − 8Y ǫt
)
dt+
1√
ǫ
(t+Xǫt + Y
ǫ
t )dW
2
t , Y
ǫ
0 = y ∈ R,
(4.2)
where λ1 > 0, {W 1t }t>0 and {W 2t }t>0 are independent 1-dimensional Brownian motion.
Let
b(t, x, y) = t2x− x3y2 + λ1y, σ(t, x) = t2 + x
and
f(t, x, y) =
√
tx− 8y, g(t, x, y) = t+ x+ y.
It is easy to verify that (H1) holds with θ1 = 2, θ2 = 1, θ3 = 3, θ4 = 2, θ5 = 6, θ6 = 4, γ1 = 1,
ZT = 0 and Kt(R) = 6R
2+2t4+2; (H2) holds with αi = 1, i = 1, 2, 3, 4, and γ2 = 1/2; (Ak)
holds with any 2 6 k < 17.
Hence, by Theorem 2.3, if λ1 = 0, for any p > 0 we have
lim
ǫ→0E
(
sup
t∈[0,T ]
|Xǫt − X¯t|p
)
= 0.
Moreover, if λ1 > 0, for any 0 < p < 17 we have
lim
ǫ→0
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|p
)
= 0,
where X¯t is the solution of the corresponding averaged equation.
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Example 4.3. Let us consider the following slow-fast SDEs,


dXǫt =
[
−| sin(W 1t )|(Xǫt )3 + Y ǫt
]
dt+XǫtdW
1
t , X
ǫ
0 = x ∈ R,
dY ǫt =
1
ǫ
[Xǫt − 8Y ǫt ] dt+
1√
ǫ
Y ǫt dW
2
t , Y
ǫ
0 = y ∈ R,
(4.3)
where {W 1t }t>0 and {W 2t }t>0 are independent 1-dimensional Brownian motions.
Assume that
b(t, x, y, ω) = −| sin(W 1t (ω))|x3 + y, σ(x) = x
and
f(x, y) = x− 8y, g(x, y) = y.
It is easy to verify that (H1) holds with θ1 = 0, θ2 = 1, θ3 = 3, θ4 = 2, θ5 = 3, θ6 = 1,
γ1 < 1/2, Kt(R) = 6R
2 + 1 and ZT = sup06s<t6T
|W 1t −W 1s |
|t−s|γ1 with EZ
2
T < ∞ by Kolmogorov’s
continuity theorem ; (H2) holds with αi = 1, i = 1, 2, 3, 4; (Ak) holds with any 2 6 k < 17.
Hence, by Theorem 2.3, for any 0 < p < 17 we have
lim
ǫ→0
E
(
sup
t∈[0,T ]
|Xǫt − X¯t|p
)
= 0,
where X¯t is the solution of corresponding averaged equation.
5. Appendix
In this section, using the classical result of Krylov (cf. [14, Theorem 3.1.1]), we prove
the existence and uniqueness of solutions to system (1.1) and the corresponding averaged
equation.
5.1. Proof of Theorem 2.2.
Proof. We denote
Zǫt =
(
Xǫt
Y ǫt
)
, b˜ǫ(t, x, y) =
(
b(t, x, y)
1
ǫ
f(t, x, y)
)
and
σ˜ǫ(t, x, y) =
(
σ(t, x) 0
0 1√
ǫ
g(t, x, y)
)
, Wt =
(
W 1t
W 2t
)
.
Then system (1.1) can be rewritten as the following equation
dZǫt = b˜
ǫ(t, Zǫt )dt+ σ˜
ǫ(t, Zǫt )dWt, Z
ǫ
0 =
(
x
y
)
. (5.1)
Under the assumptions (H1) and (H2), we intend to prove the coefficients in Eq. (5.1) satisfy
the local weak monotonicity and weak coercivity conditions in [14, Theorem 3.1.1].
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In fact, for any t, R > 0, zi = (xi, yi) ∈ Rn × Rm with |zi| 6 R, i = 1, 2,
2〈b˜ǫ(t, z1)− b˜ǫ(t, z2), z1 − z2〉+ ‖σ˜ǫ(t, z1)− σ˜ǫ(t, z2)‖2
6 2〈b(t, x1, y1)− b(t, x2, y2), x1 − x2〉+ ‖σ(t, x1)− σ(t, x2)‖2
+
2
ǫ
〈f(t, x1, y1)− f(t, x2, y2), y1 − y2〉+ 1
ǫ
‖g(t, x1, y1)− g(t, x2, y2)‖2
6 2|b(t, x1, y1)− b(t, x2, y1)| · |x1 − x2|+ ‖σ(t, x1)− σ(t, x2)‖2
+2|b(t, x2, y1)− b(t, x2, y2)||x1 − x2|
+
2
ǫ
〈f(t, x1, y1)− f(t, x1, y2), y1 − y2〉+ 1
ǫ
‖g(t, x1, y1)− g(t, x1, y2)‖2
+
1
ǫ
‖g(t, x1, y2)− g(t, x2, y2)‖2 + 2
ǫ
‖g(t, x1, y1)− g(t, x1, y2)‖‖g(t, x1, y2)− g(t, x2, y2)‖
+
2
ǫ
|f(t, x1, y2)− f(t, x2, y2)||y1 − y2|
6 Kt(R)(1 +R
θ1)|x1 − x2|2 + 2(2Rθ2 +Kt(1) +Rθ3)|y1 − y2| · |x1 − x2|
+
Ct
ǫ
(1 + 2Rα1 +Rα2)|x1 − x2||y1 − y2|+ Ct
ǫ
|z1 − z2|2
6 CR
[
Kt(R) +Kt(1) +
Ct
ǫ
]
|z1 − z2|2.
Furthermore, let ǫ0 =
λ2
λ1
if λ1 > 0, and ǫ0 = 1 otherwise. Then for any ǫ ∈ (0, ǫ0)
2〈b˜ǫ(t, z1), z1〉+ ‖σ˜ǫ(t, z1)‖2
6 2〈b(t, x1, y1), x1〉+ ‖σ(t, x1)‖2 + 2
ǫ
〈f(t, x1, y1), y1〉+ 1
ǫ
‖g(t, x1, y1)‖2
6 Kt(1)(1 + |x1|2) + λ1|y1|θ4 +Kt(1) + C|x1|2 − λ2|y1|
θ4
ǫ
+
Ct
ǫ
(1 + |x1|
4
θ4 )
6 C
[
2Kt(1) +
Ct
ǫ
]
(1 + |z1|2).
Let
Kǫt (R) := CR
[
Kt(R) +Kt(1) +
Ct
ǫ
]
.
Then by the definition of Kt(R), it is easy to see that K
ǫ
t (R) is an R+-valued adapted process
and for all R, T , ǫ ∈ (0, ǫ0), ∫ T
0
Kǫt (R)dt <∞.
Hence by [14, Theorem 3.1.1], there exists a unique solution {(Xǫt , Y ǫt ), t > 0} to system
(1.1). The proof is complete. 
5.2. Proof of Lemma 3.11.
Proof. It is sufficient to check that the coefficients of Eq. (3.8) satisfy the following condi-
tions:
For any t > 0, x1, x2 ∈ Rn, R > 0 with |xi| 6 R,
2|b¯(t, x1)− b¯(t, x2)||x1 − x2|+ ‖σ(t, x1)− σ(t, x2)‖2 6 K¯t(R)|x1 − x2|2 (5.2)
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and
2〈x1, b¯(t, x1)〉+ ‖σ(t, x1)‖2 6 K¯t(1)(1 + |x1|2), (5.3)
where K¯t(R) is an R+-valued adapted process and for all R, T>0,∫ T
0
K¯t(R)dt <∞.
Then Eq.(3.8) has a unique solution and (3.9) can be easily obtained by following the same
arguments as in Lemma 3.1(i).
In fact, by Proposition 3.9 and Lemma 3.10 we have
2|b¯(t, x1)− b¯(t, x2)||x1 − x2|+ ‖σ(t, x1)− σ(t, x2)‖2
6 2
∣∣∣∣
∫
Rm
b(t, x1, z)µ
t,x1(dz)−
∫
Rm
b(t, x2, z)µ
t,x2(dz)
∣∣∣∣ |x1 − x2|+ ‖σ(t, x1)− σ(t, x2)‖2
6 2
[∣∣∣∣
∫
Rm
b(t, x1, z)µ
t,x1(dz)− E˜b(t, x1, Y x1,0s )
∣∣∣∣+
∣∣∣∣E˜b(t, x2, Y x2,0s )−
∫
Rm
b(t, x2, z)µ
t,x2(dz)
∣∣∣∣
]
|x1 − x2|
+2E˜
∣∣∣b(t, x1, Y t,x1,0s )− b(t, x2, Y t,x1,0s )∣∣∣ |x1 − x2|+ ‖σ(t, x1)− σ(t, x2)‖2
+2E˜
∣∣∣b(t, x2, Y t,x1,0s )− b(t, x2, Y t,x2,0s )∣∣∣ |x1 − x2|
6 Cte
−βs
2
[
(Kt(1))
2 + 1 + |x1|(
2θ2+2
θ4
)∨( θ3θ4+2
θ4
)
+ |x2|(
2θ2+2
θ4
)∨( θ3θ4+2
θ4
)
]
+C|x1 − x2|2Kt(R)E˜(1 + |Y t,x1,0s |θ1)
+|x1 − x2|E˜
[
(|Y t,x1,0s |θ2 + |Y t,x2,0s |θ2 + |x2|θ3 +Kt(1))|Y t,x1,0s − Y t,x2,0s |
]
6 Cte
−βs
2
[
(Kt(1))
2 + 1 + |x1|(
2θ2+2
θ4
)∨( θ3θ4+2
θ4
)
+ |x2|(
2θ2+2
θ4
)∨( θ3θ4+2
θ4
)
]
+Ct,R|x1 − x2|2Kt(R) + Ct,R(1 +Kt(1))|x1 − x2|2.
Then letting s→∞, we obtain
2|b¯(t, x1)− b¯(t, x2)||x1 − x2|+ ‖σ(t, x1)− σ(t, x2)‖2 6 Ct,R [Kt(R) +Kt(1) + 1] |x1 − x2|2.
Moreover, by (3.6) we have
2〈b¯(t, x1), x1〉+ ‖σ(t, x1)‖2
=
∫
Rm
[
〈2b(t, x1, z), x1〉+ ‖σ(t, x1)‖2
]
µt,x1(dz)
=
∫
Rm
Kt(1)
(
1 + |x1|2 + λ1|z|θ4
)
µt,x1(dz)
6 CtKt(1)(1 + |x1|2).
Then (5.2) and (5.3) hold by taking
K¯t(R) := Ct,R [Kt(R) +Kt(1) + 1] .
By the definition of Kt(R), it is easy to see that K¯t(R) is an R+-valued adapted process and
for all R, T>0, ∫ T
0
K¯t(R)dt <∞.
AVERAGING PRINCIPLE FOR SDES 29
Hence by [14, Theorem 3.1], there exists a unique solution {X¯t, t > 0} to Eq. (3.8). The
estimate (3.9) can be proved by the same arguments as in Lemma 3.1. Therefore, the proof
is complete. 
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