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Résumé – Cet article décrit une méthode originale de localisation d’un engin sous-marin. Celui-ci est équipé de capteurs de cap et de vitesse et
explore une zone d’intérêt à l’aide d’une caméra embarquée. La méthode est détaillée sur un exemple simple puis généralisée. Enfin, des résultats
prouvant son efficacité sont présentés.
Abstract – This article presents an original method to localize an underwater vehicle. It is equipped by a speed and angle sensors and explores
a zone of interest thanks to an attached camera. The method is first detailed on a basic example, and is then generalized. Finally, some results
proving its efficiency are presented.
1 Position du problème
Parmi les missions confiées à l’Ifremer, l’exploration d’une
zone par caméra embarquée nécessite d’estimer la trajectoire
du porteur sous-marin (exemple d’engin figure 1(a) : le Re-
motely Operated Vehicle -ROV- Victor 6000 d’Ifremer [1]) à
partir des seules mesures de cap et de vitesse. Les trajectoires
(a) ROV Victor 6000 (b) Trajectoire type du ROV
FIG. 1: Engin sous-marin (ROV Victor 6000) et trajectoire type
lors d’une exploration d’une zone d’intérêt
sont en général du type de celle donnée en figure 1(b). Elles
aident à la reconstruction de la cartographie de la zone d’inté-
rêt par l’intermédiaire de mosaïques d’images [2]. Le problème
sous-jacent est celui de l’estimation de la trajectoire du porteur
lorsque l’on sait qu’il existe des lieux géométriques par les-
quels le véhicule passe deux fois, par exemple matérialisé par
un amer artificiel déposé durant la plongée.
L’objectif de ce papier est de proposer une méthode origi-
nale d’estimation d’une telle trajectoire.
Insistons sur le fait que les positions extrêmes de la trajec-
toire de l’engin sous-marin sont supposées estimées avec une
précision donnée, sur la base du retour sur l’amer pré-cité.
2 Modélisation
2.1 Mesures
Les mesures disponibles sont :
– des données de cap et de vitesse (bruités)
– de couples d’instants où l’engin repasse au même endroit
(supposés non-bruités)
2.2 Données de cap et de vitesse
Les mesures bruitées de cap et de vitesse sont effectuées res-
pectivement par un gyrocompas et un loch-Doppler. Les bruits
de mesure sont supposés additifs, centrés, gaussiens, indépen-
dants dans leur ensemble et mutuellement indépendants. Soit
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2.3 Données de recalage
Ce que nous appelons données de recalage sont des couples
d’instants où l’engin repasse par un même lieu (par exemple
au-dessus d’un même rocher). Ils sont déterminés en pratique
par les images.
2.4 Modélisation des trajectoires
Soit 

 

 


 la position de l’engin à l’instant de
mesure 

. Les trajectoires sont assimilées à des lignes polygo-
nales (segments de droite entre deux instants de mesure) :
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3 Méthode proposée : principe sur un
exemple simple
Implicitement, il s’agit d’estimer le paramètre
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La méthode du maximum de vraisemblance [4](sous hypo-
thèse gaussienne), bien que séduisante, est inenvisageable ici
du fait de la dimension de 	. Aussi proposons-nous l’alternative
suivante : étant données les deux positions extrêmes (positions
initiale et finale), l’idée de base est de fusionner une trajectoire
à l’estime "aller" et une trajectoire à l’estime "retour" (c’est-à
dire en parcourant les caps et vitesses en sens rétrograde). Cette
démarche est celle des lisseurs par maximum de vraisemblance
dans les systèmes linéaires [3].
3.1 Estimation aller (forward)
Soit 
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
,
connaissant les ( ) premiers caps et vitesses. Les positions
estimées sont calculées grâce à l’équation (2), en remplaçant
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3.2 Estimation retour (backward)
Soit 

 

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 la position estimée à l’instant 

,
connaissant les (  ) caps et vitesses en partant du point
final. En utilisant une fois de plus l’équation (2), on obtient :
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3.3 Débiaisage
Les biais et les variances théoriques des navigations à l’es-
time "aller" et "retour" sont facilement calculables. Nous don-
nons ci-dessous les formules pour les positions aller (les for-
mules pour les positions retour sont de la même forme). Nous
rappelons que E  
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Pour débiaiser les trajectoires aller et retour, il suffit de re-
marquer que l’espérance est donnée par la formule :
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Il est alors possible de débiaiser simplement les abscisses es-
timées (on procède de la même façon pour les ordonnées) en
posant
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NB : L’hypothèse de gaussiennité des bruits additifs est indis-
pensable ici.
3.4 Estimation aller-retour (forward-backward).
Méthode dite d’auto-estimation
L’idée de départ de la méthode proposée ici est de fusion-
ner les estimés "aller" avec les estimés "retour" , après avoir
débiaisé.
À un chaque instant, les caps et vitesses mesurés précédant
cet instant et les caps et vitesses suivant cet instant sont indé-
pendants. Ainsi, les deux estimés débiaisés, l’aller 

et le
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
sont indépendants. Nous pouvons dire que le
vecteur
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et pour matrice de variance-covariance :
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La fusion de ces deux estimateurs au sens des moindres car-
rés est donnée par :



	


P









 P






	




(12)


P














 P






	






	

Remarque : en effectuant le débiaisage, les variances et les
covariances sont multipliées par le terme  . Cela n’agit donc
pas sur l’estimation aller-retour (équation 12).
3.5 Comparaison avec la Borne de Cramer-Rao
La borne de Cramer-Rao (BCR) permet de donner une borne
inférieure à la matrice de variance-covariance de tout estima-
teur [4], c’est pourquoi nous avons cherché à la calculer afin
d’évaluer les performances de notre méthode.
La matrice d’information de Fisher (inverse de la BCR) se cal-
cule de la façon suivante :
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3.6 Évaluation sur une trajectoire contenant une
seule boucle
La trajectoire illustrée sur la figure 2(a) a été choisie car elle
représente la brique de base d’une trajectoire plus complexe.
Les résultats sur l’efficacité de notre correcteur de biais sont
présentés sur les figures 2(b) et 2(c). La fig.2(b) présente trois
courbes : E



, E



et 

. Sur cette figure,
l’axe des abscisses est gradué de 0 à 1400s par pas de 200s et
celui des ordonnées de -1 à 7m par pas de 1m. Avant débiai-
sage, on remarque une courbe en cloche qui culmine à 6.5m
et qui est très proche de la courbe du biais théorique (en trait
continu). Après débiaisage, le biais oscille entre  0.2m. Les
résultats sur les biais en  sont similaires (cf. fig. 2(c)).
Les variances sont illustrées sur les figures 2(d) et 2(e). L’axe
des abscisses est gradué de 0 à 1400s par pas de 200s et ce-
lui des ordonnées de resp. 0 à 120m par pas de 20m (fig.
2(d)) et de 0 à 80m par pas de 10m (fig. 2(e)). Nous pou-
vons remarquer que les variances calculées sont très proches
de la borne inférieure calculée grâce à la BCR (

 
et 

 ). Pour cet exemple, la méthode fournit donc une
estimation quasi-efficace.
4 Extension de la méthode à une trajec-
toire contenant plusieurs boucles
Dans le cas général, la trajectoire comporte plusieurs boucles
(voir figure 1(b)). Elle est assimilée à un graphe orienté, avec
des noeuds correspondant aux points de recalage dont les po-
sitions sont à estimer. La matrice de coûts de ce graphe est
construite en considérant que la longueur d’un arc est égal aux
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(a) Exemple de trajectoire
traitée
0 200 400 600 800 1000 1200 1400
−1
0
1
2
3
4
5
6
7
(b) Correction du biais en x
0 200 400 600 800 1000 1200 1400
−1
0
1
2
3
4
5
6
(c) Correction du biais en y
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FIG. 2: Traitement d’une trajectoire contenant une seule
boucle. En trait plein, les biais théoriques et variances données par
la BCR. En pointillés, les résultats sans correction de biais. En trait
plein fin, les résultats après correction de biais.
nombres de mesures disponibles entre les noeuds. L’idée est
d’estimer les positions dans l’ordre qu’elles apparaissent le long
du plus court chemin entre deux positions connues ou préala-
blement estimées. La trajectoire est donc estimée itérativement
selon la stratégie décrite ci-après.
4.1 Stratégie
La stratégie de parcours proposée est la suivante :
1. Rechercher le plus court chemin entre les extrémités connues
(première et dernière positions) grâce à l’algorithme de
Dijkstra [6],
2. Estimer les positions le long de ce plus court-chemin
grâce à la méthode d’auto-estimation,
3. Considérer les points de recalage estimés à l’itération
précédente,
4. Rechercher pour chaque couple de ces points, le plus
court chemin non encore traité,
5. Auto-estimer les positions le long des plus courts che-
mins ainsi déterminés,
6. Revenir à l’étape 3.
NB : si plus d’un arc relie deux noeuds, nous traitons d’abord le
chemin le plus court qui les relie (cf. 4.). Une fois l’algorithme
terminé, nous traitons les chemins restants.
4.2 Évaluation sur une trajectoire contenant plu-
sieurs boucles
Dans le cas de la trajectoire figure 4(a), nous avons traité
chaque plus court chemin de façon itérative (voir section 4.1 et
figures 3(a) à 3(i)).
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FIG. 3: Traitement d’une trajectoire contenant plusieurs
boucles. En gras, les sous-chemins traités séquentiellement.
Les résultats sur l’efficacité de notre correcteur de biais sont
présentés sur les figures 4(b) et 4(c). L’axe des abscisses est
gradué de 0 à 1400s par pas de 200s, celui des ordonnées de
-0.8m à 1m par pas de 0.2m pour le biais en  et de -1m à
3.5m par pas de 0.5m pour le biais en . Comme pour pour les
résultats associés à la trajectoire "simple" présentée 3.6, nous
pouvons constater que les biais sont réduits et oscillent entre
0.3m pour le biais en  et  0.5m pour le biais en .
Les variances sont illustrées fig. 4(d) et 4(e). L’axe des abs-
cisses varie de 0 à 1400s, celui des ordonnées de 0 à 25m par
pas de 5m (variance en ) et de 0 à 60m par pas de 10 (va-
riance en ). Comme prévu, les variances des positions biaisées
et débiaisées sont quasi-équivalentes.
Le calcul de la BCR n’a malheureusement pas pu être au-
tomatisé. En effet, l’inversion de la matrice de Fisher requiert
déjà beaucoup de mémoire dans le cas relativement simple d’un
seul recalage (fig. 2(a)). Nous avons tout de même effectué ce
calcul pour quelques trajectoires données (jusqu’à 5 recalages)
et le résultat obtenu en section 3.6 (variances proches de la
BCR) a été confirmé.
5 Conclusion
D’après les résultats satisfaisants que nous avons obtenus par
la méthode d’auto-estimation via le parcours de graphe, tout
laisse à croire que la méthode proposée dans cette communi-
cation est quasi-efficace. Elle sera donc sera mise en oeuvre
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FIG. 4: Traitement d’une trajectoire contenant plusieurs
boucles. En pointillés, les résultats sans correction de biais, en trait
plein, les résultats après correction de biais.
prochainement sur des données réelles acquises en bassin.
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