INTRODUCTION
Queueing Systems with repeated attempts are characterized by the fact that a customer flnding all the servers busy upon arrivai must leave the service area, but some time later wilLcome back to re-initiate the demand. Between trials, a customer is said to be in "orbit". These models arise in practical situations as making phone calls or computers competing to gain service from a central processor unit. We mention [22] where retrial queues are used as mathematical models of several computer Systems: packet switching networks, shared bus local area networks operating under the Carrier-Sense Multiple Access protocol and collision avoidance star local area networks. Interested readers can find the main results and methods for retrial queues in the monograph by Falin and Templeton [6] .
It should be pointed out that the évolution of a single server retrial queue exhibits an alternating séquence of idle and busy periods of the server. At any service completion epoch, the server becomes free. Then, a compétition between the primary input flow and the repeated attempts corresponding to customers at the retrial group détermines the next customer who accesses to the server. This is just the main différence with classical waiting lines without retrials. The second input stream associated to the repeated attempts is usually a non-homogeneous flow (see Sect. 2). The analytical difficulties arising in the study of retrial queues are connected with this lack of homogeneity.
A number of papers [3] [4] [5] 15] have recendy appeared in the queueing literature in which a catastrophe removes all the work present in the system. These disasters can be view as a gênerai breakdown of the system so these models can be used to analyze computer networks with virus infections, and breakdowns due to a reset order. Besides, the catastrophes can also be connected with other queueing phenomena such as G-networks and clearing Systems [7-14, 19, 20] .
G-networks were introduced in their simplest version by Gelenbe [9] . In this versatile class of queueing networks the customers are either "positive" or "négative". In contrast with the ordinary customers, the arrivai of a négative customer implies that one positive customer must be removed, if any présents, from the system. Since their introduction, there has been a growing interest in several directions, including extensions to the case of multiple classes of customers [7, 13] , networks with triggered customer motion [11] , networks with batch and random amount of work removal [4, 12] and analysis of single node queues with négative customers [14] .
On the other hand, the early work on stochastic clearing Systems [19, 20] describes the behaviour of these models in terms of a stochastic input flow and an output mechanism which instantaneously deletes all backlog in the system. The literature shows applications to inventory Systems, queueing theory and public service Systems. Most efforts were done to investigate the optimal design of a clearing model when the clearing Ie vel is subject to control and a cost structure is assumed.
In this context, queueing networks with disasters provide an extreme case in which all the customers at the node are deleted automatically when a disaster occurs. We note that the concept of "disaster" is closely related to the models with batch removal. Following [12] , it suffices to take the distribution of the batch size of node i, P{Bi -s} -ü^, s > 1, appropriately in order to remove all customers present at that node; Le., we consider P{Bi = s} as a non honest distribution and define ü^ = 0 for all finite s.
In this paper we study a single node queue with state dependent input and one server simultaneously allowing for repeated attempts and a disaster mechanism (see Sect. 2 for the model description). The particular case in which the input stream is an homogeneous Poisson process was introduced in [3] where the authors investigated the following features: a) the joint distribution of the server state and the number of customers in orbit in steady state, b) the joint distribution of a busy period and the number of service complétions and deleted customers, c) the waiting time for the case in which only the customer at the head of the retrial group is allowed for access to the server.
The analysis of point a) in [3] was given in terms of generating fonctions where complex intégral formulae are involved. So our goal in this paper is to complete the investigation in a double sensé:
i) by providing a stable scheme for Computing the limiting distribution in a class of retrial queues which includes the System studied in [3] , ii) by reducing the numerical efforts for analyzing the main performance characteristics.
To that end, we will generalize a classical approach based on the theory of regenerative processes. Schellhaas [18] and Tijms [21] showed the usefulness of this approach in a gênerai class of queueing models. The application of this methodology also leads to computationally tractable algorithms for Computing the state probabilities in single server retrial queues [1, 16] . Nevertheless, all this work has been done for single server queues where a matricial structure of type M/G/l is preserved. After a disaster, all the customers in the System are removed immediately; Le., a transition to state (0,0) occurs. From this point of view, we extend in this paper the applicability of the regenerative methodology to a more gênerai context where the standard matricial structure is not preserved. The rest of the paper is organized as follows. In Section 2 we describe the mathematical model. In Section 3 we dérive the recursive algorithm for Computing the limiting distribution of the system state. Finally, in Section 4 we give some numerical results.
THE MATHEMATICAL MODEL
Let us consider a single server queueing system at which customers arrive according to a state dependent Markovian input process with rate X t j when the system is in state (i, j). The first component i = 0 or 1 according as the server is free or busy and j dénotes the number of customers in the orbit. We will consider two different retrial policies for describing how the customers in orbit can access to the server. Most queueing Systems with repeated attempts assume that each customer in orbit seeks service independently of each other after a random time exponentially distributed with rate /*. Thus, the probability of a repeated attempt during the interval (t,t + At), given that j customers were in orbit at time t, is jf/xAt + o(At). However, there is a second retrial policy where the retrial rate does not depend on the number of customers in orbit (if any), so the probability of a repeated attempt during (t, t + At), given that the orbit is not idle at time t, is //At 4-o(At). The M/G/l retrial queue with the latter policy was studied extensively in [17] . In what follows we will incorporate both retrial policies by assuming the linear retrial policy introduced in [2] ; Le. y the probability of a repeated attempt during the interval (t. t + At), given that j customers were in orbit at time t, is (a(l -5QJ) + jfj)à±t + o(At), where 8 a h dénotes Kronecker's delta. The service times of customers are independent and distributed as a random variable S having probability distribution fonction B(t) (B(Ö) = 0) and Laplace-Stieltjes transform ƒ?($) = E[exp{-0S}]. Besides, the disasters also arrive at the system according to a Poisson process with rate 6. If a disaster occurs then all the customers in the system are immediately destroyed. The input streams of primary arrivais and disasters» service times and intervals between successive repeated attempts are assumed to be mutually independent.
The state dependent Markovian input process covers a number of important particular cases in practice. Taking A^ = À, for i E {0,1} and j > 0, we have the M/G/l queue with linear retrial policy and disasters introduced in [3] , If we assume a model with finite orbit capacity K then the arrivai intensities are taken as À^ = À, for i G {0,1}, 0 < j < K -1, AOK" = A and Xij = 0 otherwise. Taking Xij = (K -i -j)A, for (i,j) such that 0 < i + j < üT we have the quasi-input process used to model the repairman problem with K machines.
Observe that the existence of a flow of disasters with positive rate ô guarantees that the limiting distribution always exists. It should be pointed out that the analysis of Section 3 will be given for finite and infinité orbit capacity Systems simultaneously.
THE REGENERATIVE ANALYSIS AND THE RECURSIVE APPROACH
The state of the system can be described by means of the process (C(£), JV(£),£(t)) where C(t) is 0 or 1 according as the server is free or busy at time t, N(t) represents the number of customers in orbit and, if C(t) -1, then £(t) represents the elapsed time of the customer being served. We next neglect £(t) and consider only the bidimensional process {C(t) y N(t)) with state space E = {0,1} x {(),...,#}.
Let Pij -limt_^oo P{C(t) = i,N(t) = j} be the limiting distribution of the system state. Let a cycle be the elapsed time between two successive visits of the process (C(t),N(t) ) to the state (0,0). We also define some other random variables:
T = the length of a cycle,
Tij = the amount of time in a cycle during which (C(t),N(t)) = (i,j), (ij) e E,
Noj = the number of service complétions in a cycle at which j customers are left behind in orbit, j > 1, N = the total number of service complétions and disasters in a cycle. We can also define TVoo as the number of events in a cycle at which 0 customers are left behind in orbit. Obviously, NQQ equals 1 but this event may be either an ordinary service completion or a disaster.
From the theory of regenerative processes, we have for aü(i,j) e E.
The keys for developing an algorithmic method for Computing the limiting distribution are the équation (1) and some up and down crossing arguments. The number of transitions from state (0,j) is equal to the number of transitions into (0, j) in a régénération cycle (0,T]. Then, by equating the corresponding expectations we obtain
We further observe that the number of transitions in (0, T] at which the orbit size increases from j -1 to j equals the number of transitions at which the orbit size decreases from j to j -1. Taking expectations the above argument leads to the équation
Dividing (4) by E[T] we have from (1) that
Hence the computation of the limiting distribution is reduced to find the séquence {-FV/}jL 0 , since PQO can be obtained from
= 1
To dérive a récurrence relation among the probabilities P\j, we define the following quantity. For 0 < j < K and 0 < k < min(j + 1, if) let Akj = the expected amount of time that during a service time j customers are in the orbit given that the previous service time (or disaster) left k customers in orbit.
Observe that a straightforward application of Wald's theorem yields
where j = min(j,K -1).
From (2) we rewrite (7) as follows
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Next using (4) and (8), we obtain
Dividing both sides of (9) 
by E[T] and using the fact that E[T]
)" 1 , we find that
An alternating application of formulas (5) and (10) provides a stable recursive scheme for Computing the limiting probabilities in terms of Poo which is given by expression (6).
It rernains to specify the calculation of the quantities Akj. To that end we now define a second auxiliary quantity B^j. For 0 < k < j < K let Bkj = the expected amount of time that during a service time j customers are in orbit given that immediately after the beginning of the service k customers were in orbit. We next find that these quantities are given by
for K = oo or j < if < oo, -B(*)) for j = if < oo.
We now verify the validity of B k j in case that if = oo or j < K < oo. If we consider an infinitésimal interval (£, t + Ai), then the interval contributes to Bj~j if the service time has not been completed before time t (with probability 1 -B(t)), a disaster did not occur (with probability e~ö t ) and j -k customers arrived in (0,*) (with probability e' Xt (Xty~k/(j -&)!). The case j = if < oo follows along the same lines. Now there must be at least K -k arrivais in the interval (0,£).
Then» by Connecting Aj~j and B k j, we obtain
In Section 4 we will show that the computational work introduced by the intégral in (11) may be reduced to a finite sum for most service time distributions of practical interest.
NUMERICAL EXAMPLES
In this section we consider several examples in which computationally tractable expressions for the quantities B k j can be given. Example 1. Exponential service time distribution. Now we have B(t) = l-e" l/t , t>0.
Hence
Example 2. Deterministic service time distribution. Assume that the service time of a customer is a constant D > 0. Then it is easy to show that In particular, the hyperexponential service time distribution H2 requires that the weights p\ and p2 are non-negative.
Other many service time distributions (shifted exponential and mixture of Erlang distributions) also lead to closed form expressions for B^j. Our numerical expérience shows that the recursion scheme provided by formulas (5) and (10) is numerically stable. Note that the scheme only involves one différence in (10) and thus a loss of significant digits is not expected.
The model with infinity capacity of the orbit (Xij = À, i E {0,1}, j > 0) must be reduced to a finite system by placing a ficticious limit on the number of customers in the orbit. This auxiliary limit, say N, can be chosen so that the probability Poo has a desired accuracy. Nevertheless, a direct truncation over (5) and (10) leads to a finite system of équations which does not correspond to the limiting probabilities of any queueing model. Thus it is impossible to guarantee that Poo belongs to the interval (0,1). To solve this problem, we propose a simple approximation of the original infinité System by a finite orbit capacity system where À^ -À, for i G {0,1}, 0 < j < K -1, XQK = A and Xij -0 otherwise. The value of K can be determined with the help of the riormalizing condition (6) at any desired accuracy level.
In Table 1 we give the limiting distribution for several retrial queues with disasters. The service time includes the exponential, deterministic and hyperexponential distributions. The retrial parameters have been chosen to cover the cases of classical, constant and linear repeated attempts.
In the case K = oo and A^ = À for all (i,j) E E, the generating transforms and the main characteristics associated to the limiting distribution can be expressed in terms of complex intégral solutions. We refer to the interested reader for seeing the expressions given in Theorem 1 and Corollary 1 in [3] . A numerical solution can be obtained by a Fortran program calling Numerical Recipes Software (NRS). Nevertheless, it is obvious that the numerical efforts for Computing some performance measures can be simplyfied with the help of the regenerative approach developed in Section 3. From the point of view of accuracy, both methods provide similar results. This f act is illustrated in Table 2 for the probability Poo* The data correspond to the queue with hyperexponential service time distribution H2 and parameters (À, a,/i,pi, v\, 1/2) = (1.6,2,0.7,0.3,2.7,1.5).
