Calorimetry has several important advantages for the measurement of the absorbed dose delivered by pulsed radiation. Firstly, nearly all the energy absorbed in a material is rapidly degraded to heat and causes a temperature rise directly proportional to the absorbed dose. The "thermal defect" -that is, the energy locked up or released in chemical change or in lattice defects induced by radiation-can be kept very small by the choice of suitable materials and is, in any case, only a first order correction to the main effect, not the main effect itself. Secondly, there are no saturation, competition or recombination effects to introduce large errors at high dose rates or large dose per pulse, and if the thermal defect should be slightly dependent upon dose rate, this would involve only a second order correction. Thirdly, the temperature rise in the irradiated material is virtually simultaneous with the radiation pulse, however short the latter may be. Thermal conduction (and in a liquid, possibly convection) will then smooth the temperature distribution throughout any isolated region and heat loss to the surroundings will cause the temperature to fall gradually.
Limitations
The principal limitation of calorimetry is low sensitivity. An absorbed dose of 1000 Gy in water gives a temperature rise of only 0.24°C.
The fact that the temperature rises suddenly during a short pulse of radiation means that slow drifts or low frequency "noise" in the measuring system will be less disturbing than when measuring continuous radiation. However, for measuring low values of absorbed dose, one of the other methods-ionization or solid state-is to be preferred.
Scope of this Section
In the following paragraphs, we shall be concerned primarily with measurements in photon or fast electron beams, but similar principles apply to beams of heavy charged particles or neutrons, although the "thermal defect" due to chemical and lattice energy storage, is then likely to be larger and must be investigated carefully (Goodman, 1979) .
The calorimetric techniques for measuring continuous radiation are already well established and have been described in ICRU Report 14 (lCRU, 1969) and else-
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where (Laughlin and Genna, 1966) . The same techniques can be used to measure a train of small pulses from a linear accelerator, betatron or other pulsed accelerator. In this report, we shall, therefore, pay special attention to the problems associated with the measurement of large single pulses of radiation such as those delivered by capacitor discharge apparatus. These may be difficult or even impossible to measure by other methods.
The Calorimeter
A calorimeter comprises an absorbing medium and a temperature sensor. In choosing a suitable absorbing medium, the same considerations apply as in the case of continuous radiation. The material should have low atomic number (to match biological tissue) and minimum thermal defect. In some cases, high thermal diffusivity will be desirable (to allow rapid temperature equilibration throughout the calorimeter "core"); in other cases, low thermal diffusivity is desirable (when making point by point measurements in a water phantom-see Section 4.5.5). The choice of a temperature sensor for measurements in pulsed beams requires a more detailed consideration of the rate of heat transfer between the sensor and the medium and we devote some attention to this below.
Temperature Rise of the Absorbing Medium
The temperature rise in the medium is proportional to the quotient of absorbed dose by specific heat capacity, c. Water, with c = 4180 J kg-I K-I (1 cal g-I ° C-I) has a temperature rise of 2.4 X 10-4 K Gy-I (2.4 X 10-6 °C rad-I ) and the temperature rise of various other materials relative to water is listed in Table 4 .1.
Temperature Rise of the Sensor
The immediate temperature rise of the sensor, if this is made of a metal or a semiconductor, will be much larger than that of the surrounding medium, if this is water or tissue-like material. Table 4 .1 contains data on the thermal and radiation absorbing properties of a variety of materials of interest in calorimetry and lists the temperature rise, m, of each relative to water for two widely different conditions. In column A, each material is assumed to be traversed by 1 Me V quanta of the same fluence and to be of such a size that secondary electron equilibrium may be assumed to exist within it. The temperature rise will then be proportional to the quotient of the mass energy absorption coefficient, 4.4 The Calorimeter . . • 23 Berger and Seltzer (1964) and Storm and Israel (1970) . The derived quantities are to be regarded as illustrative rather than universally applicable and, for this reason, they are quoted to only one or two significant figures . In exact dosimetry, the values appropriate to the material and the conditions of use must be determined. Graphite, in particular, may be obtained in forms which differ widely in density and in thermal properties.
(f.len/ p) l MeV, by the specific heat capacity. In column B, each material is assumed to be traversed by the same fluence of 1.5-Me V electrons, so the temperature rise is proportional to the quotient of mass collision stopping power by specific heat capacity.
The relative values of temperature rise in column B vary by only a few percent as the electron energy changes from 1 MeV up to at least 10 MeV, but the values in column A for x-ray quanta vary more strongly with energy and should be regarded as only illustrative. For quantum energies other than 1 Me V, the appropriate (f.len/ p) values should be used.
In a fast electron beam, the prompt temperature rise of the sensor will reflect faithfully the stopping power and specific heat capacity of its own substance, and the corresponding prompt rise of the surrounding medium can be derived by calculation if its properties are known. In such a case, either the prompt or the equilibrium temperature of the sensor may be the quantity measured. If a thin metal wire or foil is used as a sensor in a high-energy x-ray beam, however, the prompt temperature rise will be intermediate between the values shown in columns A and B since the metal will not be thick enough to establish full electronic equilibrium. This condition is hardly amenable to calculation and in all such cases the sensor must be allowed to equilibrate with the medium before the temperature measurement is made. The approach to final equilibrium is slow, but a long delay could permit unwanted changes to occur in the general temperature distribution, so some compromise may be necessary. The rate of equilibration of sensors of various forms by heat conduction into the medium is considered in detail below as an aid to design, but an experimental check on the system chosen is recommended.
In some designs of calorimeter (Domen and Lamperti, 1974) , the temperature rise of a small thermally insulated block (the "core") made of the same material as the surrounding medium is the quantity to be measured and here, too, the sensor must be allowed to equilibrate with the core before the measurement is made. Moreover, the sensor or heating wires incorporated into the core must have a thermal capacity small compared with the core itself, if the correction for dissimilar material properties is not to become too large.
Equilibration Time of the Sensor
The sensor may be in the form of a thin foil, a wire or a small sphere (as in the case of a thermistor) or some combination of these. The initial stages of equilibration will be by thermal conduction into the surrounding medium at rest, since convection, if conditions permit it at all, takes some time to become effective. The calculations below take account only of conduction. If the equilibration times arrived at are more than a few seconds, however, and the temperature rise is large, convection may operate to assist cooling and will, at the same time, tend to disturb slightly the initial temperature distribution in the medium. The effect of this can only be assessed by experiment.
If the prompt temperature rise of the sensor is m times the rise, ~), of the medium, then the initial difference following a pulse is (m -1)&0; and if it is desired where fA is equal to mtJo and x is the fractional difference between the reading of the sensor and the temperature of the medium.
to keep the error in assessing {lo down to a fraction, x, then equilibration of this initial difference must proceed down to x/(m -O. This is illustrated in Figure 4 .1 and it is liable to be a stringent requirement for sensors of high-Z materials. A material with a low m-value will usually be preferred for the sensor.
(a) Thin foil An exact solution can be obtained for the rate of . cooling of a thin, perfectly conducting foil which is in contact on both sides with a medium having thermal diffusivity, K (Carslaw and Jaeger, 1959, p. 306, III(i». This is shown graphically in Figure 4 .2, but we need only quote the approximation which is valid for long elapsed time, t, after the pulse. This is:
e ,e' = specific heat capacity of the foil and of the medium, respectively p,p' = density of the foil and of the medium, respectively K = thermal diffusivity of the medium If the medium of interest is water, values of pfor a variety of materials can be taken from Table 4 .1. If we put {It = m{lo and require that ({I-{lo)/{lo = 0.02 before the measurement is made, we find from Eq. (4.1) for the necessary equilibration time, which we shall denote by
Ratio of the residual temperature rise (tJ -~,) of a thin foil sensor immersed in a Iiq uid to its initial value (tJ1 -tJo) as a function of the time·dependent product on the abscissa axis. Cooling is assumed to be by conduction only. a = thickness of foil, /3= pc/ pc',r ,c' = specific heat capacity of the foil and of the liquid, respectively, p,p = density of the foil and of the liquid, respectively, tJ o = constant temperature of the liquid, tJ 1 = initial temperature of the foil , tJ = temperature of the foil after time t. ,,= a 2 / 4Kt, K = thermal diffusivity of the liquid. V ..... ,;' " . / " ,;' "' '" " ,/ "
Note: The calculated values in the hatched squares would obviously be modified by convection.
t .02, the expression:
Values of t .02 for various materials and thicknesses of foil subjected to equal fluence of 1.5 MeV electrons (column B in Table 4 .1) are presented in Table 4 .2. In practice, convective cooling would be established after a few seconds and would reduce appreciably all estimated values greater than a few seconds. Nevertheless, the range from 8 ms up to 5.4 s required to bring a 5 ILm foil of various metals to within 2 percent of the water temperature emphasizes the need to choose the foil material with care.
(b) Thin wire The exact solution for a thin wire of radius a cooling by conduction in a medium of thermal diffusivity K is shown in Figure 4 . 3 (Carslaw and Jaeger, 1959) . For large values of the time, the following approximation is adequate:
where r; = a 2 /4Kt and fJ = pc/ p'c' as before, and this leads to
If we require that (&-(0)/&0 = 0.02 before measurement, this leads to the equilibration times set out in Table 4 .3, assuming equal fluence of 1.5-Me V electrons in wire and medium. Thin beryllium or aluminum wires are hardly likely to be practicable, and a 20 ,am diameter copper wire requires about 45 milliseconds for equilibration. Wires cannot be made as thin as foils owing to their greater fragility, but, for higher atomic number materials in particular, equilibration times. are greatly reduced since the heat flow is cylindrical instead of planar.
(c) Small sphere The rate of cooling of a small sphere of radius a in a liquid of diffusivity K is relevant to the cooling of a thermistor. An approximate solution, valid for long times (Carslaw and Jaeger, 1959, p. 257) , modified for our purpose here, is:
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(4.4) where fJ and r; have the meanings already ascribed to them (see Figure 4 .4). The condition that (&-&0)/&0 = 0.02 leads to the equilibration times listed in Table 4 .4, if the material of the sphere is assumed to have fJ = 0.6 and m = 10, these being reasonable estimates for thermistor materials (cf. 
(d) Lead wires
In the above calculations, (a), (b), and (c), the effect of conduction along lead wires to the sensor has not been considered. If these are in the radiation field, they will, of course, also experience a temperature rise corresponding to their material, and their rate of cooling must be taken into consideration when measuring pulsed radiation.
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Transmission Monitors
The use of fast electron beams in radiation chemistry and radiobiology makes it necessary to devise monitors which can indicate the pulse size without interfering significantly with its energy, or scattering the beam unduly. The low density and correspondingly low linear stopping power Qf beryllium make it possible to place a Be foil directly in front of the sample to be irradiated and to measure the temperature rise of the foil. In this position, the foil is being used as a pulse monitor, not a dosimeter, but its readings can be related to the absorbed dose in the sample by suitable calibration procedures. A detailed account of other monitoring systems is given in Section 4.5.8. An arrangement using aluminum, titanium and copper as calorimeter elements has been used by Oswald et at. (1966) . (1968a) to measure the dose delivered to liquid samples by a 2 MV pulsed electron accelerator. Graphite calorimeters were used, in the form of discs to which were attached thermocouples made from 0.0127 cm diameter copper and constantan wires with a silver-soldered junction. The calorimeter was so arranged that it occupied the same position as the liquid sample in a standard liquid cell. Similar calorimeters were made from aluminum and nickel; the thermocouple output from an aluminum calorimeter is shown in Figure 4 .5. The first peak (labeled 1) is the instantaneous temperature registered by the thermocouple. This is higher than the initial temperature of the calorimeter, partly because the m-values for copper and constantan are higher than for aluminium (Table 4 .1), and partly because of the variation of energy fluence across the calorimeter diameter. The normal cooling curve of the calorimeter, labeled 3 in the figure, is reached in about 2 seconds, as the temperature becomes uniform over the calorimeter. The point labeled 2 is an artefact due to switching off a focussing solenoid shortly after the electron pulse, but it does not prevent the extrapolation TIME~ Fig. 4 .5. Thermocouple output for typical aluminum calorimeter. Label I indicates the initial peak registered by the thermocouple, label 2 an artefact, and the portion la beled 3 indicates the cooling curve. of the voltage curve to time zero. From the thermocouple calibration constant, the temperature rise of the calorimeter element can be calculated and, knowing the specific heat of the material used, the absorbed energy is readily determined. For absorbed doses of about 5 X 10 4 Gy per pulse, yielding a temperature rise greater than 60°C, the absorbed dose in the liquid sample could be determined with adequate accuracy by irradiating the graphite disc in the same position as that occupied by the liquid and making appropriate corrections for the different stopping power and backscatter. The dose values determined in this way from aluminum, graphite, and nickel calorimeter elements agreed to within 2 percent. Adiabatic calorimetry has been used by Chappell and Humphreys (1972) to calibrate thin plastic film dosimeters for use in pulsed electron beams. Thin graphite or metal foil discs of diameter 5 mm and thickness 77 ,urn were the sensitive elements. These were held under vacuum at various depths in a homogeneous medium irradiated by electron pulses as short as a few nanoseconds.
Dosimetry of Gaseous Samples
Calorimetry can also be employed to measure the dose delivered to gaseous samples (Willis et al., 1968b; 1971) in radiation chemistry research. The major problem here is to prevent the calorimeter element from seriously disturbing the dose distribution that is to be measured. The element must obviously be extremely thin to avoid degrading the beam energy seriously and broadening the beam by scatter. Several very thin elements can then be placed in series along the irradiation cell to determine the average dose throughout the cell volume. By using, in successive experiments, calorim· eter elements of different thickness, and then plotting the corresponding average dose values against the thickness of the elements, one can extrapolate to zero thickness and so obtain the true dose in the gas sample when no additional absorber is present. Ghormley et al. (1969) have also used calorimetry to measure the dose to gaseous samples exposed to a 2-Me V electron beam. Schmidt and Buck (1969) have developed an unusual calorimetric method for measuring the absorbed dose received by an aqueous solution exposed to the electron beam from a 15-MeV linear accelerator. In this method, a quartz conductivity cell (with two parallel circular platinum electrodes) filled with a 10 mol m-3 (10 millimolar) phosphate buffer is placed coaxially behind a collimator which limits the electron beam to a circle of about half the electrode diameter. When the cell receives a burst of electrons, the absorbed energy causes a temperature rise in the irradiated electrolyte. This increases the electrolytic conductivity which possesses a temperature coefficient of about 2 percent per degree C. The conductivity change is measured in a sensitive bridge circuit and recorded. In view of the short irradiation time of 2 seconds or less, the temperature rise is quasi-adiabatic, and no thermal insulation is required. Doses as low as 10 Gy can be measured with a standard deviation of 3 percent. In this work, a long train of pulses was used so that radiation chemical errors are minimized, but a correction for the energy absorption in the platinum is necessary. The conductimetric dosimeter agreed with the Fricke dosimeter within experimental error.
Holographic Calorimetry
Hussmann and McLaughlin (1971) developed a novel calorimetric method for the absolute determination of the spatial distribution of absorbed dose in transparent liquids, particularly for the dosimetry of pulsed high intensity electron beams. The method exploits the fact that the refractive index of a transparent liquid decreases with rising temperature. Using holographic interferometry, it is possible to determine the local changes in refractive index and, thus, the local temperature rise without introducing any temperature sensors that could disturb the radiation field. In principle, the holographic method allows the three-dimensional dose distribution to be reconstructed for any radiation beams which are symmetrical around the direction of propagation. The thermal defect requires special consideration under single pulse conditions (see Section 4.5.6) .
Absorbed Dose Distribution in a Water Phantom
It has been shown by Domen (1980; 1982) that the temperature distribution in a water bath irradiated by a vertical broad beam of 60CO radiation changes only very slowly and that point-by-point measurements of temperature rise can be made over periods of several minutes. The thermal diffusivity of water is very low (Table 4 .1) and the thermal gradients within the beam are small, so that convection does not occur and the foils originally used to prevent convection are not required. The temperature sensors (thermistors) and their leads are closely sandwiched between two 30,urn polyethylene foils which hardly affect the heat transfer between sensor and water, but prevent convection and insulate, electrically, the sensor and its leads from the water.
In the 6OCO beam, Domen obtained readings from 3.5 min irradiation periods, corresponding to an absorbed dose of 14 Gy, with a precision of 0.5 percent. The method should be extremely convenient for large single pulses of radiation, or a train of smaller pulses, since there is clearly sufficient time for equilibration of the sensors with the water. The same technique should also be applicable to a horizontal or oblique radiation beam, with plastic foils placed horizontally to impede any tendency to convection in the water. The thermal defect in the water under the conditions of irradiation must be allowed for.
The Thermal Defect in Calorimetry
When a solid, liquid or gaseous sample is irradiated, its final chemical and physical state will usually differ from its state before irradiation and the resulting differences in chemical bond strengths or in lattice energy will retain a small fraction of the total energy imparted by the radiation to the sample. This fraction is termed the "thermal defect" and may be expressed as a percentage of the energy imparted. The thermal defect is usually positive and the temperature rise of the sample will then be less than that calculated from its specific heat capacity and the total energy imparted. However, if exothermic reactions predominate, the system may show a negative thermal defect which will increase the temperature rise above that calculated from the energy imparted alone.
Clearly, when calorimetry is to be used as an absolute dosimetric standard, the thermal defect in the reference material must be known and allowed for. It will depend upon the type of radiation-induced reactions involved, and also upon any back reactions or radiation-induced decomposition of the products which may take place. In some liquid systems, under continuous irradiation (e.g., water saturated with hydrogen), an equilibrium state may be reached in which the thermal defect is virtually zero, since as much of the product is being destroyed as is being produced in a given time, and no change in the chemically bound energy occurs (Hart and Fielden, 1965) . Even in such a system, the initial rate of rise of temperature will be less than that observed after chemical equilibrium has been attained-or, in other words, the thermal defect will be dose-dependent.
When the mode of irradiation is a long series of small pulses, the situation may be considered to be the same as for continuous irradiation. However, when large single pulses have to be measured, the thermal defect must be studied carefully, as it may be considerably larger than that found for continuous irradiation under equilibrium conditions because of different chemical mechanisms. Thus, in pure oxygen-free water, the primary reactions lead to products having bond strengths which differ from those in water by an amount which would indicate an initial thermal defect of about 4 percent, whereas under steady state continuous irradiation, a value of 0.3 percent has been reported (Lovell and Shen, 1976) .
Calorimetry in Radiobiology
In radiobiological work, the calorimeter system will usually have to be tailored to suit the form and nature of the irradiated material. Frequently, the temperature rise in a thin foil traversed by the radiation beam can be used to monitor the dose to a sample to be irradiated. This monitor can be calibrated by means of a chemical or solid state dosimeter placed at the position of the sample. An example of such an experiment (Epp et al., 1975) and the associated dosimetry (McDonald et al., 1972) is described below in order to illustrate the care required in correlating the readings of the monitor with the absorbed dose to the sample. Epp et al. (1975) utilized the 600 keY electron beam from a field -emission generator to irradiate bacterial cells lying in a layer a few J,Lm thick on the surface of an agar disc. The variation in depth dose was first studied (McDonald et al., 1972) by irradiating thin discs of a fast response plastic scintillator and measuring their light output. From this study it was concluded that the calorimeter, which had an absorber of beryllium 0.025 mm thick, was sufficiently thin to measure the dose to the thin bacterial samples. A block diagram of the absorbed dose calorimeter system developed is shown in Figure 4 .6. The rapidly diverging beam of electrons impinges on a beryllium disc of 2.54 cm diameter in the manner shown. The calorimeter enclosure, the scintillation holder and a Faraday cup were constructed so that they could be irradiated in the same geometry as the biological sample. The temperature rise of the disc was measured using a miniature iron-constantan thermocouple. The output of the thermocouple was amplified by a microvoltmeter and displayed on an X -Y recorder. A typical voltage pulse exhibits a fast rise in temperature to a peak, followed by an exponential decay as the disc cools. Adiabatic conditions were closely approximated and the peak temperature was determined by extrapolating the cooling curve back to time t = O.
From a knowledge of the specific heat capacity of be- ryllium and the measured temperature rise, the quantity of heat absorbed per unit mass of beryllium could be determined. The absorbed dose in water was determined from that in beryllium by multiplying by the ratio of the stopping power of water to that of beryllium. This ratio, as determined from the tables by Berger and Seltzer (1964) , has a practically constant value of L24 ± 0.01 for electron energies up to 1 MeV. The absorbed dose in the cellular layer for several source-to-detector distances, calculated as above from the calorimetry, agreed well with measurements made with thin CaF 2 :Mn teflon thermoluminescent dosimeter discs at similar distances.
Monitors for Single Pulses
A problem associated with the use of field-emission electron sources is the reproducibility of the dose delivered by single pulses. A series of these pulses observed either with a Faraday cup or with a calorimeter typically shows a root-mean-square variation of 4_5 percent. It follows that pulse-to-pulse variations of ±1O percent or greater can occur. In view of such variations, it is important to monitor the individual pulses in any experiments involving single pulse irradiation of cells. This is especially true at high doses where the cellular surviving fraction is small and a 10 percent fluctuation in dose from one pulse to another can change the surviving fraction by a factor of two or more.
Monitoring of the individual pulses of electrons incident on the cells was accomplished by either of two methods; both methods avoided perturbing the useful part of the irradiating beam in any significant way. One method used an induction loop placed off the beam axis. The signal induced by each electron pulse was integrated by a system with nanosecond time resolution, thus monitoring the electron fluence (McDonald et al., 1970). A total-energy calorimeter, similar in design to that described above, but using a beryllium thickness sufficient to absorb all the electrons impinging, provided a convenient and satisfactory means of determining how well the off-axis induction loop monitored the doses delivered by individual pulses.
Another method of monitoring the electron beam pulses used a toroidal Faraday cup placed around the sample and coaxial with it. The cup intercepted a portion of the unused beam to monitor the electron fluence impinging on the sample (Ling et al., 1973) . A diagram of this monitoring system is shown in Figure 4 coaxially with the biological sample. The charge collected from each pulse was stored on a capacitor and subsequently read by an electrometer. The response of the Faraday cup monitor was compared with the dose recorded simultaneously on the beryllium thin-foil calorimeter described above. The comparison is shown in Figure 4 .8. As the pulse varied randomly in energy fluence, each data point represents the result of a single pulse from the field emission source. The error bars shown as examples in Figure 4 .8 are the estimated uncertainties in measuring the temperature rise of the calorimeter disc. Subject to these uncertainties, the Faraday cup readings correlated well with the dose absorbed by the thin disc. The mean electron energy of the beam was obtained using a totally absorbing 0.1 em thick aluminium disc. Thus, calorimetry was used here to great advantage to determine not only the dose to the sample, but also certain characteristics of the electron beam which were pertinent to the radiobiological experiment.
