We present a connection between minimal surfaces of index one and General Relativity. First, we show that for a certain class of electrostatic systems, each of its unstable horizons is the solution of a one-parameter min-max problem for the area functional, in particular it has index one. We also obtain an inequality relating the area and the charge of a minimal surface of index one in a Cauchy data satisfying the Dominant Energy Condition under the presence of an electric field. Moreover, we explore a global version of this inequality, and the rigidity in the case of the equality, using a result proved by Marques and Neves.
Introduction
The index of a minimal surface, seen as a critical point of the area functional, is a non-negative integer that (roughly speaking) measures the number of distinct deformations that decrease the area to second order. The connection between stable (index zero) minimal surfaces and General Relativity is well known. For instance: the spatial cross sections of the event horizon in static black holes obeying the null energy condition are stable minimal surfaces; Schoen and Yau used the solution of the Plateau problem in their proof of the Positive Mass Theorem [75] ; the Riemannian Penrose inequality relates the ADM mass and the area of the outermost horizons for a certain class of Cauchy data, [35, 9, 10] ; a non-exhaustive list of other works is [23, 24, 60, 49, 12, 4, 47] .
The main goal of this work is to show that minimal surfaces of index one also appear in a natural way in the context of General Relativity.
As a motivation, consider a Riemannian 3-manifold (M 3 , g), E ∈ X(M ), and V ∈ C ∞ (M ) such that V > 0. The Einstein-Maxwell equations with cosmological constant Λ for the electrostatic space-time associated to (M, g, V, E) is the following system of equations (see Subsection 2.1)
div g E = 0, curl g (V E) = 0,
where E is the one-form metrically dual to E. Definition 1. We say (M, g, V, E) is an electrostatic system if (M, g) is a Riemannian manifold, V ∈ C ∞ (M ) and is not identically zero, E ∈ X(M ), and the equations (1), (2) and (3) are satisfied for some constant Λ ∈ R. Moreover, the system is complete, if (M, g) is complete.
Examples of such systems are presented in Section 3.
In an electrostatic system, the set {V = 0} consists of totally geodesic surfaces. Let Ω be a maximal region where V > 0 and consider the associated static space-time. A compact component of ∂Ω ⊂ {V = 0} has the physical interpretation of being the cross section of a horizon (see Section 2.3.2 of [31] for a discussion about the concept of horizon). In the standard models, some of these surfaces have positive index (see Section 3) .
Our first result is inspired by an analogous result in the case of static systems (i.e. E ≡ 0) due to L. Ambrozio, [4] .
Theorem A. Let (M 3 , g, V, E) be a compact electrostatic system, such that V −1 (0) = ∂M . If Λ > 0 and ∂M contains an unstable component, then the number of unstable components of ∂M is equal to one and M is simply connected. In particular, each connected component of ∂M is diffeormorphic to a 2-sphere.
The geometric meaning of the condition Λ > 0 lies in the fact that R g = 2Λ + 2|E| 2 (see Lemma 2) , so (M 3 , g) has positive scalar curvature.
Generically, a minimal surface of index k > 0 is the solution of a local kparameter min-max problem for the area functional, see [80] . This motivates the following theorem (for a more precise version see Section 6) .
Theorem B. Consider a complete electrostatic system (M 3 , g, V, E), such that Λ > 0. Let Ω 1 , Ω 2 be connected maximal regions where V = 0, such that Ω i is compact and let Σ = ∂Ω 1 ∩ ∂Ω 2 ⊂ V −1 (0) be unstable. Suppose ∂Ω i \ Σ is either empty or strictly stable, for i = 1, 2. Then Σ is the solution of a one-parameter min-max problem for the area functional in (M, g) and has index equal to one.
It is important to highlight that Theorem B applies when E ≡ 0, and it is a new result even in this case. The examples to have in mind concerning this result are the system obtained from the round 3-sphere choosing Σ as the equator, and the de-Sitter Reissner-Nordström system choosing Σ as one of the unstable components of V −1 (0) (see Section 3).
In a time-symmetric Cauchy data satisfying the Dominant Energy Condition under the presence of an electric field, one knows that there is an inequality relating the area and the charge of closed stable minimal surfaces (see [27, 20] ). In particular, the inequality holds for the cross-sections of the horizon of a static black hole. A natural question is if there is a similar inequality for other type of horizons, for example cosmological horizons. In this direction, we obtain the following.
Area-Charge Inequality. Consider an oriented Riemannian 3-manifold (M 3 , g), E ∈ X(M ) and Λ ∈ R, such that R g ≥ 2Λ + 2|E| 2 . Suppose Σ ⊂ (M, g) is a two-sided closed minimal surface of index one. Then,
where [·] denotes the integer part, g(Σ) and |Σ| are the genus and the area of Σ respectively, and Q(Σ) := 1 4π Σ E, N dµ, with N a unit normal of Σ. Moreover, the equality in (4) holds if, and only if, Σ is totally geodesic, E| Σ = aN , for some constant a, (R g )| Σ ≡ 2Λ + 2a 2 , and g(Σ) is an even integer.
Inspired by a result of Marques and Neves [52] , we have obtained a global version of the previous proposition. Let g be a metric on the 3-sphere S 3 and consider the level sets of the height function x 4 : S 3 ⊂ R 4 → R, i.e.,
for t ∈ [−1 , 1] . Define Π to be the collection of all families {Σ t } with the property that Σ t = f t (Γ t ) for some smooth one-parameter family of diffeomorphisms f t of S 3 , all of which isotopic to the identity. The width of (S 3 , g) is the min-max invariant
Theorem C. Assume (S 3 , g) has no embedded stable minimal spheres, and let E ∈ X(M ). If R g ≥ 2Λ + 2|E| 2 and Λ > 0, there exists an embedded minimal sphere Σ, of index one, such that W (S 3 , g) = |Σ| and Λ|Σ| 2 + 16π 2 Q(Σ) 2 ≤ 12π|Σ|.
Assuming div g E = 0, the equality holds if, and only if, E ≡ 0 and g has constant sectional curvature Λ 3 . If one assumes that E ≡ 0 from the beginning, the previous theorem corresponds to Theorem 4.9 of [52] (actually, we apply this theorem in our proof, see Section 7.2). Also, as a consequence of Theorems A and B we have the following uniqueness result for electrostatic systems.
Theorem D. Let (M 3 , g, V, E) be an electrostatic System such that Λ > 0 and M is closed. Suppose V −1 (0) = Σ is non-empty and connected Then Σ is a 2-sphere and Λ|Σ| + 16π 2 Q(Σ) 2 |Σ| ≤ 12π.
Moreover, the equality holds if, and only if E ≡ 0 and (M, g) is isometric to the standard sphere of constant sectional curvature Λ 3 . Let us discuss the proofs and the content of the main results. As commented before, Theorem A is a generalization of a result proved by L. Ambrozio, [4] . A key step in his proof relies on constructing a singular Einstein four manifold from a static system and prove a result in the spirit of the Bonnet-Myers Theorem. However, it seems to be difficult to adapt this approach to our more general setting. We settle this by borrowing some ideas from Ambrozio's proof and using standard facts from the topological theory of 3-manifolds and its connection to minimal surfaces.
In Theorem B we use the local Min-Max Theory for the area functional developed by Ketover, Liokumovich and Song ([42, 43, 78] ) in both its discrete and continuous versions. More precisely, we use the conclusions of Theorem A to prove that Σ attains the maximum of the area in a continuous sweepout, and proceed to show that this surface realizes the Simon-Smith min-max width and the Almgren-Pitts min-max width as well. Actually, we only need to use one of the versions of the Min-Max theory, however, since comparing the widths of the two theories is an interesting problem we decided to include both of them.
We believe Theorems A and B may be of relevance to the problem of classification of static systems.
The proof of the area-charge inequality uses the Hersch's trick and some ideas of [27, 20] (which cover the case of stable minimal surfaces). For the characterization in the equality case we use results due to A. Ros (see [71] ) about index one Schrödinger operators on closed surfaces. Theorem C is a consequence of the work of Marques and Neves [52] .
Theorem D is inspired by an analogous result on the case E ≡ 0, due to Boucher-Gibbons-Horowitz [7] and Shen [76] . However, our methods are completely different from the ones of both these works. In Subsection 7.3, as a matter of comparison, we prove a version of Theorem D under additional hypothesis and following an approach in the spirit of the work of Shen (see Theorem 24) .
Also, our results remain valid under the presence of a second vector field B, which plays the role of the magnetic field. For simplicity we will focus on the case where B ≡ 0. See Section 8, where we briefly indicate how to extend the results to the general case.
The study of static systems is a well established topic of research. In the context of General Relativity, those correspond to certain static spacetimes. Some important works, for instance, in the case of vacuum are [38, 11, 15] . For the electrovaccum case some references are [39, 59, 13] . From the geometric point of view, to be static vacuum (E ≡ 0) means that the formal adjoint of the linearization of the scalar curvature has non-trivial kernel ( [22] ), a fact which has applications to the problem of prescribing the scalar curvature (see [18] ).
The Min-max theory has been a topic of intense research in the last years, mainly due to the work of Marques and Neves. The discrete setting originated in the work of Almgren [3] and Pitts [67] , with the subsequent work on regularity by Schoen and Simon [73] . Important recent developments were achieved in [54, 51, 56, 84] . These tools led to many applications, as the proof of the Willmore Conjecture [53] , the proof of the Freedman-He-Wang Conjecture [1] , the discovery of the density and the equidistribution of minimal hypersurfaces for generic metrics [37, 57] , and the proof by Song [79] of Yau's Conjecture on the existence of infinitely many minimal surfaces (which builds on the earlier work by Marques and Neves [55] , where they settle the case where the ambient has positive Ricci curvature).
The continuous setting of the min-max theory initiated in the work of Simon and Smith [77] (the basic theory is presented in [16] ). Important recent developments were achieved in [40, 41, 54, 78, 42] . This version has applications to the theory of Heegaard splittings of 3-manifolds [17, 43] and to variational geometric problems [52, 44, 43] .
There is also an alternative approach for min-max due to P. Gaspar and M. Guaraco [32, 25] , which is based on the Allen-Cahn equation. Using this version, Chodosh and Mantoulidis gave a proof of the multiplicity one conjecture in dimension 3, and used this to show the generic version of Yau's Conjecture, [14] . Also, Gaspar and Guaraco obtained new versions of the density and equidistribution results, [26] .
Inequalities relating the "size" and the physical quantities of black holes (e.g. mass, charge and angular momentum) are a subject of great interest since the beginning of the theory of these objects. Recently, there was an increase in interest in those type of inequalities for other relativistic objects. The recent survey [19] is a nice and comprehensive introduction to this subject. In the specific case of inequalities relating area and charge, we highlight the works [27, 20] which deal with stable minimal surfaces and isoperimetric surfaces, and [46] which deals with ordinary objects.
The paper is organized as follows. In Section 2 we give some physical motivation for the definition of electrostatic systems. Futhermore, we collect some general geometric properties of such systems in Lemma 2. Next, in Section 3, we present several standard model solutions to (1)-(3), including a study of the index of their horizons. In Section 4 we use a smooth flow that decrease area inspired by those in [4] and [24] to prove Theorem A. We give some preliminaries in Geometric Theory Measure and Min-Max theory (in Section 5), to be applied in electrostatic Systems with cosmological constant Λ > 0 in Section 6. There, we present the proof of Theorem B. The Section 7 is devoted to prove the Area-charge inequality, the Theorem C and the Theorem D. In the remaining section we extend our results to the case where a magnetic field B is present.
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Electrostatic systems
Here T F denotes the electromagnetic energy-momentum tensor
where (F • F ) αβ = g µν F αµ F βν . The solutions of the (6)- (7) are called electrovacuum space-times.
In what follows, we consider a particular class of electrovacuum spacetimes. A standard static space-time ( [66, 28] ) is a pair (M, g) of the form
where (M 3 , g) is an oriented Riemannian 3-manifold and V : M → R is a positive smooth function. Since L ∂t V = 0, L ∂t g = 0 and |∂ t | 2 g = −V 2 < 0, it follows that ∂ t is a time-like Killing field, which induces a time-orientation [66, Chap. 5, Lemma 32] in space-time, and each slice M t ≡ {t} × M is a space-like hypersurface orthogonal to Killing field, justifying the name static. Moreover, the slices are totally geodesic (or time-symmetric) and isometric to each other. Assume further that the space-time admits a invariant electromagnetic field with respect to ∂ t , so besides (6) and (7),
has to be satisfied. It is worth highlighting that this Killing field induces a observer field, namely, a future-oriented time-like unit field, and n = V −1 ∂ t is called the static observer (field). Notice that n coincides with the unit normal field along each slice M t . The electromagnetic tensor F admits a unique decomposition in terms of the electric field E and the magnetic field B, as measured by the static observer [29, Sec. 6.4.1],
where ω g and g denote, respectively, the volume form and the Hodge star operator on differential forms, with respect to the metric g, and ι denotes the (left) interior multiplication on tensors. By construction, since F and its Hodge dual g F are antisymmetric tensors, we have E, n g = B, n g = 0.
This means that the electric and magnetic fields are tangent to the slices M t . Therefore, on each slice the metric duality in the equations (12) coincides with that induced by the metric g. Furthermore, using the fact that ∂ t is a Killing field we get that (10) is equivalent to L ∂t E = 0 and L ∂t B = 0. * Using a geometric unit system.
Finally, a computation shows that on a standard static electrovacuum space-time the equations (6) and (7) are equivalent to the following system on (M, g) [29, Sections 5.1 and 6.4]:
where ω g denotes the Riemannian volume form with respect to the metric g. Taking the metric trace in (13) , one deduce that (14) is equivalent to
Finally, if B ≡ 0, then the previous equations reduce to (1) , (2) and (3).
General properties of electrostatic systems.
Lemma 2. Consider (M 3 , g) be a Riemannian manifold, E ∈ X(M ) and V ∈ C ∞ (M ) satisfying the following system of equations:
div g E = 0,
for some constant Λ ∈ R. Suppose V is not identically zero and Σ = V −1 (0) is nonempty, then:
ii) Σ is a totally geodesic hypersurface and |∇ g V | is a positive constant on each connected component of Σ; iii) If E and ∇ g V are linearly dependent, then the equations (19)- (22) are equivalent to the existence of a nontrivial solution V ∈ C ∞ (M ) to the following second order overdetermined elliptic system:
Proof. Taking the trace of (19), we obtain
which compared with (20) implies
For item ii), suppose that ∇ g V (p) = 0 for some p ∈ Σ, then along any geodesic γ(t) starting from p, the function V (t) = V (γ(t)) satisfies
where h(t) := Ric g −Λg + 2E ⊗ E − |E| 2 g (γ (t), γ (t)). Since V (0) = V (0) = 0, we have that V is identically zero near p by uniqueness for solutions to second order ODE's. By using analytic continuation of solutions to the elliptic equation [6] with respect to equation (20) , we can conclude that V vanishes identically on M . But this contradicts the fact that V is nontrivial on M . Therefore ∇ g V (p) = 0, for all p ∈ Σ, which implies that Σ is an embedded surface. Moreover, given any tangent vectors X, Y to Σ, we see that Hess g V (X, Y ) = 0 and Hess g V (X, ∇ g V ) = 0 on Σ, then we obtain that Σ is totally geodesic and |∇ g V | 2 is a constant along Σ. Hence the assertion ii) follows.
For the last item, we see that equations (19) and (20) imply (23) immediately. For the reverse, taking the divergence of (23), we obtain
where we have used that div g E = 0. It follows from (22) and the fact that E and ∇ g V are linearly dependent, that curl g (E) = 0, and this implies
Using again that E and ∇ g V are linearly dependent, we have
Thus, R − 2|E| 2 is constant. Putting all these facts together, we see that (23) and (24) imply (19)- (22) . It remains to prove that (23) is a second order overdetermined elliptic equation. Indeed, consider the operator
Consequently, this is injective for ξ = 0. Hence, P is overdetermined elliptic.
Standard Models
3.1. The Reissner-Nordström solution. The Reissner-Nordström black hole space-time in dimension 3 + 1, of mass parameter m > 0, electric charge Q ∈ R and cosmological constant Λ ∈ R, is described by the metric
where (S 2 , g S 2 ) denotes the round sphere, r is a radial parameter varying in a suitable open set I ⊂ (0, ∞), and t ∈ R. These metrics corresponds to spherically symmetric Static Electrovacuum space-times (as defined in Subsection 2.1), with potential and electromagnetic tensor given respectively by
, F = Q r 2 dr ∧ dt. From now on, assume Λ > 0. The solution given by (29) is the so called Reissner-Nordström-de Sitter (RNdS) space-time. In this setting, the set I depends on the solution of the following equation:
This polynomial equation has four solutions, which from now on we assume are all real and distinct. Using Vieta's formulas we conclude that one of the roots is negative, and we will assume that this negative root is simple. We denote by r c > r + > r − the positive roots of (30) . The physical significance of these numbers is that {r = r − } is the inner (Cauchy) black hole horizon, {r = r + } is the is the outer (Killing) black hole horizon and {r = r c } is the cosmological horizon, and the smallest root has no physical significance, since is negative. Now, we want to consider the slice {t = 0} of the Reissner-Nordström de sitter space-time. For obtain a Riemannian metric we take r ∈ (r + , r c ), because the potential V is positive in this region and negative in that one where r ∈ (r − , r + ) ∪ (r c , +∞). Thus, we consider the manifold (r + , r c ) × S 2 , endowed with the metric
We point out that this metric is not defined when r ∈ {r + , r c }, but these are just coordinate singularities and (31) can be extended smoothly to [r + , r c ], as we shall see.
The electric field is given by E = Q r 2 V (r)∂ r . In a spherical slice, S r = {r} × S 2 , where r ∈ (r + , r c ), a unit normal is N r = V (r)∂ r . So it is easy to see that for all r ∈ (r + , r c ), the charge of the slice S r with respect to N (as defined in the introduction and in Section 7) is equal to Q.
In order to extend the metric (31) to include the horizon boundaries, we have to perform the following change of variables
We have ds dr = 1 V (r) > 0, for r ∈ (r + , r c ), so by the Inverse Function Theorem there is u : (0, a) → (r + , r c ) which is the inverse of s(r). By continuity, u extends to [0, a] with u(0) = r + , u(a) = r c . This allow us to rewrite the metric (31) as,
Now we want to extend the metric (32) to a complete smooth metric on R × S 2 . The idea is to define
where v : R → (0, +∞) is a smooth periodic function such that v| [0,a] ≡ u.
whereũ(s) = u(2a − s). We have to prove that the right and left derivatives of order k of v at a coincide, for all k ∈ N.
One can check that
where G is a real valued function. For the others derivatives, we can use the Faà di Bruno's formula
where m = m 1 + · · · + m k , and the sum is taken over all partitions of k, that is, collections of non negative integers m 1 , . . . , m k satisfying the constraint
By the chain rule,
for k even. We will prove by induction that
For k = 1,, using (34) we obtain u (a + ) = V (r c ) = 0 = −V (r c ) =ũ (a − ). For k = 3, we see that
Suppose that (38) holds for k = 1, 3, · · · , 2p − 1. By (36) we have
where O(a + ) is a sum of terms each of which is a product of factors, including a right hand derivative of u at a of order k ∈ {1, 3, · · · , 2p − 1} (this holds because m 1 +2m 2 +· · ·+(2p−1)m 2p−1 = 2p−1 implies that at least one of the m i is odd and less than or equal to 2p − 1). So, by the induction assumption, d 2p+1 ds 2p+1 u(a + ) = 0. An analogous computation give us d 2p+1 ds 2p+1ũ (a − ) = 0. Thus, (38) holds.
Finally, extend v periodically for all s ∈ R putting v(s + 2a) = v(s), ∀ s ∈ R. Consider s n = 2na, n ∈ Z. Reasoning as before one can prove that the right and left derivatives of order k of v at s n coincide, for all k ∈ N.
Therefore v is a smooth function.
Define M n = [na, (n + 1)a] × S 2 , n ∈ Z. It follows from the definitions of the function v and the metric g that (M n , g) is isometric to (M 0 , g), ∀ n ∈ Z, and this last submanifold corresponds to the original model. So, defining
is a complete electrostatic System, which we call the de-Sitter Reissner-Nordström system.
3.2.
The charged Nariai solution. We will now describe a model having a certain double root of the potential V .
First of all, suppose that r 1 and r 2 , with r 1 > r 2 , are positive zeros of V (r) = 0. Then, the equations V (r 1 ) = 0 and V (r 2 ) = 0 can be rearranged to
Assume that there is a double root ρ of V (r), then
Since the cosmological constant Λ is positive, we have that ρ ∈ 0, 1 √ Λ . Also, observe that the other positive root of V (r) is equal to
The charged Nariai black hole is a special solution obtained if 1 2Λ < ρ 2 < 1 Λ . We point out that this is equivalent to r + = r c = ρ. Now, if ρ 2 ∈ 0, 1 2Λ , which is equivalent to r + = r − = ρ, this model is called of cold black hole. The case where r − = r + = r c = 1 √ 2Λ is called of ultra cold black hole. See [70] for the reason of this nomenclature.
In the case of the charged Nariai the potential V degenerates, since r + = r c , so, it is necessary to make a suitable coordinate transformation and rewrite the metric (29) 
, If one perform the following coordinate transformation in (29) :
where τ ∈ R and s ∈ (0, π). Since r + and r − are simple roots of V and ρ is a double root, by using Vieta's formulas in equation (30), we see that
The horizons are now located in s = 0 and s = π/α. Each slice {τ = constant} is a cylinder with a standard product metric, which extend smoothly
3.3. The cold black hole solution. In the case of the cold black hole solution, reasoning as in the previous case, one perform the following coordinate transformation in (29):
where β = Q 2 /ρ 4 − Λ, and letting → 0 one obtains
We conclude that (R × S 2 , g, V, E) is an electrostatic system, where g = ds 2 + ρ 2 g S 2 , V (s) = sinh(βs) and E(s) = Q ρ 2 ∂ s , with a horizon located at s = 0.
3.4. The ultra cold black hole solution. In the case of the ultra cold black hole solution, one perform the following coordinate transformation in (29) :
and letting → 0 one obtains
Thus, (R × S 2 , g, V, E) is an electrostatic system, where g = ds 2 + 1 2Λ g S 2 , V (s) = s and E(s) = √ Λ∂ s , with a horizon located at s = 0.
3.5. The de-Sitter solution. The de-Sitter solution is given by (29) , with Q = m = 0. In particular F ≡ 0 and we are in the case of vacuum.
Performing the coordinate transformation r = 3 Λ cos s, we obtain
The metric on the slices {t = constant} is well defined for s ∈ (−π/2, π/2), and it is the metric of a round three-sphere of radius (Λ/3) −1/2 in the rationally symmetric form. This expression excludes two points of the manifold, however the metric can be extended smoothly in order to cover these points.
As we can see in [8] , we have the following bound for the mass parameter:
which in particular gives m 2 Λ ≤ 2/9 and Q 2 Λ ≤ 1/4. In Figure 1 , we present an illustrative graph relating the standard models with the parameters (Q, m, Λ). 3.6. The index of the horizons in the models. Consider a minimal surface Σ ⊂ (M, g). If Σ is two sided, that is, there exists a globally defined unit normal vector field N on Σ, then the second variation formula with respect to X = f N is given by:
where ∇ Σ is the gradient operator on Σ and A denotes the second fundamental form of Σ. The quadratic form B is naturally associated to a second-order differential operator, the Jacobi operator of Σ
The Morse index of Σ is defined as the number of negative eigenvalues of L Σ . We say that Σ is (strictly) stable, or, equivalently, the index of Σ is equal to
The Nariai, cold and ultra cold manifolds are standard cylinders of the form (R×S 2 , ds 2 +ρ 2 g S 2 ), where ρ is a constant. Thus, the slices {t}×S 2 are embedded, two-sided, stable minimal surfaces, having the additional properties of being area-minimizing and being the only closed minimal surfaces of the ambient space.
Consider the Reissner-Nordström-de Sitter space, since the Gauss equation implies
the Jacobi operator with respect to Σ a = {r = a} becomes
where K a is the Gauss curvature of Σ a . Assume that 0 ≤ Q 2 < 1 4Λ . Observe that if either
then Σ a is unstable. Indeed, letting f = 1 in (48), we have that
then Σ is strictly stable. Recall that r − , r + and r c are positive and distinct roots of (30), with
where ρ * and ρ * * are critical roots, corresponding to the cases of double roots of the potential V , r − = ρ * * = r + and r + = ρ * = r c . By equation (40) we have
By (55), we can conclude that
Hence {r = r c } is unstable and {r = r + } is strictly stable. Finally, in the de-Sitter space the slice is the round 3-sphere. In this case, it is well-known that the totally geodesic spheres have index one.
Topology of electrostatic systems
Let (M 3 , g, V, E) be a compact electrostatic system such that V −1 (0) = ∂M . Let Σ 2 0 be a compact properly embedded two-sided minimal surface in (M 3 , g) and choose N 0 a smooth unit normal vector field on Σ 0 .
For some δ > 0 sufficiently small. Consider the following smooth flow
We also remark that (M \∂M, V −2 g) has bounded geometry (see [5] ), i.e., the Riemann curvature tensor and all of its covariant derivatives are uniformly bounded (by a bound depending on the order of the derivative) and the injectivity radius is bounded below. One can check that (56) is
In the next proposition we prove that if we start at a minimal surface, the flow given by (56) does not increase the area. If furthermore we assume that the area is contast along the flow, a splitting result is obtained (compare with Proposition 14, [4] ).
Proposition 3. Let (M, g, V, E) be a compact electrostatic system, such that V −1 (0) = ∂M . Suppose Σ 0 is a connected and compact properly embedded two-sided minimal surface in M and Φ t , t ∈ [0, δ), is the smooth normal flow with speed V starting at Σ 0 defined by (56) . Then the function
Assuming that a is constant we
is isometric to the hemisphere S 2 + with constant Gaussian curvature K = Λ 3 and V | Σt is a static potential, so that g| U is isometric to the constant sectional curvature metric
Proof. Since the equations (19) , (20) , (22) and (21) still hold if we replace V by −V , without loss of generality we can suppose V > 0 on int M .
Let {Σ t } t≥0 be an outward normal flow of surfaces with initial condition
where H t denotes the mean curvature of Σ t . Recall the following well known evolution of H t for deformations of surfaces (see for instance [36] ).
where L Σt is the Jacobi operator of Σ t defined as in (49) . Recall that the Laplacians ∆ g on M and ∆ Σt on Σ t are related by
which together with (23) imply that
Using Cauchy-Schwarz inequality, we have
Since V ≥ 0 and H 0 = 0, it follows by Grönwall's inequality that each Σ t must have H t ≤ 0 for every t ∈ [0, δ). By the first variation of area formula (where ∂Σ t = ∂Σ 0 ) Σ t must have area less than or equal to that of Σ 0 .
In the remaining of the proof, assume that the function a is constant on [0, δ). We see by Cauchy-Schwarz inequality that E and N are linearly dependent, so there exists a function f : U → R such that E = f N . Also, we conclude that Σ t is totally geodesic and, hence, each (Σ t , g Σt ) is isometric to (Σ 0 , g Σ 0 ).
We may assume that in a neighborhood of M, say U ≈ (−ε, ε) × Σ \ ∂Σ ⊂ M \ ∂M, the metric can be written as
Since div g E = 0 and div g N = H t = 0, we have ∂f ∂t = 0, which implies that f does not depend of t. Also, since curl(V E) = 0 and N = V ∇t, we have ∇(f V 2 ) × ∇t = 0 and so f V 2 is independent of x. Hence, there exists a smooth function α :
Under the variation (56), the second fundamental form evolves according to the equation (see [36] )
Since each Σ t is totally geodesic, we get
Given an orthonormal basis {X, Y, N t } in Σ t , we also get
where K t is the Gaussian curvature of Σ t . Combining the last two equations with the equation (19), we obtain
Since each Σ t is totally geodesic, it holds Hess V t = Hess Σt V t . Thus we obtain
Therefore, (Σ t , g| Σt ) is a Riemannian manifold that admits a positive global solution for the equation
Henceforward, we will omit the subscript t.
Recall that div Hess Σ V = d(∆ Σ V ) + KdV. Thus, using (61) and (60) we obtain,
So, multiplying both sides by V 2 we get,
On the other hand, using (58) it follows that,
Therefore, combining theses results we obtain the following integrability condition,
Thus, there exists a constant c such that
Suppose ∂Σ = ∅. Since V ∂Σ ≡ 0, by (58) and (62) we conclude that α = 0 and c = 0, respectively. So |E|V 2 = 0 and V 3 K − Λ 3 − 3|E| 2 = 0. Since V = 0 on Σ \ ∂Σ we obtain |E| ≡ 0 and K = Λ 3 . So, by (60)
Hence, multiplying by V and integrating by parts on Σ, using that V ∂Σ ≡ 0, one concludes that Λ > 0. Therefore V = 0 satisfies the static equations, so ∂Σ = V −1 (0) is a geodesic. Since Σ has constant positive curvature we conclude that Σ is isometric to a round hemisphere, [68] . Now, suppose Σ is closed. If E is not identically zero, then it follows from (58) that α(t) > 0. The reparametrization s = t 0 α(r)dr (inspired by [24, Lemma 4] ) allow us to conclude that (U, g| U ) is isometric to the warped product
If E ≡ 0, we can proceed as in appendix B of [4] . However we correct a mistake in [4] , in the case Λ > 0. We want to prove that V is constant on Σ. Assume that V is not constant. As proved in [48] , V has precisely two nondegenerated critical points, denoted by p 1 and p 2 (which are respectively, the point of minimum and maximum), V is increasing and only depends on the distance to p 1 . Moreover, Σ is a topological sphere, and the metric on Σ \ {p 1 , p 2 } can be written as
where u ∈ (0, u * ) is the distance to p 1 and θ is a 2π-periodic variable. Notice that V : (0, u 0 ) → (0, +∞) satisfies
Since
there exists a real constant d such that
on (0, u 0 ). That is equivalent to the following equation:
The other root will be denoted by C. Moreover, applying the Gauss-Bonnet theorem we have
Thus,
By (63), we conclude that
However, by Vieta's formulas we have A + B + C = 0 and 3c Λ = −ABC = (A + B)AB. Thus we can rewrite (65)as
Thus, 2AB = A 2 + B 2 , and hence A = B. But this a contradiction with the fact that V is increasing.
In the following result we use Proposition 3 to give topological information about a 3-dimensional compact electrostatic system with boundary (compare [4] , Proposition 15). Proof. Let [γ] ∈ π 1 (∂M ), where γ be a smooth embedded closed curve, and assume i * [γ] = 0 in π 1 (M ). Let F M denote the set of all immersed disks in M whose boundary is γ. We define
Since M is mean convex and γ is a simple closed curve bounding an embedded disk in M , it follows from a classical result of Meeks and Yau [64] that there exists an immersed minimal disk Σ 0 in M such that |Σ 0 | = A(M, g), where Σ 0 is either contained in ∂M or properly embedded in M .
Suppose that Σ 0 is properly embedded in M, since otherwise Σ 0 ⊂ ∂M would imply that [γ] = 0 in π 1 (∂M ). Consider the smooth flow {Σ t } t∈[0,δ) , defined by (56), starting at Σ 0 with normal speed V and so that each ∂Σ t = γ. According Proposition 3, we have |Σ t | ≤ |Σ 0 |. On the other hand, the opposite inequality is also true since Σ 0 is a solution to the Plateau problem. Thus, |Σ t | = |Σ 0 |, ∀ t ∈ [0, δ), so by item 2 of Proposition 3, each Σ t isometric to the canonical hemisphere S 2 + . Let T > 0 be the maximal time of existence and smoothness of the flow defined by (56) . The following continuation argument can be used to prove that this flow is globally defined. First, observe that since (M \ ∂M, V −2 g) is complete, the surfaces Σ t \ ∂Σ t never touch ∂M in finite time. Now, assume that T < +∞, so each Σ t i is a sequence of Plateau solutions and then would converge to another smooth and properly embedded solution [64] to the Plateau problem for γ, when t i → T. Hence, it would be possible to continue the flow beyond T . Which is a contradiction.
Flowing in the opposite normal direction, we obtain that (S 3 + \ ∂S 3 + , g can ) is isometric embedded in (M \ ∂M, g). Notice that M is then diffeomorphic to S 3 + and so [γ] = 0 in π 1 (∂M ), as desired. Let us recall some definitions about the topology of 3-manifolds. A compression body with only one boundary component, i.e. ∂Ω = ∂ + Ω, is called a handlebody. A handlebody can also be seen as a closed ball with 1-handles attached along the boundary.
We can now state a result that characterize the topology of a certain class of electrostatic systems. Compare with [4, Theorem 16] Theorem 6. Let (M, g, V, E) be a compact electrostatic system, such that V −1 (0) = ∂M . If Λ > 0 and ∂M contains an unstable component, then the number of unstable components of ∂M is equal to one and M is simply connected. In particular, each connected component of ∂M is diffeormorphic to a 2-sphere.
Proof.
Step 1: (int M, g) does not contain embedded closed minimal surfaces whose two-sided cover is stable. Since ∂M u and ∂M s are homologous, we have two possibilities: If Σ is homologous to ∂M u , then Ω contains no component of ∂M s , so the surface obtained by minimization is either equal to Σ or some component of it is contained in int Ω, in particular the surface is contained in int M . If Σ is not homologous to ∂M u , then it is also not homologous to ∂M s ∩ ∂Ω, so the surface obtained by minimization has a least one component disjoint from ∂M s . In any case, we obtain a surface S ⊂ int M which minimizes area locally.
Suppose S is two-sided. Let N be a unit normal vector to S. Consider the flow by (56) . It follows from Proposition 3 that the function t → |S t | is non-increasing, where S t denotes the surfaces along the flow. In particular, |S t | ≤ |S|. On the other hand, by the minimization property |S| ≤ |S t |, for t ∈ (0, t 0 ]. Then, |S t | = |S|, for t ∈ (0, t 0 ]. So, the statement i) in Proposition 3 holds true.
Let T > 0 be the maximal time in which the flow (56) exists and is smooth. We claim that T = +∞. In fact, the surfaces S t never touch the boundary of M in finite time (for it would imply that (M \∂M, V −2 g) is incomplete) and, if T < +∞, a sequence S t j with t j → T would be a sequence of minimizing surfaces converging to another minimizing surface and it would be possible to continue the flow beyond T . Now we do the same argument flowing in the direction of the opposite normal. In the end, we have obtained an isometric embedding of a cylinder (−∞, +∞) × S with a complete warped product metric in (M, g). But this is a contradiction, since the cylinder is complete and non-compact and M is compact.
Suppose S is one-sided. Its two-sided cover is stable. We can pass to a double coveringM of M such that the liftS of S is a connected closed twosided minimal surface (see Proposition 3.7 in [82] ). Let Φ be the covering map. Definingg = φ * g,Ṽ (p) = V Φ(p) andẼ(p) = E Φ(p) , we have that Φ is a local isometry between (M ,g) and (M, g) and (M ,g,Ṽ ,Ẽ) also satisfies the equations of an electrostatic system. By the hypothesis,S is stable, so we can find a contradiction as before. Now, suppose M contains a one-sided embedded closed minimal surface Σ whose two-sided cover is stable. We can pass to a double cover as in the last paragraph, and proceed as before to obtain a contradiction.
Step 2: The number of unstable components of ∂M is equal to one.
We proceed as in Lemma 3.3 of [49] . Write ∂M = ∂M u ∪ ∪ k i=1 ∂M i , where each ∂M i is stable, and ∂M u denotes the union of the unstable components. Let Σ 1 , . . . , Σ be the connected components of ∂M u .
In [63] , Meeks, Simon and Yau developed a method to minimizing the area of a surface in its isotopy class, which we employ to minimize area in the isotopy class of Σ 1 in M . By Section 3 and Theorem 1 of [63] , after possibly performing isotopies and finitely many γ-reductions (a procedure that removes a submanifold homeomorphic to a cylinder and adds two disks in such a way that the cylinder and two disks bound a ball in M ) one obtains from Σ 1 a surfaceΣ 1 such that each component ofΣ 1 is a parallel surface of a connected minimal surface, except possibly for one component that may be taken to have arbitrarily small area.
Since γ-reduction always preserves the homology class, we observe that there are positive integers n 1 , . . . , n k such that
where we used that the only closed minimal surfaces in M whose two-sided cover is stable are the ∂ i M 's and the fact that surfaces of area small enough must be homologically trivial.
Using the long exact sequence for the pair (M, ∂M ), we have exactness of
We also observe that ker i * must be generated by
provided M is connected. Here we should remark that Σ i and ∂M are oriented using the outward normal in M . As (66) imply that
we conclude that ∂M u is connected, indeed equal to Σ 1 . In particular,
Step 3: Denote by I, the isotopy class of ∂M u . Then, there exist positive integers n 1 , . . . , n k such that
We will use the same notation of Step 2. Fix j ∈ {1, . . . , }. Since each component ofΣ 1 is either isotopic to one of the ∂ i M 's (with some orientation) or is null homologous, and since there are no relations among [∂ i M ] in H 2 (M, Z), the previous equation implies that at least one component ofΣ 1 is isotopic to ∂ j M . The conclusion follows.
Step 4: M is a compression body.
Since R g = 2Λ + 2|E| 2 > 0, by [74] each ∂M i is homeomorphic to a 2-sphere. For each i ∈ {1, . . . , }, denote h i = g| ∂M i and consider the Riemannian metric g i = dt 2 + (cos 2 t)h i in [0, π/2) × ∂M i . It is easy to prove that the surface S i = {0} × ∂M i is totally geodesic and g i extends to a Riemannian metric on the 3-ball B 3 , which we still denote by g i . Now, consider the Riemannian manifold ( M , g) obtained by gluing (B 3 , g i ) to (M, g), for each i ∈ {1, . . . , }, where each ∂M i is identified with S i . Since these two surfaces are totally geodesic, the metric g is C 1,1 . Also, ∂ M = ∂M u , so the boundary of M is connected. We will prove that M is a handlebody, and since M is obtained by removing open 3-balls from the interior of M , it follows that M is a compression body.
By Proposition 1 of [63] , if the infimum of the area in the isotopy class of ∂M u inside M is zero, then M is a handlebody. We should remark that as pointed out in Section 2 of [58] , the results of [63] still hold if the metric is C 1,1 . Since ∪ k i=1 ∂M i minimizes area in the isotopy class of ∂M u inside M there is S = ∪ k i=0 S i obtained from ∂M u via isotopy and a series of γreductions such that, for each i > 0, S i is a parallel surface of ∂M i , and the infimum of the area in the isotopy class of S 0 is equal to zero. However, each ∂M i bounds a 3-ball in M , therefore each S i is isotopic to surfaces of arbitrarily small area, for i > 0. Join S 0 to all others components of S by tubes of very small area, obtaining thus a surface S isotopic to ∂M u and such that the infimum of the area in its isotopy class is equal to zero. So, the conclusion follows.
Step 5: M is homeomorphic to a closed 3-ball minus a finite number of disjoint open 3-balls.
Since M is a compression body, the homomorphism i * : π 1 (∂M ) → π 1 (M ) induced by the inclusion i : ∂M → M is surjective. On the other hand, by Proposition 4, i * is also injective. Hence i * is an isomorphism, and since M is a compression body this is only possible if M is homeomorphic to a closed 3-ball minus a finite number of disjoint open 3-balls.
5.
Min-Max Theory 5.1. Preliminaries in Geometric Measure Theory. Let us make a review on the basic definitions of Geometric Measure Theory and Almgren-Pitts' theory to be used thereafter. For a complete presentation, we refer the reader to [53] and [67] .
Let (M, g) be an orientable compact Riemannian 3-manifold. We assume M is isometrically embedded in R L .
The spaces we will work with are: The F-metric on V k (M ) is defined in Pitts' book [67, page 66] as: We assume that I k (M ) and Z k (M ) both have the topology induced by the flat metric. The space V k (M ) is considered with the weak topology of varifolds.
Min-max constructions in the continuous setting.
Let Ω be a connected compact 3-manifold with boundary, subset of an oriented 3-manifold (M, g). Throughout this subsection all the surfaces will be considered embedded. Since M is oriented, we will only consider continuous sweepouts {Σ t } where all the slices are oriented. The Almgren map A (see [2] ) associates to a continuous family of surfaces {Σ t } a 3-dimensional integral current A({Σ t }). (1) for all t ∈ (a, b) \ T , Σ t is a smooth oriented closed embedded surface in the interior of Ω, and Σ t is a surface in Ω \ P , for t ∈ T ; 
Since M is oriented, we will only consider smooth sweepouts {Σ t } where all the smooth slices are oriented. Let Π be a collection of smooth sweepouts. Denote by Diff 0 the set of diffeomorphisms of Ω isotopic to the identity map and leaving the boundary fixed. The set Π is saturated if for any map ψ ∈ C ∞ ([0, 1]×Ω, Ω) such that ψ(t, ·) ∈ Diff 0 for all t, and for any {Σ t } ∈ Π, we have {ψ(t, ·)(Σ t )} ∈ Π. We say that Π is generated by a smooth sweepout if Π is the smallest saturated set containing {Σ t }. The width of Ω associated with Π in the sense of Simon-Smith is defined to be
Given a sequence of smooth sweepouts {{Σ
Assume {Σ i t } ∈ Π is a minimizing sequence and let {t i } be a sequence of parameters such that H 2 (Σ i t i ) → W (Ω, Π), then we say that {Σ i t i } is a min-max sequence.
In this context we have the following variation of Theorem 16 in [78] and Theorem 10 in [43] . Theorem 8. Let (M 3 , g) be an oriented Riemannian 3-manifold. Let Ω be a compact non-empty 3-submanifold of M such that each component of the boundary ∂Ω = Γ 0 ∪ Γ 1 is either a strictly mean convex surface or a strictly stable minimal surface. Let Π be a saturated set generated by all continuous sweepouts {Σ t } such that
• for all t ∈ (a, b) the surface Σ t is connected orientable, separating M into two components, and has genus bounded by h. • there exists some N = N (Π) < ∞ such that for any {Σ t } ⊂ Π, the set P consists of at most N points.
Suppose that W (Ω, Π) > max{H 2 (Γ 0 ), H 2 (Γ 1 )}. Then there exists a min-
where O (resp. N ) denotes the set of i for which Σ ∞ i is orientable (resp. non-orientable). Moreover, if h = 0, one of the components Σ ∞ i is contained in the interior of Ω.
Proof. Let Υ be the union of minimal surfaces in ∂Ω. By the hypothesis on Ω, we can find a small δ > 0 such that Ω δ := Ω ∪ {x ∈ M ; d(x, Υ) ≤ δ} is a strictly mean convex domain and if a closed minimal surface is contained in Ω δ then it is contained in Ω. The saturated set Π naturally induces a saturated set Π δ associated with Ω δ . It is then not difficult to check that for δ small, W (Ω δ , Π δ ) = W (Ω, Π). If δ is chosen small enough, we can apply the version of the Simon-Smith Theorem proved in [52, Theorem 2.1] to get the existence of the varifold V = k i=1 m i Σ ∞ i and the genus bound follows from [40] . Finally, if h = 0, by Theorem 1.4 in [42] we have
Hence at least one component of the min-max surface is inside int(Ω), because the components of ∂Ω which are minimal surfaces, are strictly stable two-sided.
Remark 9. In order to obtain a component Σ ∞ i contained in the interior of Ω, instead of assuming that h = 0 we could proceed as in Theorem 10 of [43] and assume that the sweepouts come from strongly irreducible generalized Heegaard splittings of Ω.
5.3.
Min-max constructions in the discrete setting. We denote [0, 1] by I. For each j ∈ N, I(1, j) stands for the cell complex on I whose 1-cells and 0-cells are, respectively, [1] .
I(1, j) p denotes the set of all p-cells in I(1, j).
Definition 10. Whenever φ : I(1, j) 0 → Z n (M ), we define the fineness of φ as
For each x ∈ I(1, j) 0 , define n(i, j)(x) as the unique element of I(1, j) 0 such that d(x, n(i, j)(x)) = inf{d(x, y); y ∈ I(1, j) 0 }. We can now define discrete sweepouts. Let C 0 , C 1 ∈ Z n (M ).
Definition 11.
(1) Let δ > 0. We say that φ 1 and φ 2 are homotopic in (Z n (M ), C 0 , C 1 ) with fineness δ if and only if there exist positive integers k 1 , k 2 , k 3 and a map ψ :
such that f (ψ) < δ and whenever j = 1, 2 and x ∈ I(1, k 3 ) 0 ,
(2) A homotopy sequence of mappings into (Z n (M ), C 0 , C 1 ) is a sequence S = {φ 1 , φ 2 , ...} for which there exist positive numbers δ 1 , δ 2 ... such that φ i is homotopic to φ i+1 in (Z n (M ), C 0 , C 1 ) with fineness δ i for each i ∈ N * , lim i δ i = 0 and sup{M(φ i (x)); x ∈ dmn(φ i ), i ∈ N\{0}} < ∞.
(3) If S 1 = {φ 1 i } and S 2 = {φ 2 i } are homotopy sequences of mappings into (Z n (M ), C 0 , C 1 ), then S 1 is homotopic with S 2 if and only if there is a sequence of positive numbers δ 1 , δ 2 , ... such that lim i δ i = 0 and φ 1 i is homotopic to φ 2 i in (Z n (M ), C 0 , C 1 ) with fineness δ i for each positive integer i.
"To be homotopic with" is an equivalence relation on the set of homotopy sequences of mappings into (Z n (M ), C 0 , C 1 ). An equivalence class of such sequences is called a homotopy class of mappings into (Z n (M ), C 0 , C 1 ). The space of these equivalence classes is denoted by π 1 (Z n (M ), C 0 , C 1 ).
Let us define the local min-max width. Let (M n+1 , g) be a complete oriented Riemannian manifold and let Ω be a compact non-empty (n + 1)submanifold with boundary. Suppose that Γ 0 and Γ 1 are disjoint closed sets, ∂Ω = Γ 0 ∪ Γ 1 , and C 0 (resp. C 1 ) is the cycle in Z n (Ω) which is determined by Γ 0 (resp. Γ 1 ) with multiplicity one and with orientation given by the inward (resp. outward) unit normal. Given Π ∈ π 1 (Z n (Ω), C 0 , C 1 ), consider the function L : Π → [0, ∞] defined such that if S = {φ i } i∈N ∈ Π, then
The width of Π in the sense of Almgren-Pitts is the following quantity:
In this context we have the following variation of Theorem 13 in [78] .
Theorem 12. Let (M n+1 , g) be a complete oriented Riemannian manifold, 2 ≤ n ≤ 6. Let Ω be a compact non-empty (n + 1)-submanifold of M whose boundary components are strictly stable two-sided minimal hypersurfaces. Suppose that Γ 0 and Γ 1 are disjoint closed sets, Γ 0 ∪ Γ 1 = ∂Ω, and C 0 (resp. C 1 ) is the cycle in Z n (Ω) which is determined by Γ 0 (resp. Γ 1 ) with multiplicity one and with orientation given by the inward (resp. outward) unit normal. Consider a homotopy class Π ∈ π (Z n (Ω), C 0 , C 1 ). Then there exists a stationary integral varifold V whose support is a smooth embedded minimal hypersurface Σ of index bounded by one, such that ||V ||(Ω) = W (Π).
Moreover one of the components of Σ is contained in the interior int(Ω).
Proof. Since ∂Ω consists of strictly stable minimal hypersurfaces, we can find a small δ > 0 so that Ω δ := Ω ∪ {x ∈ M ; d(x, ∂Ω) ≤ δ} is a strictly mean convex domain and if a closed minimal hypersurface is contained in Ω δ then it is contained in Ω. The homotopy class Π naturally induces another homotopy class Π δ associated with Ω δ . It is not difficult to check that for δ small, W (Π δ ) = W (Π). We fix such a δ > 0. By Lemma 14 in [78] we have Hence at least one component of the min-max surface is inside int(Ω), because the components of ∂Ω are stricty stable two-sided.
5.4.
From continuous to discrete. The following result is used to produce discrete sweepouts from continuous ones (see Theorem 13.1 in [53] and Theorem 5.5 in [82] ). • m(r) = sup{ Σ t B(p, r); p ∈ M and t ∈ [a, b]} → 0 as r → 0, where B(p, r) is the geodesic ball of M of center p and radius r and · denote the Radon measure on M associated to a current. Then there is a (1, M)-homotopy sequence S ∈ Π M such that
Actually, the estimate on L(S) comes from a much stronger property of the construction. Let Σ t = Σ (a+t(b−a)) . The (1, M) homotopy sequence S = {φ i } i∈N has the following property: there are sequences δ i → 0 and l i → ∞ such that 
Min-Max Characterization of unstable horizons
Theorem 16. Consider a complete electrostatic system (M 3 , g, V, E), such that Λ > 0. Let Ω 1 , Ω 2 be connected maximal regions where V = 0, such that Ω i is compact and let Σ = ∂Ω 1 ∩ ∂Ω 2 ⊂ V −1 (0) be unstable. Suppose ∂Ω i \ Σ is either empty or strictly stable, for i = 1, 2. Then Σ realizes the Almgren-Pitts width and the Simon-Smith width (of spheres) of (Ω 1 ∪ Ω 2 , g). In particular, Σ has index one.
Proof.
Step 1: Ω = Ω 1 ∪ Ω 2 does not contain any embedded closed minimal surface whose two-sided cover is stable.
By
Step 1 of Theorem 6 int Ω i , i = 1, 2, does not contains any embedded closed minimal surface whose two-sided cover is stable. Now, suppose that there is an embedded closed minimal surface S ⊂ (Ω, g) whose two-sided cover is stable and such that S ∩ Σ = ∅. Up to taking a double cover of Ω, we can suppose that S is two-sided. Choose a unit normal vector N to S and consider the flow (56) . LetS be a component of S\Σ.
We have V | ∂S ≡ 0 and V = 0. Denote by S t (respec.S t ) the image of S (respec.S) along the flow at time t.
If S and Σ are tangent, ∂S has a finite number of corners, however, since the flow keeps the boundary fixed, the first part of Proposition 3 still holds. So, the function t → |S t | is non-increasing, and |S t | ≤ |S|. Suppose that |S t | < |S|, for some t. If t is small enough, using the Taylor expansion as in Step 1 of Theorem 6 we obtain a contradiction. Hence |S t | = |S|, for t small enough, and since we considered an arbitrary component of S \ Σ, we conclude that |S t | = |S|, for t small enough.
This implies that LV = 0, where L is the Jacobi operator of S. Since S is stable, it follows that the first eigenvalue λ 1 of L is equal to 0 and V is a eigenfunction associated to λ 1 . But this is a contradiction, since V is identically zero on S ∩ Σ and different from zero on S\Σ, and a non-trivial first eigenfunction is either strictly positive or strictly negative.
Step 2: There is a continuous sweepout {Σ t } t∈[− 1, 1] of Ω such that
We argue as in [61, Proposition 18] , see also [52, 82] . The surface Σ separates Ω in two connected components Ω 1 and Ω 2 , so is sufficient to construct a sweepout {Σ i t } t∈[0,1] as in the statement on Ω i , i = 1, 2. In fact,
Since Σ is unstable, the first eigenvalue λ 1 of the Jacobi operator is negative. Also, we can choose a first eigenfunction u 1 associated to λ 1 to be positive. Let N i be the unit normal along Σ which points towards int Ω i . For ε > 0 small enough, the map Φ :
. If ε is chosen small enough, the family {Σ i t } t∈[0,ε] defines a foliation of a neighborhood of Σ. All the leaves Σ i t (t > 0) have non vanishing mean curvature vector pointing towards Ω t i . Also |Σ 1 t | decreases for t close to 0 and |Σ i ε | ≤ |Σ| − δ for some δ > 0. So in order to construct the sweepout announced in the Step 2, it is sufficient to construct a sweepout 1] ) ≤ |Σ| − δ/2: indeed, we can glue such a sweepout with the foliation {Σ i t } t∈[0,ε] to produce the continuous sweepout of Ω i . So let us assume by contradiction that any continuous sweepout
Since ∂Ω i \ Σ is strictly stable, we have W (Ω ε i , Π) > |∂Ω i \ Σ| (as proved in the appendix of [43] ). Then the minmax Theorem 8, together with Step 1, implies the existence of a unstable minimal surface S in int Ω ε i . By Theorem 6, Ω ε i is simply-connected, so the surface S is orientable and separates Ω ε i . If Γ = ∂Ω i \ Σ is non-empty, reasoning as in Step 2 of Theorem 6, we conclude that S is connected and is homologous to Γ, and hence S is homologous to Σ. In the case Γ is empty, Ω is a closed manifold which contains no embedded closed minimal surface whose two-sided cover is stable (by Step 1). Then any two closed minimal surfaces on Ω have to intersect (see [62] , Theorem 9.1). Thus S is connected. Moreover, as Ω i is diffeomorphic to a 3-ball, it is easy to see that S is homologous to Σ.
Let Ω i be component of Ω i \ S which contains Σ. Then, we can minimize area on the homology class of S insideΩ i , and produce a stable minimal surface S on int Ω i ⊂ int Ω i . However, this leads to a contradiction with Step 1.
So we have proved that any minimal surface S produced by the min-max theorem in Ω ε i leads to a contradiction; thus there is a continuous sweepout as in the statement of the claim.
Step 3: Σ realizes the Simon-Smith width of spheres and has index one.
By Theorem 6, M is is homeomorphic to a closed 3-ball minus a finite number of disjoint open 3-balls, so M admits a continuous sweepout by spheres. In particular we can choose the sweepout {Σ t } t∈[−1,1] constructed in Step 2, as composed by spheres. Denote by Π the smallest saturated set containing this sweepout, and let W (Π) be the associated width.
By Theorem 8 there exist disjoint closed embedded minimal surfaces
Since int(Ω) has no embedded closed minimal surface whose two-sided cover is stable, any two closed minimal surfaces in int(Ω) have to intersect (see [62] , Theorem 9.1), thus Σ ∞ is connected, Σ ∞ ∩ Σ = ∅ and
for some positive integer n. Let Σ j , j = 1, . . . , n, be the components of Σ ∞ \Σ, and denote γ j = ∂Σ j . In the case Σ ∞ and Σ are tangent, some of the curves γ j have a finite number of corner points. Also, Σ ∞ separates M in exactly two connected components U 1 and U 2 . For each j ∈ {1, . . . , n} and i ∈ {1, 2}, let Σ i j be the oriented surface which minimizes area among surfaces whose boundary is γ j and that are contained in U i (the existence of a minimizing current is proved in [21] 5.1.6, and the regularity follows from [21] 5.3.18 and [33] ). We claim Σ i j = Σ j . Otherwise we would have a two-sided stable minimal surface properly embedded in one of the components of Ω\Σ, and would obtain a contradiction as in the proof of Step 1. In particular Σ j has area less than or equal to the portion of Σ ∞ whose boundary is γ j , ∀ j, so we have |Σ| ≤ |Σ ∞ |.
On the other hand, by Step 2 the sweepout {Σ t } t∈[−1,1] satisfies L ({Σ t }) = |Σ|. Thus W (Π) ≤ |Σ|. By equation (68) we conclude that |Σ ∞ | ≤ |Σ|.
Therefore, |Σ| = |Σ ∞ | = W (Π). Hence the sweepout S realizes W (Π). So, {Σ t } t∈[−1,1] is an optimal sweepout and Σ is a min-max surface.
By the index estimates of Marques and Neves [54] , it follows that Σ has index at most one. Since Σ is unstable, it must have index equal to one.
Step 4: Σ realizes the Almgren-Pitts width.
Denote by W the width. Let {Σ t } t∈[−1,1] be the continuous sweepout such that L ({Σ t }) = |Σ|. By the interpolation Theorem 13, there is a discrete sweepout S such that L(S) ≤ L({Σ t }) = |Σ|. Arguing as in the last step we conclude that W = |Σ|. So there is a min-max sequence {φ i j (x j )} that converges in the varifold sense to a minimal surface that realizes W . We want to prove that Σ is this limit minimal surface. In order to use Remark 14, let us denote Φ(t) = Σ −1+2t . We know that
So, because of (67) and the properties of the continuous sweepout {Σ t } t , x j → 1/2. By Remark 14, this implies that φ i j (x j ) converges to Φ(1/2) = Σ in the flat topology. Since |Σ| = lim j M(φ i j (x j )), this implies that we also have convergence in varifold sense. So Σ is the limit of a min-max sequence and then a min-max surface.
Remark 17. In general, for manifolds which admit sweepouts by spheres, it is not known if the Almgreen-Pitts width coincides with the Simon-Smith width of spheres. Actually, there are examples where the two widths are in fact different (for example in some class of Berger Spheres). So, it is interesting that in our case the equality holds. 
where Λ ∈ R plays the role of the cosmological constant.
If Σ ⊂ M is a closed orientable embedded surface and N is a unit normal to Σ, we define the charge Q(Σ) relative to E as
If div g E = 0, it follows from the Divergence Theorem that Q(Σ) depends only on the homology class of Σ.
Proposition 18. Let (M 3 , g) be a Riemannian manifold and E ∈ X(M ) such that R g ≥ 2Λ + 2|E| 2 , for some Λ ∈ R. Suppose Σ ⊂ (M, g) is a two-sided closed minimal surface of index one, with unit normal N . Then,
In particular, if Λ > 0 and g(Σ) = 0 we have
Moreover, the equality in (70) holds if, and only if, Σ is totally geodesic, E| Σ = aN , for some constant a, (R g )| Σ ≡ 2Λ + 2a 2 , and g(Σ) is a even integer.
Proof. The proof is based on the Hersch's trick. Let u 1 be the first eigenfunction of the Jacobi operator of Σ, which we can choose to be positive. Let φ be a conformal map from Σ to S 2 ⊂ R 3 and consider the following integral
where h is a Möbius tranformation of S 2 . Since u 1 is positive, we can find h such that the above integral vanishes (see [50] ). Also, by [81] , we have
As in [69] , we can choose φ such that
Summing these three inequalities, we get
where we have used Gauss equation, Gauss-Bonnet Theorem, Cauchy-Schwarz inequality and Hölder's inequality. Suppose g(Σ) = 0. Then |Σ| is a real number satisfying the quadratic inequality Λx 2 − 12πx + 16π 2 Q(Σ) 2 ≤ 0. If Λ > 0 this is only possible if the discriminant of the quadratic expression is non-negative, thus we obtain
which implies inequality (71) . Solving the quadratic inequality we obtain inequality (72) .
If equality holds in (70) , then all the above inequalities are identities. So, A| Σ ≡ 0, and the Jacobi operator is equal to ∆ Σ + Ric g (N, N ) . The equality on Cauchy-Schwarz inequality implies |E| 2 = E, N 2 and E = aN for some function a = E, N . On the other hand, the equality on Hölder's inequality gives us that E, N is constant. Thus,
Moreover, each f i is on the kernel of the Jacobi operator, which implies ∆ Σ (h • φ) + Ric g (N, N )(h • φ) = 0. As any meromorphic map is harmonic, (N, N ) , and the operator ∆ Σ + |∇ Σ (h • φ)| 2 has index one. By Theorem 2 + 1. However, by assumption we also have deg(h • φ) = 1 + g(Σ)+1
2
. Thus g(Σ)+1 2 = g(Σ) 2 , and this is only possible if g(Σ) is even. 7.2. Rigidity. In Proposition 18 we obtained a inequality relating area and charge under a hypothesis of local nature on Σ, and an infinitesimal rigidity for Σ under the assumption of equality in (70) . The main goal of this subsection is to obtain a global version of (70) and a rigidity result for (M, g) in the case of equality.
The examples in Section 3 suggests that the presence of horizons of index one are a phenomenon more common on electrostatic systems of positive cosmological constant. Having this in mind, we will suppose that Λ > 0.
Also, in rigidity results involving inequalities for the area of minimal surfaces usually one does not expect to obtain rigidity on the ambient space just with an assumption on the index. On the case of a stable surface the stronger related condition is that the surface minimize area in a certain class of surfaces, and on the case of a index one surface the condition is the surface be a solution of a one-parameter min-max problem for the area functional.
In this direction, in [52] , Marques and Neves obtained rigidity results for min-max surfaces in closed Riemannian 3-manifolds with positive scalar curvature. Our first result is inspired by (and can be seen as a application of) the following theorem.
Theorem 19 (Marques-Neves, [52] ). Suppose (S 3 , g) has no embedded stable minimal spheres and R g ≥ 2Λ, for some constant Λ > 0, then there exists an embedded minimal sphere Σ, of index one, such that
The equality holds if, and only if, g has constant sectional curvature Λ 3 . The motivation for the condition about stable spheres comes from the fact that in the min-max constructions the limit surface obtained can have multiplicity and may be disconnected. Supposing (M, g) contains no embedded closed minimal surface whose two-sided cover is stable, we avoid this situation. From the physical point of view we may think of this condition as an obstruction to the existence of black holes. Moreover, as shown in [65] , the bound (74) on the width is no longer true if one only assume R g ≥ 2Λ, but allow the presence of stable minimal spheres.
Finally, lets discuss why we consider M = S 3 in the rigidity results. If R g ≥ 2Λ + 2|E| 2 and Λ > 0, it follows that (M, g) has positive scalar curvature. Thus by the topological classification theorem (see [45, Proposition 93.9] ), M is homeomorphic to
. If the connected sum were non trivial or there were a S 2 × S 1 factor, then by the main result of [63] we could find an embedded closed minimal surface whose two-sided cover is stable. So we can assume M is homeomorphic to S 3 /Γ. In the standard models, the index one minimal surfaces are spheres and M is simply connected, so, at the end we suppose M is homeomorphic to S 3 . Lets now move to the main results of this section which corresponds to Theorems C and D.
Theorem 20. Assume (S 3 , g) has no embedded stable minimal spheres, and let E ∈ X(M ). If R g ≥ 2Λ + 2|E| 2 for some constant Λ > 0, then there exists an embedded minimal sphere Σ, of index one, such that
Assuming div g E = 0, the equality holds if, and only if, E ≡ 0 and g has constant sectional curvature Λ 3 . Proof. The existence of a embedded minimal sphere Σ which has index one and realizes the width follows from Theorem 3.4 of [52] . The inequality between the area and the charge of Σ follows from Proposition 18. Now, if div g E = 0, since Σ is nullhomologous in S 3 and the charge is an homological invariant it follows that Q(Σ) = 0. So, assuming equality in (75) we have Λ|Σ| 2 = 12π|Σ|. Since R g ≥ 2Λ + 2|E| 2 ≥ 2Λ, by Theorem 4.9 of [52] we have that g has constant sectional curvature Λ 3 . But this implies R g = 2Λ, and therefore E ≡ 0.
Theorem 21. Let (M 3 , g, V, E) be an electrostatic system such that Λ > 0 and M is closed. Suppose V −1 (0) = Σ is non-empty and connected. Then Σ is a 2-sphere and
Moreover, the equality holds if, and only if E ≡ 0 and (M, g) is isometric to the standard sphere of constant sectional curvature Λ 3 . Proof. Suppose that Σ is stable. Choosing the function f ≡ 1 in the stability inequality and proceeding as in the proof of Proposition 18 we conclude that Σ is a 2-sphere (using the Gauss-Bonnet Theorem) and obtain the following inequality Λ|Σ| + 16π 2 Q(Σ) 2 |Σ| ≤ 4π < 12π.
Now, assume Σ is unstable. We claim that Σ separates M . Suppose the opposite. Opening M along Σ, we obtain a compact manifold with two boundary components whose metric completion we denote by (M ,g). The function V and the vector field E give rise to correspondent ones inM which we denote byṼ andẼ. By construction (M ,g,Ṽ ,Ẽ) is an electrostatic system. Since V −1 (0) is connected, we haveṼ −1 (0) = ∂M , andṼ = 0 on int M . However, ∂M consists of two unstable minimal surfaces, so we obtain a contradiction with Theorem 6.
Let M 1 and M 2 be the connected components of M \Σ. By Theorem 6 we conclude that (M i , g) is simply connected, for i = 1, 2, and hence Σ is a 2-sphere. Therefore M is homeomorphic to S 3 .
Combining theorems 16 and 20 we have W (S 3 , g) = |Σ| and Λ|Σ| 2 + 16π 2 Q(Σ) 2 ≤ 12π|Σ|.
and the equality holds if, and only if E ≡ 0 and g has constant sectional curvature Λ 3 .
It remains to calculate the integral on the boundary:
Since E and ∇ g V are linearly dependent we have E, ∇ g V 2 = |E| 2 |∇ g V | 2 . Using the Gauss equation we obtain
Hence, using the Gauss-Bonnet Theorem and (78) we conclude that
Boucher-Gibbons-Horowitz [7] and Shen [76] were able to show that the boundary ∂M of a compact three-dimensional oriented static manifold (M 3 , g) with connected boundary and scalar curvature R g = 6 satisfies the inequality |∂M | ≤ 4π with equality if and only if (M 3 , g) is the standard hemisphere, see also [34] for a related result. Based in these results and as an application of Proposition 23 we obtain the following rigidity result.
Theorem 24. Let (M, g, V, E) be a compact electrostatic system, such that V −1 (0) = ∂M . Suppose M has connected boundary Σ, E and ∇ g V are linearly dependent, and sup M |E| 2 < Λ. Then,
where Q(Σ) is the charge relative to E. Moreover, the equality holds if, and only if, E ≡ 0 and (M, g) is isometric to the standard hemisphere.
Proof. Since Since sup M |E| 2 < Λ, we obtain that | • T g | 2 = (Λ − |E| 2 )|E| 2 = 0, and therefore |E| 2 = 0 and M is Einstein. The result follows.
Static Electrovacuum Systems
On electrostatic systems arising from electrostatic spacetimes, the vector field E plays the role of a electric field. As we have seen in Subsection 2.1, in the general case of Static Electrovacuum space-times there is also a vector field B which correponds to a magnetic field. The main goal of this section is to sketch how some of the main results of the previous sections extend to systems which have both vector fields.
Definition 25. We say (M, g, V, E, B) is a static electrovacuum system if (M, g) is a Riemannian manifold, V ∈ C ∞ (M ) and is not identically zero, E, B ∈ X(M ), and for some constant Λ ∈ R the following equations are satisfied
div g E = 0, curl g (V E) = 0 (86) div g B = 0, curl g (V B) = 0.
(87) Moreover, the system is complete, if (M, g) is complete.
Remark 26. We have not included the equation (15) in the previous definition, since it is not necessary in order to prove the results we are interested in.
The main theorems of sections 4 and 6 depends crucially of itens 1 and 2 of Lemma 2 and of Proposition 3. In fact, Lemma 2 remains valid, with item 1) replaced by R g = 2 Λ + |E| 2 + |B| 2 , and the proof is analogous. As for Proposition 3, the monotonicity property of the area remains valid, and the proof is similar. If the area is constant, proceeding as in the case where B = 0, we obtain that E = f 1 N , B = f 2 N , where f i does not depend on t and f i V 2 = α i (t), for i = 1, 2. So, f 2 1 + f 2 2 V 4 = α 2 1 (t) + α 2 2 (t). Using this we can obtain the following integrability condition
Proceeding analogously such as in the case where B = 0, we can conclude that the rigidity models are (1) The warped product [0, s * ) × Σ 0 , 1 √ |E| 2 +|B| 2 ds 2 + g Σ 0 or the product [0, s * ) × Σ 0 , ds 2 + g Σ 0 , if Σ 0 is closed.
(2) The constant sectional curvature metric V 2 | Σ 0 dθ 2 +g Σ 0 , if ∂Σ 0 is not empty, where |E| ≡ 0, |B| ≡ 0 and (Σ 0 , g Σ 0 ) has constant Gaussian curvature K = Λ 3 > 0. So, the results of sections 4 and 6 remain valid on the case of a static electrovacuum system, and the previous proofs apply verbatim. Now, with respect to the Area-Charge inequality and the rigidity results, define the charges Q E (Σ), Q B (Σ), relative to E and B respectively, as in (69) . We have the following results, which are proved analogously as their respective counterpart in Section 7.
Proposition 27. Let (M 3 , g) be a Riemannian manifold and E, B ∈ X(M ) such that R g ≥ 2 Λ + |E| 2 + |B| 2 , for some Λ ∈ R. Suppose Σ ⊂ (M, g) is a two-sided closed minimal surface of index one, with unit normal N . Then,
Moreover, the equality in (88) holds if, and only if, Σ is totally geodesic, E| Σ = aN , B| Σ = bN , for some constants a, b, (R g )| Σ ≡ 2Λ + 2a 2 + 2b 2 , and g(Σ) is a even integer.
Theorem 28. Assume (S 3 , g) has no embedded stable minimal spheres, and let E ∈ X(M ). If R g ≥ 2 Λ + |E| 2 + |B| 2 for some constant Λ > 0, then there exists an embedded minimal sphere Σ, of index one, such that W (S 3 , g) = |Σ| and Λ|Σ| 2 + 16π 2 Q E (Σ) 2 + Q B (Σ) 2 ≤ 12π|Σ|. (89)
Assuming div g E = div g B = 0, the equality holds if, and only if, E ≡ 0, B ≡ 0 and g has constant sectional curvature Λ 3 . As a consequence, Theorem 21 remains valid on the case of static electrovacuum systems, where the inequality (76) is replaced by
