ABSTRACT Iterative learning scheme is proposed with the aim to achieve perfect tracking of a prescribed reference trajectory for systems that operate repetitively. In this paper, a sensor fault estimation framework is proposed for nonlinear repetitive system. First, the problem of sensor fault estimation is converted to actuator fault estimation via state redefinition. Afterward, state observer is designed for state reconstruction while iterative learning law is presented for fault estimation. Thus, the information in the previous period can be utilized to improve the fault estimating performance in current iterative trial. Avoiding the uncertainty caused by the norm optimal theory, the uniform convergence of error extended system is guaranteed by asymptotic stability and optimal function. Finally, the efficiency and merits of the proposed scheme are illustrated by numerical examples.
I. INTRODUCTION
With the growing demand for safety and reliability in industrial processes, considerable attention in fault tolerate control [1] - [3] have been witnessed in both academic and technical fields. Generally, the occurrence of fault is detected by the residual signal, which called fault detection. Different from fault detection, fault estimation that can reconstruct the fault signal such as the shape, magnitude. Hence, it is very useful in terms of developing active fault tolerant controllers.
During the last two decades, the fruitful theoretic results of fault estimation methods have been obtained [4] - [6] . In which, observer-based approaches have good performance in fault signal reconstruction, which also have been extensively studied and widely applied in mechanical system, electrical system and so forth. In [7] , adaptive fault diagnosis observer (AFDO) has been proposed to overcome the problem of fault estimation and accommodation for a class of nonlinear time-varying delay systems. The reference [8] has presented a novel sliding mode observer-based fault
The associate editor coordinating the review of this manuscript and approving it for publication was Qingchao Jiang. estimation (FE) method for a class of nonlinear networked control systems (NCSs) with Markov transfer delays. In [9] , robust fault estimation (FE) observer design for discretetime Takagi-Sugeno fuzzy systems has investigated the by homogenous polynomially parameter-dependent Lyapunov functions. In addition, there are many other observer-based methods, such as PI observer based methods [10] and iterative learning observer based methods [11] that applied have been reported in the aforementioned references and the references therein [12] , [13] . Among these fault estimations, tracking error and system state error in previous iteration have not been considered in the current iteration. Therefore, the existing methods are not suitable for repetitive systems. In practice, many industrial process have the cycle of operation that is called repetitive systems, for examples, the rotating machinery, transmission mechanism and gearbox.
To the best of the authors' knowledge, iterative learning scheme [14] , [15] is proposed with the aim to achieve perfect tracking of a prescribed reference trajectory for systems that operate repetitively. Due to the fact that important information of the past experiences can be utilized to improve the current behavior, iterative learning scheme based method has been a hot topic of existing researches. An iterative learning observer (ILO) is proposed for fault detection, estimation, and compensation in the reference [16] . In [17] , the estimation problem of periodically occurring faults is investigated for a class of non-linear time-varying systems. New adaptive iterative learning fault-tolerant control (AILFTC) strategy is derived without the need for precise system parameters or analytically estimating bound on actuator failures variables [18] . Noting that the existing references are subjected to actuator fault, and few work considers the sensor fault [19] , [20] . Unexpected fault often occurs in the sensors because of the aging of equipment, incorrect operation, environment influence and other factors, which may affect the control performance of the systems. Many abundant research results are shown in the references therein [13] , [21] - [23] while few based on iterative learning scheme. Hence, it is a challenging and prospective research in fault estimation area.
Motived by the discussions above, this paper presents the design of an iterative learning scheme based sensor fault estimation for nonlinear systems by using stability and optimal theories. The observer is introduced for states condition monitoring and iterative learning law is proposed for fault estimation. Lyapunov function and optimal function are utilized to obtain the solution conditions. The main contributions can be summarized as follows:
(1) Compared with the existing observer-based results [7] - [9] , the proposed method for nonlinear repetitive system both considered the stability of state estimation error system in time domain and the tracking error convergence in the iterative domain. Hence, the information in previous period can be utilized to improve the fault estimating performance in current iterative trial.
(2) Different from the iterative learning methods [14] - [18] depended on the optimal theory, the Lyapunov function is presented to verify the stability of state estimation error system and the optimal function is designed to guarantee the iterative tracking error convergence. Consequently, the proposed method can realize the state and fault estimation errors uniformly final bounded.
(3) Avoiding the uncertainty caused by the λ norm theory, Linear matrix inequalities (LMIs) is utilized to obtain the specific feasible solutions of iterative learning gain matrices and observer gain matrix.
The rest of the paper is arranged as follows: Section II gives the problem formulation and ILC law for nonlinear system, Section III gives the detailed analysis of the convergence, Illustrative simulations are shown in Section IV and Section V concludes the paper.
II. PROBLEM FORMULATION
Consider the following nonlinear time-varying systems:
where x k (t) denotes the state, u k (t) is the input, y k (t) represents the output, f s (t) is sensor fault. The matrices A, B, C, D and W are the parameters with appropriate dimensions, k is the iteration index and t is time index. The nonlinear term g (x 1 (t) , t) is assumed to be known and Lipschitz about x uniformly, for example
In which δ is the Lipschitz constant. One can find Lipschitz nonlinear definition in detail in reference [16] and [17] . Conventional iterative learning scheme method with two stages: update law design and convergence analysis. The initial input and learning gains are set by experience that prejudice the effectiveness and convergence speed. Simultaneously, the existing references often consider actuator fault. This paper aims to obtain the exact information of sensor fault via converting the sensor fault as actuator fault.
Suppose that there exists matrices T and S satisfied
Then one can get that
Define thatż
It can be obtained that through equation (3) and (5).
Define that z 4 = z 2 z 3 and z 0 = z 4 z 1 , then, equation (4) and (6) can be rewritten aṡ
where
Then state observer is presented to estimate the sensor fault signal and state.
In which,ẑ 0k (t) andŷ 0k (t) are the predicting state and predicting output, respectively, L is the observer gain matrix with suitable dimensions.
Define that state error is
and the actuator fault estimating error is
then the PD-type updating law is shown as follows.
The problem lim k→∞ r k (t) = 0 is replaced by the stability analysis and optimal function solution.
III. CONVERGENCE ANALYSIS AND MAIN RESULTS
To guarantee the error extended system is asymptotically stable, Lyapunov function is defined as
and the optimal function is presented to ensure the convergence of fault estimating law via H ∞ performance with
13) Hence, both actuator and sensor fault estimation can be achieved.
Theorem 1: Consider nonlinear system (1) and let updating law (8) be applied, for scalars γ > 0 , there exists positivedefinite matrices P, gain matrix L and updating gain matrix K 1 and K 2 , set thatL = PL and α, one can obtain the following theorem based on the Schur complements in linear matrix inequalities.
Then the observer gain matrix L = P −1L . Sufficient conditions for iterative learning fault estimation laws are given, which guarantee the error extended system to be asymptotically stable with a prescribed H ∞ performance.
Remark 1: The parameters α are defined to linearize the nonlinear term KLC. Note that, the different value of the parameter may influence the estimation results.
Remark 2: It should be pointed out that the presented method is appropriate for repetitive systems without the uncertainties, time-delay, iteration variation and so on. Hence, the application scopes are limited. In the future work, more influence terms will be taken into consideration. As a result, the proposed iterative learning scheme-based approach can be applicable to more general nonlinear repetitive systems.
Proof 1: From equation (7)- (9), one can get thaṫ
The time derivative of Lyapunov function (12) can be shown aṡ
In which,
T , * represents the Symmetrical item and 0 is the zero matrix. Thus, the matrix is
If r k (t) = 0 and g k (t) = 0, the extended error system (16) satisfies global asymptotic stability andV k (t) < 0 when (Ā−LC) T P+P(Ā−LC) < 0 has feasible solution. However, one cannot obtain the r k (t) = 0 and g k (t) = 0 upon the previous analysis.
Through the Lipschitz nonlinear condition (2), it can be gotten that g (
Based on the optimal function (13),
It can be concluded thatV k (t) < 0 holds if J 2 < 0 for arbitrary r k (t) and g k (t). The matrix is shown as
It can be obtained that J 2 < 0 holds if 2 < 0. To linearize the equation (20), lemma 1 is utilized and one can get that
Define thatL = PL, then L = P −1L , the matrix (22) can be rewritten as
In which, one can get the term 4 as
and the term 5 as
Since the inequality 2X T Y ≤ 1 α X T X + αY T Y holds true for any α > 0, then one can obtain that
Therefore, one can obtain that ≥ 3 . 3 < 0 holds if < 0. This is the end of the proof.
IV. SIMULATION EXAMPLES
In this section, the effectiveness of the proposed iterative learning scheme in estimating sensor faults has been demonstrated by a verifiable example and the superiority has been verified by a comparable example.
Example 1 (Verifiable Example): An example of a singlelink robotic arm with a revolute elastic joint is considered to demonstrate the effective of iterative learning scheme based fault estimation method. The nonlinear system described by equation (1) can be obtained with the following parameters.
In which, the dynamics and the parameters are chosen as the same as the part 3 in reference [24] . Simultaneously, the nonlinear term is assumed as the Lipschitz condition in equation (2) . And the fault term is set in the next paragraph.
To get the equation (3) and (4), the matrices T and S is consistent with the Settings in the reference [18] .
Selecting γ 2 = 0.71, ε 1 = 0.11, ε 2 = 10, then it can be obtained that
To show the FE efficiency of the method proposed in this paper, the sinusoidal fault signal is considered as
Select that x(0) = 0 0 0 0 0 0 ,ẑ(0) = 0 0 0 0 0 0 , u = 1,f (0) = 0, then one can get the simulation results. Figure 1 illustrates the trajectories of the actual states and their estimates provided by iterative learning observer. It can be seen from the figures that both schemes can estimate states accurately, before and after the occurrence of sensor faults. The simulation results in Figure 2 exhibit the sinusoidal fault estimates in different iterations. The trajectories of sensor fault signal and estimating signal illustrate that the proposed method can track the actual signal well. And with the iterative index increasing, the fault estimating curves perform better. It also can be seen that the sensor fault is estimated with good accuracy.
The simulation result in Figure 3 shows the sinusoidal sensor fault estimating results and the maximum estimating error in different iterations. One can get that the fault estimating error is decreasing with the iterative learning index increasing.
Remark 3: From the simulation results, it can be obtained that the iterative learning scheme-based fault estimation approach can detect and estimate the shape and magnitude of the fault signals, which are very useful for fault accommodation study. Simultaneously, it should be pointed that the proposed method is suitable for several fault signals reconstruction. Namely, the fault signals chosen in this simulation are just one fault signal that possibly occurs in the nonlinear repetitive system. In practice, there are many other types of fault signals.
Example 2 (Comparable Example):
To illustrate the superiority of the proposed method, the abrupt fault signal f 1 (t) and time variant fault signal f 2 (t) are set as same as that in chapter 5 of reference [18] . Figure 4 describes the state estimates of nonlinear systems subject to abrupt fault signal. Noting that the proposed method can estimate the state accurately with the occurrence of faults. Figure 5 and Figure 6 show the estimating results of abrupt fault signal f 1 in different iterations. It should be pointed that the proposed method can track the abrupt fault after a few iterations. The maximum errors can converge to zero when 20 iterations.
Abrupt fault signal f 1 and fault estimatesf 1 in this paper and reference [24] are shown in Figure 7 . It can be seen 
FIGURE 7.
Abrupt fault signal f 1 and fault estimatesf 1 in this paper and reference [24] .
that the estimating performance of proposed method is better than the SMO and AO in reference [18] . It is because that the proposed iterative learning method considers the previous information and utilizes it to improve current performance. Hence, it will be more and more precise from iteration to iteration. Simultaneously, SMO and AO in reference [18] are more suitable to the nonlinear system and nonlinear system without repetition.
The state estimates of nonlinear systems subject to time variant fault signal are shown in Figure 8 . Compared with the estimating results subject to abrupt fault signal, the proposed method can track the state trajectory well, too. It is also can be verified in the Theorem 1 that the proposed method is free to the fault signal types, which is restricted by the dynamics of the system models.
The estimating results of fault f 2 are displayed in Figure 9 and Figure 10 . In which, the previous information in the last iteration is utilized in current iteration for fault estimation. One can find out that with the increasing of iterations, the tracking performance will be better. The comparable results are exhibited in Figure 11 . The estimating results base on SMO and AO have good performance. However, the results are more precise for time variant fault estimation after few iterations of the approach presented in this paper. In the next paragraph, we will explain this phenomenon. Remark 4: From the discussion above, it can be concluded that the proposed iterative learning method both suits for soft fault estimation and abrupt fault estimation shown in Figure 3 , figure 5 and figure 7. It is because that the gain matrices solution is free to the types of fault signals in Theorem 1. Noting that the presented iterative learning scheme-based fault estimation method has good performance in fault signal tracking due to the information in pervious iteration is utilized to improve the sensor fault estimation performance. On the contrary, the fault estimating strategy presented in [24] ignores this valuable information at each iteration step of the current system. Deservedly, fault estimating results based on this method cannot be improved with the increase of iterations.
V. CONCLUSION
In this paper, the iterative learning observer-based fault estimation scheme for nonlinear repetitive system has been addressed. The sensor fault estimation problem is solved by converting to actuator fault estimation with system decomposition. The robust convergence of the proposed iterative learning control has been analyzed with stability theory and optimal theory method. The specific feasible solution is obtained by linear matrix inequalities (LMIs). Finally, superior performance of the proposed simultaneous fault estimation design is demonstrated by simulation example.
As previously commented, the presented method is appropriate for repetitive systems without the uncertainties, timedelay, iteration variation and so on. Hence, the application scopes are limited. In the future work, all these influences will be taken into consideration. As a result, the proposed iterative learning scheme-based approach can be applicable to more general nonlinear repetitive systems. Simultaneously, only the simulation results are utilized to illustrate the effectiveness of presented method, how to apply the iterative learning method to actual operating system is also an important future issue. VOLUME 7, 2019 
