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Abstract
We prove the existence of positive solutions of second-order nonlinear di%erential equations on a 1nite interval with
periodic boundary conditions and give upper and lower bounds for these positive solutions. Obtained results yield positive
periodic solutions of the equation on the whole real axis, provided that the coe3cients are periodic. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
For 1xed positive number ! we consider the following boundary value problem (BVP):
− [p(x)y′]′ + q(x)y = f(x; y); 06x6!; (1.1)
y(0) = y(!); y[1](0) = y[1](!); (1.2)
where y = y(x) is a desired solution, and
y[1](x) = p(x)y′(x)
denotes the quasi-derivative of y(x). We will assume that the coe3cients p(x) and q(x) of Eq. (1.1)
are real-valued measurable functions de1ned on [0; !] and satisfy the following condition:
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(H1) p(x)¿ 0; q(x)¿0; q(x) = 0 almost everywhere,∫ !
0
dx
p(x)
¡∞;
∫ !
0
q(x) dx¡∞:
Note that we do not assume the di%erentiability and even the continuity of p(x). A function y(x)
de1ned on [0; !] is called a solution of Eq. (1.1) if its 1rst derivative y′(x) exist, p(x)y′(x) is
absolutely continuous and Eq. (1.1) is satis1ed almost everywhere on [0; !]. Under condition (H1)
the existence and uniqueness theorem for such a solution is valid (see, for example, [19, Kapitel
5]). For any solution y(x) the values y(0); y(!) are 1nite, whereas the values y′(0); y′(!) may be
in1nite. However, the values
y[1](0) = lim
x→0+
p(x)y′(x); y[1](!) = lim
x→!−
p(x)y′(x);
certainly will be 1nite.
Boundary conditions (1.2) we call the periodic boundary conditions which are important repre-
sentatives of nonseparated boundary conditions. In the case of continuous function p(x) on [0; !]
with p(0) = p(!) the conditions (1.2) take the form of usual periodic boundary conditions
y(0) = y(!); y′(0) = y′(!):
In Section 2 we 1nd the Green’s function for equation
− [p(x)y′]′ + q(x)y = h(x); 06x6!; (1.3)
subject to the boundary conditions (1.2), and we prove its positiveness. This fact is very crucial to
our arguments. The Green’s function for a second-order di%erential equation with periodic boundary
conditions was constructed and used in [10]. The sign property of the Green’s function for di%erential
equations with separated boundary conditions is investigated in [20–22].
In Sections 3 and 5 we prove the existence of a positive solution and twin positive solutions
to the BVP (1.1), (1.2), respectively. In Section 4 the periodic BVP that involves a parameter is
considered. Proof of the existence of positive solutions is based on an application of a 1xed-point
theorem for the completely continuous operators in cones and uses the properties of the Green’s
function. This tecnique in the case of seperated boundary conditions was used in [1,2,4–9,11,12,14
–18] and others articles.
In Section 6 the results obtained in Sections 3 and 5 yield positive periodic solutions to Eq. (1.1)
considered for x ∈ R= (−∞;∞) and provided that the coe3cients are periodic with period !. The
problem of existence of positive periodic solutions for nonlinear di%erential equations comprehen-
sively discussed by Krasnosel’skii in [12,13]. In the discrete case this problem was investigated by
the authors in [3].
In Section 7 the examples of explicit Green’s functions are given and comparison with Kras-
nosel’skii’s result is pointed out.
Finally, for easy reference we state here the 1xed-point theorem [12, p. 148, 8, p. 94] which is
employed in this paper.
Theorem 1.1. Let B be a Banach space; and let P⊂B be a cone in B. Assume 1; 2 are open
subsets of B with 0 ∈ 1; K1 ⊂2 and let
A : P ∩ ( K2 \ 1)→ P
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be a completely continuous operator such that; either
(i) ‖Ay‖6‖y‖; y ∈ P ∩ @1; and ‖Ay‖¿‖y‖; y ∈ P ∩ @2; or
(ii) ‖Ay‖¿‖y‖; y ∈ P∩ @1; and ‖Ay‖6‖y‖; y ∈ P∩ @2.
Then A has at least one 6xed point in P ∩ ( K2 \ 1).
2. Green’s function and its positiveness
Consider the linear nonhomogeneous equation (1.3) with boundary conditions (1.2). Denote by
u(x) and v(x) the solutions of the corresponding homogeneous equation
− [p(x)y′]′ + q(x)y = 0; 06x6!; (2.1)
satisfying the initial conditions
u(0) = 1; u[1](0) = 0; v(0) = 0; v[1](0) = 1: (2.2)
Let us set
D = u(!) + v[1](!)− 2: (2.3)
Condition (H1) will be assumed throughout.
Lemma 2.1. Let K(x; s) be a nonnegative continuous function de6ned for −∞¡a6 x; s6 b¡∞
and  (x) be a nonnegative integrable function on [a; b]. Then for arbitrary nonnegative continuous
function ’(x) de6ned on [a; b] the Volterra integral equation
y(x) = ’(x) +
∫ x
a
K(x; s) (s)y(s) ds; a6x6b; (2.4)
has a unique solution y(x). This solution is continuous and satis6es the inequality
y(x)¿’(x); a6x6b: (2.5)
Proof. We solve Eq. (2.4) by the method of successive approximations setting
y0(x) = ’(x); yn(x) =
∫ x
a
K(x; s) (s)yn−1(s) ds; n= 1; 2; : : : : (2.6)
If the series
∑∞
n=0 yn(x) converges uniformly with respect to x∈ [a; b], then its sum will be, ob-
viously, a continuous solution of Eq. (2.4). To prove the uniform convergence of this series we
put
max
a6x6b
’(x) = c; max
a6x; s6b
K(x; s) = c1:
Then it is easy to get from (2.6) that
06yn(x)6c
cn1
n!
[ ∫ x
a
 (s) ds
]n
; n= 0; 1; 2; : : : :
Hence it follows that Eq. (2.4) has a continuous solution
y(x) =
∞∑
n=0
yn(x)
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and because y0(x)=’(x); yn(x)¿0; n=1; 2; : : : ; for this solution the inequality (2.5) holds. Unique-
ness of the solution of Eq. (2.4) can be proved in usual way.
Remark 2.2. Evidently, the statement of Lemma 2.1 is also valid for the Volterra equation of the
form
y(x) = ’(x) +
∫ b
x
K(x; s) (s)y(s) ds; a6x6b:
Lemma 2.3. The number D de6ned by (2:3) is positive.
Proof. Using the initial conditions (2.2), we can deduce from Eq. (2.1) for u(x) and v(x) the
following equations:
u(x) = 1 +
∫ x
0
[ ∫ x
s
dt
p(t)
]
q(s)u(s) ds; (2.7)
v(x) =
∫ x
0
dt
p(t)
+
∫ x
0
[ ∫ x
s
dt
p(t)
]
q(s)v(s) ds; (2.8)
p(x)v′(x) = 1 +
∫ x
0
q(s)v(s) ds: (2.9)
From (2.7)–(2.9), by condition (H1) and Lemma 2.1, it follows that
u(x)¿1; v(x)¿
∫ x
0
dt
p(t)
; x ∈ [0; !]; (2.10)
u(!)¿ 1; v[1](!)¿ 1: (2.11)
Now from (2.3) and (2.11), we get D¿ 0.
Theorem 2.4. For the solution y(x) of the BVP (1:3); (1:2) the formula
y(x) =
∫ !
0
G(x; s)h(s) ds; x ∈ [0; !] (2.12)
holds; where
G(x; s) =
v(!)
D
u(x)u(s)− u
[1](!)
D
v(x)v(s)
+


v[1](!)− 1
D
u(x)v(s)− u(!)− 1
D
u(s)v(x); 06s6x6!;
v[1](!)− 1
D
u(s)v(x)− u(!)− 1
D
u(x)v(s); 06x6s6!;
(2.13)
the number D is de6ned by (2:3).
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Proof. It is easy to see that the general solution of Eq. (1.3) has the form
y(x) = c1u(x) + c2v(x) +
∫ x
0
[u(s)v(x)− u(x)v(s)]h(s) ds;
where c1 and c2 are arbitrary constants. Substituting this expression for y(x) in boundary conditions
(1.2) we can evaluate c1 and c2. After not very complicated calculations we can get (2.12), (2.13).
The function G(x; s) is called the Green’s function of the BVP (1.3), (1.2).
Theorem 2.5. Under condition (H1) the Green’s function G(x; s) of the BVP (1:3); (1:2) is positive:
G(x; s)¿ 0 for x; s ∈ [0; !]: (2.14)
Proof. Since G(x; s) = G(s; x), it is enough to prove that G(x; s)¿ 0 for x ∈ [0; !] and 06s6x.
Setting
E(x; s) = u(s)v(x)− u(x)v(s); (2.15)
F(x; s) = [v(!)u(x)− u(!)v(x)]u(s) + [v[1](!)u(x)− u[1](!)v(x)]v(s); (2.16)
we have, for s6x,
G(x; s) =
1
D
[E(x; s) + F(x; s)]: (2.17)
Let us now show that
E(x; x) = 0 for x ∈ [0; !]; F(!; 0) = 0; (2.18)
E(x; s)¿ 0 for s ∈ [0; !) and x ∈ (s; !]; (2.19)
F(x; s)¿ 0 for s ∈ [0; !]; x ∈ [s; !] and (x; s) = (!; 0): (2.20)
Evidently (2.18) holds. To prove (2.19), we note that for 1xed s ∈ [0; !)
@
@x
[
p(x)
@E(x; s)
@x
]
= q(x)E(x; s); x ∈ [s; !];
E(s; s) = 0; p(x)
@E(x; s)
@x
∣∣∣∣
x=s
= 1:
Hence it follows that, for all x ∈ [s; !],
E(x; s) =
∫ x
s
dt
p(t)
+
∫ x
s
[ ∫ x

dt
p(t)
]
q()E(; s) d: (2.21)
Using (H1) and Lemma 2.1, we get from (2.21) that E(x; s)¿ 0 for all x ∈ (s; !]:
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Further, passing to F(x; s) we note that for 1xed s ∈ [0; !)
@
@x
[
p(x)
@F(x; s)
@x
]
= q(x)F(x; s); x ∈ [s; !];
F(!; s) = v(s); p(x)
@F(x; s)
@x
∣∣∣∣
x=!
=−u(s):
Hence it follows that, for all x ∈ [s; !],
F(x; s) = v(s) + u(s)
∫ !
x
dt
p(t)
+
∫ !
x
[∫ 
x
dt
p(t)
]
q()F(; s) d: (2.22)
Using (H1), (2.10) and Lemma 2.1, we get from (2.22) that F(x; s)¿ 0, if (x; s) = (!; 0):
Now (2.14) follows from (2.17) by Lemma 2.3 and (2.18)–(2.20).
3. Existence of a positive solution
Consider the nonlinear BVP (1.1), (1.2), where p(x) and q(x) satisfy condition (H1). We assume
that the function f(x; ) satis1es the following condition:
(H2) f : [0; !] × R → R is continuous in (x; ) and f(x; )¿0 for  ∈ R+, where R+ denotes
the set of nonnegative real numbers.
Regarding Eq. (1.1) denote by G(x; s) the Green’s function of problem (1.3), (1.2), by Theorem
2.5 the inequality (2.14) holds. Let us set
m=minG(x; s); M =maxG(x; s); x; s ∈ [0; !]: (3.1)
Consider the Banach space B = C[0; !] of real-valued continuous functions y(x) de1ned on [0; !]
with the norm
‖y‖=max |y(x)|; x ∈ [0; !]:
De1ne the cones P and P0 in B by
P= {y ∈ B|y(x)¿0 for x ∈ [0; !]};
P0 =
{
y ∈ P| min
x∈[0;!]
y(x)¿
m
M
‖y‖
}
:
Throughout this paper, m and M will denote the numbers de1ned by (3.1).
By Theorem 2.4 solving the BVP (1.1), (1.2) is equivalent to solving the following integral
equation in B:
y(x) =
∫ !
0
G(x; s)f(s; y(s)) ds; x ∈ [0; !] (3.2)
and consequently, it is equivalent to 1nding 1xed points of operator A : B→ B de1ned by
Ay(x) =
∫ !
0
G(x; s)f(s; y(s)) ds; x ∈ [0; !]: (3.3)
Note that for each y ∈ B the function Ay(x) satis1es boundary conditions (1.2) by the de1nition of
the Green’s function G(x; s).
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An operator (nonlinear, in general) acting in a Banach space is said to be completely continuous
if it is continuous and maps bounded sets into relatively compact sets. From the continuity of G(x; s)
and f(x; ) it follows that operator A de1ned by (3.3) is completely continuous in B.
Lemma 3.1. Ay ∈ P0 for all y ∈ P. In particular; the operator A leaves the cone P0 invariant;
i.e.; A(P0)⊂P0.
Proof. For all y ∈ P, by (2.14) and (H2), we have from (3.3), Ay(x)¿0 for all x ∈ [0; !];
min
x∈[0;!]
Ay(x)¿m
∫ !
0
f(s; y(s)) ds¿
m
M
∫ !
0
{
max
x∈[0;!]
G(x; s)
}
f(s; y(s)) ds
¿
m
M
max
x∈[0;!]
∫ !
0
G(x; s)f(s; y(s)) ds=
m
M
‖Ay‖:
Therefore, Ay ∈ P0.
In the next theorem we also assume the following condition on f(x; ).
(H3) There exist numbers 0¡r¡R¡∞ such that for all x ∈ [0; !]:
f(x; )6
1
!M
 if 066r; f(x; )¿
M
!m2
 if R6¡∞:
Theorem 3.2. Assume that conditions (H1); (H2); and (H3) are satis6ed. Then the BVP (1:1);
(1:2) has at least one solution y(x) such that
m
M
r6y(x)6
M
m
R; x ∈ [0; !]: (3.4)
Proof. For y ∈ P0 with ‖y‖= r (hence 06y(s)6r for s ∈ [0; !]), we have for all x ∈ [0; !];
Ay(x)6M
∫ !
0
f(s; y(s)) ds6M
1
!M
∫ !
0
y(s) ds6
1
!
‖y‖!= ‖y‖: (3.5)
Now if we let 1 = {y ∈ B | ‖y‖¡r}, then (3.5) shows that
‖Ay‖6‖y‖; y ∈ P0 ∩ @1:
Further, let
R1 = (M=m)R and 2 = {y ∈ B | ‖y‖¡R1}:
Then y ∈ P0 and ‖y‖= R1 implies
min
x∈[0;!]
y(x)¿
m
M
‖y‖= m
M
R1 = R;
hence y(s)¿R for all s ∈ [0; !]. Therefore, for all x ∈ [0; !],
Ay(x)¿m
∫ !
0
f(s; y(s)) ds¿m
M
!m2
∫ !
0
y(s) ds¿
M
!m
∫ !
0
m
M
‖y‖ ds= ‖y‖:
Hence ‖Ay‖¿‖y‖ for all y ∈ P0 ∩ @2.
Consequently, by the 1rst part of Theorem 1.1, it follows that A has a 1xed point y in P0 ∩
( K2 \1). We have r6‖y‖6R1. Hence, since for y ∈ P0 we have y(x)¿(m=M)‖y‖, x ∈ [0; !], it
follows that (3.4) holds.
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Remark 3.3. From (3.4) it follows that the solution y(x) is positive: y(x)¿ 0 for x ∈ [0; !].
Remark 3.4. If
lim
→0+
f(x; )

= 0 and lim
→∞
f(x; )

=∞;
uniformly on x ∈ [0; !], then condition (H3) will be satis1ed for r ¿ 0 su3ciently small and R¿ 0
su3ciently large.
In Theorem 3.5 we assume the following condition on f(x; ):
(H4) There exist numbers 0¡r¡R¡∞ such that for al x ∈ [0; !];
f(x; )¿
M
!m2
 if 066r; f(x; )6
1
!M
 if R6¡∞:
Theorem 3.5. Assume that conditions (H1); (H2); and (H4) are satis6ed. Then the BVP (1:1);
(1:2) has at least one solution y(x) such that
m
M
r6y(x)6
M
m
R; x ∈ [0; !]:
The proof is analogous to that of Theorem 3:2 and uses the second part of Theorem 1.1.
Remark 3.6. If
lim
→0+
f(x; )

=∞ and lim
→∞
f(x; )

= 0;
uniformly on x ∈ [0; !], then condition (H4) will be satis1ed for r ¿ 0 su3ciently small and R¿ 0
su3ciently large.
4. Boundary value problem with a parameter
In this section we consider the following BVP with parameter $:
− [p(x)y′]′ + q(x)y(x) = $f(x; y); x ∈ [0; !]; (4.1)
y(0) = y(!); y[1](0) = y[1](!): (4.2)
In Theorem 4.1 we assume the following condition on f(x; ).
(H5) There exist numbers 0¡r¡R¡∞ such that for all x ∈ [0; !];
f(x; )6f0(x) if 066r; f(x; )¿f∞(x); if R6¡∞;
where f0(x) and f∞(x) are nonnegative valued functions de1ned on [0; !].
Theorem 4.1. Assume that conditions (H1); (H2); and (H5) are satis6ed and that
M 2
∫ !
0
f0(s) ds6m2
∫ !
0
f∞(s) ds:
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Then for each $ satisfying
M
m2
∫ !
0 f∞(s) ds
6$6
1
M
∫ !
0 f0(s) ds
; (4.3)
BVP (4:1) and (4:2) has at least one solution y(x) such that
m
M
r6y(x)6
M
m
R; x ∈ [0; !]: (4.4)
Proof. BVP (4.1) and (4.2) is equivalent to the equation
y(x) = $
∫ !
0
G(x; s)f(s; y(s)) ds; x ∈ [0; !];
where G(x; s) is the Green’s function of BVP (1.3) and (4.2). Let B be the Banach space and P0
be the cone in B, which are de1ned in Section 3. De1ne an operator A : B→ B by
Ay(x) = $
∫ !
0
G(x; s)f(s; y(s)) ds; x ∈ [0; !]: (4.5)
Then BVP (4.1) and (4.2) is equivalent to 1nding 1xed points of A in B.
A is completely continuous and leaves the cone P0 invariant for $¿0. Let $ satis1es (4.3). Then
for y ∈ P0 with ‖y‖= r (hence 06y(s)6r for s ∈ [0; !]), we have for all x ∈ [0; !],
Ay(x)6$M
∫ !
0
f(s; y(s)) ds6$M
∫ !
0
f0(s)y(s) ds6$M‖y‖
∫ !
0
f0(s) ds6‖y‖:
Therefore, if we set 1 = {y ∈ B| ‖y‖¡r}, then
‖Ay‖6‖y‖ for y ∈ P0 ∩ @1:
Further, let R1 = (M=m)R and 2 = {y ∈ B| ‖y‖¡R1}. Then for y ∈ P0 with ‖y‖= R1 we have
min
x∈[0; !]
y(x)¿
m
M
‖y‖= m
M
R1 = R;
hence y(s)¿R for all s ∈ [0; !]. Therefore,
Ay(x)¿$m
∫ !
0
f(s; y(s)) ds¿$m
∫ !
0
f∞(s)y(s) ds¿$m
m
M
‖y‖
∫ !
0
f∞(s) ds¿‖y‖:
Hence ‖Ay‖¿‖y‖ for y ∈ P0 ∩ @2.
Consequently, by the 1rst part of Theorem 1.1, it follows that A has a 1xed point y ∈ P0∩( K2\1).
We have r6‖y‖6R1. Since for y ∈ P0 we have y(x)¿(m=M)‖y‖; x ∈ [0; !], hence follows (4.4).
Corollary 4.2. Assume that conditions (H1) and (H2) are satis6ed. If the limits
lim
→0+
f(x; )

= f0(x) and lim
→∞
f(x; )

= f∞(x) (4.6)
exist uniformly on x ∈ [0; !]; and if
M 2
∫ !
0
f0(s) ds¡m2
∫ !
0
f∞(s) ds;
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then for each $ satisfying
M
m2
∫ !
0 f∞(s) ds
¡$¡
1
M
∫ !
0 f0(s) ds
; (4.7)
BVP (4:1) and (4:2) has at least one solution y(x) such that y(x)¿ 0 for x ∈ [0; !].
Proof. Let $ satisfy (4.7). Choose &¿ 0 such that
M
m2
∫ !
0 [f∞(s)− '(s)] ds
6$6
1
M
∫ !
0 [f0(s) + &] ds
;
where '(x) = min{f∞(x); &}. For this &, by (4.6) we can 1nd 0¡r¡R¡∞ such that for all
x ∈ [0; !],
f(x; )6[f0(x) + &]; if 066r; f(x; )¿[f∞(x)− '(x)] if R6¡∞:
Therefore, we can apply Theorem 4.1 to yield a solution y(x) of the BVP (4.1), (4.2) possessing
property (4.4).
In the next theorem we will assume the following condition on f(x; ).
(H6) There exist numbers 0¡r¡R¡∞ such that for all x ∈ [0; !],
f(x; )¿f0(x) if 066r; f(x; )6f∞(x) if R6¡∞;
where f0(x) and f∞(x) are nonnegative valued functions de1ned on [0; !].
Theorem 4.3. Assume that conditions (H1); (H2); and (H6) are satis6ed and that
M 2
∫ !
0
f∞(s) ds6m2
∫ !
0
f0(s) ds:
Then; for each $ satisfying
M
m2
∫ !
0 f0(s) ds
6$6
1
M
∫ !
0 f∞(s) ds
;
BVP (4:1); (4:2) has at least one solution y(x) such that
m
M
r6y(x)6
M
m
R; x ∈ [0; !]:
The proof is analogous to that of Theorem 4.1 and uses the second part of Theorem 1.1.
Corollary 4.4. Assume that conditions (H1) and (H2) are satis6ed. If the limits (4:6) exist uni-
formly on x ∈ [0; !]; and if
M 2
∫ !
0
f∞(s) ds6m2
∫ !
0
f0(s) ds;
then for each $ satisfying
M
m2
∫ !
0 f0(s) ds
¡$¡
1
M
∫ !
0 f∞(s) ds
;
BVP (4:1) and (4:2) has at least one solution y(x) such that y(x)¿ 0 for all x ∈ [0; !].
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5. Existence of twin positive solutions
In the next theorem we will assume the following condition on f(x; ).
(H7) There exist numbers 0¡r¡a¡R¡∞ such that r ¡ (m=M)a and for all x ∈ [0; !],
f(x; )¿
M
!m2
 if 066r and R6¡∞;
f(x; )¡
1
!M
a if
m
M
a66a:
Theorem 5.1. Assume that conditions (H1); (H2); and (H7) are satis6ed. Then the BVP (1:1); (1:2)
has at least two solutions y1(x) and y2(x) such that ‖y1‖¡a¡ ‖y2‖ and
m
M
r6y1(x)¡a;
m
M
a¡y2(x)6
M
m
R for all x ∈ [0; !]:
Proof. Let B be the Banach space and P0 be the cone in B which are de1ned in Section 3. Let A
be the operator de1ned by (3.3).
For y ∈ P0 with ‖y‖= r (hence 06y(s)6r for s ∈ [0; !]), we have
Ay(x)¿m
∫ !
0
f(s; y(s)) ds¿m
M
!m2
∫ !
0
y(s) ds¿
M
!m
∫ !
0
m
M
‖y‖ ds= ‖y‖:
Thus we may let 1 = {y ∈ B| ‖y‖¡r} so that
‖Ay‖¿‖y‖ for y ∈ P0 ∩ @1:
Further, for y ∈ P0 with ‖y‖= a, we have
m
M
a6y(s)6a; s ∈ [0; !]
and, therefore,
Ay(x)6M
∫ !
0
f(s; y(s)) ds¡M
∫ !
0
1
!M
a ds= a= ‖y‖:
Hence, if we set 2 = {y ∈ B| ‖y‖¡a}, then
‖Ay‖¡ ‖y‖ for y ∈ P0 ∩ @2: (5.1)
Consequently, by the second part of Theorem 1.1, it follows that A has a 1xed point y1 in
P0 ∩ ( K2 \ 1). We have r6‖y1‖6a. Since by (5.1) Ay = y for y ∈ P0 with ‖y‖ = a, hence
r6‖y1‖¡a. For y ∈ P0 we have y(x)¿(m=M)‖y‖; x ∈ [0; !]. Therefore, (m=M)r6y1(x)¡a for
all x ∈ [0; !].
Let
R1 =
M
m
R and 3 = {y ∈ B| ‖y‖¡R1}:
Then for y ∈ P0 with ‖y‖= R1 we have
min
x∈[0;!]
y(x)¿
m
M
‖y‖= m
M
R1 = R;
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hence y(s)¿R for all s ∈ [0; !]. Therefore,
Ay(x)¿m
∫ !
0
f(s; y(s)) ds¿m
M
!m2
∫ !
0
y(s) ds¿
M
!m
∫ !
0
m
M
‖y‖ ds= ‖y‖:
Hence, ‖Ay‖¿‖y‖ for y ∈ P0 ∩ @3.
Consequently, by the 1rst part of Theorem 1.1, it follows that A has a 1xed point y2 in P0 ∩
( K3 \ 2). We have a¡ ‖y2‖6R1. Since for y ∈ P0 we have y(x)¿(m=M)‖y‖; x ∈ [0; !], hence
it follows that (m=M)a¡y2(x)6(M=m)R for all x ∈ [0; !].
Remark 5.2. If
lim
→0+
f(x; )

=∞ and lim
→∞
f(x; )

=∞;
uniformly on x ∈ [0; !], then the 1rst condition of (H7) will be satis1ed for r ¿ 0 su3ciently small
and R¿ 0 su3ciently large.
In Theorem 5.3 we assume the following condition on f(x; ).
(H8) There exist numbers 0¡r¡a¡R¡∞ such that r ¡ (m=M)a and for all x ∈ [0; !]:
f(x; )6
1
!M
 if 066r and R6¡∞;
f(x; )¿
1
!m
a if
m
M
a66a:
Theorem 5.3. Assume that conditions (H1); (H2); and (H8) are satis6ed. Then the BVP (1:1); (1:2)
has at least two solutions y1(x) and y2(x) such that ‖y1‖¡a¡ ‖y2‖ and
m
M
r6y1(x)¡a;
m
M
a¡y2(x)6
M
m
R for all x ∈ [0; !]:
The proof is analogous to that of Theorem 5.1 and is ommited.
Remark 5.4. If
lim
→0+
f(x; )

= 0 and lim
→∞
f(x; )

= 0;
uniformly on x ∈ [0; !], then the 1rst condition of (H8) will be satis1ed for r ¿ 0 su3ciently small
and R¿ 0 su3ciently large.
6. Existence of positive periodic solutions
Consider Eq. (1.1) on the whole real axis:
− [p(x)y′]′ + q(x)y(x) = f(x; y(x)); x ∈ R: (6.1)
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We assume that the coe3cients of Eq. (6.1) are periodic, that is, for some positive real
number !
(H9) p(x + !) = p(x), q(x + !) = q(x), x ∈ R,
(H10) f(x + !; ) = f(x; ), x;  ∈ R.
We are interested in existence of positive !-periodic (i.e., periodic with period !) solutions of
Eq. (6.1).
Together with Eq. (6.1) we consider BVP (1.1) and (1.2). If conditions (H9) and (H10) hold,
then every solution of BVP (1.1) and (1.2) extented from [0; !] to R as an !-periodic function will
be a solution of Eq. (6.1).
Therefore, Theorems 3.2 and 3.5 yield the following results, respectively.
Theorem 6.1. Assume (H1)–(H3); (H9); and (H10) hold. Then Eq. (6:1) has at least one !-periodic
solution y(x) such that
m
M
r6y(x)6
M
m
R for all x ∈ R: (6.2)
Theorem 6.2. Assume (H1); (H2); (H4); (H9); and (H10) hold. Then Eq. (6:1) has at least one
!-periodic solution y(x) with property (6:2).
In a similar way Theorems 4.1 and 4.3 yield corresponding results for Eq. (6.1). We formulate
the results which follow from Theorems 5:1 and 5:3, respectively.
Theorem 6.3. Assume (H1); (H2); (H7); (H9); and (H10) hold. Then Eq. (6:1) has at least two
!-periodic solutions y1(x) and y2(x) such that ‖y1‖¡a¡ ‖y2‖ and
m
M
r6y1(x)¡a;
m
M
a¡y2(x)6
M
m
R; for all x ∈ R: (6.3)
Theorem 6.4. Assume (H1); (H2); (H8)–(H10) hold. Then Eq. (6:1) has at least two !-periodic
solutions y1(x) and y2(x) such that ‖y1‖¡a¡ ‖y2‖ and (6:3) holds.
7. Concluding remarks
1. In the case of p(x) ≡ 1, q(x) ≡ c2 (c¿ 0); where c is a constant, the Green’s function G(x; s)
of BVP (1.3) and (1.2) has the form
G(x; s) =
1
2c(ec! − 1)


ec(x−s) + ec(!+s−x); 06s6x6!;
ec(s−x) + ec(!+x−s); 06x6s6!:
Hence for m=minG(x; s) and M =maxG(x; s) we have
m=
e(c!=2)
c(ec! − 1) ; M =
1 + ec!
2c(ec! − 1) :
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2. In the case of arbitrary p(x)¿ 0 and
q(x) =
c2
p(x)
(c¿ 0);
the Green’s function G(x; s) of BVP (1.3) and (1.2) has the form
G(x; s) =
1
2c(ec
∫ !
0
(dt=p(t))−1)

 e
c
∫ x
s
(dt=p(t)) + ec
[ ∫ !
0
(dt=p(t))+
∫ s
x
(dt=p(t))
]
; 06s6x6!;
ec
∫ s
x
(dt=p(t)) + ec
[ ∫ !
0
(dt=p(t))+
∫ x
s
(dt=p(t))
]
; 06x6s6!:
Hence for m=minG(x; s) and M =maxG(x; s) we have
m=
ec=2
∫ !
0
(dt=p(t))
c[ec
∫ !
0
(dt=p(t)) − 1]
; M =
1 + ec
∫ !
0
(dt=p(t))
2c[ec
∫ !
0
(dt=p(t)) − 1]
:
3. In order to make use of a theorem of type Theorem 3.2 it is not necessary to know the numbers
m=minG(x; s) and M =maxG(x; s) exactly. Let us know the bounds of G(x; s) roughly,
m16G(x; s)6M1;
where 0¡m16m¡M6M1 ¡∞. Further we assume there exist numbers 0¡r¡R¡∞ such that
for all x ∈ [0; !],
f(x; )6
1
!M1
 if 066r; f(x; )¿
M1
!m21
 if R6¡∞:
Then, for these r and R, because
1
M1
6
1
M
;
M
m2
6
M1
m21
;
the condition (H3) will be satis1ed. Therefore applying Theorem 3:1, we get that the BVP (1.1)
and (1.2) has at least one solution y(x) such that
m1
M1
r6y(x)6
M1
m1
R; x ∈ [0; !]:
4. Consider the system of ordinary di%erential equations
dy1
dx
= f1(x; y1; : : : ; yn);
...
dyn
dx
= fn(x; y1; : : : ; yn);
(7.1)
in which the right members are continuous with respect to the collection of variables −∞¡x; y1; : : : ;
yn ¡∞ and have the properties which guarantee the uniqueness of the solution of the Cauchy
problem for this system. Further we require that every function fi(x; y1; : : : ; yn) satisfy the condition
fi(x; y1; : : : ; yi−1; 0; yi+1; : : : yn)¿0 (yj¿0 for j = i): (7.2)
In [12, p. 272, Theorem 7.16] the following result is established.
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Theorem 7.1. Let the right members of system (7:1) be periodic with respect to x with period !.
Let conditions (7:2) be satis6ed. Finally; let
n∑
i=1
yifi(x; y1; : : : ; yn)60 (7.3)
if the sum y1 + · · · + yn (yj¿0) is su;ciently large. Then the system (7:1) has at least one
nonnegative !-periodic solution
yi(x)¿0; yi(x + !) = yi(x) (i = 1; : : : ; n):
Now we show that such a theorem does not give any result for Eq. (6.1). Indeed, setting
y1(x) = y(x); y2(x) = p(x)y′(x);
we can write Eq. (6.1) as the system
dy1
dx
= f1(x; y1; y2);
dy2
dx
= f2(x; y1; y2);
where
f1(x; y1; y2) =
y2
p(x)
; f2(x; y1; y2) = q(x)y1 − f(x; y1): (7.4)
Conditions (7.2) will be satis1ed for the functions (7.4) i%
f(x; 0) = 0;
f(x; y1)
y1
6q(x) (x ∈ R; y1 ¿ 0); (7.5)
and condition (7.3) will be satis1ed i%
f(x; y1)
y1
¿
1
p(x)
+ q(x) (x ∈ R; y1 ¿ 0): (7.6)
However, inequalities (7.5) and (7:6) cannot be held simultaneously, because p(x)¿ 0.
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