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Abstract. We propose a new symbolic trace semantics for register au-
tomata (extended finite state machines) which records both the sequence
of input symbols that occur during a run as well as the constraints on
input parameters that are imposed by this run. Our main result is a
generalization of the classical Myhill-Nerode theorem to this symbolic
setting. Our generalization requires the use of three relations to cap-
ture the additional structure of register automata. Location equivalence
≡l captures that symbolic traces end in the same location, transition
equivalence ≡t captures that they share the same final transition, and
a partial equivalence relation ≡r captures that symbolic values v and v
′
are stored in the same register after symbolic traces w and w′, respec-
tively. A symbolic language is defined to be regular if relations ≡l, ≡t
and ≡r exist that satisfy certain conditions, in particular, they all have
finite index. We show that the symbolic language associated to a reg-
ister automaton is regular, and we construct, for each regular symbolic
language, a register automaton that accepts this language. Our result
provides a foundation for grey-box learning algorithms in settings where
the constraints on data parameters can be extracted from code using e.g.
tools for symbolic/concolic execution or tainting. We believe that moving
to a grey-box setting is essential to overcome the scalability problems of
state-of-the-art black-box learning algorithms.
1 Introduction
Model learning (a.k.a. active automata learning) is a black-box technique which
constructs state machine models of software and hardware components from
information obtained by providing inputs and observing the resulting outputs.
Model learning has been successfully used in numerous applications, for instance
for generating conformance test suites of software components [20], finding mis-
takes in implementations of security-critical protocols [13,15,14], learning inter-
faces of classes in software libraries [23], and checking that a legacy component
and a refactored implementation have the same behavior [31]. We refer to [33,26]
for surveys and further references.
⋆ Supported by NWO TOP project 612.001.852 Grey-box learning of Interfaces for
Refactoring Legacy Software (GIRLS).
Myhill-Nerode theorems [29,21] are of pivotal importance for model learning
algorithms. Angluin’s classical L∗ algorithm [3] for active learning of regular
languages, as well as improvements such as [30,27,32], use an observation table
to approximate the Nerode congruence. Maler and Steiger [28] established a
Myhill-Nerode theorem for ω-languages that serves as a basis for a learning
algorithm described in [4]. The SL∗ algorithm for active learning of register
automata of Cassel et al [11] is directly based on a generalization of the classical
Myhill-Nerode theorem to a setting of data languages and register automata
(extended finite state machines). Francez and Kaminski [16], Benedikt et al [5]
and Bojanszyk et al [6] all present Myhill-Nerode theorems for data languages.
Despite the convincing applications of black-box model learning, it is fair to
say that existing algorithms do not scale very well. In order to learn models of
realistic applications in which inputs and outputs carry data parameters, state-
of-the-art techniques either rely on manually constructed mappers that abstract
the data parameters of inputs and outputs into a finite alphabet [2], or otherwise
infer guards and assignments from black-box observations of test outputs [11,1].
The latter can be costly, especially for models where the control flow depends
on data parameters in the input. Thus, for instance, the RALib tool [9], an
implementation of the SL∗ algorithm, needed more than two hundred thousand
input/reset events to learn register automata with just 6 to 8 locations for TCP
client implementations of Linux, FreeBSD and Windows [14]. Existing black-
box model learning algorithms also face severe restrictions on the operations
and predicates on data that are supported (typically, only equality/inequality
predicates and constants).
A natural way to address these limitations is to augment learning algorithms
with white-box information extraction methods, which are able to obtain infor-
mation about the system under learning at lower cost than black-box techniques
[25]. Constraints on data parameters can be extracted from the code using e.g.
tools for symbolic execution [8], concolic execution [19], or tainting [22]. Several
researchers have successfully explored this idea, see for instance [18,12,7,24]. Re-
cently, we showed how constraints on data parameters can be extracted from
Python programs using tainting, and used to boost the performance of RALib
with almost two orders of magnitude [17]. Nevertheless, all these approaches are
rather ad hoc, and what is missing is Myhill-Nerode theorem for this enriched
settings that may serve as a foundation for grey-box model learning algorithms
for a general class of register automata. In this article, we present such a theorem.
More specifically, we propose a new symbolic trace semantics for register
automata which records both the sequence of input symbols that occur during
a run as well as the constraints on input parameters that are imposed by this
run. Our main result is a Myhill-Nerode theorem for symbolic trace languages.
Whereas the original Myhill-Nerode theorem refers to a single equivalence rela-
tion ≡ on words, and constructs a DFA in which states are equivalence classes of
≡, our generalization requires the use of three relations to capture the additional
structure of register automata. Location equivalence ≡l captures that symbolic
traces end in the same location, transition equivalence ≡t captures that they
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share the same final transition, and a partial equivalence relation ≡r captures
that symbolic values v and v′ are stored in the same register after symbolic traces
w and w′, respectively. A symbolic language is defined to be regular if relations
≡l, ≡t and ≡r exist that satisfy certain conditions, in particular, they all have
finite index. Whereas in the classical case of regular languages the Nerode equiv-
alence ≡ is uniquely determined, different relations relations ≡l, ≡t and ≡r may
exist that satisfy the conditions for regularity for symbolic languages. We show
that the symbolic language associated to a register automaton is regular, and we
construct, for each regular symbolic language, a register automaton that accepts
this language. In this automaton, the locations are equivalence classes of ≡l,
the transitions are equivalence classes of ≡t, and the registers are equivalence
classes of ≡r. In this way, we obtain a natural generalization of the classical
Myhill-Nerode theorem for symbolic languages and register automata. Unlike
Cassel et al [11], we need no restrictions on the allowed data predicates to prove
our result, which drastically increases the range of potential applications. Our
result paves the way for efficient grey-box learning algorithms in settings where
the constraints on data parameters can be extracted from the code.
2 Preliminaries
In this section, we fix some basic vocabulary for (partial) functions, languages,
and logical formulas.
2.1 Functions
We write f : X ⇀ Y to denote that f is a partial function from set X to set Y .
For x ∈ X , we write f(x) ↓ if there exists a y ∈ Y such that f(x) = y, i.e., the
result is defined, and f(x) ↑ if the result is undefined. We write domain(f) =
{x ∈ X | f(x) ↓} and range(f) = {f(x) ∈ Y | x ∈ domain(f)}. We often identify
a partial function f with the set of pairs {(x, y) ∈ X × Y | f(x) = y}. As usual,
we write f : X → Y to denote that f is a total function from X to Y , that is,
f : X ⇀ Y and domain(f) = X .
2.2 Languages
Let Σ be a set of symbols. A word u = a1 . . . an over Σ is a finite sequence of
symbols from Σ. The length of a word u, denoted |u| is the number of symbols
occurring in it. The empty word is denoted ǫ. We denote byΣ∗ the set of all words
over Σ, and by Σ+ the set of all nonempty words over Σ (i.e. Σ∗ = Σ+ ∪ {ǫ}).
Given two words u and w, we denote by u · w the concatenation of u and w.
When the context allows it, u ·w shall be simply written uw. We say that u is a
prefix of w iff there exists a word u′ such that u · u′ = w. Similarly, u is a suffix
of w iff there exists a word u′ such that u′ · u = w. A language L over Σ is any
set of words over Σ, so therefore a subset of Σ∗. We say that L is prefix closed
if, for each w ∈ L and each prefix u of w, u ∈ L as well.
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2.3 Guards
We postulate a countably infinite set V = {v1, v2, . . .} of variables. In addition,
there is also a variable p 6∈ V that will play a special role as formal parameter
of input symbols; we write V+ = V ∪ {p}. Our framework is parametrized by a
set R of relation symbols. Elements of R are assigned finite arities. A guard is
a Boolean combination of relation symbols from R over variables. Formally, the
set of guards is inductively defined as follows:
– If r ∈ R is an n-ary relation symbol and x1, . . . , xn are variables from V+,
then r(x1, . . . , xn) is a guard.
– If g is a guard then ¬g is a guard.
– If g1 and g2 are guards then g1 ∧ g2 is a guard.
We use standard abbreviations from propositional logic such as ⊤ and g1 ∨ g2.
We write Var(g) for the set of variables that occur in a guard g. We say that g
is a guard over set of variables X if Var(g) ⊆ X . We write G(X) for the set of
guards over X , and use symbol ≡ to denote syntactic equality of guards.
We postulate a structure R consisting of a set D of data values and a distin-
guished n-ary relation rR ⊆ Dn for each n-ary relation symbol r ∈ R. A trivial
example of a structures R, R consists of the binary symbol ‘=’, D the set of nat-
ural numbers, and =R is the equality predicate on numbers. An n-ary operation
f : Dn → D can be modelled in our framework as an n + 1-ary predicate. We
may for instance extend structure R with a ternary predicate symbol +, where
(d1, d2, d3) ∈ +R iff the sum of d1 and d2 equals d3. Constants like 0 and 1 can
be added to R as unary predicates.
A valuation is a partial function ξ : V+ ⇀ D that assigns data values to
variables. If Var(g) ⊆ domain(ξ), then ξ |= g is defined inductively by:
– ξ |= r(x1, . . . , xn) iff (ξ(x1), . . . , ξ(xn)) ∈ rR
– ξ |= ¬g iff not ξ |= g
– ξ |= g1 ∧ g2 iff ξ |= g1 and ξ |= g2
If ξ |= g then we say valuation ξ satisfies guard g. We call g is satisfiable, and
write Sat(g), if there exists a valuation ξ such that ξ |= g. Guard g is a tautology
if ξ |= g for all valuations ξ with Var(g) ⊆ domain(ξ).
A variable renaming is a partial function σ : V+ ⇀ V+. If g is a guard
with Var(g) ⊆ domain(σ) then g[σ] is the guard obtained by replacing each
occurrence of a variable x in g by variable σ(x). The following lemma is easily
proved by induction.
Lemma 1. ξ ◦ σ |= g iff ξ |= g[σ]
Proof. By induction on structure of g:
– g ≡ r(x1, . . . , xn)
ξ ◦ σ |= g ⇔ (ξ ◦ σ(x1), . . . , ξ ◦ σ(xn)) ∈ r
R
⇔ (ξ(σ(x1)), . . . , ξ(σ(xn))) ∈ r
R
⇔ ξ |= r(σ(x1), . . . , σ(xn))
⇔ ξ |= g[σ]
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– g ≡ ¬g′
ξ ◦ σ |= g ⇔ not ξ ◦ σ |= g′
⇔ not ξ |= g′[σ] (by induction hypothesis)
⇔ ξ |= ¬g′[σ]
⇔ ξ |= g[σ]
– g ≡ g1 ∧ g2
ξ ◦ σ |= g ⇔ ξ ◦ σ |= g1 and ξ ◦ σ |= g2 (by induction hypothesis)
⇔ ξ |= g1[σ] and ξ |= g2[σ]
⇔ ξ |= g1[σ] ∧ g2[σ]
⇔ ξ |= g[σ]
3 Register Automata
In this section, we introduce register automata and show how they may be used
as recognizers for both data languages and symbolic languages.
3.1 Definition and trace semantics
A register automaton comprises a set of locations with transitions between them,
and a set of registers which can store data values that are received as inputs.
Transitions contain guards over the registers and the current input, and may
assign new values to registers.
Definition 1. A register automaton is a tuple A = (Σ,Q, q0, F, V, Γ ), where
– Σ is a finite set of input symbols,
– Q is a finite set of locations, with q0 ∈ Q the initial location, and F ⊆ Q a
set of accepting locations,
– V ⊂ V is a finite set of registers, and
– Γ is a finite set of transitions, each of form 〈q, α, g, ̺, q′〉 where
• q, q′ ∈ Q are the source and target locations, respectively; we require that
q′ ∈ F ⇒ q ∈ F ,
• α ∈ Σ is an input symbol,
• g ∈ G(V ∪ {p}) is a guard, and
• ̺ : V ⇀ V ∪ {p} is an assignment; we require that ̺ is injective.
Register automata are required to be completely specified in the sense that for
each location q ∈ Q and each input symbol α ∈ Σ, the disjunction of the guards
on the α-transitions with source q is a tautology. Register automata are also
required to be deterministic in the sense that for each location q ∈ Q and input
symbol α ∈ Σ, the conjunction of the guards of any pair of distinct α-transitions
with source q is not satisfiable. We write q
α,g,̺
−−−→ q′ if 〈q, α, g, ̺, q′〉 ∈ Γ .
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Example 1. Figure 1 shows a register automaton A = (Σ,Q, q0, F, V, Γ ) with a
single input symbol a and four locations q0, q1, q2 and q3, with q0, q1, q2 accepting
and q3 non-accepting. The initial location q0 is marked by an arrow “start”
and accepting locations are indicated by a double circle. There is just a single
register x. Set Γ contains six transitions, which are indicated in the diagram.
All transitions are labeled with input symbol a, a guard over formal parameter
p and the registers, and an assignment. Guards represent conditions on data
values. For example, the guard on the transition from q1 to q2, expresses that
the data value of action a must be smaller than the data value currently stored
in register x. We write x := p to denote the assignment that stores the data
parameter p in register x, that is, the function ̺ satisfying ̺(x) = p. Trivial
guards (⊤) and assignments (empty domain) are omitted. Note that location q3
is actually a sink location, i.e., there is no way to get into an accepting state from
q3. Thus the register automaton satisfies the condition that for each transition
either the source location is accepting or the target location is not accepting.
When drawing register automata, we often only depict the accepting locations,
and leave a non-accepting sink location and the transitions leading to it implicit.
Note that in locations q1 and q2, which have more than one outgoing transition,
the disjunction of the guards of these transitions is equivalent to true, whereas
the conjunction is equivalent to false.
The semantics of a register automaton is defined in terms of the set of data
words that it accepts.
Definition 2. Let Σ be a finite alphabet. A data symbol over Σ is a pair α(d)
with α ∈ Σ and d ∈ D. A data word over Σ is a finite sequence of data symbols,
i.e., a word over Σ×D. A data language over Σ is a set of data words over Σ.
We associate a data language to each register automata as follows.
Definition 3. Let A = (Σ,Q, q0, F, V, Γ ) be a register automaton. A configura-
tion of A is a pair (q, ξ), where q ∈ Q and ξ : V ⇀ D. A run of A over a data
word w = α1(d1) · · ·αn(dn) is a sequence
γ = (q0, ξ0)
α1(d1)
−−−−→ (q1, ξ1) . . . (qn−1, ξn−1)
αn(dn)
−−−−→ (qn, ξn),
where, for 0 ≤ i ≤ n, (qi, ξi) is a configuration of A, domain(ξ0) = ∅, and for
0 < i ≤ n, Γ contains a transition qi−1
αi,gi,̺i
−−−−−→ qi such that
q0start q1 q2 q3
a, x := p
a, x ≤ p, x := p
a, p < x, x := p
a, x ≤ p, x := p
a, p < x
a
Fig. 1: Register automaton.
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– ιi |= gi, where ιi = ξi−1 ∪ {(p, di)}, and
– ξi = ιi ◦ ̺i.
We say that run γ is accepting if qn ∈ F and rejecting if qn 6∈ F . We call w the
trace of γ, notation trace(γ) = w. Data word w is accepted (rejected) if A has
an accepting (rejecting) run over w. The data language of A, notation L(A), is
the set of all data words that are accepted by A. Two register automata over the
same alphabet Σ are trace equivalent if they accept the same data language.
Example 2. Consider the register automaton of Figure 1. This automaton ac-
cepts the data word a(1) a(4) a(0) a(7) since the following sequence of steps is
a run (here ξ0 is the trivial function with empty domain):
(q0, ξ0)
a(1)
−−→ (q1, x 7→ 1)
a(4)
−−→ (q1, x 7→ 4)
a(0)
−−→ (q2, x 7→ 0)
a(7)
−−→ (q1, x 7→ 7).
Note that the final location q1 of this run is accepting. Upon receiving the first
input a(1), the automaton jumps to q1 and stores data value 1 in the register x.
Since 4 is bigger than 1, the automaton takes the self loop upon receiving the
second input a(4) and stores 4. Since 0 is less than 4, it moves to q2 upon receipt
of the third input a(0) and updates x to 0. Finally, the automaton gets back to
q1 as 7 is bigger than 0.
Suppose that in the register automaton of Figure 1 we replace the guard on
the transition from q0 to q1 by x ≤ p. Since initial valuation ξ0 does not assign
a value to x, this means that it is not defined whether ξ0 satisfies guard x ≤ p.
Automata in which such “runtime errors” do not occur are called well-formed.
Definition 4. Let A be a register automaton. We say that a configuration (q, ξ)
of A is reachable if there is a run of A that ends with (q, ξ). We call A well-
formed if, for each reachable configuration (q, ξ), ξ assigns a value to all variables
from V that occur in guards of outgoing transitions of q, that is,
(q, ξ) reachable ∧ q
α,g̺
−−−→ q′ ⇒ Var(g) ⊆ domain(ξ) ∪ {p}.
As soon as the set of data values and the collection of predicates becomes non-
trivial, well-formedness of register automata becomes undecidable. However, it
is easy to come up with a sufficient condition for well-formedness, based on a
syntactic analysis of A, which covers the cases that occur in practice. In the
remainder of article, we will restrict our attention to well-formed register au-
tomata. In particular, the register automata that are constructed from regular
symbolic trace languages in our Myhill-Nerode theorem will be well-formed.
Our definition of a register automaton is different from the one used in the
SL∗ algorithm [11] and its implementation in RALib [9]. It is instructive to com-
pare the two definitions. In order to establish a Myhill-Nerode theorem, [11]
requires that structure R, which is a parameter of the SL∗ algorithm, is weakly
extendible. This technical restriction excludes many data types that are com-
monly used in practice. For instance, the set of integers with constants 0 and
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1, an addition operator +, and a less-than predicate < is not weakly extend-
able.1 In our approach, no restrictions on R are needed. Unlike [11], we do not
associate a fixed set of variables to each location. Our definition is slightly more
general, which simplifies some technicalities. However, we require assignments
to be injective, a restriction that is not imposed by [11]. But note that the reg-
ister automata that are actually constructed by SL∗ are right-invariant [10]. In
a right-invariant register automaton, two values can only be tested for equality
if one of them is the current input symbol. Right-invariance, as defined in [10],
implies that assignments are injective. As illustrated by the example of Figure 2,
our register automata are exponentially more succinct than the right-invariant
register automata constructed by SL∗. As pointed out in [10], right-invariant
register automata in turn are more succinct than the automata of [16,5]. Our
q0start q1 q2 q2n−1 q2n
qok
a, x1 := p a, x2 := p
· · ·
a, x2n := p
b,
∧
n−1
i=1
(xi = xi+1 ↔ xn+i = xn+i+1)
Fig. 2: For each n > 0, An is a register automaton that first accepts 2n input
symbols a, storing all the data values that it receives, and then accepts input
symbol b when two consecutive values in the first half of the input are equal iff
the corresponding consecutive values in the second half of the input are equal.
The number of locations and transitions of An grows linearly with n. There exist
right-invariant register automata Bn that accept the same data languages, but
their size grows exponentially with n.
definition assumes that, for any transition from q to q′, q′ ∈ F ⇒ q ∈ F . As a
consequence of this assumption, which is not required in [11], the data language
accepted by a register automaton is prefix closed. We need this property for
technical reasons, but for models of reactive systems it is actually quite natural.
The RALib tool [9] also assumes that data languages are prefix closed.
1 For readers familiar with [11]: A structure (called theory in [11]) is weakly extendable
if for all natural numbers k and data words u, there exists a u′ with u′ ≈R u
which is k-extendable. Intuitively, u′ ≈R u if data words u
′ and u have the same
sequences of actions and cannot be distinguished by the relations in R. Let u =
α(0)α(1)α(2)α(4)α(8)α(16)α(11). Then there exists just one u′ different from u with
u′ ≈R u, namely u
′ = α(0)α(1)α(2)α(4)α(8)α(16)α(13). Now both u and u′ are not
even 1-extendable: if we extend u with α(3), we cannot find a matching extension
α(d′) of u′ such that uα(3) ≈R u
′α(d′), and if we extend u′ with α(5) we cannot
find a matching extension α(d) of u such that uα(d) ≈R u
′α(5).
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Since register automata are deterministic, there exists a one-to-one corre-
spondence between the accepted data words and the accepting runs. From every
accepting run γ of a register automaton A we can trivially extract a data word
trace(γ) by forgetting all information except the data symbols. Conversely, for
each data word w that is accepted by A, there exists a corresponding accepting
run γ, which is uniquely determined by the data word since from each configu-
ration (q, ξ) and data symbol α(d), exactly one transition will be enabled.
Lemma 2. Suppose γ and γ′ are runs of a register automaton A such that
trace(γ) = trace(γ′). Then γ = γ′.
Proof. We prove the lemma by contradiction. Suppose γ 6= γ′. All runs of A
share at least the initial configuration (q0, ξ0). Let γ be as in Definition 3, and
let (qi−1, ξi−1) be the last point where γ and γ
′ coincide. From this point, γ
continues its course with a step
(qi−1, ξi−1)
αi(di)
−−−−→ (qi, ξi),
whereas γ′ continues with a different step
(qi−1, ξi−1)
αi(di)
−−−−→ (q′i, ξ
′
i).
Note that both steps carry the same data symbol as trace(γ) = trace(γ′). Then Γ
contains a transition qi−1
αi,gi,̺i
−−−−−→ qi such that ιi |= gi, where ιi = ξi−1∪{(p, di)}.
In addition, Γ contains a transition qi−1
αi,g
′
i,̺
′
i−−−−−→ q′i such that ιi |= g
′
i. Since
ιi |= gi and ιi |= g′i, we may conclude that gi∧g
′
i is satisfiable. Therefore, as A is
deterministic, both transitions are the same, that is, gi ≡ g′i, ̺i = ̺
′
i and qi = q
′
i.
But then also ξi = ιi ◦̺i = ιi ◦̺′i = ξ
′
i, which means that the two outgoing steps
of configuration (qi−1, ξi−1) are the same. Contradiction.
3.2 Symbolic semantics
We will now introduce an alternative trace semantics for register automata,
which records both the sequence of input symbols that occur during a run as
well as the constraints on input parameters that are imposed by this run. We will
explore some basic properties of this semantics, and show that the equivalence
induced by symbolic traces is finer than data equivalence.
A symbolic language consists of words in which input symbols and guards
alternate.
Definition 5. Let Σ be a finite alphabet. A symbolic word over Σ is a finite
alternating sequence w = α1G1 · · ·αnGn of input symbols from Σ and guards. A
symbolic language over Σ is a set of symbolic words over Σ.
A symbolic run is just a run, except that the valuations do not return concrete
data values, but markers (variables) that record the exact place in the run where
the input occurred. Using these symbolic valuations (variable renamings, actu-
ally) it is straightforward to compute the constraints on the input parameters
from the guards occurring in the run.
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Definition 6. Let A = (Σ,Q, q0, F, V, Γ ) be a register automaton. A symbolic
run of A is a sequence
δ = (q0, ζ0)
α1,g1,̺1
−−−−−→ (q1, ζ1) . . .
αn,gn,̺n
−−−−−−→ (qn, ζn),
where ζ0 is the trivial variable renaming with empty domain and, for 0 < i ≤ n,
– qi−1
αi,gi,̺i
−−−−−→ qi is a transition in Γ ,
– ζi is a variable renaming with domain(ζi) ⊆ V ,
– ζi = ιi ◦ ̺i, where ιi = ζi−1 ∪ {(p, vi)}, and
– guard G1 ∧ · · · ∧Gn is satisfiable, where Gi ≡ gi[ιi].
We say that symbolic run δ is accepting if qn ∈ F and rejecting if qn 6∈ F . The
symbolic trace of δ is the symbolic word strace(δ) = α1 G1 · · ·αn Gn. Symbolic
word w is accepted (rejected) if A has an accepting (rejecting) symbolic run δ
with strace(δ) = w. The symbolic language of A, notation Ls(A), is the set of
all symbolic words accepted by A. Two register automata over the same alphabet
Σ are symbolic trace equivalent if they accept the same symbolic language.
Example 3. Consider the register automaton of Figure 1. The following sequence
of tainted steps constitutes a symbolic run:
(q0, ζ0)
a,⊤,̺1
−−−−→ (q1, x 7→ v1)
a,x≤p,̺2
−−−−−−→ (q1, x 7→ v2)
a,p<x,̺3
−−−−−−→ (q2, x 7→ v3)
a,x≤p,̺4
−−−−−−→ (q1, x 7→ v4),
Since
ι1 = {(p, v1)}
ι2 = {(x, v1), (p, v2)}
ι3 = {(x, v2), (p, v3)}
ι4 = {(x, v3), (p, v4)}
and the final location q1 of this symbolic run is accepting, the register automaton
accepts symbolic word w = a ⊤ a v1 ≤ v2 a v3 < v2 a v3 ≤ v4. Note that the
guard of w is satisfiable, for instance by valuation ξ with ξ(v1) = 1, ξ(v2) = 4,
ξ(v3) = 0 and ξ(v4) = 7.
The two technical lemmas below state some basic properties about variable
renamings in a symbolic run. The proofs are straightforward, by induction.
Lemma 3. Let δ be a symbolic run of A, as in Definition 6. Then range(ζi) ⊆
{v1, . . . , vi}, for i ∈ {0, . . . , n}, and range(ιi) ⊆ {v1, . . . , vi}, for i ∈ {1, . . . , n}.
Proof. By induction on i:
– Base. Suppose i = 0. Then the lemma holds trivially since range(ζ0) = ∅.
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– Induction step. Suppose i > 0. Then
range(ζi) = range(ιi ◦ ̺i)
⊆ range(ιi)
= range(ζi−1 ∪ {(p, vi)})
= range(ζi−1) ∪ {vi} (by induction hypothesis)
⊆ {v1, . . . , vi−1} ∪ {vi} = {v1, . . . , vi}.
As a consequence of our assumption that assignments in a register automaton
are injective, all the variable renamings in a symbolic run are injective as well.
Lemma 4. Let δ be a symbolic run of A, as in Definition 6. Then, for each
i ∈ {0, . . . , n}, ζi is injective, and for each i ∈ {1, . . . , n}, ιi is injective.
Proof. By induction on i:
– Base. Suppose i = 0. Then the lemma holds trivially since range(ζ0) = ∅.
– Induction step. Suppose i > 0. By Lemma 3, range(ζi−1) ⊆ {v1, . . . , vi−1}.
By the induction hypothesis, ζi−1 is injective. From this we conclude that
ζi−1∪{(p, vi)} is injective, which means ιi is injective. Since the composition
of injective functions is injective, ζi = ιi ◦ ̺i is injective.
All symbolic words accepted by a register automaton satisfy some basic sanity
properties: guards may only refer to the markers for values received thus far, and
the conjunction of all the guards is satisfiable. We call symbolic words that satisfy
these properties feasible. Note that if a symbolic word is feasible, any prefix is
feasible as well.
Definition 7 (Feasible). Let w = α1G1 · · ·αnGn be a symbolic word. We write
length(w) = n and guard(w) = G1 ∧ · · · ∧ Gn. Word w is feasible if guard(w)
is satisfiable and Var(Gi) ⊆ {v1, . . . , vi}, for each i ∈ {1, . . . , n}. A symbolic
language is feasible if it is prefix closed and consists of feasible symbolic words.
Lemma 5. Ls(A) is feasible.
Proof. Since for any transition 〈q, α, g, ̺, q′〉 of A, q′ ∈ F implies q ∈ F , Ls(A) is
prefix closed. Suppose w = α1G1 · · ·αnGn is a symbolic word of A. It suffices to
show that w is feasible. Consider a symbolic run δ for w, as in Definition 6. By
Lemma 3, Var(Gi) = Var(gi[ιi]) ⊆ range(ιi) ⊆ {v1, . . . , vi}, for i ∈ {1, . . . , n}.
By definition of δ, guard(w) = G1 ∧ · · · ∧Gn is satisfiable.
Since register automata are deterministic, each symbolic trace of A corre-
sponds to a unique symbolic run of A.
Lemma 6. Suppose δ and δ′ are symbolic runs of a register automaton A such
that strace(δ) = strace(δ′). Then δ = δ′.
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Proof. We prove the lemma by contradiction. Suppose δ 6= δ′. All symbolic runs
of A share at least the initial configuration (q0, ζ0). Let δ be as in Definition 6,
and let (qi−1, ζi−1) be the last point where δ and δ
′ coincide. From this point, δ
continues its course with a step
(qi−1, ζi−1)
αi,gi,̺i
−−−−−→ (qi, ζi),
whereas δ′ continues with a different step
(qi−1, ζi−1)
α′i,g
′
i,̺
′
i−−−−−→ (q′i, ζ
′
i).
Since strace(δ) = strace(δ′), αi = α
′
i and gi[ιi] ≡ g
′
i[ιi], where ιi = ζi−1∪{(p, vi)}.
By Lemma 4, variable renaming ιi is injective, which implies that gi ≡ g′i.
The underlying transitions qi−1
αi,gi,̺i
−−−−−→ qi and qi−1
α′i,g
′
i,̺
′
i−−−−−→ q′i of A must be
different, because otherwise also ζi and ζ
′
i would be equal. Therefore, since A is
deterministic, gi ∧ g′i is not satisfiable. Since gi ≡ g
′
i, this means that gi is not
satisfiable. But since δ is a symbolic run, Gi = gi[ιi] is satisfiable, and thus there
exists a valuation ξ such that ξ |= Gi. But now Lemma 1 gives ξ ◦ ιi |= gi. This
means that gi is satisfiable and we have derived a contradiction.
Definition 8. Let A be a register automaton and w ∈ Ls(A). Then we write
symb(w) for the unique symbolic run δ of A with strace(δ) = w.
There exists a one-to-one correspondence between runs of A and pairs con-
sisting of a symbolic run of A and a satisfying assignments for the guards from
its symbolic trace.
Lemma 7. Let δ be a symbolic run of A, as in Definition 6, and ξ : {v1, . . . , vn} →
D a valuation such that ξ |= G1∧· · ·∧Gn. Let runA(δ, ξ) be the sequence obtained
from δ by (a) replacing each input αi by data symbol αi(ξ(vi)) (for 0 < i ≤ n),
(b) removing guards gi and assignments ̺i, and (c) replacing valuations ζi by
ξi = ξ ◦ ζi (for 0 ≤ i ≤ n). Then runA(δ, ξ) is a run of A.
Proof. It suffices to show, for 0 < i ≤ n, that κi |= gi, where κi = ξi−1∪{(p, di)},
and ξi = κi ◦ ̺i, for 0 < i ≤ n. We derive
ξ ◦ ιi = ξ ◦ (ζi−1 ∪ {p, vi}) = ξ ◦ ζi−1 ∪ {p, di} = ξi−1 ∪ {(p, di)} = κi.
By assumption, ξ |= Gi ≡ gi[ιi]. By Lemma 1, ξ ◦ ιi |= gi. Hence, by the above
derivation, κi |= gi, as required. We derive
ξi = ξ ◦ ζi = ξ ◦ (ιi ◦ ̺i) = (ξ ◦ ιi) ◦ ̺i = κi ◦ ̺i.
Thus ξi = κi ◦ ̺i, as required.
Lemma 8. Let γ be a run of register automaton A. Then there exist a valuation
ξ and symbolic run δ such that runA(δ, ξ) = γ.
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Proof. Let γ be as in Definition 3:
γ = (q0, ξ0)
α1(d1)
−−−−→ (q1, ξ1) . . . (qn−1, ξn−1)
αn(dn)
−−−−→ (qn, ξn),
where, for 0 ≤ i ≤ n, (qi, ξi) is a configuration of A, domain(ξ0) = ∅, and for
0 < i ≤ n, Γ contains a transition qi−1
αi,gi,̺i
−−−−−→ qi such that
– ι′i |= gi, where ι
′
i = ξi−1 ∪ {(p, di)}, and
– ξi = ι
′
i ◦ ̺i.
Since A is deterministic, the transitions qi−1
αi,gi,̺i
−−−−−→ qi are uniquely determined.
Let ζ0 be the trivial variable renaming with empty domain and, for 0 < i ≤ n,
define ζi inductively by ζi = ιi◦̺i and ιi = ζi−1∪{(p, vi)}. Let ξ : {v1, . . . , vn} →
D be given by ξ(vi) = di, for 1 ≤ i ≤ n, and let δ be the sequence
δ = (q0, ζ0)
α1,g1,̺1
−−−−−→ (q1, ζ1) . . .
αn,gn,̺n
−−−−−−→ (qn, ζn).
We claim that δ is a symbolic execution of A. For this, it suffices to show that
ξ |= G1 ∧ · · · ∧Gn, where Gi ≡ gi[ιi]. By induction on i we show
ι′i = ξ ◦ ιi for 0 < i ≤ n
ξi = ξ ◦ ζi for 0 ≤ i ≤ n
1. Base. ξ0 = ξ ◦ ζ0, as both ξ0 and ζ0 have empty domain.
2. Induction step.
ι′i = ξi−1 ∪ {(p, di)} = (by induction hypothesis)
= ξ ◦ ζi−1 ∪ {(p, di)} = ξ ◦ (ζi−1 ∪ {(p, vi)}) = ξ ◦ ιi
ξi = ι
′
i ◦ ̺i = (ξ ◦ ιi) ◦ ̺i = ξ ◦ (ιi ◦ ̺i) = ξ ◦ ζi
Let 0 ≤ i ≤ n. Since γ is a run, ι′i |= gi. By the identity we just derived, ξ◦ιi |= gi.
By Lemma 1, ξ |= gi[ιi] ≡ Gi. Hence ξ |= G1 ∧ · · · ∧Gn, which proves the claim
that δ is a symbolic execution of A. It is easy to verify that γ = run(δ, ξ).
Using the above lemmas, we can prove that whenever two register automata
accept the same symbolic language, they also accept the same data language.
Theorem 1. Suppose A and B are register automata with Ls(A) = Ls(B). Then
L(A) = L(B).
Proof. We will prove L(A) ⊆ L(B). The proof of the inclusion L(A) ⊆ L(B) is
symmetric. Suppose w ∈ L(A). Then there exists a run γ ofA with trace(γ) = w.
By Lemma 8, there exist a valuation ξ and symbolic run δ of A such that
runA(δ, ξ) = γ. Let u = strace(δ). Then u ∈ Ls(A) and, since Ls(A) = Ls(B),
u ∈ Ls(B). Let δ′ be a symbolic run of B such that strace(δ′) = u. Let γ′ =
runB(δ
′, ξ). By Lemma 7, γ′ is a run of B. Let w′ = trace(γ′). Then w′ ∈ L(B).
Note that w and w′ share the same sequence of data values, as given by valuation
ξ. Also note that w, γ, δ, u, δ′, γ′ and w′ all share the same sequence of input
symbols. Thus w = w′ and w ∈ L(B), as required.
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q0start q1start
q2 q3
a, p > 0a, p ≤ 0 a
Fig. 3: Trace equivalent but not symbolic trace equivalent.
Example 4. The converse of Theorem 1 does not hold. Figure 3 gives a trivial
example of two register automata with the same data language but a different
symbolic language.
Lemma 7 allows us to rephrase the well-formedness condition of register
automata in terms of symbolic runs.
Corollary 1. Register automaton A is well-formed iff, for each symbolic run δ
that ends with (q, ζ), q
α,g̺
−−−→ q′ ⇒ Var(g) ⊆ domain(ζ) ∪ {p}.
Proof. “⇒” Suppose symbolic execution δ is defined as in Definition 6. Let
ξ : {v1, . . . , vn} → D be a valuation such that ξ |= G1∧· · ·∧Gn. (Such a valuation
ξ exists since, by definition of a symbolic run, G1 ∧ · · · ∧ Gn is satisfiable.)
By Lemma 7, γ = run(δ, ξ) is a run of A. By construction of γ, γ ends with
a reachable configuration (q, ξ), where domain(ξ) = domain(ζ). Now we may
apply the definition of well-formedness to conclude Var(g) ⊆ domain(ζ) ∪ {p}.
“⇐” Suppose that for each symbolic run δ that ends with (q, ζ), we have
q
α,g̺
−−−→ q′ ⇒ Var(g) ⊆ domain(ζ) ∪ {p}. Let (q, ξ) be the final configuration
of a run γ of A with q
α,g̺
−−−→ q′. By Lemma 8, there exist a valuation ξ′ and
symbolic run δ such that runA(δ, ξ
′) = γ. Let (q, ζ) be the final configuration of
symbolic run δ. Then by the assumption, Var(g) ⊆ domain(ζ)∪ {p}. Therefore,
since domain(ξ) = domain(ζ), Var(g) ⊆ domain(ζ) ∪ {p} and we may conclude
that A is well-formed.
4 Nerode Equivalence
The Myhill-Nerode equivalence [29,21] deems two words w and w′ of a language
L equivalent if there does not exist a suffix u that distinguishes them, that is,
only one of the words w ·u and w′ ·u is in L. The Myhill-Nerode theorem states
that L is regular if and only if this equivalence relation has a finite index, and
moreover that the number of states in the smallest deterministic finite automa-
ton (DFA) recognizing L is equal to the number of equivalence classes. In this
section, we present a Myhill-Nerode theorem for symbolic languages and register
automata. We need three relations ≡l, ≡t and ≡r on symbolic words to capture
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the structure of register automata. Intuitively, two symbolic words w and w′ are
location equivalent, notation w ≡l w′, if they lead to the same location, transition
equivalent, notation w ≡t w
′, if they share the same final transition, and marker
v of w, and marker v′ of w′ are register equivalent, notation (w, v) ≡r (w′, v′),
when they are stored in the same register after occurrence of words w and w′.
Whereas ≡l and ≡t are equivalence relations, ≡t is a partial equivalence relation
(PER), that is, a relation that is symmetric and transitive. Relation ≡r is not
necessarily reflexive, as (w, v) ≡r (w, v) only holds when marker v is stored after
symbolic trace w. Since a register automaton has finitely many locations, finitely
many transitions, and finitely many registers, the equivalences ≡l and ≡t, and
the equivalence induced by ≡r, are all required to have finite index.
Definition 9. A feasible symbolic language L over Σ is regular iff there exist
three relations:
– an equivalence relation ≡l on L, called location equivalence,
– an equivalence relation ≡t on L \ {ǫ}, called transition equivalence, and
– a partial equivalence relation ≡r on {(w, vi) ∈ L×V | i ≤ length(w)}, called
register equivalence. We say that w stores v if (w, v) ≡r (w, v).
We require that equivalences ≡l and ≡t, as well as the equivalence relation ob-
tained by restricting ≡t to {(w, v) ∈ L × V | w stores v} have finite index.
We also require that relations ≡l, ≡t and ≡r satisfy the conditions of Table 1,
for w,w′, u, u′ ∈ L, length(w) = m, length(w′) = n, α, α′ ∈ Σ, G,G′ guards,
v, v′ ∈ V, and σ : V ⇀ V. Condition 1 implies that, given w, w′ and v, there is
at most one v′ s.t. (w, v) ≡r (w′, v′). Therefore, we may define matching(w,w′)
as the variable renaming σ satisfying:
σ(v) =


v′ if (w, v) ≡r (w′, v′)
vn+1 if v = vm+1
undefined otherwise
Intuitively, the first condition captures that a register can store at most a single
value at a time. When wαG and w′α′G′ share the same final transition, then in
particular w and w′ share the same final location (Condition 2), input symbols
α and α′ are equal (Condition 3), G′ is just a renaming of G (Condition 4),
and wαG and w′α′G′ share the same final location (Condition 5) and final
assignment (Conditions 6, 7 and 8). Condition 6 says that the parameters of
the final input end up in the same register when they are stored. Condition 7
says that when two values are stored in the same register, they will stay in the
same register for the rest of their life (this condition can be viewed as a right
invariance condition for registers). Conversely, if two values are stored in the
same register after a transition, and they do not correspond to the final input,
they were already stored in the same register before the transition (Condition 8).
Condition 9 captures the well-formedness assumption for register automata. As
a consequence of Condition 9, G[σ] is defined in Conditions 4, 10 and 11, since
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(w, v) ≡r (w, v
′)⇒ v = v′ (1)
wαG ≡t w
′
α
′
G
′ ⇒ w ≡l w
′ (2)
wαG ≡t w
′
α
′
G
′ ⇒ α = α′ (3)
wαG ≡t w
′
αG
′ ∧ σ = matching(w,w′) ⇒ G[σ] ≡ G′ (4)
w ≡t w
′ ⇒ w ≡l w
′ (5)
w ≡t w
′ ∧ w stores vm ⇒ (w, vm) ≡r (w
′
, vn) (6)
u ≡t u
′ ∧ u = wαG ∧ u′ = w′αG′ ∧ (w, v) ≡r (w
′
, v
′) ∧ u stores v
⇒ (u, v) ≡r (u
′
, v
′) (7)
u ≡t u
′ ∧ u = wαG ∧ u′ = w′αG′ ∧ (u, v) ≡r (u
′
, v
′) ∧ v 6= vm+1
⇒ (w, v) ≡r (w
′
, v
′) (8)
w ≡l w
′ ∧ wαG ∈ L ∧ v ∈ Var(G) \ {vm+1} ⇒ ∃v
′ : (w, v) ≡r (w
′
, v
′) (9)
w ≡l w
′ ∧ wαG ∈ L ∧ σ = matching(w,w′)
∧ Sat(guard(w′) ∧G[σ])⇒ w′αG[σ] ∈ L (10)
w ≡l w
′ ∧ wαG ∈ L ∧ w′αG′ ∈ L ∧ σ = matching(w,w′)
∧ Sat(G[σ] ∧G′)⇒ wαG ≡t w
′
αG
′ (11)
Table 1: Conditions for regularity of symbolic languages.
Var(G) ⊆ domain(σ). Condition 10 is the equivalent for symbolic languages of
the well-known right invariance condition for regular languages. For symbolic
languages a right invariance condition
w ≡l w
′ ∧ wαG ∈ L ∧ σ = matching(w,w′)⇒ w′αG[σ] ∈ L
would be too strong: even though w and w′ lead to the same location, the values
stored in the registers may be different, and therefore they will not necessarily
enable the same transitions. However, when in addition guard(w′) ∧G[σ] is sat-
isfiable, we may conclude that w′′αG[σ] ∈ L. Condition 11, finally, asserts that
L only allows deterministic behavior.
The simple lemma below asserts that, due to the determinism imposed by
Condition 11, the converse of Conditions 2, 3 and 4 also holds. This means that
≡t can be expressed in terms of ≡l and ≡r, that is, once we have fixed ≡l and
≡r, relation ≡t is fully determined.
Lemma 9. Suppose symbolic language L over Σ is regular, and equivalences
≡l, ≡t and ≡r satisfy the conditions of Definition 9. Then
w ≡l w
′ ∧ wαG ∈ L ∧ w′αG′ ∈ L ∧ σ = matching(w,w′) ∧G′ ≡ G[σ]
⇒ wαG ≡t w
′αG′.
Proof. Suppose the left hand side of the above implication holds. Since L is
regular, it is in particular feasible, and therefore G′ is satisfiable. But then, since
16
G′ ≡ G[σ], also G[σ]∧G′ is satisfiable. Therefore, Condition 11 implies that the
right hand side of the implication holds.
We can now state and prove our “symbolic” version of the celebrated result
of Myhill & Nerode. First we prove that the symbolic language of any regis-
ter automaton is regular (Theorem 2), and then we establish that any regular
symbolic language can be obtained as the symbolic language of some register
automaton (Theorem 3).
Theorem 2. Suppose A is a register automaton. Then Ls(A) is regular.
Proof. Let L = Ls(A). Then, by Lemma 5, L is feasible. Define equivalences ≡l,
≡t and ≡r as follows:
– For w,w′ ∈ L, w ≡l w′ iff symb(w) and symb(w′) share the same final
location.
– For w,w′ ∈ L \ {ǫ}, w ≡t w′ iff symb(w) and symb(w′) share the same final
transition.
– For w,w′ ∈ L and v, v′ ∈ V , (w, v) ≡r (w
′, v′) iff there is a register x ∈ V such
that the final valuations ζ of symb(w) stores v in x, and the final valuation
ζ′ of symb(w′) stores v′ in x, that is, ζ(x) = v and ζ′(x) = v′.
(Note that, by Lemma 3, range(ζ) ⊆ {v1, . . . , vm}, for m = length(w), and
range(ζ′) ⊆ {v1, . . . , vn}, for n = length(w′).)
Then ≡l has finite index since A has a finite number of locations, ≡t has finite
index since A has a finite number of transitions, and the equivalence induced by
≡r has finite index since A has a finite number of registers.
Assume w,w′ ∈ L, where w contains m input symbols and w′ contains n
input symbols. Let
symb(w) = (q0, ζ0)
α1,g1,̺1
−−−−−→ (q1, ζ1) . . . (qm−1, ζm−1)
αm,gm,̺m
−−−−−−−→ (qm, ζm),
symb(w′) = (q′0, ζ
′
0)
α′
1
,g′
1
,̺′
1−−−−−→ (q′1, ζ
′
1) . . . (q
′
n−1, ζ
′
n−1)
α′n,g
′
n,̺
′
n−−−−−−→ (q′n, ζ
′
n),
as in Definition 6. We show that all 11 conditions of Table 1 hold:
– Condition 1. If (w, v) ≡r (w, v′) then v and v′ are stored in the same register
x in the final valuation ζm of symb(w). Thus v = ζm(x) = v
′.
– Condition 2. If symb(wαG) and symb(w′α′G′) share the same final transi-
tion, then symb(w) and symb(w′) certainly share the same final location.
– Condition 3. If symb(wαG) and symb(w′α′G′) share the same final transi-
tion, then α and α′ must be equal to the input symbols of this final transition,
and thus equal to each other.
– Condition 4. Assume wαG ≡t w′αG′ and σ = matching(w,w′). Let symb(wαG)
and symb(w′αG′) be obtained by appending transitions
(qm, ζm)
α,g,̺
−−−→ (q, ζ) and (q′n, ζ
′
n)
α,g′,̺′
−−−−→ (q′, ζ′)
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to symb(w) and symb(w′), respectively. Then qm = q
′
n, g ≡ g
′, ̺ = ̺′,
q = q′, G ≡ g[ι], where ι = ζm∪{(p, vm+1)}, and G′ ≡ g′[ι′], where ι′ = ζ′n ∪
{(p, vn+1)}. We have to show that G
′ ≡ G[σ], or equivalently g[σ ◦ ι] = g[ι′].
Suppose x ∈ Var(g).
• If x = p then σ ◦ ι(x) = σ ◦ ι(p) = σ(vm+1) = vn+1 = ι′(p) = ι′(x).
• If x 6= p then, by Corollary 1, x ∈ domain(ζm) and x ∈ domain(ζ′n). Let
v = ζm(x) and v
′ = ζ′n(x). Then, by definition of ≡r, (w, v) ≡r (w
′, v′)
and thus σ(v) = v′. Hence σ ◦ ι(x) = σ ◦ ζm(x) = σ(v) = v′ = ζ′m(x) =
ι′(x).
– Condition 5. If symb(w) and symb(w′) share the same final transition, they
certainly share the same final location.
– Condition 6. Assume w ≡t w′ and w stores vm. Then there exists a variable
x such that ζm(x) = vm. By the definition of symbolic runs, ζm = ιm ◦ ̺m,
where ιm = ζm−1 ∪ {(p, vm)}. By Lemma 3, range(ζm−1) ⊆ {v1, . . . , vm−1}.
We conclude that ̺m(x) = p. Again by the definition of symbolic runs,
ζ′n = ι
′
n ◦ ̺
′
n, where ι
′
n = ζ
′
n−1 ∪ {(p, vn)}. Since w ≡t w
′, we know ̺m = ̺
′
n.
Therefore ζ′n(x) = ι
′
n ◦ ̺
′
n(x) = ι
′
n ◦ ̺m(x) = ι
′
n(p) = vn. This implies
(w, vm) ≡r (w′, vn), as required.
– Condition 7. Assume that u ≡t u
′, u = wαG, u′ = w′αG′, u stores v,
and (w, v) ≡r (w′, v′). Let symb(wαG) and symb(w′αG′) be obtained by
appending transitions
(qm, ζm)
α,g,̺
−−−→ (q, ζ) and (q′n, ζ
′
n)
α,g′,̺′
−−−−→ (q′, ζ′)
to symb(w) and symb(w′), respectively. Then ̺ = ̺′, ζ = ι ◦ ̺, where ι =
ζm ∪{(p, vm+1)}, and ζ′ = ι′ ◦ ̺, where ι′ = ζ′n ∪{(p, vn+1)}. Since (w, v) ≡r
(w′, v′), there exists an x ∈ V such that ζm(x) = v and ζ′n(x) = v
′. Thus
also ι(x) = v and ι′(x) = v′. Since u stores v, there exists an y ∈ V such
that ζ(y) = v. By Lemma 4, ι is injective. Thus ι(̺(y)) = v and ι(x) = v
implies ̺(y) = x. But this means ζ′(y) = ι′ ◦ ̺(y) = ι′(x) = v′. Therefore
(u, v) ≡r (u′, v′).
– Condition 8. Assume u ≡t u′, u = wαG, u′ = w′αG′, v 6= vm+1 and
(u, v) ≡r (u′, v′). Let symb(wαG) and symb(w′αG′) be obtained by append-
ing transitions
(qm, ζm)
α,g,̺
−−−→ (q, ζ) and (q′n, ζ
′
n)
α,g′,̺′
−−−−→ (q′, ζ′)
to symb(w) and symb(w′), respectively. Then ̺ = ̺′, ζ = ι ◦ ̺, where ι =
ζm ∪ {(p, vm+1)}, and ζ′ = ι′ ◦ ̺, where ι′ = ζ′n ∪ {(p, vn+1)}. Since (u, v) ≡r
(u′, v′), there exists an x ∈ V such that ζ(x) = v and ζ′(x) = v′. Using
v 6= vm+1, we infer that there exists an y ∈ V such that ̺(x) = y and
ζm(y) = v. Now we derive ζ
′
n(y) = ι
′(y) = ι′ ◦ ̺(x) = ζ′(x) = v′. Therefore
(w, v) ≡r (w′, v′).
– Condition 9. Assume w ≡l w′, wαG ∈ L and v ∈ Var(G) \ {vm+1}. Let
symb(wαG) be obtained by appending transition
(qm, ζm)
α,g,̺
−−−→ (q, ζ)
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to symb(w). Then qm = q
′
n and G ≡ g[ι], where ι = ζm ∪ {(p, vm+1)}. Since
v ∈ Var(G)\{vm+1}, there exists a variable x ∈ Var(g)\{p} with ζm(x) = v.
By Corollary 1, Var(g) ⊆ domain(ζ′n) ∪ {p}, and thus x ∈ domain(ζ
′
n). Let
v′ = ζ′n(x). Then (w, v) ≡r (w
′, v′).
– Condition 10. Assume that w ≡l w′, wαG ∈ L, σ = matching(w,w′) and
Sat(guard(w′) ∧ G[σ]). Since wαG ∈ L, symb(wαG) can be obtained by
appending a transition
(qm, ζm)
α,g,̺
−−−→ (q, ζ)
to symb(w), with G ≡ g[ι], where ι = ζm ∪ {(p, vm+1)}. Since w ≡l w′,
qm = q
′
n. Now consider the sequence δ
′ obtained by appending a transition
(q′n, ζ
′
n)
α,g,̺
−−−→ (q, ζ′)
to symb(w′), with ζ′ = ι′ ◦ ̺, where ι′ = ζ′n ∪ {(p, vn+1)}. Since guard(w
′) ∧
G[σ] is satisfiable, we may conclude that δ′ is a symbolic execution if we can
prove G[σ] ≡ g[ι′], or equivalently g[σ ◦ ι] = g[ι′]. Suppose x ∈ Var(g).
• If x = p then σ ◦ ι(x) = σ ◦ ι(p) = σ(vm+1) = vn+1 = ι′(p) = ι′(x).
• If x 6= p then, by Corollary 1, x ∈ domain(ζm) and x ∈ domain(ζ′n). Let
v = ζm(x) and v
′ = ζ′n(x). Then, by definition of ≡r, (w, v) ≡r (w
′, v′)
and thus σ(v) = v′. Hence σ ◦ ι(x) = σ ◦ ζm(x) = σ(v) = v′ = ζ′m(x) =
ι′(x).
Hence g[σ ◦ ι] = g[ι′] and δ′ is a symbolic run for w′αG[σ]. Since q ∈ F , we
conclude wαG[σ] ∈ L.
– Condition 11. Suppose w ≡l w′, wαG ∈ L, w′αG′ ∈ L, σ = matching(w,w′)
and G[σ] ∧ G′ is satisfiable. Let δ = symb(wαG) and δ′ = symb(w′αG′) be
obtained by appending transitions
(qm, ζm)
α,g,̺
−−−→ (q, ζ) and (q′n, ζ
′
n)
α,g′,̺′
−−−−→ (q′, ζ′)
to symb(w) and symb(w′), respectively. Then G ≡ g[ι], where ι = ζm ∪
{(p, vm+1)}, and G
′ ≡ g′[ι′], where ι′ = ζ′n ∪ {(p, vn+1)}. Since G[σ] ∧ G
′ is
satisfiable, there exists a valuation ξ such that
ξ |= G[σ] ∧G′.
Define variable renaming σ′ as follows
σ′(x) =
{
ι′(x) if x ∈ Var(g′)
σ ◦ ι(x) otherwise
Then clearly G′ ≡ g′[ι′] ≡ g′[σ′]. We verify that G[σ] ≡ g[σ ◦ ι] ≡ g[σ′]. Let
x ∈ Var(g). Then
• If x = p then σ ◦ ι(x) = σ ◦ ι(p) = σ(vm+1) = vn+1 = ι′(p) = ι′(x).
• If x ∈ Var(g′) \ {p} then, by Corollary 1, x ∈ domain(ζm) and x ∈
domain(ζ′n). Let ζm(x) = v and ζ
′
n(x) = v
′. Then (w, v) ≡r (w′, v′) and
thus σ(v) = v′. Hence σ ◦ ι(x) = σ ◦ ζm(x) = σ(v) = v′ = ζ′n(x) = ι
′(x).
19
• If x 6∈ Var(g′) then, by definition of σ′, σ ◦ ι(x) = σ′(x).
Thus
G[σ] ∧G′ ≡ (g ∧ g′)[σ′].
Therefore ξ |= (g ∧ g′)[σ′] and, by Lemma 1, ξ ◦ σ′ |= g ∧ g′. This means
that g ∧ g′ is satisfiable. Since w ≡l w′, qm = q′n. Because A is required
to be deterministic, the conjunction of the guards of any pair of distinct
α-transitions from qm = q
′
n is not satisfiable. Therefore the final transitions
of δ and δ′ must be equal. This implies wαG ≡t w′αG′.
The following example shows that in general there is no coarsest location
equivalence that satisfies all conditions of Table 1. So whereas for regular lan-
guages a unique Nerode congruence exists, this is not always true for symbolic
languages.
Example 5. Consider the symbolic language L that consists of the following three
symbolic words and their prefixes:
w = a v1 > 0 a v1 > 0 b ⊤
u = a v1 = 0 a v1 = 0 b ⊤
z = a v1 < 0 c v1 + v2 = 0 a v2 > 0 c ⊤
Symbolic language L is accepted by both automata displayed in Figure 4. Thus,
by Theorem 2, L is regular. Let wi, ui and zi denote the prefixes of w, u and
z, respectively, of length i. Then, according to the location equivalence induced
by the first automaton, w1 ≡l u1, and according to the location equivalence
induced by the second automaton, u1 ≡l z2. Therefore, if a coarsest location
equivalence relation would exist, w1 ≡l z2 should hold. Then, by Condition 9,
(w1, v1) ≡r (z2, v2). Thus, by Lemma 9, w2 ≡t z3, and therefore, by Condition 5,
w2 ≡l z3. But now Condition 10 implies a v1 > 0 a v1 > 0 c ⊤ ∈ L, which is a
contradiction.
Theorem 3. Suppose L is a regular symbolic language over Σ. Then there exist
a register automaton A such that L = Ls(A).
Proof. Since any register automaton without accepting locations accepts the
empty symbolic language, we may assume without loss of generality that L is
nonempty. Let ≡l,≡t,≡r be relations satisfying the properties stated in Defini-
tion 9. We define register automaton A = (Σ,Q, q0, F, V, Γ ) as follows:
– Q = {[w]l | w ∈ L} ∪ {qsink}, where qsink is a special sink location.
(Since L is regular, ≡l has finite index, and so Q is finite, as required.)
– q0 = [ǫ]l.
(Since L is regular, it is feasible, and thus prefix closed. Therefore, since we
assume that L is nonempty, ǫ ∈ L.)
– F = {[w]l | w ∈ L}.
20
q0start
q1
q2
q3
q4
q5
q6
a, p < 0, x := p
a, p > 0, x := p
c, x+ p = 0, x := p
a, x > 0
a, x > 0
b,⊤
c,⊤
a, p = 0, x := p a, x = 0
q0start
q1
q2
q3
q4
q5
q6
a, p < 0, x := p
a, p > 0, x := p
c, x+ p = 0, x := p
a, x > 0
a, x > 0
b,⊤
c,⊤a, p = 0, x := p
a, x = 0
Fig. 4: There is no unique, coarsest location equivalence.
– V = {[(w, v)]r | w ∈ L ∧ v ∈ V ∧ w stores v}.
(Since L is regular, the equivalence induced by ≡r has finite index, and so
V is finite, as required. Note that registers are supposed to be elements of
V , and equivalence classes of ≡r are not. Thus, strictly speaking, we should
associate a unique register of V to each equivalence class of ≡r, and define
V in terms of those registers.)
– Γ contains a transition 〈q, α, g, ̺, q′〉 for each equivalence class [wαG]t, where
• q = [w]l
(Condition 2 ensures that the definition of q is independent from the
choice of representative wαG.)
• (Condition 3 ensures that input symbol α is independent from the choice
of representative wαG.)
• g ≡ G[τ ] where τ is a variable renaming that satisfies, for v ∈ Var(G),
τ(v) =
{
[(w, v)]r if w stores v
p if v = vm+1 ∧m = length(w)
(By Condition 9, w stores v, for any v ∈ Var(G) \ {vm+1}, so G[τ ] is
well-defined. Condition 4 ensures that the definition of g is independent
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from the choice of representative wαG.) Also note that, by Condition 1,
τ is injective.)
• ̺ is defined for each equivalence class [(w′αG′, v′)]r with w′αG′ ≡t wαG
and w′αG′ stores v′. Let n = length(w′). Then
̺([(w′αG′, v′)]r) =
{
[(w′, v′)]r if w
′ stores v′
p if v′ = vn+1
(By Condition 8, either v′ = vn+1 or w
′ stores v′, so ̺([(w′αG′, v′)]r) is
well-defined. Also by Condition 8, the definition of ̺ does not depend on
the choice of representative w′αG′. By Conditions 6 and 7, assignment
̺ is injective.)
• q′ = [wαG]l
(Condition 5 ensures that the definition of q′ is independent from the
choice of representative wαG.)
In order to ensure that A is completely specified, we add transitions to the
sink location qsink . More specifically, if q ∈ Q is a location with outgoing
α-transitions with guards g1, . . . , gm, then we add a transition 〈q, α,¬(g1 ∨
· · · ∨ gm), ̺0, qsink 〉 to Γ , for ̺0 the trivial assignment with empty domain.
Finally, we add, for each α ∈ Σ, a self loop 〈qsink , α,⊤, ̺0, qsink 〉 to Γ . Since
L is regular, ≡t has finite index and therefore Γ is finite, as required.
Note that in fact there exists a one-to-one correspondence between equiv-
alence classes of ≡t and the transitions in Γ that do not lead to qsink .
Because suppose wαG ∈ L and w′α′G′ ∈ L induce the same transition
〈q, α′′, g, ̺, q′〉. Then q = [w]l = [w
′]l and thus w ≡l w
′. Also α = α′′ = α′
and thus α = α′. Moreover, G[τ ] ≡ G′[τ ′] (with τ ′ defined as expected).
Now observe that G[τ ] ≡ G[σ][τ ′], for σ = matching(w,w′). Thus we have
G[σ][τ ′] ≡ G′[τ ′]. Since τ ′ is injective, this implies G[σ] ≡ G′. Now Lemma 9
implies wαG ≡t w′α′G′. So each transition of Γ corresponds to exactly one
equivalence class of ≡t.
We claim that A is deterministic and prove this by contradiction. Suppose
〈q, α, g′, ̺′, q′〉 and 〈q, α, g′′, ̺′′, q′′〉 are two distinct α-transitions in Γ with g′∧g′′
satisfiable. Then there exists a valuation ξ such that ξ |= g′ ∧ g′′. Note that
q 6= qsink , q′ 6= qsink and q′′ 6= qsink . Let the two transitions correspond to (dis-
tinct) equivalence classes [w′αG′]t and [w
′′αG′′]t, respectively. Then g
′ = G′[τ ′]
and g′′ = G′′[τ ′′], with τ ′ and τ ′′ defined as above. Now observe that G′[τ ′] ≡
G′[σ][τ ′′], for σ = matching(w′, w′′). Using Lemma 4, we derive
ξ |= g′∧g′′ ⇔ ξ |= G′[σ][τ ′′]∧G′′[τ ′′]⇔ ξ |= (G′[σ]∧G′′)[τ ′′]⇔ ξ◦τ ′′ |= G′[σ]∧G′′.
Thus G′[σ] ∧ G′′ is satisfiable and we may apply Condition 11 to conclude
w′αG′ ≡t w′′αG′′. Contradiction.
So using the assumption that L is regular, we established that A is a register
automaton. Note that for this we essentially use that equivalences ≡l, ≡t and
≡r have finite index, as well as all the conditions, except Condition 10.
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It remains to prove L = Ls(A). First, we show that L ⊆ Ls(A). For this,
suppose that w = α1G1 · · ·αnGn ∈ L. We need to prove w ∈ Ls(A). Consider
the following sequence
δ = (q0, ζ0)
α1,g1,̺1
−−−−−→ (q1, ζ1) . . .
αn,gn,̺n
−−−−−−→ (qn, ζn),
where q0 = [w0]l, w0 = ǫ, domain(ζ0) = ∅ and, for 1 ≤ i ≤ n,
– qi = [wi]l, where wi = α1G1 · · ·αiGi,
– 〈qi−1, αi, gi, ̺i, qi〉 is the transition associated to [wi]t,
– ζi = ιi ◦ ̺i, where ιi = ζi−1 ∪ {(p, vi)}.
Since L is feasible, G1 ∧ · · · ∧Gn is satisfiable. Therefore, in order to prove that
δ is a symbolic run of A, it suffices to show, for 1 ≤ i ≤ n,
Gi ≡ gi[ιi].
Suppose wi stores v. Then, for i > 0,
̺i([(wi, v)]r) =
{
[(wi−1, v)]r if wi−1 stores v
p if v′ = vi
By induction on i we prove that wi stores v ⇒ ζi([wi, v)]r) = v.
– Base i = 0. Trivial since w0 does not store any v.
– Induction step. Assume i > 0 and wi stores v. We consider two cases:
• v = vi. Then ζi([(wi, v)]r) = ιi ◦ ̺i([(wi, vi)]r) = ιi(p) = vi = v.
• wi−1 stores v. Then
ζi([(wi, v)]r) = ιi ◦ ̺i([(wi, v)]r) = ιi([(wi−1, v)]r)
= ζi−1([(wi−1, v)]r) = v (by induction hypothesis).
By definition gi ≡ Gi[τi], where for v ∈ Var(Gi),
τi(v) =
{
[(wi−1, v)]r if wi−1 stores v
p if v = vi
This means we need to prove Gi ≡ Gi[τi][ιi], that is, we must show, for v ∈
Var(Gi), that ιi(τi(v)) = v. There are two cases:
– If v = vi then ιi(τi(v)) = ιi(p) = vi = v.
– If wi−1 stores v then ιi(τi(v)) = ιi([(wi, v)]r) = ζi([(wi, v)]r) = v.
We conclude that δ is a symbolic run with strace(β) = w. Since w ∈ L, qn =
[w]l ∈ F , so symbolic run β is accepting, and thus w ∈ Ls(A), as required.
Next we need to show that Ls(A) ⊆ L. For this, suppose w = α1G1 · · ·αnGn ∈
Ls(A). We need to prove w ∈ L. Let
δ = (q0, ζ0)
α1,g1,̺1
−−−−−→ (q1, ζ1) . . .
αn,gn,̺n
−−−−−−→ (qn, ζn),
be a symbolic run ofA, as in Definition 6, with strace(δ) = w. For 0 < i ≤ n, sup-
pose transition 〈qi−1, αi, gi, ̺i, qi〉 corresponds to equivalence class [ui−1αiG′i]t.
For 0 ≤ i ≤ n, let wi = α1G1 · · ·αiGi.
We prove by induction that qi = [wi]l and wi stores v ⇒ ζi([(wi, v)]r) = v.
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– Base i = 0. Trivial, since q0 = [ǫ]l = [w0]l and domain(ζ0) = ∅ by definition.
– Induction step. Assume i > 0. Since transition qi−1
αi,gi,̺i
−−−−−→ qi corresponds
to equivalence class [ui−1αiG
′
i]t, qi−1 = [ui−1]l. Therefore, by induction hy-
pothesis, ui−1 ≡l wi−1. By Definition 6, Gi ≡ gi[ιi] and by definition of A,
gi ≡ G′i[τ ], where for each v ∈ Var(G
′
i),
τ(v) =
{
[(ui−1, v)]r if ui−1 stores v
p if v = vm+1
wherem = length(ui−1). Thus Gi ≡ G′i[ιi◦τ ]. Let σ = matching(ui−1, wi−1).
Then, for each v ∈ Var(G′i), ιi ◦ τ(v) = σ(v):
• If v = vm+1 then ιi ◦ τ(v) = ιi(p) = vi = σ(v).
• If v 6= vm+1 then, by Condition 9, there exists a v′ such that (ui−1, v) ≡r
(wi−1, v
′). Then, again by induction hypothesis,
ιi◦τ(v) = ιi([(ui−1, v)]r) = ζi−1([(ui−1, v)]r) = ζi−1([(wi−1, v
′)]r) = v
′ = σ(v).
Therefore Gi ≡ G′i[σ]. Since δ is a symbolic run, guard(wi−1) ∧Gi is satisfi-
able. Now we may use Condition 10 to conclude wi = wi−1αiGi ∈ L. Then,
by Lemma 9, ui−1αiG
′
i ≡t wi, and thus, by Condition 5, ui−1αiG
′
i ≡l wi.
From this, we conclude qi = [wi]l.
Suppose wi stores v. Since ui−1αiG
′
i ≡t wi,
̺i([(wi, v)]r) =
{
[(wi−1, v)]r if wi−1 stores v
p if v′ = vi
Assume wi stores v. We consider two cases:
• v = vi. Then ζi([(wi, v)]r) = ιi ◦ ̺i([(wi, vi)]r) = ιi(p) = vi = v.
• wi−1 stores v. Then, using the induction hypothesis,
ζi([(wi, v)]r) = ιi ◦ ̺i([(wi, v)]r) = ιi([(wi−1, v)]r)
= ζi−1([(wi−1, v)]r) = v.
Thus in particular qn = [wn]l = [w]l. This implies w ∈ L, as required.
As a final note, we observe that A is well-formed. Because suppose δ is
a symbolic run that ends with (q, ζ) and suppose q
α,g̺
−−−→ q′. Let transition
q
α,g̺
−−−→ q′ correspond to equivalence class [wαG]t. Suppose x ∈ Var(g). Then,
by construction of A, there is a variable v ∈ Var(G) such that either x =
[(w, v)]r and w stores v, or x = p and v = vm+1, where m = length(w). Let
w′ = strace(δ). By the above inductive proof, q = [w′]l and w
′ stores v′ ⇒
[(w′, v′)]r ∈ domain(ζ). Then w ≡l w′ and by Condition 9, either v = vm+1
there exists a v′ such that (w, v) ≡r (w′, v′). This means that either x = p or
x ∈ domain(ζ). Hence we may conclude that Var(g) ⊆ domain(ζ) ∪ {p} and
thus A is well-formed by Corollary 1.
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