A general methodology is proposed to engineer a system of interacting components (particles) which is able to self-regulate their concentrations in order to produce any prescribed output in response to a particular input. The methodology is based on the mathematical equivalence between artificial neurons in neural networks and species in autocatalytic reactions, and it specifies the relationship between the artificial neural network's parameters and the rate coefficients of the reactions between particle species. Such systems are characterised by a high degree of robustness as they are able to reach the desired output despite disturbances and perturbations of the concentrations of the various species.
immune system [2, 3] , ecological communities [4] [5] [6] , social and economic systems [7] [8] [9] [10] . From a mathematical perspective, these are complex systems out of equilibrium with many degrees of freedom coupled in a non linear way and characterised by the emergence of order and collective behaviour [11] [12] [13] . A typical feature of many biological and ecological systems is their capability to be highly sensitive and responsive to small changes of the values of specific key variables, while being at the same time extremely resilient to a large class of disturbances [14, 15] . The possibility to build artificial systems with these characteristics is of extreme importance for the development of nanomachines and biological circuits with potential medical and environmental applications [16] [17] [18] . The main theoretical difficulty toward the realisation of these devices lies in the lack of a mathematical methodology to design the blueprint of a self-controlled system composed of a large number of microscopic interacting constituents that should operate in a prescribed fashion [19] [20] [21] [22] [23] . In this paper I introduce a general methodology to engineer a system of particles belonging to different species and interacting via autocatalytic reactions, which can automatically adjust their concentrations in order to reach a desired output configuration in response to a particular change of some input variable. The methodology is based on the mathematical equivalence between a particular set of autocatalytic reactions and artificial neural networks. An artificial neural network is made of many interacting artificial neurons organised in a series of layers [24] . Each neuron of layer l receives inputs from the neurons of layer l − 1, performs a linear combination of this input and produces as output a non linear function, a, of this linear combination: an artificial neural network with one neuron, which takes n input signals and produces one output value. This corresponds to one species, i, characterised by the following reactions (see Fig. 1b ):
where Y i denotes one particle of species i, and b i is a self-interaction rate. The interactions of species i with the j = 1, . . . , n input species are specified by the reaction rates w ij :
Input particles X j are not consumed or produced in reactions 5 and 6, but they collectively act as activators (Eq. 5) or inhibitors (Eq. 6) of the production of Y i particles without changing the number of particles of the input species. The set of reactions in Eqs. 2, 3, 4, 5 and 6, corresponds to the following rate equation
where y i and x j indicate the concentration of particles of species i (output species) and j (input species) respectively. These rate equations correspond to a predator-prey system with a Holling type I functional response frequently used to model population dynamics of ecological systems [25, 26] . The solution of Eq. 7 is
with r i = n j=1 w ij x j + b i and γ 0 that depends on the number of particles of species i at t = 0, y i (0). In the long time limit the concentration of particles of species i, y ∞ i , has the following simple expression
which is the rectifier activation function of artificial neurons, a(z) = max(0, z). well [27] . Assume for example that the desired output of the system of interest is to reproduce the nonlinear function f (x) = x sin(10x) + 0.6 for any value of the input x between 0 and 1 (blue curve in Fig. 2b ). The artificial neural network of Fig. 2a composed by three layers with 4 neurons and one output layer with a single neuron, all using the rectifier activation function, can be trained to provide a good approximation to the desired output function f (x) (red circles in Fig. 2b ). The equivalent system of reactions can then be obtained following the procedure outlined above. First, a number of species equal to the number of neurons, 13 in this case, is considered. Second, the initial concentrations of the species are set to some positive values. Third, rate equation 7 is integrated to obtain the concentrations of species as a function of time, noticing that the reaction rates, r i , of species in layer l are computed using the weights w ij and biases b i of the trained neural network, and the concentrations x j of the species in layer l − 1. The stationary value of the concentration of the species in the top layer equals the neural network's output value for any input x and for any initial concentrations of the species (red circles in Fig. 2b) . The time evolution of the concentration of the species relative to input x = 0.8 shown in Fig. 2c demonstrates how the concentration of the species in the top layer reaches a stationary state equal to the output value of the neural network, f * (0.8) = 1.38, close to the desired output f (0.8) = 1.39. A similar result is obtained when, instead of the deterministic rate equation, the concentrations of species are modelled using the stochastic dynamic [28] described by the reactions in Eqs. 2, 3, 4, 5 and 6. Again, the mean value of the concentration of the species in the top layer is compatible, within one standard deviation, with the desired output value for any input x and for any initial concentrations of the species (red circles in Fig. 3a) . In order to test the resilience to disturbances, the dynamic of the system after the concentrations of all species are set to random values is studied. Figures 3b and 3c show two realisations of the stochastic dynamic relative to inputs x = 0.8 and x = 0.52, respectively, and demonstrate that after the disturbance event the concentration of the output species (red line) returns to oscillate around the desired output (dashed blue line) in both cases. This indicates that the system is able to reach the desired output for any values of the initial concentrations of the species and despite disturbances. In this framework, embedded control is naturally achieved by specifying the desired system's output in response to any possible value of the input variables, without the need to analyse the response of all components in order to devise feedback and stabilisation loops, parameters of the artificial neural network are related to the rates of the reactions between the three species of particles: for example, the weight w 1i is proportional to the probability that when a particle of species red circle meets a particle of species green triangle they interact to produce an additional particle belonging to the red circle species. A positive weight or bias determines the production of an additional particle of the output species, red circle in this case, while a negative weight or bias determines the elimination of one particle of the output species. 
