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FINITE RANK TOEPLITZ OPERATORS IN BERGMAN
SPACES
GRIGORI ROZENBLUM
Abstract. We discuss resent developments in the problem of de-
scription of finite rank Toeplitz operators in different Bergman
spaces and give some applications
1. Introduction
Toeplitz operators arise in many fields of Analysis and have been an
object of active study for many years. Quite a lot of questions can be
asked about these operators, and these questions depend on the field
where Toeplitz operators are applied.
The classical Toeplitz operator Tf in the Hardy space H
2(S1) is
defined as
Tfu = Pfu, (1.1)
for u ∈ H2(S1), where f is a bounded function on S1 (the weight
function) and P is the Riesz projection, the orthogonal projection P :
L2(S
1) → H2(S1). Such operators are often called Riesz-Toeplitz or
Hardy-Toeplitz operators (see, [15], for more detail). More generally,
for a Hilbert space H of functions and a closed subspace L ⊂ H, the
Toeplitz operator Tf in L acts as in (1.1), where P is the projection
P : H → L. In particular, in the case when H is the space L2(Ω, ρ)
for some domain Ω ⊂ Cd and some measure ρ and L is the Bergman
space B2 = B2(Ω, ρ) of analytical functions inH, such operator is called
Bergman-Toeplitz; we will denote it by Tf .
Among many interesting properties of Riesz-Toeplitz operators, we
mention the following cut-off one. If f is a bounded function and
the operator Tf is compact then f should be zero. For many other
classes of operators a similar cut-off on some level is also observed.
The natural question arises, whether there is a kind of cut-off property
for Bergman-Toeplitz operators. Quite long ago it became a common
knowledge that at least direct analogy does not take place. In the
paper [13], the conditions were found on the function f in the unit disk
Ω = D guaranteeing that the operator Tf in B2(D, λ) with Lebesgue
measure λ belongs to the Schatten class Sp. So, the natural question
came up: probably, it is on the finite rank level that the cut-off takes
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place. In other words, if a Bergman-Toeplitz operator has finite rank
it should be zero.
It was known long ago that the Schatten class behavior of Tf is de-
termined by the rate of convergence to zero at the boundary of the
function f . Therefore the finite rank (FR) hypothesis deals with func-
tions f with compact support not touching the boundary of Ω. In
this setting the FR hypothesis is equivalent to the one for Toeplitz op-
erators on the Bargmann (Fock, Segal) space consisting of analytical
functions in C, square summable with a Gaussian weight. A proof of
the FR hypothesis appeared in the same paper [13], about twenty lines
long. Unfortunately, there was an unrepairable fault in the proof, so
the FR remained unsettled.
It was only in 2007 that the proof of the FR hypothesis was finally
found, even in a more general form. The Bergman projection P : L2 →
B can be extended to an operator from the space of distributions D′(Ω)
to B2(Ω, λ). Let µ be a regular complex Borel measure with compact
support in Ω. With µ we associate the Toeplitz operator Tµ : u 7→ Puµ
in B2(Ω, λ).
In the paper [14] the following result was established.
Theorem 1.1. Suppose that the Toeplitz operator Tµ in B2(Ω, λ), Ω ⊂
C has finite rank r. Then the measure µ is the sum of r point masses,
µ =
r∑
1
Ckδzj , zj ∈ Ω. (1.2)
The publication of the proof of Theorem 1.1 induced an activity
around it. In two years to follow several papers appeared, where the
FR theorem was generalized in different directions, and interesting ap-
plications were found in Analysis and Mathematical Physics.
In this paper we aim for collecting and systematizing the existing
results on the finite rank problem and their applications. We also
present several new theorems generalizing and extending these results.
2. Problem setting
Let Ω be a domain in Rd or Cd. We suppose that a measure ρ is
defined on Ω, jointly absolutely continuous with Lebesgue measure.
Suppose that L is a closed subspace in H = L2(Ω, ρ), consisting of
smooth functions, L ⊂ C∞(Ω). In this case the orthogonal projection
P : L → H is an integral operator with smooth kernel,
Pu(x) =
∫
P (x, y)u(y)dρ(x). (2.1)
We will call P the Bergman projection and P (x, y) the Bergman kernel
(corresponding to the subspace L).
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Let F be a distribution, compactly supported in Ω, F ∈ E ′(Ω). We
will denote by 〈F, φ〉 the action of the distribution F on the function
φ ∈ E . Then one can define the Toeplitz operator in L with weight F :
(TFu)(x) = 〈F, P (x, ·)u(·)〉. (2.2)
The formula (2.2) can be also understood in the following way. The
operator P considered as an operator P : H → L has an adjoint,
P ′ : L′ → H, so PP ′ is the extension of P to the operator L′ → L, in
particular, P extends as an operator from E ′(Ω) to L. In this setting,
Fu ∈ E ′(Ω) for u ∈ E(Ω) and the Toeplitz operator has the form
TFu = PFu, (2.3)
consistently with the traditional definition of Toeplitz operators.
It is more convenient to use the description of the Toeplitz operator
by means of the sesquilinear form. For u, v ∈ L, we have
(TFu, v) = (PFu, v) = 〈σFu,Pv〉 = 〈σF, uv¯〉, (2.4)
where σ is the Radon-Nicodim derivative of ρ with respect to the
Lebesgue measure. In particular, if F is a regular Borel complex mea-
sure F = µ, the corresponding Toeplitz operator acts as
Tµu(x) =
∫
Ω
P (x, y)u(x)dµ(x), (2.5)
and the quadratic form is
(TFu, v) =
∫
Ω
uv¯σdµ(x).
Finally, when F is a bounded function, the formula (2.4) takes the form
(TFu, v) =
∫
Ω
uv¯F (x)dρ(x). (2.6)
Classical examples of Bergman spaces and corresponding Toeplitz
operators are produced by solutions of elliptic equations and systems.
Example 2.1. Let Ω be a bounded domain in C, ρ = λ be the Lebesgue
measure, L = B2(Ω) be the space of L2 functions analytical in Ω. This
is the classical Bergman space.
Example 2.2. Let Ω be a bounded pseudoconvex domain in Cd, d > 1,
with Lebesgue measure ρ and let the space L consist of L2 functions
analytical in Ω. This is also a classical Bergman space. Here, and
in Example 2.1, measures different from the Lebesgue one are also
considered, especially when Ω is a ball or a (poly)disk.
Example 2.3. For a bounded domain Ω ⊂ Rd, we set L to be the space
of L2 solutions of the equation Lu = 0, where L is an elliptic differential
operator with constant coefficients. In particular, if L is the Laplacian,
the space L is called the harmonic Bergman space.
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Example 2.4. If Ω is a bounded domain in Rd with even d = 2m, and
Rd is identified with Cm with variables zj = (xj, yj), j = 1, . . . ,m,
the Bergman space of functions which are harmonic with respect to
each pair (xj , yj) is called m-harmonic Bergman space; if on the other
hand, the space of functions u(z) such that uζ(ξ1, ξ2) = u(ζ(ξ1 + iξ2))
is harmonic as a function of variables ξ1, ξ2 for any ζ ∈ Cm \ {0}, is
called pluriharmonic Bergman space.
Example 2.5. Let Ω be the whole of Cm = Rd, with the Gaussian
measure dρ = exp(−|z|2/2)dλ. The subspace L ⊂ L2(Cm, ρ) of entire
analytical functions in Cm is called Fock or Segal-Bargmann space.
The study of Toeplitz operators in many cases is based upon the
consideration of associated infinite matrices.
Let F1 = {fj(x), x ∈ Ω}, F2 = {gj(x), x ∈ Ω} be two infinite
systems of functions in L. With these systems and a distribution F ∈
E ′(Ω) we associate the matrix
A = A(F ) = A(F,F1,F2,Ω, ρ) = (TFfj , gk)j,k=1,... = (〈σF, fj g¯k〉).
(2.7)
So, the matrix A is the matrix of the sesquilinear form of the operator
TF on the systems F1,F2. We formulate the obvious but important
statement.
Proposition 2.6. Suppose that the Toeplitz operator TF has finite rank
r. Then the matrix A also has finite rank, moreover rank(A) ≤ r.
The use of matrices of the form (2.7) enables one to perform im-
portant reductions. In particular, since the domain Ω does not enter
explicitly into the matrix, the rank of this matrix does not depend on
the domain Ω, as long as one can chose the systems F1,F2 dense si-
multaneously in the Bergman spaces in different domains. Thus, in par-
ticular, the FR problems for the analytical Bergman spaces in bounded
domains and for the Fock space are equivalent (see the discussion in
[19].)
3. Theorem of D. Luecking. Extensions in dimension 1
In this section we present the original proof given by D. Luecking in
[14], and give extensions in several directions.
Theorem 3.1. Let Ω ⊂ C be a bounded domain, with Lebesgue mea-
sure. Suppose that for some regular complex Borel measure µ, abso-
lutely continuous with respect to the Lebesgue measure, with compact
support in Ω, the Toeplitz operator Tµ in the Bergman space of analyt-
ical functions has finite rank r. Then µ = 0.
We formulate and prove here Luecking’s theorem only in in the case
of an absolutely continuous measure; the case of more singular measures
will be taken care of later, as a part of the general distributional setting.
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In the proof, which follows [14], we separate a lemma that will be used
further on.
Lemma 3.2. Let φ be a linear functional on polynomials in z, z¯. De-
note by A(φ) the matrix with elements φ(zj z¯k). Then the following are
equivalent:
(1) the matrix A(φ) has finite rank not greater than r;
(2) for any collections of nonnegative integers J = {j0, . . . , jr},
K = {k0, . . . , kr},
φ⊗N
(∏
i∈(0,r) z
ji
i det zi
kl
)
= 0, (3.1)
where N = r+ 1.
Proof. Since passing to linear combinations of rows and columns does
not increase the rank of the matrix, it follows that for any polyno-
mials fj(z), gk(z), with j, k = 0, . . . , r, the determinant Det (φ(fj g¯k))
vanishes.
The determinant is linear in each column and φ is a linear functional,
so we can write
φ
f0(z)×
∣∣∣∣∣∣∣∣∣∣
g0(z) µ(f1g¯0) . . . φ(frg¯0)
g1(z) φ(f1g¯1) . . . φ(frg¯1)
...
...
. . .
...
g
r
(z) φ(f1g¯r) . . . φ(frg¯r)
∣∣∣∣∣∣∣∣∣∣
 = 0
We introduce the variable z0 in place of z above and use φ0 for φ acting
in the variable z0. We repeat this process in each column (using the
variable zj in column j and the notation φj for φ acting in zj) to obtain
φ0
(
φ1
(
. . . φ
r
(∏
r
k=0 fk(zk) det
(
gj(zk)
))
. . .
))
= 0 (3.2)
We now specialize to the case where each fi = z
ji , gi = z
ki and arrive
at (3.1), thus proving the implication 1⇒ 2. The converse implication
follows by going along the above reasoning in the opposite direction.

Proof of Theorem 3.1. We identify C and R2 with co-ordinates z =
x+ iy. Consider the functional φ(f) = φµ(f) =
∫
f(z)dµ(z). Write Z
for theN -tuple (z0, z1, . . . , zr) and VJ(Z) for the determinant det
(
z
kj
i
)
.
By Lemma 3.2,
φ⊗N
(
ZKVJ(Z)
)
= 0. (3.3)
Taking finite sums of equations (3.3), we get for any polynomial
P (Z) in N variables:
φ⊗N
(
P (Z)VJ(Z)
)
= 0. (3.4)
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By taking linear combinations of antisymmetric polynomials VJ(Z) one
can obtain any antisymmetric polynomial Q(Z) (see [14]) for details).
Thus
φ⊗N
(
P (Z)Q(Z)
)
= 0 (3.5)
for any polynomial P (Z) and any antisymmetric polynomial Q(Z). In
its turn, the polynomial Q(Z) is divisible by the lowest degree antisym-
metric polynomial, the Vandermonde polynomial V (Z) =
∏
0≤j≤k≤r(zj−
zk), Q(Z) = Q1(Z)V (Z) with a symmetric polynomial Q1(Z). We
write (3.5) forQ of this form and P having the form P (Z) = P1(Z)V (Z).
So we arrive at
φ⊗N
(
P1(Z)Q1(Z)|V (Z)|2
)
= 0 for all symmetric P1 and Q1. (3.6)
It is clear that finite sums of products of the form P1(Z)Q1(Z) (with
P1 and Q1 symmetric) form an algebra A of functions on C which con-
tains the constants and is closed under conjugation. It doesn’t separate
points because each element is constant on sets of points that are per-
mutations of one another. Therefore we define an equivalence relation
∼ on CN : Z1 ∼ Z2 if and only if Z2 = π(Z1) for some permutation π.
Let Z = (z0, . . . , zr) and W = (w0, . . . , wr). If Z 6∼ W then the poly-
nomials p(t) =
∏
(t− zj) and q(t) =
∏
(t−wj) have different zeros (or
the same zeros with different orders). This implies that the coefficient
of some power of t in p(t) differs from the corresponding coefficient in
q(t). Thus there is an elementary symmetric function that differs at Z
and W . Consequently, A separates equivalence classes.
We give the quotient space CN/∼ the standard quotient space topol-
ogy. If K is any compact set in CN that is invariant with respect to
∼, then K/∼ is compact and Hausdorff. Also, any symmetric con-
tinuous function on CN induces a continuous function on CN/∼ (and
conversely). Thus we can apply the Stone-Weierstrass theorem (on
K/∼) to conclude that A is dense in the space of continuous symmet-
ric functions, in the topology of uniform convergence on any compact
set. Therefore, for any continuous symmetric function f(Z)∫
CN
f(Z)|V (Z)|2 dµ⊗N(Z) = 0 (3.7)
If f is an arbitrary continuous function, the above integral will be
the same as the corresponding integral with the symmetrization of f
replacing f . This is because the function |V (Z)|2 and the product
measure µ⊗N are both invariant under permutations of the coordinates.
We conclude that this integral vanishes for any continuous f and so
the measure |V (Z)|2 dµ⊗N(Z) must be zero. Thus, µ⊗N is supported
on the set where V vanishes, i.e. on the set of Lebesgue measure zero.
Since µ⊗N is absolutely continuous, it must be zero. 
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The initial setting of Theorem 3.1 dealt with arbitrary measures, as it
is explained in the Introduction. A more advanced result was obtained
in [2], where Luecking’s theorem was carried over to distributions.
Theorem 3.3. Suppose that F ∈ E ′(Ω) is a distribution with compact
support in Ω ⊂ C and the Toeplitz operator TF has finite rank r. Then
the distribution F is a finite combination of δ-distributions at some
points in Ω and their derivatives,
F =
∑
j≤r
Ljδ(z − zj), (3.8)
Lj being differential operators.
We start with some observations about distributions in E ′(C). For
such distribution we denote by psuppF the complement of the un-
bounded component of the complement of suppF .
Lemma 3.4. Let F ∈ E ′(C). Then the following two statements are
equivalent:
a) there exists a distribution G ∈ E ′(C) such that ∂G
∂z¯
= F , moreover
suppG ⊂ psuppF ;
b) F is orthogonal to all polynomials of z variable, i.e. 〈F, zk〉 = 0 for
all k ∈ Z+.
Proof. The implication a) =⇒ b) follows from the relation
〈F, zk〉 = 〈∂G
∂z¯
, zk〉 = 〈G, ∂z
k
∂z¯
〉 = 0. (3.9)
We prove that b) =⇒ a). Put G := F ∗ 1
πz
∈ S ′(C), the convolu-
tion being well-defined because F has compact support. Since 1
πz
is
the fundamental solution of the Cauchy-Riemann operator ∂
∂z¯
, we have
∂G
∂z¯
= F (cf., for example, [10], Theorem 1.2.2). By the ellipticity of
the Cauchy-Riemann operator, singsuppG ⊂ singsuppF ⊂ suppF , in
particular, this means that G is a smooth function outside psuppF ,
moreover, G is analytic outside psuppF (by singsuppF we denote the
singular support of the distribution F , see, e.g., [10], the largest open
set where the distribution coincides with a smooth function). Addi-
tionally, G(z) = 〈F, 1
π(z−w)
〉 = π−1∑∞k=0 z−k−1〈F,wk〉 = 0 if |z| > R
and R is sufficiently large. By analyticity this implies G(z) = 0 for all
z outside psuppF . 
Proof of Theorem 3.3. The distribution F , as any distribution with
compact support, is of finite order, therefore it belongs to some Sobolev
space, F ∈ Hs for certain s ∈ R1. If s ≥ 0, F is a function and must
be zero by Luecking’s theorem. So, suppose that s < 0.
Consider the first r+ 1 columns in the matrix A(F ), i.e.
akl = (TF zk, zl) = 〈σF, zkz¯l〉, l = 0, . . . r; k = 0, . . . . (3.10)
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Since the rank of the matrix A(F ) is not greater than r, the columns
are linearly dependent, in other words, there exist coefficients c0, . . . , cr
such that
∑
r
l=0 aklcl = 0 for any k ≥ 0. This relation can be written as
〈F, zkh1(z¯)〉 = 〈h1(z¯)F, zk〉 = 0, h1(z¯) =
r∑
k=0
clz¯
l. (3.11)
Therefore, the distribution h1(z¯)F ∈ Hs satisfies the conditions of
Lemma 3.4 and hence there exists a compactly supported distribution
F (1) such that ∂F
(1)
∂z¯
= h1F . By the ellipticity of the Cauchy-Riemann
operator, the distribution F (1) is less singular than F , F (1) ∈ Hs+1. At
the same time,
〈F (1), zk z¯l〉 = (l + 1)−1〈F (1), ∂z
k z¯l+1
∂z¯
〉
= (l + 1)−1〈h1(z¯)F, zkz¯l〉 = (l + 1)−1〈F, zkz¯lh1(z¯)〉, (3.12)
and therefore the rank of the matrix A(F (1)) does not exceed the rank
of the matrix A(F ).
We repeat this procedure sufficiently many (say, n = [−s] + 1) times
and arrive at the distribution F (n) which is, in fact, a function in L2, for
which the corresponding matrix A(F (n)) has finite rank. By Luecking’s
theorem, this may happen only if F (n) = 0.
Now we go back to the initial distribution F . Since, by our con-
struction, ∂F
(n)
∂z¯
= hn(z¯)F
(n−1), we have that hn(z¯)F
(n−1) = 0 and
therefore suppF (n−1) is a subset of the set of zeroes of the polynomial
hn(z¯). On the next step, since
∂F (n−1)
∂z¯
= hn−1(z¯)F
(n−2), we obtain that
suppF (n−2) lies in the union of sets of zeroes of polynomials hn−1(z¯)
and hn(z¯). After having gone all the way back to F , we obtain that
its support is a finite set of points lying in the union of zero sets of
polynomials hj. A distribution with such support must be a linear
combination of δ - distributions in these points and their derivatives,
F =
∑
Lqδ(z− zq), where Lq = Lq(D) are some differential operators.
Finally, to show that the number of points zq does not exceed r, we
construct for each of them the interpolating polynomial fq(z) such that
Lq(−D)|fq|2 6= 0 at the point zq while at the points zq′ , q′ 6= q, the
polynomial fq has zero of sufficiently high order, higher than the order
of Lq′ , so that Lq′(fqg)(zq′) = 0 for any smooth function g. With such
choice of polynomials, the matrix with entries 〈F, fqfq′〉 is the diagonal
matrix with nonzero entries on the diagonal, and therefore its size (that
equals the number of the points zq) cannot be greater than the rank of
the whole matrix A(F ), i.e., cannot be greater than r. 
Remark 3.5. The attempt to extend directly the original proof of The-
orem 3.1 to the distributional case would probably meet certain com-
plications. The following property is crucial in this proof: the alge-
bra generated by polynomials of the form P1(Z)Q1(Z) with symmetric
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P1, Q1 is dense (in the sense of the uniform convergence on compacts)
in the space of symmetric continuous functions. This latter property
is proved above by a reduction to the Stone-Weierstrass theorem.
Now, if F is a distribution that is not a measure, the analogy of
reasoning in the proof would require a similar density property, however
not in the sense of the uniform convergence on compacts, but in a
stronger sense, the uniform convergence together with derivatives up
to some fixed order (depending on the order of the distribution F .) The
Stone-Weierstrass theorem seems not to help here since it deals with
the uniform convergence only. Moreover, the required more general
density statement itself is wrong, which follows from the construction
below (see [2]).
Example 3.6. The algebra generated by the functions having the form
P1(Z)Q1(Z), where P1, Q1 are symmetric polynomials of the variables
Z = (z0, . . . , zN) is not dense in the sense of the uniform C
l-convergence
on compact sets in the space of C l-differentiable symmetric functions,
as long as l ≥ N(N − 1). To show this, consider the differential opera-
tor V (D) =
∏
j<k(Dj −Dk), Dj = ∂∂z . It is easy to check that V (D)H
is symmetric for any antisymmetric function H(Z) and V (D)H is anti-
symmetric for any symmetric function H(Z). Further on, consider any
function H(Z) of the form H(Z) = P1(Z)Q1(Z) where P1(Z), Q1(Z)
are analytic polynomials. If at least one of them is symmetric, we have
(V (D)V (D¯))H(0) = 0. (3.13)
In fact,V (D)V (D¯)P1(Z)Q1(Z) = [(V (D)P1(Z)][V (D)Q1(Z)]. In the
last expression, for the symmetric polynomial P1 , the corresponding
polynomial V (D)P1(Z) is antisymmetric, and therefore equals zero for
Z = 0. Now consider the symmetric function |V (Z)|2 = V (Z)V (Z).
We have
V (D)V (D¯)V (Z)V (Z) = [V (D)V (Z)][V (D¯)V (Z)].
Now note that V (Z) =
∑
κCκ
∏
z
κj
j where the summing goes over
multi-indices κ = (κ1, . . . , κN), |κ| = N and not all of real coefficients
Cκ are zeros. Simultaneously, V (D) =
∑
κCκ
∏
D
κj
j with the same
coefficients. We recall now that
∏
D
κj
j
∏
z
κ′j
j = 0 if |κ| = |κ′|, κ 6= κ′
and it equals κ! if κ = κ′. Therefore, V (D)V (Z) =
∑
κC
2
κκ! is a posi-
tive constant. In this way we have constructed the differential operator
V (D)V (D¯) of order N(N −1), satisfying (3.13) for any function of the
form H(Z) = P1(Z)Q1(Z) with symmetric P1, Q1, and not vanishing
on some symmetric differentiable function |V (Z)|2. Therefore the func-
tion |V (Z)|2 cannot be approximated by linear combinations of the
functions H(Z) = P1(Z)Q1(Z) in the sense of the uniform C
N(N−1)
convergence on compacts.
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D. Luecking’s theorem was extended in a different direction by T.Le
in [11]. For the particular system of functions fk = z
k used above for
the construction of the matrix A, it turns out that its rank may even
be infinite, but the assertion of the theorem still holds, as long as the
range of the operator avoids sufficiently many analytical functions.
We will say that the set of indices J = {nj} ⊂ Z+ = {n ∈ Z, n ≥ 0}
is sparse if the series
∑
n∈J (n+ 1)
−1 converges.
Theorem 3.7. ([11])Suppose that µ is a regular complex Borel measure
and that J = {nj} ⊂ Z+ is sparse, J ′ = Z+ \J . Consider the reduced
matrix AJ consisting of ajk : j, k ∈ J ′. Suppose that the rank r of AJ
is finite. Then the support of µ consists of no more than r+ 1 points.
The original formulation of this theorem in [11] is given in the terms
of the Toeplitz operator itself. Denote by M ,N the space of polynomi-
als spanned by monomials zj with j, respectively, in J ,J ′. In Theorem
3.7 it is supposed that the operator Tµ, being restricted to N , has range
in the linear span of M and some finite-dimensional subspace in N .
In the next section we will establish a result that generalizes Theorem
3.7 in three directions: the multidimensional case will be considered,
any distribution with compact support will replace the measure µ, and
the condition of sparseness will be considerably relaxed.
4. The multidimensional case
In this Section we extend our main Theorem 3.3 to the case of
Toeplitz operators in Bergman spaces of analytical functions of sev-
eral variables. For the case of a measure acting as weight, there exist
two ways of proving this result, in [5] and [19], [2]. The first approach
generalizes the one used in [14] in proving Theorem 3.1, the other one
uses the induction on dimension. As it follows from Remark 3.5, for the
case of distribution the approach of [5] is likely to meet some complica-
tions. We present here the proof given in [2], with some modifications.
Theorem 4.1. Let F be a distribution in E ′(Cd). Consider the matrix
A(F ) = (aαβ)α,β∈Zd+ ; aαβ = 〈F, z
αz¯β〉, z = (z1, . . . , zd) ∈ Cd. (4.1)
Suppose that the matrix A(F ) has finite rank r. Then card suppF ≤ r
and F =
∑
Lqδ(z − zq), where Lq are differential operators and zq,
1 ≤ q ≤ r, are some points in Cd.
We notice first, following [19], that if the function g is analytical
and bounded in some polydisk neighborhood of suppF and Fg is the
distribution |g|2F then rankA(Fg) ≤ rankA(F ). To show this, we
denote by Mg the bounded operator acting in B2 by multiplication by
g. The adjoint operator M∗g is, of course, bounded as well. Consider
the quadratic form of the operator TFg : for u ∈ B2,
(TFgu, u) = 〈F, gug¯u¯〉 = (TF (gu), gu) = (TFMgu,Mgu) = (M∗g TFMgu, u).
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So we see that the operator u 7→ TFgu coincides with M∗g TFMg. The
multiplication by bounded operators does not increase the rank of an
operator, and the property follows.
Thus, it is sufficient to prove the statement that is, actually, only
formally weaker than Theorem 4.1.
Theorem 4.2. Suppose that for any function g(z), analytic and bounded
in a polydisk neighborhood of the support of the distribution F , the con-
ditions of Theorem 4.1 are fulfilled with the distribution F replaced by
|g(z)|2F ≡ Fg. Then card suppF ≤ r and F =
∑
1≤q≤r Lqδ(z − zq),
where Lq are differential operators.
Proof. We use the induction on d. For d = 1 the statement of Theorem
4.2 coincides with the one of Theorem 3.3 that was proved in Sect.
3. We suppose that we have established our statement in the complex
dimension d − 1 and consider the d-dimensional case. We denote the
variables as z = (z1, z
′), z′ ∈ Cd−1.
For a fixed function g(z) we denote by G(g) = π∗Fg the distribution
in E ′(Cd−1) induced from Fg by the projection π : z 7→ z′: for u ∈
C∞(Cd−1),
〈G(g), u〉 = 〈Fg, 1C1 ⊗ u〉. (4.2)
Although the function g is defined only in a polydisk, the distribution
(4.2) is well defined since this polydisk contains suppF .
Consider the submatrixA′(Fg) in the matrixA(Fg) consisting only of
those aαβ = 〈|g|2F, zαzβ〉 for which α1 = β1 = 0. It follows from (4.2),
that the matrix A′(Fg) coincides with the matrix A(G(g)) constructed
for the distribution G(g) in dimension d−1. Thus, the matrix A(G(g)),
being a submatrix of a finite rank matrix, has a finite rank itself, more-
over, rankA(G(g)) ≤ r. By the inductive assumption, this implies that
the distribution G(g) has finite support consisting of r(g) ≤ r points
ζ1(g), . . . , ζr(g); ζq(g) ∈ Cd−1 (the notation reflects the fact that both
the points and their quantity may depend on the function g). Among
all functions g, we can find the one, g = g0, for which r(g) attains its
maximal value r0 ≤ r. Without losing in generality, we can assume
that g0 = 1.
Fix an ǫ > 0, sufficiently small, so that 2ǫ-neighborhoods of ζq(1) are
disjoint, and consider the functions ϕq(z
′) ∈ C∞(Cd−1), q = 1, . . . , r0
such that suppϕq lies in the ǫ-neighborhood of the point ζq(1) and
ϕq(z
′) = 1 in the ǫ
2
-neighborhood of ζq(1). We fix an analytic function
g(z) and consider for any q the distribution Φq(t, g) ∈ E ′(Cd), Φq(t, g) =
|1 + tg(z)|2ϕq(z′)F = ϕq(z′)F1+tg. For t = 0, Φq(t, g) = ϕq(z′)F , the
point ζq(1) belongs to the support of π∗Φq(0, g), and therefore for some
function u ∈ C∞(Cd−1), 〈π∗Φq(0, g), u〉 6= 0. By continuity, for |t|
small enough, we still have 〈π∗Φq(t, g), u〉 6= 0, which means that the
ǫ-neighborhood of the point ζq(1) contains at least one point in the
support of the distribution G(1+tg). Altogether, we have not less than
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r0 points of the support of G(1 + tg) in the union of ǫ-neighborhoods
of the points ζj(1). However, recall, the support of G(1+ tg) can never
contain more than r0 points, so we deduce that for t small enough, there
are no points of the support of G(1 + tg) outside the ǫ-neighborhoods
of the points ζq(1), for |t| small enough (depending on g.) Thus the
support of the distribution G(1+tg) is contained in the ǫ-neighborhood
of the set of points ζj(1) for any g.
Now we introduce a function ψ ∈ C∞(Cd−1) that equals 1 outside
2ǫ-neighborhoods of the points ζq(1) and vanishes in ǫ-neighborhoods
of these points. By the above resoning, the distribution ψG(1 + tg)
equals zero for any g, for t small enough. In particular, applying this
distribution to the function u = 1, we obtain
〈ψG(1+ tg), 1〉 = 〈ψF, |1+ tg|2〉 = 〈ψF, 1+2tRe g+ t2|g|2〉 = 0. (4.3)
By the arbitrariness of t in a small interval, (4.3) implies that 〈ψF, |g|2〉 =
0 for any g. By standard polarization, this implies that for any func-
tions g1, g2 analytical in a polydisk neighborhood of suppF .
〈ψF, g1g2〉 = 0. (4.4)
Any polynomial p(z, z¯) can be represented as a linear combination
of functions of the form g1g2, so, (4.4) gives
〈ψF, p(z, z¯)〉 = 0. (4.5)
Now we take any function f ∈ C∞(Cd) supported in the neighborhood
U of suppF such that f = 0 on the support of ψ. We can approximate
f by polynomials of the form p(z, z¯) uniformly on U in the sense of C l,
where l is the order of the distribution F . Passing to the limit in (4.5),
we obtain 〈ψF, f〉 = 〈F, f〉 = 0.
The latter relation shows that suppF ⊂ ⋃q{z : |z′ − ζq(1)| < 2ǫ}.
Since ǫ > 0 is arbitrary, this implies that suppF lies in the union of
affine subspaces z′ = ζj , j = 1, . . . , r0 of complex dimension 1.
Now we repeat the same reasoning having chosen instead of z =
(z1, z
′) another decomposition of the complex variable z: z = (z′′, zd).
We obtain that for some points ξk ∈ Cd−1, no more than r of them, the
support of F lies in the union of subspaces z′′ = ξk. Taken together, this
means that, actually, suppF lies in the intersection of these two systems
of subspaces, which consists of no more than r2 points zs. The number
of points is finally reduced to r0 ≤ r in the same way as in Theorem3.3,
by choosing a special system of interpolation functions. 
The theorem just proved can be extended to the case of a sparse
range, following the pattern of Theorem 3.7.
Definition 4.3. Let J ⊂ Zd+ be a set of multiindices and γ ∈ Zd+ be a
fixed multiindex. We say that the set J is N - sparse in the direction
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γ if for any α ∈ Zd+,
lim sup
n→∞
n−1#{(α + ([0, n]γ)) ∩ J } < N−1. (4.6)
In other words, the fact that the set J is sparse in direction γ means
that along any half-line starting at some point of Zd+ and going in the
direction γ, the density of the points of J on this line is less than N−1.
For a multiindex γ = (k1, . . . , kd) we denote by n(γ) the set of indices
j such that kj = 0. We introduce the set J ′ = Zd+ \J and the reduced
matrix AJ (F ) consisting of aα,β : α, β ∈ J ′.
Theorem 4.4. Suppose that for a distribution F ∈ E ′(Cd) the reduced
matrix AJ (F ) has finite rank r, and for some ǫ > 0, the set J is
2r+ 2 + ǫ-sparse in some directions γl, l = 1, . . . , l such that
∪n(γl) = {1, . . . , d}. (4.7)
Then the distribution F has finite support consisting of no more than
r+1 points. In the particular case when F is a function, the condition
(4.7) can be dropped and if J is 2r+2+ ǫ-sparse just in one, arbitrary,
direction then F = 0.
Remark 4.5. For the case of measures, a version of Theorem 4.4 with
a more restrictive notion of sparseness, has been proved in [12].
Remark 4.6. The condition (4.7) is sharp in the sense that if it is
violated, the support of F can be infinite. Consider the set J consisting
of multiindices having zero in the first position. This set J is N -sparse
for any N in any direction γl, with a non-zero in the first position. For
such directions γl, we have 1 6∈ ∪n(γl). Let the distribution F ∈ E ′(Cd)
be a measure supported in the subspace {z1 = 0}. Then for any α, β 6∈
J , the functions zα, zβ vanish on {z1 = 0} and thus 〈F, zαzβ〉 = 0, so
the statement on the finiteness of support becomes wrong. Of course,
due to the second part of Theorem 4.4, such examples are impossible
in the case when the distribution is, in fact, a function.
Proof. The proof follows the structure of the proof of Theorem 3.7 in
[11], with two main ingredients replaced by their multi-dimensional
analogies and with the extension to distributions and a more general
notion of sparse sets.
First, similar to Lemma 3.2, the following two properties are equiv-
alent:
(1) the matrix A(F ) has finite rank not greater than r;
(2) for any collections of 2N = 2r + 2 multiindices α0, . . . , αr,
β0, . . . , βr
φ⊗N
(∏
i∈(0,r) z
αi
i det zi
βl
)
= 0. (4.8)
The proof of this fact is quite similar to the proof of Lemma 3.2; one
can also see details in [5], P. 215.
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Now we fix the multiindices α0, . . . , αr, β0, . . . , βr and, supposing
that the set J is 2r+2+ ǫ - sparse in the direction γ, consider the set
of multiindices
Z = Zd+ \
(
(∪rj=0(J − αj))
⋃
(∪rj=0(J − βj))
)
. (4.9)
The set Zd+ \Z thus consists of 2N shifts of the set J , therefore
lim inf
n→∞
{
n−1#{Z ∩ γ[0, n]}} > ǫ > 0.
In other words, the set of integers n such that αj + nγ, βj + nγ 6∈ J
for all j has positive density in Z+. In particular, this means that∑
n:γn∈Z
(n+ 1)−1 =∞. (4.10)
Now we consider the function of the complex variable w:
Φ(w) = 〈F⊗N ,
∏
z
αj+γw
j det
(
z
βk+γw
j
)〉
= 〈F⊗N ,
∏
z
αj
j det
(
z
βk
j
)|∏ zγj |2Nw〉.
The function onto which the distribution F⊗N acts, is not smooth
for non-integer w, but we will take care of this in the following way.
The distribution F , having compact support, must have finite order,
κ ≥ 0. Thus F can be extended as a functional on κ times differentiable
functions. The function |∏ zγj |2Nw belongs to Cκ for 2N Re w ≥ κ, so,
in the half-plane K = {Re w > κ
2N
} the function Φ(w) is well defined,
analytical, and it is continuous in K. Therefore, if the support of F
lies in the ball |z| < R, the function Ψ(w) = R−NwΦ(w) is a bounded
analytical function in K. Since, by our construction, all αj+γn, βn+γn
belong to Z+ \ J for all n ∈ Z , we have
Φ(n) = Ψ(n) = 0, n ∈ Z . (4.11)
Now let H(ζ) = Ψ
(
1+(ζ+κ)
1−(ζ+κ)
)
. Then H is a bounded analytical function
on the unit disk. For any n ∈ Z , the equation (4.11) implies that
H(n−1−κ
n+1+κ
) = 0. Now∑
n∈Z
(
1− n− 1− κ
n+ 1 + κ
)
=
∑
n∈Z
2κ+ 2
n + 1 + κ
=∞
by (4.10). The Corollary to Theorem 15.23 in [20] shows that in this
case H should be indentically zero on the unit disk, and therefore
Φ(w) = 0,Re w > k. By continuity, Φ(κ) = 0, and this means, in
particular that
(|zγ|2κF )⊗N( r∏
j=0
z
αj
j det(zj)
βk
)
= 0.
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In the reasoning above, the multiindices αj, βj are arbitrary, this means
that (4.8) holds for the distribution |zγ|2κF , and therefore, by Theorem
4.1, this distribution must have a support consisting of a finite number
of points. Therefore the support of F itself is contained in the union
of the above points and the subset where zγ = 0. The latter subset
is the union of the subspaces zm = 0 for those m that do not belong
to n(γ). In particular, if F is a function, this implies that F = 0. In
the general case, we repeat the reasoning in the proof for any direction
γl. Since, by the conditions of the theorem, ∪n(γl) = {1, . . . , d}, the
intersection of zero sets of zγl consists only of the point 0, and this
proves our statement. 
5. Applications
In this section we give some applications of the results on the finite
rank Toeplitz operators in analytical Bergman spaces.
5.1. Approximation. For a subset Q ⊂ C(Ω), we denote by Z(Q)
the set of common zeros of functions in Q. Conversely, for a subset E
of Ω, we denote by J(E) the ideal in C(Ω) consisting of all functions
vanishing on E. Given a subspace W in the Bergman space B(Ω) of
analytical functions, we denote by Ŵ the closure in C(Ω) of the span
of functions of the form h(z) = f g¯, f ∈ B(Ω), g ∈ W in the topology
of uniform convergence on compacts in Ω.
Theorem 5.1. ([5]). Let W be a subspace in B(Ω) with finite codimen-
sion. Then Z(W ) is a finite set and Ŵ = J(Z(W )). In particular, if
Z(W ) = ∅ then Ŵ = C(Ω).
Proof. Endowed with the topology of uniform convergence on com-
pact sets, the space C(Ω) is locally convex and its continuous linear
functionals are identified with complex Borel measures supported on
compact sets in Ω. Let Y be the space of measures orthogonal to Ŵ .
If Y 6= ∅ there should exist a complex Borel measure µ 6= 0 supported
on a compact set in Ω such that
0 =
∫
Ω
f g¯dµ =
∫
Ω
(Tµf)g¯dλ (5.1)
for all f ∈ B, g ∈ W . This shows that TµB is contained in W⊥, which
is finite dimensional. By Theorem 3.3, µ must be supported on some
finite set in Ω, say Eµ. It follows that TµB is spanned by finitely many
kernel functions P (·, w), w ∈ Eµ. By (5.1), we have that these functions
P (·, w) lie in W⊥. Since these functions are also linearly independent,
the union E of the sets Eµ, µ ∈ Y , must be finite. By the reproducing
property, E ⊂ Z(W ). Moreover, we have E = Z(W ), because point
masses at the points of Z(W ) belong to Y . Now, since each µ ∈ Y
is supported in E, the ideal J(E) = J(Z(W )) is annihilated by all
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µ ∈ Y . Thus J(Z(W )) ⊂ Ŵ , and the converse inclusion is obvious.
The case Y = ∅ is easily treated by the fact that Y = ∅ if and only if
Z(W ) = ∅, which one may see from the proof above. 
Theorem 5.1 can be understood as saying that the linear combi-
nations of the functions of the form f g¯, f ∈ W , g ∈ B, can approxi-
mate any continuous function uniformly on any compact not containing
points from some finite set. By means of the more general Theorem
4.4, we can extend this approximation result in several directions.
Theorem 5.2. Let Ω ⊂ Cd let J ⊂ Zd+ be some set of multi-indices,
J ′ = Zd+ \J , satisfying the conditions of Theorem 4.4 with r < 2N+1,
for some N . Denote by P = P(J ) the space of polynomials of the form
p(z) =
∑
cαz
α, α ∈ J ′, Let U, V be linear subspaces in P(J ) with
codimension not greater than N . Then there are no more than 2N + 1
points wκ ∈ Ω such that for any n, the space R of linear combinations
of functions of the form p(z)q(z), p(z) ∈ U,q(z) ∈ V , is dense in
Cn(Ω) in the sense of uniform convergence of all derivatives of order
not higher than n, on any compact K ⊂ Ω not containing the points
wκ.
Compared with Theorem 5.1, this theorem takes care of a more
strong type of convergence, while the approximating set is consider-
ably smaller.
Proof. Suppose that on some compact K the functions p(z)q(z) are
not dense in the sense of uniform convergence on K with derivatives
of order up to n. This means that there exists a distribution F with
support in K such that 〈F,p(z)q(z)〉 = 0 for all p(z) ∈ U,q(z) ∈ V .
Since V has finite codimension in P(J ), there exist no more than N
polynomials φ0, . . . , φN0, N0 < N , so that P(J ) = V+Span (φ0, . . . , φN0).
Similarly, there exist no more than N polynomials ψ0, . . . , ψN1 , N1 <
N , so that Ψ(J ) = U + Span (ψ0, . . . , ψN1).
We choose some basis pi(z) in U and some basis qj(z) in V . Consider
the infinite matrix C0 consisting of elements bij = 〈F,pi(z)qj(z)〉, which
are, of course, all zeros. Now, we append the matrix C0 by N0 columns
bi,−s = 〈F,pi(z)φs(z)〉, s = 0, . . . , N0 and then by N1 horizontal rows
b−t,j = 〈F, ψt(z)qj(z)〉, b−t,−s = 〈F, ψt(z)φs(z)〉, t = 0, . . . , N1, thus
obtaining the matrix C. Each of these two operations increases the
rank of the matrix no more than by N , so rank(C) ≤ 2N. Now, since
any monomial zk, k ∈ J ′ is a finite linear combination of polynomials
pi, ψt and any monomial z
l, l ∈ J ′ is a finite linear combination of
polynomials q, φs, the matrix AJ (F ) consisting of ak,l = 〈F, zkzl〉,
k, l ∈ J ′, has rank not greater than rank(C), i.e., rank(AJ (F )) ≤ 2N.
Now Theorem 4.2 implies that the distribution F has support con-
sisting of no more than 2N + 1 points; we denote this set Z(F ). For
some other distribution G, also vanishing on all functions of the form
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p(z)q(z), p(z) ∈ U,q(z) ∈ V , the support Z(G), by the same reason-
ing also consists of no more than 2N+1 points. By considering a linear
combination of F and G, we see that still #{Z(F )∪Z(G)} ≤ 2N +1.
So, the support of any distributions vanishing on p(z)q(z), p(z) ∈
U,q(z) ∈ V, is a part of some set E ⊂ K, that has no more than
2N + 1 points. Therefore, any function in Cn can be approximated
by the functions of the form p(z)q(z), p(z) ∈ U,q(z) ∈ V, in Cn uni-
formly on any compact K ′ ⊂ K, not containing these points. Finally,
the compact K in our construction can be chosen arbitrarily large,
while the set E can never have more than 2N + 1 points and thus can
be taken independently of K. 
We give an example of the application of Theorem 5.2. For the sake
of simplicity, we take J = ∅. For multiindices α, k ∈ Zd+ we write
α ≺ k if each component of α is not greater than the corresponding
component of k, while at least one component is strictly less.
Example 5.3. Suppose that for any multi-index k ∈ Zd+, |k| > m, two
polynomials pk(z) and qk(z), z ∈ Cd are given, of the form pk(z) =
zk +
∑
α≺k cα,kz
α, resp., qk(z) = z
k +
∑
β≺k pβ,kz
β. These sets of poly-
nomials have codimension not greater than N =
(
d+m
d
)
in the space
of all polynomials. Thus, Theorem 5.2 guarantees that there are no
more than 2N + 2 points wκ such that any C
n− function can be ap-
proximated by linear combinations of pk(z)ql(z) on any compact not
containing these points.
5.2. Products of Toeplitz operators. It has been known since long
ago that the product of two Toeplitz operators in the Hardy space on
a circle can be zero only in the case one of them is zero, see [3]. This
result has been gradually extended to an arbitrary finite product of
operators on a circle (see [1]) and to the multi-dimensional case, i.e.
operators in the Hardy space on the torus, where the product of up to
six Toeplitz operators is taken care of, see [8].
Much less understandable is the situation with Toeplitz operators in
the Bergman space; even for the case of a disk it is still not known if
it is true that for f, g ∈ L∞, the relation TfTg = 0, or, more generally
rank(TfTg) < ∞, implies vanishing of g or f . Affirmative answers to
this problem, as well as to its multidimensional versions, have been
obtained only in rather special cases, say, under the assumption that
the functions f, g are harmonic or m− harmonic (see [9], [6] where
extensive references can also be found.)
We present here some very recent results on the finite rank product
problem, essentially obtained by T. Le [11].
Theorem 5.4. Let D be the unit disk in C1. Suppose that the function
f(z) ∈ L2(D), |z| ≤ 1 has in the expansion in polar coordinates the
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form
f(reiθ) =
M∑
n=−∞
fn(r)e
inθ, (5.2)
and fˆM(l) =
∫ 1
0
fM(r)r
ldr 6= 0 for all l large enough, l > l0. If for
some distribution G ∈ E ′(D), the product TGTf has finite rank, the
distribution G must have finite support. In particular, if G is a function
then G = 0.
Proof. The proof follows mostly the one in [11], with modifications
allowed by more advanced finite rank theorems. First, recall that the
Bergman space B2 on the disk has a natural orthonormal basis
es(z) =
√
s+ 1zs, s = 0, 1, . . . . (5.3)
The matrix representation of the operator Tf in this basis has the form
(Tfek, el) = Ck,l
1∫
0
fl−k(r)r
k+l+1, k, l ≥ 0,
Ckl = 2
√
(k + 1)(l + 1). By our assumption about f , we have (Tfek, el) =
0 whenever l − k < M . Thus for k ∈ Z+, we can write
Tfek =
k+M∑
l=0
(Tfek, el)el = Ck,k+M fˆM(2k +M + 1)ek+M+
k+M+1∑
l=0
Ck,lfˆl−k(k + l + 1)el.
This shows that when k+M ≥ 1 and 2k+M+1 > l0, the function ek+M
can be expressed as a linear combination of Tfek and el, l < M + k.
Now suppose that TGTf has finite rank r and let φ1, . . . , φr be some
basis in the range of TGTf . Then for any nonnegative integer k such
that k + M ≥ 1 and 2k + M + 1 > l0, the function TGek+M is a
linear combination of φ1, . . . , φr and TGel, l ≤ k +M . We substitute
consecutively this expression for TGek+M into the similar expression
for TGek′+M , for k′ > k. Thus all functions TGek′+M , k′ + M > 1,
2k′ +M +1 > l0, will be expressed as linear combinations of functions
TGek+M with 2k+M +1 ≤ l0 and the finite set of functions φ1, . . . , φr.
This means that the matrix with entries (TGek, el) has finite rank.
Now we can apply Theorem 4.4 that grants the required properties for
G. 
Since for any monomial zkz¯l, r̂k+l(m) is never zero, the conditions of
Theorem 5.4 are fulfilled for any f having the form f(z) = p(z, z¯)+h(z)
where p is a nonzero polynomial of z, z¯ and h is a bounded analytical
function.
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Another type of results on finite rank products of Toeplitz operators
in the analytical Bergman space in the unit disk or polydisk, established
in [11], [12], covers the case when all Toeplitz weights, except one,
are functions of a special form. We present here the formulation of
the general theorem proved in [12], generalized to cover the case of of
distributional weights.
Theorem 5.5. Let f1, . . . , fm1+m2 be bounded functions in the polydisk
Dd ⊂ Cd such that each of them is radial, fj(z1, . . . , zd) = fj(|z1|, . . . , |zd|)
and none is identically zero. For a collection of multiindices αj, βj ∈
Zd+, j = 1, . . . , m1 +m2 we set gj(z) = fj(z)z
αj z¯βj . Suppose that F is
a distribution with compact support in Dd and the operator
A = Tg1 . . .Tgm1TFTgm1+1 . . .Tgm1+m2 (5.4)
has finite rank. Then F has finite support. In particular, if F is a
function, F is zero.
The proof is based upon the consideration of the kernel of the product
of the operators S1 = Tg1 . . .Tgm1 and the range of S2 = Tgm1+1 . . .Tgm1+m2 .
The action of these operators is explicitly described in the natural basis
in the Bergman space (and it is here the geometry of the polydisk is
crucial.) The set of multiindices numbering the basis functions in the
kernel of S1 and in the cokernel of S2 turns out to be sparse. Therefore,
the finiteness of the rank of S1TFS2 leads to the finiteness of the rank
of the properly restricted operator TF . The reasoning concludes by the
application of Theorem 4.4.
To demonstrate the idea, not going into complicated details, we
present the proof, borrowed from [11], [12], for the most simple case,
when d = 1, m1 = 1, m2 = 0, so the operator A in (5.4) has the form
A = TgTF
Proof. As in the proof of Theorem 5.4, we consider the standard or-
thogonal basis es in the Bergman space, given by (5.3). In this base,
the action of the operator Tg for g(z) = f(|z|)zαz¯β is easily calculated,
Tges =
{
0, s < α− β
Cfˆ(2s+ 2α+ 1)es+α−β, s ≥ α− β , (5.5)
with some positive constants C, depending on all indices and exponents
in (5.5).
Denote J = {s : s < α + β}⋃{s : fˆ(2s + 2α + 1) = 0}. Since the
function f is nonzero, the set J is sparse by Mu¨ntz-Sa´szs theorem. For
s 6∈ J , we see from (5.5) that Tges 6= 0 and es+α−β is a multiple of Tges.
Suppose that ϕ ∈ B is a function such that Tgϕ = 0. Then
0 = Tgϕ = Tg
(∑
s
(ϕ, es)es
)
=
∑
s
(ϕ, es)Tges.
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By (5.5), this implies that (ϕ, es) = 0 for all s 6∈ J . Therefore, KerTg
is contained in the closed span of {es, s ∈ J }. It follows that the rank
of the matrix (TFes, et), s, t 6∈ J is not greater than the rank of TgTF ,
thus it is finite. Finally, Theorem 4.4 applies. 
5.3. Sums of products of Toeplitz operators. Another interesting
problem in the theory of Bergman spaces consists in determining the
condition for some algebraic expression involving Toeplitz operators to
be a Toeplitz operator again. The results existing by now concern only
Toeplitz operators with weights of some special form.
In [7] this problem has been considered in the following setting. Sup-
pose that uj, vj, j = 1, . . . , n, and w are m–harmonic functions in the
polydisk Dm ⊂ Cm.
Theorem 5.6. ([7]) The necessary and sufficient condition for the the
operator S = Tw +
∑TujTvj to have finite rank, S =∑rl=1(·, gl)fl with
some analytical functions fl, gl is∑
ujvj + w =
m∏
k=1
(1− |zk|2)2
∑
flgl
and
w +
∑
PujPvj ismharmonic.
The proof of this result, as well as other ones in [7], is based upon
the finite rank theorems.
5.4. Landau Hamiltonian and Landau-Toeplitz operators. This
topic was the source of the initial interest of the author in Bergman-
Toeplitz operators. About the Landau Hamiltonian one can find a
detailed information in [16], [17], [4], and references therein. It is a sec-
ond order differential operatorH in L2(C
1) = L2(R
2) that describes the
dynamics of a quantum particle confined to a plane, under the action of
the uniform magnetic field B acting orthogonal to the plane. The oper-
ator has spectrum consisting of eigenvalues Λq = (2q+1)B, q = 0, 1 . . . ,
called Landau levels, with corresponding spectral subspaces Xq having
infinite dimension. The subspace X0 is closely related with the Fock
space: X0 consists of the functions u(z) ∈ L2, z ∈ C1, having the form
u(z) = exp(−B|z2|
4
)f(z), where f(z) is an entire analytical function.
The other spectral subspaces Xq are obtained from X0 by the action
of the so called creation operator Q = (2i)−1(∂ + B
2
(x2 − ix1)):
Xq = Q
q
X0. (5.6)
Under the perturbation by the operator of multiplication by a real
valued function V (x), tending to zero at infinity, the spectrum, gener-
ally, splits into clusters around Landau levels, and a lot of interesting
results were obtained, describing in detail the properties of these clus-
ters. In particular, for the case of the perturbation V having compact
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support, the infiniteness of the clusters has been proved only under the
condition that V has constant sign (or it’s minor generalizations). It
remained unclear whether it is possible that some perturbation would
not split some (or all) clusters.
The methods of the papers cited above relate this question with the
following one: is it possible that for some function V with compact
support, the Landau-Toeplitz operator Tq(V ) in Xq has finite rank.
Here Tq(V ) is the operator Tq(V )u = PqV u in Xq, where Pq is the
orthogonal projection onto Xq. More exactly, the eigenvalues of Tq(V )
give the main contribution to the spectrum of H+V near Λq. If Tq(V )
has finite rank, this does not immediately mean that the Landau level
Λq does not split, but only that it may split by the interaction with
Lq′ , q
′ 6= q. In such case we will say that there is no principal splitting.
The case q = 0 can be treated directly by means of Luecking’s the-
orem. The subspace X0 consists of analytical function multiplied by
a Gaussian weight. Therefore, the infinite matrix A(V ) constructed
by means of the functions fj = exp(−B|z
2|
4
)zj is the same as the ma-
trix A(F ) for the function F = exp(−B|z2|
2
)V , constructed by means
of monomials gj = z
j ; these two matrices have a finite rank simul-
taneously. Thus, by Theorem 3.1, the function F , and consequently
the function V , should be zero. In the initial terms, this means that
the lowest Landau level Λ0 necessarily principally splits into an infinite
cluster, as soon as the perturbation V is nonzero.
A more advanced technic is needed for higher Landau levels. The
subspaces Xq in which the Toeplitz operators Tq(V ) act, do not fit
into the framework of Luecking’s theorem. We can, however, use the
relation (5.6) between different Landau subspaces.
The following fact has been established in [4], Corollary 9.3.
Proposition 5.7. Let V be a bounded function with compact support.
Then for any q the Toeplitz operator Tq(V ) is unitary equivalent to the
operator T0(W ), where W = Dq(∆)V , Dq being a polynomial of degree
q with positive coefficients.
To be exact, the statement was proved in [4] for smooth functions V ,
but the proof extends automatically to the case of bounded functions
V , and, of course, the expression Dq(∆)V should be understood in the
sense of distribution.
Now, suppose that for some q the operator Tq(V ) has finite rank. By
Proposition 5.7, the Toeplitz operator T0(W ) has finite rank as well,
and we can apply Theorem 3.3. So, the distributionW = Dq(∆)V must
be a combination of a finite number of the δ-distributions and their
derivatives. Therefore, the Fourier transform ofW is a polynomial, the
Fourier transform of V must be a rational function, and such V cannot
be a function with compact support, by the analytic hypoellipticity.
We arrived at the following result.
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Theorem 5.8. Suppose that under the perturbation of the Landau
Hamiltonian by a bounded function V with compact support there is
no principal splitting for one of Landau levels. Then the perturbation
is zero, and therefore there is no principal splitting on other Landau
levels either.
6. Other Bergman Spaces
The analytical Bergman spaces, considered above, have a vast advan-
tage, the multiplicative structure that is used all the time. For other
types of Bergman spaces, without the multiplicative structure, the re-
sults are therefore less extensive. An exception is constituted by the
harmonic Bergman spaces in an even-dimensional space, due to their
close relation to analytical functions.
6.1. Harmonic Bergman spaces. The aim of this section is to es-
tablish finite rank results for Toeplitz operators in Bergman spaces of
harmonic functions. The results presented here generalize the ones in
[2].
We start with the even-dimensional case, d = 2m. Here the problem
with harmonic spaces reduces easily to the analytical Bergman spaces.
For a distribution F ∈ E ′(Rd) we consider a matrix H(F ) consisting
of elements 〈F, fjfk〉, where fj is some complete system of homoge-
neous harmonic polynomials in Rd = Cm. It is convenient (but not
obligatory) to suppose that real and imaginary parts of analytic mono-
mials, Re (zα), Im (zα), α ∈ Zd+, are among the polynomials fj . For
some subset J ⊂ Zd+, we denote by HJ (F ) the matrix with entries
〈F, fjfk〉, with Re (zα), Im (zα), α ∈ J removed.
Theorem 6.1. Let d = 2m be an even integer. Suppose that for some
N , the set J satisfies the conditions of Theorem 4.4, and for a dis-
tribution F ∈ E ′(Rn) the matrix HJ (F ) has rank r ≤ N . Then the
distribution F is a sum of m ≤ r + 1 terms, each supported at one
point: F =
∑
Lqδ(x − xq), xq ∈ Rd, Lq are differential operators in
Rd.
Proof. We identify the space Rd with the complex space Cm. Since the
functions zα, z¯β are harmonic, the matrix AJ (F ) (defined in Section
4) can be considered as a submatrix of HJ (F ), and therefore it has
rank not greater than r. It remains to apply Theorem 4.4 to establish
that the distribution F has the required form, with no more than r+1
points xq. 
The same reasoning establishes similar properties for the Bergman
spaces of pluriharmonic and m-harmonic functions.
The odd-dimensional case requires considerably more work, and the
results are less complete. We will use again a kind of dimension re-
duction, as in Theorem 3.3, however, unlike the analytic case, we will
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need projections of the distribution to one-dimensional subspaces. We
have to restrict our considerations to distributions being regular com-
plex Borel measures (so we will use the notation µ instead of F ) and
from now on we will not consider the generalizations related with the
removal of sparse subsets J .
Let S denote the unit sphere in Rd, S = {ζ ∈ Rd : |ζ | = 1} and
let σ be the Lebesgue measure on S. For ζ ∈ S, we denote by Lζ the
one-dimensional subspace in Rd passing through ζ , Lζ = ζR1. For a
measure with compact support µ on (Rd) we define the measure µζ on
(R1) by setting 〈µζ , φ〉 = 〈µ, φz〉, where φz ∈ C∞(Rd) is φz(x) = φ(x·z).
The measure µζ can be understood as result of projecting of µ to Lζ
with further transplantation of the projection, π
Lζ
∗ µ, from the line Lζ
to the standard line R1. The Fourier transform Fµζ of µζ is closely
related with Fµ:
F(µζ)(t) = (Fµ)(tζ). (6.1)
The following fact in the harmonic analysis of measures was estab-
lished in [2].
Proposition 6.2. For a finite complex Borel measure µ with compact
support in Rd the following three statements are equivalent:
a) µ is discrete;
b) µζ is discrete for all ζ ∈ S;
c) µζ is discrete for σ-almost all ζ ∈ S.
The proof of Proposition 6.2 can be found in [2], see Corollary 5.3
there.
Now we return to our finite rank problem.
Theorem 6.3. Let d ≥ 3 be an odd integer, d = 2m + 1. Let µ be a
finite complex Borel measure in Rd with compact support. Suppose that
the matrix H(µ) has finite rank r. Then suppµ consists of no more
than r points.
Proof. Fix some ζ ∈ S and choose some d−1 = 2m-dimensional linear
subspace L ⊂ Rd containing Lζ. We choose the co-ordinate system
x = (x1, . . . , xd) in R
d so that the subspace L coincides with {x :
xd = 0}. The even-dimensional real space L can be considered as the
m-dimensional complex space Cm with co-ordinates z = (z1, . . . , zm),
zj = x2j−1 + ix2j , j = 1, . . . ,m. The functions (z, xd) 7→ zα, (z, xd) 7→
z¯β, α, β ∈ (Z+)d, are harmonic polynomials in Cd × R1. Moreover, by
definition, 〈µ, zαz¯β〉 = 〈πCn∗ µ, zαz¯β〉. Hence, the matrix A(πCn∗ µ) is a
submatrix of the matrix H(µ), and the former has not greater rank
than the latter, rank(A(πCn∗ µ)) ≤ r. So we can apply Theorem 6.1
and obtain that the measure πC
m
∗ µ is discrete and its support contains
not more than r points. Now we project the measure πC
n
∗ µ to the real
one-dimensional linear subspace Lζ in L. We obtain the same measure
as if we had projected µ to Lζ from the very beginning, and not in two
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steps i.e., π
Lζ
∗ µ. As a projection of a discrete measure, π
Lζ
∗ µ is discrete
and has no more than r points in the support. By our definition of the
measure µζ as π
Lζ
∗ µ transplanted to R1, this means that µζ is discrete.
Due to the arbitrariness of the choice of ζ ∈ S, we obtain that all
measures µζ are discrete. Now we can apply Proposition 6.2 which
implies that the measure µ is discrete itself. Finally, in order to show
that the number of points in supp µ does not exceed r, we chose ζ ∈ S
such that no two points in supp µ project to the same point in Lζ . Then
the point masses of µ cannot cancel each other under the projection,
and thus card supp µ = card suppµζ ≤ r.
The number of points in the support of µ is estimated in the same
way as in Theorem 3.3. 
The analysis of the reasoning in the proof shows that the only es-
sential obstacle for extending Theorem 6.3 to the case of distributions
is the limitation set by Proposition 6.2. If we were able to prove this
proposition for distributions, all other steps in the proof of Theorem
6.3 would go through without essential changes. However, it turns out
that not only the proof of Proposition 6.2 cannot be carried over to the
distributional case, but, moreover, the Corollary itself becomes wrong.
The example, that can be found in [2], does not disprove Theorem 6.3
for distributions, however it indicates that the proof, if exists, should
involve some other ideas.
6.2. Helmholtz Bergman spaces. We consider now the Helmholtz
equation
∆u+ k2u = 0, (6.2)
in Ω ⊂ Rd, where k > 0 (we set k2 = 1, without loosing in generality).
Let Ω be a bounded domain and F be a distribution with compact
support in Ω. We denote by H = H(Ω) the space of solutions of (6.2)
in Ω belonging to L2(Ω) (we consider the Lebesgue measure here).
We will call such solutions Helmholtz functions. For a distribution
F ∈ E ′(Ω) we, as usual, define the Toeplitz operator TF : H → H , by
means of the quadratic form (Tfu, v) = 〈F, uv¯〉, u, v ∈ H . For any two
systems of linearly independent functions Σ1 = {fj},Σ2 = {gk} ⊂ H ,
we consider the matrix A = A(F ; Σ1,Σ2) :
A(F ; Σ1,Σ2) = (〈F, fj(x)gk(x)〉), fj ∈ Σ1, gk ∈ Σ2. (6.3)
If the Toeplitz operator TF has finite rank r, the matrix (6.3) has rank
not greater than r for any Σ1,Σ2. Moreover,
rank TF = max
Σ1,Σ2
rank(A(F ; Σ1,Σ2)).
Theorem 6.4. Let d ≥ 3 and let F be a function with compact sup-
port. Suppose that the Toeplitz operator TF in the space of Helmholtz
functions has finite rank. Then F = 0.
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Proof. Consider the systems Σ1,Σ2 consisting of functions having the
form fj(x) = e
−ix1hj(x
′), gk(x) = e
ix1hk(x
′), where hj(x
′) is an arbi-
trary system of harmonic functions of the variable x′ in the subspace
L ⊂ Rd : x1 = 0. Then the expression in (6.3) takes the form
〈F, fj(x)gk(x)〉 =
∫ ∫
F (x1, x
′)e−2ix1dx1hj(x
′)hk(x′)dx
′. (6.4)
This matrix has finite rank, not greater than r. Now we are in the
conditions of Theorem 6.3 or Theorem 6.1, depending on whether
d is even or odd, in dimension d − 1 ≥ 2, applied to the function
F˜ (x′) =
∫
F (x1, x
′)e−2ix1dx1, i.e., the partial Fourier transform of
F in x1 variable, calculated in the point ξ1 = 2. Since the matrix
A(F ; Σ1,Σ2) has finite rank for arbitrary system of harmonic functions
hj(x
′), by the above finite rank theorems about harmonic Bergman
spaces, the function F˜ (x′) must be zero. We make the Fourier trans-
form of F˜ in the remaining variables and obtain that the Fourier trans-
form Fˆ (ξ) of F (x) equals zero for all ξ having the first component equal
to 2.
Next we fix some ω ∈ Rd, |ω| = 1 and consider the system Σ1 =
Σ2 consisting of the functions having the form fj(x) = e
−iωxhj(x
′),
gk(x) = e
iωxhk(x
′) where x′ is the variable in the subspace L(ω) ⊂
Rd, orthogonal to ω, and hj are arbitrary harmonic functions. We
repeat the reasoning above to obtain that Fˆ (ξ) = 0 for all ξ having
the component in the direction of ω equal to 2. Now note that for
any ξ ∈ Rd, |ξ| ≥ 2, it is possible to find such ω, |ω| = 1 that ξ has
ω-component equal to 2. Therefore we obtain that Fˆ (ξ) = 0 for all
|ξ| ≥ 2. So, we obtained that Fˆ has compact support. But, recall, F
also has compact support. Therefore F must be zero. 
6.3. An application: the Born approximation. In the quantum
scattering theory one of the main objects to consider is the scattering
matrix; details can be found in many books on the scattering theory,
e.g., [21], [18]. We consider the Born approximation, which (up to a
constant factor) is the integral operator K with kernel
K(ω, ς) =
∫
Rd
F (x)eix(ω−ς)dx, (6.5)
where |ω|2 = |ς|2 = E > 0, F (x) is the potential (decaying at infinity
sufficiently fast) and the operator acts on the sphere Sd−1 : |ω|2 = E.
Further on, we suppose that E = 1.
The expression (6.5) coincides with the quadratic form of the Toeplitz
operator TF in the space of solutions of the Helmholtz equation, consid-
ered on the systems of functions eiωx, eiςx. We consider the case when
the operator K has finite rank. This implies that the matrix (6.3) has
finite rank. So, applying Theorem 6.4, we obtain the following result.
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Theorem 6.5. Let d ≥ 3 and let F be a function with compact support.
Suppose that the Born approximation operator K has finite rank. Then
F = 0.
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