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ABSTRACT 
This paper describes an investigation into text- 
dependent speaker verification using orthogonal feature: 
parameters of speech. The study is based on the use of ai 
subset of the BT Millar speech database, consisting of 
repetitions of digit utterances 1 to 9 and zero spoken by 
20 male speakers. Sets of orthogonal parameters are: 
obtained through a linear transformation of linear 
prediction, parcor, and cepstrum coefficients. It is; 
demonstrated that amongst these, orthogonal cepstruml 
parameters possess the highest speaker discrimination 
ability. Based on the experimental results it is shown 
that for single-digit inputs, a minimum equal error rate: 
of about 4% in verification can be achieved. This error 
rate is found to reach 0.95% when a sequence of five: 
digits is used as the input. The experiments are: 
discussed in detail, and an analysis of the results is: 
presented. 
INTRODUCTION 
Speaker recognition can be defined as the extraction of 
the personal identity information from a presented1 
sample utterance using signal measurement techniques. 
Such recognition has many potential applications, 
including telephone banking, access U, confidential 
computer files, control of entry to restricted areas, andl 
criminal investigation. 
Two sub-classes of speaker recognition are speaker 
identification and speaker verification [ 1-31. 
Identificadon is the process of determining the correcl 
speaker from a given population. This is performed by 
comparing the test utterance with the reference models 
of the registered population. Speaker verification is tal 
determine whether a speaker is who he or she claims MI 
be. Such an identity claim may be made through 
inserting a smart card into the system or typing in a 
personal identity number. In this case the test utterance. 
is compared only with the reference model associated 
with the claimed identity. The system then makes a 
decision to accept or reject the claimant, or may defer 
the decision to a new trial. 
Each of the above two classes of speaker recognition 
can be either text-dependent or text-independent. In the 
latteir mode, speakers are not constrained to provide 
utterances of specific texts during recognition trials. In 
text-dependent mode, however, the user must provide 
utterances of the same linguistic content for both 
training and recognition triills. This leads to additional 
secuirity, as the recognition depends on a password as 
well ;as the talker's voice. 
An important problem in speaker recognition is that of 
extracting the most appropriate characteristic features 
of s1:ieech for use in the modelling process. Earlier 
experiments in speech synthesis [4] have shown that 
through an appropriate analysis of linear predictive 
codiiiig (LPC) coefficients, a set of orthogonal 
parameters can be obtained which may then be used to 
achieve a high quality synthesis of the original 
utterance. An interesting aspect of these parameters is 
that only a subset of them exhibit significant variation 
across the analysed utterance. The remaining 
parameters are relatively constant and for the purpose 
of speech synthesis can be represented by their 
measured mean values. It has been demonstrated that 
[4] when the same analys,is is applied to the same 
utterance spoken by another speaker, the resulting 
meaii values of the corresponding orthogonal 
parameters are different. Since an important aspect of 
the speech signal that remains constant across a given 
utterance is the speaker, it has been suggested that 
these: orthogonal parameters are highly indicative of the 
spealk:er's identity. This idea was later reinforced 
through a set of speaker recognition experiments 
conducted using a few selecited sentence-long utterances 
PI. 
The investigation presented in this paper examines the 
relatiive effectiveness, for text-dependent speaker 
verification, of different types of orthogonal feature 
parameters. It also provides an assessment of the 
dependence of verification i3ccuracy on the duration of 
the sjpoken material. Since for many applications it is 
advantageous to conduct speaker recognition using 
digit utterances, the study is based on this type of data 
taken from a widely recognised speech database. The 
following sections describe the orthogonalisation 
technique and detail the experimental work and results. 
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NALISATION TECHNIQUE 
In order to obtain orthogonal feature parameters, a 
cQnven~io~a1 eigenvector analysis [&I can be used to 
~ ~ n ~ l y  ~ansform the short-term feature vectors of the 
ance. Assuming that the given utterance is 
into 3 frames, and each frame is represented 
by a pth-order feature vector, this transformation can be 
expressed as:- 
The abve  measure of dissimilarity can be expanded to 
include also a comparison of the eigenvalues of the 
orthogonal parameters of the reference set with those of 
the test utterance orthogonal parameters. This 
expanded metric is given by:- 
where y i  are the measured variances of the orthogonal 
ere xu is the kh element in the j” frame of speech 
feature parameters, and bki is the kh element of the i* 
eigenvector of feature parameters. These eigenvectors 
rue obtained by:- 
parameters calculated across the test utterance and g;” 
are the standard deviations in the estimation of LT. 
where hi represent eigenvalues of the orthogonal 
p ~ a m ~ ~ ~ r s  across the given utterance, and r is the 
covariance matrix of speech feature parameters. 
For ~ x ~ - d ~ ~ n d e n t  speaker verification, each speaker is 
reg~s~ered by providing L repetitions of a selected 
utterance. The individual’s covariance matrix is 
c o m ~ ~ ~ ~  as the weighted average of the calculated 
covariance matrices of the given L versions of the 
utterance. ~ ~ u a t ~ o n $  (2) and (1) are then used to obtain 
the eigenvectors and orthogonal parameters. Finally, 
the enrolling speaker is characterised by the mean 
values of the orthogonal parameters and the set of 
eigenvectors. 
Since the orthogonal parameters are by definition 
unco~e~ated, then for the purpose of speaker 
v e r ~ f i c a ~ ~ o ~ ~  a weighted Euclidean distance metric can 
be used to measure she degree of dissimilarity between 
the given test utterance and the model of the speaker 
whose identity has b e n  claimed. Assuming that the 
claimed identity is that of the mth speaker, this metric 
can be expressed as: - 
(3) 
SPEECH DATABASE 
The speech data adopted for this investigation was a 
subset of the BT Millar speech database. This database, 
which has been collected over a period of 
approximately three months, consists of 25 repetitions 
of digits 1 to 9, zero, oh and nought spoken by a to& of 
63 native English speaking individuals. The first 10 
versions of each utterance are reserved for training, 
whilst the last 15 versions form the standard test set of 
the database. 
The subset of the Millar database used in this study had 
a bandwidth of 3.1 kHz (telephone bandwidth) and a 
sample rate of 8.0 kHz. It contained 25 repetitions of 
digit utterances 1 to 9 and zero spoken by 20 male 
speakers of about the same age. 
EXPERIMENTAL COMPARISON QF 
DIFFERENT TYPES OF ORTHOGONAL 
PARAMETERS 
For the purpose of speaker verification, orthogonal 
parameters can be derived using any class of short-term 
feature vectors of speech. However, sets of orthogonal 
parameters obtained in this way may not necessarily 
possess identical levels of speaker discrimination 
ability. This section details experiments conducted to 
examine the relative effectiveness for speaker 
verification of different types of orthogonal parameters. 
Three types of parametric representations of speech 
whe‘e ST are the mean values Of the were considered for this study. These were L K ,  parcor, 
Pameters fQr the m* SPeAer, and Vi are the mean and LPC-derived cepstrum [7-111]. The mining data 
values of the orthogonal parameters computed across adopted for the experiments consisted of 3 repetitions 
the test utterance using the eigenvectors for the mth of digit utterances 1 to 9 and zero spoken by 20 
speaker. The weighting factors w r  represent the speakers. The test data set contained 15 other versions 
uncertainty in the estimation of the mean values of the of the above “ tnces  spoken by the Same speakers. 
orthogonal parameters for the m~ speaker from the Each u~t~rance Was segmented using 200-samPle 
limited design set [5,6]. Hamming windows at 100-sample intervals. Two types 
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of pre-emphasis, i.e. global and optimum [12], were 
included in the pre-processing so that the relative 
effects of these could also be examined. The utterances, 
were then subjected to a 12*-order linear prediction, 
analysis using the autocorrelation method to generated! 
the above types of feature vectors. 
The operation in the training mode involved the use of 
the orthogonalisation method to produce a reference: 
model of the enrolling speaker for each digit utterance. 
The process was conducted 10 times to cover all 10 
digits in the set, and then repeated for all other 
speakers. This model generation was again repeated 3 
times, that is once for each type of feature vector, andl 
the whole process was then repeated twice further to 
include the above two types of pre-emphasis. In total, 
1200 speaker models were generated. 
In verification trials, each of the 6 reference models of 
each registered speaker for each digit utterance was 
(a) Global We-Emphasis, Mean & Var. Distance 
- C E P S T R U U  
P A R C 5 R  
B C C Z b q g i b  
Spoken dlsll 
(b) Global Pre-Emphasis., Mean Distance 
tested against the corresponding test set of all 20 
spealk:ers. This was condlucted by computing the 
distances between the givein reference model and tcst 
utterances using each of the two types of metric 
described earlier. Each set of distances was then used to 
estimate the equal error rate (EER) for the given case. 
For a given class of orthogonal parameters, type of pre- 
emphasis, and type of distance metric, the experiments 
produced 20 equal error rates for each digit utterance, 
that lis one for each registered speaker. By averaging 
these together, an overall equal error rate for each digit 
in each case was obtained. 
Figure 1 illustrates the coimputed overall equal error 
rates as a function of individual digits, for the three 
types of feature parameters used in the experiments. 
The four experimental cases presented in this figure 
differ from one another in terms of the type of pre- 
empihasis or the type of distance metric, or both. 
11 -- 
I, -- 
2: 1. -- 
B ,, _ _  
u g e r a t g i s  
Spoken dlpll 
(c) Optimum he-Emphasis, Mean & VEX. Distance 
-L CEPSTRUW ..- P l R C O R  -- LPC , 
I 
Scokmn dlall 
(d) Optimum Re-Emphasis, Mean Distance 
Figure 1: Comparison of three types of orthogonal parameters in four different experimental cases. 
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An examination of these results clearly indicates the 
orthogonal cepstrum as the best performer. It is also 
observed that in the cases of cepstrum and parcor 
parameters, there is a consistent difference in favour of 
using the metric based on the mean and variance 
information. 
The experimental results can be further analysed by 
averaging together the error rates associated with the 
individual digits for each type of feature parameters, in 
each experimental case. These are shown in Figure 2 as 
a function of the type of feature vectors. It should te 
pointed out that each of these average error rates is in 
fact based on the use of 3000 test utterances (15 
versions of 10 utterances spoken by 20 speakers). An 
inspection of Figure 2 confirms the superior ability of 
orthogonal cepstrum parameters in speaker verification. 
Information in this figure can also be used to compare 
the performance of each type of feature parameters in 
different experimental cases. It is observed that in the 
case of cepstrum parameters, the highest accuracy has 
been obtained by using the global pre-emphasis 
together with the metric based on both the mean and 
variance information. 
DEPENDENCE OF VERIFICATION ACCURACY 
ON THE SFOKEN MATERIAL DURATION 
As part of the investigation, experiments were carried 
out U, compare verification performance in two cases 
which differed in terms of the time duration of the 
uti1 i sed utterance . 
For the purpose of this study, a single digit and a 
sequence of five digits were arbitrarily selected. Based 
on the experimental results discussed earlier, it was 
U, adopt cepstrum feature vectors (together 
with the most effective type of distance metric and pre- 
emphasis method) in this investigation. The 
registration of speakers was conducted in a fashion 
similar to that described in the previous section and by 
incrementing the number of utterance versions in the 
design set from a minimum of 3 to a maximum of 10. 
As a result a total of 320 speaker models were 
generated. 
In verification trials, the speaker models were divided 
into -16 categories according to the number of training 
versions and the length of the utterance used in the 
modelling process. In each category, the reference 
models of speakers were tested in turn against the 
corresponding test set of all 20 speakers. The resultant 
equal error rates were then averaged to obtain an 
overall equal error rate for the given category. 
CEPSTRUM PARCOR LPC 
Fenlure vectors 
Figure 2: Average error rates as a function of the 
type of feature vectors in four different 
experimental cases. 
Figure 3 illustrates the plots of the equal error rates for 
the two adopted utterances as a function of the number 
of utterance repetitions in the training set. It is observed 
that the error rate for the single-digit utterance has a 
minimum value of about 4%. These results further 
indicate that, by using the sequence of five digits, a 
significant improvement in verification accuracy has 
been achieved. The error rate in this case has ranged 
from a maximum of about 2% to a minimum of 0.95%. 
An inspection of these plots also show that the equal 
error rates generally tend to decrease as the number of 
utterance repetitions in the training set increases from 3 
to 8. For larger number of utterance training versions, 
changes in error rates do not seem to be particularly 
significant. 
Figure 3: Equal error rates in verification for 
utterances of differcnt lengths. 
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CONCLUSIONS 6. Cramer, H., 1951, "Mathematical Methods of 
Statistics", Princeton Univ. Press, USA 
The effectiveness of the orthogonalisation technique for 
text-dependent speaker verification has been _. Air50,637-655 
experimentally investigated using a subset of the BT 
Millar speech database, and three types of speech1 
7. Al,al, B. S. and Hanauer, !S. L., 1971, J. Acoust. Soc. 
8. Sc hafer, R. W. and Rabiner, L. R., 1975, Proc. IEEE, 
feature vectors (i.e. LPC, parcor, and cepstrum). el, 662-677 
Experimental results have shown that orthogonal, 
cepstrum parameters exhibit a higher speaker 
discrimination ability than do those derived using LPC 
and parcor feature vectors. It has also been observedl 
that the use of a distance metric which contains 
information about the eigenvalues as well as the mean 
values of the orthogonal cepstrum parameters results in1 
a lower error rate in speaker verification. This error 
rate has been found to decrease further if the number of 
utterance training versions is increased. 
Based on a set of experiments, it has been demonstratedl 
that a significant improvement in speaker verification 
accuracy is achieved by increasing the contents of the: 
utterance from one digit to five digits. For the adopted1 
sequence of five digits, the equal error rate in1 
verification trials has been found to range from a1 
maximum of about 2% to a minimum of 0.9% 
depending on the number of utterance repetitions in the: 
design set. 
ACKNOWLEDGEMENT 
The authors wish to thank Mr C: Holt and Dr J Qglesby 
of BT Laboratories for their support and very useful 
discussions. 
This investigation was part of the research work. 
supported by BT Laboratories under contract No. 
ML591320. 
REFERENCES 
1. Rosenberg, A. E., 1976, proC. IEEE. 64,475-487 
2. Atal, B. S.,  1976, ROC. IEEE, 460-475 
3. Fallside, IF. and Woods, W. A., 1985, "Computer 
Speech Processing", Prentice Hall Int., UK 
4. Sambur, M. R., 1975, Bell Syst. Tech. J., 1693-1723 
9. Rabiner, L. R. and Schafer, R. W., 11978, "Digital 
Processing of Speech Signals", Prentice Hall, USA 
10. Clppenheim, A. V. and Schafer, R. W., 1968, IEEE 
__ Trans. Audio Electroacoust., AU-16,221-226 
11. Schroeder, M. R., 1981, IEEE Trans. Acoust., 
__ Speech, and Signal Proc., ASSP-29,297-301 
12. bvlarkel, J. D. and Gray Jr., A. H., 1976, "Linear 
F'rediction of Speech", Springer-Verlag, USA 
5. Sambur, M. R., 1976, IEEE Trans. Acoust.. Speech, 
and Signal Proc., ASSP-24,283-289 
