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A hard-sphere (HS) Bose gas in a trap is investigated at finite temperatures in the weakly-
interacting regime and its thermodynamic properties are evaluated using the static fluc-
tuation approximation (SFA). The energies are calculated with a second-quantized many-
body Hamiltonian and a harmonic oscillator wave function. The specific heat capacity,
internal energy, pressure, entropy and the Bose-Einstein (BE) occupation number of the
system are determined as functions of temperature and for various values of interaction
strength and number of particles. It is found that the number of particles plays a more
profound role in the determination of the thermodynamic properties of the system than
the HS diameter characterizing the interaction, that the critical temperature drops with
the increase of the repulsion between the bosons, and that the fluctuations in the energy
are much smaller than the energy itself in the weakly-interacting regime.
Keywords:
1. Introduction
The thermodynamic properties of a trapped interacting Bose gas have been in-
vestigated extensively in the last decade 1; 2; 3; 4; 5; 6, ever since Bose-Einstein
condensation (BEC) was realized for the first time in a trap in 1995 7. Finite-size
effects 8 and the possibility of BEC in one and two dimensions 9 have been ex-
plored. Numerical 5 studies of interacting BECs in traps as well as quasi one- and
two-dimensional condensate expansion 10 due to the interactions have been carried
out. In particular, the effect of the interaction on the transition temperature Tc
11; 12; 1 has been probed extensively. Further, the noninteracting trapped Bose gas
has been a fascinating research topic 13; 14; 15; 4; 16 and its thermodynamic prop-
erties such as the BE occupation function, specific heat capacity, internal energy,
and entropy have been calculated. A basic issue in this context is the role of the en-
1
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ergy fluctuations. For example, Giorgini 17 found that, below Tc, these fluctuations
cause a shift in the excitation frequencies of order of a few percent.
The aim of this paper is to undertake a full investigation of the thermodynamic
properties for a trapped hard-sphere (HS) Bose gas with small and large numbers
of particles by using a discrete-states approach. The role of the energy fluctuations
in determining these properties will be underlined.
We use the static fluctuation approximation (SFA) 18; 19; 20 which includes in a
relatively simple manner the above energy fluctuations. The principal feature of SFA
is the replacement of the square of the local energy fluctuation operator (∆Eˆ)2 with
its mean value 〈(∆Eˆ)2〉. [〈(∆Eˆ)2〉]1/2 turns out to be much less than the chemical
potential µ which, according to Giorgini 17, places the fluctuations in our system
in the collective-mode category. SFA has been used to study liquid 4He 21, liquid
3He 22, spin-polarized atomic hydrogen 18, spin-polarized 3He-He II mixtures 19,
ferroelectrics 20, and nuclear matter 23. All these are homogeneous systems. In
contrast, SFA is used here for the first time to investigate an inhomogeneous-density
system: a trapped Bose gas whose inhomogeneiety is a result of external trapping.
The non-uniform Bose condensed gas has been investigated by O¨hberg and Stenholm
5 in the framework of a Hartree-Fock (HF) formulation. However, HF theory fails
at temperatures near the critical temperature Tc, whereas SFA works well below
Tc. Hence our present SFA formulation of the trapped Bose gas may be regarded as
a complementary method to that of O¨hberg and Stenholm. Further, an approach
is invoked according to which the particles are distributed in discrete energy levels;
whereas most previous work, e.g. 8; 4; 24; 25, used a continuous density of states.
We find that thermal fluctuations, for the ground state of a BEC in a harmonic
trap, reach a maximum at the BEC transition temperature, and decline afterwards
as the temperature T rises. In addition, we find that at g < 1 × 10−3 the energy
fluctuations are very small ∼O(10−5) and do not influence the thermodynamic
properties very much. The entropy is found to increase with T up to Tc, beyond
which it begins to stabilize, reaching a plateau at higher T . Hence, the highest order
in the system occurs when T → 0; whereas at higher T disorder is independent of T .
It turns out that the critical temperature for the onset of BEC decreases with the
increase of the repulsion between the bosons. It is further found that a change in the
number of particles of the system has quite a strong influence on the thermodynamic
properties. The Bose-Einstein (BE) occupation function is studied as a function of
T and the effect of interaction on the distribution of the bosons in different HO
states is investigated. We find that indeed a large number of discrete HO states is
needed (≫ 100) to describe strongly-repulsive BECs.
The paper is organized as follows. In Sec.2 the method is presented briefly. In Sec.
3 the performance of an updated version of the SFA code is analyzed. In Sec. 4 our
results are discussed and compared to previous literature. In Sec. 5 our conclusions
are listed. Appendix A.1 explains the SFA iterative procedure used, and Appendix
A.2 describes the SFA method.
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2. Method
We consider an interacting hard-sphere (HS) Bose gas of N particles in an
isotropic, spherically symmetric, harmonic trap of trapping frequency ωho = 2π×10
Hz and at finite temperature T . The strength of the interatomic interaction is char-
acterized by the s-wave scattering length as, which is equivalent to the HS boson
diameter in the low-energy and long-wavelength approximation. We consider a hard
core repulsive interaction between the bosons. In what follows, we present only the
key points of the method; details are relegated to Appendices A.1 and A.2.
2.1. SFA
Here we shed light on the small parameter of our approximation. As stated in the
Introduction, we replace the square of the local energy fluctuation operator (∆Eˆm)
2
for each state m with its mean value 〈∆Eˆm〉2. The energy fluctuation ∆Eˆm is given
by
∆Eˆm = Eˆm − 〈Eˆm〉, (1)
where Eˆm is the energy operator of state m [Eq.(A.11)], and 〈Eˆm〉 is the aver-
age value [Eq.(10)]. We define the small parameter of the approximation, written
ϕF (m,T ), which appears in the thermodynamic functions in Sec.2.5 below, as
ϕ2F (m,T ) = 〈(∆Eˆm)2〉. (2)
That is,
〈(∆Eˆm)2〉 = 〈Eˆ2m〉 − 〈Eˆm〉2, (3)
as usual. Essentially, ϕF (m,T ) is proportional to the magnitude of the interaction
constant g as well as the average correlations between pairs of number fluctuations
[see Eq.(A.4) below].
2.2. Hamiltonian
To evaluate the energy of the system, we use the following mean-field (MF)
approach. We begin with the general form of the Hamiltonian:
Hˆ =∫
drψˆ†(r)
[
− ~
2
2m
∇2 + Vext(r)
]
ψˆ(r) +
1
2
∫
dr ψˆ†(r)ψˆ†(r)Vint(r− r′)ψˆ(r)ψˆ(r).
(4)
To describe the interaction between the bosons in the trap, we first consider a
two-body HS contact potential given by
Vint(r1 − r2) = gδ(r1 − r2), (5)
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where g ≡ 4π~2as/u is the interaction parameter, with as the s-wave scattering
length in the low-energy and long-wavelength approximation and u the reduced
bosonic mass. We further write the field operators as linear combinations of creation
and annihilation operators:
ψˆ(r) =
∑
m
φm(r)bˆm, (6)
φn(r) being single-particle noninteracting wavefunctions for a particle at position r
and bˆm is the boson annihilation operator.
Substituting (5) and (6) into (4) and taking for φn(r) the harmonic oscillator
wavefunctions in Cartesian coordinates:
φm(r) = φmx(x)φmy (y)φmz (z), (7)
with
φm(x) =
1
2mm!
√
π
exp(−x2/2)Hm(x), (8)
where Hm(x) is the Hermite function of order m (and similarly for y and z), one
gets for the second-quantized Hamiltonian for N interacting bosons in a harmonic
trap
Hˆ =
∑
m
~ωho(m+ 3/2) bˆ
†
mbˆm +
g
2
∑
c1c2c3c4
bˆ†c1 bˆ
†
c2 bˆc3 bˆc4
∫
φ∗c1(r)φ
∗
c2 (r)φc3(r)φc4 (r)dr, (9)
m and ci being integers representing harmonic oscillator (HO) states. Then, as
shown in Appendix A.2 [from Eq.(A.7) to (A.12)], the MF average energy per state
m can be written:
〈Eˆm〉 = ~ωho(m+ 3/2) + 1
2
g
∞∑
n=0
c(n,m)〈nˆk〉, (10)
where 〈nˆk〉 is the BE occupation function:
〈nˆk〉 = dk
exp[(Ek − µ)β]− 1 , (11)
with β ≡ 1/kBT , kB being Boltzmann’s constant, dk a statistical weight defined
by the degeneracy of the system, and c(k,m) the elements of the interaction matrix
obtained from the integral in Eq.(9):
c(n,m) =
1
dm
∑
nx, ny, nz
mx,my,mz
3∏
i=1
[
Bni,mi
∫ +∞
−∞
exp(−2u2i )H2ni(ui)H2mi(ui)dui
]
.(12)
November 21, 2018 4:56 WSPC/INSTRUCTION FILE sfa˙paper˙14Jun09
5
Here m must fullfil the condition m = mx +my +mz, which leads to a degeneracy
in each state, and dm ≡ (m+ 1)(m+ 2)/2 is the degeneracy of state m: m1 = mx,
m2 = my, m3 = mz, and similarly for n; u1 = x, u2 = y, u3 = z. The reason c(n,m)
has been divided by the degeneracy dm is that Eq. (12) is a sum over all possible sets
of degenerate HO states (mx,my,mz) satisfying m = mx+my+mz and interacting
with all possible sets of degenerate states (nx, ny, nz) with n = nx + ny + nz.
However, Eq. (10) describes a particle in a given statem for a single set (mx,my,mz)
interacting with all the other sets (nx, ny, nz). Therefore, to ensure correct counting,
c(n,m) must be divided by dm. Bni,mi stands for the normalization factor for each
direction i, and is given by
Bni,mi =
1
2ni+mi ni!mi!π
. (13)
Our computational limitations have restricted the rank of the matrix c(n,m), i.e.,
the maximum values of n and m.
We use trap units for the energy and length, ~ωho and aho =
√
~/mωho, respec-
tively. Therefore,
g → g
~ωho
= 4πasa
2
ho; (14)
and similarly E → E/~ωho; by multiplying g by a factor a−3ho arising from the triple
integral of the interaction matrix, g becomes 4πas in trap units (as/aho → as).
2.3. Numerics
The integrals in Eq. (12) are determined by applying a standard Gaussian quadra-
ture technique 26. The Hermite functions are evaluated by using the recursion for-
mula 27
Hn+1(x) = 2xHn(x) − 2nHn−1(x); (15)
with H0(x) = 1 and H1(x) = 2x, one can iterate the above formula to get Hn(x)
for any n.
2.4. Chemical potential
In what follows a new, simple technique is presented that facilitates a speedy and
accurate evaluation of the chemical potential µ for each temperature T . Since the
sum of 〈nˆk〉 [Eq.(11)] for a given µ yields the total number of particles, we define
the function
f(µ, T ) =
{
N −
M∑
m=0
dm
exp[(〈Em〉 − µ)β] − 1
}2
, (16)
which has been minimized at each T so as to tune µ(T ) to a desired number of
particles N by using Powell’s minimization routine 26. Here M is the total number
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of states used. However, for the evaluation of µ in SFA, the ‘corrected’ occupation
function η0(m,T ) weighted by dm, which contains the fluctuations ϕF [Eq. (A.21)],
has been used instead of 〈nˆm〉 [Eq. (11)]. The evaluation of ϕF using the SFA iter-
ative procedure is explained in Appendix A.1.
Thus, one first evaluates µ for the noninteracting system by setting 〈Em〉 =
~ωho(m + 3/2) in Eq. (16); next this µ is used in the evaluation of 〈Em〉 for an
interacting system via Eq. (10). The energy of this interacting system is then fed
back into Eq. (16) to get µ for the interacting system. This technique is somewhat
similar to that used by Napolitano et al. 15. M is tuned further to get the correct
value for the specific heat capacity in the classical limit (Sec. 4.6.3).
2.5. Thermodynamic functions
In this section the equations used in the SFA program are reviewed briefly. The
pressure is evaluated in trap units using
PΩ =
kBT
~ωho
lnQ, (17)
where Ω is the volume of the system, Q is the Gibbs partition function, and
lnQ = −
M∑
m=0
q0(m,T ), (18)
q0(m,T ) being a discrete function given by Eq.(A.37).
According to Rochin 28, the “volume” Ω in the case of a non-uniform trapped
Bose gas system can be written Ω = ω−Dho , where D is the dimensionality of the
system (in our case D = 3), and ωho the trapping frequency. Further, we note that
instead of evaluating P only, we have actually evaluated the ‘pressure’ as P × Ω
which has units of energy. Thus, even if P does not have the units of force per unit
area, just as Ω does not have the units of volume, the most important fact is that
P × Ω has units of energy. In addition, we show in Appendix A.3 that our Eq.(18)
yields the thermodynamic potential for a non-uniform trapped Bose gas system in
the limit of an infinite number of states and very small fluctuations.
The internal energy is given by
U = −
[
∂ lnQ
∂β
]
µ,ϕF ,E
=
M∑
m=0
[
∂q0(m,T )
∂β
]
µ,ϕF ,E
, (19)
where the derivative (19) has been calculated at constant µ, ϕF , and E. Otherwise,
if we included the derivatives of µ, ϕF , and E with respect to β, we find that a
physical behavior for the thermodynamic properties is not obtainable.
The specific heat is evaluated using
Cv =
(
∂U
∂T
)
N
=
∂
∂T
M∑
m=0
∂qo(m,T )
∂β
. (20)
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Finally, the entropy is given by
S =
U + PΩ− µN
T
. (21)
In evaluating S, we find that µN constributes only a small amount to S and can
therefore be ignored.
The thermodynamic equations (17) and (21) in our paper were previously used
for nonuniform gases by Sevincli and Tanatar 24 but in different units than ours.
Further, Grether et al. 6 used Eq.(17) and Rochin 28 used (21) for nonuniform Bose
gases.
3. Analysis of the performance of the SFA code
In what follows, a brief analysis of the performance of a more advanced version
of the SFA program than that used in 21; 22; 23 is presented. This version has been
written in the C programming language and new features have been included that
have enabled us to obtain µ(T ) as in Sec.2.4, as well as ϕF (m,T ), and perform a
convergence check of the iteration procedure.
3.1. Determining the Chemical Potential
Figure 1 shows µ as a function of T/T
(o)
c for various g, where T
(o)
c = 4.5113
nK has been chosen as our reference temperature. These values of µ(T ) have been
obtained by the technique of Sec.2.4 using η0(m,T ). T
(o)
c has been evaluated from
the noninteracting result 29:
T (o)c ∼ 0.94
~ωho
kB
N1/3, (22)
for N = 1000 and ωho = 2π × 10Hz; this value is used throughout the rest of the
paper. Below the critical temperature, µ is − as expected − equal to the ground-
state energy of the harmonic oscillator in the weakly-interacting regime, namely,
∼ 1.5 in trap units. Above T (o)c , µ decreases steadily and acquires negative values.
The chemical potential seems insensitive to the changes in the values of g indicated
in the figure.
For comparison purposes, µ(T ) is also displayed for g = 1× 10−4, as obtained by
the MF technique in Sec. 2.4 using 〈nˆk(T )〉. SFA and MF results shown are identical.
The fact that µ below T
(o)
c (∼ 1.5) is close to the ground-state energy indicates that
most of the particles reside in the condensate at T < T
(o)
c . These results are in line
with those of O¨hberg and Stenholm 5 and Ketterle and van Druten 9 for the ideal
Bose gas. However, when g is increased to order 10−2, µ below T
(0)
c attains values
higher than 1.5.
3.2. T-dependence of ϕF
Figure 2 displays the fluctuations ϕF (m = 0, T ) for the ground state (m = 0) of
systems with g = 1× 10−5, 2× 10−5, and 5× 10−5. The fluctuations increase with
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1
1× 10−4 MF
1× 10−3 SFA
1× 10−4 SFA
g = 1× 10−5 SFA
M = 45
↓µ ∼ 1.5
N = 1000
T/T (o)c
µ
(T
)
(h¯
ω
h
o
)
32.62.21.81.410.60.2
20
10
0
−10
−20
−30
−40
−50
−60
−70
Fig. 1. The chemical potential µ for a trapped HS Bose gas of N = 1000 particles as a function
of T for different g using SFA and MF techniques. The number of states is M = 45, and the
trapping frequency is ωho = 2pi×10 Hz. The dashed line represents µ ∼ 1.5 and T
(o)
c is the critical
temperature for a noninteracting Bose gas.
1
5× 10−5
2× 10−5
g = 1× 10−5
(SFA)
M = 45
N = 1000
T/T (o)c
ϕ
F
(m
=
0,
T
)
(h¯
ω
h
o
)
1.41.210.80.60.4
5.0× 10−5
4.0× 10−5
3.0× 10−5
2.0× 10−5
1.0× 10−5
Fig. 2. SFA fluctuations in the energy ϕF (m = 0, T ) as functions of T for a system of N = 1000
trapped HS bosons and M = 45 states at three interactions g. T
(o)
c is the critical temperature for
a noninteracting Bose gas.
T and show a maximum at the transition temperature Tc, beyond which they are
damped. Note that Tc refers to the transition temperature in the interacting case;
one can infer from Fig. 2 that Tc < T
(o)
c .
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2× 10−9 K
T = 1× 10−9 K
(SFA)
M = 100
g = 1× 10−3
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Niter
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7.0
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3.0
2.0
1.0
0.0
Fig. 3. SFA fluctuations ϕF (m = 0, T ) as functions of the number of iterations Niter for the
ground state of a trapped HS Bose gas of N = 1000 particles and M = 100 states at g = 1× 10−3
and different T .
1
3× 10−9 K
T = 2× 10−9 K
(SFA)
M = 45
g = 1× 10−4 N = 1000
Niter
ϕ
F
(m
=
0,
T
)
(×
10
−
5 h¯
ω
h
o
)
50403020100
9.0
8.0
7.0
6.0
5.0
4.0
Fig. 4. SFA fluctuations ϕF (m = 0, T ) as functions of the number of iterations Niter for the
ground state of a trapped HS Bose gas of N = 1000 particles and M = 45 states at g = 1× 10−4
and different T .
3.3. Convergence of SFA
To check the convergence of the iteration procedure outlined in Appendix A.1,
ϕF (m,T ) is plotted versus the number of iterations Niter in Figs. 3, 4, and 5 for
several T and g. Figures 3 and 4, with g = 1×10−3 and 1×10−4, respectively, show
the need for a large number of iterations (∼ 25) for SFA to converge to a steady
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3× 10−9 K
2× 10−9 K
T = 1× 10−9 K(SFA)
M = 45
g = 1× 10−5 N = 1000
Niter
ϕ
F
(m
=
0,
T
)
(h¯
ω
h
o
)
20151050
1.2× 10−5
8.0× 10−6
4.0× 10−6
0.0× 100
Fig. 5. SFA fluctuations ϕF (m = 0, T ) as functions of the number of iterations Niter for the
ground state of a trapped HS Bose gas of N = 1000 particles and M = 45 states at g = 1× 10−5
and different T .
1
MF [Eq.(22)]
SFA g = 1× 10−4
N
C
ri
ti
ca
l
T
em
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u
re
(n
K
)
16001400120010008006004002000
6.0
5.0
4.0
3.0
2.0
1.0
Fig. 6. Critical temperatures as functions of N for a HS Bose gas in a trap with g = 1 × 10−4
(Tc; open circles) and for a noninteracting HS Bose gas (T
(o)
c ; solid circles), evaluated within SFA
and MF approaches, respectively.
value of ϕF (m = 0, T ). In Fig. 5, with g = 1 × 10−5, on the other hand, ϕF (m,T )
converges rapidly after only 4 iterations for all the temperatures indicated. Thus,
the higher the interaction, the larger the number of iterations needed to achieve
convergence. It is, therefore, of the utmost importance to check the convergence of
SFA calculations.
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3.4. Critical temperature
Figure 6 shows a comparison between the critical temperature for an interacting
(using SFA) and a noninteracting (using MF) system as a function of N . The solid
circles pertain to T
(o)
c of Eq. (22) for a noninteracting, and the open circles to Tc
for an interacting, system with g = 1 × 10−4. The SFA results have been obtained
from the peak positions of the specific heat capacities.
A considerable difference is noted between the two results, which shows that the
critical temperature drops with increasing g. Further, the trend in Tc is almost the
same as T
(o)
c . The critical temperature Tc obtained by SFA increases with N , as
expected on physical grounds.
3.5. Failure of SFA at higher g
It is found that SFA breaks down at g > 1× 10−3. The reason for this is that, at
the higher interactions, the fluctuations become very large. As a result the exponent
〈Eˆm〉 − µ − ϕm becomes negative in
η0(m,T ) ≡ 1
2
{
1
exp[β(〈Eˆm〉 − µ + ϕm)] − 1
+
1
exp[β(〈Eˆm〉 − µ − ϕm)] − 1
}
.
(23)
This causes the second term on the right-hand side of η0(m,T ) to acquire a negative
sign as well. If a large number of states is negative, the sum of η0(m,T ), weighted
by the degeneracies dm, may also turn out to be negative; whereas it is supposed
to yield the total number of particles for an optimal µ. Essentially this kills the
calculation, since f(µ, T ) [Eq.(16)] will be far away from the true minimum. We
may call this the ‘sign problem’ in the SFA method.
4. Results and Discussion
In this section the interrelationship betweenN ,M , and g, the energy as a function
of T , the occupancy of states, and the thermodynamic properties are presented.
4.1. Interrelationship between N , M , and g
Figure 7 displays the dependence of N on M for two values of g. For each N , the
value ofM is adjusted to the classical limit of the specific heat capacity, Cv = 3NkB,
in the weakly-interacting regime. One can see that, for a given g, an increase in N
necessitates a rise in M ; although the rise in M is fairly small for each increment of
N , namely 100. Generally speaking, then, one would not need an infinite number
of states to accommodate numbers of particles of order 100. It is when one seeks
systems with N ∼ 106 that the number of states is expected to shoot up to very
large values. It is further found that the change of M with N is independent of g
in the weakly-interacting regime, and M is mainly determined by N .
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1× 10−4
g = 1× 10−6
(SFA)
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N
605550454035302520
1600
1400
1200
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800
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400
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0
Fig. 7. Interrelationship between the number of particles N and the number of states M of
trapped HS Bose gases at two values of g. The points (N, M) pertain to the classical limit 3NkB
of the specific heat capacity.
5× 10−9
4× 10−9
T = 2× 10−9
(SFA)
N = 1000
g (a3ho)
ϕ
F
(m
=
0,
T
)
(×
10
−
5 h¯
ω
h
o
)
1.0× 10−47.0× 10−54.0× 10−5
7.0
6.0
5.0
4.0
3.0
2.0
1.0
Fig. 8. SFA ground state fluctuation ϕF (m = 0, T ) vs g at several T for N = 1000 particles.
4.2. Energy fluctuations
Figure 8 displays ϕF (m = 0, T ) versus g forN = 1000 at various T . ϕF (m = 0, T )
rises almost linearly as g is increased. Further, ϕF (m = 0, T ) rises with T up to the
transition temperature beyond which it drops.
4.3. Energy
Figure 9 displays the MF energy per particle 〈Eˆm=0〉/N in the condensate state,
as obtained from Eq. (10), for N = 1000 particles and various g. The energy rises
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1
1× 10−4
5× 10−4
g = 1× 10−3
(MF)
M = 45
N = 1000
g = 1× 10−4
T/T (o)c
〈Eˆ
m
=
0
〉/
N
(h¯
ω
h
o
)
1.410.60.2
1.8
1.75
1.7
1.65
1.6
1.55
1.5
Fig. 9. The MF energy per particle for m = 0 as a function of T for N = 1000 trapped HS
bosons, M = 45 states and three interaction parameters g.
initially at a faster rate below Tc than above it. As expected, the energy also rises
with g. However, even though g and the changes in it are small, the variations
in E vs T are relatively considerable; for example, at T/T
(0)
c = 1.5, one observes
∆E > 0.05. This indicates that a small change in g causes 〈nˆk(T )〉 to attain a
noticeably stronger T -dependence, i.e., 〈nˆk(T )〉 is very sensitive to variations in g.
As the temperature rises, more particles are thermally excited out of the condensate
to higher HO states. As a result, the energy arising from the interaction of the
condensate with higher excited states increases with T , causing an increase in the
total energy.
Figure 10 displays the behavior of 〈Eˆm=0〉/N when g is fixed and N is varied.
Clearly, the energy rises with N ; as N increases, more particles occupy higher HO
states. Notice that a relatively considerable change in N is required in order to
increase E vs. T . For example, one needs ∆N = 300 to get ∆E = 5 × 10−3 at
T/T
(o)
c = 1.5. This shows that a change in N has a weaker effect on the energy than
a change in g.
4.4. Comparison to analytical results
The total mean-field energy of this work is
Etotal =
M∑
m=0
〈Eˆm〉〈nˆm〉, (24)
where 〈Eˆm〉 is given by Eq. (10). Figure 11 displays a comparison between the MF
Etotal/N (Eq. 24) for N = 100, g = 1 × 10−3, and M = 100, and the analytical
Etotal/N as obtained by Eqs.(47) and (67) of Su et al.
30 for the same parameters N
and g. The two results almost match for T < T
(o)
c , and good agreement is obtained
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Fig. 10. The MF energy per particle for a fixed g = 1×10−4 and different M and N of a trapped
HS Bose gas. In each case, M has been adjusted so as to attain a reasonable value for the classical
limit of the specific heat capacity.
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Fig. 11. The total MF energy per particle Etotal/N for an interacting trapped HS Bose gas of
N = 100 particles, M = 100 states, and g = 1 × 10−3. The open triangles show the analytical
results by Su et al. 35 and the solid circles the MF results of the present work.
for T > T
(o)
c . Figure 12 is the same as Fig. 11; but for N = 1000. Again, the
two results almost match for T < T
(o)
c ; but beyond that, the deviation from the
analytical results is substantial, particularly above T = 1.5T
(o)
c . The reason for
this large deviation goes back to the limited maximum number of states that we
can use. Had we been able to apply M > 100, the MF result in Fig.12 would have
approached the analytical result as M was increased since the excited particles
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Fig. 12. The total MF energy per particle Etotal/N for an interacting trapped HS Bose gas of
N = 1000 particles, M = 100 states, and g = 1 × 10−3. The open triangles show the analytical
results by Su et al. 35 and the solid circles the MF results of the present work.
would have been able to occupy higher states. In Fig. 11, the number of states
was sufficient to accommodate all the excitations, and this is why there is good
agreement above T
(o)
c . Further, the good agreement below T
(o)
c arises from the fact
that, at T < T
(o)
c , all particles are in the (m = 0) condensate state. Thus, there is
no need for a large number of states to describe the system below T
(o)
c . In other
words, the effect of excitations becomes significant only beyond T = T
(o)
c .
Thus, the MF model developed in Sec.2 works well. Likewise, the minimization
technique of Sec.2.4 for evaluating the chemical potential is quite effective. A super-
computer should enable one to reach states much higher thanM = 100, particularly
for the 3D case.
4.5. Occupancy of states
Figure 13 shows the fractional occupation number (condensate fraction) 〈nˆ0〉/N
versus T of bosons in the HO ground state, evaluated using SFA [crosses, η0(m =
0, T ), Eq. (A.21)] and MF [open circles, 〈nˆk=0〉, Eq. (11)] for a system of N = 1000
particles,M = 50 states, and g = 1×10−4. The SFA η0(m = 0, T ) is identical to the
MF 〈nˆm=0(T )〉 because the fluctuations in the energy ϕF are much smaller than the
energy itself at g = 1× 10−4. One observes that, slightly above T (o)c , 〈nˆ0〉/N drops
to zero. In Fig. 14 we display for the same system the fractional occupation number
for the first excited HO state 〈nˆ1〉/N versus T . One can see that, while 〈nˆ0〉/N
decreases from 1 to almost zero at T
(0)
c , 〈nˆ1〉/N increases steadily to a maximum
at T ≈ 0.9T (0)c above which it drops systematically to zero. This kind of behavior
has also been observed by Ketterle et al. 9. Going further, we present in Fig. 15
〈nˆ50〉/N for the same system. The occupation number in this rather high state keeps
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Fig. 13. SFA (crosses) and MF (open circles) fractional occupation numbers 〈nˆ0/N〉 as functions
of T for the HO ground state, m = 0, of a system of N = 1000 trapped HS bosons, M = 50 states,
with g = 1× 10−4.
rising with T . If M = 50 had not been the highest state assigned in this particular
calculation, 〈nˆ50〉 would have reached a maximum beyond which it would have
declined to zero, thus allowing other particles to be excited to states higher than
m = 50 at higher T . Hence, in general, the maximum of 〈nˆm〉 is expected to shift to
higher T asm becomes higher. It turns out, then, thatM chiefly controls the overall
distribution of N particles among the discrete states. It is to be emphasized that
when one restrictsM (to, e.g., 50), the BE occupation number at any given state m
along with the chemical potential will be overestimated. This is because the bosons
are shuffled back to lower states and are redistributed among them, particularly for
g > 0.01. In this case, any states higher than m = 50 remain practically unoccupied.
Figure 14 shows that, when T reaches T
(0)
c , about 2.2% of the particles occupy
the first excited state; and Fig.15 shows that only ∼ 0.5% occupy the state m = 50.
But as T rises further above T
(0)
c , the particles leave the condensate state m = 0
and occupy very high states such as m = 50; for example, at T/T
(0)
c = 1.8 we see
that 〈nˆ50〉/N ∼ 0.02, i.e., 2% of the particles occupy our highest state. Nevertheless,
for the values of g used in this investigation (g ≤ 1× 10−3), M = 50 seems to be a
reasonable value, since 〈nˆ50〉/N is only 2% in Fig. 15.
Further, the maximum values of N and g we are able to use, namely N = 1000
and g = 1 × 10−3, correspond to Nas = Ng/(4 π) = 7.96 × 10−2, which is much
less than 1. Consequently, we are way below the Thomas-Fermi regime defined by
Nas ≫ 1.
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Fig. 14. SFA (crosses) and MF (open circles) fractional occupation numbers 〈nˆ1/N〉 as functions
of T for the HO ground state, m = 1, of a system of N = 1000 trapped HS bosons, M = 50 states,
with g = 1× 10−4.
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Fig. 15. SFA (crosses) and MF (open circles) fractional occupation numbers 〈nˆ50/N〉 as functions
of T for the HO ground state, m = 50, of a system of N = 1000 trapped HS bosons, M = 50
states, with g = 1× 10−4.
4.6. Thermodynamic properties
4.6.1. Critical Temperature
Figure 16 displays 〈nˆ0〉/N for a fixed N = 1000 particles and different g. Tc does
not change appreciably between g = 1 × 10−4 and 1 × 10−3; but on increasing g
to 0.05, Tc drops noticeably by ∼ −0.2T (o)c which is about 10 times the result of
Giorgini et al. 11: ∆T ∼ −0.016T (o)c , the shift in T (o)c being given by these authors
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Fig. 16. The MF fractional occupation number 〈nˆ0〉/N for N = 1000 trapped HS bosons and
M = 100 states, for g = 0.00 (noninteracting system) and g = 0.05 (interacting system).
as
δTc
T
(0)
c
= −1.3 a
aho
N1/6. (25)
Thus, there is a large discrepancy between the shift of Tc as obtained from our
MF approach and that from Eq. (25). The reason for this large discrepancy is that,
at higher interactions, the current HO wave function −originally designed for a
weakly-interacting system− becomes inadequate for the description of a trapped
Bose gas with g = 0.05. This is because the bosonic wave functions begin to
broaden substantially away from their width described by exp(−x2/2) in Eq.(8),
and one should rather apply a parameterized Gaussian with a variable width de-
scribed by exp(−αx2), where α is an adjustable parameter obtainable by variational
techniques. We thus anticipate that, if an optimized wave function is used in our
calculations, Tc will approach that of Giorgini et al.
11. We will investigate this
issue in the future.
4.6.2. Internal energy
Figure 17 displays the internal energy per particle U/N as a function of T for dif-
ferent g, keeping N = 1000 fixed. U rises with T ; but it does not change appreciably
with the variations in g. This indicates that the rate of two-body collisions is low
in the weakly-interacting regime. The rise of U with T is partly due to the thermal
expansion of the Bose gas towards the edges of the external trapping potential. As
it approaches the edges of the trap, the gas gains more potential energy. Figure 18
shows the variations of U(T ) with N , g being kept fixed at 1 × 10−4. A change in
N causes a much more pronounced change in the thermodynamic properties than
a change in g within the displayed range. This is because, as N rises, the density
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Fig. 17. The SFA internal energy per particle U/N as a function of T for N = 1000 trapped HS
bosons, M = 45 states, and different g.
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Fig. 18. The SFA internal energy per particle U/N a a function of T for a fixed g = 1 × 10−4,
and different N and M of trapped HS Bose gases.
of the system rises, and therefore the rate of collisions increases, altering the ther-
modynamic properties substantially. In this case, U(T ) is initially insensitive to the
changes in g and N at lower T up to T ∼ 0.75T (0)c ; but then towards T = T (o)c the
deviations in the behavior of U(T ) become noticeable at various N .
4.6.3. Specific heat
Figure 19 shows the specific heat capacity per particle Cv/N versus T in units
of kB for a system of N = 1000 bosons and different g. The behavior of Cv =
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Fig. 19. The SFA specific heat capacity per particle Cv/N in units of kB for N = 1000 trapped
HS bosons for different g and M . The shift in the transition temperature is indicated.
(∂U/∂T )Ω conforms with the behavior of U for the same systems in Fig. 17 at g =
1×10−5 and 1×10−4. Initially, the slope of U increases with T up to Tc, after which
it begins to decline and then stabilizes at higher T towards the classical regime.
The appearance of a peak in Cv can also be directly attributed to the behavior
of µ(T ) in the neighborhood of Tc displayed in Fig.1 since Cv given by Eq.(20) is
connected to µ(T ) via q0(m,T ) [Eq.(A.37)]. Note that below Tc, ∂µ/∂T ∼ 0, and
when it approaches T
(o)
c , ∂µ/∂T suddenly drops to a negative value (see Fig. 1). This
abrupt change in µ(T ) and ∂µ/∂T causes a jump in q0(m,T ) and ∂q0(m,T )/∂T
which explains the appearance of a peak in Cv. Alternatively, this ‘bump’ in Cv
is clearly an ’order-disorder’ transition since Cv = T (∂S/∂T )Ω. We note that Cv
stabilizes at approximately the classical value of ∼ 3NkB 31 for g = 1 × 10−5
and 1 × 10−4. However, for g = 1 × 10−3, a larger number of states M = 100
was taken to accommodate the need of particles to occupy higher HO states. This
leads to a larger classical limit for Cv, namely, 6NkB, as we are now approaching
the strongly-interacting regime. In fact, it was found that, for large interactions
g ≥ 1× 10−3, SFA calculations do not converge for M < 100. Figure 19 shows also
that the signature of the transition −i.e., the peak of Cv − shifts to lower T by an
amount ∆T/T
(o)
c ∼ −0.0186 as g rises from 1 × 10−4 to 1 × 10−3. Using formula
(25), we get for ∆T/T
(o)
c between g = 4πac = 1 × 10−3 and 1 × 10−4 the value
∆T/T
(o)
c ∼ −2.944 × 10−4 K which is two orders of magnitude smaller than our
SFA result for ∆T .
Figure 20 shows Cv for a fixed g and various N . We observe that the amplitude
of the peak in Cv rises with increasing N . Further, the peak shifts to higher T as
N is increased, indicating that Tc increases. This is in line with the result for dilute
Bose gases T
(0)
c ∼ 0.94(~ωho/kB)N1/3 29.
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Fig. 20. The SFA specific heat capacity per particle Cv/N in units of kB at a fixed g = 1× 10
−4
and different N and M of trapped HS Bose gases.
4.6.4. Entropy
Figure 21 displays the entropy per particle S/N in units of kB versus T for
different g at a fixed N = 1000. The entropy rises steeply below T
(0)
c , but then
kinks over towards a plateau. Figure 22 is the same as Fig. 21, except that we keep
g fixed at 1× 10−4 and vary N . Thus, as for Cv, S eventually reaches the classical
limit at higher T . Again the change in g from 1 × 10−5 to 1 × 10−3 does not have
an appreciable effect on the thermodynamic properties. The entropy reveals higher
order as T → 0; in fact, as T → T (o)c the previously mentioned order-disorder
transition is observed.
4.6.5. Pressure
Figure 23 displays the pressure P (×Ω) as a function of T for the same systems
of Fig. 21. P rises with T steeply up to T
(0)
c , after which it kinks slightly towards a
lower slope. Figure 24 is the same as Fig. 23, but for fixed g and various N . We note
that, at lower T up to T/T
(0)
c ∼ 0.75, P is the same for all N ; but as one approaches
T
(0)
c the pressures for different N begin to deviate substantially from each other. At
higher T , the slope of PΩ vs. T in Fig. 23, evaluated between T/T
(0)
c = 1.0 and 1.5,
is ∼ 2.305×1012 K−1. This value is very close to the classical value NkB divided by
the trap energy unit ~ωho, where NkB/~ωho = 2.084× 1012 K−1 for ωho = 2π× 10
Hz and N = 1000 particles. The same is true for Fig. 24, where the slope is different
for each N in the classical limit.
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Fig. 21. The SFA entropy per particle S/N in units of kB as a function of T for N = 1000
trapped HS bosons, M = 45 states, and different g.
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Fig. 22. The SFA entropy as a function of T in units of kB for a fixed g = 1× 10
−4 and different
N and M of trapped HS Bose gases.
4.7. Comparison to previous work
O¨hberg and Stenholm 5 presented qualitatively a numerical study of an inhomo-
geneous Bose gas by solving the Hartree-Fock equations for systems with repulsive
interactions and restricting the number of particles, much as we do in our present
study. They calculated the condensate density profiles and the thermally excited
parts of the density as functions of temperature, particle number, and interaction
strength and found that, above the critical temperature, there is no condensate.
They further noted that HF theory does not describe the Bose gas well for all T
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Fig. 23. The SFA pressure (P ×Ω) as a function of T for N = 1000 trapped HS bosons, M = 45
states, and different g.
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Fig. 24. The SFA pressure (P × Ω) as a function of T for a fixed g = 1 × 10−4 and different N
and M of trapped HS Bose gases.
and that their theory breaks down near the critical temperature, contrary to SFA.
In fact, we have shown that SFA functions well below Tc. The HF equations were
solved by using an iterative approach which involves a density n(r), then solving
them for this density and using the new eigenfunctions to calculate a new den-
sity, and so on. This procedure was then iterated until one found a self-consistent
solution for the density and eigenfunctions. The convergence of this method was
checked by tracing the value of the ground-state energy. Thus, their main achieve-
ment was to obtain the density of the gas as a function of T. We note that, as we
do, O¨hberg and Stenholm used a limited number of states which they did not show
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explicitly. In contrast to their approach, we used a fixed eigenfunction and obtained
the thermodynamic properties by iterating the energy fluctuations [Eq. (A.33)].
Ketterle and van Druten 9 investigated BECs in traps for a finite number of
particles in an ideal Bose gas. They found that the signature of BECs, namely a
discontinuity in the specific heat capacity for a small number of particles, is very
similar to an infinite number of particles; that as one tightens the confinement,
Tc rises; and that BEC is possible in 1D and 2D. Further, the population of the
first excited state for N → ∞ is negligible, even in the absence of interactions.
As mentioned is Sec. 4.5, our occupation function 〈nˆ1〉/N agrees with that shown
by these authors in Fig.2 of their paper; but they did not display the occupation
function for states higher than m = 1. In contrast, we have displayed the occupation
function for m = 50 in Fig. 15.
Giorgini et al. 11 presented results for the temperature-dependence of the con-
densate fraction and the dependence of the critical temperature on the interaction
between the bosons in a harmonic potential. They found that the thermal depletion
of the condensate is enhanced in the presence of repulsive interactions, and that
Tc shifts to lower values with increasing repulsive interactions. In addition, finite-
size effects do affect the thermodynamic properties; however, interactions play a
more profound role as they lead to significant depletion of the condensate. Further,
when one increases the number of atoms, the interactions become more profound.
Interestingly, comparing our figures displaying the thermodynamic properties for
different N and fixed g to those for different g and fixed N , we arrive at the same
conclusion. Finally, Giorgini et al. argued that the shift in the critical temperature is
the combined effect of a finite number of particles plus the interactions. They found
that the shift δT
(o)
c arising from finite-size effects is always negative and vanishes
at large N .
Kao and Jiang 12 provided a theoretical treatment for the effect of interactions
on Tc. They noted that a finite number of particles usually drags a system away
from the thermodynamic limit and that the effect of interactions is the hardest
to treat among all other effects. This is substantiated by the present work since,
as mentioned in Sec. 3.5, SFA breaks down at g ≥ 1 × 10−3. In particular, they
referred to the work of Giorgini et al. 11 and noted that these authors incorporated
only thermal effects into their calculations of the shift of Tc and ignored the effect
of the condensate component. Accordingly, Kao and Jiang considered this effect
and underlined the importance of the interaction between the condensate atoms
themselves, since even near the transition a small fraction of atoms resides in the
condensate state at the trap center. Inspecting our Fig. 13, we also see that at Tc
there is indeed a remaining small condensate fraction. The interaction between this
remaining fraction and the thermal component is considered explicitly in our work.
Further, they treated the system of condensate plus thermal component as a two-
fluid model and showed that the energy gap between the thermal and condensate
components determines the shift in the transition temperature.
Kao et al. 13 studied ideal Bose gases trapped in a generic power-law potential,
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using the grand canonical ensemble. Corrections to the thermodynamic properties
due to a finite number of particles were evaluated, such as the transition temperature
of the system as well as the condensate fraction. It was further argued that when
the system has a finite number of particles, it is very important to consider the
occupation fraction of excited states.
Napolitano et al. 15 considered a finite number of noninteracting bosons trapped
in a three-dimensional isotropic harmonic oscillator trap, and evaluated the corre-
sponding heat capacity. For this purpose, they used the approach of Ketterle and
van Druten 9. In order to provide a signal for a phase transition − a discontinuous
heat capacity − they calculated the heat capacity numerically for a fixed number of
particles, CN , which at the time their paper was published had not been measured.
First, they evaluated µ(T ) from the normalization condition
N =
∞∑
n=0
γnη(En), (26)
where η(En) is the BE occupation function, γn ≡ (n+1)(n+2)/2 is the degeneracy
of the HO state n, and En ≡ n~ωho is the energy eigenvalue. For T < T 0c , the
ground state n = 0 of the system is macroscopically occupied. Once the chemical
potential had been evaluated, the other thermodynamic properties followed easily.
To obtain µ(T ), they found the roots of the equation
S(µ, T ) ≡
Q∑
n=0
γn η(En) − N, (27)
for which S(µ, T ) = 0; a technique which bears some resemblance to ours in Sec.
2.4. In our case, we adjust the value of M (their Q) to give the correct classical
limit of the specific heat capacity for noninteracting trapped Bose gases, namely,
3NkB. However, in their approach, they ensured the convergence of µ(T ) by it-
erating Eq.(27), with S(µ, T ) set to 0, each time increasing the number of states
Q, calculating the resulting µ(T ) thereof, and comparing it to that for the previ-
ous values of Q. If the new µ(T ) differed from the previous value by only a small
increment, then this procedure was likely to have converged. Thus, they kept on
increasing Q until convergence was achieved. Then they evaluated the specific heat
capacity for several values of N and showed that there was a discontinuity in the
thermodynamic limit; whereas the discontinuity vanished in systems with a finite
number of particles. Our results for the specific heat capacity for finite systems in
the weakly-interacting regime also reveal the absence of a discontinuity in Cv. In
fact, the work of Napolitano et al. is one of the rare investigations of trapped Bose
gases that use a discrete-states approach.
Grossmann and Holthaus 4 looked into the BEC of relatively few particles in traps
and considered particularly the effects of particle number on the condensation tem-
perature and specific heat capacity. They evaluated the thermodynamic properties
and found that the emergence of the λ−point in their specific heat capacity was
solely due to the external trapping potential.
November 21, 2018 4:56 WSPC/INSTRUCTION FILE sfa˙paper˙14Jun09
26
Gnanapragasam et al. 16 calculated the occupation number of atoms in the
ground state of an ideal Bose gas and an interacting Bose gas in a trap. From
this, they investigated the effects of temperature and interaction on the conden-
sate properties. They found that the depletion of the condensate rises with the rise
in interaction and temperature, and that repulsive interactions stabilize the above
systems; whereas in the case of attractive interactions, the systems up to certain
negative g are stabilized by the zero-point repulsive energy arising from the con-
finement. We may argue that the signature for the stability of our systems is the
convergence of SFA calculations to stable values of the fluctuations ϕF (m,T ) and
the chemical potential µ(T ). In any case, we did not have to worry about the sta-
bility issues of our systems. This is because the repulsive HS interactions between
the bosons balance the compressional forces arising from the external trapping po-
tential that try to squeeze the Bose gas radially towards the center of the trap.
Further, we found similarly that as the temperature and interaction are increased,
more and more particles are depleted out of the condensate. This result is in line
with Gnanapragasam et al. 16.
Grether et al. 6 described the HO trapping of bosons and fermions in lower di-
mensions, the goal being to understand these structures. Further, they considered a
d-dimensional noninteracting boson or fermion gas trapped by several mutually per-
pendicular harmonic oscillator potentials and showed that, in the thermodynamic
limit, the specific heat capacity for a trapped Bose gas in 3D reaches 3NkB. They
found that BEC can only occur when d+δ > 2, where d is the dimensionality of the
system, and δ the number of HO potentials used that are mutually perpendicular to
each other. In summary, the authors calculated the thermodynamic properties and
densities for ideal Bose and Fermi gases trapped in δ mutually perpendicular trap-
ping potentials. In turns out that the behavior of some thermodynamic properties
obtained here by using SFA is quite similar to theirs (Fig.2 of their paper).
5. Conclusions
In summary, we have presented a formal investigation of the thermodynamic
properties of a trapped, interacting HS Bose gas of finite size in the weakly-
interacting regime, using the static fluctuation approximation (SFA). Our basic
goal was to investigate the effect of energy fluctuations on these thermodynamic
properties.
We find that these fluctuations are much smaller than the energy itself in the
weakly-interacting (g ≤ 10−3), low-density regime. When the interactions are of
order g = 10−2, the energy fluctuations rise substantially and SFA breaks down in
this highly-interacting regime.
Further, the critical temperature T
(0)
c drops with increasing interactions for
a fixed number of particles N , and rises with increasing N at fixed interaction
strength.
In addition, changing g in the range from 0 to 1 × 10−3 does not have any
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significant effect on the thermodynamic properties; but changing N while keeping
g fixed has a more profound effect.
We have also found that the specific heat capacity for a fixed g increases with
increasing N . The specific heat in the weakly-interacting regime, with a correctly
adjusted total number of states, reaches the classical limit 3NkB at sufficiently high
temperatures.
Appendix A.
A.1. Iterative procedure
Here we outline briefly the iterative method used to determine the energy fluc-
tuations ϕF (m,T ) using SFA equations
18, modified for a trapped HS Bose gas
system. The basic point is to solve the nonlinear equations presented below, par-
ticularly Eq.(A.4), so as to obtain stable values for ϕF (m,T ). The procedure is
constructed from a loop over all temperatures T , with chosen steps ∆T , and an
inner loop, conducting iterations at each T to determine ϕF (m,T ). Hence, for each
T :
(1) one first assigns initial values for ϕF (m,T ) for all states m and the true
correlations between the number fluctuations 〈∆nˆm∆nˆk〉c for m 6= k. Then
an inner loop is started which conducts an iterative procedure to optimize
the values of ϕF (m,T ) and 〈∆nˆm∆nˆk〉c.
(2) At the beginning of each iteration, the function f(µ, T ) [Eq. (16)] is mini-
mized with respect to the chemical potential µ(T ) only.
(3) Then having, determined µ(T ) from the minimization, one evaluates the
mean of the square of the number fluctuations:
〈(∆nˆm)2〉 = η0(m,T )[1 + η0(m,T )] + 2η1(m,T )1
2
g
M∑
k=1
c(m, k)〈∆nˆk∆nˆm〉c,
(A.1)
where η1(m,T ) is given by (A.21) below, and c(m, k) is the interaction
matrix, Eq. (12).
(4) The correlations between the fluctuations are updated, using 〈(∆nˆm)2〉 in
〈∆nˆm∆nˆk〉 = 〈(∆nˆm)2〉δmk + 〈∆nˆm∆nˆk〉c. (A.2)
(5) 〈∆nˆm∆nˆk〉 is used to update the true correlations between the fluctuations,
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according to
〈∆nˆm∆nˆk〉c = η1(m,T ) g
M∑
i=1
c(m, i) 〈∆nˆi∆nˆk〉
= η1(m,T ) g c(m, k) 〈(∆nˆk)2〉 +
η1(m,T ) g
M∑
i=1
c(m, i) 〈∆nˆi∆nˆk〉c. (A.3)
(6) The fluctuations of the energy are calculated using the updated correlations
〈∆nˆm∆nˆk〉c:
[ϕF (m,T )]
2 =
g
η1(m,T )
M∑
i=1
c(m, i) 〈∆nˆi∆nˆm〉c (A.4)
(7) One goes back to step (2), using the updated ϕF (m,T ) and 〈∆nˆm∆nˆk〉c,
and steps (2)-(7) are repeated for a specified number of iterations.
(8) At the end of the iterations, the procedure changes the temperature and is
repeated.
A.2. SFA
In this appendix, we derive the thermodynamic properties using the static fluctu-
ation approximation. We begin with the Heisenberg representation of the creation
operator bˆ†m(τ) given by
bˆ†m(τ) = exp(τHˆ) bˆ
†
m(0) exp(−τHˆ). (A.5)
This satisfies the equation of motion
dbˆ†m
dτ
=
[
Hˆ, bˆ†m(τ)
]
= Eˆm bˆ
†
m(τ). (A.6)
If we decompose the Hamiltonian Hˆ in (9) into a noninteracting and interacting
part, Hˆ0 and Hˆint, respectively, where Hˆ0 is the first, and Hˆint the second term on
the right-hand-side of Eq.(9), then Hˆ0 commutes with bˆ
†
m according to[
Hˆ0, bˆ
†
m
]
= ~ωho(m+ 3/2) bˆ
†
m; (A.7)
for the interacting part, we get[
Hˆint, bˆ
†
m
]
=
1
2
g
∑
n1n2n3
c(n1, n2, n3,m) bˆ
†
n1 bˆ
†
n2 bˆn3 , (A.8)
where
c(n1, n2, n3,m) =
∫
drφ∗n1(r)φ
∗
n2 (r)φn3 (r)φm(r). (A.9)
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The energy Eˆm can then be evaluated from the commutation relation[
bˆm,
[
Hˆ, bˆ†m
]]
= Eˆm. (A.10)
which leads to
Eˆm = ~ωho(m+ 3/2) +
1
2
g
∑
n1n3
c(n1,m, n3,m) bˆ
†
n1 bˆn3 . (A.11)
The average energy 〈Eˆm〉 becomes, then,
〈Eˆm〉 =
~ωho(m+ 3/2) +
1
2
g
∑
n1n3
c(n1,m, n3,m)〈bˆ†n1 bˆn3〉δn1n3 ,
(A.12)
which leads to Eq.(10).
In SFA, we define the energy operator by
Eˆm = 〈Eˆm〉 + ∆Eˆm, (A.13)
where ∆Eˆm is the fluctuation operator of the energy. The basic idea of SFA is to
replace the square of the fluctuation operator with its mean value:
(∆Eˆm)
2 ≈ 〈(∆Eˆm)2〉 = ϕ2m. (A.14)
Going back to Eq.(A.6), one can write the solution to this equation as
bˆ†m(τ) = bˆ
†
m(0) exp[〈Eˆm〉τ ] exp(∆Eˆmτ). (A.15)
With the aid of the identity 18,
B[a+ b∆Eˆm] ≡ η0(m) + η1(m)∆Eˆm, (A.16)
where
η0(m) ≡ 1
2
{B[a+ bϕm] + B[a− bϕm]} ;
η1(m) ≡ 1
2ϕm
{B[a+ bϕm] − B[a− bϕm]} ;
(A.17)
we can rewrite Eq.(A.15) as follows:
bˆ†m(τ) =
bˆ†m(0) exp(〈Eˆm〉τ)
[
cosh(ϕmτ) +
∆Eˆm
ϕm
sinh(ϕmτ)
]
.
(A.18)
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Using the identity
〈Aˆ(β) Bˆ〉 = 〈Bˆ Aˆ〉 = 1
Q
Tr[exp(−βHˆ) Bˆ Aˆ], (A.19)
where Q is the Gibbs partition function, and replacing β with time τ , we can obtain
the so-called long-range equation 18
〈nˆmAˆ〉 = η0(m) 〈Aˆ〉 + η1(m) 〈∆EˆmAˆ〉, (A.20)
where, by invoking the chemical potential via Hˆ → Hˆ − µ,
η0(m) ≡ 1
2
{
1
exp[β(〈Eˆm〉 − µ + ϕm)] − 1
+
1
exp[β(〈Eˆm〉 − µ − ϕm)] − 1
}
;
η1(m) ≡ 1
2ϕm
{
1
exp[β(〈Eˆm〉 − µ + ϕm)] − 1
− 1
exp[β(〈Eˆm〉 − µ − ϕm)] − 1
}
.
(A.21)
The long-range equation is now applied to derive expressions for the fluctuations
in the number of particles and the correlations between them. Substituting Aˆ = 1
into this equation, and using the fact that the quadratic fluctuations are symmetric,
i.e., 〈∆Eˆm〉 = 0, we obtain for the particle distribution
〈nˆm〉 = η0(m). (A.22)
We also define the fluctuations in the number of particles ∆nˆm via
∆nˆm = nˆm − 〈nˆm〉, (A.23)
which then gives
〈∆nˆmAˆ〉 = η1(m) 〈∆EˆmAˆ〉. (A.24)
Substituting Aˆ = ∆nˆk into the long-range equation, we arrive at the expression
〈∆nˆm∆nˆk〉c = η1(m) 〈∆Eˆm∆nˆk〉, (A.25)
where the index c denotes true correlations, i.e., m 6= k.
Now the fluctuations in the energy arise from the interactions between the par-
ticles. It is straightforward to show that
∆Eˆm =
1
2
g
∑
p
c(p,m)∆nˆp. (A.26)
The true correlations between the fluctuations can be decomposed into
〈∆nˆp∆nˆk〉 = 〈(∆nˆk)2〉 δp,k + 〈∆nˆp∆nˆk〉c. (A.27)
To find 〈(∆nˆk)2〉, we invoke Eq.(A.19) with Aˆ = bˆ†k to get
〈bˆ†k(β)bˆknˆk〉 = 〈bˆknˆk bˆ†k〉. (A.28)
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Applying the commutation relation
[
nˆk, bˆ
†
k
]
= bˆk, we find that
〈bˆ†k(β)bˆknˆk〉 = 〈1 + nˆ2k + 2nˆk〉. (A.29)
Since the energy operator Eˆm commutes with bˆ
†
k and bˆk, Eq.(A.28) can be written
in the form
〈bˆ†k(β)bˆknˆk〉 = 〈exp[β(Eˆk − µ)]bˆ†k bˆknˆk)〉. (A.30)
Setting bˆ†kbˆk = nˆk on the right side of (A.30), and equating it to the right side of
(A.29), we get
〈nˆ2k〉 =
1 + 2nˆk
exp[β(Eˆk − µ)] − 1
= 〈nˆk〉(1 + 2〈nˆk〉) − 2 η1(k) 〈nˆk∆Eˆk〉.
(A.31)
From Eq.(A.31) one can determine the fluctuations in the number of particles:
〈(∆nˆk)2〉 = 〈nˆ2k〉 − 〈nˆk〉2
〈(∆nˆk)2〉 = 〈nˆk〉 (1 + 〈nˆk〉) + 2η1(k) 1
2
g
∑
p
c(k, p) 〈∆nˆp∆nˆk〉c.
(A.32)
Setting Aˆ = ∆Eˆ in Eq.(A.24), we obtain an expression for the fluctuations in the
energy, ϕm:
η1(m)ϕ
2
m = 〈∆nˆm∆Eˆm〉 =
∑
k
c(k,m)〈∆nˆm∆nˆk〉c. (A.33)
Next, the Gibbs partition function is derived which contains the fluctuations.
This is given by
Q = Tr{exp[−β (Hˆ − Nˆµ)]} =∑
np
exp
[
−β
∑
p
(Eˆp − µ)nˆp
]
=
∏
p
∑
np
exp
[
−β (Eˆp − µ)nˆp
]
.
(A.34)
where Nˆ =
∑
p Nˆp Taking the logarithm for convenience, we get
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lnQ = ln


∏
p
∑
np
exp
[
−β (Eˆp − µ)nˆp
]

=
∑
p
ln


∑
np
exp[−β(Eˆp − µ)nˆp]


=
∑
p
ln

 11 − exp [−β(Eˆp − µ)]

 .
(A.35)
Substituting Eˆm = 〈Eˆm〉 + ∆Eˆm, and using the identity (A.16), we arrive at
lnQ = −
∑
p
[
q0(p, T ) + q1(p, T )∆Eˆp
]
. (A.36)
Considering the symmetry of the two eigenvalues of the energy fluctuation operator,
we finally get
lnQ = −
∑
p
q0(p, T )
q0(p) =
1
2
ln
({
1 − exp
[
−β(〈Eˆp〉 − µ + ϕp)
]}
×{
1 − exp
[
−β(〈Eˆp〉 − µ − ϕp)
]})
. (A.37)
From q0(p, T ) all other thermodynamic properties follow.
A.3. lnQ in the limit M → ∞
Assuming, then, that φF (m,T )→ 0, we write first
lnQ ≈ −
M∑
m=0
ln
{
1 − exp[−β(Eˆm(T )− µ(T ))]
}
. (A.38)
Following Grether et al. 6, we evaluate the above sum by letting M →∞ and using
their Eq.(6):
Ω(T, V, µ) = Ω0 − 1
β(~ω)3
∞∑
ℓ=1
[exp(β(µ(T )− 3~ω/2))]ℓ
ℓ4
, (A.39)
where
Ω0 = kBT ln {1 − exp[−β(3~ω/2− µ)]} (A.40)
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is the ground-state contribution to the grand potential. Here we have used BE
statistics and harmonic trapping in 3D. Using their Eq.(7), we obtain
Ω(T, V, µ) ≡ Ω0 − 1
β4(~ω)3Γ(4)
∫ ∞
0
x3
z−1 exp(x) − 1dx. (A.41)
This can further be written
Ω(T, V, µ) = Ω0 − kBT
(
kBT
~ω
)3
g4(α), (A.42)
with α ≡ (µ − 3~ω/2)/(kBT ). Apart from the fact that the treatment of Grether
et al. 6 uses a reference potential Ω0 and a reference chemical potential 3~ω/2, this
thermodynamic potential is the same as Eq.(1) in the paper of Rochin 28 where the
‘harmonic’ pressure is also given by P = −Ω/V , with V = ω−3 −the ‘harmonic’
volume.
In conclusion, then, Eq.(5) in our treatment with φF (m,T ) → 0 and M → ∞
gives the thermodynamic potential for a non-uniform trapped Bose gas. Hence all
the thermal properties that follow from it are also suited for non-uniform systems.
But as stated before, we were only able to useM = 100 because of our computational
limitations.
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