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Ab tract 
nal}tical lutions of differential equation are very important for all 
re carcher from different discipline. btaining such solutions is difficult in most 
ca cs. especially if the differential equation is nonlinear. One of the mostly used 
method are the serie methods. where the olution is represented as an infinite series. 
Different methods are available to evaluate the term of this seri s. These methods 
include the well-known Taylor eries method. the Adomian decompo ition method. 
the IIomotop) iteration m thod. and the Homotopy analy i method. 
In thi thesi we give a urvey ofthe different series methods available to solve 
initial and boundary value problems. The methods to be presented are the Taylor series 
method. the Adomina decomposition m thod, and the Homotopy analysis method. The 
main features of each method will be presented and the error analysis will be discussed 
a well. For the Homotop analysis method, the error is controlled by introducing the 
parameter known as n, then the error is controlled by monitoring the value of the 
olution at a specific point for different values of n. This produces what is known as 
the n curve. The mathematical foundation of this method is not very well established, 
and the method will not work at all times. The en'or for the Taylor series and the 
Adomian decomposition method is controlled by adding more terms to the series 
solution which might be costly and difficult to calculate especially if the differential 
equation is nonlinear. 
In this study we will show that the error can be controlled by other means. A 
modified Taylor series method has been developed and will be discussed. The method 
is based on controlling the error through different choices of the point of expansion. 
The mathematical foundation of the method and application of the method to 
differential equations with singularities and eigenvalue problems will be presented. 
Keywords: Adomian Decomposition Method, Homotopy Analysis Method, Modified 
Taylor series method. 
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Chapter 1 :  Introduction 
Man) 'cientific and engineering problem can be modeled by ordinary or partial 
ditTerential equation \\hich are mo tly nonlinear differential equation . It is difficult to 
obtain clo ed form olution for uch problems. In most cases only approximate solutions 
either anal)ti al nes or numerical ones can be obtained. For that reason, the nonlinear 
equations h uld b olved u ing pecial techniques. 
Reccntl) , many researchers have been devoted to new developed methods to 
con truct an analytic solution of non-linear equations. Such methods include the Taylor 
eries method, the Adomian Decomposition method and the Homotopy Analysis method. 
R view of the olution of the ordinary differential equations with variable 
coefficient b the method of power series was discussed in [17, 39, 44]. Detailed analysis 
of the method and the ba ic definitions such as the regular and irregular singular points, 
radius of convergence, with some e an1ples \ ill be introduced in chapter two. 
The other widely used method to generate series solution for the differential 
equations is the Adomian Decomposition method. It was introduced first by Adomian in 
the early of 1980's. It gives the solution as a rapid convergent infinite series with 
components that are elegantly computed. Since then, the method has been applied to wide 
class of equation [6, 7, 8, 9, 40]. A modified version of Adomian method was used to 
derive the analy tic solution of ordinary differential equations in [43]. 
2 
Error analy i and com ergence crit rion of the method was investigated b many 
authors. In [17J herrualt and domian investigate the convergence of the method when 
applied to a 'pecial cia of boundary value problems. Howevec in [18] it was shown that 
Adomian Decomposition methou does not con erge in general. ]n particular, if the method 
is applied t linear equation . 
Recently , many author tried to modify DM to accelerate the convergence of the 
enes oilltion simultaneousl reduce the size of the work. Wazwaz proposed an efficient 
modi rication of the standard Adomian Decomposition method that improve con ergence 
and reduce the error [42]. Also bbasbandy suggested a modification of ADM in [4]. 
More details about the method and examples will be presented in chapter three. 
The third method that will be di cussed in thi thesis is the Homotopy Analysis 
method (HAM). This method is based on a continuou ariation from an initial trial to the 
exact solution. It has been developed by the Chinese mathematician SJ. Liao in his PhD 
thesi in 1992 (see [29] and the reference there in). He den ed the method, proved the 
convergence and developed the error criteria for the method. Recently the method has 
been employed by many authors to tackle certain class of initial value problems. For 
example, Liao [26] employed the method to generate an analytical solution for the Blasuis 
equation. He was able to generate 35 terms of the series expansion of the solution and the 
solution was accurate up to 6 decimal numbers. 
In [26] , Liao applied the Homotopy analysis method, to study the temperature 
distributions of a laminar viscous flow 0 er a semi-infinite flat plate. He was able to derive 
3 
up t 30 terms of the serie olution of the problem. llan and yam [\5] used the method 
to oh c the n n-homogenoLls Blasui problem that describes the fluid flow over a moving 
surface. rhey u ed it to sho\\ that the problem ha either no olution or one solution or 
t\\O solution . The cxistence and uniqueness of the olution depend on the flat plate 
relati e velocity. 
lIan [11] u 'cd the Homotopy Anal SIS method to derive the Adomian 
Decomposition method. He proved that the domian D composition method is a special 
case or  the I lol11otop} Analysis method. Lately, Allan and Haji [14J employed the same 
method to study the characteri tics of nano-fluid flow over a moving flat plate. Liao and 
Chang [24] used the Homotopy Analysis method to derive a solution for the classical 
problem of nonlinear progressive waves in deep water. To further improve the 
convergen e. he applied the Pade expansion. As a result, the calculated pha e speed at the 
20th order approximation of the solution agrees well with previous perturbation solutions. 
10 t of the e. amples presented are initial value problems, very little is known 
about the application of the method to boundary value problems. Allan and Hajji use the 
method to derive an analytical solution to multi-level boundary value problems derived 
from the flow through multi-channels porous media. 
Analysis of the method, its convergence and error analysis will be presented and 
several examples will be presented in chapter four to demonstrate the validity of the work. 
In chapter five, we will discuss a new method based on a modification of Tylor series 
approach to solve singular initial value problems and boundary value problems. The 
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method i based on e panding the olution at different choices of the expansion point. 
The solution then \\ ill be a function of both the independent variable x and the expansion 
p int xo. tudy of the olution a the e. pansion point varies \ ill be presented. 
Mathematical anaJysi of the method and error control will be discussed and several 
example \i ill be presented. Conclu i n remarks are presented in Chapter six. 
Chapter 2: erie olution about ordinary point 
5 
10 t differ ntial equation , especially nonlinear one , do not accept olution 
\\hich can be implicitly or explicitly defined in term of elementary functions. Howev r, 
the problem of finding solution is not difficult. In fact, there are available numerical 
methods series meth ds and graphical methods for solving DE's. 
For ertain di rferential equations, implicit solutions in terms of elementary functions can 
be found. IIowever, it i frequentl true that such implicit solutions are less llseful than 
numerical or serie ones. Implicit solution are for mo t differential equations, are difficult 
to tind. The ubject of this chapter is the use f power series as a method for deriving 
solutions to linear and nonlinear ordinary differential equations. 
2 . 1  I n t roduct ion to a power  series 
The ba ic idea of power series solution is to find the solution of the form 
y(X) = I an(x - xo )n 
n=O 
where ao) alJ a2· I) I an are constants to be determined, Xo is the domain of definition of 
the differential equation and x is the independent ariable. However, if infinitely many 
values of an's are non-zeros, then the series is infinite and one should consider the 
convergence of the series. In what follows we will introduce some definitions that will be 
needed in this chapter. 
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2.1 . 1  Defi n it ion of  a con ergence 
pov,:er eries (2.1) i aid to con erge at a point x if lim I�=o all (x - xo) ll = m ...... oo 
I:=o an (x - xo) ll exi t . It is lear that the series con erges for x = Xo. it may converge 
for all x. or it may converge for some values of x and not for others. 
2.1 .2 Defi n ition of a b  o lu te  convergence 
The po\",er series I:=o an (x - xo) ll lS said to con erge absolutely of 
I:=o an I (x - xo)  I
n Con erge . One of the most useful tests for the absolute con ergence 
of a power eries is the ratio test. It states that for a fixed value of x if 
Ix - Xo I lim lal1+11 = Lthen the power series converges ab olutely at that value of x if 
11 ...... 00 an 
l < Land di\'erge if l > 1 .  If l = 1 the test is inconclusive. i.e. the series may either 
com erge or diverge. Howe er, there is another method to test the absolute convergence 
that is if a power series converges at x = Xl' then it converges absolutely for all x such 
that Ix - Xo I < IXl - Xo I. and if it diverges at x = Xl. then it diverges for all x such that 
Ix - xo l > IXl - xo l . 
2 . 1 .3 Defi n it ion of rad i us of  convergence 
The radius of con ergence of a power series is defined to be the positive constant 
p uch that the power series converges absolutely for Ix - Xo I < p and diverges for 
Ix - Xo I > p. The interval I = {x: Ix - Xo I < p} is called the interval of convergence of 
the sene . 
2.2  Po" er  erie m et hod for l i near different ia l  equation 
'onsider the 'econd- rder linear differential equation, 
upp e a2 (x) i nonLcro for all x. Then we can divide throughout to obtain 
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(2.2) 
(2.3) 
uppo e that a1 / a2 and 
ao / a2 are analytic functions at Xo , then we can derive the power 
ene olution of the differential quation (2. 2) as follows. 
Let 
00 
y(x) = L an (x - xo) n 
t=O 
then 
00 
y'(x) = L nan (x - xo) n- l 
i = l  
and 
00 
y" (x) = L n(n - l ) an (x - xo) n-2 
i=2 
(2 .4) 
(2 .5) 
(2 .6) 
Then replace y, y', y", . . .  in (2.2) one can solve for the coefficients ai , i = 1 ,2 ,3, . . .  as it 
will be shown in the next example. 
E x a m ple  [2. 1 ] :  Consider the differential equation 
y
" 
- xy = 0 (2. 7) 
( ) � r n ' ()_� 1 n- l y X = Lm= O anx , Y x - Lm=l an nx , 
Plugging y and y
" 
into the Eq (2.7) gives 
00 00 L ann(n - 1 )xn-2 - x L anxn = 0 
n=2 n=O 
By making a shift in the index on the first sum the second urn lead to 
2a2 + L (k + 2)(k + 1 )ak+2xk - L ak_l xk = 0 
k = l  k = l  
olkcting po\\er of the same power of x leads to 
j 
2a2 + L[(k + 2)(k + 1 ) ak+2-ak_l ]Xk = 0 
k=l 
If thi erie is a solution, then all these coefficients must be zero. Thus 
2a2 = 0, or 
and 
(k + 2)(k + 1 )ak+2 - ak- l = 0 
or 
_---'Qk:!...--...!c1_ a -k+2 - (k+2)(k+ l )  
For example for k = 1 , 2, 3, . . .  
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(2.8) 
'ubstituting these coefficients int the original power series for y(x) gives 
\"hich we can break up into the um o[ two linearly independent series solutions 
[ 1 4 1 7 ] 
Y2 (X) = a l  x + -x + -x + ... 1 2 504 
and 
y(x) = Yl (x) + Y2 (x) 
thus 
[ 1 3 16 ]  [ 1 4 1 7  ] 
y(x) = ao 1 + - x + -x + ... + a x + - x + - x + ... 6 180 1 12 504 
9 
The coefficients ao and a l  can be determined using the initial conditions. It is worth 
mentioning that it is alway possible to find the recurrence relation similar to (2. 8) in all 
case of linear differential equations. 
Example [2.2]: Consider the following IVP. [10] 
eXy" (x) + xy(x) = 0 (2. 9) 
with the initial conditions 
yeO) = A,  y'(O) = B 
We can introduces the olution of the Taylor series by an infinite series given 
ub'5tituting Eq (2.10) into both ide of Eq (2.9) gives 
or. cqui\ alentl) 
Thu 
10 
(2.10) 
The coefficients an, n ;::: 0, are determined by equating coefficients of like powers of x 
tlu·ough reCUlTence relation. It is clear that the recurrence relation is difficult to derive. 
Alternatively, we multiply the eries, term by term to find 
. . .  = 0 
0\\ 
ao = A, 
1 
a = -(A - B) 4 12 
- 1 1 
= A + Bx + -Ax3 + - (A - B)x4 + . . .  6 1 2  
= Y1 (x) + Y 2 (x) 
\\here 
and 
Y2 (X) = [x - :2 X4 + .. . ] B 
2.3 Power erie method fo r non linear d i fferentia l equat ion  
1 1  
For the nonlinear differential equations the approach is th same as the linear case. 
IIowever, calculating the coefficient an 's of the series solution is a little bit more 
difficult. In the next examples, we will suggest a new approach to find the coefficients 
that will reduce the calculation time and make it easier for the use of software such as 
Mathematica or Matlab. 
Example  [ 2 .3 ] :  Consider the nonlinear linear differential equation 
Y' + y2 = 1 ,  yeO) = 2 
Which has an exact olution given by 
1 + 3e2X 
y(x) = -1 + 3e2x 
then, 
'( ) ,\, f n- l y X = Lm=l annx 
Plugging y and y' into the Eq (2.11) gives 
(2.1] ) 
nd after simplification it become 
The term can be rearranged a 
= 1 
This equating the coefficient of each power of x with a leads to 
irnilarly 
1 
( 4 2 ) a3 = - -3ao + 4ao - 1 3 
Then the solution in a series form will be 
y(x)=ao + (1 - a6)x + (a6 - ao)x2 + � (-3a6 + 4a6 - 1)x3 + ... 3 
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The coefficient ao can be found using the initial condition. If for example we assume that 
yeO) = 2 ,  then ao = 2, a1 = -3 ,  . . .  which leads to the power series solution 
y(x)= 2 - 3x + 6x2 - l lx3 + ... 
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s mentioned earlier. the calculation of the coefficient an will more complicated 
and difficult c p cially if the method i applied to a higher order differential equation with 
e\ cr nonlinear term . In addition, it will b ery difficult to write a computer program to 
e\aluatl: the coefficient u ing procedures d scribes above. This initiates a need to 
develop a new approach to sol e [or the co fficients. The ne\ approach will be described 
in the next example. 
New approach for eva lua ting the  coefficien t  
on id r the nonlinear differential equation described example [2.3] solve the 
ODE u ing the power serie method, we set 
and 
Plugging y and y' into the ODE gives 
(2.12) 
etting x = 0 in Eq (2.12) give 
then differentiate Eq (2.12) with respect to x leads to 
. . .  ) = 0 (2.13) 
and set x = 0 implie 
and 
Differentiate Eq (2.13) with respect to x again and set x = 0 implies 
or 
Then the olution will be 
y(x)=ao + (1 - a6)x + (a� - ao)x2 + � (-3aci + 4a6 - 1)x3 + . . .  3 
14 
The above mentioned technique can be programed easily using Mathematica to solve the 
nonlinear differential equations in general. The solution of e. ample [2.3] is presented in 
figure 2.1 which shows the series solution and the exact solution together, while figure 
2.2 represents the error over the interval [0, 0.4]. Table 2.1 is the list of error values over 
the same interval for the same example. 
2 0  
1 9  
1 1  
1 -
1 1  
0 1  0 4  
Figure 2 . 1 :  The exact and the power series solution for the nonlinear 
differential equation 
" I c :.  c s  C 4 
-1 ! . - � 
Figure 2.2: The error olution for the nonlinear differential equation 
1 5  
Xi E act solution Error solution 
0 2 0 
0 . 1 1 . 75069 1 .  789 1 3  x 10-6  
0 .2  1 .57546 5 .2 1 1 29 x 1 0 - 12 
0 . ... 1 .44779 1 .74 1 46 x 1 0-7 
0 ,4 1 .35205 0 .0002 76044 
0 . 5 1 .27953 0 .0826308 
Table 2 .1 :  The exact solution and the error over the interval [0 , 0 .5 ]  
E x a m ple  [2  .... ] :  onsider the nonlinear DE 
yeO) = 1 
ubstituting Eq (2.1 0) into Eq (2 . 14) yields 
or. equivalently we can write Eq (2 . 14 )  as 
y ' - xyy' - y2 = 0 
let 
Plugging y and y' into the Eq (2 . 1 5 ) gives 
1 6  
(2 . 14 )  
(2 . 15 ) 
Therefore 
ao = 1, 
Therefore 
3 8 y(x) = 1 + x + - x2 + - x3 + . . .  2 3 
17 
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hapter 3:  Ado m ian Decompo itioD M ethod 
3. 1 I n troduct ion 
fhc domian decompo ition method ha pro en to be ery efficient in handling 
man problem l J1 arious fields of cience and engineering such as physical and 
bioi gical problems which can be modeled by differential equations that can be ea ily 
solved by Adomian 's method. For example l-Khaled and llan [22] applied ADM to 
solve oltera Fredholm equation. Abba bandy and Darvishi used Adomian 
decompo ition method to solve Burger-equation [ 4] .  Other examples of the use of the 
Adomian Decompo ition method can be found in [ 1 2- 1 5 ] .  
The method it has been extended b Wazwaz to solve Voltera integral equation, 
Tan and Abbasbandy applied ADM to sol e quadratic Riccati differential equation [ 40] ,  
recently Kamel Al-Khalid and Fathi llan [ 1 3, 2 1 ] de eloped the ideas of Wazwaz study 
and applied it to high order nonlinear VOltera Fredholm differential equation. 
The basic idea of ADM consists of splitting the given equation into two parts, 
linear part and nonlinear part, inverting the operator of the highest-order derivative 
contained on both sides in the linear operator, identifying the boundary or the initial 
conditions and the temlS that involving the independent variables alone as initial 
approximation, decomposition the unknown function into a series whose components are 
to be determined, decomposing the nonlinear function in temlS of special polynomials 
1 9  
called Adomian 's pol nomials, then finding the successive tem1S of the sene solution by 
recurrent relati n u ing domian p Iynomials. 
The domian Decomposition m thod ha man advantages. The main advantage 
o[ the method is that it can be applied directly [or all t pes of differential and integral 
equations linear and nonlinear, homogeneous or inhomogeneous, with constant 
coefficients or with variable coefficients. 
n ther advantage is that the method is capable to reduce the Size of 
computational work � ithout reducing the high accuracy of the numerical solution. 
M reo er one of the disadvantages of this method is that it gives a good approximation 
only in the neighborhood of the initial time, as it will be shown later. In addition, Allan 
[11] proved that the solution gi en by ADM is just a pecial case of the Homotopy 
Analysis method which will be discussed i n  the next chapter. 
3.2 Adom ain Decom position method for non linea r differential equa tion 
Consider the differential equation 
F(XI y(x)) = 0 
which can be split in t'Wo components 
L (y(x) ) + N (y(x) ) = 0 
(3 .1 ) 
(3 . 2 )  
where N and L are the nonlinear and the linear parts of F .  The operator L i s  assumed to be 
an invertible operator. olving for L (y) leads to 
L (y) = -N (y) ( 3 . 3 )  
Applying the inverse operator of q ( 3 . 3 )  leads to 
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y(x) = -C 1 (N (y) ) + t9(x) ( 3 .4 )  
where t9(x) i the constant of  integrat ion which at i sfies the condition L (fJ) = O .  ow 
assuming that the solution y(x) can be repre ented as i n fin ite series of the [onn 
00 
y(x) = L Yn ex) (3 .5) 
n=O 
Furthermore . .  uppo e that the non l inear tenn N (y) can be written as i n fin i te series in 
tenn of the Adomain polynom ials Anof the form 
00 
(3 .6) 
\.\ here the Adommn polynomia ls  An of N (y) are evaluated using the fol lowing formula: 
Then substi tuting Eqs ( 3 . 5 )  and ( 3 .6 )  in Eq ( 3 .4 )  gives 
00 00 
L Yn(x) = t9(x) - C1(L An) 
n=O n=O 
Then equat ing the tenns in  the l inear system of Eq ( 3 .7 )  gives the recurrent relation 
n � O  
(3.7) 
Then. the solution wi l l  be est imated as y(x) = I�=o Yn ex) .  I n  the fol lowing sect ions we 
wi l l  prO\ ide some appl ication of the ADM to certain c lass of DEs. 
3.3 u m erica l Re u l t 
E x a m ple  [3.3a ] :  on ider the nonl i near DE. 
y ' (t) + y2 (t) = - 1 
\\ ith in i tial condi tion yeO) = a 
2 1  
To so lve thi problem. the highest degree d i fferential operator (written here as L) i s  put 
on the left ide. i n  the fol lo\'v ing \vay 
L (y) = - 1 - y2 
, ith L = � and L - 1 = 1,0\ )dx dt 
ume the o lution of the form 
y = Yo + Y1 + Y2 + Y3 + ... 
Replac ing in  the previous expression. we obtain 
Now we ident i fy Yo with some expl ic i t  expression on the right, and Yi ,  i = 1 , 2 , 3 , . . .  
wi th some expression on the right containing terms of lower order than i .  For instance, 
Yo = yeO) + L- 1 (- 1 ) = - t 
I n  th is  way any contribution can be expl ic i ty calculated at any order. I f  we sett le for the 
four first terms. the approximant i s  the fol lowing 
y = Yo + Yl + Y2 + Y3 + . . . 
= - t + - t + - t + - t + . . .  [ 1 3 2 5 1
7 7 ] 
3 15 3 1 5 
E � a m plc 13 .3 b J :  Con ider the non l inear d i fferential equat ion 
y' ( t) + y2 (t) = 1 ,  yeO) = 2 
Solution 
2 2  
The d i fferential equation can be pl i t  into the two parts L(y) = y '  - 1 and N (y) = _y2 , 
d 
v" here L = -, and L (y) = - N (y) dt 
Let 
y = Yo + Yt + Y2 + Y3 + . . .  
then 
Yo = yeO) + L- 1 ( 1 ) = (2 + t) 
y, = -L- 1 (yg) = -(C '(2 + tJ 2) = - (4t + 2 t'  + 
t:) 
y, = -L- 1 (2YoYl )  = - C '(2(2 + t) ( -4 t _ 2 t '  _ 
t:) 
= - ( - 8 t2 - 136 t3 - i t4 + . . .  ) 
Y _ L- 1 (y2 + 2y y ) = _ (48
 t3 + 1 42 t4 + . . .  ) 3 - - 1 0 2 3 1 2 
then 
2 3  
y = Yo + Yl + Y2 + Y3 + ... 
= [ 2 - 3 t + 6 t2 - l l t 3 + . . .  ] 
Example  r3 .3c l :  Con ider the non l inear ordinar d i fferential equation [ 1 1 ]  given by 
, y2 Y = l -Xy I yeO) = 1 
U ing the AD L Eq ( 3 . 8 )  can be v ritten as 
y ' ( l - xy) = y2 
y '  = xyy' + y2 
L ey) = xyy' + y2 
Applying c; / to  both s ides of Eq ( 3 .9 )  and using the i n i t ia l  cond it ion we find 
thus 
( 3 . 8 )  
( 3 . 9 )  
The decomposit ion method expands each of the nonl inear terms yy' and y2 formal ly  in  a 
power eries, gi en by 
00 
yy' = AD + A l + A2 + A3 + . . .  = I An 
n=O 
00 
y2 = B 0 + B 1 + B 2 + B3 + . . .  = I Bn 
n=O 
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\\here An and Bn are so cal led Adomian pol nomials correspond ing to the nonl inear teml 
yy'and y2 , respecti vely, and 
Ao = Yoyb = 1 (0)  = 0 
Bo = yJ = ( 1 ) 2 = 1 
thu 
d 
A l = dit [ (Yo + itYl ) (yo + ithY ]  
= [Yl (Yo + itYIY + (Yo + itYl )Y� ] ( 3 . 1 0) 
lib t i tute it = 0 i n  ( 3 . 1 0) impl ies 
thus 
(3 . 1 1) 
slIb t itllte it = 0 ,  i n  ( 3 . 1 1 )  impl ies 
(3 . 1 2) 
subst i tute it = 0, in  ( 3 . 1 2) impl ies 
ubst itute A = 0 i n  ( 3 . 1 3 ) . impl ies 
The solution of Eq (3 . 8 )  i n  a series form is therefore 
( ) 3 2 8 3 Y X = 1 + x + - x  + - x  + . . .  z 3 
2 S  
(3. 1 3) 
From the above discussion we can eri fied, the components Yo, Yl ,  Yz , . . . were determined 
eas i l y  in  a reCUlTent way . Only s imple integrals were used in the computational work . It 
was indicated that the accuracy can be improved by add ing more terms. 
26 
C h a pter  4:  H o motopy A n a lys is  M et hod ( H A M ) 
�. t I n t roduction 
The I Iomotop) nal is m thod , which "" as fi rst introduce in 1 992 b L iao [24, 
26, 28 ] , i another method used to deri e an analytic solution for non l inear operators. I t  
consi t f i ntroduc ing embedd ing parameters and embedding operators where the 
solution i as umed to d pend continuously on these parameters. The method has been 
u ed by everal author and proved to be ery effect ive i n  deriving an analytic solution of 
nonl inear di fferential equat ion [ 1 ,  2 ,  25, 29,  30 ] .  
� . 2  The  H om otopy A n alysis method for the sol u tion of  y(x) = 0 
To explain H AM. consider a non l inear equation 
y(x) = 0 (4. 1 )  
F irst of a l l  \\'e construct such a Homotopy 
J1 [x, q ] = ( 1  - q) [y(x) - y(xo) ] + qy(x) (4 .2 )  
where (xo) i an i ni t ia l  guess and ( q )  i s  cal led Homotopy parameter, o r  i nc luding 
parameter. 
ow, at q = 0 and q = 1 , one can get 
l1 [x, l ] = y(x) ,  and I1 (X, 0) = y(x) - y(xo) 
Thus as  q i ncreases from 0 to l ,  11 [x, q ] varies continuously from y(x) - y(xo) to  y(x) 
ow let I1 (X, q) = 0 
2 7  
(1 - q) [y(x) - y(xo) ] + qy(x) = 0 (4 .3 ) 
S ince the above rami l )  of algebraic equation depends on th Homotopy parameter q, then 
we can set x = rtJ (q), 
then (-+ .3 ) can be vvTi tten as 
( 1  - q) [y (rtJ (q)) - y(xo) ] + qy(rtJ (q)) = 0 (4 .4)  
t q = 0 we have 
y ( rtJ(O) )  - y(xo) = 0 
We may take rtJ(O) = xo , then the function rtJ(q) agrees with the in it ial approximation at 
q = O  
More m er at q = 1 ,  we have y(rtJ ( l ) )  = 0, then rtJ( l ) i s  a solution of the non l inear 
algebraic equat ion.  
Therefore, as the Homotop parameter q i ncreases from 0 to 1, rtJ (q) varies from in it ial 
gue (xo) to the solution of y(x) = O . 
Equat ions l i ke (-+ .4 )  i s  cal led a zeroth-order deformation equat ion .  
ow, expand rtJ(q) as a Mac lur ian series. gives the Homotopy series 
Let Xk = Dk (rtJ) ,  Where Dk (rtJ) i s  cal led the kth-order homotopy derivatives of rtJ 
then, 
(4 . 5 ) 
28 
ccord ing to the theory of Taylor erie , this power eries i s  unique as one regards q as a 
small parameter. 
[ r the Hom topy eries (4 . 5  is con ergent at q = I, then u ing the relat ionship (£)( 1 )  = x, 
one ha the so cal led l lomotop sene o lution 
00 
x = Xo + L Xk 
k= l 
0\\ , b) taking the fi rst order Homotopy derivat ive on both sides of the zeroth order 
l lomotop) derivati e equation ( .. L4 )  gives the so cal led fi rst order defoffi1ation equat ion: 
fter that, if we take the second order Homotopy derivative on both sides of the zeroth 
ord r defonnat ion equation (4 .4) ,  'Ii hich means d i fferentiate twice with respect to q, then 
d i " ide b) 2 !  and fi nal ly set q = 0, we get x2y l (xo) + � xiY" (xo) = 0 2 
. .  -xb" (xo )  whose solut Ion l S  Xz = -.:...:...., ----'--"-'­zy (xo) 
_y2 (xo)y" (xo) 
z [y '  (xo) ) 3  
F inal ly .  the  fi rst order Homotopy series approximation, 
x == Xo + Xl ' and the second order Homotopy series approximation x == Xo + Xl + X2 
To control the radi us of convergence of the series solution, L iao introduced an auxi l iary 
parameter h 1= O .  
The new k ind of zeroth order defonnation equation becomes l i ke 
(4 .6) 
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ow \\e ha\ e the corre pond ing fi rst order deformation equation by taking first order 
f lomot PJ derivati e on both ides of (4 .6  and sett ing q = 0 leads to 
hy(xo) 
Therefore, Xl = I ( ) Y Xo 
By the same way i f  we take the second order Homotopy derivat ive on both sides of (4 . 4) 
we can have the corre ponding econd order deformation equation 
On the other hand Xl and Xz given by (4 .4 )  are pecial  case of Xl and Xz given by (4 .6)  
with h = - 1 . 
4.3 The H o motop. A n a l  sis m et hod for the  so lu tion o f  t h e  non linear differentia l 
equation 
Consider the d ifferential equat ion 
N [y(x) ] + L [y (x) ] = 0 
where N i s  a non l inear operator, X denotes the i ndependent variables and y i s  the unknown 
function. 
B the means of HAM 
( 1 - q)L [ (� (x; q )  - Yo (x) ] = qh [N [� (x; q) ] + L [� (x; q ) ] ]  (4 .7 )  
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Where q E [0 , 1 ]  is the embedding parameter. Ii =1= 0 is an auxi l iary parameter used to 
control the error, L i an au i l iar l i near operator, (b(x, q) i an unknown function, Yo (x) 
i s  an in i t ial gue . 
When the embedding parameter q = 0 and q = 1 ,  equation (4.7) becomes (b(x; 0) = 
Yo (x) and (b(x; 1 )  = y(x) . 
0\-\ , as q increa e from 0 to 1 ,  the o lut ion wi l l  be change from the i n it ial guess Yo (x) 
t the solution y(x) . 
8) expandin6 (b(x; q) i n  Taylor series with re pect to q ,  
co 
(b(x; q) = Yo (x) + I Ym (x) qm, 
m= l  
1 a m r;!J(x;q) where Ym ex) = -, a m m .  q ! q = o  
T f the auxi l iary parameter Ii i s  convergent a t  q = 1 ,  then 
co 
y(x) = Yo (x) + I Ym (X) 
m= l 
\-\ hich must be the original solution of the non l inear equation . 
.tA Examp les of H A M  
E x a m ple [.t. l ] :  Consider the nonl inear problem y' - y2 = 0 ,  
Let, L (y) = y' 
then, yb (x) = 0, Yo = A, A = 1 ,  Yo (x) = 1 
( 1 - q ) ( y' (x) - yb (x)) = liq (y' (x) - y2 (X) ) 
yeO) = 1 
From the fi rst deri vat ive 
(- l) (y� q + y� q 2 + y�q3 + . . . ) + ( 1  - q ) (y� + 2y�q + 3y�q2 + ... ) 
+ fiq (y� + 2y�q + 3y�q2 + . . . 
Take q = 0, to get 
, - l; ' 11 2 Yl - rlYo - Yo 
y� = -fiy� = - 11 
Yl = -fix + c 
inee Yl (O) = 0,  C = 0 
Yl = -fix 
From the econd derivat i ve 
3 1  
(- 1 ) (y� + 2y�q  + 3y� q2 + . . .  ) + ( 1 - q) (2y� + 6y� q)  
+ (- 1 ) (y� + 2y� q  + 3y�q2 + . . .  ) 
Take q = 0 
= h ( (y� + 2y�q  + 3y� q2 + . . . ) 
- 2 (Yo + Yl q + y2q2 + y3q3 + . . .  ) (Yl + 2Y2q + 3Y3q2 + . . .  ) ) 
+ h ( (y� + 2y�q  + 3y�q2 + . . . ) 
- 2 (yo + Yl q + y2q2 + y3q
3 + . . .  ) (Yl + 2Y2 q + 3Y3 Q2 + . . .  ) ) 
+ hq (2y� + 6Y�Q + . . . ) 
-y� + 2y� - y� = hy� - 2Yoy1 h + hy� - 2Yoy1 h 
2y� = 2y� + 2hy� - 4YOYl h 
y� = y� + hy� - 2Yoy1 h 
Y2 = -hx + 1 + h (  -hx) - 2 ( 1 ) (  -hx) h 
Y2 = - hx - h2x + h2x2 
Then the third derivative 
3 2  
(- 1 ) (2y� + 6y� q + . . .  ) + (- 1 ) (2y� + 6y�q + . . . ) + ( 1 - q ) (6y� + . . .  ) 
+ (- 1 ) (2y� + 6y�q + . . .  ) 
= h ( (2y� + . . .  ) 
- 2 (Yl + 2Y2 q + 3y3q3 + . . .  ) (Yl + 2Y2q + 3y3q2 + . . .  ) 
- 2 (Yo + Yl q + y2q2 + y3q
3 + . . .  ) (2Y2 + 6Y3Q + . . .  ) ) 
+ h (  (2y� + 6y�q + . . .  ) 
- 2 (Yl + 2Y2q + 3Y3q2 + . . . ) (Yl + 2Y2q + 3Y3Q2 ) 
- 2 (yo + Yl Q + y2Q2 + . . .  ) (2Y2 + 6Y3Q + . . . ) ) 
+ h ((2y� + 6Y� Q + . . .  ) 
- 2 (Yl + 2Y2Q + 3y3Q2 + . . . ) (Yl + 2Y2Q + 3Y3Q2 ) 
- 2 (Yo + YI Q + Y2Q2 + . . .  ) (2Y2 + 6Y3Q + . . .  ) )  + hQ (6y� + . . .  ) . 
Take Q = 0 
y� = y� + hy� - hy; - 2YOY2 h 
y� = -h  - 2hz + 4h2x - h3 + 4h3x - 3 h3x2 
Y3 = -hx - 2h2x + 2h2x2 - h3x + 2h3x2 - h3x3 
Then, y(x) = Yo + Yl (x) + Y2 (x) + Y3 (x) 
3 3  
Figure 4 . 1 shows the h c urve v hich i s  the variat ion of the value ofy ' (0) as the parameter 
h varies over the interval [- 2, 0 ] . It shows a horizontal l ine over spec ific values of h . 
So choo ing any value of  h on the interval where the c urve is  horizontal wi l l  guarantee 
the con ergence of the series. 
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Figure 4. 1 :  The h -cur e for y' (0) by 1I ing Homotopy Analysis method 
/ 
: 5  
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h = -0 .9 h = -0 . 5 
F igure 4.2: The solution for x between [0 , 0 .8]  for h = - 0 . 9 and h = -0.5  
F igure 4.2 shows the  series solutions for the  two d ifferent values of h that resul ted from 
the Homotop Analysis method on the i nterval [0 , 0 .8] . 
As i t  i s  c lear, one can fi nd that the solution depends on the parameter h as wel l .  This 
parameter i s  used to control the error by watching the value of y' (0) for d i fferent values 
3 5  
o f  h .  I t  i c l  ar that the alue y '  ( 0 )  i s  table for al l al ue o f  h i n  the interval 
between ( - 1 .5, -0.3) .  0 picking h in  the in t  rval should dec rea e the error. 
Exam ple [ 4.2 J :  Con ider the non l in  ar problem 
y" + y2 = 0 ,  yeO) = 1 y ' (O) = 0 
ing the arne pr cedure de cribcd abo e, one can find the h-curve shown i n  fig 4.3 
, 0 1 <  I II () 5 1 
6 
Figure 4 . 3 :  The h-curve for y"(O) using the Homotopy Analysis method 
F igure 4 .3  shows that the horizontal l i ne is not achieved, which means that h cannot be 
used as an error contro l ler for th is problem. This in i t iates the need for a modification of 
the method. This wi l l  be achieved i n  the next chapter. 
Chapter 5 :  M odified Taylor eries olution method 
5. 1 Mod i fied Taylor erie o l u t ion of i n i t i a l  va lue  p rob lem w i th  s ingu lar i t ie  
5. 1 . 1  I n t rod uct ion 
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I n  mathematic , i n  general a ingularity i s  a point at a given mathematical object 
not defi ned, or a point \ here it fai l  to  be wel l -b ha  ed  of an  except ional e t  in some 
pat1 i u lar \\ a ', uch as man problems in various fields give rise to ODE of the form 
y" = [(x, y, y ') ,  a < x < b  ( 5 . 1 ) 
For ome int n al of the real l i n  with in i t ial cond i tion. An ini t ia l  vale problem as  ociated 
to the econd order DE ( 5 . 1 )  is singular i f  one of the fol lowing s i tuat ions occurs. The 
interval (a, b) i nfin i te i f  [(x, y, y ' )  i s  unbounded at some a lue of y' or y or [(x, y, y ' )  i s  
unbounded a t  orne Xo E [0 , 1 ] . 
Consider the nth order l inear d i fferential equation of the form 
( 5 .2 )  
subject to the i ni t ial condit ion : 
( 5 .3)  
The point Xo i s  said to be a singular point  if [n (xo) = 0 and i t  is said to be a 
regular poi nt for the d i fferential equat ion ( 5 .2 )  i f  al l functions (x - xo) In- l  J In 
( ) z ln-2 x - xo - , . . . . J In (x - xo)
n- l �: are analyt i c  at Xo . Otherwise, the point i s  said to 
be an i rregular singular point .  I t  i s  very wel l  known that near the regular s ingular point 
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one can fi nd the seri s expansIon of the solution uSing the wel l -known method of 
hobeniu . For the d ifferential equations with i lTegular singular points, the series 
c\.pan 'ion of the ol ution near the i rregular ingular points i s  not possible. However, there 
are recial treatment for the e k inds  of problems such that the exponential transformation 
method, where the tran [onnation is  given by 
y(x) = Exp(F (x)) Y (x) ( 5 .4) 
\\ here 
and 
00 
y (x) = I ai (X - Xo) i +r 
( = 0  
i s  the  Frobenius series. Then find ing a l l  derivatives of the function defined by ( 5 .4)  and 
p lug in the d ifferential equation ( 5 . 2 )  after d iv iding by the function fn (x) , one can find 
the wlknown coefficients Ak and ai and the constant T. The d i fficulty associated with th is 
approach i s  that the detelmination of the coeffic ients i s  t ime consuming and too much 
i nvolved . 
umerical techill ques avai lable for the solution of these k inds of problems also 
face the fact that the in i tia l  condi t ions are given at Xo and the evaluation of the terms of 
the Taylor series sol ut ion at an step requ ires d ivid ing by x - Xo which resul ts in overflow 
and therefore w i l l  fai l  to obtain the solut ion. 
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Taylor ene solution of ordinary d ifferential equations i s  very wel l  knO\ n 
practice for many year . Recentl i t  ha been proven that Taylor selie expansion is  ery 
efficient i n  hand l i ng pecial t pe of  d ifferential equat ions. Huabsomboon et al [ 20 ]  used 
thc Tu) lor- erie expan JOn methods to solve the second kind integral equat ions. 
1aleknejad et al [ "' 2 1  obtained num rical o lution [or the second k ind Fredholm integral 
equation ) stem by u ing a Taylor-series expansion method. Maleknejad and Aghazadeh 
[ 3 1 1  cmpl )'cd thc Taylor series expan ion to solve numerical ly the Volterra i ntegral 
equations of the second k ind with convo lution kernel .  H i le Ren et al [ 3 8 ]  considered the 
olution of a c la  of second k ind i ntegral equations us ing s imple Taylor series expansion 
method. 
The eries ternlS can be calculated term by term uch as the direct Taylor series 
expan ion [ 20,  32, 3 8 ]  or col lect ively such as the Adomian Decomposition method [22, 
42] and the Homotopy Analysis method [ 1 2 . 1 9, 23 , 40 ] .  
For the I n i t ial value problems i t  i s  wel l  known that the Taylor series expansion 
[24, 3 1 .  4 1 ]  of the sol ution will be about the i nit ial point and the error i s  contro l led by 
add ing more terms to guarantee the convergence of the sol ut ion over a spec ific  i nterval .  
ometimes add ing more terms m ight be d ifficul t  and t ime consumi ng \vhich is  the case of 
Adomian Decomposit ion method [ 1 1 ]  and the Homotopy Analysis method [ 1 4 , 29 ] .  As 
d iscussed in the previous chapter, to control the error of the Homotopy Analysis method 
an addit ional parameter, h is used and the behavior of the sol ution is monitored at one of 
the in i t ia l  condi t ions as the parameter h varies. Howe er not much theory is avai lable to 
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support the u e of this addit ional parameter. This idea in i t iates a new approach to decrease 
the error and increa e th convergence of the solution. 
In thi chapter we \\ i l l  d i scuss a new approach to olve in i tial value problem using 
the erie expan ion method [ " 3 ,  34 ] .  The method is  based on d ifferent choices of the 
expan ion point u ed to expand the o lution about. Deta i l s  properties of the suggest d 
meth d \\i l l  be d i  cus ed and d i fferent l inear and non l inear in i t ial  value problems wi l l  be 
presented to demonstrate the effic iency of the method in  the fol lowing. 
E x a m ple  1 5. 1 ] :  
Consider the fol lowing equation 
xZy" - 2y = 0 
which ha a singular point at x = O .  
I t  can be shown by direct ubst i tution that the fol lowing functions are l i nearl i ndependent 
sol utions for x '* 0 
yz ex) = X- l 
Thus. in  an interval not contain ing the origin, the general sol ut ion is yex) = clXZ  + 
czx-l .  Thus, y = c1XZ  i s  bounded and analyt ic  at the orig in .  
However. y = czx- l does not have a Taylor series expansion about x = 0 ,  for that the 
standard numerical techniques wi l l  fai l ,  because the use of the standard Taylor series 
expansion of the sol ution near the i rregular singular point w i l l  not be possible due to the 
fact that eva luat i ng the series coeffic ients wi l l  require a d iv ision by O. I n  what fol lows, 
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we \\ i l l  de clop a n \ approach to control the error in  the Ta lor series expansion of 
anal)- t ic function . The approach 'W i l l  be us d to olve d itTerential equations " ith i rregular 
si ngulari t ie and eigenval ue problems. 
5. 1 . 2  The Tay lor  erie expan ion of  t h e  fu nct ion [ (x) 
C n ider the Taylor serie e pan ion of  the function f (x) about Xo 
( 5 . 5 )  
where 
and 
The variable ( i  between x and Xo . Let us assume I fTI+ 1 (0 I -::; M then for fixed xo , one 
can control the error and i ncrease the inter al of convergence of the series e ither by adding 
more terms which m ight be costly i n  most case , or one can reduce the error by changing 
the expansion point xo . 
Howe er, looking at the error telm Eq (5 . 5 ) one can see that the error i s  also contro l led by 
the quantity (x - xo) n . So selecting d ifferent Xo wi l l  g ive d i fferent values for the error 
and the c loser the point  Xo to the point x, the less error w i l l  be obtained. 
The relation between the i nterval of con ergence and the choice of Xo for a fixed number 
of term is given by the fol lowing theorem. 
4 1  
Theorem ( 5. 1 ) : Let [(x) be  analytic on  the i nter al l and a sume that I [TI (x) I ::; M for 
a l l  x E I and a l l  n E N then given E > 0 and no E N, there exists an inter al [a ,  b] � I 
such that I TTIo (x, xo) - [(xo) I < E [or a l l  Xo E [a , b ]  and n � no . 
P roof 
The pro [ wi l l  be given by fi nding th interval of convergence d irectly 
on ider the error term in the Taylor s ries e pan ion of the function [ (x),  then 
and 
[ 110 + 1 (0 
(x - X ) 110 + 1 1 < I M (x - X ) TI0+ 1 1 < E (n + l ) !  0 (n + l ) !  0 
then 
Then solv ing for Xo yields 
no+!  E(TI + 1) !  no+ l  E(TI + 1) ' o + x < Xo < 0 + X M M ( 5 .6 )  [ no+ l E(TIo
M
+ 1) ! + x ,  
no+ l E(TIo
M
+ l) !  + xl Therefore the requi red i nterval i s  [ a, b ]  = -
The app l icat ion of the method to certain examples i s  presented below. 
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Exam ple  1 5.2 ] :  
onsider the Taylor series expansion of the function [ (x) = e X  on the i nterval [0 ,2 ] . The 
rate of decrease in the error i proportional to the number of terms. The error of e X  i s  
bounded by, 
error 
e\ e 2  
___ xn+ 1  < xn+ 1 
(n + 1 ) !  - ( n  + 1 ) !  
i t  i s  expected that the error w i l l  i ncrease as x -? 2 .  Now using Eq (5 .6 )  with 
N � no = 8 .  E = 0 .00000 1 ,  and M = e 2 ,  the new i nterval wi l l  be 
9 
x -
9 !  9 
0 .00000 1 * 2" < Xo < x + e 
9 !  
0 .00000 1 * 2" 
e 
One can reduce the error b tak ing Xo in  the interval [0,2] provided that N � no = 8 
9 9 !  9 
0 .00000 1 * 2" + x < Xo < 
e 
9 !  
0 .00000 1 * 2" + x e 
and the lower end i greater than 0 and the upper end less than 2. Figure 5 . 1 shows the 
variat ion of the error as Xo varies in  the inter al [0 ,  2] . The error associated with the 
d i fferent choices of Xo is presented in tables 5 . 1 through 5 .4 
0001 
O OOl 
000 1 
10 1 
0 '  1 0  
(a )  X o  0 .5  
0 '5  I () 
( c ) xo = 1 . 5 
I '  1 0  
I '  1J 
, I t, 
l '  10 • 
10 (, 
I '  10 • 
I 10 6 
, 10 J 
(l uuo l  
(1 000 1< 
o (Jf)()flh 
OO()(lll.l 
n ()fll!lI� 
,. , I I, I '  
(b) Xo = 1 .0  
\ 
\ \ � 
(1 � 1 0  l '  
C d )  Xo = 2 .0  
Figure 5 . 1 :  The variation of the  elTor as  Xo varies i n  the  interval [0, 2 ]  
4 3  
2 0  
� o  
"(0 
0 
0.2  
0.4 
0.6 
0.8 
1.0 
1 . 2  
1 . 4  
1 . 6  
1 . 8 
2 . 0  
Error  
8.44956 X 1 0 -9 
8.68 1 7  X 1 0 - 1 1 
4.66294 X 1 0 - 1 5 
4. 2 1 88 5  X 1 0 - 1 5 
9.2 1 86 7  X 1 0 1 1  
9.33 863 X 1 0 - 9  
1 .9 7 0 4 5  X 1 0 - 7 
1 .9 3 264 X 1 0 - 6 
0.0000 1 202 1 3  
0.000055 2 736 
0.0002049 4 2  
Table 5 . 1 :  The error obtained for 
example [ 5 . 2 J  where Xo = 0.5 
Xo 
0 
0.2 
0.4 
0.6 
0.8 
1 .0 
1 . 2  
1 .4  
1 .6 
1 .8 
2.0 
Error 
0.0004 1 2 194 
0.0001 15757 
0.0000262 1 14 
4.3869 1 X 1 0 - 6 
4.65 5 9 1  X 1 0 -7 
2.29683 X 1 0  8 
2.35993 X 1 0- 10 
1 . 0 6 5 8 1  X 1 0 - 1 4  
1 . 24345 X 1 0 - 14 
2.5 0588 X 1 0  1 0  
2.5385 X 1 0- 8  
Table 5 . 3 : The error obtai ned for 
example [ 5 . 2 ]  where Xo = 1 . 5  
4 4  
Xo Error 
0 6.8046 X 1 0- 6  
0.2 9. 30456 X 1 0- 7 
0.4 7.1 19 64 X 10-8 
0.6 1 .8879 X 1 0-9 
0.8 3.7 5966 X 1 0- 12 
1.0 0.0 
1 .2  3.9 1 3 3 1  X 1 0- 1 2 
1.4 2.045 1 9  X 1 0-9 
1 .6 8.028 X 1 0-8 
1 .8 1 .092 1 X 1 0 -6 
2.0 8.3 1 4 1 9  X 1 0 - 6  
Table 5 . 2 :  The error obtained for 
example [ 5 .2 ]  where Xo = 1 . 0  
Xo Error  
0 0.0086648 
0.2  0.0034 1 533 
0.4 0.001204 1 
0.6 0.000368514 
0.8 0.0000937065 
1.0 0.0000184968 
1 . 2  2.52924 X 1 0 - 6  
1 .4 1 .9 3 5 3 2  X 1 0 -7 
1 . 6  5 . 1 3 184 X 1 0- 9 
1 . 8  1 . 0 22 1 2  X 1 0 - 1 1  
2.0 0.0 
Table 5 .4 :  The error obtai ned for 
example  [5 .2 ]  where Xo = 2 .0  
Table 5 .  L 5 .2, 5 . 3  and 5 . 4  show the error associated with the series estimation of the 
solut ion of example [ 5 . 2 ] .  The error is re lat ively very smal l  for a l l  x E [0 ,2 ] . 
5. 1 .3 So lu t ion  of i n i t i a l  a l ue problem , i th  i rregu lar  i ngu lar  poin ts  
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I n  \\ hat [01 10\\ s we wi l l  d iscuss the use of the Modi fied Taylor serie to solve 
in i t ia l  \ alue probl m [ 1 4 , 20 ] .  mentioned earl ier. the u e of the standard Taylor series 
e pansion [ the solution near the i rregular s ingular point wi l l  not be possible due to the 
fact that eval uat ing the series coefficients wi l l  require a division by O.  I n  addit ion the 
tandard numerical techn iqu wi l l  fai l  as wel l .  This in i t iates the needs for a new method 
to 01  \ c  the e types of problems. 
onsider the econd order in i ti al value problem 
y" + p (x)y' + q (x)y = rex) 
ubject to the i n it ial condi t ions 
yea) = a, y' (a) = {J 
One can a sume that the sol ut ion is  gi en by the series. 
N 
y(x) = I an (x - xo) n + 'RN 
n=O 
with 
rn _ y
N+ l (0 ( _ )N+ l -"-N - N + 1 x Xo 
With the i n i t ia l  choice 
Then ignoring the error term and using the series in  the original d ifferential equat ions to 
evaluate the rest of  the coeffic ients as we wi l l  see in the next example. 
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We present in  this sect ion numerical results for three t pes of in it ial alue problem 
vvhich i l l u  trate the 111Cthod of Taylor eries expansion. 
Thc fi rst onc r these is  l i near i n i t ia l  alue problem, the second one is for i n it ial val ue 
problcm \\ i tb regular si ngular point and the last one about init ial  value problem with 
i rregular s ingular point .  
Examp le  [ 5.3 1 :  Consid r the l i near second order in i tia l  value problem 
y" + y' - 6y = a 
ubject to 
yeO) = 1 ,  y' (O) = 1 
With exact sol ut ion y (x) = !. e - 3x + � e 2x 5 5 
Then Lls ing the procedure describe above and assummg that y(xo) = ao = a and 
y' (xo) = a l = {3, one can find that the rest of the coeffic ients are gi en by the fol lowing :  
a -f3 a (-l)n (- l )n a2 = - 2' a3 = 6' a4 = 24 ' . . .  , a2n = � a, a2n+ l = (2n+ l ) ! {3 
Then the solut ion y(x) wi l l  be given i n  tenns of x, xo, a and {3 .  To find the values of a 
and (3 as a function of Xo we need to solve the two equations yeO) = 1 ,  and y' (O) = 1 
for both a and f3 .  
Assuming that we w i l l  take only 5 tenns o f  the series expansion o f  the solut ion and 
sol i ng for a and f3 leads to the series solut ion Tn (x, xo) depends on both x and xo, 
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I n  order to veri fy numerical ly  the a curac of the error produced by the modified Ta ler 
cries ex pan ion method, the numerical result in figure 5 .2 ,  5.3 and table 5 . 5 ,  5 .6, 5 . 7. 
5 . 8  show a good approx imation i achieved by choo ing di fferent values of Xo . 
) . 
1000 
Figure 5 . 2 :  The series and the exact o lution for the d i fferential equat ion of 
example [5 . 3 ] 
4 8  
-0 CC: 
-0 
-0 
-0 1101 
-O �) -o OIC 
-0 01 .  
(a) Xo = 0.3 (b) Xo = 0.6 
-5 I - I 
-1 l · p  
(c) Xo = 0.9 Cd) Xo = 1 . 5  
Figure 5 . 3 :  The variat ion of the error as Xo varies i n  the i n terval [0 ,  5 ]  
Xo Error 
0 0 
0.2 2.22045 X 1 0 - 16  
0 4  4.44089 X 1 0 - 1 6  
0.6 0 
0.8 4.44089 X 1 0- 16 
1 . 0  1 . 77636 X 1 0- 15 
1 . 2  1 . 77636 X 1 0 - 1 5  
1 . 4 3 .5527 1 X 1 0 - 1 5  
1.6 7. 1 0543 X 1 0 - 1 5  
1 . 8  0 
2 . 0  6.39488 X 1 0 - 14 
Table 5 . 5 :  The enor obtained [or 
example [ 5 . 3 ]  where Xo = 0.3 
Xo E rror 
0 6.9944 1 X 1 0 - 1! ;  
0.2 4. 2 1 88 5  X 1 0 - 1 5  
0.4 1 .9984 X 1 0 - 1 5  
0.6 1 . 7 7 6 3 6  X 1 0 - 1 5  
0.8 4.44089 X 1 0- 1 6  
1 . 0  0 
1 . 2  0 
1 . 4  0 
1 . 6  0 
1 .8 3 . 5 5 2 7 1 X 1 0 - 1 5 
2.0 1 . 4 2 1 09 X 1 0 - 1 4  
Table 5 .7 :  The e rror obtained for 
example [ 5 . 3 ]  where Xo = 0 .9  
Xo Error 
0 3.33067 X 1 0- 1 6 
0.2 4.44089 X 1 0 - 16 
0.4 8.88 1 78 X 1 0- 1 6 
0.6 8.88 1 78 X 1 0- 1 5  
0.8 8.88 1 78 X 1 0 - 1 6 
1 . 0  8.88 1 78 X 1 0 - 16 
1 .2  1 .77636 X 1 0 - 1 5  
1 . 4  1 . 77636 X 1 0- 1 5  
1 . 6 1 . 06 5 8 1  X 1 0 - 1 4  
1 . 8  0 
2 .0 2 . 1 3 1 63 X 1 0- 1 4 
Table 5 .6 :  The error obtained for 
example [ 5 . 3 ]  where Xo = 0 .6  
Xo E rror 
0 5.24025 X 1 0 - 14 
0.2 4 .5297 1 X 1 0 - 1 4  
0.4 3 .28626 X 1 0 - 1 4  
0.6 1 . 1 1 0 2 2  X 1 0- 14 
0 .8 8.43 7 69 X 1 0 - 1 5  
1 . 0  4.44089 X 1 0- 1 5 
1 . 2  3 .5 5 2 7 1 X 1 0 - 1 5  
1 .4  3 .5527 1 X 1 0 - 1 5  
1 . 6  7. 1 0543 X 1 0 - 1 5  
1 . 8  7. 1 0 5 43 X 1 0 - 1 5  
2.0 1 .42 1 09 X 1 0 - 1 4  
Table 5 .8 :  The error obtained for 
example [ 5 . 3 ]  where Xo = 1 .5 
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Table 5 . 5 .  5 .6, 5 . 7  and 5 . 8  show the error assoc iated with the series esti mation of the 
sol ut ion of example [ 5 . 3 ] .  The error i s  relatively very smal l  for all x E [0, 2 ] . 
Exam ple [ SA l : on ider the second order ini t ial val ue problem with regular ingular 
p i nt 
x 2y" - 4xy' + 6y = 0,  y(1 ) = 1 y ' ( 1 ) = 0 
With the exact ol ution given by y(x) = 3x2 - 2x3 
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o v .. , � l lowing the procedure described before, generate the series solut ion and compare 
the eri o lut ion with the e, act solut ion as shown in figure 5 .4 
l �  
F igure 5 .4 :  The series and the exact sol ut ion for the d i fferential equation of 
example [5 .4 ]  
5 1  
The error between the exact o lut ion and the e timated enes olution for d i fferent a lue 
of  Xo pre ented in  figure 5 . 5  
I '  I · 1 1  
1 : I · 1 1  
I I - 1 1  
I I - I : 
e I · 1: 
• Wi: 
1 · 1: 
/ I 1 . 1 1  
I 1;- 1-
wi: 
, 1"- 1: 
t I 
I 
Wi: 
..ii � 
Il Il  
(a) Xo = 0.0 1 (b) Xo = 0.1  
�� � 
l ! . W I : 
1 W i : 
: 5 'It l r - l �  
: I · 1 : 
I h I r - I : 
I It" I . 
_ # o#tt III< ( 
! � 1 · I l  
Ie 15 , 1 5  
(c) Xo = OJ (d) xo = 1 .0  
F igure 5 .5 :  The ariation of the error as Xo varies in the interval [OJ 20 ]  
I 
Xo Error 
0 5.42 1 0 1  X 1 0 - 20 
0 . 2  4. 5 79 6 7  X 1 0 - 1 6 
0 .4 3 . 7 7 476 X 1 0 - 1 5 
0 . 6  1 . 3 1 0 06 X 1 0 - 1 4  
0.8 3 . 0 6 4 2 2  X 1 0 - 1 4  
1.0 6 . 0 6 1 8 2 X 1 0 - 1 4 
1 . 2  1 . 0 3 9 1 7  X 1 0 - 1 3  
1.4 1 . 64 3 1 3  X 1 0 - 1 3 
1.6 2.469 1 4  X 1 0 - 1 3 
1.8 3 . 5 3495 X 1 0 - 1 3  
2 . 0  4.8 1 3 9 3  X 1 0 - 1 3 
Table 5 .9 :  The enor obtained for 
example [ 5 . 4 ]  where Xo = 0.0 1 
Xo E rror 
0 5 . 5 5 1 1 2 X 1 0 - 1 7  
0 . 2  1 . 3 8 7 7 8  x 1 0 - 1 7  
0.4 0 
0 .6  2.2 2 045 x 1 0 - 1 6  
0 . 8  6.66 1 3 4 x 1 0 - 1 6  
1 . 0  1 . 3 3 2 2 7  X 1 0 - 1 5 
1 . 2  2 .66454 x 1 0 - 1 5  
1.4 3.9968 x 1 0 - 1 5  
1 . 6  6.2 1 7 2 5  x 1 0 - 1 5  
1 .8 7.99 3 6 1 x 1 0 - 1 5  
2 . 0  1 . 24345 X 1 0 - 1 4 
Table 5 . 1 1 :  The enor obtained for 
example [ 5 .4 ]  where Xo = 0 .3  
Xo Error 
0 6 . 9 3 889 X 1 0 - 1 8  
0 .2  1 . 3 8 7 7 8  x 1 0 - 1 7  
0.4 1 . 1 1 0 2 2  x 1 0 - 16 
0 . 6  3 . 3 3 0 67 X 1 0 - 1 6 
0.8 8.88 1 7 8 x 1 0 - 1 6 
1 . 0  1 . 7 7 6 3 6  X 1 0 - 1 5  
1 . 2  2.66454 x 1 0 - 1 5  
1 . 4  3. 5 5 2 7 1 X 1 0 - 1 5  
1 . 6  6 . 2 1 7 2 5  X 1 0 - 1 5 
1 .8 8.88 1 7 8 X 1 0 - 1 5  
2 . 0  1 . 0 6 5 8 1  X 1 0 - 1 4 
Table 5 . 1 0 : The enor obtained for 
example [ 5 .4 ]  where Xo = 0. 1 
Xo E r ror 
0 0 
0 . 2  1 . 5 2 6 5 6  X 1 0 - 16 
0.4 1 . 6 6 5 3 3  X 1 0 - 16 
0.6 0 
0 . 8  0 
1 . 0  0 
1 . 2  1 . 1 1 0 2 2  X 1 0 - 16 
1.4 1 . 1 1 0 2 2  X 1 0 - 1 6 
1 . 6  0 
1 .8 2 . 2 2 0 4 5  X 1 0 - 16 
2 . 0  0 
Table 5 . 1 2 : The error obtained for 
example [5 .4 ]  where Xo = 1 . 0  
S 2  
Table 5 .9, 5 . 1 0, 5 . 1 1  and 5 . 1 2  show the error assoc iated with the series est imation of the 
sol ut ion of example  [5 .4 ] .  The error is re latively very small for all x E [0, 2 ] . 
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Exam ple 15 .5 ] :  on ide!" the econd order in i ti al value probl m ith irregular singular 
point 
yeO) = 1 y ' (O) = 1 
Where the exact o lut ion is  given by y(x) = eX 
ow, 1'01 0\1 i ng the procedure described before, one can generate the series solution and 
c mpare the erie o lut ion with the exact olution as shown in figure 5 .6 
S" 
' "  -. 
--
Figure 5 .6 :  The series and the exact solut ion of the d ifferential equation of 
example [ 5 . 5 ]  
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fhe error between th e act ol ution and the est imated eries solut ion for d ifferent value 
of  Xo i s  pre ented in  figure 5 . 7  
, . ,.,  ..... (a) Xo = 2.3 
(c) Xo = 0.9 
" .  10 
" • .J 
(b) xo = l .S 
(d) xo = O.3 
F igure 5 . 7 :  The variation of the error as Xo varies in the interval [0, 5 ]  
Xo Error 
0 4 . 5 5 1 9 1  X 1 0 - 1 5 
0.2 4.5 0 0 1 9  X 1 0 - 8 
0.4 1 . 1 47 2 9  X 1 0 - 7 
0.6 1 . 790 7 1  X 1 0 - 7 
0.8 2 .3 8 1 5 7  X 1 0 - 7 
1 .0 2.95 589 X 1 0 - 7 
1 . 2  3 . 5 3 5 3 1 X 1 0 -7 
1 .4 4 . 1 2 8 5 5  X 1 0 -7 
1 . 6  4.73 799 X 1 0 -7 
1 . 8 5 . 3 6 3 4 8  X 1 0 - 7  
2 . 0  6.004 0 2  X 1 0 -7 
Table 5 . 1 3 :  The error obtained for 
example [ 5 . 5 ]  where Xo = 2 .3 
Xo Error 
0 2 . 7 2 449 X 1 0 - 1 3  
0.2 8.65974 X 1 0 - 1 5 
0.4 5. 1 0 7 0 3  X 1 0 - 1 5 
0.6 7. 3 2 74 7  X 1 0 - 1 5  
0.8 8.88 1 78 X 1 0 - 1 5  
1 .0 1 . 0 2 1 4 1  X 1 0- 14 
1 . 2  1 . 2 4 3 4 5  X 1 0 - 1 4 
1 .4 1 . 4 2 1 09 X 1 0- 1 4  
1 . 6  1 . 8 6 5 1 7  X 1 0 - 14 
1 . 8  1 . 6076 X 1 0- 1 3 
2.0 3 . 2 5 1 6 2 X 1 0 - 1 2 
Table 5 . 1 :  The error obtai ned for 
example [ 5 . 5 ]  where Xo = 0.9 
Xo Error 
0 4.44089 X 1 0- 1 5  
0 . 2  2 . 7 5 9 5 3  X 1 0 - 1 1  
0.4 5 . 4 3 1 2 3  X 1 0 - 1 1 
0.6 7 . 3 09 1 5  X 1 0- 1 1 
0.8 9.0 0 5 29 X 1 0 - 1 1  
1 . 0  1 .0 7 3 2 7  X 1 0 - 10 
1 . 2  1 . 2 5 34 4  X 1 0 - 1 0 
1 . 4  1 .44 1 2 7 X 1 0 - 1 0  
1 . 6  1 . 63 6 1 5  X 1 0 - 1 0 
1 . 8  1 .8 3 7 3 4  X 1 0 - 1 0 
2.0 2 . 0 44 1 2  X 1 0 - 10 
Table 5 . 1 4 : The error obtained for 
example [ 5 . 5 ]  where Xo = 1.5 
Xo E r ror 
0 7 . 3 2 64 1  X 1 0 - 1 0  
0.2 8.88 1 78 X 1 0 - 16 
0.4 6.66 1 3 4 X 1 0 - 1 6 
0.6 1 . 9 1 83 6  X 1 0- 9  
0.8 3.66299 X 1 0- 9  
1 . 0 0.00054591 7  
1 . 2  0.02 3 1 008 
1 . 4 0 .46 1 1 56 
1 . 6  5. 5859 
1 .8 47.3746 
2 . 0  307.592 
Table 5 . 1 6 : The error obtained for 
example [ 5 . 5 ]  where Xo = 0.3 
5 5  
Table 5 . 1 3 , 5 . 1 4, 5 . 1 5  and 5. 1 6  show the error associated with the series est imation of the 
solut ion of example [ 5 . 5 ] .  The error is re lat ively very smal l  for all x E [0 ,2] ' 
5.2 M od i fied Ta lor  erie o l u t ion  of boundary alue problem 
5.2 . 1 I n t rod uct ion 
5 6  
boundary value problem consists of a d i fferential equat ion on a given interval 
and an obv ious c ndit ion that a solution must be known at one or various points. The 
information about a olution to the d ifferential equation may be most ly speci fied at more 
than one poi nt .  Quite o ften there are two points, which match physical ly to the boundaries 
of cv ral region , 0 that i t  is a two-point boundary value problem [ 1 6] .  A simple and 
general [oml for a two-point boundary value problem is 
y" = [(x, y, y ' ) ,  
ubject to 
yea) = al 
a < x < b  ( 5 . 7 )  
y(b) = az 
Where al and az are known constants and the known endpoints a and b may be inflllite 
or fi nite. For the l inear case of this BVP, ( 5 . 7) takes the simpler form 
y" (x) + p(x)y' (x) + q (x)y(x) = g (x), a < x < b  ( 5 . 8 )  
everal numerical teclmiques are avai lable t o  solve boundary value problems. 
The e methods inc lude the shooting method and the fin i te d i fference method. Very l it t le 
i s  known i n  the l i terature about finding an analyt ical solution for boundary value 
problems. 
eries method is  one way used to estimate the analyt ical solut ion for these k inds  of 
problem . In thi s section we wi l l  focus on the series methods of solv ing those l inear and 
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nonl inear boundar value problems whose exa t solut ion are too d ifficult  to obtain 
annl)1 icaJ ly .  The methods to be d i  cu ed are the Homotopy Analysis method and 
Modi lied Ta) lor serie method . 
5.2.2 o lu t io n  o f  bou ndary va lue  p rob lem us ing  Homotopy Ana lys is  method 
I n  th i  ection we wi l l  focus on a spec ial k ind of BVP \ hich is  the c lass of 
eigenvalue problem . When the Homotopy Anal s is method is  used, we can get an 
aux i l iary l i near operator, 0 v. e can approximate a non l inear problem effect ively [26, 27 ] .  
Deta i ls  about the use of the method have been already d iscussed in  the pre ious chapter. 
The appl icat ion of the method to the e igenvalue problem wi l l  be present i n  the fol lowing 
two examples. 
E x a m ple  [ 5.6 ] : Consider the l i near boundary e igenvalue problem 
y" + AY = 0 ( 5 . 8 )  
with the boundary condit ions: 
y' (O) = o, y( 1 )  = 0 
Solut ion 
I f we solve th is  BVP analytical l y  we wi l l  get, for A >  0 ,  the exact solut ion: 
y(x) = A Cas(,(Xx) + B Sin(,(Xx) 
y '  (x) = -A Sin (.fXx) + B .fXCos(.fXx) 
Then using the boundary condit ion at x = 0 leads to 
y'  (0) = {3.fX 
nd the b undary c ndition at x = 1 leads to 
y( 1 ) = A COs ( -IX) = 0 
I f  A =1= 0, Cos( JX) = 0 or, An = (rr(� + n) ) 
. 2n+ l  2 2 where, the e lgem alue are :  An = (--) (rr) , for n = 0, 1 ,2 , . . . . .  2 
and the corresponding eigenvectors are Yn (x) = Cos Cn2+ 1 )  1[X, n = 0, 1 , 2 , . . .  
5 8  
Abbasbandy e t  al [ 5 ] mployed the Homotopy Analysis method and assumed that the 
l i near and non l inear operators are given by 
L [0 (x, q) ] = 0" (x, q) ,  and 
N [0 (x, q) ] = 0" (x, q) + A0 (x, q) 
ubject to the boundary condit ion and the solution expression L [0(x, q) ] ,  we wi l l  choose 
the in i t ia l  approximation as Yo (x) = L and we have the zero- order equation with the 
in i t ia l  condi t ion 0' (0, q) = 0, and 
Rk (y(x, q ) )  = y" (x, q) + AY(X, q) 
0\\/, the first three tenns of the Homotopy Analysis method series solution are 
59 
ccording to the kth order appro imate solution, the Homotopy nalysis method series 
solut ion ", i l l  be 
k 
Vk (X) = I Yi (X) 
1 = 0  
Which depend on the au. i l i ary parameter h, and the eigenvalue /I.. When we solve 
vk ( l) == 0, we get a re lation between /I. and h. The plot of /I. as a function of h gi es us 
d ifferent plateaus, which matches to an e igenvalues of the DE .  
I n  the first figure. /I. has been plotted according to  the equation Vk ( 1 ) = 0 in  the /I. 
range [ 2 ,  1 25 ]  and h range [-2 OJ for k = 25 ,  also four plateaus of /I. can be identi fied. I n  
the second figure. /I. ha been plotted according to the equation Vk ( 1 )  = 0 in the /I. range 
[ 1 25 ,  300 J  and h range [ - 1 ,  OJ  for k = 25 ,  also three plateaus of /I. can be ident i fied. 
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Figure 5 . 8 :  The h - curve of solution Figure 5 .9 :  The h - curve of solut ion 
for A range [ 2 ,  1 25 ]  and k = 25 for A range [ 1 25 , 300 ]  and k = 25 
In  the plot of A a a function of h ,  i t  can be seen that ome plateaus occur, which matches 
to an eigenval ue of the DE .  
Table 5 . 1 7  shows the first 6 approximated eigenval ues with the exact e igenvalues and the 
absol ute error of the orig inal  equation which has been approximated by Abbasbandy et al 
[ 5 ] .  
6 1  
n pprox imated An Exact An Absolute error An 
1 2 .46740 1 1 0  2 .46740 1 1 00272 2.7 x 1 0- 1 0  
2 22 .20660990 22.20660990245 1  2 .4 x 1 0-9 
" 6 1 .68502750 6 1 .685027506808 6.8 x 1 0-9 
4 1 20 .9026680 1 1 20.9026539 1 3345 1 .5 x 1 0-5 
5 1 99 .856335 1 3  1 99 .859489 1 22060 3 . 1  x 1 0-3 
6 298.3 1 364965 298 .555533 1 32953 2 .4 x 1 0- 1  
Table 5 . 1 7 : The eigenval ue and absolute error using HAM 
The approx imated e igenfunction corresponding to  the third e igenvalue ,13 and the 
con'e ponding error which is  used with h = - 0.9 is  shown below in figures 5 . 1 0  and 
5 . 1 1 
0 5  
o 
.0 5  
, 1 ������������-J o 0 2 0 4 0 6 0 8  1 2 1 .4 
Figure 5 . 1 0: The eigenfunct ion 
corresponding to ,13 
1 x 1 0-6 r-----�-----------, 
7. 5 x 1 0'7 
5 x 1 0·7 
2 5x 1 0·7 
o 
-2.5x 1 0·7 
· 5 x  1 0.7 
-7 5 x 1 0·7 
o 0 . 2  0 . 4  0 6 0.8 1 .2 1 4 
Figure 5 . 1 1 :  The error of eigenfunction 
corresponding to ,13 
Example r S. 7 ] :  on ider the si ngular e igenvalue problem 
1 
Y" (x) + (A + -)y(x) = 0 x 
\\ i th the boundary condit ion 
yeO) = 0 y ( l )  = 0 
So l u t ion 
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( 5 . 1 0) 
By fol lO\\ing the am procedure described in example [ 5 . 7 ] .  we can find the first two 
terms of the l lomotopy s rie o lut ion a 
hx2 1 
Yl (x) = -2-
+ 6 .1hx3 
According to the kth order approximate solut ion, the Homotopy Analys is  method series 
The plot of Vk (x) == 1, gives A as a function of h. The contour plot gives us d ifferent 
plateaus, which matches to an e igenvalue of the D E. 
I n  the figure 5 . 1 3 , A has been plotted according to the equation vk ( l) = 1 i n  the A range 
[ 7, 8 ]  and h range [-2, 0 ]  for k = 2 5 .  
I n  the figure 5 . 1 4, A has been plotted according to the equat ion vk ( l) = 1 in  the A range 
[36, 36 .5 ]  and h range [ - l A. -0 .4]  for k = 25 .  
A 
6 3  
Ii 
F igure 5 . 1 2 : n- curve accord ing to Vk (x) = 1 
and ;l E [0 , 36] 
8 
7 .8  
7 .6  
7.4 
7 2  
7 
-2 
\ 
-1 . 5  - 1  
\ 
-0. 5  0 
Figure 5 . 1 3 :  n- cur e according 
to Vk (X) = 1 and ;l E [7 , 8] 
A 
36.5 
36 . 4  
J 
36.3 ( 
36 2 
36. 1  
36 ,-,---,--�������� 
- 1 .4 -1 2 - 1 -0.8 -0.6 -0 . 4 
Ii 
Figure 5 . 1 4 : n- curve according to 
Vk (X) = 1 and ;l E [ 36, 36 .5 ]  
n Approximated An 
1 7 . 3739850 1 
2 36 .3360 1 85 1  
3 85 .2925 1 075 
4 1 54. 1 0 1 92997 
5 3 52.47 1 00980 
6 568. 1 632 1 224 
Table 5 . 1 8 : The first 6 eigenvalues obtained for example [ 5 . 7 ]  of the DE 
The approximated e igenfunct ion corresponding to the second eigenvalue A2 ' and the 
correspond ing error which i used with Ii = - 0.8 i s  shown below in e igures 5 . 1 5  and 
.:- . 1 6  
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I 0 1  0.00004 0.05 
o 
-0.05 
-0.1  
-O 1 5 ������������� 
o 0.2 0.4 0.6 0.8 1 .2 1 .4 
F igure 5 . 1 5 : The eigenfunct ion 
corresponding to ,12 
0.00003 
0.00002 
0.00001 
o 0.2 0.4 0.6 0.8 1 .2 1 .4 
Figure 5 . 1 6 : The error of eigenfunct ion 
corresponding to A2 
S.2.3 'o l u t ion of igen a l u e  problem u iog the M od i fied Ta lor  serie method 
65 
I n  thi ' ecti n, we v. i l l  o lve the boundar alue problems by using the odified 
Tay lor meth d. The sugge ted method i more applicable and accurate than the bui l t  i n  
method u ed in other 0 ft" are package . 
We \\ i l l  'olve everal examples [or nonl inear BVPs and compared results to those 
bta ine I u ing Mathematica program. 
Let U onsider the nonl inear Boundary value problem, 
y" = [(x, y, y ') ,  a < x < b  
ubject to the condit ions 
yea) = A, y(b) = B 
Let ' s  assume one type of d ifferential equations, then fo l lowing some techniques 
in  the example, after that we can assume the solution by the series 
N 
y(x) = I an (x - xo)n + 'RN 
n=O 
with 
'7) _ yN+ l (0 ( _ )N+ l .AN - X Xo N + 1 
With the in i t ia l  choice 
Then ignoring the error tern1 and using the series in  the original d i fferential equations to 
evaluate the rest of the coeffic ients leads to the fol lowing val ues for the fi rst few terms.  
6 6  
0, \\ can wri te a2 , a3 , a4, . . .  , an in  tel111S of a and {J .  To find the values of a and {J as a 
function of Xo \\e need to o lve 
yea) = A, y(b) = B  for a, {J 
At the end the solut ion wi l l  b in term of xo, a fter that we wi l l  sketch y(x) as a function 
of Xo to find the minimum error. 
E x a m ple  [5 .8 ] :  on ider the previous non l inear boundary value problem 
y" + AY = 0 y' (O) = 0 y( l )  = 0 
With e act e igenvalues and its corresponding e igenfunctions given by : 
An = (IT G + n) r are the eigenvalues, 
and Yn (x) = Cos ( G + mr) x) are the corresponding eigenfunctions 
Sol u t ion  
Apply ing the ame techniques used in  the first section for init ial  value problems but with 
arbitrary i ni t ial condit ions and solv ing for a the fIrst condit ion at x = 0, then solv ing for 
the second boundary condit ion x = 1 for {J ,  wi l l  g ive a relation between the expanding 
point Xo and the e igen alue A. Plott ing the contour of this re lation wi l l  result i n  the 
fol lowing figures .  
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Xo Xo 
F igure 5 . 1 7 : (xo, A) cur e for F igure 5 . 1 8 : (xo , A) curve for 
A E [0, 1 00]  and Xo E [0 , 1 ]  A E [0, 500]  and Xo E [0, 1 ]  
I n  the fi r  t figure 5 . 1 7, A has been plotted by using Mod i fied Taylor method i n  the A range 
[0 .  1 00]  and Xo range [0, 1 ]  for k = 35 ,  a lso t lu'ee plateaus of A can be ident i fied .  
I n  the second figure 5 . 1 8 , A has been plotted by using Modi fied Taylor method in  the A 
range [0, 500 ]  and Xo range [0,  I ]  for k = 35 ,  a lso s ix plateaus of A can be identi fied. 
For smal l  values of A,  Xo can be any number between [0, 1 ] ,  but for larger values of A, A 
has to be around the middle of the i nterval . 
I n  the plot of A as a function of xo , i t  can be seen that some plateaus occur, which matches 
to an eigenvalue of the Modi fied Taylor problem. 
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Thi table shows the fi r t 6 appro imated eigen a lues with the exact eigen alue and the 
absolute error of the original equat ion which has been approximated by Abba band et al 
[ 5 ]  . 
n Approx imatedAn b pprox imated An by Exact An 
Homotopy method Mod i fied method 
1 2 .46740 1 1 0  2 .4674 2 .46740 1 1 00272 
2 22 .20660990 22 .2066 22 .20660990245 1 
3 6 1 .68502750 6 1 .685 6 1 .685027506808 
4 ] 20.9026680 1 1 20.903 1 20.9026539 1 3345 
5 1 99 . 856335 1 3  1 99 . 863 1 99 .859489 1 22060 
6 298 .3 1 364965 298.472 298 . 555533 1 32953 
Table 5 . 1 9 : The e igenval ues using HAM, Modified Taylor method and the exact error 
The approximated eigenfunction corresponding to the third eigenvalue it3 , and the 
corre pondi ng error which is used with Xo = -0 .9  is shown below as 
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Figure 5 . 1 9 : The approxi mated eigenfunction corresponding to it3 
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F igure 5 .20 :  The enor of eigenfunction cOlTespond ing to it3 
I so,  the Modified Taylor series method has been used to obtain numerical ly the 
sol utions of eigenvalues of the boundary val ue problems of the DE.  A l l  computat ional 
work was canied by using Mathematical program. The numerical results show that our 
method is sui ted for the boundary val ue problem. 
70 
C h a pter 6 :  Co n c l u s i o n  
I n  thi thesi , 'v\'e have di  cu  sed the several series methods avai lable to solve 
ini t ia l  and boundary val ue problem . The methods are the Taylor series method where we 
have mod i fled it to control the error b choosing different expansion point .  The method 
\v a appl ied to di fferential equations with singular points and to eigenvalue problems. We 
ha\ shown that this modi fication wi l l  help in reducing the enor and recover all the 
e igenval ue of the e igenval ue problems. It was shown that the method is rel iable to solve 
all k ind of boundary alue problems as wel l .  
I n  addi tion, we have d iscu sed the Adomian Decomposition method and how it 
can be used t generate the solut ion of the in i t ia l  value problems with the error as ociated 
with th is method. 
The Homotopy Analysis method was al 0 discussed. The control of this method 
through the u e of hat is known as the h curve. I t  wa shown how this curve can be used 
to monitor the error at one point in the domain of defin i tion of the sol ution. However, i t  
\ as ShOVvl1 that thi method is  not al l  the t imes rel iable and the error could be reduced 
using other methods such as the Mod ified Taylors method described above. 
D i fferent l i near and non l inear examples of ordinary ini t ia l  and boundary value problems 
ha e been presented. 
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