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SCATTERING FOR THE 3D GROSS-PITAEVSKII EQUATION
ZIHUA GUO, ZAHER HANI, KENJI NAKANISHI
Abstract. We study the Cauchy problem for the 3D Gross-Pitaevskii equation.
The global well-posedness in the natural energy space was proved by Ge´rard [5].
In this paper we prove scattering for small data in the same space with some
additional angular regularity, and in particular in the radial case we obtain small
energy scattering.
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1. Introduction
1.1. Main results. In this paper we study the asymptotical behaviour of the solu-
tion to the 3D Gross-Pitaevskii (GP) equation
iψt +∆ψ = (|ψ|2 − 1)ψ, ψ : R1+3 → C (1.1)
with the boundary condition
lim
|x|→∞
ψ = 1. (1.2)
It is easy to see the equation (1.1) is formally equivalent to cubic Schro¨dinger equa-
tions. Indeed, let φ = e−itψ, then φ solves
iφt +∆φ = |φ|2φ. (1.3)
The NLS (1.3) has been extensively studied for initial data inHs or other spaces with
boundary condition lim|x|→∞ φ = 0. However, the nonzero boundary condition (1.2)
or more generally lim|x|→∞ |ψ| = 1, also arises naturally in physical contexts such as
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Bose-Einstein condensates, superfluids and nonlinear optics, or in the hydrodynamic
interpretation of NLS (see [4]). In these physical settings, φ = e−it (or ψ = 1)
corresponds to a stationary, constant-density condensate. On the other hand, these
type of boundary conditions bring remarkable effects on the space-time behaviour
of the solutions.
The GP equation (1.1) has rich structures. Let u = ψ − 1 be the perturbation
from the equilibrium. Then u satisfies
i∂tu+∆u− 2Reu =u2 + 2|u|2 + |u|2u,
u|t=0 =u0.
(1.4)
We have conservation of the energy: if u is a smooth solution to (1.4) then
E(u) :=
∫
R3
|∇u|2 + (|u|
2 + 2Reu)2
2
dx =
∫
R3
|∇ψ|2 + (|ψ|
2 − 1)2
2
dx
=E(u0).
An unconditional global well-posedness for (1.4) in the energy space E was proved
by Ge´rard [5], where
E := {f ∈ H˙1(R3) : 2 Re f + |f |2 ∈ L2(R3)} (1.5)
with the distance dE(f, g) defined by
dE(f, g)
2 = ‖∇(f − g)‖2L2 +
1
2
∥∥|f |2 + 2Re f − |g|2 − 2Re g∥∥2
L2
. (1.6)
Note that (E, dE) is a complete metric space. Global well-posedness for (1.4) in
a smaller space H1(R3) was previously proved in [1] where a-priori L2-bound was
derived by the Gronwall inequality:
‖u(t)‖L2x ≤ C‖u(0)‖L2x · eCt. (1.7)
The global behavior of the solutions to GP equation was also extensively studied.
It was known (see [1, 2]) that there is a family of traveling wave solutions of the
form ψ(t, x) = vc(x− ct) with finite energy for 0 < |c| <
√
2, where
√
2 is the sound
speed. Moreover, it was proved in [3] that there is a lower bound on the energy of
all possible travelling waves for (1.1) in three dimensions:
E∗ := inf{E(ψ − 1)|ψ(t, x) = v(x− ct) solves (1.1) for some c} > 0, (1.8)
and it was conjectured in [3] that E∗ is the threshold for the global dispersive
solutions, namely the solutions to GP with energy below the threshold E∗ should be
dispersive (they scatter to a linear solution). The scattering problems for suitable
small solutions were studied by the third named author, Gustafson and Tsai (see
[11, 12, 13]). In these works they proved that under some decay and regularity
conditions (weighted Sobolev space) on the initial data, the small solutions scatter
to the solution of the linearized equation in dimension three and higher. In 3D, due
to the quadratic nonlinearity, the weighted space rather than the energy space was
essentially needed in these works.
The purpose of this paper is to study the scattering problem for the 3D GP
equation without assuming decay conditions, and thus improve the previous results
in [13]. Instead of decay conditions we assume additional angular regularity, namely
we have additional information for Dσu0, the angular derivative of initial data u0
(See Section 1.2 for the precise definitions). In particular, we can obtain scattering
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for small radial data in the energy space E. This will open the possibility to study
the large data problem. We note that in the radial case there is no non-trivial
travelling wave solution, so it is reasonable to conjecture that in the radial case the
smallness condition is not needed. To state our results, we linearise the equation
(1.4) around 0 as in [11]. By the diagonalising transform
u = u1 + iu2 −→ v = v1 + iv2 := u1 + iUu2, (1.9)
we get the equation for v:
i∂tv −Hv = U(3u21 + u22 + |u|2u1) + i(2u1u2 + |u|2u2), (1.10)
where
U :=
√
−∆(2−∆)−1, H :=
√
−∆(2 −∆). (1.11)
We may rewrite the nonlinear terms in (1.10) as functions of v by the simple inverse
u1 + iu2 = v1 + iU
−1v2. Then we get a nonlinear Schro¨dinger type equations with
quadratic and cubic terms. Note that H behaves like Schro¨dinger at high frequency
and wave at low frequency. We will study systematically the estimates for the linear
propagator e−itH in Section 2. The main result of this paper is
Theorem 1.1. There exists δ > 0 such that for any u0 ∈ E1 = {f ∈ E, Dσf ∈ E}
with E(u0) + E(Dσu0) ≤ δ there exists a unique global solution u ∈ C(R : E1) to
(1.4). Moreover, let T (u) = u1+ (2−∆)−1u22+ iUu2, then there exists φ± ∈ H1,1 =
{f ∈ H1, Dσf ∈ H1} such that
lim
t→±∞
(‖T (u)− e−itHφ±‖H1 + ‖Dσ(T (u)− e−itHφ±)‖H1) = 0. (1.12)
In particular, if u0 ∈ E is radial, then Dσu0 = 0 and hence u0 ∈ E1. Thus by the
above theorem we obtain
Theorem 1.2. There exists δ > 0 such that for any u0 ∈ E, radial, with E(u0) ≤ δ,
there exists a unique global solution u ∈ C(R : E) to (1.4). Moreover, there exists
φ± ∈ H1 such that
lim
t→±∞
∥∥u1 + (2−∆)−1u22 + iUu2 − e−itHφ±∥∥H1 = 0. (1.13)
Remark 1.3. We can obtain the decay for quadratic terms of u1 (however not true
for u2):
lim
t→±∞
‖(2−∆)−1u21‖H1 = 0,
from which we can transfer the asymptotic behaviour of T (u) to u in the energy
space E by inverting T . Indeed, we can prove
lim
t→±∞
(‖u1 − Re(e−itHφ±)‖H˙1 + ‖u2 − U−1 Im(e−itHφ±)‖H˙1
+ ‖2u1 + |u|2 − 2Re(e−itHφ±)‖L2x) = 0.
and hence limt→±∞ dE(u, T
−1(e−itHφ±)) = 0.
Now we discuss briefly the strategy of the proof of the theorem. There are three
main ingredients.
(1) The first one is to handle the singularity at zero frequency ξ = 0 caused
by U−1. The equation (1.10) does not have derivative as U is 0-order multiplier.
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However, U−1 ≈ D−1 at low frequency. To eliminate the singularity, we rely on
some normal form type transform
z = u+B(u, u)
where B is a bilinear form. The normal form transform is of the same type, and is
usually used to deal with the loss of derivative by exploiting the non-resonance of
the nonlinearity and transfer the low-order terms to high-order terms, for example
see [7, 8]. In the previous works [11, 12, 13], the following transform
z = z1 + iz2 = u1 +
u21 + u
2
2
2−∆ + iUu2 (1.14)
was used. Under this transform, the GP equation reduces to a better system with-
out singularity at low frequency. In this paper, we will derive a different type of
transform to achieve some subtle cancellations, although our transformation results
in a more complicated system with quartic and quintic terms. See Section 2.
(2) The second is to handle the quadratic terms in 3D. We know that 3D Quadratic
nonlinear Schro¨dinger equation is mass-subcritical and the usual Strichartz analysis
does not give scattering in the Sobolev space. That is the main reason why the
previous works require weighted Sobolev space. In this paper we will handle the
quadratic interactions in the Sobolev space with additional angular regularity. These
ideas are motivated by the works for 3D Zakharov system [7, 9, 6]. This approach
allows us to prove scattering in the energy space in the radial case.
(3) Another essential difficulty is the lack of L2 control in the energy space. By
the energy conservation we only have control on the L2-norm of Re u while not on
Im u, although we can control ‖u‖2 for any finite time by (1.7). To prove scattering
for small radial data in the smaller space H1(R3), our proof can be simplified a lot
and we can use the transform (1.14). However, the energy space E is natural and
more important as it opens the possibility to study the large data problem. Working
in the energy space, we have weak control on the low frequency component of Im u.
Fortunately enough, we can overcome this difficulty by choosing proper nonlinear
transform which results in some subtle cancellations similar to null structure.
1.2. Notations and definitions. For a, b ∈ R, a . b means there exists C > 0
such that a ≤ Cb, a & b means b . a, and a ∼ b means a . b . a. We denote
〈a〉 = (2 + a2)1/2. When r ∈ [1,∞], we denote by r′ the conjugate number, namely
1
r′
+ 1
r
= 1.
Let η : R → [0, 1] be an even, non-negative, smooth and radially decreasing
function which is supported in {ξ : |ξ| ≤ 8/5} and η ≡ 1 for |ξ| ≤ 5/4. For k ∈ Z
we define χk(ξ) = η(ξ/2
k) − η(ξ/2k−1) and χ≤k(ξ) = η(ξ/2k). Then we define the
Littlewood-Paley projectors Pk, P≤k on L
2(Rd) by
P̂ku(ξ) = χk(|ξ|)û(ξ), P̂≤ku(ξ) = χ≤k(|ξ|)û(ξ),
where we use F(f) and f̂ to denote the Fourier transform of f .
Let Sd−1 ⊂ Rd be the unit sphere, endowed with the standard metric g and mea-
sure dσ. Let ∆σ be the Laplace-Beltrami operator on S
d−1. Define Λσ =
√
1−∆σ
and Dσ =
√−∆σ. For 1 ≤ i, j ≤ d, Xij = xi∂j − xj∂i. It is well-known that for
f ∈ C2(Rd)
∆σ(f)(x) =
∑
1≤i<j≤d
X2ij(f)(x).
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Denote Lpσ = L
p
σ(S
d−1) = Lp(Sd−1 : dσ) and Hsp = Hsp(Sd−1) = Λ−sσ Lpσ.
Lp(Rd) denotes the usual Lebesgue space, and Lp(R+) = Lp(R+ : ρd−1dρ). LpρLqσ
and LpρHsq are Banach spaces defined by the following norms
‖f‖LpρLqσ =
∥∥‖f(ρσ)‖Lqσ∥∥Lpρ, ‖f‖LpρHsq = ∥∥‖f(ρσ)‖Hsq∥∥Lpρ .
Hsp , H˙
s
p (B
s
p,q, B˙
s
p,q) are the usual Sobolev (Besov) spaces on R
d. We simply write
Bsp = B
s
p,2 and B˙
s
p = B˙
s
p,2. Let X be a Banach space on R
d, we define XLqσ by the
norm ‖f‖XLqσ =
∥∥‖f(|x|σ)‖Lqσ∥∥X . Note that LpxLqσ = LpρLqσ. We also define LqtX to
be the space-time space on R× Rd with the norm ‖u‖LqtX =
∥∥‖u(t, ·)‖X∥∥Lqt .
2. Normal-form type transform
In this section we derive a normal-form type transform. The GP equation (1.4)
for u = u1 + iu2 can be rewritten as follows
u˙1 = −∆u2 + 2(u1 + |u|2/2)u2,
−u˙2 = (2−∆)u1 + 3u21 + u22 + |u|2u1
= (2−∆)(u1) + 2u21 + u22 + (2u1 + |u|2)2/4− |u|4/4.
(2.1)
Note that 2u1 + |u|2 ∈ L2x is bounded by the conserved energy. In view of the
equation of u2, we first make the following change of variables
z1 := u1 +
2u21 + u
2
2
2−∆ , z2 = u2. (2.2)
Then the equations (2.1) are simplified to
u˙1 = −∆z2 + 2z1z2 + 2Rz2,
−z˙2 = (2−∆)z1 + z21 + 2z1R +R2 − |u|4/4,
(2.3)
where
R := u1 +
|u|2
2
− z1 = |u|
2
2
− 2u
2
1 + u
2
2
2−∆ =
−∆u22
2(2−∆) −
(2 + ∆)u21
2(2−∆) . (2.4)
By direct computations we have
u1u˙1 = −z1∆u2 + 2u
2
1 + u
2
2
2−∆ ∆u2 + 2u1(z1 +R)u2,
u2u˙2 = −(2−∆)(u2z1)− z1∆u2 − 2∇z1 · ∇u2 − u2(z1 +R)2 + u2|u|4/4,
(2.5)
We continue to compute
z˙1 = u˙1 + 2
2u1u˙1 + u2u˙2
2−∆
= −∆z2 + 2
2−∆[−3z1∆z2 − 2∇z1 · ∇z2]
+ 2
[
Rz2 +
2
2−∆
{
2u21 + u
2
2
2−∆ ∆z2
}]
+
8
2−∆(u1z1z2)
+
2
2−∆[4u1Rz2 − u2(z1 +R)
2 + z2|u|4/4].
(2.6)
Keeping it in mind that the low frequency component of u2 are problematic as we
have weak control, we see that the quadratic terms are good since it involves ∇u2.
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The crucial novelty is that the first two cubic terms have cancellation in u32 at low
frequency:
N13 (u) : = 2
[
Ru2 +
2
2−∆
{
2u21 + u
2
2
2−∆ ∆u2
}]
=
{−∆u22
2−∆ −
2 + ∆
2−∆u
2
1
}
u2 +
4
2−∆
{
2u21 + u
2
2
2−∆ ∆u2
}
=
−∆u22
2−∆u2 +
4
2−∆
{
u22
2−∆∆u2
}
+
4
2−∆
[
2u21
2−∆∆u2
]
−
[
2 + ∆
2−∆u
2
1
]
u2
= (2−∆)−1
{
−2u2|∇u2|2 + 3∆u
2
2
2−∆∆u2 +
2∇∆u22
2−∆ ∇u2
}
+
4
2−∆
[
2u21
2−∆∆u2
]
−
[
2 + ∆
2−∆u
2
1
]
u2.
(2.7)
Therefore, the system reduces to
z˙1 = −∆z2 + 2
2−∆[−3z1∆z2 − 2∇z1 · ∇z2] +N
1
3 (u)
+
2
2−∆[4u1z1z2 − z
2
1u2 + 4u1Rz2 − 2u2z1R − u2R2 + z2|u|4/4],
−z˙2 = (2−∆)z1 + z21 + 2z1R +R2 − |u|4/4.
(2.8)
By the diagonalizing transform m = m1 + im2 := z1 + iUz2, namely
m1 + im2 = u1 +
2u21 + u
2
2
2−∆ + iUu2 (2.9)
we get
i∂tm−Hm = N2(m) +N3(m, u) +N4(m, u) +N5(m, u),
u1 = m1 − 2u
2
1 + u
2
2
2−∆ ,
u2 = U
−1m2,
(2.10)
where
N2(m, u) = U(m
2
1) +
2i
2−∆[−3m1∆u2 − 2∇m1 · ∇u2],
N3(m, u) = U(2m1R) + iN
1
3 (u) +
2i
2−∆[4u1m1u2 −m
2
1u2],
N4(m, u) = U(R
2 − |u|4/4) + 2i
2−∆[4u1Ru2 − 2u2m1R],
N5(m, u) =
2i
2−∆[−u2R
2 + u2|u|4/4],
(2.11)
and here R is given by (2.4) and N13 is given by (2.7), U and H are defined by (1.11).
We will study the equations (2.10).
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Remark 2.1. We would like to compare the nonlinear transform (2.9) and (1.14).
Under the transform (1.14), the following simplified equations are derived
izt −Hz =− 2iU(u21)− 4〈∇〉−2∇ · (u1∇u2) + [−iU(|u|2u1) + U2(|u|2u2)].
The quadratic terms are fine, however, the cubic terms u22∆u2 or u
2
2u1 when u2 has
very low frequency are problematic. The null structure in (2.7) are essential to our
analysis although the resulted systems (2.10) are more complicated.
Remark 2.2. The main difficulty in the scattering problems is the zero frequency.
In that respect, the worst terms in (2.10) for the energy scattering on R3 are the
following, respectively in N13 (u) and in N5(u):
N c3(u) := −u2
2 + ∆
2−∆u
2
1, N
c
5(u) := −
i
2(2−∆)[u2|u|
4]. (2.12)
More precisely, the parts of O(u52) are the most singular in low frequency among all
the nonlinear terms. In N c3(u), the quintic term is coming from the transform
u1 = m1 − 2u
2
1 + u
2
2
2−∆ . (2.13)
Ignoring all the other terms after the substitution yields a system
u¨2 = (2−∆)
[
∆u2 + u2
2 + ∆
2−∆
{
u22
2−∆
}2]
− 1
2
u52. (2.14)
Then the zero frequency limit ξ → 0, replacing 2−∆ by 2, leads to
u¨2 − 2∆u2 = 0. (2.15)
namely the free wave equation on R3. In other words, the equation (2.10) for m has
another hidden cancellation in the level of quintic interactions.
3. Generalized Strichartz estimates
In this section we derive the spherically averaged Strichartz estimates for the
propagator e−itH which are crucial in our proof of Theorem 1.1. Our proof uses the
methods in [9, 6]. We will prove the following lemma.
Lemma 3.1. Assume k ∈ Z, φ ∈ L2(R3) and r ∈ (10/3,∞]. Then
‖e−itHPkφ‖L2tLrxL2σ .Ck(2, r)‖φ‖L2x(R3), (3.1)
where
Ck(2, r) =

2k(
1
2
− 3
r
), k ≥ 0;
2k(2−
7
r
), k < 0, 10
3
< r < 4;
2k(1−
3
r
), k < 0, r > 4;
〈k〉2 k4 , k < 0, r = 4.
(3.2)
Corollary 3.2. Assume k ∈ Z, φ ∈ L2(R3) and 2 ≤ q, r ≤ ∞ Then
‖e−itHPkφ‖LqtLrxL2σ .Ck(q, r)‖φ‖L2x(R3), (3.3)
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where
Ck(q, r) =

2k(
3
2
− 3
r
− 2
q
), k ≥ 0, 2
5
< q(1
2
− 1
r
) ≤ 1;
2k(
3
2
− 3
r
− 1
q
), k < 0, 1
2
< q(1
2
− 1
r
) ≤ 1;
2k(
7
2
− 7
r
− 3
q
), k < 0, 2
5
< q(1
2
− 1
r
) < 1
2
;
〈k〉2/q2 k4 , k < 0, q(1
2
− 1
r
) = 1
2
.
(3.4)
Proof. This corollary follows immediately from interpolation between Lemma 3.1
and the trivial estimate ‖e−itHPkφ‖L∞t L2xL2σ . ‖φ‖L2x(R3). 
Instead of just proving Lemma 3.1, we will derive the generalized Strichartz esti-
mates for a class of dispersive equations as we think they may be useful in the other
occasions. Consider a class of dispersive equations:
i∂tu = −ω(D)u+ f, u(0) = u0(x), (3.5)
where D =
√−∆, ω : R+ → R is C3 smooth, f(x, t), u(x, t) : Rd × R → C, d ≥ 2,
and ω(D)u = F−1ω(|ξ|)Fu. Equation (3.5) contains many dispersive equations and
in particular the one ω(D) = H considered in this paper. In [10], a systematic
study of the dispersive estimates for the propagator eitω(D) was carried out under
some conditions on the asymptotic behavior of ω around 0 and ∞. We will assume
similar conditions in this paper. For k ∈ Z, let Ik = (2k−1, 2k+1) and we say the
following conditions:
H1(k): There exists α ∈ R such that
|ω′(r)| & 2k(α−1) for r ∈ Ik. (3.6)
H2(k): H1(k) holds and there exists β, with β ≤ α for k ≥ 0 and β ≥ α for k < 0,
such that
|ω′′(r)| & 2k(β−2) for r ∈ Ik. (3.7)
Moreover, |ω
′′(r)|
|ω′(r)|
. 2−k for r ∈ Ik, and ω′′′ changes its sign finite times in Ik.
H3(k): The following inequality holds
ω′(r)ω′′(r) > 0, r ∈ Ik. (3.8)
All the implicit constants in the above conditions are independent of k. Our results
depend only on these constants but not the specific form of ω. These conditions are
easy to verify, showing the dispersive effect of ω at the frequency of scale ∼ 2k. We
note that if ω satisfies H2(k), then
k(α− β) ≥ 0. (3.9)
Also note that if in H1(k) and H2(k) the lower bounds are replaced by |ω′(r)| ∼ rα−1
and |ω′′(r)| ∼ rβ−2, then we must have α ≥ β for k ≥ 0 and α ≤ β for k < 0, and
hence (3.9) holds.
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The operator H corresponds to ω(r) = r
√
2 + r2. Simple computations show that
ω′(r) =
2 + 2r2√
2 + r2
∼ 〈r〉,
ω′′(r) =
6r + 2r3
(2 + r2)3/2
∼ r〈r〉−1,
ω′′′(r) =
12
(2 + r2)5/2
∼ 〈r〉−5.
(3.10)
Thus, we see ω satisfies H2(k) and H3(k) with α = β = 2 for k ≥ 0, α = 1, β = 3
for k < 0. We list more examples for the potential applications in other occasions.
Examples.
(1) Schro¨dinger type: ω = ra, a > 0.
If a > 1, ω satisfies H2(k) and H3(k) with α = β = a for k ∈ Z. If a = 1,
ω satisfies H1(k) with α = β = 1 for k ∈ Z. If 0 < a < 1, ω satisfies H2(k)
with α = β = a for k ∈ Z.
(2) Klein-Gordon: ω = (1 + r2)1/2.
ω′(r) =r(1 + r2)−1/2,
ω′′(r) =(1 + r2)−3/2.
Then ω satisfies H2(k) and H3(k) with α = 1, β = −1 for k ≥ 0, α = β = 2
for k < 0.
(3) Beam equation: ω = (1 + r4)1/2.
ω′(r) =2r3(1 + r4)−1/2,
ω′′(r) =(6r2 + 2r6)(1 + r4)−3/2.
Then ω satisfies H2(k) and H3(k) with α = β = 2 for k ≥ 0, α = β = 4 for
k < 0.
(4) Fourth-order Schro¨dinger: ω = r2 + εr4.
ω′(r) =2r + 4εr3,
ω′′(r) =2 + 12εr2.
Then ω satisfies H2(k) and H3(k) with α = β = 2 for k ∈ Z uniformly with
respect to ε ≥ 0.
The main result of this section is the following theorem which implies Lemma 3.1
by taking α = β = 2 for k ≥ 0, and α = 1, β = 3 for k < 0.
Theorem 3.3. (1) Assume k ∈ Z, ω satisfy H1(k), d ≥ 3 and 2d−2
d−2
< r ≤ ∞. Then
we have: for any φ ∈ L2x(Rd)
‖eitω(D)Pkφ‖L2tLrxL2σ .2k(
d
2
− d
r
)2−kα/2‖φ‖L2x(Rd), (3.11)
and for d = 2, 2 ≤ q ≤ r ≤ ∞ and 1/q < 1/2− 1/r , we have: for any φ ∈ L2x(R2)
‖eitω(D)Pkφ‖LqtLrxL2σ .2k(
d
2
− d
r
)2−kα/q‖φ‖L2x(R2). (3.12)
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(2) Assume k ∈ Z, ω satisfy H2(k), d ≥ 2 and 4d−2
2d−3
< r ≤ 2d−2
d−2
. Then we have:
for any φ ∈ L2(Rd), radial
‖eitω(D)Pkφ‖L2tLrxL2σ .‖φ‖L2x ×
{
2kθk(2,r), 4d−2
2d−3
< r < 2d−2
d−2
;
〈k(α− β)〉2kθk(2,r), r = 2d−2
d−2
;
(3.13)
where
θk(2, r) =
d
2
− d
r
− β
2
− (α− β)
(
d− 1
2
− d− 1
r
)
. (3.14)
Moreover, if ω also satisfies an additional condition H3(k), then (3.13) holds in the
non-radial case, namely for all φ ∈ L2(Rd).
By interpolation between the trivial estimate ‖eitω(D)Pkφ‖L∞t L2xL2σ . ‖φ‖L2x(R3) and
Theorem 3.3 we get
Corollary 3.4. (1) Assume k ∈ Z, ω satisfy H1(k), d ≥ 2, 2 ≤ q, r ≤ ∞ and
q(1
2
− 1
r
) > 1
d−1
. Then we have: for any φ ∈ L2x(Rd)
‖eitω(D)Pkφ‖LqtLrxL2σ .2k(
d
2
− d
r
)2−kα/q‖φ‖L2x(Rd), (3.15)
(2) Assume k ∈ Z, ω satisfy H2(k), d ≥ 2, 2 ≤ q, r ≤ ∞ and 2
2d−1
< q(1
2
− 1
r
) ≤
1
d−1
. Then we have: for any φ ∈ L2(Rd), radial
‖eitω(D)Pkφ‖LqtLrxL2σ .‖φ‖L2x ×
{
2kθk(q,r), 2
2d−1
< q(1
2
− 1
r
) < 1
d−1
;
〈k(α− β)〉 2q 2kθk(q,r), q(1
2
− 1
r
) = 1
d−1
;
(3.16)
where
θk(q, r) =
d
2
− d
r
− β
q
− (α− β)
(
d− 1
2
− d− 1
r
)
. (3.17)
Moreover, if ω also satisfies an additional condition H3(k), then (3.16) holds in the
non-radial case, namely for all φ ∈ L2(Rd).
Remark 3.5. To prove (3.13) in the non-radial case, we have to assume an additional
technical condition H3(k). We believe it can be removed.
To prove the above theorem we will resolve on the ideas in [9, 6]. The main new
technical difficulty is that there is no scaling invariance for the propagator eitω(D).
Consider an estimate of the form
‖eitω(D)Pkφ‖LqtLrxL2σ .C(k)‖φ‖L2x. (3.18)
For (3.18) it is equivalent to show
‖Tkf‖LqtLrxL2σ . C(k)‖f‖L2x, (3.19)
where
Tkf(t, x) =
∫
Rd
ei(xξ+tω(|ξ|))χk(|ξ|)f(ξ)dξ.
We expand f by the orthonormal basis {Y lm}, m ≥ 0, 1 ≤ l ≤ l(m) of spherical
harmonics with l(m) = Cmd+m−1 − Cm−2d+m−3, such that
f(ξ) = f(ρσ) =
∑
m≥0
∑
1≤l≤l(m)
alm(ρ)Y
l
m(σ), σ ∈ Sd−1.
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Then we get (by Lemma 3.10, Chapter IV, p158 in [14]) with ν = ν(k) = d−2+2m
2
Tkf(t, x) =
∑
m,l
(2pi)d/2i−mT˜ νk (a
l
m)(t, |x|)Y lm(x/|x|),
where
T˜ νk (h)(t, s) =s
− d−2
2
∫
eitω(ρ)Jν(sρ)ρ
d/2χk(ρ)h(ρ)dρ
=s−
d−2
2 2k2kd/2
∫
eitω(2
kρ)Jν(2
ksρ)ρd/2χ0(ρ)h(2
kρ)dρ
with the Bessel function Jν(r)
Jν(r) =
(r/2)ν
Γ(ν + 1/2)pi1/2
∞∑
m=0
(ir)m
m!
∫ 1
−1
tm(1− t2)ν−1/2dt, ν > −1/2.
Thus (3.19) becomes
‖T˜ νk (alm)‖LqtLrsl2m,l . C(k)‖{a
l
m(s)}‖L2sl2m,l . (3.20)
To prove (3.20), since q, r ≥ 2, it is equivalent to show
‖s d−1r − d−22 T νk (h)‖LqtLrs . 2−kC(k)‖h‖L2, (3.21)
with a bound independent of ν, where T νk is defined by
T νk (h)(t, s) =
∫
eitω(2
kρ)Jν(2
ksρ)χ0(ρ)h(ρ)dρ (3.22)
Note that in the radial case, to prove (3.18) it suffices to prove (3.21) with ν = d−2
2
.
In the general non-radial case we need uniform information of Jν with respect to ν.
We will need the uniform decay (see e.g [6])
|Jν(r)|+ |J ′ν(r)| . r−1/3(1 + r−1/3|r − ν|)−1/4 (3.23)
from which we get
‖Jν(r)‖L2r∼R + ‖J ′ν(r)‖L2r∼R . 1, ∀R > 1. (3.24)
For the region |s| ≤ 2−k, we get from the Taylor’s expansion that
T νk h(s) =
∫
R
eitω(2
kρ)χ0(ρ)h(ρ)
(2kρs/2)ν
Γ(ν + 1/2)pi1/2
×
∞∑
m=0
(i2kρs)m
m!
(∫ 1
−1
sm(1− s2)ν−1/2ds
)
dρ.
If ω satisfies H1(k), then by the Hausdorff-Young equality we have
‖χ≤−k(s)s d−1r − d−22 T νk (h)‖LqtLrs
.
∞∑
m=0
Cm
m!
2−k(
d−1
r
− d−2
2
)2−k/r
∥∥∥∥∫
R
eitω(2
kρ)χ0(ρ)ρ
ν+mh(ρ)dρ
∥∥∥∥
Lqt
.2−k(
d
r
− d−2
2
) sup
ρ∼1
|2kω′(2kρ)|−1/q‖h‖2
.2−k2k(
d
2
− d
r
)2−kα/q‖h‖2.
(3.25)
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It remains to deal with the region |s| ≥ 2−k. We decompose
T νk (h) =
∑
j≥−k
T νj,k(h)
with
T νj,k(h) = χj(s)
∫
eitω(2
kρ)Jν(2
ksρ)χ0(ρ)h(ρ)dρ. (3.26)
We have the following simple estimates.
Lemma 3.6. Assume k ∈ Z, ω satisfies H1(k), j ≥ −k and 2 ≤ q ≤ r ≤ ∞. Then
‖T νj,kh‖LqtLrs .2−(j+k)(
1
2
− 1
q
)2−k/r2−kα/q‖h‖2. (3.27)
Proof. For q = 2, by Sobolev embedding, Plancherel’s equality in t and (3.24) we
obtain
‖T νj,kh‖L2tLrs .2−k/r
∥∥∥∥χj+k(s) ∫ eitω(2kρ)Jν(sρ)χ0(ρ)h(ρ)dρ∥∥∥∥
L2tL
r
s
.2−k/r(‖χj+k(s)
∫
eitω(2
kρ)Jν(sρ)χ0(ρ)h(ρ)dρ‖L2tL2s
+ ‖∂s[χj+k(s)
∫
eitω(2
kρ)Jν(sρ)χ0(ρ)h(ρ)dρ]‖L2tL2s)
.2−k/r2−kα/2(‖Jν(s)‖L2s + ‖J ′ν(s)‖L2s)‖h‖2 . 2−k/r2−kα/2‖h‖2.
For q = r =∞, by (3.24) we have
‖T νj,kh‖L∞t L∞s .
∥∥∥∥∫ |χj+k(s)Jν(sρ)χ0(ρ)h(ρ)|dρ∥∥∥∥
L∞s
.2−(j+k)/2‖h‖2.
Therefore, the general (q, r) estimate follows from interpolation between (∞,∞)
and (2, 2r
q
). 
With the above lemma we are ready to prove part (1) of Theorem 3.3. If d ≥ 3
and 2(d−1)
d−2
< r ≤ ∞, we have
‖χ≥−k(s)s d−1r − d−22 T νk (h)‖L2tLrs .
∑
j≥−k
2j(
d−1
r
− d−2
2
)‖T νj,k(h)‖L2tLrs
.2k(
d−2
2
− d−1
r
)2−k/r2−kα/2‖h‖2
.2−k2k(
d
2
− d
r
)2−kα/2‖h‖2.
Combining the above inequality with (3.25), we get the desired result. If d = 2,
2 ≤ q ≤ r ≤ ∞ and 1/q < (d− 1)(1/2− 1/r), we have
‖χ≥−k(s)s d−1r − d−22 T νk (h)‖LqtLrs .
∑
j≥−k
2j(
d−1
r
− d−2
2
)‖T νj,k(h)‖LqtLrs
.
∑
j≥−k
2j(
d−1
r
− d−2
2
)2−(j+k)(
1
2
− 1
q
)2−k/r2−kα/q‖h‖2
.2−k2k(
d
2
− d
r
)2−kα/q‖h‖2.
Again with (3.25), we get the desired result.
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In the rest of this section, we prove part (2) of Theorem 3.3. The uniform decay
of the Bessel functions are not enough, but we also need to exploit the uniform
oscillations. We will divide our proof into two cases: radial case and non-radial
case. In the non-radial case, we need an additional technical condition H3(k).
3.1. Radial case. This subsection is devoted to prove Theorem 3.3 (2) in the radial
case. In the previous subsection we only used the uniform decay of Jν . We also need
to exploit the oscillation. In the radial case, we need to refine the estimate of
‖T νj,k‖L2→L2tL∞s when ν = d−22 . We have
J d−2
2
(r) =
ei(r−
(d−1)pi
4
) + e−i(r−
(d−1)pi
4
)
2r1/2
+ Cdr
d−2
2 e−irE+(r)− C˜dr d−22 eirE−(r), (3.28)
where ∂krE±(r) . r
−k−(d+1)/2 for r ≥ 1, k = 0, 1, · · · , Cd, C˜d are constants, see [15].
We will need the Van der Corput lemma (see [15]):
Lemma 3.7 (Van der Corput). Suppose φ is real-valued and smooth in (a, b), and
that |φ(k)(x)| ≥ 1 for all x ∈ (a, b). Then∣∣∣∣∫ b
a
eiλφ(x)ψ(x)dx
∣∣∣∣ ≤ ckλ−1/k[|ψ(b)|+ ∫ b
a
|ψ′(x)|dx
]
and if ψ′ changes its sign N times on [a, b]∣∣∣∣∫ b
a
eiλφ(x)ψ(x)dx
∣∣∣∣ ≤ ckNλ−1/k sup
x∈[a,b]
|ψ(x)| (3.29)
hold when (i) k ≥ 2, or (ii) k = 1 and φ′(x) is monotonic. Here ck is a constant
depending only on k.
Lemma 3.8. Assume ω satisfies H2(k), ν = d−2
2
and j ≥ −k. Then for 2 ≤ r ≤ ∞
‖T νj,kh‖L2tLrs .2−kα/22−k/r[2−(j+k)/42k(α−β)/4]1−2/r‖h‖2. (3.30)
Proof. The case r = 2 was proved in Lemma 3.6. By interpolation it suffices to
prove the case r = ∞. Inserting (3.28) into (3.26), we then divide T νj,kf into two
parts: the main term and the error term, namely
T νj,kf =Mj,kf(t, 2
ks) + Ej,kf(t, 2
ks) (3.31)
where by ignoring constant multiples
Mj,kf(s) =χj+k(s)
∫
ei(sρ+tω(2
kρ))(sρ)−1/2χ0(ρ)f(ρ)dρ+ c.c.
Ej,kf(s) =χj+k(s)
∫
ei(sρ+tω(2
kρ))(sρ)(n−2)/2E+(sρ)χ0(ρ)f(ρ)dρ+ c.c.
Here c.c. means similar terms with s replaced by −s which can be handled in the
same way. First we consider Ej,kf . By Sobolev embedding, Plancherel’s equality in
t, H1(k) and (3.23), we get
‖Ej,kf‖L2tL∞s . ‖Ej,kf‖L2tL2s + ‖∂sEj,kf‖L2tL2s . 2−(j+k)2−kα/2‖f‖2.
Next we consider Mj,kf . By TT
∗ argument, we have
Mj,kM
∗
j,kF =
∫∫ (∫
ei(t−s)ω(2
kξ)+i(x−y)ξξ−1χ20(ξ)dξ
)
· |xy|−1/2χj+k(|x|)χj+k(|y|)F (s, y)dyds,
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and thus
|Mj,kM∗j,kF | . 2−j−k|(eitω(2
kD)F−1χ20)(x)χ≤j+k(|x|)| ∗ |F |. (3.32)
Let K(t, x) = (eitω(2
kD)F−1χ20)(x). Then we get
‖Mj,k‖L2x→L2tL∞x . 2−(j+k)/2‖K(t, x)‖
1/2
L1t∈RL
∞
|x|<2j+k
. (3.33)
We have
K(t, x) =
∫
eitω(2
kρ)+ixρχ20(ρ)dρ.
Let ψ(ρ) = tω(2kρ) + ρx . Then ψ′(ρ) = t2kω′(2kρ) + x, ψ′′(ρ) = t22kω′′(2kρ). By
H2(k) we have
|ψ′′(ρ)| & |t|2kβ (3.34)
in the support of χ0. Hence by Lemma 3.7
|K(t, x)| . |t|−1/22−kβ/2.
Moreover, we see that if |t|2kα ≫ 2j+k, then |ψ′(ρ)| & |t|2kα, and thus using integra-
tion by parts twice and in view of the assumption H2(k) we get
|K(t, x)| ≤
∫ ∣∣∂ρ[ψ′(ρ)−1∂ρ(χ20(ρ)ψ′(ρ)−1)]∣∣dρ
.
∫ ∣∣ψ′(ρ)−2∣∣ + |ψ′(ρ)−1| · ∣∣∂ρ[ψ′(ρ)−1]∣∣+ |ψ′(ρ)−1| · ∣∣∂2ρ [ψ′(ρ)−1]∣∣dρ
. sup
ρ
|ψ′(ρ)|−2 + sup
ρ
|ψ′(ρ)|−1 sup
ρ
|∂ρ[ψ′(ρ)−1]|
.|t|−22−2kα,
since |∂ρ[ψ′(ρ)−1]| =
∣∣∣ ψ′′(ρ)ψ′(ρ)2 ∣∣∣ . 1|ψ′(ρ)| . Thus we get
|K(t, x)χj+k(x)| .|t|−1/22−kβ/21{|t|2kα.2j+k} + |t|−22−2kα1{|t|2kα≫2j+k},
and hence
‖K‖L1tL∞|x|.2j+k . 2
(j+k−kα)/22−kβ/2 + 2−(j+k)2−kα.
Thus, we get
‖Mj,k‖L2x→L2tL∞x .2−(j+k)/42−k(α+β)/4 + 2−(j+k)2−kα/2. (3.35)
By the assumption we have and thus conclude the proof. 
Now we prove Theorem 3.3 (2) in the radial case. By Lemma 3.6 and Lemma 3.8
we get for ν = d−2
2
‖T νj,kh‖L2tLrs .2−kα/22−k/rmin([2−(j+k)/42k(α−β)/4]1−2/r, 1)‖h‖2. (3.36)
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If d ≥ 2 and 4d−2
2d−3
< r < 2d−2
d−2
, we have
‖χ≥−k(s)s d−1r − d−22 T νk (h)‖L2tLrs
.
∑
j≥−k
2j(
d−1
r
− d−2
2
)‖T νj,k(h)‖L2tLrs
.2−k/r2−kα/2
∑
j≥−k
2j(
d−1
r
− d−2
2
)min([2−(j+k)/42k(α−β)/4]1−2/r, 1)‖h‖2
.2−k/r2−kα/2
( k[α−β−1]∑
j=−k
2j(
d−1
r
− d−2
2
)
+
∞∑
j=k[α−β−1]
2j(
d−1
r
− d−2
2
)[2−(j+k)/42k(α−β)/4]1−2/r
)
‖h‖2
.2−k2k(
d
2
− d
r
)2−kα/22k(α−β)(
d−1
r
− d−2
2
)‖h‖2,
and similarly for r = 2d−2
d−2
we have
‖χ≥−k(s)s d−1r − d−22 T νk (h)‖L2tLrs . 2−k〈k(α− β)〉2k(
d
2
− d
r
)2−kα/2‖h‖2. (3.37)
Therefore, by the above inequality, (3.25) and (3.21) we complete the proof.
3.2. Non-radial case. In the non-radial case we need to refine the estimate of
‖T νj,k‖L2→L2tL∞s uniformly for ν ≥ d−22 . We may assume ν ≥ 11 since the case ν ≤ 10
can be handled exactly as the radial case. Thus, we need to exploit uniformly
oscillations and decay of Jν . We will use the Schla¨fli’s integral representation of
Bessel function (see p. 176, [16]):
Jν(r) =
1
2pi
∫ π
−π
ei(r sinx−νx)dx− sin(νpi)
pi
∫ ∞
0
e−ντ−r sinh τdτ
:=JMν (r)− JEν (r). (3.38)
We also need the following decay and asymptotical property.
Lemma 3.9 (asymptotical property, Lemma 2.5 in [6]). Let ν > 10 and r > ν+ν1/3.
Then
(1) We have
Jν(r) =
1√
2pi
eiθ(r) + e−iθ(r)
(r2 − ν2)1/4 + h(ν, r),
where θ(r) = (r2 − ν2)1/2 − ν arccos ν
r
− π
4
, and
|h(ν, r)| .
(
ν2
(r2 − ν2)7/4 +
1
r
)
1[ν+ν1/3,2ν](r) + r
−11[2ν,∞)(r).
(2) Let x0 = arccos
ν
r
. For any K ∈ N we have
h(ν, r) =(2pi)−1/2eiθ(r)x0
K∑
k=1
(rx30)
−k−1/2ak(x0)
k!
+ (2pi)−1/2e−iθ(r)x0
K∑
k=1
(rx30)
−k−1/2a˜k(x0)
k!
+ h˜(ν, r)
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with functions |∂lak|+ |∂la˜k| . 1 for any l ∈ N and
|h˜(ν, r)| .
(
r
K
2
+ 1
4
(r − ν) 3K2 +7/4
+
1
r
)
1[ν+ν1/3,2ν](r) + r
−11[2ν,∞)(r).
Moreover, if ν ∈ Z, we have better estimate
|h˜(ν, r)| . r
K
2
+ 1
4
(r − ν) 3K2 +7/4
1[ν+ν1/3,2ν](r) + r
−3/21[2ν,∞)(r).
Fixing λ with 2
j+k
3 ≪ λ . 2 3(j+k)5 , we decompose
T νj,k(h)(t, s) =
3∑
l=1
T ν,lj,k(h)(t, 2
ks), (3.39)
where
T ν,lj,k(h)(t, s) =χj+k(s)
∫
eitω(2
kρ)Jν(sρ)γl(
sρ− ν
λ
)χ0(ρ)h(ρ)dρ
with γ1(x) = η(x), γ2(x) = (1−η(x))1x<0, and γ3(x) = (1−η(x))1x>0. By the same
argument as in the proof of Lemma 3.6 we can get if j ≥ −k and 2 ≤ q ≤ r ≤ ∞
then
‖T ν,lj,k(h)‖LqtLrs .2
−(j+k)( 1
2
− 1
q
)2−kα/q‖h‖2. (3.40)
Lemma 3.10. Assume k ∈ Z, ω satisfies H2(k), H3(k), j ≥ −k and R = 2j+k.
Then for 2 ≤ r ≤ ∞
‖T ν,1j,k (h)‖L2tLrs .2−kα/2λ1/4R−1/4‖h‖2,
‖T ν,2j,k (h)‖L2tLrs .2−kα/2(λ−1R1/42k(α−β)/4)1−2/r‖h‖2,
‖T ν,3j,k (h)‖L2tLrs .2−kα/2[(R−1/42k(α−β)/4)1−2/r +R1/8λ−5/8]‖h‖2.
Proof. For T ν,1j,k , T
ν,2
j,k , we follow closely the ideas in [9, 6]. For T
ν,3
j,k we use a new
argument to handle the error term. By interpolation, we only need to show the
estimates for r = 2,∞.
Step 1: estimate of T ν,1j,k .
As the proof of Lemma 3.6, by Sobolev embedding and Plancherel’s equality in t
we obtain
‖T ν,1j,k (h)‖L2tLrs .2−kα/2(‖Jν(s)γ1(
s− ν
λ
)‖L2s∼R + ‖J ′ν(s)γ1(
s− ν
λ
)‖L2s∼R)‖h‖2
.λ1/4R−1/42−kα/2‖h‖2.
So we get the desired estimate.
Step 2: estimate of T ν,2j,k .
The estimate for r = 2 is given by (3.40) and hence we only need to consider
the case r = ∞. We have ν > sρ + λ in the support of γ2( sρ−νλ ). Thus we use the
formula (3.38). Without loss of generality, we assume JMν =
1
π
∫ π
0
ei(rρ sin θ−νθ)dθ (its
conjugate part can be handled in the same way), and decompose
T ν,2j,k (h) :=M
ν,2
j,k (h)(s) + E
ν,2
j,k (h)(s)
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where
Mν,2j,k (h) =χj+k(s)
∫
e−itω(2
kρ)
(∫ π/2
0
ei(sρ sin θ−νθ)dθ
)
γ2(
sρ− ν
λ
)χ0(ρ)h(ρ)dρ,
Eν,2j,k (h) =χj+k(s)
∫
e−itω(2
kρ)
(
JEν (sρ) +
∫ π
π/2
ei(sρ sin θ−νθ)dθ
)
γ2(
sρ− ν
λ
)χ0(ρ)h(ρ)dρ.
By the obvious decay estimate
|JEν (sρ)|+ |∂s[JEν (sρ)]|+
∣∣∣∣∫ π
π/2
ei(sρ sin θ−νθ)dθ
∣∣∣∣ + ∣∣∣∣∂s [∫ π
π/2
ei(sρ sin θ−νθ)dθ
]∣∣∣∣
.(ν + s)−1, for s & 1, ρ ∼ 1,
and by the similar proof of Lemma 3.6 we can get that for 2 ≤ r ≤ ∞
‖Eν,2j,k (h)‖L2tLrs . 2−kα/2R−1/2‖h‖2, (3.41)
which is acceptable. It remains to prove
‖Mν,2j,k (h)‖L2tL∞s . 2−k(α+β)/4λ−1R1/4‖h‖L2. (3.42)
Denote φ(s, ρ, θ) = sρ sin θ − νθ. Integrating by part, we can decompose further
Mν,2j,k (h) =χj+k(s)
∫ (
eiφ(s,ρ,θ)
i(sρ cos θ − ν)
∣∣∣∣
θ=π/2
− e
iφ(s,ρ,θ)
i(sρ cos θ − ν)
∣∣∣∣
θ=0
−
∫ π/2
0
ei(sρ sin θ−νθ)
sρ sin θ
(sρ cos θ − ν)2dθ
)
γ2(
sρ− ν
λ
)e−itω(2
kρ)χ0(ρ)h(ρ)dρ
:=Mν,2j,k,1(h)−Mν,2j,k,2(h)−Mν,2j,k,3(h).
We have
Mν,2j,k,1(h) =χj+k(s)
∫
ei(sρ−νπ/2)
−iν γ2(
sρ− ν
λ
)e−itω(2
kρ)χ0(ρ)h(ρ)dρ,
Mν,2j,k,2(h) =χj+k(s)
∫
1
i(sρ− ν)γ2(
sρ− ν
λ
)e−itω(2
kρ)χ0(ρ)h(ρ)dρ.
For Mν,2j,k,2, by TT
∗ argument, it is equivalent to show
‖Mν,2j,k,2(Mν,2j,k,2)∗f‖L2tL∞r . 2−k(α+β)/2λ−2R1/2‖f‖L2tL1r (3.43)
where
Mν,2j,k,2(M
ν,2
j,k,2)
∗f =
∫
K2(t− t′, r, r′)f(t′, r′)dt′dr′
with the kernel
K2(t, r, r
′) =
∫
e−itω(2
kρ)χ0
(
r
R
)
rρ− ν γ2(
rρ− ν
λ
)
χ0
(
r′
R
)
r′ρ− ν γ2(
r′ρ− ν
λ
)χ20(ρ)dρ.
It suffices to prove
‖K2‖L1tL∞r,r′ . 2
−k(α+β)/2λ−2R1/2. (3.44)
Denote F2(ρ) =
χ0
(
r
R
)
i(rρ−ν)
γ2(
rρ−ν
λ
)
χ0
(
r′
R
)
i(r′ρ−ν)
γ2(
r′ρ−ν
λ
)χ20(ρ). Then F2 and F
′
2 are both piece-
wise monotone on [0,∞), and we have |F2| . λ−2, |∂ρF2| . λ−3R. By Lemma 3.7
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we get
|K2(t, r, r′)| .2−kβ/2|t|−1/2
∫
|∂ρF2|dρ . 2−kβ/2λ−2|t|−1/2.
On the other hand, using twice integration by part, we get
|K2| .
∫
|t|−2 ∣∣∂ρ[2−kω′(2kρ)−1∂ρ[2−kω′(2kρ)−1F2]]∣∣ dρ
.
∫
|t|−22−2k(|ω′(2kρ)|−2|∂2ρF2|+ ∣∣∂ρ[ω′(2kρ)−1]ω′(2kρ)−1∂ρF2∣∣
+
∣∣∂2ρ [ω′(2kρ)−1]ω′(2kρ)−1F2∣∣ )dρ
.2−2kα|t|−2Rλ−3.
Then eventually we have
|K2| . 2−kβ/2λ−2|t|−1/21|t|.2−kαR + |t|−2λ−3R2−2kα1|t|≫2−kαR
which implies
‖K2‖L1tL∞r,r′ . 2
−k(α+β)/2λ−2R1/2.
For Mν,2j,k,1, we have the same bound as M
ν,2
j,k,2 by the similar and easier proof since
ν & R.
Now we consider Mν,2j,k,3. Similarly, the kernel of M
ν,2
j,k,3(M
ν,2
j,k,3)
∗ is
K3(t− t′, r, r′) =
∫ π/2
0
∫ π/2
0
∫
e−i(t−t
′)ω(2kρ)ei(rρ sin θ−νθ)
χ0
(
r
R
)
rρ sin θ
(rρ cos θ − ν)2γ2(
rρ− ν
λ
)
× e−i(r′ρ sin θ′−νθ′) χ0
(
r′
R
)
r′ρ sin θ′
(r′ρ cos θ′ − ν)2γ2(
r′ρ− ν
λ
)χ20(ρ)dρdθdθ
′.
It suffices to prove
‖K3‖L1tL∞r,r′ . 2
−k(α+β)/2λ−2R1/2.
Denote
τ(θ, ρ) := rρ cos θ − ν, τ ′(θ′, ρ) := r′ρ cos θ′ − ν.
Let F3(θ, θ
′, ρ) = χ0
(
r
R
)
χ0
(
r′
R
)
γ2(
rρ−ν
λ
)γ2(
r′ρ−ν
λ
)χ20(ρ). By these notations we get
K3(t, r, r
′) =
∫ π/2
0
∫ π/2
0
∫
e−i[tω(2
kρ)+τ(θ,ρ)−τ ′(θ′,ρ)]F3∂θ[τ
−1]∂θ′ [τ
′−1]dρdθdθ′.
It’s easy to see that F3 and ∂ρF3 are both piece-wise monotone, ∂ρ∂θ(τ
−1), ∂θ(τ
−1)
(similarly for τ ′−1) do not change the sign. Since the phase |∂2ρ [tω(2kρ) + τ(θ, ρ)−
τ ′(θ′, ρ)]| & |t|2kβ, we get by Lemma 3.7 that
|K3| .2−kβ/2|t|−1/2
∫ π/2
0
∫ π/2
0
∫
|∂ρ(F3∂θ[τ−1]∂θ′ [τ ′−1])|dρdθdθ′
.2−kβ/2|t|−1/2 sup
ρ,θ,θ′
|F3τ−1τ ′−1| . 2−kβ/2|t|−1/2λ−2,
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On the other hand, for 2kα|t| ≫ R, denoting φ1 = −2ktω′(2kρ) + r sin θ − r′ sin θ′,
we get |φ1| & |t|2kα and thus get
|K3| .
∫ π/2
0
∫ π/2
0
∫
|∂ρ
(
φ−11 ∂ρ[φ
−1
1 F3∂θ[h
−1]∂θ′ [h
′−1]]
)|dρdθdθ′
.2−2kα|t|−2λ−3R.
Then we get
|K3| ≤ 2−kβ/2λ−2|t|−1/21|t|.2−kαR + |t|−2λ−3R2−2kα1|t|≫2−kαR
which implies that ‖K3‖L1tL∞r,r′ . λ
−2R1/22−k(α+β)/2 as desired.
Step 3: estimate of T ν,3j,k .
The estimate for r = 2 is given by (3.40) and hence we only need to consider the
case r =∞. By the support of γ3, we have rρ > ν + λ > ν + ν1/3 in the support of
γ3(
rρ−ν
λ
). Thus we use the Lemma 3.9, and decompose
T ν,3j,k (h) :=M
ν,3
j,k (h) + E
ν,3
j,k (h)
where
Mν,3j,k (h) =χ0
( r
R
) ∫
e−itω(2
kρ) e
iθ(rρ) + e−iθ(rρ)
2
√
2pi(r2ρ2 − ν2)1/4γ3(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
Eν,3j,k (h) =χ0
( r
R
) ∫
e−itω(2
kρ)h(ν, rρ)γ3(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
with θ(r), h(ν, r) given in Lemma 3.9.
First, we consider Mν,3j,k . We may assume
Mν,3j,k (h) = χ0
( r
R
) ∫
e−itω(2
kρ) e
iθ(rρ)
(r2ρ2 − ν2)1/4γ3(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
since the other term is similar. Let γ(x) = χ0(x) · 1x>0. We decompose further
Mν,3j,k (h) =
∑
l:λ≤2l.RM
ν,3
j,k,l(h) where
Mν,3j,k,l(h) = χ0
( r
R
) ∫
e−itω(2
kρ) e
iθ(rρ)
(r2ρ2 − ν2)1/4γ(
rρ− ν
2l
)χ0(ρ)h(ρ)dρ. (3.45)
It suffices to prove
‖Mν,3j,k,l(h)‖L2tL∞r . 2−k(α+β)/4(2l/8R−3/8 + 2−l/8R−1/4)‖h‖2.
By TT ∗ argument, it suffices to prove
‖Mν,3j,k,l(Mν,3j,k,l)∗(f)‖L2tL∞r . 2−k(α+β)/2(2l/4R−3/4 + 2−l/4R−1/2)‖f‖L2tL1r . (3.46)
The kernel for Mν,3j,k,l(M
ν,3
j,k,l)
∗ is
K(t− t′, r, r′) =
∫
e−i[(t−t
′)ω(2kρ)−θ(rρ)+θ(r′ρ)]χ0
(
r
R
)
γ( rρ−ν
2l
)
(r2ρ2 − ν2)1/4
χ0
(
r′
R
)
γ( r
′ρ−ν
2l
)
(r′2ρ2 − ν2)1/4 χ
2
0(ρ)dρ.
It suffices to prove
‖K‖L1tL∞r,r′ . 2
−k(α+β)/2(2l/4R−3/4 + 2−l/4R−1/2).
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Recall θ(r) = (r2 − ν2)1/2 − ν arccos ν
r
− π
4
, then direct computation shows
θ′(r) =(r2 − ν2)1/2r−1,
θ′′(r) =(r2 − ν2)−1/2ν2r−2,
θ′′′(r) =(r2 − ν2)−3/2 ν
2
r
(−3 + 2ν
2
r2
).
Denoting G =
χ0
(
r
R
)
γ( rρ−ν
2l
)
(r2ρ2−ν2)1/4
χ0
(
r′
R
)
γ( r
′ρ−ν
2l
)
(r′2ρ2−ν2)1/4
χ20(ρ), φ2 = tω(2
kρ)− θ(rρ) + θ(r′ρ). Then
∂ρ(φ2) =2
ktω′(2kρ) +
ρ(r′2 − r2)√
r′2ρ2 − ν2 +
√
r2ρ2 − ν2
∂2ρ(φ2) =2
2ktω′′(2kρ)− (r
′2 − r2)√
r′2ρ2 − ν2 +
√
r2ρ2 − ν2
ν2√
r′2ρ2 − ν2
√
r2ρ2 − ν2
∂3ρ(φ2) =2
3ktω′′′(2kρ)− θ′′′(rρ)r3 + θ′′′(r′ρ)r′3
The key observation here is that ∂ρ(φ2) and ∂
2
ρ(φ2) can not be both small. Hence
we can apply the stationary phase method.
Case 1. R ∼ ν
If |∂ρ(φ2)| ≪ 2kα|t|, then |r
′2−r2|√
r′2ρ2−ν2+
√
r2ρ2−ν2
& 2kα|t|, and |∂2ρ(φ2)| & 2αk|t|R2−l
on the support of G by the assumption H2(k) and H3(k). Note that on the support
of G, one has
|r′2 − r2|√
r′2ρ2 − ν2 +
√
r2ρ2 − ν2 .
√
r′2ρ2 − ν2 +
√
r2ρ2 − ν2 . 2l/2R1/2.
If 2kα|t| . 2l/2R1/2, we divide K
K =
∫
e−iφ2Gη0(
100∂ρ(φ2)
2kαt
)dρ+
∫
e−iφ2G[1− η0(100∂ρ(φ2)
2kαt
)]dρ := I1 + I2.
By Lemma 3.7, we obtain
|I1| .2−kα/2|t|−1/2R−1/22l/2
(∫ ∣∣∂ρ[Gη0(100∂ρ(φ2)
t2kα
)]
∣∣dρ)
.2−kα/2|t|−1/2R−1/22l/2
(
sup
ρ
|G|
∫
|∂ρη0(100∂ρ(φ2)
t2kα
)|dρ+
∫
|∂ρG|dρ
)
.2−kα/2|t|−1/2R−1/22l/22−l/2R−1/2
.2−kα/2|t|−1/2R−1
where we used the fact that η′0, ∂ρG change sign for finite times. For I2, without loss
of generality, we assume r2 − r′2 > 0. Then integrating by part, we get
|I2| .
∫ ∣∣∣∣∂ρ((∂ρφ2)−1G[1− η0(100∂ρ(φ2)t2kα )]
)∣∣∣∣ dρ
.2−kα|t|−12−l/2R−1/2.
Interpolating with the trivial estimate |I2| . 2−l/2R−1/2, we get
|I2| . min(2−kα|t|−1, 1)2−l/2R−1/2.
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If 2kα|t| ≫ 2l/2R1/2, we have |∂ρ(φ2)| ≫ 2kα|t|. Thus integrating by part, we get
|K| .
∫ ∣∣∂ρ[(∂ρφ2)−1∂ρ((∂ρφ2)−1G)]∣∣ dρ
.
∫ ∣∣(∂ρφ2)−3∂3ρφ2G∣∣ dρ+ ∫ ∣∣(∂ρφ2)−2∂2ρG∣∣ dρ
+
∫ ∣∣(∂ρφ2)−3∂2ρφ2∂ρG∣∣ dρ+ ∫ ∣∣(∂ρφ2)−4(∂2ρφ2)2G∣∣ dρ
:=II1 + II2 + II3 + II4.
As for I2, we can obtain
II2 + II3 + II4 . 2
−2kα|t|−22−l/2R−1/2R22−2l . 2−2kα|t|−22−5l/2R3/2.
For II1, we have
II1 .2
−3kα|t|−3λ−1/2R−1/2
∫
| − θ′′′(rρ)r3 − θ′′′(r′ρ)r′3|γ(rρ− ν
2l
)γ(
r′ρ− ν
2l
)dρ
+ 2−2kα|t|−22−l/2R−1/2
∫ |23ktω′′′(2kρ)|
|2ktω′(2kρ)| γ(
rρ− ν
2l
)γ(
r′ρ− ν
2l
)dρ
.2−3kα|t|−32−l/2R−1/2 sup
ρ
θ′′(rρ)r2
+ 2−2kα|t|−22−l/2R−1/2
∫ ∣∣∣∣∂ρ(22ktω′′(2kρ)2ktω′(2kρ)
)∣∣∣∣ +
∣∣∣∣∣
(
22ktω′′(2kρ)
2ktω′(2kρ)
)2∣∣∣∣∣ dρ
.2−3kα|t|−32−lR + 2−2kα|t|−22−l/2R−1/2.
Thus, eventually we get
|K| .(2−kα/2|t|−1/2R−1 +min(2−kα|t|−1, 1)2−l/2R−1/2)12kα|t|.R1/22l/2
+ (2−2kα|t|−22−5l/2R3/2 + 2−3kα|t|−32−lR)12kα|t|≫R1/22l/2
which implies ‖K‖L1tL∞r,r′ . 2
−kα(2l/4R−3/4 + 2−l/4R−1/2) as desired since 2l & R1/3.
Case 2. R≫ ν
In this case we may assume 2l ∼ R since |rρ − ν| ∼ R. We observe that if
|∂ρ(φ2)| ≪ 2kα|t|, then |∂2ρ(φ2)| & 2βk|t| on the support of G by the assumption
H2(k) and H3(k). Note that |G| . R−1. Then as in Case 1, we can get
|I1| .2−kβ/2|t|−1/2
(∫
|∂ρ[Gη0(100∂ρ(φ2)
t
)]|dρ
)
.2−kβ/2|t|−1/2R−1.
The rest estimates are the same as Case 1. So we get
|K| .(2−kβ/2|t|−1/2R−1 +min(2−kα|t|−1, 1)2−l/2R−1/2)12kα|t|.R1/22l/2
+ (2−2kα|t|−22−5l/2R3/2 + 2−3kα|t|−32−lR)12kα|t|≫R1/22l/2
which implies ‖K‖L1tL∞r,r′ . 2
−k(α+β)/2R−1/2 as desired.
It remains to bound Eν,3j,k . First, using the decay estimate of h(ν, r), we get
‖Eν,3j,k (f)‖L2tL2r . 2−kα/2(λ−5/4R1/4 +R−1/2)‖f‖L2. (3.47)
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Since we do not have estimate on ∂rh, we can not get L
2
tL
∞
r estimate by Sobolev
embedding as before. We need a different argument. The argument used here is
also different from the previous works [9, 6]. We claim that
‖Eν,3j,k (f)‖L2tL∞r . 2−kα/2R1/8λ−5/8‖f‖L2. (3.48)
By TT ∗ argument (3.48) is equivalent to
‖Eν,3j,k (Eν,3j,k )∗(f)‖L2tL∞r . 2−kαR1/4λ−5/4‖f‖L2tL1r . (3.49)
The kernel for Eν,3j,k (E
ν,3
j,k )
∗ is
KE(t− t′, r, r′) =
∫
e−i[(t−t
′)ω(2kρ)]h(ν, rρ)h(ν, r′ρ)χ0
( r
R
)
· γ3(rρ− ν
λ
)χ0
(r′
R
)
γ3(
r′ρ− ν
λ
)χ20(ρ)dρ.
It suffices to prove
‖KE‖L1tL∞r,r′ . 2
−kαR1/4λ−5/4.
By the decay estimate of h given in Lemma 3.9, we have the trivial estimate
|KE| .‖h(ν, rρ)χ0(ρ)γ3(rρ− ν
λ
)‖L2ρ · ‖h(ν, r′ρ)χ0(ρ)γ3(
r′ρ− ν
λ
)‖L2ρ
.R−1/2λ−5/2 +R−2.
On the other hand, we have
KE = KT −KM
where KM =
∑
lK is the kernel for M
ν,3
j,k (M
ν,3
j,k )
∗, and
KT =
∫
e−i[tω(2
kρ)]Jν(rρ)Jν(r
′ρ)χ0
( r
R
)
· γ3(rρ− ν
λ
)χ0
(r′
R
)
γ3(
r′ρ− ν
λ
)χ20(ρ)dρ.
If 2αk|t| ≫ R, by the estimates for K we have
|KM | . 2−2kα|t|−2λ−5/2R3/2.
Now we estimate KT in the range 2
αk|t| ≫ R. We will use (3.24) and the property
of Bessel function
∂zJν(z) = νz
−1Jν − Jν+1.
Denote GE = Jν(rρ)Jν(r
′ρ)χ0
(
r
R
)
γ3(
rρ−ν
λ
)χ0
(
r′
R
)
γ3(
r′ρ−ν
λ
)χ20(ρ). We have |J ′ν| .
R−1/4λ−1/4 in the support of GE. Then for 2
αk|t| ≫ R we have
|KT | .
∫ ∣∣∣∣∂ρ([2ktω′(2kρ)]−1∂ρ([2ktω′(2kρ)]−1GE))∣∣∣∣ dρ
.2−2kα|t|−2R2‖J ′′ν (rρ)χ0(ρ)‖L2ρ · ‖Jν(r′ρ)χ0(ρ)‖L2ρ
.2−2kα|t|−2R · ‖J ′′ν ‖L2r∼R‖Jν‖L2r∼R . 2−2kα|t|−2R.
The worst bound in the above integral is when two derivatives fall on the Bessel
function. Thus eventually we get
|KE | . (R−1/2λ−5/2 +R−2)12kα|t|.BR + 2−2kα|t|−2R · 12kα|t|&BR,
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where B ≫ 1 is to be determined. From this bound, we get
‖KE‖L1tL∞r,r′ . B2
−kα(R1/2λ−5/2 +R−1) +B−12−kα.
Taking B = R−1/4λ5/4, we get ‖KE‖L1tL∞r,r′ . R
1/4λ−5/42−kα. Thus we prove (3.48).
By interpolation with (3.47) we complete the proof. 
Using Lemma 3.10 with λ = R1/2 we are able to prove Theorem 3.3 (2) in the
dimension three and higher. Indeed, if d ≥ 3 and 4d−2
2d−3
< r < 2d−2
d−2
, we have
‖χ≥−k(s)s d−1r − d−22 T νk (h)‖L2tLrs
.
∑
j≥−k
2j(
d−1
r
− d−2
2
)‖T νj,k(h)‖L2tLrs
.
3∑
m=1
∑
j≥−k
2j(
d−1
r
− d−2
2
)2−k/r‖T ν,mj,k (h)‖L2tLrs
.2−k/r2−kα/2
∑
j≥−k
2j(
d−1
r
− d−2
2
)min([2−(j+k)/42k(α−β)/4]1−2/r, 1)‖h‖2
.2−k2k(
d
2
− d
r
)2−kα/22k(α−β)(
d−1
r
− d−2
2
)‖h‖2,
and similarly for r = 2d−2
d−2
we have
‖χ≥−k(s)s d−1r − d−22 T νk (h)‖L2tLrs . 2−k〈k(α− β)〉2k(
d
2
− d
r
)2−kα/2‖h‖2. (3.50)
For d = 2 and 6 < r <∞, we use Lemma 3.10 with λ = R 13+ǫ. For d = 2, ν ∈ N,
the Bessel function have better decay estimates. For example, Lemma 2.3 in [6]
shows that if ν ∈ N, ν > r + λ, and λ > r 13+ε for some ε > 0, then for any K ∈ N
|Jν(r)|+ |J ′ν(r)| ≤ CK,εr−Kε. (3.51)
With this we can get an improvement for T ν,2j,k : for any K ∈ N
‖T ν,2j,k (h)‖L2tLrs . 2−kα/2R−K‖h‖2.
For T ν,3j,k , the estimate on the error term is not good enough. We need an improve-
ment by using Lemma 3.9 part (2) for some large K as in [6]. We omit the details.
4. Proof of the main theorem
In this section we prove Theorem 1.1. To better illustrate our ideas, we only
prove the theorem in the radial case. In the general case, one can easily follow the
techniques of integration in SO(3) used in [9] to complete the proof. The proof
is based on applying Picard iteration in suitable spaces to the following equivalent
integral equations of (2.10)
m = e−itHφ+
∫ t
0
e−i(t−s)H [N2 +N3 +N4 +N5](m, u)ds,
u1 = m1 − 2u
2
1+u
2
2
2−∆
,
u2 = U
−1m2,
(4.1)
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where φ = m(0) and
N2(m, u) = U(m
2
1) +
2i
2−∆[−3m1∆u2 − 2∇m1 · ∇u2],
N3(m, u) = U(2m1R) + iN
1
3 (u) +
2i
2−∆[4u1m1u2 +m
2
1u2],
N4(m, u) = U(R
2 − |u|4/4) + 2i
2−∆[4u1Ru2 + 2u2m1R],
N5(m, u) =
2i
2−∆[u2R
2 − u2|u|4/4].
(4.2)
We use the following resolution space
m ∈ X =L∞t L2x ∩ L5/2t L5x ∩ L3t,x ∩D−1(L∞t L2x ∩ L3t,x),
u1 ∈ Y =L∞t L3x ∩ L5/2t L5x ∩ L3tL6x ∩D−1(L∞t L2x ∩ L3t,x),
u2 ∈ Z =L5tL10x ∩D−1(L∞t L2x ∩ L3t,x).
Note that by interpolation and Sobolev embedding we have the embedding relation
X ⊂ Y ⊂ Z. For simplicity of notations we write S = Y × Z, and u = (u1, u2) ∈ S
with norm ‖u‖S = ‖u1‖Y + ‖u2‖Z . We use the dual space N for the nonlinearity,
with norm given by
‖F‖N = ‖F‖L3/2t H13/2+(L1tL2x∩L3/2t H˙13/2).
Here A+B denotes the standard sum space of two Banach spaces A,B.
Lemma 4.1 (Linear estimates). We have the following estimate
‖e−itHφ‖X . ‖φ‖H1∥∥∥∥∫ t
0
e−i(t−s)H [F (s, ·)](x)ds
∥∥∥∥
X
. ‖F‖N
(4.3)
Proof. The first inequality follows from Lemma 3.1. For the inhomogeneous estimate
we use the Christ-Kiselev lemma. Indeed, by this lemma, we immediately get: if
(q, r), (q˜, r˜) both satisfy the conditions in Corollary 3.2 and (q, q˜) 6= (2, 2), then∥∥∥∥∫ t
0
e−i(t−s)HPkf(s)ds
∥∥∥∥
LqtL
r
xL
2
σ(R×R
3)
. Ck(q, r)Ck(q˜, r˜)‖f‖Lq˜′t Lr˜′x L2σ(R×R3) (4.4)
where Ck(q, r) is given by (3.4). 
4.1. Nonlinear estimates. In this subsection we prove the crucial nonlinear esti-
mates. Then main difficulty is the weak control on the low frequency component
on u2. All the nonlinear estimates are proved by paraproduct decompositions and
Ho¨lder inequalities.
Lemma 4.2 (Estimate for u1). We have
‖(2−∆)−1(u2u2)‖Y .‖u2‖2Z .
Proof. By Sobolev embedding and Ho¨lder’s inequalities we have
‖(2−∆)−1(u2u2)‖L∞t L3x∩L5/2t L5x .‖u2u2‖L∞t L3x∩L5/2t L5x
.‖u2‖L∞t L6x∩L5tL10x · ‖u2‖L∞t L6x∩L5tL10x
.‖u2‖Z · ‖u2‖Z ,
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and
‖D(2−∆)−1(u2u2)‖L3t,x + ‖(2−∆)−1(u2u2)‖L3tL6x
. ‖∇(u2u2)‖L3tL2x . ‖u2‖L∞t L6x‖∇u2‖L3t,x . ‖u2‖2Z ,
and
‖D(2−∆)−1(u2u2)‖L∞t L2x .‖∇(u2u2)‖L∞t L3/2x
.‖u2‖L∞t L6x‖∇u2‖L∞t L2x . ‖u2‖2Z .
Therefore, we complete the proof. 
Lemma 4.3 (Estimate for R). We have
‖R‖
L3tH
1∩L∞t L
3/2
x
.‖u2‖2Z + ‖u1‖2Y .
Proof. Since R =
−∆u22
2(2−∆)
− (2+∆)u21
2(2−∆)
, then we have
‖R‖L3tH1x . ‖u2∇u2‖L3tL2x + ‖u21‖L3tH1x
. ‖u‖L∞t L6x‖∇u‖L3t,x + ‖u1‖L3tL6x‖u1‖L∞t L3x
and
‖R‖
L∞t L
3/2
x
. ‖u2∇u2‖L∞t L3/2x + ‖u
2
1‖L∞t L3/2x
. ‖u2‖L∞t L6x‖∇u2‖L∞t L2x + ‖u1‖2L∞t L3x .
Therefore, we complete the proof. 
Lemma 4.4 (Quadratic terms). We have
‖N2(m, u)‖L3/2t H13/2 . ‖m‖
2
X + ‖m‖X‖u2‖Z .
Proof. Since N2(m, u) = U(m
2
1)− 6i2−∆ [m1∆u2]− 4i2−∆ [∇m1 · ∇u2], we estimate the
three terms separately.
‖U(m1)2‖L3/2t H13/2 . ‖∇(m1)
2‖
L
3/2
t,x
. ‖m1‖L3t,x‖∇m1‖L3t,x,
‖(2−∆)−1[∇m1 · ∇u2]‖L3/2t H13/2 . ‖∇m1‖L3t,x‖∇u2‖L3t,x.
For the remaining term, we use
‖fg‖H−1
3/2
. ‖f‖H13‖g‖H−13 , (4.5)
which is the dual of
‖fg‖H1
3/2
. ‖f‖H13‖g‖H13 .
Then
‖(2−∆)−1[m1∆u2]‖L3/2t H13/2 . ‖m1∆u2‖L3/2t H−13/2
. ‖m1‖L3tH13‖∇u2‖L3t,x .
Thus we complete the proof. 
Lemma 4.5 (Cubic terms).
‖N3(m, u)‖N . ‖m‖X‖u‖2U + ‖m‖2X‖u‖S + ‖u‖3S.
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Proof. Recall that N3(m, u) = U(2m1R) + iN
1
3 (u) +
2i
2−∆
[4u1m1u2 + m
2
1u2]. The
critical term is
N c3(u) := −u2
2 + ∆
2−∆u
2
1. (4.6)
The cubic terms N3 − iN c3 excepting the critical one are estimated in L3/2t H13/2. We
have
‖m1R‖L3/2t H13/2 . ‖m1‖L3tH1x‖R‖L3t,x + ‖m1‖L3tL6x‖∇R‖L3tL2x ,
‖(2−∆)−1[u1u2m1]‖L3/2t H13/2 . ‖u1‖L3tL6x‖u2‖L∞t L6x‖m1‖L3t,x ,
and similarly for (2−∆)−1[m21u2]. For N13 −N c3 , we use
‖fg‖H−1
3/2
. ‖f‖H1‖g‖H−13 , ‖fg‖H−12 . ‖f‖H˙1‖g‖H−13 ,
which are proved by duality in the same way as (4.5). Using L
6/5
x ⊂ H−13/2 as well,
‖N13 −N c3‖L3/2t H13/2 . ‖(∆u2)(2−∆)
−1(∆u22)‖L3/2t H−13/2
+ ‖(∇u2) · (2−∆)−1∇(∆u22)‖L3/2t L6/5x
+ ‖(∆u2)(2−∆)−1(u21)‖L3/2t H−13/2 + ‖u2|∇u2|
2‖
L
3/2
t L
6/5
x
. ‖∇u2‖L3t,x
{
‖∆u22‖L3tH−12 + ‖u
2
1‖L3tL2x + ‖u2‖L∞t L6x‖∇u2‖L3t,x
}
. ‖∇u2‖L3t,x
{
‖u2‖L∞t H˙1x‖∇u2‖L3t,x + ‖u1‖L∞t L6x‖u1‖L3t,x
}
.
The critical term is estimated in L1tL
2
x ∩ L3/2t H˙13/2, by
‖N c3‖L1tL2x . ‖u2‖L5tL10x ‖u21‖2L5/4t L5/2x . ‖u2‖L5tL10x ‖u1‖
2
L
5/2
t L
5
x
,
and
‖∇N c3‖L3/2t,x . ‖∇u2‖L3t,x‖u
2
1‖L3t,x + ‖u2‖L∞t L6x‖u1∇u1‖L3/2t L2x
.
{
‖∇u2‖L3t,x‖u1‖L∞t L6x + ‖u2‖L∞t L6x‖∇u1‖L3t,x
}
‖u1‖L3tL6x .
Thus we complete the proof. 
Lemma 4.6 (Quartic terms). We have
‖N4(m, u)‖N . ‖m‖X‖u‖3S + ‖u‖4S.
Proof. The quartic term N4 is estimated in
‖R2‖
L
3/2
t H
1
3/2
. ‖R‖2L3tH1,
‖U |u|4‖
L
3/2
t H
1
3/2
. ‖u3∇u‖
L
3/2
t,x
. ‖∇u‖L3t,x‖u3‖L3t,x ,
where the last norm is bounded by Sobolev embedding and Ho¨lder inequalities
‖u2∇u‖
L3tL
3/2
x
. ‖u‖2L∞t L6x‖∇u‖L3t,x.
The other terms are estimated in the same way as similar terms in N3, such as
‖(2−∆)−1[u1u2R]‖L3/2t H13/2 . ‖u1‖L3tL6x‖u2‖L∞t L6x‖R‖L3t,x.
We complete the proof. 
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Lemma 4.7 (Quintic terms). We have
‖N5(m, u)‖N . ‖u‖5S.
Proof. For the quintic term N5, the critical term is
N c5(u) := −
i
8(2−∆)[u2|u|
4].
The subcritical part is estimated as above
‖(2−∆)−1[u2R2]‖L3/2t H13/2 . ‖u2‖L∞t L6x‖R‖L3t,x‖R‖L3tL6x .
The critical term is estimated using L2x + L
6/5
x ⊂ H−1x
‖N c5(u)‖L1tH1x . ‖u2|u|4‖L1t (L2x+L6/5x ) . ‖u
5
2‖L1tL2x + ‖u2u41‖L1tL6/5x
. ‖u2‖5L5xL10x + ‖u‖2L∞t L6x‖u1‖
3
L3tL
6
x
.
We complete the proof. 
4.2. Proof of the theorem. Now we prove Theorem 1.2. First we note that the
transformation
u→ m = m1 + im2 = T (u) := u1 + 2u
2
1 + u
2
2
2−∆ + iUu2
is a homeomorphism between small balls with center 0 in (E, dE) and (H
1, ‖ · ‖H1)
(The proof is similar to [13]). Thus if u0 ∈ E with E(u0) ≪ 1 then we have
m(0) ∈ H1 with a small norm.
Fix m0 = m(0), we define an operator Φm0(m, u1, u2) by the right-hand side of
(4.1). Our resolution space is
Wη = {(m, u1, u2) : ‖(m, u1, u2)‖W = ‖m‖X + 1
100
‖u1‖Y + 1
100
‖u2‖Z ≤ η}
endowed with the norm metric ‖ · ‖W .
By the linear estimates and the nonlinear estimates proved in the previous sub-
section, we can easily show that Φm0 : Wη → Wη is a contraction mapping by the
condition ‖m0‖H1 ≪ 1 and choosing suitable η ≪ 1. So we get a unique solu-
tion (m, u) in Wη. Moreover, since our estimates are time global, by the standard
techniques we get m scatters in H1. Namely, ∃φ± ∈ H1 such that
lim
t→±∞
‖m− e−itHφ±‖H1 = 0.
By the second and third equation in (4.1) we get
lim
t→±∞
‖u1 − Re(e−itHφ±)‖H˙1∩H˙1/2 + ‖u2 − U−1 Im(e−itHφ±)‖H˙1 = 0. (4.7)
Using the transformation m = T (u) we get
2m1 = 2u1 + |u|2 + ∆|u|
2
2−∆ +
2u21
2−∆ .
By the similar arguments as for Lemma 4.2, we can prove∥∥∥∥∆|u|22−∆
∥∥∥∥
L∞t L
2
x
+
∥∥∥∥ 2u212−∆
∥∥∥∥
L∞t L
2
x
. ‖u1‖2Y + ‖u2‖2Z . (4.8)
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With this and (4.7) we get
lim
t→±∞
∥∥∥∥∆|u|22−∆
∥∥∥∥
L2x
+
∥∥∥∥ 2u212−∆
∥∥∥∥
L2x
= 0,
and then we get
lim
t→±∞
‖2u1 + |u|2 − 2Re(e−itHφ±)‖L2 = 0.
Therefore we complete the proof of Theorem 1.2.
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