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ABSTRACT 
Recent years have seen significant advances in the fields of nanosciences and nanotechnology. A 
significant part of the research in nanotechnology deals with developing tools and devices to probe 
and manipulate matter at the atomic, molecular and macro-molecular levels. Surprisingly in spite 
of the potential for engineers to contribute substantially to this area, most of the contributions till 
date have come from physicists and biologists. Engineering ideas primarily from systems theory and 
control significantly complement the physical studies performed in this area of research. This thesis 
demonstrates this by the application of systems ideas and tools to address two of the most important 
goals of nanotechnology, interrogation and positioning of materials at the nanoscale. The atomic force 
microscope (AFM), a micro-cantilever based device is one of the foremost tools in the interrogation 
and manipulation of matter at the atomic scale. The AFM operating in the most common tapping-mode 
has a highly complex dynamics due to the nonlinear tip-sample interaction forces. A systems approach 
is proposed to analyze the tapping-mode dynamics. The systems perspective is further exploited to 
develop analytical tools for modeling and identifying tip sample interactions. Some of the distinctly 
nonlinear features of tapping-mode operation are explained using the asymptotic theory of weakly 
nonlinear oscillators developed by Bogoliubov and Mitropolski. In the nanopositioning front, through 
the design and implementation of nanopositioning devices, a new paradigm for the systematic design 
of nanopositioners with specific bandwidth, resolution and robustness requirements is presented. Many 
tools from modern robust control like nominal and robust Hoo designs and Glover McFarlane designs 
are exploited for this. The experimental results demonstrate the efficacy of these design schemes. 
1 
CHAPTER 1 Introduction 
Systems ideas and control theory have a significant role to play in the technological revolution that 
is underway in the fields of nanosciences and nanotechnology. This thesis demonstrates this through 
the design and analysis of nanoscale devices based on systems concepts. 
The recent advances in nanotechnology warrant devices which can probe nature at the atomic and 
molecular scales. Micro-cantilever based devices have contributed significantly to the control, manip­
ulation and interrogation of matter at the nanoscale. Micro-cantilevers have been utilized in biological 
sciences in a variety of applications like sensing sequence-specific DNA [1], studying cell-cell inter­
actions [2] and antigen/antibody interactions [3]. Another intriguing application is in the detection 
of single electron spin ([4, 5, 6]). Such research has significant ramifications for quantum computing 
technology and to the physics at atomic scales. Researchers at IBM are exploring the usefulness of 
micro-cantilevers in high density data storage ([7]). In spite of the vast underlying promise, consider­
able challenges need to be overcome to fully harness the potential of this technology. A key element 
of the micro-cantilever based technique is the manner in which the cantilever interacts with the mat­
ter it is investigating or manipulating. Although micro-cantilever based devices have been utilized 
ubiquitously in various applications, the dynamics of the cantilever-sample interaction is significantly 
complex and considerable research effort is being placed at deciphering this interaction. Most of the re­
search effort is towards developing sophisticated and often involved physical models of the tip-sample 
interaction ([8], [9], [10]). This has helped provide insights into the various physical sources of the 
tip-sample interaction force. However these approaches do not lend themselves towards isolating the 
principal characteristics and limitations of micro-cantilever based devices. A systems based approach 
significantly complements the physical studies performed on the tip-sample interaction, provides new 
ways of interpreting data and indicates the fundamental limitations of micro-cantilever based devices. 
Further exploitation of the systems viewpoint has recently led to the development of certain new modes 
2 
of imaging (see [11], [12] and [13]). The Atomic Force Microscope (AFM) is arguably the foremost 
micro-cantilever based device used to manipulate and probe matter at the nanoscale. The AFM is so 
powerful primarily because of its versatility. Unlike other scanning probe techniques like the Scanning 
Tunnelling Microscope, the AFM can interrogate non-conducting samples in its natural environment 
making it particularly suitable for biological applications. In Chapter 2 the systems approach to the 
analysis of AFM dynamics is introduced. An identification scheme for tip-sample interaction forces 
based on these ideas is presented in Chapter 3. To explain some of the distinctly nonlinear features of 
the dynamic mode operation of the AFM, asymptotic theory developed by Bogoliubov and Mitropolski 
is employed. This is presented in Chapter 4. 
Another pivotal requirement for harnessing the vast potential of nanotechnology is ultra-fast posi­
tioning. For high throughput high bandwidth positioning is imperative. Also in many applications, it 
is necessary to have fast positioning capability. For example, in the field of cell biology, attractive pro­
posals on using nanotechnology have been presented where nano-probes track events in the cell. These 
events often have time-scales in the micro-second or nano-second regimes. Moreover precise position­
ing is needed while probing and manipulating samples at molecular and atomic scales. Scanners for 
high density data storage devices present another set of applications where high bandwidth, high reso­
lution nanopositioners are needed. Current nanopositioning technology does not meet the needed high 
precision and bandwidth requirements. The modern robust control paradigm offers a powerful tool to 
address the challenges of broadband nanopositioning. We present a new paradigm for the systematic 
design of controllers for nanopositioning based on bandwidth, resolution and robustness demands. It 
consists of two design methodologies. A design for bandwidth and resolution and a design for robust­
ness. In Chapters 5 and 6 we demonstrate this paradigm through the design and implementation of 
nanopositioning devices. The contact mode imaging problem in the Atomic Force Microscope can be 
viewed as a nanopositioning problem where the cantilever serves as the position sensor. In Chapter 7, 
the paradigm presented in Chapters 5 and 6 is applied to this specific problem. 
3 
PART I: ANALYSIS OF TAPPING MODE AFM DYNAMICS 
In the first part of the thesis, systems concepts are used to analyze the dynamics of the Atomic 
Force Microscope (AFM). This analysis significantly complements the physical studies performed on 
the operation of the AFM and leads to a better understanding of the salient features and limitations of 
this instrument. A brief introduction to the operation of this device is provided next. 
The schematic of a typical AFM is shown in Figure 1.1. It consists of a micro-cantilever, a sample 
positioning system, a detection system and a control system. The micro-cantilever is the most important 
component of the AFM. A typical cantilever is 100 — 200 fim long, 5 — 10 /irn wide and has a tip of 
diameter of approximately 5 nm. Most of the cantilevers are micro-fabricated from silicon oxide, 
silicon nitride or pure silicon using photolithographic techniques. The cantilever deflects under the 
influence of the sample and other forces. This deflection is registered by the laser incident on the 
cantilever tip which reflects into a split photodiode. This setup constitutes the detection system. The 
minimum detectable cantilever deflection is in the order of 0.1 nm. Using the measured deflection 
signal, the control system moves the sample appropriately to achieve necessary objectives. Sample 
positioning is usually provided by a piezoelectric based positioning stage. 
Since its invention in 1986 ([14]) a wide range of modes of operations have emerged. In contact 
mode or static mode operation, the cantilever deflection is primarily due to the tip-sample interaction. 
The deflection of the tip is used to interpret sample properties. In the contact mode operation, the tip 
moves over a short range of tip-sample interaction making linear approximations valid for analysis. 
In the tapping-mode or dynamic mode operation, the cantilever support is forced sinusoidally using a 
dither piezo. The changes in the oscillations introduced due to the sample are interpreted to obtain the 
sample properties [15]. The tapping-mode operation is the most common method of imaging primarily 
because it is less invasive on the sample and has higher signal to noise ratio. In this mode, due to the 
cantilever oscillation the tip moves over a long range of highly nonlinear tip-sample potential leading to 
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Figure 1.1 A typical setup of an AFM. The chief components are the mi­
cro-cantilever, a sample positioning system, an optical detection sys­
tem and a feedback controller. 
complex behavior. The complexity of the dynamics can be assessed by the experimental and theoretical 
studies that confirm the existence of chaotic behavior (see [16], [17] and [18]). However under normal 
operating conditions the cantilever is found to evolve into a stable periodic orbit with a period equal 
to the period of forcing. It is also experimentally observed that when the tip-sample separation is 
sufficiently large, the periodic orbit is near sinusoidal. 
Much of the research on tapping-mode dynamics has revolved around solving nonlinear differential 
equations numerically (see [8] and [9]). As mentioned earlier even though they predict experimentally 
observed behavior, they fail to capture the limitations and important characteristics in the operation 
of tapping-mode AFM. Also the identification of model parameters is not straightforward due to their 
complexity. In Chapter 2, a systems approach to the analysis of AFM dynamics is presented. A 
frequency domain characterization of the nonlinear tip-sample interaction is presented, conditions are 
derived for the existence and stability of periodic solutions and bounds are obtained for the higher 
harmonics. Chapter 3 discusses harmonic and power balance tools developed to analyze the AFM 
dynamics and their use in identifying tip-sample interaction forces. In Chapter 4 some of the distinctly 
nonlinear features in the tapping-mode operation of the AFM are explained using averaging techniques 
and the amplitude phase dynamical equations are derived. Parts of the work presented in these chapters 
have appeared in [19], [20], [21], [22] and [23]. 
5 
CHAPTER 2 Tapping mode AFM dynamics: A systems approach 
As mentioned earlier, in the tapping mode operation of the AFM, the tip moves over a long range of 
tip-sample potential making a linear model of the interaction inadequate. Under these circumstances, 
the questions on the existence and stability of periodic solutions are very relevant. Moreover it is ex­
perimentally observed that when the tip-sample offset is relatively large, the periodic solution is almost 
sinusoidal. Thus along with the existence and stability, the questions on the near sinusoidal nature 
of the periodic solution become important. In this chapter a systems perspective is developed for the 
analysis of tapping mode dynamics. The subsequent analysis exploits a generalized frequency domain 
characterization of the nonlinear tip-sample interaction. This along with the frequency response of the 
cantilever is used to derive conditions for the existence and stability of periodic solutions. Bounds are 
obtained on the higher harmonics and the smallness of these bounds compared to the first harmonic 
proves the near sinusoidal nature of the periodic solutions. The conclusion reached is that point mass 
models are appropriate as the higher harmonics are small. This work provides important framework to 
assess the bounds on the higher harmonics and thereby provides a foundation to study the the funda­
mental limitations on what can be assessed using the dynamic-mode AFM. The experimental results 
are presented in Section 2.2. 
2.1 Analysis 
In the dynamic mode, the cantilever can be imagined to be a system that takes in as input the sum 
of the external forcing signal, g(t) and the tip-sample interaction force, h(t) = <fi(p(t)). It produces 
the deflection signal, p(t) as the output (see Figure 2.1). The forcing g is assumed to be sinusoidal 
with period T. The tip-sample interaction force now appears as a feedback block. In this perspective 
the instantaneous tip position is fed back to the cantilever system G through the tip-sample interaction 
system 4>. In this way we view the AFM dynamics as an inter-connection of two systems, the system 
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Figure 2.1 The feedback perspective of dynamic mode AFM dynamics. G corre­
sponds to the linear cantilever model. r/> is a nonlinear model for the 
tip-sample interaction 
G that models the cantilever and the block (f> that models the sample. 
2.1.1 Frequency domain characterization of the nonlinear tip-sample interaction 
Frequency domain characterizations of a system describe the manner in which the system maps 
the input frequency components to that of the output. They specify those frequency components of the 
input which get amplified and attenuated. Moreover they are measures of the input-output energy dis­
tribution over the frequencies. For a linear system like the cantilever, G, the frequency response, G(jiv) 
completely characterizes the input-output behavior. For such linear devices, a sinusoid of a certain fre­
quency produces a sinusoid of the same frequency and there is no distribution of a certain frequency 
sinusoid to other frequencies. However a nonlinear system does distribute energy in a particular input 
frequency over other frequencies. 
The tip-sample interaction being nonlinear does not admit a precise frequency domain characteriza­
tion. However it is possible to obtain approximate frequency domain characterization for the nonlinear 
tip-sample interaction. 
In a typical experimental scenario, it is possible to assume that the tip-sample interaction forces 
lie in a sector. In Figure 2.2(a) the characterization of the attractive interaction forces in terms of an 
appropriate sector is depicted. The tip-sample interaction force is assumed to lie in a sector [0 6] if, 
0 < p<t>{p) < bp2 (2.1) 
for all p. Note that this is a rough characterization of the nonlinearities and a detailed understanding 
of the interaction forces is not necessary and typically not available. Such a characterization can be 
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Figure 2.2 (a) Sector bounds can be used to characterize the attractive regime of 
the tip-sample interaction. The region of the plot where the interaction 
forces are positive is not captured by the sector. However in dynamic 
mode operation at various tip sample separations I, only a part of the 
tip-sample potential is explored and under several operating conditions 
the tip can be assumed to be exploring the region captured by the sec­
tor (denoted by the shaded region), (b) A simple model was developed 
for the tip-sample interaction (presented in greater detail in Chapter 3). 
A negative spring is used to model the attractive forces and a positive 
spring is used to model the repulsive forces. The tip-sample separa­
tion I is defined to be distance between the tip and the beginning of the 
repulsive spring. The length of the attractive region, d is the separa­
tion between the attractive and repulsive springs. The damping in the 
sample is captured by the dampers. 
obtained by static force curve data. Thus the subsequent analysis holds for any nonlinearity in the 
sector. This provides robustness to the results obtained. 
Knowing the sector bounds it is possible to obtain an approximate frequency domain characteriza­
tion of the tip-sample interaction forces. In other words it is possible to partially describe <f> in terms 
of how the nonlinearity distributes the input signal's energy over the various frequencies. For example, 
for a nonlinearity satisfying the sector condition (bp — <f>(p))<j>(p) > 0 (from (2.1)), it follows that, 
J poo (W(p) - > o. 0 
Equivalently in the frequency domain, 
Z*00 * z. 
/ (6p*<^(p) - <^(p) <A(p))dw > o, (2.2) 
J — oo 
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where x denotes the Fourier transform of x. The inequality (2.2) can be written as, 
\  n^w)f  |dw>0 (2 .3)  
-/-oo \ <A(p)lM y \ 
where, 
r  0 b 
n c(ju) = (2.4) 
b - 2  
The tip-sample interaction forces are then said to satisfy the Frequency Condition (FC) (also known 
the Integral Quadratic Constraint in systems theory) defined by IIC. IIC is known as the Circle FC. 
Note that (2.3) intricately links the input frequency component p(ju>) to the output frequency compo­
nent 4>{p)(jw) of the nonlinearity 4>- Such a relationship is the counterpart to the cantilever frequency 
response relationship p(joj) = G(jui)u(ju>) where u and p are the input and the output respectively of 
the cantilever characterization G (jeu). 
More sophisticated frequency domain characterizations can be derived for the sector nonlinearity 
(see Ref. [24]). A more involved understanding of the tip-sample interactions, if known could lead to 
a better frequency domain characterization of the nonlinear tip-sample interactions. In other words a 
bigger class of FCs will be satisfied by <f>. Indeed it can be shown that the FC defined by, 
( 0 b + jrjuj \  
np = (2.5) 
V  b - j r j u j  - 2  J  
for different values of r/ are satisfied by the tip-sample interactions satisfying the sector condition (2.1). 
These FCs are called the Popov FCs. Note that for rj — 0, the Popov FC reduces to a Circle FC. 
The stability analysis of the interconnection between the two blocks, the cantilever and the tip-
sample interaction depends on how they dissipate and generate energy in different regions of the 
frequency domain. In the interconnection of two systems, it is known that if both the systems are 
dissipative then the interconnection is stable. Similarly if both systems attenuate signals, then the in­
terconnection is stable. These scenarios are intuitive at the same time conservative. For example, if all 
that is known about the tip-sample interaction is that it is passive or dissipative, then we can conclude 
stability only if the real part of the frequency response G(jui) is strictly less that zero. This condition is 
difficult to satisfy for a typical cantilever. However it is possible that the frequency regions in which the 
systems generate and dissipate energy counterbalance each other that makes the interconnection stable. 
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A similar scenario could arise for signal amplification and attenuation. Hence a characterization of 
dissipation and attenuation as a function of the frequencies is essential that provided by the frequency 
domain characterization of the cantilever in terms of its frequency response and that of the tip-sample 
interaction in terms of the FCs. Such an approach is used to derive conditions for the existence and 
stability of periodic solutions for this case. 
2.1.2 Existence and Stability of Periodic Solutions 
We introduced a frequency domain characterization for the nonlinear tip-sample interaction forces 
using the notion of Frequency Constraints (FCs). There is also a notion of Incremental Frequency 
Constraint (IFC) as defined below, 
( IIu II12 
Definition 2.1.1 4*said to satisfy the Incremental Frequency Constraint defined by II = I 
\ II21 II22 
" ( ) ne*) ( 1 é, > 0 (2.6) 
°° \ - <X3/2))CM / \ / 
for all energy bounded signals y\ — 
If the tip-sample interaction <f> satisfies the sector condition (2.1) and is also monotonie and slope 
restricted by b, then it also satisfies the IFC defined by IIC, the circle FC (2.4). 
For a finite set of N mode shapes, the state space description of the cantilever dynamics is given 
by, 
x — Ax + Birj + BF (2.7) 
N 
p(t) = = Cx 
k=1 
where x := (^ qi q2 .. qN q', q2  .. q'N ) (the position and velocity corresponding to the iV 
modes), rj is the thermal noise forcing term. F describes all the external forces acting on the cantilever. 
A, B\ and B are functions of the cantilever parameters. 
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By ignoring the noise and recognizing F = g(t) + 4>{p(t)) (the external forcing and tip-sample 
interaction force), from (2.7) we obtain, 
x — Ax + B(</>(p(t)) + g(t)) (2.8) 
p = Cx 
As a first step towards establishing the existence and stability of periodic solutions we prove the 
global exponential stability of x = 0 for the dynamics described by Equation (2.8) with g(t) = 0. For a 
linear system, the input-output energy distribution over the entire frequency region is fully characterized 
by its frequency response. For the nonlinear tip-sample interaction forces, the FCs serve as generalized 
"frequency responses". The following theorem states that knowing the frequency characterization of 
the linear cantilever system in terms of its frequency response and that of the tip-sample interactions 
in terms of the FCs, the stability of the feedback interconnection (the AFM) can be inferred. Note 
that the variations in attenuation and amplification of signals as a function of their frequency content is 
exploited to arrive at this condition for stability. 
lin H12 
Let II = . Assuming that Iln > 0 and II22 < 0, the global exponential stability 
II21 II22 
can be concluded if (j> satisfies the FC defined by II and 3 e > 0 such that, 
, (jujl — A) -1  B , 
TL(jw) < -eJVw (2.9) 
, CTnuC CTII12 , 
where II = | | (follows from Ref. [24]). 
II21C II22 
If x — 0 is proved to be a globally exponentially stable equilibrium point of the unforced (2.8), 
the converse Lyapunov theorem (see [25]) can be invoked to obtain a differentiable function W and 
constants a, f3, 7, /x > 0 such that, 
(2.10) 
II^HîllI < „H (2.11) 
ax 
(2.12) 
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Also the converse Lyapunov theorem states that W(x) when evaluated along the trajectories of the 
unforced (2.8) will satisfy, 
+ B<KCz)) < -7||zf (2.13) 
W (x) was obtained for the unforced system. The same W (%) can be utilized for the forced system 
using the fact the periodic forcing is magnitude bounded. If W (x) is evaluated along the trajectories of 
(2.8) with g(t) 0 and g(t) < M < oo, 
= ~j~r(Ax + B<f>(Cx)) + ^ -Bg(t) 
< —tII^II2 + \^\\Bg(t)\ 
< -j\\xf + ii\\x\\\B\M 
= —7 a(x) 
where a(x) — ||a;||2 — ||%-||. a(x) is a continuous function of x. Also there exists Ç > 0 such that 
a(x) > 0 for \x\ > Ç. From (2.10) as |.x| —>oo,W(x) —> 00. In short we have found a function W(x) 
for (2.8) such that 
• W(x) —> 00 as |a;| —> 00 
• There exists Ç > 0 and a continuous function a(x) > 0 for |x11 > Ç such that for any solution 
IkWII  >  ^  -a (%W).  
Hence there is a closed and bounded invariant set, F for (2.8), any solution of (2.8) reaches F and (2.8) 
has a solution xo(t) e F bounded for —00 < t < 00 (see Lemma 1 and 2 in [26]). 
Let x(t) be another solution of (2.8). Let x(t) — x(t) — xo(t). From (2.8) we obtain, 
x = Ax + B<f>(t,y), p = Cx (2.14) 
where 4>(t, v) := (p{v+po (t)) - (b{po(t)). The global exponential stability of (2.14) implies the stability 
of the solution xg(t) which can be established by searching for a II such that <j> satisfies the FC defined 
by II and (2.9) is satisfied. However if <p satisfies the incremental FC defined by II, then satisfies 
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the FC defined by II. Hence the stability of the solution XQ(t) can be concluded if 4> satisfies the IFC 
defined by II and II satisfies (2.9). 
Since the forcing is periodic with period T, XQ (t + T) is also a solution of (2.8). But XQ (t) defined 
over —oo to oo is a stable solution. Hence it is unique. So xo(t) — XQ (t + T). The results of this 
section are summarized in the following proposition. 
Proposition 2.1.1 For the system described by (2.8), assume that 4> satisfies the FC defined by II. If 
there exists e > 0 such that (2.9) is satisfied, then there exists a bounded solution xq (t)for (2.8). If (p 
also satisfies the IFC defined by II, then this solution is stable and is periodic with the same period as 
that of g (t). 
As a special case of Proposition 2.1.1 if the Popov FC (see 2.5) is used in the analysis, along with 
the existence of a bounded solution xo(t), the T periodicity of xo(t) can be shown ([26]). 
2.1.3 Apriori bounds on the higher harmonics 
The linear cantilever when forced sinusoidally generates an output of the same frequency. However, 
the nonlinear tip-sample interaction could generate other harmonics and even subharmonics of the 
forcing frequency. The frequency characterization in terms of the FCs give a quantitative measure 
of the generation of these harmonics. With this added information it is possible to obtain bounds on 
the higher output harmonics of the linear block. This idea was initially introduced by Megretski and 
Rantzer in Ref. [27]. In this approach we do not make any prior assumptions on the smallness of the 
higher harmonics. This approach betters other approaches where the interaction forces only for the first 
harmonic is evaluated which is equivalent to making a prior assumption on the sinusoidal nature of the 
periodic solution. 
For the cantilever dynamics let the sinusoidal forcing signal g(t) — g\e^ot+g-ie~ iuJo t  and G(ju) 
be the frequency response. Let the periodic deflection signal, p(t) = 53 PkejkuJ°f and the periodic 
interaction force signal, h(t) = h^eJkuJ'jt (h(t) = cj)(p(t)). From the linearity and time invariance of 
G the following harmonic balance equations are satisfied. For \k\  ^  1, 
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(2.16) 
and for |fc| = 1, 
Pfc \ / 1 0 \ / 
hk j \ G l(jkujQ) —1 J y gk 
Assume that the tip-sample interaction force 4> satisfies the FC defined by II. From this FC as pit) and 
4>{p(t)) are periodic with Fourier coefficients pk and hk respectively one can obtain the relation 
H(jkuj0) 2% 
hk 
< 0. (2.17) 
Assume that the following condition is satisfied, 
/ 
X 
I n(jfcivo) I < —e for all \k\  ^  1 (2.18) 
Note that this condition is satisfied if the condition for global exponential stability (2.9) is satisfied 
(however it is less conservative than the condition for global exponential stability as (2.18) is obtained 
from (2.9) by substituting kojg for w). Using the three algebraic relations described by (2.16) (the fre­
quency response of the cantilever), (2.17) (the FCs of the tip-sample interaction) and (2.18) (a stability 
condition ) one can establish bounds on the higher harmonics as described by the following proposition. 
Proposition 2.1.2 For the system described by (2.8), let G(jco) be the frequency response of the can­
tilever. Assume that the tip-sample interaction forces satisfy the FC defined by II(jw) and 
(3(;&wo) 
1 
U(jku>0) 
G(jkco0) 
< —e for all |fc| ^ 1. 
Suppose there exists a r > 0 and (3 such that, 
/ 0 0 0 ^ 
0 —/32 0 +T 
0 0 1 \ 
K! Li 0 ^ 
LI Mi 0 < 0 
0 0 Kk0  y 
(2.19) 
where n(jfcwo) I. Then f3 multi-Kk  Lk  \ _ I 1 0 
% y \ G-I(jkwo) -1 / \ C-i(j'M)) -1 
plied by the magnitude of the first Fourier coefficient of g (t) will give an upper bound on the magnitude 
of the k,Q Fourier coefficient of periodic orbit of the cantilever p(t). 
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Most of the proof of this proposition follows from the work of Megretski and Rantzer (see [27]). The 
following Lemma can be proved using (2.18). 
Lemma 2.1.1 | ^ J Il(jkuJo) I ^ | < 0 for all \k\  ^  1. 
hk ) \ 
Proof of Lemma 2.1.1: From 2.18, 
G(jku>o) 
Yl(jku)0) 
G(;&wo) 
< —e 
G(jku) o) 
ïl(jkujo) 
G(jkojo) 
1 
G(jku)0)hk  \ G(jkuj0)hk  
n(jfcwo) 
hk  J \  hk 
hk < —ej/ifc |2 
< —t\hk \ 2  
Pk n(jku)o) Pk 
hk ) \ hk 
< 0 
Pi 
Lemma 2.1.2 For |fco| # 1, 91 
y Pko j \ 
Kx  Li 0 
L\ Mi 0 
0 0 jCko 
91 
y Pko j 
> 0, where 
Kk Lk 
% 
( 1 0 
H(jkcoo) 
G-i(jtwo) -1 / y G-i(jA:wo) -1 
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Proof of Lemma 2.1.2: From the fact that <j> satisfies the FC defined by II, 
o ^ E r " now ' 
\ / V 
0 < 
o < 2 | Pl ) n(jwo) ( P1 I + 2 ( Pko I nO'fcowo)1 Pko 
-i 
n( jk 0oj0) 
G^b'&Wo) J V G~1{jko^o) 
G (juj0) — 1 G-i(;wo) -1 
0 < 91 
y Pko J 
K\ L\ 0 
L\ Mi 0 
w
*  
N  
0  0 % ,  fco / 
91 
^ Pko y 
Note that in the second step of the proof, lemma 2.1.1 is used. • 
Using Lemma 2.1.2, the problem of obtaining bounds on the higher harmonics is translated to the 
problem of solving a linear matrix inequality. Suppose there exists a r > 0 and fi such that, 
/ 0 0 0 ^ 
0 0 
0 0 1 
+ T 
( KY LI 0 ^ 
L\ Mx 0 
^ 0 0 Kko J 
< 0 (2.20) 
Then, 
0 0 0 
0 0 1 v Pko y 
0 0 0 
0 -B* 0 
0 0 1 y Pko y 
+ T 
/ V / 
Pi 
91 
y Pko y 
Kx Li 0 
L\ Mi 0 
0 0 Kk o 
\ / \ 
Pi 
91 
y Pko y 
< o 
< o 
/?2M2  + \pko\z  < 0  
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That \pk01 < f3\gi\ follows directly. Note that Lemma 2.1.2 is used in the second step. 
For each higher harmonic, ko of p(t), the smallest d is obtained such that the Linear Matrix In­
equality (LMI) given by (2.19) is satisfied with that (3 and some r > 0. This problem can be solved as 
an optimization problem with linear matrix inequality constraints. Efficient software is readily avail­
able to solve such problems. Note that the bounds on the higher harmonics can also be used to assess 
the limitations on how well the tip-sample potential can be probed using the micro-cantilever. The 
harmonic balance equations which were used in the previous section to obtain bounds on the higher 
harmonics can be further used to identify a model for the tip-sample interaction as shown in Chapter 3. 
As will be seen in the section on experimental results this framework accurately predicts the magnitude 
of the higher harmonics. 
2.2 Experimental results and discussion 
An AFM was operated in the dynamic-mode using a silicon cantilever of length 240/jm and spring 
constant 2 N/m. The model parameters were evaluated by analyzing the response to thermal noise 
as described in Ref. [28]. A two-mode model was identified (see Figure 2.3). In order to analyze 
this behavior a simple model is developed for the tip-sample interaction force which is presented in 
greater detail in Chapter 3. Figure 2.2(b) depicts the model for the tip-sample interaction force. The 
tip-sample interaction force has long range attractive and short range repulsive components. The long 
range attractive component is modeled by a negative spring denoted by — The repulsive component 
is modeled by a positive spring denoted by iv%. The dissipation in the sample is captured by a damper 
denoted by ca. I is a good measure of the tip-sample interaction forces and is the distance between the 
tip and the beginning of the repulsive regime, d is the length of the attractive regime. 
The tip-sample interaction forces acting on the oscillating tip is estimated to be lying in a sector 
(see Figure 2.4) with slope ksi := dufc/l, where u>a is estimated to be 0.3 fis"1 and the length of the 
attractive region d is estimated to be 3 nm. I corresponds to the tip-sample separation. Note that a 
reduction in the separation I corresponds to a higher slope for the sector characterizing the tip-sample 
interaction as depicted in Figure 2.4. 
For the analysis the tip-sample separation is assumed to vary over a span of 40 nm to 75 nm in 
accordance with experiments. If i) belongs to a sector, [0 ksi\, r) satisfies the Popov FC defined by 
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Figure 2.3 The experimentally obtained thermal noise response and the frequency 
response of the identified model. A two mode approximation is used. 
The first and the second modal frequencies are at /o = 69.1 kHz and 
fx = 403 kHz respctively. The quality factor of the first mode is 
estimated to be 56. 
n(%) = , where 77 is any real number. For 77 = 0.015 it can be shown that 
condition (2.9) is satisfied by 11(77) for all the slopes given by I varying from 40 nm to 75 nm. This 
is graphically illustrated in Figure 2.5 for the case I = 40.75 nm. The condition (2.9) for the above II 
translates to the condition that —1 + Re{{G{juj){jujr] + ksi)) should be less than 0 for all cu where Re 
denotes the real part. This proves the existence of a ^ periodic solution. 
To analyze the global exponential stability of the periodic solution, the circle FC can be used. The 
stability condition holds only if the slope of the attractive region is assumed to be less than 0.01. Such 
a condition is satisfied only if the tip encounters mild attractive forces that is when the tip sample 
separation is relatively large. For most tip-sample separations, there are more than one fixed point 
solution for the AFM operating in the dynamic-mode and thus it is not expected that the condition for a 
globally stable T periodic solution is met (indeed it is possible that under certain operating conditions 
subharmonics are present; see Ref. [18]). 
As the next step bounds are obtained for the higher harmonics for different values of tip-sample 
separation I. For each higher harmonic, an optimization problem is solved using MATLAB Linear 
Matrix Inequality toolbox. The smallest possible (3 is obtained such that for that beta and a positive 
T the linear matrix inequality (2.19) in Section 2.1.3 is satisfied. The FC chosen for this is 11(77) = 
18 
</>(p) \ d Rrf 3 nm \ d « 3  n m  
h 
4>(p )  
( b )  
Figure 2.4 The tip-sample interaction forces acting on the oscillating tip is esti­
mated to be lying in sectors as shown in this figure. As the tip-sample 
separation reduces, the slope of the sector needed to characterize the 
nonlinear!ties increases. The sector slope in (b) is greater than the 
slope of the sector in (a). 
1, 40.75 nm 
r r 
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Figure 2.5 The condition (2.9) translates to the function 
—1 + Re((G(ju)(jujrj + kSI)) being less than 0 for all LU. A 
plot of -1 + Re((G(juj){jujr] + ksi)) versus w is shown in the figure. 
(0 juir) + ksi \  with r] — 0.015. From the gain (3, bounds on the higher harmonics are jojr] + ks i  -2  J 
obtained for different tip-sample separations (See Figure 2.6). A two mode model of the cantilever is 
employed. It is seen that the theoretical bounds on the harmonics increase as the tip-sample separation 
reduces. The reduction in the tip-sample separation is captured by an increase in the slope of the sector 
used to characterize the nonlinear interactions. 
The theory developed for obtaining the harmonic bounds can be extended in a straightforward 
manner to obtain bounds on the subharmonics of the first modal frequency. Note that Proposition 
2.1.2 needs only the assumption of the solution being periodic. This has the potential of being used 
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Figure 2.6 Theoretical upper bounds on the higher harmonics are obtained using 
an approximate characterization of tip-sample interaction forces for 
different tip-sample separations. 
to analyze cases where subharmonics arise in an AFM operation. The theoretical bounds obtained for 
the subharmonics are found to be very small compared to the tip-sample separation. Hence there is a 
prospect of events like period doubling occurring in the usual AFM operation, however they may not 
be easily observed due to the smallness of the subharmonics. 
I 
1st Harmonic 
6th Harmonic 
! 
0.1 
time (s) 
Figure 2.7 This figure depicts the 1st, 2nd, 5th and 6th harmonics of the cantilever 
oscillation during the approach and retract of the sample towards the 
tip. 
Tapping mode experiments were conduct to study the validity of the bounds obtained on the higher 
harmonics. The sample (Highly Oriented Pyrolytic Graphite) was sufficiently far from the cantilever 
initially. The sample is then progressively moved towards the cantilever and then away from the sample. 
During this process the deflection signal is recorded at a sampling frequency of 1 MHz. From the 
deflection data the magnitudes of the harmonics of the cantilever oscillation are obtained as a function 
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of time. The variation of the first, second, fifth and sixth harmonic is depicted in Figure 2.7. While 
approaching the sample surface, the magnitude of the first harmonic reduces with a reduction in the 
tip-sample separation. It is seen in Figure 2.7 that for a certain tip-sample separation the first harmonic 
exhibits a discontinuous jump to a higher value and stays there till it jumps back to a lower value for 
a larger tip-sample separation. This is the region where the tip traverses the attractive and repulsive 
regimes of the tip-sample interaction potential. In the rest of the region it can be assumed that the 
tip traverses the attractive regime. This assumption is also validated by numerical simulations and 
results from Ref. [29]. The higher harmonics increase with reducing tip-sample separation possibly 
since the fraction of the period the cantilever interacts with the nonlinearity increases with reducing 
tip-sample separation. Of particular interest is the harmonics close to the modal frequencies of the 
cantilever. As Figure 2.7 shows, the 5th and 6th harmonics are particularly sensitive to the reducing 
tip-sample separation. Another interesting aspect is the sudden increase in the magnitude of the 5th and 
6th harmonic when the cantilever starts interacting with the repulsive regime of the interaction forces. 
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Figure 2.8 (a) This figure shows the magnitude of the first seven higher harmon­
ics as the sample approaches the cantilever for different values of 
tip-sample separation. For reducing tip-sample separations the mag­
nitudes of the higher harmonics increase as the fraction of the period 
the oscillating tip interacts with the nonlinearity is increasing. This is 
also captured by the theoretical bounds on the harmonics shown in Fig­
ure 2.6. (b) For a tip-sample separation of 40.75 nm, the theoretical 
bounds on the harmonics are compared with the experimental values 
obtained. 
From the sampled deflection data, the magnitudes of the first seven higher harmonics are obtained 
for different tip-sample separations in the region where the tip does not interact with the repulsive 
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forces (see 2.8(a)). This ensures that the nonlinearities satisfy the sector condition which was used to 
derive the theoretical bounds. As in the case of the theoretical bounds, the magnitudes of the higher 
harmonics increase for smaller values of tip-sample separation. Figure 2.8(b) compares the theoretic 
bounds on the harmonics with those measured experimentally for a representative tip-sample separation 
of 40.75 nm. The theoretical bounds serve as a good upper bound for the experimental values obtained. 
I 0 two mode approx, I 
I D one mode appcox. | 
Figure 2.9 The theoretical bounds on the higher harmonics are compared for the 
cases where the 1st and 2nd mode approximations of the cantilever 
dynamics are used. The bounds on the harmonics which are close to 
the 2nd modal frequency are particularly erroneous if only a first mode 
approximation is used. 
The theoretical bounds on the higher harmonics were also obtained using a one mode approxima­
tion of the cantilever. As Figure 2.9 shows, if a single mode approximation is used there is a significant 
error especially in the calculation of bounds for the harmonics which are close to the modal frequencies 
of the cantilever. The prominence of the higher harmonics close to the frequency of the eigenmodes 
confirms the observations made in Ref. [29] through numerical simulations. Spectral analysis of the 
deflection data shows the presence of the first subharmonic and its multiples particularly in the case 
where the tip interacts with both the attractive and repulsive regimes of the interaction potential (see 
Figure 2.10). 
The analytical and experimental results confirm that the study can be effectively utilized for obtain­
ing quantitative bounds on the higher harmonics. This in turn can play a significant role in imaging and 
assessing the limitations of the tapping mode operation. Another important study that can be conducted 
is determining the number of modes of the cantilever that need to be included in any particular analysis. 
As indicated earlier, a single mode model has a very small upper bound on the sixth harmonic where 
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Figure 2.10 (a) Spectral analysis of the deflection data when the tip is interacting 
with the repulsive as well as attractive regime of tip-sample interac­
tions distinctly shows the presence of the the first subharmonic and its 
multiples indicating a 2//o periodic solution, (b) Theoretical bounds 
were obtained for the first subharmonic and its multiples except for 
the first harmonic. The bounds show a similar trend as that observed 
experimentally. 
as the second mode approximation brings out the importance of the sixth harmonic. The possibility of 
studying subharmonics is another interesting direction suggested by the presented work. 
2.3 Conclusions 
The feedback perspective with the cantilever viewed as a linear system and the tip-sample interac­
tion appearing as a nonlinear feedback is useful in analyzing the Atomic Force Microscope dynamics. 
Conditions for the existence and stability of periodic solutions for such a system when forced sinu-
soidally are obtained. These results are applied to the case where the AFM is operated in the tapping 
mode. The near sinusoidal nature of periodic solutions is established by obtaining bounds on the higher 
harmonics. In the next chapter, the systems perspective combined with harmonic balance and power 
balance tools are employed to identify the cantilever tip-sample interaction forces. 
23 
CHAPTER 3 Harmonic and power balance tools for the identification of tapping mode 
AFM dynamics 
As mentioned earlier, much of the research on tapping mode AFM has centered around numerically 
solving nonlinear differential equations that include terms to account for the tip-sample interaction. 
These models were successful in capturing many of the intricate details present in most experimental 
data. However due to their complexity, the numerical models preclude identification of model param­
eters in a straightforward manner. Indeed the set of existing tools to identify a given model of the 
interaction from experimental data is inadequate. Another void in this area is a systematic method­
ology for the purposes of identification (some studies in this direction are pursued in Ref. [30]). Of 
particular interest is a set of common tools that can be applied over a wide range of tapping mode 
AFM applications. Such tools are particularly relevant because of the diverse variety of materials and 
properties that the tapping mode AFM is used for imaging. 
In this chapter the feedback perspective of the tapping mode dynamics introduced in the Chapter 2 is 
further exploited to develop a set of principles that can be used for identifying the tip-sample interaction 
forces. These general tools can be utilized for a wide range of tapping mode applications. We develop 
a tractable parametric model of the tapping mode dynamics and apply the developed identification 
tools to estimate the parameters of the proposed model. It is shown that the identification paradigm 
developed is powerful and that a simple model can match experimental data remarkably well. The 
tools also elucidate the limitations of tapping mode AFM in identifying the tip-sample potential. 
This chapter is organized as follows. In Section 3.1.1 we develop the analytical principles for 
identification purposes. In Section 3.1.2 we present the model of the cantilever and the tip-sample 
interaction used in this paper. We then specialize the identification tools for this model. In Section 3.2 
we present the experimental results. 
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3.1 Analysis 
3.1.1 Harmonic and power balance tools 
Similar to the analysis in Chapter 2, we assume that a linear time-invariant model G of the cantilever 
suffices to predict its behavior. Thus G is a linear time-invariant operator which takes in the sample 
and the drive force as its input and provides the tip-displacement as its output. Note that G includes 
the effect of the air damping force. Also note that efficient techniques exist in the literature to obtain a 
precise model of G (see for example Ref. [28]). 
In this analysis we assume thatp(t) is a T periodic solution. Because the nonlinear force on the can­
tilever due to the sample is assumed to be time-invariant it follows that h(p, p) is also periodic with pe­
riod T. Thus p,h(p,p) and g(t) all admit expansions of the formp(t) = J2kL-ooPke jkùJti h{p{t),p{t)) = 
J2kL-oo hkejkujt and g(t) = J2kL-oo where xk = xkr + jxki are the exponential Fourier co­
efficients of x and co = 2ir/T. 
Since the cantilever model G is a linear time-invariant system, it follows from the Fourier series 
properties of linear time-invariant systems that the input and output harmonics of the system are related 
by 
G(jku)(-gk  + hk) +pk  = 0, for all k = 0,±1, ±2,... (3.1) 
If the cantilever dynamics (in the sense described above) is linear time-invariant and the tip-sample 
interaction is time-invariant then the Fourier coefficients gk, hk and pk of the forcing g(t), tip-sample 
interaction force on the periodic orbit h(p(t)) and the tip displacement p(t) respectively have to obey 
the harmonic balance equations given by (3.1). 
In order to verify the harmonic balance equations, data from Ref. [8] was used where advanced 
models for tip-sample interaction were employed. The tip-sample interaction model given in Ref. [8] 
captures most of the features seen in experimental data. The simulation data used corresponds to a 
sinusoidal forcing at a frequency of tu = 300 kHz which is same as the resonant frequency of the 
cantilever. Let u(t) — g(t) — h(p,p). The magnitude of the Fourier transforms of the simulation 
data p(t) and u(t) given by \p(juj)\ and \Û(JLV) \ respectively are shown in Figure 3.1. Next the ratios 
between \p{jkuj)\ and \û(jkco)\ for k — 1 to 10 are compared with the corresponding points on the 
frequency response plot of G. The remarkable agreement between the two verifies Equation (3.1). 
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The only assumption made for Equation (3.1) to be true is that the cantilever dynamics is linear time-
invariant and that the tip-sample interaction is time-invariant. We will now utilize (3.1) to develop 
schemes for identifying the tip-sample interaction. 
i 
Frequency in kHz 
(a) (b) 
Figure 3.1 The magnitude plots of the Fourier transforms of pit) and u(t) are 
shown first. The ratios between \p(jkuj)\ and \û(jku>)\ for k = 1 to 
10 are then compared with the corresponding points on the frequency 
response plot of G thus verifying the harmonic balance. 
Note that in Equation (3.1), thermal noise response plots can be used to identify G{jku) (see Ref. 
[28]). In Equation (3.1) the Fourier coefficients of the forcing gk are known and the Fourier coeffi­
cients pk of the cantilever oscillations can be found by performing a Fourier analysis on the measured 
cantilever-tip oscillations. Equation (3.1) can then be used to evaluate hk. Indeed Equation (3.1) can 
be rewritten as 
where hk are the unknowns and the right hand side of the above equation can be obtained from experi­
mental data. Note that hk are the Fourier coefficients of h(p(t)) where p(t) is the steady state cantilever 
oscillation. The steady state periodic orbit of the cantilever depends on the forcing frequency OJ, the 
magnitude of the forcing 7, and the tip-sample offset I. Thus hk, gk and pk are functions of u, 7 and 
I. By varying each one of these parameters we can evaluate hk(to, 7,1) for different values of u>, 7 and 
t. The Fourier coefficients hk can be processed to provide information about the sample properties that 
can be used to identify various parameters in a given model of the interaction between the tip and the 
sample. 
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Note that any time-invariant model of the tip-sample interaction has to satisfy (3.2) if we account for 
any noise in the detection of p(t). An approach to identifying the tip-sample interaction is to assume a 
parametric model of the tip-sample interaction which takes in as input the tip-displacement and velocity 
and provides the force on the cantilever due to the sample as its output. Let H(0) denote such a model 
where © is a finite set of parameters. Thus we have h(p(t)) = H(Q)(p(t)). The corresponding 
minimization problem is OO 
rnin^ \Hk  - hk\2 , (3.3) 
k=o 
where Hk  are the Fourier coefficients of H(Q)(p(t)). Note that the tractability of the problem (3.3) 
depends on the parametric model H and thus care should be taken so that the resulting minimization 
problem is solvable. We will follow this approach for identification in the next section. A limita­
tion of the tapping mode AFM in identifying the tip-sample interaction is also indicated by the above 
discussion. Note that the cantilever tip oscillation (which is the measured signal) contains negligible 
information on the high frequency content of h(p(t)), because such information is filtered out by the 
cantilever. Thus the tapping mode AFM can be utilized to identify the tip-sample interaction only up 
to the first harmonic of h(p(t)). 
Now we introduce power balance technique for tapping mode AFM. This technique is based on the 
fact that at steady state the average rate at which energy is fed into the cantilever must equal the average 
rate at which energy is dissipated by the cantilever. The instantaneous power delivered by the driver is 
the force on the driver (fdrive) times the velocity of the driver as given by 
Pin — —fdriveb(t). (3.4) 
m 
Similarly Pd and Pt are given by 
Pd = — idamPp{t) (3.5) 
m 
Pt = —fintp(t), (3.6) 
m 
where fdamp is the damping force and f in t  is the tip-sample interaction force respectively. P in ,  Pd and 
Pt are obtained by averaging Pin, Pd and Pt over one cycle of the cantilever oscillation respectively. 
The fact that energy is conserved results in 
Pin — Pd 4" Pt- (3.7) 
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From the knowledge of the tip motion p(t) and the cantilever model G(ju>) we can evaluate Pin and 
Pd. Using Equation (3.7) we can evaluate Pt- As will be seen later, this forms another tool to identify 
the parameters of the tip-sample interaction. 
3.1.2 Cantilever and tip-sample interaction model 
We now apply the harmonic and power balance tools to the tapping mode dynamics assuming a 
model for the cantilever and a model for the tip-sample interaction. For most applications the dynamical 
equation for the displacement of the cantilever is well modeled by 
p + 2Çtu0p + toi P + h(p,p) = 9(t), (3.8) 
where cuq = 2£tuo = ^ and g(t) = and h is the force due to the sample per unit mass that is 
assumed to be dependent only on the position and velocity of the cantilever-tip. The cantilever model 
dynamics are described by Figure 3.2. Assuming the second-order model described by Equation (3.8) 
and that the tip-displacement is sinusoidal in nature, the harmonic balance equations (3.1) reduce to 
ho — 5o + UQPQ — 0 (3.9) 
h\r(a, y,po) — gir + f2^ cosy - 2£cucuo^ sin y = 0 (3.10) 
hu(a,<p,po) - gii  + 2£wivo^ cosy + fZ^siny = 0. (3.11) 
where FL — LOQ — LO2. Note that p\r  = f cos y and pu = | sin y. Also, for the second order model of 
the cantilever given by Equation (3.8), G(juj) = 1/(-J2 + j2£tuuJo + cvy). 
—j Zb(" 
F(t)  
Figure 3.2 Model of the cantilever. F is the force on the cantilever due to the 
sample and b describes the displacement of the base of the cantilever. 
Let the dither forcing function be given by b(t) = cy cos (cut) (note that ari = ^) and the steady 
state sinusoidal orbit be given by p(t) = a cos(cvt + y) + po where a is the amplitude of the cantilever, 
28 
ip is the phase difference between p(t) and b(t) and po is the DC offset. Averaging Equation (3.4) over 
a complete cycle we obtain Pin to be 
2 k 
Pin — --—adaujsm((p). (3.12) 
Similarly Pair  is given by 
From Equation (3.7) 
Pair — % — a2  CO2. (3.13) 
2 m 
P
'" 
= 
-2m~Q- {  a + (3'14) 
If the drive frequency is chosen to be UJQ, Equation (3.14) reduces to 
where ao = Qa,rj is the resonance amplitude of the cantilever when not subjected to the sample influence 
with u> = u>o and 
4 = ^ = 2^ = ^ 
For a conservative system, Pup is equal to zero since there is no dissipation in the sample. Thus 
Equation (3.15) shows that the plot of — sin tp against o/oq will have a slope of one for a conservative 
system (see Ref. [31] for more details). Hence a deviation from a slope of one is likely to indicate 
power dissipation in the sample. In most experiments — sin ip Vs a/ao plot is still linear and has a 
slope considerably less than one indicating significant energy dissipation. 
A model for the nonlinear tip-sample interaction force (denoted by h) is developed next. Exper­
imental data has indicated that a force curve of the form shown in Figure 3.3 well characterizes the 
force on the cantilever due to the sample. It indicates long range attractive forces and short range 
strong repulsive forces. We assume a piecewise linear cantilever tip-sample force curve. The additional 
assumption that the interaction force is also a function of the velocity of the cantilever tip is made. 
The model of the tapping mode dynamics with the piecewise linear interaction is described by Fig­
ure 3.4. The negative spring accounts for long range attractive forces and the positive spring accounts 
for the short range strong repulsive forces. The dampers will account for the energy dissipation in the 
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Figure 3.3 Sketch of a typical cantilever-sample force as a function of position. It 
indicates long range attractive forces and short range strong repulsive 
forces. 
sample. The variable I will characterize the tip-sample separation. Specifically we assume that 
h( p , p )  = 0 if p > — £  + d (3.17) 
— +1 — cQ + cap if — £ < p < —{£ — (£) (3.18) 
= uj%(p + £) -  u>l(p + £ -  d) + cap + cbp if p < -£. (3.19) 
When p is periodic, h is periodic and the Fourier coefficients ho and hi of the periodic function 
h(p, p) when p(t) — a cos(u>t + 92) + po are given by 
ho(a,po) = 0 if po — a > —£ + d (3.20) 
,2 aui, 
7T 
2 OW 
1 — — |sx | cos 1 (|^xI)) if — I ^ po — o. ^ + d 
-(\A - - |si| cos—1(|«i|)) 
7T 
,2 
( y 1 — s2 — |s2 | COS (|s21)) if PO — & < —I-
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m 
Figure 3.4 Model with the piecewise linear cantilever sample force interaction. 
When the mass is displaced in the negative direction, first it will en­
counter the attractive forces modeled by a damper and a negative 
spring. If the displacement of the mass exceeds I it will encounter 
repulsive forces modeled by a damper and a positive spring. The 
dampers account for the energy dissipation due to sample interaction. 
hir{ a , P o , f )  =  0  i f  po —  a  >  — £  +  d  
a cos <p UJ2  a sin <p u>ca  
— -c\ H c\ if 
(3.21) 
7T 7r 
< po — a < —£ + d 
a cos tp LU2  a cos ip Jl a sin tp toca  a sin ip ucb 
~ vC2 + ~2 rci + ~2 rC2 
if po — & <c —£. 
hu(a,p 0,<p) = 
withc\ = |si|\/(l - cos *USHJ. c2 = IS2IV11 ~ s^-cos *US2|J, si = , s2 = 
- £ ~ P o  
a 
Note that in the above identities oj2,uj2,ca and c& are the parameters of the model which appear 
linearly. This results in a tractable optimization problem (3.3). Also using the piecewise linear model 
for the non-linear interaction, closed-form expressions were obtained for the various power components 
involved in the power balance equation given by Equation (3.7). Note that we can split Pup into the 
0 if po — a > — £ + d (3.22) 
a sin ip 
-c i 
a cos ip ojca  
c\ if — £ < po — a < — £ + d 
a sm tp Wg 
2 
if Po 
ci 
a sin cp 
7T 
a < —£. 
7T C2 
a cos <p ojca  
2 7r -ci 
a cos ip wc& 
2 7T -C2 
- 1  -1 zi i\ -£ + d — po 
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average power dissipated due to the damper mca, Patt and the power dissipated due to the damper mq,, 
Prep• Patt and Prep  are evaluated to be, 
3%;=LoVfos-i(isii wv(i ^ 
z 7r 
1 2 2/cos~1(1s2| — 1-^21 \/ (1 — sj)' Prep = 2°ba u ( I V -)• (3-23) 
The power balance equation can be rewritten as 
Pin — Pair ~ Patt + Prep• (3.24) 
If the amplitude, phase and po are measured experimentally, the zeroth and the first order Fourier 
coefficients ho and hi of the tip-sample interaction force h can be evaluated by solving the harmonic 
balance equations (Equations (3.9), (3.10) and (3.11)). This process can be repeated at various tip-
sample separations. The values of ho and h\ thus obtained together with Equations (3.20), (3.21) and 
(3.22) provide a tool for the estimation of the tip-sample interaction model parameters. Also Pin and 
Pair can be evaluated using Equations (3.12) and (3.13). Hence Equations (3.23) and (3.24) will form 
another set of tools for the analysis of experimental data. 
3.2 Experimental results and discussion 
Experiments were performed on silicon, mica, high density polyethylene and low density polyethy­
lene. A Multi-Mode scanning probe microscope from Digital Instruments was used for experiments. 
Here one of the experiments performed on silicon is presented. 
An atomic force microscope (Multi-Mode, Digital Instruments, Santa Barbara, CA) was operated 
in the tapping mode. A silicon cantilever of length 225 microns was used. The model parameters 
were evaluated by analyzing the cantilever response to thermal noise (see Ref. [28]). The parameters 
were identified to be, £ = 0.0038, u>o = 2n x 73881 rad/sec, and k = 4 N/m. A sinusoidal voltage 
with its frequency equal to u>o was applied to the dither piezo. The sample (silicon wafer) initially was 
sufficiently far from the cantilever so that it did not affect the cantilever motion. Once the cantilever 
reached its steady state, the sample was slowly moved towards the vibrating cantilever by extending 
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the piezo. The motion of the cantilever tip at various values of the piezo extension, was recorded using 
HP 89410 Vector Signal Analyzer. 
For the piece-wise tip-sample interaction model there are five parameters to be estimated namely 
the length of the attractive region d (the attractive region is where the phase difference is less than 
-90 degrees), the attractive and repulsive spring constants per unit mass, u?a and and the damper 
values per unit mass, ca and c&. The estimation is based on data obtained by varying i and by fixing 
the magnitude of forcing ay and the frequency of the forcing at the first resonant frequency of the 
cantilever. 
The first parameter estimated is the length of the attractive region, d. Note that the absolute tip-
sample separation is not available experimentally. What can be measured is the photodiode output in 
volts (denoted by Va) which is a measure of the vibration amplitude, a and the differential motion, 
AI of the piezo-actuator which positions the sample. The assumption that the amplitude equals the 
tip-sample separation in the repulsive region is made. This is justified because the penetration of the tip 
into this region is small due to the very strong repulsive forces in most samples. From this assumption, 
equals one in the repulsive region where A a is the change in amplitude and AZ is the change in the 
separation. Hence, 
dVa  da _ da 
- 1- (3 25) 
Since which is the slope of the photodiode output Vs. the separation curve, can be obtained 
experimentally, which is the sensitivity denoted by S can be calculated from Equation (3.25). 
Using S and the experimentally obtained value Va, the amplitude a is obtained in nanometers. Again 
by the assumption that the tip extension into the repulsive region is negligible, the absolute tip-sample 
separation I is obtained from the relative separation by making the tip-sample separation and amplitude 
values to coincide in the repulsive region. The next step is to identify the minimum separation possible 
to keep the cantilever freely oscillating. Let this separation be IQ. The freely vibrating amplitude 
when subtracted from Zo gives d. The estimated value from the experimental data is 1.695nm. 
The data points from the attractive region are used to estimate ca  using the power balance equation 
(3.7). Equation (3.7) is first used to obtain the value of Pup which is equal to P„tt- The assumption that 
Po values are negligible compared to the amount by which the tip penetrates into the attractive region 
is made which is justified by the simulation data from Ref. [8]. Note that due to the small magnitude 
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of po in typical tapping mode applications, it is difficult to measure po- The linear relationship between 
the Patt and the ca evident from Equation (3.23) is exploited to obtain a least square estimate of cQ. A 
value of 3e — 7/is-1 was obtained which is approximated by Ojus-1. Even though for this experimental 
data a ca value of approximately zero was obtained, in other experiments on softer samples, higher 
values for the attractive region damper were obtained. 
Once the parameter ca  has been estimated the harmonic balance equations can be used to estimate 
oja. There is a linear relationship between the real and imaginary parts of the Fourier coefficients of 
h(p, p) and (3.21) and (3.22). For the estimation of this parameter data points were chosen from the 
attractive region, po is assumed to be zero. The harmonic balance equations given by Equations (3.10) 
and (3.11) were used to evaluate hir and hu directly from the amplitude and phase data, ho was not 
used for estimation since it is very sensitive to po values. The problem is setup in the framework of least 
square estimation (see Equation (3.3) and Ref. [32]). The value of uja was estimated to be 0.31/zs-1. 
The estimation of attractive region related parameters is fairly robust since the effect of po on 
them is negligible. However the strong dependence of q, and on po values makes the estimation of 
repulsive region parameters difficult. This dependence is due to the fact that the amount of penetration 
of the tip into the repulsive region is of the order of po unlike in the attractive region. 
A reasonable estimate for q, can be obtained by observing the slope of the sin ip vs.  a/ao plot in the 
repulsive region. The q, value of 1.45/v.s^1 was fixed by comparing the slope of the simulation plots 
with that of the experimental plot. 
Once q, is fixed, the po dependent term in the expression for P r e p  can be estimated for each ampli­
tude and phase value using the power balance equations ((3.7) and (3.23)). Now a similar procedure as 
that for the estimation of a;a can be employed. The difference being that the estimation is done using 
data from the repulsive region. was obtained to be 2.7/i.s_1. Simulations show that a higher value 
is desirable. A value of 3.03/is_1 was found to be a good choice. 
As mentioned earlier, the strong dependence of q, and on po makes their estimation more diffi­
cult. Moreover, q, and values themselves are inter-related. Therefore trial and error iterations on the 
estimated values may be required for the repulsive region parameters. Also the assumption made that 
the amplitude equals I in the repulsive region may have an effect on the estimation of the repulsive re­
gion parameters. Hence the procedure outlined here is more suitable for the estimation of the attractive 
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region parameters. 
Experiment 
Separation in nm 
Figure 3.5 Using the estimated parameter values simulations are performed and 
the plots thus obtained are compared with those obtained through ex­
periments. In this figure the amplitude is plotted against the separation. 
There is remarkable agreement between the two plots. 
Experiment 
Separation In nm 
Figure 3.6 In this figure, the phase is plotted against the separation t .  Here also 
the two plots show good matching. 
The estimated parameters were used to simulate the AFM operating in tapping mode. The corre­
sponding results were compared with those obtained experimentally. The values of the various param­
eters used for simulations are uja = 0.31 (attractive spring constant of 1.78 N/m), = 3.03 (repulsive 
spring constant of 170.42 N/m), ca = O/is-1 and c& = 1.45//.s~1. The corresponding plots are shown 
in Figures 3.5, 3.6 and 3.7. It is evident from the plots that the model agrees with the experimental 
data. The most remarkable feature is that a simple model can capture the behavior of the tapping mode 
AFM. The fact that a piecewise linear model for tip-sample interaction suffices to predict the essential 
35 
Experiment 
Amplitude divided by the free oscillation amplitude 
Figure 3.7 In this figure sin y is plotted against a/oo. It can be seen that the model 
captures the linearity of this plot and even the reduction in the slope 
from one. 
features of the tapping mode AFM also indicates the limitation of using tapping mode AFM to identify 
tip-sample interaction. As mentioned before the high frequency content of the tip-sample interaction 
force is filtered out by the cantilever thus making it unsuitable for identifying the finer features of the 
tip-sample potential curve. 
3.3 Conclusions 
The feedback perspective together with the harmonic and power balance tools provide an effective 
method to identify the tip-sample interaction. The feedback perspective with the cantilever viewed as 
a filter explains the sinusoidal nature of the steady state oscillations of the cantilever tip. The harmonic 
and power balance principles are applicable to a diverse range of tapping mode operating conditions. 
Note that in identifying the model used in this paper it was assumed that the tip oscillations are sinu­
soidal. Only the first harmonic data was utilized in identifying the model parameters. However, if it 
is possible to measure the higher harmonics of the cantilever oscillations then this data can be easily 
incorporated into the modeling process by utilizing (3.1) and (3.7). Note also that the harmonic and 
power balance methods are general tools which can be applied to a different model than provided here. 
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CHAPTER 4 The amplitude phase dynamics and fixed points in tapping mode AFM 
In Chapters 2 and 3, a systems approach to the analysis of tapping-mode AFM dynamics was 
introduced where the tapping-mode operation was viewed as a feedback interconnection of a linear 
system (cantilever) with a nonlinear system (tip-sample interaction) which is forced sinusoidally. This 
analysis provided insights as to why in most operating conditions the cantilever settles down to a near 
sinusoidal periodic solution. Bounds were obtained for the higher harmonics in the steady state. But 
this analysis is not suitable to analyze the transient behavior of the tapping-mode dynamics and cannot 
explain the experimentally observed discontinuous jumps in the amplitude and phase at different values 
of cantilever-sample separation. Some of the early analytical efforts to explain these distinctly nonlinear 
phenomena are presented in [33], [34] and [35]. In one of the earliest attempts to characterize the 
transient behavior of tapping-mode operation, resorting to the averaging theorem, the amplitude phase 
dynamics were obtained (see [19]). Further the connection between the fixed points of the amplitude 
phase dynamics and those obtained using harmonic balance equations is presented. 
In this chapter we provide new insights into the transient and nonlinear behavior of tapping-mode 
AFM. The emphasis is on tractable analytical methods and interaction models with an eye on potential 
applications in controller design based on amplitude dynamics and new modes of imaging. The focus of 
this work is different from the significant efforts to analyze the tapping-mode behavior in an elaborate 
manner using detailed descriptions for the forcing and interaction models (see [10]). In this chapter 
the oscillating cantilever influenced by the tip-sample interaction force is treated as a weakly nonlinear 
harmonic oscillator. Methods suggested by Bogoliubov and Mitropolskii (see [36] and [37]) are used 
to arrive at approximate solutions for the differential equations characterizing the cantilever dynamics. 
The amplitude and phase dynamic equations are derived. The multi-valued frequency response curves 
are obtained and a simple stability criterion is derived to analyze the stability of various fixed points. 
Insights are obtained on the regions of tip-sample potential probed during tapping-mode operation. 
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This study further demonstrates that a simple lumped parameter model captures the transient as well as 
steady state behavior. 
4.1 Analysis 
7 
-t 6(t) 
p(t) 
H 
Î 
(a) 
v 
<t>(p) 
V p 
(b) 
Figure 4.1 (a) The first mode approximation of the cantilever dynamics, m is the 
mass, k is the spring constant, c is the damper, p is the position of 
the tip of the cantilever, b is the forcing signal and $ is the nonlinear 
tip-sample interaction force which is a function of the position and 
velocity, (b) Typical tip-sample interaction forces consist of long range 
weak attractive forces and short range strong repulsive forces. In the 
model introduced, the oscillating cantilever encounters the tip-sample 
interaction forces during the negative cycle of its oscillation. 
A first mode approximation is typically sufficient to analyze the first harmonic of the cantilever 
oscillation. The first mode approximation model of the cantilever is depicted in Figure 4.1(a). A 
typical plot of the nonlinear tip-sample interaction force is shown in Figure 4.1(b). The dynamical 
equation of the tip of the cantilever, p(t) is given by, 
mp + cp + kp — kb(t) + 5>(p,p) (4.1) 
where $ is the force on the cantilever due to the sample and b describes the displacement of the base of 
the cantilever, m is the mass of the cantilever, k, the spring constant and c the damping coefficient. The 
tip encounters the tip-sample interaction forces towards the end of the negative cycle of the oscillation. 
Thus during most part of the oscillation cycle the tip does not interact with the sample. This motivates 
the analysis of tapping-mode dynamics using the asymptotic methods developed for weakly nonlinear 
systems. In the case of tapping-mode operation the nonlinear forces are significantly higher than the 
non-contact mode of operation of the AFM, another dynamic mode operation where the tip probes 
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only the attractive regime of the tip sample interaction. However the experimental results presented 
later validates the assumption that the cantilever sample system can be modeled as a weakly nonlinear 
oscillator even for the tapping-mode operation. 
From Equation 4.1 it can be observed that in free air the cantilever oscillation is characterized by 
the parameters k and c since $ = 0. It is intuitive to assume that due to the tip sample interaction 
(when $ is nonzero), the cantilever can still be thought of as a harmonic oscillator with a new effective 
k denoted by ke and an effective c denoted by ce which themselves are functions of the amplitude of 
oscillation. Furthermore intuitively an attractive tip-sample interaction should result in a lower ke and a 
repulsive tip-sample interaction should result in a higher ke compared to the original k. This process of 
approximating the original nonlinear dynamical equation by a second order linear differential equation 
in terms of ke(a) and ce(a) is called equivalent linearization. (See [37]). 
4.1.1 Amplitude phase dynamics 
Equation (4.1) can be recast as, 
m p + t p  =  e ( Z=É±lM )  +  e !?£<â  (4 .2)  
where g(t)  = This can be written as, 
mp + kp = ef(p,p) + eE cos (not) (4.3) 
where 
f {p,p) = ZitllML (4.4) 
Ecos(yt) = (4.5) 
Also if g(t)  = 7 cosuit  (7 is the forcing amplitude), then E — 
Assume that p( t )  is sinusoidal with an "amplitude", a and "phase", 0 denoted by, 
p(t)  = acos(ojt  + 4>)- (4.6) 
where 
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= —6 e(a)a — e E s m < / >  (4.7) 
m(cuo + w) 
E cose; 
ma(too + w) = We(o) -w - e (4.8) 
where, 
u> e(a)2  = 
and 
&e(o) 
m 
ujI + ^$c, (4.9) 
<%e(o) _ Ce(a) 
2m 
= £<^o -\ $<j, (4.10) 
auj 
Note that a and 4> are the amplitude and phase typically referred to in the tapping-mode literature. 
It could be shown that Equation (4.6) satisfies Equation (4.3) with an accuracy of the order e2 when the 
forcing frequency to is chosen such that OJQ — lu2 is of order e (See [36]). The solution is equivalent to 
that of a linear system with damping coefficient ce(a) and spring constant ke(a) forced by a sinusoidal 
input at frequency ui. Correspondingly the equivalent resonant frequency is given by cve(o). 
Let Acv2 = 2<5c and Acm = ~^^d- Acm is a measure of the dissipative component of the tip-
sample interaction since the energy dissipation in a harmonic oscillator is a function of the damping 
coefficient. Similarly Aw2 is a measure of the conservative interaction and could take positive or 
negative values depending on <£c. If the sample is conservative, the dissipative component of the tip-
sample interaction, = 0 and 5>c does not depend on the phase è. 
For a fixed tip-sample separation and a fixed forcing frequency, in the transient state the amplitude 
and phase of the first harmonic of the cantilever oscillation evolve according to (4.7) and (4.8) which 
are nonlinear differential equations unlike in the absence of tip-sample interaction forces. 
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4.1.2 Steady state behavior 
In the steady state the amplitude and phase of the first harmonic settles down to one of the fixed 
points of (4.7) and (4.8). The fixed points are given by, 
-4e(a)o - 6 = 0 (4.11) 
m(ivo + OJ) 
uj e(a) -u- e—E c o s^ — g (4.12) 
MA(UJQ + OJ) 
We obtain with an accuracy of e2, 
2miu5 e(a)a = —eE sm<f> (4.13) 
ma(u e(a)2  — J2)  = eE cos <f> (4.14) 
From (4.13) and (4.14), we get 
m2a2{(u> e(a)2  -  to2)2  + 4uj2ô e(a)2}  = e2E2  (4.15) 
Equation (4.15) gives the equilibrium points for the amplitude and phase dynamics. For each fixed I 
(hence a fixed tip-sample interaction potential) and w, there could be more than one equilibrium point. 
This is an inherent feature of the nonlinear nature of tapping-mode operation. A purely linear analysis 
will not be able to explain experimental behavior which is due to this inherent nonlinear behavior. This 
is in contrast with the contact mode operation where the local nature of the tip-sample interaction forces 
permits a linear approximation. 
Moreover let (ao, 4>o) be an equilibrium point of the dynamical equations (4.7) and (4.8). Then the 
tip sample interaction force signal, <£(*) = $(oq cos(cvt + <%), -CIQUJ sin(ojt + (po)). Let <Ê>i be the 
first Fourier coefficient of the signal Then it can be shown that <3>c = <£>ir cos 4>q + sin (po and 
&d — ^ir sin 4>o — <I>ii cos 0o where $ir and (I>h are the real and imaginary parts of $%. This connects 
the conservative and dissipative components of the interaction force during steady state to the Fourier 
coefficients of the periodic tip-sample interaction force signal. 
4.1.3 Conditions for the stability of fixed points 
Due to the multiple equilibria, there are chances for discontinuous jumps in amplitude and phase 
when either the tip-sample separation I is varied for a fixed forcing frequency or when the forcing 
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frequency is varied for a fixed tip sample separation. These discontinuities are frequently observed 
in experiments and can be explained by analyzing the stability of the fixed points given by equation 
(4.15). 
Let, 
eE 
R(a,cf))  — —2 ujaô e(a) sin <f> (4.16) 
S (tz, <^>) = (cje(a)2 — ——cos (f> (4.17) 
From equation (4.13) and (4.14), the fixed points are given by R(a, cf>) =  0 and S(a, ç)  = 0. If (ao, ç>o) 
denote an equilibrium point, then the stability of the equilibrium point is given by the following two 
conditions, 
a0R'a(a0 ,0O) + S^ao, 4>q) < 0 (4.18) 
Condition (4.18) is typically satisfied under usual laws of friction. Hence it suffices to see if (4.19) is 
satisfied. 
From equation 4.16, if R(a, (p) — 0, then 
(4.20) 
Similarly from equation 4.17, if S (a,  cp) — 0, then 
From the above two equation, 
= ^  (4 22) 
dio 
Also from (4.16) and (4.17), 
d'  —eE Ri = cos <fi 
v  m 
R'u, — —2aôe(a) 
Q' — • A 
^ - m 
S' = —2 uia 
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Hence the right hand side of equation (4.22) is given by 
S'wR'tf) ~ R'ojS'j, = {-2uja)-^-cos<t>- (-2ade(a))^sin<^ 
= 2a2a>{(u) e(a)2  -  J2)  -  2ô e(a)2}  
From the above discussion we get, 
~~ 
=  2a2oj{u> e(a)2  — (u)2  + 2<5e(a)2)} (4.23) 
Note that R'aS'^  — S'aR  ^ when evaluated at a fixed point (ao, 4>q) is the quantity which should be 
always positive under the second stability condition given by equation 4.19. So (4.23) can be interpreted 
as the following. If one has a plot of the fixed point amplitudes versus the frequency of forcing, then a 
particular fixed point amplitude ao is stable if  ^j \ a=a0  is  greater than zero when uj e(a)2  > co2+25 e(a)2  
and \a=a0 is less than zero when tve(a)2 < w2 + 25e(a)2. If the damping is very small, then a fixed 
point amplitude is stable if the slope at the point is positive for forcing frequencies below the equivalent 
resonant frequency and the slope is negative for forcing frequencies above the resonant frequency. 
4.2 Experimental results and discussion 
To verify the predictions of the theory presented in the previous section, experiments were per­
formed on a Digital  Instruments Multimode AFM. A sil icon cantilever with natural  frequency 335.4 kHz 
was chosen. The deflection signal was sampled at 5 MHz. The cantilever parameters were identified 
from the thermal noise response of the cantilever (see Ref. [28]). The quality factor was obtained to be 
170. 
The cantilever was oscillated at the frequency /o = 335.4 kHz to an amplitude of 24.25 nm. 
The sample (Highly Oriented Pyrolitic Graphite (HOPG)) was moved towards the freely oscillating 
cantilever and then away. If the position of the tip p(t) is assumed to be a cos (cot +19) where OJ = OJQ = 
2-tt/o, then the resulting amplitude, a is plotted against the tip-sample separation I (see Figure 4.4(f)). 
The approach and retraction of the sample is performed sufficiently slow so that the amplitude and 
phase evolving according to (4.7) and (4.8) settle to an equilibrium amplitude and phase for a particular 
tip-sample separation. Note that there is some ambiguity about the absolute tip-sample separation 
which will be addressed when a model is introduced for the tip-sample interaction. 
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Using the identification schemes described in Chapter 3, coa ,  ^b,  ca  and d were estimated for the 
experimental data. — 0.765 /^s_1, u>b = 3 /^s-1, ca — 0.017 fis"1 and d — 2.55 nm. Using these 
parameters simulation were performed and the resulting amplitude versus separation data is compared 
with the experimental results in Figure 4.2(a). 
experimental 
simulation (with dissipation) 
experimental 
simulation (no dissipation) 
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
separation (nm) 
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
separation (nm) 
Figure 4.2 (a) The amplitude versus tip-sample separation curve is obtained us­
ing the interaction model and is compared with that obtained from 
experiments. There is remarkable agreement between the two. (b) 
To simplify the analysis, the sample is assumed to be conservative or 
non-dissipative. The simulation results still agree with the experimen­
tal results qualitatively and show the discontinuities. 
Note that there is remarkable similarity between the experimental data and those obtained through 
simulations. For simplifying the future discussion, the damping term ca is assumed to be zero in the 
model. This brings about some discrepancy with the experimental data as shown in Figure 4.2(b). 
However there is excellent qualitative match showing the discontinuous jumps. This assumption on 
conservativeness is to simplify the analysis and a similar analysis could be performed for the non 
conservative case. 
Figure 4.3 depicts the multi-valued frequency response plot for a tip-sample separation of 23 nm. 
It also shows the equivalent resonant frequency uie{a) plotted as a function of the amplitude. For the 
forcing frequency which is equal to the free resonant frequency of the cantilever, there are three fixed 
points X, Y and Z. From the stability criteria developed earlier, the fixed points amplitudes, X and Z 
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Figure 4.3 For a tip-sample separation of I = 23 nm, the multi-valued frequency 
response curve is shown. For a forcing frequency of /o, there are three 
possible fixed point amplitudes. From the stability criteria two of the 
three are stable. 
are stable whereas Y is unstable. 
The amplitude versus separation plot can be explained in terms of the multi-valued frequency re­
sponse plots, the resulting multiple equilibrium amplitudes and their stability. 
Figure 4.4(a)-(e) depict the multi-valued amplitude-frequency plots for various tip-sample sep­
arations characterized by I. In these plots The forcing frequency is depicted by the vertical line at 
335.4KHz and the value of I that denotes the distance at which the repulsive region begins is indicated 
by the horizontal line. In Figure 4.4(f) the amplitude-separation curve is shown. In Figure 4.4(a) the 
cantilever is freely oscillating with I — 30nm. In the approach phase the cantilever is brought closer 
to the sample. As I is reduced to 24.5nm (see Figure 4.4(b)), there is only one possible fixed point 
denoted by the point B. Its also evident that the cantilever does not explore the repulsive region as the 
amplitude is smaller than I. As the separation is further reduced with I — 23.9nm there are two possi­
ble fixed points C and J. However, the amplitude takes the value corresponding to C as the operating 
region is in its basin of attraction. With further reduction of I to 23nm and later to 21.1 nm, the am­
plitude takes the value corresponding to D and E respectively. Any further reduction of the tip-sample 
separation leads to the scenario where there is only one intersection point of the vertical line with the 
amplitude-frequency plot. Thus the amplitude jumps to F. Note that throughout the traversal ABCDE 
the tip does not interact with the repulsive part of the regime (I is greater than the amplitude). At F the 
amplitude is bigger than I and thus the tip does explore the repulsive part at this operating condition. 
— unstable 
- forcing frequency (f ) 
0.3345 0.335 0.3355 0.336 0.3365 
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Figure 4.4 (a)-(e) For different tip-sample separations, the multi-valued frequency 
response curves are obtained by solving Equation (4.15) (f) The dis­
continuities in the amplitude versus separation plot can be explained 
using the multi-valued frequency response plots, the resulting multiple 
equilibrium amplitudes and their stability 
Any further reduction of I leads to a single fixed point scenario and the path FG is traversed by the tip 
(see Figure 4.4(f). 
In the retract phase, first the path GF is traversed. In this phase at I = 23nm and 23.9nm the 
amplitude settles to the value corresponding to points H and J respectively. As the tip is further retracted 
to a value slightly greater than I = 23.9nm the tip has to take the value close to the one marked by 
C. Throughout the traversal GFHJ the tip explores the repulsive part of the interaction. Thus in the 
approach phase the path traversed is ABCDEFG where during ABCDE the tip does not interact with 
the repulsive region and in the retract phase the tip traverses the path GFHJCBA where during CBA the 
tip again does not interact with the repulsive part. 
Thus we have obtained a detailed explanation of the amplitude-separation behavior typically ob­
served and these observations validate the theory developed in the earlier sections. 
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4.3 Conclusions 
In the tapping-mode operation of the AFM, the cantilever tip traverses a wide regime of the non­
linear tip-sample interaction forces and hence a linear analysis is not sufficient to delineate the salient 
features. However since the oscillating tip encounters the nonlinear sample interaction forces only for a 
small fraction of the total oscillation time, averaging methods can be used to analyze the tapping-mode 
dynamics. Correspondingly an approximate solution is obtained for the cantilever oscillation where the 
amplitude and phase of the first harmonic evolve according to a nonlinear differential equation. The 
transient behavior of tapping-mode operation is captured by these equations. The steady state values 
for amplitude and phase are given by the fixed points of these amplitude phase dynamical equations. 
With a simple tip-sample interaction model and the stability of these fixed points some of the exper­
imentally observed behavior of tapping-mode operation is explained. It is surprising that a piecewise 
linear interaction and an analysis which assumes the tip-sample system to be weakly nonlinear (which 
appears to be simplistic for tapping-mode operation where the interaction forces are quite significant) 
explains the experimental behavior in a remarkable manner. 
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PART II: ROBUST BROADBAND NANOPOSITIONING 
The growth of research in the areas of nanotechnology and nanoscience has imposed new demands 
on nanopositioning where the needs for higher precision at increasing bandwidth is presenting new 
challenges. The primary requirements of nanopositioning are ultra high precision, high bandwidth and 
good robustness. In the current applications of nanotechnology, the specifications for positioning are 
in the nano and angstrom regime. In scanning probe technologies molecular and atomic forces are 
routinely probed that warrants positioning in the molecular and atomic dimensions. High bandwidth 
is essential for high throughput primarily when nanopositioners serve as scanners or sample position­
ers in imaging applications. High bandwidth is also essential while probing short time scale events. 
The uncertainty in the device parameters and operating conditions warrants high robustness for these 
devices. 
This part of the thesis presents a new control design paradigm for robust broadband nanoposition­
ing. It consists of two design methodologies. A design for bandwidth and resolution and a design for 
robustness. A procedure for a systematic design, analysis and development of nanopositioning devices 
is prescribed. In this effort we have used many tools from modern control theory to model devices and 
to quantify device resolution, bandwidth and robustness. The merits of the paradigm are demonstrated 
through the design and implementation of two nanopositioning stages. 
The nanopositioning devices presented here are actuated by piezoelectric materials. The crystal lat­
tices of these materials deform on application of an electric field. These deformations are used for accu­
rate positioning. The advantages of these actuators are several: they provide repeatable sub-nanometer 
motion, do not have backlash, do not suffer from wear and tear, require very little maintenance, have 
fast response times, can generate large forces, are operable in a wide range of temperatures, and are 
not affected by magnetic fields. However, their use is hindered by nonlinear effects like hysteresis and 
creep. Hysteretic effects, in which the piezo motion does not vary linearly with the applied voltage 
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are prominent especially in large traversais and can be as high as 10-15% of the path covered. Creep, 
in which the piezo drifts independent of the applied voltage, becomes noticeable when positioning is 
required over long time periods. There have been many efforts to counter the nonlinear effects which 
include design changes in the open-loop implementation such as: using 'harder' piezo ceramics which 
have smaller nonlinear effects at the cost of travel range (see Ref. [38]); replacing voltage control by 
charge control (see Ref. [39]) which achieves lower hysteresis but leads to more creep, lesser travel and 
lower positioning bandwidth; post processing data obtained from actuations designed for pre-specified 
trajectories (see Ref. [40]), which are not useful for applications that need real time compensations; 
and compensating for the adverse nonlinear effects by a careful modeling of the nonlinearities which 
achieves good results but is sensitive to the precision of the model used (see Ref. [41]). In compari­
son to the open loop architecture there are fewer feedback design schemes for nanopositioning. In Ref. 
[42], the design of a feedback controller using an optical sensor attachment to enhance the performance 
of an Atomic Force Microscope scanner is described. Similar efforts to improve the imaging speeds of 
the AFM are made in Ref. [43]. 
In Chapter 5, through the design and implementation of a one-dimensional nanopositioner, the 
design for high bandwidth and resolution is demonstrated. In this design, robustness aspects are not 
explicitly addressed. However in large range nanopositioners nonlinear effects are significant. More­
over they are operated in diverse operating conditions. Hence robustness is a critical criterion in the 
design of controllers for these nanopositioners. Moreover there are specific tracking requirements like 
zero steady state error ramp tracking which is one of the primary needs in many modes of the nanopo­
sitioner operation. Designs which emphasize on robustness are demonstrated using the design and 
implementation of a two dimensional nanopositioner in Chapter 6. Tools from modern robust control 
like Glover-McFarlane Hoc loop shaping techniques and robust Hoc designs are utilized in achieving 
these objectives. The Glover-McFarlane loop shaping scheme provides a framework to robustify any 
existing design with a quantifiable compromise on the performance. In this methodology it is possible 
to separate the designing task of meeting performance specifications (like bandwidth and resolution) 
and robustness into two modular steps. Such a framework is appropriate for the nanopositioning system 
design as is evident from the comparative results with the existing designs that are presented. 
An immediate application of these design schemes is in the two dimensional positioning of sample 
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in scanning probe microscopes like the Atomic Force Microscope (AFM). These design methodologies 
are further applied to the control of the atomic force microscope operating in the contact mode. The 
imaging problem is essentially a nanopositioning problem where the micro-cantilever serves as the 
position sensor. This is presented in Chapter 7. Parts of the research presented in these chapters have 
appeared in [44], [45] and [46]. 
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CHAPTER 5 Design methodology for bandwidth and resolution 
The controller design paradigm for robust broadband nanopositioning consists of two methodolo­
gies. In this chapter through the design and implementation of a one dimensional nanopositioning 
device the design methodology for bandwidth and resolution is presented. This work illustrates the 
ineffectiveness of the traditional proportional-integral architecture used predominantly by the nanopo­
sitioning community and provides a basis for such a judgement. In contrast we show how the modern 
control framework allows for translating the performance specifications like bandwidth and resolution 
into an optimization problem that can be solved to obtain a controller meeting the specifications (if 
such a controller exists) in a methodical and streamlined manner. The implemented controller and the 
resulting nanopositioning device has considerably higher bandwidth (130 Hz, in contrast to less than 
3 Hz with the optimized PI control law). 
The nanopositioning device has a piezoelectric actuator and a Linear Variable Differential Trans­
former (LVDT) as the position sensor. The device described here is an independent unit, and is not a 
modification or an enhancement of an already existing device. The piezo-actuator used here is a stack-
piezo, in contrast to the piezoelectric tube commonly used as scanners in most commercial scanning 
probe microscopes. The stack piezos are cheaper and yield much larger forces and displacements when 
compared to tube piezos. In contrast to the tube piezo nanopositioner, the stack piezo based design 
has less coupling in the different directions of positioning. However the nonlinear effects which are 
associated with piezo electric actuation are considerably more pronounced for the stack piezos. This 
along with the positioner dynamics which has non-minimum phase zeros pose the primary challenges 
for controller design. 
This chapter is organized as follows. The description of the device and its design is presented in 
Section 5.1. The identification of this model and the design of the feedback controllers are presented in 
Sections 5.2 and 5.3 respectively. The resulting improvement in the performance of the device and its 
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complete characterization in terms of its bandwidth, resolution, linearity and travel range is presented 
in Section 5.4. The comparison of performances with and without controllers is also presented in this 
section. 
5.1 Device description 
A schematic of the device is shown in Figure 5.1. It consists of a flexure stage with a sample 
holder, an Atomic Force Microscope (AFM) head, an actuation system, a detection system and a control 
system. The base plate (see Figure 5.2(a)) is 20 cm x 20 cm x 5 cm and is made of steel. From its center 
protrudes a cylindrical block for holding the sample. This part of the base plate that seats the sample 
holder executes the motion relative to its periphery. This motion is obtained by the serpentine spring 
design (see Figure 5.3) where design grooves (about 150/.im wide) are cut in the base plate, making it 
possible for the flexure stage to move relative to the frame. The top plate sits on the base plate and is of 
similar dimensions as the base plate. It provides support for an Atomic Force Microscope (AFM) head 
above the sample (see Figure 5.2(b)). The AFM could be used for calibration and imaging purposes as 
illustrated later in this chapter. Note that there is no actuation in the vertical direction; so the AFM is 
operating in what is known as "constant-height" mode. 
AFM Head 
Control 
System 
Detection 
System 
Actuation 
System 
Flexure 
Stage 
Figure 5.1 A schematic block diagram of the device. 
The actuation system consists of a voltage amplifier and a piezo-stack arrangement shown in Figure 
5.4(a). This arrangement sits in the slot adjacent to the flexure stage (see Figure 5.2(a)). The amplified 
voltage signal applied across the piezo-stack leads to its deformation which imparts the motion to the 
flexure stage. The input to the amplifier (which has a gain of —15) is restricted to be negative and to 
be less than 10 V in magnitude since the piezo-stack saturates beyond this limit. The piezo stacks are 
at an angle a % 7.5 degrees (see Figure 5.4(b)). This arrangement, besides providing sufficient force 
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Slot for LVDT AFM head top plate 
t / 
flexure stage 
(») (*) 
Figure 5.2 (a) The base plate of the flexure stage, (b) The exploded view of the 
flexure and evaluation stages. 
LVDT 
flexure stage 
frame 
sample holder 
stack piezo 
Figure 5.3 A schematic to describe the serpentine design for supporting the flex­
ure stage. This figure is illustrative and not drawn to scale. 
to the flexure stage, also achieves a mechanical gain of 1/sin(a). If the piezo-stacks have different 
gains, there is a possibility that the flexure stage is pushed out of the plane. The out-of-plane motion of 
the plate can however be detected by the AFM head. Experiments show that there was no appreciable 
out-of-plane motion. 
The detection system consists of an LVDT and associated demodulation circuit. It has a resolution 
of 2 Â over 1 KHz bandwidth. The working principle of the LVDT is shown in Figure 5.5(a). The 
excitation signal is a sinusoidal voltage with 14 V amplitude and 10 kHz frequency. It induces in the 
two secondary coils a sinusoidal voltage having the same frequency as excitation; however, the ampli­
tude of the output varies with the position of the core. The core is attached to the moving flexure stage 
and the coils are attached to the stationary frame (see Fig 5.3). When the secondaries are connected 
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flexure stage 
piezo-stack frame 
amplifier 
Figure 5.4 The piezo actuation stage: (a) actuation of a piezo-stack. (b) arrange­
ment of the piezo-stacks. 
in opposition, there is a null position whose corresponding output is zero. In the apparatus, this null 
position has been adjusted so that it corresponds to the position of the flexure stage when an input of 
—5 y is given to the actuation system. Motion of the core from this null causes a larger mutual in­
ductance on one coil and smaller on the other coil and the amplitude of the resulting output signal is a 
linear function of the core position for a considerable range on either side of the null. This amplitude 
modulated voltage signal is passed through a demodulation circuit to retrieve its amplitude. Thus, the 
output signal from the demodulation circuit is proportional to the motion of the flexure stage. 
Figure 5.5 The detection stage: (a) working principle of LVDT. (b) demodulation 
of the amplitude modulated signal. 
A block diagram of the control system is shown in Figure 5.6. In the control algorithm, a reference 
signal (or the command signal) to be tracked is modified by a pre-filter to regulate the bandwidth of the 
device by removing the high frequency content in the signal, and/or appropriately shaping the signal to 
achieve better tracking. The design of the pre-filters and control laws is described in Section 5.3. These 
output (Vq) 
V«e(t) 
:Sin(w£ + $) 
excitation 
x(t) sin(o-t) (ûA cos <j>/2)x(t) 
(a) 
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laws were implemented on a Texas Instruments C44 digital signal processor. 
TI M44 DSP 
to actuation system 
ADC 
DAC prefiiter control law 
from detection system 
Figure 5.6 A schematic block diagram of the control system 
We denote the input to the actuation system by u, the demodulated output signal from the LVDT 
by y and the system comprising the actuation, flexure and detection stages by G. Also, we refer to 
u as the piezo-input, y as the LVDT-output and G as the plant. Figure 5.7 is a block diagram of the 
closed loop system. Here r represents the reference or the command signal; e denotes the error signal, 
the difference between the reference and the output signals; and K stands for the controller transfer 
function. Also, we represent the open loop transfer function GK by L; the sensitivity function (the 
transfer function from r to e) by S; and the complimentary sensitivity function (the transfer function 
from n to y by T. 
(reference) 
-t-o, (error K 
(control) 
U 
(output) 
G 
controller system (noise) 
Figure 5.7 A schematic block diagram of the closed loop system. 
5.2 Identification 
The modeling of the device was done using a black-box identification technique where a specific 
point in the operating range of the device was chosen (where its behavior is approximately linear) and 
a model of the device is obtained at this point by studying its frequency response over a pre-specified 
bandwidth. For this purpose, we used a HP 3563A signal analyzer, which gave a series of sinusoidal 
inputs,  u = — 5 + Asin(ojt)  (V),  with frequencies spanning a bandwidth of 2 kHz. An offset  of —5 V 
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was given to operate the device about the null position. The amplitude, A, of the signals was chosen 
to be less than 50 mV so that the piezo response was approximately linear. The frequency response of 
the device at this operating point is shown by the Bode plot (dashed lines) in Figure 5.8. A fourth order 
non minimum phase transfer function: 
9.7 x 10^(3 - (7.2 =L 7.4%) x 10^) 
^ " (s + (1.9 =L 4.5%) x 103)(a + (1.2 =L 15.2%) x 10%) 
yielded a good fit to this data. Figure 5.8 shows the comparison between the frequency response data 
and the one simulated from the model, G(s). The right hand plane (RHP) zeros of G(s) need to be 
noted as they pose limitations on performance as described later. 
1001-
50 • 
-300 
-400 • 
simulated response 
experimental 
frequency (rad/s) 
Figure 5.8 A comparison of experimentally obtained and simulated frequency re­
sponses of the plant. 
5.3 Control design 
The model inferred for the device at the null operating point was employed to design the feedback 
laws. The primary objective of the control design is to achieve precise tracking of arbitrary input signals 
with high bandwidth. The feedback laws were constrained to provide control signals that were negative 
and within actuator saturation limits (—10 V to 0 V). Besides these implementation constraints, the 
presence of RHP zeros impose fundamental constraints. From classical root locus analysis (see [47, 
48]) we know that as the feedback gain increases, the closed loop poles migrate to open loop zeroes, 
which implies high gain instability of the system. Hence high gain feedback laws are not applicable. 
They also impose a fundamental limit on the achievable bandwidth of the closed loop system. A 
complex pair of RHP zeroes, z\t 2 — x ±iy (as in this case z\$, — (1.72 ± 7.36%) x 103), the "ideal" 
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controller leads to the following sensitivity function (see [49, 48]), 
S = 4xs 
( s  +  x  +  j y ) ( s  +  x - j y ) '  
By the above criteria the achievable bandwidth (the frequency at which |S(jcv)| crosses —3dB from 
below) is approximately 415 Hz for the system. This controller is "ideal" in the sense, for a unit step 
reference r(t), it generates an input u(t) which minimizes the integral square tracking error: 
Note that such a controller might not be realizable (see [49, 48]). 
In industry, it is a common practice to design proportional (P) or proportional-integral ( P I )  con­
trollers. In the next part of the chapter we show that this architecture is not suitable for the nanoposi-
tioning device presented. 
Traditional control architecture: Proportional (P) and Proportional-Integral (PI) con­
troller design 
From the analysis of the root-locus plot of the open loop system, it is seen that the closed loop 
system is unstable for feedback gains greater than 0.1674 (see Figure 5.9). As is evident in Figure 5.10, 
the gains at low frequency of the closed loop transfer function (for different proportional controllers 
(0 < k < 0.1674)) are very low and hence the performance of the device is far from satisfactory. 
crossover gain 
' =0.1674 
-4000 -2000 2000 4000 6000 8000 
real axis 
Figure 5.9 The root-locus of the open loop transfer function, G. 
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Figure 5.10 The bode plots of closed loop transfer function with different propor­
tional controllers. 
If we assume a PI architecture (kp  + k. t  /s)  for the controller, we can determine the regions in the 
kp-ki plane which guarantee closed loop stability (see Figure 5.11(a)). It should be noted that the re­
gion (in the kp-ki plane) that gives high bandwidth (see plot (d)) is the region with low gain margin 
(see plot (c)). Thus a trade-off between robustness and performance has to be decided. We chose 
kp = 0.01 and = 75, which guarantee a gain margin of 1.57 and a phase margin of 89° and the 
corresponding bandwidth of the closed loop transfer function is 2.12 Hz. Note that the selection of 
the controller parameters requires extensive tuning over the parameter space to achieve higher band­
width with reasonable robustness margins. This controller was implemented and Figure 5.12 shows 
tracking of a 1 Hz triangular wave. We see that there is good agreement between the reference and 
the LVDT-output signals for this input although the system has problems accurately tracking the sharp 
turn-around. 
It should be noted that the bandwidth (< 3Hz) attained with the PI architecture (the bandwidth can 
b e  s l i g h t l y  i m p r o v e d  a t  t h e  e x p e n s e  o f  r o b u s t n e s s )  i s  m u c h  l e s s  t h a n  t h e  " i d e a l "  b a n d w i d t h  ( %  4 1 5  H z )  
as described in the previous section. This low bandwidth can be explained from the following simplified 
analysis. We approximate the plant G by considering only its slow modes x+iy — (0.12± 15.2z) x 102 
and ignoring the fast modes (s + (1.9 ± 4.5%) x 103). This results in a third order closed loop system 
whose characteristic polynomial is given by 
s3 + 15tons  ^+ (kp + w^)s + k{, 
where con = \jt? + y2  — 15.2 rad/s and 5 = x/u>n  — 8 x 10-3. For this system it can be shown 
that the bandwidth is in the order of 5ujn = 12 rad/s — 1.9 Hz. This is in close agreement with the 
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V" 0.15 
Figure 5.11 (a) The region in ki-kp plane that guarantees closed loop stability. 
The contour plots showing (b)the phase margins (c) the gain margins 
(d) the bandwidth of the closed loop systems corresponding to differ­
ent points in the ki-kp plane. 
— output 
i 
I 
time (s) 
Figure 5.12 Tracking of 1 Hz triangular signal with PI controller. 
numerical analysis presented above. 
The main reason for the failure of the PI design is that the poles of the closed loop system (even for 
the third order system) cannot be placed arbitrarily by choosing kp and A higher order controller 
is needed to have full freedom in the placement of poles. Design of a higher order controller requires 
tuning over a larger set of parameters. Significant effort and technical expertise is needed for this. 
Hoo controller design 
The main advantage of using this design is that it includes the objectives of tracking bandwidth and 
resolution in the problem formulation. More precisely, the control law is obtained as a solution to an 
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optimization problem which incorporates the performance objectives like bandwidth and resolution in 
its cost function. This eliminates the tedious task of tuning the gains in the PI architecture (as illustrated 
later even the optimally tuned gains fail to yield acceptable performance). 
The first step towards HQO control design is to form the generalized plant, P. In the system (see 
Figure 5.13 (a)), the exogenous input w is the reference signal r, the control input is u and the measured 
output z is the error signal e. In order to reflect the performance objectives and physical constraints, 
the regulated outputs were chosen to be the weighted transfer function, z\ — W\e, the weighted system 
output, Z2 = W-^y and the weighted control input, 23 = W311. The transfer function from w to z\ is the 
weighted sensitivity function, W\S, which characterizes the performance objective of good tracking; 
the transfer function from w — n to Z2 is the complementary sensitivity function, whose minimization 
ensures low control gains at high frequencies, and the transfer function from w to 23 is KS, which 
measures the control effort. It is also used to impose the control signals to be within saturation limits. 
The weighting functions Wi, i — 1,2 and 3 are used to scale these closed loop transfer functions to 
specify the frequency information of the performance objectives and system limitations. The inverse 
of the weighting functions is an upper bound (up to a constant scaling factor) on the transfer function it 
is used to scale [48]. The transfer function, W\, is chosen such that it has high gains at low frequencies 
and low gains at high frequencies (see Figure 5.14). This scaling ensures that the optimal feedback law 
is such that the sensitivity function is small at low frequencies, thus guaranteeing good tracking at the 
concerned frequencies. More precisely, W\ was chosen to be a first order transfer function, 
TI7 , . 0.1667s + 2827 
= s+ 2.827 ' 
This transfer function is designed so that its inverse (an approximate upper bound on the sensitivity 
funct ion)  has  a  gain of  0 .1% at  low frequencies  (< 1  Hz) and a  gain of  % 5% around 200 Hz. 
The weighting function W\ puts a lower bound on the bandwidth of the closed loop system but does 
not allow us to specify the roll off of the open loop system to prevent high frequency noise amplification 
and to limit the bandwidth to be below Nyquist frequency. As already mentioned, piezo-actuators do 
not have any backlash or friction and therefore have very fine resolution. The resolution of the device, 
therefore, depends on the experimental environment and it is limited by thermal and electronic noise. 
In any closed loop framework the high resolution of the piezo-actuators may be compromised due the 
introduction of the sensor noise (in this case the LVDT) into the system. Clearly this effect is absent 
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Figure 5.13 (a) The generalized plant framework, (b) The closed loop system 
with regulated outputs. 
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Figure 5.14 The weighting transfer functions 
in the open loop case. In the Hoo paradigm these concerns of sensor noise rejection are reflected by 
introducing a weighted measure of the complementary sensitivity function, T, (which is the transfer 
function between the noise and the position y). In this case this weight was chosen to be 
a + 235.6 yyo — 
0.01a + 1414 
which has high gains at high frequencies (note that noise is in the high frequency region). There 
is another interesting interpretation of this weighting function. It decides the resolution of the device. 
Resolution is defined as the variance of the output signal y, when the device is solely driven by the noise 
n; i.e., resolution is equal to the variance of Tn. Thus, W2 that guarantees lower roll off frequencies 
gives finer resolutions. In this way, the trade-off between conflicting design requirements of high 
bandwidth tracking (characterized by low S, T « 1) and fine resolutions (characterized by low T) are 
translated to the design of weighting transfer functions W\ and W2. The transfer function, K S was 
scaled by a constant weighting W3 = 0.1, to restrict the magnitude of the input signals such that they 
are within the saturation limits. This weighting constant gives control signals that are at most six times 
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the reference signals. 
In summary, the regulated outputs are given by 
' W\ (r  — Gu) 
z  
— #2(3% 
Z3 
and the generalized plant, P is described by 
z 
v 
IVj -WXG 
0 
0 w3 
I  —G 
r  
u 
— P  
In practice it is computationally simpler to design a suboptimal controller (i.e. one that is close to the 
optimal with respect to the Hoc norm). In particular, for any 7 > ~,'opt > 0 we can find a controller 
transfer function K such that 
r WiS 
W 2T < 7 
W3KS 
where ^opt is the optimal value. The controller was designed (using the function, hinfsyn in Matlab) 
for 7 = 2.415 and the weighting functions described above. The following sixth order controller 
transfer function, K(s) was obtained with a DC gain of 2.2599 x 103, its poles at —1.14959 x 
107,-1.4137 x 10s,-5.6432 x 103, -2.8274 and (-1.5676 ± 5.8438i) x 103, and its zeroes at 
-1.4137 x 105, (-1.8647 ± 4.4958%) x 103 and -1.1713 x 101 ± 1.5205% x 103. 
The controller, the sensitivity, the complementary sensitivity function and K S transfer functions 
are shown in Figure 5.15. The bandwidth of the system (from the sensitivity transfer function) is found 
to be 138 Hz. It should be noted that this is an enormous improvement over the PI controller. Also, 
this controller provides a gain margin of 2.57 and a phase margin of 62.3° as opposed to the values 
of 1.57 and 89° in the PI controller. This shows that the robustness is considerably better with Hoo 
controller. Note that in this design methodology unlike the one described in Chapter 6 , robustness is 
not explicitly addressed in the design formulation. 
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Figure 5.15 Closed loop transfer functions: (a)controller (b) sensitivity (c) com­
plementary sensitivity (d)KS 
The designed Hoc controller was implemented and the resulting closed loop bandwidth was similar 
to that obtained theoretically. The performance of the Hoo controller is significantly better than the PI 
controller (see Figure 5.16). 
— output (PI) 
reference 
0.2 0.4 0.6 0.8 
8 10 & • output (H J 
reference 
0.2 0.4 0.6 0.6 1 
time (a) 
Figure 5.16 A comparison of the performance of the closed loop system with (a) 
PI controller (b) H0o controller. 
Figure 5.17 shows the performance of this controller for a 25, 50 and 100 Hz triangular and 
100 Hz reference signals. It can be seen that the closed loop system tracks well the lb Hz and 
50 Hz signals (see plots (a) and (b)). The mismatch in the case of the 100 Hz (in (c)) signal is due 
to the accentuation of higher modes of the triangular wave. In contrast, the 100 Hz sinusoidal signal 
shown in (d) does not have higher harmonics and the closed loop system shows much improvement 
in its tracking. In addition to the above advantages the design process was capable of incorporating 
63 
the engineering specifications in a streamlined manner in contrast to the often ad-hoc way of tuning 
parameters in the PI design. 
reference 
LVDT-outpuf 
time (s) 
Figure 5.17 Tracking of (a) 25 Hz (b) 50 Hz (c) 100 Hz triangular waves and 
(d)100 Hz sinusoidal wave using the Hoo controller. 
5.4 Characterization of the device 
In this section, we characterize the closed loop and the open loop device in terms of its resolution, 
bandwidth, and range. We also provide the comparison between PI and 7Yoo designs. First, the device 
was calibrated using a calibration sample which had 180 nm high grooves every 5 /rrri. This grid was 
placed on the sample holder and probed by the AFM head. A triangular input of amplitude 2 V was 
given and the resulting LVDT output showed the presence of 7.26 grooves. This implies the device 
has a static sensitivity of 18.15 \imjV. It was seen that the input voltage of approximately 4 V can be 
given without  reaching the l imits  of  the actuator .  This  guarantees  a  t ravel  range of  70/ . im.  
Elimination of nonlinear effects 
The positioning precision of the piezo-actuators is significantly reduced due to nonlinear effects 
such as hysteresis, drift and creep. Hysteresis effects are significant when the sensors are used for 
relatively long ranges. Therefore open loop piezo-actuators are typically operated in linear ranges to 
avoid positioning effects. However, with Hœ design, these nonlinear effects are compensated and thus 
the closed loop device shows minimal hysteresis. To study this, we first plotted hysteresis curves by 
operating the device in open loop configuration and then compared them with the curves obtained by 
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repeating the experiment in the closed loop configuration. Input signals (less than 1 Hz triangular 
pulses) of increasing amplitudes (IV to A V) were given in open loop configuration and the corre­
sponding output signals recorded. The output vs reference plots are given in (see Figure 5.19(a)). It is 
observed that the hysteresis effects are dominant at higher amplitudes (longer travels). The hysteresis 
is quantified numerically in terms of maximum input (or output) hysteresis given as a percentage of the 
full scale (see Figure 5.18). The maximum output hysteresis varies from 0.74fxm to 4.93[im (7.2% to 
10% of corresponding travels) and the maximum input hysteresis varies from 0.14 V to 0.73 V (5.8% 
to 7.6% of drive inputs). A similar plot (see Figure 5.19(b)) obtained for the closed loop configura­
tion shows that the Hoo design virtually eliminates all hysteretic effects. In this case, the travel length 
is 45nm and the maximum output hysteresis was significantly reduced to 62.3 nm (0.14%) and the 
corresponding maximum input hysteresis was reduced to 2 mV (0.07%). 
Creep is another undesirable nonlinear effect common in piezoelectric actuators. It is related to the 
effect of the applied voltage on the remnant polarization of the piezo ceramics. If the operating voltage 
of a (open loop) piezo-actuator is increased (decreased), the remnant polarization (piezo gain) continues 
to increase (decrease), manifesting itself in a slow creep (positive or negative) after the voltage change 
is complete. This effect is approximately described by the equation, 
where to is the time at which the creep effect is discernible, yo is the value of the signal at to and 7 
is a constant, called the creep factor, that characterizes this nonlinear effect. To measure this effect, 
we studied the steady state step response of the device in open and closed loop configurations. The 
hysteresis 
maximum 
output 1 
hysteresis 
maximum 
i 
Figure 5.18 Numerical quantification of hysteresis. 
y( t )  « yo(l + 7log(t/to)) 
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Input (V) 
open loop 
max. out. hyst. max. Inp. hyst. 
0.74 nm (7.2%) 0.14 V (5.8%) 
2.09 urn (9.3%) 0.36 V (7.5%) 
3.46 urn (9.8%) 0.56 V (7.7%) 
4.93 nm (10.0%) 0.73 V (7.6%) 
Reference (V) 
closed loop 
max. out. hyst.: 
62.3 nm (0.14%) 
max. Inp. hyst.: 
2 mV (0.07 %) 
Figure 5.19 Hysteresis in (a) the open loop configuration, (b) its elimination in 
the closed loop configuration. 
response y( t ) in the open loop was found to approximately satisfy the creep law with a creep factor of 
0.55. The same experiment conducted in the Hoo closed loop (see Figure 5.20) shows that the feedback 
laws virtually eliminates this effect and the system tracks the reference signal. 
= 0.84nm (with controller) 
I 
I open loop 
time (s) 
Figure 5.20 The elimination of creep using Hoc controller. 
A significant adverse effect of the nonlinear!ties is that of non repeatability. This was seen clearly 
in the calibration experiment described in the previous section. In this case, the grooves that were 
observed when travelling in one direction were not concomitant with those in the other direction. This 
is shown in Figure 5.21(a). The corresponding hysteresis curve is shown in (c). These effects were 
removed with Hoo design and in (b), we see that the grooves in the forward and reverse directions are 
aligned with each other (The PI performance is not provided as the scan speed was well beyond the PI 
bandwidth). The corresponding hysteresis plot is shown in (d). The mismatch in the open loop is more 
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clearly seen in Figure 5.22(b), where the image obtained in one direction is positioned behind the one 
obtained in the other direction for the sake of comparison. In (c), the near perfect match with the Hoo 
design is demonstrated. This non repeatability can lead to gross errors when the images are averaged 
over many scans (say to remove the effects of noise). For example, the plot in Figure 5.23 (bottom-left) 
shows the scan of grooves obtained by averaging over the forward and the backward directions. It can 
be seen that it has no semblance with the actual calibration sample (top). However, the averaged scan 
in the closed loop case, (bottom-right), matches very well with the sample. 
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Figure 5.21 Evaluation stage results: (a),(c) mismatch in the position of grooves 
between the forward and the backward traverses in the open loop and 
the corresponding hysteresis cycle. (b),(d) a good match in the closed 
loop configuration and the corresponding hysteresis cycle. 
(a) 
Figure 5.22 (a) The reference (calibration sample) geometry, (b) The mismatch 
in the position of grooves between the forward and the backward tra­
verses in the open loop, (c) a good match in the closed loop configu­
ration. 
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Figure 5.23 (a) The calibration sample (top) (b) Its distorted image obtained 
by averaged data in the open loop configuration (bottom-left), (c) 
Its faithful image obtained by averaging in the closed loop (bot­
tom-right). 
5.5 Conclusions 
Most of the traditional nanopositioners operate in open loop with possible compensation for non-
linearities like hysteresis. In closed loop designs traditional controllers like proportional integral con­
trollers are widely used. The traditional controllers are inadequate to meet the bandwidth and reso­
lution requirements that arise in nanopositioning applications. Moreover it is difficult to incorporate 
bandwidth and resolution requirements in a streamlined fashion in classical design schemes. Design of 
those controllers involve searching and tuning over a wide range of parameters and significant technical 
expertise is needed. 
In the presented design methodology, the bandwidth and resolution requirements can be incor­
porated in a straight forward fashion in terms of sensitivity and complementary sensitivity functions. 
Engineering requirements on bandwidth and resolution are translated to requirements on the shapes of 
sensitivity and complementary sensitivity functions. By formulating the control design problem as an 
optimization problem it is possible to know if the design requirements are achievable by the positioner. 
This is particularly useful in the design stage of the nanopositioner. If the design requirements on 
bandwidth and resolution are achievable, the corresponding controller is obtained as a solution to the 
optimization problem. 
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The experimental results on the nanopositioner presented in this chapter clearly demonstrate the 
efficacy of this approach. There is significant improvement in bandwidth and resolution compared to 
classical design schemes. 
In this design, robustness is not explicitly addressed. In most nanopositioners robustness is a key 
requirement primarily due the nonlinear characteristics of piezo actuation. Moreover nanopositioners 
are operated under different operating conditions for varied applications. In Chapter 6, design schemes 
to address the robustness aspect of nanopositioning is presented. 
CHAPTER 6 Design methodology for robustness 
In this chapter, a large range nanopositioner capable of positioning in two dimensions is presented. 
Flexure stages serve as the sample positioners and is actuated by piezoelectric actuators. The primary 
emphasis on the control design in this chapter is to achieve robustness of the closed loop device. In 
these large range scanners, the robustness requirement is motivated by many reasons: the repeated 
use of flexure stages leads to time varying changes in their stiffness - thus having uncertain pole loca­
tions; the unmodeled nonlinear effects are significant; and these devices are used in diverse operating 
conditions. Here we present two robust control designs motivated by different requirements. First, 
we present  the Glover-McFarlane Tioc design with the goal  of  increasing robustness  of  exis t ing indus­
trial control designs without significantly compromising device performance. Many of the existing 
controllers are designed to achieve specific tracking requirements (such as zero steady state track­
ing) commonly needed imaging applications. The Glover-McFarlane loop shaping scheme provides 
a framework to robustify any existing design with a quantifiable compromise on the performance. In 
this methodology it is possible to separate the designing task of meeting performance specifications 
(such as tracking requirements, bandwidth and resolution) and robustness into two modular steps. We 
demonstrate the robustness induced by this design with a little compromise (sometimes improvement) 
on performance by comparing results with the existing designs. Second, we present robust H<x, design 
to simultaneously achieve performance and robustness in these devices for those applications where 
there is no specific tracking requirement and a characterization of uncertainty is available a priori. 
The chapter is organized in the following way. In Section 6.1, a description of the device is given. 
This is followed by frequency domain based system identification described in Section 6.2. The con­
trol design and the experimental results are presented in Section 6.3. The device characterization is 
presented in Section 6.4. 
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6.1 Device description 
The nanopositioning system studied in this article is described in Figure 6.1 (developed in Asylum 
Research, Santa Barbara, California). 
Y LVDT 
sample] 
^positioner 
Y piezo 
X LyDT 
string 
ll'x piezo 
Figure 6.1 A schematic of the nanopositioning device. There are two stages 'X' 
and 'Y' with 'X' sitting on top of 'Y'. Each stage is actuated by 
piezo-electric stacks and the resulting motion is sensed by LVDT sen­
sors. 
The flexure stage consists of two stages, 'X' seated on 'Y' (see Figure 6.1), with the sample holder 
on the 'X' stage. Each stage, by virtue of the serpentine spring design deforms under the application of 
force providing motion. These forces are generated by stack-piezos. As shown in Figure 6.1, there are 
three piezo-actuators in series for each axis. The motion of each stage is measured by the respective 
LVDT (Linear Variable Differential Transformer) and the associated demodulation circuit. 
Besides being cheaper, the piezostacks have longer travel ranges compared to their cylindrical 
counterparts used more often in industry. These actuators lead to a travel range of approximately 
100 [xm in both directions. The modified LVDT sensors used in this design have resolution in the order 
of 2 À over 1 kHz bandwidth which gives a vast advantage over more common optical sensors. The 
control laws are implemented on a Analog Devices ADSP-21160 digital signal processor. 
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6.2 Identification 
The complex structural design makes physical modeling of the device difficult. The model has 
been inferred using frequency response based techniques. The device is viewed as a two-input two-
output system where the low voltage signals to the 'X' and 'Y' amplifiers (ux and uy) are the inputs 
and the motion of 'X' and 'Y' stages measured by the respective LVDT sensors, (x and y) are the 
outputs. This results in four input-output transfer functions, Gij ,i,j G {x, y}. Here G^ represents the 
transfer function from the input Uj to the output i. Figure 6.2 depicts the different blocks constituting 
the mapping between u x  and x.  
dc offset 
amp stage LVDT 
Figure 6.2 u x  is the input to the amplifier which drives the stack piezo. The mo­
tion of  the s tage is  sensed using an LVDT sensor  whose output  is  x.  
These maps can be assumed to be linear over a small region of operation about an operating point. 
A DC offset is applied to maintain a particular operating point (see Figure 6.2). The nominal operating 
point is chosen to be the null position, i.e. where the LVDT outputs read zero. Frequency responses 
are  obtained about  this  operat ing point  to  obtain the nominal  model  ( that  maps (u x  u y ) '  into (x  y) ' )  
denoted by, 
G  X X  G X y  G = 
GyX  Gyy 
The responses are obtained using a HP3536A signal analyzer with 10 mV amplitude forcing and 
averaged over 200 measurements for a bandwidth of 1.25kHz. Note that the forcing signal is small 
since the total input range is 10 V which corresponds to around 100 fim travel range. Rational transfer 
functions are fit to responses. Gxx(s) is a 7th order transfer function with the first resonance frequency 
at  approximately 390 Hz. G y y (s)  is  5th order  with the f i rs t  resonance frequency at  235 Hz. G x x (s) ,  
Gyx(s) and Gyy(s) are given below, 
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4.29 x 10">(a2 + 631.2a + 9.4 x 10^)(a^ + 638.8a + 4.5 x 10?) 
(s2 + 178.2a + 6 x lQ6)(a2 + 412.3a + 1.6 x 10?)(a2 + 209.7a + 5.6 x 107)(s + 5818) 
M - ~28.7(S - 5094) 
«= w - g2 + Q4 ?a + 6.48 x 10^ ' 
, , 1.38 xlO^(a^ +1006a + 1.625 xlO7 
VV^S' ~ (s + 6165) (s2 + 101.7s + 2.18 x 106)(s2 + 708.1s + 2.7 x 107) ' 
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Figure 6.3 Experimental frequency response is compared with the response of the 
model  G x x (s) .  
G x y  and G y x  were found to be relatively small compared to G x x  and G y y .  Figures 6.3, 6.4 show 
how well the frequency responses obtained from these models agree with those obtained experimen­
tally. 
In order to further validate the models, step responses obtained experimentally are compared with 
the model responses. In Figure 6.5, a comparison of the step responses shows agreement between the 
experimental and model response for Gxx. The slight variation in gain could be attributed to hysteresis 
since the models are obtained using low amplitude (10 mV) signals whereas the step response in this 
experiment  has  a  magnitude of  around 200 mV. 
Due to the piezo-actuation and the changing flexure dynamics these models were found to vary 
with different operating points and with time. To study the variation of these models with respect to 
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Figure 6.4 Experimental frequency response is compared with the response of the 
nominal  model  G y y (s) .  
operating points, frequency responses are obtained at different operating points. A considerable vari­
ation was observed in these responses. Figure 6.6 shows the responses obtained at different operating 
points spread over a range of approximately 80 yum, separated by approximately 20 \im. Further it 
was observed that the frequency response at the same operating point varies when obtained at different 
times. This time varying uncertainty typically manifests as a change in the resonance locations. This 
is again an artifact of the flexure stage. Repeated cycling at significant strains (like in the case of the 
nanopositioner discussed in this chapter) could lead to changes in the Young's modulus of the flexure 
through effects such as strain hardening. This translates to changes in the spring constants and hence 
the change in the pole positions. The mass of the objects which are being positioned could also affect 
the frequency response of the positioner. However due to the relatively large mass of the flexure stage, 
this effect is not very pronounced. All these uncertainties make robustness of the closed loop system a 
key requirement. 
6.3 Controller design and implementation 
In the design of the feedback laws, the coupling transfer functions G x y  and G y x  are neglected in 
order to simplify the design process. This is reasonable as the coupling terms are relatively small. The 
mode of operation of this device is such that higher bandwidth requirements are made on the smaller 
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Figure 6.5 The experimental step response is compared with the response of G x x  
stage 'X' where as 'Y' stage is made to move relatively slow. Hence, there is a greater emphasis on the 
control  designs for  the 'X '  s tage which is  presented in  this  chapter .  Designs were also done for  G y y  
and the resulting diagonal controllers were implemented, the details of which are not presented in this 
chapter. Figure 6.7 shows the unity feedback loop for the 'X' stage. 
In this figure, x r  is the reference signal, the output signal is x and K x x  is the control transfer 
function that needs to be designed. The error ex is given by, ex = xr — x — Sxr — Tnx, where S is 
the sensitivity function and T is the complementary sensitivity function. The closed loop bandwidth 
of the nano-positioner is defined to be the frequency at which |S(j(v)| crosses —3 dB. Since T is the 
transfer function between e and the noise n, the complementary sensitivity function is a measure of 
the resolution. As mentioned earlier, the primary emphasis of this chapter is on robustness. ||r||oo and 
11S | |oo are good measures of the robustness of device (for appropriate uncertainty classes) and will be 
frequently used in subsequent discussions for comparing the robustness of various design schemes. In 
particular these values give a lower bound on the gain and phase margins. Lower bounds on gain and 
phase margins given in terms of ||S'||00 are GM = ||5'||00/(||S'||00 — 1) and PM = 2sin 1(1/2||5||00) 
(see Ref. [48]). 
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Figure 6.6 Experimentally obtained frequency responses at different operating re­
gions for the X stage. 
XX XX 
Figure 6.7 A unity feedback configuration for G x x .  
Control designs 
For robust nanopositioning, two approaches are employed. In the first approach Glover McFarlane 
robustifying controllers are designed for existing controllers typically employed in nano-positioners. In 
the second approach robust Hœ designs are employed to meet the bandwidth and tracking requirements 
along with the required robustness. 
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6.3.0.1 Robustification of existing controllers 
Proportional double integral (PII) control design 
Proportional integral (PI) and proportional double integral (PII) controllers are the most common 
forms of controllers currently used for nanopositioning in the scanning-probe industry. Their popu­
larity stems from the fact that they are simple to implement. Moreover an attractive feature of these 
controllers is that they can track ramp signals (common in imaging applications) with zero steady 
state errors. The PII controller has the structure kp + ki/s + kvl j s1. Here a PII design is presented 
which has been obtained after considerable search and tuning over the parameter space. It is given by 
Kpii(s) — 0-00i^+450s+i0s ^ ^ p]0t of S(ju>) is shown in Figure 6.8. Besides having a low closed loop 
bandwidth of 31 Hz, this design has poor robustness properties. The ||S'||00 for Kpii is 15.5 dB which 
is highly unsatisfactory and leads to sustained oscillations and instability while performing large range 
scans. 
-3 dB I 
E 
-40 
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•3 150 
-g 100 
$ 50 
10" 10 10' 
frequency (Hz) 
Figure 6.8 The bode plot of the sensitivity function is shown for a PII controller. 
The peaks in the magnitude plot indicate lack of robustness. 
The PII controller was implemented and Figure 6.9 shows the tracking of 1 Hz and 5 Hz triangular 
waves. The tracking errors at turn around points are large since these contain higher harmonics which 
the device does not track. However, this is not a significant problem as the data corresponding to this 
region is discarded in typical imaging applications. But it is important that in the mid regions, the 
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Figure 6.9 This figure shows the tracking of triangular reference signals using 
Kpn. (a) The tracking of a 1 Hz triangular signal is shown, (b) At 
5 Hz, oscillatory behavior is observed, (c) This reduces the region of 
the trajectory which can be used for scanning purposes. 
triangular wave is tracked satisfactorily. The 5 Hz tracking is unsatisfactory as the error is substantial 
over the whole trajectory. Figure 6.9 shows that the usable region of the trajectory is only 30% of the 
total period. The oscillatory behavior is due to the peaks present in |5(ju;)| (see Figure 6.8). Due to 
the low phase margin, attempts to introduce a low pass filter within the loop to improve the resolution 
results in instability. Moreover it is commonly observed that the PII controller goes unstable or starts 
showing oscillatory behavior while scanning over large scan ranges. 
Glover-McFarlane control design 
The PII designs are non-robust and they fail to achieve large closed loop bandwidths. Moreover, 
the designs are tedious requiring tuning over multiple parameters. These parameters are designed to 
shape the open loop transfer function L — GK so that it has high gains at low frequencies and low 
gains at high frequencies. The resulting high gains at low frequencies imply better tracking of reference 
signals and the low gains at high frequencies give better device resolution by ensuring noise attenuation 
in the feedback signals. Moreover the PII controllers ensure that the device tracks ramp signals with 
zero steady state error. However, these designs do not account for uncertainties in the plant model 
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and therefore do not guarantee robustness. These control laws are highly sensitive to these model 
uncertainties (as seen from the large values of HS'Hoo) and therefore the closed loop performance in 
actual experiment deviates considerably from that predicted by the design. 
The elegant control design introduced by Glover and McFarlane (see Ref. [50] and Ref. [51]) 
addresses both the performance and robustness requirements. In this design, the model uncertainties 
are included as perturbations to the nominal model and the robustness is guaranteed by ensuring that the 
stability specifications are satisfied for the worst-case uncertainty. A remarkable feature of this design 
is that it achieves robustness with marginal reduction in performance. In fact, it is able to quantify 
the reduction by determining explicit bounds on how much it changes the loop gains at low and high 
frequencies. This design process consists of two steps: 
1. Design for performance: In this step, a shaping transfer function K s  is designed to meet the 
performance requirements like high loop gain in low frequencies and low loop gain in high fre­
quencies. At this stage the requirements for robustness and even stability are not considered. In 
the design presented in this chapter, Ks is set equal to PII/PIID controllers. This is done to retain 
the closed loop property of tracking ramp signals with zero steady state error. Another reason is 
the prevalent use of such controllers in nanopositioning to realize performance specifications. 
2. Design of a robustifying controller: In this step, a robustifying controller K r  is obtained which 
gives  good robustness  propert ies  to  the closed loop system obtained f rom the shaped plant  G s  = 
KSGXX of the previous step. 
More specifically let G s  = jj  be the normalized coprime factorization of the nominal shaped plant. 
The normalized coprime factor uncertainty characterization is given by, 
r  N + Ajy ,| r I I, -, 
^•M + AM i M -I ~ 
The robustifying controller should stabilize all the plants belonging to the above set for a specified 
e. For a shaping controller Ks, the maximum possible e, emax can be calculated apriori as shown below. 
The robustness  margin e  is  chosen to  be s l ight ly  less  than em a x -
The following steps yield the optimal controller that assume a state space model (A, B, C,  D) 
avai lable  for  the t ransfer  funct ion G s  — KSGX X .  
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Figure 6.10 The shaping controller is denoted by K s  and the robustifying con­
trol ler  is  denoted by K r .  
1. Let 7 = 1 /e. Obtain Z by solving the algebraic Riccati equation (ARE), 
(A - BS~ lDTC)Z + Z(A -  BS~ 1D tC) t  -  ZCTR- lCZ + BS~ lBT  = 0 
where i?  =  I  + and 5  = I  +  DTD. 
2. Obtain X by solving the ARE, 
(A - BS~ 1D tC) tX + X(A -  BS~ 1DTC) -  XBS~ lBTX + CFR^C = 0 
3. The state space realization of the robustifying controller is given by, 
K r  
A + BF + 1 2 (LT ) - lZCT{C + DF) 
B tX -D t  
where F = —S 1 (DTC+BTX) and L = (1—72)/+XZ. The control loop to be implemented 
is provided in Figure 6.10. 
The maximum possible e is given by em a x  = (1+p(XZ))~ 1 / 2  where p denotes the spectral radius. 
As mentioned earlier an important feature of the Glover McFarlane design is that the loop transfer 
function before and after robustification is not significantly different. In fact in Ref. [51] it is shown 
that when |G s ( j t j ) \  >  \J  1/e2 — 1, 
l^rC/w)| > \G a ( ju) \ -  y i /e
2
- l  
yi/62-l|G,(;w)| + l' 
and when \G a ( juj) \  <  2  — 1,  
l^rW| < \G a ( ju) \  +  Vl /e^-l  
i — \AA2 ~~ ^\Gs(juj)\ 
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The above inequalities show that in the frequency regions where \G a ( joj)  \ is big and in the frequency 
regions where |Gs(jcv)| is small, there is a bound on the extent to which the robustifying controller 
changes the loop shape. 
Robustification of K pu 
The design process was applied to G x x  with K s  set to K p i i  from section 6.3.0.1. A 9th order 
robustifying controller Kr was obtained given by, 
5227.6(3 + 5818)(s + 31.45)(s2 + 160.3s + 5.98 x 106) 
(a + 2797) (s + 5684)(a + 294.8) (a^ + 386.2a + 6.6 x 10«) 
(32 + 209.63 + 5.6 x 10?) 
* (32 + 397.3a + 1.66 x lO?)^ + 203.3a + 5.62 x 10?) ' 
PU 
after robustification 
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frequency (Hz) 
Figure 6.11 This plot illustrates the reduction in value due to Glover Mc-
Farlane robustification. 
Figure 6.11 compares the simulated sensitivity functions for a design with K s  before and after 
robustification. The much lower Halloo value indicates higher robustness. A careful examination of the 
sensitivity functions of PII controllers indicate the presence of two distinct peaks. One low frequency 
peak and one near the resonance of the plant. The low frequency peak arise from the Bode integral 
formula, 
roc 
/  ln\S(juj) \dio = 0 
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to be satisfied by a loop transfer function, L with relative degree two and no poles in the open RHP. 
Assume that for some a > 0, |S(jcv)| < in the frequency region [0, ivi]. The parameter a is a 
measure of the tracking performance. From the Bode integral formula the following condition needs to 
be satisfied, 
Moreover it can be shown that there exists k > 0 and wg such that the loop transfer function 
satisfies, \L(juj)\ < kjJ2 for all u> G [w2, oo]. This added roll off condition which is essential for good 
resolution, makes the Bode integral effectively a "finite" integral which results in the appearance of the 
low frequency peak in the S frequency response. 
It can be seen that an increase in primarily results in an increase in the magnitude of the high 
frequency peak where as an increase in ku results in an increase in the magnitude of the low frequency 
peak as seen in Figure 6.12(a). Both these peaks are unsuitable for nanopositioning as they introduce 
low and high frequency oscillations while tracking. As Figure 6.12(a) shows, varying and ku does 
not reduce the peaks significantly without substantial compromise on bandwidth. But the robustifying 
controller with the added model information shapes the sensitivity function in such a way that the 
low and high frequency peaks are reduced in magnitude simultaneously with marginal compromise on 
bandwidth. 
Figure 6.12(b) compares the experimentally obtained |5'(jcv)| for K p v i  before and after robustifica-
tion. There is substantial reduction in the peak of |6"(jw)| due to the robustifying controller. Note that 
the bandwidth is comparable for both in spite of the significant difference in robustness. 
Designs for higher bandwidth 
In step 1 of the proposed two part design, the controller being designed for performance does 
not have to result in a stable closed loop map. Thus for example, considerably more aggressive PII 
controllers can be implemented with the help of robustification. 
Figure 6.13 depicts the experimentally obtained S(joj)  of a high bandwidth Glover McFarlane 
design. The design corresponds to a PII controller °-001s2+6Q0s+6xl°5 _ The PII controller if used 
without robustification results in instability of the closed loop. However with robustification, the design 
is stable and it guarantees good robustness margins with the added benefit of increased performance. 
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Figure 6.12 (a) The control design can be viewed as shaping of the sensitivity 
function while satisfying the Bode integral formula. An increase in 
the gains of the PII controller results in two significant peaks appear­
ing in the plot of \S(jui)\. Without any model information, it is not 
possible to reduce the two peaks by varying the PII coefficients with­
out compromising on the bandwidth significantly. The robustifying 
controller with its model information shapes S in such a way that 
both the peaks are reduced in magnitude at the expense of marginal 
performance (b) Experimentally obtained S(jui) of Kpil before and 
after robustification. 
This plot shows significant increase in bandwidth (> 55 Hz) without much loss in robustness 
( | |S| |oo = 1.7).  
Triangular signals are tracked using the implemented Glover McFarlane designs. Figure 6.14 illus­
trates the tracking of 5 Hz and 10 Hz signals using the aggressive Glover McFarlane design. Except 
for the turn around points the tracking error is small. For the 5 Hz triangular signals, approximately 
70% of the period is usable in this case compared to 30% for Kpu in spite of the larger amplitude of 
the reference waveform. Moreover these controllers are remarkably robust allowing the use of filters 
inside the loop to improve resolution. 
Since the performance and robustness requirements are decoupled, Glover McFarlane controllers 
can be used to robustify commonly used controllers like PII which have features like zero steady state 
error for ramp tracking. This is a significant advantage particularly when the nano-positioner is used for 
scanning applications. But in applications where robustification of existing controllers is not required, 
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Figure 6.13 Experimentally obtained sensitivity function of an aggressive (high 
bandwidth) Glover McFarlane design 
particularly in applications like nanolithography where zero steady state error ramp tracking is not 
essential single step designs like Hoc can be employed which is addressed next. 
6.3.0.2 Robust Woo control design 
Nominal Hoc control design 
One of the disadvantages of classical control design processes is that exhaustive search over the 
space of controller parameters is needed to meet bandwidth and resolution requirements. Also, in 
these designs, the open-loop transfer function is shaped even when these requirements are made on the 
closed loop transfer function. In the nominal Hoc design, the control law is obtained as a solution to an 
optimization problem which incorporates the performance objectives in its cost function. In this design 
the performance requirements  are  imposed direct ly  on the closed loop t ransfer  funct ions S,  T and KS 
using appropriate weighting functions. Since the error ex = Sxr — Tnx, the bandwidth requirement is 
imposed on S. The requirement of high resolution is translated to rolling off of T at high frequencies. 
A bound on KS can be used to limit the control effort, ux since ux = KSxr. In this design, a controller 
transfer function is obtained through an iterative process (see [48]) such that 
w pS 
WTT 
wuKS 
< 1, where 
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Figure 6.14 (a) Tracking of 5 Hz triangular signals using a Glover McFarlane 
controller, (b) Tracking of a 10 Hz signal using the Glover McFar­
lane controller. Except for the turn around regions, the tracking is 
very good, (c) For the 5 Hz triangular signals, almost 70% of the 
period is usable in this case. 
w p ,  WT and wu  are the weighting functions that we design. Such a controller guarantees |'Wp5'||oc < 1, 
\\WTTWOO < 1 and ||wu/^S'||00 < 1. These weighting functions are designed to specify the frequency 
information of the performance objectives and system limitations. The transfer function, wp, was 
chosen such that it has high gains at low frequencies and low gains at high frequencies. This scaling 
ensures that the optimal feedback law is such that the sensitivity function is small at low frequencies, 
thus guaranteeing good tracking at the concerned frequencies. More precisely, wp was chosen to be 
° 
67^+96425g+222i1()5 • This was done to achieve a closed loop bandwidth of 75 Hz and to induce 
a 40 dB slope for S which approximates a double integrator (to have better ramp tracking). The 
weighting function, WT = 0 ois+628 3 was chosen so that it has low gains at high frequencies and high 
gains at low frequencies. This was done to ensure rolling off of the complementary sensitivity function 
at high frequencies to have noise attenuation and thereby have better resolution. Figure 6.15 depicts 
\w p ( juj)  \  and \wT ( juj) \ .  
The weighting function for the control, wu  was chosen to be a constant given by wu  = 1/10. This 
ensured that the piezo signals were within saturation limits. A 10th order controller was obtained from 
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Figure 6.15 a) The weighting function for the sensitivity function. The 40 dB roll 
off is to approximate a double integral action which enables steady 
state ramp tracking, b) The weighting function for the complimentary 
sensitivity function. 
this design which has a bandwidth of 104 Hz. 
The controller was found to be non-robust and was found to have poor noise characteristics after 
implementation. The reason for this behavior is that the nominal Hoo design does not account for pole 
uncertainties which are crucial for Gxx which has lightly damped poles. The nominal Hoc controller 
has zeros at 389 Hz which is a dominant pole of Gxx which is also lightly damped. See Ref. [52] for 
a detailed description of these pole-zero cancellations in nominal Hoc designs. Nominal Hoo design 
without consideration for robustness is found to be inappropriate for the nano-positioner. Robust Hoc 
designs which account for pole uncertainties is one way of tackling this problem at the expense of 
bandwidth. 
Robust Hoc design 
In this design, The pole uncertainty in Gxx is characterized using multiplicative uncertainty. The 
poles (those corresponding to the primary resonances) are varied over a certain regime and their corre­
sponding frequency responses are plotted. Wi(s) is obtained such that these responses are captured by 
the perturbed plants GXT(s)(l + io»(s)A) where | 
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DeltaWoo < 1. It can be shown that if a controller has to satisfy \\wpSWoo < 1 for plants belonging 
to a class Qxx — {Gxx( 1 + WiA) : ||A||^ < 1}, then it is sufficient that, <  l / \ / 2 i  IS 
satisfied (see Ref. [48]). So in the original nominal Hoo problem, the selection of WT = W% fetches 
robust performance instead of just nominal performance. For Gxx, u>i was selected to be, 
WI(s) = 0.84^ + 2214a + 5.3 x 10^ 
s2 + 575.5s + 6.12 x 106 ' 
In the original Hoo problem, WT was chosen to be WI to incorporate the added robust performance 
requirement. The resulting controller was 11th order. 
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Figure 6.16 (a) Analytical S and T frequency responses for nominal and robust 
Hoo designs, (b) The experimentally obtained sensitivity and com­
plementary sensitivity functions are compared for nominal and robust 
Hoo designs. 
A comparison of the analytical closed loop transfer functions of the two designs are shown in Figure 
6.16(a). The experimental plots are compared in Figure 6.16(b). It can be seen that the experimental 
closed loop transfer function plots have some features absent in the analytical plots. This is due to 
uncertainty in the plant model, particularly pole uncertainty. Figure 6.16(b) shows the experimental 
result of how the robust design introduces a dip in this frequency region thus reducing the magnitude 
of these unwanted peaks (Figure 6.16(b) shows a 5 times reduction in the unwanted peak at near the 
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dominant pole location due to the robust design). 
Implementation of the controllers 
The controllers designed in section 6.3 were discretized and implemented on an Analog Devices 
ADSP-21160 Digital Signal Processor. A schematic of the control system is shown in Figure 6.17. The 
analog signals were sampled at 100 kHz. 
ADSP-21160 
XR 
ADC 
ADC DAC control law 
Figure 6.17 A schematic of the controller hardware. 
e(n)_|_ u(n) w(n) 
x> 
-1 
,-1 
Figure 6.18 The controllers were split into second order sections (biquads) and 
each of them was implemented in a direct form II IIR structure 
depicted above. The computational time for one biquad is 24ns. 
t>i — bi/bo, b2 = 62/60, &i = —<%i and ôg = —«2-
The discretized controllers were split into biquad sections (second order sections) and each biquad 
was implemented in a Direct Form II IIR structure. This cascade implementation allows optimum 
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pole-zero pairing and ordering which can be used to counter finite word length effects (see Ref. [53]). 
Figure 6.18 shows the direct form II realization of a single biquad given by, • 
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Figure 6.19 The experimentally obtained frequency response of an implemented 
robust Hoo controller is compared with the analytical response. The 
minor difference in phase is attributed to delay in the circuitry. 
The frequency response of an implemented controller (robust Hoo) is compared with the analytical 
response in Figure 6.19. The slight difference in phase is due to delay in the loop. 
6.4 Characterization of the device 
The range of the X stage was obtained to be 110 /j,m and the sensitivity of X LVDT was found to 
be 6.76 jim/V. 
Since this device has no backlash (as there are no sliding parts) or any other such design restrictions, 
the resolution of the device is primarily determined by noise. However, this makes the comparison of 
resolution between the open and the closed loop configurations difficult. Theoretically, since in the 
closed loop designs, the noise is fed back to the actuator, they cannot achieve better resolutions than the 
open loop configurations. However, the open loop devices are plagued by nonlinear effects such as drift 
and creep which make it very difficult to attain these theoretical values in a repeatable and predictable 
manner. On the other hand with these nonlinear effects being practically absent, the closed loop designs 
give much better access to accurate positioning. We emphasize here that though theoretically the open-
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loop resolutions are better (which may possibly be realized with very rigorous experiments and post 
data processing), it is much easier to predict and realize accurate positioning in the closed loop designs. 
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Figure 6.20 a) LVDT measurement without the controller, b) LVDT measurement 
while a controller is stabilizing at 0V. 
Since the transfer function between x and the noise, n is T, (x = Txr — Tn) this transfer function 
forms a good basis to characterize resolution and compare different designs. This transfer function 
brings forth the trade off that exists between the resolution and the bandwidth. This is seen from the 
fact that higher bandwidth implies bigger error signals and therefore worse resolutions. The resolutions 
can be characterized by associating appropriate metrics to the error signals ex = Tn if enough statistics 
describing n is available. This presents us the other problem we have with the characterization of the 
resolution. It is the fact that our measurements are limited by the resolution of the LVDT sensors, 
i.e., the device is capable of motions that are smaller than which LVDT can detect. However, to get a 
quantitative feel of how small these error signals can be, the following experiment was done. The LVDT 
signals for both the open-loop and the closed-loop (Glover McFarlane) designs were measured when 
the system is at the nominal operating point. The measurement is taken over a small time window 
since in open loop the mean varies with drift, creep etc. Figure 6.20 shows that the variance of the 
sensor output while in open loop is higher than that in closed loop. This illustrates the improvement in 
'resolution' due to feedback. It should be remembered that the closed loop resolution depends on the 
bandwidth and the shape of the corresponding complementary sensitivity functions. Better resolutions 
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can be achieved by reducing the bandwidths. 
As mentioned earlier, the application of the piezoactuated devices are greatly limited by nonlinear 
effects such as hysteresis and creep. However these effects are nearly eliminated by the feedback 
designs described earlier. 
6.5 Conclusions 
In large range nanopositioners along with bandwidth and resolution, robustness assumes great sig­
nificance. A highly robust linear controller is needed to tackle the nonlinearities associated with piezo-
actuation and the changing flexure dynamics without having to design specific nonlinear controllers. 
The design goals of robustness, bandwidth and resolution can be quantified in a straight forward man­
ner in the framework of modern robust control. Two approaches are employed to build controllers 
which provide high robustness while maintaining or bettering the stringent bandwidth and resolution 
requirements. The Glover McFarlane design is particularly attractive when the need is to robustify 
an existing controller with specific tracking requirements like having to track ramp signals with zero 
steady state error. It also has the advantage of not having to characterize the uncertainty explicitly. If 
there is no specific tracking requirement and if an a priori characterization of uncertainty is available, 
then a robust Hoo design is found to be attractive for robust nanopositioning. These design methodolo­
gies are experimentally demonstrated on a two dimensional large range nanopositioner. The analytic 
and experimental sensitivity and complementary sensitivity functions along with some tracking results 
are shown to demonstrate the merits of the design. The infinity norm of S is chosen to be the measure 
of robustness while comparing the various design schemes. 
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CHAPTER 7 Nanopositioning approach to contact mode AFM imaging 
The design schemes developed for robust broadband nanopositioning described in Chapters 5 and 
6 were applied to the imaging problem in an Atomic Force Microscope. The problem of imaging is 
viewed from a modern control perspective. A similar approach has been pursued in Ref. [43]. In this 
chapter, I present some new insights and a few preliminary ideas and results on improving the quality of 
imaging. In section 7.1, a brief description of the device is presented. The modern control framework 
for imaging is developed in section 7.2. Section 7.3 describes the new control strategies employed and 
the experimental results. 
7.1 Device description 
The schematic of the AFM (Asylum Research, Santa Barbara, California) used in the research is 
shown in Figure 7.1. The cantilever deflection is measured using an optical detection system. The 
sample to be imaged is placed on an X-Y nano-positioning stage. In a typical imaging operation, the 
cantilever deflection is maintained at a set point while scanning the sample surface using the nano-
positioner. This is achieved using a feedback controller which moves a Z positioner to which the 
cantilever is attached. The control effort is typically considered to be a good measure of the sample 
profile. 
7.2 Formulation of the imaging problem 
Figure 7.2 describes the resulting feedback loop when the AFM imaging is viewed from a systems 
perspective. Let Gz denote the transfer function between the control effort and the Z positioner's 
movement (in nanometers) and let Gc be the map between the Z movement and the cantilever deflection. 
The sample profile is filtered by a system Gj and enters the loop as a disturbance. The output is the 
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feedback 
controller 
-^mirror 
x I photo diode positioner 
/ cantilever 
cantilever 
X-Y 
scanner sample 
Figure 7.1 The principal components of the AFM are a micro-cantilever, an opti­
cal detection system, an X-Y sample positioner, a Z positioner and a 
feedback controller. The Z positioner is moved up and down to main­
tain a constant cantilever deflection while the sample is being scanned. 
signal from the optical detector. Assuming the photodiode has no dynamics and is linear, % is a 
constant which is the sensitivity of the optical detector. It can be easily seen that Gc and Gj, are the 
I d(t) 
vr + v(t) 
•Q- I—1 
Figure 7.2 Systems perspective to AFM imaging. v(t) is the output of the optical 
detector and the disturbance d(t) is the sample profile. The control 
effort is u(t) and the resulting motion of Z positioner is z(t). The 
controller is trying to maintain a constant deflection in the presence of 
the disturbance entering the loop. 
same. Assuming linearity about an operating point Figure 7.2 can be reduced to Figure 7.3. Here d is 
assumed to be a scaled version of d if Gc is assumed to be a constant Sc. Gzv = GzScSpl is the map 
between the input to the Z positioner and the optical detector's output. 
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^ v(t) 
o-
Figure 7.3 Gzv is the transfer function between the input to the Z positioner and 
the output of the optical detector, d is a scaled version of the sample 
profile. 
The imaging problem can be stated as the problem of measuring d(t) while maintaining v(t) near 
vr and in the presence of the detector noise nv. 
Gzv was identified using frequency domain identification techniques. Figure 7.4 depicts the ex­
perimental frequency response and the response of a model used to fit the experimental response. The 
identified Gzv (s) is fourth order and is given by, 
r  M _ Q ,  Y i n s  s2 +4.76s+ 8.67 X 106 
- (g2 + 58.68a + 8.53 x!06)(g2+ I467s + 1.2xl0») 
model response </\ 
-
2t 
100 
I 0 
2-ioo 
-200 
10" 
Figure 7.4 Experimental frequency response of Gzv versus that of its model. This 
figure shows that the fourth order model captures the response accu­
rately 
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7.3 Control design 
As stated in section 7.2, the imaging problem is observing d(t) while maintaining a set point de­
flection. It is important not to have substantial error while maintaining this deflection value. A big 
error could result in tip and sample damage. It is also important to maintain the cantilever tip in a 
linear regime of operation. This translates to a requirement on the bandwidth. High bandwidth enables 
the measurement of d with higher frequency content which leads to faster imaging speeds. There are 
stringent requirements on the resolution in Atomic Force Microscopy. The cantilever sensor has sub-
nanometer resolution over a kilo Hertz bandwidth in open loop. There is a bandwidth versus resolution 
tradeoff which needs to be addressed. Robustness is another important requirement. The Z positioner 
is piezo driven and hence is highly nonlinear. Since Gzv is modelled as a linear system, it is imperative 
that the controller designed should be robust to model uncertainties. Diverse operating conditions and 
the fact that the end users of the AFM are people with limited knowledge in control theory further 
necessitates high robustness. 
Currently only proportional-integral controllers are used in commercial Atomic Force Microscopes. 
These non-model based controllers have severe bandwidth limitations. The robustness of these con­
trollers are very poor. Moreover the control effort is used as a measure of the sample profile. From 
Figure 7.3, it is seen that when Gzv is a constant with no dynamics, the control effort can be used 
as a measure of the sample profile. This approximation fails especially at high frequencies when the 
dynamics of the Z positioner become prominent. 
Two approaches are taken for the control design problem. The first one involves the design of 
Glover McFarlane Hoo loop shaping controllers. This design is particularly attractive since the design 
can be done on existing PI controllers as depicted in the next section. In the second approach, require­
ments on bandwidth, resolution and robustness are translated to constraints on the loop shapes of the 
appropriate closed loop transfer functions. Mixed sensitivity Hoo controllers are designed to obtain 
the required loop shapes. Moreover properties of these controllers allow the use of a better signal as a 
measure of the sample profile. 
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7.3.1 Hoo loop shaping design for robust imaging 
Integral controllers are widely used in industry since they can track step signals with zero steady 
state error. But there are severe bandwidth limitations as well as poor robustness. Glover McFarlane 
loop shaping design (see Ref. [50] and Ref. [51]) robustifies the system while maintaining the integral 
structure of the controller. The design involves two steps: 
1. The selection of an integral controller as the shaping controller K s  
2. Obtain a robustifying controller K r  to robustify the shaped plant GZVKS  
Figure 7.5 depicts the resulting closed loop. Another significant advantage of the Glover McFarlane 
design is that instead of using u(t) as a measure of the sample profile, v,(t) could be used as a measure of 
the sample profile. û(t) is found to be a better measure of the sample profile. As a result of extensive 
vr(t) + 
K û(t) u(t) 
- Ks -1 Kr < 
% v(t) 
fly] + 
Figure 7.5 This figure depicts the design of a Glover McFarlane Hoo loop shaping 
controller for imaging. Ks is an integral controller. A robustifying 
controller Kr is designed based on the model information. ù(t) is 
found to be a better measure of the sample profile d(t). 
tuning of the system, an integral controller of Ki(s) = 136/s was obtained. Any further increase in 
the gain of the integral controller results in severe lack of robustness and sustained oscillations. In the 
design of Glover McFarlane robustifying controllers the shaping controller, Ks could be chosen such 
that it makes the closed loop unstable if used without robustification. Hence an aggressive integral 
controller Ks(s) = 500/s could be chosen as the shaping controller. A robustifying controller for the 
shaped plant was obtained given by, 
2.9 x 104(„2 + 98.03a + 8.55 x 10^) 
^ (s + 1.9 xl04)(s2 +10.58a+ 8.74x106) 
s2 - 1562s + 9.25 x 107 
X s2 + 1.2 x 104 + 2.473 x 108 
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Figure 7.6 shows the sensitivity plots for Ki and KsKr. The integral controller provides a bandwidth 
of 181 Hz while the Glover McFarlane controller gives a bandwidth of 301 Hz. The improvement in 
robustness is evident from the values of ||^||^. For the integral controller, Halloo is 4.46 while that for 
the robustified controller is 1.4. Note that 115111 œ. is a direct measure of robustness. Lower bounds on the 
gain and phase margins can be derived from ||^||^ (see Ref. [48]). While imaging, S is a measure of 
101 to2 103 
frequency (Hz) 
Figure 7.6 The sensitivity function obtained using the integral controller is com­
pared with that obtained using the Glover McFarlane design. There is 
remarkable improvement in the bandwidth and robustness. 
the effectiveness of maintaining the set point deflection. So S should be small in the frequency region 
of the disturbance signal which is the sample profile. Besides rejecting the disturbance signal it is also 
necessary to observe the signal. Currently in commercial AFMs u(t) is used to observe d(t). With the 
model information it is possible to design an observer to obtain d(t) from u(t). In the case of Glover 
McFarlane controller and also in the subsequent stacked Hoo controller, it is seen that by looking at a 
new intermediate signal ù(t), a good estimate of d(t) can be obtained without having to build an extra 
observer. Thus with the design of a single robustifying controller over an existing integral controller, 
the twin objectives of robustness and a better observation of the disturbance signal (sample profile) 
could be achieved. Figure 7.7 compares the normalized KS (transfer function between u{t) and d(t)) 
of the Ki controller with the normalized KsS (transfer function between u{t) and d(t)) and normalized 
KsKrS (transfer function between u(t) and d(t)) of the Glover McFarlane design. Experiments were 
performed using these controllers. A 2 fj,m calibration grating with 250 nm depth was imaged using 
the controllers. Since there is no independent measure of the sample profile, an experiment was done 
where the sample is imaged across a length of % 80 [im and then it is imaged in the other direction. 
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frequency (Hz) 
Figure 7.7 This figure compares the transfer functions from the sample profile 
d(t) to u(t) of the integral controller, u(t) of the Glover McFarlane 
controller and û(t) of the Glover McFarlane controller. It is evident 
that the normalized transfer function between d(t) and ù(t) is closer 
to unity which is needed for a faithful observation of d(t). 
Let these be the trace and retrace signals. If the tracking is good, the trace and retrace signals should 
coincide. Figure 7.8 shows the tracking using Ki while Figure 7.10 depicts the tracking using the 
Glover McFarlane controller. There is a significant improvement in tracking. 
E 200 
E-200 
8 
scan length (pm) 
Figure 7.8 A calibration sample with triangular grooves of depth 250 rim and 
width 2 firri is imaged using the integral controller, Ki. There is sig­
nificant error between the trace and retrace signals. 
7.3.2 Robust imaging as a stacked sensitivity problem 
In the second method employed the requirements of imaging are translated into requirements on 
the loop shapes of the closed loop transfer functions of the interconnection given in Figure 7.3. The 
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scan length (|am) 
Figure 7.9 Imaging is done using the Glover McFarlane controller using u(t) to 
observe the profile. There is an improvement in the quality of imaging 
compared to the integral controller. 
bandwidth requirement can be posed a loop shaping problem for the sensitivity function S since S is 
the transfer function between the error signal vr — v (t) and the sample profile d(t). In order to minimize 
the effect of noise, the transfer function between noise and v(t),T has to roll off at high frequencies. 
There should also be a bound on the control effort since the amplifiers have limits on the voltage input 
range. Robustness requirements are captured by upper bounds on the infinity norms of the close loop 
transfer functions. These requirements on robustness and performance can be translated into weighting 
functions Ws, WT and Wu as shown in Figure 7.11. The control design problem reduces to finding a 
stabilizing controller such that, 
WgS 
WtT < 1 (7.1) 
This is the Hoo stacked sensitivity problem (see Ref. [48]). 
Here again it is important to have a new signal to "observe" d(t) instead of using u(t) as a measure 
of the sample profile. To simulate an integral action the weighting function for S is chosen such that it 
has a 20 dB slope in low frequency region. This forces the weighting function Ws to have a pole near 
zero. From Ref. [52] and Ref. [54] the controller obtained by solving 7.1 has the poles of Ws as its 
own poles and the poles of Gzv as its own zeros. This allows one to split the controller into two K\oo 
and K<zoo with K\oo containing the pole of Ws and K-ioo containing those zeros of the controller which 
are the poles of Gzv. The û(t) as seen in Figure 7.12 is a better measure of d(t), the sample profile. 
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scan length (pm) 
Figure 7.10 Imaging is done using the Glover McFarlane controller using u(t) to 
observe the profile. There is a significant improvement in the quality 
of imaging over both the integral controller and the case where u(t) 
is used to observer the profile. 
z(t) 
d(t) Vr(t) + 
u(t) v(t) OO 
Figure 7.11 Weighting functions Ws, WJJ and WT are used to specify the re­
quirements of imaging. This is followed by designing a stabilizing 
controller such that the Hoo norm of the operator between vr(t) and 
z(t) is less than one. 
This is because the transfer function between ù(t) and d(t) is K\^/(1 + Ki^K^ooGzv) and i^oo 
cancels off the poles of GZV. Here is an instance of taking advantage of the pole zero cancellations in 
stacked Hoo problems. Since the GZV poles are not lightly damped, minor shifts in the pole positions 
shouldn't cause significant errors. The resulting Kioo is given by, 
a + 9.43 x 1Q5 
Kloo(s) = 0.0011-
a + 0.6283 
100 
and K200 is given by, 
^2oo(s) — 7.28 x 10 10 s^ + 58.68s + 8.53 x 10^ 
s^ + 4.682s + 8.674 x 10« 
s2 + 1467s+ 1.155 x 10s 
(s^ + 1.69 x IO63 + 9.7 x lQU)(s + 9 x 10«) 
if loo and K2oo were implemented and the 2 fim grating was imaged. The resulting trace and 
vr(t) +_ 
Koo u(t) «(*) 
'*100 *K-1oo~ IVzW 
d(t) 
? + n«T + 
v(t) 
Figure 7.12 The stacked Hoo controller if00 is split into two, ifioo and ifgoo such 
that I<loc resembles an integrator and i^oc resembles an inverse of 
the plant Gzv. 
I 200 
40 42 44 46 48 50 
scan length (um) 
Figure 7.13 Imaging of the 2 jim grating is done using the Hoo controller K^. 
The  sample  prof i le  i s  es t imated  us ing  u ( t ) .  
retrace signals are shown in Figure 7.13. There is a significant improvement in imaging compared to 
the integral controller. Figure 7.14 compares the deflection signals, Sr>v{t) for the integral, Glover 
McFarlane and the stacked Hoo controllers. The root mean square error in the deflection signal for the 
integral controller is 29.1 nm compared to 21 nm for the Glover McFarlane design and 10.24 nm for 
the stacked Hoo controller. 
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Figure 7.14 This figure compares the deflection signals for Ki, K sK r  and K^ 
while imaging. The error is significantly lower than that of Ki for 
both the Glover McFarlane and Ha0 controllers. 
7.4 Conclusions 
The contact mode imaging problem using an Atomic Force Microscope is formulated in the frame­
work of modern control. The requirements of imaging namely bandwidth, resolution and robustness 
are addressed using two design approaches. The Glover McFarlane Hoo loop shaping design is par­
ticularly attractive when the existing integral control structure of the commercial AFM controllers is 
to be maintained. In the second approach, the requirements of imaging are imposed as constraints on 
the loop shapes of appropriate closed loop transfer functions. Stacked Hoo controllers are designed. In 
both designs, it is possible to extract a signal which is a good "observer" of the sample profile which is 
modelled as a disturbance. The designed controllers were implemented and imaging was performed on 
a 2 fim calibration grating to compare the performance of the controllers. The ideas presented in this 
chapter has led to the development of a few novel results reported in Ref. [55]. 
102 
CHAPTER 8 Conclusion 
Systems concepts and control theory have a significant role to play in the rapidly emerging field 
of nanoscience and nanotechnology. This thesis demonstrates this by addressing two of the primary 
enabling tools of nanotechnology: interrogation of matter at the nanoscale and nanoscale positioning 
of materials at high bandwidth and high precision. 
In Part I of the thesis, the dynamics of the Atomic Force Microscope (the foremost tool in the 
manipulation and interrogation of matter at the atomic scale) is investigated. The systems approach 
presented in Chapter 2 significantly complements the physical studies performed and gives valuable 
insights into the salient features and limitations of the tapping-mode operation of the AFM. Conditions 
for the existence and stability of periodic solution are obtained for the tapping-mode operation. The 
commonly observed near sinusoidal nature of the periodic solution is explained by obtaining apriori 
bounds on the higher harmonics. In Chapter 3, the systems perspective is further exploited to identify 
the tip sample interaction forces. A simple parametric model is developed for this and experimental 
results show remarkable agreement with the model. The asymptotic approach developed by Bogoliubov 
and Mitropolski for weakly nonlinear oscillators can explain some of the distinctly nonlinear features 
observed in tapping-mode operation. This is presented in Chapter 4. 
The second part of the thesis addresses robust broadband nanopositioning. High bandwidth, high 
resolution and good robustness are identified to be the primary needs of nanopositioning. The com­
monly employed open loop schemes and non model based controllers do not meet the current require­
ments for bandwidth and resolution. They also lack in robustness resulting in instability and sustained 
oscillations. In this thesis a new paradigm is presented for the systematic design and implementation of 
controllers for nanopositioners. It consists of two methodologies, a design for bandwidth and resolution 
and a design for robustness. In Chapter 5, through the design and implementation of a one dimensional 
nanopositioner, the design for bandwidth and resolution is demonstrated. Unlike traditional design 
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schemes, the bandwidth and resolution requirements could be specified in a straight forward fashion. 
The experimental results on the one dimensional nanopositioner show remarkable improvement over 
traditional designs. Robustness is a significant requirement for nanopositioners since they are operated 
over a wide range of operating conditions and the piezo-electric actuators which drive them are highly 
nonlinear. The robustness aspect of nanopositioning is explicitly addressed in Chapter 6, through the 
design and implementation of a two dimensional nanopositioner. In Chapter 7, the contact mode AFM 
imaging problem is formulated in the framework of nanopositioning and some novel ideas and results 
on improving the quality of imaging is presented. 
These results clearly show the efficacy of systems tools and ideas in addressing the challenges 
posed by nanotechnology. Future and ongoing work include a transient signal based scheme for the 
fast detection of changes in tip-sample interaction in the tapping mode operation of the AFM (see [13] 
and [11]). Efforts are on to apply this scheme to the problem of detecting biological interactions. A 
novel static non-contact mode of operation for the AFM is also being developed (see [12]). 
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