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the system affected by uncertainty (1% uncertainty) and panel (b) is the
case without uncertainty. Here, ω = 130 rad/s (Ω ∼ 1.38), f = 60 N
(λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s
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4.16 A representation of the variation in output (coefficient of variation on
vimpact and pimpact ) obtained by varying the % input uncertainty in all
parameters simultaneously. Panel (a) is for low-frequency conditions where
ω = 60 rad/s (Ω ∼ 0.64), f = 60 N (λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1),
e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s and c3 = 0.02 m/rad and panel (b) is
for high-frequency conditions where ω = 130 rad/s (Ω ∼ 1.38), f = 60 N
(λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s
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5.2

An illustration of the transition from a high-impact velocity to a lowimpact velocity using the control algorithm adopted in this study. Here,
ω ∼ 120 rad/s (Ω ∼ 1.27), f = 80.94 N (λ ∼ 1.01), c = 11.3 Ns/m
(ζ ∼ 0.1), e ∼ 0.9, c1 = 0 and c3 = 0.004 m/rad. . . . . . . . . . . . . .

95

Phase portraits showing the transition from high-impact velocity to lowimpact velocity along with the transitional path between the two trajectories. Here, ω ∼ 120 rad/s (Ω ∼ 1.27), f = 80.94 N (λ ∼ 1.01), c = 11.3
Ns/m (ζ ∼ 0.1), e ∼ 0.9, c1 = 0 and c3 = 0.004 m/rad. . . . . . . . . .
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ABSTRACT
Salunke, Akhil M.S.M.E., Purdue University, December 2013. Control of Impacting
Dynamical Systems.
Major Professor: Jeffrey F. Rhoads, School of Mechanical
Engineering.
Impacting systems are encountered frequently in nature, and often in mechanical
systems. Impacts can be undesirable in some applications, and desirable and deliberate in others. A subset of impacting systems are vibro-impact systems, wherein the
impacts arise during vibrations or oscillatory behavior. Considering their potential
prominence in a number of day-to-day applications, such vibro-impact systems have
become the subject of extensive research in the past few decades. A significant number of these studies have been specifically aimed at controlling vibro-impact systems.
To date, a wide variety of control algorithms have been proposed, a subset of which
account for the effects of noise in an attempt to validate their utility in practical
application.
This work focuses on exploring the dynamics of a single-degree-of-freedom (SDOF)
vibro-impact system. The system has been modeled and subsequently controlled using
an existing control algorithm which finds its origins in the Ott-Grebogi-Yorke (OGY)
method designed to control chaos. This particular control algorithm is discrete in that
it indirectly affects the motion of the oscillating mass in a SDOF system, by bringing
about discrete changes in the position of the impact obstacle. The discrete nature of
control, which has been validated in simulation here, makes it more feasible and easier
to implement in practice, as compared to an algorithm which relies on the continuous
control of the oscillating mass. To validate the practicality of this algorithm, in the
absence of experiments, a noise-sampling technique was implemented to impose noise
on system parameters in accordance with the severity of uncertainty they are likely
to see in practice. Simulations have shown that the control algorithm is robust to
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parameter uncertainty. Thus, this control algorithm promises significant utility in
practical applications.
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1. INTRODUCTION
Impacting systems have been encountered in nature for centuries. With the start of
the industrial revolution, the use of machines increased phenomenonally, and considering the mechanisms involved, impact interactions became common. These interactions were desirable and deliberate in some cases, as in the case of forging, and
undesirable in others, as they could result in wear and ultimately machine failure.
For these reasons, the scientific community began investigating this phenomenon in
greater detail through physical models that could capture the salient dynamics of
such events closely, helping to enhance the impact characteristics where desired and
better understand the causes and implications of impact where undesired.

1.1

Vibro-Impact Systems
Most impacting systems of interest to engineers are composed of elastic compo-

nents under the action of external forcing, which collide with each other or with an
external rigid structure and rebound after collision. There are a number of metrics
that can be used to characterize these systems, including the number of degrees of
freedom of motion involved, the nature of the impact event and the nature of the
forcing. A number of examples of interest are encountered in engineering contexts,
such as the motion of ships colliding against fenders [1-3], the vibro-impact response
of heat exchanger tubes to aerodynamic excitation [4], the rubbing between a stator
structure and rotor blades in turbomachinery [5], loosely fitting joints, gear pairs
with backlash, a ball bouncing on a table, the collision of human vocal folds and
automotive braking [6].
Vibro-impact systems have been studied in the past via a wide variety of mathematical models and experimental setups. For example, Shaw, et al. [7], examined
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a periodically-forced linear oscillator model that incorporated intermittent contact
with an obstacle, which gave rise to a piecewise linearity. The dynamics and stability
characteristics of the system were studied and the stiffness of the obstacle was varied
and eventually set to infinity to replicate an impact oscillator. The results of the impact oscillator were found to be in qualitative agreement with digital simulations by
Thompson [8]. Shaw [9] later used an experimental setup involving an elastic beam
with a one-sided amplitude constraint subjected to periodic excitation. The acquired
results were then compared with a theoretical model based on a single-mode analysis of the beam [10]. This theoretical model was the same as the model considered
in [7]. Other fundamental work in this area includes the work of Budd, et al. [11],
which investigated the effect of frequency and clearance variations on single-degreeof-freedom (SDOF) impact oscillators, and Lin, et al. [13], which investigates the
force and clearance estimation for a SDOF, two-sided impact oscillator. The latter
study places itself in the context of applications where clearances and impact forces
are pertinent to design. Additionally, Whiston in [12], investigated SDOF linear oscillators under harmonic excitation to determine the variation of their steady-state
velocities with excitation frequency. This was done for both one-sided and two-sided
impacts. Ibrahim in [6], provided a comprehensive overview of many of the studies
carried out in the field of vibro-impact dynamics. This work provided deep insights
into the modeling, mapping and applications associated with vibro-impact systems.

1.2

Control in Vibro-Impact Systems
The need to control impacting dynamical systems was spurred by the desire to

optimize impact characteristics where impacts were desired and to avoid or mitigate
impacts where they were undesired. In most of engineering applications, it is absolutely essential to control the impacts precisely to even justify their use. For example,
in the case of impact braille printers it is absolutely essential to control the velocity
of impacts, as they have a direct bearing on the depth of the paper indentation and
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hence on the quality of print [15]. Having said this, the control of impacting dynamical systems is often a complex affair due to the discontinuities, nonlinearities and
complex motions induced through impact. Keeping in mind these challenges, a number of different control algorithms have been proposed in prior work, as summarized
in the following paragraph.
Control algorithms differ primarily in their methodology, applicability to specific
systems, target control parameters and the specific objective of the control. In the domain of vibro-impact systems, a number of the existing control algorithms are based
on algorithms originally devised to control chaos in non-smooth systems. The OttGrebogi-Yorke (OGY) method [16] was the seminal contribution in controlling chaos
in dynamical systems and laid the foundation for a number of control methods for
vibro-impact systems. The OGY method is based on stabilizing a desired, unstable
periodic orbit embedded within a chaotic attractor through small parametric perturbations. De Souza, et al. [17], investigated the control of chaotic orbits in SDOF
oscillators with harmonic forcing and an amplitude constraint. This work also considered the stabilization of unstable periodic orbits, embedded in the chaotic invariant
sets of SDOF impact oscillators. The control algorithm adopted makes use of the
OGY method of controlling chaos, which precisely meets the objective of stabilizing
unstable orbits embedded in a chaotic attractor. In doing so a parameter perturbation was applied to the amplitude of forcing. An alternate approach was adopted
in [18], which again involved a SDOF impact oscillator. Here, the objective of control
was to manipulate the position of the oscillator. More specifically, the control was
imposed through a feedback control force such that there was an asymptotic decay
in the error function defined by the difference in the desired position and the actual
position.
Another interesting control approach involved manipulation through damping [19].
Here, feedback control was employed through a small-amplitude damping signal,
which controlled the chaotic behavior of a SDOF impact oscillator. This method
was based on altering the energy of the chaotic system by introducing a sigmoid
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function in the forcing. Since the implementation of a sigmoid function in practice is difficult, a piecewise-linear absolute value function was used in place of the
sigmoid function. In [20], Liang further explored the damping control law, using a
two-degree-of-freedom system to validate, through numerical simulation, the efficacy
of the algorithm in suppressing chaos to a periodic orbit.
Dankowicz, et al. [21, 22], introduced a control approach wherein discrete parameter perturbations were used to achieve desired orbits in vibro-impact systems. The
precise value of these perturbations were deduced through an algorithm in which the
changes to the local dynamics near any previously found periodic trajectory could
be implemented indirectly as a result of a subsequent collision with a physical stop.
This proved to be a cost effective strategy since it did not involve ‘continuous energy
actuation’. This is attributable to the fact that control was exercised through discrete
changes in the position of the stop or point of discontinuity in the system.
Xu, et al. [23], used the Newton method to stabilize desired unstable periodic
orbits embedded within a chaotic attractor. The Newton method used here, utilized
the feedback from an output sequence of accessible parameters to stabilize the system
onto a fixed point. The implementation of the Newton method involved finding the
Jacobian of the map tracing the motion of the system. The control was imposed here
through a system parameter perturbation, which if done in accordance with stability
considerations through the Jacobain of the map, directed the convergence toward the
desired point on repeated iterations of the Newton method itself. Note that most of
the methods discussed here, employ a perturbation on a system parameter to converge
the response of a system onto a desired point or trajectory in the system’s state space,
and that the method of parameter perturbation and mapping strongly differ between
one control algorithm and another.
Impact dampers were proposed by De Souza, et al. [24] to control high-amplitude
vibrations and chaotic motion in vibro-impact systems. The impact dampers were
modeled in the form of an auxiliary system, which added an additional degree of
freedom to the system. The model considered was a vibrating cart, which contained
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a particle capable of oscillating back and forth, colliding with the walls carved into
the cart. The efficacy of the impact damper was further investigated in [26], wherein
tuned liquid dampers (TLD) and tuned liquid column dampers (TLCD) were used
as impact dampers for a similar system. A different approach was used by Tornambe
in [27]. The approach described therein was based on the use of classical feedback
control laws for the regulation of impacts among various parts of mechanical systems
or with the external environment and hence pointed to a more generic case of impacts
rather than vibro-impacts. This algorithm used linear feedback control laws on system
parameters to achieve the desired results. This work was experimentally verified using
a single arm robot.
An interesting algorithm was proposed by Wang, et al. [28], wherein control was
forced through pulses in the forcing near impact to suppress chaos into periodic orbits
embedded within a chaotic attractor. This was based on the work done by Matias, et
al. [29], which focused on the stabilization of chaos by proportional pulses in system
variables. Another technique based on a proportional-derivative (PD) control scheme
was explored in [30] to control simple rigid-body mechanical systems with dynamic
backlash. Here a PD control scheme was used to enlarge the basin of attraction
of periodic orbits which are locally stable to impose the desired control. Another
interesting method was explored by De Bedout, et al. [31] to suppress flutter-type
chaotic vibrations in baffled heat exchanger tubes. The controller design methodology
was based on the loop shaping of the open-loop gain phase plane such that the Nyquist
criterion was satisfied.
As was extensively discussed in the previous paragraph, control in vibro-impact
systems has been dealt with in excruciating detail in the the past. A number of the
previously discussed algorithms were verified in simulation without accounting for the
uncertainties that are inherent to any practical system. Hence, there is always the
possibility of failure under non-ideal or real-life conditions. To address this concern
previous works have implemented noise on susceptible parameters in an attempt to
validate the efficacy of various control algorithms to real-life uncertainties, even in the
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absence of experiments. Having said that, few of the algorithms for control in vibroimpact systems have been validated under such conditions. Matias, et al. [29] explored
the robustness of the algorithm to stabilize chaotic orbits in the presence of external
noise. Noise was implemented in two ways: additively and multiplicatively. Additive
and multiplicative noise have been the primary methods of implementing noise in
these validation studies, specifically in conjunction with a normal distribution with
zero mean and a fixed variance, which address the spread, and an intensity factor,
which addresses the severity of noise. This method was used, for example in [28],
wherein additive and multiplicative noise were individually implemented on system
parameters. Again in [20], additive noise was imposed on the excitation frequency
to test it’s robustness to noise. Similarly, multiplicative noise was imposed on the
forcing amplitude in [19] to validate the robustness of the control algorithm to noise.
Here, the forcing amplitude was the parameter chosen for perturbation in the control
algorithm and hence was specifically subjected to noise. Finally in [25], De Souza, et
al. explored the phenomenon of basin hopping induced through noise on parameters
in a vibro-impact system. Again a multiplicative model of noise was used to impose
noise on parameters.

1.3

Objective and Scope of this Study
As highlighted in the preceding sections, both the dynamics and control of vibro-

impact systems have been the subject of a number of studies carried out in the past.
With the aim of contributing to the same research area, the objective of this thesis, is
to investigate control in vibro-impact systems. To this the work begins by developing
a deeper understanding of the dynamics of the system under consideration. With a
better understanding of the dynamics in hand, stability and control are investigated.
Finally, once the control algorithm has been validated, the practical aspects of control,
the robustness of the control algorithm to uncertainty have been investigated. Thus,
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this thesis contributes towards the successful practical implementation of a particular
approach of control in vibro-impact systems.
The thesis begins in Chapter 2 with an introduction to the mathematical model
of interest and subsequently compares it to an experimental analog. The chapter
then continues with an exploration of the dynamics of the mathematical model under
consideration. This specifically includes characterizing the motion of the system under
parametric variations. Chapter 3, subsequently deals with the control of the system
under consideration. The chapter begins by identifying a suitable control algorithm
and investigating its influence on the mathematical model. Chapter 4 addresses some
practical aspects of control in vibro-impact systems by investigating the impact of
parameter uncertainty on the controlled system’s dynamics. Specifically, the system
under consideration, is subjected to uncertainty, on a parameter-by-parameter basis to
replicate real-life circumstances. This is followed by Chapter 5, which details a number
of additional issues likely to arise in a practical framework, which specifically relate
to the application under consideration: impact braille printing. Finally, Chapter 6
concludes with a summary and suggestions for future work.
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2. DYNAMICS OF SINGLE-DEGEE-OF-FREEDOM VIBRO-IMPACT SYSTEMS
As described in Chapter 1, impacting systems are frequently encountered in engineering contexts and are capable of demonstrating highly-complex dynamical behavior.
Considering this, a logical choice is to start this investigation with the simplest possible impact oscillator, a single-degree-of-freedom vibro-impact system. This system
consists of a mass-spring-damper system under harmonic excitation with a rigid obstacle placed at a fixed distance from the equilibrium position of the oscillating mass.
The presence of the rigid obstacle makes the otherwise linear system a piecewiselinear system under harmonic excitation, provided that the other parameters of the
system are such that the motion is impacting. Such systems are capable of exhibiting
behavior characteristic of nonlinear systems, including chaos, sensitivity to initial conditions and sensitivity to system parameters. Thus, it is exceedingly clear that even
this case, which is considered a highly-simplified form of most impacting systems, is
complex in itself and can be the subject of a detailed study.
This Chapter starts with a description of a simple single-degree-of-freedom vibroimpact system under harmonic excitation. The next section introduces an experimental analog: The Discontinuity-Enabled Sensing and Actuation Test-Bed (DENSAT).
This is done to establish the practical validity of the dimensional values of parameters
used in this study. Subsequently, a systematic characterization of the motion of an
impact oscillator is presented. Since this study is limited to single-degree-of-freedom
systems under harmonic excitation, the characterization of motion is based on the
phenomenological nature of motion in terms of single-impact motion, multi-impact
motion and chaotic motion. Finally, a parametric study is presented to evaluate the
response to a systematic variation in parameter values. This is to ascertain the influence that each of the system parameters has on the response of the system. This
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parametric study has been carried out using a MATLAB routine which is also described in this chapter.

Figure 2.1. A single-degree-of-freedom vibro-impact system.

The equation of motion of a single-degree-of-freedom resonator is given by
mẍ + cẋ + kx = f sin(ωt),

(2.1)

where the mass, stiffness and damping are given by m, k and c respectively, the constant forcing amplitude is f and the frequency of harmonic excitation is given by ω.
Since the system under consideration is a vibro-impact system, it has discontinuities
involved and thus is described by a piecewise linear differential equation where Equation (2.1) holds only for x<x0 , whereas at the point of discontinuity (impact), x = x0 ,
the discontinuity is described by
ẋ+ = −eẋ− ,

(2.2)

where x0 is the equilibrium distance between the oscillating mass and the obstacle,
ẋ− and ẋ+ are velocities immediately before and after impact, respectively, and e is
the coefficient of restitution associated with the impact event.
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Equation (2.1) can be non-dimensionalized by using the expressions in Table 2.1
The non-dimensionalized governing equation is given as
00

0

z + 2ζz + z = λ sin Ωτ

(2.3)

for z<1, and at the point of discontiunuity, z = 1, the discontinuity is described by
0

0

z + = −ez − ,
0

(2.4)
0

where z − is the non-dimensionalized velocity immediately before impact and z + is
the non-dimensionalized velocity immediately after impact.

Table 2.1.
Non-dimensional parameters for the governing equation of motion.
Parameter

z=

x
x0

τ = ωn t

Description

Nondimensional displacement

Nondimensional time

λ=

f
kx0

Nondimensional forcing amplitude

Ω=

ω
ωn

Nondimensional frequency

c
ζ= √
2 km

Nondimensional damping ratio
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2.1

An Experimental Analog: The Discontinuity-Enabled Sensing and
Actuation Test-Bed (DENSAT)
Since this study has been carried out in the dimensionalized form it becomes abso-

lutely imperative to first contextualize the parameter values used herein with respect
to a physically-plausible system. To this end, the parameter values chosen have been
adopted to mimic those of the Discontinuity-Enabled Sensing and Actuation TestBed (DENSAT) [32]: an electromagnetically-forced, single-degree-of-freedom system
with a rigid obstacle placed at a fixed distance from the equilibrium position of the
oscillating mass. The DENSAT is shown in Figure 2.2. Parts 1 and 2 are made of

Figure 2.2. DENSAT (Discontinuity Enabled Sensing and Actuation
Test-Bed), from [32].

a ferromagnetic material which allows electromagnetic interaction between these two
parts. Part 2 is wrapped with a copper coil (part 3), which exerts an electromagnetic
force on Part 1 when the current is on. This force is alternatingly positive and negative and hence gives rise to an oscillatory motion when an AC voltage is the source of
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the current. Part 1 is further clamped between two aluminium pieces, labeled as Part
4, which contain a pair of ball bearings that ride on horizontal shafts. Concentrically
placed are four coils springs (Part 5) which allow the the mass (composed of Part 1 and
Part 4) to oscillate. Part 6 acts as the obstacle and hence introduces a discontinuity
through impact. Considering that the overall configuration of the DENSAT closely
resembles a single-degree-of-freedom vibro-impact system with a harmonic forcing,
its parameter values serve as a good choice for the dimensionalized study grounded
upon the aforementioned mathematical model.
The mass of the oscillating assembly for the DENSAT was measured to be 0.646
kg [32]. ωn and ζ were estimated to be 94.26 rad/s and 0.1 through logarithmic
decrement. The equilibrium distance of the oscillating mass from the fixed stop or
obstacle was measured to be 0.015 m. The parameter value ranges used for carrying
out this study were chosen to be around these values.
Having mentioned the similarities between the DENSAT and the model explored
herein, it is essential to also highlight the dissimilarities that exist and a simplifying
assumption that is inherent to the mathematical model. As mentioned before, the
SDOF mathematical model considered in this study uses a harmonic function f sin ωt
as the forcing function. As previously noted, in the DENSAT, the forcing is achieved
through an electromagnetic interaction between the oscillating mechanical element
and an electromagnet. As such, the forcing is a function of the current which, in turn,
is a function of a number of coupling constants which arise from the electromagnetic
interaction. These coupling constants are a function of the distance x between the
oscillating assembly and the fixed stop. This dependence of the forcing on the distance
between the fixed stop and oscillating mass makes the system a nonlinear system,
further complicating the study. Hence our choice of f sin ωt as the forcing function
simplifies the problem to a certain extent as compared to the DENSAT platform.
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2.2

MATLAB Routine Used to Generate Simulations
A MATLAB routine has been used to generate the results subsequently presented

in this chapter. Since the system of interest here has been described mathematically
using a piecewise-linear, second-order differential equation, a numerical ODE solver
available in MATLAB has been used which allows for discontinuities through an events
option. In addition, the ODE solver allows the user to define tolerances on the solution
in the form of ‘Absolute’ and ‘Relative’ Tolerances. For a complete description of the
options incorporated within the odeset function one can refer to [33].

The ODE solver used in this work is the ODE45 solver based on the Runge-Kutta
Method. This solver is a variable step size solver that allows for detection of ‘events’
or ‘discontinuities’ in the system which can inadvertently be skipped if a fixed step
size solver is used. These features are particularly useful when we consider the effects
of uncertainty on the system, wherein the system parameters like forcing frequency
and amplitude change continuously and hence the solver has to adapt accordingly
by choosing smaller step sizes. To ensure that the results presented are steady-state
results, a counter has been used which accepts results only after a certain number
of iterations have been completed, based on the repeatability of values, and hence
there has been enough time for the system to settle into a steady state. A check on
the repeatability of results to confirm steady-state motion has been also used. Thus,
this MATLAB routine is a based on a robust algorithm which can generate credible
results.

2.3

Characterizing the Motion of a Single-Degree-of-Freedom Vibro-Impact
System
As mentioned in the introductory section of this chapter, a single-degree-of-freedom

vibro-impact system is capable of exhibiting complex behavior. This behavior can
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be broadly classified into four categories, each corresponding to the characteristics of
the impacting motion:
1. Non-Impacting Motion
2. Grazing-Impact Motion
3. Single-Impact Motion
4. Multi-Impact Motion
Based on its parameter values, a system can execute any of the above listed motion,
all of which could be the subject of a detailed study. In the subsequent subsections
each of these distinct categories is dealt with, keeping in mind the overall objective
and scope of the present study.

2.3.1

Non-Impacting Motion

When describing a single-degree-of-freedom vibro-impact system it is prudent to
start with the simplest possible motion it can execute: a non-impacting motion, which
is void of discontinuities and governed by Equation (2.1). This motion is described
with the help of three different plots in Figure 2.3. The first plot, Figure 2.3(a), is
the displacement response obtained by carrying out a frequency sweep. The response
is that of a second-order system with damping. The response shows a peak at a
frequency given by
ωr = ωn

p
1 − 2ζ 2 ,

(2.5)

which is different from the natural frequency of the system, due to the presence of
damping, [34].Here ωr and ωn are the resonant frequency and natural frequency of
the system, respectively and ζ is the damping ratio. Equation (2.5) can be used to
determine the frequency at which the displacement amplitude is maximum. Furthermore, Equation (2.6) can be used to determine the peak displacement amplitude.
The utility of Equation (2.5) and Equation (2.6) in this study, is in determining the
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(a)

(b)

(c)

Figure 2.3. An illustration of non-impacting motion. Panel (a) shows the
displacement response, panel (b) shows the impacting velocity response
and panel (c) shows the phase portrait at resonance. Here, ω = 94.3 rad/s
= ωn (Ω ∼ 1), f = 60 N (λ ∼ 0.75), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9
and d ∼ 0.016 m.

forcing amplitude and frequency conditions at which impact is likely to occur given a
fixed offset of the the obstacle from the equilibrium position of the oscillating mass.
Xr =

f
p
2kζ 1 − 2ζ 2

(2.6)
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is the resonant displacement amplitude of the system, and f and k are the forcing
amplitude and stiffness of the system, respectively.

Figure 2.3(b) corresponds to the impact velocity response of the system obtained
by carrying out a frequency sweep. This is an empty plot, which means there is
an absence of impact for the entire excitation frequency range. This plot isn’t very
relevant in the case of non-impacting motion but has been presented here as a comparison standard against similar plots in the subsequent sections, as the motion will
evolve into impacting motion as the system parameters are varied. Finally, Figure
2.3(c) is the phase portrait of the system’s motion at resonance, corresponding to the
peak in the displacement response curve. Since the position and velocity here are
plotted against each other, one can simultaneously observe each at different instances
of motion and impact. Here the motion is non-impacting and hence as there is no
discontinuity involved in its motion, the phase portrait is elliptical in shape.

2.3.2

Grazing-Impact Motion

Grazing impact is the phenomenon wherein a periodic orbit (which is non-impacting
or impacting) is subjected to a small parameter perturbation, resulting in a zero (or
near-zero) velocity impact. Grazing impact is known to be a complex phenomenon
capable of demonstrating nonlinear behavior, such as period doubling, multi-periodic
orbits (it can be chaotic as as well) and sub-harmonic resonances [6]. Grazing bifurcations in vibro-impact systems have been the subject of many studies in the past
[35-38]. A good overview of the grazing impact phenomenon viewed through the
prism of discontinuity maps can be found in [39].

The present study is limited to non-grazing impact cases and hence this subsection is
provided to introduce the grazing phenomenon briefly and to lend continuity to the
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(a)

(b)

(c)

Figure 2.4. An illustration of grazing-impact motion. Panel (a) shows the
displacement response, panel (b) shows the impacting velocity response
and panel (c) shows the phase portrait at resonance. Here, ω = 93.8 rad/s
= ωn (Ω ∼ 1), f = 61 N (λ ∼ 0.75), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9
and d ∼ 0.016 m.

transition from non-impacting to impacting motion.

Figure 2.4(a) shows the displacement response obtained by carrying out a frequency
sweep. The parameter values where such chosen that at resonance, the oscillating
mass makes grazing contact with the obstacle. These parameter values were obtained
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using Equations (2.5) and (2.6). In Figure 2.4(b), it can be seen that there are data
points present which correspond to low velocity (near-zero velocity) impacts at frequencies close to the resonant frequency, which in this case is calculated to be 93.8
rad/s. This is in contrast to Figure 2.3(b) where there were no impact points for the
entire frequency range. Figure 2.4(c) represents the phase portrait for the resonant
case which appears to be elliptical in shape and hence characteristic of non-impacting
motion but on closer inspection it can be observed there is a low-velocity impact involved in the motion which is essentially a grazing impact.

2.3.3

Single-Impact Motion

Impacting motion is broadly divided into single-impact motion, grazing motion
and multi-impact motion. Since this study is concerned with impacting motion, more
attention needs to be paid to these classes of single-degree-of-freedom vibro-impact
motion. Single-impact motion as the name suggests refers to the occurrence of an
impact event once per cycle. It is different from grazing impact owing to the fact that
here the impact occurs with a finite, non-zero velocity. The occurrence of an impact
induces a discontinuity in the dynamics of the system and hence it is no longer a
linear continuous system, but rather a piecewise-linear system. The discontinuity or
the impact event is governed by Equation (2.2), if the dimensionalized equation is to
be considered.
The dynamics of single-impact motion are presented in Figure 2.5 through three
different plots. Figures 2.5(a) and 2.5(b) are the displacement response and impacting
velocity response curves for the system as recovered by carrying out a frequency sweep.
It can be seen that, at lower frequencies the system executes non-impacting motion,
and, as the frequency is increased, the system moves into the impacting domain [34].
The displacement function for a single-degree-of-freedom oscillator is given by

x = X sin (ωt − φ),

(2.7)
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(a)

(b)

(c)

Figure 2.5. An illustration of single-impact motion. Panel (a) shows the
displacement response, panel (b) shows the impacting velocity response
and panel (c) shows the phase portrait at resonance. Here, ω = 93.8 rad/s
= ωn (Ω ∼ 1), f = 70 N (λ ∼ 0.76), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9
and d ∼ 0.016 m.
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where X is the amplitude of displacement and is given by
f
X= q
k [1 − ( ωωn )2 ]2 + ( 2ζω
)2
ωn

(2.8)

and φ, its phase, is given by
φ = tan−1

1

2ζω
ωn
− ( ωωn )2

!
.

(2.9)

Once the system starts executing single-impact motion, the response is tracked
in terms of the impact velocity, Figure 2.5(b). While in the impacting domain, the
system response peaks twice as can been seen in Figure 2.5(b). The first peak, at
a sub-resonant forcing frequency, is due to the fact that the velocity at impact depends on the phase of the velocity at the instant of impact (since the velocity is a
piecewise-harmonic function) and the forcing frequency. This is because the velocity
is a derivative of the displacement function [Equation (2.7)] and hence its amplitude
depends not only on the amplitude of displacement X, but also on the forcing frequency ω. Accordingly, the first peak can be attributed to a favorable velocity phase
and forcing frequency combination, which results in a local maximum of the velocity
of impact in the response curve. Thereafter, as the forcing frequency is further increased, the influence of the forcing frequency overrides that of the velocity phase on
the impact velocity, resulting in a smooth increase in impact velocity with the forcing
frequency. It should also be mentioned here that the phase of velocity at impact
is itself a function of a number of other system parameters, namely the excitation
amplitude and frequency, as well as the offset distance between the oscillating mass
at equilibrium and the obstacle.
On further increasing the frequency, the system returns to a non-impacting trajectory and the displacement amplitude drops in accordance with Equation (2.8).
Another interesting feature to be noted here is the fact that the response curve for
the forward frequency sweep is different from the reverse sweep, which indicates sensitivity of the response to initial conditions. Such behavior is usually exhibited by
nonlinear systems and here it can be attributed to the presence of a discontinuity in
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the system. Finally, Figure 2.5(c) shows the phase portrait for the system at the frequency at which the maximum impact velocity is seen, which differs from the natural
frequency of the system. The phase portrait clearly shows a jump in the velocity at
impact governed by the impact law presented in Equation (2.2).
Single-impact motion can be further classified through the use of phase portraits.
This classification is based upon whether the steady-state phase portrait has only
a ‘primary loop’ or has a ‘secondary loop’ in addition to the ‘primary loop’. The
classification is better explained through Figures 2.6(b) and 2.7(b). Figure 2.6(b) is a
phase portrait which shows a post-impact secondary loop. This secondary loop arises
as a result of a ‘phase lag’ between the harmonic forcing and velocity functions. At
the instant of impact, the velocity reverses its direction but the forcing continues to
move the oscillating mass towards the obstacle, due to the phase difference between
the velocity and forcing functions. This phenomenon manifests itself in the velocity
going from a negative value to a zero value and finally a positive value before the
forcing again reverses its direction and causes the oscillating mass to again move
away from the obstacle, ultimately giving rise to the loop [Figure 2.6(b)]. On the
other hand at higher forcing frequencies, the phase difference in terms of time, is not
sufficient for the velocity to move from a negative value to a positive value before the
forcing reverses its direction and hence we do not see a loop in the phase portrait
at higher forcing frequencies (Ω ∼ 1), Figure 2.7(b). It should also be mentioned
here that the velocity of impact influences the probability of the occurrence of a
secondary loop as a higher impact velocity would mean a higher post-impact velocity
according to the impact law and thus the probability of the velocity to change from a
higher negative value to a positive value in the time provided by the phase difference,
is low. At higher frequencies (Ω ∼ 1 − 1.8), keeping other parameters constant,
the velocity of impact increases with increasing forcing frequency [Figures 2.5(b)]
and hence further diminishes the probability of having a secondary loop at higher
frequencies. It is important to identify the conditions under which we encounter
either of these motions since the occurrence of a secondary loop in the phase portrait
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(a)

(b)

Figure 2.6. Single-impact motion with a secondary loop. Here, panel (a)
shows the position-time history and panel (b) shows the phase portrait.
Note, ω = 60 rad/s (Ω ∼ 0.64), f = 70 N (λ ∼ 0.76), c = 11.3 Ns/m
(ζ ∼ 0.1), e ∼ 0.9 and d ∼ 0.015 m.

makes the motion susceptible to multi-impact motion, which is discussed in the next
section.

2.3.4

Multi-Impact Motion

Multi-impact motion refers to the situation in which a system has multiple impacts
per cycle of motion. As was mentioned in the previous section, the occurrence of a
secondary loop makes the trajectory susceptible to multiple impacts per cycle of
motion, as a secondary loop can further result in an impact, which can, in turn, give
rise to more secondary loops which may or may not be impacting; see Figure 2.8(b).
This is only applicable if the other system parameters favor a secondary loop, which
means that if the forcing frequency is high enough to avoid a secondary loop, the
amplitude, regardless of how high it is cannot create a secondary loop and hence a
second impact.
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(a)

(b)

Figure 2.7. An illustration of single-impact motion without a secondary
loop. Here, panel (a) shows the position-time history and panel (b) shows
the phase portrait. Note, ω = 94.3 rad/s = ωn (Ω ∼ 1), f = 70 N
(λ ∼ 0.87), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9 and d ∼ 0.015 m.

(a)

(b)

Figure 2.8. An illustration of multi-impact motion. Here, panel (a) shows
the position-time history and panel (b) shows the phase portrait. Note,
ω = 60 rad/s (Ω ∼ 0.64), f = 80 N (λ ∼ 1), c = 11.3 Ns/m (ζ ∼ 0.1),
e ∼ 0.9 and d ∼ 0.015 m.
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Figures 2.9(a) and 2.9(b) correspond to the displacement response of the system,
and 2.9(c) is the velocity response of the system recovered by carrying out a frequency
sweep. Figure 2.9(a) has a constant displacement amplitude due to the system being
in the impacting domain in this frequency range. As the forcing frequency is increased

(a)

(b)

(c)

(d)

Figure 2.9. An illustration of multi-impact motion. Panel (a) shows
the displacement response in the impacting domain, panel (b) shows the
displacement response in the non-impacting domain, panel (c) shows the
impacting velocity response and panel (d) shows the phase portrait at
resonance. Here, ω = 93.8 rad/s = ωn (Ω ∼ 1), f = 80 N (λ ∼ 1),
c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9 and d ∼ 0.015 m.
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(a)

(b)

Figure 2.10. An illustration of chaotic motion. Here, panel (a) shows the
position-time history and panel (b) shows the phase portrait. Note, ω =
44 rad/s (Ω ∼ 0.47), f = 80 N (λ ∼ 1), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9
and d ∼ 0.015 m.

to very high values (Ω ∼ 2 or ω ∼ 180 rad/s) the motion switches to a non-impacting
motion as can be seen in Figure 2.9(b). This again can be attributed to a drop in
displacement amplitude at high ω values in accordance with Equation (2.8) In Figure
2.9(c), multiple velocities at a particular frequency correspond to multiple impacts
with different impact velocities and hence multi-impact motion. It can also be seen
that on varying the forcing frequency, the system can switch from multi-impact to
single-impact trajectories, thus confirming the dependence of the nature of impacting
motion (single-impact or multi-impact) on the forcing frequency. At higher forcing
frequencies (Ω ∼ 1), the absence of a secondary loop ensures that the motion is singleimpact motion, as was discussed earlier.
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Chaotic Motion
Another class of vibro-impact motion which falls under the category of multiimpact motion is chaotic motion.

Chaotic motion is characterized by the non-

periodicity of motion, Figure 2.10(b). Chaotic motion is usually seen as the end of a
period doubling cascade upon parametric variation. Chaotic motion in vibro-impact
systems has been dealt with in [6].

2.4

Parametric Study of a Single-Degree-of-Freedom Vibro-Impact System
To fully characterize the dynamics of the system of interest, it is important to

understand the relative influence that each parameter has on it. In order to achieve
this, a parametric study is carried out here and the results are presented in the
form of phase portraits. In understanding the dynamics of a system it makes more
sense to do this rather than simply plotting displacement and velocity individually
against time, as the impact event can be distinctly observed as a function of position
and velocity. Having said that, time histories in certain cases, definitely do play an
important role in understanding the evolution of the dynamics of a system. Since it
is more important to understand the evolution of the motion from a non-impacting
trajectory to the different forms of impacting trajectories with a systematic increase
in parameter values rather than with time, a systematic study of the steady-state
phase portraits is presented here.

2.4.1

Varying Forcing Frequency (Ω or ω)

As can be seen in Figures 2.11(a) and 2.11(b), when increasing the forcing frequency and keeping the other parameters constant, the amplitude of displacement
increases, leading to a transition from a non-impacting trajectory to an impacting
trajectory with a single impact per cycle of motion. On further increasing the fre-
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quency, there is a progressive increase in the velocity of impact. Once in the impacting
domain, initially there are secondary loops (Ω ∼ 0.4 − 0.8). These secondary loops
can be attributed to the phase difference between the harmonic forcing function and
the harmonic velocity function, as explained in Section 2.3.3. On further increasing
the forcing frequency (Ω ∼ 1), see Figure 2.11(b), a single-impact motion void of secondary loops can be observed, again due to the reasons highlighted in Section 2.3.3.
At higher forcing frequencies (Ω > 1), the impact velocity increases with increasing forcing frequency before finally transitioning to a non-impacting trajectory due a
drop in the amplitude of motion in accordance with Equation (2.7), as seen in Figure
2.11(b). This behavior can also be seen in the form of the response curves presented
in Figure 2.5(a) and Figure 2.5(b).

2.4.2

Varying Amplitude (λ or f )

Since amplitude is one of the critical parameters of the system, it is important to
consider the impact of a variation of the amplitude on the dynamics of the system.
The variation of parameters is carried out to account for two different scenarios, one
which would allow a secondary loop and one void of a secondary loop in the phase
portrait. These two scenarios have been selected to determine whether the motion
can result in multiple impacts or not. The circumstances under which a secondary
loop may be present, or not, have been identified based on the earlier explanation
that at lower frequencies (Ω ∼ 0.4 − 0.8), secondary loops are expected to be seen
and at higher frequencies they are not.

At Lower Frequencies (Ω ∼ 0.6) - Secondary Loops in Phase Portraits
The first case corresponds to a condition which allows a secondary loop in the
phase portrait, which means that the system is excited at a low frequency (Ω ∼ 0.6).
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This is to highlight the behavior of the system when subjected to conditions which
allow a secondary loop and specifically to record the transition of the system from
a single-impact per cycle trajectory to a multi-impact per cycle trajectory as the
amplitude is varied while the other parameters are fixed. It is observed that as the
amplitude is increased the system first makes a transition from a non-impacting trajectory to an impacting trajectory. Once in the impacting domain, as the amplitude
is further increased, the impact velocity increases and simultaneously the secondary
loops in the phase portraits become more prominent, see Figure 2.12(a). This can
be explained by understanding that as the amplitude of forcing increases the amount
of force exerted on the oscillating mass increases. This means that post-impact, the
mass is accelerated at a higher magnitude allowing the mass to first go from a negative velocity to zero and then to a positive velocity, thus completing the loop in the
time corresponding to the phase difference between the velocity and forcing functions.
Also, as the post-impact velocity increases with an increase in forcing amplitude, the
mass traverses a larger distance before it can be accelerated from a negative postimpact velocity to zero velocity and hence the size of the secondary loop increases
with an increase in the forcing amplitude. As the forcing amplitude is further increased, while keeping the other parameters constant, the increase in the size of the
secondary loop manifests itself in the form of a second impact per cycle of motion,
see Figures 2.12(a) and 2.12(b). Depending on the prevailing conditions (the phase
difference between velocity and forcing, impact velocity) at the instant of the second
impact, there is a probability of having more impacts per cycle of motion.

At Higher Frequencies (Ω > 1) - No Secondary Loops in Phase Portraits
The second case corresponds to an increase in forcing amplitude under conditions
that are conducive to the absence of a secondary loop in the phase portraits, which
can be obtained by running the system at a high frequency (Ω > 1). In Figure 2.13(a)
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and 2.13(b) it can be seen that as the forcing amplitude is increased, there is an increase in the impact velocity. The othe noticeable observation here is that as the
forcing amplitude is increased, the post-impact return motion has a slightly different curvature in the phase portrait. The curve slowly and steadily becomes steeper
indicating a steeper acceleration towards zero velocity. This is due to the increased
forcing amplitude which exerts a greater force on the oscillating mass. Having said
this, the possibility of an increase in forcing amplitude to result in a secondary loop
and subsequently a second impact, at a high frequency, is highly unlikely as the phase
difference delineated in terms of time, between the forcing and velocity functions at
such frequencies is not sufficient to allow a secondary loop.

2.4.3

Varying Damping (ζ or c)

At Lower Frequencies (Ω ∼ 0.6) - Secondary Loops in Phase Portraits
Figure 2.14 corresponds to a systematic variation in damping at a frequency conducive to secondary loops in phase portraits. In Figure 2.14, the variation starts at a
moderate damping ratio (ζ ∼ 0.1) and as the damping in increased, a simultaneous
drop in impact velocity is observed. This is due to a decrease in the amplitude of
motion as the damping is increased. Also, with an increase in damping, the secondary
loops become smaller in size and move closer to the obstacle. A reduced post-impact
velocity would also mean that the oscillating mass traverses a shorter distance before
it is accelerated to a zero velocity from a negative velocity and hence the loop is closer
to the obstacle.

30
At Higher Frequencies (Ω > 1) - No Secondary Loops in Phase Portraits
Under high frequency conditions, as the damping is increased, there is an expected
decrease in impact velocity, due to the decrease in amplitude of motion, see Figure
2.15. This finally results in the transition of motion from the impacting domain to
the non-impacting domain.

2.4.4

Varying Coefficient of Restitution (e)

At Lower Frequencies (Ω > 0.6) - Secondary Loops in Phase Portraits
Figure 2.16 is a presentation of the change in system phase portrait with an increase in the coefficient of restitution, at a low frequency that allows a secondary
loop. As expected, an increase in e is accompanied with an increase in post-impact
velocities. Also, the secondary loops become more prominent with an increase in the
post-impact velocity as the oscillating mass covers more distance before it is decelerated to a zero velocity from a negative velocity, which results in larger loops.

At Higher Frequencies (Ω > 1) - No Secondary Loops in Phase Portraits
At higher frequencies, the influence of a variation of e on the system, as observed
in the phase portrait, is limited to an increase in the post-impact velocity with an
increase in e, see Figure 2.17.

31

(a)

(b)

Figure 2.11. A representation of the change in phase portrait characteristics obtained with a variation of the forcing frequency. Here, f = 71.95
N (λ ∼ 0.9), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m.
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(a)

(b)

Figure 2.12. A representation of the change in phase portrait characteristics obtained with a variation of the amplitude at lower frequencies. Here,
ω = 56.6 rad/s (Ω ∼ 0.6), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m.
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(a)

(b)

Figure 2.13. A representation of the change in phase portrait characteristics obtained with a variation of the amplitude at higher frequencies.
Here, ω = 130 rad/s (Ω ∼ 1.38), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9,
d ∼ 0.015 m.
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Figure 2.14. A representation of the change in phase portrait characteristics obtained with a variation of the damping at lower frequencies. Here,
ω = 56.6 rad/s (Ω ∼ 0.6), f = 79.94 N (λ ∼ 1.0), e ∼ 0.9, d ∼ 0.015 m.
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Figure 2.15. A representation of the change in phase portrait characteristics obtained with a variation of the damping at higher frequencies. Here,
ω = 130 rad/s (Ω ∼ 1.38), f = 79.94 N (λ ∼ 1.0), e ∼ 0.9, d ∼ 0.015 m.
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Figure 2.16. A representation of the change in phase portrait characteristics obtained with a variation of the coefficient of restitution at lower
frequencies. Here, ω = 56.6 rad/s (Ω ∼ 0.6), f = 59.96 N (λ ∼ 0.75),
c = 11.3 Ns/m (ζ ∼ 0.1), d ∼ 0.015 m.
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Figure 2.17. A systematic representation of the change in phase portrait
characteristics with a variation of the coefficient of restitution at higher
frequencies. Here, ω = 130 rad/s (Ω ∼ 1.38), f = 59.96 N (λ ∼ 0.75),
c = 11.3 Ns/m (ζ ∼ 0.1), d ∼ 0.015 m.
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3. CONTROL OF SINGLE-DEGREE-OF-FREEDOM VIBRO-IMPACT
SYSTEMS
The previous chapter detailed the dynamics of a single-degree-of-freedom vibro-impact
system and explored the relative influence of each system parameter. Using this
knowledge as a basis of study it is possible to achieve a specific, desired motion by
precisely controlling these parameters. As highlighted in Chapter 1, a number of
prominent control algorithms for vibro-impact systems find their origins in the OttGrebogi-Yorke (OGY) control algorithm for chaotic systems [16]. The fundamental
idea behind the OGY control algorithm is that a chaotic attractor has a large number
of unstable periodic orbits embedded within itself and by slightly perturbing a parameter of the system, it is possible to lock on to a desired periodic orbit. Theoretically, it
is possible to perturb any given system parameter to achieve desired control, though
practically speaking it is possible to exercise precise and efficient control on only a
few parameters in a system. Also, the feasibility of a control algorithm is decided by
other practical considerations like response time and cost. A vibro-impact system has
inherent discontinuities in motion in the form of impact. This particular feature of
vibro-impact systems was exploited by Dankowicz and Piiroinen [21], in developing a
control strategy [22], that suitably accounts for practicality and cost. This strategy
has been adopted here. The details of the implementation of this control algorithm
on the SDOF system considered herein and the results of the implementation are
discussed in this chapter.

3.1

Adopted Control Algorithm
The mode of control and its efficiency in terms of control effort, are critical factors

to be considered while selecting a control algorithm. Keeping the same in mind, a
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strategy which involves exploiting the inherent discontinuities in vibro-impact systems
has been adopted. Using an approach similar to Jerrelind and Dankowicz [15], the
position of the stop, or the point of impact has been chosen as the parameter to be
perturbed to achieve the desired control. This is a cost effective strategy since it
doesn’t involve ‘continuous energy actuation’, as control is exercised through discrete
changes in the position of the stop or point of discontinuity in the system. Also, this
eases constraints on response time, since the parameter perturbation doesn’t have to
be instantaneous and can be executed over a finite achievable time span based on the
frequency of operation. The precise value of this perturbation is deduced through an
algorithm based on the work of Dankowicz and Piiroinen [21] wherein the changes to
the local dynamics near any previously found periodic trajectory can be implemented
indirectly as a result of a subsequent collision with a physical stop.

3.1.1

Core Idea

As previously mentioned, the current algorithm is based on giving a small perturbation to a system parameter to move onto a previously-determined periodic trajectory. This is an iterative process wherein the system continually moves closer to the
reference trajectory or the previously-found periodic trajectory and finally converges.
To better understand this, the concept of Poincaré sections is introduced. A Poincaré
section can be understood as a dynamical system in itself, of one dimension less than
the original dynamical system. As one of the parameter values in the state-space of
original system is fixed, the Poincaré section has a dimension lower than the original
system and hence depending on the fixed value of this parameter, the Poincaré section is also discrete. Here, two Poincaré sections are considered, one corresponding to
impact and the other corresponding to control, which are fixed based on the position
of impact and the position of the control, respectively. The control surface can be
at any point (position) during the free flight phase of oscillation, as this allows for a
finite time for any changes made at the control surface to reflect on the position of
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the stop at the subsequent collision with the stop. Now, consider the intersection of
the previously found periodic trajectory with the Poincaré section corresponding to
control, Pcontrol , which is a fixed state-space vector x∗ , under the iterative map P:
Pcontrol → Pcontrol .

As the previously found reference trajectory, which is a periodic trajectory, is being
considered here, the intersection with Pcontrol is a fixed state-space vector. Now, for
x ≈ x∗ , where x is the intersection of the actual trajectory with the control surface,
from the Taylor’s expansion
P(x) = x∗ + δx P(x∗ )(x − x∗ ),

(3.1)

which means that the deviation is linear with (x − x∗ ), with the sensitivity matrix
δx P(x∗ ), which is the Jacobian of the iterative map. Hence the knowledge of the
eigenvalues of the Jacobian can be used to deduce if the control is asymptotically
stable or not, which means to say that if the eigenvalues of the Jacobian lie within
the unit circle, under the action of the iterative map P, the solution will converge.
The entire process can be broken doen into four broad steps as listed below
1. The first step corresponds to Figure 3.10(a), where there is a non-impacting
periodic trajectory of period T , which means that the system is continuous and
void of any discontinuities. Here, φ corresponds to the flow function and its
first and second arguments correspond to the starting point of the flow function
and time elapsed since the starting point, respectively. Considering x0 as the
starting point and τ (x0 ) as the time elapsed since the starting point, a new
point in state-space is obtained corresponding to x1 . Similarly, considering x1
as the starting point and T − τ (x0 ) as the elapsed time, the original point in
state-space x0 is again reached, since T is the period of the trajectory. This
defines the flow function for a non-impacting periodic trajectory.
2. The second step accommodates a discontinuity in the form of an impact event,
see Figure 3.10(b). The definition of the flow function remains the same, but
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to account for the discontinuity a new function, the jump function gimpact is
introduced. As this jump function corresponds to an impact event, it is fixed in
state-space by a state-space parameter, which in this case is the position. Since
the impact is defined by a fixed position, the dynamics of the jump function
play out in a space which is a dimension lower than the dimensions of the
original state-space. This new space, as was described before is a Poincaré
section. The Poincaré section Pimpact in the figure is highlighted by the event
function himpact , which corresponds to a function which goes to zero when the
discontinuity is encountered. The jump function gimpact relates the entry and
exit points across the discontinuity, which in the figure are given by ximpact and
g(ximpact ), respectively.
3. The third step introduces a comparison between the reference trajectory (desired trajectory) and the actual trajectory, see Figure 3.10(c). It is desired that
through control the actual trajectory moves towards and finally coincides with
the reference trajectory.
4. The fourth step introduces control, see Figure 3.10(d). Control is exercised with
the help of a second Poincaré section Pcontrol , which corresponds to the event
function hcontrol . hcontrol , according to the definition of an event function, goes
to zero when the disconinuity corresponding to control is encountered. At the
control surface Pcontrol , changes are made to the actual trajectory so that it
iteratively converges to the reference trajectory. The control algorithm adopted
here makes use of discrete changes to the position of the stop, and hence the
position of the impact, to indirectly control the actual trajectory. It is seen in
the figure that the actual trajectory is altered at the Poincaré section Pcontrol
everytime it intersects it until it converges with the reference trajectory, which
is shown in the form of its intersection with Pcontrol at xref
0 . These four steps
provide only a broad outline of the methodology, tools and functions involved
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in the algorithm. The details of the algorithm are elaborated upon in the next
section.

3.1.2

Stability Analysis

In order to achieve stable control it is important to choose control gain parameters
which will result in favorable eigenvalues for the Jacobian of the iterative map P. In
order to do so, it is imperative to understand how these gain parameters influence
the iterative map and how the eigenvalues of the Jacobian of the iterative map are
computed. In order to do so, a logical first step is to understand the stability characteristics of the system in question. The stability analysis adopted here, follows from
Dankowicz and Piiroinen [22].

The SDOF vibro-impact system under consideration is a piecewise smooth system,
with discontinuities arising in the otherwise smooth system due to impacts with a
rigid obstacle. Consider first the motion void of impact. This analysis will later be
extrapolated to encompass discontinuities, and hence impacts. Let x denote the state
of the system at any instance of time and f be a vector field which is differentiable everywhere, or at least in the state-space domain under consideration, then the unique
solution of the initial value problem
ẋ = f (x),

x(0) = x0 ,

(3.2)

is given by φ(x0 ,t), which is known as the flow function. Here, x0 is the initial point
of the trajectory in state-space, and the flow function φ(x0 ,t) denotes a point in statespace where the trajectory would be after an elapsed time t, if x0 is the initial point
of the trajectory. Since the objective of the control is to achieve a desired periodic
trajectory, it is important to define the stability in the vicinity of this desired periodic
trajectory, which is defined as the reference trajectory. Let this reference trajectory
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(a)

(b)

Figure 3.1. A schematic of the control algorithm and the tools used in
the stability analysis, in a step-wise approach. Here, panel (a) shows a
non-impacting trajectory followed by panel (b), where a discontinuity is
introduced in the form of an impact through a Poincaré section.
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(a)

(b)

Figure 3.2. A schematic of the control algorithm (continued). Here,
panel (c) compares the existing trajectory with the reference trajectory.
Finally, panel (d) shows the introduction of another discontinuity through
a Poincaré section to implement control to achieve the desired trajectory.
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initially be at xref
0 . The deviation of the original trajectory based at an initial point
x0 , which is in the vicinity of xref
0 is given by
ref
ref
ref
φ(x0 , t) − φ(xref
0 , t) = φx (x0 , t)(x0 − x0 ) + O(||x0 − x0 ||).

(3.3)

This is in accordance with a Taylor’s expansion. On ignoring higher order terms and
linearizing the deviation, the deviation reduces to being a function of the difference
of the initial states of the two trajectories and φx (xref
0 , t), which is the Jacobian of
the flow function φ. This Jacobian measures the rate of change of the flow function
with respect to the change in state-space vector and can be obtained as the solution
to the initial value problem
Φ̇ = fx [φ(x0 , t)]Φ,

φ(0) = Id,

(3.4)

which is known as the first variational equation. Now to extrapolate this analysis to
involve discontinuities in the motion of the system, Poincaré sections are employed.
The current analysis would require two Poincaré sections Pimpact and Pcontrol , the first
to capture the impact and the second to invoke the perturbation in system parameter
at the control surface. The event functions himpact and hcontrol are associated with
Pimpact and Pcontrol respectively, and signal the intersection with a Poincaré section.
The event functions are such that they go to zero when their respective Poincaré
section’s are encountered.

Before going into the details of how the discontinuities are dealt with in this problem,
it makes logical sense to draw a blueprint of the problem involved. For the current
problem, which involves a SDOF vibro-impact system, there is oscillatory motion and
hence the motion is such that starting from the equilibrium position (zero position
of the oscillating mass), the system is in free flight mode (smooth motion) before it
encounters the impact surface, following which the mass returns and once again passes
through the equilibrium position in free flight mode before it can impact the rigid
obstacle once again. This of course assumes that the system executes ‘one impact per
cycle’ motion. Considering this, the entire motion is captured by the iterative map
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P in Figure 3.3. Figure 3.3, is an iterative map which highlights the flow functions,
event functions and discontinuities involved in this analysis. This iterative map P, is
defined as Pcontrol → Pcontrol . This serves as an introduction to the map before going
into the intricacies.

Figure 3.3. A schematic of the iterative map P: Pcontrol → Pcontrol .

To incorporate the discontinuities in flow involved from Pcontrol → Pcontrol it is
essential to first study the deviation of the the reference trajectory from the actual
trajectory (trajectory to be controlled), as was shown in Equation (3.3). The difference in the flow function from the control surface, Pcontrol , back to it, is due to the
discontinuity in the form of the impact surface, represented by the Poincaré section
Pimpact and event function himpact . The discontinuity due to the control surface will
be dealt with later. Now suppose the reference trajectory starts at a point xref
on
0
the control surface Pcontrol . It intersects the discontinuity surface Pimpact at a point
ref
ref
xin =φ[xref
0 , τ (x0 )] (see Figure 3.3), where τ (x0 )=tref is the time of flight of the
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reference trajectory from Pcontrol to Pimpact . The original trajectory based at an initial
point x0 , in the near vicinity of xref
0 , intersects Pimpact at a point φ[x0 , τ (x0 )] where
τ (x0 ) is the time of flight to Pimpact . Now the event surface himpact is so defined that
himpact [φ(xref
0 , tref )] = himpact {φ[x0 , τ (x0 )]} = 0.

(3.5)

The discontinuity at Pimpact is modeled as a discrete jump function gimpact ,
where the entry and exit point of the jump function are governed such that xout =
gimpact (xin ) for the reference trajectory. Similarly the exit point for the original trajectory is gimpact {φ[x0 , τ (x0 )]}, see Figure 3.3. Considering this, the deviation of the
original trajectory from the reference trajectory after an elapsed time t > tref is given
by
φ(x0 , t) − φ(xref
0 , t) = φ{gimpact [φ(x0 , t − τ (x0 ))]} − φ(xout , t − tref ).

(3.6)

Employing the Taylor’s expansion and chain rule for differentiation, the expression
on the right hand side gives
ref
ref
ref
(x0 − xref
0 ){φx (xout , t − tref )gimpact,x (xin )[φx (x0 , tref ) + φt (x0 , tref )τx (x0 )]
ref
ref
− φt (xout , τ − tref )τx (xref
0 )} = φx (x0 , t)(x0 − x0 ). (3.7)

This is a linearized expression neglecting higher order terms. Also, it is to be noted
that in Equation (3.7) the expression has been split into pre-impact and post-impact
flow function terms and their derivatives. Here,
φt (xref
0 , tref ) = f (xin ),

(3.8)

where f is the vector field as defined by Equation (3.2), the time derivative of the
state-space vector and hence of the flow function at a particular point in state-space.
Also,
φt (xout , τ − tref ) = f [φt (xout , τ − tref )] = φx (xout , τ − tref )f (xout ).

(3.9)
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Now the expression for τx (xref
0 ) is derived as follows. Since himpact is an event function
which goes to zero on Pimpact ,
0 = himpact {φ[x0 , τ (x0 )]}.

(3.10)

himpact {φ[x0 , τ (x0 )]} can also be expressed as
himpact {φ[x0 , τ (x0 )]}
ref
ref
ref
= himpact (xin ) + himpact,x (xin )[φx (xref
0 , tref ) + φt (x0 , tref )τx (x0 )](x0 − x0 )

(3.11)
, from the Taylor’s expansion, and neglecting higher order terms. This finally reduces
to
τx (xref
0 ) = −

himpact,x (xin )
φx (xref
0 , tref ),
himpact,x (xin )f (xin )

(3.12)

from Equation (3.8) and since himpact (xin )=0. Finally, using Equations (3.7), (3.8),
(3.9) and (3.12),
φx (xref
0 , t) = φx (xout , t − tref )


[f (xout ) − gimpact,x (xin )f (xin )]himpact,x (xin )
gimpact,x (xin ) +
φx (xref
0 , tref ).
himpact,x (xin )f (xin )
(3.13)
Thus, Equation (3.13) gives us the Jacobian of the flow function from the control
surface back to the control surface, without accounting for the discontinuity at Pcontrol .
According to Equation (3.1), it is the Jacobian of the iterative map that is to be found
and not only the Jacobian of the flow function. The Jacobian of the iterative map
differs from the Jacobian of the flow function due to two reasons, the first being the
fact that the starting point of the map Pcontrol acts as a discontinuity which hasn’t
been accounted for in the flow function and second due to the dependence of the
times of flight from Pcontrol to Pcontrol based on the initial conditions of the actual
trajectory and the reference trajectory. This can be understood by having a closer
look at Equation (3.6), where the expression for the deviation of the flow functions
after a time interval t, has been presented. This is not the same as the deviation
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of the actual and reference trajectory on the Pcontrol surface, as the reference and
actual trajectories may have different times of flight from Pcontrol to Pcontrol . Since it
is this deviation in the iterative values of the two trajectories on Pcontrol that tell us
about the stability of the system, the Jacobian of the iterative map P is desired in
accordance with Equation (3.1).

As was previously mentioned, Pcontrol coincides with a discontinuity due to the control
being imposed. This discontinuity is modeled as a discrete jump function gcontrol .
For the reference trajectory, since it is a periodic trajectory of period T , the control
ref
jump function has no influence, that is, gcontrol (xref
0 )=x0 . For the same reason the

iterative map P for the reference trajectory yields
ref
Pcontrol→control (xref
0 ) = x0 .

(3.14)

On the other hand for the actual trajectory
Pcontrol→control (x0 ) = φ{gcontrol (x0 ), τ [gcontrol (x0 )]},

(3.15)

where τ [gcontrol (xref
0 )] is the time of flight from Pcontrol back to Pcontrol . For the
reference trajectory, this time of flight is the period of the reference trajectory,
τ [gcontrol (xref
0 )] or T . The discontinuity surface Pcontrol is associated with an event
function hcontrol , such that
ref
hcontrol {φ[gcontrol (xref
0 ) = x0 ], T } = hcontrol {φ[gcontrol (x0 ), τ (gcontrol (x0 ))]} = 0.

(3.16)
Now the deviation of the actual trajectory and the reference trajectory on the control
surface is given by
ref
Pcontrol→control (x0 ) − Pcontrol→control (xref
0 ) = φ{gcontrol (x0 ), τ [gcontrol (x0 )]} − x0 .

(3.17)
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As in case of Equation (3.6), on employing a Taylor’s expansion and using the chain
rule for differentiation,
ref
ref
ref
Pcontrol→control,x (xref
0 ).(x0 − x0 ) = {φx [gcontrol (x0 ), T ]gcontrol,x (x0 )+
ref
ref
ref
φt [gcontrol (xref
0 ), T ]τx [gcontrol (x0 )]gcontrol,x (x0 )}(x0 − x0 ) (3.18)

is obtained. Higher-order terms in the Taylor’s expansion have been neglected. As in
the case of Equation (3.8), the time derivative of the flow function can be expressed
as
ref
φt [gcontrol (xref
0 ), T ] = f (x0 ).

(3.19)

Following a derivation similar to the one used to obtain Equation (3.12), τx [gcontrol (xref
0 )]
is given by
ref
τx [gcontrol (xref
0 ) = x0 ] = −

hcontrol,x (xref
0 )
ref
φx [gcontrol (xref
0 ) = x0 , T ]. (3.20)
ref
hcontrol,x (x0 )f (xref
)
0

Finally using Equations (3.18), (3.19) and (3.20), the Jacobian of the iterative map
P=Pcontrol→control is given by


ref
f (xref
0 )hcontrol,x (x0 )
ref
Pcontrol→control,x (x0 ) = Id −
ref
hcontrol,x (xref
0 )f (x0 )
ref
ref
.φx [gcontrol (xref
0 ) = x0 , T ]gcontrol,x (x0 ). (3.21)

It is this expression that can be used to derive whether the iterative map being used
is stable or not and hence whether the iterative intersections on the control surface
Pcontrol of the actual trajectory will converge to that of the reference trajectory or
not, and hence whether the actual trajectory converges completely to the reference
trajectory or not.

3.1.3

Incorporating Discrete Control into the Iterative map P

In the previous section, a method that can used to qualitatively describe the stability of an iterative map was discussed. This was done by first obtaining the Jacobian
of the map and then by assessing the stability of the map based on the eigenvalues of
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the Jacobian. A discrete control was proposed, occurring at the equilibrium position
of the oscillating mass, as realized through discrete changes in the position of the
stop. As previously mentioned, the reason for choosing the stop for exercising control
is to ensure that there is sufficient time for the stop to move while the oscillating
mass is in motion, which means that the imposition of control doesn’t have to be
instantaneous. This contributes to the practicality of the algorithm under question.
As discussed before, changing in the position of the stop is an indirect and practical
way of altering a given trajectory, but these trajectories have to be altered in comparison with the desired trajectory which is the reference trajectory. An efficient way of
doing this would be by incorporating the parameter to be changed and the reference
trajectory into the original state-space vector x. In this way, all of the other matrices
and vectors, and principally the jump function gcontrol , can be written as a function
of the elements of the augmented state-space vector x̃, given by
 
x
 
 
x̃ =  d  ,
 
x∗

(3.22)

where x is the state-space vector representing the actual trajectory, d is the parameter
to be controlled (here, the position of the stop) and finally x∗ is the state-space vector
representing the reference trajectory. Accordingly each matrix or vector that has been
discussed before becomes a function of the augmented state-space vector x̃ rather than
the state-space vector x.

Since Equations (3.13) and (3.21) are pivotal in finding the Jacobian of the map and
hence describing the stability characteristics of the controlled system, the components
of these equations are to be described in terms of the elements of the augmented statespace vector x̃, which can then be implemented using MATLAB.
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Implementation Using MATLAB
To implement this algorithm in MATLAB, it is essential to describe the expressions
for the components of Pcontrol→control,x and the state-space vector. As the name
suggests, the state-space vector should be capable of completely defining the state of
the system at any instant of time through its component parameters. For the SDOF
system under consideration, these parameters are the position, velocity and phase of
the system. The stated parameters can be easily tracked in the simulation used in
the previous chapter and hence, logically, are a good choice for control.
   
x
x
   
   
x =  ẋ  =  ẋ 
   
φp
ωt

(3.23)

is the state-space vector. The phase is reset per cycle of excitation using the ‘mod’
function. Similarly x∗ , is the vector for the state of the desired reference trajectory,
tracking the same three parameters for the reference trajectory. Using this, the
expressions for the other components for implementation, are obtained.

The vector field f , is obtained as the time derivative of the augmented state-space
vector and is given by
f = (ẋ 0 0)T .

(3.24)

This can be computed for different points on the reference trajectory to obtain the
required expressions in Equation (3.13). Next, himpact , is the event function which
defines the intersection of the trajectory with the stop and hence defines the impact.
Accordingly, himpact is given by
himpact = x − d.

(3.25)

Further, the Jacobian of himpact is given by
himpact,x = (1 0 0

− 1 0 0 0).

(3.26)
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Finally the jump function gimpact which defines the impact event is given by
gimpact (x̃) = (x

− eẋ φp

d x∗

ẋ∗

φ∗p ),

(3.27)

where e is the coefficient of restitution of impact and the negative sign accounts for
the reversal in velocity. Apart from this, the other terms remain the same as that
in the augmented state-space vector. Thus, this jump function can be used to map
the pre-impact and post-impact state-space configurations of the trajectories. The
Jacobian of the jump function is then given

1 0


0 −e


0 0


gimpact,x = 0 0


0 0


0 0

0 0

as

0 0 0 0 0


0 0 0 0 0


1 0 0 0 0


0 1 0 0 0 .


0 0 1 0 0


0 0 0 1 0

0 0 0 0 1

(3.28)

The remaining terms in Equation (3.13), φx (xout , t − tref ) and φx (xref
0 , tref ), are obtained as solutions to their corresponding variational equations, as given by Equation
(3.4). Coming to Equation (3.21), f (xref
0 ) is obtained as before, except for the fact
that here it has to be computed at xref
0 . Next, hcontrol is given by
hcontrol = x,

(3.29)

since it is the event surface at the control position (here the equilibrium position).
This then gives us its derivative with respect to the state-space vector hcontrol,x , as
hcontrol,x = (1 0 0 0 0 0 0).

(3.30)

Finally, gcontrol is the jump function that has been adopted in accordance with [15],
which brings about a discrete change in the position of the physical stop when the
control surface is encountered. The change is modeled as a function of gain parameters
on the relative difference of the state-space values of the actual trajectory and the
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reference trajectory. This ensures that once the actual trajectory locks onto the
reference trajectory, the control action is withdrawn. Thus, gcontrol is given by


x



 ref
(3.31)
gcontrol (x̃) = d + c1 (x − x∗ ) + c2 (ẋ − ẋ∗ ) + c3 (φp − φ∗p ) ,


x∗
where c1 , c2 and c3 are the gain parameters on the position, velocity and phase,
respectively and dref is the position of the stop for the reference trajectory. These
gain parameters can be varied in order to ensure stable control, as the eigenvaules
of the Jacobian of the iterative map are a function of these gain parameters through
Equation (3.21). The Jacobian of the jump function gcontrol , can further be obtained
as



1 0 0


0 1 0


0 0 1


gcontrol,x (x̃) = c1 c2 c3


0 0 0


0 0 0

0 0 0

0

0

0

0

0

0

0

0

0

0 −c1 −c2
0

1

0

0

0

1

0

0

0

0





0 


0 


−c3  .


0 


0 

1

(3.32)

Using all of these expressions, the Jacobian of the iterative map, Pcontrol→control,x
can be obtained by computing these expressions at the desired points in state-space
as given by the Equations (3.13) and (3.21). This, in turn, would need the knowledge
of the intersections of the reference trajectories with the discontinuity surfaces. Thus,
the knowledge of the desired reference trajectory is a prerequisite for this algorithm.
Once the Jacobian is computed, the eigenvalues can be used to assess the stability
for any set of gain parameters. This has been elaborated upon in the next section.

3.2

Control Simulation Results
This section describes the simulation results obtained using the gain parameters

selected based on the stability analysis carried out in the previous section. The
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results have been presented for two different scenarios, trajectories with and without
secondary loops. These two cases have been chosen in tune with the analysis carried
out in the previous chapters highlighting the differences in the two cases.

3.2.1

Case 1: At Lower Frequencies - Secondary Loops in Phase Portraits

The first case is that of a trajectory at a low frequency which has secondary
loops. Figure 3.4 shows the variation in the eigenvalues with c2 , the gain parameters
corresponding to velocity while the other gain parameters have been fixed. It can
be seen that the eigenvalue e1 , remains zero and doesn’t change with a change in
parameter values. This can be attributed to the fact that the control surface is fixed
by position (at the equilibrium position) and hence at the control surface the gain
parameter c1 has no influence on control. Accordingly, the eigenvalue corresponding
to c1 remains zero regardless of the values of the gain parameters. Also, in Figure
3.5, Points A, B, C and D have been marked and the phase portraits corresponding
to the simulations under their corresponding gain parameter combinations have been
presented in Figure 3.5. Phase portraits corresponding to parameter combinations
with even a single eigenvalue exceeding one, are not expected to stabilize onto the
desired reference trajectory. The desired reference trajectory was generated through
a simulation providing the steady-state trajectory of a particular configuration of
system parameters and it is this trajectory that is desired for an initially different
configuration through control. This is dealt with in more detail in Chapter 5. In
Figure 3.5, it can be seen, upon comparing with the desired reference trajectories,
that the phase portraits corresponding to points B and C coincide with the desired
reference trajectory, whereas points A and D do not. This is in tune with what is
expected, as points A and D correspond to gain parameter combinations where at least
one eigenvalue exceeds one. In case of A, it can be seen that the position of the stop
has shifted to a significantly different position from the reference position of the stop.
This indicates unstable control where the position of the stop has shifted significantly
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from the expected position before stabilizing on to a particular undesired position.
This is corroborated in Figure 3.6(a), wherein the position of the stop moves beyond
the equilibrium point and assumes a negative value and hence cannot be controlled
any longer. This is since the control is implemented at the control surface placed
at the equilibrium position which connot be encountered any longer. In case D, the
motion stabilizes to a slightly different trajectory and hence again refers to a case
of unstable control. Additionally, Figure 3.6(d) confirms the slight deviation of the
actual trajectory from the desired trajectory. Finally, Figure 3.7 shows a settling
time variation in the range where the control is stable. This has been presented since
the settling time is a common metric used to select the optimum combination of gain
parameters. In [15], it can be stated that an optimum choice of gain parameters is
understandably one which results in all of the eigenvalues being zero. The complex
variation of the settling time with the variation of gain parameters and hence with the
eigenvalues in some regions of Figure 3.7, points to the fact that the system possesses
rich dynamics.
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Figure 3.4. An eigenvalue plot showing the variation of the system eigenvalues with the variation of the gain parameter c2 at lower frequencies and
hence in the presence of secondary loops. Here, ω = 75 rad/s (Ω ∼ 0.8),
f = 80.94 N (λ ∼ 0.95), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.016 m,
c1 = 0 and c3 = 0.02 m/rad.
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(a)

(b)

(c)

(d)

Figure 3.5. Phase portraits corresponding to points on the eigenvalue
chart presented in Figure 3.4, where panel (a) corresponds to point A,
panel (b) corresponds to point B, panel (c) corresponds to point C and
panel (d) corresponds to point D.
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(a)

(b)

(c)

(d)

Figure 3.6. The evolution of the position of stop with time. Here, panel
(a) corresponds to point A, panel (b) corresponds to point B, panel (c)
corresponds to point C and panel (d) corresponds to point D.

3.2.2

Case 2: At Higher Frequencies - No Secondary Loops in Phase
Portraits

The second case is that of a trajectory at a high frequency which is void of secondary loops. Figure 3.8 depicts the variation of eigenvalues with the gain parameter
c2 , while keeping the other gain parameters fixed. Similar to the first case, presented
in Figure 3.9, four points, A, B, C and D have been chosen to depict the stability
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Figure 3.7. An eigenvalue plot showing the variation of the system’s
eigenvalues and settling time with a variation of the gain parameter c2
at lower frequencies, and hence in the presence of secondary loops. Here,
ω = 75 rad/s (Ω ∼ 0.8), f = 80.94 N (λ ∼ 0.95), c = 11.3 Ns/m (ζ ∼ 0.1),
e ∼ 0.9, d ∼ 0.016 m, c1 = 0 and c3 = 0.02 m/rad.

characteristics through phase potarits. On expected lines, trajectories corresponding
to B and C, coincide with the desired reference trajectory, and hence stable control
is achieved at these points. On the other hand, point A corresponds to a trajectory
which is slightly different from the desired reference trajectory, a case similar to Point
D in the low-frequency case. This is supported by Figure 3.10(a), where the desired
and actual position of stop stabilize to different values. Point D in this case, corresponds to a case of unstable control where the position of the stop continually grows
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away from the desired position of the stop and ultimately leads to a trajectory void of
impacts as the stop has moved away to such an extent that it exceeds the amplitude
of the non-impacting motion under the given set of parameters. This can be seen in
Figure 3.10(d) where the position of the stop has changed to a value which is high
enough to avoid impacts. Now the position of the stop remains fixed after a certain
point because the trajectory becomes a periodic non-impacting trajectory and hence
the intersection on the control surface is fixed. This, in turn, means that the equation governing the control of the position of the stop produces the same value of the
position of the stop at every subsequent intersection with the control surface. Again
a variation of settling time in the range of stability has been presented in Figure 3.11.
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Figure 3.8. An eigenvalue plot showing the variation of the system’s
eigenvalues with a variation of the gain parameter c2 at higher frequencies,
and hence in the absence of secondary loops. Here, ω ∼ 120 rad/s (Ω ∼
1.27), f = 80.94 N (λ ∼ 1.01), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9,
d ∼ 0.015 m, c1 = 0 and c3 = 0.004 m/rad.
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(a)

(b)

(c)

(d)

Figure 3.9. Phase portraits corresponding to points on the eigenvalue
chart presented in Figure 3.8, where panel (a) corresponds to point A,
panel (b) corresponds to point B, panel (c) corresponds to point C and
panel (d) corresponds to point D.
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(a)

(b)

(c)

(d)

Figure 3.10. The evolution of the position of stop with time. Here, panel
(a) corresponds to point A, panel (b) corresponds to point B, panel (c)
corresponds to point C and panel (d) corresponds to point D.

3.3

Limitations and Conclusion
The advantage of this particular control algorithm in dealing with practical issues

like the finite response time associated with moving the physical stop has been elaborated upon in this chapter. Having said that, the control algorithm that was used,
in this chapter suffers from some limitations as well. For example, the algorithm
was based on the assumption that the trajectories in question are single impact per
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Figure 3.11. An eigenvalue plot showing the variation of the system’s
eigenvalues and settling time with the variation of the gain parameter c2
at higher frequencies and hence in the absence of secondary loops. Here,
ω ∼ 120 rad/s (Ω ∼ 1.27), f = 80.94 N (λ ∼ 1.01), c = 11.3 Ns/m
(ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c1 = 0 and c3 = 0.004 m/rad.
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cycle of motion trajectories, which may not always be the case. Hence, this algorithm
wouldn’t work if the motion were to involve multiple impacts per cycle of motion trajectories. This is something that can be worked upon by accounting for the fact that
multiple impacts per cycle of motion would involve multiple discontinuities per cycle
of motion, and hence by altering the expression for the flow function to accommodate
for multiple impacts per cycle of motion. This would increase the complexity of the
algorithm, and hence this work has been limited to single impact per cycle of motion
trajectories. Another issue that is likely to be experienced in a practical environment
is the influence of an error in the measurement of the state-space parameters, due to
the limitations in the accuracy and precision of the sensing and actuating devices.
Thus, this uncertainty has to be factored into the control algorithm, and its robustness to uncertainties has to be explored. The next chapter examines the efficacy of
the presented control algorithm in the presence of uncertainties.
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4. IMPLICATIONS OF UNCERTAINTY ON CONTROL
As detailed in Chapter 2, the dynamics exhibited by a SDOF, vibro-impact system,
are strongly dependent on the parameters that govern the response of the system.
While parameters such as the mass of the oscillating block and the stiffness of the
springs are considered largely constant and are not expected to change during the
operating life of the system, other parameters such as the forcing frequency, the amplitude of oscillation, the coefficient of restitution and the position of the obstacle can
vary about their fixed values, adversely affecting any attempt to control the system.
Since a control algorithm is inherently based on the inputs to the algorithm, any
error in either measuring an input to the algorithm or not accounting for fluctuations
about the fixed value of an input, which has been inherently considered a constant
for the algorithm, can result in the failure of the control.
The forcing frequency and the amplitude of oscillation commonly result from a
signal generator used in conjuntion with a signal amplifier. With such a system in
place, it is impossible to avoid fluctuations about the desired values of the forcing
frequency and the amplitude of forcing. Likewise though the coefficient of restitution
associated with impact is commonly considered to be constant, there is a possibility
that this value can fluctuate. Similarly, there are inherent limitations on the precision
and accuracy of any sensors being used to determine the position of the stop, which
in this case is a feedback input for the control algorithm. All of these parameters
in simulation have been considered to be constants and unaffected by uncertainties,
and hence to validate the efficacy of this algorithm in experiment without actually
performing experiments, these factors have to be included in simulation to test the
robustness of the control algorithm.
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4.1

Effect of Variation of Parameters on the Dynamics of the System
Before examining the robustness of any control algorithm it is important to first

examine the effect that each of these parameters has on the dynamics of the system.
Since the proposed control is applicable only in cases where there is a single impact in
one cycle of motion, it is imperative to identify the regions where the system executes
such motion and where it does not. Also, it is important to determine the sensitivity
of the system (with regards to the transition from a single impact to a multi-impact
case) to changes in the parametric values. In this vein, presented here are plots which
show the transition from a single-impact configuration to a multi-impact configuration as each parameter of interest is varied under different operating conditions, such
as the low-frequency and high-frequency conditions which correspond to motion with
secondary loops and void of secondary loops, respectively. Also, this aids in gauging
the sensitivity of the velocity at impact to the change in the parameter under study.

4.1.1

Amplitude Variation

Since the amplitude of oscillation is subject to fluctuations around its desired value
on account of noise in the source generating the excitation, it is important to study
the variation in impact velocity with a change in the amplitude. Such a variation as
mentioned before, has been carried out under two different prevailing circumstances,
the first is under low-frequency forcing which corresponds to motion with secondary
loops and the other under high-frequency forcing which corresponds to motion void
of secondary loops. As can be seen in Figure 4.1(a), under low-frequency operating
conditions, for lower amplitudes the trajectories are single-impact trajectories and
in this domain the impact velocity increases linearly with amplitude. At higher
amplitudes, the system moves into a multi-impact domain, which as mentioned is not
favorable for the control algorithm being used here. This can be seen in the form of
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(a)

(b)

Figure 4.1. An amplitude response curve which shows the variation of
the velocity at impact obtained by varying the amplitude of excitation.
Panel (a) shows the variation under low-frequency conditions where ω =
56.6 rad/s (Ω ∼ 0.6), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9 and d ∼ 0.015 m.
Panel (b) shows the variation under high-frequency conditions where ω =
130 rad/s (Ω ∼ 1.38), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9 and d ∼ 0.015 m.
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multiple impact velocity values for a given amplitude of forcing. On the other hand,
for a high-frequency case, see Figure 4.1(b), the trajectories continue to be singleimpact trajectories for the entire range of amplitude variation. Additionally, the
impact velocities increase linearly with an increase in the amplitude of oscillation. A
system operating under the given set of conditions, is ideal for the control algorithm
examined here, as the single-impact condition is satisfied and the linear variation
in impact velocities ensures that any desired impact velocity (under the range of
consideration, 2 − 10 m/s) can be achieved with an increase in the amplitude of
forcing.

4.1.2

Position of Stop Variation

In a practical framework, the position of the stop is subject to uncertainty due
to the precision limitations on the linear actuator moving the stop, and hence it is
important to study the variation of trajectories with a change in the position of the
stop. As was done in the case of amplitude variation, the variation has been carried
out under two different conditions. In the case of the low-frequency forcing [Figure
4.2(a)], when the position of stop is very close to the equilibrium position, the system
is in a multi-impact domain and as the position of the stop is moved away from the
equilibrim position the system moves into a single-impact domain. As the position
of the stop is further moved away, the impact velocities decrease in linearly. On the
other hand, for a high-frequency forcing case, along expected lines we observe singleimpact motion. Here, the impact velocity increases as the position of stop is moved
away from equilibrium condition. This linear increase in impact velocity is different
from the linear decrease in impact velocities for the low-frequency case, as here the
trajectories are void of secondary loops, which is not the case when operating at a low
frequency. Also, for the high-frequency case, the impact velocities increase linearly
as the stop is moved away from the equilibrium position, but at some critical value of
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the position of the stop, the system is expected to move into a non-impacting domain.
This does not happen under the range of values considered in this study.

4.1.3

Frequency Variation

Since the frequency of oscillations are subject to uncertainty based on the precision
of the signal generator being used in a practical setup, a similar study is imperative
for the frequency of oscillation as well. Figure 4.3 shows that at lower frequencies
the system executes multi-impact per cycle of motion trajectories and at higher frequencies movies into a single-impact per cycle of motion domain. This behavior has
been discussed before in Chapter 2. What is pertinent to this study is that at higher
frequencies (∼ 100 − 140 Hz), the range that is considered favorable for the control
algorithm under question, the impact velocity increases with an increase in operating
frequency. Also on carrying out a forward and reverse frequency sweep, it can be seen
that impact velocities are initial condition dependent.

4.2

Adding Uncertainty to Parameters Values
The primary objective of this chapter is to validate the efficacy of the control algo-

rithm in question under operating conditions which allow for uncertainty in the values
of parameters that are likely to to be effected in a practical setup. This is done to
validate the robustness of the control algorithm in a practical scenario, which would
be different from the ideal conditions under which this algorithm has been tested
successfully up until now. In order to do so, uncertainty has to be incorporated into
each parameter in question. This has been achieved by incorporating a percentage
uncertainty within a predefined limit using the random number generator feature
in MATLAB. Thus, a random value, within the predefined percentage limit, is generated for each parameter, uncertainty is desired to be imposed on, in a form given by

α∗ = α(1 + σN ),

(4.1)
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(a)

(b)

Figure 4.2. A position of stop response curve which shows the variation
of the velocity at impact obtained by varying the position of stop. Panel
(a) shows the variation under low-frequency conditions where ω = 56.6
rad/s (Ω ∼ 0.6), f = 71.95 N (λ ∼ 0.9), c = 11.3 Ns/m (ζ ∼ 0.1) and
e ∼ 0.9. Panel (b) shows the variation under high-frequency conditions
where ω = 130 rad/s (Ω ∼ 1.38), f = 71.95 N (λ ∼ 0.9), c = 11.3 Ns/m
(ζ ∼ 0.1) and e ∼ 0.9.

73

Figure 4.3. A frequency response curve which shows the variation of
the velocity at impact obtained by varying the forcing frequency. Here,
f = 71.95 N (λ ∼ 0.9), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9 and d ∼ 0.015
m.

where
α∗ = Parameter Value (with uncertainty)
α = Base Parameter Value (without uncertainty)
σ = Percentage Uncertainty
N = Random Value under Standard Normal Distribution .
Here, the Base Parameter Value corresponds to the mean parameter value and the
Percentage Uncertainty corresponds to the uncertainty in percentage terms suspected
on the parameters. The result is such that the statistics on the parameter value used
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by the simulation have a mean value equal to the desired value and the standard
deviation of the distribution is equal to the percentage uncertainty times the Base
Parameter Value. Also, the statistics are such that the parameter values generated
follow a normal distribution where the base value α is the mean and the percentage
uncertainty σ times the random value under standard normal distribution N , is the
standard deviation of the normal distribution.
The only remaining task is to decide the percentage uncertainty suspected on the
parameters. This is determined based on the inherent uncertainty in the instruments
and devices being used in a practical setup. Each instrument or device has a rated
precision in percentage terms which can be used as the source to decide upon these
values while running the simulation. For example, a linear actuator could be employed
to move the fixed stop, but the linear actuator has an inherent limitation in terms of
its precision in moving the fixed stop to the desired position, and the precision value
that the linear actuator quotes in its manual could be the source of the precentage
uncertainty to be used in the simulation. Here, the ranges chosen for percentage
uncertainty are based on the uncertainty levels of equipment that would be used in a
fairly modern experimental setup. A set of fairly modern equipment has been listed
below:
1. Signal Generator (for noise on frequency and amplitude) - Agilent 33220A 20
MHz Arbitrary Waveform Generator, has a resultant uncertainty of less than
2% on frequency and amplitude
2. Linear Actuator (for noise on position of stop) - Firgelli Linear Actuator Control
Board and miniature linear motion series - L12, has a backlash of less than 0.1
mm, which considering the operating dimensions, would result in an error which
is less than 1%.
Using these values for simulation, a new parameter value (based on the uncertainty
involved) is generated at every time step, and used by the ODE45 solver in MATLAB,
to generate results. Since this parameter value changes at every time step, even if only
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a little, the ODE45 solver, to accommodate for such changes without compromising
on the accuracy of the results, decreases the time step being used accordingly. The
time step is reduced to the order of ∼ 10−8 seconds. This results in a phenomenal
increase in computational time. To address this issue, an uncertainty sampling technique has been used, which means that uncertainty in the parameter is sampled at
fixed intervals rather than at each time step. This fixed interval is decided based on
the operating frequency and hence the frequency the signal generator is expected to
generate signals at. Since the ideal operating frequency in this study is of the order of
120 rad/s (∼ 20 Hz), a theoretically safe sampling rate based on absence of secondary
loops, would be 20 × 4 = 80 Hz, according to the Nyquist criterion [40]. Keeping this
in mind, a sampling rate higher than 80 Hz, has been chosen here.

4.2.1

Validating the Uncertainty Sampling Algorithm

Though it was mentioned in the previous section that a sampling rate in excess
of 80 Hz is theoretically safe, it is important to validate this in simulation. In order to do so, simulations were run at four different uncertainty sampling rates and
statistics were obtained on the output [velocity at impact (vimpact ) and phase at impact (pimpact )] to determine the optimum uncertainty sampling rate. Figure 4.4 shows
the results in terms of phase portraits from simulations under different uncertainty
sampling rates. It is evident that as the uncertainty sampling rate is increased, the
deviation in the phase portrait from the case void of downsampling decreases. This
appears in the form of successive trajectories coalescing into one more strongly as the
sampling rate is increased. It appears that this occurs most strongly in Figure 4.4(d),
which corresponds to a uncertainty sampling rate of 262144 Hz. Having said this, an
uncertainty sampling rate of 262144 Hz is not optimum in terms of computational
time and hence a better estimate can be made based on the statistics on the output
which have been presented in Table 4.1 and Table 4.2
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(a)

(b)

(c)

(d)

Figure 4.4. Comparison of phase portrait characteristics with uncertainty on parameters induced at different sampling intervals. Panel (a)
corresponds to 256 Hz, panel (b) corresponds to 1024 Hz, panel (c) corresponds to 16384 Hz and panel (d) corresponds to 262144 Hz. Here, ω
= 60 rad/s (Ω ∼ 0.64), f = 40 N (λ ∼ 1.25), c = 11.3 Ns/m (ζ ∼ 0.1),
e ∼ 0.9 and d ∼ 0.006 m.
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Table 4.1.
Variation of statistics in the vimpact with a change in uncertainty sampling
intervals.
Sampling Rate (Hz) % Error in Mean

Coefficient of Variation (CV)

256

−0.02668

0.0079

1024

0.0000

0.0054

16384

0.0000

0.0030

262144

0.0000

0.0023
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Table 4.2.
Variation of statistics in the pimpact with a change in uncertainty sampling
intervals.
Sampling Rate (Hz) % Error in Mean

Coefficient of Variation (CV)

256

0.0000

0.0064

1024

0.0000

0.0040

16384

0.0000

0.0029

262144

0.0000

0.0021

79
The statistics that have been presented in Table 4.1 and Table 4.2 are the percentage error in mean µ and the coefficient of variation, which are an indication of
the deviation of repeated values of the output (vimpact and pimpact ) from their desired
values. The coefficient of variation is given by

CV =

σ
.
µ

(4.2)

The Coefficient of Variation (CV) has been used here to present the deviation in a
non-dimensional form. It can be seen in Table 4.1 that there exists a finite percentage
error in the mean for a uncertainty sampling rate of 256 Hz, which is unacceptable.
For higher uncertainty sampling rates there is no error in the mean but the Coefficient of Variation decreases progressively with increasing uncertainty sampling rates.
This was observed in Figure 4.4, but here a quantitative measure of the deviation is
available. Considering the computation time involved and the quantitative variation
in output, 1024 Hz is considered to be be a safe uncertainty sampling rate for future
simulations. Table 4.2 further reinforces this point as an uncertainty sampling rate of
1024 Hz has no error in mean and has a low coefficient of variation as well and thus
1024 has been used as the uncertainty sampling rate for all future simulations.

4.2.2

Parameter-Wise Uncertainty Implementation

This section describes the implementation of uncertainty on parameters and validating the efficacy of the control algorithm in the presence of uncertainty. As was
previously mentioned, in a practical setup, some of the parameter values are subject
to uncertainty due to limitations on the precision of instruments and devices used
to realize the experimental setup. Considering this, the effect of uncertainty in each
of these parameters has been investigated individually to establish the severity of
uncertainty related to each of the parameters in terms of robustness to control. Also,
a measure of the variability in the output based on input uncertainty has been presented, which offers a measure of the acceptable limits of uncertainty under which
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the control algorithm functions successfully. Finally, a case which closely replicates
a practical setup wherein uncertainty in all of the parameters has been imposed at
once, has been provided to validate the efficacy of the control algorithm.
The range chosen for percentage uncertainty in parameters is 0 − 4%, which is a
conservative estimate based on the figures quoted before for fairly modern, researchgrade equipment.

Uncertainty in Frequency
As was described before, the frequency of forcing in an experimental setup is
subject to uncertainty based on the precision rating of the signal generator being
used in an experimental setup. Keeping this in mind, a case with uncertainty in
the frequency is presented. Since the control algorithm was independently verified
for two prominent cases, a high-frequency case (without secondary loops) and a lowfrequency case (with secondary loops), the uncertainty validation has also been done
for the same two cases. Figure 4.5 corresponds to the low-frequency case where there
is a visible fluctuation in the trajectory as compared to the case without uncertainty.
Similarly, in the high-frequency case, the control algorithm does achieve the desired
trajectory with a definite fluctuation in the trajectory. A quantitative measure of the
fluctuation has been presented for the two cases in Figure 4.7. Here the Coefficient
of Variation in the input uncertainty (on frequency) has been plotted against the
Coefficient of Variation on output (velocity at impact and phase at impact) to get a
quantitative idea of the fluctuation of output based on the input uncertainty. It is
observed here that over the entire range of input uncertainty in frequency considered
(1-4% uncertainty), the maximum coefficient of variation seen is approximately 0.025
for both the vimpact and pimpact , which in turn corresponds to a fluctuation of ∼ 0.05
m/s in the vimpact and of ∼ 0.0375 in the pimpact . This is referenced to a mean impact
velocity of ∼ 2.4 m/s and mean impact phase of ∼ 1.46 (the approximate values
for the trajectories considered in this study). The acceptability of this variation in
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vimpact depends on the application of interest. For instance, in the case of an impact
braille printer where it is desired to oscillate between high and low impact velocities, a
0.05 m/s (3.9%) variation in velocity is likely acceptable. The overall implications of
variations in both vimpact and pimpact on the control algorithm are not severe since the
algorithm manages to maintain the desired trajectory. This means that the imposed
uncertainty doesn’t force the control to fail by either losing stability or jumping onto
a totally different trajectory. Also, it can be noted that there is generally a linear
increase in the coefficient of variation when an increase in uncertainty is imposed,
though it is observed here that there is some apparent deviation from linearity at
higher values of input uncertainty. This can be attributed to a statistical limitation,
which can only be addressed by considering a very large dataset of values for each
point (to extract the Coefficient of Variation of the output at each input point).
Unfortunately, this would be very computationally time consuming, and hence the
the slight deviation from linearity has been ignored here.

(a)

(b)

Figure 4.5. An illustration of the influence of uncertainty in forcing
frequency under low-frequency conditions. Panel (a) is a phase portrait
of the system affected by uncertainty (1% uncertainty) and panel (b) is
the case without uncertainty. Here, ω = 60 rad/s (Ω ∼ 0.64), f = 60 N
(λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s
and c3 = 0.02 m/rad.
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(a)

(b)

Figure 4.6. An illustration of the influence of uncertainty in forcing
frequency under high-frequency conditions. Panel (a) is a phase portrait
of the system affected by uncertainty (1% uncertainty) and panel (b) is
the case without uncertainty. Here, ω = 130 rad/s (Ω ∼ 1.38), f = 60 N
(λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s
and c3 = 0.02 m/rad.

Uncertainty in Amplitude
As in the case of frequency, the amplitude is also subject to uncertainty based on
the practical limitations of the signal generator and power amplifier being used in a
practical setup. Figures 4.8 and 4.9 show that the control algorithm successfully manages to maintain the desired trajectory in the high-frequency and the low-frequency
cases with limited fluctuation around the desired trajectory. A quantitative measure
has been presented in Figure 4.7, as was done in the case of uncertainty in frequency.
It is observed in Figure 4.13 that there is a linear increase in the Coefficient of Variation on the output with an increase in input uncertainty. Furthermore, in this case,
the variability in the velocity at impact is greater than the phase at impact meaning
that the velocity at impact is more sensitive to uncertainty in amplitude as compared
to the phase at impact. Also, it can be noted that for the same amount of uncertainty
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(a)

(b)

Figure 4.7. A representation of the variation in output (coefficient of
variation on vimpact and pimpact ) obtained by varying the input uncertainty
in the frequency in terms of the coefficient of variation. Panel (a) is for
low-frequency conditions where ω = 60 rad/s (Ω ∼ 0.64), f = 60 N
(λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m and c2 = 0.005
s and c3 = 0.02 m/rad and panel (b) is for high-frequency conditions
where ω = 130 rad/s (Ω ∼ 1.38), f = 60 N (λ ∼ 0.64), c = 11.3 Ns/m
(ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s and c3 = 0.02 m/rad.
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in the amplitude and frequency, the variability in output is lower than in the case
of the uncertainty in amplitude. This would mean that the overall system is more
susceptible to uncertainty in frequency as compared to the uncertainty in amplitude,
even if only marginally.

(a)

(b)

Figure 4.8. An illustration of the influence of uncertainty in amplitude
under low-frequency conditions. Panel (a) is a phase portrait of the system
affected by uncertainty (1% uncertainty) and panel (b) is the case without
uncertainty. Here, ω = 60 rad/s (Ω ∼ 0.64), f = 60 N (λ ∼ 0.64), c = 11.3
Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s and c3 = 0.02 m/rad.

Uncertainty in the Position of Stop
The position of the stop is a critical parameter in the control algorithm as the
control is imposed indirectly through the motion of the stop. In a practical setup the
stop is likely to be moved using a linear actuator which is subect to uncertainties and
hence a similar analysis has been carried out for the position of the stop. Figures
4.11 and Figure 4.12 validate the efficacy of the control algorithm in the presence of
uncertainty in the values of the postion of the stop. Quantitatively, a linear trend
is observed in the variation of output with an increase in the uncertainty in input
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(a)

(b)

Figure 4.9. An illustration of the influence of uncertainty in amplitude
under high-frequency conditions. Panel (a) is a phase portrait of the
system affected by uncertainty (1% uncertainty) and panel (b) is the case
without uncertainty. Here, ω = 130 rad/s (Ω ∼ 1.38), f = 60 N (λ ∼
0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s and
c3 = 0.02 m/rad.
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(a)

(b)

Figure 4.10. A representation of the variation in output (coefficient of
variation on vimpact and pimpact ) obtained by varying the input uncertainty
in the amplitude in terms of the coefficient of variation. Panel (a) is for
low-frequency conditions where ω = 60 rad/s (Ω ∼ 0.64), f = 60 N
(λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s
and c3 = 0.02 m/rad and panel (b) is for high-frequency conditions where
ω = 130 rad/s (Ω ∼ 1.38), f = 60 N (λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1),
e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s and c3 = 0.02 m/rad.
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(uncertainty in position of stop). The variability in output is well within acceptable
limits for the range of uncertainty considered (1-4%). As in the case of uncertainty in
amplitude, here the velocity at impact is more sensitive to uncertainty as compared
to the phase at impact.

(a)

(b)

Figure 4.11. An illustration of the influence of uncertainty in the position
of stop under low-frequency conditions. Panel (a) is a phase portrait of
the system affected by uncertainty (1% uncertainty) and panel (b) is the
case without uncertainty. Here, ω = 60 rad/s (Ω ∼ 0.64), f = 60 N
(λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s
and c3 = 0.02 m/rad.

Uncertainty in all Concerned Parameters
Up until now, uncertainty in each parameter was considered individually. In order
to replicate a real world scenario in simulation, the overall effect of uncertainty in all
parameters is considered. Thus, the present case pertains to a simultaneous introduction of uncertainty in all concerned parameters. Figures 4.14 and 4.15 highlight the
efficacy of the control algorithm in the presence of uncertainty in all of the concerned
parameters and thereby provide the robustness of the control algorithm in a practical
setup as closely as it can be ascertained using simulation. A definite fluctuation about
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(a)

(b)

Figure 4.12. An illustration of the influence of uncertainty in the position
of stop under high-frequency conditions. Panel (a) is a phase portrait of
the system affected by uncertainty (1% uncertainty) and panel (b) is the
case without uncertainty. Here, ω = 130 rad/s (Ω ∼ 1.38), f = 60 N
(λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m and c2 = 0.005
s and c3 = 0.02 m/rad.
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(a)

(b)

Figure 4.13. A representation of the variation in output (coefficient of
variation on vimpact and pimpact ) obtained by varying the input uncertainty
in the position of stop in terms of the coefficient of variation. Panel (a)
is for low-frequency conditions where ω = 60 rad/s (Ω ∼ 0.64), f = 60 N
(λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s
and c3 = 0.02 m/rad and panel (b) is for high-frequency conditions where
ω = 130 rad/s (Ω ∼ 1.38), f = 60 N (λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1),
e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s and c3 = 0.02 m/rad.
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the desired trajectory is observed, but the robustness of the control algorithm ensures
that the critical trajectory parameters (velocity at impact and phase at impact) are
maintained as desired within acceptable limits. Figure 4.16 provides a quantitative
validation, as was done in the previous cases with uncertainty in the individual parameters. The results indicate a linear increase in output variability with an increase
in percentage uncertainty in all parameters. More importantly, it is to be noted that
for the entire range of percentage uncertainty (1-4%) considered, the Coefficient of
Variation in output is still low (< 0.04, which was described before to be satisfactory)
and hence the validity of the control algorithm in the presence of uncertainty is established. It is to be noted that even in a practical setup, instruments and devices are
not expected to show an uncertainty of more than 4%, which was again substantiated
before.

(a)

(b)

Figure 4.14. An illustration of the influence of uncertainty in all parameters simultaneously under low-frequency conditions. Panel (a) is a phase
portrait of the system affected by uncertainty (1% uncertainty) and panel
(b) is the case without uncertainty. Here, ω = 60 rad/s (Ω ∼ 0.64), f = 60
N (λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005
s and c3 = 0.02 m/rad.
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(a)

(b)

Figure 4.15. An illustration of the influence of uncertainty in all parameters simultaneously under high-frequency conditions. Panel (a) is a phase
portrait of the system affected by uncertainty (1% uncertainty) and panel
(b) is the case without uncertainty. Here, ω = 130 rad/s (Ω ∼ 1.38),
f = 60 N (λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m,
c2 = 0.005 s and c3 = 0.02 m/rad.
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(a)

(b)

Figure 4.16. A representation of the variation in output (coefficient of
variation on vimpact and pimpact ) obtained by varying the % input uncertainty in all parameters simultaneously. Panel (a) is for low-frequency
conditions where ω = 60 rad/s (Ω ∼ 0.64), f = 60 N (λ ∼ 0.64), c = 11.3
Ns/m (ζ ∼ 0.1), e ∼ 0.9, d ∼ 0.015 m, c2 = 0.005 s and c3 = 0.02
m/rad and panel (b) is for high-frequency conditions where ω = 130 rad/s
(Ω ∼ 1.38), f = 60 N (λ ∼ 0.64), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9,
d ∼ 0.015 m, c2 = 0.005 s and c3 = 0.02 m/rad.
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5. THE CONTROL ALGORITHM IN A PRACTICAL FRAMEWORK
Chapter 4 dealt with the efficacy of the control algorithm while accounting for uncertainty in parameter values and validated its applicability in such an environment.
However, apart from uncertainties in parameter values, every control algorithm is
likely to face issues which are specific to the particular application it is being used
in. This chapter is aimed at dealing with such issues pertaining to the application at
hand. Since this control algorithm is based on the work done by Dankowicz, et al. in
the control of impact hammers in braille printers [15], the discussion in this chapter
is focused on the same.
The objective of control in braille printers is to ensure smooth and timely switching
between the various impacting velocities of the impact hammer; from high to low or
vice versa. This corresponds to switching between hard impacts and soft impacts
depending on the desired indentation on paper. This transition from hard impacts
to soft impacts, which corresponds to a transition from high-impact velocities to
low-impact velocities, is discussed in the next section.

5.1

Switching Between Different Impact Velocities
The effectiveness of the control algorithm in switching between any desired ve-

locities in a short time is an aspect to be explored. To demonstrate the ability of
the control algorithm in question to execute such jumps, a case has been provided
wherein the system transitions from a high-impact velocity trajectory to a low-impact
velocity trajectory. Figure 5.1 represents a vimpact versus time chart, which shows the
transition. It reveals the transition time to be 0.66 seconds in this particular case.
The transition time here is defined as the time taken from the instant the control
was invoked to the instant when the desired stabilized trajectory is achieved, marked
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by the desired impact velocity. Also, it is to be noted here that the transition time
depends on the choice of the gain parameters in accordance with the eigenvalue charts
plotted in Chapter 3. A good choice of gain parameters will ensure a low transition
time. Figures 5.2 and 5.3 also show the same case in the form of a phase portrait. It
can be seen that there is a definite transition time which involves a few impacts before
the desired impact velocity is arrived at. Having said that, it can also be observed in
Figure 5.2 that the system quickly moves into the near vicinity of the desired impact
velocity trajectory, which ensures that the effective time required to realize the shift
to a lower impact velocity and not the exact low impact velocity, is less than the
transition time. It can be seen in the figure, that the system moves into close vicinity
of the desired impact velocity within 2 periods of the motion (each point corresponds
to an impact point and is from a different period of motion), which in turn correspond
to 0.1 seconds (considering that the system is operating at ∼ 20 Hz).
The case considered here is a specific case and brings us to the larger question
that is, whether such a shift is possible between any two trajectories. This question
is specific to every trajectory being explored and is answered through an analysis of
the basin of attractions over which control can be influenced for a particular trajectory. Considering the phenomenally-high computational time and resources involved
in generating a basin of attraction for a particular trajectory which spans a wide
enough range, this exercise has been avoided. Having said that, considering the case
presented, there is a jump between two widely spaced trajectories in state space which
points to the fact that control is likely applicable over a wide range.
Another important question to be answered is a practically pertinent question to
the current application. In many cases, as was described before, it is desirable to jump
from one discrete impact velocity to another. In such a case, how does one execute
such a jump, and is it possible to perform multiple jumps? To answer these questions,
it is to be understood that every impact velocity is associated with a given trajectory,
under the conditions that the system is operating in a single impact per cycle of motion
scenario, which is the case under high frequency conditions as was highlighted before.
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(a)

Figure 5.1. An illustration of the transition from a high-impact velocity
to a low-impact velocity using the control algorithm adopted in this study.
Here, ω ∼ 120 rad/s (Ω ∼ 1.27), f = 80.94 N (λ ∼ 1.01), c = 11.3 Ns/m
(ζ ∼ 0.1), e ∼ 0.9, c1 = 0 and c3 = 0.004 m/rad.
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(a)

Figure 5.2. Phase portraits showing the transition from high-impact
velocity to low-impact velocity along with the transitional path between
the two trajectories. Here, ω ∼ 120 rad/s (Ω ∼ 1.27), f = 80.94 N
(λ ∼ 1.01), c = 11.3 Ns/m (ζ ∼ 0.1), e ∼ 0.9, c1 = 0 and c3 = 0.004
m/rad.
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(a)

Figure 5.3. Phase portraits showing the transition from high-impact
velocity to low-impact velocity, highlighting only the final trajectories.
Here, ω ∼ 120 rad/s (Ω ∼ 1.27), f = 80.94 N (λ ∼ 1.01), c = 11.3 Ns/m
(ζ ∼ 0.1), e ∼ 0.9, c1 = 0 and c3 = 0.004 m/rad.

98
And since all the system parameters, barring the position of the stop, are fixed (since
the control is exercised through the position of the stop), for every position of the
stop there is a given trajectory and in turn for every position of the stop there is a
given impact velocity. Figure 5.4 shows that there is a linear increase in velocity at
impact as the stop is moved away from the equilibrium position for the given system
configuration (under high-frequency operating conditions). Hence, from Figure 5.4,
it can be ascertained that for a wide range of impact velocities, a given position of
the stop can be attributed which varies linearly. The reason for emphasizing the
fact that there is a linear behavior over a wide range of velocities, is to confirm the
viability of this method for practically any desired impact velocity. Now since each
point in Figure 5.4 corresponds to a given trajectory and system configuration, the
system configuration for the desired impact velocity has to be identified, and hence
the trajectory has to be identified. Once the reference trajectory is identified following
an analysis similar to that presented in Chapter 3, suitable gain parameters can be
used to achieve the desired trajectory, and hence the desired impact velocity. It is to
be noted that the entire process utilizes the assumption that, when control is invoked
the system is in the basin of attraction of the desired trajectory. Now in a practical
framework, control can be exercised by maintaining a database where every impact
velocity is associated with a given trajectory (system configuration) and a given set of
gain parameters and when the control is invoked, the controller utilizes this database
in its memory to exercise control and arrive at the desired impact velocity. This could
be implemented in practice and hence validates the use of this algorithm with regards
to the application mentioned here, that is, the impact braille printer.
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Figure 5.4. A position of stop response curve which shows the variation
of the velocity at impact obtained by varying the position of stop, under
high-frequency conditions where ω = 130 rad/s (Ω ∼ 1.38), f = 71.95 N
(λ ∼ 0.9), c = 11.3 Ns/m (ζ ∼ 0.1) and e ∼ 0.9.
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6. CONCLUSION AND FUTURE WORK
As the title of this thesis suggests, this work contributes towards the extensive research carried out over the years on control in impacting dynamical systems. This
work focused on SDOF impacting systems, which, as was described in Chapter 1 and
Chapter 2, forms the basis for the more complicated systems that exist in nature.
Chapter 2 dealt with the dynamics of SDOF impacting systems. The behavior of
the system and response to variation of parameters was investigated. This was followed by Chapter 3 which investigated the adopted control algorithm. This control
algorithm, as was mentioned in Chapter 1 and Chapter 3, has been implemented in
various other applications. The current study, apart from implementation on the system at hand, a SDOF impacting system, dealt with certain practical aspects against
which an algorithm has to validated if it is to be used in a practical setting. Chapter
4 investigated the robustness of the control algorithm against uncertainty in system
parameter values that could arise due the presence of uncertainty in the instrumentation to be used in a practical setup. Uncertainty was incorporated in different system
parameters that were likely to be affected by uncertainty by using a stochastic approach and accounting for more than the levels of uncertainty the instrumentation is
likely to see in a fairly modern setup. It was successfully proved via simulation, that
the control algorithm was fairly robust to uncertainties in system parameter values.
Chapter 5 dealt with practical issues likely to come up, keeping a certain application
in mind, that of an impact Braille printer. Thus, this accomplished the broad objectives that were set at the beginning of this study. Having said that, this study does
suffer from shortcomings and they have been elaborated upon in the next section.
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6.1

Limitations and Future Work
Limitations in engineering research are commonly attributable to approximations

and assumptions in the mathematical model considered. In this study too there are
such shortcomings. The mathematical model considered here was chosen to replicate
the DENSAT, which was described in Chapter 1. Though the mathematical model
does replicate it closely, there is a particular assumption that was made to simplify
the study. This assumption was related to the forcing term considered, which was a
harmonic forcing term with a forcing amplitude. This resulted in the system producing piecewise-linear equations of motions. In the DENSAT, the forcing is not a simple
harmonic forcing term [32]. This is because the forcing in the DENSAT is the result
of an electromagnetic interaction which varies not only with the AC current exciting
it, but also with displacement. There is also a back emf which further lends to the
nonlinearity induced due to the electromagnetic interaction. This, in turn, means
that the equations of motion do not remain piecewise-linear and induces inherent
nonlinearity in the system even when void of impacts. Accordingly, a more precise
representation of the DENSAT, would need to account for the effects of nonlinearity
due to the electromagnetic interaction.

The other major drawback in this study relates to the control. The control algorithm
chosen in this study is so implemented that it can only deal with single impact per
cycle of motion trajectories. The possibility of a second impact in a cycle of motion
was not accounted for in the control algorithm. Hence, an obvious improvement to
the implementation of this algorithm would be making it independent of the number
of impacts per cycle of motion, thus making the implementation code more generic.
In order to avoid multi-impact per cycle of motion, a high frequency of operation
(Ω ∼ 1.2, ω ∼ 20 Hz) was chosen, as was seen in Chapter 3 and 4. A high frequency
of operation would need the fixed stop to respond in a shorter amount of time and
hence an actuator which responds to such requirements. Thus, a high frequency of
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operation is not practically feasible. This issue can be addressed by lowering the
frequency of operation, which in turn would mean that the algorithm should accommodate for multi-impact per cycle of motion. Thus, the principal limitations of this
study have been highlighted in this section and provide the basis for future improvements and implementation in a practical setup.
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