Matrix methods are increasingly popular for polynomial root-finding. The idea is to approximate the roots as the eigenvalues of the companion or generalized companion matrix associated with an input polynomial. The algorithms also solve secular equation. QR algorithm is the most customary method for eigen-solving, but we explore the inverse Rayleigh quotient iteration instead, which turns out to be competitive with the most popular root-finders because of its excellence in exploiting matrix structure. To advance the iteration we preprocess the matrix and incorporate Newton's linearization, repeated squaring, homotopy continuation techniques, and some heuristics. The resulting algorithms accelerate the known numerical root-finders for univariate polynomial and secular equations, and are particularly well suited for the acceleration by using parallel processing. Furthermore even on serial computers the acceleration is dramatic for numerical approximation of the real roots in the typical case where they are much less numerous than all complex roots.
Introduction

Background on root-finding
The solution of a univariate polynomial equation is the classical problem of mathematics and numerical mathematics, extensively studied for four millennia (since the Sumerian times) and is still a research area with highly important applications to numerical, algebraic and geometric computations (see, e.g., [2] , [3] , [46] , [54] , [56] - [58] , [65] , and the bibliography therein).
The increasingly popular matrix methods approximate the roots as the eigenvalues of the associated companion and generalized companion matrices. Matlab's function "roots" applies the QR algorithm to companion matrices. The algorithms in [33] and [48] alternate the steps of Weierstrass' polynomial root-finding iteration (also called Durand-Kerner's) and of the QR algorithm applied to diagonal plus rank-one generalized companion matrices (hereafter we refer to them as DPR1 matrices) associated to polynomial and secular equations. (See our Theorem 7.1, the papers [14] , [34] , [45] , [65] , and the bibliography therein on secular equation.)
Neither of these algorithms exploits the structure of input matrices, but nonetheless for the task of approximation of all n roots of a polynomial of a degree n the Fortune's package EIGENSOLVE [33] competes with the other current best root-finder MPSOLVE by Bini and Fiorentino [11] , based on Börsch-Supan's iteration (also called Aberth's or Aberth-Ehrlich's).
Empirically these and various other celebrated iterative root-finders and eigen-solvers rapidly converge to the solution right from the start and with rare exceptions need a rather small constant number of iteration loops per root or eigenvalue. It follows that in practice one needs just the order of bn 2 bit operations (up to a polylog factor) to approximate all the n roots of an input polynomial of a degree n within the relative error bound 2 −b (cf. [46] , [36] ). This is a nearly optimal number of bit operations. Indeed for the worst case input one must process at least bn 2 input bits and therefore must perform at least 0.5bn 2 bit operations to ensure the above bound on the output errors because in the worst case the input errors are magnified by the factor of n in the output. (Compare, e.g., the roots of the two polynomials (x − 4/7)
n − 2 −n and (x − 4/7) n − 3 −n .) Such a magnification is not typical for random inputs, and one can decrease the computational cost on the average by tuning the precision of computing to each specific input and output. Such tuning has been incorporated in the MPSOLVE and EIGENSOLVE and can be included into most of the popular root-finders and eigen-solvers as well.
No adequate formal support has been provided so far for the empirical data on the fast convergence of the cited iterations, but this has not been a serious issue for the users, who gladly employ iterative algorithms as soon as their iteration loop is performed fast and their fast convergence has empirical support.
Nearly optimal (up to a polylog factor) upper bounds on the parallel and sequential Boolean and arithmetic time-complexity of the approximaion of all roots of a polynomial have been proved based on the divide-and-conquer root-finder in [53] , [54] , [61] . These bounds, however, slightly exceed the empirical bounds supported by the other cited iterations, and since the users who rely on empirical bounds, the implementation work for the algorithm in [53] , [54] , [61] has never had sufficient motivation.
Advancing the RQ iteration
We devise polynomial root-finders based on the inverse Rayleigh quotient iteration [36] , [51] , [78] , [87] , which is a variant of Newton's iteration [83] , [70] , [78] , but its power is enhanced because it approximates both eigenvalues and the associated eigenvectors. (Hereafter we use the abbreviation "RQ" for "Rayleigh quotient".) The iteration is a popular means for fast refinement of an approximate eigenvector and empirically has good global convergence to matrix eigenpairs.
It was first applied to polynomial root-finding in [12] , then in [68] and [69] . In these applications the iteration exploited the input matrix structure, used linear arithmetic time c RQ n per step (for a scalar c RQ ) and linear memory space, empirically converged in a few steps [36] , and readily incorporated the techniques for tuning the precision of computing for each specific input and output. One can extend the iteration to approximating all eigenvalues via deflation, by applying the iteration concurrently at sufficiently many distinct initial points, or by combining these two techniques. Even for the task of the approximation of all roots the iteration competes with the Börsch-Supan and Weierstrass algorithms according to the tests in [1] and [12] , although its strength is in approximating a single root and all roots in a fixed region. Under appropriate implementation it should become the method of choice for these tasks, and with some further advance can become such also for approximating all roots.
The QR algorithm in [14] also exploits the input matrix structure, and for companion and DPR1 matrices uses linear memory space and only c QRR n arithmetic operations per step provided that the associated polynomial has only real roots [65] . The papers [7] and [10] remove this restriction and still support a linear time bound c QR n, but the constant c QR noticeably exceeds c RQ and c QRR .
Furthermore unlike the RQ iteration, the QR algorithm restricts concurrency in the approximation of distinct eigenvalues.
In the present paper we have pushed these decisive advantages further by combining our variuos novel techniques, which simplify every iteration step and avoid or minimize application of deflation techniques for the approximation of all roots. Even under the sequential model of computing we yield noticeable progress versus the algorithms in [12] (cf. Tables 1 and 2 ). Furthermore our preprocessing turns the shifted companion matrices into bidiagonal matrices and turns the DPR1 matrices into diagonal ones, which allows significant parallel acceleration of our iteration steps.
To improve the chances for fast convergence one can apply the iteration to both input polynomial and its reverse and can alternate it with other root-finders such as iterative factorization algorithms in Section 10.
Real eigen-solving and root-finding
Our another achievement is a novel numerical algorithm that approximates all real roots of a polynomial with real coefficients where whose real roots are much less numerous than the nonreal ones. The latter case is typical both for random input polynomials [29] and in the practice of algebraicgeometric computations, but the known numerical algorithms approximate all real roots not much faster than they approximate all complex roots. This holds in terms of both theoretical estimates [40] and the actual CPU time.
To yield our acceleration we combine our simplified RQ iteration with repeated squaring of the matrix functions M (0) = I + 2 √ −1(M − √ −1 I) −1 and (M (0) ) −1 where M is the input matrix. On the one hand, such squaring is inexpensive in the case of companion matrices M (see [20] , [62] ) and DPR1 matrices M (see our Theorems 7.8 and 7.9). On the other hand, the smallest eigenvalues of the
converge to zero as k grows large, so that we can readily approximate the eigenspace associated with these eigenvalues, which (as one can easily prove) is precisely the eigenspace associated with the real eigenvalues of the input matrix M .
At that point we can deflate the input matrix M , thus reducing the original task to the approximation of the r real eigenvalues of the resulting r × r matrix. The latter task is simplified versus the original root-finding task because r < n and because the eigen-solvers in [14] , [86] are highly effective for matrices having only real eigenvalues.
As an alternative to deflation we can direct the RQ iteration towards the approximation of the r real eigenvalues. Empirically this approach works with just a few or no squarings. This makes it more amenable to parallel acceleration, but even under the sequential model of computing we accelerate the known algorithms dramatically, by the factor n/r.
In this part of our work we were seeking real roots via real eigen-solving for the companion and DPR1 matrices, but the algorithm can be applied to approximate the real eigenvalues of any real matrix and remains highly effective as long as the matrix is structured.
We also show a promising matrix-free variation of this algorithm directed to real polynomial root-finding.
Summary of our progress, some technical aspects, and a brief discussion
In sum we apply the RQ iteration to the companion and DPR1 matrices, combine it with additive preprocessing, Newton-like linearization, homotopy continuation techniques, Newton's iterative polynomial factorization, and various heuristics. Our algorithms noticeably accelerate the known numerical root-finders for polynomal and secular equations. Parallel processing enables substantial additional speedup, but even under the model of sequential computations we yield dramatic acceleration for the important task of approximating all real roots in the typical case where they are much less numerous than all roots. Our extensive numerical experiments (the contribution of the second author) are in good accordance with our theoretical study and demonstrate the power of our algorithms.
Our techniques can be of independent interest. Some of them can be extended to root-finding for polynomial systems of equations (see Appendix D) and to real eigen-solving for real structured matrices.
There are various natural directions for advancing our study (see Section 12).
Organization of the paper
We organize our paper as follows. In the next two sections we recall some definitions and basic results on matrix computations and additive preprocessing. In Section 4 we recall and modify the RQ iteration, in particular by employing additive preprocessing. In Section 5 we describe Newtonlike linearization of the modified RQ iteration. In Sections 6 and 7 we apply these techniques to the companion and DPR1 generalized companion matrices, respectively, to devise our root-finders. In Sections 8 and 9 we present our real eigen-solver and real root-finder, respectively. In Section 10 we cover some iterative techniques for numerical factorization of a polynomial, which can be applied to deflation and can alternate with the steps of RQ iteration. In Section 11 we cover our numerical experiments. We leave Section 12 for a brief discussion. In the Appendix we recall a number of successful eigen-solving techniques and outline a sample extension to solving polynomial systems of equations.
Some definitions
Hereafter "op" stands for "arithmetic operation". M T is the transpose and M H is the Hermitian transpose of a matrix M .
T is a 1 × k block matrix with the blocks
k . To simplify the notation we drop the superscripts (k) and write e j = e (k) j where this causes no confusion. J = J k = (e k , . . . , e 1 ) is the k × k reflection matrix, J 2 = I. ||M || is the 2-norm of a matrix M . Nonsingular matrices M and linear systems M y = f are ill conditioned where the condition numbers cond(M ) = ||M || ||M −1 || are large (in the context of the computational task and computer environment) or equivalently where the matrices M are close to singular matrices. In this case the computation of the inverse matrices M −1 and the solution vectors y is prone to magnification of the input and rounding errors and requires higher precision [36] , [37] , [77] , [78] . Otherwise the matrix and the linear systems are well conditioned.
R(M ) = {z : z = M y over all vectors y} is the range of a matrix M .
Suppose B and C are matrices of full rank, BM = LB, and M C = CL. Then {L, B} and {L, C} are left and right eigenpairs of the matrix M , respectively, and {L, B, C} is its eigentriple. If L = λ is a scalar, B = b and C = c are vectors, then λ = λ(M ) is an eigenvalue of the matrix M , whereas b and c are the left and right associated eigenvectors.
det(M − xI) is the characteristic polynomial of the matrix M . Its root of a multiplicity ν is an eigenvalue λ(M ) of algebraic multiplicity ν = ν(λ).
The dimension ν g = ν g (λ) of the space of the right (as well as left) eigenvectors associated with an eigenvalue λ is its geometric multiplicity, ν g ≤ ν.
An eigenvalue is simple if its algebraic and geometric multiplicities are equal to one.
Hereafter λ j = λ j (M ) for j = 1, 2, . . ., n denote the n eigenvalues repeated according to their algebraic multiplicities and listed in the nonincreasing order,
are the two eigenspaces of all left and right eigenvectors, respectively, associated with all eigenvalues in this set. The eigenspace S {1,...,ν} is dominant and the eigenspace S {ν+1,...,n} is dominated if |λ ν+1 /λ ν | < 1.
"The SMW formulae" is our abbreviation for the Sherman-Morrison-Woodbury inversion and determinantal formulae Proof. Part (a) is immediately verified. Part (b) is proved in [85] . Part (c) follows from the SMW formula (2.2).
We use some results on computations with other structured matrices, e.g., Hankel, Toeplitz and Toeplitz-like (see [60] and the bibliography therein). We write
Let f be a nonzero scalar. Then Z f is the unit f-circulant matrix. Z = Z 0 is the n × n downshift matrix, F p = Z − e n p T is the companion matrix of a monic polynomial p(
. Forward substitution supports the following result. Theorem 3.1. Suppose M is an n × n matrix having a rank ρ and the nullity ν = n − ρ, U and V are two matrices of size n × r, and the matrix 
Recipes for computing the nullity of a matrix.
The following observations (implied by Theorem 3.1 and Corollary 3.1) can be used for computing the nullity of a matrix. For n × r matrices U and V and n × n matrix M with a nullity ν, the matrix
H is singular if r < ν (in virtue of bounds (3.1)) but is likely to be nonsingular if r ≥ ν and if the matrices U and V are random or random structured (see [66] for specific probability estimates).
Let the matrix K be nonsingular. Then
are closely linked to each other and have similar power.
Theorem 3.1 and other respective results can be extended to the augmented matrices K either directly or based on a factorization in [67, Theorem 4.3] , which reduces augmentation to additive preprocessing. We refer the readers to the papers [64] , [67] , and [68] on application of additive preprocessing and augmentation to regularization and preconditioning of matrix computations, in particular of the solution of linear systems of equations.
The RQ and SQ iterations with preprocessing
The RQ (that is, Rayleigh quotient) iteration has an n × n matrix M and its approximate eigenpair {λ (0) , w 0 } as an input and recursively updates the eigenpairs as follows,
2)
for i = 0, 1, . . .. It stops and outputs the eigenpair {λ (i) , w i } where
for a fixed tolerance τ . One can skip checking this bound where |λ
The iteration extends the Power method λk−λ (0) | ≤ θ < 1 for all k = j and for θ not close to one. Unless a reasonably close initial approximate eigenvalue is available, it is customary to choose the initial values
n trace M and γ ≈ 10||M ||, say. Empirically this recipe works fine. Apart from rare cases of hard inputs, one can expect to have convergence in quite a small number of iteration loops (cf. Table 3 ).
Seeking all eigenvalues of an n × n matrix M one can choose hn equally spaced initial points λ (0) on the circle C c,γ for h ≥ 1 (cf. [39] ) and concurrently initialize the iteration at all of these points. Some processes can converge to the same eigenvalues from distinct initial approximations, but typically the iteration approximates a substantial fraction of the eigenvalues, if not all of them [39] . By combining this algorithm with deflation one can recursively approximate all eigenvalues.
The ith iteration loop (4.1)-(4.3) is essentially equivalent to computing Newton's update of an approximate eigenpair {λ (i) , y i } (see [83] , [70] , and [78] ), and this implies local quadratic convergence of the iteration.
Subspace iteration converges under weaker assumptions, whereas Rayleigh-Ritz (Galerkin) techniques spilt out the eigenspaces associated with a desired number of egenvalues and avoid convergence to the eigenpairs already approximated (see the Appendix and [8] , [78] ). Furthermore these methods update approximate eigenvectors and eigenspaces faster by employing all vectors from the Krylov linear space defined by all previously computed approximate eigenvectors instead of just the single most recent approximate eigenvector. In application to root-finding, however, this advantage should be weighed against the incurred increase of the computational cost of an iteration step (see Remark B.3).
According to both formal and empirical study, the RQ iteration remains effective wherever instead of the pairs {λ
Thus to save some ops, we can replace the values c i in (4.3) with their approximations and (cf. [12] ) at the stage (4.2) of updating the eigenvalue replace the RQs with simple quotients (hereafter we refer to them as SQs),
We can also simplify updating the eigenvectors in (4.3) by incorporating additive preprocessing
for appropriate pairs of vectors u i and v i such that the linear systems with the matrix K i can be solved more easily than the ones with the matrix M i . Indeed the eigenvectors associated with an eigenvalue λ j are precisely the null vectors of the matrix M − λ j I, and our results in the previous section can be applied. Therefore we can replace stage (4.1) in the RQ and SQ iterations with the computation of the vector y i equal either to K
We call the two resulting algorithms the SMW and AP iterations, respectively, each having the RQ and SQ variations. Hereafter we use the abbreviation "AP" for "additive preprocessor".
For λ (i) equal to an eigenvalue λ j (M ), both SMW and AP iterations compute an associated eigenvector y i , due to the SMW formula and Corollary 3.1, respectively. For λ (i) equal to an eigenvalue λ j (M ), the SMW iteration produces the same approximations y i as the RQ or SQ iterations up to rounding errors. The AP iteration computes distinct approximations but for u i = θ i y i−1 and appropriate scalars θ i preserves local quadratic convergence of the RQ and SQ iterations [66] , [71] . [8] , [78] instead of RQ or SQ iteration. See some details in [71] . 
AP iteration with Newton-like linearization
Proof. Part i) follows from Theorem 3.1. Next combine the equations 2 ) and arrive at the corollary.
Now assume an n × n input matrix M , fix an initial approximation λ (0) to its isolated eigenvalue λ of multiplicity ν, apply Newton-like linearization, that is recursively apply Theorem 5.1 and Corollary 5.1 deleting the terms in O(|δ| 2 ) , and arrive at the following algorithm. [64] . 
Fix a pair of integers g and h in the range
r ν,ν = {1 ≤ g ≤ ν, 1 ≤ h ≤ ν}i = K −H i V i , Y i = K −1 i U i ,X i = K −H i V i = K −1 i U i = Y i and X H Y i = ||Y i || 2 .
We can extend this technique heuristically to the case of non-Hermitian matrices M by first setting V i = U i and then recursively redefining the matrix
V i ← K −1 i Y i until the norm ||Y i || = ||V H i K −1 i Y i || would grow to the desired level.
Remark 5.3. Corollary 5.1 implies that the norm ||G i || = O(|δ (i) |) is small near an eigenvalue, which leads to numerical problems at the stage of computing the matrix G i , but one can overcome them with the techniques in
Remark 5.4. We can modify Algorithm 5.1 near the solution based on the representation of the matrix
K −1 i+1 = (K i − δ (i) I) −1 = K −1 i (I − δ (i) K −1 i ) −1 as the formal power series ∞ j=0 (δ (i) ) j K −1−j i .
If the value |δ
can be also attractive where
is strongly diagonally dominant.
Let us alternatively compute the scalars δ = δ (i) and the matrices ∆ = ∆ (i) .
Ignoring the terms in
O((|δ|+||∆||)|δ|) deduce from part ii) of Theorem 5.1 thatM ∆ ≈ δMK −1Ỹ . Furthermore we haveM Y = (M −λI)Y = (M − λI + δI)Y . ConsequentlyM Y = δY because M Y = λY . It follows thatM ∆ =M Y −MỸ = δY −MỸ ≈ δỸ −MỸ .
Combine the two expressions forM∆ and obtain that δ(Ỹ −MK
−1Ỹ ) ≈MỸ and consequently
h for all pairs of g and h.
Based on these equations we can modify Algorithm 5.1 as follows. 
Fix a pair of integers g and h in the range
g,h = 0, then remove the pair {g, h} from the range, that is set r n,ν ← r n,ν − {g, h}, and repeat Stage 5.
Otherwise compute the scalars δ
and the vector Correctness of the algorithm follows from part ii) of Theorem 5.1 and equations (5.1).
Compute the matrix
and obtain yet another modification of the previous algorithms. 
Fix a pair of integers g and h in the range
Algorithms 5.1-5.3 output the same values up to the perturbations of the order quadratic in |δ (i) | and ||∆ i ||, and so our previous analysis can be extended. Our experiments have showed quite similar convergence patterns for all three algorithms, but the arithmetic cost of an iteration loop in their application to companion and generalized companion matrices a little varies (see Tables 1 and  2 
in the next sections).
In all three algorithms we can choose additive preprocessors
for which the subsequent computations are simplified. E.g., we can turn a Hessenberg matrix M i into a 2 × 2 block triangular matrix K i having two Hessenberg diagonal blocks. In the next sections we yield more substantial simplifications where the matrices M i are already quite simple.
Polynomial root-finding via eigen-solving for companion matrices 6.1 A companion matrix and its eigenspaces
The n roots
i=0 are precisely the n eigenvalues of the associated companion matrix F p in (2.4). (Here we assume that p n = 1, but see Remark 6.1.) We can approximate the roots by applying the algorithms in the previous sections to the matrix F p and by exploiting its structure. One can immediately verify the following facts and corollary.
Fact 6.2. Assume a companion matrix F p defined by the coefficient vector p of a monic polynomial
be a rational function for two polynomials u(x) and w(x) such that the matrix w(F p ) is nonsingular. Let λ j = λ j (F p ) and r(λ j ) for j = 1, 2, . . ., n denote the eigenvalues of the matrices F p and r(F p ), respectively, which share their associated eigenvectors for every j.
i=0 is the vector of the n trailing coefficients of this polynomial, then the matrix F p(r) has eigenvalues r(λ j ) and the associated left eigenvectors (r(λ
) have the roots 1/λ j , aλ j , and λ j + µ, respectively, for j = 1, 2, . . ., n. Let p rev , p a , and q denote the coefficient vectors of the polynomials p(x), p a (x), and q(x) above. Then the matrices F prev , F pa , and F q share their eigenvalues but not eigenspaces with the matrices F −1 p , aF p , and F p − µI, respectively. For p 0 = 0 we have
Since J = J −1 , it follows that the matrices F −1 p and F prev share their eigenvalues, whereas Jv is an eigenvector of the matrix F prev if and only if v is a common eigenvector of the matrices F
Computation of the coefficients of the polynomial p(x − µ) takes O(n log n) ops (see, e.g., [60] ). Generally this may require a substantial increase of the input precision, but not for the shifts µ into the points −
p ) (where p 1 = 0) because the scaled trace (resp. its reciprocal) is the average value of the roots of the polynomial p(x) (resp. p rev (x)).
Remark 6.1. Scaling by
i with p n = 0 to the case of monic polynomial. If p n ≈ 0, however, then one may prefer to use the recipes in [41] , [21] or to work with the reverse of the polynomial q(x) = p(x − s) for a scalar s such that the value |q(0)| is not small; in particular one can choose s = 0 if the value |p(0)| is not small.
The RQ iteration and its acceleration
Suppose we apply the RQ iteration in (4.1)-(4.4) to the matrix F p . The iteration updates the approximations to an eigenvector in 8n ops based on the SMW formula (cf. (4.1) and (2.2)) and to an eigenvalue in 4n ops (cf. (4.2)), computes a square root and performs n ops for scaling in (4.3), and uses 9n − 2 ops for testing stopping criterion (4.4).
We can employ the Subspace iteration and the Rayleigh-Ritz (Galerkin) methods, which have some benefits cited in Section 4, but so far this has problems where the computations invloves only a small number of preceding eigenvalues. Otherwise there is a research challenge of preserving both matrix structure and fast (even local) convergence (see Remark B.3).
In this subsection we advance into the opposite direction of decreasing the cost bounds per iteration loop by such means as employing the SQ iteration and additive preprocessing and modifying the stopping criterion.
1. The SQ iteration in Section 4 updates an eigenvalue in two ops and enables us to skip scaling.
With the simplifying AP pe
T n we update an approximate eigenvector in 2n − 1 ops per step by modifying expression (4.1) as follows,
Likewise with the simplifying AP (p + e 1 + λ (i) e n )e T n we can update an eigenvector in at most 2n − 2 ops as follows,
where
In both cases we can compute the vector y i in less than 2n ops in virtue of Lemma 2.1 and can readily employ concurrency for further acceleration (see Remark 2.1).
The matrix Z − λ (i) I is well conditioned for |λ (i) | ≥ 1, whereas the matrix I − λ (i) Z is well conditioned for |λ (i) | ≤ 1. In fact we have more options because we can shift to the matrices
3. We can save n ops in approximating an eigenvector if we replace the matrix F p with its transpose F T p , which preserves the spectrum of 
h=0 is a left (resp. right) eigenvector associated with an eigenvalue λ j of the matrix F p (resp. of F T p ) (cf. Fact 6.1), we can skip testing unless the ratio of two fixed consecutive components of the current approximation to an eigenvector is close to λ (i) and unless the value |λ
In our experiments a few initial steps of our simplified iteration (which employed equation (6.2) and a simplifying AP) and of the original RQ or SQ iteration with no preprocessing have regularly produced approximations to an eigenvalue of about the same quality. Then our simplified iteration stopped refining these approximations any further. At this point, however, we shifted to the RQ or SQ iteration with no preprocessing. Finally, having computed an approximation that was reasonably close to an eigenvalue, we refined it by applying Algorithm 5.1 or 5.3 with the same simplifying APs. Our tests confirm fast convergence of this three-stage iteration (see Tables 5-8 in Section 11). Table 1 displays the numbers of ops per step in these variations of the SQ iteration where "GE" stands for "Gaussian elimination". In the ops count for Algorithms 5.1 and 5.3 we assumed that t 
Initialization and continuous scaling
One can apply the standard initialization recipes for polynomial root-finding, in particular Bini's effective heuristic algorithm in [5, Section 2], which invloves O(n log n) ops. According to Bini's tests in [5] the algorithm produces reasonable approximations to all root radii, that is to the distances r j = |λ j |, j = 1, . . ., n from the roots to the origin. Then, according to Bini's recipe, one should uniformly distribute hn initial approximations for a fixed h ≥ 1 (e.g., h = 3 log 2 n) in the respective narrow annuli lying about the circles {x : |x| = r j }, j = 1, . . . , n. Some sets of circles can lie close to each other and be covered by the same annuli. According to the tests in [5] and [12] , this initialization policy enables quite fast convergence and decreases the chances for recomputing the roots already computed. For some input polynomials some roots can still be missing, but one can obtain more roots by applying the iteration concurrently to the polynomials p(x), p rev (x), and possibly p(x − s) and p rev (x − s 1 ) for some selected shifts s and s 1 , e.g., for the shifts s = − pn−1 npn and s 1 = − p1 np0 into the average values of the roots. Standard support for initialization also comes from homotopy continuation techniques. One can first choose a family of polynomials p(u, x) continuously depending on a real parameter u in a fixed range [s, t] where s < t and the roots of a polynomial p(s, x) are easy to approximate, whereas p(t, x) = p(x). Then one can choose a sequence of values u 0 = s, u 1 , . . . , u q = t with sufficiently small step sizes |u k+1 − u k | for all k and recursively approximate the roots of the polynomial p(u k+1 , x) by using the initial approximations by the computed roots of the polynomial p(u k , x) for k = 0, 1, . . ., q − 1.
In the most customary variant of this process (cf., e.g., [44] ), one chooses s = 0, t = 1, and p(u, x) = p(x) + (1 − u)a n where the value |a| is large enough so that the values aω j n (for j = 0, 1, . . ., n − 1 and ω n denoting a primitive nth root of one) are reasonable initial approximations to the roots λ 
Deflation
Deflation is a reliable way of decreasing the problem size and avoiding convergence to the same eigenvalue. Suppose we have computed the eigenvalues λ k (1) , . . . , λ k(h) of the companion matrix F p . Then we can deflate the matrix by applying the Rayleigh-Ritz (Galerkin) methods. These customary techniques, however, are too costly in our case because they do not preserve the structure of the matrix F p . Instead we can divide (with no remainder) the polynomial p(x) by the product
) by applying the classical polynomial division (which uses (2n − h)h ops). Alternatively we can apply Toom's approach in [81] , that is, first evaluate both polynomials p(x) and d(x) at the 2 l th roots of unity ω j = exp(2πj
and finally interpolate to the quotient polynomial q(x). This takes O(n log n) ops if we apply FFT-based fast evaluation and interpolation algorithms amenable to parallel acceleration.
We can refine the output as follows.
is the computed quotient and ∆(x) is the error polynomial. Then we can compute the error polynomial ∆(x) = (p(x)−d(x)q(x))/d(x) and the refined quotient q(x)+∆(x). Such Newton-like steps can be repeated recursively and can be expressed n terms of operations with the associated structured matrices (see Section 10).
Repeated squaring techniques for a companion matrix
In this section we recall repeated squaring of a (shifted) companion matrix F p . The algorithm quite rapidly approximates its complex eigenvalues and has solid formal support in [20] , [62] , but in our tests with random companion matrices was still outperformed by the RQ iteration and its modifications. Application to approximating real roots of a polynomial in Section 8 may give repeated squaring new life.
Write F (0) = F p and recursively compute the matrices
The impact of i steps of repeated squaring amounts to the impact of 2 i steps of the Power Iteration (4.5), whose convergence therefore is dramatically accelerated.
Furthermore, squaring and pairwise multiplication of rational matrix functions r(F p ) can be reduced essentially to a small number of FFTs and performed in O(n log n) ops in numerically stable way (see [20] , [62, Section 6] ). Every matrix r(F p ) has Toeplitz-like structure, has displacement rank at most two, and can be inverted in O(n log 2 n) ops if it is nonsingular (cf., [20] , [62] , [60, Chapter 5] [36, Chapter 6] .
The h initial squarings of the matrix F p − µI as well as its inverse (where it is nonsingular) are less costly. They use O(hn) ops in virtue of Theorem 2.1 applied to the matrices F p −µI = B +U V H for B = Z − µI, U = −e n , and V = p.
Seeking approximations to other roots of the polynomial p(x), we can reapply repeated squaring by using explicit deflation in Section 6.4 or implicit deflation in [20] , [62, Section 6 ].
7 Polynomial root-finding via DPR1 eigen-solving 7.1 DPR1 matrix, its eigenspaces, and back and forth transforms into companion matrices
Companion matrix F p and its transpose are the best known examples of generalized companion matrices whose eigenvalues are precisely the roots of a polynomial p(
Among the other important classes [19] , [65] , we choose the DPR1 (that is diagonal+rank-one) matrices
3)
Note that C − µI for a scalar µ is also a DPR1 matrix. Furthermore, unlike the companion matrices, DPR1 matrices are defined by the values of the associated polynomial on a fixed set of points rather than by the coefficients. 
Proof. See, e.g., [14] , [33] 
Some basic operations with DPR1 matrices
Next, for a given DPR1 input matrix C in (7.1), we estimate the arithmetic cost of computing the DPR1 matrices C − µI, C −1 , and C rev (associated with the reverse polynomial p rev (x)). 
(c) To define a DPR1 matrix C rev , we seek 3n parameters u
, and s
and for all values λ satisfying equation (7.5) . First rewrite equation (7.6)
. . , n and deduce that equation (7.6) is equivalent to the equation
. . , n and deduce that s (new) = 1/s and equations (7.5) and (7.6) are equivalent to one another. It remains to compute s
The RQ and SQ iterations for DPR1 matrices and its modification
Assume the SQ iteration applied to a DPR1 matrix C in equation (7.1). It updates an approximate eigenvalue as in Sections 4 and 6.2. To update an eigenvector apply the SMW formula (2.2) for r = 1. As a stopping criterion we can just check whether secular equation (7.5) is satisfied for a fixed scalar λ within a fixed tolerance bound. This takes 2n ops assuming that the products d i = u i v i have been given to us for all i. Moreover these ops can be reused when we update an approximate eigenvalue λ (k) in Algorithm 5.1 based on the formula
provided s j = λ (k) for all pairs {j, k}. This updating takes 5n + 1 ops. In Table 2 we display the number of ops per step of our SQ eigen-solving iterations applied to a DPR1 matrix (under the same assumptions as in Table 1 for companion matrices). Here is the specification of Theorem 5.1 to a DPR1 matrix C.
and an eigenvalue λ of the matrix C in (7.1).
Initialization and continuous scaling
The initialization and deflation recipes in Section 6.3 can be applied in the case of DPR1 matrices as well, including concurrent application of the eigenvalues of DPR1 matrices associated with the polynomials p(x), p rev (x), and possibly p(x − s) and p rev (x − s 1 ) for some selected shifts s and s 1 (cf. Bini's heuristic initialization in [5, Section 2] involves the coefficients p 0 , . . . , p n not available in the DPR1 case, but our experiments show that random choice of the initial approximations to the eigenvalues on the unit circle (for random DPR1 inputs in the range {0, 1}) serves as effectively. For various other inputs one can try initial approximations on a sufficiently large circle centered at the origin or at the point − 1 n trace(C), the average of the eigenvalues, and can employ deflation where the iteration converges to the same root from distinct initial points. Then again we can apply the iteration concurrently to the polynomials p(x), p rev (x), and possibly p(x − s) and p rev (x − s 1 ) for some selected shifts s and s 1 , to approximate more roots.
Continuous scaling can be easily applied to DPR1 matrices, and the standard homotopy continuation process, defined by the equation p(u, x) = p(x) + (1 − u)a n , can be readily extended to the DPR1 inputs. We only need to perform n divisions by q 1 (s 1 ), . . . , q n (s n ) per homotopic step provided all divisors q i (s i ) have been precomputed. One can also explore other policies, e.g., continuous scaling of the parameters s i and d i = u i v i for all i.
Deflation
We can deflate the n × n DPR1 matrix in 4n − 4 ops in a numerically stable algorithm, to arrive at an (n − 1) × (n − 1) DPR1 matrix (see [12, Section 6] ).
Suppose for some l < n we have computed l eigenvalues λ n−l+1 , . . . , λ n of a DPR1 matrix C in equation (7.1). Then we can compute the remaining eigenvalues λ 1 , . . . , λ n−l as the eigenvalues of an (n − l) × (n − l) DPR1 matrixC defined by the subvector (s i )
Overall the computation of the matrixC takes 4(n − l)l ops and can be readily distributed among up to n − l processors assigned to computing the vectord.
Updating a DPR1 matrix
For the task of the computation of all eigenvalues of a DPR1 matrix we have an additional resource, not available for companion matrices, but successfully exploited in [48] and [33] for convergence acceleration in the DPR1 case. Namely, we can begin with crude approximations s 1 , . . . , s n to the eigenvalues and then recursively update them (and respectively update the DPR1 matrix based on equations (7.1)-(7.4)) as we improve the approximations. This updating takes 9n − 8 ops when we change a single approximation s i into a new ones i . Indeed besides n divisions in (7.3), we need four ops to compute the valueq (s j ) = q (s j ) sj−si sj−si for any integer j, j = i, 2n − 3 ops to compute the valueq (s i ) = j =i (s i − s j ), and 2n − 1 ops to compute the value p(s i ). Using Taylor expansion of the polynomial p(x) at the point s i would stabilize numerical computation of the latter value provided the ratio |s i − s i |/|s i | is noticeablly less than one. Likewise we can update l approximate eigenvalues by performing (9n − 8)l ops and can readily achieve parallel acceleration provided that l > 1 and that we update a number of approximations s i simultaneously.
Repeated squaring techniques for a DPR1 matrix
Unlike the companion matrix structure, the DPR1 structure deteriorates in squaring, so that the order of log n squaring steps can completely destroy the structure of a DPR1 matrix. Let us show some remedies for the latter disadvantage. First of all in O(n) ops we can perform the first h squarings of an n × n DPR1 matrix and of its inverse where the matrix is nonsingular and h is a small constant. Here are some specific estimates.
Theorem 7.8. (Cf. Theorem 2.1.) The ith successive squaring of the shifted DPR1 matrix
T takes at most 2 2i+1 n multiplications and 4 i (2n − 1) additions for i ≤ log 2 n.
and count ops used in the squaring
Furthermore our next theorem applied to r = 2 and DPR2 matrix (D − uv H ) 2 enables us to square a DPR1 matrix recursively in O(n log n) ops per squaring, although this squaring is implicit, does not preserve the eigenvectors, and has numerical deficiency of employing the characteristic polynomial rather than just the eigenvectors and eigenspaces. We state this theorem in a more general form than we need in this paper (see [63] on its more narrow version).
First we define n × n DPRr matrices as diagonal + rank-r matrices of the form
where D is an n × n diagonal matrix and U and V are n × r matrices. If both matrices C and D are nonsingular we can apply the SMW formula and deduce that C −1 is a DPRr matrix as well. Furthermore we immediately observe that 2n distinct scalars s 1 , . . . , s n , µ 1 at n points µ 1 , . . . , µ n . Within the same cost bound we can compute the coefficients of the polynomial q(x) = n h=1 (x − µ h ) and the values q (µ h ) for all h, thus defining a DPR1 matrix that shares its eigenvalues with the matrix C (cf. (7.1)-(7.4) ). In particular we can apply the algorithm supporting this theorem for r = 2 to compute (in O(n log g n) ops for g = 1 or g = 2) a DPR1 matrix sharing the eigenvalues with the squares of the eigenvalues of a given DPR1 matrix. This enables us to extend the repeated squaring techniques in Section 6.5 to DPR1 matrices.
Theorem 7.9. (a) For
, . . . , µ n define the diagonal matrix D = diag(s i ) n i=1 ,
a pair of n × r matrices U and V , and the DPRr matrix C = D − U V H . Then it is sufficient to use O((r
3
Proof. We have det(C
Throughout the process of squaring we can choose the values s i and µ h to our advantage. We can choose s i = ω i−1 3 k for i = 1, 2, . . ., n and an integer k such that n ≤ 3 k < 3n. Then in all squarings we would have s
. ., and so we can apply part (b) of Theorem 7.9. One can readily modify the squaring stages in our algorithm to compute cubic powers rather than squares, and then we can choose s
. ., and employ the FFT subroutines.
Real eigen-solving
In this section we approximate the real eigenvalues of a real non-Hermitian matrix M , which may also have nonreal eigenvalues. We are motivated by the two special cases where M is a companion matrix F p or a DPR1 matrix C, but our algorithm can be applied to any matrix M . We assume that the matrix M 2 + I is nonsingular for otherwise λ = ± √ −1 are the eigenvalues of the matrix M , and we can deflate it. Alternatively we can shift to the matrix aM for a random real a = 0, and then the matrix a 2 M 2 + I is nonsingular with a probability close to one. We begin with the following simple observation. It remains to approximate the eigenvalues of the matrix M (0) lying on the circle C 1 . By squaring a matrix we square its eigenvalues. Therefore repeated squaring of the matrices M (0) and (M (0) ) −1 keeps the eigenvalues on the circle C 1 , so that the respective eigenvalues of the
the absolute values of all the other eigenvalues of these matrices converge to ∞ as k → ∞. Thus the eigenspace of such a matrix associated with the former eigenvalues is dominated as k → ∞ unless
This gives us a chance to approximate such eigenspaces of the matrices
k ) already for moderate integers k, which is precisely the eigenspace of the matrix M associated with its real eigenvalues. Then we can readily approximate the real eigenvalues themselves. In this algorithm we compute the matrices (M (0) )
. . by means of repeated squaring. Let us supply some results supporting this outline. Write
, and λ j,i = λ j (M i ) for j = 1, . . . , n; i = 1, 2, . . ., and observe the following simple facts. The first of them enables the computation of all matrices M i in real arithmetic where M is a real matrix.
Fact 8.2. M
i = 1 2 ((M + √ −1 I) 2 i+1 + (M − √ −1 I) 2 i+1 )(M 2 + I) −2 i for i = 0, 1, . . . In particular, M 0 = (M 2 − I)(M 2 + I) −1 , M 1 = (M 4 − 6M 2 + I)(M 2 + I) −2 .
Fact 8.3. The eigenvalues of the matrices M i are given by
for j = 1, . . . , n and all i. We can obtain the integer r from the Sturm sequence for the characteristic polynomial of the matrix M or by means of binary search based on the recipes for computing the nullity in Section 3 applied to the matrices M i for sufficiently large integers i.
Suppose that we have computed a matrix B i (e.g.,
i U i in Corollary 8.1) whose range R(B i ) approximates the eigenspace S R much closer than the eigenspaces associated with the remaining eigenvalues. Such an approximation is obtained where the number
becomes sufficiently large. (Here we assume that not all eigenvalues of the matrix M are real, and so θ 0 > 1.) We can refine the computed approximation to the eigenspace S R by applying the inverse RayleighRitz (Galerkin) iteration to the matrix M i ; then we can recall Fact 8.4 and deflate the matrix M by decoupling its r × r block L, whose r eigenvalues are precisely the r real eigenvalues of the matrix M (see the Appendix and [8] , [78] on the inverse Rayleigh-Ritz (Galerkin) iteration and deflation). Besides decreasing the size of the original problem from n to r, we get rid of all nonreal roots and can reduce the matrix to the rank structured (semiseparable or quasiseparable) form and then apply the structured QR algorithms in [14] or [86] . Hereafter we refer to the above procedure for the approximation of the real eigenvalues as Algorithm 8.1.
In our tests for M = F p , however, we observed rapid convergence of the RQ or SQ iterations even where we initialized them near the origin or near the point − 1 n trace(M ) and applied to the matrices M 0 , M 1 and M 2 . More precisely we continued the iteration until we satisfied our stopping criterion with the tolerance 10 −2 . We used the computed eigenvector (shared by the matrices M i and F p ) to initialize the second stage, where we applied the RQ or SQ iteration to the matrix F p with the tolerance 10 −6 . Hereafter we refer to this algorithm as Algorithm 8.2. Whenever the process converged to a nonreal eigenvalue (this occurred in less than 20% of runs in our tests), we deflated it together with its complex conjugate eigenvalue and reapplied the same algorithm to the deflated matrix of dimension n − 2.
Estimating the arithmetic cost of the computations in Algorithms 8.1 and 8.2 we can incorporate our estimates for the arithmetic cost of repeated squaring in the two previous sections in both cases where M = F p is the companion matrix and M = C is a DPR1 matrix. We also note that for M = F p the computation of each of the matrices (M ± √ −1 I) −1 takes 4n − 1 ops. (We only need the first column of the inverse [20] , [62] and compute it by applying Gaussian elimination.) For M = C such computation takes 6n ops (see [40] and the references therein).
Matrix-free real root-finding
Let us describe a matrix-free variant of the latter approach to real root-finding. Remark 8.1 can be applied to this variant as well. 
Initialization: If p(
. If p(1) = 0, set
Computations: 3. Having performed k squaring steps, apply the algorithm in [74] (cf. [59] , [61] [18] . The algorithm outputs
Fix a reasonably large integer k and apply k steps of the Dandelin's (Lobachevsky's, Gräffe's) root-squaring iteration
) whose r absolutely smallest roots lie in the unit disc D 1 = {x : |x| ≤ 1}, whereas all other roots lie far from this disc. [74] , [43] , [61] 
Apply the algorithms in
Observe that λ (k)
jh for h = 1, . . . , r equals either z [53] , [54] , [61] .)
Compute and output the approximate real roots
λ jh = √ −1 λ (0) j h +1 λ (0) j h −1
of the polynomial p(x)
for h = 1, . . ., r.
Every squaring step as well as the root radii estimation takes O(n log n) ops, and so do Stage 1 (reduced to two variable shifts and the transition to the reverse polynomial between them (cf. [60, Problem 2.4.3])), Stage 3 (see [74] , [59] , [61] ), Stage 4 (see [18] , [55] ), and Stage 5 provided that the roots in the unit disc D 1 are well separated from the other roots. Stages 7 and 8 involve O(rn) ops, whereas Stage 9 involves 3r ops. The cost of performing Stage 6 is dominated where r n, and we can further accelerate the computations at Stage 6 as follows.
(a) Use [18, equations (12)- (14)] to compute the coefficients q 0 , . . ., q r defining the representation
, of the polynomial v(x) with the roots z (c) Apply the Laguerre or quasi-Laguerre algorithms in [50] , [38] , [24] , [25] , [91] This modification of Algorithm 9.1 is said to be Algorithm 9.2. The main benefit of using it is the application of the Laguerre or quasi-Laguerre root-finders, which are proved to be highly effective where all roots are real. These proofs can be extended to the case where all roots lie on the unit circle C 1 , and we can compress Steps (b)-(d) above into the direct application of the respective extension of the Laguerre or quasi-Laguerre algorithm to the polynomial q(y). This modification of Algorithm 9.1 is said to be Algorithm 9.3.
Algorithms 9.1-9.3 can face numerical problems at Stage 2 because the required computational precision rapidly increases in root squaring, due to the uneven growth of the absolute values of the polynomial coefficients. One can safely perform a squaring step numerically by using the order of n 2 ops provided the computation of a logarithm as well as an exponential is also counted as an op [49] , although computations with extended precision would still be required at Stage 3.
We can, however, reuse the remedy from the previous section, that is we can stop Stage 2 at a smaller integer k, say at k ≤ 2, and instead of performing Stage 5 seek the roots of the polynomial v(x) by applying to the polynomial p(x) Müller's or Newton's iteration initiated near the origin. We can expect that it converges to a root of the polynomial p(x) lying in the unit disc D 1 because such roots tend to be closest to the origin among all roots. Having approximated such a root z (k) of the polynomial p(x), we proceed as in Stages 7-9 to approximate the respective root λ of the input polynomial p(x) and output it if this is a real root. Otherwise, we would have λ = r + s √ −1 for real r and s = 0, and then we would deflate the polynomial p(x) by dividing it by x 2 − 2rx + r 2 + s 2 and would reapply the algorithm to the quotient polynomial. This modification of Algorithm 9.1 is said to be Algorithm 9.4. Correctness verification for Algorithms 9.1-9.4 is rather straightforward, and we omit it.
Recursive numerical factorization of a polynomial
v i x i of degrees k and l = n−k, respectively, represents deflation, that is polynomial division with no remainder and is of independent interest due to its applications to the time series analysis, Weiner filtering, noise variance estimation, covariance matrix computation, and the study of multi-channel systems [88] , [15] , [4] , [27] , [28] , [84] .
The factorization can be equivalently expressed by any of the two following vector equations,
, and p = (p i ) n i=0 are the coefficient vectors of the polynomials u(x), v(x), and p(x), respectively, whereas
are the convolution matrices associated with the product u(x)v(x). They are lower trapezoidal Toeplitz matrices (with all the superdiagonal entries zero) defined by their first columns C l (u)e 1 = (u, 0)
T and
T , respectively. Equations (10.1) and (10.2) provide an equivalent representation via structured linear system of equatioons. We assume that the polynomial u(x) is monic, so that
Now suppose we are given approximate factors u 0 (x) ≈ u(x) (monic) and v 0 (x) ≈ v(x) and wish to refine them. We can write r 0 (x) = p(x) − u 0 (x)v 0 (x) or equivalently r 0 = p − C l (u 0 )v 0 = p −C v (v 0 )u 0 and define a fixed point iteration with Newton's updates as follows,
Here u h and v h for all h denote the coefficient vectors of the polynomials u h (x) (monic) and v h (x), each of the vectorsū h is obtained by deleting the first (unit) coordinate of the vector u h ,
are the Jacobians for i = 0, 1, ..., and the matrix C(v i ) ∈ C (n+1)×k is obtained by deleting the first column from the matrix
Clearly the resulting Newton iteration algorithm (we refer to it as Algorithm 10.1 has local quadratic convergence. Its ith step is essentially the solution of a linear system of equations with the (n + 1) × (n + 1) Sylvester matrix −J i .
If we are given just a single approximate factor u 0 (x), we can initialize the Newton process by computing the coefficient vector of the second factor v 0 as an approximate solution of the overdetermined linear system (10.1) of n equations with l unknowns. We can compute this approximate solution as the solution of the lower (resp. upper) triangular Toeplitz linear system formed by the l first (resp. last) equations of the system, but its least squares solution generally gives a little better fitting. We can obtain such a solution from the normal Hermitian linear system of l equations
H , whose Toeplitz matrix has the lower and upper bandwidth l [22] . The algorithm in [17, Setion 2.14] reduces the solution of such a system to the solution of a lower triangular Toeplitz linear system whose n × n matrix has a bandwidth at most 2l and of a k × k Toeplitz linear system. We refer to the resulting algorithm for numerical deflation (or equivalently for polynomial division with no remainder) as Algorithm 10.2.
Instead of Newton's process we can define iteration by alternating the application of Algorithm 10.2 to updating the factors u i (x) and v i (x) recursively, so that a sequence of approximations v 0 (x), For every integer i, i = 0, 1, . . . we can refine an approximate factor u i (x) (resp. v i (x)) of a polynomial p(x) as an approximate gcd g(x) of the two polynomials u i (x) (resp. v i (x)) and ap(x) where a is a scalar having a large absolute value |a|. This choice should suppress the perturbation of the polynomial p(x), so that up to scaling the approximate gcd g(x) would be close to divisor of the gcd, and we can readily compute it from a subresultant matrix (cf., e.g., [35, Section 6 .10], [60, Section 2.10], [6] ).
We can apply such a refinement of both factors u i (x) and v i (x) at every ith iteration step of Algorithm 10.3 or only at some selected steps according to a fixed policy. In both cases we refer to this refined version of Algorithm 10.3 as Algorithm 10.4.
Furthermore one can alternate the steps of Algorithms 10.1, 10.3, and 10.4 to enhance the power of the refinement of the initial factorization and ensure fast convergence to the factors u(x) and v(x).
One can apply the above algorithms to the approximation of a single root λ (resp. a pair of roots λ 1 and λ 2 ) by choosing its (their) possibly crude initial approximationλ (resp. approximationsλ 1 andλ 2 ) and setting u 0 (x) = x −λ (resp. u 0 (x) = (x −λ 1 )(x −λ 2 )), but in our tests we consistently observed substantially faster convergence of the RQ iteration versus this factorization algorithm in the case of k = 1 (that is for approximating a single root for the same input polynomials). Probably the greater power of the RQ iteration comes because, unlike the factorization algorithm, it approximates eigenpairs of the associated matrix (rather than just its eigenvalues). If, however, the task is the refinement of a crude initial approximation and if both integers k and l are not small (that is if we wish to split a polynomial into two factors of larger degrees), the factorization algorithm may become superior because it has simpler iteration steps.
Numerical tests
We performed a series of numerical experiments in the Graduate Center of the City University of New York using a Dell server with a dual core 1.86 GHz Xeon processor and 2G memory running Windows Server 2003 R2. The test Fortran code was compiled with the GNU gfortran compiler within the Cygwin environment.
We generated random numbers with the random number intrinsic Fortran function assuming the uniform probability distribution over the range {x : 0 ≤ x < 1}. To shift to the range {y : b ≤ y ≤ a + b} for fixed real a and b, we applied the linear transform x → y = ax + b.
We tested our algorithms in Sections 4, 5, and 8 for the approximation of real and complex eigenvalues of random general matrices (only in Table 3 ), random companion matrices F p (defined by random vectors p), and random DPR1 matrices (defined by random vectors s and d = v for u = (1) n i=1 ), of sizes n × n for n = 64, 128, 256. For each input size and each iterative algorithm we generated 100 input instances and run 100 tests. Our tables show the minimum, maximum, and average (mean) numbers of iteration loops until convergence in these runs as well as the standard deviations in the columns marked by "min", "max", "mean", and "std", respectively.
For the initialization of the RQ and SQ iterations we used equally spaced points on the unit circle {x : |x| = 1} or "large" circle {x : |x| = a||M ||} for the input matrices M and for a = 2, except for testing convergence to distinct eigenvalues (see Tables 18 and 19) where we set a = 10. Tables 3 and 4 display the data on the approximation of the complex eigenvalues by the RQ and SQ iterations in (4.1)-(4.6) and the AP iteration in Section 4, respectively, assuming the initial values λ 0 chosen at random on a large circle and using the tolerance τ = 10 −6 in the stopping criterion (4.4). For testing the AP iteration (in both RQ and SQ versions) we generated APs u Tables 7 and 8 also show the percent (number) of the cases of divergence in 100 tests. Tables 9-14 display the results of our tests of the real eigen-solving Algorithm 8.2 in Section 8 assuming the companion input matrix and using 0, 1, and 2 squarings. Tables 9, 11 , and 13 show the number of iteration loops at Stage 1, at which the iteration stopped as soon as the error decreased below the tolerance 10 −2 . Tables 10, 12 , and 14 cover Stage 2 of refinement of these computed approximations until they decreased the error below the tolerance 10 −6 . The rightmost columns in Tables 10, 12 , and 14 display the numbers of real roots computed in 100 test runs. Tables 15-17 display the results of our tests for initialization via continuous scaling. Table 15 shows the number of iterations at Stage 1 where we chose the initial approximate eigenvalues on a large circle, applied the AP iteration with simplifying APs to the companion and DPR1 matrices associated with the polynomial p(1.02x), and set the output tolerance to 10 −1 . Tables 16 and 17 show the numbers of iterations at Stages 2 and 3 where we applied the RQ version of Algorithm 5.1 for ν = 1 and with simplifying APs for all integers i to the same polynomial p(1.02x) and to the polynomial p(x), respectively, and set the output tolerance to 10 −6 in both cases. We initialized Stages 2 and 3 by using the eigenvalue approximations output in the preceding stage.
Tables 18-20 display the numbers of iteration loops in our tests for approximating distinct eigenvalues of the companion and DPR1 matrices M associated with a random polynomal p(x) of degree n, with the reverse polynomial p rev (x) = x n p(1/x), or with both of them, as we specify in the first column of each table. The two last columns of each table show the percents of distinct eigenvalues computed in our tests among all the n eigenvalues. In these tests we applied the RQ and SQ iterations to the matrices M at 3n log 2 n initial equally spaced points on the selected circles, namely {x : |x| = 3||M ||} in Table 18 , {x : |x| = 3||M ||} in Table 19 , and Bini's circles in Table 20 . Table 21 shows the average numbers of iteration loops per eigenvalue in our tests where we applied RQ iteration with recursive deflation to DPR1 matrices. 
Discussion
We covered a number of approaches to complex and real root-finding and eigen-solving and polynomial factorization. Can we enhance their power by alternating their steps and possibly the steps of some known iterative root-finders? If so, what is the best policy of such an alternation? Further refinement of the algorithms is another natural challenge. Here are some sample directions to promising modifications.
(a) Convergence of our iterative algorithms applied to a DPR1 matrix associated with a given polynomial as well as convergence rate depend on the choice of the parameters s i and d i , i = 1, 2, . . ., n, that define the matrix. How can we optimize the choice of these parameters?
(b) For separation of real eigenvalues one can modify the expressions in Fact 8.2, shift and scale the input matrix M to have its trace vanished, or move all its eigenvalues into a small circle near one or −1 (keeping the real eigenvalues real) and then apply our techniques in Section 8 to the resulting matrix. By using this recursive process one can incorporate more squarings overall under a fixed bound on the matrix norms.
(c) The initialization policies are highly important for various aspects of convergence, including its rate and avoiding convergence to the same eigenvalues from distict initial points. Currently these policies are essentially heuristic. Experiments with various classes of input polynomials, concurrent choices of the matrices associated with the same polynomial, and various homotopy continuation processes may suggest further improvements.
(d) Improvement of global convergence to complex roots could possibly come from alternating the steps of our DPR1 eigen-solving with eigen-free root-finding (e.g., based on Newton's, Müller's, Börsch-Supan's, or Weierstrass' iterations) (cf. [48] and [33] ).
(e) Another recipe for yielding convergence in the case of hard inputs is to employ the approximation of eigenspaces of small dimensions (rather than just eigenvectors), based on the Rayleigh-Ritz (Galerkin) procedure (see Remark 4.1 and Appendix A.4). The latter procedure also enables eigen-solving deflation, which is more efficient than the known methods for splitting polynomials into factors, but destroys the matrix structure, so that one should only apply it on a limited scale.
(f) A number of the customary eigen-solving techniques such as the subspace and JacobiDavidson iterations as well as Rayleigh-Ritz (Galerkin) procedure and Arnoldi and non-Hermitian Lanczos algorithms with restarting (cf. [8] , [78] ) incorporate the shift-and-invert techniques and could benefit from incorporating our modifications of these techniques.
(g) Successful DPR1 eigen-solving could prompt effort for the reduction to it of eigen-solving for nonderogatory matrices.
(h) One can try to combine additive preprocessing and Newton's linearization for the solution of a polynomial systems of equations (see Appendix D).
A Deflation/Extraction techniques and Rayleigh-Ritz (Galerkin) procedure
A.1 Deflation/extraction techniques
For a pair of nonsingular matrices W = (B, C) and
so that the matrix 
A.2 Orthogonal and structured deflation/extraction
We can rely on equations (A.1) and (A.2) for any left inverse B left of a matrix B, but if B is a unitary matrix, then we can choose B left = B and compute the RQ matrix
Likewise if C is a unitary matrix, then we can choose C left = C and compute the RQ matrix
With nonunitary matrices B and C one would face numerical problems in the deflation and extraction in Section A.1 but can yield the matrices W with desired structures. 
A.3 Recursive deflation
By choosing the matrices W , W L , and W H with appropriate structures, we can yield structure also for the 4 × 4 block matrix V and its blocks, although generally in a little deteriorated form. The same comments can be extended recursively. Quantitatively the input structure can be maintained and utilized in a small number of recursive deflation steps but is likely to be completely lost already in O(log n) steps. Generally the latter problem cannot be fixed because the transformation matrices S and Q in the eigendecomposition M S = SΛ and of the Schur triangulation M = Q H T Q (for a unitary matrix Q and a triangular matrix T ) are generally unstructured. The same comments apply to other popular and effective recipes of eigenspace extraction (cf. [80] ).
We can stay with structured computation of all eigenpairs by working with the original matrix M where we use no or a limited number of deflations, e.g., where we decouple all the real roots of a polynomial by means of the recipes in Section 8 or apply the RQ or SQ iterations concurrently at a large number of the initial points.
In the two special cases in Sections 6 and 7 the left and right eigenvectors do form structured matrices (namely Vandermonde and Cauchy matrices and their inverses, respectively), but employing these structures for the acceleration of eigen-solving remains a research challenge. In these two cases, however, we only seek eigenvalues (roots). So we can deflate the associated companion and DPR1 matrices in linear time and continue again with matrices of the same class of a smaller size.
A.4 Rayleigh-Ritz (Galerkin) procedure
Suppose we have a matrix B whose range contains an approximation to an eigenspace of a matrix M , the left inverse B (A.1)-(A.3)? 
B.2 The Inverse iteration and Rayleigh-Ritz (Galerkin) procedure
The Subspace iteration approximates the dominant eigenspaces S {1,...,j} for j ≤ ν. The Inverse iteration redirects the process to approximating the eigenspaces S K for a set of the eigenvalues lying near a fixed set Λ (0) = {λ to the eigenvalues. These updates are by-products of the Rayleigh-Ritz (Galerkin) procedure applied for the subspace extraction, and we call the resulting algorithm the Inverse Rayleigh-Ritz (Galerkin) iteration [76] , [8, Section 7.4] , [78] . In the case where ν = 1 we arrive at the RQ and SQ iterations.
The shift values employed in all these algorithms can be computed approximately, and the linear systems defining approximate null vectors of the shifted matrix can be solved by means of the algorithms in Sections 4 and 5.
The Jacobi-Davidson algorithm supersedes the subspace iteration in practice for approximating a small number of eignevalues (at the extreme of the spectrum or near the shift) together with their associated eigenspaces, but its global convergence (with and without restarting) is not well understood theoretically unless it approximates the eigenvalues that are well separated from the other eigenvalues.
B.4 GR and QR Iterations
The GR iteration begins with setting M = M 0 . Its ith step
computes and interchanges the GR factors of the current iterate M i for an upper triangular matrix R and a nonsingular matrix G of a fixed form, e.g., the GR factors are the QR or PLU factors. Each iteration step can be viewed as the space iteration step, applied to the whole space R(I n ) of dimension n and followed by moving the updated space back to the space R(I) [89, page 158] . Assume generic input matrix M with the eigenvalues λ 1 , . . ., λ n such that |λ 1 | < |λ 2 | < · · · < |λ n |. Then the iteration produces matrices M i converging to a triangular matrix, and the cumulative transform matrices We can request that the matrices G (i) = Q (i) be unitary for all i, thus ensuring that cond( G (i) ) = 1 for all i. This defines the QR celebrated algorithm [36, Section 7.5] , [78, Chapter 2] , [8, Section 7.3] . It is customary to apply it to matrices M = M (0) reduced to Hessenberg form (in O(n 3 ) ops). Then every iteration step takes O(n 2 ) ops, which also cover the cost of bulge chasing that recovers the Hessenberg form for every computed matrix M (i) . Multishifts by the scalars computed via Rayleigh-Ritz (Galerkin) procedure dramatically accelerate convergence. They modify equation (B.3) as follows, j is updated at the ith step based on Rayleigh-Ritz (Galerkin) procedure. The actual implementation includes the policies of deflation and explicit or implicit shifting.
C Matrix iterations for root-finding
One can try to accelerate global convergence of iterative matrix algorithms for root-finding by applying various advanced eigen-solvers, such as the Subspace iteration and the Inverse RayleighRitz (Galerkin) iteration in the previous section or the non-Hermitian Lanczos, Arnoldi and JacobiDavidson algorithms, but this can only be advisable in the case of hard inputs for which the iterative algorithms in Sections 6 and 7 stumble or diverge. Otherwise the ops count tends to favor the SQ iteration. In particular, convergence of the Subspace and the Inverse Rayleigh-Ritz (Galerkin) iterations is accelerated with the increase of the dimension ν of the basic subspace, but so does the arithmetic cost per step as well. For example, we need the order of 2ν 2 n ops for orthogonalization of the basis and about as many ops for computing RQs, which is a substantial cost increase even for ν = 2 and even if we simplify the iteration by weakening its numerical stability [76, Other directions to potential convergence acceleration include combining eigen-solving approach with Newton's, Müller's, Aberth's, Durand-Kerner's, and other polynomial root-finders (cf. [33] ) and various heuristics for computing good initial approximations µ. 
D Solving a polynomial system of equations
