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Abstract
The Brualdi–Li tournament matrix is conjectured to have the largest spectral radius among
all tournament matrices of even order. In this paper two forms of the characteristic polynomial
of the Brualdi–Li tournament matrix are found. Using the first form it is shown that the roots
of the characteristic polynomial are simple and that the Brualdi–Li tournament matrix is diag-
onalizable. Using the second form an expression is found for the coefficients of the powers of
the variable λ in the characteristic polynomial. These coefficients give information about the
cycle structure of the cycles of length 1–5 of the directed graph associated with the Brualdi–Li
tournament matrix.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
A tournament matrix M is an n× n (0, 1)-matrix that satisfies M +M t = J − I ,
where J is the n× n all ones matrix, and I is the identity matrix. The directed graph
associated with a tournament matrix is called a tournament. The graph theoretic
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attributes of tournaments are well known. During the past three and a half decades
there has been increasing interest in the spectral properties of the corresponding ma-
trices and the interplay between graph theoretic and spectral attributes [8,10].
An n× n tournament matrix, necessarily of odd order, is said to be regular if each
of its row sums is 12 (n− 1). If n is even, an n× n tournament matrix is called almost
regular if half of its row sums are 12n and the other half are
1
2 (n− 2). It is known
that for odd n, the regular tournament matrices maximize the Perron value over the
class of n× n tournament matrices. On the other hand, it is not known which n× n
tournament matrices maximize the spectral radius when n is even. In [1], Brualdi and
Li conjectured that this maximum is attained for
Bn =
[
Un/2 U
t
n/2
U tn/2 + I Un/2
]
,
where, for any integer k  2, Uk is the k × k strictly upper triangular matrix with
ones in all entries above the main diagonal. The matrix Bn has been dubbed the
nth order Brualdi–Li matrix. The last decade or so has seen a number of insights
about tournament spectral properties. These include results on minimum spectral
radii [6], algebraic multiplicity of eigenvalues [2], and an asymptotic expression for
the spectral radius of the Brualdi–Li matrix [7]. A lower bound on the Perron value
of any almost regular tournament is found in [5] while an upper bound on the Perron
value of an almost regular tournament matrix is found in [4]. In [3,5], a number of
open questions are posed, and in this article we resolve two problems of interest:
Namely finding the characteristic polynomial of the Brualdi–Li matrix and showing
that the Brualdi–Li matrix is diagonalizable.
2. The characteristic polynomial of B2n
We remark that in spite of its simple structure, the Brualdi–Li matrix has been sur-
prisingly recalcitrant in divulging information about its spectrum. In [7], it is shown
that ρ2n, the spectral radius of B2n, satisfies the equation(
2λ2 − 2(n− 1)λ− (n− 1))((1 + λ)2n + λ2n)− λ2n = 0. (1)
Now λ = − 12 is a root of multiplicity 2 of (1). On the other hand, − 12 is not in the
spectrum of any tournament matrix (indeed of any (0, 1) matrix) because it is not an
algebraic integer. Thus we let
c(λ) =
(
2λ2 − 2(n− 1)λ− (n− 1))((1 + λ)2n + λ2n)− λ2n
(1 + 2λ)2 .
We shall now show that c(λ) is indeed the characteristic polynomial of B2n.
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Theorem 1. Let n  2 be an integer and
B2n =
[
Un U
t
n
U tn + I Un
]
.
Then c(λ) is the characteristic polynomial of B2n.
Proof. Note that
B2n − λI2n =
[
Un − λIn U tn
U tn + In Un − λIn
]
.
To help in the computation of the det(B2n − λI2n), and to exploit the relation Un +
U tn = Jn − In, we compute[
In In
0 In
] [
Un − λIn U tn
U tn + In Un − λIn
] [
In 0
In In
]
=
[
2Jn − (2λ+ 1) In Jn − (λ+ 1) In
Jn − λIn Un − λIn
]
.
The determinant of the latter matrix equals det(B2n − λI2n). Dropping the subscripts
and using the Schur complement, it follows that
det(B − λI)
= det[2J − (2λ+ 1)I ]
× det [U − λI − (J − λI)(2J − (2λ+ 1)I )−1(J − (λ+ 1)I )]. (2)
We now analyze (J − λI)(2J − (2λ+ 1)I )−1(J − (λ+ 1)I ). The eigenvalues of
J are n (with multiplicity 1) and 0 (with multiplicity n− 1). Thus det(J − λI) =
(−1)n−1λn−1(n− λ). Since B is an almost regular tournament matrix, λ /= − 12 and
λ /= 12 (2n− 1). Thus
det [2J − (2λ+ 1) I ] = (−1)n−1 (2λ+ 1)n−1 (2n− 2λ− 1) .
From
(J − λI)−1 = 1
λ (n− λ) (J − (n− λ) I) ,
it follows that
(2J − (2λ+ 1) I )−1 = 1
(2λ+ 1) (2n− 2λ− 1) [2J − (2n− 2λ− 1) I ] .
(3)
Letting x = 2λ2 − 2(n− 1)λ− (n− 1), using (3), and performing the requisite al-
gebra leads to
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(J − λI) (2J − (2λ+ 1) I )−1 (J − (λ+ 1) I )
= −
{
2λ2 − 2 (n− 1) λ− (n− 1)} J − λ {n− (2λ2 − 2 (n− 1) λ− (n− 1))} I
(2λ+ 1) (2n− 2λ− 1)
= −xJ − λ (n− x) I
(2λ+ 1) (2n− 2λ− 1)
=
( −x
(2λ+ 1) (2n− 2λ− 1)
)
J − λ (λ+ 1)
2λ+ 1 I.
Hence
det
[
U − λI − (J − λI) (2J − (2λ+ 1) I )−1 (J − (λ+ 1) I ) ]
= det
[
U − λI +
(
x
(2λ+ 1) (2n− 2λ− 1)
)
J + λ (λ+ 1)
2λ+ 1 I
]
= det
[
U −
( −x
(2λ+ 1) (2n− 2λ− 1)
)
J + −λ
2
(2λ+ 1) I
]
.
Let
r (λ) =
(
− (2λ2 − 2 (n− 1) λ− (n− 1))
(2λ+ 1) (2n− 2λ− 1)
)
=
( −x
(2λ+ 1) (2n− 2λ− 1)
)
and
q (λ) = −λ
2
(2λ+ 1) .
Then
det
[
U − λI − (J − λI) (2J − (2λ+ 1) I )−1 (J − (λ+ 1) I ) ]
= det [U − r (λ) J + q (λ) I ]. (4)
It was shown in [3] that for any scalar y and any matrix T, det(T − yJ ) is a linear
function of y, say det(T − yJ ) = a + by. Setting y = 0 and y = 1, respectively,
yields the values a and b, namely a = det(T ) and b = det(T − J )− det(T ). Apply-
ing this result to (4) with T = U + q(λ)I leads to
det
[
U − r (λ) J + q (λ) I ] = q (λ)n + r (λ) [ (q (λ)− 1)n − q (λ)n ].
Thus
det (B − λI) = (−1)n−1 (2λ+ 1)n−1 (2n− 2λ− 1)
×
{( −λ2
2λ+ 1
)n
+ −x
(2λ+ 1) (2n− 2λ− 1)
×
[( −λ2
2λ+ 1 − 1
)n
−
( −λ2
2λ+ 1
)n]}
.
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Upon expanding,
det (B − λI) = 1
(2λ+ 1)2
[
x (λ+ 1)2n + xλ2n − λ2n]
The result follows upon substituting for x. 
Lemma 2. If ρ is a root of multiplicity greater than 1 of c(λ), then
0 = ρ3 +
(−4n2 + 3n+ 1
2n
)
ρ2 +
(
2n3 − 4n2 + n+ 1
2n
)
ρ + n
3 − n2
2n
.
Proof. Observe that if ρ is a root of c(λ), then ρ cannot be a root of (1 + λ)2n + λ2n.
Let
p (λ) =
[
c (λ)
(1 + λ)2n + λ2n
]
=
(
2λ2 − 2 (n− 1) λ− (n− 1))
(1 + 2λ)2 −
λ2n(
(1 + λ)2n + λ2n) (1 + 2λ)2 (5)
or equivalently,
(1 + 2λ)2 p (λ) = (2λ2 − 2 (n− 1) λ− (n− 1) )− 1
1 +
(
λ+1
λ
)2n . (6)
Differentiating both sides of (6) we find that
4 (1 + 2λ) p (λ)+ (1 + 2λ)2 p′ (λ)
= 4λ− 2 (n− 1)−
2n
[
1
λ(λ+1)
(
λ+1
λ
)2n]
[
1 +
(
λ+1
λ
)2n]2 . (7)
Assume that ρ is a root of c(λ) with multiplicity greater than 1. Then c(ρ) = c′(ρ) =
0, and from (5), we have that p(ρ) = p′(ρ) = 0. From (6), we find that(
ρ + 1
ρ
)2n
= 1
2ρ2 − 2 (n− 1) ρ − (n− 1) − 1
= −2ρ
2 + 2 (n− 1) ρ + n
2ρ2 − 2 (n− 1) ρ − (n− 1) .
Substituting into (7) gives us
0 = 4ρ − 2 (n− 1)− 2n
ρ (ρ + 1)
[−2ρ2 + 2 (n− 1) ρ + n− 1
2ρ2 − 2 (n− 1) ρ − (n− 1)
]
× [2ρ2 − 2 (n− 1) ρ − (n− 1) ]2
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and
0 = ρ (ρ + 1) [4ρ − 2 (n− 1)]
+ 2n[2ρ2 − 2 (n− 1) ρ − (n− 1)][2ρ2 − 2 (n− 1) ρ + n]. (8)
It should be noted that ρ + 12 is a factor of the right-hand side of (8). After expanding
the right-hand side of (8), we find that
0 = 8nρ4 + (−16n2 + 16n+ 4)ρ3 + (8n3 − 24n2 + 10n+ 6)ρ2
+ (8n3 − 12n2 + 2n+ 2)ρ + (2n3 − 2n2)
= (2ρ + 1)[4nρ3 + (−8n2 + 6n+ 2)ρ2
+ (4n3 − 8n2 + 2n+ 2)ρ + (2n3 − 2n2)].
Since ρ /= − 12 , we have that
0 = ρ3 +
(−4n2 + 3n+ 1
2n
)
ρ2
+
(
2n3 − 4n2 + n+ 1
2n
)
ρ + n
3 − n2
2n
. 
Theorem 3. For n  2 the roots of c(λ) are simple.
Proof. If ρ is a root of c(λ), then it is an eigenvalue of the almost regular tournament
B2n, and does not equal − 12 . If ρ is positive, then it must be the Perron value of
B2n [5] and is automatically simple. Thus we only need show that any negative or
complex eigenvalue of B2n is simple.
Assume that ρ is a negative root of c(λ) with multiplicity greater than 1. Then
from the previous lemma we know that
0 = ρ3 +
(−4n2 + 3n+ 1
2n
)
ρ2 +
(
2n3 − 4n2 + n+ 1
2n
)
ρ + n
3 − n2
2n
.
(9)
Let f (λ)=aλ3 + bλ2 + cλ+ d , where a=2n > 0, b = −4n2 + 3n+ 1 = −(4n+
1)(n− 1) < 0, c = 2n3 − 4n2 + n+ 1 > 0 and d = n3 − n2 > 0. The right-hand
side of (9) is precisely 12nf (ρ), so it suffices to analyze f (λ) since f (ρ) = 0. Since
f (−λ) = −aλ3 + bλ2 − cλ+ d , by Descartes’ Rule of Signs f (λ) has exactly one
negative real root.
Assume ρ is a negative real root of c(λ) with multiplicity greater than 1. We
have that c(ρ) = 0 and thus ρ is an algebraic integer. ρ is strictly between − 12 and
0 by [3,5] and its minimal polynomial mρ(λ) is a monic polynomial with integer
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coefficients. If f (λ) is an irreducible polynomial over the rational field of degree 3
it follows that f (λ) = amρ(λ) for some constant a which must equal 2n. Thus for
n  2,
1
2n
f (λ)= ρ3 +
(−4n2 + 3n+ 1
2n
)
ρ2 +
(
2n3 − 4n2 + n+ 1
2n
)
ρ
+ n
3 − n2
2n
= mρ(λ)
is a monic polynomial with nonzero integer coefficients. This is a contradiction.
Assume f (λ) is reducible and factors as the product of a linear and a quadratic
factor over the rational field. If mρ(λ) is a linear factor, then ρ is a negative real root
and we have a contradiction since ρ must be an integer between − 12 and 0.
Thus we consider the case that ρ is a nonreal root of c(λ) with multiplicity greater
than 1 and mρ(λ) is an irreducible quadratic polynomial. From [9, p. 79], it is known
that if an algebraic integer ρ belongs to a quadratic extension of the rationals, then
its real part is an integer or half of an odd integer. This is a contradiction since
− 12 < Re(ρ) < 0.
Therefore f (λ) has no roots that are multiple eigenvalues of B2n and the roots
of c(λ) are simple roots. 
Corollary 4. B2n is diagonalizable for n  2.
Proof. The result follows from the previous theorem since the roots of c(λ) are
simple. 
The following result gives an alternate expression for the Brualdi–Li characteristic
polynomial and explicit expressions for its coefficients.
Theorem 5. The Brualdi–Li characteristic polynomial c(λ) is equal to
λ2n −
n−1∑
j=0
(n− 1 − 2j)(λ+ 1)2(n−j−1)λ2j
and for each k such that 0  k  2n− 2 the coefficient of λk is
ck = −
	k/2
∑
j=0
(n− 1 − 2j)
(
2n− 2j − 2
k − 2j
)
.
Proof. Note that for each natural number k,
(λ+ 1)2k − λ2k = [ (λ+ 1)2 − λ2]

k−1∑
j=0
(λ+ 1)2(k−j−1)λ2j

 .
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Thus we have that[
(λ+ 1)2n + λ2n][2λ2 − 2 (n− 1) λ− (n− 1)]− λ2n
= λ2n (2λ+ 1)2 − (n− 1) (2λ+ 1)2

n−1∑
j=0
(λ+ 1)2(n−j−1)λ2j


+ 2 (2λ+ 1)


n−1∑
j=0
(λ+ 1)2(n−j−1)(λ2j+2)− λ2n


= λ2n (2λ+ 1)2 − (n− 1) (2λ+ 1)2

n−1∑
j=0
(λ+ 1)2(n−j−1)λ2j


+ 2 (2λ+ 1)2


n−2∑
j=0
n−j−2∑
i=0
(λ+ 1)2(n−j−i−2)λ2(i+j+1)


= (2λ+ 1)2

λ2n − (n− 1)

n−1∑
j=0
(λ+ 1)2(n−j−1)λ2j


+ 2


n−2∑
j=0
(j + 1) (λ+ 1)2(n−j−2)λ2j+2




= (2λ+ 1)2

λ2n − (n− 1)

n−1∑
j=0
(λ+ 1)2(n−j−1)λ2j


+ 2


n−1∑
j=1
j (λ+ 1)2(n−j−1)λ2j




= (2λ+ 1)2

λ2n −

n−1∑
j=0
(n− 1 − 2j) (λ+ 1)2(n−j−1)λ2j



 .
It then follows that
c (λ) = λ2n −

n−1∑
j=0
(n− 1 − 2j) (λ+ 1)2(n−j−1)λ2j

 .
Note that if k  2j , the coefficient of λk in (λ+ 1)2n−2j−2λ2j is(
2n− 2j − 2
k − 2j
)
.
Therefore for each k such that 0  k  2n− 2, the coefficient of λk in the charac-
teristic polynomial c(λ) is equal to
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ck = −
	k/2
∑
j=0
(n− 1 − 2j)
(
2n− 2j − 2
k − 2j
)
. 
Recall that for any n× n (0, 1) matrix with zero diagonal, the characteristic poly-
nomial can be written as∑
S∈U
(λn−v(S))(−1)c(S),
where U is the set of all unions of vertex disjoint cycles in the digraph, each S is one
such union of cycles, v(S) is the number of vertices in S, and c(S) is the number of
cycles in the union S.
In particular, for a tournament matrix, there are no S’s on 1 or 2 vertices, while
each S involving 3, 4, or 5 vertices is necessarily a single cycle, so that the coef-
ficients of the n− 3, n− 4 and n− 5 powers of λ just count cycles of appropriate
lengths. Thus we see that the number of cycles of lengths 3, 4 and 5 are just −c2n−3,
−c2n−4, and −c2n−5 respectively. Using Theorem 5, we have
−c2n−3 =
	(2n−3)/2
∑
j=0
(n− 1 − 2j)
(
2n− 2j − 2
2n− 2j − 3
)
=
n−2∑
j=0
(n− 1 − 2j) (2n− 2j − 2)
and this simplifies to
−c2n−3 = n
3 − n
3
.
Similarly
−c2n−4 =
n−2∑
j=0
(n− 1 − 2j)
(
2n− 2j − 2
2n− 2j − 4
)
,
which becomes
−c2n−4 = n (n+ 1) (n− 1) (2n− 3)6 .
Note that these formulae also follow from results in Moon’s book [8, pp. 8–9].
Next we consider the number of 5-cycles in B2n. We have that
−c2n−5 =
	(2n−5)/2
∑
j=0
(n− 1 − 2j)
(
2n− 2j − 2
2n− 2j − 5
)
=
n−3∑
j=0
(n− 1 − 2j) (2n− 2j − 2) (2n− 2j − 3) (2n− 2j − 4)
6
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= 1
3
n−3∑
j=0
(n− 1 − 2j) (n− 1 − j) (2n− 3 − 2j) (2n− 4 − 2j)
= 1
3
{
n−3∑
j=0
(n− 1)2 (2n− 3) (2n− 4)− (n− 1)
×
n−3∑
j=0
j (20n2 − 64n+ 50)+ 2
n−3∑
j=0
j2(18n2 − 51n+ 35)
− 4
n−3∑
j=0
j3 (7n− 10)+ 8
n−3∑
j=0
j4
}
= 1
3
{
(n− 1)2 (2n− 3) (2n− 4) (n− 2)− (n− 1)
×(20n2 − 64n+ 50) (n− 2) (n− 3)
2
+ 2(18n2 − 51n+ 35)
(
(n− 3) (n− 2) (2n− 5)
6
)
− 4 (7n− 10) (n− 3)
2 (n− 2)2
4
+ 8
5
[(
(n− 3) (n− 2) (2n− 5)
6
)][
6 (
n− 2) (n− 3)
2
− 1
]}
.
This comes from using the closed form formulae for
n−3∑
j=0
j i for i = 1, 2, 3 and 4.
Some algebraic manipulations yield
−c2n−5 = n (n− 1) (n− 2) (3n− 4) (n+ 1)15 .
This is the number of 5-cycles in the corresponding tournament.
From Moon’s book [8, p. 8], we find the number of irreducible subtournaments
on 5 vertices in B2n is given by(
2n
5
)
− n
(
n
4
)
− n
(
n− 1
4
)
,
which simplifies to
i5 = n (n− 1) (n+ 1) (2n− 4) (11n− 18)120 .
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It follows that
−c2n−5
i5
= 12n− 16
11n− 18 .
Recall that each irreducible tournament on 5 vertices has either one or two 5-cycles.
Thus we see that in B2n, the fraction of the irreducible subtournaments on 5 verti-
ces having just one 5-cycle is 10(n− 2)/(11n− 18), while the fraction having two
5-cycles is (n+ 2)/(11n− 18).
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