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Abstract 
 
The monitoring of bioprocesses is a crucial issue and demand, not yet trivial outside the standard 
sensors comprising temperature, pH, dissolved oxygen and, in well-quipped laboratories and 
industries, off-gas analysis. The crucial process parameters such as biomass, substrate and product 
concentrations are rarely assessable on-line, a fact, that can compromise the reactor efficiency. 
Hence, this thesis addressed state-of-the art and novel technologies, commercially available but 
rather uncommonly considered as a monitoring strategy for fermentation processes. Within 4 
individual chapters, the work investigated the monitoring of a yeast lab-scale fermentation process 
by means of: 
 
 a biosensor designed as a small flow-through-cell for the monitoring of glucose;  
 infrared (IR) spectroscopy combined with partial-least-squares (PLS) modeling for the 
monitoring of glucose, ethanol, glycerol, acetic acid, ammonium and phosphate; 
 microscopic imaging and image analysis for the detection of growth supplemented with 
morphological characterization of the growing culture; 
 a backscatter sensor for non-invasive monitoring of the microbial growth via the fermenter 
wall (glass); 
It must be highlighted that all technologies could be applied on-line via a recirculation loop or non-
invasively via the fermenter wall. The biosensor and the backscatter cell were found to be fast and 
easy to use as ‘plug and play’ devices, facilitating the monitoring of glucose and biomass, 
respectively, continuously on-line, during the entire course of the fermentation under study.  
IR spectroscopy combined with PLS modelling yielded good results for the modelling of glucose and 
ethanol, while the monitoring of glycerol, acetic acid, phosphate and ammonium were compromised 
by e.g. high batch-to-batch variability, low concentration levels inside the broth, low IR-activity and 
indirect predictions. However, it is considered as a highly powerful approach on a long-term 
perspective. Imaging an image analysis was found to be an exciting new possibility, suggesting a 
totally novel, image based monitoring and control strategy. The technology in use was developed in 
parallel to this work and more research is needed to develop this approach into a final application. 
 
The results achieved within this work were overall very promising. They allowed an integrated insight 
into the fermentation process under study while outlining the opportunities and challenges 
connected to the different technologies. 
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Dansk resume 
 
Overvågningen af bioprocesser er et afgørende og efterspurgt foretagende hvortil der endnu ikke 
findes trivielle metoder, med undtagelse af standardsensorer til måling af temperatur, pH, opløst ilt 
samt gasanalyse af afkastgas i veludstyrede laboratorier. De afgørende procesparametre så som 
biomasse, substrat og produktkoncentrationer kan sjældent måles online, hvilket kan kompromittere 
nyttevirkningen af bioreaktoren. Derfor behandles der i denne afhandling en række state-of-the-art 
og nye teknologier der, på trods af kommerciel tilgængelighed, sjældent betragtes som 
overvågningsstrategi for fermenteringsprocesser. I 4 individuelle kapitler blev der i denne afhandling 
undersøgt hvorledes en fermenteringsproces i laboratorieskala med bage gær som mikroorganisme 
kunne overvåges ved hjælp af: 
 
 En biosensor designet som en lille ”flow-through”-celle til overvågning af glukose; 
 Infrarød (IR) spektroskopi kombineret med partial-least-squares (PLS) modellering for 
overvågning af glukose, etanol, glycerol, eddikesyre, ammonium og fosfat; 
 Mikroskopi og billedanalyse til påvisning af vækst suppleret med morfologisk karakterisering 
af vækstkulturen; 
 en ”backscatter” sensor til ikke-invasiv overvågning af den mikrobielle vækst via et vindue i 
fermentorvægen (glas); 
 
Det skal understreges, at alle teknologier kunne anvendes online via en recirkulationssløjfe eller ikke-
invasivt via fermentorvægen. Biosensoren og ”backscatter” cellen viste sig at være hurtige samt 
brugervenlige som "plug and play" -enheder, der muliggjorde overvågningen af både glukose og 
biomasse kontinuerligt og online under hele fermentationsforløbet. 
IR-spektroskopi kombineret med PLS-modellering gav gode resultater til modelleringen af glukose 
og etanol, medens overvågningen af glycerol, eddikesyre, fosfat og ammonium blev kompromitteret 
af f.eks. høj batch-til-batch-variabilitet, lave koncentrationer i fermenteringsvæsken, lav IR-aktivitet 
og indirekte prædiktioner. Det betragtes dog som en stærk tilgang på lang sigt. Billedanalyse viste 
sig at være en spændende ny mulighed, hvilket tyder på potentialet til at etablere en helt ny, 
billedbaseret overvågnings- og kontrolstrategi. Den anvendte teknologi blev udviklet parallelt med 
dette arbejde, og mere forskning er nødvendig for at udvikle denne tilgang til et færdigt produkt. 
 
Resultaterne som blev opnået i dette arbejde var generelt meget lovende. Der blev opnået en indsigt 
i den undersøgte fermenteringsproces, samtidig med at muligheder og udfordringer forbundet med 
de forskellige teknologier blev belyst. 
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Introduction to and scope of the thesis 
 
Bioprocess manufacturing has played a key role in food, pharma and the chemical industry for the 
last 50 years. The producing core of any biotech industry is the fermentation process itself. It is often 
considered as the most complex unit operation within bio-manufacturing. Evidently, established 
industrial processes meet the productivity and quality demands raised from authorities and the 
market. However, proven process strategies might be outcompeted soon by increasing market and 
quality demands not sufficiently addressed in the existing industrial bioprocess framework. Modern 
industrial processing in the 21st century poses paradigms such as circular economy and sustainability 
to any industry that can only be met by improved and optimized monitoring and control strategies, 
aiming at increasing productivity while minimizing waste. 
 
In contrast to this ideal, yet crucial for future bioprocessing, fermentation process design is still 
generally challenged by a lack of tools for process monitoring and control. Maximum reactor 
efficiency through profound process understanding and targeted control strategies can only be 
established on the basis of targeted monitoring strategies. However, control actions – frequently 
based on experience instead of process data – are still executed manually to a high degree. Entire 
batches might be discarded, resulting in a significant financial loss and environmental burden due to 
a monitoring deficit of crucial process parameters. Outside the well-established and trusted sensor 
systems for pH, temperature, dissolved oxygen, and in well-equipped laboratories and industries, 
off-gas analysis, real-time measurements of biomass, substrate and product concentrations are rare 
and possible solutions are highly challenged by medium and process complexity. The process 
analytical technology (PAT) framework published in 2004 [1] has addressed this crucial demand of 
process understanding through appropriate monitoring strategies and both, research and industry, 
are focusing increasingly on providing generic solutions. Besides, a new driving force has been 
created by the vison of Industry 4.0 [2] announced as one of the key initiatives in 2011 by the German 
federal government. The convergence of industrial production, process information and 
communication can only be achieved on the basis of valid monitoring strategies.  
 
Recent advances in several technologies, in- and outside the field of biotechnology, have led to 
integrated solutions applicable to bioreactors. However, they are broadly overlooked. Bioprocess 
analysis is still predominately performed by means of the established standard methods such as 
optical density measurements and chromatographic analysis, facilitating the detection of the 
microbial growth and substrate and product concentration levels off-line. However, they cannot be 
considered as on-line monitoring strategies as their procedure requires time and results are usually 
only available after the process has finished making precise real-time control actions impossible. Yet, 
no generic solution meeting the vison of a bioprocess sensor, often pronounced as a probe 
comparable to the standard pH and dissolved oxygen sensor, is available. Such an ideal sensor is 
often conceptualized by the following: It can be inserted into the bioreactor via a standard port; it 
can be autoclaved; it is not affected by the process operations such as stirring and aeration and it 
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does not interfere with the process; it covers the detection of the entire concentration range relevant 
in bioprocesses and delivers accurate and continuous data on-screen. Ideally, the crucial process 
parameters, outlining any fermentation process, such as biomass, substrate and product 
concentration levels, can be measured by means of one and the same generic probe. However, as 
mentioned before, such a probe is not yet available. Fortunately, commercially available advanced 
technologies are facilitating the monitoring of individual fermentation parameters in integrated 
designs, and they have the potential to set new standards in the field of fermentation monitoring. 
 
This thesis presents state-of-the-art and novel technologies, commercially available, but rather 
uncommonly used for the monitoring of fermentation processes. The technologies are all exemplarily 
applied to a Saccharomyces cerevisiae (fed-batch), lab scale fermentation.  
Yeast is one of the most established workhorses in biotechnology, in both research and industrial 
application. In the last decades, it has been developed into a huge family of application optimized 
strains. The strain CEN.PK113-7D was the model microorganism within this work. The CEN.PK strains 
were developed for studying metabolic fluxes and gene expression and are widely used in 
fundamental and applied research. The genome of the stain CEN.PK113-7D was recently sequenced 
[3], [4].  
 
The thesis is divided into 4 experimental chapters, presenting one technology each. Each technology 
can be applied on-line to the bioreactor, by means of a recirculation loop. The chapters can be read 
individually and are structured in the form of a manuscript, comprising an introduction, followed by 
the materials and methods, concluding with the results and discussions.  
 
Chapter 1 starts with the monitoring of the essential parameter glucose, the substrate for various 
fermentation processes. Monitoring of glucose was conducted by means of an electrochemical 
biosensor (B.LV5, Jobst Technologies GmbH, Germany) designed as a flow-through-cell. Originally 
developed for pre-clinical studies in the diabetes field, the biosensor’s design allows the connection 
to a bioreactor, as well. Hence, when I met the company Jobst technology during a conference stay 
in March 2018, I decided to integrate their system as a case study into this thesis.  
 
Chapter 2 extends the monitoring of glucose to the monitoring of the yeast specific process 
performance parameters, ethanol, glycerol and acetic acid. The parameters ammonium and 
phosphate were included additionally to continue ealier work, presented in appendix 1. The 
monitoring of the 6 analytes glucose, ethanol, glycerol, acetic acid, ammonium and phosphate was 
conducted by means of a prototype of a novel infrared (IR) technology, the so-called nonlinear IR 
(NLIR, Nonlinear Infrared Sensors, Denmark), combined with partial –least -squares (PLS) modelling. 
It was performed in close collaboration with Copenhagen University, KU Food, and must be 
considered as the most labor and time intense chapter within this thesis. It outlines all issues 
connected to the highly interdisciplinary and complex field of IR spectroscopy and chemometric 
modelling. 
 
Finally, the monitoring of the biomass itself is addressed in chapter 3 and 4. 
In chapter3, monitoring of biomass was enabled by recent advances in microscopy-based image 
analysis, exemplarily demonstrated by the oCelloScope instrument (BioSense Solutions Aps, 
Denmark). The technology facilitates the detection of microbial growth supplemented with 
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morphology analysis over the fermentation time, by imaging and image analysis. Literally observing 
the fermentation process via the process window created by the oCelloScope instrument, can be 
considered as a totally novel and unexplored approach. 
 
Chapter 4 presents the non-invasive monitoring of microbial growth by means of the so-called Cell 
Growth Quantifier (CGQBIOR, aquila biolabs, Germany). The sensor applies backscatter technology 
via the fermenter wall (glass), or a small glass window. The case study was implemented into this 
work when I met the company aquila biolabs during a conference stay in March 2018. The technology 
was originally developed for the application on shake flasks, and no detailed data obtained by the 
application of the device to fermenter vessels was available by that time.  
 
The different chapters introduce the respective technologies and investigate their performance with 
respect to their application as a monitoring tool for the bioprocess area.  
 
 
References 
[1] FDA, “Guidance for Industry - PAT A Framework for Innovative Pharmaceutical Development, 
Manufacturing, and Quality Assurance,” no. September, p. 1, 2004. 
[2] M. Hermann, T. Pentek, and B. Otto, “Design Principles for Industrie 4.0 Scenarios,” in 2016 
49th Hawaii International Conference on System Sciences (HICSS), 2016, pp. 3928–3937. 
[3] J. Otero et al., “Whole genome sequencing of Saccharomyces cerevisiae: from genotype to 
phenotype for improved metabolic engineering applications,” BMC Genomics, vol. 11, no. 1, p. 
723, 2010. 
[4] J. F. Nijkamp et al., “De novo sequencing, assembly and analysis of the genome of the 
laboratory strain Saccharomyces cerevisiae CEN.PK113-7D, a model for modern industrial 
biotechnology,” Microb. Cell Fact., vol. 11, no. 1, p. 36, 2012. 
 
 
4 
 
 
 
Chapter 1 
Monitoring of glucose applying a commercial biosensor system 
Preface 
The following chapter presents the possibility of on-line and fast on-line monitoring of the essential 
parameter glucose by means of a commercially available glucose biosensor. The quantification of 
glucose is probably most advanced in the field of healthcare applications for the diabetes sector. For 
the detection of blood sugar, biosensors play an important role and have been thoroughly studied. 
However, glucose monitoring is of high relevance in various fermentation processes, too, and no 
general tools are yet implemented for this purpose. Nowadays, sophisticated biosensor solutions are 
commercially available and integrated in designs suitable for the application to fermentation 
processes. Yet, outside China [1], they have been broadly neglected for the monitoring and control 
of fermentation processes. When I met the German company Jobst Technologies GmbH during my 
visit of the 5th BioProScale Symposium, hold in Berlin, Germany, in March 2018, I decided to test 
their sensor with respect to fermentation monitoring. It must be highlighted that the sensor under 
investigation was able to detect glucose concentrations up to 150 mM in cell- containing samples, 
while most glucose biosensors described in literature facilitate glucose determination only up to 
25 mM, mostly in cell-free samples. Hence, the sensor presents an interesting small and affordable 
tool for continuous glucose monitoring during the entire fermentation process. The work is 
considered for submission to the journal New Biotechnology.  
The inspiration for this research application was given to me by my colleague Daria Semenova, who 
conducted her PhD on the topic of biosensor design and optimization. I would like to acknowledge 
Daria for her inspiration, support and critical feedback on the experiments conducted with the sensor. 
I would also like to acknowledge the people from Jobst Technologies (Freiburg, Germany) for their 
feedback on this chapter and manuscript to be submitted as well as for providing helpful information 
regarding their sensor platform. Finally, I’m grateful to Frans v. d. Berg, University of Copenhagen, 
Department of Food Science, for providing the Matlab script for smoothening the signal of the 
second sensor. 
 
1.1 Introduction 
The concept of process analytical technology (PAT) published by the Food and Drug Administration 
(FDA) in 2004 [2] must be seen as a revolutionary milestone not only in the pharmaceutical industry. 
The idea emphasized within the PAT framework, building quality through deep process 
understanding enabling data driven control of the critical quality attributes, strongly applies to the 
biotech industry as well. Although fermentations are often the most complex step within bio-
manufacturing, until today, fermentation production reactors are generally rather sparsely 
instrumented and typically only involve standard sensors such as pH, temperature and dissolved 
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oxygen [3], [4]. Real-time information of the critical process parameters is often lacking and thus, 
control actions - frequently implemented manually, not automated - are based on experience instead 
of process data. Data collection is time and resource expensive and thus, most data is obtained in 
research and development (R&D), as higher costs are more acceptable there compared with 
industrial processing. Fact is, in R&D as well as in industrial production, analysis determining cell 
performance and physiology reflected in substrate, metabolite and product levels in the fermentation 
medium is mostly performed off-line after the process has finished. This causes a delay of at least 
several hours. Assaying the process relevant components is generally done by means of specific assay 
kits and chromatographic analysis. These methods are labor and time intensive and as such not 
suitable for prompt analysis or on-line monitoring strategies. Some fully automated systems for 
multicomponent analysis, even applying biosensor technology as emphasized in this study, have 
been developed for rapid off-line analysis reducing time and operational errors. Some of these 
analyzers even offer an on-line solution. However, they are voluminous and highly expensive and 
therefore not considered by every laboratory (e.g. Cedex Bio from Roche Diagnostics GmbH, the 
Biochemical Analyzer series from Yellow Springs Instruments (YSI, USA), the BioProfile series from 
nova biomedical, the analyzer series from SBA (China), as well as BioPAT® Trace and BioPAT® Multi 
Trace sold by Satorius). 
 
Glucose is a major carbon and energy source in the fermentation industry and as such, evidently, the 
monitoring and control of glucose concentration levels during fermentation processes is beneficial 
to any feeding strategy, optimizing biomass production itself as well as the production of metabolites 
such as amino acids, alcohols, peptides and proteins. As mentioned before, also the important 
analyte glucose is mostly quantified in the fermentation broth by enzymatic assay kits or HPLC 
analysis taking at least 20 min of time. Note that, samples collected during the process are usually 
analyzed after the process for practical reasons as equipment scheduling and operational shifts. For 
‘quick and dirty’ determination of glucose levels within a minute, single use test stripes giving a rough 
idea of the glucose concentration present based on a color development scale, can be used (e.g. 
Medi-Test Glucose from Machery-Nagel, originally applied for glucose determination in urine). 
However, those are neither suitable for continuous glucose monitoring and control strategies nor 
precise results. Real-time glucose monitoring systems are very rare and predominantly dedicated to 
the clinical use in the diabetes sector[5]. Although virtually, all glucose biosensors have been 
developed for diabetes health care applications, they also, or precisely therefor, provide all features 
desired for bioprocess monitoring: Per definition, biosensors are operated without the need of 
reagent addition and as such, they are simple to handle, fast, accurate and reliable. Besides, they are 
small and can be produced cheap in bulk quantities based on screen printing and thin film 
technology [4], [6]. The principle of enzyme based (mostly Glucose Oxidase, GOx) glucose biosensors 
was introduced more than 50 years ago by Clark and Lyons in 1962 [7] and since then, the biosensor 
field has grown enormously. An introduction to the field of electrochemical enzymatic and non-
enzymatic biosensors, to their principle, challenges, fabrication and advances can be found in [8], [9], 
and [10]. Recent advances refer e.g. to non-enzymatic biosensors, better known as 4th generation 
biosensors. Non-enzymatic biosensors are based on advances in material science leading towards 
sophisticated electrode materials mimicking enzyme activity. Developed and designed for the 
determination of glucose in blood samples certainly showing comparable matrix complexity as 
fermentation broth, they appear to be highly suitable for analysis in the field of fermentation science. 
Interestingly, application of first- and second-generation biosensors was already proposed and 
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described in the late 80ies / early 90ies. Already in 1987 an autoclavable glucose biosensor for online 
monitoring of glucose in fermentation media was proposed [11] and the concept was refined into a 
prototype in 1995 [12]. With the prototype, glucose was controlled manually at a level of 0.44 g/l 
(2.44 mM) during an E. coli fed-batch fermentation for 2 h based on the sensor output demonstrating 
its potential for online bioprocess monitoring and control. Besides, continuous glucose monitoring 
was successfully achieved by the prototype during low (max. 2.2 g cell dry weight/liter) and high cell 
density (max. 85 g cell dry weight /liter) fed-batch fermentation for 16 and 27 h, respectively. The 
calibration in the described application ranged up to 23 mM glucose in cell-free samples. Grunding 
and Ch. Krabisch [13] published the design and use of a 2nd generation glucose biosensor for the 
determination of glucose in fermentation samples in a range of 0.1 – 20 mM, stating long term 
stability and usability of more than 12 weeks (frequently determined on fermentation samples of 
10 g/l cell dry weight). J. Rishpon et al (1990) demonstrated in-situ glucose monitoring in yeast 
fermentation broth based on a ‘sandwich GOx electrode’ enabling glucose quantification in a range 
of 50 – 200 mM throughout a 3 h fermentation process in a 30 ml reaction vessel [14]. White et al. 
(1996) [15] suggested a screen printed glucose biosensor integrated in a flow injection system 
showing long-term stability over a 7 day period operating the system continuously with buffer, 
injecting a 10 mM glucose solution every 30 min. Hence, the interest and believe in the biosensor 
concept suitable for continuous glucose monitoring in fermentation processes was demonstrated 
around 25 years ago.  
 
Contrarily, although the number of glucose biosensor relevant articles published in the last 15 years 
has maintained an increasing trend [8], their application published on bioprocesses remains rare and 
shows a gap between the 90is and the recent years practice. Publications reviewing the application 
of biosensors since 2014 proof the wide disregard of studying biosensors as a fermentation 
monitoring tool [1], [16], [17],[18]. The stagnancy, especially in fermentation application might be 
due to challenges in long term stability of the enzyme, the narrow detection range (usually up to 
only 25 mM due to relevant blood sugar levels in diabetes patients), sterility concerns or simply 
because no satisfying, ready to use, commercial solutions have been available applicable to 
fermentation processes (as health care surly demands a different integration than the biotech 
environment). The recent innovations in glucose biosensor technology and their application on 
fermentation processes include miniaturized biosensor arrays for simultaneous detection of up to 4 
components [5], [19], their fabrication as a flow through unit [20] as well as enzyme-free glucose 
sensors mimicking enzyme specificity [21]. They all have in common a glucose detection range from 
0.05 - 25 mM and are mostly described as a subject of scientific interest rather than an application 
as an on-line monitoring tool. 
 
Within this study, I want to demonstrate the reliable use of a commercially available biosensor 
solution meeting the needs for glucose monitoring in fermentation processes. The sensor applies 
the principle of first generation glucose biosensors facilitating the detection of glucose within an 
extended glucose range of 1 – 150 mM, applying a segmented calibration curve for low (1 -50 mM) 
and high (50 – 150 mM) glucose concentration levels. It combines recent advances such as multi 
array design and flow through integration. It is of small size and has a reasonable price. The sensor 
performance was studied in different media, starting from the recommended acetate buffer system 
over complex YPD fermentation medium to finally real, cell-containing samples of a yeast 
fermentation. Finally, the sensor was applied continuously for 10 h directly connected to a 2 L lab-
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scale fermenter via a recirculation loop during a yeast fed-batch cultivation. The sensor facilitated 
fast and easy data collection, both off-line and on-line. Thus, it supports time and resource efficient 
optimization and control of fermentation processes realizing maximum reactor efficiency. 
 
1.2 Materials and Methods 
Two biosensors of the same type were tested. The first one was in particular studied regarding 
calibration in different media, off-line analysis of fermentation samples, both cell-containing and cell-
free, functionality over time (calibration before and after the fermentation samples) and finally 
performance of the sensor after a 3 month storage period. In order to investigate batch-to-batch 
variations of the biosensor, the second sensor was investigated regarding calibration before and after 
continuous use over a 10 h period during a fed-batch fermentation, testing the sensor in a true on-
line set up, as well as it’s calibration in different media. The experiments conducted with sensor 1 
and 2 are summarized in Table 1.1. 
 
Table 1.1: Experimental overview of sensor 1 and 2 
Sensor Experimental investigation 
Sensor 
1 
Investigation of the sensor system 
1) Calibration in different media, applying flow and non-flow conditions; 
2) Off-line analysis of fermentation samples (cell-free and cell-containing); 
3) Recalibration after usage in 1) and 2); 
4) Storage stability after calibration, measurement of off-line fermentation 
samples and a storage period of 3 month; 
Sensor 
2 
Batch to batch variability of the sensors 
1) Calibration in different media, applying flow; 
2) Continuous on-line measurements over the course of a 10 h 
fermentation; 
3) Recalibration after usage in 1) and 2); 
 
 
1.2.1 Glucose determination using a biosensor flow-through cell 
The setup for glucose monitoring consisted of the biosensor B.LV5 (extended range sensor, 
Figure 1.1A), the potentiostate (SIX transmitter, Figure 1.1 B) with a custom connection for fitting the 
biosensor, as well as the software bioMON used for operating the SIX transmitter. All components 
are provided by Jobst Technologies GmbH (Freiburg, Germany). The components are comparable 
with ‘plug and play’ devices, in which the biosensor is connected to the SIX transmitter which is 
connected to the computer via a USB connection (Figure 1.1 B, C). The biosensor itself is designed 
as a 1 µl flow-through-cell continued in outer tubing (0.5 mm ID) representing inlet and outlet of the 
electrochemical cell, ending in luer fittings for fast and easy connection of additional tubing.  
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Figure 1.1: A) The biosensor flow-through-cell with connection to the SIX transmitter and luer fittings as inlet and outlet. B) The SIX 
transmitter with a free biosensor connection and USB cable. C) The biosensor connected to the SIX transmitter.  
In order to have the sample flowing through the biosensor, a pump (Ismatec Reglo ICC, Cole-Parmer, 
UK) was connected via a piece of tubing (Ismatec, TYGON S3TM, E-LFL, ID 1,52 mm) and the 
respective luer connector (see Figure 1.1 A) to the inlet of the sensor. 
The biosensor applies the principle of first generation glucose biosensors: A thin layer of the enzyme 
glucose oxidase (GOx) comprising the enzyme-bound cofactor FAD/FADH2 is entrapped into a hydro 
gel membrane and placed on top of an H2O2 sensitive electrode. Glucose is enzymatically oxidized 
to gluconic acid, generating H2O2. The amount of H2O2. produced is proportional to the glucose 
concentration present and detected by anodic oxidation at a noble metal (Pt) electrode. The 
oxidation of glucose at the electrode produces an amperometric signal (electric current) which (in 
steady state) can be correlated with the respective glucose concentration. The redox reactions are 
summarized in eq. (1.1-1.3). More information about the sensor under study, it’s properties and 
manufacturing can be found in reference [6] and [5]. 
 
GOx(FAD) + Glucose                GOx(FADH2) + gluconic acid   (1.1) 
GOx(FADH2) + O2                GOx(FAD) + H2O2    (1.2) 
H2O2               O2 + 2H
+ + 2 e-     (1.3) 
 
The biosensor, or the electrochemical cell respectively, consists of a Pt-working electrode, a Pt-
counter electrode and an internal Ag/AgCl pseudorefernce electrode. Oxidation of H2O2 is performed 
on the Pt-working anode at + 450 mV versus internal Ag/AgCl. Duplicates of each measurement 
were achieved by the multi array design of the sensor consisting of two working electrodes for 
glucose detection. Consequently, the system provided an internal duplicate for each sample 
measured. Independent of the presence of glucose in the medium, the medium itself results in a very 
small background current. In order to eliminate signal variations due to the background current or 
resulting from possible disturbances like air bubbles, for instance, the electrochemical cell provides 
two blank (‘clean’, non-enzyme coated) Pt-working electrodes, one for each glucose electrode. 
Subtracting the blank current from the glucose signal current led to the final measurement value. 
Conventionally, the calibration of an electrochemical biosensor is done giving the resulting current 
at a defined time point (often at 90 % conversion, not at steady state) as a function of glucose 
concentration. As in this study, the stabilization time for each sample was found to be quite different 
depending on the glucose concentration present, the medium used and the cell concentration, the 
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final current value was obtained by averaging the last 10 data points of the current in steady state. 
This holds for every current value obtained from glucose measurements with the biosensor within 
this work. 
 
Glucose samples were quantified under non- flow and flow conditions, in the latter case a constant 
flow rate of 0.2 ml/min was applied. Under non-flow conditions, the sample was pumped into the 
biosensor, the pump was stopped and the measurement was started with the sample standing still 
in the measurement cell. When the measurement was finished, indicated by a final constant current, 
the sample was pumped out and the next sample was pumped into the sensor flushing the flow-
through cell with approximately 100 µl of new sample before stopping the pump and starting the 
measurement of the new sample. The procedure was equal for samples measured under flow, with 
the difference that the pump was kept running when starting the glucose measurement. Samples 
used for calibration of the sensor were pumped in and out of the sensor one after each other, a small 
volume of air in between samples (indication the end of the old / the beginning of the new sample). 
In case of measuring the glucose concentration in the fermentation samples, the sensor was stored 
in buffer in between the samples of different time points.  
 
1.2.2 Sensor Calibration 
According to the biosensor info sheet, the linear detection range of the sensor is within 0.05 mM and 
60 mM glucose (applicable in a pH range of 5-9) and the sensor comes pre-calibrated from the 
company (calibration at company site performed in acetate buffer at 32 oC). However, in order to 
study the behavior of the biosensor under different conditions aiming at monitoring a yeast 
fermentation process, it was calibrated using both, the recommended acetate buffer solution as well 
as the fermentation medium used for yeast cultivation. The glucose calibration range was chosen to 
be within 1 to 150 mM, challenging the sensor system with respect to the upper detection limit 
particularly. Besides, aiming at on-line quantification without the need of sample dilution or 
preparation, the upper limit refers to the initial glucose concentration present in the reference 
fermentation process. The lower limit of calibration was chosen to be 1 mM as considered to be the 
lowest glucose concentration accurately measured by the reference method (HPLC). As the Ag/AgCl 
reference electrode depended on a sufficient concentration of chloride ions in the solution 
(recommended is around 110 mM in the biosensor manual) and the chloride concentration estimated 
in the medium was only about 5 mM, a third calibration solution was studied containing YPD medium 
and additional 9  g/l (154 mM) NaCl. This NaCl concentration was chosen, as saline solution (9 g/l 
NaCl in water) is commonly used as an isotonic non-nutritional dilution solution when handling 
microbial cells and thus considered to be harmless to the fermentation samples.  
 
Finally, the calibration curve obtained in YPD medium was subsequently used to determine the 
glucose concentration in the samples of the yeast fermentation process off-line and on-line. The 
calibration was performed at room temperature, but the calibration samples were preheated to 30 oC 
according to the process temperature of the fermentation. In all calibration solutions the pH was 
adjusted to the operational pH during the fermentation (pH 6) by using the same acid (2 M H2SO4) 
as used for pH control during the fermentation process.The glucose concentrations of all solutions 
were determined in duplicates by HPLC measurements as reference method.  
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When referring to ‘buffer’ within this work, it was consistently the acetate buffer as follows: Per liter 
of purified water, it contained 0.313 g potassium chloride, 5.443 g sodium acetate trihydrate, 5.669 
g sodium chloride, 0.014 g sodium phosphate monobasic monohydrate, 0.114 g sodium phosphate 
dibasic dihydrate, 0.122 g magnesium chloride dehydrate and 1ml Proclin 300 to avoid microbial 
activity. All ingredients were purchased from Sigma, USA. 
 
YPD medium is a classical complex medium used for yeast cultivations. It contained per liter of water 
10 g yeast extract (Y, Merck France, NaCl < 5 %), 20 g peptone (P, Merck Mexico, NaCl < 3 %) and 
20 g glucose (dextrose, D, Macron, USA). In case of NaCl addition, 9 g/l NaCl (purchased from Sigma, 
USA) was added to the YP medium. 
 
The glucose content of the different calibration solutions (buffer, YP medium, YP medium + NaCl) 
was adjusted according to the different concentrations studied (1 –  150 mM, starting with 1 mM, 
followed by 5 mM and continued in steps of 10 mM up to 150 mM). A proper volume of a 150 mM 
glucose stock solution prepared in the according background matrix was added to the respective 
matrix to obtain 10 ml of the final calibration solution. In this way, the background of each medium 
was obtained while altering the sugar concentration.  
 
1.2.3 Off-line glucose measurements in yeast fermentation samples 
A yeast fed-batch fermentation was performed cultivating the classical laboratory yeast strain 
CENPK-113 7D in YPD medium. The fermentation was run in a 2.5 liter glass vessel, equipped with 
dissolved oxygen (DO), pH and temperature probe, the whole set up controlled by an Applikon ez 
controller. The process was started in a total volume of 2 liter and an initial glucose concentration of 
150 mM. Controller and fermenter equipment were purchased from Applikon, The Netherlands. As 
broadly found in fermentation processes, glucose was used as the major carbon source by the 
microorganism. The fermenter was inoculated with 180 ml overnight culture, which was pre-grown 
in YPD medium using two 500 ml shake flasks (100 ml working volume each) at 30 C, 180 rpm for 
12-14 h. The fermentation process was run at 30 oC, a stirrer speed of 800 rpm and an aeration rate 
of 1 vvm. The pH was maintained at pH 6 using 2 M KOH and 2 M H2SO4. The dissolved oxygen 
tension (DOT) stayed above 30 % of saturation throughout the fermentation process, indicating that 
no oxygen limitation occurred during the cultivation. The first sensor was used for off-line glucose 
measurements in real-time. The process was followed over a 13 h period, during which glucose was 
fed three times. For the determination of glucose and biomass, samples were manually withdrawn 
every hour. Glucose was quantified with the biosensor in both, cell-free and a cell-containing 
samples, based on the calibration curve obtained in YPD medium. Hence, for every time point, a first 
sample was taken and immediately filtered via a 0.2 µm filter. A second sample, still containing the 
cells, was simultaneously pumped through the sensor. When the glucose measurement of this cell-
containing sample was completed, the second, cell-free sample was measured via the sensor. 
Additionally, for each time point, a cell-free sample was stored in the fridge and quantified by HPLC 
after the fermentation process was ended. The glucose results from the cell-free samples, measured 
by the biosensor, were used to follow the consumption of glucose during the process. When the 
glucose concentration reached a value close to zero, 100 ml of a glucose feeding solution (500 g/l 
dissolved in purified water) was added via the septum by the help of a sterile syringe to prolong the 
exponential growth phase (addition after 7, 9 and 11 h). By doing so, the biosensor performance was 
challenged with respect to both, high cell and high glucose concentrations simultaneously. 
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The increase of biomass was followed by classical optical density (OD) and dry weight off-line 
measurements. 
 
The OD was determined at 600 nm with the UV-1800 spectrophotometer from Shimadzu, Germany. 
Dry weight was determined by filtering 5 ml of each sample via a 0.2 µm filter-paper (Cellulose Nitrate 
Membrane Filters, Whatman, Germany) and washing it three times with 5 ml of purified water 
applying vacuum filtration. The filter cake, consisting of the washed biomass, was dried in the 
microwave for 15 min at 180 W. The weight of the filter-paper was determined before (clean filter 
paper) and after filtration and drying (filter paper with biomass) in order to obtain the dry weight of 
each sample. Dry-weight and OD measurements were performed in duplicates. Additionally the 
increase of biomass was followed by on-line backscatter data using the non-invasive Cell Growth 
Quantifier CGQBIOR from aquila biolabs (Baesweiler, Germany).The CGQBIOR was studied in detail 
in chapter 4.  
 
HPLC was used as a reference method for glucose quantification in calibration and fermentation 
samples. The measurements were performed on the Ultimate 3000 Dionex HPLC system (Sunnyvale, 
USA) using an Aminex HPX 87 H column, 300 x 7.8 mm (BIORAD, Denmark) operated at 50 oC 
equipped with Refract Max 520 refractive index (RI) detector. The column was operated with 5mM 
H2SO4 in purified water as mobile phase and a constant flow rate of 0.6 ml/min. Samples were 
injected with a volume of 5 µl for analysis. Samples were filtered via a 0.2 µm filter and acidified 
(950 µl sample + 50 µl 5M H2SO4) prior to analysis. Acidification was required due to the ion exchange 
principle of the column used. Sample quantification was done with the software Chromeleon 6.8. 
 
1.2.4 On-line glucose monitoring during a yeast fermentation 
For operating a second biosensor in an on-line setup, it was connected to the fermenter via a 
recirculation loop. The flow was generated with the Ismatec Reglo ICC pump (Cole-Parmer, UK) 
circulating the fermentation broth via a sampling port to the sensor and back to the fermenter (using 
a separate inlet). The dead volume inside the tubing until the sensor was approximately 1 ml, 
applying a flow rate of 1ml / min. The flow rate was chosen according to the dead volume to ensure 
a reasonable exchange of the flow through cell with fresh fermentation broth (within this set up 
approximately every min). As suggested by the company, the maximal flow rate when operating the 
sensor should not be higher than 1 ml/min, which is typical for microfluidic devices. In order to ensure 
a reasonable exchange rate of the fermentation broth inside the flow-cell and to avoid oxygen 
limitation inside the tubing to the biosensor, the sensor should be close to the fermenter. Besides, in 
order to avoid cells sticking to the membrane inside the flow cell, operation at a higher flow rate may 
be desirable. The sensor used was non-sterile. However, a sterile version is available by the company. 
No contamination was observed during the fermentation as confirmed by microscopy of a mid- and 
end-fermentation sample. During this run, the fermenter was equipped with two sampling ports, one 
used for the recirculation loop, the other one used to withdraw samples manually every hour to 
validate the sensor data by HPLC measurements. 
 
1.2.5 Dissolved oxygen conversion inside fermentation samples 
The dissolved oxygen conversion rates were measured for the withdrawn fermentation samples in 
parallel with the biosensor characterization. The idea behind this experiment was to confirm the 
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competition for the oxygen consumption between the active cells present inside the sample and the 
enzymatic layer of the biosensors system. Thus, similar to the previously described set-up assembly 
and procedure in [22], dissolved oxygen (DO) was measured using OXR430 retractable needle-type 
fiber-optic oxygen minisensor (PyroScience GmbH, Aachen, Germany) connected to a FireStingO2 
fiber - optic meter (PyroScience GmbH, Aachen, Germany) and controlled by Pyro Oxygen Logger 
software (PyroScience GmbH, Aachen, Germany). The time courses of oxygen profiles were registered 
at room temperature with constant stirring speed until the dissolved oxygen was depleted by the 
cells. 
 
1.2.6 Storage conditions of the sensor 
After usage the sensor was flushed with purified water for around 10 min (0.5 ml/min) in order to 
rinse out all forms of molecules potentially trapped inside the flow-through-cell and afterwards dried 
with compressed air. Luer connections of the inlet and outlet tubing were closed. The washed and 
dried sensor was stored inside a small bag in the fridge, together with a desiccant.  
 
1.3 Results and Discussions 
1.3.1 Investigations of sensor 1 
A first sensor was studied with respect to the application of flow (0.2 ml/min) vs. non-flow, calibration 
in different media, application on fermentation samples and performance after usage and a 3 month 
storage period (long-term stability), see Table 1.1. 
 
1.3.1.1 Sensor calibration 
The sensor was calibrated at room temperature using three different calibration media (buffer, YPD 
medium and YPD medium containing 9 g/L NaCl), preheated to 30 oC. They were analyzed with 
(0.2 ml/min) and without the application of flow. Calibration was done against glucose concentration 
values obtained by HPLC analysis of each calibration solution. As the calibration solutions were 
prepared manually, a small off-set compared to the target concentration value can be expected. 
Although the concept of mass transport fully supports the application of flow during the 
measurement with the biosensor, I wanted to have a look at the performance of the sensor with 
minimum technical effort, practically meaning nothing more than a syringe is needed to load the 
sensor with sample. Figure 1.2 A-C shows the calibration curves, or signal profiles, respectively, in all 
three media. All profiles are presented as current [nA] as a function of glucose concentration [mM] 
under non-flow conditions (Figure 1.2 A), flow conditions (Figure 1.2 B) and an overlay of both data 
sets (Figure 1.2 C) for simplified visual comparison. As expected, generally the profile followed a 
saturation curve. Figure 1.2 D shows the raw signal development as a function of time for each 
calibration point obtained in YPD medium, applying flow.  
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Figure 1.2: A –C) Current in nA (value obtained from the last 10 steady state values averaged, subtracting the respective blank current 
values from the glucose signal) as a function of glucose concentration in mM in the 3 different media investigated under non-flow 
(A) and flow (B) conditions. The dotted lines in A) and B) show the polynomial fit for easier visual comparison. C) Overlay of both, 
non-flow and flow data sets for simplified visual comparison. D) Raw signal (current in nA as a function of time in min) development 
for glucose concentrations obtained in YPD medium applying a flow rate of 0.2 ml/min. The lowest current curves (yellow) were 
obtained in buffer and YP medium as labelled, followed by a glucose concentration of 1, 5 and 10 mM. The steps between the 
indicated concentration values of 10, 50, 100 and 150 mM are 10 mM. Every calibration solution was measured in duplicate. 
The signal development of each measurement can be found in the supplementary material (Figure 
S1.1 – S1.6). Figure 1.3 A and B show the average standard deviation and the average time until signal 
stabilization for the three different data sets. 
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Figure 1.3: A) Average standard deviation of the final current in % in the three different data sets (buffer, YPD, YPD + salt). Average 
time until signal stabilization in min in the three different data sets. For Figure 1.3 A and B, the value per data point (averaged form 
a duplicate measurement) can be found in the supplementary material, Table S1.1 A and S1.1B.B). 
As shown in Figure 1.2 A and B, the application of flow smoothened the signal profile while the 
overall trend in each medium stayed the same under flow and non-flow conditions (Figure 1.2C). This 
is confirmed by the average standard deviation (st. dev.) for each data set (Figure 1.3 A). In the 
absence of flow, the lowest st. dev. was found in buffer (2 %), followed by YPD medium (3.1 %) and 
YPD medium containing additional salt (3.3 %). Applying flow during the measurement reduced the 
st. dev. to < 1 % independent of the medium.  
 
From Figure 1.2 A-C, it also becomes obvious that the signal profile obtained in YPD medium is very 
close to the signal profile obtained in the recommended acetate buffer, especially within the 
application range up to a glucose concentration of 60 mM. At glucose concentrations between 
60mM – 150 mM, the profiles obtained in YPD medium and buffer deviate slightly. However, a 
glucose concentration of approx. 150 mM resulted in both cases in a current of approx. 18 nA. The 
addition of NaCl significantly lowered the overall signal profile (Figure 1.2 A-C) and a glucose 
concentration of 150 mM results in a current of 9 nA, half of the current value obtained with the 
same glucose concentration in YPD medium and buffer.  
 
In the absence of flow, the average time until signal stabilization was clearly dependent on the 
medium composition (Figure 1.3 B). It was lowest in buffer (3.1 min) and highest in YPD including 
additional NaCl (7 min). Under flow conditions, the time until signal stabilization was more than 50 % 
reduced compared to non-flow conditions in buffer and YPD medium (1.4 and 2.5 min), and more 
than 75 % lower in YPD medium containing additional NaCl (1.6 min). 
The enhanced sensor performance with flow can be explained by an increased mass transfer of 
glucose to the membrane due to a reduced thickness of the diffusion layer on top of the membrane. 
Besides, H+ ions produced during the reaction with the enzyme (equation 1.3) are flushed out, 
thereby avoiding a local acidification, potentially decreasing the enzyme activity. Hence, flow was 
found to be the operation of choice when using the sensor. The application of flow yielded a st. 
deviation of less than 1 %, on average, independent of the medium under investigation (Figure 1.3 
A). Measurements in the absence of flow led to less accurate and reproducible results compared to 
measurements under flow. However, with an average standard deviation of less than 5 % (Figure 
1.3 A) they can still be considered as fairly reliable, particularly for glucose concentrations ranging 
up to 60 mM. NaCl addition was found unnecessary and even reduced the sensitivity of the sensor. 
15 
 
The reduced sensitivity in the presence of added NaCl might be explained by a chloride monolayer 
adsorbed onto the electrode surface, hindering the electrochemical kinetics. Monolayer coverage of 
chloride ions on platinum electrodes is described to occur at chloride concentrations of 100 mM [23]. 
Since in the present work, around 150 mM chloride ions were present and halide ions generally show 
a strong tendency to adsorb on platinum, it is likely that (monolayer) adsorption of chloride ions on 
platinum electrode caused resistance to the electrochemical reactions, thus reducing the sensor 
sensitivity.  
 
The sensor is rated for glucose concentrations ranging between 0.05 mM and 60 mM. This also 
appeared to be the reliable linear range in which the current at a certain glucose concentration was 
found to be nearly independent of the medium used and the application of flow. (Figure 1.2 A- C). 
Flow was desirable as it certainly improved the reproducibility of the signal (below 1 % standard 
deviation with flow on average compared to an average st. dev. < 5 % without flow, Figure 1.3 A) 
and decreased significantly the average time until signal stabilization of the sensor (with flow less 
than 2 min compared to values of 3 – 7 min on average without flow, Figure 1.3 B).  
Since this study was aiming at the application of the sensor on fermentation samples, the calibration 
curve was based on the signal profile obtained in YPD medium applying flow. The calibration curve 
was divided into two sections, approximated by linear regression. It is presented in Figure 1.6 D, as 
part of the section 1.3.3 Batch-to-batch variability and sensor stability. By segmentation of the 
calibration curve, the full glucose concentration range typically found in various fermentation 
processes (0 - 150 mM) could be covered without the necessity of sample dilution. The R2 value for 
both sections was greater than 0.97, hence suggesting that glucose quantification could be 
performed reliable.  
 
1.3.1.2 Off-line glucose measurements on yeast fermentation samples 
Figure 1.4 demonstrates the progress of the yeast fermentation process over 13 h. The microbial 
growth was followed by off-line OD600 and dry weight measurements, as well as on-line by means 
of a backscatter cell (Figure 1.4 A). The glucose concentration in manually withdrawn fermentation 
samples was measured off-line by applying the biosensor to cell-free and cell-containing samples as 
well as via HPLC analysis after the fermentation (Figure 1.4 B).  
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Figure 1.4: A) Biomass concentration as a function of time indicated by classical OD600 and dry weight measurements (off-line) as 
well as on-line data from a backscatter cell. In the backscatter data, the addition of glucose (indicated with black errors) can be seen 
in a small signal drop due to dilution of the fermenter content in the detection area. B) Glucose concentration measured off-line with 
and without cells by means of the biosensor and HPLC, respectively, as well as the biomass concentration in backscatter units as a 
function of time. C) Dissolved oxygen (DO) profile. The drop after 9 h is attributed to a disturbance in the air supply line. D) Left: 
Average standard deviation (st. dev.) of the different glucose measurements performed. Right: Average time until signal stabilization 
for glucose measurements by means of the biosensor. The values per data point can be found in the supplementary materials 
Table S1.2. 
As shown in Figure 1.4 D, all glucose measurements performed with the biosensor were subject to a 
st. dev. of less than 2 %. On average, HPLC measurements showed a st. dev. of 0.2 %, biosensor 
measurements showed a st. dev. of 0.5 % in cell-free and 1.7 % in cell-containing samples. The 
increased st. dev. when measuring cell-containing samples by means of the biosensor can be 
expected. Cells generally increased the complexity of the samples, adding a solid phase, thus 
decreasing glucose diffusion to the enzyme layer. Besides, the cells kept consuming glucose during 
the measurement.  
 
Furthermore, from Figure 1.4 B, it can be concluded that, firstly, glucose concentrations in the cell-
free supernatant could be measured accurately by means of the biosensor based on the segmented 
calibration curve shown in Figure 1.6 B and are in line with the HPLC results. Secondly, glucose 
concentrations in cell-containing samples resulted in generally lower values compared to 
measurements on the cell-free supernatant. This was particularly the case for glucose concentrations 
above 20 mM. For glucose concentrations below 20 mM, no such an off-set was observed. For 
glucose concentrations above 20 mM (first 6 h of fermentation), there was an off-set (-10%) of 
biosensor measurements on cell-free samples compared to HPLC results. In the second half of the 
fermentation, subject to 3 times glucose spiking, the off-set for glucose concentrations exceeding 
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20 mM increased to ca. minus 40 % (comparing cell-free and cell-containing samples). This can be 
attributed to oxygen limitation occurring during the measurement with the biosensor. Both, the 
sensor and the cells competed for the present oxygen while the overall oxygen level in the 
fermentation broth was decreased to 70 % (Figure 1.4 A and C). Oxygen limitation generally hinders 
a full signal development with the biosensor and thus, the final current measured could not reach its 
actual steady state value. This could clearly be observed in a signal drop in the signals after 4, 5, 6, 8, 
9 and 12 h (supplementary material, Figure S1.8). After 10 h, the signal development was not 
hindered. As can be seen in Figure 1.4 C, the DO dropped from 70 % to 45 % between 9 and 10 h, 
due to a disturbance in the air supply line. Since yeast is able to grow under oxygen limited 
conditions, the full signal development after 10 h might be explained by a metabolic shift towards 
anaerobic growth, meaning that the O2 uptake by the organism was reduced. Thus, the remaining 
oxygen available for the sensor would be enough to enable a full signal development. Disregarding 
the exception after 10 h, Oxygen limitation was observed at glucose concentrations above 20 mM 
and cell concentrations above 5 g/l dry weight. For glucose concentrations below 20 mM, no oxygen 
limitation was observed within the fermentation reaching a max. cell dry weight concentration of 
12 g/L and a minimum DO level of 70 % inside the fermenter. 
 
 
As can be seen in Figure 1.4 D, the average time until signal stabilization was around 4 min for cell-
free samples and around 5 min for cell-containing samples. The increased time until signal 
stabilization for cell-containing samples can be expected. It can be explained by both, decreased 
diffusivity of glucose to the enzyme layer in the presence of cells and oxygen competition between 
the sensor and the cells, decreasing the activity of the enzyme. However, a trained operator can 
obtain results in less than 5 min, counting from the time of sampling. The time- limiting step is the 
signal development until steady state.  
 
1.3.2 Continuous on-line glucose measurements during a 10 h yeast fermentation 
A second sensor was calibrated in buffer and YPD medium under flow conditions in order to 
investigate batch-to-batch variability between sensors. The calibration curve obtained in YPD 
medium was subsequently used for continuous glucose monitoring during another yeast fed- batch 
fermentation, conducted for 10 h. Additionally, (cell-containing) samples taken manually during the 
continuous glucose monitoring set-up were investigated regarding their oxygen content or, 
respectively, their oxygen consumption rate over time. This was done in order to confirm that the 
decreased glucose concentration obtained by means of the biosensor compared to HPLC results in 
cell-containing fermentation samples (sensor 1, Figure 1.4 B) was compromised by oxygen 
consumption of the cells. The data collected during the continuous fermentation set-up is presented 
in Figure 1.5 A-D. The data comprises the raw signal of the sensor (Figure 1.5 A), the converted 
glucose signal of the sensor (Figure 1.5 B), the OD600 and DO profile during the fermentation 
(Figure 1.5 C) and the oxygen consumption by cells measured in manual samples from the reactor 
(Figure 1.5 D).  
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Figure 1.5: Data collected with sensor 2 during continuous glucose monitoring of a fed-batch yeast fermentation. A) The raw signal, 
current in nA as a function of fermentation time in min, as well as the smoothed average of the glucose signal obtained from a built-
in Matlab function. B) Glucose concentration in mM as a function of fermentation time in min - Comparison of the continuous 
biosensor signal (on-line) and HPLC results (of manual off-line samples). The glucose concentration obtained with the biosensor was 
calculated based on the smoothed raw signal in A) and the calibration curve obtained in YPD (Figure 1.6 B). C) Oxygen concentration 
in µM as a function of time in sec in manually withdrawn fermentation samples (cell-containing). The samples are labelled with probe 
1 to 10 relative to their acquisition time indicated in the OD600 profile, Figure1.5 D. D) Yeast growth indicated as OD600 (violet 
rotated square, left y-axis) and dissolved oxygen tension (DO, black square, right y-axis) as a function of fermentation time in hours. 
The numbers above the OD600 data points indicate the time point of probes 1-10 in Figure 1.5 C. 
 
Figure 1.5 A shows the raw signal of the sensor over time. The signal became especially noisy after 
approximately 5.5 h. This noise as well as current spikes observed in the signal before 5.5 h can be 
attributed to an air bubble stuck in the sensor-cell or air bubbles passing the sensor-cell, respectively. 
As no precaution regarding the sampling of air (inherently occurring in aerated fermentation broth) 
was taken, keeping the setup simple, air bubbles could be observed in the tubing of the recirculation 
loop and are considered to cause the noise observed. Small air bubbles passing the system seemed 
to be a minor disturbance (until 5.5 h). Contrarily, an air bubble stuck inside the electrochemical cell 
(after 5.5 h) evidently caused tremendous noise making it difficult to see the actual signal trend. The 
actual trend of the glucose signal could be recovered by an in house smoothing function run in 
Matlab R2016a applying a differential filter based on [24]. The blank signal was neglected during this 
run as found to be unreasonable high after smoothing and thus the glucose signal was obtained 
based on a calibration curve disregarding blank subtraction. Besides, peaks in the smoothed glucose 
signal except for the peak indicated resulting from glucose addition (after approximately 8 h) must 
be considered as artefacts resulting from the noise. If no filtering (smoothing) can be applied to the 
signal, the sampling of air can be avoided by adding e.g. a 20 µm stainless steel filter cap to the 
sampling port. Generally, the glucose signal trend was captured accurately and was in good 
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agreement with HPLC results (Figure 1.5 B). The signal drop in the very beginning can be attributed 
to the addition of the inoculum, diluting the glucose concentration present in the fermentation broth. 
Note that concentration levels and not total mass values are presented in Figure 1.5 B. Hence, volume 
changes inside the reactor due to evaporation, addition of acid and base for pH control and 
withdrawing of samples were not taken into account. Thus, the glucose signal seems to increase at 
the beginning of the fermentation (measured both by the biosensor and HPLC) but it must be 
considered as an artefact caused by volume changes. Interestingly, the glucose signal measured by 
the sensor is constantly a bit lower than the HPLC measurements showing the opposite in 
Figure 1.4 B. As a lower sensor signal compared to HPLC measurements can be expected, resulting 
from the presence of cells as described with respect to Figure 1.4 B, this might be due to the filtering 
function applied to the raw signal. 
 
Electrochemical GOx based biosensors are subject to a minimum oxygen availability during 
operation. The sensor under study requires approximately 10 µM dissolved oxygen for the accurate 
quantification of 40 mM Glucose [5]. As described before (Figure 1.4 B), cell containing samples 
analyzed off-line run into oxygen limitations when the glucose concentration is higher than 20 mM 
and the cell concentration is higher that 5 g/l cell dry weight, or an OD600 value of approximately 7, 
respectively. According to Figure 1.5 D, an OD600 value of 7 was reached after ca. 6 h. The respective 
oxygen consumption is represented in Figure 1.5 C, probe 6. After 6 h, the dissolved oxygen 
concentration in a sample was approximately 95 µM in the beginning of the measurement. It was 
consumed in less than 1 min, while the signal stabilization time of the glucose biosensor was around 
5 min (Figure 1.4 D). This confirmed that a full signal development was not possible in cell-containing 
samples exceeding a cell concentration of 5 g/l dry weight (or an OD value of 7, respectively) as cells 
depleted the present oxygen before the sensor signal could reach steady state. 
 
1.3.3 Batch-to-batch variability and sensor stability 
Sensor stability and batch-to-batch variability is always a subject of interest when using a biologically 
active recognition elements (here the enzyme GOx). With respect to this interest, both, the 1st and 
the 2nd sensor were calibrated before and after the use on fermentation samples. Besides, the 1st 
sensor was calibrated again after a storage period of 3 months. While off-line measurements of 
fermentation samples were conducted with the 1st sensor, storing the sensor in buffer in between 
samples, the 2nd sensor was used in a continuous glucose monitoring set-up circulating the 
fermentation broth with 1 ml/min over 10 hours through the sensor. The results of the calibration 
behavior over time are presented in Figure 1.6 A and 1.6 C. Figure 1.6 B and 1.6 D show the calibration 
curves applied for glucose determination in fermentation sample (off-line or on-line) for sensor 1 
and 2, respectively. 
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Figure 1.6: Different calibration profiles ranging from 1 -150 mM glucose concentration presenting the current [nA] as a function of 
glucose concentration measured by HPLC [mM]. A) Calibration profiles obtained with the 1st sensor in buffer and YPD medium before 
(1) and after the off-line use on fermentation samples (2) and after a storage period of three months after the first use (3).B) 
Calibration curve obtained in YPD medium under flow conditions (0.2 ml/min) used for continuous on-line glucose measurements 
during the first yeast fermentation. The curve (current in nA as a function of glucose concentration in mM) was divided into two 
linear calibration curves ranging from 1 to 50 and from 50 to 150 mM glucose (division point is marked with a red dashed line). The 
decision, which curve to apply, was based on the current value. C).Calibration profile of the second sensor in buffer and YPD medium 
under flow conditions (0.2 ml/min) before and after use in a continuous monitoring set up during the 2nd yeast fermentation. The 
data is compared to the calibration profile of the 1st sensor in buffer and YPD medium. D) Calibration curve obtained in YPD medium 
under flow conditions (0.2 ml/min) used for off-line glucose measurements during the first yeast fermentation. The curve (current in 
nA as a function of glucose concentration in mM) was divided into two linear calibration curves ranging from 1 to 90 and from 90 to 
150 mM glucose (division point is marked with a red dashed line). Blank subtraction was neglected in this calibration curve. The 
decision, which curve to apply, was based on the current value.  
Inspection of Figure 1.6 A - D reveals three main conclusions. Firstly, the correlation of current and 
glucose concentration was similar between the two sensors in buffer and YPD medium and sensor 
dependent (Figure 1.6 A and C). The first sensor showed an around 75 % higher sensitivity (0.1854 
nA / mM glucose, Figure 1.6 D) than the second one (0.1064 nA / mM glucose, Figure 1.6 B) with 
respect to the low range section of the calibration curve. Both values are bisected in the high range 
calibration curve. Besides, the division between low and high range calibration curve was 50 mM for 
the first and 90 mM for the second sensor. However, the R2 value for the low and high range 
calibration curve of both sensors was with 0.99 and 0.97 of reliable accuracy. The sensitivity towards 
glucose is higher for (low) glucose concentrations up to 60 mM (the recommended upper glucose 
limit from the company) but the sensor can be applied reliably for glucose concentrations up to 
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150 mM. The batch-to-batch variability is essentially linked to different enzyme activities and/ or 
quantities immobilized on the electrode. 
Secondly, the sensitivity for glucose samples measured in buffer, especially for glucose 
concentrations in the higher range, was consistently a bit higher compared to measurements in YPD 
medium (Figure 1.6 A and C). This might be explained by a change of the diffusive properties of the 
membrane being decreased when large molecules like peptides are present as in the complex 
medium. Complex molecules might close pore structures and/ or attach to the surface thus 
decreasing the diffusivity inside the membrane or through the diffusion layer towards the membrane. 
Thirdly, the sensitivity decreased as a function of use and time (Figure 1.6 A and C). However, even 
after 10 h continuous use during a yeast fermentation, the sensor was active and could be reused as 
evidenced by the respective calibration curves performed before and after the fermentation. The loss 
in sensitivity can be linked to a loss in enzyme activity or in changes in the membrane characteristics. 
The operational stability stated by the company at 37 oC is more than 2 weeks in continuous 
operation at glucose concentrations up to of 25 mM.  
 
1.4 Conclusions  
Within this study, a commercial biosensor for glucose detection designed as a flow-through-cell, 
originally developed for medical applications was tested with respect to glucose detection in 
fermentation samples. Two sensors were studied. The first sensor was investigated regarding the 
calibration behavior in different media, real-time glucose measurements in fermentation samples 
conducted off-line and storage stability. The second sensor was tested with respect to 
batch- to- batch variability and applied on-line for continuous glucose monitoring over a 10 h yeast 
fed-batch fermentation. The biosensor was found to be a suitable device for real time glucose 
measurements conducted off-line and on-line. 
 
For off-line glucose measurements, the average st. dev. was below 2 % for both, cell-free and 
cell- containing samples. Comparing biosensor and HPLC results, no off-set was observed for glucose 
measurements of the cell-free supernatant and in cell-containing samples with a glucose 
concentration below 20 mM. Especially low glucose concentrations (less than 20 mM) could be 
measured without significant off-set to HPLC results regardless of the cell concentration present 
(reaching a maximum of 12 g/l cell dry weight). Generally, for cell-containing samples and glucose 
concentrations above 20 mM, the measurement was compromised by oxygen limitation hindering a 
full signal development (when performed off-line). For the respective samples, an off-set to the 
reference value of minus 10 – 40 % was observed depending on cell and glucose concentration 
present. Note that, the combination of high glucose and high cell concentration must be considered 
as an exception when talking about fermentation processes. In this study, they were induced by 
glucose spiking during the fermentation process to challenge the sensor particularly with respect to 
high glucose and cell concentrations. The off-set within the initial batch phase, comparing cell-free 
and cell-containing samples, was on average 10 %. Normally, high glucose concentration are found 
in the beginning of batch processes when the cell concentration is low. For economical and metabolic 
reasons, feeding strategies are ideally designed to keep the glucose concentration in the broth as 
low as possible, feeding only as much glucose as is immediately consumed by the microorganisms. 
In such a case, the sensor can be considered as a valuable tool for monitoring and control of the 
glucose level. For continuous on-line glucose measurement, the measurement is expected not to be 
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compromised by oxygen limitations until very high cell densities, when the sensor is positioned close 
to the fermenter outlet. When used off-line, a trained operator can obtain results in less than 5 min, 
counting from the time of sampling. The time-limiting step is the signal development until steady 
state of the sensor signal is obtained.  
 
The second sensor was successfully applied as a continuous glucose monitoring tool during a 10 h 
yeast fed-batch fermentation. Although a high level of noise occurred after approximately 5.5 h 
suspected to be caused by an air bubble stuck in the sensor, the signal was recovered applying a 
differential filter. The smoothened signal showed an off-set of about 10 %, compared to HPLC results. 
The trend of the glucose profile obtained by HPLC results was captured accurately with the sensor. 
When positioned close to the fermenter, on-line measurements seem to be desirable as oxygen 
limitations are avoided by supplying constantly fresh, aerated broth during the measurement.  
As expected, the sensitivity of the sensor was found to be dependent on storage time and usage 
whereas both sensors were reusable after the fermentation samples, and even after a subsequent 
storage period over 3 months (storage only tested with the first sensor). Neither of the sensors 
reached the end of their life time within this study. The sensitivity loss over time is linked to a loss in 
enzyme activity and changes in the membrane characteristics. Each sensor must be calibrated 
individually before use in a representative sample matrix as the calibration profile was found to be 
medium and sensor dependent.  
 
The sensor was found to be a small, affordable, easy-to-use, and reliable tool facilitating both, 
continuous on-line and fast off-line measurements of glucose during a yeast fermentation process. 
I consider the sensor as especially valuably for the early stages of fermentation development, when 
microbial kinetics are still unknown. It will significantly reduce the time spent on process optimization. 
Applying the sensor, a first insight into the glucose consumption can be gained right away, allowing 
for optimization with respect to glucose feeding ‘on the first go’. The confident use of applied 
research solutions starts in every laboratory before it will gradually find the entry to industrial 
application and processing. Only by using available technology in our own laboratories, we can build 
confidence and knowledge on their application and eventually tailor them towards our needs. With 
this study, I want to encourage people from relevant areas to gain confidence in considering and 
using commercially available biosensor solutions as a monitoring tool. 
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1.5 Supplementary Material 
1.5.1 Figures 
The following Figures S1.1 – S1.8 show the raw signal development, current in nA as a function of 
time in min, of the measurements performed with the sensor 1. Important here is the final current 
value in steady state as well as the time until signal stabilization. In each figure, the current of the 
two glucose electrodes (upper curves) and the current of the respective two blank electrodes (two 
lower curves) are presented. In most of the cases, the duplicate does not separate visually.  
 
 
Figure S1.1: Sensor 1 - Raw signal development of measurements performed in buffer, no flow. 
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Figure S1.2: Sensor 1 - Raw signal development of measurements performed in buffer, applying a flow rate of 0.2 ml/min. 
 
 
Figure S1.3: Sensor 1 - Raw signal development of measurements performed in YPD medium, no flow. 
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Figure S1.4: sensor 1 - Raw signal development of measurements performed in YPD medium, applying a flow rate of 0.2 ml/min. 
 
 
Figure S1.5: Sensor 1 - Raw signal development of measurements performed in YPD medium plus 9 g/L additional NaCl, no flow. The 
investigation was stopped after the sample of 80 mM glucose. Since the final current value did not change significantly after a sample 
concentration of 60 mM, it was assumed that the profile current as a function of glucose concentration had reached the plateau.  
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Figure S1.6: Sensor 1 - Raw signal development of measurements performed in YPD medium plus 9 g/L additional NaCl, applying a 
flow rate of 0.2 ml/min. 
 
 
Figure S1.7: Sensor 1 - Cell-free fermentation samples, applying a flow of 0.2 ml/min. 
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Figure S1.8: Sensor 1 - Cell-containing fermentation samples, applying a flow of 0.2 ml/min. The signals presented in the graphs with 
grey background are subject to oxygen limitations. The time until steady state was estimated. 
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1.5.2 Tables 
Table S1.1A: Standard deviation of measurements performed with the biosensor in the three media 
investigated applying non-flow and flow conditions (0.2 ml/min). The average standard deviation (st. 
dev.) value of each data set is presented in the main text in Figure 1.3 A. (*indicates that this data 
refers to calibration data under flow conditions after the use of the sensor on fermentation samples. 
Otherwise, the data refers to the initial calibration curve obtained under flow conditions before the 
use of the sensor on fermentation samples.)  
 
Table S1.1A: Standard deviation of measurements performed with the biosensor in the three media investigated applying non-flow 
and flow conditions (0.2 ml/min). The average st. dev. value of each data set is presented in the main text as Figure1.3A. (* indicates 
that this data refers to calibration data under flow conditions after the use of the sensor on fermentation samples. Otherwise, the 
data refers to the initial calibration curve before the use of the sensor on fermentation samples.) 
 
theoretical glucose concentration [mM] flow* no flow flow no flow flow no flow
-
average st. dev. [%]
1.4%
0.4%
0.5% -
2.0% 0.7% 3.1% 0.9% 3.3%
0.9%
0.6%
0.6%
0.1%
0.6%
0.1%
1.4%
1.1%
0.9%
0.6%
0.5%
0.6%
0.9%
1.3%
1.6%
1.5%
1.4%
1.1%
0.3%
0.2%
0.7%
0.5%
0.3%
0.2%
0.1%
0.2%
0.1%
1.6%
1.5%
4.7%
3.6%
1.7%
-
-
-
-
0.1%
0.3%
0.2%
0.3%
0.2%
0.1%
0.2%
1.8%
0.1%
1.9%
1.0%
2.8%
4.0%
4.2%
-
-
-
4.0%
1.6%
0.7%
0.1%
-
1.6%
2.0%
5.0%
3.9%
3.0%
2.4%
2.1%
3.7%
4.9%
2.7%
-
-
0.4%
2.8%
4.2%
4.3%
3.9%
4.0%
1.2%
0.1%
-
-
-
1.5%
2.0%
1.5%
0.6%
0.5%
-
-
-
140
150
80
90
100
110
120
130
20
30
40
50
60
70
Buffer YPD YPD + salt
1
5
10
0.6%
0.9%
1.3%
2.3%
0.8%
0.3%
0.7%
1.8%
3.6%
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Table S1.1B: Time until signal stabilization of measurements performed with the biosensor in the three media investigated applying 
non-flow and flow conditions (0.2 ml/min). The time is estimated based on the respective figure S1.1-S1.6. The average time until 
signal stabilization of each data set is presented in the main text as Figure 1.3B. 
 
 
 
 
 
theoretical glucose concentration [mM] flow no flow flow no flow flow no flow
7.0averge time until signal stabilization 1.4 3.1 2.5 5.6 1.6
-
150
1
2 1.5 - 1 -
140
0.5
2 1.5 - 1
-
130
0.5
5 2 - 1.5 -
120
0.5
2 3 - 2
-
110
0.5
2 3 - 1 -
100
1
2 3 - 1
1.5
90
0.5
2 3 - 1 -
80
2
2 3 - 1
2
70
1
3.5 3 - 1 3
60
2
2 3 - 3
10
50
2.5
4 3 5 1 3
40
2
5 3 6 1
15
30
2.5
5 3 8 - 14
20
2.5
5 2 5 2.5
4.5
10
2
4 2 6 2 13
5
2
3 2 5 1.5
Buffer YPD YPD + salt
1
0.5
1.5 2 4 4 4
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Table S1.2: Time until signal stabilization and standard deviation (st. dev.) of measurements performed with the biosensor on 
fermentation samples applying a flow rate of 0.2 ml/min). The time is estimated based on the respective figure S7 and S8. The average 
values are presented in the main text as Figure 1.4 D. The grey marked fields are estimated times as the signal could not reach steady 
state due to oxygen limitation (Figure S1.8). 
cell free sample cell sample HPLC results cell free sample cell sample
average value 0.5% 1.7% 0.2% 3.9 4.8
0.4%
0.6%
st. dev.  [%] time until signal stabilization [min]
0.2%
0.6%
0.5%
0.8%
5
5
5
5
5
0.8%
0.3%
0.1%
0.4%
0
1
2
3
4
7
8
9
10
11
2.0%
3.8%
2.4%
3.8%
12
13
0.1%
2.1%
0.0%
0.5%
4
3
5
5
4
4
8
8
4
4
4
2.5
4
2.5
time
8
2
8
2
1.0%
1.3%
0.2%
0.9%
0.9%
0.8%
2.8%
1.6%
1.3%
1.4%
6
0.2%
0.4%
0.0%
0.3%
0.1%
0.1%
0.2%
0.1%
0.1%
0.0%
0.2%
6
0.5
6
1
0.0%
0.0%
0.6%
4
3
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Chapter 2 
Monitoring of several fermentation parameters applying infrared (IR) 
spectroscopy and partial-least-squares (PLS) modelling 
Preface 
The subject of this chapter is the monitoring of a fermentation process using the combined approach 
of IR spectroscopy and chemometrics – more specifically Partial-Least-Squares (PLS) – modelling 
applied to spectroscopic data. It is exemplary employed on a lab-scale yeast fermentation. The use 
of the novel nonlinear infrared spectroscopy (NLIR) technology as spectroscopic methodology, the 
investigation of indirect predictions as well as on-line spectral acquisition are the highlights and 
challenges within this chapter. The monitoring of the routine yeast performance parameters such as 
glucose (substrate), ethanol, glycerol and acetic acid (metabolites and products in relevant industrial 
production processes) is under study. Apart from this, the monitoring of ammonium and phosphate 
was considered due to a previous case study and submitted manuscript ‘Fast measurement of 
phosphates and ammonium in fermentation-like media: feasibility study’, provided in appendix 1. 
Ammonium and phosphate are important nutrients in enzyme production processes and 
furthermore pose challenges to the wastewater treatment, as outlined in the manuscript. However, 
they are not of particular relevance for the studied yeast fermentation process, performed in a 
complex medium. Nonetheless, they were considered to continue the previous work and were shown 
to be useful for the evaluation of indirect predictions challenging this particular case study. The 
chapter leads the reader through all relevant aspects regarding the topic of infrared spectroscopy 
(IR) spectroscopy and PLS modelling. Theoretical concepts and considerations are linked to the 
respective practical issues and not presented in a separate section but ‘where they make sense’. The 
introduction guides the reader towards this field while the most important considerations are 
presented as part of the main text, comprising material and methods, result and discussions and the 
final conclusions. Written in the form of an extended manuscript to be published in a relevant outline, 
I consider this chapter as a practical guide to the topic, for all readers starting on this highly 
interdisciplinary field. 
 
The chapter was realized in close collaboration with The University of Copenhagen, Department of 
Food Science. In particular, I would like to express my great gratitude to Marta Bevilacqua, who 
performed the chemometric analysis as such and who helped to make this chapter possible to the 
extent presented.  
 
2.1 Introduction 
Within the PAT framework, the interaction of molecules with light has been widely used for their 
detection and quantification as demonstrated in Figure 2.1. Due to their fast, high-throughput, 
informative and non-destructive nature, vibrational spectroscopic techniques, especially near (4000 
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– 13000 cm-1) and mid (200 – 4000 cm-1) infrared spectroscopy (NIRS and MIRS) [1]–[3], combined 
with multivariate data analysis [4]–[6] have been shown to be highly powerful for process 
understanding and control. In both cases, the infrared region of the electromagnetic spectrum, is 
employed for causing absorption bands characteristic for the common functional groups in organic 
molecules (alkyl, alcohol, carboxyl, carbonyl, amide, phosphate) in the near, or respectively, the mid 
IR region. Potentially, several components can be quantified within minutes (seconds) based on a 
single IR spectrum. Both, NIR and MIR spectroscopic techniques can be applied to the fermenter by 
fiber optical probes. Optical fibers used to transmit NIR light have a low self-absorbance, are 
considerably less expensive and can be much longer than MIR fibers. The latter, contrarily, have a 
high self-absorbance and hence their length is typically limited to two meters. Even though 
Attenuated Total Reflectance (ATR) fibers used to transmit MIR light have become more and more 
robust, they are still the most fragile part of the whole set-up and if not taken care can be damaged 
easily [7]. Besides, a MIR spectrometer typically involves moving parts in the optical core [8] and 
therefore is more sensitive to mechanical vibrations than a NIR spectrometer. It might be due to the 
more robust and flexible, yet less expensive design of a NIR spectroscopic set-up that NIR 
applications are more established in a production process environment than MIR spectroscopy. 
Another strong point of NIRS is the possibility to measure biomass and related parameters such as 
cell viability directly. This is possible due to the light scattering effects of cells and a significant change 
in the cell morphology (cell texture and size) when changing their physiological state [7]. Due to the 
low penetration depth in (ATR) MIRS, typically in the range of 0.5 – 2 µm [9], [10], it is not possible 
to measure the biomass concentration directly. Models based on MIRS predicting the cell 
concentration are based on indirect correlation with e.g. the glucose concentration and thus are very 
sensitive to process variation and glucose feeding.  
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Figure 2.1: The electromagnetic spectrum and its spectroscopic application for biomolecule detection and quantification. Modified 
from [11]. 
However, MIR spectroscopy clearly scores higher than NIRS when it comes to selectivity, as nicely 
demonstrated in [12] . In most cases, fundamental molecular vibrations are excited by the MIR region 
whereas the overtones and vibration combinations are excited by the NIR region. Fundamental 
vibrations cause a bigger change in energy than the excitation of overtones and thus, MIR absorption 
yields more distinctive bands than NIRS, especially in the so-called fingerprint region from 800 - 1800 
cm-1. In the fingerprint region, MIR responds to all the functional moieties / groups constituting 
organic components. Thus, MIR produces exquisite molecular selectivity and its greater resolution 
enables the prediction of a single analyte at significantly lower concentration levels than with NIRS, 
especially in a complex culture medium as the fermentation broth. Besides, the main spectral 
variation in NIRS is due to the change in water content. The characteristic absorption bands of 
individual molecular bonds are strongly masked by water absorption bands. Thus, NIR is more likely 
to cause indirect calibration models. Indirect calibration models are not desirable for quantitative 
analysis as the prediction strongly depends on the process conditions, and the process dynamics 
must be highly conserved for the application of indirect models. Consequently, MIRS and in this field 
especially Fourier transform infrared spectroscopy (FTIR) have become increasingly interesting for 
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the monitoring of bioprocesses. Also MIRS is challenged by strong water absorption and thus cannot 
be applied directly to the sample. This has been solved by the introduction of ATR technology, which 
is considered as the fastest MIR technology with the highest level of reproducibility. Here, a diamond 
ATR is considered as the ‘gold standard’ [10], [12]. As mentioned before, current challenges limiting 
the practical application of the FT-IR technology to the academic environment are the high cost, the 
presence of fragile and sensitive moving parts, intrinsic thermal noise and the limited length of ATR 
fibers for remote sampling. These challenges are addressed by recent technical advances in the MIR 
sensor technology, as for instance described in [10] and furthermore employed in this work [13], [14]. 
These novel technologies use simpler grating spectrometers, are free of any moving parts, eliminate 
intrinsic detector noise and are five- to ten-fold less expensive than traditional high precision FT-IR 
analyzers, typically employing the full spectral range (400 – 4000 cm-1). However, the full spectral 
range is rarely necessary in bioprocess monitoring as the main nutrients and products cause 
absorption bands in the relatively narrow spectral fingerprint region (800 – 1800 cm-1). Thus, apart 
from increasing robustness and affordability, novel technology tailors the spectrometer to this highly 
informative region. The technical downgrading might cause a loss in spectral quality. Yet, it is highly 
competitive due to increased instrumental robustness and a significant price reduction, considering 
that technical advances of MIR sensor technology are only at the beginning. Besides, it was 
demonstrated that multivariate regression is capable of dealing with the reduction of spectral 
selectivity and the main limitations in the modeling process remain experimental and measurement 
accuracy. As also demonstrated in this work, prediction accuracy based on the novel nonlinear 
infrared (NLIR) technology showed a prediction error of less than 15 % for several important 
components and hence is totally practicable for industrial large-scale fermentation monitoring.  
 
The versatility of MIRS in combination with multivariate calibration models such as Partial –Least -
Squares (PLS) has been demonstrated and reviewed in several publications as a powerful tool for 
monitoring fermentation processes [11], [12], [15]– [21]. However, the adoption of MIRS in 
biotechnology has been slow, yet with incremental progress. This might be owing to the following: 
IR spectroscopy combined with PLS modelling is a highly interdisciplinary field, and the building and 
evaluation of a strong and robust calibration model requires expertise in all the fields affecting the 
subject:  
 
1) Process performance: The process dynamics and process interactions must be well 
understood and a strong, reproducible process must be in place. Besides, the signal-to-noise 
ratio of the IR technology in use as well as the accuracy of the reference analysis directly 
influence the model performance. Hence, the reference analysis must be performed by a 
trained person. 
 
2) Chemometrics: The underlying statistics (mathematics) are complex and even though tools 
are available that simplify the model building process, an experienced person is necessary to 
evaluate the raw data and to build and to evaluate the model. Depending on the availability 
of software, a good level of programming skills may be useful in order to develop an in-house 
routine making the overall approach less time consuming and more efficient in general. 
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3) IR-spectroscopy and instrumentation: Model evaluation and optimization comes down to 
understanding the absorption patterns of highly overlapping spectral features and profound 
model understanding and evaluation is only possible when connected to the theory of IR 
spectroscopy as analytical method and instrumentation. This is equally important as profound 
process understanding. 
 
4) Calibration design: The quality of the calibration set directly influences the model accuracy. 
When dealing with fermentation processes, the need of decoupling the correlated analyte 
dynamics is well known [22]. Contrarily, multi-analyte calibration design is poorly addressed 
in theory, methodology and software forcing researchers to construct their own custom 
designs or adopting known design of experiments (DoEs) which might be non-optimal for 
their case.  
The above-mentioned points, being equally important to the subject, are rarely addressed on the 
same page and apart from that, no general procedures and guidelines are available on this topic of 
IR spectroscopy and multivariate calibration. While the potential of this combined approach is 
immense and demonstrated successfully ([11], [12], [15]– [21]), practice shows that the application is 
challenged by a lack of expertise, intensive calibration procedures and finally, often a lack of model 
robustness. The lack of model robustness might come down to a lack of model understanding. 
Multivariance is the strong advantage of IR spectroscopy and an intrinsic challenge. Especially in 
fermentation processes, most components are IR active and comprise the same functional groups. 
Hence, spectral covariance resulting from (highly) overlapping spectral features is a common reason 
for indirect predictions. In the frame of the subject monitoring of fermentation processes by IR 
spectroscopy and chemometric modeling indirect predictions remain poorly addressed. This chapter 
deals with the potential and challenges of IR spectroscopy and multivariate calibration. It focuses on 
the monitoring of glucose, glycerol, ethanol, ammonium and phosphate during a lab scale yeast 
fermentation process by applying a novel IR technology and PLS modeling. It addresses the challenge 
of indirect predictions in the framework of the employed process and points out the biological and 
spectral cage of covariance [23], [24]. It is important to realize that biological correlation and 
overlapping spectral features might be the main reason for indirect, non-robust models and that this 
information is not captured by the PLS model itself. In order to combine important aspects of points 
1-4) the following chapter outlines important considerations when dealing with this powerful, yet 
highly complex strategy, evaluating model performance beyond the conventionally used parameters 
R2 and Root Mean Square Error of Cross Validation (RMSECV).  
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2.2 Materials and Methods 
2.2.1 Data collection 
Fermentations of the yeast S. cerevisiae in the commonly used complex medium (YPD medium) were 
used as a case study due to its well-known (though not simple) metabolism and wide spread 
application in industry (e.g. baker’s yeast, beer brewing, ethanol production, antibiotic production, 
insulin production). The data space collected for calibration and validation of the PLS models was 
spanned by the 6 analytes glucose, glycerol, acetic acid, ethanol, ammonium and phosphate during 
4 fermentation batches. The 4 fermentations covered different process conditions with respect to the 
fermentation mode (batch, fed-batch) and the strain (a common CENPK reference strain and an 
insulin precursor (IP) producing yeast strain, described in [25]), accounting for reasonable process 
variation relevant to industry (see Table 2.1). Complementarily, considering the need to decouple the 
natural process dynamics in order to build targeted and robust PLS models for each of the analytes, 
batch 4 was subjected to spiking and an additional data set was prepared consisting of 15 synthetic 
samples containing the analyes of interest in unnatural proportions. Finally, in order to account for 
the presence of cells, samples from batch 4 were analyzed with and without biomass. The 6 different 
data sets representing a total number of 105 samples for spectral and reference analysis are listed in 
Table 2.1. 
 
Table 2.1: Data set overview; CENPK refers to the yeast strain CENPK 113-7D, SIC refers to the insulin precursor producing strain as 
described in [25] and was kindly provided by Dina Petranovic, Chalmers University of Technology. 
 Type/ No. of samples comments 
1 CENPK / 20 Batch fermentation; spectral analysis of supernatant only; 
2 CENPK / 19 
Fed-batch fermentation; spiked with ammonium (at time 0), 
phosphate and glucose (after 6 h), spectral analysis of cell-
free supernatant only; 
3 SIC / 19 
Batch fermentation, IP producing yeast, spectral analysis of 
cell-free supernatant only; 
4 CENPK / 16 (x2) 
Batch fermentation, spectral analysis of cell-free 
supernatant and cell- containing samples; 
5 CENPK / 16 (x2) 
Spiked samples from data 4, spectral analysis of cell-free 
supernatant and cell-containing samples; 
6 Synthetic samples / 15 
Synthetic samples containing all analytes in unnatural 
proportions designed to minimize the correlations between 
the analytes 
 
2.2.1.1 Yeast fermentation processes 
Yeast fermentations were performed by cultivating the classical laboratory yeast strain CENPK-113 
7D and an insulin precursor (IP) producing yeast stain (referenced as SIC and described in [25]), 
respectively, in YPD medium. YPD medium is a classical complex medium used for various yeast 
cultivations. It contained, per liter of water, 10 g yeast extract (Y, Merck France), 20 g peptone (P, 
Merck Mexico) and 20 g glucose (dextrose, D, Macron, USA). The YP medium was autoclaved inside 
the fermenter and the carbon source (glucose) was added in the form of 100 ml concentrated glucose 
solution (400 g/l) prior to inoculation. The process was started by adding approximately 180 ml 
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overnight culture via a sterile syringe. The inoculum was pre-grown in YPD medium using two 500 
ml shake flasks (100 ml working volume each) at 30  C, 180 rpm for 12-14 h. The fermentation process 
was run in a 2.5 liter glass bioreactor, equipped with dissolved oxygen (DO), pH and temperature 
probe, controlled by an Applikon ez controller. The process was started in a working volume of 2 liter 
and with an initial glucose concentration of around 20 g/l (110 mM). Controller and fermenter 
equipment were purchased from Applikon, The Netherlands. The fermentation process was run at a 
stirrer speed of 800 rpm, an aeration rate of 1 vvm, controlled at pH 6 using 2 M KOH and 2 M H2SO4, 
respectively, and a temperature of 30 oC. The dissolved oxygen tension (DOT) stayed above 30 % of 
saturation across all 4 fermentations performed, indicating that no oxygen limitation occurred during 
the cultivations. 
 
Samples from the fermenter were withdrawn manually every hour by means of a sterile syringe 
connected to a sampling port. Each sample was split into two parts: One part was immediately filtered 
via a 0.2 µm filter and placed in the fridge for reference and spectral analysis after the fermentation 
process. The other part containing biomass, was simultaneously analyzed for the biomass content by 
traditional optical density measurement at 600 nm (OD600, as described in 1.2.3 Off-line glucose 
measurements in yeast fermentation samples) and by spectral analysis in case of data set 4 and 5. In 
case of data set 5, spiking was performed on the cell-containing sample which was then split and 
analyzed as described.  
 
In the case of data set 2, an initial ammonium level of 100 mM was adjusted by adding a proper 
volume of a 2 M ammonium stock solution, pH 6 (prepared from ammonium chloride, Sigma, USA).  
After 6 h, 100 ml of a 2 M phosphate stock solution, pH 6 (prepared from H2PO4, in 4 M NaOH (Sigma, 
USA)) and 100 ml of glucose stock solution (400 g/l) was added. Naturally, YPD medium does only 
contain low levels of inorganic phosphate and ammonium of around 15 mM each. The addition of 
up to 100 mM ammonium and phosphate was done to meet the calibration range previously used 
for PLS modeling of phosphate and ammonium (see appendix 1). Glucose was added in order to 
prolong the exponential growth phase and thus vary the process dynamics in a fed-batch like fashion.  
 
2.2.1.2 Design of synthetic samples 
The fermentation parameters analyzed are inherently trapped in a biological cage of covariance, 
meaning that they are highly correlated with each other due to the microbial metabolic network 
activity from which they result. Thus, a very first CENPK batch fermentation (not included in the data 
sets for spectral analysis) was performed in order to have a reference with respect to the 
concentration profiles expected for the 6 analytes and the correlations between each other. Only the 
batch phase was considered for this reference data set determined by the depletion of glucose. The 
batch phase generally covers the concentration variation of all analytes completely. Figure 2.2 shows 
the concentration profile of the 6 analytes under study (A), their respective correlation factor (r value, 
B) and the correlation profile between each other(C).  
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Figure 2.2: A) Analyte profiles over the course of the CENPK reference batch fermentation. The end of the batch phase is characterized 
by glucose depletion after 16 h. The left y- axis refers to the concentrations of glucose, glycerol, acetic acid and ethanol. The right y-
axis refers to the concentrations of ammonium and phosphate. B) Bubble plot of the correlation coefficient (r) values between the 
components of interest ranging from -1 to 1. The dark blue color indicates a positive correlation while the light blue color indicates a 
negative correlation between two components. The bubble size indicates a strong (big bubble, r close to 1 or -1) or weak (small 
bubble, r close to 0) correlation between two components. The diagonal can be seen as a reference for the bubble size of a r value 
equal to 1 (100 % correlated). The average correlation between the components is 0.92 and with that very high. C) Each subplot 
reveals the correlation profile of two components (concentration in [mM] against concentration in [mM]). The respective r values of 
each correlation profile are visualized in B).  
Figure 2.2 A shows a typical fermentation profile of a yeast batch fermentation. Glucose is 
transformed into ethanol as well as glycerol and acetic acid as (minor) by-products. Detailed 
information about the yeast metabolism can be found elsewhere [26], [27]. It can also be observed 
that the phosphate and ammonium level in the complex medium (as part of the yeast extract and 
peptone) is very low and barely varies over the course of the fermentation. This can be explained by 
the preferred use of organic phosphorous (P) and nitrogen (N) sources over the inorganic ions such 
as phosphate and ammonium. Many organic building blocks are brought into the medium by yeast 
extract and peptone and it is assumed that they are preferably used by the microorganism as P and 
N sources compared to the inorganic ions. The correlation coefficient between the components is 
high, on average an r value of 0.92 was obtained for the different analytes making it impossible to 
model the components independently from each other by PLS. In order to overcome this issue, 15 
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synthetic samples were designed based on the reference analyte concentration profile shown in 
Figure 2.2 A. The concentration values of each analyte over time can be seen as the design matrix 
constituted by 6 columns (6 analytes) and 15 rows (15 time points during the fermentation). In order 
to create samples with uncorrelated analytes but realistic process values, the concentration values in 
each column were randomly permuted by a built-in Matlab script kindly provided by Frans v. d. Berg, 
University of Copenhagen, Department of Food Science. Thus, 15 samples were created showing a 
combination of concentration values, each a true process value as such, but in combination 
completely unrealistic and uncorrelated. In order to increase the leverage of the data set, the maximal 
concentration value found for each component was as much increased as considered to be relevant. 
Finally, all concentration values were rounded to the nearest 5 mM for practical reasons. The 
composition of the synthetic samples as well as the correlation profiles between the different analytes 
of interest, now decoupled in this data set, are shown in Figure 2.3 A-C. 
 
 
Figure 2.3: A) Permuted sample composition of the 15 synthetic samples. B) Bubble plot of the r values between the components of 
interest. The dark blue color indicates a positive correlation, while the light blue color indicates a negative correlation between two 
components. The bubble size indicates the strength of the correlation and can be found as significantly decreased compared to Figure 
2.2 B. The diagonal can be seen as a reference for the bubble size of an r value equal to 1 (100 % correlated). The average correlation 
between the components is 0.23 and with that the different analytes can be considered as uncorrelated. C) Each subplot reveals the 
correlation profile of two components (concentration in [mM] against concentration in [mM]). The respective r values of each 
correlation profile are visualized in B). The subplots clearly show that a coherent trend as found in Figure 2.2 C is no longer present. 
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In the synthetic samples, the correlation between the different analytes was significantly reduced to 
an average r value of 0.23 (experimental outcome 0.33). In this data set, the analytes can be 
considered as uncorrelated. Including the synthetic samples inside the model calibration set ensured 
that the process correlations were decoupled and the different components were more likely to be 
modeled independently from each other (from a process point of view).  
 
2.2.1.4 Preparation of synthetic samples 
The synthetic samples (data set 6 in Table 2.1) were prepared based on matrix spiking creating a total 
sample volume of 15 ml each, adjusted to the operational pH of 6. The matrix (YP medium at pH 6) 
was spiked with a proper volume of a 2 M stock solution of each component according to the 
concentration scheme shown in Figure 2.3 A. The composition of each sample is summarized in the 
supplementary material, Table S2.1 and the corresponding spiking scheme is presented in Table S2.2. 
Glucose, acetate and ammonium stock solutions were prepared by dissolving the appropriate 
amounts of solids (glucose (dextrose), Macron, USA, sodium acetate trihydrate, Sigma USA, 
ammonium chloride, Sigma USA) in purified water. Stock solutions of phosphate, glycerol and 
ethanol were prepared by adding the appropriate amount of 85 % phosphoric acid (Aldrich, China), 
glycerol (VWR chemicals, Belgium), and ethanol (Sigma Aldrich, Germany), respectively, to purified 
water. All solutions were adjusted to pH 6 by adding a few drops of 4 M HCl or 4 M NaOH. It was 
chosen not to use the operational pH reagents KOH and sulfuric acid, as the sulfate ion is IR active, 
whereas the ions H+, Na+ and Cl- are not. The O-H group is IR active, however, its absorption bands, 
and respectively, generally the absorption caused by water, were excluded from the spectral range 
selected for PLS modeling. As the stock solutions were highly concentrated, a minor amount of 
spiking solutions was added compared to the matrix volume and the matrix was not diluted more 
than 1.25 times, which was considered to be negligible. It must be noted, that, also during a standard 
fermentation process, the initial medium, or matrix, respectively, gets diluted in a comparable manner 
due to the addition of acid and base. 
 
In order to investigate the spectral fingerprint of the pure components, solutions in Milli Q water 
containing only one component were prepared. Each component was prepared in a concentration 
of 10, 50, 100 and 200 mM in order to be able to follow the concentration gradient in the spectra. 
 
2.2.1.5 Spiked samples 
On the one hand, spiked samples can be used to disturb the process dynamics and thus decouple 
the correlations between the components. On the other hand, due to their varied content, they 
present an excellent measure for model robustness when used as external validation. Given that their 
concentration values are inside the calibration space, spiked samples would not be predicted 
accurately if the model was built upon indirect correlations. Or in other words, their prediction would 
only be accurate when the model was built upon direct correlation based on distinct spectral features 
being directly connected to the analyte of interest. 
 
The spiking pattern for the spiked samples (data set 5 in Table 2.1) was developed based on a 
reference fermentation, as the synthetic samples. For the spiked samples the respective reference 
batch was data set 1 (Table 2.1). The first 15 samples (0-14 h) were chosen as design matrix 
constructed by the 6 analytes (columns) and 15 time points (rows). As for the synthetic samples, an 
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uncorrelated spiking scheme was developed by random permutation of the row values. As spiking 
was applied to true fermentation samples as background, meaning that no ‘clean’ background was 
present as was the case for the synthetic samples, the reference data set was subtracted from the 
spiking scheme obtained by permutation. If the reference concentration value (data set 1) was higher 
than the concentration value aimed for in the spiked sample, the value in the spiking scheme was set 
to zero and nothing was added for the respective component. Otherwise, the difference between 
reference data point and designed data point was added to the sample, in order to obtain the actual 
design point. This procedure should keep the spiked samples approximately inside the concentration 
space spanned by the reference data set 1. Ammonium and phosphate were added up to 100 mM 
in order to incorporate a greater variability relevant to other processes. As for the synthetic samples, 
the final concentration value was rounded to the nearest 5 mM. The correlation coefficient in the 
designed data set was 0.246 resulting in an experimental outcome of 0.127. Spiking was performed 
right after sampling. Each sample taken represented a time specific background matrix to which the 
analytes were added (spiked) according to the spiking scheme. The final volume of each spiked 
sample was 10 ml. Spiking solutions were prepared as described in the previous section, 2.2.1.4 
Preparation of synthetic samples. The spiking scheme is presented in the supplementary material, 
Table S2.3. 
 
2.2.3 Reference analysis 
All measurements were performed in duplicates. 
2.2.3.1 Glucose and metabolite quantification 
Glucose, glycerol, acetic acid and ethanol were quantified by High-Performance-Liquid 
Chromatography (HPLC). HPLC analysis was performed on an Ultimate 3000 Dionex HPLC system 
(Sunnyvale, USA) using an Animex HPX 87 H column, 300 x 7.8 mm (BIORAD, Denmark) operated at 
50 oC equipped with Refract Max 520 refractive index (RI) detector. The column was operated with 
5 mM H2SO4 in purified water as mobile phase and at a constant flow rate of 0.6 ml/min, injecting 
5 µl of sample for analysis. Samples were filtered and acidified (950 µl sample + 50 µl 5M H2SO4) 
prior to analysis. The acidification of samples was necessary due to the ion exchange principle of the 
column used. Sample filtration is a general requirement when analyzing cell (particle) containing 
samples by HPLC to avoid the blocking of the small capillaries. Sample quantification was done with 
the software Chromeleon 6.8. 
2.2.2 Ammonium quantification 
Ammonium concentrations were determined after diluting to a proper concentration using the 
Ammonium Cuvette -Test 47-130 mg/L NH4-N (LCK 302) from Hach Lange. In this assay, ammonium 
ions react at pH 12.6 with hypochlorite and salicylate ions in the presence of sodium nitroprusside 
as a catalyst to form indophenol blue (measured at 694 nm). Samples were analyzed in the Hach 
Lange Spectrophotometer DR 3900. 
2.2.3 Phosphate quantification 
Phosphate concentrations were determined after diluting to a proper concentration using the 
Phosphate Colorimetric Assay KIT from Sigma Aldrich (MAK030). During this assay inorganic 
phosphates (Pi) react with a chromogenic complex, which results in a colorimetric (650 nm) product 
proportional to the amount of phosphates present. Samples were analyzed on a 96 well plate (Costar 
Assay Plates, REF. 3370) with the spectrophotometer Multiskan Go from Thermo Scientific. 
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2.2.3 Spectroscopic analysis 
IR spectra were acquired in duplicates on two different instruments. One instrument can be 
considered as a commercial standard lab-instrument (ABB Bomem MB100) based on the ATR-FT-IR 
principle. The other instrument was a novel technology named NLIR, described in section 2.2.3.2.3 
NLIR technology. The NLIR instrumentation used was a prototype in development kindly provided 
by NLIR Aps (Nonlinear Infrared Sensors, Farum, Denmark). PLS models were developed based on 
the spectral data acquired with both instruments and compared with respect to their performance, 
represented by the relative Root Mean Square Error of Prediction (RMSEP in %).  
 
2.2.3.1 ATR-FT-IR (standard instrument)  
Infrared spectra were acquired off-line on a FT-spectrometer (ABB Bomem MB100) equipped with a 
Globar silicon Carbide (SiC) radiation source collimated to a 2.5 cm diameter beam and a deuterated 
triglycine sulfate (DTGS) detector. The measurements were performed in attenuated total reflectance 
(ATR) mode, by putting 800 μL of each sample on the ATR cell (ZnSe crystal, 45°C) and recording a 
full spectrum between 750 and 4000 cm-1 with 64 scans at a resolution of 8 cm-1,. The background 
was obtained on an empty ATR groove against air using 128 scans. In between the samples, the ATR 
groove was cleaned with water and 70 % ethanol and dried out with spectrophotometric tissues. 
Subsequently, only the region between 900 and 1550 cm-1 was kept for further analysis. This region 
refers to the region facilitated by the NLIR instrument. Besides, it is within the so called fingerprint 
region, which is rich on spectral information linked to the different functional groups present in 
biological samples. 
FT-IR based instruments inherently produce data linear in frequency, and thus, the spectra were 
measured in wavenumbers [cm-1].  
 
2.2.3.2 NLIR- Nonlinear IR (prototype) 
2.2.3.2.1 Off-line measurements 
Infrared spectra were acquired with the NLIR instrument, equipped with a 1200 K silicon nitride 
filament as infrared light source and a grating spectrometer with a silicon-based CCD line array as 
detector. The measurements were performed in attenuated total reflectance (ATR) mode, by putting 
800 μL of sample on the ATR cell (ZnSe crystal, 45°C, 12 bounces) and recording a spectrum between 
800 and 1800 cm-1 with 100 scans at a resolution of 10 cm-1 and an exposure time of 40 ms. The 
background was obtained on an empty ATR groove against air using 100 scans. In between the 
samples, the ATR groove was cleaned with water and 70 % ethanol and dried out with 
spectrophotometric tissues. Subsequently, only the non-noisy region, between 900 and 1550 cm-1, 
was kept for further analysis.  
Compared to the FT-IR instrument in section 2.3.1, the NLIR instrument inherently produces data 
linear in wavelength [nm]. Wavelength was transformed into wavenumbers [cm-1] to stick to the 
convention that Mid-IR spectra are shown as a function of wavenumbers [cm-1]. 
The correlation between wavenumber (υ) and wavelength (λ) is given in Equation 2.1 
 
υ [cm-1] = 
107
𝜆 [𝑛𝑚]
      Equation (2.1) 
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2.2.3.2.2 On-line measurements 
As the ultimate goal was to develop an online set-up for bioprocess monitoring by IR spectroscopy, 
mid-IR measurements with the NLIR instrument were conducted on-line on a final yeast fed-batch 
fermentation. Respectively, the fermentation was spiked with 50 ml of a 400 g/L glucose solution, 
after 9 h of the fermentation course. For this set-up, the stationary ATR (ZnSe crystal, 45°C, 12 
bounces) was exchanged with an ATR crystal (ZnSe crystal, 45°C, 10 bounces) designed as a flow 
through cell (HATR Flow-Through Cell, PIKE Technologies, USA, [9]). Inlet and outlet of the ATR flow-
through cell were luer connectors, thus it could be easily connected to the fermenter. The 
fermentation fluid was recirculated from a sampling port equipped with a 20 µm stainless steel filter 
cap (sample screen 20 µm, Applikon, The Netherlands) to prevent the sampling of air, to the ATR 
flow-through cell, and via a pump (Ismatec Reglo ICC, Ismatec, Germany) recirculated back to a 
separate fermenter inlet. The volume of the flow through cell was 500 µl, considering inlet and outlet 
volumes of the cell the total volume was approximately 1 ml. The recirculation loop was operated 
with a flow rate of 5 ml/min. Taking the dead volume inside the tubing to the flow-through-cell into 
account, an exchange of fermentation broth inside the flow-through cell was ensured every minute. 
IR spectra were automatically recorded every 10 minutes while a manual sample for reference 
analysis was taken every hour via a second sampling port. Thus, every 6th MIR measurement was 
complemented with off-line reference data.  
 
2.2.3.2.3 NLIR technology 
As the NLIR instrument is based on novel technology (featured in detail in [13], [14], [28]), some main 
technical considerations regarding the core technology are given in the following paragraph. Unlike 
in classical FT-IR spectroscopy used in the standard instrument in 2.3.1, where the most important 
part is represented by the interferometer (described in [8]), the core technology in the NLIR 
instrument is the laser cavity illustrated in Figure 2.4. The IR light passes through the ATR and enters 
the laser cavity in which a process called upconversion takes place. With respect to Figure 2.4, the 
light processing in the laser cavity can be described as follows: 
 
 
Figure 2.4: Laser cavity: MIR light (6.0 – 11.5 µm) that has interacted with the sample on the ATR enters from the left and exits to the 
right after upconversion to near-visible light (904 – 963 nm). Mirror (a) transmits MIR wavelength, (b) transmits visible wavelength 
and all three mirrors (a), (b), (c) reflect the mixing laser wavelength (1064 nm). The figure was borrowed with permission from NLIR 
Aps. 
MIR light enters the laser cavity through the dichroic mirror (a) transmitting the IR wavelength of 
interest (approximately 6.0 – 11.5 µm corresponding to 870 – 1666 cm-1) while reflecting the others 
(noise). The incoming infrared light is combined with a 1064 nm high power mixing laser of 
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approximately 3 W and focused into the non-linear crystal (AgGaS2). Inside the non-linear crystal, the 
upconversion from MIR to near visible light (904 – 963 nm) takes place by sum frequency generation 
(SFG). Inside the non-linear crystal, a MIR photon and a mixing laser photon (1064 nm) annihilate 
and create a near-visible wavelength photon based on energy conservation (Equation (2.1) and (2.2)). 
After the non-linear crystal, the 1064 nm laser, conserved in the laser cavity by reflection, and the 
generated near visible light are separated by another dichroic mirror (b) through which only the 
visible light can leave the laser cavity. The laser light is kept inside being trapped (reflected back and 
forth) between the mirrors (a), (b), and (c).  
The generated near visible light is sent into a grating spectrometer with a silicon-based CCD line 
array as detector where all wavelengths in the near-visible spectrum (904 – 963 nm) are recorded 
simultaneously. 
Generally, light of the MIR region is difficult to detect due to Planck radiation of detectors with finite 
temperature. Compared to the conventional technology described as standard, where IR light is 
directly detected by an IR detector, this technology converts incoming IR light that has interacted 
with the sample to near-visible light. Thus, a standard silicon based visible light detector (CCD / 
CMOS) can be used for detection. These detectors are efficient, free from intrinsic thermal 
background noise (compared to a conventional IR detector that emits IR light itself due to its own 
temperature (black body radiation), thus, increasing the noise) and cheap. The spectral information 
in the upconverted light is completely conserved because of energy conservation. The equation for 
photon energy and energy conservation is described in equation (2.2) and (2.3), 
 
E = hf = 
ℎ 𝑐
𝜆
       Equation (2.2) 
1
𝜆 𝑢𝑝
=  
1
𝜆𝑀𝐼𝑅
+  
1
𝜆1064
      Equation (2.3) 
 
where E is energy, f is the frequency, h is Planck’s constant and c is the speed of light. λup, λMIR and 
λ1064 are the wavelength of upconverted light, incoming MIR light that has interacted with the sample 
and the mixing laser, respectively, used for upconversion.  
Visible light detectors are orders of magnitudes better in terms of detectivity than any MIR light 
detector, which clearly highlights the advantage of the upconversion process. The combination of 
frequency (energy) upconversion and visible light detector is the key to fast and efficient MIR 
wavelength detection in the NLIR spectrometer. Furthermore, the optical core of this technology 
does not contain any moving parts (a moving mirror is typically part of an interferometer) resulting 
in increased robustness against mechanical vibrations. The term nonlinear (NL) IR results from the 
field of nonlinear optics to which the theoretical background of this technology belongs.  
It must be highlighted that spectroscopic studies with this instrument have rarely been conducted 
on fermentation samples and, to my knowledge, this case is the first to be published within the 
bioprocess field. 
 
2.2.4 Chemometric modelling 
The PLS algorithm describes the relationship (calibration model) between the analyte concentrations 
(y) and the IR spectrum (data matrix X). It is suitable for handling the regression of y on numerous, 
highly correlated variables as presented by IR spectra in general. PLS approximates the spectral data 
by a smaller number of so-called latent variables. The latent variables are linear combinations of the 
original spectral values describing the variation in X covarying with the information in y. They are 
obtained by maximizing the covariance between X and y using a least square approach. The 
47 
 
calibration yields a PLS model which can be used for the prediction of analyte concentration based 
on spectral data only. PLS models are evaluated by the correlation coefficient between reference and 
predicted values (R2) and the Root Mean Square Error of Prediction (RMSEP). The RMSEP is calculated 
according to Equation (2.4). Within this work, the unit of the RMSEP is mM. 
 
RMSEP [mM] = √
∑ (𝑦𝑖−?̂?𝑖)2
𝑁
𝑖=1
𝑁
    Equation (2.4) 
 
with N equals the total number of samples in the validation set, yi equals the reference value of 
sample i and ?̂?i equals the predicted value of sample i. RMSEP values are based on external validation, 
that is to say data in the validation set was not included in the calibration set. This yields a more 
realistic idea of model performance as the traditionally used RMSECV (root mean square error of 
cross validation). In many works, the RMSECV is considered for estimating the model performance 
on future samples. Cross validation is a broadly used internal validation procedure used as an 
estimate of model perfromance on new sampels. This method describes a loop, where predefined 
data set segments are left out one after the other from the modelling phase. A model is established 
on the remaining data segments and this model is then applied to the excluded data segment. In 
each cross validation loop the predictions of the excluded data point are collected. These predictions 
are used against the reference values to estimate the RMSE. For the final RMSECV of the model the 
prediction of all segments is reported. This often gives an overoptimistic idea of model performance 
as it does not account for batch-to-batch variability and indirect predictions. 
The relative RMSEP in % gives a more profound idea of model performance than the total RMSEP 
calculated in (4). It relates the error to the actual concentration range predicted, a range that may be 
very different for the analytes of interest. It is obtained by Equation (2.5) 
 
RMSEP [%] = 
𝑅𝑀𝑆𝐸𝑃 [𝑚𝑀]
∆𝑦𝑣𝑎𝑙 [𝑚𝑀]
 * 100     Equation (2.5) 
 
with ∆𝑦𝑣𝑎𝑙 equals the concentration range of the respective component used in the validation set. 
 
2.2.4.1 PLS calibration and PCA analysis of spectral data 
Chemometric analysis was performed in MatLab R2017b (MathWorks, Natick, MA), using both the 
PLS_Toolbox (Eigenvector Research Inc., Manson, WA) and in-house written routines. 
PLS calibration models [29], [30] were built using the SIMPLS algorithm and a 10-fold cross-validation 
procedure that kept all spectral replicates in the same subset. The spectral raw-data of each 
calibration set was subject to mean-centering and the first derivative using the Savitzky-Golay 
algorithm [31] (window-size of 25 data points and a 3rd polynomial order, first derivative (25, 3, 1)). 
Savitzky-Golay applying the first derivative was chosen after comparison with other common spectral 
preprocessing methods, namely Standard Normal Variate (SNV) [32], second derivative and 
smoothing [33]. Spectral derivation and smoothing is generally obtained using the Savitzky-Golay 
algorithm. The PLS models obtained after preprocessing with the first derivative yielded the overall 
best results. Hence, Savitzky-Golay applying the first derivate was chosen as spectral pre-processing, 
after mean-centering. 
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The Principle Component Analysis (PCA) models [34], [35] were built on the whole data set of 
samples. In a first case, the spectral data was mean-centered. In a second case, the data was mean 
centered and subjected to the first derivative, aiming at a PCA model describing the spectral variance 
on the preprocessed data as used for PLS calibration.  
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2.3 Results and Discussions 
2.3.1 Fermentation data 
The fermentation profiles of data sets 1-4 as well as the spiked and synthetic samples (data set 5 
and 6) as described in Table 2.1 are shown in Figure 2.5. Glucose, glycerol, acetic acid and ethanol 
were quantified by HPLC with an overall standard deviation < 2 %. Phosphate and ammonium were 
quantified by colorimetric assay kits with an overall standard deviation < 5 %. If the given confidence 
interval was exceeded in case of some data points, it was marked in the respective plots concerning 
PLS model calibration and validation (see Figures in section 2.3.4.3 Detailed presentation of Model 
3a). The analyte profiles are split according to the 6 components of interest in order to visualize 
differences in the concentration profiles within each component. This was important for the 
subsequent evaluation of data sets chosen for PLS calibration and validation, respectively.  
 
 
Figure 2.5: Fermentation profiles of the data set 1 - 4 as well as spiked and synthetic samples are described in Table 2.1. Glucose, 
glycerol, acetic acid and ethanol were quantified by HPLC with an overall standard deviation < 3 %. Ammonium and phosphate were 
quantified by colorimetric assay kits with an overall standard deviation < 5 %. The legend shown for the analyte glucose holds for all 
the other components and the numbering in the legend refers to the data set number as outlined in Table 2.1. In case of the data for 
ammonium and phosphate, the right y-axis refers to sample set 2, 5 and 6 (spiked and synthetic samples), and the left y-axis refers 
to data set 1, 3 and 4 (unmodified batches).  
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Figure 2.5 was evaluated from both, a metabolic and a modelling perspective. From a metabolic point 
of view, the data shown in Figure 2.5 assemble a typical yeast fermentation process. Glucose is 
consumed and mainly transformed into ethanol and biomass (Biomass data not shown). Next to 
ethanol, acetic acid and glycerol are produced and secreted into the medium due to overflow 
metabolism. When the glucose is depleted, the so-called diauxic shift happens, and the cells start to 
grow on ethanol as well as on acetic acid and glycerol as second carbon- and energy source. Hence, 
the fermentation presents a common two-phase process, starting with phase 1, in which glucose is 
consumed and metabolites are produced, followed by phase 2, the consumption of metabolites that 
were previously produced. Detailed information about the yeast metabolism can be found in [26] 
and [27]. 
 
From a modelling point of view, three findings are striking with respect to Figure 2.5. First of all, the 
variability between the different batches was rather high, making the choice of calibration and 
validation set even more crucial, as generally speaking, accurate prediction can only be expected 
inside the calibration space. Data points outside the calibration space are expected to result in poor 
predictions as the PLS model is then forced to extrapolate. In case of complex process dynamics, 
resulting in complex data matrices as the IR spectra, extrapolation is likely to be error prone. 
Secondly, the variability space (concentration range) was much higher in the case of glucose and 
ethanol (disregarding ammonium and phosphate in the spiked batches and synthetic samples, data 
set 2, 5 and 6), than in case of the analytes acetic acid and glycerol. Not considering the spiked and 
synthetic samples (data set 5 and 6) glucose and ethanol varied in a range of 0 – 144 mM and 0 – 
253 mM, respectively, whereas glycerol and acetic acid varied only up to 36 mM and 43 mM, 
respectively. Thirdly, the level of ammonium and phosphate in the complex medium was found to 
be very low, only around maximal 1 mM and 15 mM, respectively. It could furthermore be observed 
that the initial ammonium level measured in the fermentation medium was consistent across the 
data sets (disregarding the spiked batch 2). Contrarily, the initial amount of phosphate varied broadly 
across the batches performed, and measured concentrations are between 1 mM and 14 mM 
(disregarding the spiked and synthetic samples, data set 5 and 6). The differences in the initial 
phosphate levels in the fermentation broth might be a result of variations in the initial amounts of 
yeast extract and peptone, weighed in for media preparation. Other reasons might be variations in 
the times the fermenter stayed inside the autoclave following autoclaving (over night or only 
approximately 2-3 h) and variations in the yeast extract used (batch-to batch variability of complex 
raw material). The concentration trend of both components is considered in the following. Inorganic 
ammonium seems to be untouched by the microorganism during the batch phase and increased 
after glucose depletion, eventually due to cell lysis. This advocated that nitrogen needed for cell 
growth was taken up in the form of organic nitrogen species. These are plenty available in a complex 
medium in form of small peptides and amino acids. Inorganic phosphate seemed to undergo an 
actual consumption by the microorganism, especially during the batch phase. However, compared 
to the organic analytes, glucose, ethanol, glycerol and acetic acid, the inorganic species ammonium 
and phosphate were only present in very low concentrations and underwent comparably only a 
minor variability.  
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2.3.2 Spectral analysis 
.2.3.2.1 Pure component spectra 
IR radiation is absorbed by exciting fundamental vibrations of molecular bonds expressing a change 
in dipole moment. Thus, highly polar bonds result in absorption bands of higher intensity compared 
to less polar bonds. The best example for a highly polar bond resulting in an immense spectral 
fingerprint is the O-H bond of a water molecule. Water absorption bands dominate the IR spectrum 
of aqueous solutions and appear at ca. 1630 cm-1 due to O-H bending and between 3470 – 3200 cm- 1 
due to H-O-H stretching vibrations. Generally, organic components are to a large extent composed 
of the atoms C, N, O, P and H. Due to the difference in electronegativity of these atoms, bonds 
between them are inherently polar and prone to IR absorption. This also holds for the inorganic ions 
ammonium and phosphate composed of N-H and P-O(H) bonds, respectively. Figure 2.6 shows the 
molecular structure of all 6 analytes and functional groups expected to contribute to the IR spectrum 
due to their polar nature are highlighted.  
 
 
 
Figure 2.6: Molecular structure of the 6 analytes glucose, glycerol, acetic acid, ethanol, ammonium and phosphate. Functional groups 
contributing to IR absorption are highlighted in the organic components. Ammonium and phosphate must be seen as an individual 
functional group found also in biomolecules e.g. as amine (–NH2) or phosphate group. 
Mainly, C-O(H) stretching vibrations of alcoholic groups (green in Figure 2.6) are expected to be 
important to the three analytes glucose, glycerol and acetic acid. The carbonyl group of glucose 
(yellow in Figure 2.6) is expected to excite a different vibrational mode. Furthermore, the carboxyl 
group of acetic acid, as well as ammonium and phosphate as such can be seen as individual moieties 
causing a different spectral variation each. They are expected to cause absorption bands due to the 
CO2- symmetrical stretching mode of the carboxyl group in acetic acid (pink in Figure 2.6) and N-H 
as well as P-O stretching vibrations in ammonium and phosphate, respectively. Already at this point, 
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simply by studying the molecular composition of the 6 analytes, it becomes evident that (at least) 
the three components glucose, glycerol and ethanol will show overlapping spectral features due to 
their common alcoholic group describing one of the main structural moieties of these molecules. 
Stretching vibrations involving the relevant atoms C, O, N, P, H characteristically occupy the so called 
fingerprint region of mid-IR spectra which is typically ranging from 800 to 1800 cm-1.  
 
In order to complement the theoretical considerations, the pure component spectra of all 6 analytes 
were investigated and their spectral fingerprint was assigned (Figure 2.7). The spectral region 
examined was reduced to 900 – 1550 cm-1 in order to exclude the strong water absorption band at 
1630 cm 1.  
 
Figure 2.7: IR spectra of pure components in Milli-Q water, acquired with the standard FT-IR instrument. Each spectrum shows the 
absorbance as a function of wave number (wn) in cm-1 of 4 different analyte concentrations as indicated in the legends of each figure 
(10, 50, 100 and 200 mM). 
Based on Figure 2.7, the major peaks for each component were assigned with wavenumber and 
connected to the respective vibrational mode that was excited. The results were compared to 
literature. The findings are summarized in Table 2.2. 
  
53 
 
Table 2.2: Peaks identified for each component in the fingerprint region (900 – 1550 cm-1), based on Figure 2.7. The absorption bands 
found were compared with literature and the vibrational mode excited was assigned. 
component spectral peaks identified [cm-1] excited vibration, reference 
glucose 1034 
1080 
1105 
1151 
C-O stretch 
C-O stretch 
C-O stretch 
C-O-C stretch 
[36] 
glycerol 1041 
1111 
C-O stretch 
C-O stretch 
[7] 
ethanol 1045 
1078 
C-O stretch 
C-O stretch 
[36],[7],[10] 
acetic acid 1277 
1414 
C-O2 symmetrical stretching (carboxyl gr.) 
C-O2 symmetrical stretching (carboxyl gr.) 
[36], [37] 
ammonium 1456 Triply degenerated bending mode of the 
tetrahedral ammonium ion 
[38], [39], [40], [41] 
phosphate 1076 
1157 
P-OH stretch 
P-O2 stretch  
[42], [43] 
 
Additionally, to strike the point of overlapping spectral features visually, the pure component spectra 
of the 200 mM solutions are shown in an overlaid fashion in Figure 2.8 A. The specific molecular 
absorbance of each component was calculated based on the highest peak identified in the 200 mM 
solution and is shown in Figure 2.8 B. A more representative way to calculate the molecular 
absorbance would be to consider the whole area under the respective peaks. However, considering 
the absorbance of the highest peak identified gives a realistic estimate of the IR-activity (molecular 
absorbance) of each component. 
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Figure 2.8: A) Pure component spectra of the 200 mM solution in an overlaid fashion. B) Molar absorption of the highest peak 
identified for each component in Mol-1. 
The broadly overlapping spectral features become obvious in Figure 2.8 A. The left- hand side of the 
fingerprint region (1000 -1200 cm-1) is predominantly occupied by absorption bands resulting from 
glucose, ethanol and glycerol, as expected due to the C-O stretching caused by their common 
alcoholic group. Furthermore, the phosphate group, too, exhibits dominant spectral absorbance in 
that region. The right-hand side of the fingerprint region (1350-1500 cm-1) is predominantly occupied 
by absorption bands of acetic acid and ammonium and the peaks of both components appear rather 
separate. This is in line with the observation that these two molecules are composed of different 
functional groups compared to all the other components (carboxyl group of acetic acid and 
ammonium as an individual group itself) and thus result in a different spectral fingerprint. Regarding 
their molecular absorption, or respectively their IR activity, phosphate and glucose are at the very 
front with 3.5 and 3.3 Mol-1 followed by all the other components showing molar absorption between 
2.8 Mol-1 (glycerol) and 2.5 Mol-1 (ammonium and acetic acid). This already suggests that phosphate 
and glucose might be more accurately predicted in lower concentrations compared to the other 
components due to their inherently higher molecular absorption.  
 
Studying the molecular structure as well as the individual spectral absorption bands and molecular 
absorbance of each component led to valuable considerations: Based on common structural 
moieties, or functional groups, respectively, a certain overlapping of absorption bands could already 
be expected for glucose, ethanol and glycerol (common alcoholic group). Exhibiting a unique moiety 
compared to all the other analytes of interest (as e.g. acetic acid and ammonium) is likely to result in 
distinctive absorption bands separated from the other components but might also result in 
overlapping spectral features (as e.g. observed for phosphate). Pure component spectra should 
always be investigated to complement the theoretical structural considerations. Overall it can be 
concluded that spectral features were highly overlapping within this study and cannot be calibrated 
by univariate regression. Glucose and phosphate show the highest molecular absorbance and 
dominate the region 1000 cm-1-1200 cm-1. Hence, PLS modeling of ethanol and glycerol occupying 
the same spectral region but exhibiting lower molecular absorbance might be prone to indirect 
correlation with the dominating species phosphate and glucose in that region. However, this is to be 
55 
 
investigated in order to come to a final conclusion (see section 2.3.4.4 Investigation of indirect 
predictions). 
 
Finally, considering the composition of the medium itself, next to water, peptides and amino acids 
as main ingredients of yeast extract and peptone, respectively, will cause the spectral fingerprint of 
the background matrix during the fermentation. Strong water absorption appears at ca. 1630 cm-1 
due to O-H stretching as mentioned before. Peptide or amide vibrations involve C=O, C-N and N-H 
groups of the peptide bond, or amide group, respectively. Spectral absorption of peptides due to 
amide I, amide II and amide III structures characteristically appear in the region 1600 – 1700 cm-1 
(amide I), 1500-1600 cm-1 (amide II) and 1200 – 1350 cm-1 (amide III), whereas the amide III signal is 
significantly weaker than the amide I and II signals [44]. As for the analytes of interest spectral 
characterization is found in the region 900- 1550 cm-1, and only amide III signals might interfere. As 
amide III absorption bands are described to be rather weak and amide I and II absorption bands are 
characterized outside the spectral region under study, the YP background matrix was not expected 
to cause significant interferences. However, the acid used for pH control, H2SO4, or the SO4
2- ion, 
respectively, exhibits high IR-activity and causes a characteristic peak at 1100 cm-1[16]. Thus, the 
addition of acid might interfere with the components glucose, ethanol, glycerol and phosphate. The 
variability introduced by the acid addition was not taken into account within this work. Acid was 
added automatically to control the pH in the second half of the fermentation. The first part of the 
fermentation is characterized by the production of acidic metabolites, and thus base addition is 
required to keep the pH at the operational set-point of 6. Hence, during the frequent sampling over 
the first 14-16 h of fermentation, acid addition was not a major concern. As mentioned before, the 
base used for pH control (KOH) was not expected to cause spectral variation other than a peak at 
around 1630 cm-1 due to the O-H stretch, which was located outside the spectral region of interest. 
Both, acid and base addition profiles can be reviewed in the supplementary material, Figure S2.1. 
 
2.3.2.2 Fermentation spectra – raw spectra analysis 
As general reference, the spectral evolution of data set 4 is shown (Figure 2.9) representing a standard 
batch with the possibility to compare cell free and cell-containing samples.  
 
 
Figure 2.9: Spectral evolution of fermentation 4 (Table 2.1). Left: Cell free samples. Right: Cell-containing samples 
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Figure 2.9 was investigated with respect to: (1) the time trend observed of the spectra over the 
fermentation course; (2) the difference between cell free and cell containing samples and (3) the 
most dominant absorption bands. In both cases, a clear gradient can be observed from 0 to 14 h, 
when spectra were collected hourly. The last spectra, acquired after 26 h, takes a big ‘jump’. When 
considering the last spectrum, the trend observed in the first spectra (0 - 14 h) seems to be reversed, 
but as no spectra in between 14 and 26 h were collected, this remains an assumption. However, as 
the time from 14 – 26 h is characterized by metabolite consumption, whereas the first 13 h are mainly 
defined by metabolite production, the assumption seems reasonable form a metabolic point of view. 
Furthermore, cell-free and cell-containing samples did not differ significantly from each other, which 
was also confirmed by PCA analysis of the raw spectra (Figure 2.10). 
 
 
 
Figure 2.10: PCA of the raw spectra of data sets 1-6. A) Score plot for the first two principal components. Data set 4 and 5 were 
analysed with and without cells, as indicated in the legend. B) Explained variance per principal component (blue line) and cumulative 
variance explained (orange line). 
Figure 2.10 A shows the scores of data sets 1 - 6 on the first two principal components. Data set 4 
and 5 are clearly separated from the other data sets by the second principle component, which can 
be explained by a change in the optics of the NLIR instrument, which needed to be newly aligned in 
between. However, cell-free and cell containing samples of data set 4 and 5 lie mostly on top of each 
other and differences between cell-free and cell-containing samples are minor. Thus, it can be 
concluded that no significant spectral difference results from cells inside the sample (and that a 
consistent instrumental set-up is of course preferable to avoid differences between data sets due to 
the instrumentation itself). 
 
According to Figure 2.10 B, about 95 % of the spectral variance is explained by the first 3 principal 
components, while after 6 principal components, explaining 99 % of the total variance, no further 
improvement of the PCA model was found by including additional principal components. The 
number of principal components, explaining most of the spectral variation, indicates the chemical 
rank of the spectra. In other words, the chemical rank reveals how many parameters (components) 
can be extracted and modeled independently from the IR measurements. Hence, based on Figure 
2.10 B, it can be expected that 3 to 4 components are captured independently by a PLS model, while 
2 – 3 components will be modeled based on indirect correlation to other components.  
57 
 
The main spectral absorption bands found in the fermentation samples shown in Figure 2.9 occur in 
the region 1000-1200 cm-1 and 1350 -1450 cm-1. In alignment with the raw spectra analysis of the 
pure components (Figure 2.7 and 2.8 A) the lower spectral region of 1000-1200 cm-1 represents the 
components glucose, glycerol and ethanol due to the C-O stretch of their common alcoholic group 
as well as phosphate, that was found to cause absorbance characteristics in the same region. 
Moreover, the spectral fingerprint of glucose ‘shines through’, dominating this lower region and 
spectral variation due to glycerol, ethanol, acetic acid (and phosphate) must represent fine 
differences in the dominating glucose absorption bands, not visual to the naked eye. The upper 
region 1350 – 1450 cm-1 represents the analytes ammonium and acetic acid. The complexity of 
spectral analysis is represented here: As the spectral fingerprint of two components in the same 
region is additive, only one dominating peak results in this upper region. Fine spectral nuances 
separating the 2 components ammonium and acetic acid are not visible to the naked eye and can 
only be captured by applying multivariate data analysis techniques such as PLS modeling. This holds 
as well for the other components glucose, ethanol, glycerol and phosphate, showing covariance 
structures in the mentioned lower region. As expected, significant absorption changes due to 
peptides, or, respectively, amide III absorption bands described in the region 1200 - 1350 cm-1, are 
not clearly visible in the spectrum.  
 
 
2.3.4 PLS modelling 
2.3.4.1 Exploring the data and preprocessing 
PLS models were built on first derivative spectra (Savitzky-Golay (25, 3, 1) as mentioned in the 
materials and methods, section 2.2.4.1 PLS calibration and PCA analysis of spectral data. When 
inspecting the PCA model of the first derivative spectra, presented in Figure 2.11, the benefit of this 
preprocessing, known to reduce noise and yielding a smoothening of the signal, becomes clear. 
 
 
Figure 2.11: PCA of the first derivative spectra of data sets 1-6. A) Score plot for the first two principal components. Data set 4 and 5 
were analysed with and without cells, as indicated in the legend. B) Explained variance per principal component and cumulative 
variance explained. 
The score plot for the first two principal components of the first derivative spectra (Figure 2.11 A) 
looks similar to the one of the raw spectra presented in Figure 2.10 A. The only difference between 
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the score plot of the raw spectra and the score plot of the first derivative spectra is the separation of 
data set 4 and 5. In Figure 2.11 A, this happens along the first principal component explaining 52 % 
of the variance. In Figure 2.10 A (PCA model of the raw data), data set 4 and 5 were separated along 
the second principal component explaining 27 % of the variance. In other words, the arrangement in 
the optics of the NLIR instrument, to which the separation of data set 4 and 5 comes back, becomes 
even more evident in the preprocessed data. However, more important is the chemical rank of the 
first derivative spectra, that is clearly extended from 3-4 (raw spectra) to 6 in the first derivative 
spectra. Accordingly, the chance to model the 6 analytes of interest individually improves as a result 
of the preprocessing. Other preprocessing methods such such as SNV and 2nd derivative were 
applied, however the overall best results were achieved with first derivative as preprocessing 
technique, clearly improving the modelling results.  
 
2.3.4.2 Several PLS-models – general observations 
PLS models were built on different calibration sets as outlined in Table 2.3. Model 1 was chosen to 
show that using fermentation data only for PLS model calibration is not enough due to the highly 
correlated process dynamics of the analytes of interest. Model 2 was built to show that using 
synthetic samples only is not enough either, as the variation connected to the process background 
is missing. Models 3-8 were chosen to highlight different aspects of creating the ideal case of 
combining real and synthetic samples. 
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Table 2.3: Overview of calibration and validation sets used for PLS models 1 – 8. The data sets 1-6 are described in Table 2.1. For each 
model, the correlation coefficient for the calibration data (obtained as the average of all the different correlation coefficients 
between two components (neglecting positive or negative correlation), the total number of calibration samples and the 
concentration range (0 – max) per analyte in mM in both, the calibration and the validation data is given. Analytes in the last column 
are marked with a star when the validation range was exceeding the calibration range.  
Model 
Data sets 
used for 
Calibration 
Number of 
samples for 
calibration 
Average correlation 
coefficient in the 
calibration data 
Data sets 
used for 
validation 
Concentration Range 
Calibration / Validation 
[mM] 
1 1 20 0.506 2, 3 
Glucose*: 106 / 123 
Glycerol*: 8 / 23 
Acetic a.*: 16 / 26 
Ethanol: 253 / 215 
Ammonium*: 7 / 105 
Phosphate*: 8 / 138 
2 6 15 0.329 1, 2, 3, 4 
Glucose: 144 / 130 
Glycerol: 63 / 23 
Acetic a.: 38 / 26 
Ethanol*: 152 / 253 
Ammonium*: 97 / 105 
Phosphate*: 112 / 138 
3 1, 6 35 0.293 2, 3, 4 
Glucose: 144 / 130 
Glycerol: 63 / 23 
Acetic a.: 38 / 26 
Ethanol: 253 / 215 
Ammonium*: 97 / 105 
Phosphate*: 112 / 138 
3a 1, 6 35 0.293 4, 5 
Glucose*: 144 / 226 
Glycerol: 63 / 36 
Acetic a.*: 38 / 43 
Ethanol: 253 / 251 
Ammonium*: 97 / 120 
Phosphate*: 112 / 121 
4 5, 6 31 0.177 1, 2, 3, 4 
Glucose: 226 / 130 
Glycerol: 63 / 23 
Acetic a.: 43 / 26 
Ethanol*: 251 / 253 
Ammonium: 120 / 105 
Phosphate*: 121 / 138 
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Table 2.3 continued 
5 1, 2, 3, 6 53 0.250 4, 5 
Glucose*: 144 / 226 
Glycerol: 63 / 36 
Acetic a.*: 38 / 43 
Ethanol: 253 / 251 
Ammonium*: 105 / 120 
Phosphate: 138 / 121 
6 1, 3, 6 54 0.273 2, 4, 5 
Glucose*: 144 / 226 
Glycerol: 63 / 36 
Acetic a.*: 38 / 43 
Ethanol: 253 / 251 
Ammonium*: 97 / 120 
Phosphate*: 112 / 138 
7 
3, 6, 
4 (cell 
samples 
only) 
50 0.265 1, 2, 5 
Glucose*: 144 / 226 
Glycerol: 63 / 36 
Acetic a.*: 38 / 43 
Ethanol: 253 / 251 
Ammonium*: 97 / 120 
Phosphate*: 112 / 138 
8 3, 5, 6 66 0.230 1, 2, 4 
Glucose: 226 / 130 
Glycerol: 63 / 19 
Acetic a.: 43 / 26 
Ethanol*: 251 / 253 
Ammonium: 120 / 105 
Phosphate*: 121 / 138 
 
Table 2.3 shows that, with the exception of model 1, built on fermentation data only, the average 
correlation coefficient between two components in the calibration set was between 0.18 and 0.33 
due to the inclusion of synthetic and / or spiked samples (data set 5, 6). By incorporating spiked 
samples, the process dynamics were successfully decoupled. Furthermore, as the fermentation data 
sets showed a high batch-to-batch variability (Figure 2.5), it was not possible to completely match 
the calibration and validation space for all components, in any of the models. In each validation set, 
at least one component lies outside the calibration range. Components outside the calibration space 
are marked with a star in Table 2.3. 
 
The performance of model 1-8 was evaluated based on the relative RMSEP obtained from the 
respective validation set. It must be emphasized that the performance of PLS calibration models was 
evaluated based on external validation, that is to say, data sets used for validation were not included 
in the calibration procedure. This generally gives a more realistic estimate of model performance 
than e.g. only inspecting the predictions based on cross validation (internal validation). The relative 
RMSEP values calculated over the entire samples used for validation (no differences between data 
sets are considered here) are summarized in Table 2.4. Model 3 and 3a are of course the same. They 
were divided into 3 and 3a to emphasis that the model performance depends on the data quality 
used for validation. Here, data the quality is described as the matching of calibration and validation 
space. 
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Table 2.4: RMSEP of Models 1-8 in %. Minimum and average values refer to the minimum error of prediction (marked in green) and 
the average error of prediction (column average) achieved in the 8 models. All values are given in percent. Model 3a (marked in 
yellow) is presented in detail in section 2.3.4.3 Detailed presentation of Model 3a.  
Model Glucose Glycerol Acetic Acid Ethanol Ammonium Phosphate 
1 22.4 39.7 29.4 30.8 58.7 55.4 
2 12.3 163.7 55.7 22.7 14.8 18.8 
3 9.9 108.3 43.8 13.2 9.5 11.9 
3a 5.6 41.9 40.5 33.6 11.8 17.3 
4 6.9 46.9 45.3 31.7 18.9 9.6 
5 44.1 218.9 70.8 52.8 20.0 47.1 
6 13.4 106.1 39.5 27.8 12.5 11.7 
7 3.8 55.5 53.6 25.9 15.0 10.3 
8 8.3 61.9 41.7 31 22.7 7.9 
Average 15.1 100.1 47.5 29.5 21.5 21.6 
Min 3.8 39.7 29.4 13.2 9.5 7.9 
 
Generally, good results were obtained for glucose, ethanol, ammonium and phosphate with RMSEP 
values below 15 % in the best cases (marked green in Table 2.4). Models for glycerol and acetic acid 
showed RMSEP values of 40 and 30 %, respectively, and higher. In the best case, RMSEP values for 
glucose, ethanol, ammonium and phosphate equaled 3.8, 13.2, 9.5 and 7.9 %, respectively, as outlined 
in green in Table 2.4. With that, the models for these components would be totally satisfying for 
online data acquisition in an industrial production site. Glycerol and acetic acid are modeled poorly 
and reasons for that will be discussed in section 2.3.4.4 Investigation of indirect predictions. 
Comparing the performance of the different models and considering the matching / mismatching of 
the calibration and validation space, it becomes obvious that, in models 3-8, better or worse 
performance boiled essentially down to the number of samples being inside or outside the 
calibration range. Furthermore, a combination of one fermentation set and the synthetic samples 
representing 35 samples in total was sufficient to produce a good calibration model, as exemplary 
demonstrated with model 3. Neither, the addition of more fermentation data nor the inclusion of 
more spiked samples yielded a significant further improved of the overall model performance. 
 
The importance of decoupling the process correlation and the matching of calibration and validation 
space were shown and found to be crucial aspects for successful model calibration and validation. 
Some adjustments would be considered if preparing these data sets again: In order to match 
validation and calibration space, each fermentation would be run as duplicate in order to provide a 
calibration and external validation set that are matching each other. Besides, when considering 
reasonable process variations, the fermentation data and spiked fermentation samples used for 
spectral and reference analysis would be collected first and synthetic samples would be designed 
based on the overall variation found in the data sets. Finally, the design of synthetic samples would 
be slightly optimized as follows. Instead of permuting the concentration values for each analyte 
based on a reference time profile, they would be permutated based on equally spaced concentration 
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values between the absolute minimum and maximum value found for each component, across the 
fermentations performed. Thus, time traces would not remain at all in the synthetic sample set. 
Moreover, equal spacing is described and was found (data not shown) to decrease the (average) 
leverage value per data point, or respectively, across the entire data set. The leverage is an indicator 
of predictability of the respective data point within the calibration space, ranging from 0 -1. The 
lower the leverage value, the higher the confidence in, or respectively, the predictability of the 
corresponding data point [45]. Finally, a theoretical trial of applying equal spacing between the 
minimal and maximal concentration value found for each component, with a total number of 15 
samples, clearly showed to decrease the correlation coefficients between the components to a value 
of 0.19 and below (see supplementary material, Figure S2.2, Table S2.5). A value of 0.23 was obtained 
in the synthetic samples designed as described in section 2.2.1.2 Design of synthetic samples. A 
number of 15 synthetic samples was chosen since a fermentation batch profile was assembled well 
with 15 samples within this study, spanning the minimal to maximal concentration range for each 
component. In order to further increase the impact of the synthetic samples in the calibration set, 
the number of synthetic samples could be increased to 20 or above, depending on how many 
fermentation samples are considered to represent the calibration set. An increased number of 
synthetic samples is expected to decrease the correlation coefficients between the analytes and 
therefor also the leverage value, which is expected to result in more robust models.  
 
2.3.4.3 Detailed presentation of Model 3a 
As model 3 was identified as an overall satisfying model, built on calibration data spanning the 
minimum and maximum concentration well for most components (in particular phosphate exceeded 
the calibration space, see Table 2.3), this model will be presented and discussed in detail. Besides, in 
order to match validation and calibration space, model 3 was validated on data set 4 and 5, in two 
separate approaches, referred to as model 3a in Table 2.3. In the first approach, the data sets 4 and 
5 were evaluated as they are. In a second approach, outliers (only occurring in data set 5) were 
eliminated from the validation set. The reference values for data set 4 and 5 can be found in the 
supplementary material, Table S2.6. Outliers excluded in the second approach are marked in red. 
Thus, the chosen validation sets offered the possibility to discuss: 
 
1) the performance on cell-free compared to cell-containing samples as a measure of the impact 
of cells 
2) the performance on spiked compared to non-spiked samples as a measure of model 
robustness 
3) the effect of concentration outliers on the model performance. 
The PLS calibration models built on the calibration sets and applied to the validation sets according 
to model 3a and their performance are presented in Figure 2.12 – 2.14. Each figure presents the 
model for two components and relevant model performance parameters. The division of the figures 
is done with respect to the components and each component is presented on one site of the figures 
(left-hand side and right-hand side). When comparing the fermentation profile predicted with the 
fermentation profile measured by HPLC and colorimetric acid kits, respectively, the confidence 
interval for each measurement point is given. In most cases, it is very small and cannot be 
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distinguished visually from the actual measurement trend. However, a small deviation can be 
observed for some data points and this is when a standard deviation of greater than 5 % was present.  
 
Figure 2.12: PLS calibration model and model performance for glucose (left) and ethanol (right). Calibration and validation sets 
correspond to model 3a in Table 2.3. For both models from top to bottom: 
PLS calibration model; 
VIP index and indication of positive (red) or negative (blue) regression coefficient as a function of the wavenumber. Additional model 
parameters relevant to the model calibration as outlined in the box: number of latent variables (LV), relative RMSE, bias and R2of 
calibration (Cal) and cross validation (CV) per data set 1 and 6, in this order; 
Visual impression of model performance on data set 4: prediction (green and red diamonds as indicated in the legend (top figure) 
referring to cell-free and cell-containing samples) and actual sample concentration (solid line) in mM as a function of fermentation 
time in h. Additional information relevant to the model validation is outlined in the box: Relative RMSEP and bias calculated on the 
entire validation set comprised of the cell-free and cell-containing samples of data set 4 and 5. Relative RMSEP and bias per sub- data 
set in the order: set 4, cell-free samples; set 4, cell-containing samples; set 5, cell-free samples, set 5, cell-containing samples.  
Visual impression of model performance on data set 5: prediction (blue and orange diamonds as indicated in the legend (top figure) 
referring to cell-free and cell-containing samples) and actual sample concentration (solid line) in mM as a function of the fermentation 
time in h;  
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Figure 2.13: PLS calibration model and model performance for glycerol (left) and acetic acid (right). Calibration and validation sets 
correspond to model 3a in Table 2.3. For both components from top to bottom: 
PLS calibration model; 
VIP index and indication of positive (red) or negative (blue) regression coefficient as a function of the wavenumber; Additional model 
parameters relevant to the calibration set as outlined in the box: number of latent variables (LV), relative RMSE, bias and R2of 
calibration (Cal) and cross validation (CV) per data set 1 and 6, in this order; 
Visual impression of model performance on data set 4: prediction (green and red diamonds as indicated in the legend (top figure) 
referring to cell-free and cell-containing samples) and actual sample concentration (solid line) in mM as a function of fermentation 
time in h. Additional information relevant to the model validation is outlined in the box: Relative RMSEP and bias calculated on the 
entire validation set comprised of the cell-free and cell-containing samples of data set 4 and 5. Relative RMSEP and bias per sub- data 
set in the order: set 4, cell-free samples; set 4, cell-containing samples; set 5, cell-free samples, set 5, cell-containing samples.  
Visual impression of model performance on data set 5: prediction (blue and orange diamonds as indicated in the legend (top figure) 
referring to cell-free and cell-containing samples) and actual sample concentration (solid line) in mM as a function of the fermentation 
time in h.  
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Figure 2.14: PLS calibration model and model performance for ammonium (left) and phosphate (right). Calibration and validation sets 
correspond to model 3a in Table 2.3. For both components from top to bottom: 
PLS calibration model; 
VIP index and indication of positive (red) or negative (blue) regression coefficient as a function of the wavenumber; Additional model 
parameters relevant to the calibration set as outlined in the box: number of latent variables (LV), relative RMSE, bias and R2of 
calibration (Cal) and cross validation (CV) per data set 1 and 6, in this order; 
Visual impression of model performance on data set 4: prediction (green and red diamonds as indicated in the legend (top figure) 
referring to cell-free and cell-containing samples) and actual sample concentration (solid line) in mM as a function of fermentation 
time in h. Additional information relevant to the model validation is outlined in the box: Relative RMSEP and bias calculated on the 
entire validation set comprised of the cell-free and cell-containing samples of data set 4 and 5. Relative RMSEP and bias per sub- data 
set in the order: set 4, cell-free samples; set 4, cell-containing samples; set 5, cell-free samples, set 5, cell-containing samples.  
Visual impression of model performance on data set 5: prediction (blue and orange diamonds as indicated in the legend (top figure) 
referring to cell-free and cell-containing samples) and actual sample concentration (solid line) in mM as a function of the fermentation 
time in h.  
 
The obtained calibration model, typical model parameters linked to the calibration process, VIP 
scores and regression coefficient, and the visualization of the model performance per data set 4 and 
5 are presented for each model. A VIP (very important variable) index greater than one indicates high 
importance of the respective variables (wavenumbers) for the model. A positive regression coefficient 
(red in Figure 2.12 – 2.14) indicates a positive correlation with the spectrum (‘the higher the 
concentration the higher the absorption peak’), a negative regression coefficient (blue in 
Figure 2.12 – 2.14) indicates a negative correlation with the spectrum (‘the higher the concentration 
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the lower the absorption peak’). It must be taken into account that the raw data was subject to 
preprocessing applying the first derivative, thus resulting in a split of each positive peak (raw 
spectrum) into a positive and negative part (first derivative spectrum). Hence, only where a blue and 
a red section are not adjacent, a true negative correlation is found in the model. A negative 
correlation can for example be found for the regression coefficients for phosphate (Figure 2.14) in 
the region between 1200 and 1300 cm-1. Furthermore, the number of latent variables (LV) together 
with the relative RMSE, bias and R2 of calibration (Cal) and cross validation (CV) are outlined. The 
number of latent variables was decided based on the plot of RMSE(CV) vs the number of latent 
variables where a local or global minimum was observed. The number of LV reveals to a certain extent 
the model complexity and the model robustness. A robust model is usually built on a small number 
of latent variables while a high number of latent variables demonstrates a high model complexity, 
usually involving a lack of robustness. Model validation is presented as the overall relative RMSEP 
and bias (comprising all samples from the validation sets 4 and 5) as well as the RMSEP and bias per 
sub-data set. The sub-sets, respectively, refer to validation set 4 and 5 with respect to cell-free and 
cell-containing samples, in this order. The model parameters linked to the calibration and validation 
process presented as part of the Figures 2.12-2.14 are summarized in Table 2.5. 
 
Table 2.5: Summary of the model parameters presented as part of the Figures 2.12-2.14. 
Parameter Glucose Glycerol Acetic Acid Ethanol Ammonium Phosphate 
Calibration 
(data set 1 and 6) 
No. of LV 
5 9 10 5 9 3 
R2(Cal / CV) 
0.99 / 0.99 0.92 / 0.65 0.95 / 0.83 0.89 / 0.82 0.99 / 0.98 0.95 / 0.92 
RMSE [%] 
(Cal / CV)  
2.8 / 3.3 6.7/ 13.8 4.9 / 9.9 8.5 / 10.5 2.6 / 4.7 7.1 / 9.1 
Bias [%] 
(Calibration) 
-0.1 / 0.1 0 / -0.4 0 / 0.9 0 / 0.4 0 / -0.6 0.1 / -0.3 
Validation 
whole data set 4 and 5 
RMSEP [%] 
5.6 71 40.5 33.6 11.8 17.3 
without 
outliers 
9.3 - 35.6 - 15 - 
Bias [%] 
(Prediction) 
-2.7 -41.9 -1.7 16.2 6 -10.8 
without 
outliers 
-5 - 6.5 - 8.5 - 
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Table 2.5 continued 
RMSEP [%] per individual subset in data set 4 and 5 
(cell-free (-) / cell-containing (+)) 
Data set 4 
(- / +) 
12.2 / 9.9 57.3 / 51.5 62.15 / 68 18.2 / 18.9 95.3 / 92.7 109.6 /109.7 
Data set 5 
(- / +) 
5.7 /5.9 99.9 / 102 57.6 / 56.9 44.3 / 46.2 13 / 13.3 23.1 / 22.7 
Without 
outliers 
11.8 / 12.2 - 65.7 / 49 - 17.1 / 17.3 - 
Prediction Bias [%] 
(cell-free (-) / cell-containing (+)) 
Data set 4 
(- / +) 
-9.5 / -6.6 20.3 / 10.5 60.3 / 67.1 16.9 / 17.2 77.8 / 75.2 -60.4 / -67.3 
Date set 5 
(- / +) 
-1.6 / 0.1 -88.2 /-91.4 -43.7 /-41.6 17.2 / 19 3.3 / 3.6 -16.7 / -16.5 
Without 
outliers 
-4.3 / -1.1 - -43.9 / 32.3 - 5.9 / 6.2 - 
 
Firstly, with respect to Table 2.5 and Figures 2.12-2.14, the yielded calibration is discussed. The 
calibration curve of each component, as presented in the upper section of the Figures 2.12-2.14, 
resulted in fairly good R2 values ranging from 0.99 (glucose) to 0.89 (ethanol). Ethanol showed a clear 
outlier in the calibration curve (Figure 2.12, right) and the reduced R2 value compared to the other 
calibration curves, reaching a R2 value higher than 0.92, must be related to that. The good R2 values 
of the different calibration curves was in alignment with an overall small bias in calibration and cross-
validation (lower than 1%). However, it can be observed that the calibration data could be improved. 
Especially glycerol and acetic acid are calibrated in an extended range that was not relevant to the 
fermentation course (data set 4). Instead of extending the calibration range, an equally spaced 
calibration set with a reasonable number of samples in the range actually occurring in the 
fermentation is expected to improve the model. The RMSE of calibration was overall below 10 %, the 
RMSE of cross-validation overall below 15 % suggesting fairly good predictions for all components. 
The difference between RMSE of calibration and cross-validation is biggest for the components 
glycerol and acetic acid (7 and 5 %) indicating challenged predictions for these components. The 
number of latent variables (LV) upon which the models were built suggested good model robustness 
(future predictability) for phosphate (3 LV), glucose and ethanol (5 LV each). Models for glycerol, 
acetic acid and ammonium were built upon 10 and 9 LV, a rather high number, suggesting that these 
models are less robust and likely dependent on covariance structures, which must be conserved for 
achieving reliable future predictions.  
 
Secondly, the evaluation of model performance with respect to the validation data sets 4 and 5 is 
discussed. The model performance was evaluated according to the three main points of interest as 
presented in detail in section 2.3.4.3 Detailed presentation of Model 3a. Note that, the assumption 
that glycerol and acetic acid are modeled based on indirect relationships is proven in section 2.3.4.4 
Investigation of indirect predictions. However, in the following section, this is expressed as a 
hypothesis.  
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2.3.4.3.1The impact of the presence of cells on the model performance 
In alignment with the PCA data presented in Figure 2.11, the presence of cells did not affect the 
prediction results significantly. This was confirmed in Figures 2.12-2.14 (lower half of the figures) and 
is in accordance with literature, describing that cells can only be predicted indirectly due to the very 
low penetration depth of ATR-MIRS [10]. In Figures 2.12 – 2.14, the predictions of cell-free and cell-
containing samples lie essentially on top of each other, in both natural (data set 4) and spiked (data 
set 5) fermentation samples. However, a small, yet clear, off-set between cell-free and cell-containing 
samples becomes obvious in case of the models for glycerol and acetic acid. These two components 
showed consistently the highest prediction error across the models built, in this set-up (model 3a) of 
71 % and 40.1 %, respectively. It suggests that cells might slightly alter parts of the spectrum used 
for the prediction of these two components. Since their prediction was challenged across all models 
built, cells seem to affect the prediction of these two components somewhat more than the 
prediction of the components glucose, ethanol, ammonium and phosphate. According to literature, 
yeast cells cause marginal absorption bands at 1239 cm-1 (P=O stretch of phosphodiester groups as 
e.g. found in the phospholipid membrane (cell –surface)) and around 1540 cm-1 (N-H stretch of e.g. 
membrane bound proteins) [46]. Figure 2.9 indeed shows a small peak around 1240 cm-1 in the 
spectra of cell containing samples of data set 4, which is essentially absent in the spectra of the cell-
free samples. However, it also appeared during the early stages of the fermentation process in the 
cell-free samples. That suggests that this response might also result from the presence of peptides 
in the fermentation broth, expected to cause marginal spectral variation between 1200-1350 cm-1 
due to amide III absorbance [44]. Finally, the respective peak at 1240 cm-1 might be an effect of both, 
peptides in the fermentation broth and cells, considering that cells do have peptides incorporated in 
the membrane. This would explain while the peak vanished in the cell-free samples but remained in 
the cell-containing samples. In this case, the peak was subject to both, peptide degradation and 
consumption, as well as microbial growth, respectively. Contrarily, the region of 1240 cm-1 was not 
of importance for the glycerol and acetic acid model (VIP scores smaller than 1 in Figure 2.13) while 
the upper region of 1540 cm-1 (eventually linked to cells) revealed a narrow range of high VIP scores 
for both analyst. Spectral variation at 1540 cm-1 due to cells was not visible to the naked eye in Figure 
2.9 but the region was important to the modeling of glycerol and acetic acid according to the VIP 
scores (Figure 2.13). Thus, if cells caused spectral variation in this region, the prediction of glycerol 
and acetic acid would be biased. 
 
It can be concluded that cells caused marginal spectral variation visible in the region around 
1240 cm- 1 effecting in particular the prediction of glycerol and acetic acid. Both components are 
generally modelled weak and likely based on indirect relationships. Thus, minor variation in regions 
of covariance caused by cells, as e.g. the upper spectral region around 1540 cm-1, resulted in biased 
predictions for these two components. The models for glucose, ethanol, ammonium and phosphate 
were not affected by cells.  
 
2.3.4.3.2 Model robustness 
If a model responds correctly to spiking, altering the process dynamics and thus decoupling the 
correlations between the components, it can be related to a high model robustness (within process 
conditions calibrated). The models for glucose and ammonium, and to a fairly good extent the 
models for ethanol and phosphate, respond accurately to the spiking. This furthermore reveals that 
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in particular the models for glucose and ammonium, and to a less, yet still profound extend for 
ethanol and phosphate, are based on direct spectral correlation with distinct spectral features. This 
is confirmed by the VIP index for the 4 components, showing high values (higher than 1) for different 
peaks (peak-sections) in the spectrum (Figure 2.12 and 2.14). The actual fermentation course (data 
set 4) predicted for glucose and ethanol is in alignment with the reference values while the prediction 
of ammonium and phosphate is off. This is explained by the very low concentration values for both 
components in the fermentation broth, with only minor variation. The model was constructed for a 
reasonable variation of ammonium and phosphate concentrations within a range of 10 – 100 mM, 
while both components occured in a concentration of less than 13 mM during the fermentation. 
Within this range, the model is poorly calibrated and thus, a reasonable prediction cannot be 
expected. Glycerol and acetic acid were poorly predicted in natural and spiked fermentation samples. 
The general trend was captured well in the natural samples (data set 4), while the model responded 
poorly to spiking. This indicates, once again, that the model might be built upon spectral covariance 
structures with other components or, in other words, based on indirect relationships. This is coherent 
with rather small VIP scores which seem to overlap especially with the VIP scores from phosphate 
and ammonium in the spectral region around 1100 cm-1. 
 
It can be concluded that robust models were yielded in particular for glucose and ammonium, 
followed by ethanol and phosphate, accurately responding to spiking. The robustness of the models 
for ammonium and phosphate was restricted to higher concentration levels as a result of the 
calibration range chosen (adapted from the previous work (Appendix 1)). Models for glycerol and 
acetic acid responded poorly to spiking, revealing a lack of model robustness, suggesting indirect 
predictions. 
 
2.3.4.3.3 The effect of concentration outliers 
Concentration outliers were identified to be present only in data set 5, consisting of 16 samples per 
component. They can be found as marked in red in Table S2.6 in the supplementary material. Four 
outliers for glucose, four for acetic acid and two for ammonium were identified. These samples were 
excluded from the validation set in the subsequent approach. Thus, the predictions in data set 5 were 
expected to improve for these components. Interestingly, this was only found to be the case for the 
prediction of acetic acid, in the case of cell-containing samples, consequently also improving the 
overall RMSEP of data set 4 and 5 (see Table 2.5). In the case of glucose and phosphate, the opposite 
was observed. The predictions changed for the worse. This can be explained by equation (2.5). The 
RMSEP was calculated with respect to the concentration difference between maximal and minimal 
value found (∆𝑦𝑣𝑎𝑙) in the validation set per component. Excluding the concentration outliers from 
the glucose and phosphate data significantly reduced ∆𝑦𝑣𝑎𝑙 resulting in an overall higher error of 
prediction. That also points out that a few data points exceeding the calibration range provoke rather 
good prediction errors by increasing ∆𝑦𝑣𝑎𝑙 . It also reveals that the decision on how to calculate the 
prediction error is not easy when calibration and validation space are partly mismatching. It suggests 
that in such a case, the average or mean concentration value might give a more realistic estimate of 
the RMSEP.  
 
Finally, as expected, Table 2.5 reinforces the general statement that model performance evaluated 
based on the RMSE of cross validation only gives an overoptimistic idea of the model performance 
on future samples. Using an external validation set as done for models 1-8, exemplarily demonstrated 
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on model 3a, the RMSE of cross-validation was consistently found to be lower than the RMSE of 
prediction.  
 
2.3.4.4 Investigation of indirect predictions 
As a general observation, modelling of glycerol and acetic acid resulted in poor prediction, no matter 
how well calibration and validation space were matching. The following six considerations point out, 
that these two components are difficult to model and their modelling might rely on indirect 
correlation to one or several other species: 
 
1) Both components are present in small amounts (up to 25 mM only, Figure 2.5). 
2) Both components show a rather low molecular absorption (Figure 2.8 B). 
3) Process correlations of both components were decoupled. However, both components show 
overlapping spectral features with other components (glycerol with glucose, ethanol, and 
phosphate; acetic acid with ammonium (Figure 2.8 A)). 
4) Best predictions were achieved with model 1 (calibration based on fermentation data only, 
process correlations were not decoupled), showing the highest correlation coefficients in the 
calibration data employed (Table 2.3 and 2.4). 
5) Models for both components poorly respond to spiking (Figure 2.13). 
6) Models for both components are slightly affected by the presence of cells, causing variations 
in the spectral upper region (1540 cm-1) where no spectral correlation (Figure 2.8 A) but high 
VIP scores for both models are observed (Figure 2.13). 
Monitoring of glycerol and acetic acid by FT-IR spectroscopy during a yeast fermentation process 
was also found to be challenging by Schenk and coworkers [38]. This work reports comparable high 
prediction errors of 50 – 200 % for glycerol and acetic acid in uncorrelated samples and suggests a 
lower detection limit of 0.5 g/L for each component (corresponding to 5 mM glycerol and 8 mM 
acetic acid, respectively). A considerable number of samples below this suggested detection limit 
were present in the data sets employed in this work. The weak IR absorbance of both components 
and the low levels in which they are produced during the fermentation process definitely challenged 
the modelling process.  
 
In order to investigate the assumption, that glycerol and acetic acid were poorly predicted since their 
predictions were based on indirect correlations, the correlation coefficient and VIP scores as a 
function of wave number was studied in detail for each component. This investigation was based on 
the preprocessed (first derivative) data for model 3. In such a way, the spectral fingerprint of each 
component (correlation coefficient with the spectrum) and the regions relevant to the model (VIP 
scores) could be visually compared for all components at once. Figure 2.15 presents the average raw 
spectrum and the average preprocessed spectrum (Figure 2.15 A), a heat map of the correlation 
coefficients (Figure 2.15 B) and a heat map of the VIP scores (Figure 2.15 C). In Figure 2.15 A, the 
effect of applying the first derivative on the raw spectrum is shown. Each peak was split into a positive 
and a negative variation. As a result of taking the first derivative, the spectral variation (‘resolution’) 
is enhanced but spectral interpretation becomes more difficult. This becomes obvious when looking 
at the correlation coefficients (Figure 2.15 B). If the raw spectra were the reference for the correlation 
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coefficients with the wave numbers, a positive correlation of a component and a certain wavenumber 
would result in a positive correlation coefficient. This positive correlation coefficient would indicate 
a direct correlation with the respective component. Due to the introduction for the derivative of the 
spectra, every peak was split in a positive and a negative counterpart, the latter resulting in a negative 
correlation coefficient. When based on the raw spectra, a negative correlation coefficient would 
indicate a negative correlation between the respective component and the spectra. This 
interpretation does not hold when inspecting the correlation coefficients of the first derivative 
spectra, as the negative correlation coefficient can be seen as an ‘artefact’ resulting from the 
preprocessing. With this in mind, the correlation coefficients (Figure 2.15 B) can be studied. Generally 
speaking, the correlation coefficients complement the findings made on the pure component and 
raw fermentation spectra analysis (Figure 2.8 A and 2.9). Essential absorption bands in the raw spectra 
are represented in an enhanced way in the preprocessed spectra, resulting in high correlation 
coefficients for the marked regions of major variation: The region from ca. 1000 – 1200 cm-1 (first 
inlet, ‘lower spectral region’) was demonstrated to represent evident absorption bands of glucose, 
glycerol, ethanol and phosphate (Figure 2.8 A). The region from ca. 1350 – 1500 cm-1 (second inlet, 
‘upper spectral region’) showed evident absorption bands caused by the components ammonium 
and acetic acid. However, it was not obvious to the naked eye in the pure spectra that ammonium 
also shows correlation with the lower spectral region and that phosphate and ethanol also show 
correlation with the upper spectral region, as can be seen in Figure 2.15 B. Interestingly, high VIP 
scores (greater than 1), representing high relevance for the model, are only found for the lower 
spectral region, not in the upper spectral region (Figure 2.15 C). As both, high correlation coefficients 
and VIP scores of all components are broadly overlapping in the spectral borders and the lower 
spectral region, no explicit answer can be given to the assumption, that glycerol and acetic acid were 
modeled based on indirect relationships. What can be concluded, yet, is, that all components are 
modeled based on the same spectral regions, again confirming the assumption, that not all 
components are modeled independently from each other.  
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Figure 2.15: A) Averaged raw spectrum and averaged pre-processed spectrum of the calibration set for model 3. B) Heat map of 
correlation coefficients. C) Heat map of VIP scores. The inserts indicate spectral areas with evident absorption bands in the spectrum 
(compare to Figure 2.8 A). 
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Nonetheless, the investigation of the VIP scores proposes that a variable selection might be beneficial 
to the model. In such a case, Figure 2.15 C clearly advocates that the variables in the 965 – 1000 cm 1 
region and the 1150 – 1380 cm-1 region did not contribute to the model, and thus might be excluded 
for the better. However, they might contribute to model stabilization and a variable selection as 
proposed must be performed in order to provide a prove of the hypothesis. 
 
The assumption of indirect prediction based on overlaying spectral features and VIP scores was 
investigated further. As described in [24], two analytes are predicted by the same linear combination 
of the predictor data, if the predictions of these two analytes are correlated, regardless of how they 
correlate in the raw data. For simplicity, let’s think about a components a, that would be glycerol or 
acetic acid in this case, and a components b, that would be glucose, ethanol, ammonium or 
phosphate. If the correlation between predicted a and predicted b is higher than the correlation 
between measured a and predicted b, the prediction of a is based on the same spectral variation as 
b. Hence, the prediction of a is indirectly correlated with variation associated with b. In other words, 
a is not predicted independently but based on indirect correlation with b. Vice versa, if the correlation 
between predicted a and predicted b is the same or very similar to the correlation between measured 
a and predicted b, a and b are predicted independently from each other. Their predictions are then 
based on distinct spectral features which PLS regression transformed into independent latent 
variables, associated with each component. Although particular focus lay on the investigation of the 
prediction of acetic acid and glycerol, all six analytes were investigated with respect to the occurrence 
of indirect covariance structures to one another. The outcome is presented in Figure 2.16 A-F, 
investigating indirect predictions for the six analytes based on glucose (A), glycerol (B), acetic acid 
(C), ethanol (D), ammonium (E) and phosphate (F). The y-axis, exemplarily explained for Figure 2.16 
A, represents the correlation between predicted analyte concentration and measured glucose 
concentration (filled triangle) and, respectively, predicted analyte concentration and predicted 
glucose concentration (open square). The x-axis represents the model performance expressed in the 
correlation coefficient (R2) between measured and predicted analyte. The Figures 2.16 (B) – (F) are to 
be read accordingly. Indirect predictions are indicated by a correlation between two analytes being 
higher for ‘predicted vs predicted’ than for ‘predicted vs measured’. Practically speaking, to spot an 
indirect relation in Figure 2.16, the filled triangle should show a significantly higher value on the y-
axis than the corresponding open square, to which it is connected by a solid line. First of all, the 
prediction of glycerol was investigated. For that component, it was checked if its prediction was 
based on the prediction of one of the other components (Figures 2.16 A, C, D, E, F). It can be 
concluded that the prediction of glycerol is essentially based on a correlation with the prediction of 
ammonium, and to a smaller extent a correlation with phosphate and acetic acid. Comparing these 
result with the pure component spectra (Figure 2.8 A), correlation to acetic acid and phosphate can 
be expected (overlapping absorption bands in the region 1200 – 1300 cm-1). Contrary to that, a 
correlation between glycerol and ammonium, explaining most part of the glycerol prediction (highest 
correlation coefficient on the y-axis compared to phosphate and acetic acid) is not as evident and 
rather surprising. 
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Figure 2.16: Investigation of indirect predictions based on A) Glucose, B) Glycerol, C) Acetic Acid, D) Ethanol, E) Ammonium and F) Phosphate. The y-axis, exemplarily explained for 
Figure 2.16 A), represents the correlation between predicted analyte concentration and measured glucose concentration (filled triangle) and, respectively, predicted analyte 
concentration and predicted glucose concentration (open square). The x-axis represents the model performance expressed by the correlation coefficient (R2) between measured and 
predicted analyte.
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Secondly, the prediction of acetic acid was investigated (Figure 2.16 A, B, D, E and F). It was found 
that acetic acid is equally explained by the prediction of ammonium and phosphate, and to a smaller 
extent by the prediction of glycerol. This is coherent with the pure component spectra, showing 
overlapping spectral features in the region 1250 – 1450 cm-1 (Figure 2.8 A). Furthermore, according 
to Figure 2.16 B and C, glycerol and acetic acid are to the same extent predicted by respectively the 
other component. This explains the covariance found between glycerol and ammonium: Glycerol is 
to a certain extend explained by cross-correlation to acetic acid, which in turn, is explained by 
ammonium and phosphate. Vice versa, it can be observed that the prediction of ammonium relies to 
a small extent on the prediction of glycerol (Figure 2.16 B) and the prediction of phosphate relies to 
a small extent on the prediction of acetic acid (Figure 2.16 C). Thirdly, it can be observed that the 
prediction of glucose and ethanol are independent from the prediction of any other component 
studied. 
 
To conclude the findings based on Figure 2.16, within the current study, glucose and ethanol were 
being predicted independently while the predictions of glycerol and acetic acid was trapped in a 
cage of covariance with ammonium and phosphate. Thus, glycerol and acetic acid were not predicted 
independently but based on indirect correlation with each other as well as with ammonium and 
phosphate. While the cross-correlation of acetic acid, ammonium and phosphate resulted from 
overlapping spectral features (Figure 2.8 A), the covariance of glycerol and phosphate was linked by 
spectral covariance of glycerol to acetic acid. This explains why glycerol was subject to the overall 
poorest prediction within this study. The prediction of ammonium and phosphate, vice versa, were 
found to be somewhat related to the prediction of glycerol and acetic acid but essentially, can be 
considered as independent.  
 
2.3.5 The effect of instrumentation (spectral quality) on the model performance 
Within this study, models presented and discussed until now were built on spectral data acquired 
with the NLIR instrument, representing a prototype of its kind applying novel technology. In order 
to compare the spectral quality achieved with the NLIR instrument and a standard FT-IR instrument, 
model 3 was built and validated on both, data acquired with the NLIR instrument and data acquired 
with the standard FT-IR instrument. Model 3 was validated on data sets 2 and 3, using NLIR and FT-
IR data, respectively. Spectra used were subject to the same preprocessing (first derivative) and the 
same spectral region (900 – 1550 cm-1) was considered for evaluation. In this way, the model 
performance of each component, expressed as the relative RMSEP for both spectral data sets, could 
be interpreted as a measure of quality of the spectral data. The results are presented in Table 2.6.  
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Table 2.6: RMSEP in percent for all components with respect to model 3, evaluated on data set 2 and 3. Model 3 was built and 
evaluated with respect to spectral data acquired with the NLIR and the FT-IR instrument, respectively, as outlined in the table. The 
average value was calculated as the raw average, disregarding glycerol and acetic acid. 
 Glucose Glycerol Acetic Acid Ethanol Ammonium Phosphate 
FT-IR 3.4 % 56.9 % 19.1 % 5.2 % 12.5 % 13.1 % 
Average 8.6 % 
NLIR 10 % 133.9 % 43.1 % 8.7 % 7.4 % 14 % 
Average 10.0 % 
 
As demonstrated in Table 2.6, the model error is overall lower for data acquired with the standard 
FT-IR instrument, except for the component ammonium. This indicates a better sensitivity or, 
respectively, a better quality of the spectral data acquired with the FT-IR instrument (as expected). 
However, disregarding the models built for glycerol and acetic acid as found to be generally 
challenging, the difference can be considered as insignificant. Excluding glycerol and acetic acid from 
the comparison, on average, a model error of 8.6 % and 10 % was achieved with the standard FT-IR 
instrument and the NLIR instrument, respectively. Generally, with both instruments, models yielded 
an error of less than 15 %. It is important to notice that the change in spectral quality is not linear 
over the spectrum. The spectral quality is downgraded in most regions to different extents, as 
indicated by a higher RMSEP of models built on NLIR data. The difference in spectral quality is evident 
in the spectra themselves, as demonstrated in the supplementary material, Figure S2.6. For the 
components glucose, ethanol and phosphate the error changed for worse by 3.5 % on average. Other 
regions benefitted from the change in quality, as observed for the modeling of ammonium. In case 
of ammonium, the RMSEP value improved by 5 % when built on NLIR-data. 
 
It can be concluded that the spectral quality is overall better with the FT-IR instrument directly 
influencing the model, as reflected in an overall lower model error (disregarding glycerol and acetic 
acid). However, the spectra acquired with the NLIR instrument are totally suitable for quantitative 
analysis, especially in large scale. Considering the immense price reduction and improved mechanical 
robustness compared to the standard FT-IR instrument, the NLIR instrument is especially attractive 
for industrial applications. . Note that, the instrument in use was a prototype and a final commercial 
version will provide an improved spectral quality due to standardization (and optimization) in the 
optical core.  
 
2.3.6 On-line MIR-spectroscopy  
Ultimately aiming at on-line monitoring of the components under study, the NLIR instrument was 
equipped with an ATR crystal designed as a flow-through cell to facilitate on-line measurements. A 
photo of the set-up is presented in the supplementary material, Figure S2.5. The fermentation broth 
was recirculated via the flow-through cell, facilitating automated on-line measurements every 10 
minutes over 24 h. Additionally, every 6th sample was complemented with HPLC measurement of 
the components glucose, ethanol, glycerol and acetic acid. As phosphate and ammonium are not 
particularly relevant to the fermentation process, their determination was neglected in the on-line 
approach. 11 manual samples were taken, 10 samples over the first 10 h of the fermentation and a 
last one after 24 h. The spectral evolution of the flow-through data set is shown in Figure 2.17 A, 
complemented by a PCA score plot in Figure 2.17 B. The PCA was performed in order to compare 
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the data sets 1 - 6, measured by means of the off-line ATR, and the data acquired via the flow-
through ATR. 
 
 
Figure 2.17: A) Spectral evolution of the flow-through data. B) PCA on data sets 1-6 (off-line ATR crystal) and the flow-through ATR 
crystal. 
Figure 2.17 A reveals that the spectral trend of the flow through data is coherent with the spectral 
trend found in the offline samples (Figure 2.8 A). It furthermore seems that the previous assumption, 
that the spectral trend is reversed upon a certain point of the fermentation, is confirmed by this set-
up, enabling continuous spectra collected between 10 and 24 h. Comparing Figure 2.17 A and 
Figure 2.9 (left-hand side), two main deviations between the off-line ATR data and the flow-through 
ATR data become obvious. Firstly, the baseline of the spectra is just the opposite shape, in principle 
shaping a ‘valley’ (off-line ATR data) and a ‘hill’ (flow-through ATR data). This difference resulting 
from the shape of the baseline separates the flow-through ATR data clearly from the off-line ATR-
data along the first principal component, as shown in Figure 2.17 B, explaining more than 83 % of 
the spectral variation. This difference might be caused by the different characteristics of the ATR 
crystals used, as summarized in Table 2.7, and /or the application of flow during the on-line 
measurement. 
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Table 2.7: Comparison of the flow-through ATR and the off-line ATR 
Point of comparison Off-line ATR Flow-through ATR 
Material ZnSe crystal, 45°C 
Surface shape 
  
 
Surface Area ~ 29 cm2 ~ 14 cm2 
Bounces 12 10 
 
Although composed of the same material, the two ATR crystals differ in shape, surface area and the 
number of bounces of the IR-light. Thus, the spectral quality is quite different between the off-line 
data sets 1-6 and the flow-through data set.  
 
Secondly, a peak at around 1240 cm-1 clearly occurs in the flow-through data set (Figure 2.17 A), as 
it does in the spectra collected off-line on cell-containing samples in Figure 2.9 (right-hand side). A 
peak at this wavenumber can only be adumbrated in the off-line data of cell-free samples (Figure 2.9, 
left-hand side). Note that, the fermentation broth was circulated and thus contained cells. The peak 
at around 1240 cm - 1 is assumed to be the spectral fingerprint of the growing yeast cells [46] and 
peptides from the medium (amide III absorption) [44].  
 
The differences between the spectral off-line and on-line data made the successful application of a 
model built on off-line data unlikely. In order to confirm this assumption, model 3 was applied to the 
flow-through spectra that were complemented with HPLC analysis (Figure S2.4 in the supplementary 
material). With respect to the fermentation course, the flow-through data integrated nicely in the 
calibration range spanned by model 3, so that deficient predictions could not be linked to an 
unbalance regarding the calibration and validation space. The fermentation profiles of glucose, 
glycerol, acetic acid and ethanol, for data set 1 and 6, collected with the off-line ATR (calibration) and 
the flow-through data (validation) can be found in the supplementary material, Figure S2.3. As 
expected, and presented in Figure S2.4 in the supplementary material, model 3 applied to the flow-
through data seemed to be ‘blind’. The RMSEP for the components glucose, glycerol, acetic acid and 
ethanol lay between 61 % (glucose) and 73 % (acetic acid) and the actual component profile was not 
captured. The predictions oscillated around a concentration of zero, for all four components.  
 
However, in order to investigate the potential of the on-line set-up, a new model was built (in the 
following called ‘the flow-through model’) on the spectra that were supplemented with HPLC data. 
It was subsequently applied to the spectra collected in between the reference points. The flow-
through model and its performance together with parameters relevant to the calibration (number of 
latent variables, RMSE, bias and R2 for calibration (Cal) and cross-validation (CV)) are shown in 
Figure 2.18 -2.19. Additionally, parameters relevant to calibration are summarized in Table 2.8. The 
flow-through model was built on data subject to the first derivative as preprocessing technique.  
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Figure 2.18: Flow-through PLS calibration model and model performance for glucose (left) and ethanol (right). For both components 
from top to bottom: 
PLS calibration model; Additional model parameters relevant to the calibration set as outlined in the box: number of latent variables 
(LV), relative RMSE, bias and R2of calibration (Cal) and cross validation (CV)  
VIP index and indication of positive (red) or negative (blue) regression coefficient as a function of wavenumber;  
Visual impression of model performance: prediction (red diamonds) vs. HPLC data (black dots) in mM as a function of fermentation 
time in h. Note that, samples were collected hourly over the first 10 h, and a last sample was collected after 24 h. 
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Figure 2.19: Flow-through PLS calibration model and model performance for glycerol (left) and acetic acid (right). For both 
components from top to bottom: 
PLS calibration model; Additional model parameters relevant to the calibration set as outlined in the box: number of latent variables 
(LV), relative RMSE, bias and R2of calibration (Cal) and cross validation (CV)  
VIP index and indication of positive (red) or negative (blue) regression coefficient as a function of wavenumber;  
Visual impression of model performance: prediction (red diamonds) vs. HPLC data (black dots) in mM as a function of fermentation 
time in h. Note that, samples were collected hourly over the first 10 h, and a last sample was collected after 24 h. 
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Table 2.8: Summary of the flow-through-model calibration parameters presented as part of the Figures 2.12-2.14. 
Parameter Glucose Glycerol Acetic Acid Ethanol 
Calibration 
12 spectra collected on-line complemented with HPLC data 
Nr. of LV 
3 5 4 2 
R2(Cal / CV) 
0.99 / 0.95 0.98 / 0.63 0.94 / 0.57 0.51 / 0.84 
RMSE [%] 
(Cal / CV)  
4 / 9.7 4.4/ 19.3 8 / 23.3 26 / 15.6 
Bias [%] 
(Calibration) 
0 / -1.5 0 / -5.5 0 / -7.3 -1.3 / 4 
 
As summarized in Table 2.8 and presented in Figure 2.18 and 2.19, the calibration of the flow-through 
model resulted in R2 values of 0.94, 0.98 and 0.99, respectively, for acetic acid, glycerol and glucose. 
These values are in line with a small bias (max. 7.3 % for acetic acid) and a small RMSE (max. 8 % for 
acetic acid). Note that, the components glycerol and acetic acid were predicted accurately in this 
data set, as process correlations were not decoupled. A model like this relying on process correlations 
may still be relevant and useful in case a stable and reproducible process is in place. The worst 
calibration was obtained for ethanol yielding an R2 of 0.51, complemented with a RMSE(Cal) of 26 %, 
however, a small bias of 4 %. Cross-validation yielded certainly lower R2 values than the calibration, 
in particular for glycerol and acetic acid. In both cases, the R 2(CV) is around 0.6 resulting in a RMSECV 
of around 20 %. The models for glucose and ethanol yielded better values for cross-validation (R2 
(CV)), 0.95 and 0.84, respectively, reflecting a RMSECV of 10 % and 15 %. All models were built on a 
significantly lower number of latent variables compared to the models built on the off-line ATR data 
(compare to Table 2.5), maximal 5 for glycerol, and then 4, 3, and 2 for modelling acetic acid, glucose 
and ethanol. Models 1-8 built on the off-line ATR data were built upon 3 – 10 latent variables 
(exemplary demonstrated in Table 2.5). This is in agreement with the prior investigations of the flow-
through data performed by PCA analysis (Figure 2.17 B) and reveals once again that the spectral 
quality significantly differs between the two ATR elements used. The number of latent variables 
generally suggests a greater model robustness for the flow-through data, compared to the off-line 
data. 
 
As advocated by the calibration parameters, the predictions perform really well, in particular for the 
components glucose, glycerol and acetic acid, while the prediction of ethanol seems a bit more 
challenged (Figure 2.18 and 2.19). In case of the three former analytes, the numbert of spectra 
collected (every 10 min over 24 h) yielded a continuous trace resulting in a reliable component profile 
which is in very good agreement with the reference data points. Besides, the spiking of glucose after 
9 h, simultaneously diluting the fermentation broth, is captured accurately by the three models. It 
causes in a prediction peak and a drop, respectively, in the glucose and glycerol / acetic acid profiles. 
It is amazing how the fermentation profile between 10 and 24 h could be recovered, without a single 
reference measurement in between. The resulting curve looks reasonable and is in agreement with 
the expected metabolism. The results are very promising regarding future predictions. 
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It must be emphasized that the flow-through ATR as such and connected to the NLIR instrument 
was used for the very first time within this work. The approach demonstrated that the flow-through 
ATR connected to the fermenter enabled fast and efficient spectral sampling and the first 
modelling attempt (Figure 2.18 and 2.19) was very promising. However, a tailored calibration model 
must be built on this particular set-up. Synthetic samples must be included in order to decouple 
the correlations between the process parameters, aiming at robust models. However, in case a 
strong (reproducible) process is in place, the natural process correlations strongly improved the 
modelling of glycerol and acetic acid, and decoupling the process dynamics is not necessary here. 
In fact, such a model would be more accurate, however less robust. Hence, more attention and care 
must be dedicated to model maintenance. However, the possibility of on-line spectra acquisition 
quite simplifies this task, as may be three off-line samples providing reference analysis might be 
enough to recalibrate the model, or check, if the model still works. Further investigations regarding 
model maintenance and related practical issues such as the influence of the flow rate itself, the 
direction of flow, the creation of a biofilm on top of the ATR surface over time and a proper 
cleaning procedure are to be considered. 
 
2.3.6.1 Influence of the flow-rate on on-line spectra collection 
The influence of the flow rate on the spectrum was studied in a first attempt with water. A flow of 0.5 
ml/min to 10 ml/min was investigated, changing the flow rate in steps of 1 ml/min, starting from a 
low flow rate of 0.5 ml/min, then 1ml/min, 2 ml/min and so forth. The flow direction was in-line with 
the beam of the IR light source. Every flowrate was studied over 3 min, collecting a spectrum every 
20 seconds. After the change of the flow rate, 1 minute waiting time was taken into account before 
starting the spectra collection. The results are presented in Figure 2.20. 
 
 
Figure 2.20: Influence of flow rate on the MIR spectra acquired with water. A flow rate range of 0.5 to 10 ml/min was investigated in 
steps of 1 ml/min starting with 0.5 ml /min, then 1ml/min, 2 ml/min and so forth as indicated by the color gradient in the figure. 
Every flowrate was studied over 3 min, collecting a spectrum every 20 seconds. After the change of the flow rate, 1 minute waiting 
time was taken into account before starting the collection of spectra. 
83 
 
It was found that the spectral baseline was quite dependent on the flow rate, in particular in the 
range of 900 – 1100 cm-1 (referred to as ‘lower region’). The region above 1100 cm-1 was affected to 
a lower extent, yet the effect was visible. Furthermore, the flow rate seems to influence the 
reproducibility, again especially in the lower region. While 1 ml/min resulted in broad spectral 
deviation in the lower region, a flow rate of 10 ml/min resulted in entirely and over the full spectral 
range overlapping spectra. A flow rate of 5 ml/min, as applied during the continuous on-line set-up, 
clearly resulted in spectral deviation between the different measurements of the same flow rate, 
especially in the lower spectral region. It is important to notice that ethanol as a pure component 
yields absorption bands in especially that region, and exhibits the overall lowest molecular 
absorption across the components causing absorption bands within this lower region (glucose, 
glycerol, ethanol and phosphate, Figure 2.7 and 2.8). It explains why the calibration of ethanol 
resulted in the overall lowest R2 value: Under this flow rate, the reproducibility is poor especially in 
the lower region containing the spectral fingerprint of ethanol and the model is furthermore 
challenged by low molecular absorption of this component. A final observation is important to 
mention. The baseline generally is quite noisy and the peak at 1240 cm-1 previously discussed to be 
caused by cells, is clearly visible in all the water spectra collected. It must be concluded that the 
previous assumption must be handled with caution. Yet, it is not entirely proven wrong as the 
influence of the flow rate was tested right after the fermentation and although the cell was 
thoroughly flushed with water and 70 % ethanol, it is not clear if traces of the fermentation remained 
on the ATR surface. This also points out that a proper cleaning procedure must be developed 
including a standard spectrum of a ‘clean ATR’. 
 
2.3.6.2 Pure component spectra acquired on-line 
In order to evaluate the RMSEP obtained for the models built upon spectral data acquired under 
flow-conditions (summarized in Table 2.8), the pure component spectra of the different analytes were 
collected under flow-conditions as well, at a concentration of 0.1M and 1 M. The individual and 
overlaid results are presented in Figure 2.21 A and 2.21 B, respectively.  
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Figure 21: IR spectra of pure components in Milli Q water, collected with the NLIR instrument equipped with the flow-through ATR. 
The flow rate was 0.5 ml/ min. A) Each spectrum shows the absorbance as a function of wave number (wn) in cm-1 of 2 different 
analyte concentration as indicated in the legends (0.1 and 1 M). B) Pure component spectra of the 1 M solution in an overlaid fashion.  
The absorption bands identified in the NLIR spectra acquired via the flow-through ATR are 
summarized in Table 2.9 and compared to the absorption bands identified in the FT-IR spectra of the 
pure components. 
 
Table 2.9: Absorption peaks identified in cm-1; FT-IR vs. Flow-Through NLIR; The peak assignment refers to Figure 2.7 (FT-IR) and 
Figure 2.21 (NLIR, flow-through ATR). 
 
Both studies are overall coherent but small differences are present, in particular for the components 
glycerol and acetic acid. An extra peak and a clear shift in peak is observed, respectively. It is obvious 
that the spectra acquired under flow with the NLIR instrument (Figure 2.21) are more noisy and less 
sensitive than the FT-IR spectra (Figure 2.7 and 2.8 A), and off-line ATR spectra (Figure 2.9). It is 
striking that a concentration of 1 M yielded an absorption not higher than 0.3 with the NLIR 
instrument equipped with the flow-through ATR, whereas a concentration of 0.2 M yielded an 
absorption of about 0.7 with the FT-IR instrument. Especially ethanol yielded marginal absorbance 
in the flow-through set-up. The low sensitivity of the flow-through ATR is also revealed when 
comparing Figure 2.9 (spectral evolution of off-line fermentations samples) and Figure 2.17 A 
(spectral evolution of flow-through fermentation samples). The off-line set-up resulted in an average 
absorption of 0.55, while the flow-through set-up resulted in an absorption of on average 0.2. 
However, these differences must be attributed to the different ATR elements used.  
Glucose Glycerol Acetic Acid Ethanol Ammonium Phosphate 
1034 / 1035 
1080 / 1076 
1105 / 1112 
1151 / 1154 
- / 994 
1041 / 1043 
1111 / 1112 
- / 1123 
1277 / - 
1414 / 1409 
1045 / 1043 
1078 / 1087 
1456 / 1442 
1076 / 1000 
1157 / 1170 
85 
 
It can be concluded that the flow-through set-up was considerably less sensitive compared to the 
FT-IR and off-line-ATR-NLIR set-up. The somewhat worse model obtained for ethanol under flow-
conditions can be explained by the very low IR-activity of this component, explaining why the ethanol 
signal was somehow suppressed in the flow-through set-up. The low(er) signal-to-noise ratio in the 
relevant region in the flow-through set-up was found to challenge the modeling of this component. 
 
2.3.6.3 Workflow for PLS-model development under flow-conditions  
It was demonstrated that models based on continuous spectra collection have a great potential to 
be transferred into an on-line concentration profile of the respective component. With the 
knowledge gained until now and the necessity for a calibration model applicable to this set-up, a 
calibration procedure for the application under flow is suggested as explained below. For this, the 
flow-through set-up and fermentation process under study ‘as is’, are considered. A similar workflow 
is presented in [16], while this one complements the cited work with respect to the identification of 
indirect relationships, and the consideration of flow-conditions. 
 
1) Choice of the flowrate 
A flow rate of 10 ml/min seems to be suitable regarding spectral reproducibility and appears to be 
applicable for operation. However, this should be investigated and proven with the actual 
fermentation matrix (YP medium). The calibration and operational measurements are to be 
performed under the same flow rate. The transfer of a model obtained at a specific flow-rate to 
another flow rate must be investigated. It might be considered that an off-line ATR equal to the ATR 
used in the on-line set-up might be beneficial. In such a case, the effect of flow can be studied as a 
matter of direct comparison. Eventually, spectra collected off- and on-line could be combined into a 
‘master’ calibration set. In such a way, process and synthetic samples could be acquired in a time 
effective and practical way. However, this must be investigated with a respective off-line and on-line 
ATR. 
 
2) Acquisition of the pure component spectra for the chosen flow rate 
Ideally, an off-line ATR equal to the flow-through ATR is available. Thus, pure component spectra 
might also be acquired off-line as discussed in 1). The pure component spectra should be acquired 
at least at two, better three different concentrations, e.g. 20mM, 100 mM and 200 mM, in water and 
the fermentation matrix. If the actual concentration range of the relevant process parameters is 
known, pure component spectra could be acquired at the minimum and maximum level present 
during operation. However, with regards to a consistent library of pure component spectra, a general 
min. and max. concentration should be acquired as well. By means of the pure component spectra, 
knowledge about the IR activity and absorption bands of the pure components is gained. 
Furthermore, challenges arising from instrumentation, overlapping spectral features and the effect 
of the fermentation matrix can also be evaluated. Reagents as acid and base for pH control should 
also be taken into account when studying the pure components. This knowledge will be valuable 
when evaluating the models built. Finally, a library of pure component spectra can be implemented, 
and relevant concentration levels can later on be included ‘right away’ into the calibration data. 
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3) Model calibration 
The quality and design of the calibration samples is of crucial importance in order to build a strong 
calibration model. Especially in biotech based research, multivariate calibration is a topic poorly 
addressed in literature and general guidelines are missing. Important key points regarding the topic 
of multivariate calibration are outlined in detail by Andrey Bogomolov [47]. Thus, his publication is 
to be mentioned here. It suggests and provides a Matlab script for a so called diagonal design, not 
limited by the number of components to be calibrated and considers all the important aspects 
connected to this subject. The suggested design might be interesting to consider for future 
calibration designs. 
 
3.1) Collection of fermentation samples 
In order to obtain a robust calibration model, relevant process conditions and eventual disturbances 
should be considered and included in the calibration data. Ideally, each fermentation is run as a 
duplicate providing the possibility for a representative external validation set. It is important to 
consider that the calibration model built will only account accurately for variation included in the 
calibration data. A number of samples relevant to the process dynamics are to be chosen. Within this 
work, 15 samples generally assembled the profiles of the batch phase well and moreover accounted 
for the overall concentration change of each component during the process. Spectra and reference 
analysis of the fermentation samples should be performed in duplicates. The quality of the reference 
analysis directly affects the calibration model and should be consistent, reproducible and accurate. 
Note that, the accuracy of the calibration model can never be better than the accuracy of the 
reference analysis, the smallest concentration change calibrated and the signal to noise ratio (SNR) 
of the spectroscopic system in use. Calibration can be evaluated based on R2, bias and RMSE of 
calibration and cross-validation. The performance of cross-validation might be overoptimistic with 
respects to future samples but can be used as an indication of challenged predictions (see chapter 
2.3.4.3 Detailed presentation of Model 3a and Table 2.5).  
 
3.2) Spiking of fermentation samples 
Spiking of fermentation samples can be used in order to decouple the correlations between the 
different analytes. Besides, spiked samples are a good measure of model robustness, in other words, 
if spectral variation is directly connected to the analyte of interest. If the model does not accurately 
respond to the spiking, it is likely built on indirect relationships. Also here, it is important that the 
spiking of process –relevant parameter concentrations is done within the relevant process frame. 
Spiked samples exceeding the calibration space cannot be expected to be extrapolated accurately 
by the model and might lead to misleading conclusions about the model performance. 
 
3.3) Decoupling the process correlations 
Generally, the substrates and products involved in a fermentation process are inherently trapped in 
a biological cave of covariance. Hence, it is important to understand and to decouple underlying 
correlations in order to yield a targeted PLS calibration model. Note that, in case of models built 
upon indirect relationships, decoupling of correlations decreases the model performance. However, 
the correlations between the different components might be studied and decoupled as outlined 
within this thesis, section 2.2.1.2 Design of synthetic samples. It will be beneficial to equally space the 
concentration values within the minimum and maximum value considered. The minimum 
concentration step within the synthetic samples is considered to determine the sensitivity of the 
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calibration model. The number of synthetic samples should equal or extend the number of 
fermentation samples needed to span a reasonable component profile. A higher number might be 
beneficial. Besides, it was demonstrated that components produced by the microorganism but not 
measured during the fermentation process, (within this study e.g. lactic acid) might be included in 
the synthetic samples. They account for valuable and relevant process variability and their addition 
into the calibration set was shown to improve the PLS model in [36]. It is interesting to mention that 
relevant but unmeasured metabolites might be identified and tracked by means of a residual plot as 
demonstrated in [38]. 
 
3.4) Data exploration by PCA analysis 
A PCA of the spectral fermentation data can give valuable information about the batch to batch 
variability as well as the chemical rank of the fermentation spectra. The latter is a good indicator of 
how many components can be modeled based on independent latent variables.  
 
4) Model validation 
In order to get a realistic idea of the model performance, validation should always be performed on 
an external validation set, that is to say samples that are not part of the calibration set. It might be 
beneficial to include batches next to the duplicates referring to the calibration data, and evaluate the 
model performance overall and per data set. Model performance can be estimated by the relative 
root-mean-square-error (RMSEP) and bias of the predicted data. It must be emphasized that the 
RMSEP should not be used as the only reference when evaluating PLS model performance. 
Predictions based on indirect relationships are not directly captured by the PLS model and must be 
investigated separately. 
 
4.1) Identification of indirect relationships 
If a strong calibration procedure is in place, the calibration space is properly spanned for each 
component and the process correlations are decoupled by synthetic and/ or pure component 
samples. Then, the overlapping spectral features must be taken into account. This information is not 
captured by the PLS model and must be evaluated separately. As a conclusion resulting from this 
work, overlapping spectral features do compromise in particular the prediction of minor components 
with low molecular absorption. They are masked by the strong absorption of major components 
within the same spectral region. However, if components with low molecular absorption are present 
in reasonable amounts even in regions of overlapping absorption bands, they could be modelled 
successfully.  
Cross-correlations are indicated by high R2 values and high VIP scores related to the same spectral 
region, as presented in Figure 2.15. However, this basically complements the initial study of the pure 
component spectra and the interpretation of these parameters might not lead to a clear result. 
Indirect relations can be quali- and quantitatively identified by means of the correlation with a certain 
prediction as performed in this work (Figure 2.16), as well as by the selectivity ratio [48] and explained 
variance [24], [23] for each component, described elsewhere. 
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2.4 Conclusions and Future Perspective 
As demonstrated in this work, IR-spectroscopy combined with PLS-modelling is a highly powerful 
tool for rapid multi-component quantification in the complex fermentation matrix. However, the 
calibration process is complex and intense and might only pay off on the long-term view, when 
providing consistent process conditions. This applies to industrial production where bioprocesses 
must be operated under optimized and defined conditions. In this environment, IR-spectroscopy 
combined with PLS modelling is expected to be a strong tool, ensuring consistent processing and 
quality of biotechnological products. The novel technology employed within this study, called NLIR, 
scored with increased instrumental robustness and flexibility compared to a standard FT-IR lab 
instrument. The spectral analysis in the NLIR instrument is tailored towards a narrow region of so-
called fingerprints, occurring between 800 cm-1 – 1800 cm-1. The particular application range is 
designed for the region 900 cm-1 – 1550 cm-1, avoiding the strong water absorption at 1630 cm-1. 
Yet, the applied region is rich in spectral information related to the functional groups comprising 
most bio-molecules. The spectral downgrading was not found to be significant compared with the 
standard FT-IR instrument employed. In both cases, models for glucose, ethanol, ammonium and 
phosphate yielded a RMSEP of 8.6 % and 10 % on average (external validation), the latter accounting 
for the NLIR instrument. With its practical features involving an immense price reduction compared 
to the standard FT-IR instrument, the NLIR instrument is especially attractive for the application in 
large scale production. Models built on off-line data yielded errors of less than 15 %, the relative 
RMSEP values for glucose, ethanol, ammonium and phosphate gave 3.8 %, 13.2 %, 9.5 % and 7.9 %, 
in the best case (Table 2.4). Within this work, glucose, ethanol, and to a lesser extent ammonium and 
phosphate were modeled based on distinct spectral features. The calibration of glycerol and acetic 
acid was challenged by low concentration levels within the process, relatively low IR activity 
compared to the other components, and cross-correlation of spectral absorption bands. Thus, PLS-
calibration models for glycerol and acetic acid were shown to rely on indirect prediction, trapped in 
a cave of covariance with ammonium and phosphate, or respectively, regions linked to the spectral 
absorbance of ammonium and phosphate (Figure 2.16). Consequently, RMSEP values for both 
models yielded 30 % - 200 %, depending on how well calibration and validation space were matching. 
However, both components can potentially be modelled reliably in another process set-up. Generally, 
it was discussed that the calibration procedure could be optimized by a calibration design including 
equal spacing of the synthetic samples, an improved calibration range better representing the 
process variation, and eventually, by performing a variable selection. This study pointed out the 
importance of multivariate calibration design and the evaluation of obtained PLS-models beyond 
the common calibration and validation parameters as R2, bias and RMSE. 
 
Shown to have the potential to overcome the lack of monitoring strategies in the fermentation area, 
the application of IR-spectroscopy and PLS-modelling is challenged by a reasonable amount of 
expertise needed in different fields accompanied with a lack of general guidelines, methodologies 
and software. By now, novel technology has addressed issues related to instrumentation. The 
instrument in use could be modified as a flow-through unit, enabling the frequent, automated 
collection of spectra, and a first modelling approach of this data was very promising. However, a new 
calibration procedure must be taken into account, since the ATR-element used in the on-line setup 
differs from the ATR used for off-line model development. Besides, the application of flow during 
the acquisition of spectra was found to alter the spectral baseline. 
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The development of a strong and robust PLS-model is data intense and hence, time and labor 
expensive. Besides, models obtained for one process might not be transferred to another process 
due to a different process environment. In other words, modelling the same component in different 
processes might indeed yield fairly different results. Nevertheless, investing time and money in the 
beginning will pay off on the long -term. The ongoing development of novel technology offers the 
flexibility needed to comply with so far neglected needs. In order to be outstanding, the novel 
instrumentation can and should be complemented with a proper software including all the tools 
needed to turn the measurement method into an applicable soft sensor. A library of pure component 
spectra in water and relevant media can be started, so that the study of absorption bands and 
overlapping spectral features becomes faster and faster in different set-ups. Furthermore, the 
software can either contain chemometric and calibration design tools or should be able to 
communicate with common programming languages (as Matlab, Python and R), as well as common 
data storage files (excel, text). When containing the respective tools, data could be directly plotted 
and investigated. Studying and decoupling the process dynamics aiming at the design of synthetic 
samples according to multivariate calibration standards, and PLS modelling would be facilitated ‘at 
the same place’. For instance, the software could comprise 3 modules: one for online spectra 
collection, one for general and chemometric off-line analysis and one for on-line spectra collection 
and model application. An interdisciplinary interface that facilitates a platform complementing the 
different areas, spectral investigation, displaying and decoupling of process correlations, multivariate 
calibration design and PLS (chemometric)-modeling, might be the key to successful industrial 
application.  
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2.5 Supplementary Material 
2.5.1 Tables 
 
Table S2.1: Composition of synthetic samples in mM. 
sample 
Glucose 
[mM] 
Glycerol 
[mM] 
Acetic acid 
[mM] 
Ethanol 
[mM] 
Ammonium 
[mM] 
Phosphate 
[mM] 
1 180 35 5 30 70 45 
2 0 5 5 10 95 30 
3 65 30 15 65 55 80 
4 90 30 25 20 30 70 
5 50 45 10 140 50 5 
6 15 20 15 95 80 100 
7 105 10 20 130 15 50 
8 40 0 40 75 35 35 
9 130 20 35 120 85 15 
10 155 45 0 85 100 85 
11 140 40 35 0 5 20 
12 165 50 30 150 0 0 
13 115 5 30 105 65 55 
14 75 15 10 45 20 95 
15 25 25 25 55 45 65 
 
Table S2.2: Spiking scheme for the preparation of the synthetic samples based on a 2 M stock solution at pH 6 for each component. 
The given volumes were added to a matrix of YP medium at pH 6 to achieve a total sample volume of 15 ml. 
sample 
Glucose 
 [ml] 
Glycerol  
[ml] 
Acetic acid 
 [ml] 
Ethanol  
[ml] 
Ammonium  
[ml] 
Phosphate 
 [ml] 
1 1.350 0.263 0.038 0.225 0.525 0.338 
2 0 0.038 0.038 0.075 0.713 0.225 
3 0.488 0.225 0.113 0.488 0.413 0.600 
4 0.675 0.225 0.188 0.150 0.225 0.525 
5 0.375 0.338 0.075 1.050 0.375 0.038 
6 0.113 0.150 0.113 0.713 0.600 0.750 
7 0.788 0.075 0.150 0.975 0.113 0.375 
8 0.300 0 0.300 0.563 0.263 0.263 
9 0.975 0.150 0.263 0.900 0.638 0.113 
10 1.163 0.338 0 0.638 0.750 0.638 
11 1.050 0.300 0.263 0.000 0.038 0.150 
12 1.238 0.375 0.225 1.125 0 0 
13 0.863 0.038 0.225 0.788 0.488 0.413 
14 0.563 0.113 0.075 0.338 0.150 0.713 
15 0.188 0.188 0.188 0.413 0.338 0.488 
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Table S2.3: Spiking scheme in ml for the preparation of the spiked samples (data set 5, Table 2.1, main text). Spiking was performed 
with a 2 M stock solutions at pH 6 for each component. The given volumes were added to each fermentation sample to achieve a 
final sample volume of 10 ml. The number of each sample was tied to the hour of sampling. 
sample 
Glucose 
[ml] 
Glycerol 
[ml] 
Acetic acid  
[ml] 
Ethanol 
 [ml] 
Ammonium 
 [ml] 
Phosphate 
 [ml] 
0 0.000 0.025 0.175 0.725 0.025 0.175 
1 0.000 0.000 0.050 0.000 0.325 0.325 
2 0.000 0.075 0.050 0.475 0.150 0.150 
3 0.000 0.000 0.000 0.550 0.100 0.025 
4 0.450 0.000 0.025 0.000 0.075 0.475 
5 0.000 0.075 0.125 0.225 0.175 0.450 
6 0.525 0.075 0.050 0.000 0.500 0.225 
7 0.650 0.050 0.000 0.050 0.275 0.300 
8 0.600 0.000 0.025 0.000 0.400 0.375 
9 0.150 0.000 0.075 0.000 0.250 0.025 
10 0.325 0.050 0.000 0.000 0.475 0.100 
11 0.475 0.100 0.000 0.000 0.000 0.000 
12 0.700 0.000 0.125 0.375 0.425 0.125 
13 0.425 0.075 0.125 0.725 0.200 0.275 
14 0.225 0.125 0.075 0.325 0.350 0.425 
 
Table S2.4: Synthetic samples designed based on the minimum and maximum value found (marked in grey) for each component 
across the fermentations performed. In this design. equal spacing between the 15 samples was considered. 
sample 
Glucose  
[mM] 
Glycerol 
[mM] 
Acetic acid 
[mM] 
Ethanol  
[mM] 
Ammonium 
[mM] 
Phosphate  
[mM] 
1 0.00 0.00 0.00 0.00 0.00 0.00 
2 12.86 3.57 2.86 10.71 7.14 7.14 
3 25.71 7.14 5.71 21.43 14.29 14.29 
4 38.57 10.71 8.57 32.14 21.43 21.43 
5 51.43 14.29 11.43 42.86 28.57 28.57 
6 64.29 17.86 14.29 53.57 35.71 35.71 
7 77.14 21.43 17.14 64.29 42.86 42.86 
8 90.00 25.00 20.00 75.00 50.00 50.00 
9 102.86 28.57 22.86 85.71 57.14 57.14 
10 115.71 32.14 25.71 96.43 64.29 64.29 
11 128.57 35.71 28.57 107.14 71.43 71.43 
12 141.43 39.29 31.43 117.86 78.57 78.57 
13 154.29 42.86 34.29 128.57 85.71 85.71 
14 167.14 46.43 37.14 139.29 92.86 92.86 
15 180.00 50.00 40.00 150.00 100.00 100.00 
steps 
between 
samples 
12.86 3.57 2.86 10.71 7.14 7.14 
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Table S2.5: Permutated column values based on Table S2.4. The result of the design is presented in Figure S2.2. 
sample 
Glucose 
[mM] 
Glycerol 
[mM] 
Acetic acid 
[mM] 
Ethanol 
[mM] 
Ammonium 
[mM] 
Phosphate 
[mM] 
1 64.29 17.86 28.57 128.57 35.71 85.71 
2 154.29 42.86 31.43 21.43 28.57 100.00 
3 12.86 10.71 14.29 75.00 71.43 35.71 
4 167.14 25.00 20.00 150.00 64.29 64.29 
5 38.57 21.43 37.14 107.14 57.14 42.86 
6 115.71 28.57 2.86 139.29 7.14 0.00 
7 77.14 14.29 11.43 42.86 0.00 21.43 
8 128.57 35.71 0.00 53.57 42.86 57.14 
9 51.43 7.14 8.57 85.71 21.43 28.57 
10 90.00 46.43 22.86 10.71 92.86 7.14 
11 141.43 3.57 25.71 117.86 100.00 92.86 
12 0.00 50.00 34.29 64.29 14.29 71.43 
13 25.71 39.29 17.14 96.43 78.57 78.57 
14 180.00 0.00 5.71 32.14 85.71 14.29 
15 102.86 32.14 40.00 0.00 50.00 50.00 
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Table S2.6: Reference values of data set 4 and 5 (defined in the main text in Table 2.1). The reference data for cell-fee and cell-
containing samples are the same. Values marked in red are concentration outliers with respect to model 3a (Main text. Table 2.3) 
Data set 
4 Glucose Glycerol Acetic acid Ethanol Ammonium Phosphate 
time [h] [mM] [mM] [mM] [mM] [mM] [mM] 
0 130.17 3.27 0.00 0.00 0.7 14.3 
1 129.74 3.31 0.00 0.00 0.6 14.6 
2 128.90 3.36 0.00 0.00 0.7 14.2 
3 127.61 3.45 0.00 4.50 0.6 15.1 
4 126.02 3.59 0.00 7.47 0.7 13.5 
5 122.38 3.82 7.91 16.28 0.6 11.8 
6 116.66 4.25 8.32 25.42 0.6 12.8 
7 108.12 4.74 8.62 39.22 0.6 12.2 
8 94.72 5.55 9.34 61.64 0.6 12.1 
9 73.75 6.75 10.53 95.46 0.6 12.2 
10 42.59 8.42 12.68 146.74 0.6 11.1 
11 4.48 10.41 15.53 211.40 0.6 8.2 
12 0.00 10.69 18.67 208.84 0.5 8.3 
13 0.73 11.26 20.56 200.92 0.6 7.7 
14 0.00 11.30 20.87 193.24 6.2 6.4 
26 0.00 10.96 12.26 129.58 13.8 5.1 
Data set 
5 Glucose Glycerol Acetic acid Ethanol Ammonium Phosphate 
time [h] [mM] [mM] [mM] [mM] [mM] [mM] 
0 115.26 8.01 42.98 154.44 0.8 52.0 
1 119.04 3.05 16.97 94.87 50.1 53.8 
2 119.46 3.13 17.44 0.00 78.4 69.9 
3 119.25 3.25 6.89 116.60 33.5 13.4 
4 204.98 3.22 11.96 8.54 27.9 120.9 
5 108.57 18.33 40.11 60.22 49.2 121.4 
6 208.83 19.02 17.29 21.56 119.7 81.0 
7 226.12 14.15 7.00 44.24 68.7 99.3 
8 202.24 4.76 13.09 52.80 90.4 116.3 
9 99.74 6.32 9.81 105.43 64.3 24.2 
10 104.94 17.84 11.24 132.68 107.3 36.5 
11 100.29 30.46 14.35 198.76 11.9 2.2 
12 143.97 8.70 40.84 251.33 96.7 42.5 
13 86.41 24.50 41.94 0.00 50.1 89.6 
14 46.96 35.77 32.47 0.00 77.3 87.8 
26 96.36 30.76 11.37 0.00 0.8 4.3 
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2.5.2 Figures 
 
 
Figure S2.1: Acid and base addition profile for the fermentation 1-4 as outlined in Table 2.1 in the main text. Note that the value of 
the initial value for acid and base addition might be misleading. The dose monitor was not consistently ‘stet to zero’. The value can 
be considered as zero when the fermentation was started. Acid and base was added by manual pump operation in order to adjust 
the pH to 6 at the prior to the fermentation start. The pre-addition was unfortunately not always noted. For fermentation 1, the pH 
controller boundaries were slightly increased compared to the other fermentations. The initial boundaries were found to be too 
large, resulting in constant overshooting in base addition consequently leading to acid addition. No contamination was observed 
under the microscope. The settings were changed afterwards and kept constant for all other fermentations.  
 
 
Figure S2.2: Left: Permuted sample composition of the 15 synthetic samples designed based on equal spacing (Table S2.5). Right: 
Bubble plot of the r values between the different components. A dark blue bubble color indicates a positive correlation, a light blue 
bubble color indicates a negative correlation between two components. The bubble size indicates the strength of the underlying 
correlation. The bubbles lying on the diagonal can be seen as a reference for the bubble size of an r value equal to 1 (100 % correlated). 
The average correlation between the components is 0.19.  
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Figure S2.3: Fermentation profiles for the components glucose, glycerol, acetic acid and ethanol for data set 1 and 6 as described in 
the main text, Table 2.1 and the flow-through data. The legend shown for the analyte glucose holds for all the other components as 
well. 
 
 
Figure S2.4: Model 3 (defined in Table 2.3 in the main text), built on offline ATR data applied to the flow-through ATR data, acquired 
on-line. HPLC data (solid line) and predicted data (filled diamonds) as a function of fermentation time. Note that, the HPLC data is 
presented as a continuous line to distinguish it from the predictions. However, it is based on the connection of the distinct data points 
and does not show the actual consumption / production profile between 10 and 24 h. Samples were collected hourly over the first 
10 hours and a last sample after 24 h.  
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Figure S2.5: A) NLIR instrument equipped with the flow-through ATR element. B) Fermentation with continuous on-line collection of 
IR-spectra by means of the NLIR instrument equipped with the flow-through ATR-element.  
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Figure S2.6: Comparison of all fermentation spectra collected with the FT-IR instrument (left) and the NLIR instrument (right) 
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Chapter 3 
Monitoring of microbial growth and morphology dynamics by 
imaging and image analysis 
Preface 
The following chapter introduces the exciting possibility of monitoring a yeast fermentation process 
by means of recent advances in automatic imaging and image analysis. It is exemplarily employed 
on the oCelloScope technology. The instrument and the complementary UniExplorer and 
ParticleTech software were used in order to study the potential of available automatic imaging and 
image analysis algorithms with respect to detection of yeast growth and morphology dynamics in 
the course of a batch fermentation with yeast. The oCelloScope technology has successfully been 
applied to crystallization processes monitoring as well as to microbial and cancer research, 
conducted on microtiter plates. However, it has not been used to literally look inside a lab-scale yeast 
fermentation via an on-line recirculation loop as it was done in this work. In order to enable the 
investigation of yeast morphology dynamics with respect to single cells, budding cells and cell-
clusters over the fermentation time, the so-called bright spot feature was developed. The algorithm 
enables the automatic differentiation between the cell-objects of interest (single cells, budding cells 
and cell clusters) and hence allowed to yield first trend with respect to the morphology dynamics 
under study. The first morphology dynamics obtained can be considered as an effective 
demonstration of the potential of this approach but cannot be taken into account for a final 
conclusion regarding this research. Note that, the oCelloScope technology progressed in parallel 
with this work. For the very first time, it could be connected continuously to a lab-scale fermentation 
process by means of a prototype flow-through-cell. The initial idea of using this instrument as a 
continuous monitoring device could finally be transferred into practice by support of ParticleTech 
Aps. I would like to acknowledge Eric Spillum (BioSense Solutions Aps) for developing the bright spot 
feature as well as Trine Aabo Anderson and Louise la Cour Freiesleben (ParticleTech Aps) for enabling 
the first monitoring experiment conducted with the oCelloScope instrument on a yeast lab-scale 
batch fermentation.  
3.1 Introduction 
In any fermentation process, the quantification of microbial growth or biomass, respectively, is the 
most evident parameter to evaluate the progress of the fermentation. The microbial biomass is the 
producing core of any biotechnological product and frequently, the biomass is the product itself. 
Next to substrate and product concentration levels, the monitoring of the biomass concentration 
gives crucial information about the process performance. However, the quantification of this essential 
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parameter is mostly limited to off-line analysis and common detection systems are challenged 
especially by the very early or late stages of the fermentation process, where minor or, respectively, 
very high biomass concentrations are present. 
 
The most established quantification method used in biotechnology to detect microbial growth in 
liquid samples is the measurement of optical density (OD). In OD measurements, light at a 
wavelength of (usually) 600 nm is transmitted through the sample and scattered by the cells in 
suspension. Thus, the more cells are present, the more light is scattered and the less light reaches 
the detector. The higher the biomass concentration, the lower the intensity of the detected light and 
the higher the resulting OD value. The conventionally used wavelength of 600 nm presents a good 
compromise between availability of filters on the market and both, sensitivity and selectivity of the 
measurement. Higher wavelengths generate higher scattering than lower wavelengths and 
absorption due to biomolecules present in the sample (e.g. due to proteins or nucleic acids at 230 
nm and 260 – 280 nm, respectively) is avoided. However, a reasonable number of cells must be 
present to cause first changes and the very early stages of growth cannot be detected by OD-
measurements. The same holds for high cell concentrations reached at the end of a fermentation 
process. Common spectrophotometers are usually limited to detect OD values between 0.1 and 1 
accounting for approximately 0.1 and 1 g/l cell dry mass respectively, while in most fermentation 
processes a cell dry weight concentration of more than 30 g/l can be expected, with cell 
concentration levels going up to 100 g/l in large scale high cell density processes. Thus, in order to 
rely on OD measurements at high biomass concentrations, samples must be properly diluted making 
this technique not applicable on-line, when considering that no advanced automated sampling unit 
is available. Another draw-back of this method is that OD measurements are highly dependent on 
the optical system and its geometry in use (e.g. area and sensitivity of the detector, distance between 
sample and detector, etc.). Accordingly, spectrophotometers with different optical configurations 
result in different OD values for the same sample. Moreover, cells in different physiological states 
(e.g. dormant, vital, dead) cannot be distinguished and basically any microbial cell independent of its 
biological state and nature, in the worst case a contamination, contributes to the OD value. 
Regardless these limitations, most biotechnological applications still predominantly rely on OD 
measurements to quantify microbial growth. The measurement is easy and fast to perform and must 
be considered as a standard method across biotechnology. 
 
The constant need for accurate, sensitive and specific detection technologies for biological samples 
has also driven the area of biomass detection. Recent advances in microscopy, imaging and image 
analysis have opened a visual window to literally observe and evaluate growth and cellular events 
based on parameters associated with the visual observation of the cells. The imaging of living cells 
has yielded tremendous insights into cellular growth, functions and responses to environmental 
changes. The degree of automation in (light) microscopy has achieved great advances and the 
technique has grown into an efficient tool integrating imaging and image analysis. Bright-field [1] 
and fluorescence microscopy [2] are often used to access information about the cell size, shape, 
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position and motility of living cells [3], [4], [5]. Challenges arising from those techniques, such as a 
small field of view introducing poor counting statistics and the visualization of so called ‘phase 
objects’ - objects appearing transparent on the image - are solved by phase contrast [6] and confocal 
[7] microscopy. However, the latter techniques are expensive, prone to a dedicated environment, 
require a long acquisition time and have the disadvantage that improper settings can cause 
significant artefacts in the images [8]. 
 
In general, bright field microscopy is the simplest available microscopy technique and the latest 
application solutions offer the possibility to literally gain new insight into the bioreactor. In bright 
field microscopy, white light is transmitted through the sample. Cells in the sample absorb part of 
the light and thus, they can be distinguished from the brighter background on the images. The 
oCelloScope instrument (BioSense Solutions ApS) is a new, compact and portable solution based on 
bright field digital [9], time-lapse [10] microscopy. The imaging system consists of a digital camera, 
an illumination unit and a system of lenses integrated in a way that the optical axis is tilted 6.25o 
relative to the horizontal plane of the stage. Due to this tilt, scanning of volumes and extraction of 
phase information are possible defining in particular the scope of this technology. The system 
consists of the oCelloScope instrument and the UniExplorer software for instrument control and 
image analysis. Acquisition of images is simplified by means of integrated algorithms enabling 
automatic adjustment of focus and illumination level. On- and off-line image processing is facilitated 
by additional advanced algorithms accessing microbial growth and morphological features 
associated with the objects identified simultaneously. Moreover, the system is based on an open 
technology platform that can be scaled to a wide array of applications. The open technology enabled 
the implementation of the so-called bright spot feature into the software, developed within this work. 
Hence, the software can be adjusted and tailored towards the dedicated needs of a particular 
application. The analysis tools provided by the UniExplorer software have been shown to provide 
considerable advantages in several research fields including microbiology [11], medicinal chemistry 
[12], pharmaceutical biotechnology [13] and basic cancer research [14]. Moreover, the technology 
has found a solid application area in monitoring of bacterial growth, or respectively, growth inhibition 
[15] and changes in microbial morphology [16]. Thus far it has not been applied as a monitoring 
device for fermentation processes, as investigated in this chapter. 
However, the implemented tools for automated imaging and image analysis suggest this system as 
a novel promising monitoring technique within the scope of fermentation monitoring. Acquisition 
and analysis of an image is performed within a minute. Moreover, the simultaneous detection of 
microbial growth and morphological features make this system in particular attractive. In yeast 
cultivations, information about the cell size and cell size distribution, respectively, has been shown 
to be correlated with the cell viability (dead/alive, osmotically stressed) [17], [18] and the growth rate 
of the culture [19]. Furthermore, the cell size was recently correlated to the accumulation of an 
internal product (fatty acids) in microalgae [20]. Consequently, image analysis seems to be a 
promising tool for obtaining a snapshot of the physiological state of a yeast culture by assessing its 
morphological parameters. Ultimately, a snapshot of the culture can be used to assess the most 
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crucial parameters as microbial growth, substrate and product levels at a specific time point, in the 
end enabling novel image based control strategies of the reactor. The possibility to have a quick look 
into the fermentation process provides a novel and interesting aspect. Some sources of failure as e.g. 
contamination can literally be seen from the beginning. Hence, in case of a contamination observed 
in the very early stages of the process, the process can be stopped without wasting more time and 
money on it.  
 
Within this chapter, a first trial of image based monitoring of a lab-scale yeast fermentation process 
is demonstrated. So far, the oCelloScope has supported several types of sample containers including 
microscope slides and microtiter plates up to 96 wells. For the very first time in the current study, the 
oCelloScope instrument was continuously connected to the fermenter via a prototype flow-through-
cell. The continuous on-line set-up enabled frequent, automated imaging over a 10  h batch yeast 
fermentation. For this application aiming at growth detection complemented with the evaluation of 
morphological trends, the so called bright-spot feature was developed. The algorithm facilitates the 
automatic differentiation between single cells, budding cells and cell-clusters. By analyzing images 
over the cultivation time, the distribution dynamics between single cells, budding cells and cell-
clusters were investigated, aiming at establishing correlations between morphological features and 
process performance. First time trends of the yeast morphology are discussed in detail. 
The following chapter examines and discusses the potential of recent advances in automatic imaging 
and image analysis exemplarily demonstrated with the oCelloscope instrument. In the future, the 
combined, automated method of imaging and tailored image analysis may become a totally novel 
control strategy of fermentation processes. 
 
3.2 Materials and Methods 
3.2.1 The oCelloScope detection principle 
The basic principle behind the oCelloScope detection system (BioSense Solutions ApS, 
https://biosensesolutions.dk/) is bright-field, digital time-lapse microscopy. The imaging unit is 
demonstrated in Figure 3.1.  
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Figure 3.1: The oCelloScope detection principle (left) and a schematic presentation of a well containing a cell suspension 
demonstrating the scan height and focus depth of the imaging system (right). The figure is borrowed and modified with permission 
from BioSense Solutions ApS.  
It consists of a 505 nm LED illumination unit, a proprietary lenses system and a 5-megapixel 
complementary metal oxide semiconductor (CMOS) camera chip (with length-by-height dimensions 
of 5.6 mm by 4 mm). The lenses and digital camera unit are designed to have a scan height of 
approximately 153 µm, a focus depth of approximately 10 µm, an absolute magnification factor of 4 
and an optical resolution of 1.3 µm. With that, the system is comparable with a magnification factor 
of 200 in a standard light microscope facilitating the detection of objects with a size between 0.5 µm 
and 1 mm. Accordingly, it is suitable for the investigation of mammalian cells, yeast / fungi, bacteria 
and crystals in (semi) transparent substances. The optical axis of the imaging system is tilted 6.25o 
relative to the horizontal plane of the stage enabling scanning of volumes and extraction of phase 
information. When scanning through a liquid sample, a series of images (the number is defined in 
the software) is generated from which the final best focus image, as well as the out-of-focus images 
are generated, as presented in Figure 3.2.  
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Figure 3.2: Schematic representation of the image dimension (left) and the creation of Z-Stack images based on the image series 
recorded. The Z-stack images represent a scan through the detection volume resulting in in-focus and out-of-focus images. The figure 
is borrowed and modified with permission from BioSense Solutions ApS 
Due to the tilted image plane, the recorded images form an image stack (‘Z-stack’) representing the 
scan height of 153 µm by 20 layers (in case of an image distance of 4.9 µm as used for off-line 
analysis, (see 3.2.7 Off-line image acquisition), containing the images in- focus and out-of-focus 
across the detection volume. The detection volume of a sample has the shape of a parallelepiped 
and can be calculated according to equation (3.1) 
 
Vsample = Lcamera * Hcamera * Wsample * sin(6.25) * nmedium   Equation (3.1) 
 
Lcamera and Hcamera are the camera chip dimensions downscaled with the magnification factor 
(5.6 mm/4 = 1.4 mm and 4 mm/4 = 1mm). Wsample equals the scan length defined by the number of 
images acquired (set in the software) and the horizontal distance between them (minimal incremental 
step length). The latter is 7.5 µm for the instrument in use. As the refractive index of the sample 
(aqueous medium) is higher than the refractive index of air, the object plane is displaced deeper into 
the medium and therefor, the final, truly observed volume of the sample must be multiplied by the 
refractive index of the medium, which can be approximated by the refractive index of water (nwater = 
1.34, [15]).  
Accordingly, the image area of each Z-stack layer is calculated by Equation (3.2).  
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Aimage = Hcamera * Wsample      Equation (3.2) 
 
Another way to calculate the image area is by multiplying the image length and width in pixels, which 
can inherently be accessed by the image properties, by the size of a pixel. For the oCelloScope 
technology, the pixel size is approximately 0.325 µm (length and width of a pixel). It is obtained by 
the optical resolution (1.3 µm) of the oCelloScope downscaled with the magnification factor of 4. 
Note that, the resolution is fixed while the magnification factor varies slightly from oCelloScope to 
oCelloScope.  
 
Image analysis was automatically performed on the best focus image, but all images might be 
considered for growth analysis and segmentation. The term segmentation describes the event of 
identifying the objects present on an image in their true shape and distinguishing them from the 
background. Within this study, a (cell-) object can be a single cell, a budding cell or a cell cluster of 
several sizes.  
 
3.2.2 Detection of microbial growth  
The oCelloScope provides several algorithms to constitute a growth curve based on the constructed 
best focus image of each time point. The following algorithms were applied in order to detect yeast 
growth based on image analysis: 
 Background Corrected Absorption (BCA) 
BCA value = log10(∑ 𝑜𝑏𝑗𝑒𝑐𝑡 𝑝𝑖𝑥𝑒𝑙 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦) 
The BCA algorithm corrects background intensities with respect to the first image acquired. 
This allows to obtain images with an even light distribution, which are used for calculating an 
intensity threshold. The threshold divides pixels into ‘background’ and ‘objects’. This enables 
the BCA algorithm to detect small changes when new cells appear in the image. Growth curves 
are generated based on changes in ‘objects’ so that the effect of background intensities are 
significantly reduced.  
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 Total Absorption (TA) 
TA value = log10(∑ 𝑝𝑖𝑥𝑒𝑙 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦) 
During microbial growth, the increasing number of objects will reduce the light transmission 
through the sample and the image will get progressively darker. A darker image is equivalent 
to a higher TA value. Sensitivity is limited compared to the BCA algorithm as growth and cell 
concentration need to be quite considerable before affecting the light transmitted through the 
sample.  
 
The BCA and TA algorithm are both based on the same principle as an OD measurement. The pixel 
intensity can be regarded as being equal to the absorbance. Hence, both algorithms are based on 
absorbance, with the TA algorithm being equal to an OD measurement, while the BCA algorithm can 
be regarded as an OD measurement with higher sensitivity. 
 Segmentation and Extraction of Surface Area (SESA) 
SESA value = log10(∑ 𝑜𝑏𝑗𝑒𝑐𝑡 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑎𝑟𝑒𝑎) 
The SESA algorithm identifies all the objects segmented in the best focus image based on 
their contrast against the background and calculates the total surface area covered by these 
objects. When more than 20% of the total image area is covered by objects, the accuracy of 
the SESA algorithm starts to decline.  
 
The growth data resulting from each algorithm is reported as arbitrary units and must be correlated 
with an external measurement in order to set the value in a relevant dimension. The normalized 
version of each algorithm is also available subtracting the value obtained from the first image from 
all the following images. The normalized growth values were considered within this study. 
 
3.2.3 Morphological descriptors 
Several segmentation parameters describing the identified objects quantitatively are available in the 
software. Three of the implemented software descriptors, together with the bright spot feature 
developed in relation to this work, were chosen as morphological descriptors.  
 Area: The area parameter measures the total number of pixels covered by an object. The area 
can e.g. be used to monitor changes in the object size over time or to discriminate the 
segmentation of objects based on size exclusion. It is not affected by the object shape, in 
other words, objects with an identical area value may have different shapes. 
 
 Perimeter: The perimeter value is computed based on the length of the object border in 
pixels. Accordingly, large objects result in a higher perimeter value than small objects. 
However, the shape of an object affects the perimeter value. Based on the object shape, two 
objects may have the same area but result in different perimeter values. A circular object will 
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possess a lower perimeter value than any other shape. Thus, the perimeter value may be used 
to distinguish between objects with equivalent areas but different shapes.  
 
 Circularity: The circularity descriptor measures how similar the object shape is to a circle 
independently of the object size. The circularity value is calculated as the ratio between the 
perimeter of a circle with the same area as the object and the perimeter of the object. The 
value varies between 0 and 1. The closer to 1, the better the object shape represents a circle. 
Due to technical irregularities in the software, the circularity value of a circular object can be 
marginally larger than 1.  
 
 Bright Spots: The bright spot descriptor was developed with respect to the application on a 
yeast fermentation, as yeast cells appear as bright spots on the image. The bright spot feature 
counts the number of bright spots associated to an object. With respect to this study, an 
object can be a single cell (one bright spot per object), a budding cell (two bright spots per 
object) and a cell-cluster containing several cells (three and more than three bright spots per 
object). This is demonstrated in Figure 3.3. As the algorithm used for segmentation is based 
on a gradient threshold, objects with zero bright spots may be identified due to an uneven 
light distribution in the background. Exemplarily, objects identified with zero bright spots can 
be found in the supplementary material, Figure S3.1. Moreover, Figure 3.3 demonstrates the 
challenge to correctly segment larger cell clusters, as they may be the result of adjacent 
objects (with touching border pixels) However, the algorithm works especially well for single 
and budding cells and cell clusters of approximately up to 5 cells. 
 
 
Figure 3.3: Image of a yeast cell culture possessing an OD value of approximately 0.1. Yeast cells appear as a bright spot surrounded 
by a darker border. The bright spot feature counts the number of bright spots per object. As indicated in the figure, one bright spot 
represents a single yeast cell, two bright spots represent a budding yeast cell and three and more than three bright spots represent 
a cluster of yeast cells. 
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The morphological parameters described were chosen in order to be able to get a first insight into 
the morphology dynamics over the fermentation course. In particular the bright spot feature was 
expected to describe the evolution of cell-objects over the fermentation time. The parameters area, 
perimeter and circularity will help to evaluate the consistency of the data. It is expected that the 
larger the area of an object, the larger the perimeter and the higher the number of bright spots. The 
circularity is expected to be close to 1 for a single cell and lower for any other cell object present.  
Note that, two different oCelloScope instruments and software versions were used due to its 
availability. The essential algorithms are the same in both software (UniExplorer and ParticleTech 
software). However, some small differences regarding the application of the segmentation 
algorithms were practically present, as mentioned were relevant in the coming sections. 
 
3.2.4 Yeast fed-batch fermentation process 
A detailed description of the chemicals and equipment used, medium composition as well as 
performed HPLC analysis can be found in 2.2.1.1 Yeast fermentation processes and 2.2.3.1 Glucose 
and metabolite quantification. A short summary of the fermentation process with its most crucial 
settings is described in the following.  
The laboratory yeast strain CENPK 113-7D was cultivated in YPD medium (yeast extract (Y), peptone 
(P), dextrose (glucose, (D) dissolved in water)) for 10 h. The fermentation was performed in a volume 
of 2 L, controlled at a pH of 6 and a temperature of 30 oC. The aeration rate was set to 1 vvm and the 
agitation rate was controlled at a stirrer speed of 800 rpm. The dissolved oxygen tension (DOT) stayed 
above 30 % of saturation all through the process indicating that no oxygen limitation occurred during 
the cultivations. The fermentation vessel was equipped with two standard sampling ports. The first 
sampling port was used for continuous recirculation of the fermentation broth via the oCelloScope 
flow-through-cell. This sampling port was equipped with a 20 µm stainless steel filter cap(Filter 
screen, Applikon, The Netherlands) in order to prevent the sampling of air. The second sampling port 
was used for manual sampling via a sterile syringe in order to yield samples for reference analysis. 
Samples taken manually were analyzed by HPLC for glucose and metabolite concentration levels as 
well as by OD600 measurements following microbial growth. Additionally, an advanced prototype of 
the NxPAS gas analyzer system was connected to obtain on-line data of the off-gas (CO2). The NxPAS 
gas analyzer (http://www.nxpas.com) is based on a novel photoacoustic detection principle enabling 
the detection of CO2, O2 and several other molecules through IR spectra analysis. No more details of 
the system can be given within this work. Based on the online CO2 data, the best suited time point 
for feeding glucose could be decided. 100 ml of glucose solution (400 g/l) was added by means of a 
pump (flow 10 ml/min, Ismatec Reglo ICC, Ismatec, Germany) after ca. 6 h (380 min) in order to 
prolong the exponential growth phase. 
 
3.2.5 Investigating image acquisition and analysis – preliminary experiments 
Growth experiments conducted on a 96 well-plate as well as in a lab-scale fermentation with equal 
conditions to the fermentation described above were used to study this technique with respect to 
growth analysis and morphological description of the cells. A growth experiment, performed directly 
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inside the oCelloScope on a 96 well-plate was used to get a first idea of the performance of the 
designed bright-spot feature and growth analysis in general. In case of the lab-scale fermentation, 
images of fermentation samples were recorded off-line on a 96 well-plate. With the help of these 
experiments, the practical settings for off-line imaging (illumination level and focus) via a 96 well-
plate (Costar, flat-bottom, Germany) were defined. Moreover, it was found that a sample volume of 
100 µl was appropriate for imaging and image analysis. It was noticed that an OD value of higher 
than 2 resulted in a poor image quality with respect to segmentation analysis as the recorded images 
were too crowded with cells. This limited the identification of individual objects as the borders of 
objects may not clearly be defined due to directly adjacent and overlapping cells. Hence, an OD value 
of approximately 0.1 was decided to produce a good image quality with cell-objects showing a 
reasonable distance from each other on the images, enabling a reliable segmentation with enough 
objects to generate statistically meaningful data. As the sample preparation (dilution and mixing) 
might affect the cell morphology with respect to cluster size, the influence of mixing power and 
dilution medium on the cell morphology was studied as well. It was found that both, the dilution 
medium and the mixing power affect the cell morphology dynamics slightly. However, the 
destruction of cell clusters due to an improper dilution medium or exaggerated mixing was found to 
be minor. Saline and the fermentation medium itself (without glucose, referred to as YP medium) 
were considered as proper dilution media. Saline was chosen over YP medium due to practical 
reasons. YP medium is leading to foaming whereas saline is not. Hence, samples diluted in saline 
could be pipetted smoothly into the microliter plate without the need to exclude air bubbles 
manually after the transfer process. 
 
3.2.6 On-line image acquisition 
An oCelloScope operated by the ParticleTech Software was connected on-line in such a way that 
images could be acquired automatically every 10 minutes. Recirculation of the fermentation broth 
was facilitated by means of a peristaltic pump (Longer, USA) via a prototype of the oCelloScope flow-
through-cell. The flow-cell was 3D printed in a transparent hard plast material as a demo version. 
The dimensions of the flow through chamber were 6 mm x 20 mm x 0.8 mm, containing a sample 
volume of 96 µl. The pump controlled by the ParticleTech software recirculated the fermentation 
broth from a sampling port equipped with a 20 µm stainless steel filter cap (sampling scree, Applikon, 
The Netherlands) inside the bioreactor through the flow-cell inside the oCelloScope and back to the 
fermenter (using a separated inlet). For image acquisition, the pump stopped automatically and an 
image was acquired after a defined settling time of 5 seconds. When the image acquisition finished, 
the pump restarted and was in operation until the next image was to be collected. The dead volume 
inside the sampling pipe and the tubing until the flow-through-cell was approximately 7.5 ml. The 
pump was operated at a flow rate of 1.3 ml/min and positioned after the flow-through-cell. In this 
way, cell (-cluster) damage due to the pump activity was avoided and an exchange of the volume 
inside the flow-cell with fresh fermentation broth was guaranteed approximately every 8th minute. 
Note that, a higher flow rate might be more suitable in order to avoid the sticking of cells to the 
inner surface of the flow-cell and would facilitate a higher exchange rate of volume. However, in this 
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experiment, the flow rate was limited since a microfluidic flow-through-biosensor (described in detail 
in chapter 1, section 1.2.1 Glucose determination using a biosensor flow-through cell) was connected 
to the same recirculation loop (located after the oCelloScope). The biosensor data is not part of this 
chapter. However, the inclusion of the biosensor into the recirculation loop limited the flow rate to a 
maximal value of 1.3 ml/min. In the on-line set-up facilitated by means of the prototype flow-
through-cell, the focus and the illumination level was set automatically. The image size was defined 
by an image distance of 45 µm and a number of 100 images, collected in 2 rows, representing a 
scanned volume of 9.3 nl and a final image area of 2.1 mm2 (see Equation 3.1 and 3.2). 
 
3.2.7 Off-line image acquisition 
Fermentation samples, manually withdrawn every 40 minutes, were analyzed off-line via an 
oCelloScope operated by the UniExplorer software. Images of the fermentation samples were 
acquired on both, original and diluted fermentation samples. After the preliminary experiments, a 
reasonable set-up for imaging and image analysis conducted off-line on a 96 well plate was defined 
as the following: The OD value of each fermentation sample was determined and samples were 
diluted in sterile saline (9 g/l NaCl solution in purified water) to an OD value of approximately 0.1. 
Every cell sample was pipetted in a volume of 100 µl into the microtiter plate, producing duplicates 
in two separated wells. The focus was set to be around 2985 µm and the illumination level was set 
to 175. The image size was defined by an image distance of 4.9 µm and a number of 50 images, 
representing a scanned sample volume and a final image area of 2.3 nl and 0.53 mm2, respectively 
(see Equation 3.1 and 3.2). In this way, images with good quality aiming at proper image analysis 
were acquired and analyzed with respect to growth (undiluted samples) and changes in morphology 
(diluted samples).  
 
3.2.8 Experimental set-up 
Two instances of the oCelloScope instrument were used to follow the lab-scale fermentation on-line 
and off-line. The on-line set-up was operated by the ParticleTech software while the off-line set-up 
was operated by the Uniexplorer software. Both software versions apply essentially the same 
algorithms for microbial growth and morphology description. The ParticleTech software was 
developed with respect to cristal imaging, the Uniexplorer software was developed within the scope 
of cell investigations, hence the different versions. 
A picture of the whole set-up including a representation of the different sampling devices for the 
oCelloScope instrument (96 well-plate vs. flow-through-cell) is shown in Figure 3.4.  
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Figure 3.4: Fermentation set-up for imaging of the fermentation broth (on-line and off-line) including the fermenter, an oCelloScope 
unit connected on-line and operated in parallel off-line, respectively, and the different sampling devices for image acquisition by 
means of the oCelloScope (96 well-plate and flow-through-cell).  
Both, on-line and off-line images were used for growth and morphological analysis. On-line images 
were collected automatically every 10 minutes via the flow-through-cell. Each 4th image was 
complemented with images acquired off-line on a 96 well-plate as described in 3.2.7 Off-line image 
acquisition. As the segmentation of the images acquired on-line could only be performed until a 
certain cell concentration (until 230 minutes of fermentation time), manual samples of defined 
dilution yielding a proper image quality for segmentation were collected off-line. Off-line imaging 
was performed in duplicates on both, an original (undiluted) fermentation sample and a sample of 
the diluted culture. In this way, growth could be studied on-line and off-line. On-line, segmentation 
could be performed until 230 minutes of fermentation time, but the data must be considered as 
critical due to too high cell concentrations even on the images acquired during the starting period 
of 230 minutes. However, based on sample dilution, images acquired off-line could be segmented 
all through the fermentation giving an insight into the morphological changes over the fermentation 
time. As cell-clusters in the fermentation broth might be affected by sample handling, sampling and 
dilution were conducted carefully and consistently following the same procedure. 
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In total, 57 images were acquired on-line (every 10 min, starting from 40 min of fermentation time) 
out of which the first 20 could be segmented and were considered for morphological investigations. 
All images were considered for growth detection. 
 
15 images were collected off-line (every 40 min, starting from time zero) on an undiluted (natural) 
and diluted fermentation sample, respectively. The images collected on the undiluted samples were 
primarily used for growth analysis. Additionally, the first 6 images of the undiluted fermentation 
samples were considered for morphology dynamics. All 15 images collected on the diluted samples 
were used for morphology description.  
 
Table 3.1 summarizes the experimental differences between the images collected on-line and off-
line, respectively. 
 
Table3.1: Summary of the experimental and image parameters for image collected on-line and off-line during a 10 h yeast 
fermentation 
 On-line images Off-line images 
Sampling device flow-through-slide (prototype) 96 well-plate 
Image size 
Image distance: 45 µm 
No. of images: 100 
Rows: 2 
2.1 mm2 
Image distance: 4.9 µm 
No. of images: 50 
Rows: 1 
0.52 mm2 
Scanned Volume 9.3 nl 2.3 nl 
Start after 40 min 0 min 
Image collection rate every 10 min every 40 min 
End after 600 min 600 min 
No of images 
acquired 
57 (0 – 56) 15 (1- 15) 
No. of images 
segmented 
20 (40 min – 230 min) 
Undiluted: 6 (0 min -200 min) 
Diluted: 15 (0 min – 560 min) 
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3.3 Results and Discussion 
3.3.1 The Fermentation Process 
The progress of the yeast fed-batch fermentation process was described based on OD and 
continuous CO2 measurements in the off-gas as well as by the yeast specific performance parameters 
of glucose (substrate) and the over-flow metabolic products ethanol, glycerol and acetic acid. While 
the concentration profiles of glucose, ethanol, glycerol and acetic acid are presented in Figure 3.5 A, 
the OD and CO2 profile are presented in Figure 3.5 B. Additionally, the correlation between the typical 
yeast performance parameters glucose, ethanol, glycerol and acetic acid and the OD value is 
presented in Figure 3.5 C-F. The correlations of the different yeast performance parameters and the 
microbial growth were visualized with respect to the OD value. However, the correlations could 
possibly be based on the growth value obtained by the BCA, TA and SESA algorithm (image analysis). 
In this way, an image might be used to determine the biomass concentration and any of the 
performance parameters of interest simultaneously.  
 
Figure 3.5: A) Concentration profiles in mM measured by HPLC for glucose, glycerol and acetic acid (left y-axis) and ethanol (right y 
axis) as a function of the fermentation time in min. The standard deviation of HPLC measurements was < 2 %. B) Progression of yeast 
growth as indicated by the OD value (left y-axis) and CO2 profile obtained from off-gas measurements (right y-axis). The standard 
deviation of the OD measurements was below 5 %. C – F) Correlation between glucose, glycerol, acetic acid, ethanol and the OD 
value. Note that the ‘jump’ in the glucose-OD correlation is the result of glucose addition after 380 min, correlating to the spike in 
glucose in Figure 3.5A.  
Figure 3.5 A-B represent a typical progress of a yeast (fed-) batch fermentation. Glucose is consumed 
and transformed into biomass, CO2 and ethanol, with acetic acid and glycerol as minor by-products. 
A final OD value of 17 is reached, representing a final cell dry mass concentration of approximately 
8 g/l. Figure 3.5 B demonstrates the usefulness of CO2 online data. Based on the CO2 profile, the 
exponential growth phase can be followed and a small decrease in the slope can be used to detect 
the end of the exponential growth phase, characterized by glucose depletion. Hence, in this 
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experiment, the CO2 data was used to decide the feeding moment of glucose. Moreover, 
Figure 3.5 C-F demonstrate that all analytes of interest inside the fermentation broth are highly 
correlated with the amount of biomass, or the OD value, respectively. Correlation coefficients of 
approximately 0.99 are yielded in all cases. The strong correlations between microbial growth, 
substrate consumption and metabolite production was referred to as the biological cage of 
covariance in chapter 2, section 2.2.1.2 Design of synthetic samples. The biological cage of covariance 
can be a challenge when those correlations need to be decoupled. However, when a reproducible 
process is in place, they may well be used for making indirect predictions, taking into account that 
the predictions won’t account for process variation.  
 
3.3.2 On-line fermentation images 
The fermentation process under study was followed via imaging by means of the oCelloScope 
instrument every 10 minutes on-line and every 40 minutes off-line. As an example, 15 downsized 
images acquired on-line are presented in Figure 3.6. 
 
 
Figure 3.6: Downsized fermentation images collected on-line of 15 samples from start to end of the fermentation process. The best 
focus layer is shown for each image and the relative time point of image acquisition is noted. 
Figure 3.6 demonstrates the increase in absorbance caused by an increasing amount of cells over the 
fermentation time. The increasing amount of cells, progressively reducing the amount of light 
transmitted through the sample, essentially resulted in a grey scale of images. Moreover, the 
algorithmic joint of the first and second image row acquired resulted in a visible horizontal line in 
118 
 
the middle of each image. This can be regarded as an artefact resulting from the construction of the 
final image based on the ‘patching’ of the first and second image raw acquired. The image taken 
after 480 min clearly shows a disturbance. It can be related to a big air bubble stuck in the left end 
of the flow-through-cell. It is interesting to notice that the air bubble caused a visible streaming 
profile at the right-hand site of the image.  
In order to see the images in more detail, a zoom into the images presented in Figure 3.6 is shown 
in Figure 3.7. 
 
 
 
Figure 3.7: Zoom into the images acquired on-line presented in Figure 3.6. The best focus layer is shown for each image and the 
relative time point of image acquisition is noted. 
 
As long as the cell concentration is not too dense, yeast cells appear on the images as a bright spot 
surrounded by a darker border. Cell objects (single cells, budding cells, cell-clusters) on the images 
appeared as mostly separated from each other until 240 minutes of fermentation time. Afterwards, 
a distinction of different cell-objects became difficult or completely impossible even with the human 
eye. Finally, the yeast cells turned out as a mass progressively getting darker. In Figure 3.7, the image 
acquired after 480 min represents the zoom into the respective image in Figure 3.6. The dark shade 
dominating the left-hand third of the image represents the outer border of the air bubble appearing 
as a very dark, bold border in Figure 3.6.  
 
Figure 3.8 demonstrates 6 segmented images within the time frame the segmentation algorithms 
were valid for the images acquired on-line. Due to the appearance of the yeast cells on the image as 
a bright spot surrounded by a darker border, a contrast and gradient based algorithm enables their 
detection. The algorithm used for segmentation of the on-line images underwent an area restriction. 
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If cells occupied more than 70 % of the image, the algorithm was programmed not to perform. 
Hence, segmentation of the on-line images could only be performed until 240 min of fermentation 
time. The segmented objects are colored randomly. One object appears in one color, and cells 
identified as one object appear in the same color. 
 
 
Figure 3.8: Segmentation of images acquired on-line. The relative time of acquisition is noted on each image. Images were segmented 
if cells occupied less than 70 % of the image area, which was the case until 240 min of fermentation time. Segmented objects are 
colored randomly, while each object is represented by one color.  
As a first impression, the images and the performed segmentation appears fine. However, the image 
data collected on-line cannot be considered reliable with respect to the segmentation. This could be 
explained by too crowded images and out-of-focus cell-objects. The bottom of the prototype flow-
cell can be considered as a foil, which tilted (deformed) more and more during the experiment. This 
affected the focus during the application, resulting in a lot of out-of-focus areas on the images. Cells 
out-of-focus cannot be segmented properly. Hence, shapes segmented did not represent the actual 
case, or in other words, cell-objects as a human eye would have identified them. In particular, the 
images acquired after approximately 120 minutes must be considered as too crowded. Too crowded 
images resulted in the following two issues. On the one hand, a too crowded image in- or out-of-
focus produced a segmentation of large objects due to the presence of closely adjacent cells, which 
did not represent an actual cluster. On the other hand, too crowded images in-focus or out-of-focus 
produced a lot of small segmented objects showing one bright spot and were considered as single 
cells by the bright-spot algorithm, although they were actually part of a dense cell-cluster. These 
issues are demonstrated on a close zoom in Figure 3.9, showing out-of-focus and adjacent objects 
with erroneous segmentation.  
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Finally, images collected on-line can be taken exemplarily as a first demonstration of an on-line  
 
Finally, images collected on-line can be taken exemplarily as a first demonstration of an on-line 
imaging application. They could be considered for growth (in case of BAC and TA detection) but 
could not be taken into account for reliable segmentation (object identification) due to high cell 
concentrations and over time more and more dominating out-of-focus areas appearing on the 
images due to a bottom deformation of the prototype flow-through-cell.  
 
3.3.3 Off-line fermentation images 
Off-line images were acquired every 40 minutes in order to complement every 4th image acquired 
on-line. Off-line, images were acquired form original undiluted and diluted fermentation samples. 
The original fermentation samples could be used for off-line (automated) growth detection and 
segmentation analysis until a certain cell concentration or, respectively, until 200 minutes of the 
fermentation time. However, as the segmentation performed on the on-line images, the images 
taken off-line of the undiluted samples cannot be considered as reliable image material, due to too 
high cell concentrations on the images. The off-line images acquired on the undiluted fermentation 
Figure 3.9: Demonstration of erroneous segmentation of images acquired on-line. A) An out-of-focus cell is marked with a circle. 
Segmented out-of-focus objects are marked with arrows. B) The orbited green cells are segmented as one object, due to adjacent 
border pixels. The green cluster must be considered as a segmentation artefact and not an actual cell cluster. C) A crowded, out-of-
focus image resulting in a lot of single bright spot objects, not representing an actual full-size cell.  
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samples exemplarily shown on sample 1 out of 2 (a duplicate was acquired for each sample) for each 
time point are presented in Figure 3.10. 
 
 
 
Figure 3.10: Downsized fermentation images collected off-line of all 15 samples taken during the fermentation process. The best 
focus layer is shown for each image and the relative time point of image acquisition is noted. 
As the images acquired on-line, the images became progressively darker due to the increasing 
amount of cells. After 240 minutes, no change of texture is visible anymore to the human eye and 
after 240 minutes, the images appear as a solid dark background. Note that, the degree of absorption 
is generally higher as the sample layer inside a well (100 µl sample volume) is thicker than inside the 
flow-through-cell. Hence, the images acquired off-line appear generally darker than the images 
acquired on-line. Some irregular dark spots can be observed in the first 4 images. A zoom into these 
dark spots led to the assumption that they were the result of very dense cell-clusters as exemplarily 
shown on a zoom into the dark spot at time point zero, presented in Figure 3.11. Figure 3.11 also 
reveals that the dark spot is not segmented as one object, but as some ‘random´, irregular objects 
inside the spot and at the spot borders.  
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Figure 3.11: Zoom into the image acquired off-line at time point zero. The dark spot appearing at the left side of the image represents 
the border of the dark spot observed in Figure 3.10, at time 0. It seems to be a very dense cell-cluster. 
A zoom into the off-line images acquired between 0 – 200 minutes on which segmentation could be 
performed as well as the respective segmented images are presented in Figure 3.12 A and B.  
 
 
Figure 3.12: Zoom into the raw images (A) and segmented images (B) acquired off-line on which segmentation could be performed. 
Segmented objects are surrounded with a red line in Figure B). The best focus layer is shown for each image and the relative time 
point of image acquisition is noted. 
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The segmentation algorithm used on the off-line images segmented a maximal number of 5000 
objects. As can be seen in Figure 3.12, already the first image acquired off-line did not segment all 
the cells (objects), meaning that more than 5000 objects were present on the image. Generally, also 
the natural fermentation samples imaged off-line must be considered as too crowded for reliable 
segmentation. However, the focus was appropriate in place for all the images. Segmented objects 
are surrounded by a red line and no color assignment is part of this software version.  
An overview of the images acquired off-line on the diluted fermentation samples is given in 
Figure 3.13.  
 
 
 
Figure 3.13: Downsized fermentation images collected off-line of all 15 samples taken during the fermentation process. All samples 
were diluted to an OD value of 0.1. The best focus layer is shown for each image and the relative time point of image acquisition is 
noted. 
As all the samples possessed approximately the same cell concentration, Figure 3.13 shows a uniform 
grey (absorbance) level for all images acquired off-line on diluted fermentation samples. No 
disturbances can be observed on the images. The image quality of the 15 samples can be regarded 
as equally good. Exemplarily, a zoom into the image acquired towards the middle and the end of the 
fermentation (after 240 and 520 min) on the diluted samples, as well as a segmented image section 
for these time points are given in Figure 3.14.  
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Figure 3.14: Zoom into the images acquired off-line of the diluted samples taken after 240 and 520 min (upper figures) and a 
segmented section of the respective images (lower figures). In the segmented image after 520 min, two arrows point to cells that are 
out-of-focus in the background and hence segmented deficiently.  
According to Figure 3.14, images were properly in focus and the cell concentration was appropriate 
to perform a reliable segmentation, as objects showed a good distance to each other (and were in 
focus). However, on any image, artefacts based on out-of-focus cells in the background could be 
observe to a minor extent. Two of those artefacts are pointed out by an arrow in the segmented 
image after 520 min in Figure 3.14.  
 
It is important to notice that quantitative segmentation parameters as the area, perimeter, circularity 
and the number of bright spots of an objects, chosen to describe the object (cell) morphology in this 
work, can only be evaluated if a link to the visual impression remains. The quantitative segmentation 
results presented in the following can only be explained and understood when compared to the 
actual image and to the segmentation performed. Hence, it was chosen to present a representative 
number of images in different sizes to create a general impression of the visual data. Numbers 
describing an object would remain numbers if the visual impression was unavailable. 
 
3.3.4 Segmentation statistics 
As the morphology dynamics with respect to the change in area, perimeter, circularity and the 
number of bright spots per objects will be presented as the average value per parameter per image, 
it is important to know on how many objects the average (mean) value was based. As the scanned 
volume of images acquired on-line and off-line (9.3 nl and 2.3 nl, respectively, Table 3.1) was different 
due to the different sampling-devices used (flow-through-cell vs. 96 well-plate), the number of 
objects present and segmented varied significantly between on-line and off-line images. Besides, in 
the diluted samples, the effect of sample dilution inherently reduced the number of cells compared 
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to the original fermentation sample. It is worth remembering that, segmentation could only be 
performed on the first 20 images acquired on-line and the first 6 images acquired off-line on the 
original, undiluted fermentation samples. In the case of diluted fermentation samples acquired off-
line, all images could be used for segmentation analysis. For the respective segmented images, on-
line and off-line, the number of objects identified per image for the three data sets ‘on-line’, ‘off-line 
natural’ and ‘off-line diluted’ is presented in Figure 3. 15. Segmentation was limited by an area 
constraint, so that only images with less than 70 % cells (area wise) were segmented.  
 
 
Figure 3.15: Number of objects segmented per image with respect to the on-line image data set (A) and the off-line image data set 
for (B) original undiluted and (C) diluted samples. The average number of objects rounded to the nearest 100 is indicated as a dashed 
line in each figure and the number is stated above the dashed line. 
Moreover, the number of objects that could be segmented off-line was limited to 5000 objects per 
image. Note that, the number of objects identified does not represent the number of cells present 
on each image. Ideally, the number of objects identified represents the true number of cell-objects 
per image. Keeping in mind that a cell-object can be comprised by one or several cells, the algorithms 
as they are cannot be used for cell counting. However, they might be used for cell counting, in the 
case a feature is introduced that counts the total number of bright spots per image. As the cell 
concentration was from the beginning too high to yield a representative snapshot of the cell 
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morphology and the amount of cells, the number of objects identified did not include all the 
cell- objects present on the image, in case of undiluted samples (off-line and on-line). This could be 
observed in Figure 3.8 and 3.12. 
 
According to Figure 3.15, 18000 objects were identified on average on each image acquired on-line 
(Figure 3.15 A). Around 14000 objects represented the minimum number of objects per image, and 
19500 the maximum number. This was an order of magnitude higher than the number of objects 
identified off-line and is explained by the different scan volumes, or respectively, areas of the images 
acquired on-line and off-line. Off-line, on average 3000 objects were identified on each image, in 
case of the undiluted fermentation samples, while the maximum number of objects (5000) was 
reached on the first three images (Figure 3.15 B). Note that, in case of the undiluted off-line samples, 
on the last two images, only 196 and 2 objects were identified which cannot be considered as 
statistically representative in case of morphology analysis. In case of the diluted fermentation 
samples, 1300 objects were segmented on average (Figure 3.15 C). On the images of the diluted 
samples, no extreme outliers with respect to the number of objects identified per image were present. 
All images could be considered as statistically relevant. Although the amount of yeast cells was 
increasing over the fermentation time, the number of objects identified decreased with time, in case 
of the undiluted off-line samples (Figure 3.15 B). This did not represent the actual case in terms of 
fermentation progress. It demonstrates once more, that too crowded images cannot be considered 
for reliable segmentation. As over time, cells turned more and more into a grey mass on images 
acquired on the natural fermentation samples, the algorithms could not perform any longer due to 
a loss of image structure. 
 
Another aspect regarding the number of objects is that the mean value per segmentation parameter 
might change dependent on how many objects were used for its calculation. This is expected to be 
in particular the case if the image quality is bad, in which case the results cannot be considered 
reliable. Bad image quality has so far been described as an image which is too crowded with objects 
and / or out-of-focus. Figure 3.16 shows the mean value for the object descriptors chosen (area, 
perimeter, circularity, bright spots) as a function of time, dependent on the number of objects used 
for its calculation. The graphs shown in Figure 3.16 are based on the on-line image data. 
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Figure 3.16: Mean values of the objects descriptors area, perimeter, circularity and bright spots as a function of time, based on the 
on-line image data segmented. The different mean values were calculated for a number of objects as indicated by the number in the 
legend. The red and light blue solid lines in each graph represent the trend for mean values based on all objects identified (Mean_all, 
red solid line) and the trend of the mean values based on 140 objects (Mean_140, light blue solid line), randomly chosen across all 
objects segmented per image.  
Figure 3.16 was considered for statistical investigations. The trend of each parameter is discussed in 
detail in the section 3.3.6 Morphology dynamics based on image analysis. The parameter trend based 
on the mean values of all objects identified, as well as based on 14000, 1400 and 140 objects 
randomly selected among all objects was considered. 14000 objects were decided as this was 
approximately the minimum number of objects segmented in the on-line data-set. Moreover, Matlab 
operations can only be automated on matrices of equal size, so it is practical to reduce the number 
of objects e.g. to the minimal value found, without the loss of information. 1400 and 140 objects 
were chosen to reduce the number by two orders of magnitudes, whereas 1400 objects per image 
were approximately segmented on each image acquired on each diluted sample off-line. According 
to Figure 3.16, the parameter trend did change based on the number of objects used for calculating 
the mean. It can best be observed by comparing the solid red and light blue line in each graph. The 
lines show the trend line based on the mean value of all objects identified on the image (red solid 
line) and based on 140 objects randomly selected among all objects identified (light blue solid line). 
This supports again the previous conclusion that the segmentation could not be performed properly. 
Thus, all objects identified might give a worse representation of the actual image content than a 
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selection of 1400 objects, as outliers and / or deficiently segmented objects affect the mean value to 
a minor extent, assuming that a relevant number of objects was segmented properly in any case.  
 
Finally, considering that image data is heavy in terms of disc space, the image size for on-line 
acquisition might well be reduced. Around 1000 objects properly segmented are considered to give 
a representative insight into morphology dynamics.  
 
3.3.5 Microbial growth based on image analysis 
Based on image analysis, microbial growth was determined by the three algorithms BCA, TA and 
SESA for on-line images and images acquired off-line on the natural fermentation samples. The 
images disturbed by an air bubble stuck in the flow cell (470 min – 490 min) were excluded from the 
growth analysis. The growth could visually be followed for on-line and off-line images in Figure 3.6 
and Figure 3.10, respectively. Visually, growth was represented as a progressively darker getting 
image, due to an increasing amount of cells absorbing more and more light. While the TA and BCA 
algorithm quantify growth based on the same principle as optical density measurements, in other 
words, change in absorbance (pixel intensity), the SESA algorithms quantifies microbial biomass 
based on the image area covered by the objects identified. Thus, the SESA algorithm relies on a 
proper segmentation while the BCA and TA algorithm does not. Figure 3.17 shows the growth data 
yielded for the three algorithms for both, on-line and off-line images in comparison to the OD curve. 
The TA and BCA values obtained are shown in Figure 3.17 A, while the SESA values are shown in 
Figure 3.17 B. The performance of the three algorithms was evaluated based on how well they were 
in agreement with the OD measurements. With respect to Figure 3.17 A, it becomes clear that the 
TA and BCA algorithm represented the growth well up to 300 min of fermentation time. During this 
time, the OD value increased from 0.6 to 4 (Figure 3.5 B). Generally, on-line and off-line data show 
the same increasing trend until 300 minutes. After 300 minutes, both growth curves flatten out and 
became a horizontal line, whereas the OD data kept increasing. For both algorithms, the off-line data 
resulted in generally higher values than the on-line data. This is in agreement with an overall higher 
absorbance in case of the off-line image data, which, in turn, can be traced back to a higher liquid 
layer in the 96-well pate compared to the liquid layer in the flow-through cell. Accordingly, the off-
line images were found to be generally darker than the on-line images (Figure 3.6 and 3.10).  
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Figure 3.17: A) Microbial growth over the fermentation time based on image analysis applying the TA and BCA algorithm to the on-
line and off-line images acquired from the natural fermentation samples. TA and BCA values are presented by the left-hand side y-
axis, while OD data is shown for comparative reasons on the right –hand side y-axis. B) Microbial growth over the fermentation time 
based on image analysis applying the SESA algorithm to the on-line and off-line images acquired from the natural fermentation 
samples. The left y-axis represents the SESA values obtained on-line, the right y-axis shows the SESA values obtained off-line.  
Moreover, it is demonstrated that the BCA algorithm definitely showed increased sensitivity over TA 
and OD measurements, represented as an initial slope that was more than 7 times higher compared 
to the TA and OD increase.  
 
With respect to the performance of the SEAS algorithms (Figure 3.17 B), neither on-line nor off-line 
images could be considered as reliable image material for growth detection within this study. The 
image quality did not allow proper segmentation as discussed before. However, with respect to the 
images acquired on-line until approximately 200 minutes, representing an increase in OD from 0.6 
to 2, the on-line data showed an increase which is in agreement with the OD data. Hence, the 
algorithms could still measure an increase in the total object area covering the image. Contrarily, the 
off-line SESA value stayed constant at approximately 0.45 until 200 minutes and decreased after 200 
minutes. This can be explained by an image that was too crowded from the beginning for proper 
segmentation. The software used off-line was restricted to identify maximal 5000 objects. From the 
beginning, more than 5000 objects were present, as it could be observed on the images that not all 
objects were segmented (Figure 3.12 B). Hence, an increase in cells (and hence, total cell area) could 
not be caught as the upper detection limit was exceeded, resulting in a constant number of 5000 
objects identified. The decrease in SESA value for the off-line images after 200 min simply represents 
the decrease in image quality, allowing for less objects to be identified out of the cell mass.  
It can be concluded that, for the early stages of growth, up to an OD value of 4 within this work using 
a 96-well plate and a sample volume of 100 µl, and respectively a flow-through-cell with a height of 
800 µm, both BCA and TA algorithm could be considered as a reliable method for growth 
quantification. The BCA algorithm clearly showed increased sensitivity over the TA algorithm and OD 
measurements, respectively, resulting in a significantly higher slope compared to the TA and OD 
increase. However, both algorithms were not able to detect the ongoing increase in biomass after 
300 minutes when OD values higher than 4 were reached. The upper limit of biomass detection might 
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be a bit increased by lowering the depth of the liquid layer of the sample for image acquisition. In 
case of the flow-through-cell, a device of 800 µm height was chosen (another type of 300 µm was 
available) in order to prevent the clogging of the flow-through cell when reaching higher cell-
concentration during the fermentation. No issues in terms of clogging or interference with the flow 
were observed during the fermentation, and the height of the flow-through cell chosen for 
application might well be reduced. In the future, the flow-through-cell will also be available in a 
height of 140 µm. The height and hence, the absorbance of the sample might be reduced by a factor 
of 5.7 which in turn might allow for a detection of cell concentrations that are 5.7 times higher than 
in the current study. Thus, by reducing the height of the flow-through cell, OD values up to 22 might 
be detected by the BCA and TA algorithm and hence, yeast growth during the entire batch 
fermentation as in this study could have been followed. Considering the 96 well plate as a sampling 
device, the volume might be reduced to 50 µl, assuring that the entire bottom of a well is covered 
with sample liquid. That might have allowed to extend the detection of yeast growth to an OD value 
around 8.  
 
The SESA algorithm could not be properly applied within this work, as the initial cell concentration 
(an OD of 0.6) was already too high to allow for proper segmentation on the images acquired.  
The amount of biomass is strongly correlated to the concentration level (or, respectively, 
consumption / production rate) of substrate and products, as shown in Figure 3.5 C-F). Within this 
study, this inherent correlation was not found to be particularly useful as the detection of growth by 
image analysis was limited to low biomass concentrations. However, considering that these 
limitations might be circumvented by the sampling device applied, an image might be used to yield 
results with respect to biomass detection and, via correlations, also an idea of the substrate/ product 
level might be gained when integrating the respective mechanistic models.  
 
3.3.6 Morphology dynamics based on image analysis 
All objects identified on each image were quantitatively described by several parameters linked to 
each object. Within this study, the objects were described by means of the area, perimeter, circularity 
and the number of bright spots. These descriptors were chosen in order to yield a representative and 
complementary data set describing the cell morphology under study. The following morphology 
dynamics might be expected. During the cultivation, the number of bright spots would increase, 
essentially from one bright spot representing a single cell, to two and more bright spots representing 
a reproducing cell or a cell cluster. More than two bright spots per object might describe a very high 
growth rate, where a bud starts to grow itself prior to its separation from the mother cell. Hence, the 
exponential growth phase might show mainly a lot of budding cells and small cell-clusters, while the 
lag phase or a phase of maintenance might be substantially described by a lot of single cells. An 
increasing number of bright spots per object is expected to come along with an increase in area and 
perimeter and respectively a decrease in circularity. The circularity is expected to decrease with an 
increasing number of bright spots due to the objects becoming more and more branched. A 
decreasing number of bright spots is expected to show the opposite trend. In order to describe the 
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morphology dynamics, the mean value for each parameter was calculated and plotted as a function 
of the fermentation time. Figure 3.18 shows the morphology dynamics for both, at- and off-line 
image data. Note that, the off-line images were acquired as duplicates based on two different wells, 
as indicated in the legends. Dotted, dashed and solid lines represent the average data trend. The 
trend lines were approximated by polynomials. It is important to realize that these results represent 
the segmentation and in case of a bad image quality do not represent the actual object morphology. 
Keeping this in mind, only the images acquired off-line on diluted samples can be considered as 
reliable image material. The images acquired on-line and off-line on the natural fermentation 
samples must be considered as a bad source material for segmentation, as the images were out-of-
focus and too crowded for representative segmentation.  
 
 
Figure 3.18: Morphology dynamics over the fermentation time for on-line and off-line image data with respect to the descriptors 
area, perimeter, circularity and number of bright spots. Each parameter is presented as the time trend of the mean value. Row three 
represents a zoom into the full-time data shown in raw 4, as marked in red, in order to have a comparative insight in the parameter 
trends within the first 240 min, obtained on the three different data sets ‘on-line’, off-line (natural)’ and ‘off-line (diluted)’. The trend 
lines, represented as continuous, solid, dotted and dashed lines, were approximated by polynomials. 
 
Generally, it can be observed that on-line and off-line image data resulted in contradicting trends. 
This could be expected due to bad image quality in terms of segmentation. The first 20 images 
acquired on-line were segmented until 230 min of fermentation time. According to Figure 3.18, the 
following segmentation trends were obtained. Over the time during which segmentation could be 
performed, the area and circularity showed a continuously decreasing trend. The perimeter and the 
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number of bright spots showed the shape of a parabola, with a maximum observed at around 
120 min. The mean object area decreased ca. 22 % (from approximately 200 to 155 pixels), the mean 
circularity decreased ca. 7 % (from 0.87 to 0.8). The perimeter varied ca. 5 % (maximal around 4 
pixels), the number of bright spots varied ca. 20 % (between 2 and 2.4). Two conclusions can be 
drawn. Firstly, the changes in all morphology descriptors were minor. Secondly, the observed 
morphology trends were artefacts produced by deficient image quality resulting in erroneous 
segmentation. In a good data set, the descriptors chosen are expected to complement each other 
when describing cell morphology, in the way described in the beginning of this section. This was not 
the case here, i.g. the data is contradicting by itself. According to the segmentation data in Figure 
3.18 (on-line trends), the mean area and circularity decreased while the perimeter and number of 
bright spots increased. This cannot be true considering the natural shape of yeast cells, appearing as 
round objects and round objects ‘stuck’ together. Hence the trends observed must be considered as 
a description of what the algorithms segmented due to bad image quality, but not the actual yeast 
cell-morphology.  
 
In particular the out-of-focus issue resulted in a segmentation of yeast cells which did not reflect the 
natural shape of yeast cells. The decreasing trend in area over the fermentation time is explained by 
objects with ‘open’ segmentation borders (Figure 3.9 A), thus resulting in a large perimeter but 
essentially no area. Hence, providing appropriate image quality, i.e., images on which cell-objects 
appear separated from each other and in-focus, is crucial for yielding reliable segmentation results. 
The challenge of out-of-focus cells and high cell concentration was addressed by ParticleTech Aps, 
as described in 3.4 Conclusions and future perspectives. 
 
The morphological trends observed based on the images acquired off-line on the natural 
fermentation samples showed data consistency, as it would be expected in nature. A decreasing 
number of bright spots came along with a decrease in object area and perimeter and an increase in 
circularity. In nature, this can be explained by a transformation from cells occurring rather in clusters 
to cells occurring rather as a single entities. However, the opposite of this trend is expected at the 
beginning of the fermentation process. Cells transitioning from the lag phase to the exponential 
growth phase are expected to ‘transform’ from single cells to (rapidly growing) budding cells, 
producing a lot of budding cells and eventually cell-clusters. Hence, also in the off-line data set 
yielded from natural fermentation samples, the trends found describe the deficient image quality 
resulting in erroneous segmentation and not the actual cell morphology. However, the data is more 
consistent in itself, as the images were properly in focus. This reveals that crowded images in-focus 
produce less artefacts with respect to the natural morphology trends expected, than out-of-focus 
images.  
 
The off-line images acquired on the diluted samples were considered as good image quality with 
respect to the segmentation. The images were in focus and objects appeared in good distance to 
each other. The time trends of mean object area, perimeter and circularity occurred as expected. An 
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increase in area came along with an increase in perimeter and a decrease in circularity. Nevertheless, 
the number of bright spots was decreasing according to the trend line. However, the duplicates did 
not produce the most consistent data, and approximately every second data point yielded from the 
duplicate (indicated as A1) seems to contradict the actual trend.  
 
It can be concluded that on-line and off-line image data obtained from the undiluted fermentation 
samples yielded deficient segmentation due to bad image quality. In this case, the trends observed 
represent what was segmented by the algorithms and not what was actually present on the image. 
Segmentation was deficient due to out-of-focus and too crowded images. In case of the diluted 
fermentation samples, off-line image data could be used for segmentation and hence, a first insight 
into the morphology dynamics of yeast cells during a (fed-) batch fermentation could be gained. For 
the mean values of area, perimeter and circularity over the fermentation time, the morphology trends 
described a parabola. The area and perimeter of the objects were first increasing on average, 
followed by a decrease to approximately the starting value. The opposite trend was observed for the 
circularity. The number of bright spots was found to be continuously decreasing. However, it is 
assumed that the bright spot trend obtained was due to bad replication (deviations between the first 
and second image sample) and a parabola shape as for area and perimeter might be anticipated. 
The curve maximum in area and perimeter, the curve minimum in circularity, respectively, occurred 
approximately after 220 min of the fermentation time. The initial 220 min of fermentation 
represented the early stages of the exponential growth phase, and the growth rate can be considered 
as still rather low (Figure 3.5 B), while glucose concentrations, in contrast, are still rather high 
(90 mM - 75 mM, Figure 3.5 A). Interestingly, these findings suggest the opposite of the morphology 
progression assumed at the beginning of the chapter. Cells tend to ‘cluster’ at rather low growth 
rates, and not as expected, at high growth rates. Morphology dynamics described as the mean value 
per time point (image) changed marginally. More experimental and reliable image data must be 
collected and analyzed in order to confirm the first findings. However, yeast cells seem to undergo 
morphological changes during growth. If these changes can be captured reliably and correlated to 
the crucial process parameters of interest, monitoring and control of fermentation processes based 
on imaging and image analysis will become an exciting novel strategy.   
 
3.3.7 Performance of the bright spot feature 
The bright spot feature was developed within this work aiming at the automatic distinctions between 
single cells, budding cells and cell-clusters of different sizes on the images. Its performance was 
evaluated in Figure 3.19. In Figure 3.19, all objects segmented on the images acquired off-line on the 
diluted fermentations samples, exemplarily shown after 0, 240 and 560 min, were automatically 
assigned to a group, defined by the number of bright spots. Each group (objects of 0, 1, 2, 3, 4, more 
than 5 bright spots) was manually checked for false objects, in other words, objects that a human 
eye would have assigned to a different group, or considered to be segmented erroneously, were 
identified and removed from the data set. 
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Figure 3.19: Evaluation of the bright spot feature exemplarily shown on the images acquired off-line on the diluted samples 
(replicate 1) after 0, 240 and 560 min of fermentation time. Based on the bright spot feature, every group of objects belonging to 0, 
1, 2, 3, 4 and more than 5 bright spots was checked manually for false objects and objects erroneously assigned to that group were 
excluded manually. 
Objects assigned to each group based on the bright spot algorithm can be found in Figures S3.1 – 
S3.6 in the supplementary material. Objects manually excluded from each group can be found in 
Figures S3.7-S3.10.  
 
In general, segmented objects with zero bright spots can be considered as out-of-focus cells in the 
background or non-cell objects segmented due to ‘shadings’ on the image. The bright spot feature 
can be used for the automatic exclusion of objects segmented as a ‘zero bright spot object.’ No 
manual exclusion of objects in this group was necessary. With respect to the three images after 0, 
240 and 560 min considered for manual investigation (Figure 3.19), on average 12 % out of all objects 
can be discarded, referring to a ‘zero bright spot objects’. Furthermore, all other groups comprising 
objects from one to more than 5 bright spots, contained less than 5 % of objects that were manually 
excluded. Objects excluded manually might actually belong to another group, show deficient 
segmentation or are adjacent objects segmented as one single object. With this, the bright spot 
feature can be considered as a reliable tool for the automatic distinction between single cells, 
budding cells and cell-clusters, besides enabling the automatic exclusion of artefacts and non-cell 
objects.  
 
3.4 Conclusions and future perspectives 
Advances in microscopy imaging and image analysis as exemplarily demonstrated by means of the 
oCelloScope instrument offered the possibility for obtaining exciting new insights into a yeast 
fermentation process. For the very first time, the technology in use was connected continuously to 
the fermenter via a prototype flow-through-cell. Hence, automatic imaging and image analysis could 
be performed every 10 minutes over a 10 h yeast (fed-) batch fermentation. In parallel, a second 
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oCelloScope unit was operated off-line enabling the combination of every 4th on-line image with an 
image of a diluted off-line sample. This was done in order to overcome the challenge of high biomass 
concentrations hindering appropriate segmentation of individual cell-objects due to too crowded 
images. On-line images could be used in particular for the detection of yeast growth, while off-line 
image data of diluted fermentation samples could be used to yield insights into the morphology 
dynamics of the growing yeast culture. Advanced algorithms facilitated automatic adjustment of 
focus and illumination level and thus a microscopic image of the fermentation broth could be 
acquired within seconds. Moreover, dedicated algorithms allowed for automatic detection of 
microbial growth. Within this work, OD values between 0.6 and 4 could be followed reliably by means 
of the BCA algorithm, providing increased sensitivity compared to OD measurements. However, cell 
concentration referring to an OD value exceeding 4 (a cell dry weight of approximately 2 g/L) were 
found outside the capacity of image based growth detection by the algorithms applied in this study. 
OD values below 0.6 were not present during the course of the fermentation but based on 
publications linked to the technology in use, growth detection below the capacity of OD 
measurements (OD values < 0.1) with standard spectrometers is possible even with increased 
sensitivity by this method. Besides, diluted off-line images on samples exhibiting an OD value of 0.1 
resulted in exquisite image quality, supporting the assumption of reliable growth detection below 
the OD values present during the fermentation under investigation in this study. Hence, image based 
growth detection appears to be especially interesting for the early stages of the microbial growth, 
and the eventual identifications of contaminations. Note that, for practical reasons the flow-through-
cell was chosen in a height of 800 µm, but was available in a height of 300 µm as well. As the BCA 
algorithm is based on an absorbance (pixel intensity) measurement, a reduction of the sample height 
will lead to an increase in the biomass concentration detection limit. In the future, the flow-through-
cell will be available in a height of 140 µm and thus growth detection up to an OD value of 
approximately 22 might be possible.  
 
Besides the detection of growth, the morphology dynamics of the growing yeast culture were 
investigated. It was found that yeast cells undergo a change in morphology with respect to the 
fraction of single cells, budding cells and cell-clusters present over the fermentation time. In order 
to facilitate the automatic differentiation between the different cell-objects, the so-called bright spot 
feature was developed and implemented into the UniExplorer and ParticleTech software. It exploits 
the fact that yeast cells appear as a bright spot on the images. By counting the number of bright 
spots associated to a cell-object, the algorithm allows the automatic distinction between single cells, 
budding cells or a cell-cluster. The bright spot feature was found to work reliably with on average 
less than 5 % failure and can be used to exclude image artefacts produced by shadings or out-of-
focus cells in the background. The latter objects refer to an object with zero bright spots. Within this 
study, the early stages of (exponential) growth showed a slight shift towards cell clusters, the late 
stages of (exponential) growth a slight shift towards single cells. However, budding cells were the 
dominating cell species within this study, investigating the culture over an extended batch phase. 
Hence, no insight could be gained with respect to a truly challenging cell environment. The 
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morphological insight was yielded from off-line data of appropriate diluted fermentation samples. 
The quality of the on-line images was deficient for segmentation due to too high cell concentrations 
and were in particular challenged by an out-of-focus issue progressing over time. The bottom of the 
prototype flow-through-cell deformed over the course of the fermentation, so that the images were 
set more and more out-of-focus. Both, closely adjacent and out-of-focus cell-objects were found to 
be a crucial challenge for the segmentation algorithms. Closely adjacent cell-objects may result in 
one big object if the border pixels do touch. Out-of-focus cell-objects led to erroneous 
segmentation, in other words, cell-objects were not segmented as a human eye would have done it. 
Hence, segmentation results must be considered very carefully and segmented images must be 
studied with attention in order to come to the right conclusions. It always must be taken into account 
that the segmentation results represent the segmentation, and not necessarily the actual nature of 
the image. Hence, providing appropriate image quality for segmentation is a crucial requirement. 
By now, ParticleTech Aps has improved the fabrication of the flow-through-cell by means of a mold, 
overcoming the observed issue of bottom deformation of the flow-through-cell. Moreover, they have 
developed a dual pump flow controller for automatic dilution. In this way, samples from the 
fermenter can be automatically diluted providing an appropriate image quality for segmentation. 
This simplifies tremendously the acquisition of appropriate data. The new flow-through-cell in a 
height of 300 and 140 µm might well be used to study the morphology dynamics of yeast during 
different process conditions. First of all, it would be interesting to confirm the first findings by running 
another yeast batch fermentation considering OD values below 0.1 as a starting point and continuing 
the image acquisition until cells start to lyse. It might also be interesting to study the effect of relevant 
process events as, for instance, the failure of aeration / oxygen limitation on the cell morphology. 
Finally, a yeast production process, as for example relevant for insulin production might be exciting 
to follow by imaging and image analysis. Eventually, a certain cell morphology might be linked to 
the production (rate) of the insulin precursor peptide.  
 
When starting this work, the oCelloScope instrument was used off-line and fermentation samples 
were studied via a 96 well-plate. The need for a flow-through cell was addressed by ParticeTech Aps 
facilitating a first continuous imaging set-up by means of a prototype flow-through-cell. Challenges 
linked to the flow-through-cell and the resulting image quality were addressed by a mold for better 
flow-through-cell fabrication as well as a dual pump flow controller for automatic sample dilution. 
Thus, by now, a promising and exciting set-up is ready to monitor a yeast-fermentation based on 
image analysis. Findings might be used to transform the knowledge gained into a novel, image based 
monitoring strategy, enabling growth detection and moreover the assessment of crucial 
fermentation parameters based on cell morphology.  
 
  
137 
 
3.5 Supplementary Material 
 
Figures S3.1-S3.6 exemplarily represent objects automatically assigned by means of the bright spot 
feature to the number of bright spots stated below each image. The objects refer to the object 
segmented on the images acquired off-line on the diluted fermentation samples (1st replicate) at 
time point 0.  
 
Figure S3.1: Objects with zero bright spots, automatically assigned by the bright spot feature. 
 
 
Figure S3.2: Objects with one bright spot, automatically assigned by the bright spot feature.  
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Figure S3.3: Objects with two bright spots, automatically assigned by the bright spot feature. 
 
 
Figure S3.4: Objects with three bright spots, automatically assigned by the bright spot feature.  
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Figure S3.5: Objects with 4 bright spots, automatically assigned by the bright spot feature. 
 
 
Figure S3.6: Objects with more than 5 bright spots, automatically assigned by the bright spot feature. 
 
Figures S3.7-S3.10 represent objects manually excluded from the groups 1-4 bright spots, as shown 
in Figures S3.2-S3.5. 
 
 
Figure S3.7: Manually excluded objects from the group one bright spot (Figure S3.2). 
 
Figure S3.8: Manually excluded objects from the group two bright spots (Figure S3.3). 
 
Figure S3.9: Manually excluded objects from the group three bright spots (Figure S3.4). 
 
Figure S3.10: manually excluded objects form the group four bright spots (Figure S3.5). 
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Chapter 4 
Monitoring of microbial growth by the Cell-Growth-Quantifier 
Preface 
As outlined in chapter 3, the monitoring of biomass is crucial to any fermentation process. No other 
parameter demonstrates the progress of the fermentation process in such a way as the increase in 
biomass itself. However, the detection of biomass is still compromised by off-line analysis and probes 
insensitive to the entire fermentation process. The following chapter introduces the possibility of 
continuous, non-invasive monitoring of microbial growth by means of a light-backscatter sensor, 
called Cell-Growth-Quantifier (CGQBIOR, aquila biolabs GmbH, Germany). The sensor is able to 
detect the microbial growth via the fermenter wall (in case of a glass vessel) or a small glass window 
in the vessel (in case of a stainless steel vessel), respectively. The development of this technology was 
originally dedicated for accurate and high speed data acquisition in shake flasks under shaking 
conditions. For this purpose, the technology has become more and more popular, as exemplarily 
demonstrated by the integration of the CGQ technology into the Infors product portfolio in 
October 2017. The sensor design has been modified towards the application to bioreactor vessels 
(CGQBIOR). However, the application towards fermentation vessels is rather new. The sensor is 
especially attractive due to its simple to use and non-invasive application, facilitating the on-line 
detection of microbial growth over the entire fermentation course. The following chapter is dedicated 
to the investigation of the sensor performance under relevant process conditions. It presents the 
backscatter measurement technology and its application towards a yeast fermentation process in a 
single-wall, glass lab-scale fermentation vessel (Applikon).  
 
I decided to implement this case study into the thesis when I met aquila biolabs during my stay at 
the 5th BioProScale Symposium, hold in Berlin, Germany, in March 2018. I would like to acknowledge 
Julius Netzer (aquila biolabs, Germany) for the inspiration towards this technology and open 
communication and helpful feedback when conducting the experimental work.  
 
4.1 Introduction 
Generally, biomass probes rely on spectroscopic (optical density, IR, Raman, Fluorescence 
spectroscopy), optical (in-situ microscopy, image analysis) and electrochemical (impedance 
spectroscopy) techniques [1], [2], [3], [4], [5]. The CGQ belongs to the first class. Essentially, the 
spectroscopic techniques differ in terms of the wavelength used and the geometric arrangement of 
the optical pathway, defined i.a. as the angle between light source and detector. The traditionally 
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used turbidity measurement (optical density, OD) performed off-line determines the absorbance of 
a sample with a constant light path at a 0o angle. The light source and detector are facing each other 
and a sample is placed in between. Absorbance measurements are restricted to a rather small linear 
range, and they do not facilitate biomass detection covering the complete bioprocess, from 
inoculation (OD < 0.2) to harvesting (OD > 30) without sample preparation. OD measurements are 
only sensitive towards the entire bioprocess when properly diluted. Measuring scattered light instead 
of absorbance can be considered as another form of turbidity measurement, however, with a largely 
extended linear range. Besides, light scattering is a function of wavelength and angle, allowing for 
adjustment with respect to lower and higher cell concentration levels. Higher wavelengths produce 
higher scattering than lower wavelength. The CGQ facilitates the monitoring of biomass in standard 
and high cell density processes with two different LED as light source at a fixed scattering angle of 
180o. An arrangement of 90o is more sensitive towards lower cell concentrations, while a 180o 
geometry between light source and detector facilitates the detection of rather high cell 
concentrations [2], [6]. Hence, the CGQ geometry allows for the detection of high cell concentrations 
and for a design, in which light source and detector are placed next to each other, not in front of 
each other. Besides, backward scattered light (angels > 90o), is more sensitive towards the cell 
membrane structure [7], potentially allowing the tracking of morphological changes. The CGQ was 
developed with the particular scope of onl-ine biomass detection over the whole process range and 
not for tracking morphological changes. However, differences in the slope of calibration curves 
correlating OD measurements to the backscatter intensity are species dependent and this is 
explained by different cell morphologies [8]. Within this work, the application of the CGQ technology 
is focused on the detection of yeast growth. It was tested with respect to the influence of operational 
changes, known to affect several (in-situ) sensor signals. This included the adjustment (or failure) in 
stirrer speed and aeration rate, solids in the fermentation broth, differences in the fermentation 
medium (transparent vs. colored) and process events as substrate addition (feeding). It is of no doubt 
that a reliable, online biomass signal obtained non-invasively is of clear benefit for any fermentation 
process. Note that, on-line biomass monitoring is a great deal and not yet established in research 
and industry.  
 
4.2 Materials and Methods 
4.2.1 Light scattering 
Light scattering in a solution (suspension) of particles can be understood as a change in photon 
direction, when the photon collides with a small object [9]. In a fermentation process, such a small 
object may be a particle, a cell, a micelle, an air bubble or larger biopolymers (> 1 kDa) as peptides, 
enzymes and proteins. Theoretically, also the fermenter’s inner equipment as stirrer, baffles, sampling 
port and aeration pipe might interfere (reflect) with the light and contribute to the amount of light 
that is scattered or respectively, reflected back towards the detector. Hence, the position of the 
sensor across all experiments was fixed to avoid baseline drifts. 
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The interaction of light and particle will cause the light beam to be attenuated when passing through 
the solution. The light can be attenuated by scattering or absorption processes. In both cases, the 
light intensity after the solution will decrease exponentially with the path length x (see Figure4. 1) 
through the solution. Light attenuation based on absorption and scattering is schematically 
illustrated in Figure4. 1.  
 
 
Figure 4.22: Decrease in light intensity based on either absorption (A) or scattering (B). The intensity of the light I after the solution 
is described as a function of the incoming light intensity I0 and the absorption coefficient (α) or, respectively, the turbidity coefficient 
(τ). The two different bases (10 and e) for the exponential decays are a matter of convention. In Figure 4.1B, 180o scattered light is 
indicated as a pink arrow.  
The larger the particles and the higher the concentration, the higher the scattering. It is interesting 
to notice that the particle size is reflected in the scattering angle. If the detector measuring the 
scattered light is mounted on a so –called goniometer, controlling from which angle the scattered 
light is recorded, it is possible to obtain information about the size of the particles (molecules), and 
if the concentration is known, about the molecular weight. [10].  
 
4.2.2 The CGQ 
The CGQ measures turbidity based on the intensity of the light scattered back by the cells exhibiting 
a scattering angle of 180o. The scattering angle ensures that the light scattering is caused by the cell 
membranes [11], [12]. Consequently, the increase in the number of cells results in an increase in back-
scattered light. The increase in backscatter intensity is exploited here while conventional turbidity 
measurements (OD) detect the decrease in light intensity due to scattering, reflection and absorption 
by the cells. Each CGQ sensor plate consists of a combination of light source (LED) and photodiode, 
mounted next to each other. LED and photodiode are spatially separated to prevent a direct 
illumination of the detecting part. The CGQ facilitates backscatter measurements for standard (OD 
levels between 0.5 and 50) and high-cell-density (OD levels between 15-300) fermentation processes, 
applying a LED of 521 nm and 940 nm, respectively. The sensor is integrated in a foam housing and 
mounted directly onto the wall of the reactor by means of a flexible belt. The process (glass) window 
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required for its application must be approximately 1.5 cm x 2 cm. The sensor, its mount to the reactor 
and measurement principle are illustrated in Figure 4.2.  
 
 
Figure 4.2: From left to right: Mounting of the sensor on the reactor by means of a flexible belt, sensor housing and detection 
principle. The size of the detection window is indicated by x and y. The green LED exemplarily demonstrates the standard 
configuration (at 521 nm) [13].  
The physical set-up to the fermenter is quick and easy (‘plug and play’). As the CGQ works non-
invasively, it can be installed / uninstalled any time during the fermentation and no sterilization or 
extensive cleaning is required. The sensor can be operated at process temperatures between 10 oC 
and 80 oC, covering conventional process temperatures applied during fermentations. The data 
streams from up to 16 fermenters are bundled at a base station and forwarded to a local computer 
via USB where it is presented to the user by means of the CGQuant software. The CGQuant software 
handles the control of the CGQ and all data analysis, including charting of online data, data 
documentation, annotation of process events, inclusion of calibration files (for e.g. OD or cell dry 
weight calibration), the calculation of growth rates, and statistical analysis of replicates.  
Currently, three other device serving as a technical benchmark for the CGQ with respect to 
determination of microbial growth in shake flasks are available (the SFR Vario (Presens GmbH, 
Germany), the OD-Monitor (TAITEC, Japan) and the OD-Scanner (BugLab LLC, USA). However, they 
demand a static measurement set-up (meaning that the shaking must be stopped for their 
application) and don’t offer a solution that can be applied to a bioreactor [8]. Note that, the CGQ 
was developed for shake flasks and its particular scope is defined by continuous monitoring over an 
entire shake flask cultivation process under shaking conditions. The application to fermentation 
reactor vessels is new and not extensively studied thus far.  
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4.2.3 Experimental conditions tested by the CGQ 
4.2.3.1 CGQ set-up 
The experiments were conducted with the CGQBIOR, the CGQ model designed for the application to 
fermentation reactor vessels. In the following, the CGQBIOR is simply called CGQ. The sensor was 
equipped with a 521 nm LED, facilitating biomass measurements between OD values of 0.5 and 50, 
as stated by the company. No reference organism was mentioned. The measurement mode was set 
to external light compensation. For testing the effect of changes in operational conditions, the data 
collection rate was set to 2 seconds. For the fermentation processes, the data collection rate was set 
to 2 min. The CGQ was mounted in the middle of the reactor vessel, assuring that no inner parts were 
directly in front of the sensor window and the position was marked to avoid signal variation based 
on positioning.  
 
4.2.3.2 Operational conditions under investigation 
The environment inside the fermenter is highly effected by operational events. Operational events 
as feeding (substrate or acid and base for pH control) as well as adjustment of aeration rate and 
stirrer speed change the environment inside the bioreactor physically. Such operational events are 
generally known to cause disturbances in several sensor signals. Hence, the influence of stirrer speed 
and aeration rate on the sensor signal was tested. Additionally, the effect of medium composition 
(water and YP (yeast extract and peptone) medium, outlining a transparent and a colored medium, 
respectively, and the presence of particles (YP medium containing potato protein powder) was 
investigated. Particles as potato protein powder are part of certain complex media. They are 
enzymatically hydrolyzed prior to the fermentation process to release amino acids into the broth. 
The potato protein remains inside the fermentation broth as a nutritional source during enzyme 
production processes, in which the target enzyme is active on the remaining potato protein particles, 
thus degrading it more and more in the course of the fermentation. The amino acids released are in 
turn important building blocks for the expression of the enzyme itself. As optical density is not 
selective towards cells but towards all particles in solution, the presence of particles does cause 
practical issues to OD measurements, depending on the particle concentration. If the particle 
concentration in the broth is high, the detection maximum of most spectrometers is already reached 
by the particles themselves, making the OD measurement insensitive to a change in microbial 
biomass. Dilutions may be considered to circumvent the high particle concentrations but according 
results are often error prone and of poor reproducibility. The degradation of particles during the 
process would impose another factor to account for. However, the detection of microbial growth in 
the presence of particles is a valuable advantage of the CGQ over OD measurements.  
 
Conditions tested are outlined in Figure 4.3. The stirrer speed was varied between 400 rpm and 
1100 rpm, the aeration rate was varied between 0.5 vvm and 2 vvm. For the effect of the stirrer speed, 
a signal was collected at 1vvm for 10 min, for each stirrer speed (conditions along the red arrow in 
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Figure 4.3). 1 vvm represents the operational aeration rate and a change in stirrer speed may 
represent a case where the dissolved oxygen tension is maintained above a certain set point (>30 %) 
by a stirrer speed cascade. When studying the effect of the aeration rate, each stirrer speed was 
tested over a time period of 2.5 min. The conditions tested with respect to aeration rate are 
represented by set-points along the green arrows in Figure 4.3. A change in stirrer speed or aeration 
rate might not necessarily represent a control action, but eventually a failure in the power supply or 
the aeration system. Aeration is easily affected by a decrease in air supply pressure or a pressure 
increase inside the reactor, due to a blocked off-gas filter.  
 
Figure 4.3: Experimental design of testing conditions. The green arrows indicate the conditions tested at fixed stirrer speed. The red 
arrow indicates the conditions investigated at fixed aeration rate. 
The experimental design was performed in all three media under investigation. 
4.3.2.2 Fermentation conditions under investigation 
Finally, aiming at the investigation of biomass monitoring performed by the CGQ, two standard yeast 
fermentations in YP medium as described in detail in chapter 2.2.1.1 Yeast fermentation processes, 
were performed. Fermentation 2 contained a constant particle concentration of 50 g/l. Both 
fermentations were subject to glucose feeding in order to challenge the sensor with higher biomass 
concentrations. The feeding solution for both fermentations contained a glucose concentration of 
500 g/l. During the particle-free fermentation (fermentation 1), the CGQ data was complemented 
hourly with off-line OD and HPLC data for glucose, ethanol, glycerol and acetic acid, and furthermore 
every 2nd hour with off-line dry weight measurements. Fermentation 2, containing particles, was 
supplemented with online off-gas data (CO2), as OD and dry weigh measurements were not possible 
to perform reliably. OD, dry weight and HPLC measurements were performed as described in chapter 
1.2.3 and 2.2.3.1. Off-gas measurements were provided by means of a prototype of the NxPAS gas 
analyzer, shortly introduced in chapter 3.2.4.  
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4.3 Results and Discussions 
4.3.1 Influence of stirrer speed and aeration rate on the sensor baseline signal  
The baseline of the CGQ in different media (water, YPD medium and YPD medium containing 50 g/l 
potato protein particles) was tested for stirrer speeds between 400 rpm and 1100 rpm as well as for 
aeration rates between 0.5 vvm and 2 vvm, respectively (Figure 4.3). The results are presented per 
medium under investigation. 
4.3.1.1Water 
The change of stirrer speed at a constant aeration rate of 1 vvm is presented in Figure 4.4, the 
influence of aeration rate at different stirrer speeds is demonstrated in Figure 4.5.  
 
Change in stirrer speed at constant aeration rate (Figure 4.4) 
 
 
Figure 4.4: Variation in the CGQ background signal at a constant aeration rate of 1 vvm, as a function of the stirrer speed as indicated 
in the legend. 
Stirrer speeds between 400 rpm to 1100 rpm (in steps of 100 rpm in between, see experimental 
design in Figure 4.3) resulted in measured backscatter values between 17 and 26. 
Within the range of 400 rpm – 700 rpm, the level of the background signal could be considered as 
independent of the stirrer speed. From 800 rpm to 1100 rpm, the background signal was clearly 
increasing with increasing stirrer speed and the increase seems to follow a linear relationship as a 
function of stirrer speed(Figure 4.4). The increase in the background signal from 20 to 25 when 
increasing the stirrer speed from 800 rpm to 1100 rpm represents a signal increase of around 25 %. 
Assuming that the water was free of any particles and larger molecules, the backscatter intensity 
detected was the result of metal parts inside the bioreactor and air bubbles. The observed effect can 
be explained by the dispersion of incoming air by the stirrer. At stirrer speeds below 800 rpm, the 
dispersion of air can be considered as rather poor and large air bubbles escaped to the reactor 
time [h] 
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headspace. These air bubbles may just let the light through, and the scattering is minor. At stirrer 
speeds above 800 rpm, the dispersion of air bubbles is effective and it is expected that the size of air 
bubbles decreases further with increasing power input (stirrer speed). The dispersed air bubbles can 
be considered as small particles inside the liquid. The decrease in air bubble size comes along with 
an increase in air bubble (particle) concentration in the detection area, thus increasing the sensor 
signal.  
 
Change in aeration rate at constant stirrer speed (Figure 4.5) 
 
Figure 4.5: Variation in the CGQ signal at constant stirrer speed as a function of the aeration rate (blue crossed line). Starting with 
0.5 vvm at every stirrer speed, the aeration rate was increased every 2.5 min in steps of 0.5 (see experimental design in Figure 4.3). 
The stirrer speed is noted above each graph and the gap in the blue signal marks the change in aeration rate, when no signal was 
recorded. The red signal represents the backscatter intensity at 1vvm collected over 10 min for each stirrer speed, providing a visual 
reference.  
 
A change in aeration rate did not affect the baseline when applying stirrer speeds from 400 rpm to 
700 rpm. At stirrer speeds above 800 rpm, the signal increased with an increase in aeration rate 
(Figure 4.5). The observation can be explained by the higher air flow passing into the reactor. The 
more air enters the reactor at higher stirrer speeds, the more air can be effectively dispersed resulting 
in an increase in air bubble (particle) concentration inside the detection area.  
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4.3.1.2 YP medium 
Change in stirrer speed at constant aeration rate (Figure 4.6) 
 
 
Figure 4.6: Variation in the CGQ background signal at a constant aeration rate of 1 vvm, as a function of the stirrer speed as indicated 
in the legend. 
Generally, the backscatter intensity increased with increasing stirrer speed (at a constant aeration 
rate of 1 vvm), as observed for water as medium. However, the backscatter intensity (signal) observed 
in YP medium was generally higher than in water. Stirrer speeds between 400 rpm and 1100 rpm 
resulted in backscatter values of 25 - 350, while the highest backscatter intensity obtained in water 
was 27. This might be explained by a lot of larger biopolymers, essentially peptides of different sizes, 
present in the YP medium. The signal increased by more than 250 % when increasing the stirrer 
speed from 800 rpm to 1100 rpm and the relation appears to be rather exponential. This represents 
a 10 fold higher signal increase than in water, at respective stirrer speeds. As in water, the increase 
in background signal was most pronounced at stirrer speeds between 800 rpm and 1100 rpm. The 
effect of the stirrer speed on the backscatter intensity for stirrer speeds above 700 rpm was 
significantly higher than for the respective conditions in water. It is assumed to be explained by the 
fact, that the YP medium is prone to strong foaming while water is not. The physicochemical 
properties of YP medium differ essentially from water, as a lot of different biomolecules and ions are 
dissolved in this complex medium. The physicochemical properties of the medium, such as the 
surface tension, affect the dispersion of air. The surface tension of water is higher than the surface 
tension of most other liquids, due to the hydrogen bonding between the water molecules. Hence, 
air bubbles in water are unstable, due to the high surface tension of this liquid. The net of hydrogen 
bonding is affected in the YP medium, as a lot of large biomolecules had to be incorporated and 
dissolved. As a result, the surface tension of YP medium is significantly reduced compared to the 
surface tension of water. The reduced surface tension is the result of the dissolved biomolecules, 
acting as surfactants and thus, stabilizing the air bubbles. Hence, the average air bubble size in YP 
time [h] 
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medium is expected to be larger than in water. Larger particles (air bubbles) cause higher scattering, 
explaining the increased sensor signal in YP medium compared to water. 
 
Change in aeration rate at constant stirrer speed (Figure 4.7) 
 
 
 
Figure 4.7: Variation in the CGQ signal at constant stirrer speed as a function of the aeration rate (blue crosses). Starting with 0.5 vvm 
at every stirrer speed, the aeration rate was increased every 2.5 min in steps of 0.5 (see experimental design in Figure 4.3). The stirrer 
speed is noted above each graph and the gap in the blue signal marks the change in aeration rate, when no signal was recorded. The 
red signal represents the backscatter intensity at 1vvm collected over 10 min for each stirrer speed, providing a visual reference.  
It was observed in water and in YP medium, that the influence at stirrer speeds below 800 is minor, 
due to inefficient dispersion of air bubbles. Besides, 800 rpm and above, representing the event of 
dissolved oxygen control by a stirrer cascade, were the relevant process conditions with respect to 
biomass monitoring in the two fermentation processes. Hence, the effect of the aeration rate in YP 
medium containing particles was only tested at stirrer speeds ranging from 800 rpm to 1100 rpm. 
For 900 and 1100 rpm, the aeration rate did not affect the CGQ signal. For 800 rpm and 1000 rpm, a 
steep increase in the sensor signal was observed when changing to an aeration rate of 1 vvm and 
1.5 vvm, respectively. After the steep increase, the signal stayed stable for 1.5 vvm and 2 vvm and a 
further increase in aeration rate did not affect the signal again. This might be explained by the 
particular fluid dynamics during the different operations and the results should be reproduced in 
order to confirm these findings.  
 
4.3.1.3 YP medium containing particles 
The presence of particles was simulated by potato protein powder, in a concentration of 50 g/l.  
 
Change in stirrer speed at constant aeration rate (Figure 4.8) 
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Figure 4.8: Variation in the CGQ background signal at a constant aeration rate of 1 vvm, as a function of the stirrer speed as indicated 
in the legend. The signal at 800 rpm must be considered as an experimental outlier as it reached backscatter intensities of around 
2800 (shown on the right). 
 
For the stirrer speeds under investigation, the backscatter intensity yielded baseline values of around 
400 at 400 rpm and around 450 at 1100 rpm. As observed before, the backscatter signal increased 
with increasing stirrer speed and the effect was most pronounced from 700 rpm to 1100 rpm. Within 
this range, the increase in base line accounted for approximately 25 %. The phenomenon can be 
explained as before, by a higher air bubble concentration inside the detection area yielded by a 
better dispersion of the incoming gas by a higher impeller speed. It is very interesting to notice 
though, that the extent of this effect is highly dependent of the medium itself. Particles seem to 
‘stabilize the system’, as a change in stirrer speed in the presence of particles resulted in a significantly 
lower signal increase (12.5 %), as observed for YP medium (250 %). When solid particles were present, 
changes in air bubble size and concentration clearly affected the CGQ signal to a lesser extent. It 
might be considered that the present particle concentration was close to the upper detection limit 
and thus, the sensitivity towards changes in particle concentration caused by air bubbles was less 
than without particles. A backscatter intensity of 3000 was measured for an experimental outlier, 
suggesting that the sensor’s upper detection limit is far above the measured 450 (intensity units). 
However, it is of course not a proof. 
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Change in aeration rate at constant stirrer speed (Figure 4.9) 
 
 
Figure 4.9: Variation in the CGQ signal at constant stirrer speed as a function of the aeration rate (blue crossed line). Starting with 0.5 
vvm at every stirrer speed, the aeration rate was increased every 2.5 min in steps of 0.5 vvm (see experimental design Figure 4.3). 
The stirrer speed is noted above each graph and the gap in the blue signal marks the change in aeration rate, when no signal was 
recorded. The red signal represents the backscatter intensity at 1vvm collected over 10 min for each stirrer speed, providing a visual 
reference. 
Generally, the change in aeration rate at stirrer speeds between 400 and 1100 rpm can be considered 
as insignificant. When increasing the aeration rate, a small increase in the CGQ signal (around 2 %) 
could be observed for stirrer speeds above 700 rpm. However, this can be considered as negligible 
compared to an observed increase of 50 % (at 800 rpm) to 150 % (at 1000 rpm) under the same 
conditions in YP medium without particles.  
 
4.3.1.4 Influence of stirrer speed and aeration rate – summary 
It can be concluded that the stirrer speed and the aeration rate clearly affected the backscatter 
intensity. Generally, the higher the stirrer speed and the higher the aeration rate, the higher the CGQ 
signal. The signal increase was most pronounced at higher stirrer speeds (> 700 rpm) and might be 
neglected at lower stirrer speeds (< 700 rpm). The increase in sensor signal with increasing stirrer 
speed or aeration rate, respectively, can be explained by an increased air bubble concentration in the 
detection area. At stirrer speeds above 700 rpm, the dispersion of incoming air is effective. With 
increasing power input, the bubble size decreases while the bubble concentration increases, hence 
resulting in an increased sensor signal. Increasing the stirring rate affected the sensor signal to a 
higher extent than an increase of the aeration rate. In particular the effect of stirring was found to be 
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highly dependent of the medium. It was found strongest in YP medium (an increase of 150 % was 
observed) and lowest in YP medium containing a particles (an increase of 10 % was observed) when 
increasing the stirrer speed from 700 rpm to 1100 rpm. In water, the signal increased by around 25 % 
when increasing the stirrer speed from 700 rpm to 1100 rpm. The differences can be linked to the 
different physicochemical properties of the medium affecting the dispersion of the incoming air. The 
reduced surface tension of YP medium compared to pure water is assumed to explain the strong 
effect in YP medium. In YP the YP medium, the signal increase due to an increase in stirrer speed was 
significantly reduced in the presence of potato protein particles. 
 
These results clearly reveal that a change in sensor signal might be caused by operational events 
such as a change in stirrer speed and aeration rate. These events need to be properly tracked in order 
to interpret the signal correctly. The observed trends seemed to undergo a linear or exponential 
relationship and hence the backscatter intensity might be corrected by the respective factor.  
 
 
4.3.2 Monitoring of Biomass by the CGQ 
4.3.2.1 Fermentation 1 
A standard yeast (fed-) batch fermentation was performed over 30 hours and the growth of biomass 
was followed online by means of the CGQ. The data was complemented every hour by off-line OD 
and HPLC measurements and every 2nd hour by off-line dry weight (DW) measurements. Glucose was 
fed manually three times in a volume of 100 ml (concentration of 500 g/l) in order to prolong the 
exponential growth phase. The stirrer speed was constant at 800 rpm throughout the process. The 
fermentation progress followed by the CGQ, OD and dry weight is shown in Figure 4.10A. Calibration 
curves for the correlation of the OD and dry weight to the backscatter signal are shown in 
Figure 4.10 B and 4.10 C. The CGQ detected the increase in biomass in good agreement with OD and 
dry weight data. During the fermentation, the backscatter intensity increased from 50 to 450. The 
initial value of 50 is below the value previously obtained in YP medium at 800 rpm (around 90, see 
Figure 4.6). This can be explained by supplementing the raw (YP) medium with 100 ml of a glucose 
solution (400 g/l) at the beginning of the fermentation process. The addition of the glucose solution 
diluted the YP medium, hence decreasing the sensor signal. The signal at 800 rpm before and after 
glucose addition can be found in the supplementary material, Figure S 4.1. The fermentation yielded 
a final dry weight value of 20 g/l, corresponding to an OD value of 55. 
 
The whole fermentation process was continuously followed by the CGQ. No detection limit was 
observed during this fermentation. Process events such as the feeding of glucose (indicated in 
Figure 4. 10 A as black arrows) caused a small signal variation, generally characterized by a small 
drop in signal, due to a local dilution of the detection area during feeding. 
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Figure 4.10: A) Biomass increase during a 30 h yeast fed-batch fermentation followed continuously on-line by the CGQ as backscatter 
intensity. The data was supplemented with off-line OD and dry weight (DW) measurements. Glucose addition (100 ml of a 500 g/l 
glucose solution) is indicated with black arrows. The signal drop after 11 h was not related to an active process operation. It might 
relate to a drop in air pressure sometimes happening during the fermentation due to a pressure drop in the supply line. The data 
points in the backscatter signal used for the correlation with the OD and the DW are marked with a green triangle. B) Correlation 
between the DW and the backscatter intensity. C) Correlation between the OD and the backscatter intensity. 
Feeding took place manually by means of a sterile syringe through the feeding septum, located at 
the top of the reactor, with the ‘feeding stream’ entering close to the position of the sensor. The 
signal drop after 11 h could not be related to an active operational event, but might be explained by 
a drop in aeration rate which sometimes happens when the supply pressure decreases briefly. Good 
OD and DW correlations were obtained with a correlation coefficient of greater than 0.98 (see Figure 
4.10 B and 4.10 C). Hence, the calibration curves can reliably be used to convert the on-line 
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backscatter data into OD or dry weight data, if preferred. Biomass dilution due to acid, base and 
glucose addition was not considered here. No samples for reference analysis were taken over night. 
However, the diauxic shift from glucose to ethanol consumption after 13 h was clearly visible in the 
sensor signal. It is indicated by a decrease in exponential growth rate. The CGQ data was in 
agreement with the HPLC data, confirming that glucose was depleted after 13 h, inducing the 
consumption of ethanol (see supplementary material, Figure S4.2). 
During this fermentation, the CGQ was found to be a very valuable tool for the monitoring of 
biomass, especially over night, when no samples for reference analysis were taken. Small variation in 
the sensor signal were not found to be a major disturbance and might even be valuable in terms of 
fermentation tracking with respect to operational events and troubleshooting.  
 
4.3.2.2 Fermentation 2 
A standard yeast fed-batch fermentation was performed as before with the difference that a constant 
particle concentration (potato protein powder) of 50 g/l was present during the fermentation. 
Glucose feeding of a 500 g/l stock solution was performed via a peristaltic pump (Reglo ICC, Ismatec, 
USA) adding the respective volume with a flow rate of 10 ml/min. The fermentation was followed by 
the CGQ for online biomass detection and by the NxPAS gas analyzer system for online off-gas 
monitoring (CO2). The CO2 profile can be considered as a replacement for OD data regarding the 
signal trend during the exponential growth phase. Accidentally, the CGQ was first started after 2 
hours of the fermentation time. The course of the fermentation process is demonstrated in 
Figure 4.11. Several processes events were induced as indicated.  
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Figure 4.11: Biomass increase during a 24 h yeast fed-batch fermentation followed continuously on-line by the CGQ as backscatter 
intensity. The CGQ data was supplemented with on-line CO2 off-gas data. Active operational events are indicated by black arrows and 
described in the legend. The signal drop after 13 h and 15 h was not related to an active process operation. It might be related to a 
drop in air pressure which sometimes happes during the fermentation due to a pressure drop in the supply line. It might also be 
related to a change in morphology, due to the diauxic shift.  
Generally, the biomass increase during the fermentation was described by backscatter values 
between 350 and 550. The initial backscatter intensity of 350 is lower than the backscatter value 
obtained from the pre-test (see 4.3.1.3 YP medium containing particles). It can again be explained by 
dilution of the YP medium (and particle concentration) due to glucose addition. As before, feeding 
resulted in a small signal drop, explained by a strong local dilution in the detection area during 
feeding. The increase in the stirrer speed from 800 rpm to 900 rpm after approximately 7 hours 
resulted in a small, sharp increase in sensor signal. Contrarily, the increase in stirrer speed from 
900 rpm to 1000 rpm after 13.5 h was hardly visible. It is assumed that the backscatter of light 
resulting from solid particles is higher than the backscatter of light resulting from air bubbles. Hence, 
it is furthermore expected that, after 13.5 h, the total concentration of solid particles was so high, 
that changes in the backscatter intensity caused by a change in air bubble size and concentration 
was minor. At this point, the sensor seemed to be less sensitive (‘blind’) towards changes in air-
bubble dispersion. The signal drop after 13 h and 15 h was not due to an active operation. It is 
interesting to notice that the signal drop after 13 h happened at the end of glucose depletion. A 
respective drop after glucose depletion could also be observed in fermentation 1, which was also not 
assigned to an active operation. Hence, the drop after glucose depletion might be the result of a 
change in morphology due to the shift in metabolism towards metabolite consumption. The growth 
on ethanol occurs at a significant lower growth rate, in this fermentation indicated by the CO2 profile. 
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Unfortunately, no HPLC analysis was performed here to prove this assumption. The dependency of 
yeast size on the growth rate (mean size increases with growth rate) is described by Tyson et. al. [14]. 
Smaller particles produce lower scattering resulting in a decrease in backscatter intensity. However, 
the drop after 15 h is unlikely to be explained by another metabolic shift, as the ethanol consumption 
was only in the beginning. Instead, the signal drop might be linked to a pressure drop in the air 
supply, decreasing the aeration rate. The signal line obtained by the CGQ appeared noisy due to the 
active inclusion of a lot of process events. However, the signal could be adjusted by considering the 
change in volume due to feeding and the correlation coefficients between the backscatter, the stirrer 
speed or the aeration rate. The presence of particles did not hinder the detection of biomass increase, 
which must be considered as a major advantage compared to OD measurements.  
 
4.4 Conclusions 
The CGQ(BIOR) was demonstrated to be a valuable tool for online, non-invasive biomass detection 
applying backscatter technology. Its application was demonstrated during a standard and particle 
containing yeast fed-batch fermentation. The application is facilitated via the glass wall of the reactor 
or a glass window inside the bioreactor wall of approximately 2 cm x 1.5 cm. The CGQ was found to 
be fast and easy to install and could be applied as a plug and play device. It was rather insensitive to 
the early stages of growth (below an OD value of 7, see Figure 4.10 A). However, in both 
fermentations, the entire process could be followed and no upper detection limit was reached within 
this study yielding a dry weight concentration of around 20 g/l and 30 g/l. The diauxic shift 
characterized by a significant decrease in growth rate after glucose depletion was clearly visible in 
the CGQ signal curve (Figure 4.10 A). It is anticipated that the shift is introduced by the sensor signal 
by a clear signal drop, resulting from a shrinking in cell size when adapting the metabolism towards 
metabolite consumption, coming along with a decrease in growth rate. Operational events were 
shown to affect the sensor signal in a mechanistic way. The effect of the aeration rate was found to 
be highly medium dependent. In the media under investigation (water, YP, YP containing 50 g/l 
particles) it was strongest in YP medium and lowest in YP medium containing particles, hence 
suggesting that the presence of solid particles make the sensor less sensitive towards changes in the 
air dispersion. The increase in backscatter intensity with increasing stirrer speed and aeration rate 
could be linked to an increase in air bubble concentration in the detection window, resulting from a 
better air dispersion by the stirrer at higher stirring rates. Pulse-feeding resulted in a drop in the 
sensor signal, due to a local dilution in the detection area.  
 
The sensor can be considered as an easy-to-use and reliable tool for online biomass detection. 
Correlation to OD and dry weight yielded correlation coefficients of greater than 0.98 (Figure 4.10 B 
and 4.10 C). The sensor signal was affected by process operations (as changes in stirrer speed, 
aeration rate and feeding) but this might be beneficial in terms of process tracking and 
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troubleshooting. A change in sensor signal due to operational events could most likely be 
circumvented by using correlations to correct the signal online.  
 
4.5 Supplementary Material 
 
 
Figure S4.1: CGQ signal for the fermentation medium (fermentation 1) before (red dots) and after addition of 100 ml of a 400 g/l 
glucose stock solution (blue crosses). The addition of glucose diluted the YP medium, hence reducing the sensor signal. 
 
 
Figure S4.2: Glucose and metabolite profile for fermentation 1, detected by HPLC. The left y-axis refers to the concentration of 
glucose, glycerol and acetic acid. The right y-axis refers to the concentration of ethanol. Glucose feeding (100 ml of a 500 g/l glucose 
stock solution) was applied after 7 h, 9h, and 11 h, resulting in a spike of glucose, each. 
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Final Conclusions 
Within this thesis, 4 different technologies have been studied with respect to their application as a 
monitoring tool for fermentation processes. The technologies under study, exemplarily applied to a 
lab scale yeast fermentation process, comprised  
 
1) the detection of glucose by means of an electrochemical biosensor, 
2) the quantification of the 6 analytes glucose, ethanol, glycerol, acetic acid, ammonium and 
phosphate by means of IR spectroscopy and chemometric modelling, 
3) the detection of microbial growth complemented with morphological studies over the 
fermentation time by means of imaging and image analysis, and 
4) the detection of microbial growth by means of a backscatter-sensor, measuring the increase 
of biomass through the fermenter wall in case of a glass vessel or through a small glass 
window, respectively. 
All technologies can be considered for on-line process data collection. 
 
The biosensor, designed as a small flow through cell, facilitated fast off-line and continuous on-line 
detection of glucose during a 10 h fermentation process. Glucose detection was facilitated in a 
concentration range from 1mM to 150 mM, applying a segmented calibration curve for low 
(1  mM – 60 mM) and high (60 mM – 150 mM) glucose concentrations. By means of the biosensor, 
glucose concentrations are transferred into an electric current via the enzyme glucose oxidase, 
requiring a minimum oxygen availability for its activity. Off-line, the measurement was compromised 
by oxygen limitations when both, high glucose and high cell concentrations were present in the 
fermentation sample. However, when applied on-line and positioned closely to the fermenter outlet, 
this is expected to be circumvented as the sensor is supplied constantly with fresh, aerated broth. 
The microfluidic device was limited by a maximal flow -rate of 1 ml/min. I consider the sensor as 
especially valuable for the early stages of fermentation process development, when microbial kinetics 
are still unknown. Measurements with the sensor will significantly reduce the time spent on process 
optimization. Applying the sensor, a first insight into the glucose consumption can be gained right 
away, allowing for optimization with respect to glucose feeding ‘on the first go’. With its design it 
appears particularly suitable for lab or pilot scale experiments. To which extent the sensor stays active 
during long-term processes running several days or even weeks, would be an interesting aspect to 
study in the future. 
 
IR-spectroscopy combined with PLS-modelling was found to be a highly powerful tool for rapid 
multi-component quantification in the complex fermentation matrix. Within this work, glucose, 
ethanol, and to a lesser extent ammonium and phosphate were modeled based on distinct spectral 
features, demonstrating a prediction error of less than 15 %. The calibration of glycerol and acetic 
acid was challenged by low concentration levels within the process, relatively low IR activity 
compared to the other components, and cross-correlation of spectral absorption bands. Thus, PLS-
calibration models for glycerol and acetic acid were shown to rely on indirect prediction, trapped in 
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a cave of covariance with ammonium and phosphate, or respectively, regions linked to the spectral 
absorbance of ammonium and phosphate. Hence, the relative RMSEP for ammonia and phosphate 
resulted in values between 50 % – 200 %. This study pointed out the importance of multivariate 
calibration design and the evaluation of the obtained PLS-models beyond the common calibration 
and validation parameters as R2, bias and RMSE. Models were built based on spectra acquisition 
obtained by the novel NLIR technology. The particular application range for the NLIR instrument is 
designed for the region 900 cm-1– 1550 cm-1, which is rich in spectral information related to the 
functional groups comprising most bio-molecules. However, the calibration process is complex and 
intense and might only pay off when having a long-term view in mind and providing consistent 
process conditions. This applies to industrial production where bioprocesses must be operated under 
optimized and defined conditions. In such an environment, IR-spectroscopy combined with PLS 
modelling is expected to be a powerful tool, ensuring consistent processing and quality of 
biotechnological products. So far, MIR has not found entry to industrial processing as a monitoring 
tool, due to its high cost and fragile moving part in common FT-IR spectrometers. However, these 
issues are eliminated by novel technologies as demonstrated by the NLIR instrument, tailored 
towards industrial needs.  
 
When starting this work, the oCelloScope instrument, facilitating automated imaging and image 
analysis of the growing yeast culture, was used off-line and fermentation samples were studied via a 
96 well-plate. The need for a flow-through cell was addressed by ParticeTech Aps facilitating a first 
continuous imaging set-up by means of a prototype flow-through-cell. For the very first time, the 
technology in use was connected continuously to the fermenter. Hence, imaging and image analysis 
could be performed automatically every 10 minutes during a 10 h yeast (fed-) batch fermentation. 
On-line images could be used in particular for the detection of yeast growth, while off-line image 
data of diluted fermentation samples, complementing the on-line data, could be used to yield 
insights into the morphology dynamics of the growing yeast culture. 
OD values between 0.6 and 4 could be followed reliably on-line by means of the BCA algorithm, 
providing increased sensitivity compared to OD measurements. However, cell concentrations 
referring to an OD value exceeding 4 (a cell dry weight of approximately 2 g/L) were found outside 
the capacity of image based growth detection by the algorithms applied in this study. As the growth 
detection was limited by the absorbance by the sample, a reduction of the height of the flow-
through-cell is expected to enable the continuous detection of microbial growth up to an OD value 
of approximately 22. The quality of the on-line images was deficient for morphology analysis due to 
the presence of too high cell concentrations and an out-of-focus issue progressing over time. The 
latter resulted from a bottom deformation of the prototype flow-through cell. However, first 
morphological trends could be obtained by the images acquired off-line on diluted fermentation 
samples. The early stages of (exponential) growth showed a slight shift towards cell clusters, the late 
stages of (exponential) growth showed a slight shift towards the occurrence of single cells. However, 
budding cells were the dominating cell species within this study, investigating the culture over an 
extended batch phase. 
Providing appropriate image quality with respect to image analysis especially regarding 
morphological studies was found to be a crucial requirement. Challenges linked to the 
flow- through - cell and the resulting image quality were addressed by a mold for improved flow-
through-cell fabrication as well as a dual pump flow controller for automatic sample dilution. 
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Thus, by now, a promising and exciting set-up is ready to continue the research based on image 
analysis. Findings in this thesis might be used to transform the knowledge gained into a novel, image 
based monitoring strategy, enabling growth detection and moreover the assessment of crucial 
fermentation parameters based on cell morphology.  
 
The CGQ(BIOR) was demonstrated to be a valuable tool for online, non-invasive biomass detection 
applying backscatter technology. The application is facilitated via the glass wall of the reactor or a 
glass window inside the bioreactor wall, that must have a minimum size of approximately 2 cm 
x 1.5 cm. It was found to be especially easy to use, it could be (de-) installed any time during the 
fermentation process and no sterilization or intense cleaning was required. It was possible to follow 
the microbial growth during the entire fermentation process under study yielding a final OD value 
of 55 and a respective cell dry weight concentration of 20 g/l. The sesnor was rather insensitive to 
the early stages of growth (below an OD value of 7). However, the microbial growth during the entire 
process could be followed, even in the presence of a constant particle concentration of 50 g/l. No 
upper detection limit was observed within this study. Correlation to OD and dry weight yielded 
correlation coefficients greater than 0.98, which is an excellent achievement. The sensor signal was 
affected by process operation conditions (as changes in stirrer speed, aeration rate and feeding) but 
this might be beneficial in terms of process tracking and troubleshooting. The change in the sensor 
signal due to a change in stirrer speed and aeration rate could be explained by a change in the air 
bubble size and concentration in the detection window, resulting from different stirring rates 
(aeration rates). It was interesting to observe a drop in the sensor signal, directly after the diauxic 
shift, during the two fermentations performed. It is anticipated that this drop might result from the 
significant decrease in growth rate, described to come along with a decrease in the yeast cell size. 
Smaller particles (cells), in turn, yield lower backscattering, hence reducing the sensor signal. It would 
be very interesting to combine the CGQ and the oCelloScope instrument, in order to investigate the 
effect observed. I consider the CGQ as a next generation OD measurement. The sensor signal is 
certainly limited at high cell concentrations, and the limit is to be investigated. However, the senor 
yielded representative growth data, with practically no effort. 
 
It must be realized that especially the biosensor and the backscatter technology under study, both 
commercially available and ready to use, facilitated the monitoring of two crucial process parameters, 
glucose concentration and microbial growth, practically with minimum effort. It evidently 
demonstrates that technology for the monitoring of crucial fermentation parameters is available, and 
already tremendously reduces the labor intensity in the laboratory. However, trust and knowledge 
on available technology can only be gained and deepened when considered and used on a daily 
basis. Even more advanced tools might be available in the future. Nonetheless, I think that convention 
and standards need to change gradually, applying the possibilities that are available right now. 
Otherwise given opportunity might be lost on the way. By committing the present technical progress, 
we can only benefit in terms of both, knowledge and understanding of the process and on the 
instrumentation, pushing towards a generic goal. This also holds for equipment under development 
as the NLIR instrument and the oCelloScope equipment.  
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