To achieve the problem of partial occlusion and multi-pose 
Introduction
Face detection is a computer technology that determines the locations and sizes of human faces in digital images, which is a key technology in face information processing. It has been widely applied to pattern recognition, identity authentication, human computer interface and automatic video surveillance, etc [1] .
At present, the positive face detection has achieved satisfactory results under ideal conditions. However, in the practical situations, this kind of methods cannot be effectively applied to occlusion and multi-pose [2] . Therefore, it is worthwhile to a further investigating for face detection.
To handle the face pose variation problem under different conditions, part-based face detection methods have been proposed [3] . Although the proposed part-based face detection methods have attained good results, their performance will decrease in case of occlusion or large pose variation, since those models only summed the scores of part-based detectors without exploring the correlations among the visibilities of different face parts [4] . If a part of the face is occluded or large pose variation, the score of part-based detector would be very low, which would lead to a relatively low summed score. Therefore, the detection rate is insufficient in this state.
Currently, Deep Learning is a new area of computer vision and machine learning research, which has been successfully introduced to image dimensional reduction [5, 6] and recognition [7, 8] . Deep learning originates from artificial neural networks and consists of multi-layer perceptron (MLP) of multi-hidden layers which is a deep learning structure. By using model architectures composed of multiple non-linear transformations, deep learning finds the high-level features in data. The higher level features are derived from lower level features to form a hierarchical representation [9] .
In this paper, the stronger correlations among different face parts are investigated through deep learning (Deep Belief Networks DBN) [9] . The overlap region of different face parts are designed at each layer of DBN. The parts on the higher layer consist of parts on the lower layer. The correlations among the parts on the lower layer are explored
Related Works
Multi-pose and occlusion are considered as the key problem of face detection. To solve the aforementioned problem, many part-based face detection models have been proposed [10] . For instance, Heisele, et al., [11] have proposed a part-based face detection method, which includes kernel-SVMs used as the part detector and LDA adopted to combine the results of part detector. This method has achieved better performance when using face parts rather than only using the whole face. However, it was not designed to directly deal with partial occlusion faces. Kiyoto Ichikawa, et al., [12] have proposed a face detection method based on partial information, which includes the AdaBoost method used to train the classifiers of partial face and LDA and a decision tree structure adopted to integrate the output of partial classifiers to obtain the final detection results. Its partial information consisted of eyes, noses, and lips. In the case of occluded eyes or mouths, the performance of this method was better. However, this kind of method cannot be effectively applied to the other type of occlusion. In addition, Huang, et al., [13] have proposed a component-based framework for generalized face alignment. Yang, et al., [14] have proposed a face liveness detection method with component dependent descriptor and Zhang, et al., [15] have proposed a face detection method based on local region sparse coding, etc.
The existing part-based face detection methods have obtained certain achievements, but they cannot be effectively applied to the case of occlusion [16] . The visibility estimation plays a significant role in dealing with occlusion. The above methods supposed the visibility of every part was independent and adopted hard-threshold to estimate the visibility [17] . The hard-threshold has some disadvantages. Firstly, it can not make a distinction between partial occlusions and full occlusions. Secondly, if a large part is wrongly classified as occlusion, it can not be corrected by the rules of hard-threshold. Thirdly, the rules can be only defined manually, while it can not be learned from the training data. If the rules can be learned from the training data, it would be more robust in the practical situations. Therefore, it is important to propose and develop a method to estimate the visibility.
To solve the above problems, a deep learning model is proposed. It can automatically learn the probabilistic correlations of the visibilities in different face parts. The visibilities can be estimated based on the probabilistic correlations. The proposed deep model has the following advantages. Firstly, the hierarchical structure of the proposed deep model matches well with the multi-layers of our parts model. The visibility of a face part is represented by the hidden unit of our deep model, which is different from DBN in [7, 8] , whose hidden units had no concrete semantic meaning. Secondly, it can well model the complex probabilistic correlations of different face parts because of cross-layer with better efficiency on both learning and reasoning. Thirdly, our deep model utilizes the detection result of part face as input, and need not any pose variation and occlusion information. The above discussions focus mainly on the problem of occlusion, but the
A framework for Face Detection
In this framework, the detection windows is indicated by y , whether it contains a face. part is invisible. The framework is described in Figure 1. ... 1.obtain the detection scores s by part detector; 2.use the s to estimate visibility probability p(h|s); 3.combine the detection scores with the visibility probability to estimate the probability of an input window being face p(y|s),c.f.(3).
Figure 1. The Proposed Detection Framework
The h is a hidden random vector, because it is not provided in training phase and testing phase. ( 
Calculation complexity of the formula (2) is exponential distribution of the dimension of the hidden h . The formula (2) can be calculated through a fast approximation method. The method of calculation is as shown below. . The method of mean-field approximation is also utilized to calculate the posterior probability of DBN and RBM [18, 19, 20] .
i h is visibility term in the formula (3) and has different method to calculate.
The existing part-based face detection methods depended only on a single detection result to estimate the part visibility [17] , but neglected the correlations of different parts in this frame. In this paper, a deep model is established to learn the correlations of the visibilities in different face parts.
The Deep Model

The Restricted Boltzmann Machine
In this section, the Restricted Boltzmann Machine (RBM) is investigated. It is the basic modules of our deep model. RBM is a generative stochastic artificial neural network that can learn a probability distribution over its set of inputs. It is a type of Markov Random Field and there are not the connections between units within the same layers, i.e., visible-layer to visible-layer and hidden-layer to hidden-layer. However, the connections of the adjacent layers are random binary and symmetric. The binary visible variables of RBM is indicated by the vector
and the binary hidden variables of RBM is indicated by
. A probability distribution is defined on h and x , as follows.
Where h constitutes the hidden layers and x constitutes the visible layers. W is the symmetric connection matrix between the hidden layers and the visible layers, but there is not connection for units within the same layers. The model diagram of RBM is described in Figure 2 (a). Since the special structure of RBM, the conditional probability distribution is easily calculated. Our deep model. The deep model is described in Figure 2 (b) and its detail information is given in Figure 3 11 (2015) 290
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For the model as shown in Figure 3 ( , |h ,s ) ( |h , s ) ( |h , s )
. By this way, we model the correlation of different face parts within the same layer. The proposed model is a multi-layers deep model, so training is time-consuming. Hinton, et al., [19, 21] have proposed a fast training algorithm to train the deep belief networks (DBN), which has been successfully applied to the field of computer vision. In this paper, a similar training method is used to train our deep model. The DBN is a generation deep structure and there is not concrete meaning for its hidden units. However, our proposed deep model is a conditional model, whose hidden units indicate visibility of a face part. Due to above-mentioned reasons, the training method of DBN can not be directly applied to the proposed deep model. Therefore, the training and reasoning method of DBN in [19] need to be modified.
Our training method consists of two steps to learn the parameters Step2, The all parameters is finely tuned using the method of Back-Propagation. At step1, the adjacent layers are seen as a Restricted Boltzmann Machine (RBM) to train the parameters layer by layer. The probability distribution of RBM is as follows.
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The parameters of the formula (7) are fast trained by the contrastive divergence algorithm (CD). At step2, we use back-propagation network (BP as shown in Figure 4 .) to fine-tune all the parameters. can be obtained using the frame of the formula (3). Meanwhile, we use BP network in Figure 4 to obtain the part visibility probability 1 l i h  , as follows.
We define that the visibility correlation parameters matrix W is non-negative, in order to reduce the offset of the training data and adjust the training process. So, the negative correlation among part face visibility, the prior knowledge, is invalid in our training process. In addition, if there is not connection between the unit is set to zero in the formula (6) . According to our prior knowledge, the most important marginal information is kept in this paper. There are also other connection methods for the connection among units on the adjacent layers, namely fully-connected model [22] , which will increase the complexity of the model, reducing the efficiency and need to be provided more training data.
Experiment
In order to verify the performance of the proposed algorithm, two groups experiment are conducted for testing. Group 1, the performance of our algorithm is analyzed on LFW database. Group 2, we conduct a comparison between our algorithm and the traditional classical LBP-Adaboost algorithm. In this experiment, we use the ROC curve to reflect the performance of our classifier. The ROC is a curve of the correct detection rate about false position rate and recall rate. Since there is mutual restricted relationship between correct detection rate and false position rate and recall rate, a better algorithm can guarantee the lower false position rate and higher recall rate in the case of the higher correct detection rate. Therefore, the ROC curve has higher evaluation value for our algorithm.
In this experiment, the Haar is used as the detection feature and the part-based model in [12] is adopted to model the 15 face parts in Figure 3 . Our deep model uses the part detection scores as the input.
The Performance Analysis Experiment
In this experiment, the performance of the proposed algorithm is evaluated. The experimental data is from LFW face database, which is accomplished by the University of Massachusetts in America and can be applied to research the problem of face detection
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Figure 5. The Part Detection Results on LFW Database
Since we use the Haar as the detection feature, the experimental images need to be performed the pretreatment of gray transformation and histogram equalization. In the experiment, we select 1500 images as the training data and 1000 images as the testing data. The training and testing data consist of the face images of the front, multi-pose and occlusion.
In this experiment, our face detection algorithm detects 987 from 1000 face targets, 13 undetected and correct detection rate is 98.7%. In the detection process, there are 25 false detections. Therefore, false position rate is 2.5%. The partial testing results are as shown in Figure 5 .
The proposed algorithm is trained by a fast training method. It is a greedy algorithm that can learn our deep model layer by layer. It is superior to BP algorithm in performance and can effectively avoid the excessive fitting situation because of the too strong expression ability of the network functions [19] . Since the proposed model consists of 3 layers and only 15 hidden units, the consuming time of the training and reasoning is much less than the parts model. So, the proposed model can meet the practical situations. In addition, we compare our algorithm with the current advanced face detection algorithms of part-based, which consists of AdaBoost with LDA and Tree [12] and sparse coding face detection [15] . In the experiment, the above methods all use the same experimental data containing multi-pose and occlusion, which is from LFW face database.
The experimental result is as shown in Figure 6 . From the experimental result, we can see that the performance of our proposed algorithm is superior to others. When false position rate is 0.1%, the correct detection rate of our algorithm is 90.8%, while the correct detection rate of AdaBoost with LDA and Tree is 82.2% and the correct detection rate of sparse coding face detection is 70.6%, as shown in figure 6(a) . When the recall rate is 80%, the correct detection rate of our algorithm is 92.7%, while the correct detection rate of AdaBoost with LDA and Tree is 91.3% and the correct detection rate of sparse coding face detection is 90.9%, as shown in Figure 6 (b). The experimental results show that the performance of our algorithm is obviously better than the performance of the current advanced part-based face detection algorithms and has more robustness in the case of occlusion and multi-pose. 
The Comparative Experiment
In order to further test the performance of our algorithm, we conduct experiment on various natural images. In this experiment, we compare our algorithm with the traditional classic LBP-Adaboost algorithm. The experimental data consist of partial occlusion, multi-pose and illumination change. The experimental results are as shown in Figure 7 , where Column 1 and Column 3 is the detection results of our algorithm, Column 2 and Column 4 is the detection results of LBP-Adaboost algorithm. Compared with the LBP-Adaboost algorithm, our algorithm has a better detection performance in the case of partial occlusion and multi-pose, as shown in Figure 7 (a) and (b) . The main reason is that although the face targets have great change on the whole, some face local regions have no change. Since our algorithm uses deep model to learn the correlations of the different face local regions, its interference is relatively smaller for face detection. However, LBP-Adaboost uses global features to representation face. When faces have great change, it is difficult to be detected. From Figure 7 (c), we can see that our algorithm is inferior to the LBP-Adaboost in the case of poor illumination. The main reason is that since the LBP-Adaboost has illumination invariant at a certain extent, it can well remove the illumination interference.
In order to highlight the superiority of the proposed algorithm, we conduct experiment on the images containing multiple human faces. The experimental images are from the real life, which consist of front, multi-pose, partial occlusion and can reflect the practical situations. A part of the experimental result is as shown in Figure 8 , where Figure 8 
Conclusions
To solve the problem of partial occlusion and multi-pose, a face detection algorithm based on deep learning is proposed. In the algorithm, we combine deep learning theory and part-based model for face detection and construct deep learning model to learn the correlations of the visibilities in different face parts. The experimental results show that our algorithm has more robustness and effectiveness in the case of occlusion and multi-pose. However, there are also some limitations. For example, the detection rate is relatively low under the poor light. The follow-up work of this paper including, firstly, the characteristics of illumination-invariant will be introduced into our algorithm to enhance
