1 was concerned with the theoretical aspect of the following practical question: can one use the number of light accidents incurred by different individuals in the past to predict the number of severe accidents in a hazardous occupation to be sustained in the future? The theoretical assumptions underlying this study form an extension of the well-known scheme due to Greenwood, Yule, and Newbold. An essential part of this scheme is characterized by the postulates: (i) that the individuals of a population differ from each other in accident proneness, (ii) that the accidents already incurred do not change the probabilities of further accidents in the future, and (m) that these probabilities stay constant in time and are not modified by the experience that the individual may gain in the particular occupations. These three postulates may be symbolized by the combined term "mixture-no contagion-no time-effect model." In order to be able to deal with two kinds of accidents, light and severe, the above three postulates were supplemented by two more; (iv) that the expected number p of light accidents per unit of time is proportional to the expected number X of severe accidents (this postulate was termed the fundamental hypothesis), and (v) that to each severe accident there corresponds a fixed probability 6 that the individual involved in the accident will survive.
tion has some effect or no effect on the probability of accidents. This is just the problem studied in the following pages.
Using the scheme of Polya in a slightly generalized form we deduce the multivariate distribution of the numbers of accidents of the same severe type incurred and survived in several successive periods of observation and of the number of these periods that are survived by the particular individual. This distribution is then compared with a corresponding distribution implied by the mixture-no contagionno time-effect scheme. It is shown that, just as soon as the accidents are observed in more than one period, equivalence of the two distributions forces a condition on the parameters of the generalized Polya scheme so that, barring an exceptional particular case, it is possible to distinguish between the two models.
As a by-product of this study we obtain the joint distributions of the number of light accidents incurred in the past and of the number of severe accidents to be incurred in the future, as implied by the postulates (i) through (v), which were given in Part I without proof. These distributions are deduced separately for those individuals who survive all the severe accidents incurred and separately for those who succumb.
In the last section we outline what seems to be a more promising method of approach to the problem of establishing the presence of contagion. This is based on the study of the distribution of time intervals between successive accidents incurred by particular individuals.
2. Basic assumptions. We shall consider an individual I who, from a certain moment t = 0 is exposed to the risk of accidents of a specified kind, subject to five postulates formulated below. The totality of these postulates will be denoted by (P) and described as the generalized Polya contagious scheme or model. In formulating these postulates, it will be necessary to consider time intervals (0, Ti) and (Ti, T 2 ) with 0 < T\ < T 2 . These intervals will be always considered open on the left and closed on the right, say 0 < t^ Ti and T x < t S T 2 , where t stands for a moment in time.
POSTULATE PI. The individual I cannot die or otherwise cease to be exposed to accidents except as a result of an accident which may prove fatal. POSTULATE P 2 . Whatever the time interval (Ti, T 2 ) with 0 ^ Tj < T 2 
, if the individual I is alive at T\, the number of accidents, say X(Ti, T 2 ), that he will incur and survive in (Ti, T 2 ) is a random variable whose distribution depends on 7\ and T 2 and on the number of accidents incurred in the time interval (0, Ti), but not on the precise times when these accidents took place.
Accordingly, we shall consider probabilities P m , n (T h T 2 ) and Q m , n (Ti, T 2 ) defined as follows:
Pm,n{Ti, T 2 ) is the conditional probability that during the time interval (Ti, T 2 ) the individual I will incur exactly n accidents and that he will survive them all, given that at time Ti he had incurred exactly m accidents and survived. If T x = 0, then the only acceptable value of m will be m = 0.
Qm,n(Ti, Ti) is the conditional probability that during the time interval (T h T 2 ) the individual i" will incur exactly n + 1 accidents, that he will survive the first n and die in the (n + l)st, given that at time T x he had incurred exactly m accidents and survived. Again, if T\ = 0 then the only possible value of m will be m = 0. 
Remark: A superficial examination of the problem may suggest that instead of (4) the probability Q m ,o(Ti, T 2 ) equals
However, the reader will easily satisfy himself that the presumption is false because it does not take into account the circumstance that with the moment of a fatal accident the individual I ceases to be exposed to accidents which might have otherwise occurred after this accident. POSTULATE P5. 
It will be observed that with X > 0, M > 0 and v > 0 equation (6) implies the contagion and the time effect. P m ,o(Ti, T 2 ) represents the probability of avoiding accidents in (Ti, Ti). When T 2 = T\, then, according to (2) , this probability is unity. Equation (6) implies that, with the increase of Ti the speed of falling off in this probability is increased with the increase of m and is decreased with the increase of Tj. Equations (7) imply that with T 2 -*-T x , the probability of more than one accident in (T\, T 2 ) decreases faster than the difference T 2 -Tj. Also if ß = 0, then there is no contagion. If v = 0, then there is no time effect.
The reader will notice that (4) and (6) imply 2 
T*)
and that then (1) and (7) imply <W dP m , i (7i, r.)
Polya's original scheme was considered as a limiting case of a system of drawings from an urn and this led to the assumption ß = v. Also, in the original scheme of Polya 6 = 1, so that there is no room for the probabilities Q m ,n(T h T 2 ).
As mentioned, the combination of postulates Pi through P 5 will be denoted by (P) and described as the generalized Polya contagious scheme. This scheme will be contrasted with another scheme to be denoted by (N) (connoting Newbold) which consists of postulates Pi through P 5 supplemented by P 6 and P-j as follows: POSTULATE P 6 . Contagion and time effect are absent, so that ß = v = 0. POSTULATE P 7 . The parameter X in (6), (8) and (9) is a particular value of a random variable A with the probability density function
where a and ß are arbitrary positive numbers. It will be seen that except for the probability 0 of surviving an accident, model (N) coincides with the original mixture-no contagion-no time-effect model of Greenwood, Yule, and Newbold.
Most of the study given below will refer to model (P) and it appears unnecessary to complicate the formulae with constant explicit references to this model. References to the two models in the form of letters P or N behind a vertical bar will appear only in cases when there may be a misunderstanding.
3. Problem studied. Considering model (P) we shall visualize s + 1 consecutive periods of time, the ith period beginning with U^i 3: 0 and ending with U>ti-\, where k = 0 and 2,+i = + oo. As before, these periods of time will be open on the left and closed on the right. With these periods of time we shall associate s + 2 random variables.
The random variable Z is defined as the number of complete periods of time survived by the individual i". Thus if Z = 0, then the individual I meets with a fatal accident in (0, t\), etc. If Z = s + 1 then the individual / survives up to 4+i = + ro • Obviously Z is capable of assuming integer values from zero to s + 1.
With each interval {Jk-\, U), where i = 1, 2, • • •, s + 1, we associate a random variable Xi defined as the number of accidents incurred after the moment U-% and up to and including U, which the individual / will survive.
The variables X< and Z are interdependent. Denote by k the value assumed by Z. Ifi^k then X,-equals the number of accidents incurred by 7 in (fc_i, U), all of which are survived. If i = k + 1, then Xi equals one less than the number of accidents incurred by I in (tk, 4+i), the last of these accidents being necessarily fatal. Finally, if i> k + l,thenX< = 0.
Our problem is to deduce the joint probability generating function of the variables Z, Al, X2, • • •, X s+ i.
Whatever be the random variables F 1; F 2 , • • ■, F r capable of assuming nonnegative integer values and whatever be the hypotheses H, we shall use the generic symbol
to denote the conditional probability generating function of Y\, With this notation, the object of our study is the generating function
implied by model (P), its particular case
and the counterpart of (12) implied by mixture-no contagion-no time-effect model (iV). Obviously (13) is a function of X and we have
In the following we shall have occasion to use the fundamental relation between the absolute and the conditional expectation, familiar for a long time, but first rigorously established by Kolmogoroff [6] . Let Fi, F 2 , • • •, F r be any random variables and let / (2/1, 2/2, • • •, y r ) be any Borel measurable function of real argu- Our first step, then, will be to provide means for computing the probabilities P{Z = m\ and the conditional probability generating functions (17). For this purpose we return to the probabilities P m ,*(T u T 2 ) and Q m , n (T,, T 2 ) introduced in section 2. Multiplying them by u n and summing for n from zero to infinity, we get, say (18) and
For | u | g 1 both series converge and determine jr m and A ra as functions of u which are differentiable for [ u \ < 1. In many instances below the value of w will be immaterial and in these cases, to simplify the notation, we shall omit u from the symbol of the two functions. Also, whenever there is no danger of misunderstanding, we shall occasionally omit all three arguments and write simply g m and h m for the left-hand sides of (18) and (19).
In order to determine the functions g and h we proceed in the familiar manner [4 and 5] and write down the relation between P m , n (Ti, T 2 ) and P m , n (T u T 2 + T) where T > 0. We have (20) and
for n > 0, where, owing to (7), O(T) decreases when r -* 0 and the rate of decrease is faster than that of r. Subtracting P m , 0 (T h T 2 ) from both sides of (20) and P m ,n(T h T 2 ) from both sides of (21), dividing the results by T, passing to the limit as T -»■ 0, and using (6) and (9) 
Now we multiply (23) by u n , sum for n from unity to + ro , add to (22), use (18) and obtain, after some easy algebra,
Using the familiar methods, the general solution of this partial differential equation is easily found to be
where, to simplify the formula 7 = 1/p and, generally,
Here f(x) stands for an arbitrary differentiable function of the argument x. This function must be so selected that (25) coincide with g m (Ti, T 2 ). For this purpose we notice that the substitution Ti -Ti gives g m {T h Ti) = 1 identically in u and 7\. Making this substitution in (25) and equating the result to unity we obtain the condition determining the function/(a;), 
Now the function f(x) is determined. In order to obtain g m we substitute (30) into (25). Easy algebra gives
Now we turn to the function h m (T h T 2 , u) generating the probabilities Q m , n (T h T 2 ).
Using the same method we write and it follows /QQ\ ^"."(Ti,^) .
Multiplying this result by u n , summing for n from zero to infinity and using (18) and (19) we obtain
The explicit expression of the derivative of h m in (34) is obtained using (31). Since at T 2 = Ti, the value of h m must be zero identically in u, an easy integration gives
where g m is given by (31). Formulae (31) and (35) play a basic role in our further study. We begin by using (31) to evaluate the frequency function of the random variable Z.
5. Probability of surviving exactly j complete periods of observation. Referring to the definition of the function g m {T h T 2 , u) and of the probabilities P m , n (T h T 2 ), it is easy to see that g m (Ti, T 2 , 1) represents the conditional probability that the individual I will survive at least up to and including T 2 , given that he was alive at T\ and that up to the moment T\ he sustained exactly m accidents. In particular, we obtain from (31)
for the probability that the individual /, alive at t = 0 will survive at least up to and including an arbitrary moment T^O. Now return to the random variable Z defined as the exact number of complete time intervals (U-i, U) which the individual /, alive at time zero, will survive. Whatever the nonnegative integer j, it is obvious that (37)
where, to simplify the notation, A, = A(t,). It will be noticed that the conventional definition of t s+i = + co implies A s+J = + co and, therefore P{Z 2; s + 1} =0. Now, the probability that I will survive exactly,/ complete intervals {U-i, U) is
6. Probability generating function of Z, X h X 2 , • • •, X s+1 implied by model (P). In order to deduce the expression for the probability generating function desired we first establish a convenient recurrence formula.
Let rii, n 2 , ■ • •, rij be any nonnegative integers. Define »So = 0 and generally
Then the product (4i) n^ (ti-utd represents the probability that the individual 7, alive at time zero, will survive at least up to and including t,-, and that in the interval (£,-_], U), with i = 1, 2, 3, • • •, j, he will survive exactly w» accidents. It follows that, by dividing (41) by P{Z ^ j} we shall obtain the conditional probability of the compound event
given that the individual I survives up to and including tj. Thus 
Using this formula and (37), (45) we easily obtain 
+ + (-0)A, tl E (A,--A*_0 (l -«0
It is seen that the conditional distribution of X h X 2 , • • ■, X h given that Z ^ j is always a j-variate negative binomial. We propose to call it the generalized Polya multivariate distribution. Now we can use the same method to compute the conditional distribution of X h X 2 , ■ ■ ■, Xj+i given that Z = j. To do so we turn our attention to (41) and notice that, if this product is multiplied by Q Si ," i+ Xt,; tj+i) then the result will equal the probability that the individual I, alive at zero time, will sustain and survive exactly n f accidents in {U-h U) for i = 1, 2, • ■ •, j + 1 and that he will perish at the (n,-+i + l)st accident between tj and t i+i . Referring again to (43) and (44), we obtain easily
which determines the generating function for the conditional distribution of Xi, X 2 , ■ • •, X, +] given that Z = j, for,/ =1,2,-• •, s.
Substituting the explicit expressions (50) for the generating functions on the right of (54) and using (37) and (38) we obtain
where, with the convention u 0 = 1 this formula is valid for j = 0,1, 2, • • •, s.
Finally, we have 
+ (i -e)Aj + o E (ii -A,,,) (i -
Ui
Probability generating function of Z, X h X 2 , ■ ■ -, X s+1 implied by model (N).
In the present section we use the results obtained to compute (14). For this purpose it will be sufficient to evaluate the limit
and to perform the integration
To evaluate the limit in (57) we consider first the expression It follows, then, from (56) that
<j -x | (l -e)t i+ i + e J^(u-ti-0 (i -«
Easy integration gives Substituting this expression for Fj* in the right hand side of (59) we get the desired generating function. It will be noticed from (59) that substituting into Fj* unity for each of its arguments, we obtain the probability that Z = j as implied by model (N). Thus When comparing the models (N) and (P), formula (67) should be compared with (55). Both generate probabilities of the various combinations of values of the X h Xi, ■ ■ ■, Xj and X i+ i subject to the restriction that in (t,-, t i+i ) the individual I meets with a fatal accident. In order to obtain for the model (N) the counterpart of formula (50) we notice that
Upon dividing by (66), we obtain 
zrri (U -U-x){l i + (i -e)ß-H i

Mi)
Comparison between the distributions implied by models (P) and (N). The
comparison between the implications of models (P) and (N) made thus far, [3, 4, and 5] , refer to the distributions of Xj with 0=1. Using (50) and (69), we have (70) and (71)
It is seen that, with a = 7 and j3 -1 <i = (A\ -1), the two distributions coincide so that no amount of empirical data regarding Xj alone can afford means of distinguishing between the two models.
The above comparison is not entirely relevant, since it is frequently impracticable to ascertain the number of light accidents which the individuals of a population may have incurred prior to the period of observation. For this reason it is doubtful whether one could ever obtain data which could serve as an empirical counterpart of the distribution generated by (71). The most one can hope to obtain is data regarding individuals who were exposed to unobserved accidents for approximately the same period of time, perhaps for a long time t h and then were subjected to observation during one or more subsequent periods (U, k), (fe, k) , etc. Such, for example, is true of the data on the London bus drivers discussed in Part I [1] . Before being employed by the London Transport Board, these 166 persons were experienced drivers and many of them must have had quite a few accidents which are not in the records. However, the time h that elapsed between the obtaining of a driver's license and the beginning of the employment in London could probably be established with reasonable accuracy. Then, the statistics compiled for those drivers for whom ti has the same value could be used as a counterpart of the theoretical distributions of the random variables X 2 , X 3 , • • •. We will compare these distributions for the two models (P) and (N), more generally, assuming that to each accident there corresponds a fixed probability 8 of survival.
Consider first, then, formulas (50) and (69), with u\ = 1. We have It is seen that, if the observations are limited to one period only, e.g., from t\ to fe, then the distributions implied by the two models are single-variate negative binomials with two parameters each and are indistinguishable.
However, if the observations refer to two or more equal consecutive intervals, say (U, U+i = U + 1) for i -1,2, • • •, j -1, then the situation is changed considerably. The coefficients of the binomials (1 -ui) in (73) are all equal to
On the other hand, in (72) the coefficient of the binomial 1 -u { is
In order that the two distributions be forced to coincide by an appropriate choice of the parameters, it is necessary and sufficient that (76) be independent of i, that is to say, that
In other words, in comparing the joint distributions in models (P) and (N) of accidents survived in two or more equal consecutive periods up to and including, say, t,; for those individuals who are known to be alive at t,-, we find that these joint distributions coincide if and only if condition (77) is met by the parameters X, p, v of model (P). A comparison of formula (55) with (67), and (38) with (65) makes clear that the same conclusion is reached when one compares the joint distributions for those who are known to have succumbed to a fatal accident in the Mh period, say, with k = 1, 2, • • ■, j, or when one compares the two distributions of the number of complete periods survived.
In principle, of course, this equality may be satisfied, and then the two schemes (P) and (N) will be indistinguishable no matter how many variables X 2 , X 3 , • • •, X,-, we observe. However, the satisfaction of the equality (77) is most unlikely, and then the multivariate distribution implied by the model (P) will be different from that implied by model (X). At any rate, should the empirical distribution of X 2 , X 3 , • • ■, Xj indicate the inequality of the coefficients of the binomials (1 -u,) then this is an indication in favor of the model (P) rather than the model (N).
In the last section of the present paper we study the possibility of identifying the nature of contagion ("true" or "false") using a different set of observable random variables.
9. Joint distribution of the number of light and the number of severe accidents. In this section we use some of the formulae given above in order to deduce the joint distributions of the number Y of light accidents incurred in one period of time of unit length and the number X of severe accidents incurred in a subsequent period of time, also of unit length, as implied by the Greenwood-Yule-Newbold model supplemented by the fundamental hypothesis and by the assumption that to each severe accident there corresponds a fixed probability 6 of surviving it. The formulae deduced here are given without proof in Part I of the present paper.
It will be realized that the process of determining the joint distribution of X and Y is exactly similar to that of section 7.
The hypotheses assumed imply that for a given individual in the population, with a fixed proneness X to severe accidents, the variables X and Y are mutually independent with the probability generating function of Y given by
where A is the modulus of frequency of the light accidents.
As to the variable X, we shall identify it with Xi of the set of random variables discussed in section 7. Substituting u for u h i for t { and unity for u { with i > 1 in formula (63) we have 
Multiplying (81) and (82) by the probability density function of A and integrating for X from zero to infinity we obtain, say
respectively. Now, exactly as in section 7 J (85) Formulae (85) and (86) are the two probability generating functions sought. The probabilities generated by (85) form the theoretical counterpart of the accident statistics for those individuals of the population who meet with a fatal accident. The probabilities generated by (86) correspond to the frequency distribution of accidents compiled for those who survive the second period of observation.
10. More hopeful approach to the problem of distinguishing between models (P) and (N). As was shown in section 8, the joint distribution of the numbers of accidents survived in several consecutive periods of observation implied by model (P) coincides with that implied by model (N) only in the improbable particular case when Xyu = v. Thus, given a substantial number of observations of the simultaneous values of the random variables X h X 2 , ■ ■ •, X" it is possible to subject to a test the hypothesis that the accidents considered are noncontagious and/or that there is no time effect. Details of such tests must be relegated to a separate paper. However, the authors anticipate that the power of the test contemplated will not be a very satisfactory one. On the other hand, it seems plausible that the power of a test of the same hypotheses may be much better if these hypotheses are tested on the observations, not of the variables X u X 2 , ■ ■ -,X S considered above, but of time intervals between successive accidents incurred by particular individuals. A complete study of this problem also requires more space than can be given in the present paper. However, it seems appropriate to include the present section outlining the new approach in relation to a small section of the statistical data that one may expect to have available, namely, in relation to those individuals who, during the period of observation, sustain exactly one accident. In this outline we shall assume 0 = 1. On the other hand, it appears possible to liberalize a little the original scheme of Polya by not insisting that the dependence of the derivatives (6) on the number m of previous accidents is necessarily linear and by admitting that there may be a variation in accident proneness from one individual of the population to the next.
Consider an individual / and assume that from the moment t -0 on, he is exposed to risk of accidents of a particular kind. For this individual we shall consider probabilities P m ,n(Th T 2 ), defined in section 2, and shall assume that these probabilities depend on the number m of accidents sustained up to and including moment T, and also on the value of T\ but not on the precise moments when the previous accident occurred. Specifically, we shall assume that 
then we shall speak of "regular positive" contagion, meaning that the more accidents the individual had in the past, the more intense is the i;isk of accidents in the future. If the X's decrease,
then we shall speak of "regular negative" contagion. This would be the case where previous accidents "teach" the individual how to avoid accidents in the future.
Finally there is the possibility of the sequence of the X's being nonmonotone. In this case we shall speak of "irregular contagion."
Now we shall assume that the individual I is observed for a unit of time, from T\ to Tj + 1. The object of this section is to deduce the conditional distribution of the random variable r defined as the time between the beginning of the period of observation T\ and the moment when the individual I sustains an accident, given that up to and including moment Ti the individual sustained exactly m accidents and given that between Tj and T\ + 1 he sustains exactly one accident. Obviously 0< r ^ 1.
For this purpose we compute the conditional probability, given exactly m accidents up to moment Tj, of the simultaneous occurrence of two events. One event is that during the period of observation the individual I sustains exactly one accident. The second event consists in r not exceeding an arbitrary positive number 2^1. The conditional probability just defined coincides with the conditional probability, given exactly m accidents up to moment T h that between 2\ and T] + t the individual will have exactly one accident and that between T\ + t and T\ + 1 he will have no accidents. Thus, this probability is easy to obtain from (88) and (89), Dividing (92) by the conditional probability of exactly one accident between Ti and Ti + 1, we obtain the conditional probability of T ^ t, given that up to Ti the individual I had exactly m accidents and that in (Ti, T\ + 1) he sustains exactly one of them. This probability is, then, the conditional distribution function of T, say We are particularly interested in the following three special cases obtainable from (95) by simple passages to the limit.
i) If il/ m = 0, but v is unspecified, then the mth accident is "noncontagious" and we have, say All five formulae (94) through (98) are given for 0 < t ^ 1. They refer to a particular individual with a fixed number m of previous accidents and with fixed $/ m , and it will be seen that their use is likely to give a substantial insight into the mechanism of accident proneness. The particularly interesting point is that, at least in some respects, the effect of variation from one individual of the population to another is now divided from contagion and time effect. Thus, if accident proneness conforms exactly with the no contagion-no time-effect mixture model of Greenwood, Yule, and Newbold, whether including the particular postulated distribution function of A or not, then the time intervals r observed for arbitrary individuals of the population will be uniformly distributed between zero and unity as implied by (98). Any departure from this distribution is, then, an evidence of either time effect or contagion or both. Furthermore, the distribution (95) applicable in the general case coincides with (98) only when ty m = v.
The identity, with respect to any characteristic, of all individuals of a living population is always rather improbable. In particular it may be taken for granted that m will vary from one individual to another. Consequently, if by and large the accidents studied are subject to contagion and/or to time effect, it is most likely that at least for some individuals of the population the equality \p m = v will not be satisfied and that, therefore, the study of the empirical distribution of T will indicate the true nature of the machinery of accident proneness. This is particularly probable in the two "regular" cases, in which the sequence of the lambdas is monotone. However, it may be hoped that a study of time intervals for individuals incurring two or more accidents during the period of observations will throw some light also on the irregular case in which \p m , owing to the variation in m, is positive for some individuals of the population and negative for others.
