Abstract
INTRODUCTION
Software projects are especially subject to bounded rationality, induced by cost and schedule constraints, rescue limitations, and organizational and technological uncertainties [1] . Evidence indicates that risks in IT projects which are not effectively managed and lack of identification and management during the life cycle of a project can lead to their failure [2, 3, 4] . In software projects, the failure may involve increased costs, longer completion times, reduced scope, reduced quality, reduced realization of proposed benefits or reduced stakeholder satisfaction [5] . Besides, the monetary cost of poor performance and failure is high but the value of missed benefits is substantial [6] . Articles emphasized the importance of empirically categorising the sources and types of risks associated with software development projects [7, 8, 9] . Software risk management have been promoted as an approach to reduce project failure and improve software project outcomes [10, 11] . Fuzzy logic has long been recognized as a useful method in handling inexact and vague information because of its ability to utilize natural language in terms of linguistic variables [12] . The arithmetic and calculus of fuzzy sets and fuzzy numbers provide a method for manipulating these imprecise representations. Therefore, by using fuzzy methods, decision making processes can be modelled even with limited project information in the early stage. These methods can provide greater analytic capability while being a good match with the natural inclination of management professionals in the software development discipline [13] . The goal of this paper is to identify risk mitigation strategies in software development projects from the perspectives of software practitioners and determine the effectiveness of these strategies. This paper illustrates the suitability of fuzzy model for solving imprecise and subjective problems, in contrast to the traditional risk matrix-based assessment techniques. Our proposed model aims to offer quantitative values of the risk factors and parameters for decision making. In a probabilistic approach, the impreciseness and uncertainty were modelled by expressing the belief that an event either occurs or does not. In contrast, fuzzy logic membership functions (MBF) express the possibility of an outcome rather than the likelihood of an outcome. Therefore, by using fuzzy logic, the uncertainty is modelled as a degree of membership in the set that defines an outcome.
PROBLEM STATEMENTS
Software projects are dynamic and tend to have volatile requirements. The requirements may cause project scope to change frequently, making them especially difficult to manage and control [14] . Literature on how to manage a development project often refers to cost, time and quality as the key project success criteria but there are also many different, broad and overlapping definitions of project success and failures [15, 16] . Generally, incomplete project information is available during the very early phases of the software development project. Many decision making processes occur in an environment that the goals, constraints and consequences of possible actions are not precisely known [17] . Within software development processes, , several mathematical programming models have been reported such as multi-attribute decision making and dynamic non-linear programming to improve the decision making process with limited information [18] . However, in practice, many decision makers refrain from using such techniques or models due to complex programming and implementing processes [19] . Mathematical programming methods require precise data to develop and analyse meaningful risk factors. However, most software developers are more comfortable viewing risk factors through linguistic values (e.g., high, moderate, low, and likely or unlikely) rather than using probabilistic terminology [20] . The scoring methods or ranking methods can have a compensatory bias. For example, when one criterion has a low value, other criteria may offset it. Hence, subjective human ratings and evaluation processes can be better approximated using 'fuzzy' measures than using the commonly applied additive measures [20] . Quantitative approaches may introduce compensatory biases, e.g., when one criterion has a low value then other criteria may offset it, resulting in a project with a high weighted score being accepted despite significant risk. Such extremely low or high values have a significant influence on averages, potentially resulting in misleading conclusions and interpretations [16] . Rather in these probabilistic approaches, then, subjective human ratings and evaluation processes can be better approximated using fuzzy measures, allowing appropriate decision making processes to be modelled and justified even with limited project information. This is becoming increasingly important as qualitative issues such as behavioural, political and other organizational concerns are becoming increasingly crucial to project success. Despite these possibilities, most quantitative risk assessment methods are still based on probabilistic methods rather than fuzzy methods. Therefore, it remains unclear how fuzzy methods can effectively model the early stages of the project and identify and allow management of probable risk factors [15] .
SOFTWARE RISK MANAGEMENT STRATEGIES: CONVENTIONAL METHODS AND FUZZY METHODS

Conventional methods in managing software risk
Software risk management usually consisting of quantifying the importance of a risk (i.e., assessing its probability of occurrence and its impact on the project performance) and developing strategies to control it [21] . Literatures suggest a need to improve the management of threats to software projects [22, 23, 24] . Risk analysis techniques can be either qualitative or quantitative depending on the information available and the level of details required [25] . Quantitative techniques rely heavily on statistical approaches including: Monte Carlo Simulation, Fault and Event Tree Analysis, Sensitivity Analysis, Annual Loss Expectancy, Risk exposure and Failure Node and Effect analysis [26, 27, 28] . More generic approaches for software risk management include risk lists, risk action lists, risk strategy models and risk strategy analysis [29, 30, 31, 32] . Many practice-based approaches also exist such as Prince2, CMMI, COBIT, ITIL, ITGI, NIST and COSO [33] .
Iterative risk management steps usually include risk identification, risk analysis, risk response and risk monitoring and control [34, 35] . Other approaches of risk management are also conducted as below: a) Emphasize early development life cycle risk avoidance in favour of late life cycle testing to eliminate software defects [36] , b) Scenario-based risk management [37] , c) Modelling operational risks via Bayesian Networks [38] , d) Software risks within a socio technical model of organizational change [13] , e) Life cycle-based enterprise security risk management [39] and f) Real options approaches to managing incomplete knowledge in projects [40] .
Risk management strategies are typically employed in the development process to reduce the risks inherent in software projects. As risks vary in nature, a particular kind of strategy may only reduce certain aspect of risk but not others [41] . Software project managers need to be aware that only a few IT risks have to do with technical issues, and managerial strategies are always the key strategies [42] . Real-time monitoring and regular updating could ensure a software project progresses well with expected budget, schedule and quality [43] . Previous studies of software development risks focus on generic risk management strategies as summarized in Table 1 . Most of these existing studies focus on anecdotal evidence and are limited to a narrow portion of the development processes, or even the broad perspectives of general project performance. However, the frameworks and systematic models of risk management proposed by these researches predominantly dealt with specific techniques. These generic risk management strategies have not been studied to include the perspectives of the software development team personnel such as project managers, developers and IT support staff. 
Fuzzy methods in managing software risk
Fuzzy Set Theory (FST) was introduced by Zadeh in 1965 [44] in order to overcome problems involving vagueness. Since then, it has been widely applied to situations in management, economics and engineering [45] . Fuzzy logic extends the probabilistic models for estimating costs and risks of software Verification, Validation, and Testing (VVT). It is necessary to meet the assumption that software failures occur largely due to the ineffective performance of software and systems VVT, but only limited at the phase of testing [20] . A hierarchical model was then developed in 1999 to evaluate aggregative risks in software development and rate aggregative risk in a fuzzy environment [46] . Each risk item was categorized into two fuzzy sets with triangular membership functions (i.e., grades of risk, grades of importance and the rate of risk). In subsequent studies, the rate of each individual risk item was evaluated using a two-stage fuzzy assessment method within a group of decision making settings, using 13 linguistic values [47] . However, the two-stage fuzzy assessment increases the complexity and period of modelling. A fuzzy expert system using fuzzy expert rules to support assessment of operational risk of software due to software failures during the very early phases of the software life cycle was developed in [48] . The model was generated with assistance from the experts in software engineering. The model focuses on operational risk factors, especially technology risk and software developers' competence. A Fuzzy Decision Support System (FDSS) was presented in [49] to assist e-commerce project managers to identify potential risk factors and evaluate the corresponding e-commerce development risks. However, the web-based design focusing on risk identification was the core focus of the FDSS, and less development attention was given to the risk management, planning, and monitoring functions of the model. While all these models are useful for software development, each of them is limited by a restricted focus on particular elements of the problem [49] .
Research Design and Methods
Risk management strategies for software development projects extracted from literatures are listed in Table 1 . These risk strategies are then validated in a pilot study with fifteen experienced academics. The reason for conducting the pilot study is to test the suitability and comprehensibility of the questionnaires used in this survey. The main purpose of this set of generic strategies is to obtain the perceptions of IT practitioners on managerial risks rather than technical issues. In the main survey, thirty strategies are included in the questionnaires as shown in Table 2 . Respondents were requested to rate the effectiveness of the risk strategies in response to the risk factors using the Likert scales of 0-6. The Kendall's test is used to determine whether there are differences between respondents' rankings of risk mitigating strategies. Further, one-way analysis of variance (ANOVA) is conducted to compare the means of respondents and determine if there are any significant differences among them.
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Fig. 1: Percentage of respondents who conduct risk assessment exercise
Due to the uneven sample sizes of the IT professional respondents, the Tukey-B test is employed to check the validity of the results. 3000 sets of questionnaires were distributed and 324 sets of them were answered with validity, forming a responding rate of 10.8%. More than half of the respondents (i.e., 61%) have more than 10 years of experience in software development with an overall average of 11.8 years and standard deviation of 5.29 years. Furthermore, the overall average number and standard deviation of software projects that the respondents were involved with is 9 and 5.31, respectively. These statistics prove that the respondents have sufficient insight into software development processes. The wealth of experience among the respondents gives reasonable support for the concluding arguments in the discussion section. The respondents were also requested to answer whether risk assessment exercise had been carried out in their software projects development. From the responses, 28% of the respondents did not conduct risk assessment exercise at all, while the other 72% of respondents conducted the risk assessment occasionally and regularly according to 
Mathematical Development of Fuzzy Method in This Study
Although fuzzy theory deals with imprecise information, it is based on mathematical theory [50] and usually involves defined phases of modelling development ( Fig. 1) . A variable in fuzzy logic has a set of values characterised by linguistic expression (e.g., high, medium and low). Linguistic variables provide a means of modelling human tolerance for imprecision by encoding decision-relevant information into labelled fuzzy sets. These linguistic expressions therefore become numerically represented by fuzzy sets. Eq. 1 takes into account the weighting of each risk factor. Extraction of the Membership Function (MBF) from the sets is the most important aspect in the development of FDSS. Each fuzzy set carries a distinct MBF in [0, 1]. The degree of membership varies from 0 (non-membership) to 1 (full membership). This is in contrast to crisp or conventional sets, where an element is either a part of or not part of the sets. Besides, authors in [51] developed an approximation technique that applies alpha cuts horizontal lines which creates cross-section at the level of membership. MBF for each risk factor is calculated based on the estimated alpha cuts. Then, an average weighted membership based on MBF of its factors is computed using Eq. 2 for the score for each category of risk factors, where F ij (x) is the MBF at a certain alpha cut and W i is the weighting coefficient. The MBF can be constructed based on statistical characteristics; i.e., the average weighted mean and standard deviation. The real values of the risk factors are then transformed into linguistic values (viz., low, moderate and high).
To define a representative MBF, conditions are imposed to make characteristics consistent with decision makers' subjective judgement. The mean and standard deviation of the risk factors are used to develop the MBF of risk factors, where the fuzzy MBF of x is defined as F(x), in [0,1], as estimated by Eq. (3), (4), (5), and (6) [45] .
i.
For low-level of significance of a defined risk factor:
For medium-level of significance of a defined risk factor:
For high-level of significance of a defined risk factor:
In Eq. (3) - (6), the 'a' is the average mean and 'b' is the standard deviation. There is a focal central member 'a' to make F(x) greater than other members of the set. Meanwhile, 'b' is a controlling scale factor parameter. As shown in Fig. 3 , these parameters influence the shape and distribution of the equations. The horizontal scale values represent the level of significance of a risk factor. The fuzziness and MBF are increased or decreased by the parameters 'a' and 'b'. Since the mean value is an unbiased estimate for any sample set, it is an ideal choice for 'a'. Fig. 3 shows the range of moderate-level of significance of risk factors from (a-2b) to (a+2b), with the highest degree of membership occurring at the value of (a-2b) for low-level of significance. For medium-level of significance, 'a' is used. (a+2b) is used for high-level of significance. In developing the scoring system, the values of the risk factors are transformed into linguistic values through linguistic variables. More linguistic variables can accommodate a wider range of scenarios and possibly greater accuracy, at the expense of greater complexity. The fuzzy approach in this work was modelled by three linguistic terms, i.e., low, moderate and high. Fig. 4 shows the MBF of the degree of weights for risk factors. The fuzzy combination process of the scores and weights, using the concept of alpha cut point (horizontal cross-sections at various levels of membership) is represented in Fig. 5 , adopted from [45] . One triangle represents the MBF of risk factors and the other triangle represents the MBF of degree of significance of risk factors (probability of occurrence). For example, from point P on the vertical axis, degree of membership, a horizontal line is drawn and point P shows the alpha cut point. This creates two intersections with the other two sides of triangle. These intersections are shown as P1 and P2 in triangle A. Meanwhile, they are shown as P3 and P4 in triangle B. The extrapolation of P1 and P2 have scores of (a-c) and (a+c). As for P3 and P4 in triangle B, the extrapolation shows the extracted weight of (f) and (h) relating to the score in triangle A. It sums as WjFij (x) = {(a -2b) * e} + {(a + 2b) * i} + {(a -c) * f} + {(a + c) * h} + {a * g}. The fuzzy computation is shown in Fig. 6 . 
RESULTS AND FINDINGS 5.1 Kendall's mean rank for risk mitigation strategies
The rating of the risk mitigation strategies is shown in Table 3 . The average rating of the mitigation strategies varies from 1.32 to 5.31. The overall top five strategies are s30, s28, s26, s20 and s21. The lowest strategy is s19 (mean=1.77). All four groups of respondents agreed that s30 (i.e., greater degree of users' involvement and commitment) deserved the top ranking (overall mean=5.19), where the developer group rated s30 with the highest mean value of 5.31. The mean values of s30 given by the other three groups including board of directors, project managers and IT staff are 5.09, 5.19 and 4.84, respectively. A close scrutiny of the results reveals that the two most effective strategies (s30 and s28) as perceived by the board of directors are mostly consistent with those perceived by project managers and developers. However, IT support staff perceived s28 less important than s29. The director group perceived s29 as the second important strategy while the project manager group and the developer group perceived otherwise. Specifically, s29 was perceived by the IT staff group as unimportant. Such differences in ranking the effectiveness of risk strategies reflect the differences in roles and responsibilities in the management of software development. The top ten strategies were dominated by S30, S29, S28, S26, S21, S20, S8, S5, S4 and S1 with mean values of 4.76 and above. The top five strategies have clear objectives and requirements, planning of scheduling and resources, identification of success criteria and critical activities, project leadership, users' commitment and effective lines of communication. It is interesting to point out these top ten strategies were predominantly nontechnical risks including project planning or organizational issues and project management related matters. Table 3 also indicates S10, S12 and S19 as the least effective strategies (i.e., quality control procedure, hiring of external consultant or expertise and undertaking a parallel or phased conversion) with mean values below 2.0. It is interesting to observe that quality control procedures are not effective, probably because the survey participants perceive quality control as part of project management function. Noticeably, the developer group consistently rated all the mitigation strategies higher than other respondents. The perceptions of the managing director group and project manager group are nearly the same for all the strategies except for s13.
Kendall's coefficient of concordance test (W) was conducted to measure the agreement among the respondents. Kendall (W) ranges between 0 (non-agreement) and 1 (complete agreement). From the Kendall (W) rank test, the mean ranks of the risk factors were in the range of 3.61 and 23.93. The top ten strategies are S30, S29, S28, S26, S21, S20, S8, S5, S4 and S1, which are consistent with the rating by the mean values. With a significance level of 0.05, the W-value of 0.842 in Table 4 indicates a significant level of agreement among respondents. Kendal coefficient concordance test indicates a common concordance among the respondents regarding the most important strategy and the least important strategy. Table 5 indicates a statistically significant difference among some risk mitigation strategies. The four groups of respondents' responses differ significantly on 15 out of 30 mitigation strategies, including: S9, S11, S12, S13, S14, S16, S17, S18, S19, S20, S22, S24, S26, S28 and S30. In other words, at least one group significantly differs from others and thus, the null hypothesis must be rejected. In order to discover which specific means are different from another, a follow-up test called Post Hoc Multiple Comparison Test was conducted. Due to the uneven sample sizes, the Tukey Post Hoc test was conducted. The fifteen risk strategies that were significantly different are shown in Table 6 . According to the Tukey Post Hoc test results as presented in Table 6 , the significant value which is less than 0.05 (i.e., p < 0.05) shows a significant difference between the respondents' group regarding the listed strategies. For example, the IT staff group and the developer group have significantly different rating for strategies S9, S11, S13, S14, S18, S20, S26, and S28. The IT staff group also has different rating from the other three groups for strategies S17, S19, S22, and S24. The managing director group and the project manager group reveal a consensus of agreements in ratings the strategies. Even though the Kendal concordance test showed a common consensus, the ANOVA and Post Hoc test proved that the four respondents groups rated the strategies quite differently. Table 7 and Table 8 provide a measure of agreement between 0 and 1. Specifically, 0 indicates no agreement and 1 implies perfect concordance. In this survey, Kendall's coefficients range between 0.83 and 0.88. These high values of Kendall's coefficient indicates a strong agreement among groups and rejects the null hypothesis that there is no agreement among survey respondents (p < 0.05). 
Development of Fuzzy Membership Function (Fuzzy-MBF)
The parameters 'a' and 'b' are used to obtain the MBF for various levels of significance for each risk factor. The data used for developing the MBF of the likelihood occurrence risk factors impact on cost overrun ( Table 9 ). The MBF for the development stage of likelihood occurrence is shown in Fig. 7 . The range of fuzzy combinations and scenarios for each risk factor is presented in Fig. 8 . Each scenario has several alternatives depending on the degree of membership and level of alpha cuts of the selected combination. The MBF for each risk factor is calculated based on the possible combinations and weights scored from the fuzzy computation. While weights can be expressed in either numeric (crisp) or linguistics (fuzzy) terms, all the weights must be defined in the same manner. As a result, the fuzzy weighted average used in this work is extracted using the linguistic weights. The combination of MBF for risk factors and MBF for degree of significance is used to develop the model. The fuzzy computation for the combination of risk factors is shown in Table 10 and the summation of fuzzy computations for each stage is listed in Table 11 . The combination of different possibilities and scenarios of the MBF are calculated for each risk factor using the different significance levels of linguistic variables. The low, moderate, and high-level of risk factors for each 
DISCUSSIONS
Both ANOVA analysis and Post Hoc test reveal significant difference between the IT staff group and the other three groups. The five most effective strategies in reducing the software development risk are: users' involvement (S30), good project management (S29), lines of communications (S28), planning of resources (S26) and developed a clear systems requirements (S20), which confirm the views expressed by [52] on the pivotal role of users' involvement in the development of software project. However, authors in [31, 53] argued that it is difficult to predict the users' expectations on the timeframe and budget allocated. Bannerman in [33] stressed that absence of effective governance resulted in risk exposures in these areas, i.e., clarity and relevance of objectives, scope and requirements; provide guidance, direction and a common sense of purpose. Communication issues among human beings were relatively complex and unpredictable. Jiang & Klein in [42] stressed that, as a result of poor communications among development team members, much of the time might be spent on duplication of efforts and progress towards individual's goal rather than the project goal. Bannerman [33] also suggested that the integration of teams has lead to greatly improved project communication, interaction, issue resolution and progress tracking. These views collaborate with the findings in Table 3 , for example, S1, S4, S5, S7 and S8 were rated as highly effective strategies. These risk management strategies include defining clear objectives, identifying critical activities, specifying the project success criteria, consistent commitment from management and the lessons learned from past software projects. For a successful software project development, considerable time is usually spent on the planning phase but sometimes it takes longer completion time as compared to the rest of the project. It is clear that in light of existing approaches to assess risks in the software development life cycle, fuzzy modelling has an important role to play. It addresses some of the gaps in the application of other methods by reducing subjectivity often found in qualitative approaches in supporting quantitative assessment of risks. Usually, incomplete project information is available during the very early phases of the project and many decision making processes occur in an environment in which the goals, constraints and consequences of possible actions are not precisely known. Fuzzy measures could improve the decision making process even there is lack of information available.
CONTRIBUTIONS AND NOVELTIES
This article is the first academic paper that develops the Fuzzy membership function for likelihood occurrence and Risk Impact on Cost Overrun for IT projects. To the best of our knowledge, we are the first to demonstrate how fuzzy modelling can aid identification of risk factors at the early stage of project. Specifically, the subjectivity was transferred to a fuzzy membership function so as to improve visualization of comparisons between factors and interpretations of emerging factors. The fuzzy computation of various combinations can clearly assist the IT practitioners in formalizing and assessing risk environments in real-time and improve the decision making process over the entire software development life cycle by systematizing the process and improving visualization opportunities.
The results of this study do not agree with Shenhar and Dvir's [54] suggestion that project management is unnecessary for software development but are in line with the findings of Bannerman [33] that good project management is necessary yet not essential in mitigating software development risks. Our studies suggest that non-technical strategies are more effective than technical approaches for software development risks. Analysis results show risk management strategies related to users' involvement, project planning & control and communication skills are influential in reducing risks. Lessons learned from the past software projects are highly effective, thus organizational learning techniques might be considered for risk prevention in software development projects.
CONCLUSIONS
The developed Fuzzy-MBF offers a quantitative evaluation of risk factors and provides a systemic evaluation of risk and visualization of results. The fuzzy computation of various combinations can assist IT professionals in formalizing and assessing the operational risk environments and thereby improving decision making process during the software development life cycle. This work demonstrates the robust results possible with fuzzy modelling and how it is a better fit with practices and linguistic representations of risk amongst managers. Although it is useful to see these strategies from the point of view in understanding the approaches to a risk situation, it might not be wise to pigeonhole any practical approaches into one or more categories in an exclusive way. Therefore, it is expected to be clarified in a more sophisticated factor deduction or clustering research in future. The development of risk factors could be improved in future research by using partial least squares regression (PLS) to create a model which allows the projection of predicted variables and observable variables to different spaces which could lead to improved visualization in Fuzzy-MBF approaches.
