The use of computational complexity in planning, and in AI in general, has always been a disputed topic. A major problem with ordinary worst-case analyses is that they do not provide any quantitative information: they do not tell us much about the running time of concrete algorithms, nor do they tell us much about the running time of optimal algorithms. We address problems like this by presenting results based on the exponential time hypothesis (ETH), which is a widely accepted hypothesis concerning the time complexity of 3-SAT. By using this approach, we provide, for instance, almost matching upper and lower bounds onthe time complexity of propositional planning.
Introduction
In this article, we aim at making worst-case analyses of propositional planning more useful and comprehensible. One problem with ordinary worst-case analyses is that they do not provide any quantitative information: knowing that a particular computational problem is PSPACE-complete does not tell us much about the behaviour of concrete algorithms for the problem, nor does it tell us much about the running time of optimal algorithms for the problem. Later on (in Section 5.2), we will see striking examples of instance sets X and Y that are widely separated with respect to their computational complexity (under the assumption that NP = PSPACE), yet almost indistinguishable with respect to upper and lower bounds on worst-case time complexity. Another problem with ordinary worst-case analyses is that they have traditionally been performed on very large and (in some sense) unstructured sets of instances. To exemplify, consider Bylander's results [8] : the complexity analyses are performed on sets of instances characterised by the number of preconditions and effects of actions. This leads to sets of instances that contain a wide variety of problems, which often results in overly pessimistic complexity figures from an application point of view.
Our approach is based on the exponential time hypothesis (ETH). This hypothesis was suggested by Impagliazzo and Paturi [15] and it has become an important and widely used assumption when studying the computational complexity of combinatorial problems, cf. the survey by Lokshtanov et al. [22] . It is also gaining more and more popularity when studying central problems in AI such as planning and constraint satisfaction [1, 3, 4, 19, 31] . The theory of NP-hardness provides evidence that many computational problems are unlikely to be solvable in polynomial time, but this theory does not give any concrete lower time bounds. To achieve such bounds, we need stronger complexity assumptions and the ETH is such an assumption. Assessing the plausibility of the ETH is difficult due to the same reasons as assessing the plausibility of P ? = NP: our understanding of this kind of complexity questions is currently far too weak. We content ourselves by saying that the ETH has deep connections with many topics in computer science, such as the existence of subexponential algorithms for NP-complete problems [16, 18, 25] , the complexity and approximability of optimisation problems [9, 23] and parameterised complexity theory [10, 11] , and the failure of ETH would have far-reaching consequences.
Complexity research in planning has typically first decided on some class C of planning instances and then derived either a tractability result or a hardness result for that particular class. A common objection to tractability results is that C is too restricted to be relevant for real applications. For hardness results, a common objection is instead that C does not correspond to actual applications and the worst cases of C are thus not relevant.
If the only problematic cases are the ones that do not seem to occur in practice (for example, if they require inputs that are too large), we can simply decide to eliminate them from consideration (without great loss of generality, presumably).
Levesque [20] While this quote may seem to support the argument that the worst cases are irrelevant, it is a fallacy to draw that conclusion. A more correct conclusion is that we have studied the wrong class of instances and that the ones occuring in practice only constitute a subset of our class.
This inspires us to ask the following question: if we are provided with a class C of planning instances and a planning algorithm A , what can we say about the behaviour of A for instances of C? We will exploit the ETH to give a general answer to this question: basically, we divide planning problems (parameterised by the allowed sets of instances) into 'easy' and 'hard', and demonstrate how lower bounds on the time complexity of hard problems can be deduced. We emphasise that the choice of both C and A is completely arbitrary-any set of planning instances will do and any sound and complete planner will do. In particular, we prove almost matching upper and lower bounds on the time complexity of unrestricted propositional planning.
The remainder of the article is structured as follows. In Section 2 we provide some basic definitions for planning and satisfiability, and discuss the time complexity of algorithms for propositional planning. We also formally define the ETH and use it to prove some results that are needed later on. Section 3 formalises and proves the basic theorem that we have already discussed informally. This is followed (in Section 4) by results concerning lower bounds on the time complexity of propositional planning. The upper and lower bounds presented in Sections 2 and 4 are not particularly close to each other so we take the opportunity to discuss and present ways of tightening such bounds in Section 5: this leads to almost matching upper and lower bounds for propositional planning. The results in Sections 4 and 5 additionally illustrate two different lower bound methods with quite different properties: the first method is always applicable (but may result in inferior bounds) while the second method is only applicable in certain cases (but typically gives stronger bounds). Finally (in Section 6), we use our approach for discussing a recent topic in planning: it has been observed in practice that most planning algorithms seem to be much faster on solvable instances than on unsolvable ones, i.e. they are faster at finding a plan than at finding that there is no plan. We demonstrate that this phenomenon is an artifact of the particular algorithms and not an inherent asymmetry in planning. Let C be a set of planning instances such that the planning problem for C is NP-hard. Let C s contain the solvable instances in C and let A be a planning algorithm that generates solutions (and not only provides yes/no answers). If the worst-case time complexity of A is significantly better when applied to the instances in C s compared to the instances in C, then the ETH is not true. In fact, even if we merely assume that A can generate plans for all instances in C s (and may behave erratically otherwise), then there exists a planner A that is sound and complete for C and that has the same time complexity as A up to a polynomial-time factor.
Preliminaries
We let N denote the natural numbers (i.e. the non-negative integers), Z denote the integers, Z + denote the positive integers and N ∞ denote the set N ∪ {∞}, i.e. the natural numbers extended with a symbol to denote infinity. Given some object X, we write |X| to denote its cardinality, and we write ||X|| to denote its size, i.e. the number of bits in the representation of X. Unless otherwise noted, we will assume that polynomials are non-decreasing functions that grow at least linearly.
A propositional atom is a variable that can take one of the truth values true or false. The negation of a propositional atom x is denoted x. A literal is either an atom or the negation of an atom, and negation is extended to literals such that x = x. Let X be a set of propositional atoms. Then L(X) denotes the set of literals over
Planning
All results in this article will be stated using propositional STRIPS. In particular, we will use propositional STRIPS with negative goals (PSN) [8] , which can alternatively be viewed as SAS + [6] restricted to boolean (i.e. two-valued) variable domains.
A PSN frame is a tuple F = V , A where V is a set of propositional atoms and A is a set of actions. The state space is S(F ) = 2 V and its members are called (total) states.
Each action a ∈ A has a precondition pre(a) ⊆ L(V ) and an effect eff(a) ⊆ L(V ), which are both consistent. The notation a : X ⇒ Y defines an action a with pre(a) = X and eff(a) = Y . For all s, t ∈ S(F ) and a ∈ A, we say that -action a is valid in s if s satisfies pre(a) and -action a is from s to t if a is valid in s and t = (s ∪ eff(a) + ) \ eff(a) − .
A sequence ω = a 1 , . . . , a of actions in A is a plan from s 0 ∈ S(F ) to s ∈ S(F ) if either -ω is the empty sequence and s 0 = s or -there are s 1 , . . . , s −1 ∈ S(F ) such that a i is from s i−1 to s i for all i (1 ≤ i ≤ ).
A PSN instance is a tuple P = V , A, s I , s G such that F = V , A is a PSN frame, s I ∈ S(F ) and s G ⊆ L(V ) is consistent. We tacitly assume that instances and frames do not contain superfluous variables, i.e. every variable appears in the precondition or effect of at least one action. A plan for P is a plan from s I to some s ∈ S(F ) that satisfies s G . Let PSN denote the set of PSN instances. For any subset C ⊆ PSN of planning instances, we define the Plan Existence (PE) problem as follows.
PE(C)
INSTANCE: A planning instance P ∈ C. QUESTION: Does P have a plan?
We can alternatively view the PE problem as graph search. The state-transition graph G(F ) for a frame F = V , A is a directed graph defined as G(F ) = S, E , where S = S( V , A ) and E contains all edges s, t such that there is some action in A from s to t. This is extended to instances such that if P = V , A, s I , s G is a PSN instance, then S(P ) = S( V , A ) and G(P ) = G( V , A ). One typically wants F to be a succinct representation of the graph G(F ). However, the size of F and G(F ) may be of the same order: for instance, there may be one action in A for each edge in E.
Let P = V , A, s I , s G be an instance of PE(PSN) and assume, without loss of generality, that the goal state s G is a total state. 1 Also let G(P ) = S, E be the state-transition graph of P . Obviously, every path from s I to s G in G(P ) corresponds directly to a plan for P . Hence, P is solvable if and only if there is a path from s I to s G in G(P ).
There are two obvious choices when it comes to representing planning instances: either the preconditions and effects of actions are represented as lists of defined variables and their values or as bitvectors over all variables. We will exclusively consider the list representation in the sequel: the common situation is that actions depend on and changes a small number of variables compared to the total number of variables.
Planning algorithms
In general, every planner for PSN must run in worst-case exponential time if we require it to output a solution, since there are planning instances with exponentially long shortest solutions. If the planner is only required to solve the decision problem, PE, then this simple observation is not useful for saying anything about the running time of the planner. For example, the 3S class [17] has instances with exponentially long shortest solutions, but PE(3S) can be solved in polynomial time.
We continue by demonstrating a straightforward upper bound for PE based on search in the state-transition graph. Searching state-space graphs in planning requires somewhat more care than for graph searching in general. We may assume that all actions in A are unique so every action must correspond to a unique combination of preconditions and effects. The set L(V ) of literals over V contains 2|V | literals, so there are less than 2 2|V | consistent subsets of L(V ). Hence, there are at most 2 2|V | different preconditions and at most 2 2|V | different effects, which results in at most 2 2|V | · 2 2|V | = 2 4|V | unique actions. That is, the size of A, and thus also the size of P , is not necessarily polynomially bounded in the number of variables for a class of planning instances. However, we know that |A| < ||A|| < ||P || so the instance size is always a safe, albeit crude, upper bound on the number of actions.
For simplicity, we may consider representing G(P ) using adjacency lists and start by constructing an array for S and initialising all adjacency lists, which takes time O(|S|) = O(2 |V | ). Then note that every state in S can have at most one outgoing arc for every action, i.e. each adjacency list is of length |A|, at most. We can compute the adjacency list for each state s ∈ S by checking s against every action a ∈ A. If a is valid in s, then it is trivial to compute the unique state t ∈ S such that a is from s to t, and insert an arc from s to t in the adjacency list of s, if there is not already such an arc. Checking an action against a state takes polynomial time in the instance size ||P || and |A| ≤ |P | ≤ ||P ||. Hence, there is some polynomial p such that this procedure takes O(p(||P ||) time for each state.
Checking if there is a path from s I to s G in G(P ) can be done by depth-first or breadthfirst search in time
for some polynomial q.
Recall that we require that every variable is used (i.e. appears in either the preconditions or the effects) by at least one action. This implies that we have the name of each variable appear in at least one action which requires at least |V | log |V | bits. Thus, |V | log |V | ≤ ||A|| ≤ ||P || for sufficiently large |V |. We conclude that we can assume |V | ≤ ||P ||/Ψ for some arbitrarily chosen constant Ψ ≥ 1 without loss of generality. The method of solving PE(PSN) by first constructing G(P ) and then search for a path in it thus has an upper bound of time
that equals O 2 ||P ||/(Ψ/2) · r(||P ||) for some polynomial r. From now on and throughout the article, fix Ψ ≥ 1 and let Φ = Ψ/2. The algorithm proposed above uses an exponential amount of memory. By using Savitch's theorem [26] , the amount of memory can be lowered. Savitch showed that there exists an algorithm A S that takes a graph G = U, E as input and checks whether there exists a path from u ∈ U to v ∈ U of length k or less using space O log 2 (|U |) and time |U | O(log k) . The time bound did not appear in Savitch's article, but it is a well-known folklore result. The only thing one has to keep in mind when using this time bound is that we must be able to check whether two vertices are connected or not in polynomial time (in the size of the graph). Problem PE can thus be solved by asking if there is a plan of length k = |S| = 2 |V | .
If we assume an implicit graph representation where vertex adjacency can be checked in p(||P ||) time for some polynomial p (such as PSN), we can thus solve PE in time
Satisfiability and the exponential time hypothesis
We will use several different variants of the boolean satisfiability problem during the course of this article. In its basic form it is defined as follows. We require, without loss of generality, that repeated clauses are not allowed and that no empty clauses appear. Note that the definition of SAT instances implies that there are no unused variables, i.e. every variable appears in at least one clause. The problem k-SAT, k ≥ 1, is the SAT problem restricted to clauses containing at most k literals. The SAT problem is NP-complete and so is the k-SAT problem when k ≥ 3 [12, problem LO1]. We will also consider the complement of SAT (known as UNSAT): an instance of this problem is considered a 'yes'-instance if and only if there does not exist a satisfying assignment. The UNSAT problem is coNP-complete and so is the UNSAT problem restricted to clauses of length k (which we denote k-UNSAT) whenever k ≥ 3. The following properties of 3-CNF formulae will be used in the forthcoming proofs. The bounds are straightforward to prove by recalling that F contains no repeated clauses, no empty clauses, and no unused variables.
Proposition 1
Let F be an arbitrary 3-CNF formula with n variables and m clauses. Then one may assume that
A more precise characterisation of the complexity of k-SAT (compared to merely saying that it is an NP-complete problem) is possible by using the exponential time hypothesis (ETH) [15, 16] . This hypothesis is a conjecture stated as follows. Informally, ETH says that satisfiability cannot be solved in subexponential time. One may equivalently define the ETH for the number of clauses, i.e. replacing O(2 δn ) with O(2 δm ) in Definition 2, where m is the number of clauses. It is known that the ETH with respect to the number of clauses holds if and only if the ETH with respect to the number of variables holds [16] . Note that since the ETH refers to actual deterministic time bounds it is possible to swap the answer, i.e. if we could solve k-UNSAT in time O(f (n)) for some function f , then we could also solve k-SAT in time O(f (n)). Hence, the ETH can equivalently be defined in terms of the k-UNSAT problem.
Since using the ETH offers more precision than polynomial reductions between the usual complexity classes do, we will benefit from also being more precise about how much a reduction blows up the instance size, defining the following measure for this purpose.
Definition 3
Given a reduction ρ from some problem X to some problem Y, we say that ρ has blow-up b, for some b > 0, if there exists an n > 0 such that ||ρ(I )|| ≤ ||I || b for all instances I of X such that ||I || ≥ n.
Clearly, every polynomial-time reduction has bounded blow-up. The time complexity of a problem is usually defined as a function of the instance size, while the ETH is defined as a function of the number of variables or clauses. This latter allows for a sharper characterisation but it is not quite suitable for planning where the instance size is not necessarily polynomial in the number of variables. We will instead use time bounds on the form O(2 n c ), where n is the instance size. This approach is closely related to the concept of power indices [28] [29] [30] : the power index of a problem X equals inf{c | X ∈ DTIME(2 n c )}. Although the power index of SAT is obviously not known, Stearns and Hunt assume that SAT has power index 1, which is known as the satisfiability hypothesis (SH). The SH predates the ETH, but the concepts are clearly connected, with the ETH as the stronger assumption. This is demonstrated by the following lemma which shows that the power index of SAT must be at least 1 (and, thus, exactly 1) if the ETH is true, i.e. the SH is true if the ETH is true. It is important to note that this lemma only states a one-way relationship between the SH and the ETH. It does state that the ETH must be false if 3-SAT can be solved in time O(2 ||F || c ) for some c < 1. However, it does not rule out the possibility that the ETH is still false even if 3-SAT cannot be solved in time O(2 ||F || c ) for any c < 1. This is because ||F || ∈ (m log m) and there is no c such that m ∈ ((m log m) c ). If c < 1, then (m log m) c grows strictly slower than m, and if c ≥ 1, then (m log m) c grows strictly faster than m.
Restricted planning
We will now address the main question of this article: if we are allowed to choose a class of planning instances and a planning algorithm, what can we say about the time complexity in this case? A general answer to this question will be provided in Theorem 5 below. We will then (in Sections 4 and 5) demonstrate how this answer can be instantiated to concrete figures in specific cases. We will intervene with a brief discussion of this result before moving on to the proof. In case (1), PE(C) is neither NP-hard nor coNP-hard. One may suspect that membership in P is the most common instance of this case. If so, a tractable fragment of planning has been identified. Assume now that PE(C) is in NP but not a member of P, i.e. PE(C) is an NP-intermediate problem. This may appear a bit surprising since almost all complexity results for planning appearing in the literature exclusively deal with "well-known" complexity classes such as P, NP, and PSPACE. However, an infinite number of complexity classes can be captured by propositional planning if we assume that P = PSPACE-see Section 3.2.
Main result
In case (2), PE(C) cannot be solved in time O(2 ||P || c ) for some c > 0: this is bad news since it basically implies that A performs poorly on C. At this point, it is important to recall that the choice of A and C is completely arbitrary. This, in turn, implies that Levesque's suggestion (as stated in the introductory section) of removing 'unwanted' instances is problematic: in order to get a running time that is in O(2 ||P || c ) for all c > 0, we have to find a subset C of C such that PE(C ) does not belong to the same complexity class as PE(C). We can restate this as follows: PE(C ) must be easier with respect to worst-case computational complexity than PE(C). In other words, understanding the worst-case computational complexity of planning problems is highly relevant also for understanding the complexity of naturally arising planning problems.
Regarding case (3), it suffices to note that if the ETH were false, then this would have such fundamental consequences for complexity theory in general that both this article and many others in the literature would become obsolete.
Proof of Theorem 5
First suppose that PE(C) is neither NP-hard nor coNP-hard. Then we are in case 1 and we are done.
Otherwise, PE(C) can be assumed to be either NP-hard or coNP-hard. If there is some c > 0 such that PE(C) cannot be solved in time O(2 ||P || c ), then we are in case 2 and we are done.
In case 3, the remaining possibility is that there is some algorithm A that can solve PE(C) in time O(2 ||P || c ) for all c > 0. First consider the case where PE(C) is NP-hard. Then there is a polynomial reduction ρ from 3-SAT to PE(C), i.e. there is some polynomial p and some b such that ρ has blow-up b and can be computed in time p(||F ||). There is then an algorithm B for 3-SAT that works by first computing the PSN instance ρ(F ) and then applying A to ρ(F ). Choose c such that 0 < c < 1/b. It then follows from the assumption that B solves 3-SAT in time
However, this contradicts the ETH according to Lemma 1, since bc < b(1/b) = 1.
Instead suppose that PE(C) is coNP-hard. Then there is a polynomial reduction ρ from 3-UNSAT to PE(C) and the rest of the proof is analogous to the previous case, since Lemma 1 applies also to 3-UNSAT.
Theorem 5 may appear slightly disappointing for at least two reasons: (1) it is not exclusively about the planning problem since it can easily be adapted to almost any computational problem and (2) it does not take any concrete algorithm into account. Reason (1) is interesting from several viewpoints. It is quite obvious that Theorem 5 is applicable to a wide range of problems. In fact, it can be adapted to every NP-or coNP-hard problem with virtually no changes of its proof. However, this is not the case for the results appearing later in this article; in fact, most of the proofs intimately use the fact that we are studying the planning problem and not an arbitrary NP-or coNP-hard problem. For instance, we will (in Section 4) exhibit a particular polynomial-time reduction from 3-UNSAT to PE(PSN) with blow-up 3. Obtaining similar reductions to some other problem X poses certain problems. First of all, most NP-and coNP-hardness proofs are not based on direct reductions from 3-(UN)SAT-such proofs are typically based on (sometimes quite long) chains of reductions from the (UN)SAT problem to X. The blow-up of such a chain can be huge (and thus lead to weak results) and, more importantly, immensely difficult to calculate. The close connections between propositional logic and propositional planning made this potentially difficult problem quite manageable.
Reason (2) is, fortunately, not a reason for disappointment. Theorem 5 is providing a lower bound and no algorithm can beat this bound unless the ETH is false. Thus, there is no need to discuss any particular algorithm. This fact must not be interpreted wrongly: even though no given planner A can beat the lower bound, planner A can have a time complexity that is significantly worse than this bound. Thus, the choice of planner is not at all unimportant when facing concrete planning instances.
While case 2 of this theorem states that there exists some constant c such that PE(C) cannot be solved in time O(2 ||P || c ), it does not say anything about concrete values of c. Typically, we want to know the value of c, or at least we need some estimation of the value, since there is a huge difference between algorithms that run in, say, time O(2 ||P || 0.01 ) and algorithms that run in time O(2 ||P || 0.99 ). The proof hints at one way to determine actual values for c, though, based on the blow-up of reductions. This can be formalised as follows. While this corollary establishes a relationship between the blow-up of reductions and the constant c, it still only states that c and b * are related. Hence, we will (in Section 4) demonstrate how one can proceed to achieve actual values for c. It is quite natural that computing exact values for b * and c is often a difficult problem. We stress that finding exact values is not always a necessity-estimates of b * and c still provide working lower bounds albeit not optimal bounds.
Capturing complexity classes with planning classes
For all that we know, it could be the case that only a finite number of complexity classes can be captured by planning. In fact, earlier results point in this direction: it is extremely rare that any other classes than P, NP, and PSPACE appear in complexity classifications of planning. However, this is not the case-planning captures an enormous amount of different computational problems and complexity classes if we assume that P = PSPACE. We will see below that any complexity class C such that P ⊆ C ⊆ PSPACE and that is closed under polynomial reductions can be described by a class of planning instances. Furthermore, every computational problem X in PSPACE can be captured by the plan existence problem! Bylander has shown that PE(PSN) is PSPACE-complete [8] . This was accomplished by devising a polynomial-time reduction from Turing machine acceptance with polynomially bounded tape. Let M be a Turing machine where the tape length is bounded by a polynomial q, i.e. the number of tape cells is bounded by q(|x|) where x is the input string. Let ρ(M, q, x) denote the corresponding PSN instance that has a solution if and only if M accepts input x using at most q(|x|) tape cells. According to Bylander's result, ρ is polynomial-time computable. The reason that we make the polynomial q explicit, instead of implicit in M, is that Bylander's reduction must have explicit access to it. Now, consider the following set of PSN instances:
We say that ρ has property (*) if 1. for every P ∈ C q M , there exists exactly one string x such that P = ρ(M, q, x) and 2. for every P ∈ C q M , one can in polynomial time compute the x such that P = ρ(M, q, x).
Property (*) is not a very prohibitive assumption-think of PDDL 2 encodings of Bylander's reduction. Every such reduction has property (*) since every variable is given an explicit name. Thus, given an instance of C q M , we can extract the unique input string in polynomial time by looking at the variables corresponding to the tape. Henceforth, let ρ denote this particular reduction.
Theorem 7 Let X be an arbitrary computational problem in PSPACE. Then there exists a class C X of PSN instances such that X and PE(C X ) are polynomial-time equivalent problems.
Proof The problem X can be solved by a Turing machine M X with tape length bounded by a polynomial q (since X is in PSPACE). Let C X = { ρ(M X , q, x) | x is an input string}. Obviously, there exists a polynomial-time reduction from X to PE(C X ). There is also a polynomial-time reduction in the other direction: arbitrarily choose P ∈ C X and compute (in polynomial time) the input string x such that ρ(M X , q, x) = P . Then, P has a solution if and only if M X accepts x.
Corollary 8 Let C be a complexity class in PSPACE such that C is closed under polynomialtime reductions and C contains complete problems under polynomial-time reductions. Then, there exists a set of PSN instances C such that PE(C) is complete for C.

A concrete lower bound
The results in the previous section are general and Corollary 6 only states that there exists a relationship between the lower bound and the blow-up of reductions. Hence, we will give a more concrete example in this section, demonstrating how one can determine the actual blow-up of a reduction and use this to instantiate the previous result. More precisely, we will present a reduction from 3-UNSAT to PE(PSN).
We begin by recalling how to encode an n-bit binary counter in PSN [2] . Let V = {x 1 , . . . , x n } and let A contain the n actions
Then use V and A to construct a PSN instance P = V , A, s I , s G such that s I = ∅ and
This instance is always solvable and it has a shortest plan of length 2 n −1 actions that corresponds to a Hamilton path from s I to s G in the state-transition graph G(P ).
Construction 9
Define a function ρ : 3 − UNSAT → PSN as follows. Let F be an instance of 3-UNSAT with n variables {x 1 , . . . , x n } and m clauses {C (F ) 1 , . . . , C(F ) m }. Assume without loss of generality that F contains no clause C(F ) j that is a tautology, i.e. both x i and x i appear in C(F ) j for some 1 ≤ i ≤ n. We construct a corresponding PSN instance ρ(F ) = P F = V , A, s I , s G as follows: Let c 1 , . . . , c n+1 denote the actions in the n + 1-bit counter over the variables This construction is indeed a polynomial reduction from 3-UNSAT to PE(PSN) and we now determine a concrete upper bound for its blow-up.
Lemma 10 The function ρ in Construction 9 is a polynomial reduction from problem 3-UNSAT to PE(PSN) with blow-up 3 at most.
Proof We first prove that the function ρ is a polynomial reduction from 3-UNSAT to PE(PSN). Let F be a 3-UNSAT instance and let P F = ρ(F ) be the corresponding PSN instance according to Construction 9. If we treat the variables x 1 , . . . , x n+1 as encoding a binary number, then every plan must count through all numbers from 0 to 2 n , since these numbers correspond to the initial and goal states and there are only counting actions. Furthermore, for each state s ∈ S(P F ), only one of the different types c 1 , . . . , c n+1 of counter actions is valid in s and there are m variants of each such action, one for each clause of F . Hence, for each step in a plan for P F , there are m different actions to choose from. An action corresponding to a clause C(F ) j of F has a precondition that requires all literals in C(F ) j to be false, i.e. the action is valid only if C(F ) j is false in the current variable assignment specified by variables x 1 , . . . , x n . This means that for each assignment, i.e. for each state, it is necessary to find an action corresponding to a clause of F that is false for that assignment. In other words, a plan for P F must verify that for every assignment to x 1 , . . . , x n , at least one clause of F is false, i.e. that F is unsatisfiable. Hence, ρ is a reduction from 3 − UNSAT to PE(PSN) and it is obvious that it is polynomial-time computable.
We then prove that ρ has blow-up at most 3. Let F be a 3-UNSAT instance with n variables and m clauses. Without losing generality, assume that m ≥ 3 and n ≥ 2. We know from Proposition 1 that n ≤ 3m and that F requires ||F || ≤ 3m(1 + log n) bits to represent. However, it is reasonable to assume that all clauses contain exactly three literals, so we can assume equality, i.e. ||F || = 3m(1 + log n). Let ρ(F ) = P F = V , A, s I , s G be the corresponding PSN instance according to Construction 9. Then |V | = n + 1 and |A| = m|V | = m(n + 1).
Each set of literals is represented as a list of literals. Each literal must uniquely identify a variable and its polarity, which requires log |V |+1 bits. A consistent literal set thus requires at most |V |(log |V | + 1) bits. For a total state it is sufficient to list the variables that are true, but for simplicity we overestimate this to get |V |(log |V | + 1) bits also in this case. For the set of variables, V , we just list all variables where each variable requires log |V | bits to identify. For the action set, A, we list all actions and represent the precondition and effect for each one. We thus get: It is now straightforward to verify that ||P F || ≤ 3m(n + 1) 2 · (log(n + 1) + 1).
To prove that the blow-up is at most 3, we need to prove that ||P F || ≤ ||F || 3 for sufficiently large instances. We have assumed that ||F || 3 = (3m(log n + 1)) 3 = 27m 3 (log n+1) 3 . We also know that n ≤ 3m, so 3m(n+1) 2 ≤ 48m 3 (since m ≥ 2). Hence,
We can now plug this blow-up figure into Corollary 6 to get a concrete lower bound for PSN planning.
Theorem 11 PE( PSN) takes time (2 ||P || 1/3 ) to solve, unless the ETH is false.
Proof We know from Lemma 10 that there exists a polynomial-time reduction ρ from 3-UNSAT to PE(PSN) with blow-up 3. Hence, we know that b * ≤ 3 for the constant b * in Corollary 6. It thus follows from this corollary that PE(PSN) takes time (2 ||P || 1/3 ) to solve, unless the ETH is false.
After having seen how to use Theorem 5 for analysing the time complexity of planning problems, it is not very hard to investigate the time complexity of, for instance, standard benchmark problems. An excellent starting point is the article by Helmert [13] . Let us consider the benchmark problem GRID for instance. Helmert shows NP-hardness in Theorem 30 via a reduction from 3-SAT. The blow-up of this reduction can be determined and it immediately gives a c > 0 such that GRID cannot be solved in time O(2 ||P || c ) unless the ETH is false. Let us consider the TRANSPORT problem instead. Here, Helmert shows NPhardness (in Theorem 14) by a reduction from the HAMILTONIAN PATH problem. In this case, we need to analyse two reductions: some reduction from 3-SAT to HAMILTONIAN PATH (Theorem 7.46 in Sipser [27] presents one possible reduction) followed by Helmert's reduction. Once again, we can obtain a c > 0 such that TRANSPORT cannot be solved in time O(2 ||P || c ) unless the ETH is false. Note that the value of c established in this way may not be optimal.
An improved lower bound
By combining the upper bounds presented in Section 2.1 with Theorem 11, we know that PSN planning can be performed in time O(2 ||P ||/Φ ) where Φ ≥ 1/2 but it cannot be performed in time O(2 ||P || 1/3 ) if the ETH holds. We study lower bounds for domainindependent planning in greater detail in this section. We show that PE(PSN) cannot be solved in time O(2 ||P || c ) for any c < 1 and this bound closely matches the upper bound for PE(PSN). The lower bound on PSN planning that was shown in Theorem 11 was obtained by analysing the blow-up of a particular reduction from 3-UNSAT to PE(PSN). This way of obtaining lower bounds is very general-it is applicable whenever one is considering (co)NP-hard problems-but it is sometimes difficult to achieve tight bounds. There are alternative ways of obtaining lower bounds, though, and we will illustrate one of them. While the ETH is intrinsically based on the time complexity of 3-SAT, there are other computational problems that can be used equally well, i.e. there are other problems X such that if X can be solved in subexponential time, then the ETH is false. Sometimes X exhibit properties that simplify the identification of lower bounds.
We consider lower bounds based on the number of variables in Section 5.1 and we use these bounds for proving results based on instance size in Section 5.2.
Lower bound in the number of variables
In the sequel, we will exploit a particular constraint satisfaction problem (CSP) for obtaining an improved lower bound on the complexity of PE(PSN). Let be a set of finitary relations over some domain D; such sets are known as constraint languages. We define CSP( ) to be the following computational problem. that f (v i 1 ), . . . , f (v i k ) ∈ R for every constraint R (v i 1 , . . . , v i 
Given a CSP( ) instance V , C , we say that V , C has degree 3 d if each variable appears in at most d different constraints. Given a constraint language , we let CSP( )-d denote the CSP( ) problem restricted to instances of degree d. Let R denote the 6-ary relation { (1, 0, 0, 0, 1, 1), (0, 1, 0, 1, 0, 1), (0, 0, 1, 1, 1, 0) }. We have the following result. We have chosen to work with CSP({R})-2 because of its simplicity: we only need to consider a single relation and we know the exact value of the degree bound. However, many other degree-bounded constraint problems would, in principle, have worked equally well for obtaining the lower bound.
Note that every instance V , C of CSP({R})-2 satisfies |C| ≤ 2|V |: assume we have a set of constraints {C 1 , . . . , C n } and we want to minimise the number of variables used in these constraints. To fill "all variable slots", we make pairs of the constraints and fill them with one variable per pair, i.e.
Hence, n/2 variables are needed and |C| = 2|V | under the safe assumption that n is even.
We now present a polynomial-time reduction from CSP({R})-2 to PE(PSN). We exploit the fact that CSP({R})-2 instances contain a fairly small number of constraints in order to produce PSN instances that contain a small number of variables and actions.
Let T = V , C be an arbitrary instance of CSP({R})-2. Assume V = {v 1 , . . . , v n } and C = {C 1 , . . . , C m }. We construct a PSN instance P T = W, A, s I , s G based on V , C . We avoid notational inconveniences by not giving concrete names to the actions in A; we simply refer to them by their preconditions and effects. Let W = {a 1 , . . . , a n } ∪ {b 1 , . . . , b m } ∪ {c}. One should note that this result holds for much more restricted sets of planning instances than PSN. For example, the actions have only positive effects, which implies that the optimal solutions are very short since no variable is required to change more than once at most. One should also note that there probably are no "useful" reductions from CSP({R})-2 to every NP-hard planning problem PE(C) in the sense that they beat the bounds that can be obtained by the blow-up method in Section 4.
Lower bound in the instance size
The bound given in Section 5.1 measures the size of the instance in the number of variables. We continue by presenting bounds that are based on the usual instance measure, i.e. the number of bits needed to represent the instance.
Let T = V , C be an arbitrary instance of CSP({R}) Since Φ ≥ 1/2 it follows that PE(PSN) can be solved in time 4 ||P || while it cannot be solved in time 2 ||P || c for any c < 1 (unless the ETH is false). The second statement implies that PE(PSN) cannot be solved in time 4 ||P || c for any c < 1 so the bounds are matching each other quite closely.
We conclude this section by discussing some consequences of the near-optimal bounds provided by Theorem 14. By this theorem, we know that PE(PSN) cannot be solved in time 2 ||P || c for any c < 1. This lower bound holds even if we only consider instances having very short plans, i.e. plans ω of length ≤ |V |. This is a direct implication of the definition of P T where each variable can change at most one time. Define
and note that PE(X) is NP-complete, PE(X) can be solved in time O(2 ||P ||/Φ ) and PE(X) cannot be solved in time 2 ||P || c for any c < 1.
Arbitrarily choose Y ⊆ PSN such that PE(Y ) is PSPACE-complete: one may, for instance, let Y denote the set of planning instances that results from the reduction in the proof of Theorem 3.1 in Bylander [8] . Let Z = X ∪ Y . We see that PE(Z) can be solved in 2 ||P ||/Φ time but it cannot be solved in 2 ||P || c time for any c < 1. Viewed slightly differently (as pointed out above), we know that PE(Z) can be solved in time 4 ||P || but PE(Z) cannot be solved in time 4 ||P || c for any c < 1. Thus, PE(X) and PE(Z) belong to different complexity classes (under the assumption that NP = PSPACE) but they are almost indistinguishable from the viewpoint of time complexity. Thus, we cannot, in the general case, get much concrete information about running times from statements like "PE(Z) is complete for complexity class C" when NP ⊆ C.
Another consequence of Theorem 14 is that the upper bound is obtained by basic depth or breadth search without using any heuristics at all. This may seem counterintuitive-should not the use of powerful heuristics be highly important when considering large complex instances? The answer is an emphatic "no". Domain-independent heuristic guidance can be very powerful on small and medium-size instances. For large instances, the amount of help that can be provided diminishes drastically: the advantages of heuristically pruning the search tree are too small in comparison to the enormous size of the search tree. The situation may be very different when considering restricted sets of planning instances and heuristics which are tailored to these restrictions since, in that case, Theorem 14 is not applicable.
Solvable vs. Unsolvable instances
An asymmetry in handling solvable and unsolvable instances has received attention in the literature recently [5, 7, 14, 24] : it has been observed that planners are often very good at finding plans but less good at verifying that no plan exists. From a theoretical point of view, this is a somewhat surprising anomaly. If we consider a tractable class of planning problems, then it is easy both to find a plan and to find that there is no plan. On the other hand, if we are faced with an NP-hard class, then it cannot be the case that all solvable instances are easy, and only some of the unsolvable instances are hard, as the following result shows. Note that the behaviour of A only needs to be correct for solvable instances. For unsolvable instances, it may give incorrect answers or not even terminate.
Theorem 15 Let
Proof Suppose there is some algorithm A that can generate a plan for each solvable instance of C in 2 ||P || c steps for some c such that 0 < c < 1/b. Let F be an arbitrary 3-SAT instance and let P F = ρ(F ) be the corresponding PSN instance. Simulate A on P F for 2 ||P F || c steps. If P F is solvable, then A will return a correct plan for P F , since it has to be correct for all solvable instances. On the other hand, if P F is not solvable, then there are three possibilities:
1. A answers that P F has no plan, 2. A does not halt within 2 ||P || c steps or 3. A returns an output string that is not a plan for P F .
Obviously, if A does not return any output string (cases 1 and 2), then P F has no solution. It remains to distinguish between a solvable instance and case 3. This can be done by checking whether the output string returned by A is a plan for P F or not. The output string can contain at most 2 ||P F || c symbols, since A does not have time to produce a longer output string, so there can be at most this many actions in the string. Each step of a plan can be verified in time p(||P F ||) for some fixed polynomial p. Hence, the output from A can be checked in time O(p(||P F ||) · 2 ||P F || c ). The construction of P F guarantees that A outputs a correct plan for P F if and only if F is satisfiable. Hence, we can check whether F is satisfiable or not in time
for all > 0. Furthermore, bc < 1, since c < 1/b, so we can choose such that 0 < < 1 − bc. However, then bc + < 1, which contradicts the ETH according to Lemma 4.
We note that using the ETH is crucial in establishing the previous result. Assume that we, for instance, would like to use the P = NP hypothesis instead of the ETH. Then, we would need to prove the following:
Let A be a planning algorithm. Let C be a class of PSN instances such that PE(C) is NP-hard and let ρ be a polynomial-time reduction from 3-SAT to PE(C) with blowup b. If algorithm A can generate a plan for each solvable instance in C in 2 ||P || c steps for some c such that 0 < c < 1/b, then P = NP.
However, this statement is not true in general. Let X be any NP-complete problem. By Theorem 7, there exists a class C X of PSN instances such that X and PE(C X ) are polynomialtime equivalent problems. This implies that PE(C X ) is NP-complete and there exists a polynomial-time reduction from 3-SAT to PE(C X ) with blow-up b. Assume now that A can generate a plan for each solvable instance in C in 2 ||P || c steps for some c such that 0 < c < 1/b. By arguing as in the proof of Theorem 15, this merely implies that PE(C X ) can be solved in 2 ||P || bc steps where 0 < bc. This fact does not imply that PE(C X ) can be solved in polynomial time, though, since the function 2 ||P || bc (with 0 < bc) grows faster than every polynomial. Thus, we cannot draw the conclusion that P = NP.
An immediate consequence of the proof of Theorem 15 is the following.
Corollary 16 Let A be a planning algorithm and let C be a class of PSN instances. If algorithm A can generate a plan for each solvable instance in C in f (n) steps, then PE(C)
can be solved in (p(n) + 1) · f (n) steps for some polynomial p that does not depend on C.
In other words, if A is a planner that can generate plans for all solvable instances in C, then there exists a planner A that is sound and complete for C and that has the same time complexity as A up to a polynomial factor. With this result in mind, one may speculate why planners apparently are better at analysing solvable instances than unsolvable instances in empirical evaluations. One possible explanation is that the development of planners has to a large extent been spurred by the international planning competitions [21] . However, the backside of this development is that these competitions, and thus also most planners, has been heavily focused on instances that are guaranteed to be solvable, that is, the planners and methods used are getting increasingly faster at finding solutions but not on verifying that no solutions exist. Another possible explanation is that the test cases that have been used are not sufficiently large. Corollary 16 is an asymptotic result and a planner may very well not behave as expected when given instances that are too small.
Conclusions
Planning is an attractive but underused problem in theoretical computer science. It is straightforward and natural to model most problems in PSPACE as planning problems and we have shown that for every 'reasonable' complexity class in PSPACE there is a matching subproblem of PSN planning. Planning thus has the modelling power to make 'fine distinctions' between problems.
It is nowadays common to base lower bounds for problems on the assumption that the ETH is true, which typically results in a bound that is a function of the number of variables, or similar. This is not sufficient for planning, though, since the size of planning instances is not always polynomially bounded in the number of variables. Hence, we have demonstrated two methods for deriving lower bounds of the form 2 ||P || c for the time complexity of planning, both exploiting the assumption that the ETH is true. The first method works for any class of planning instances and is based on relating the constant c to the minimum blow-up in instance-size for polynomial reductions. This allowed us to determine a lower bound of (2 ||P || 1/3 ) for general PSN planning, unless the ETH is false. The second method is based on a reduction from a CSPproblem with lower-bound properties analogous to the SAT problem. This method works only for a subclass of PSN planning, but gives the sharper lower bound that this subclass cannot be solved in time 4 ||P || c for any c < 1, unless the ETH is false, a bound that tightly matches the upper bound O(4 ||P || ). Considering the beneficial properties of planning mentioned above, this subclass of PSN is, thus, a very attractive problem to make reductions from when proving lower bounds for other problems.
We have finally considered the issue of solvable vs. unsolvable planning instances. Due to the International Planning Competitions (IPC), there has been strong focus on developing planners that are good at finding a solution that is known to exist, while not being equally good at determining that there is no solution. We have shown that there there is no such imbalance in theory, if looking at the worst-case time complexity of the planning problem. Finding that there is no solution is at most a polynomial factor harder than generating a solution, when there is one. We are likely to see a similar shift in performance of actual planning algorithms in the future, since the IPC has recently held its first competition on unsolvable and mixed solvable/unsolvable instances.
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