Abstract-This letter proposes a class of operators with a shift invariance property. These operators are derived from two-dimensional (2-D) complex moment invariants based on the observation that there is a duality between rotation invariance and shift invariance. A general form of the shift invariants belonging to this class is presented, which shows that polyspectral invariants such as the power spectrum and the bispectrum are members of the class. Methods for computing shift invariants for one-dimensional (1-D) and 2-D signals are also presented. The examples given in the paper suggest that the higher order operators can preserve the original signal waveform better than autocorrelation.
I. INTRODUCTION

I
N SIGNAL ANALYSIS, a usual maneuver is to compare the incoming signal waveform with a set of prototypes, and to select that prototype which has the highest resemblance. Before this comparison can be made the signals need to be aligned in order to compensate for the possible delay or shift between them. Another possibility is to convert the signals into a shift-invariant representation, when alignment is not necessary. Formally, if is a delayed version of so that , where is an arbitrary delay, a shift-invariant operator satisfies the equation
. A well-known operator for attaining shift invariance is the autocorrelation (1) defined here for a real-valued discrete-time sequence . Another commonly used shift-invariant operator is the power spectrum which is the Fourier transform of the autocorrelation (2) where denotes the discrete Fourier transform (DFT). A straightforward extension of the autocorrelation is the higher order statistics (HOS) with th order autocorrelations or cumulants which also have the shift invariance property [1] . Higher order autocorrelation features have been used in pattern recognition, for example, in [2] . The Fourier transforms of the cumulants are called polyspectra [3] . Bispectrum is a special case of polyspectra and it is defined by (3) Bispectrum in system identification has been discussed in [6] , and several algorithms for reconstructing the signal from bispectrum have been suggested in the literature, e.g., in [7] and [8] . Trispectrum is another instance of the polyspectra with a 3-D representation of a 1-D signal [3] . Another operator for attaining shift invariance is R-transform [9] , which has a fast FFT-like algorithm, and only additions, subtractions, and absolute value operations are needed. Wagh and Kanetkar [10] defined a class of shift-invariant transforms where R-transform also belongs. In that class, M-transform is another transform that has the same invariance property.
In some cases shift invariance can be achieved by normalizing the data by using the first order moments. This is usually carried out by shifting the signal so that its centroid becomes zero. However, this procedure is very sensitive to noise, because only the first order statistics of the data is considered.
II. DERIVATION OF THE OPERATORS
Let us start from the complex moment of the order which is defined for a 2-D probability mass function in finite domain as follows: (4) In polar coordinates the equivalent representation is (5) Assuming that and , the complex moment becomes (6) which we can recognize as the th bin of the DFT calculated for the sequence . With the notation used in the previous section the moment is expressed as (7) It should be noticed that when using the discrete phase angles instead of continuous values we require that is sampled uniformly, which is the most common case with 1-D time series. Another important observation is that can be an arbitrary discrete time sequence with , and it can also have negative values, although it is a usual convention to interpret as 1070-9908/04$20.00 © 2004 IEEE a positive distance from the origin of the complex plane to the point . However, we can also have another interpretation where is a negative value and in that case the phase angle is shifted by 180 , i.e.,
. Assuming that and are integers, it is straightforward to prove that (6) holds also with this interpretation (8) Due to this interpretation there exists an ambiguity problem from the DFT point of view between (6) and (7), because there are now two values of for every angle if is even. This, however, causes no harm in our case, since the objective here is not to reconstruct but to find an invariant descriptor.
It is evident from (5) and (6) . This gives us a basis for deriving the new class of shift-invariant operators. If we can find complex moment invariants to 2-D rotations, we will also get 1-D shift invariants based on these equations.
Moment invariants have been widely studied in pattern recognition. Hu [11] introduced seven invariants of the second and third order that are invariant to translation, rotation, and scale changes. Flusser [12] showed that Hu's invariants are partly dependent, and he proposed another set of invariants based on the second and third order moments. With the notation used above we can rewrite these moment invariants into the following form: (9) where means the real part and the imaginary part of a complex number.
The first moment invariant is the DFT coefficient defined at frequency 0. As it can be seen from (6) this invariant equals to the average of , which is clearly shift-invariant. Comparing with (2) reveals that this invariant is the power spectrum component of with . The invariants and are actually the real and the imaginary parts of the trispectrum [3] of . On the other hand, the invariants and cannot be explained by the shift invariance of the power spectrum or the polyspectra, because two different sequences and are involved. This suggests that there is some more general theory behind these moment invariants as well as the corresponding shift invariants.
Recently, Flusser [12] proposed a general framework for constructing rotation invariants from complex moments. He showed that (10) is invariant to rotation if (11) where , , and , and are nonnegative integers. In order to generalize our discussion about the shift invariants we need to review the proof of these formulas from [12] .
Let be a rotated version of a 2-D image so that where is the angle of rotation. The complex moments of denoted by can be expressed in terms of so that (12) In order to construct a rotation invariant descriptor we need to eliminate from its expression. This can be achieved by multiplying moments of different order in such a way that the condition in (11) is satisfied. However, profound inspection of these formulas reveals that satisfying the condition (11) does not necessarily require that the moments involved in the product (10) have the same radial distance . The only requirement is that each pair of moments and must satisfy (12) . Based on the duality between the rotation and shift invariance, we can extend this result to construct shift invariants. It was already pointed out that can be an arbitrary signal, but now it is evident that the signals involved in the expression of the invariant do not have to be identical, but they only need to be shifted by the same amount. If we want to construct a shift invariant for a single sequence, we can utilize this result by introducing a set of real 1-D functionals and use instead of . For example, and in (9) use the functionals and . From (7) we notice that the set of functionals in all moment invariants have the same form . In general, the functionals can be any real-valued and position invariant mappings of . Henceforth, we will call the functionals shaping functions.
Assuming that we have a 1-D real valued discrete time sequence , we can now write the following general form of a shift-invariant operator: (13) where , and are integer parameters satisfying the constraint (14)
These equations specify a new class of shift-invariant operators. Because the shaping function can have different forms as discussed above, (13) represents an unlimited number of shift invariants. Notice that because of the constraint (14) the parameter space spanned by has only degrees of freedom.
We can immediately see that the power spectrum (2) and the bispectrum (3) are members of this class. For the power spectrum , , and , where . For the bispectrum , , ,
III. COMPUTATIONAL ASPECTS
In the basic form the operator (13) produces an -dimensional representation of the 1-D signal. In many cases, it is more desirable to have a representation with the same dimensionality as with the original signal. In this section, the dimensionality problem is solved by considering only linear slices of the multidimensional representation. The sequence of the invariants is also transformed back to the spatial domain. Next, we will assume only 1-D and 2-D input signals, but the generalization of the method for N-D signals is straightforward.
A. One-Dimensional Signals
Let be an arbitrary real-valued 1-D discrete-time signal with samples. From (13) we can see that there are various options to construct the invariants for . We can select different values for and for the parameters . Also, the shaping functions may change for each different set of parameter values. Because of this vast amount of possibilities we need to limit ourselves to a more compact set of the invariants. The principle is that we only compute a 1-D sequence of the invariants with the length of samples. This length is consistent with the requirement set for the power spectrum and the autocorrelation as well as for the other polyspectra to avoid the wraparound error.
The second criterion for selecting the invariants is that only a single linear 1-D slice of the -dimensional parameter space is used. This guarantees that the sequence containing the invariants is symmetric and consequently its inverse DFT becomes real-valued. In principle, slices of different orientations could be used, but in this paper we select the diagonal slice so that where . As it is shown in [13] diagonal slice of the bispectrum can be used for reconstructing the signal, which indicates that it contains all the necessary information of the signal waveform.
The third constraint is that the shaping function is not changed for the different values of . This is just for a practical reason, because otherwise it would not be possible to utilize the fast Fourier transform (FFT) algorithms for computing the invariants.
For notational convenience, let . In general, we would need to compute samples of the DFT for each . However, when using the diagonal slice , the first DFT's in (13) are the same assuming that . Based on the constraint (14) the last DFT to be computed becomes
. In other words, we need the DFT samples from the bins and , where
. The first set of samples are directly obtained from the sequence . For the second set we need to permute the samples. Here, we can utilize the conjugate symmetry and periodicity of the DFT by considering the sequence as infinite length with a period of samples. The sample indices needed are obtained from the equation
Next, a set of invariants are computed using (13) . Finally, we can return back to the time domain by taking the inverse DFT (15) This will make the resulting descriptor comparable with the autocorrelation function. Notice that is a real-valued sequence, because is symmetric. However, is not necessarily symmetric, although autocorrelation is always a symmetric function.
B. 2-D Signals
Let be an by array, and the corresponding 2-D DFT array, where . In order to apply the shift-invariant operator to the 2-D array, we need to perform a similar permutation for both indices as in the 1-D case so that Again the shift invariants are computed based on (13) for each and . Finally, the array of the invariants is converted into the spatial domain by using the 2-D inverse DFT.
IV. NUMERICAL EXAMPLES
This section gives some examples how different shift invariants from the new class work in practice. Both 1-D and 2-D cases are considered and the methods described in Section III are applied. For brevity, we only use two third order operators denoted by and and compare them with the wellknown autocorrelation denoted by . The operator can be characterized by the following attributes , , which is basically the inverse DFT of the 1-D diagonal slice of the bispectrum. The operator is characterized by , and , where the time derivative can be approximated in the discrete domain by . Notice that this approximation is position invariant although it depends on the indices and . In the first example illustrated in Fig. 1 , four 1-D signals are shown in the leftmost column. The first two signals are mutually shifted, the third one is a mirrored version of the second signal and the fourth one was obtained from the second signal by adding zero mean white Gaussian noise with being 10% of the maximum signal amplitude. The corresponding autocorrelations are in the second column, and the responses of the operators and are shown in the last two columns, respectively. As we can see, all three operators are shift-invariant. However, the autocorrelation is also invariant to the signal mirroring which makes it impossible to determine if the signals has been flipped or not, whereas this information is still available from the other two operators. The reason for this is that the autocorrelation does not preserve the phase-spectrum of the signal unlike the other two operators. As it is well-known the phase-spectrum contains important shape information. From the last signal we notice that and suppress the noise better than , which is less robust to random noise due to . On the other hand, this also indicates that preserves the high-frequency components better than the other two operators, which might be a useful property when recognizing small details.
In the second example, the 2-D versions of the same operators , and are applied with four intensity images. In the case of the shaping function is now the spatial difference along the vertical image axis, i.e., . The original images are shown in Fig. 2 on the left. The first and third images represent two letters "G" and "P." The second image is a shifted and noisy version of the first one with the same noise characteristics as in the previous example and the last image is a mirror reflected version of the third one. Again, the autocorrelations are in the second column, and the responses of the operators and are in the following two columns. The same observations can be made as in the 1-D case. We can also notice some resemblance between the original images and the responses of the last two operators. This suggests that and could be better operators for pattern recognition purposes than the autocorrelation.
V. CONCLUSION
In this letter, we have presented a new class of shift-invariant operators that can be computed efficiently with the discrete Fourier transform. Within the new class, an unlimited number of operators can be constructed by using different shaping functions. These operators can also be extended to multidimensional signals in a straightforward manner. The power spectrum and the bispectrum as well as the other polyspectra can be seen as members of this class. Since the power spectrum does not contain the phase spectrum, which is nonzero for nonsymmetric signals, it does not always provide sufficient information for signal analysis. With higher order operators the phase spectrum is retained, which suggests that these operators can have better performance in recognition of nonsymmetric waveforms and patterns than power spectrum or autocorrelation. Moreover, the examples given in the paper indicate that these higher order operators transformed back to the time or spatial domain preserve the characteristics of the original signal better than autocorrelation.
