The inclusive dijet production double differential cross section as a function of the dijet invariant mass and of the largest absolute rapidity of the two jets with the largest transverse momentum in an event is measured in pp collisions at √ s = 1.96 TeV using 0.7 fb −1 of integrated luminosity collected with the D0 detector at the Fermilab Tevatron Collider. The measurement is performed in six rapidity regions up to a maximum rapidity of 2.4. Next-to-leading order perturbative QCD predictions are found to be in agreement with the data. The dominant process contributing to the total inelastic cross section in pp collisions at √ s = 1.96 TeV is the production of hadronic jets. A measurement of the dijet production cross section as a function of the dijet invariant mass (M JJ ) can be used to test the predictions of perturbative quantum chromodynamics (QCD), to constrain parton distribution functions (PDFs) of the proton, and to look for signatures of physics not predicted by the standard model. This type of measurement is sensitive to quark compositeness, to extra spatial dimensions, and to undiscovered heavy particles that decay into two quarks [8] [9] [10] [11] [12] [13] [14] [15] . The distribution presented in this paper is particularly sensitive to the PDF of gluons at high proton momentum fraction, a region in which the gluon distribution is weakly constrained. Previous measurements of the dijet invariant mass dependent cross section in this energy regime restricted the rapidity of the jets to |y| < 1.0 [16] [17] [18] where y = 0.5 ln [(E + p L )/(E − p L )], E is the energy of the jet, and p L is the component of momentum along the direction of the proton beam.
In this Letter, we present a measurement of the double differential dijet production cross section as a func-tion of the dijet invariant mass and the variable |y| max , for 0 < |y| max < 2.4. The dijet invariant mass is computed from the four momenta of the two jets with largest transverse momentum (p T ) with respect to the beam direction. Both jets are required to have p T > 40 GeV. The variable |y| max is defined as |y| max = max(|y 1 |, |y 2 |) where y 1 and y 2 are the rapidities of the two jets with the largest p T . The cross section results are corrected for instrumental effects and presented at the particle level, which includes energy from stable particles, the underlying event, muons, and neutrinos, as defined in Ref. [19] .
This measurement uses approximately 0.7 fb −1 of integrated luminosity collected with the D0 detector [20] at the Fermilab Tevatron Collider in pp collisions at √ s = 1.96 TeV during [2004] [2005] . Outgoing partons created in the scattering process hadronize to produce jets of particles that are detected in the finely segmented liquidargon and uranium calorimeters which cover most of the solid angle. The central calorimeter (CC) covers the pseudorapidity region |η| up to 1.1 (η = − ln[tan(θ/2)] where θ is the angle with respect to the proton beam direction) and the two end calorimeters (EC) extend the coverage up to |η| < 4.2. The intercryostat region (ICR) between the CC and EC contains scintillator-based detectors to improve the energy sampling in this region. Jets are reconstructed by clustering energy deposited in the calorimeter towers using an iterative seed-based cone jet algorithm including midpoints [21] with cone radius R = (∆y) 2 + (∆φ) 2 = 0.7, where φ is the azimuthal angle. The p T of each jet is calculated using only calorimeter information and the location of the pp collision. The measurement is performed in six rapidity regions: 0 < |y| max ≤ 0.4, 0.4 < |y| max ≤ 0.8, 0.8 < |y| max ≤ 1.2, 1.2 < |y| max ≤ 1.6, 1.6 < |y| max ≤ 2.0, and 2.0 < |y| max ≤ 2.4.
Events are required to satisfy jet p T or dijet invariant mass dependent trigger requirements with minimum dijet invariant mass thresholds. Trigger efficiencies are studied by comparing observables in data sets collected with higher trigger thresholds to those collected using lower trigger thresholds in regions where the lower threshold trigger is 100% efficient. The trigger with the lowest threshold is determined to be 100% efficient in the region of interest by comparing it with sample of independently triggered muon events. For |y| max ≤ 1.6, single jet triggers are used, while dijet invariant mass triggers are used for |y| max > 1.6. The measurement is only done in the kinematic regions where the trigger efficiency is > 99%.
Events must satisfy data and jet quality requirements. The position of the pp interaction is reconstructed using a tracking system consisting of silicon microstrip detectors and scintillating fibers located inside a solenoidal magnetic field of approximately 2 T. The position of this primary vertex along the beam line is required to be within 50 cm of the detector center. This requirement is ≈ 93% efficient. Requirements based on calorimeter shower shapes are used to remove the remaining background due to electrons, photons, and detector noise that mimic jets. The sample selection efficiency is > 99% (> 97.5% for 0.8 < |y| max < 1.6). In order to suppress cosmic ray events, the requirements E T /p max T < 0.7 for p T < 100 GeV of the highest p T jet and E T /p max T < 0.5 otherwise are applied, where E T is the transverse component of the vector sum of the momenta in all calorimeter cells and p max T is the transverse momentum of the jet with the maximum p T . After all these requirements, the background is reduced to less than 0.1% in our sample.
The measured energy of each jet formed from calorimeter energy depositions is not the same as the actual energy of the particles which enter the calorimeter and shower. The jet four-momentum is corrected, on average, to account for the energy response of the calorimeters, the energy showering in and out of the cone, additional energy from previous beam crossings, and multiple protonantiproton interactions in the same event. The absolute jet energy calibration correction is determined from the missing transverse energy measured in γ + jet events for the region |y| ≤ 0.4, while the rapidity dependence is derived from dijet events using a similar data driven method. Additionally, since this dijet sample has a large fraction of gluon initiated jets, corrections of the order of (2-4)% are made due to the difference in response between quark and gluon initiated jets as estimated using simulated jets produced with the pythia event generator [22] that have been passed through a geant-based detector simulation [23] . The total jet energy correction varies between 50% and 20% for a jet p T of 50 to 400 GeV and adjusts the measured jet energy to the energy of all stable particles that entered the calorimeter except for muons and neutrinos, which are accounted for in the final differential cross section.
Bin sizes in M JJ are chosen to be about twice the mass resolution and to correspond to an efficiency and purity of about 50% as determined using a parameterized detector model. The efficiency is defined as the ratio of Monte Carlo (MC) events generated and reconstructed to those generated in a M JJ bin, and purity is defined as the ratio of MC events generated and reconstructed in a M JJ bin to all events reconstructed in that bin. The detector model used is a fast simulation of the D0 detector based on parameterizations including energy and position resolutions obtained either from the data or from a detailed simulation of the D0 detector using geant. This detector model uses events generated by pythia (using the settings of Tune QW [24] and MSTW2008LO PDFs [25] ) that have been reweighted to match measured dijet invariant mass and rapidity distributions in data. This reweighting assumes a smooth underlying distribution, which does not include resonances. After this tuning, other spectra fundamental to this measurement, such as the jet p T distributions, show good agreement between the data and simulation. Because the underlying dijet cross sections are steeply falling, the measured dijet invariant mass distributions are systematically shifted to higher invariant mass values due to jet p T resolution. The jet p T resolution is measured in data using momentum conservation in the transverse plane for events with exactly two jets, and is found to be approximately 13% (7%) at p T ≈ 50 (400) GeV in the CC and EC, and 16% (11%) at p T ≈ 50 (400) GeV in the ICR. The bin-to-bin migrations due to experimental resolution are determined using the parametrized detector model. To minimize migrations between M JJ bins due to resolution effects, we use the simulation to obtain a rescaling function in M JJ that optimizes the correlation between the reconstructed and true values. The total experimental corrections to the data are less than ±2% across the whole dijet invariant mass range for |y| max < 0.8, vary from 0.5% at M JJ = 0.4 TeV to 22% at 1.2 TeV for 0.8 < |y| max < 1.6, and from 1% at M JJ = 0.4 TeV to 11% at 1.3 TeV for 1.6 < |y| max < 2.4.
We compute the doubly differential dijet cross section as a function of dijet invariant mass and |y| max corrected for all selection efficiencies and migrations due to resolution, and for the energies of minimum ionizing muons and non-interacting neutrinos associated with the jet as determined from our detector simulation. The result is plotted in all six rapidity regions in Fig. 1 and tabulated in Tables I through VI. The quoted central value of M JJ in each bin is the location where the differential cross section has the same value as the bin average [26] .
The systematic uncertainties on the cross section are dominated by the uncertainties in the jet energy calibration, which range from 6% to 22% in the CC, 8% to 30% in the ICR, and 15% to 45% in the EC region. The second largest systematic uncertainty comes from the p T resolution uncertainty, which ranges between 2% and 10% in all regions. The luminosity determination has an uncertainty of 6.1%, which is completely correlated across all bins. The systematic uncertainties on the jet identification efficiency corrections, corrections due to misvertexing and angular resolutions, and MC reweighting are calculated using the parameterized model of the detector and affect the measured cross section by less than 2% in all regions.
The data are compared to the next-to-leading order (NLO) prediction computed using fastnlo [27] based on nlojet++ [28, 29] for MSTW2008NLO PDFs with α s (M Z ) = 0.120. The NLO prediction is corrected for hadronization and underlying event effects using corrections which range between −10% and +23% depending on the mass in all rapidity regions. The correction factors are obtained by turning these effects on and off individually in pythia. The uncertainty due to the nonperturbative corrections is estimated as 50% of the individual corrections, with the uncertainty determined by adding the individual contributions in quadrature. The renormalization and factorization scales are set to
of the two highest p T jets. The effect of varying these scales simultaneously from µ = p T /2 to µ = 2p T is shown in Fig. 2 where the ratio of data to theory is plotted. The experimental uncertainties are similar in size to both the PDF and the scale uncertainties, suggesting that the measurement will constrain theoretical models. We are quoting PDF uncertainties corresponding to a 90% C.L. The total uncertainties are smaller than those of earlier measurements at this same centerof-mass energy [18] . In addition to comparing the D0 measurement to the theoretical predictions using MSTW2008NLO PDFs, we also compare to the theoretical predictions using CTEQ6.6 PDFs [30] . The difference in the cross section due to the choice of PDFs is (40-60)% at the highest mass. Although the central value for the MSTW2008NLO PDFs are favored, it is important to note that their determination included a measurement of the D0 inclusive jet production cross section [31] which is based on the same dataset as the present measurement. In addition, these PDFs exclude Tevatron data taken before 2000, while the CTEQ6.6 PDFs include that data and do not include Tevatron data taken after 2000.
In summary, we have presented a new measurement of the dijet production cross section as a function of the di- There is an additional fully correlated uncertainty of 6.1% due to the integrated luminosity determination which is not shown in the plots. The legend for all six plots shown is spread out over the three bottom plots with other relevant information in the top three plots. PDF uncertainties show a 90% C.L. band.
Mass
Central 2 σ/dM d|y|max, for |y|max ≤ 0.4, compared to theoretical predictions with non-perturbative corrections. There is an additional fully correlated uncertainty of 6.1% due to the integrated luminosity determination which is not shown in the table.
jet invariant mass and of the largest rapidity of the two highest p T jets that extends the rapidity range beyond 2 σ/dM d|y|max, for 2.0 < |y|max ≤ 2.4, compared to theoretical predictions with non-perturbative corrections. There is an additional fully correlated uncertainty of 6.1% due to the integrated luminosity determination which is not shown in the table.
