Human pose stability analysis is the key to understanding locomotion and control of body equilibrium, with numerous applications in the fields of kinesiology, medicine and robotics. We propose and validate a novel approach to learn dynamics from kinematics of a human body to aid stability analysis. More specifically, we propose an endto-end deep learning architecture to regress foot pressure from a human pose derived from video. We have collected and utilized a set of long (5min +) choreographed Taiji (Tai Chi) sequences of multiple subjects with synchronized motion capture, foot pressure and video data. The derived human pose data and corresponding foot pressure maps are used jointly in training a convolutional neural network with residual architecture, named PressNET. Cross-validation results show promising performance of PressNET, significantly outperforming the baseline method under reasonable sensor noise ranges. We also show that the center of pressure locations computed from our regressed foot pressure maps are more accurate than those obtained from the baseline approach.
Introduction
In the realm of health and sports, precise and quantitative digital recording and analysis of human motion provide rich content for performance characterization and training, cross-sectional/longitudinal health status assessment and diagnosis or even preventive therapy of neurodegenerative syndromes. In recent years, gait analysis and control/balance of equilibrium has received an increasing interest from the research community [39, 40, 54] . This is mainly due to the necessity of understanding the complex mechanisms of the human postural system, which con- * Contributed equally, order chosen alphabetically Figure 1 : Our PressNET networks learn to predict a foot pressure heatmap from video based on estimating Body-25 joints from a video frame using OpenPose and then regressing directly to 2D foot pressure. The green line signifies a concurrent branch around the fully connected layers (only for PressNET-V2).
tribute to the development of efficient solutions for unstable postures in terms of orientation and equilibrium. Stability analysis has a wide number of applications in the fields of Health care, Kinesiology and Robotics, aiming to understand locomotion and duplicate human body movements during numerous physical activities. Understanding body dynamics, such as foot pressure, is essential to study the effects of perturbations caused by external forces and torques on the human postural system, which changes body equilibrium in static posture as well as during locomotion.
Current computer vision research focuses mainly on extracting skeletal kinematics from videos, using body pose estimation and tracking to infer an estimate of skeletal pose and joint angles in each frame as well as the movement of body and limbs over time [3, 8, 9, 11, 12, 17, 35, 49] . However, little has been investigated on whether quantitative dynamics information can be inferred from a single video of a person's movement. While body joints and their degrees of freedom constrain the types of motion, it is the properties and actions of the muscles and weight distributions, i.e. body dynamics, that dictate the range of motion, speed and feasible poses produced with these degrees of freedom. Consideration of human body dynamics has been successful in explaining performance in athletics activities, for example the triple jump [2] , and vertical jump performance [15] . Similarly, analysis of dynamics has been used to show that strength is the limiting factor in the ability of the elderly to rise from a chair [27] , and to determine the causes of stiff-knee gait in subjects with cerebral palsy [20] . We believe an effective analysis of human movement must take into account the the dynamics of the human body, and we ask the question: Can human motion dynamics be inferred from video sensors that are incapable of observing muscle activations, physical loads and external forces directly?
This paper explores a deep learning approach to transform kinematics (body pose) to dynamics (foot pressure). In order to achieve this goal, we have created the largest dataset, with over 350k frames, of synchronized video and foot pressures. We represent foot pressure by an intensity heatmap that provides the distribution of pressure applied by different points of the foot against the ground, measured in kilo Pascals (kPa) over discretized foot sole locations. The body pose is represented in terms of human joint locations, extracted from videos of subjects performing choreographed Taiji (Tai Chi) sequences by applying the Openpose [9] Body-25 model on the video frames. For training data, we record video data and foot pressure maps synchronously so that there is a foot pressure map of both feet corresponding to each video frame. This is used as training data to train two versions of a deep convolutional neural network residual architecture ( Figure 1 ) to regress foot pressure heatmaps from a given body pose. We perform a leave-one-out cross subject evaluation over the data of five subjects using our network. K-Nearest Neighbors (KNN) is applied to establish a baseline for each of the five crosssubject splits. Mean absolute error is used to evaluate the performance of the networks. Our results show that the network outperforms KNN across all the five splits.
We have chosen 24-form simplified Taiji Quan (Taiji or Tai Chi) [52] as a testbed for validating computer vision algorithms. Taiji was selected because it is low-cost, handsfree, and slow while containing complex body poses and movements in all orientations. Taiji is practiced worldwide by millions of people of all gender, race, and ages. The routines last about 5 minutes and consist of controlled choreographed movements where the subject attempts to remain balanced the entire time.
We present a method to predict foot pressure heatmaps directly from video alone and the major contributions of this paper are:
• creating the largest synchonized video and foot pressure dataset ever recorded for Taiji and • presenting a novel deep architecture, PressNET, which is the first network to regress dynamics (foot pressure) of a subject directly from kinematics (human pose), aiding in human motion stability analysis.
Related Work
After the introduction of Deep Pose by Toshev et al. [49] , there was a paradigm shift in the field of human pose estimation from classical approaches to deep networks. The idea of using heatmaps for visualization as well as for use as ground truth data in a regression problem was introduced for the first time by Tompson et al. [48] . Stacked hour glass networks by Newell et al. [35] gave state of the art results for pose estimation using heat map regression with a bottom-up top-down approach. They use the network based off Tompson et al., where convolution layers are used jointly with a graphical model to learn spatial relationships between joints and other human pose estimators [3, 8, 9, 11, 12, 17, 35, 49] . This was the first network to successfully implement a pose estimator using residual convolution layers for additional spatial processing at different resolutions. Encoder-Decoder architectures have been predominantly used for human pose estimation. An hourglass network, before stacking, is also similar to an encoder-decoder architecture, where skip connections help in preserving spatial coherence at each scale [19] . Having deep residual/skip connections to preserve spatial information across multiple resolutions through the network is essential for unsupervised/semi-supervised feature learning [26] . Densely connected convolutional networks have achieved state of the art accuracies by using residual feed forward connections between convolution layers.
Success in 2D human pose estimations has encouraged researchers to detect 3D skeletons from image/video by extending the existing 2D human pose detectors [7, 10, 31, 32, 36, 43] or by directly using the image features [1, 38, 41, 44, 56] . State-of-the-art methods for 3D human pose estimation from 2D images have concentrated on deep systems. Tome et al. [46] proposed an estimator that reasons about 2D and 3D estimation to improve both tasks. Zhou et al. [55] augmented a 2D estimator with a 3D depth regression sub-network. Martinez et al. [31] showed that given high-quality 2D joint information, the process of lifting 2D pose to 3D pose can be done efficiently using a relatively simple deep feed-forward network.
Until now all the papers discussed concentrate on pose estimation from 2D images or depth maps. These papers concentrate on learning joint angles or joint locations, which can be broadly classified as learning a very basic type of kinematics for a whole body skeleton. These methods do not delve into the external torques/forces exerted by the environment which lead to a change in balance or physical interaction of the body with the scene.
There have been many studies on human gait analy-sis [4, 16, 29, 30 ] using qualitative approaches. Grimm et al. [22] aimed to predict the pose of a patient using foot pressure mats. Liu et al. [30] used frieze patterns to analyze gait sequences. Although these are some insightful ways to analyze gait stability, there has been no deep learning approach to tackle this problem. In this paper, we aim to use a body's kinematics to predict its dynamics and hence develop a quantitative method to analyze human stability analysis using foot pressure.
Our Approach

Data Collection
Three modes of data -Video, Motion Capture and Foot Pressure -are recorded simultaneously for five subjects performing choreographed 24-Form Taiji-Quan sequences. Each session consists of three performances by the subject wearing motion capture markers and insole foot pressure measurement sensors. Vicon Nexus software is used to synchronize motion capture and video data spatiotemporally, while Tekscan F-scan foot pressure sensor measurements are synchronized post collection. This is the first dataset to record synchronized video, motion capture and foot pressure data.
Video
Raw video data is processed using the Nexus software to trans-code it to a compressed video, with each video having its own spatiotemporal calibration. Human pose is predicted on the compressed video using OpenPose [9] . OpenPose uses non-parametric representations, referred to as Part Affinity Fields, to regress joint positions as well as connections between the joints. We use the maximum accuracy configuration of the network to extract Body-25 joints from videos. Each detected key-point has a confidence associated with it, which estimates the accuracy of prediction of a particular joint location. The output from OpenPose network thus has 3 channels, (X, Y, confidence), denoting the X and Y pixel coordinates and confidence of prediction for each of the 25 joints, making it of size (25 × 3). The confidence of keypoints 15 to 18 are zero for more than 50% of the video frames due to occlusions. However, these keypoints are still given as inputs to our network. The reason for this is as follows: We are trying to establish a correlation between the 25 key points and the corresponding foot pressures where we want our network to learn the factor of usability of each key point in predicting the foot pressure without prior assumptions as to which key points might be necessary in the regression task. Eventually, the network learns to discard the zero confidence key points to avoid affecting the accuracy of prediction.
Foot Pressure
Foot pressure is collected using a Tekscan F-Scan insole pressure measurement system. Each subject is provided a pair of canvas shoes outfitted with cut to fit capacitive pressure measurement insoles that have a maximum width of 21 prexels (pressure pixels) and a maximum height of 60 prexels with a total of approximately 900-1,000 pressure prexels per frame depending on shoe size. These two insole sensors are recorded through a battery operated wearable recording system. The data is recorded with a noise floor of approximately 3kPa.
During each session, the subject follows an integrated calibration process that determines a linear (scale and offset) calibration for all active prexels of each foot sensor. Each take is recorded as a ≈36,000 sample series (100 Hz for ≈6 minutes) and then downloaded at the end of the session. Each take of the raw foot pressure data is subject to issues including non-responsive (bad) prexels and measurement noise. To mitigate these issues, an 11x1 median filter is applied temporally to remove impulse noise, and a 3x3 filter (or 5x3 filter for bad prexel regions >1x1) is used within each frame to remove spatial noise. The foot pressure heatmaps generated are 2 channel images of size 60 × 21. Figure 2 shows an example of left and right foot pressure visualized with a color mapping (left) and registered into the spatial coordinates of the motion capture system (right).
Data Statistics
Data from five subjects performing choreographed sequences of 24-Form Taiji Quan sequences is used for all experiments in this paper. The dataset contains over 350k pairs of video and foot pressure frames. The five subjects are indexed as : 'Subject-4', 'Subject-7', 'Subject-8', 'Subject-9' and 'Subject-10'. The mean, median, standard deviation, maximum and minimum foot pressure values in kilo pascals for each take are shown in Table 1 . For crossvalidation, data sets are split using a leave-one-out strategy as shown in Table 2 . We use all available data for each subject which consists of nine takes of subjects 4 and 7 three takes for subject 8, 9 and 10. Different amounts of data was recorded and available for each subject based on data collection protocols and subject availability. While this does create an imbalance among the subjects in our dataset, this does not appear to affect the results.
Network and Training
The design of our network is motivated by the residual generator of the Improved Wasserstein GAN [23] . We are using a generator inspired architecture since our input is 1D, converted to a 2D heatmap. This design aids in capturing information at different resolutions, acting like a decoder network for feature extraction. The primary aim of our network is to extract features without loss of spatial information across different resolutions. We try to learn the correlation between the pose encoded in terms of 25 joint locations and the corresponding foot pressure intensity distribution. We train a convolutional residual architecture over data from multiple subjects to regress foot pressure distributions given a pose. We do not use a discriminator since ground truth data is available thus this is a supervised learning problem.
Data Pre-processing
Input pose data is centered around the hip joint to aid the network in generalizing to different subjects and to remove camera specific constraints of video recording. The hip joint, which is (0, 0) after centering, is removed from the training and testing data sets. Data is normalized per-feature by subtracting the feature's mean and dividing by its standard deviation. Zero confidence (undetected) OpenPose joints are not considered.
Foot pressure data, which is originally recorded in kilo Pascals (kPa) has invalid prexels representing regions outside the footmask marked as Not a Number (NaN). These prexels are converted to since the network library cannot train with NaN values. Any prexel values greater than 1000 kilopascals are clipped to 1000 to remove noise from the dataset. The data is converted to Mega Pascals by dividing by 1000, so that the intensities are in the range [0, 1].
Network
The PressNET network is a feed forward convolutional neural network which inputs a 1D vector of joints and outputs a 2D foot pressure (Figure 1 ). The input layer is a flattened vector of joint coordinates of size 48 × 1, (24 joints × 2 coordinates since the hip joint is removed), which contains the kinematic information about a pose. The input is processed through a fully connected layer with an output dimension of 6144 × 1. This output is reshaped into an image of size 4 × 3 with 512 channels. The network contains four residual convolution blocks (Figure 3 Left), which perform nearest neighbor upsampling. The first block upsamples the input by (2, 1) and the other three upsample by 2. Each block has two convolution layers of kernel size 3 × 3. The input to each block is also passed through a 1 × 1 con- Crop (2,1) Figure 3 : Left: A residual block, one of the building blocks of our network, upsamples the data and computes features. Right: Final set of layers of our network include a fully connected layer (leftmost path) for both PressNETs and a concurrent branch (rightmost path) in PressNET-V2 to preserve spatial consistency.
volution block and added as a residual connection to the output of the block. All convolutional layers are separable convolution layers that split a kernel into two to perform depth-wise and point-wise convolutions. Separable convolutions reduce the number of network parameters as well as increase the accuracy [13] . Batch normalization [28] and spatial dropouts [47] are applied after every convolution layer. ReLU [34] is used as a common activation function throughout the network, except the output layer. The number of channels of each residual block is progressively halved as the resolution doubles, starting at 512 channels and decreasing to 64. The output of the final residual block is flattened and fed into a fully connected layer FC-128 and FC-2520 and reshaped into the same size as the foot pressure frame (60x21x2). This network processes 1D-2D-1D, where the residual blocks work as feature extractors and the features are fed into fully connected layers. Finally, a sigmoid activation is used to compress the output into a range of [0,1]. We call this architecture "PressNET-V1".
Another variant, "PressNET-V2", has a concurrent branch around FC-2520 as shown in Figure 3 Right. The final output from the last residual block is passed into a 3 × 3 normal convolution layer to get a 2 channel output of shape 64 × 24, as well as into the fully connected branch. This output is further cropped to obtain a two-channeled image of shape 60 × 21 × 2, which is the shape of the foot pressure heatmaps. This output is added to the final FC-2520 layer as a residual connection to preserve spatial coherence even after passing through flattening and fully connected layers. The last fully connected layer for both PressNETs has a field of view over the entire prediction and, when combined with the spatial coherence of the concurrent branch for PressNET-V2, yields the best results. Table 2 : The number of frames in each split of the data.
Training Details
We evaluate the two varieties of our network on five splits of the dataset. Our dataset is split by subject in a leaveone-out cross-validation. The validation data consists of the last take from each subject used in the training data. The number of frames per take are listed in Table 1 . The goal of this cross-subject validation is to show how well this network generalizes to an unseen individual. Both networks are trained with a learning rate of 5e −5 for 20 epochs at a batch size of 32 for all splits on a NVIDIA Tesla P100 GPU cluster with 8GB of memory. Data pre-processing is carried out before training as mentioned in Section 3.2.1.
Both PressNET-V1 and PressNET-V2 take 3 to 3.5 hours to train on splits with test subjects 8, 9 and 10 and 2 to 2.5 hours to train on splits with test subjects 4 and 7. The problem is formulated as a regression with a sigmoid activation layer as the last activation layer since the output data is in the range [0, 1]. A binary footmask, produced by the foot pressure capturing system, is element-wise multiplied in the network having ones marked for valid prexels and zeros marked for invalid prexels. This enables the network to not have to learn the approximate shape of the foot in the course of training and solely learn foot pressure. The learning rate is reduced to 1e −5 after 12 epochs to ensure a decrease in validation loss with training. Mean absolute error is used as the loss function for supervision, as we are learning the distribution of prexels [6] .
Results
We evaluate PressNET qualitatively and quantitatively, as well as compare against a K-nearest neighbor baseline to show that PressNET is effective at estimating foot pressure from input video.
KNN Baseline
We employ K-Nearest Neighbor (KNN) regression [6] as a baseline. For the KNN regression, the data is temporally subsampled by a factor of 2. This is done to decrease the search time required for the KNN algorithm, without much information loss. The foot pressure data is sampled at 100Hz, i.e., we have a frame of foot pressure recorded every 10 milliseconds. Since the data is sequential, picking every other frame of training data does not affect the temporal consistency of foot pressure data as the change in the heatmaps in 20 milliseconds is negligible. Pre-processing is carried out similar to training PressNET. The data is normalized by mean and standard deviation of input, calculated using hip joint centered data by ignoring zero confidence values. The distance metric for the KNN algorithm is calculated as the mean of the distances between corresponding joints that do not have zero confidence values. This distance d can be represented for two OpenPose human pose detections (a and b) with confidence c a for a and c b for b and J joints by:
where δ is the Kronecker Delta which is 1 if the argument is true and 0 if false and a small to avoid division by 0. This enables KNN to adapt to missing joint detections in the human pose predictions.
Quantitative Evaluation
For the quantitative evaluation, we use mean absolute error E to quantify the difference between ground truth foot pressure Y and predicted foot pressureŶ on N foot pressure prexels as:
We then take the mean across all the cross-validation splits for our final accuracy rates. Table 3 shows the error for our PressNET and the KNN error for the predicted foot pressure for each data split. For both PressNETs, the worst two individuals to predict foot pressure on are Subjects 4 and 10. This is also true for the nearest neighbor classifiers as well which could be because these subject foot pressures have a higher mean foot pressure than the other subjects and thus the networks are under-predicting the error. The PressNET V2 has a mean classification of 5.61 kPa which is less than double the 3 kPa measurement noise level of the foot pressure recording devices.
In order to test whether these results are significant, we perform a two tailed paired t-test between the mean errors for each frame for each of the PressNETs compared with KNN over each split of the data. As shown in Table 4 , both networks perform significantly better than KNN regression. Figure 4 shows the foot pressure predictions for different frames from multiple subjects. In addition to the qualitative comparison by visualization, the respective mean absolute errors with respect to ground truth frames have also been calculated to provide a quantitative comparison of performance of the three networks. The frames have been chosen to show the ability of PressNET to generalize to different poses, similar poses from different subjects and different views with respect to a fixed camera. The frames have also been chosen to show some failure cases of PressNET.
Qualitative Evaluation
Observing the foot pressure heatmaps in columns of KNN, PressNET-V1 and PressNET-V2, it is evident that the heatmaps generated by PressNET-V2 are more similar to ground truth heatmaps when compared to the other two. This is supported by the mean absolute frame errors of the networks. KNN results are visually very poor when compared to the two PressNETs. This is because KNN is merely picking the frame with the shortest distance between joints in a cross-subject evaluation. As the style of performance and body dynamics differs for each subject, KNN is unable to generalize to a change in subjects, leading to the highest mean absolute error among the three.
Different poses can lead to the same foot pressure. Consider Frames 5118 of Subject 4, Session 2 (first row), Take 1 and 12153 of Subject 10, Session 2, Take 1 (last row). They have similar foot pressure heatmaps, with the left heel and the right fore foot having a high pressure intensity, but they correspond to two different poses from two different subjects, the poses from the front view of Subject4 and side view of Subject 10. It can be clearly seen from visualization that PressNET-V2 generates heatmaps with similar pressure intensities as ground truth for both the frames. This shows that our network is able to capture the correlation between joint locations and foot pressure, irrespective of subject, pose, or camera view. Subjects 7 and 9 show the same response, suggesting that our network is not susceptible to changes in gender, even with different body dynamics and styles.
It can be observed that for Subject 10 in Figure 4 , KNN performs better than PressNET. One of the reasons for this might be that the KNN finds a similar pose with a similar foot pressure map in the training data, since multiple poses can lead to the same foot pressure. This frame captures a side view with occluded limbs. Four OpenPose joints have zero confidences, leading to a worse mean absolute error on PressNET-V1 and PressNET-V2. Left: both left and right foot pressure maps, color coded by pressure (kPa); Right: a foot pressure sequence spatiotemporally registered to the motion capture coordinate system. PressNET-V2 and Ground Truths. Under each prediction, in row 2, is the corresponding absolute difference heatmap with respect to ground truth foot pressure. The last subframe in row 2 provides information about the video frame. Best prediction in each sample has a yellow bounding box around it.
Center of Pressure and Stability
Human gait stability analysis provides an overall motivation for our work. Stability analysis seeks to understand complex mechanisms of the human postural system that contribute to the development of efficient solutions for unstable postures in terms of orientation and equilibrium [5, 14, 18, 42, 45, 53] . 
Background Concepts in Stability
Several fundamental concepts used in stability analysis are illustrated in Figures 6 and 10 , including Center of Mass (CoM), Base of Support (BoS), and Center of Pressure (CoP) [50] . CoM, also known as Center of Gravity, is the ground projection of the body's 3D center of mass onto the Base of Support (BoS) [21] . A human gait is stable if the CoM falls within BoS, also called the support polygon [33] . If the CoM point is outside the support polygon, it is equivalent to the presence of an uncompensated moment acting on the foot, which causes it to rotate around the point on the polygon boundary resulting in instability. Center of Pressure (CoP), also known as the Zero Moment Point, is a point where the total moment generated due to gravity and inertia equals zero. Figure 10 shows a diagram of foot pressure annotated with the CoP, shown as a red star, relative to the pressure from both feet shown as regions color-coded from low pressure (yellow) to moderate pressure (red) to high pressure (brown). Considering CoP as the ground reaction force and CoM as the opposing force, larger distances between the two 2D points could indicate reduced stability. Indeed, the CoP location relative to the whole body center of mass has been identified as a determinant of stability in a variety of tasks [24, 25, 37] . Note that the CoP is usually measured directly by force plates or insole foot pressure sensors, whereas in this section we are evaluating our ability to infer it from video alone.
Quantitative Evaluation of Estimated CoP
As a step towards analyzing gait stability from video, in this section we compute Center of Pressure, one of the key components of stability, from the regressed foot pressure maps produced by our PressNET-V2 network, and compare it to CoP computed from the KNN baseline as well as from the ground truth pressure data. For each of these types of foot pressure map, CoP is calculated as the weighted mean of the pressure elements (prexels) in the XY ground plane. The square root of mean squared error distance metric is chosen to calculate the 2D error between ground truth and our models. Table 5 lists the distance errors of CoP for KNN and PressNET-V2. PressNET-V2 has significantly lower errors for all subjects, making it a better tool for human gait stability analysis. Figure 11 shows the 2D CoP distance errors for Subjects 4, 7, 8, 9 and 10. It can be observed from the figures that the spread of errors of CoP is significantly lower compared to that of KNN. From Table 5 , it is evident that the median errors for PressNET-V2 are approximately 3 times smaller than that of KNN. The distribution of distance errors are concentrated around zero millimeters, showing that the accuracy of CoP calculations are significantly better than KNN, with smaller variance. As a point of reference, we know from [51] that a CoM accurate to 1% of the subject's height (18mm) is as accurate as the variation between multiple CoM calculation methods. This can be used as an order of magnitude approximation of how accurate a video based method would expected to be for approximating CoP. We believe this is a promising result towards developing a deep learning framework for human gait stability analysis from video. 
Summary and Conclusion
In this paper, we explore the feasibility of regressing foot pressure from 2D joint detected in video. This is the first work in an effort to bring a direct mapping from whole human body kinematics to foot pressure dynamics into the computer vision community. We demonstrate, both quantitatively and qualitatively the effectiveness of our PressNET networks on a challenging, long, multimodality Taiji performance dataset. We demonstrate statistically significant improved results over a standard K-Nearest Neighbor method, to validate that our networks are indeed learning foot pressures from body kinematics. We also demonstrate the use of learned foot pressure for estimation of Center of Pressure, a key component of postural and gait stability, from the regressed foot pressure results.
We hope to extend this work to integrate additional body dynamics to allow accurate modeling of forces, dynamics and stability exclusively from video. Our goal is to build precision computer vision tools that estimate various human body dynamics using passive and inexpensive visual sensors, whose outcome is validated using bio-mechanically derived data (rather than approximations by human labelers). We foresee to introduce a new and exciting subfield in computer vision beyond visually satisfactory human joint/pose detection to the more challenging problems of capturing accurate, quantifiable human body dynamics for scientific applications.
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