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1 Representing Composite Documents
The composite nature of multimedia documents requires a more powerful knowledge repres-
entation for indexing than the pure set of terms. Object-oriented data modeling is a widely
known and accepted approach to represent knowledge. [Meghini et al. 93] introducesthe usage
of object-oriented principles in combination with logic for improving information retrieval.
This workshop contribution presents ideas to combine uncertain inference with object-oriented
modeling in order to achieve a suitable model for multimedia information retrieval.
This work introduces the probabilistic extension of the model presented in [R¨ olleke & Fuhr
96]. Figure1depictsthemajorissuesofthemodel. Thedocumentsd1andd2consistsofwords
and sections. The square brackets indicate the composite (aggregated) structure of documents.
Thisconcept ofaggregationallowsforreﬂectingthecompositenatureofmultimediadocuments
appropriately. In addition, it is suitable for modeling retrieval among distributed environments
as indicated by the two databases db1 and db2.
We consider databases, documents, and sections as contexts which deﬁne a local frame
for a logical program. A logical program is a set of facts and rules for deﬁning a set of
propositions. Following the object-oriented principles, we consider three types of propositions,
namely classiﬁcation, generalization,a n droles. Classiﬁcation serves to group objects within
certain classes (concepts). For example, documentd1states that objectpeteris an instanceof
class sailor. Generalization serves to deﬁne class hierarchies. For example, everypicture
is a document. Roles represent the relationships between objects. For example, mary is
the author of d1. In addition, our model allows to use a predicate with arity zero (e. g.
sailing). This corresponds to the classical set of terms approach and provides the familiar
way for describing the content of documents.
db1[
d1[
sailing, boats
sailor(peter)
sec11[peter, sailing]
sec12[peter, paul, mary]]
d1.author(mary)
d2[sailing]
picture < document]
db2[...]
Figure 1: Representing composite documents2 Adding Uncertainty
The focus of this work lies on deﬁning a semantics for the uncertainty handling within the
described object-oriented representation. The idea is to assign weights to the contexts and their
local propositions. Thus, we can reﬂect the reliability of contexts and the belief in propositions
whichyieldarankingwhenretrievingthecontextswhichfulﬁllthequery. Considertheuncertain
knowledge representation given in ﬁgure 2.
The weights in front of the propositions represent the probability of a truth value. For
example, sailing is true in d1 with a probability of 0.9. This approach corresponds to
assigning the conditional probability
P
(
t
j
d
) when processing probabilistic indexing.
The factors in front of the contexts represent the reliability of a context. Thus, we are able
to reﬂect the importance of the context knowledge when using for example the knowledge of
sections in order to conclude on the knowledge of the whole document. In the example given,
the content of section sec11 is more important than the content of section sec12.
0.5 db1[
0.5 d1[
0.9 sailing, 0.8 boats
0.1 sailor(peter)
0.7 sec11[peter, sailing]
0.6 sec12[peter, paul, mary]]
d1.author(mary)
0.5 d2[0.7 sailing]
picture < document]
0.5 db2[...]
db1[?- D[sailing] % query
*** d1
*** d1[sec11]
*** d2]
Figure 2: Adding uncertainty
The query asks in the context of db1 for all documents (contexts) where the proposition
sailing is true. The question is: How can we deﬁne the meaning of the uncertainty values in
order to comeup with a model fordetermining theretrievalstatus valueof theretrievedcontexts
d1, d1[sec11],a n dd2?
This workshopcontribution presents a semantics based on Kripkestructures for deﬁning the
meaning of the uncertainty values. We also introduce the combination of different contexts in
order to reason on the knowledge which is distributed among several contexts.
3 Semantics of the Model
For deﬁning the semantics, we can ease the discussion by using abstract propositions denoted
by x and y for all possible types of propositions. Consider the example given in ﬁgure 3. The
global context contains two contexts (documents) d1 and d2.The proposition x is true in context d1 with a probability of 0.8. The same proposition is
true in the second context d2 with a probability of 0.6. The proposition y is true in the global
context with a probability of 0.1 and it is true in context d1 with a probability of 0.3.
0.9 d1[0.8 x, 0.3 y]
0.7 d2[0.6 x]
0.1 y
Figure 3: Composition of a database and documents with propositions x and y
A common notation for deﬁning the meaning of a weight is to assume a set of possible
worldswith a given probabilitydistribution(see [Nilsson 86]). A weight of apropositionis then
equal to the sum over theprobabilitiesof theworldswhere the propositionholds. We followthe
same approach but in addition we want the weights to have a local meaning, i. e. the probability
is deﬁned locally to a context. Therefore, we base the formal deﬁnition of the semantics on
the extended Kripke structures as introduced in [Fagin & Halpern 94] using a four-valued truth
assignment:
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Now we apply this formal semantics to the above example. The contexts correspond to the
agents. We have three agents: d1, d2, and the global context. We refer to the global (current)
context as this-context.
First, we deﬁne the meaning of a weight of an uncertain proposition. For example, the
probabilities of the this-worlds where proposition y holds sum up to 0.1. We assume a global
starting world
s
0 from which the this-agent can reach the set
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can use the formal semantics to express the meaning of a formula in the this-context:
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The formula holds, iff the probabilities of the worlds where y holds sum up to 0.1. An
atomic formula holds if the truth value contains true. The truth values are considered as
the powersets of
ftrue, false
g,i .e .TRUE =
ftrue
g, FALSE =
ffalse
g, UNKNOWN =
f
g,
INCONSISTENT =
ftrue, false
g.
Analogously, the meaning of the weights of the nested formulas can be deﬁned. Let
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Asubcontextliked1reachesfromtheworldsofitsenclosingcontext(herethethis-context)aset
of worlds. This set ofworldscorrespondsto thelocal logical programand thelocal probabilities
of the truth values.
The weight in frontof a context is equal to thesum over theprobabilitiesof all worldswhere
the program of the context holds.
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)We give now an example for the accessibility relations, assuming probabilistic independence
for all probabilities given. The accessibility relation of the this-context might be:
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We need at least four worlds in order to model all elements of the powerset of subcontexts. (To
keep the examply simple, we leave out the knowledge this[0.1 y].) The context d1 is
considered in the worlds
s
1 and
s
2, the context d2 is considered in the worlds
s
1 and
s
3. Thus,
we get the following accessibility relations for d1 and d2:
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6. Figure 4 shows
the probability distribution over the worlds and the truth value assignment. In world
s
1 both
contextsd1andd2areconsidered. Inworld
s
2 onlyd1isconsidered. And so on. The
t
i worlds
deﬁne the probability of the local propositions x and y. We assume a closed world assumption
for x and y.
s
1 0.9 * 0.7 d1[...], d2[...], d1
￿d2[...]
s
2 0.9 * 0.3 d1[...], d1-d2[...]
s
3 0.1 * 0.7 d2[...], d2-d1[...]
s
4 0.1 * 0.3
t
1 0.8 * 0.3 x, y
t
2 0.8 * 0.7 x,
:y
t
3 0.2 * 0.7
:x, y
t
4 0.2 * 0.3
:x,
:y
t
5 0.6 x
t
6 0.4
:x
Figure 4: Probability distribution over the worlds and the truth value assignment
In section 4 wecombine theknowledgeof contexts in orderto determinetheknowledgethat
the enclosing context “learns” from its subcontexts. The agent d1-d2 deﬁnes the program that
holds only in world
s
2, i. e. the knowlege of d2 is not considered. The agent d1
￿d2 (d1 and
d2) reaches from
s
1 a set of worlds which represent the combined (united) knowledge of both
contexts d1 and d2. We call these combined contexts disjoint contexts, since their programs
do not hold in a common world. d1 and d2 are not disjoint, since there is the world
s
1,w h e r e
both programs hold.
4 Augmenting Knowledge and Combining Contexts
The basic idea of exploiting the aggregated structure for retrieval is that the content of a context
is determined by its own content (knowledge) and the content of its subcontexts. We call the
propagation of the knowledge of a subcontext to the enclosing context augmentation. This
concept allows to “learn” about the content of a context by looking at the knowledge of its
subcontexts.
In order to reason about the knowlege of a context we want to combine the knowledge
of its subcontexts. Considering the example from above, which meaning can we give to the
knowledge of combined contexts like this[d1] or this[d1+d2]? The ﬁrst combined
context expresses the assumption, that the current context comprises only document d1,i .e .i t
learns only fromd1. The second combined context considers the knowlege of both documents,
i. e. it learns from agent d1+d2 (d1 or d2).
In case we consider more than one context, we have to combine the knowledge of the
contexts. For example, consider the proposition x. We have evidence that the truth valuecontains true from both contexts d1 and d2. Assuming a CWA for x we have also evidence
that the truth value contains false. According to the principle of maximum entropy, the set of
worlds corresponding to the intersection of contexts (d1
￿d2) contains worlds which have an
inconsistency for the truth value of x. Figure 5 shows the rewritten program from above using
disjoint contexts.
0.27 d1-d2[0.8 x, 0.3 y]
0.07 d2-d1[0.6 x]
0.63 d1
￿d2[0.92 x, 0.52
:x, 0.3 y]
Figure 5: Disjoint contexts
For deﬁning the combination of contexts, we have to give the constraints for determining
the accessibility relation and the probability distribution of the elements of the powerset of the
contexts.
The accessibility relation
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Nowwecangivethemeaningoftheprobabilityofapropositionforeachelementofthepowerset
of contexts. For example, the probability of the intersection d1
￿d2is 0.63, since this weight is
equal to the sum over the this-worlds which consider the knowledge of both contexts. The new
agent (i. e. the combined context) reaches from
s
1 the worlds shown in ﬁgure 6. The weight of
proposition x is deﬁned as the sum over all worlds, where the truth value of x contains true.
These are the worlds
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5. The probabilities of these worlds sum up to
0.92. This sum corresponds to the probabilistic interpretation of a disjunction, i. e. we get the
probability0.8 +0.6 - 0.48 = 0.92. The same can beapplied for
:x. We get theprobability0.52.
The overlap of the probabililies (here 0.44), i. e. the sum over the probabilities of the worlds
which assign INCONSISTENT as truth value, reﬂects the degree of inconsistency.
Intuitively, we want the union of the disjoint contexts where d1 occurs to yield the initial
program of d1. The extensional way of uniting disjoint contexts would be to compute the
conditional probability
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in order to obtain the initial program we have to consider that the intersection contains some
worlds which know x to contain true only because d2 is considered. So we have to subtract
this portion, getting
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only because it contains true in the d2-world
t
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t
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;
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Figure 6: Probability distribution over the worlds and the truth value assignment
5 Retrieving Aggregated Contexts
The idea of retrieving an aggregated context is motivated by the desire of retrieving a context
which is as speciﬁc as possible to minimize the costs of gaining the desired information. But at
the same time we want the aggregated context to be general enough for satisfying as much as
possible of the whole information need.
Consider the example in ﬁgure7. We have a document which comprisesthree sections. The
content of each section is described by a local logical program. The probability that the truth
valueof propositionxcontains true(false, respectively) is given by the weightsin each section.
The weights in front of each section reﬂects the importanceof this section for the content of the
whole document d1. The second document d2 is also indexed with proposition x.
d1[
0.9 s11[0.8 x, 0.2
:x]
0.7 s12[0.6 x, 0.4
:x]
0.5 s13[0.0 x, 1.0
:x]
]
d2[0.5 x]
?- D[x]
0.72 d1[s11]
0.5604 d1[s11+s12]
0.5 d2
0.42 d1[s12]
0.36 d1[s11+s13]
0.2802 d1[s11+s12+s13]
0.21 d1[s12+s13]
Figure 7: Document d1 comprises three sections
Now consider the query “?- D[x]” asking for all contexts D where the truth value of the
proposition x is TRUE. Note that we compute the probability of the truthvalue TRUE and not
the probability that the truth value contains true.
The RSV (Retrieval Status Value) of d2 is given by the probability of x. This computation
corresponds to the computation of the RSV as the conditional probability.
Thetop answer isthecontextd1[s11]. This contextreﬂectstheassumption thatdocument
d1 comprises only the section s11. In this case the RSV is computed as the probabilityP
(s11 is a part of document d1
^ proposition x is TRUE in context s11
). Thus, we get the
RSV
0
:
7
2.
In an analogous way, the RSV of d1[s12] is computed.
What is the meaning of the RSV of d1[s11+s12]? This context assumes that document
d1 consists of the two sections s11 and s12. The knowledge (content) of both sections
contributes to the content of this aggregated context. Thus, the truth value of x contains true
in correspondence to the augmentation from s11 “and” s12. From the probabilistic point of
view this contribution of both contexts means a union of the knowledge of the subcontexts.
Assuming independence for the reliability factors of the contexts, we get a possible world
distribution as described in section 3. We get the portion
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2 corresponds to the portion of inconsistent worlds.)
In an analogousway,wecomputetheRSVofd1[s11+s13]andd1[s12+s13](
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the sum of the probabilities of the worlds where the truth value of x is INCONSISTENT.
When computing the RSV of d1[s11+s12+s13] we subtract the probabilities of the
inconsistent worlds for each intersection of two contexts and we add the probabilities of incon-
sistent worlds in the intersection of all three contexts (application of the sieve formula). Thus,
we get
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corresponds to the intuition that the RSV of d1[s11+s12] should be divided when adding
the context s13 with a reliability of
0
:
5 and a probability of
1
:
0 for the truth value FALSE of
the proposition x.
6 Conclusion and Outlook
We have introduced an object-oriented representation of knowledge. As we have indicated,
object-oiented data modeling is especially useful when describing multimedia data collections
for IR purposes. The composite nature of multimedia documents, varying types of objects, and
relationships between objects can be considered appropriately.
A state-of-the-art knowledge representation for IR has to provide a means for considering
the intrinsic uncertainty of knowledge in order to achieve the desired ranking of documents
when querying. We have deﬁned the semantics of the uncertain object-oriented knowledge
representation using as basis the extended Kripkestructure introduced in [Fagin & Halpern 94].
Retrieving the least aggregated context improves retrieval effectiveness, since the costs of
gaining the information decreases with the speciﬁty of the retrieved document whereas at the
same time the generality of the context is high enough to satisfy the information need.
We want to process the introduced model with probabilistic Datalog ([Fuhr 95]). The
prototype of probabilistic Datalog allows for uncertain inference with intensional semantics
which provides the basis for computing the probabilities of the truth values. [Fuhr 96] presents
the extension of probabilistic Datalog for representing and retrieving aggregated documents.References
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